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Abstract

Recent work has shown that for \( \gamma \in (0, 2) \), a Liouville quantum gravity (LQG) surface can be endowed with a canonical metric. We prove several results concerning geodesics for this metric. In particular, we completely classify the possible networks of geodesics from a typical point on the surface to an arbitrary point on the surface, as well as the types of networks of geodesics joining two points which occur for a dense set of pairs of points on the surface. This latter result is the \( \gamma \)-LQG analog of the classification of geodesic networks in the Brownian map due to Angel, Kolesnik, and Miermont (2017). We also show that there is a deterministic \( m \in \mathbb{N} \) such that almost surely any two points are joined by at most \( m \) distinct LQG geodesics.
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1 Introduction

1.1 Overview

Liouville quantum gravity (LQG) is a family of canonical models of random surfaces (two-dimensional Riemannian manifolds), indexed by a parameter \( \gamma \in (0, 2) \), which were first introduced in the physics literature by Polyakov [Pol81]. Such surfaces are conjectured to describe the scaling limits of “discrete random surfaces”, such as random planar maps. See [Gwy20b, BP] for introductory expository articles on LQG.

To define LQG, let \( U \subset \mathbb{C} \) be an open domain, and let \( h \) be a variant of the Gaussian free field (GFF) on \( U \). Heuristically speaking, the \( \gamma \)-LQG surface corresponding to \((U, h)\) is the random two-dimensional Riemannian manifold with Riemannian metric tensor \( e^{\gamma h}(dx^2 + dy^2) \), where \( dx^2 + dy^2 \) is the Euclidean metric tensor. This definition does not make literal sense since \( h \) is a random distribution (generalized function), so does not have well-defined pointwise values. However, it is possible to define LQG surfaces rigorously using various regularization procedures, as we now explain.

We start with a family of continuous functions which approximate \( h \) in some sense. For concreteness, for \( \varepsilon > 0 \) we define

\[
h^\varepsilon(z) := (h * p_{\varepsilon/2})(z) = \int_U h(w) p_{\varepsilon/2}(z, w) \, d^2w, \quad \forall z \in U,
\]

where \( p_s(z, w) = \frac{1}{2\pi s} \exp\left(\frac{|z-w|^2}{2s}\right) \) is the heat kernel on \( \mathbb{C} \) and the integral is interpreted in the sense of distributional pairing. One can then define the volume form associated with an LQG surface, a.k.a. the LQG area measure, as the a.s. weak limit

\[
\mu_h := \lim_{\varepsilon \to 0} \varepsilon^{\gamma^2/2} e^{\gamma h^\varepsilon(z)} \, d^2z,
\]

where \( d^2z \) denotes Lebesgue measure on \( U \). This measure is a special case of Gaussian multiplicative chaos [Kah85] and many of its basic properties are proven in [DS11].

Recently, it was shown in a series of papers [DDDF20, GM20b, DFG+20, GM20a, GM21b, GM21a] that one can define the Riemannian distance function, a.k.a. the LQG metric, via a similar regularization procedure. To describe this regularization procedure, we first let \( d_\gamma > 2 \) be the LQG dimension exponent from [DZZ19, DG18]. This exponent describe distances in various approximations of LQG (such as random planar maps and regularized versions of the metric tensor). For example, for a certain class of infinite-volume random planar maps which are expected to have LQG as their scaling limit, the number of vertices in the graph-distance ball of radius \( r \) centered at the root vertex grows like \( r^{d_\gamma + o(1)} \) as \( r \to \infty \) [DG18, Theorem 1.6]. Once the LQG metric \( D_h \) has been defined, it can be shown that \( d_\gamma \) is the Hausdorff dimension of the metric space \((U, D_h)\) [GP19b, Corollary 1.7].

To construct the LQG metric, we let \( h^\varepsilon \) be as in (1.1) and define a metric on \( U \) by

\[
D^\varepsilon_h(z, w) := \inf_{P: z \to w} \int_0^1 e^{\frac{s}{4} h^\varepsilon(P(t))} |P'(t)| \, dt, \quad \forall z, w \in U
\]

where the infimum is over all piecewise continuously differentiable paths from \( z \) to \( w \). It is shown in [DDDF20] that there are deterministic positive scaling constants \( \{a_\varepsilon\}_{\varepsilon > 0} \) such that the laws of the random metrics \( a_\varepsilon^{-1} D^\varepsilon_h \) are tight w.r.t. the local uniform topology on \( U \times U \), and moreover every
possible subsequential limit of these laws is a metric which induces the Euclidean topology on $U$. It was subsequently shown in [GM21b], building on [GM20b, DFG+20, GM20a], that the subsequential limit is unique. In fact, the metrics $\alpha^{-1}D_h^\varepsilon$ converge in probability to a limiting metric $D_h$ which is uniquely characterized by a list of axioms. We will review these axioms in Section 2.2 below.

In the special case when $\gamma = \sqrt{8/3}$, there is a completely different, earlier construction of the LQG metric due to Miller and Sheffield [MS20, MS16a, MS16b] based on a process called quantum Loewner evolution. It is shown in [GM21b, Corollary 1.5] that the Miller-Sheffield $\sqrt{8/3}$-LQG metric is the same as the one obtained as the limit of (1.3) for $\gamma = \sqrt{8/3}$. Using their construction, Miller and Sheffield [MS16a, Corollary 1.5] showed that certain special $\sqrt{8/3}$-LQG surfaces, viewed as metric spaces, are isometric to so-called Brownian surfaces, such as the Brownian map. These Brownian surfaces are random metric spaces which describe the scaling limits of uniform random planar maps in the Gromov-Hausdorff topology, see, e.g., [Le 13, Mie13, BM17, BM19, GM17].

Although the LQG metric induces the same topology as the Euclidean metric, many of its properties are very different from those of any smooth Riemannian distance function. For example, the LQG metric exhibits confluence of geodesics [GM20a]. Roughly speaking, this means that two LQG geodesics with the same starting point and different target points typically coincide for a non-trivial interval of time; see Section 2.4 for precise statements. As another example, the boundaries of LQG metric balls have Hausdorff dimension strictly larger than 1 [Gwy20a, GPS20] and have infinitely many connected components [GPS20].

In this paper, we will further investigate the qualitative properties of LQG geodesics. In particular, we will show that a typical point is joined to any other point by at most three geodesics (Theorem 1.2); we will classify the possibly “networks” of geodesics joining pairs of points which are dense in $\mathbb{C} \times \mathbb{C}$ (Theorem 1.5); and we will prove that any two points in an LQG surface are joined by at most finitely many distinct geodesics (Theorem 1.7). Our classification of geodesic networks is the LQG analog of the classification of geodesic networks in the Brownian map from [AKM17] (although the proof is quite different).

A remarkable feature of the results in this paper is that several qualitative properties of LQG geodesics do not depend on $\gamma$. For example, the set of possible dense geodesic networks in Theorem 1.5 does not depend on $\gamma$. This is in contrast to quantitative properties of LQG distances, such as the Hausdorff dimensions of various sets, which are expected to be $\gamma$-dependent.
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1.2 Main results

For concreteness, throughout most of this paper we will restrict attention to the case when $U = \mathbb{C}$ and $h$ is the whole-plane Gaussian free field, normalized so that its average over the unit circle is zero (see [MS17, Section 2.2] or [BP, Section 5.4] or [GHS19, Section 3.2.2] for background on the whole-plane GFF). Our results can be extended to variants of the GFF on other domains using local absolute continuity. We also fix $\gamma \in (0, 2)$ and let $D_h$ be the $\gamma$-LQG metric associated with $h$, so that $D_h$ is a random metric on $\mathbb{C}$. In order for our main results to make sense, we need the following basic fact about the existence and uniqueness of LQG geodesics.

**Lemma 1.1.** Almost surely, for each distinct $z, w \in \mathbb{C}$ there is at least one $D_h$-geodesic from $z$ to $w$. For a fixed choice of $z$ and $w$, a.s. this $D_h$-geodesic is unique.
Proof. Almost surely, the metric space \((\mathbb{C}, D_h)\) is a boundedly compact length space: i.e., closed bounded sets are compact and the \(D_h\)-distance between any two points is the infimum of the \(D_h\)-lengths of continuous paths between them. See Axiom I below and [DFG+20, Lemma 3.8]. Therefore, the existence of \(D_h\)-geodesics follows from general metric space theory [BBI01, Corollary 2.5.20]. The uniqueness of the \(D_h\)-geodesic between fixed points is established in [MQ20b, Theorem 1.2].

Throughout this paper, for a set \(A \subset \mathbb{C}\) we write \(\dim^\gamma_H A\) for the Hausdorff dimension of the metric space \((A, D_h|_A)\) and we refer to \(\dim^\gamma_H A\) as the \(D_h\)-Hausdorff dimension of \(A\).

Our first main result concerns the number of distinct geodesics from a fixed point to an arbitrary point. Due to the translation invariance of the law of \(h\), modulo additive constant, we can assume without loss of generality that the fixed point is the origin.

**Theorem 1.2.** Almost surely, for each \(z \in \mathbb{C}\) there are either 1, 2, or 3 \(D_h\)-geodesics from 0 to \(z\). Furthermore, a.s.

1. For Lebesgue-a.e. \(z \in \mathbb{C}\), there is a unique \(D_h\)-geodesic from 0 to \(z\).
2. The set of points \(z \in \mathbb{C}\) for which there are exactly two distinct \(D_h\)-geodesics from 0 to \(z\) is dense in \(\mathbb{C}\) and the \(D_h\)-Hausdorff dimension of this set is in \([1, d_\gamma - 1]\).
3. The set of points \(z \in \mathbb{C}\) for which there are exactly three distinct \(D_h\)-geodesics from 0 to \(z\) is dense in \(\mathbb{C}\) and is countably infinite.

The analog of Theorem 1.2 in the case of the Brownian map (equivalently, the case of a \(\sqrt{8/3}\)-LQG surface centered at a quantum typical point) follows from the fact that in the Brownian map, the dual of the geodesic tree is a continuum random tree. See [Le 10] or the discussion at the beginning of [AKM17, Section 1.3]. In the case of \(\gamma\)-LQG for general \(\gamma \in (0, 2)\), however, we have no exact description of the laws of any functionals of the metric. Hence the proof of Theorem 1.2 requires a non-trivial amount of work. In fact, the proof of Theorem 1.2 will occupy most of Section 3.

We do not expect that either the lower bound or the upper bound for the Hausdorff dimension of points joined to zero by two distinct geodesics is optimal — indeed, in the case of the Brownian map, equivalently \(\sqrt{8/3}\)-LQG, the dimension of the analogous set is 2 whereas \(d_\sqrt{8/3} = 4\). In our setting, the lower bound comes from the fact that the set of points joined to zero by multiple geodesics contains a non-trivial connected set (see Section 3.3) and the upper bound comes from a “one-point estimate” argument (see Section 4).

**Remark 1.3.** Theorem 1.2 is also true, with the same proof, if we replace \(h\) by \(h - \alpha \log |\cdot|\) for \(\alpha \in (-\infty, Q)\). This is because the confluence of geodesics results for the LQG metric from [GM20a] and the uniqueness of LQG geodesics from [MQ20b, Theorem 1.2] still hold at a point with an \(\alpha\)-log singularity, with the same proofs; see [GM20a, Remark 1.5]. We require \(\alpha < Q\) in order to ensure that the origin is at infinite \(D_h\)-distance from every other point, see [DFG+20, Theorem 1.11]. In particular, by taking \(\alpha = \gamma\) and using a standard property of the LQG area measure [Kah85] (see also [DS11, Section 3.3]), we see that Theorem 1.2 is true if we look at geodesics started from a typical point sampled from the LQG area measure \(\mu_h\) instead of geodesics started from 0.

Using Theorem 1.2 and the confluence of geodesics results for LQG surfaces from [GM20a,GPS20], we can classify the possible topologies for networks of \(D_h\)-geodesics joining two points which are dense in \(\mathbb{C} \times \mathbb{C}\). An identical classification in the case of the Brownian map is given in [AKM17, Theorem 8].
Definition 1.4. For \((z,w) \in \mathbb{C} \times \mathbb{C}\) and \((n,m) \in \mathbb{N}\), we say that \((z,w)\) induces a normal \((n,m)\)-geodesic network if the following is true.

- There is a point \(u \in \mathbb{C}\) such that every \(D_h\)-geodesic from \(z\) to \(w\) passes through \(u\).
- There are exactly \(n\) (resp. \(m\)) distinct \(D_h\)-geodesics from \(u\) to \(z\) (resp. \(w\)).
- For any two \(D_h\)-geodesics \(P, P'\) from \(u\) to \(z\), there exists \(r \in (0, D_h(u,z))\) such that \(P\big|_{[0,r]} = P'\big|_{[0,r]}\) and \(P((r,D_h(u,z))) \cap P'((r,D_h(u,z))) = \emptyset\). Moreover, the same holds with \(w\) in place of \(z\).

We write \(N(n,m)\) for the set of pairs \((z,w) \in \mathbb{C} \times \mathbb{C}\) which induce a normal \((n,m)\)-geodesic network.

See Figure 1 for an illustration of Definition 1.4. We note that if \((z,w)\) induces a normal \((n,m)\)-geodesic network, then there are exactly \(nm\) distinct geodesics from \(z\) to \(w\).

Theorem 1.5. Almost surely, for any \(n,m \in \{1,2,3\}\), \(N(n,m)\) is dense in \(\mathbb{C} \times \mathbb{C}\). Furthermore, a.s. \((\mathbb{C} \times \mathbb{C}) \setminus \bigcup_{n,m \in \{1,2,3\}} N(n,m)\) is nowhere dense in \(\mathbb{C} \times \mathbb{C}\).

Theorem 1.5 does not give a complete classification of the possible geodesic networks for an LQG surface since there could be other configurations of geodesics besides \(N(n,m)\) for \(n,m \in \{1,2,3\}\) which occur for points \((z,w)\) in a nowhere dense subset of \(\mathbb{C} \times \mathbb{C}\). In fact, such configurations are proven to exist in the case when \(\gamma = \sqrt{8/3}\) in [MQ20a]. See Question 1.9 and the discussion just after for more details.

It is easy to see from the results of [GM20a, GPS20] that a.s. \((0,z) \in N(1,m)\) for every \(z \in \mathbb{C}\) such that there are \(m\) distinct geodesics from \(0\) to \(z\). For the sake of reference we record this fact in the following lemma.

Lemma 1.6. Almost surely, for each \(z \in \mathbb{C}\) the following is true.

1. For any \(D_h\)-geodesic \(P\) from \(0\) to \(z\) and any \(t \in (0, D_h(0,z))\), \(P|_{[0,t]}\) is the only \(D_h\)-geodesic from \(0\) to \(P(t)\).

2. For any two distinct \(D_h\)-geodesics \(P, P'\) from \(0\) to \(z\), there exists \(r = r(P,P') \in (0, D_h(0,z))\) such that \(P|_{[0,r]} = P'|_{[0,r]}\) and \(P((r,D_h(0,z))) \cap P'((r,D_h(0,z))) = \emptyset\).
We must show that

\[ \text{Theorem } 1.7. \quad \text{There is a finite, deterministic number } m \text{ such that a.s. any two points in } \mathbb{C} \text{ are joined by at most } m \text{ distinct } D_h \text{-geodesics.} \]

**Proof of Theorem 1.6.** Assertion 1 is just a re-statement of [GPS20, Lemma 3.9].

To prove assertion 2, let \( P \) and \( P' \) be distinct geodesics from 0 to \( z \) and define

\[
 r = r(P, P') := \inf \{ t \in [0, D_h(0, z)] : P(t) \neq P'(t) \}. \tag{1.4}
\]

Then \( r < D_h(0, z) \) since \( P \) and \( P' \) are distinct. Furthermore, a.s. \( r > 0 \) for any two distinct geodesics started from 0 by confluence of geodesics [GM20a, Theorem 1.3]. By definition, \( P||[0,r] = P'||[0,r] \). We must show that \( P((r, D_h(0, z))) \cap P'((r, D_h(0, z))) = \emptyset \). Indeed, if \( u \in P((r, D_h(z, w))) \cap P'((r, D_h(z, w))) \) then \( u = P(t) = P'(t) \) for \( t = D_h(z, u) \in (r, D_h(z, w)) \). Since \( P||[0,t] \neq P'||[0,t] \) (by the definition of \( r \)), this implies that there are two distinct geodesics from 0 to \( P(t) \), namely \( P||[0,t] \) and \( P'||[0,t] \). This cannot happen by condition 1. Therefore, condition 2 holds.

It remains to prove assertion 3. To this end, let \( P^1, \ldots, P^m \) be the geodesics from 0 to \( z \). For distinct \( i, j \in [1, m] \), let \( r_{i,j} \) satisfy the condition of assertion 2 with \( P = P^i \) and \( P' = P^j \). Let \( r := \inf_{i,j} r_{i,j} \) and let \( u = P^1(s) \) for some \( s \in (0, r) \). By inspection, the pair \( (0, z) \) satisfies the conditions in Definition 1.4 of \( N(1, m) \) with this choice of \( u \).

Our last main result gives a deterministic, finite upper bound for the maximal number of \( D_h \)-geodesics joining any two points in \( \mathbb{C} \).

**Theorem 1.7.** There is a finite, deterministic number \( m = m(\gamma) \in \mathbb{N} \) such that a.s. any two points in \( \mathbb{C} \) are joined by at most \( m \) distinct \( D_h \)-geodesics.

By Theorem 1.5, a.s. there exist points in \( \mathbb{C} \) joined by 9 distinct geodesics, so \( m \geq 9 \). It is shown in [MQ20a, Theorem 1.6] that for \( \gamma = \sqrt{8/3} \), Theorem 1.7 holds with \( m = 9 \). We expect that the same is true for general \( \gamma \in (0, 2) \). However, the proof of [MQ20a, Theorem 1.6] requires an \( a \text{ priori} \) finite upper bound on the number of geodesics joining any two points, see [MQ20a, Section 4.1]. We expect that the same situation is true for \( \gamma \)-LQG for general \( \gamma \in (0, 2) \), i.e., Theorem 1.7 is likely to be a necessary input in the proof that the maximal number of geodesics joining any two points is 9.

Our proof of Theorem 1.7 shows that \( m(\gamma) \) is at most the largest integer for which

\[
 \left\lfloor \frac{1}{2} \left( \left\lfloor \frac{17}{3} m + 1 \right\rfloor - \sqrt{\left\lfloor \frac{17}{3} m + 1 \right\rfloor^2 - 4m^2} \right) \right\rfloor \leq [2d_\gamma + 1]. \tag{1.5}
\]

For example, for \( \gamma \) close to 0 we have \( [2d_\gamma + 1] = 5 \) and so \( m \leq 23 \). Due to the bounds in [DG18], for all \( \gamma \in (0, 2) \) we have \( [2d_\gamma + 1] \leq 10 \) and so \( m \leq 50 \). The strange looking quantity on the left side of (1.5) comes from a lower bound for the size of a so-called *independent set* in a general graph from [HS01], see Lemma 4.14. It is possible that our bound for \( m \) could be improved by soft arguments. However, we do not try to optimize it since, as discussed above, we expect that in actuality \( m = 9 \), and we do not believe that this value of \( m \) cannot be obtained by purely soft arguments.

**Remark 1.8.** The parameter \( \gamma/d_\gamma \) in (1.3) lies in \( (0, 2/d_2) \) where \( d_2 = \lim_{\gamma \to 2^-} d_\gamma \). The estimates for \( d_\gamma \) from [DG18,GP19a] (see [GP19a, Theorem 2.3]) show that \( 0.4135 \leq 2/d_2 \leq 0.4189 \). The recent paper [DG20] showed that if we define LFPP as in (1.3) with \( \gamma/d_\gamma \) replaced by a parameter \( \xi > 2/d_2 \), then the LFPP metrics, re-scaled appropriately, admit subsequential limiting w.r.t. a
certain topology. These subsequential limits are metrics on \( \mathbb{C} \) which do not induce the Euclidean topology: rather, there is an uncountable dense set of points which lie at infinite distance from every other point. These metrics are expected to be related to LQG with “matter central charge” in \((1, 25)\) (for \( \gamma \in (0, 2) \), the matter central charge is \( 25 - 6(2/\gamma + \gamma/2)^2 \in (-\infty, 1) \)).

It would be of interest to determine to what extent the results of this paper remain true in the case when \( \xi > 2/d_2 \). The confluence of geodesics results from [GM20a] can be extended to the case when \( \xi > 2/d_2 \); see [DG21]. However, the arguments of the present paper do not apply in this setting since we use that the \( \gamma \)-LQG metric for \( \gamma \in (0, 2) \) induces the Euclidean topology (used frequently throughout our proofs) and the fact that each compact subset of \( \mathbb{C} \) has finite upper Minkowski dimension w.r.t. the \( \gamma \)-LQG metric (used in the proof of Theorem 1.7); see Lemma A.3.

### 1.3 Open problems

Recall that Theorem 1.5 only classifies geodesic networks which occur for a dense set of pairs of points in \( \mathbb{C} \times \mathbb{C} \).

**Question 1.9.** Give a complete classification of the possible topological configurations of geodesics joining pairs of points in \( \mathbb{C} \), including configurations which occur for a nowhere dense set of points in \( \mathbb{C} \times \mathbb{C} \).

Miller and Qian [MQ20a] give a nearly complete answer to Question 1.9 in the \( \gamma = \sqrt{8/3} \) (Brownian surface) case. Indeed, [MQ20a, Theorem 1.5] gives an explicit finite list of topological configurations which can arise for the set of geodesics joining two arbitrary points in the Brownian map, which includes the normal \((n, m)\)-networks for \( n, m \in \{1, 2, 3\} \) as well as configurations which are not normal \((n, m)\)-networks for any \( n, m \in \mathbb{N} \). The theorem also gives upper bounds for the Hausdorff dimensions of the set of pairs of points \((z, w)\) in the Brownian map for which each of these configurations arise. Moreover, [MQ20a, Theorem 1.6] shows that there exist pairs of points in the Brownian map joined by exactly \( k \) distinct geodesics if and only if \( k \in \{1, \ldots, 9\} \) and gives the Hausdorff dimension of the set of such pairs in terms of \( k \). The lower bound for the dimension of the set of pairs of point joined by \( k \) geodesics for \( k \in \{1, 2, 3, 4, 6, 9\} \) was already established in [AKM17]. Note that for \( k \in \{5, 7, 8\} \), the pairs of points joined by exactly \( k \) geodesics do not belong to \( N(n, m) \) for any \( n, m \). We find it likely that all of the configurations from [MQ20a, Theorem 1.5] actually arise in the Brownian map, but Miller and Qian do not prove this in all cases, so they do not quite give a complete answer to Question 1.9 for \( \gamma = \sqrt{8/3} \).

In light of the similarity between Theorem 1.5 and [AKM17, Theorem 8], a natural guess is that the results of [MQ20a] remain true (with the same list of possible geodesic networks) for general values of \( \gamma \in (0, 2) \). However, [MQ20a] relies on exact independence properties for the Brownian map which are not expected to be true for general \( \gamma \in (0, 2) \), so novel ideas would be needed to extend their results.

**Question 1.10.** For each possible configuration of geodesics in Question 1.9, compute the Hausdorff dimension of the set of pairs of points \((z, w)\) in \( \mathbb{C} \times \mathbb{C} \) joined by this type of configuration, w.r.t. the Euclidean and \( \gamma \)-LQG metrics.

As discussed above, [MQ20a] gives a nearly complete answer to Question 1.10 in the case of LQG dimensions for \( \gamma = \sqrt{8/3} \). In the general case, we do not even have a conjecture for most of the dimensions involved.

It appears that the biggest obstacle to resolving Question 1.10 is to compute the Euclidean and \( \gamma \)-LQG dimensions of the set of points joined to 0 by exactly 2 distinct geodesics. Indeed, if we
denote these dimensions by $\Delta_0$ and $\Delta_\gamma$, respectively, then we expect that
\begin{align*}
\dim^0 N(1, 1) &= 4, \quad \dim^0 N(1, 2) = 2 + \Delta_0, \quad \dim^0 N(1, 3) = 2, \\
\dim^0 N(2, 2) &= 2\Delta_0, \quad \dim^0 N(2, 3) = \Delta_0, \quad \dim^0 N(3, 3) = 0
\end{align*}
(1.6)
and
\begin{align*}
\dim^\gamma N(1, 1) &= 2d_\gamma, \quad \dim^\gamma N(1, 2) = d_\gamma + \Delta_\gamma, \quad \dim^\gamma N(1, 3) = d_\gamma, \\
\dim^\gamma N(2, 2) &= 2\Delta_\gamma, \quad \dim^\gamma N(2, 3) = \Delta_\gamma, \quad \dim^\gamma N(3, 3) = 0
\end{align*}
(1.7)
where $\dim^0$ and $\dim^\gamma$ denote the Euclidean and $\gamma$-LQG Hausdorff dimensions, respectively. We also expect that it is not too hard to derive predictions for the Hausdorff dimension of the pairs of points joined by the other geodesic networks appearing in [MQ20a, Theorem 1.5] in terms of $d_\gamma, \Delta_0, \Delta_\gamma$.

Note that (1.7) is consistent with the results of [AKM17,MQ20a] since (as explained in [AKM17]) we have $\Delta_0 = \frac{\sqrt{8}}{3}$ for $\gamma = \frac{\sqrt{8}}{3}$. We do not have a conjecture for the value of $\Delta_0$ for any value of $\gamma$ or for $\Delta_\gamma$ for $\gamma \neq \frac{\sqrt{8}}{3}$.

2 Preliminaries

In this section, we fix some more or less standard notation (Section 2.1), then review some known properties of the LQG metric: the axiomatic characterization (Section 2.2), the definition and properties of filled metric balls (Section 2.3), and the confluence of geodesics property (Section 2.4).

2.1 Basic notation

We write $\mathbb{N} = \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. For $a < b$, we define the discrete interval $[a, b]_\mathbb{Z} := [a, b] \cap \mathbb{Z}$.

If $f : (0, \infty) \to \mathbb{R}$ and $g : (0, \infty) \to (0, \infty)$, we say that $f(\varepsilon) = O_\varepsilon(g(\varepsilon))$ (resp. $f(\varepsilon) = o_\varepsilon(g(\varepsilon))$) as $\varepsilon \to 0$ if $f(\varepsilon)/g(\varepsilon)$ remains bounded (resp. tends to zero) as $\varepsilon \to 0$. We similarly define $O(\cdot)$ and $o(\cdot)$ errors as a parameter goes to infinity. We often specify requirements on the dependencies on rates of convergence in $O(\cdot)$ and $o(\cdot)$ errors in the statements of lemmas/propositions/theorems, in which case we implicitly require that errors, implicit constants, etc., in the proof satisfy the same dependencies.

For $z \in \mathbb{C}$ and $r > 0$, we write $B_r(z)$ for the Euclidean ball of radius $r$ centered at $z$.

For a metric space $(X, D)$, $A \subset X$, and $r > 0$, we write $B_r(A; D)$ for the open ball consisting of the points $x \in X$ with $D(x, A) < r$. If $A = \{y\}$ is a singleton, we write $B_r(\{y\}; D) = B_r(y; D)$.

2.2 Axiomatic characterization of the LQG metric

In this section we review the axiomatic characterization of the LQG metric which was proven in [GM21b]. We will not need the uniqueness part of this characterization theorem for our proofs, but we will frequently use the fact that the LQG metric satisfies the axioms in the characterization theorem (which was checked in [DFG+20,GM21b]). To state the axioms we need some preliminary definitions.

Definition 2.1. Let $(X, D)$ be a metric space.
For a curve \( P : [a, b] \to X \), the \( D \)-length of \( P \) is defined by
\[
\text{len}(P; D) := \sup_T \sum_{i=1}^{\#T} D(P(t_i), P(t_{i-1}))
\]
where the supremum is over all partitions \( T : a = t_0 < \cdots < t_{\#T} = b \) of \([a, b]\). Note that the \( D \)-length of a curve may be infinite.

- We say that \((X, D)\) is a \emph{length space} if for each \( x, y \in X \) and each \( \varepsilon > 0 \), there exists a curve of \( D \)-length at most \( D(x, y) + \varepsilon \) from \( x \) to \( y \).

- For \( Y \subset X \), the \emph{internal metric} of \( D \) on \( Y \) is defined by
\[
D(x, y; Y) := \inf_{P \subset Y} \text{len}(P; D), \quad \forall x, y \in Y
\]
where the infimum is over all paths \( P \) in \( Y \) from \( x \) to \( y \). Note that \( D(\cdot, \cdot; Y) \) is a metric on \( Y \), except that it is allowed to take infinite values.

- If \( X \) is an open subset of \( \mathbb{C} \), we say that \( D \) is a \emph{continuous metric} if it induces the Euclidean topology on \( X \). We equip the set of continuous metrics on \( X \) with the local uniform topology on \( X \times X \) and the associated Borel \( \sigma \)-algebra.

We now give the axiomatic definition of the LQG metric. Since we will only be working with the whole-plane GFF, we only give the definition in the whole-plane case. See [GM21a] for the axioms in the case of a general open domain \( U \subset \mathbb{C} \). The definition involves the parameters
\[
\xi := \frac{\gamma}{d_\gamma} \quad \text{and} \quad Q := \frac{2}{\gamma} + \frac{\gamma}{2},
\]
which appear in the transformation rules for the metric under adding a continuous function and applying a conformal map, respectively. Recall from the discussion just before (1.3) that \( d_\gamma \) is the Hausdorff dimension of the LQG metric.

**Definition 2.2** (The LQG metric). Let \( \mathcal{D}'(\mathbb{C}) \) be the space of distributions (generalized functions) on \( \mathbb{C} \), equipped with the usual weak topology. A \( \gamma \)-LQG metric is a measurable function \( h \mapsto D_h \) from \( \mathcal{D}'(\mathbb{C}) \) to the space of continuous metrics on \( \mathbb{C} \) with the following properties. Let \( h \) be a \emph{whole-plane GFF plus a continuous function}, i.e., \( h \) is a random distribution on \( \mathbb{C} \) which can be coupled with a random continuous function \( f \) in such a way that \( h - f \) has the law of the whole-plane GFF. Then the associated metric \( D_h \) satisfies the following axioms.

I. **Length space.** Almost surely, \((\mathbb{C}, D_h)\) is a length space, i.e., the \( D_h \)-distance between any two points of \( \mathbb{C} \) is the infimum of the \( D_h \)-lengths of \( D_h \)-continuous paths (equivalently, Euclidean continuous paths) between the two points.

II. **Locality.** Let \( V \subset \mathbb{C} \) be a deterministic open set. The \( D_h \)-internal metric \( D_h(\cdot, \cdot; V) \) is a.s. equal to \( D_h|_V \), so in particular it is a.s. determined by \( h|_V \).

III. **Weyl scaling.** Let \( \xi = \gamma/d_\gamma \) be as in (2.2). For a continuous function \( f : \mathbb{C} \to \mathbb{R} \), define
\[
(e^{\xi f} \cdot D_h)(z, w) := \inf_{P : z \to w} \int_0^{\text{len}(P; D_h)} e^{\xi f(P(t))} \, dt, \quad \forall z, w \in \mathbb{C},
\]
where the infimum is over all continuous paths from \( z \) to \( w \) parametrized by \( D_h \)-length. Then a.s. \( e^{\xi f} \cdot D_h = D_{h+f} \) for every continuous function \( f : \mathbb{C} \to \mathbb{R} \).
IV. Conformal coordinate change. Let $a \in \mathbb{C} \setminus \{0\}$ and $b \in \mathbb{C}$. Then, with $Q = 2/\gamma + \gamma/2$ as in (2.2), a.s.

$$D_h(az + b, aw + b) = D_h((a + b) + Q \log |a|)(z, w), \quad \forall z, w \in \mathbb{C}. \quad (2.4)$$

It is shown in [GM21b], building on [DDDF20, GM20b, DFG+20, GM20a] that the limit of the metrics $D_h$ of (1.3) satisfies the axioms of Definition 2.2. Furthermore, the metric satisfying these axioms are unique in the following sense. If $D$ and $\bar{D}$ are two such metrics, then there is a deterministic constant $C > 0$ such that whenever $h$ is a whole-plane GFF plus a continuous function, a.s.

$$\bar{D}_h = CD_h.$$ 

2.3 Filled metric balls

For $z, w \in \mathbb{C}$ and $s \in [0, D_h(w, z))$, we define the filled metric ball centered at $w$ and targeted at $z$, denoted $B^z_s(w; D_h)$, to be the union of the closed metric ball $\overline{B}_s(w; D_h)$ and the set of points which this closed metric ball disconnects from $z$. For $s \geq D_h(0, z)$ we set $B^z_s(w; D_h) := \mathbb{C}$. Note that $B^z_s(w; D_h)$ is unbounded if $\overline{B}_s(w; D_h)$ disconnects $z$ from $\mathbb{C}$. For $s > 0$, we similarly define the filled metric ball centered at $w$ and targeted at $\infty$ to be the set $B^z_s(w; D_h) = B^z_s(\infty; w; D_h)$ which is the union of $\overline{B}_s(w; D_h)$ and the set of points which it disconnects from $\infty$. We will most often work with filled metric balls centered at zero, so to lighten notation we abbreviate

$$B^0_s := B^z_s(0; D_h) \quad \text{and} \quad B^z_s := B^z_s(0; D_h). \quad (2.5)$$

The following lemma is proven in [GPS20, Section 2.1] (see also [MS15, Proposition 2.1]).

Lemma 2.3. Almost surely, for each $z, w \in \mathbb{C}$ and each $s \in (0, D_h(w, z))$, the set $\partial B^z_s(w; D_h)$ is a Jordan curve.

Lemma 2.3 together with Carathéodory’s theorem [Pom92, Theorem 2.6] implies that if $\mathbb{C} \setminus B^z_s(w; D_h)$ is bounded, then every conformal map $\mathbb{D} \to \mathbb{C} \setminus B^z_s(w; D_h)$ extends to a homeomorphism $\overline{\mathbb{D}} \to \overline{\mathbb{C} \setminus B^z_s(w; D_h)}$. If $\mathbb{C} \setminus B^z_s(w; D_h)$ is unbounded, we get a similar result if we replace $\mathbb{C} \setminus B^z_s(w; D_h)$ by $(\mathbb{C} \setminus B^z_s(w; D_h)) \cup \{\infty\}$, viewed as a subset of the Riemann sphere.

2.4 Confluence of geodesics

Here we review some results on confluence of geodesics in LQG surfaces which were proven in [GM20a, GPS20]. Roughly speaking, these results say that (unlike geodesics in a smooth Riemannian manifold) LQG geodesics tend to “merge into one another” and stay together for non-trivial intervals of time. These confluence results will be the key tool in the proofs of our main theorems. The simplest version of confluence is the following result, which is [GM20a, Theorem 1.2].

Theorem 2.4 (Confluence at a typical point). Fix $z \in \mathbb{C}$. Almost surely, for each radius $s > 0$ there exists a radius $t \in (0, s)$ such that any two $D_h$-geodesics from $z$ to points outside of $B_s(z; D_h)$ coincide on the time interval $[0, t]$.

Theorem 2.4 gives an a.s. confluence property for geodesics started from a fixed point of $\mathbb{C}$, but it does not tell us anything about geodesics with arbitrary starting and target points. The following improvement on Theorem 2.4 was proven in [GPS20, Theorem 1.2]. Roughly speaking, it says that the result of Theorem 2.4 extends to geodesics whose starting points are “nearby” a typical point.

Theorem 2.5 (Confluence near a typical point). Fix $z \in \mathbb{C}$. Almost surely, for each neighborhood $U$ of $z$ there is a neighborhood $U' \subset U$ of $z$ and a point $Z \in U \setminus U'$ such that every $D-h$-geodesic from a point in $U'$ to a point in $\mathbb{C} \setminus U$ passes through $Z$.
Recall that for $z \in \mathbb{C} \setminus \{0\}$ and $s \in [0, D_h(0, z)]$, $\mathcal{B}_s^{\bullet} = \mathcal{B}_s^{\bullet}(0; D_h)$ is the filled metric ball centered at 0 and targeted at $z$. Each point $x \in \partial \mathcal{B}_s^{\bullet}$ lies at $D_h$-distance exactly $s$ from 0, so every $D_h$-geodesic from 0 to $x$ stays in $\mathcal{B}_s^{\bullet}$. For some points $x$ there might be many such $D_h$-geodesics. But, it is shown in [GM20a, Lemma 2.4] that there is always a distinguished $D_h$-geodesic from 0 to $x$, called the leftmost geodesic, which lies (weakly) to the left of every other $D_h$-geodesic from 0 to $x$ if we stand at $x$ and look outward from $\mathcal{B}_s^{\bullet}$. Strictly speaking, [GM20a, Lemma 2.4] only treats the case of filled metric balls targeted at $\infty$, but the same proof works for filled metric balls with different target points. The following proposition is [GPS20, Proposition 3.6], and is a generalization of [GM20a, Theorem 1.3] (which is the version for filled metric balls target at $\infty$).

**Proposition 2.6 (Confluence across a filled metric annulus).** Almost surely, for each $w \in \mathbb{C} \setminus \{0\}$ and each $0 < t < s < D_h(0, w)$, the following is true.

1. There is a finite set of points $X = X_t^{w,s} \subset \partial \mathcal{B}_t^{w,\bullet}$ such that every leftmost $D_h$-geodesic from 0 to a point of $\partial \mathcal{B}_t^{w,\bullet}$ passes through some $x \in X$.

2. There is a unique $D_h$-geodesic from 0 to $x$ for each $x \in X$.

3. For $x \in X$, let $I_x$ be the set of $y \in \partial \mathcal{B}_t^{w,\bullet}$ such that the leftmost $D_h$-geodesic from 0 to $y$ passes through $x$. Each $I_x$ for $x \in X$ is a connected arc of $\partial \mathcal{B}_t^{w,\bullet}$ (possibly a singleton) and $\partial \mathcal{B}_s^{w,\bullet}$ is the disjoint union of the arcs $I_x$ for $x \in X$.

4. The counterclockwise cyclic ordering of the arcs $I_x$ is the same as the counterclockwise cyclic ordering of the corresponding points $x \in X \subset \partial \mathcal{B}_t^{w,\bullet}$.

Proposition 2.6 concerns only leftmost $D_h$-geodesics. We will also sometimes need to work with geodesics which are not necessarily leftmost. The following proposition, which is a re-statement of [GPS20, Proposition 3.7], will allow us to do so.

**Proposition 2.7.** Fix $0 < t < s$ and let $X = X_t^{w,s}$ be the set of confluence points as in Proposition 2.6. Almost surely, on the event $\{s < D_h(0, w)\}$, the following is true. For every $D_h$-geodesic $P$ from 0 to a point of $\mathbb{C} \setminus \mathcal{B}_t^{w,\bullet}$, there is an $x \in X$ such that $P(t) = x$ and $P(s)$ is a point of the arc $I_x$ which is not one of the endpoints of $I_x$.

Note that, unlike Proposition 2.6, Proposition 2.7 holds only for a fixed choice of $t$ and $s$, not for all choices of $t$ and $s$ simultaneously.

# 3 Classification of geodesic networks

The purpose of this section is to prove the parts of our main theorems which do not require quantitative estimates. In particular, we will prove all of the assertions of Theorem 1.2 except for the upper bound for the Hausdorff dimension of the set of points joined to zero by two distinct geodesics; and we will prove Theorem 1.5. We start in Section 3.1 by showing that there are at most countably many points $z \in \mathbb{C}$ for which there are at least three distinct $D_h$-geodesics from 0 to $z$. This is done using confluence of geodesics together with a purely topological argument. In Section 3.2, we show that there cannot be any points in $\mathbb{C}$ which are joined to zero by four distinct geodesics by combining the countability result of Section 3.1 with a perturbation argument based on the Weyl scaling property of the LQG metric and the absolute continuity properties of the GFF.

In Section 3.3, we prove that there are at least countably many points joined to zero by three distinct $D_h$-geodesics and at least a Hausdorff-dimension 1 set of points joined to zero by two distinct
Figure 2: Illustration of the proof of Lemma 3.2. The three $D_h$-geodesics $P^1, P^2, P^3$ from 0 to $z$ divide $\mathbb{C} \setminus B_s^{w,\cdot}$ into three connected components. For each of these connected components, one of the arcs $I_{x_1}, I_{x_2},$ or $I_{x_3}$ does not intersect the boundary of the component. Consequently, if there is another point $\tilde{z} \neq z$ and three $D_h$-geodesics $\tilde{P}^1, \tilde{P}^2, \tilde{P}^3$ from 0 to $\tilde{z}$ which pass through $x_1, x_2, x_3,$ respectively, then at least one of the $\tilde{P}^j$’s must cross one of the $P^i$’s. This is impossible since two $D_h$-geodesics started from 0 cannot cross without merging into each other.

$D_h$-geodesics. The proof is again based on confluence together with ‘soft” topological arguments. In Section 3.4 we collect the results of the preceding subsections to prove most of Theorem 1.2. In Section 3.5 we deduce Theorem 1.5 from confluence, Theorem 1.2, and a short argument similar to ones in [AKM17] (this is the only part of the paper which is close to the proofs in [AKM17]).

3.1 At most countably many points joined to the origin by at least three distinct geodesics

**Proposition 3.1.** Almost surely, there are at most countably many points $z \in \mathbb{C}$ for which there are three or more distinct $D_h$-geodesics from 0 to $z$.

The proof of Proposition 3.1 proceeds by way of a simple topological argument which is illustrated in Figure 2. The following lemma is the key input in the proof.

**Lemma 3.2.** For each fixed $w \in \mathbb{C}$ and $0 < t < s$, the following is true a.s. on the event \( \{ s < D_h(0, w) \} \). Let $X = X_{t,s}^{w,\cdot} \subset \partial B_t^{w,\cdot}$ be the set of confluence points as in Proposition 2.6 and let $x_1, x_2, x_3 \in X$ be distinct. There is at most one point $z \in \mathbb{C} \setminus B_{s}^{w,\cdot}$ with the following property: there are three $D_h$-geodesics $P^1, P^2, P^3$ from 0 to $z$ which pass through $x_1, x_2, x_3$, respectively.

**Proof.** See Figure 2 for an illustration. Basically, the idea of the proof is that if there were two points $z, \tilde{z}$ with the property in the lemma statement, then topological considerations would force a geodesic from 0 to $z$ and a geodesic from 0 to $\tilde{z}$ to cross. This cannot happen due to Lemma 1.6.

Throughout the proof we assume that $s < D_h(0, w)$ and there is a point $z \in \mathbb{C} \setminus B_s^{w,\cdot}$ and $D_h$-geodesics $P^1, P^2, P^3$ from 0 to $z$ which pass through $x_1, x_2, x_3$, respectively (if such a point does not exist the lemma statement is vacuous). Define the arcs $I_{x_i} \subset \partial B_{s}^{w,\cdot}$ for $i \in \{1, 2, 3\}$ as in Proposition 2.6. Note that these arcs are disjoint. On the full-probability event of Proposition 2.7, for each $i \in \{1, 2, 3\}$, we have $P^i(s) \in I_{x_i}$ and $P^i(s)$ is not one of the endpoints of $I_{x_i}$.

By Lemma 1.6, a.s. $P^i([s, t]) \cap P^j([s, t]) = \{ z \}$ for each distinct $i, j \in \{1, 2, 3\}$: indeed, each point in this intersection is joined to zero by at least two distinct geodesics. Since $\mathbb{C} \setminus B_{s}^{w,\cdot}$ is conformally
equivalent to either the disk or the plane minus a disk, we infer that the set
\[
\mathbb{C} \setminus \left( B_{w}^{w} \cup \bigcup_{i=1}^{3} P^{i}(\{s, D_{h}(0, z)\}) \right)
\] (3.1)
has exactly three connected components. Since none of \(P^{1}, P^{2}, P^{3}\) hits an endpoint of one of the arcs \(I_{x_{i}}\) for \(i \in \{1, 2, 3\}\), the boundary of each of the above three connected components intersects exactly two of the arcs \(I_{x_{i}}\) for \(i \in \{1, 2, 3\}\).

Now suppose \(\tilde{z} \in \mathbb{C} \setminus B_{w}^{w}, \tilde{z} \neq z\). We will show that there cannot be three \(D_{h}\)-geodesics from 0 to \(\tilde{z}\) which pass through each of \(x_{1}, x_{2}\), and \(x_{3}\). If \(\tilde{z} \in \bigcup_{i=1}^{3} P^{i}(\{s, D_{h}(0, z)\})\), then by Lemma 1.6, there is a unique \(D_{h}\)-geodesic from 0 to \(\tilde{z}\). Hence we can assume that \(\tilde{z}\) lies in one of the connected components of the set (3.1). Call this connected component \(U\). By the preceding paragraph, \(\partial U\) intersects only two of the arcs \(I_{x_{i}}(s)\) for \(i \in \{1, 2, 3\}\); assume without loss of generality that \(\partial U\) intersects \(I_{x_{1}}\) and \(I_{x_{2}}\).

No \(D_{h}\)-geodesic started from 0 can hit \(\partial B_{w}^{w}\) more than once. So, in order for a \(D_{h}\)-geodesic \(\tilde{P}\) from 0 to \(\tilde{z}\) to hit \(I_{x_{3}}\) it must cross \(P^{i}(\{s, t\})\) for some \(i \in \{1, 2, 3\}\). In other words, there must be a time \(u \in [s, t]\), a time \(v \in [0, D_{h}(0, \tilde{z})]\), and an \(i \in \{1, 2, 3\}\) such that \(P^{i}(u) = \tilde{P}(u)\) and \(P^{i}|_{[0,u]} \neq \tilde{P}|_{[0,v]}\). We will now argue that this cannot be the case. There are two distinct \(D_{h}\)-geodesics from 0 to \(P^{i}(u)\), namely \(P^{i}|_{[0,u]}\) and \(\tilde{P}|_{[0,v]}\). By Lemma 1.6, this means that \(P^{i}(u) = z\) (so in particular \(v = D_{h}(0, z)\)). But then \(z\) is hit by the \(D_{h}\)-geodesic \(\tilde{P}\) started from 0 at a time which is not the terminal time of \(\tilde{P}\). By Lemma 1.6, this implies that there is a unique \(D_{h}\)-geodesic from 0 to \(z\), which is contrary to our choice of \(z\). Therefore, no \(D_{h}\)-geodesic from 0 to \(\tilde{z}\) can hit \(I_{x_{3}}\). By Proposition 2.7, this means that no \(D_{h}\)-geodesic from 0 to \(\tilde{z}\) can hit \(x_{3}\).

We will also need the following trivial consequence of Lemma 1.6.

**Lemma 3.3.** Almost surely, the following is true. Let \(z \in \mathbb{C}\), let \(n \in \mathbb{N}\), and let \(P^{1}, \ldots, P^{n}\) be distinct \(D_{h}\)-geodesics from 0 to \(z\). There exists \(r_{*} \in (0, D_{h}(0, z))\) such that the geodesic segments \(P^{i}(\{r_{*}, D_{h}(0, z)\})\) for \(i \in \{1, \ldots, n\}\) are pairwise disjoint.

**Proof.** Throughout the proof, all statements are required to hold a.s. for every possible choice of \(z\) and \(P^{1}, \ldots, P^{n}\). By assertion 2 of Lemma 1.6, for each distinct \(i, j \in \{1, \ldots, n\}\) there exists \(r_{i,j} \in (0, D_{h}(0, z))\) such that \(P^{i}(\{r_{i,j}, D_{h}(0, z)\}) \cap P^{j}(\{r_{i,j}, D_{h}(0, z)\}) = \emptyset\). Then the lemma statement holds with
\[
r_{*} := \max\{r_{i,j} : i, j \in \{1, \ldots, n\}, i \neq j\}.
\]

**Proof of Proposition 3.1.** For \(w \in \mathbb{Q}^{2}\) and \(t, s \in \mathbb{Q} \cap (0, \infty)\) with \(t < s\), let \(Z_{t,s}^{w}\) be the set of \(z \in \mathbb{C} \setminus B_{w}^{w}\) such that there are three \(D_{h}\)-geodesics \(P^{1}, P^{2}, P^{3}\) from 0 to \(z\) such that \(P^{1}(t), P^{2}(t),\) and \(P^{3}(t)\) are distinct.

We claim that a.s. \(Z_{t,s}^{w}\) is a finite set. To see this, define \(X = X_{t,s}^{w}\) as in Proposition 2.6. By Proposition 2.7, a.s. each \(D_{h}\)-geodesic from 0 to a point of \(\mathbb{C} \setminus B_{w}^{w}\) passes through some \(x \in X\), necessarily at time \(t\) since \(X \subset \partial B_{t}^{w}\). By Lemma 3.2, for each distinct \(x_{1}, x_{2}, x_{3} \in X\), a.s. there is at most one \(z \in Z_{t,s}^{w}\) whose corresponding \(D_{h}\)-geodesics \(P^{1}, P^{2}, P^{3}\) pass through \(x_{1}, x_{2}, x_{3}\), respectively (necessarily at time \(t\)). Since the points \(P^{1}(t), P^{2}(t), P^{3}(t)\) are assumed to be distinct, it follows that
\[
\#Z_{t,s}^{w} \leq (\#X)^{3} < \infty.
\]

To conclude the proof, we will now argue that a.s. every \(z \in \mathbb{C}\) for which there are three or more distinct \(D_{h}\)-geodesics from 0 to \(z\) belongs to \(Z_{t,s}^{w}\) for some \(w \in \mathbb{Q}^{2}\) and some \(t, s \in \mathbb{Q} \cap (0, \infty)\)
Figure 3: Illustration of the proof of Lemma 3.5. On $E$, there are four $D_h$-geodesics $P^1, P^2, P^3, P^4$ from 0 to $z$ such that $P^4$ enters $B_u(q)$ but $P^1, P^2, P^3$ are disjoint from $B_u(q)$. If we add to $h$ a positive multiple of the smooth bump function $\phi$, which is supported on $B_u(q)$ and identically equal to 1 in a neighborhood of $B_u(q)$, then by Weyl scaling $P^1, P^2, P^3$ remain geodesics but $P^4$ does not. This means that $E$ no longer occurs. Since adding a multiple of $\phi$ affects the law of $h$ in an absolutely continuous way, this shows that $\mathbb{P}[E] = 0$.

with $t < s < D_h(0, w)$. To see this, let $P^1, P^2, P^3$ be three distinct $D_h$-geodesics from 0 to $z$. By Lemma 3.3, there is an $r_\ast \in (0, D_h(0, z))$ such that $P^1(r), P^2(r), P^3(r)$ are distinct for each $r \in [r_\ast, D_h(0, z))$. We choose $t, s \in \mathbb{Q} \cap (0, \infty)$ with $r_\ast < t < s < D_h(0, z)$ and $w \in \mathbb{C} \setminus B_\delta$ such that $z \in \mathbb{C} \setminus B_\delta^w$. Then $P^1(t), P^2(t), P^3(t)$ are distinct and so $z \in \mathbb{Z}_t, w$, as required.

3.2 Each point is joined to the origin by at most three geodesics

Proposition 3.4. Almost surely, for each $z \in \mathbb{C}$ there are at most three distinct $D_h$-geodesics from 0 to $z$.

In light of Proposition 3.1, it is not hard to believe that Proposition 3.4 is true. Intuitively, a "generic" point which is joined to 0 by at least three geodesics should in fact be joined to zero by exactly three geodesics. Since there are only countably many points joined to zero by at least three geodesics, we expect that all of them should be in some sense generic. The proof of Proposition 3.4 proceeds by making this intuition precise. The main step is the following lemma.

Lemma 3.5. For each fixed $w \in \mathbb{C}$ and $0 < t < s$, the following is true a.s. on the event $\{s < D_h(0, w)\}$. Let $\mathcal{X} = \mathcal{X}_{t,s}^w \subset \partial B_t^w$ be the set of confluence points as in Proposition 2.6 and let $x_1, x_2, x_3 \in \mathcal{X}$ be distinct. There are no points $z \in \mathbb{C} \setminus B_t^w$ with the following property: there are four distinct $D_h$-geodesics $P^1, P^2, P^3, P^4$ from 0 to $z$ such that $P^1, P^2, P^3$ pass through $x_1, x_2, x_3$, respectively.

The idea of the proof of Lemma 3.5 is that the event that there are four distinct $D_h$-geodesics $P^1, P^2, P^3, P^4$ from 0 to $z$ is unstable under small perturbations of $h$, in the following sense. If such geodesics exist with positive probability, then we can choose a smooth bump function $\phi : \mathbb{C} \to [0, 1]$ such that with positive probability, $P^4$ intersects the support of $\phi$ but $P^1, P^2, P^3$ do not. On the event that this is the case, if we add any positive multiple of $\phi$ to $h$, then by Weyl scaling (Axiom III) we will increase the length of $P^4$ while leaving the lengths of $P^1, P^2, P^3$ fixed. Hence $P^4$ will no longer be a geodesic. Since the laws of $h$ and $h + a\phi$ are mutually absolutely continuous for any $a \in \mathbb{R}$, this instability property is enough to conclude the lemma statement. See Figure 3 for an illustration.
Proof of Lemma 3.5. The set of confluence points $X$ is $\sigma(\mathcal{B}_s^{w\bullet}, h|_{\mathcal{B}_s^{w\bullet}})$-measurable, so we can choose $x_1, x_2, x_3 \in X$ in a $\sigma(\mathcal{B}_s^{w\bullet}, h|_{\mathcal{B}_s^{w\bullet}})$-measurable manner. Henceforth fix such a choice of $x_1, x_2, x_3$.

Let $E$ be the event that the following is true.

1. There is a unique point $z \in \mathbb{C} \setminus \mathcal{B}_s^{w\bullet}$ with the following property: there are three distinct $D_h$-geodesics $P^1, P^2, P^3$ from 0 to $z$ such that $P^1, P^2, P^3$ pass through $x_1, x_2, x_3$, respectively.

2. For this point $z$, there is a $D_h$-geodesic $P^4$ from 0 to $z$ which is distinct from each of $P^1, P^2, P^3$.

In other words, $E$ is the event of the lemma statement except that we impose a uniqueness condition on $z$ in condition 1. By Lemma 3.2, a.s. there is at most one point satisfying the property of condition 1. Therefore, to prove the lemma statement we only need to show that $\mathbb{P}[E] = 0$.

Step 1: reducing to an event with extra conditions. We first reduce to proving that a secondary event, which we call $\tilde{E}$, has probability zero. Consider a point $q \in \mathbb{Q}^2$ and rational radii $u, v \in \mathbb{Q}$ with $0 < u < v$. We let $\tilde{E} = \tilde{E}(q, u, v)$ be the event that $E$ occurs and the following extra conditions are satisfied.

3. Each of the $D_h$-geodesics $P^1, P^2, P^3$ is disjoint from $B_v(q)$.

4. There is a $D_h$-geodesic $P^4$ as in condition 2 in the definition of $E$ which enters $B_u(q)$.

5. $B_v(q) \subset \mathbb{C} \setminus \mathcal{B}_s^{w\bullet}$.

We claim that if $E$ occurs, then a.s. $\tilde{E}$ occurs for some choice of $q, u, v$ as above. To see this, assume that $E$ occurs. By Lemma 3.3 a.s. there exists $r_* \in (0, D_h(0, z))$ such that the segments $P^i|_{[r_*, D_h(0, z))]}$ for $i \in \{1, 2, 3, 4\}$ are disjoint. Therefore, if $r \in (s \vee r_*, D_h(0, z))$, then the point $P^i(r) \in \mathbb{C} \setminus \mathcal{B}_s^{w\bullet}$ lies at positive distance from $P^i([r_*, D_h(0, z])]$ for each $i \in \{1, 2, 3\}$. The point $P^4(r)$ also lies at positive distance from $\partial \mathcal{B}_s^{w\bullet}$ and from $P^i([0, r_*])$ for each $i \in \{1, 2, 3, 4\}$ since $\partial \mathcal{B}_s^{w\bullet}, P^i([0, r_*]) \subset B_r(0; D_h)$ but $D_h(0, P^4(r)) = r > r_*$. Consequently, we can choose $q, u, v$, as above such that $P^1(r) \in B_u(q)$, $B_v(q)$ is disjoint from $P^1, P^2, P^3$, and $B_v(q) \subset \mathbb{C} \setminus \mathcal{B}_s^{w\bullet}$. Hence $\tilde{E}(q, u, v)$ occurs.

Step 2: reducing to a comparison between different fields. Since there are only countably many possible choices of the triple $(q, u, v)$, it suffices to fix one such triple and show that for this choice, $\mathbb{P}[\tilde{E}] = 0$. To show this, we will, roughly speaking, show that if $\tilde{E}$ occurs and we add any positive multiple of a suitably chosen smooth bump function to $h$, then $\tilde{E}$ no longer occurs. Since adding a smooth bump function affects the law of $h$ in an absolutely continuous way, this will tell us that $\mathbb{P}[\tilde{E}] = 0$.

Let $u' := (u + v)/2$ and let $\phi : \mathbb{C} \to [0, 1]$ be a smooth bump function which is identically equal to 1 on $B_{u'}(q)$ and which vanishes outside of $B_v(q)$. By Weyl scaling (Axiom III), on the event $\{B_q(r) \subset \mathbb{C} \setminus \mathcal{B}_s^{w\bullet}\}$, a.s. adding a multiple of $\phi$ to $h$ does not affect $\mathcal{B}_s^{w\bullet}$ or $h|_{\mathcal{B}_s^{w\bullet}}$. In particular, on this event adding a multiple of $\phi$ to $h$ does not affect the values of $x_1, x_2, x_3$. Furthermore, for any $a \geq 0$ the laws of $h$ and $h + a\phi$ are mutually absolutely continuous.\(^1\) Therefore, the following definition makes sense. For $a \geq 0$, let $\tilde{E}_a$ be the event that $\tilde{E}$ occurs with $h$ replaced by the field $h + a\phi$.

\(^1\)By [MS17, Proposition 2.9], the laws of $h$ and $h + \phi$ are mutually absolutely continuous modulo additive constant. It is easy to see from the discussion above that we can arrange so that $B_v(q)$ is disjoint from $\partial \mathbb{D}$. Then $h$ and $h + a\phi$ each have mean zero over $\partial \mathbb{D}$, so their laws are mutually absolutely continuous not just modulo additive constant.
We claim that, a.s.,

If $0 \leq a < b$ and $E_a$ occurs, then $E_b$ does not occur. (3.3)

The claim (3.3) implies that a.s. there is only one value of $a \geq 0$ for which $E_a$ occurs. Consequently, if we sample a random variable $A$ uniformly at random from $[0, 1]$, independently from $h$, then \( \mathbb{P}[E_A] = 0 \). Since the laws of $h$ and $h + A\phi$ are mutually absolutely continuous, this implies that \( \mathbb{P}[E] = 0 \).

**Step 3: comparing $h + a\phi$ and $h + b\phi$.** It remains only to prove the claim (3.3). In what follows, all a.s. statements are required to hold for all values of $a$ and $b$. Assume that $0 \leq a < b$ and $E_a$ occurs. Let $z_a$ and $P^i_a$ for $i \in \{1, 2, 3\}$ be as in the definition of $E_a$ (i.e., the definition of $E$ but with $h + a\phi$ in place of $h$).

By Weyl scaling (Axiom III) a.s. $D_{h+b\phi} \geq D_{h+a\phi}$. Since $P^1_a$, $P^2_a$, and $P^3_a$ are disjoint from the support of $\phi$, the $D_{h+b\phi}$-lengths of each of these three paths are the same as their $D_{h+a\phi}$-lengths. Therefore, each of $P^1_a$, $P^2_a$, and $P^3_a$ is also a $D_{h+b\phi}$-geodesic. In particular, $D_{h+b\phi}(0, z_a) = D_{h+a\phi}(0, z_a)$ and the point $z_a$ satisfies the property of condition 1 in the definition of $E$ with $h + b\phi$ in place of $h$.

Due to the uniqueness part of condition 1, in order to show that $E_{b\phi}$ does not occur it remains to show that there is no $D_{h+b\phi}$-geodesic from 0 to $z_a$ which enters $B_u(q)$. Since $D_{h+b\phi}(0, z_a) = D_{h+b\phi}(0, z_a)$, any $D_{h+b\phi}$-geodesic from 0 to $z_a$ has $D_{h+b\phi}$-length equal to $D_{h+a\phi}(0, z_a)$. From this and the fact that $D_{h+b\phi} \geq D_{h+a\phi}$, we infer that a $D_{h+b\phi}$-geodesic from 0 to $z_a$ is also a $D_{h+a\phi}$-geodesic.

Let us therefore consider a $D_{h+a\phi}$-geodesic $P^4_a$ from 0 to $z_a$ which enters $B_u(q)$ and show that $P^4_a$ cannot be a $D_{h+b\phi}$-geodesic. Write $\text{len}_{h+a\phi}$ and $\text{len}_{h+b\phi}$ for $D_{h+a\phi}$ and $D_{h+b\phi}$ lengths, respectively. Since $\phi$ is identically equal to 1 on $B_u'(q)$ and is non-negative, by Weyl scaling (Axiom III), a.s.,

$$
\text{len}_{h+b\phi}(P^4_a) \geq \text{len}_{h+b\phi}(P^4_a \cap B_u'(q)) + \text{len}_{h+b\phi}(P^4_a \setminus B_u'(q)) \\
\geq e^{(b-a)} \text{len}_{h+a\phi}(P^4_a \cap B_u'(q)) + \text{len}_{h+a\phi}(P^4_a \setminus B_u'(q)).
$$

Since $P^4_a$ intersects $B_u(q)$, it must spend a positive amount of time in $B_u'(q)$ so by the previous display

$$
\text{len}_{h+b\phi}(P^4_a) > \text{len}_{h+a\phi}(P^4_a) = D_{h+a\phi}(0, z_a) = D_{h+b\phi}(0, z_a).
$$

Therefore $P^4_a$ is not a $D_{h+b\phi}$-geodesic and so $E_b$ does not occur.

**Proof of Proposition 3.4.** By Lemma 3.5 and a union bound overcountably many possibilities for $w, t, s$, a.s. for each $w \in \mathbb{Q}^2$ and each $t, s \in \mathbb{Q} \cap (0, \infty)$ such that $0 < t < s < D_h(0, w)$ the following is true. Let $X = X_{w, t} \subset \partial B_{y}^{w, t}$ be the set of confluence points as in Proposition 2.6 and let $x_1, x_2, x_3 \in X$ be distinct. There are no points $z \in \mathbb{C} \setminus B_s^{w, t}$ with the following property: there are four distinct $D_h$-geodesics $P^1, P^2, P^3, P^4$ from 0 to $z$ such that $P^1, P^2, P^3$ pass through $x_1, x_2, x_3$, respectively (equivalently, $P^i(t) = x_i$ for each $i = 1, 2, 3$).

By Proposition 2.7, a.s. every $D_h$-geodesic from 0 to a point of $\mathbb{C} \setminus B_s^{w, t}$ passes through some point of $X$, so the preceding paragraph implies that a.s. there are no points $z \in \mathbb{C} \setminus B_s^{w, t}$ with the following property: there are four distinct $D_h$-geodesics $P^1, P^2, P^3, P^4$ from 0 to $z$ such that $P^1(t), P^2(t), P^3(t), P^4(t)$ are distinct.

Now consider a point $z \in \mathbb{C}$ and four distinct $D_h$-geodesics $P^1, P^2, P^3, P^4$ from 0 to $z$. By Lemma 3.3, on the event that such a point $z$ exists there is an $r_z \in (0, D_h(0, z))$ such that $P^1(r), P^2(r), P^3(r), P^4(r)$ are distinct for each $r \in [r_z, D_h(0, z))$. Choose $t, s \in \mathbb{Q} \cap (0, \infty)$ with $r_3 < t < s < D_h(0, z)$ and $w \in (\mathbb{C} \setminus B_s(0; D_h)) \cap \mathbb{Q}^2$ such that $z \in \mathbb{C} \setminus B_s^{w, t}$. Then $P^1(t), P^2(t), P^3(t), P^4(t)$ are distinct, so from the preceding paragraph we conclude that the probability that such a point $z$ exists is zero.
Figure 4: Illustration of the proof of Lemma 3.7. Here, \( \#X = 4 \). We have shown each of the sets \( H_x \in X \) in a different color and also shown several representative geodesics going from \( x \) to points in \( H_x \). Each point in \( H_x \cap \bigcap_{y \neq x} H_y \) is joined to zero by at least two geodesics. Each point of \( H_{x_1} \cap H_{x_2} \cap H_{x_3} \) for distinct \( x_1, x_2, x_3 \in X \) is joined to zero by at least three geodesics. In the figure there are two points of this latter type, which are indicated by gold squares.

### 3.3 Existence of points joined to the origin by two or three geodesics

**Proposition 3.6.** Let \( R_{\geq 2} \) (resp. \( R_{\geq 3} \)) be the set of \( z \in \mathbb{C} \) such that there are at least two (resp. three) distinct \( D_h \)-geodesics from 0 to \( z \). Then every open subset of \( \mathbb{C} \) contains at least one point of \( R_{\geq 3} \) and an uncountable connected subset of \( R_{\geq 2} \).

The main difficulty in the proof of Proposition 3.6 is showing that \( R_{\geq 3} \neq \emptyset \) and \( R_{\geq 2} \) contains a connected set. This is accomplished via the following lemma.

**Lemma 3.7.** Let \( w \in \mathbb{C} \setminus \{0\} \) and \( 0 < t < s < \infty \). Define the set of confluence points \( X = X_{t,s}^w \subset \partial B_{t,s}^w \) as in Proposition 2.6. If \( s < D_h(0, w) \), then a.s. for each \( x \in X \) the following is true.

1. If \( \#X \geq 3 \), then there is a point \( z \in \mathbb{C} \setminus B_{t,s}^w \) for which there are at least three distinct \( D_h \)-geodesics from 0 to \( z \), one of which passes through \( x \).

2. Suppose there is a point of \( \mathbb{C} \setminus B_{t,s}^w \) which is joined to zero by a geodesic which passes through \( x \) and a point in \( \mathbb{C} \setminus B_{t,s}^w \) which is joined to zero by a geodesic which does not pass through \( x \). Then there is an uncountable connected set \( A \subset \mathbb{C} \setminus B_{t,s}^w \) such that for each \( z \in A \), there are at least two distinct \( D_h \)-geodesics from 0 to \( z \), one of which passes through \( x \).

**Proof.** For \( x \in X \), let \( H_x \) be the set of points \( z \in \mathbb{C} \setminus B_{t,s}^w \) such that there is a \( D_h \)-geodesic from 0 to \( z \) which passes through \( x \). Equivalently,

\[
H_x = \left\{ z \in \mathbb{C} \setminus B_{t,s}^w : D_h(z, x) = D_h(z, \partial B_{t,s}^w) \right\}.
\]

To prove assertion 1, we will show that there must be distinct \( y, y' \in X \setminus \{x\} \) such that \( H_x \cap H_y \cap H_{y'} \neq \emptyset \). To prove assertion 2, we will show that \( H_x \cap \bigcup_{y \in X \setminus \{x\}} H_y \) is uncountable and connected. The proofs of both of these assertions are via deterministic topological arguments. See Figure 4 for an illustration.

**Step 1:** the \( H_x \)'s cover \( \mathbb{C} \setminus B_{t,s}^w \) and intersect only along their boundaries. By Proposition 2.7, a.s. every point of \( B_{t,s}^w \) belongs to \( H_x \) for some \( x \in X \). Furthermore, every point of \( I_x \) except possibly the
endpoints of $I_x$ belongs to $H_x$. By (3.4), each $H_x$ is closed so in fact $H_x$ contains $I_x$. Consequently, 

$$\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} = \bigcup_{x \in \mathcal{X}} H_x.$$ \hspace{1cm} (3.5)$$

If $z \in H_x \cap H_y$ for $x \neq y$, then there are at least two distinct $D_h$-geodesics from 0 to $z$. By the uniqueness of $D_h$-geodesics to rational points, a.s. $H_x \cap H_y$ has empty interior for any $x \neq y$, so the sets $H_x$ intersect only along their boundaries. 

**Step 2:** $H_x$ and its complement are path connected. For each $z \in H_x$, there is a $D_h$-geodesic from 0 to $z$ which passes through $x$. By Proposition 2.7 this $D_h$-geodesic hits $\tilde{T}_x$. Since $\tilde{T}_x$ is a curve (see Lemma 2.3) it follows that each $H_x$ is connected.

If $z \in \mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$, then there is no geodesic from 0 to $z$ which passes through $x$. Consequently, if $P$ is a geodesic from 0 to $z$, then $P$ cannot enter $H_x$ (otherwise, there would be a geodesic from 0 to some point of $P$ which passes through $x$, and hence also a geodesic from 0 to $z$ which passes through $x$). In particular, $P$ must pass through $\partial \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$. The set $\partial \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$ is path connected (it is a union of arcs which intersect at their endpoints) and we have just shown that every point in $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$ can be joined to this set by a path in $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$. Therefore, $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$ is path connected.

**Step 3:** the relative boundary of $H_x$ is connected. For $x \in \mathcal{X}$, let $\partial H_x$ be the boundary of $H_x$ viewed as a subset of $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}$, i.e.,

$$\partial H_x = \partial H_x \cap \partial (\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x).$$

We claim that for each $x \in \mathcal{X}$, the set $\partial H_x$ is connected.

If $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}$ is bounded, then by Lemma 2.3 and the discussion just after, the set $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}$ is homeomorphic to a closed Euclidean disk, so its first homology group is trivial. By Lemma A.1 (applied with $K = H_x$) and the result of Step 2, we get that $\partial H_x$ is connected.

We now argue that the same is true if $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}$ is unbounded. Indeed, Lemma 2.3 shows that $W := \mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \cup \{\infty\}$, viewed as a topological space with the one-point compactification topology, is homeomorphic to a closed Euclidean disk. Furthermore, by [GM20a, Lemma 4.3] a.s. only one of the sets $H_x$ for $x \in \mathcal{X}$ is unbounded. In particular, for each $x \in \mathcal{X}$, $\partial H_x$ is bounded and coincides with the boundary of $H_x$ viewed as a subset of $W$. Therefore, we can apply Lemma A.1 as above to get that $\partial H_x$ is connected.

**Step 4:** proof of assertion 1. By (3.5), for each $x \in \mathcal{X}$ the set $\partial H_x$ is the union of the closed sets $H_x \cap H_y$ for $y \in \mathcal{X} \setminus \{x\}$. Since $|\mathcal{X}| \geq 3$, at least two of the sets $H_x \cap H_y$ for $y \in \mathcal{X} \setminus \{x\}$ must be non-empty, namely the ones for which $I_y$ and $I_x$ share an endpoint. The union of all of the sets $H_x \cap H_y$ for $y \in \mathcal{X} \setminus \{x\}$ is equal to $\partial H_x$, which by Step 3 is connected. Since the sets $H_x \cap H_y$ are closed, these sets cannot all be disjoint. Hence there must be distinct $y_1, y_2 \in \mathcal{X} \setminus \{x\}$ for which $H_x \cap H_{y_1} \cap H_{y_2} \neq \emptyset$. If $z \in H_x \cap H_{y_1} \cap H_{y_2}$, then there are $D_h$-geodesics from 0 to $z$ which pass through each of $x, y_1, y_2$. This gives assertion 1.

**Step 5:** proof of assertion 2. Assume the hypothesis of assertion 2, i.e., $H_x \cap (\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}) \neq \emptyset$ and $H_y \cap (\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}) \neq \emptyset$ for some $y \neq x$. If $P$ is a $D_h$-geodesic from 0 to a point $u \in H_x \cap (\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n})$ which passes through $x$, then by Lemma 1.6, $P_{[0,t]}$ is the unique $D_h$-geodesic from 0 to $P(t)$ for each $t \in (0, D_h(0, u))$. In particular, due to the last paragraph in Step 1, we must have $P(t) \notin \partial H_x$ for each $t \in (0, D_h(0, u))$. Hence $H_x$ has non-empty interior. Similarly, $H_y$ and hence also $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n} \setminus H_x$ has non-empty interior.

As explained in Step 3, the set $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}$ has the topology of either a closed disk or a closed disk with a point removed. In particular, removing a single point from $\mathbb{C} \setminus \mathbb{B}_{s}^{\mathbb{R}^n}$ does not disconnect it.
Figure 5: Illustration of the proof of Lemma 3.8 (we just show a neighborhood of $z$). The point $x$ is chosen so that $x \in X_{t,s} \cap B_\varepsilon(z; D_h)$. The point $z' \in B_{s_2} \setminus B_{s_0}$ is joined to 0 by three distinct geodesics, one of which passes through $x$. Each point in the connected set $A$ is joined to zero by two distinct $D_h$-geodesics, one of which passes through $x$. The point $z'$ and the set $A$ exist due to Lemma 3.7. We show that $z'$ and $A$ are close to $z$ using that $x$ is close to $z$ and each point of $B_{s_2}$ is close to $B_{t}^w$.

From the preceding paragraph, we see that $C \setminus B_{t}^w \setminus \partial H_x$ is not connected, hence $\partial H_x$ is not a single point. Since $\partial H_x$ is connected (Step 3) it must be uncountable.

Since each point of $\partial H_x$ is joined to zero by at least two distinct $D_h$-geodesics, at least one of which passes through $x$ (Step 1), we obtain assertion 2 with $A = \partial H_x$. \hfill \Box

We now prove an analog of Proposition 3.6 restricted to points of $\partial B_{t}^w$.

**Lemma 3.8.** Let $w \in C \setminus \{0\}$ and $t > 0$. Almost surely on the event $\{t < D_h(0,w)\}$, each neighborhood of each point of $\partial B_{t}^w$ contains at least one point of $R_{\geq 3}$ and an uncountable connected subset of $R_{\geq 2}$.

**Proof.** For $s > t$, let $X_{s,t} = X_{t,s}^w$ be as in Proposition 2.6. Fix $z \in \partial B_{t}^w$ and $\varepsilon > 0$. We will show that a.s. $R_{\geq 3} \cap B_\varepsilon(z; D_h) \neq \emptyset$ and that $R_{\geq 2} \cap B_\varepsilon(z; D_h)$ contains an uncountable connected set. See Figure 5 for an illustration of the proof.

We first argue that a.s.

$$\lim_{s \to t^+} \#(X_{s} \cap B_\varepsilon(z; D_h)) = \infty. \tag{3.6}$$

Indeed, if $s > t$ and $u \in \partial B_{t}^w$, then every $D_h$-geodesic from 0 to $u$ must hit $\partial B_{t}^w \cap B_{s-t}(u; D_h)$. Hence any two $D_h$-geodesics to points of $\partial B_{t}^w$ which lie at $D_h$-distance greater than $2(s - t)$ from each other must hit different points of $\partial B_{t}^w$. Since the number of $D_h$-balls of radius $2(s - t)$ needed to cover $\partial B_{t}^w \cap B_\varepsilon(z; D_h)$ tends to $\infty$ as $s \to t^+$, we obtain (3.6).

Since $D_h$ induces the Euclidean topology and $B_{t}^w = \bigcap_{s > t} B_{s}^w$, we also have

$$\lim_{s \to t^+} \max_{z' \in B_{s}^w \setminus \partial H_s} D_h(z', B_{t}^w) = 0. \tag{3.7}$$

By (3.6) and (3.7), there exists $s_1, s_2 \in (t, t + \varepsilon/2) \cap Q$ with $s_1 < s_2$ such that

$$\#[X_{s_1} \cap B_{\varepsilon/2}(z; D_h)] > \#(X_{s_2} \cap B_{\varepsilon/2}(z; D_h)) \geq 3 \quad \text{and} \quad \max_{z' \in B_{s_2}^w \setminus \partial H_{s_2}} D_h(z', B_{t}^w) \leq \varepsilon/2. \tag{3.8}$$

Since $X_{s_1} \subset X_{s_2}$, the first condition in (3.8) implies that there is a point $x \in X_{s_1} \cap B_{\varepsilon/2}(z; D_h)$ which is not in $X_{s_2}$.

Let $s_0 \in (t, s_1) \cap Q$. We now want to apply Lemma 3.7 with $s = s_0$ and the above choice of $x$. We have $x \in X_{s_0}$ and $\#X_{s_0} \geq \#X_{s_2} \geq 3$. Since $x \in X_{s_1}$ there must be a point in $\partial B_{s_1}^w \subset C \setminus B_{s_0}^w$ which is joined to zero by a $D_h$-geodesic which passes through $x$. Since $\#X_{s_1} \geq 3$, there is some point $y \in X_{s_1} \setminus \{x\}$. As in the case of $x$, there is a point in $C \setminus B_{s_0}^w$ which is joined to zero by a
There is a point $z' \in \overline{C \setminus B_{\varepsilon}^{w,\bullet}}$ and at least three distinct $D_h$-geodesics from 0 to $z'$, one of which passes through $x$.

2. There is an uncountable connected set $A \subset \overline{C \setminus B_{\varepsilon}^{w,\bullet}}$ such that for each $z'' \in A$, there are at least two distinct $D_h$-geodesics from 0 to $z''$, one of which passes through $x$.

Since $x \notin X_{p_2}$, if $z'$ as above then $z' \in \overline{B_{p_2}^{w,\bullet} \setminus B_{\varepsilon}^{w,\bullet}}$. By the second condition in (3.8), $D_h(z', \partial B_t^{w,\bullet}) \leq \varepsilon/2$. Therefore, if $P$ is a $D_h$-geodesic from 0 to $z'$ which passes through $x$, then the $D_h$-diameter of $P([t, D_h(0, z')]$ is at most $\varepsilon/2$. Consequently, $D_h(x, z') \leq \varepsilon/2$ so since $x \in B_{\varepsilon/2}(z; D_h)$, we have $z' \in B_{\varepsilon}(z; D_h)$. Since $z' \notin \mathcal{R}_{\geq 3}$ by definition, we have $\mathcal{R}_{\geq 3} \cap B_{\varepsilon}(z; D_h) \neq \emptyset$. Similarly, we obtain that each of the points $z'' \in A$ above is contained in $B_{\varepsilon}(z; D_h)$, so $\mathcal{R}_{\geq 2} \cap B_{\varepsilon}(z; D_h)$ contains the uncountable connected set $A$.

**Proof of Proposition 3.6.** The follows from Lemma 3.8 since the union of the sets $\partial B_t^{w,\bullet}$ for $w \in \mathbb{Q}^2$ and $t \in \mathbb{Q} \cap (0, \infty)$ is a dense subset of $\mathbb{C}$.

### 3.4 Proof of Theorem 1.2

We prove all of the assertions of Theorem 1.2 except that the Hausdorff dimension of the set of points joined to zero by two distinct geodesics is at most $d_{\gamma} - 1$. This last assertion is Proposition 4.15 below.

By Proposition 3.4, a.s. for each $z \in \mathbb{C}$ there are either 1, 2, or 3 $D_h$-geodesics from 0 to $z$. For each fixed $z \in \mathbb{C}$, a.s. there is a unique geodesic from 0 to $z$ [MQ20b, Theorem 1.2]. Hence the set of $z \in \mathbb{C}$ for which this is the case a.s. has full Lebesgue measure.

By Propositions 3.6 and 3.1, a.s. the set $\mathcal{R}_{\geq 3}$ of points $z \in \mathbb{C}$ for which there are at least (equivalently, exactly) three distinct geodesics from 0 to $z$ is dense and countable.

By Proposition 3.6, if we let $\mathcal{R}_{\geq 2}$ be the set of points $z \in \mathbb{C}$ such that there are at least two geodesics from 0 to $z$, then a.s. for any open set $U \subset \mathbb{C}$ the set $\mathcal{R}_{\geq 2} \cap U$ contains an uncountable connected set. An uncountable connected metric space has Hausdorff dimension at least 1, so $\dim_{H}(\mathcal{R}_{\geq 2} \cap U) \geq 1$. Since $\mathcal{R}_{\geq 3}$ is countable, it follows that the set $\mathcal{R}_{\geq 2} \setminus \mathcal{R}_{\geq 3}$ of points joined to zero by exactly two distinct geodesics is dense and has Hausdorff dimension at least 1.

### 3.5 Normal networks

In this section we will prove Theorem 1.5. The theorem is an easy consequence of Lemma 1.6, Theorem 1.2, and the confluence of geodesics whose starting and ending points are close to “typical” points (Theorem 2.5). The main input in the proof is the following proposition.

**Proposition 3.9.** Fix $w \in \mathbb{C} \setminus \{0\}$. Almost surely, for each $\varepsilon > 0$ there exists $\varepsilon' \in (0, \varepsilon)$ such that $B_{\varepsilon'}(0) \times B_{\varepsilon'}(w) \subset \bigcup_{n,m \in \{1,2,3\}} N(n, m)$ and $(B_{\varepsilon'}(0) \times B_{\varepsilon'}(w)) \cap N(n, m) = \emptyset$ for each $n, m \in \{1, 2, 3\}$.

**Proof.** The proof is similar to that of [AKM17, Theorems 8 and 9]. See Figure 6 for an illustration. We can assume without loss of generality that $\varepsilon \in (0, |w|/3)$, so $B_{\varepsilon}(z) \cap B_{\varepsilon}(w) = \emptyset$. By Theorem 2.5, a.s. there exists $\varepsilon' \in (0, \varepsilon)$ and $Z_0 \in B_{\varepsilon}(0) \setminus B_{\varepsilon'}(w)$ such that each $D_h$-geodesic from a point of $B_{\varepsilon'}(0)$ to a point of $\mathbb{C} \setminus B_{\varepsilon}(0)$ passes through $Z_0$. Symmetrically, by possibly shrinking $\varepsilon'$ we can arrange that there is also a point $Z_w \in B_{\varepsilon}(w) \setminus B_{\varepsilon'}(w)$ such that each $D_h$-geodesic from a point of $B_{\varepsilon'}(w)$ to a point of $\mathbb{C} \setminus B_{\varepsilon}(w)$ passes through $Z_w$. 
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Every $D_h$-geodesic from a point of $B_{e'}(0)$ to a point of $B_{e'}(w)$ hits $Z_0$, then $Z_w$. Since there is a.s. a unique $D_h$-geodesic from 0 to $w$, it follows that a.s. there is a unique $D_h$-geodesic $P_*$ from $Z_0$ to $Z_w$, and every $D_h$-geodesic from a point of $B_{e'}(0)$ to a point of $B_{e'}(w)$ must traverse $P_*$. Let $u$ be a point of $P_*$ which is not one of its endpoints.

**Step 1:** proof that $B_{e'}(0) \times B_{e'}(w) \subset \bigcup_{n,m \in \{1,2,3\}} N(n,m)$. By Lemma 1.6 and Proposition 3.4, a.s. $(0,z) \in \bigcup_{m=1}^{3} N(1,m)$ for each $z \in B_{e'}(w)$. Furthermore, from the preceding paragraph we know that any $D_h$-geodesic from 0 to $z$ traces $P_*$ for a positive interval of times after hitting $u$. If $z \in B_{e'}(w)$, then each geodesic $P$ from $u$ to $z$ gives rise to a distinct geodesic from 0 to $z$ by concatenating a geodesic from 0 to $u$ with the segment of $P$ after it hits $u$. This concatenation is a geodesic since every geodesic from 0 to $z$ hits $u$. It follows that $(u,z) \in \bigcup_{m=1}^{3} N(1,m)$ for each $z \in B_{e'}(w)$. Similarly, $(\tilde{z},u) \in \bigcup_{m=1}^{3} N(n,1)$ for each $\tilde{z} \in B_{e'}(0)$.

If $\tilde{z} \in B_{e'}(0)$ and $z \in B_{e'}(w)$, then every $D_h$-geodesic from $\tilde{z}$ to $z$ is the concatenation of a $D_h$-geodesic from $\tilde{z}$ to $u$ and a $D_h$-geodesic from $u$ to $z$. By the preceding paragraph, we get that $B_{e'}(0) \times B_{e'}(w) \subset \bigcup_{n,m \in \{1,2,3\}} N(n,m)$.

**Step 2:** proof that $(B_{e'}(0) \times B_{e'}(w)) \cap N(n,m) \neq \emptyset$ for each $n,m \in \{1,2,3\}$. By Lemma 1.6 and Theorem 1.2, a.s. there exists $z \in B_{e'}(w)$ such that $(0,z) \in N(1,m)$. Each $D_h$-geodesic from 0 to $z$ hits $u$ then subsequently traces $P_*$ for a non-trivial interval of time. From this, we infer that $(u,z) \in N(1,m)$. Similarly, a.s. there exists $\tilde{z} \in B_{e'}(0)$ such that $(\tilde{z},u) \in N(1,n)$. Since every $D_h$-geodesic from $\tilde{z}$ to $z$ passes through $u$, we get that the set of $D_h$-geodesics from $\tilde{z}$ to $z$ is precisely the set of paths obtained as the concatenation of a $D_h$-geodesic from $\tilde{z}$ to $u$ and a $D_h$-geodesic from $u$ to $z$. Therefore, $(\tilde{z},z) \in N(n,m)$.

**Proof of Theorem 1.5.** Due to the translation invariance of the law of $h$, modulo additive constant, Proposition 3.9 implies that a.s. for each $(z,w) \in \mathbb{Q}^2 \times \mathbb{Q}^2$ and each $\varepsilon > 0$, there exists $\varepsilon' \in (0,\varepsilon)$ such that $B_{e'}(z) \times B_{e'}(w) \subset \bigcup_{n,m \in \{1,2,3\}} N(n,m)$ and $(B_{e'}(z) \times B_{e'}(w)) \cap N(n,m) \neq \emptyset$ for each $n,m \in \{1,2,3\}$. From this, the theorem statement is immediate.
Figure 7: A pair of points \((z, w) \in S_3\) along with a possible choice of the corresponding geodesics \(P^0, P^1, P^2, P^3\) and points \(u_1, u_2, u_3\). The figure illustrates several important points about the definition on \(S_n\). First, there are nine distinct \(D_h\)-geodesics from \(z\) to \(w\) (which can be obtained by concatenating different segments of the four colored geodesics). However, \((z, w) \not\in S_n\) for any \(n \geq 4\) since we can only find four geodesics satisfying the non-overlapping condition in the definition of \(S_n\). Second, the purple geodesic is contained in the union of the red and blue geodesics, so the purple geodesic must be \(P^0\) (we can re-label the other three geodesics arbitrarily, however).

4 Finitely many geodesics between any two points

The goal of this section is to prove Theorem 1.7 (which gives an upper bound for the maximal number of distinct \(D_h\)-geodesics joining any two points in \(C\)) and the remaining assertion of Theorem 1.2, namely the upper bound for the Hausdorff dimension of the set of points joined to zero by at least two distinct geodesics.

The main input needed for this purpose is a bound for the size of the set of pairs of points in \(C\times C\) which can be joined by a network of geodesics with a certain non-overlapping property, which we now define. For \(n \in \mathbb{N}\), let \(S_n\) be the set of pairs of points \((z, w) \in C \times C\) with the following property. There exist \(n + 1\) distinct geodesics \(P^0, \ldots, P^n\) from \(z\) to \(w\) such that the following is true. For each \(i \in [1, n] \cap \mathbb{Z}\), there is a point \(u_i \in C\) such that \(u_i\) is hit by \(P^i\) and \(u_i\) is not hit by \(P^j\), \(\forall j \in [0, n] \cap \mathbb{Z} \setminus \{i\}\). Note that the case \(i = 0\) is somewhat special here: there is no point \(u_0\), i.e., it is possible that every point on \(P^0\) is hit by \(P^j\) for some \(j \neq 0\). See Figure 7 for an illustration of the definition of \(S_n\).

Proposition 4.1. If \(n \leq \lfloor 2d_\gamma \rfloor\), then a.s. \(\dim_H S_n \leq 2d_\gamma - n\). If \(n > \lfloor 2d_\gamma \rfloor\), then a.s. \(S_n = \emptyset\).

We note that \((z, w) \in S_1\) if and only if there are at least two distinct \(D_h\)-geodesics from \(z\) to \(w\). Therefore, Proposition 4.1 immediately implies the following corollary.

Corollary 4.2. Almost surely, the set of pairs of points \((z, w) \in C \times C\) such that \(z\) and \(w\) can be joined by at least 2 distinct \(D_h\)-geodesics has \(\gamma\)-LQG dimension at most \(2d_\gamma - 1\).

We do not expect that the upper bound in Corollary 4.2 is optimal. For \(n \geq 3\), there can be points \((z, w) \in C \times C\) such that \(z\) and \(w\) can be joined by at least \(n\) distinct \(D_h\)-geodesics but \((z, w) \not\in S_n\); see Figure 7 for an example.

Most of this section is devoted to the proof of Proposition 4.1. In Section 4.4, we will explain how to use Proposition 4.1 to prove Theorem 1.7 by reducing a given collection of geodesics with the same endpoints to a collection which satisfies the conditions in the definition of \(S_n\). In Section 4.5, we will explain how to adapt the arguments used in the proof of Proposition 4.1 to get the Hausdorff dimension upper bound of Theorem 1.2.

We now give an overview of the proof of Proposition 4.1. In Section 4.1, we fix a collection of open sets \(U_1, V_1, \ldots, U_n, V_n\) such that \(\overline{U}_i \subset V_i\) and \(V_i \cap V_j = \emptyset\) for each \(i, j = 1, \ldots, n\). We
then explain why it suffices to prove an analog of Proposition 4.1 with $S_n$ replaced by the set $\tilde{S}_n = \tilde{S}_n(U_1, \ldots, U_n, V_1, \ldots, V_n)$, which is defined in the same manner as $S_n$ except that the point $u^i \in P^i$ is required to belong to $U_i$ for each $i = 1, \ldots, n$ and the geodesics $P^j$ for $j \neq i$ are required to be disjoint from $V_i$. The reason why we can reduce to upper-bounding the dimension of $\tilde{S}_n$ is that we can cover $S_n$ by countably many sets of the form $\tilde{S}_n$ for varying choices of $U_1, V_1, \ldots, U_n, V_n$.

In Section 4.2, we will prove the “one-point estimate” needed for the proof of the above analog of Proposition 4.1. To this end, we will define for each $z, w \in \mathbb{C}$ and each $\varepsilon > 0$ an event $E^\varepsilon(z, w)$ which is, roughly speaking, the event that $\tilde{S}_n$ intersects $B_\varepsilon(z; D_h) \times B_\varepsilon(w; D_h)$ (plus some regularity conditions). We then prove in Lemma 4.4 that $\mathbb{P}[E^\varepsilon(z, w) \cap G(C)] \leq \varepsilon^{n+\alpha}(1)$, where $G(C)$ is a global regularity event depending on a parameter $C$. The proof of this estimate is based on the following perturbation argument, which is similar in flavor to the argument used in Section 3.2, but more quantitative. For $i = 1, \ldots, n$, let $\phi_i : \mathbb{C} \to [0, 1]$ be a smooth bump function supported on $V_i$ and let $X_1, \ldots, X_n$ be i.i.d. random variables with the uniform distribution on $[0, 1]$. If $E^\varepsilon(z, w)$ occurs, then with high probability adding the function $\sum_{i=1}^n X_i \phi_i$ to $h$ distorts distances enough that one of the $P^i$’s is no longer a geodesic. This makes it so that $E^\varepsilon(z, w)$ does not occur with $h + \sum_{i=1}^n X_i \phi_i$ in place of $h$. We will then conclude our estimate using the fact that the laws of $h + \sum_{i=1}^n X_i \phi_i$ and $h$ are mutually absolutely continuous, with an explicit Radon-Nikodym derivative.

In Section 4.3, we will deduce Proposition 4.1 from the above one-point estimate by covering a given bounded open subset of $\mathbb{C}$ by $\varepsilon^{-d_i+o_\varepsilon(1)}$ LQG balls of radius $\varepsilon$ and applying the one-point estimate to the center points of the balls (actually, we need a variant of the one-point estimate where the points $z$ and $w$ can be sampled from the $\gamma$-LQG measure, see Lemma 4.9). The existence of the needed covering comes from Lemma A.3, which in turn is a consequence of results from [AFS20].

### 4.1 Reducing to a bound for a fixed collection of sets

To prove Proposition 4.1, we begin with some reductions. Suppose $(z, w) \in S_n$ and let $P^0, \ldots, P^n$ and $u_1, \ldots, u_n$ be geodesics and points, respectively, as in the definition of $S_n$. Since the trace of each $P^i$ is a closed set, we can find open sets $U_1, \ldots, U_n, V_1, \ldots, V_n \subset \mathbb{C}$, each of which is a finite union of Euclidean balls with rational centers and radii, such that

$$U_i \subset V_i \quad \text{and} \quad \overline{V_i} \cap \overline{V_j} = \emptyset, \quad \forall i, j \in [1, n], \quad i \neq j, \quad (4.1)$$

and the following is true. For each $i \in [1, n]_\varepsilon$, we have $u_i \in U_i$ (which implies that $P^i \cap U_i \neq \emptyset$) and for each $j \in [0, n]_\varepsilon \setminus \{i\}$ we have $P^j \cap \overline{V_i} = \emptyset$. Moreover, by possibly replacing each $u_i$ with a nearby point on $P^i$ and subsequently shrinking each of the $U_i$’s and $V_i$’s, we can arrange that

$$V_i \cap \partial \mathbb{D} = \emptyset, \quad \forall i \in [1, n]_\varepsilon. \quad (4.2)$$

We note that an LQG geodesic cannot trace an arc of $\partial \mathbb{D}$; see, e.g., [DFG+20, Proposition 4.1]. The condition (4.2) is important for our purposes since $h$ is normalized so that its average over $\partial \mathbb{D}$ is zero.

Since we required that $U_1, \ldots, U_n, V_1, \ldots, V_n$ are finite unions of Euclidean balls with rational centers and radii, there are only countably many possible choices of $U_1, \ldots, U_n, V_1, \ldots, V_n$. By the countable stability of Hausdorff dimension, it therefore suffices to fix bounded open sets $U_1, \ldots, U_n, V_1, \ldots, V_n$ such that (4.1) and (4.2) hold; then establish an upper bound for the Hausdorff dimension of the set of pairs $(z, w) \in \mathbb{C} \times \mathbb{C}$ for which the above conditions on geodesics hold with the given choice of $U_1, \ldots, U_n, V_1, \ldots, V_n$. 
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Figure 8: The figure shows a pair of points \((\tilde{z}, \tilde{w}) \in \tilde{S}_2\) and the three corresponding \(D_h\)-geodesics \(P^0, P^1, P^2\) from \(\tilde{z}\) to \(\tilde{w}\), as well as a pair of points \((z, w)\) for which \(E^\varepsilon(z, w)\) occurs. We emphasize that in the definition of \(E^\varepsilon(z, w)\) we do not require that the geodesics go from \(z\) to \(w\), only that they each go from a point of \(B_{\varepsilon}(z; D_h)\) to a point of \(B_{\varepsilon}(w; D_h)\). In the figure, the starting and ending points of all three geodesics are the same, but this is not required.

Let us now make this more precise. Let \(\tilde{S}_n = \tilde{S}_n(U_1, \ldots, U_n, V_1, \ldots, V_n)\) be the set of pairs \((z, w) \in \mathbb{C} \times \mathbb{C}\) for which the following is true. There are \(n + 1\) distinct \(D_h\)-geodesics \(P^0, \ldots, P^n\) from \(z\) to \(w\) such that

\[
P^i \cap U_i \neq \emptyset \quad \text{and} \quad P^i \cap \bigcup_{j \in [1, n]_\mathbb{Z}\setminus\{i\}} V_j = \emptyset, \quad \forall i \in [1, n]_\mathbb{Z}, \quad \text{and} \quad P^0 \cap \bigcup_{j \in [1, n]_\mathbb{Z}} V_j = \emptyset. \tag{4.3}\]

By the above discussion, to prove Proposition 4.1, it suffices to prove the following.

**Proposition 4.3.** Fix any collection of bounded open sets \(U_1, \ldots, U_n, V_1, \ldots, V_n \subseteq \mathbb{C}\) satisfying (4.1) and (4.2). If \(n \leq \lfloor 2d_\gamma \rfloor\), then a.s. \(\dim_H \tilde{S}_n \leq 2d_\gamma - n\). If \(n > \lfloor 2d_\gamma \rfloor\), then a.s. \(\tilde{S}_n = \emptyset\).

The rest of this section is devoted to the proof of Proposition 4.3.

### 4.2 One-point estimate

For \(\varepsilon > 0\) and \(z, w \in \mathbb{C}\), let \(E^\varepsilon(z, w)\) be the event that the following is true.

1. The sets \(B_\varepsilon(z; D_h), B_\varepsilon(w; D_h), \text{and} \bigcup_{i=1}^{n} V_i\) are disjoint.
2. There are \(D_h\)-geodesics \(P^0, \ldots, P^n\) such that each \(P^i\) goes from a point of \(B_\varepsilon(z; D_h)\) to a point of \(B_\varepsilon(w; D_h)\),

\[
P^i \cap U_i \neq \emptyset \quad \text{and} \quad P^i \cap \bigcup_{j \in [1, n]_\mathbb{Z}\setminus\{i\}} V_j = \emptyset, \quad \forall i \in [1, n]_\mathbb{Z}, \quad \text{and} \quad P^0 \cap \bigcup_{j \in [1, n]_\mathbb{Z}} V_j = \emptyset. \tag{4.4}\]

See Figure 8 for an illustration.

The main step in the proof of Proposition 4.3 is an upper bound for \(\mathbb{P}[E^\varepsilon(z, w)]\). The idea of the proof of this upper bound is, at a very rough level, similar to the proof of Proposition 3.4. We will show that if \(E^\varepsilon(z, w)\) occurs and for each \(i \in [1, n]_\mathbb{Z}\), we add to \(h\) a smooth bump function which is supported in \(V_i\) and takes values in \([0, A\varepsilon]\) for a constant \(A > 0\), then \(E^\varepsilon(z, w)\) no longer occurs. Since adding these smooth bump functions affects the law of \(h\) in an absolutely continuous way, this leads to an upper bound for \(\mathbb{P}[E^\varepsilon(z, w)]\).
To make the above heuristic precise, we first define the particular bump functions we will consider. For \( i \in [1, n] \), let \( U'_i \) be an intermediate open set with \( \overline{U}'_i \subset U'_i \) and \( \overline{U}'_i \subset V_i \). Let \( \phi_i \) be a smooth bump function which is identically equal to 1 on \( U'_i \) and is identically equal to 0 outside of \( V_i \). For a vector \( x = (x_1, \ldots, x_n) \in [0, 1]^n \), let

\[
h_x := h + \sum_{i=1}^n x_i \phi_i.
\] (4.5)

Also define \( \mathcal{E}_x(z, w) \) as above but with \( h_x \) in place of \( h \).

We will then deduce Proposition 4.3 from the following two facts.

(i) Suppose \( x, y \in [0, 1]^n \) and the \( L^\infty \)-distance between \( x \) and \( y \) is at least a constant times \( \varepsilon \). If \( \mathcal{E}_x(z, w) \) occurs, then \( \mathcal{E}_y(z, w) \) does not occur (Lemma 4.6).

(ii) By basic estimates for the GFF, if \( X \) is sampled from Lebesgue measure on \( [0, 1]^n \) independently from \( h \) then the laws of \( h \) and \( h_X \) are mutually absolutely continuous. Moreover, the Radon-Nikodym derivative has finite moments of all positive and negative orders.

Roughly speaking, the reason why fact (i) is true is that changing the value of \( x \) by at least a constant times \( \varepsilon \) will make it so that at least one of the geodesics \( P^0, \ldots, P^n \) in the definition of \( \mathcal{E}(z, w) \) is no longer length-minimizing. For this purpose, it is crucial that the geodesic \( P^0 \) is disjoint from the supports of all of the bump functions which we are adding to \( h \), so that changing the value of \( x \) does not change the length of \( P^0 \). If changing \( x \) could change the lengths of all \( n \) of the geodesics, then it could be that the changes to \( x \) conspire in such a way as to change the length of each of the geodesics by the same amount.

Fact (i) implies that the Lebesgue measure of the set of \( x \in [0, 1]^n \) for which \( \mathcal{E}_x(z, w) \) occurs is at most a constant times \( \varepsilon^n \). Equivalently, if \( X \) is as in fact (ii), then \( \mathbb{P}[\mathcal{E}_x(z, w)] = O_\varepsilon(\varepsilon^n) \) (see Lemma 4.7). Combining this with the absolute continuity statement from fact (ii) leads to the needed upper bound for \( \mathbb{P}[\mathcal{E}(z, w)] \).

In order to ensure that changing the value of \( x \) has a large enough effect on the \( D_{h_x} \)-lengths of paths, throughout most of the proof we will need to truncate on the global regularity event

\[
G(C) := \left\{ D_{h}(\partial U_i, \partial U'_i) \geq 1/C, \forall i \in [1, n] \right\}, \quad \forall C > 1.
\] (4.6)

We also define \( G_x(C) \) in the same manner as in (4.6) but with \( h_x \) in place of \( h \). With this event in hand, we can now state the main estimate which goes into the proof of Proposition 4.3.

**Lemma 4.4.** For each \( C > 1 \), each \( z, w \in \mathbb{C} \), and each \( \varepsilon > 0 \),

\[
\mathbb{P}[\mathcal{E}(z, w) \cap G(C)] \leq \varepsilon^{n + o_\varepsilon(1)}
\] (4.7)

where here the rate of the \( o_\varepsilon(1) \) does not depend on \( z \) or \( w \).

The following elementary lemma is the reason for the first condition in the definition of \( \mathcal{E}(z, w) \).

For the statement, we recall the number \( \xi = \gamma/d_\gamma \) from (2.2).

**Lemma 4.5.** Suppose that for some \( x \in [0, 1]^n \), the sets \( B_\varepsilon(z; D_{h_x}), B_\varepsilon(w; D_{h_x}), \) and \( \bigcup_{i=1}^n V_i \) are disjoint. Then \( B_\varepsilon(z; D_{h_x}) = B_\varepsilon(z; D_{h_y}) \) and \( B_\varepsilon(w; D_{h_y}) = B_\varepsilon(z; D_{h_y}) \) for every \( y \in [0, 1]^n \).

**Proof.** Since each \( \phi_i \) is supported on \( V_i \), Weyl scaling (Axiom III) implies that adding a linear combination of the \( \phi_i \)'s to \( h_x \) does not change the \( D_{h_x} \)-length of any path which does not enter \( \bigcup_{i=1}^n V_i \). From this observation, the lemma statement is immediate. \( \Box \)
Our next lemma roughly corresponds to fact (i) in the above outline.

**Lemma 4.6.** Fix $C > 1$ and $z, w \in \mathbb{C}$. Let $\varepsilon \in (0, 1/(100C))$ and let $x, y \in [0, 1]^n$ such that $\max_{i \in [1, n]} |x_i - y_i| > 8\varepsilon^{-1}C\varepsilon$. If $E^x_\varepsilon(z, w) \cap G(C)$ occurs, then $E^y_\varepsilon(z, w)$ does not occur.

**Proof.** Suppose that $E^x_\varepsilon(z, w) \cap G(C)$ occurs. The proof is elementary and completely deterministic. Let $P_0^x, \ldots, P_n^x$ be the $D_{hx}$-geodesics as in the definition of $E^x_\varepsilon(z, w)$. Let $i \in [1, n]_\mathbb{Z}$ be chosen so that $|x_i - y_i| > 8\varepsilon^{-1}C\varepsilon$. We need to distinguish two cases depending on the sign of $x_i - y_i$. If $x_i - y_i > 8\varepsilon^{-1}C\varepsilon$, we will show that the geodesic $P_0^x$ in the definition of $E^y_\varepsilon(z, w)$ cannot exist (since there will be a shorter path with the same endpoints). If $x_i - y_i < -8\varepsilon^{-1}C\varepsilon$, we will similarly show that the geodesic $P_0^y$ cannot exist.

**Case 1:** $x_i - y_i > 8\varepsilon^{-1}C\varepsilon$. Let $z^i \in B_{\varepsilon}(z; D_h)$ and $w^i \in B_{\varepsilon}(w; D_h)$ be the endpoints of $P_i^z$. Since the $D_{hx}$-geodesic $P_i^z$ enters $U_i$ and $z^i, w^i \notin U_i$, there are times $0 < \tau < \sigma < D_{hx}(z^i, w^i)$ such that $P_i^z([\tau, \sigma]) \subset \bigcup_{j=1}^i \setminus U_i$. By the definition (4.6) of $G(C)$ and since $\phi_i \geq 0$ for each $i \in [1, n]_\mathbb{Z}$ (which implies $D_{hx} \geq D_h$),

$$\tau - \sigma = \text{len}(P_i^z[\tau, \sigma]; D_{hx}) \geq \text{len}(P_i^z[\tau, \sigma]; D_h) \geq 1/C. \quad (4.8)$$

By the definition of $E^x_\varepsilon(z, w)$, the geodesic $P_i^z$ is disjoint from $V_j$ for $j \neq i$. Since $\phi_j$ for $j \neq i$ is supported on $V_{j'}$, it follows from Weyl scaling (Axiom III) that the $D_{hx}$-length of $P_i^z$ is the same as the LQG length of $P_i^z$ w.r.t. the field $h + y_i \phi_i = h_x - (x_i - y_i)\phi_i$.

Since $\phi_i \geq 0$, $x_i - y_i > 0$, and $\phi_i$ is identically equal to 1 on $U_i$, Weyl scaling gives

$$\text{len}(P_i^z[\tau, \sigma]; D_{hx}) = e^{-\varepsilon(x_i - y_i)}(\sigma - \tau) \quad \text{and} \quad \text{len}(P_i^z[0, \tau]; D_{hx}(z^i, w^i); D_{hx}) \leq D_{hx}(z^i, w^i) - (\sigma - \tau). \quad (4.9)$$

Using (4.9), followed by (4.8) and the fact that $x_i - y_i > 8\varepsilon^{-1}C\varepsilon$, we therefore have

$$\text{len}(P_i^z; D_{hx}) \leq D_{hx}(z^i, w^i) - (1 - e^{-\varepsilon(x_i - y_i)})(\sigma - \tau)
< D_{hx}(z^i, w^i) - (1 - e^{-8C\varepsilon\varepsilon})/C \leq D_{hx}(z^i, w^i) - 8\varepsilon. \quad (4.10)$$

Note that in the last inequality, we used that $1 - e^{-s} \geq s/e$ for $s \in [0, 1]$.

Now consider a path $\tilde{P}$ from a point $\tilde{z} \in B_{\varepsilon}(z; D_{hx})$ to a point $\tilde{w} \in B_{\varepsilon}(w; D_{hx})$ which does not enter $\bigcup_{i=1}^n \tilde{V}_i$. We will use (4.10) to construct another path from $\tilde{z}$ to $\tilde{w}$ which is strictly $D_{hx}$-shorter than $\tilde{P}$, which will show that $\tilde{P}$ cannot be a $D_{hx}$-geodesic. This will then imply that $E^y_\varepsilon(z, w)$ cannot occur (since the geodesic $P_0^y$ in the definition of $E^y_\varepsilon(z, w)$ cannot exist).

Since $E^x_\varepsilon(z, w)$ occurs, Lemma 4.5 implies that $B_{\varepsilon}(z; D_{hx}) = B_{\varepsilon}(z; D_{hx})$ and $B_{\varepsilon}(w; D_{hx}) = B_{\varepsilon}(w; D_{hx})$. In particular, each of these balls is disjoint from $\bigcup_{i=1}^n \tilde{V}_i$. We can find a path $\tilde{P}_z$ from $\tilde{z}$ to $z^i$ which is contained in $B_{\varepsilon}(z; D_{hx})$ and a path $\tilde{P}_w$ from $w^i$ to $\tilde{w}$ which is contained in $B_{\varepsilon}(w; D_{hx})$ such that each of $\tilde{P}_z$ and $\tilde{P}_w$ have $D_{hx}$-length at most $2\varepsilon$.

The concatenation $\tilde{P}'$ of $\tilde{P}_z$, $P^z_i$, and $\tilde{P}_w$ is a path from $z^i$ to $w^i$ which does not enter $\bigcup_{i=1}^n \tilde{V}_i$ and which has $D_{hx}$-length at most $\text{len}(P_i^z; D_{hx}) + 4\varepsilon$. By (4.10),

$$\text{len}(\tilde{P}'; D_{hx}) < D_{hx}(z^i, w^i) - 4\varepsilon. \quad (4.11)$$

On the other hand, $\tilde{P}$ is disjoint from $\bigcup_{i=1}^n \tilde{V}_i$ so the $D_{hx}$-length of $\tilde{P}$ is the same as its $D_{hx}$-length. In particular,

$$\text{len}(\tilde{P}; D_{hx}) \geq D_{hx}(\tilde{z}, \tilde{w}), \quad (4.12)$$
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which by the triangle inequality is at least \( D_{h_\mathbf{x}}(z', w') - 4\varepsilon \). Combined with (4.11), this shows that \( \tilde{P}' \) is strictly \( D_{h_\mathbf{x}} \)-shorter than \( \tilde{P} \), so \( \tilde{P} \) is not a \( D_{h_\mathbf{x}} \)-geodesic.

**Case 2:** \( x_i - y_i < -8\varepsilon \cdot \xi^{-1}C_\varepsilon \). Now consider a path \( \tilde{P} \) from a point \( \tilde{z} \in B_\varepsilon(z; D_{h_\mathbf{x}}) \) to a point \( \tilde{w} \in B_\varepsilon(q; D_{h_\mathbf{x}}) \) which enters \( U_i \). We will show that \( \tilde{P} \) cannot be a \( D_{h_\mathbf{x}} \)-geodesic, and hence that \( E_\mathbf{x}^\varepsilon(z, w) \) cannot occur (since the geodesic \( P_y^\varepsilon \) in the definition of \( E_\mathbf{x}^\varepsilon(z, w) \) cannot exist). Via a similar calculation to the one leading to (4.10), we obtain

\[
\text{len}(\tilde{P}'; D_{h_\mathbf{x}}) > D_{h_\mathbf{x}}(\tilde{z}, \tilde{w}) + 8\varepsilon. \tag{4.13}
\]

We will now construct a new path from \( \tilde{z} \) to \( \tilde{w} \) whose \( D_{h_\mathbf{x}} \)-length is strictly shorter than that of \( \tilde{P} \). Recall that \( P_0^\varepsilon \) is a \( D_{h_\mathbf{x}} \)-geodesic from a point of \( B_\varepsilon(z; D_{h_\mathbf{x}}) \) to a point of \( B_\varepsilon(w; D_{h_\mathbf{x}}) \) which is disjoint from \( \bigcup_{i=1}^n \nabla_i \). Let \( z^0 \in B_\varepsilon(z; D_{h_\mathbf{x}}) \) and \( w^0 \in B_\varepsilon(w; D_{h_\mathbf{x}}) \) be the endpoints of \( P_0^\varepsilon \). Similarly as in Case 1, we concatenate \( P_0^\varepsilon \) with a path in \( B_\varepsilon(z; D_{h_\mathbf{x}}) \) from \( \tilde{z} \) to \( z^0 \) with \( D_{h_\mathbf{x}} \)-length at most \( 2\varepsilon \) and a path in \( B_\varepsilon(w; D_{h_\mathbf{x}}) \) from \( w^0 \) to \( \tilde{w} \) with \( D_{h_\mathbf{x}} \)-length at most \( 2\varepsilon \). This gives a path \( \tilde{P}' \) from \( \tilde{z} \) to \( \tilde{w} \) which is disjoint from \( \bigcup_{i=1}^n \nabla_i \) and has \( D_{h_\mathbf{x}} \)-length at most \( D_{h_\mathbf{x}}(z^0, w^0) + 4\varepsilon \).

Since each \( \phi_i \) is supported on \( V_i \), it follows from Weyl scaling that

\[
\text{len}(\tilde{P}'; D_{h_\mathbf{x}}) = \text{len}(\tilde{P}'; D_{h_\mathbf{x}}) \leq D_{h_\mathbf{x}}(z^0, w^0) + 4\varepsilon, \tag{4.14}
\]

which by the triangle inequality is at most \( D_{h_\mathbf{x}}(\tilde{z}, \tilde{w}) + 8\varepsilon \). Comparing this with (4.13) shows that

\[
\text{len}(\tilde{P}'; D_{h_\mathbf{x}}) < \text{len}(\tilde{P}; D_{h_\mathbf{x}}). \tag{4.15}
\]

Hence \( \tilde{P} \) cannot be a \( D_{h_\mathbf{x}} \)-geodesic, as required.

**Lemma 4.7.** Let \( \mathbf{X} = (X_1, \ldots, X_n) \) be sampled uniformly from Lebesgue measure on \([0,1]_n\), independently from \( h \). For each \( C > 1 \), each \( z, w \in \mathbb{C} \), and each \( \varepsilon > 0 \), a.s.

\[
\mathbb{P}[E_\mathbf{x}^\varepsilon(z, w) \cap G_\mathbf{x}(C) \mid h] = O_\varepsilon(e^n) \tag{4.16}
\]

at a rate which is deterministic and uniform over all \( z, w \in \mathbb{C} \).

**Proof.** By Lemma 4.6, if \( \varepsilon \in (0, 1/(100C)) \) and \( G(C) \) occurs then the Lebesgue measure of the set of \( \mathbf{x} \in [0,1]_n \) for which \( E_\mathbf{x}^\varepsilon(z, w) \) occurs is at most \( (16e\xi^{-1}C\varepsilon)^n \). Consequently,

\[
\mathbb{P}[E_\mathbf{x}^\varepsilon(z, w) \cap G(C) \mid h] \leq (16e\xi^{-1}C\varepsilon)^n. \tag{4.17}
\]

Recall that the random function \( \sum_{i=1}^n X_i\phi_i \) takes values in \([0,1] \). By the Weyl scaling property of \( D_h \), if \( G_\mathbf{x}(C) \) occurs, then \( G(e^C) \) occurs. Therefore, (4.15) for \( \varepsilon \in (0, 1/(100C)) \) follows from (4.16). This implies (4.15) in general since the implicit constant in the \( O_\varepsilon(\cdot) \) is allowed to depend on \( C \).

**Proof of Lemma 4.4.** Let \( \mathbf{X} = (X_1, \ldots, X_n) \) be a vector of i.i.d. uniform random variables as in Lemma 4.7. By (4.2), the support of the function \( \sum_{i=1}^n X_i\phi_i \) is disjoint from \( \partial \mathbb{D} \), so the circle average of \( h_\mathbf{x} \) over \( \partial \mathbb{D} \) is zero. By a standard Radon-Nikodym derivative calculation for the GFF (see, e.g., [Gwy20a, Lemma A.2]), if we condition on \( \mathbf{X} \) then the laws of \( h \) and \( h_\mathbf{x} \) are mutually absolutely continuous and the Radon-Nikodym derivative of the law of \( h \) w.r.t. the conditional law of \( h_\mathbf{x} \) is given by

\[
M = M(h_\mathbf{x}, \mathbf{X}) = \exp\left(-\sum_{i=1}^n (X_i(h_\mathbf{x}, \phi_i)\nabla - \frac{X_i^2}{2} (\phi_i, \phi_i)\nabla)\right). \tag{4.17}
\]
We have
\[(h_X, \phi_i)\nabla = (h, \phi_i)\nabla + X_i(\phi_i, \phi_i)\nabla.\]
Since \((h, \phi_i)\nabla\) is centered Gaussian with variance \((\phi_i, \phi_i)\nabla\), we can compute that for each \(p > 1\),
\[\mathbb{E}[M^p | X] \leq \exp \left( \frac{p^2 - p}{2} \sum_{i=1}^{n} X_i^2(\phi_i, \phi_i)\nabla \right) \tag{4.18}\]
Each \(X_i\) takes values in \([0, 1]\) and there is some deterministic constant \(A\) (which does not depend on \(z, w, \varepsilon\)) such that \((\phi_i, \phi_i)\nabla \leq A\) for each \(i \in [1, n]\). Therefore,
\[\mathbb{E}[M^p | X] = O_\varepsilon(1). \tag{4.19}\]

We now use Hölder’s inequality to get that if \(p, q > 1\) with \(1/p + 1/q = 1\), then
\[\mathbb{P}[E^\varepsilon(z, w) \cap G(C)] = \mathbb{P}[E^\varepsilon(z, w) \cap G(C) | X] \quad (X and h are independent)\]
\[= \mathbb{E} \left[ M^p \mathbb{1}_{E^\varepsilon(z, w) \cap G(C)} | X \right] \]
\[\leq \mathbb{E}[M^p | X]^{1/p} \mathbb{P}[E^\varepsilon(z, w) \cap G(C) | X]^{1/q} \quad (\text{Hölder}). \tag{4.20}\]
We now take unconditional expectations of both sides of this last display, and use (4.19) and Lemma 4.7 to bound the right side. This leads to
\[\mathbb{P}[E^\varepsilon(z, w) \cap G(C)] \leq \mathbb{E} \left[ \mathbb{P}[E^\varepsilon(z, w) \cap G(X) | X]^{1/q} \right] \leq \mathbb{P}[E^\varepsilon(z, w) \cap G(X) | X]^{1/q} \leq O_\varepsilon(\varepsilon^{n/q}). \tag{4.21}\]
Note that in the second inequality, we used Jensen’s inequality to move the \(1/q\) outside of the expectation. Sending \(q \to 1^+\) (equivalently, \(p \to \infty\)) yields (4.7).

### 4.3 Proof of Proposition 4.3

Since we are working with LQG balls rather than Euclidean balls, we will need to apply Lemma 4.4 for points \(z, w\) sampled from the \(\gamma\)-LQG measure \(\mu_h\), rather than for deterministic points. We can do this due to the description of the conditional law of \(h\) given points sampled from its LQG area measure (Lemma A.2) and the following extension of Lemma 4.4.

**Lemma 4.8.** Fix a constant \(A > 1\). Let \(f : C \to \mathbb{R} \cup \{\infty\}\) be a deterministic function which is continuous except for finitely many logarithmic singularities. Assume that \(D_{h+f} a.s.\) induces the same topology on \(C\) as the Euclidean metric and
\[\sup \left\{ |f(u)| : u \in \bigcup_{i=1}^{n} \overline{V_i} \right\} \leq A. \tag{4.22}\]
For \(z, \in C\) and \(\varepsilon > 0\), define \(E^\varepsilon_f(z, w)\) in the same manner as the event \(E^\varepsilon(z, w)\) from Section 4.2 but with \(h + f\) in place of \(f\). For each \(C > 1\),
\[\mathbb{P} \left[ E^\varepsilon_f(z, w) \cap G(C) \right] \leq \varepsilon^{n + o_\varepsilon(1)} \tag{4.23}\]
where here the rate of the \(o_\varepsilon(1)\) does not depend on \(z\) or \(w\) and depends on \(f\) only via the constant \(A\).
Proof. This follows from exactly the same proof as Lemma 4.4, with $h + f$ used in place of $h$ throughout. To be more precise, the proofs of Lemmas 4.5, 4.6, and 4.7 do not use any particular properties of the field $h$ so carry over verbatim to our setting, except that the constant $8\varepsilon\xi^{-1}C$ appearing in Lemma 4.6 is replaced by a possibly larger constant which is allowed to depend on $A$. The only property of $h$ used in Lemma 4.4 is the Radon-Nikodym derivative bound, but this is identical in our setting since $f$ is deterministic so for any deterministic smooth function $g$, the Radon-Nikodym derivative between the laws of $h + f + g$ and $h + g$ is the same as the Radon-Nikodym derivative between the laws of $h$ and $h + g$. \hfill \Box

We now prove a variant of Lemma 4.4 for a random choice of $z$ and $w$.

**Lemma 4.9.** Let $Z, W \subset \mathbb{C}$ be bounded open sets which lie at positive distance from each other and from $\bigcup_{i=1}^{n} \overline{V}_{i}$. Conditional on $h$, let $(z, w)$ be sampled from $\mu_{h}(Z) \times \mu_{h}(W)$, normalized to be a probability measure. For each $C > 1$ and each $\varepsilon \in (0, 1)$,

$$\mathbb{P}[E_{\varepsilon}(z, w) \cap G(C)] \leq \varepsilon^{n+\alpha(1)} \quad (4.24)$$

where the rate of the $\alpha(1)$ is deterministic.

**Proof.** Write $\overline{\mathbb{P}}$ for the law of $(h, z, w)$ weighted by $\mu_{h}(Z)\mu_{h}(W)$, normalized to be a probability measure. Write $\overline{E}$ for the corresponding expectation. By the description (i) from Lemma A.2, under $\overline{\mathbb{P}}$ the conditional law of $h$ given $(z, w)$ is the same as the the law of the field $h - \gamma \log |\cdot - z| - \gamma \log |\cdot - w|$, normalized to have average zero over $\partial \mathcal{D}$, where $h$ is a whole-plane GFF which is independent from $z, w$. Hence we can apply Lemma 4.4 under the conditional law given $z, w$, with $f$ given by $-\gamma \log |\cdot - z| - \gamma \log |\cdot - w|$ minus its average over $\partial \mathcal{D}$ to get that

$$\overline{\mathbb{P}}[E_{\varepsilon}(z, w) \cap G(C)] = \overline{E} \left[ \mathbb{P}[E_{\varepsilon}(z, w) \cap G(C) | z, w] \right] = \varepsilon^{n+\alpha(1)}. \quad (4.25)$$

We now use Hölder’s inequality to get that for $p, q > 1$ with $1/p + 1/q = 1$,

$$\mathbb{P}[E_{\varepsilon}(z, w) \cap G(C)] = c^{-1} \overline{E} \left[ \mathbb{1}_{E_{\varepsilon}(z, w) \cap G(C)} \mu_{h}(Z)^{-1} \mu_{h}(W)^{-1} \right]$$

$$= c^{-1} \overline{E} \left[ E_{\varepsilon}(z, w) \cap G(C) \right]^{1/p} \times \overline{E} \left[ \mu_{h}(Z)^{-q} \mu_{h}(W)^{-q} \right]^{1/q}, \quad (4.26)$$

where $c = \overline{E} \left[ \mu_{h}(Z)^{-1} \mu_{h}(W)^{-1} \right]$ is a normalizing constant. By (4.25), the first factor on the right side of (4.26) is at most $\varepsilon^{n/p+\alpha(1)}$. The second factor on the right side of (4.26) is equal to $\overline{E} \left[ \mu_{h}(Z)^{1-q} \mu_{h}(W)^{1-q} \right]^{1/q}$, which is finite for any choice of $q$ since $\mu_{h}$ has negative moments of all orders [RV14, Theorem 2.12]. Sending $p \to 1$ and $q \to \infty$ now gives (4.24). \hfill \Box

Recall the set $\mathcal{S}_{n}$ from Proposition 4.3.

**Lemma 4.10.** Fix bounded open sets $Z, W \subset \mathbb{C}$ which lie at positive distance from each other and from $\bigcup_{i=1}^{n} \overline{V}_{i}$. Also fix compact sets $K_{1} \subset Z$ and $K_{2} \subset W$. With probability tending to 1 as $\varepsilon \to 0$, the set $\mathcal{S}_{n} \cap (K_{1} \times K_{2})$ can be covered by $\varepsilon^{n-2d_{\gamma}+\alpha(1)}$ sets of the form $B_{\varepsilon}(z; D_{h}) \times B_{\varepsilon}(w; D_{h})$ for $(z, w) \in Z \times W$.

**Proof.** Let $\zeta \in (0, 1)$ be a small constant (which we will eventually send to zero) and let $M_{\varepsilon} := [\varepsilon^{-d_{\gamma}-\zeta}].$ Also let $C > 1$ (which we will eventually send to $\infty$). Conditional on $h$, let $\{z_{k}\}_{k \in [1, M_{\varepsilon}]}$ (resp. $\{w_{k}\}_{k \in [1, M_{\varepsilon}]}$) be conditionally i.i.d. samples from $\mu_{h}(Z)$ (resp. $\mu_{h}(W)$), normalized to be a probability measure.

By Lemma A.3, it holds with probability tending to 1 as $\varepsilon \to 0$ that the following is true.
We claim that if the above two conditions hold, then 
\[ P_{\varepsilon}(r) = \tilde{P}(r) \]
Almost surely, the following is true. For every distinct 
Lemma 4.11. The sets \( B_{\varepsilon}(z_k; D_h) \times B_{\varepsilon}(w_l; D_h) \) for \((k, l) \in [1, M^\varepsilon]_2^2\) cover \( K_1 \times K_2 \).

- For each \((k, l) \in [1, M^\varepsilon]_2^2\), the sets \( B_{\varepsilon}(z_k; D_h), B_{\varepsilon}(w_l; D_h), \) and \( \bigcup_{i=1}^n V_i \) are disjoint.

We claim that if the above two conditions hold, then \( \tilde{S}_n \cap (K_1 \times K_2) \) is contained in the union of the sets \( B_{\varepsilon}(z_k; D_h) \times B_{\varepsilon}(w_l; D_h) \) for \((k, l) \in [1, M^\varepsilon]_2^2\) such that \( E^\varepsilon(z_k, w_l) \) occurs. Indeed, if the above two conditions hold and \((z, w) \in \tilde{S}_n \cap (K_1 \times K_2)\) then there exists \((k, l) \in [1, M^\varepsilon]_2^2\) such that \((z, w) \in B_{\varepsilon}(z_k; D_h) \times B_{\varepsilon}(w_l; D_h)\). It is easy to see from the definitions of \( \tilde{S}_n \) and \( E^\varepsilon(z_k, w_l) \) that \( E^\varepsilon(z_k, w_l) \) occurs for this choice of \( k, l \) (see (4.3) and (4.4)).

By Lemma 4.9 and the Chebyshev inequality, it holds with probability tending to 1 as \( \varepsilon \to 0 \) that the number of pairs \( (z_k, w_l) \) for \((k, l) \in [1, M^\varepsilon]_2^2\) for which \( E^\varepsilon(z_k, w_l) \cap G(C) \) occurs is at most \( \varepsilon^{-2d_\gamma - 2n + n + o(1)} \). Since \( \mathbb{P}[G(C)] \to 1 \) as \( C \to \infty \), the lemma statement follows by sending \( C \to \infty \) and \( \varepsilon \to 0 \) at a sufficiently slow rate.

**Proof of Proposition 4.4.** Let \( Z, W \subset \mathbb{C} \) be bounded open sets which lie at positive distance from each other, from \( \bigcup_{i=1}^n V_i \). By Lemma 4.10, if \( K_1 \subset W_1 \) and \( K_2 \subset W_2 \) are as in that lemma, then for \( n \leq \lfloor 2d_\gamma \rfloor \) a.s. \( \text{dim}_H(\tilde{S}_n \cap (K_1 \times K_2)) \leq 2d_\gamma - n \) and for \( n > \lfloor 2d_\gamma \rfloor \) a.s. \( \tilde{S}_n \cap (K_1 \times K_2) = \emptyset \). Letting \( K_1 \) and \( K_2 \) increase to \( Z \) and \( W \), respectively, gives the same statement with \( Z \times W \) in place of \( K_1 \times K_2 \).

By the definition of \( \tilde{S}_n \), if \((z, w) \in \tilde{S}_n\) then \( z \neq w \) and \( z \) and \( w \) each lie at positive distance from \( \bigcup_{i=1}^n V_i \). Hence there are Euclidean balls \( B_1, B_2 \) with rational centers and radii such that \( z \in B_1 \), \( w \in B_2 \), and \( B_1 \) and \( B_2 \) each lie at positive distance from \( \bigcup_{i=1}^n V_i \). By the preceding paragraph applied with \( Z = B_1 \) and \( W = B_2 \), together with the countable stability of Hausdorff dimension, we now obtain the proposition statement.

**4.4 Upper bound on the number of distinct geodesics**

In this section we will deduce Theorem 1.7 from Proposition 4.1. The idea is that if \( P \) is a finite collection of geodesics with the same endpoints, then we can always find a subset \( \tilde{P} \) of \( P \) with the following properties. The cardinality \( \#\tilde{P} \) is bounded below in terms of \( \#P \) and the geodesics in \( \tilde{P} \) satisfy the non-overlapping property in the definition of \( S_n \) for \( n = \#\tilde{P} - 1 \). We will then use the fact that \( S_n = \emptyset \) for \( n > \lfloor 2d_\gamma \rfloor \) to get an upper bound for \( \#P \).

The construction of the desired subset \( \tilde{P} \) of \( P \) uses a combination of known topological properties of geodesics started from rational points and purely combinatorial arguments. The key observation for the topological part of the argument is the following dichotomy.

**Lemma 4.11.** Almost surely, the following is true. For every distinct \( z, w \in \mathbb{C} \), every \( D_h \)-geodesic \( P \) from \( z \) to \( w \), and every \( t \in (0, D_h(z, w)) \), at least one of the following two conditions holds.
A. $P_{[0,t]}$ is the unique geodesic from $z$ to $P(t)$.

B. For every $s \in (t, D_h(z, w))$, $P_{[t,s]}$ is the unique geodesic from $P(t)$ to $P(s)$. Moreover, there are at most three geodesics from $P(t)$ to $w$.

Furthermore, the set of $t \in (0, D_h(z, w))$ for which condition A (resp. B) holds is a sub-interval of $(0, D_h(z, w))$ with 0 (resp. $D_h(z, w)$) as one of its endpoints (we do not specify whether the endpoint of the interval is included).

**Proof.** See Figure 9 for an illustration of the proof. The proof is an easy consequence of the following two facts.

1. By Lemma 1.6, a.s. for every $q \in \mathbb{Q}^2$, every $w \in \mathbb{C}$, every geodesic $P$ from $q$ to $w$, and every $s \in [0, D_h(q, w))$, $P_{[0,s]}$ is the unique geodesic from $q$ to $P(s)$.

2. By Proposition 3.4, a.s. for every $q \in \mathbb{Q}^2$ and every $w \in \mathbb{C}$, there are at most three geodesics from $q$ to $w$.

Henceforth assume that both of the above numbered properties hold, which happens with probability one.

Let $z, w, P$, and $t$ be as in the lemma statement. Assume that there are at least two distinct geodesics from $z$ to $P(t)$. We will show that condition B holds. Let $P$ be a geodesic from $z$ to $P(t)$ which is not equal to $P_{[0,t]}$. The set $C \setminus (P([0,t]) \cup P([0,t]))$ lies at positive distance from $w$ and has at least two connected components. Since a geodesic is a simple curve, $P_{[t,D_h(z,w)]}$ is entirely contained in one of these connected components. Let $U$ be a connected component other than the one which contains $P_{[t,D_h(z,w)]}$.

Let $q \in \mathbb{Q}^2 \cap U$ and let $P'$ be a geodesic from $q$ to $w$. Since $w \notin U$, the geodesic $P'$ must cross either $P([0,t])$ or $P([0,t])$. That is, there must be times $r \in [0,t]$ and $r' \in [0, D_h(q, w)]$ for which either $P(r) = P'(r')$ or $P(r) = P'(r')$. Assume that $P(r) = P'(r')$ (the other case is almost the same, but slightly simpler).

The concatenation of $P_{[r,t]}$ and $P_{[t,D_h(z,w)]}$ is a geodesic from $P(r)$ to $w$. Since $P'(r') = P(r)$, it follows that the concatenation $P''$ of $P_{[0,r']}$, $P_{[r,t]}$, and $P_{[t,D_h(z,w)]}$ is a geodesic from $q$ to $w$. By property 1 above, applied to the geodesic $P''$, for each $s \in (t, D_h(z, w))$, there is a unique geodesic from $q$ to $P(s)$, namely the segment of $P''$ before it hits $P(s)$. Therefore, the segment of $P''$ between $P(t)$ and $P(s)$, namely $P_{[t,s]}$, is the unique geodesic from $P(t)$ to $P(s)$.

By property 2, there are at most three geodesics from $q$ to $w$. If there were more than three geodesics between $P(t)$ and $w$, then we could get more than three geodesics from $q$ to $w$ by replacing the segment of $P''$ between $P(t)$ and $w$ by one of the other geodesics from $P(t)$ to $w$. Hence there must be at most three geodesics from $P(t)$ to $w$. This gives the desired dichotomy.

The last statement, about the form of the sets for which each of the two conditions hold, is an easy consequence of the following observation: if $0 \leq t < t' < s \leq D_h(z, w)$, then the number of $D_h$-geodesics from $P(t)$ to $P(s)$ is at least the number of $D_h$-geodesics from $P(t')$ to $P(s)$. \qed

**Lemma 4.11** has the following useful consequence, which says that any two $D_h$-geodesics with the same endpoints can make at most two “excursions” away from each other.

**Lemma 4.12.** Almost surely, the following is true. Let $z, w \in \mathbb{C}$ and let $P, P'$ be $D_h$-geodesics from $z$ to $w$. The set $\{t \in [0, D_h(z, w)) : P(t) \not= P'(t)\}$ has at most two connected components.

**Proof.** Write $T = \{t \in [0, D_h(z, w)) : P(t) \not= P'(t)\}$. Let $(a, b)$ be a non-trivial connected component of $T$. Then $P(b) = P'(b)$ and there are at least two distinct geodesics from $z$ to $P(b)$, namely $P_{[0,b]}$
and the concatenation of \( P_{|[0,a]} \) and \( P'_{|[a,b]} \). By Lemma 4.11, there are at most 3 distinct geodesics from \( P(b) \) to \( w \). On the other hand, the number of distinct geodesics from \( P(b) \) to \( w \) is at least \( 2^n \), where \( n \) is the number of connected components of \([b, D_h(z, w)] \cap T\): indeed, this is because each such connected component gives rise to two possible paths with the same endpoints which a geodesic from \( P(b) \) to \( w \) could take. Since \( 2^n \leq 3 \) we must have \( n \leq 1 \). Hence there is at most one connected component of \( T \) lying strictly to the right of any given connected component of \( T \). Therefore, \( T \) has at most two connected components.

The following lemma shows that we can find, for each geodesic in \( \mathcal{P} \), a point which is hit by at most two other geodesics in \( \mathcal{P} \). This should be compared to the definition of \( \mathcal{S}_n \), where each geodesic is required to have a point which is hit by no other geodesic in the collection.

**Lemma 4.13.** Almost surely, the following is true. Let \( z, w \in \mathbb{C} \) be distinct and let \( \mathcal{P} \) be a finite collection of distinct geodesics from \( z \) to \( w \). For each \( P \in \mathcal{P} \), there is a time \( r = r(P) \in (0, D_h(z, w)) \) such that \( P(r) \) is hit by at most three geodesics in \( \mathcal{P} \) (including \( P \) itself).

**Proof.** See Figure 10 for an illustration of the proof. Throughout the proof, we work on the full probability event of Lemma 4.11. Let \( P \in \mathcal{P} \). We consider two cases.

**Case 1:** For each \( t \in (0, D_h(z, w)) \), \( P_{|[0,t]} \) is the unique geodesic from \( z \) to \( P(t) \). Suppose \( P' \in \mathcal{P} \), \( P' \neq P \). We claim that the set of \( t \in [0, D_h(z, w)] \) for which \( P(t) \neq P'(t) \) is of the form \((t_P, D_h(z, w))\) for some \( t_P \in (0, D_h(z, w)) \). Indeed, if not, then there are times \( 0 < t_1 < t_2 < D_h(z, w) \) such that \( P(t_1) \neq P'(t_1) \) and \( P(t_2) = P'(t_2) \). This gives two distinct geodesics from \( z \) to \( P(t_2) \), namely \( P_{|[0,t_2]} \) and \( P'_{|[0,t_2]} \), which contradicts our assumption. We must have \( t_P < D_h(z, w) \) since \( P \neq P' \).

If we let

\[
    r_* := \max_{t_P \neq P} t_P
\]

then \( r_* < D_h(z, w) \) since \( \mathcal{P} \) is finite. For each \( r \in (r_*, D_h(z, w)) \), the point \( P(r) \) is not hit by any geodesic in \( \mathcal{P} \) other than \( P \).

**Case 2:** there is a \( t \in (0, D_h(z, w)) \) for which \( P_{|[0,t]} \) is not the unique geodesic from \( z \) to \( P(t) \). Let \( t_* \) be the supremum of the set of \( t \in (0, D_h(z, w)) \) for which \( P_{|[0,t]} \) is the unique geodesic from \( z \) to \( P(t) \). Then the set of \( t \in (0, D_h(z, w)) \) for which \( P_{|[0,t]} \) is the unique geodesic from \( z \) to \( P(t) \) is either \((0, t_*)\) or \((0, t_*)\). Hence, our assumption implies that \( t_* < D_h(z, w) \). We consider two sub-cases.

**Case 2a:** the \( D_h \)-geodesic from \( z \) to \( P(t_*) \) is not unique. By definition, \( P_{|[0,t_*]} \) is the unique geodesic from \( z \) to \( P(t) \) for each \( t \in (0, t_*) \). Using Case 1 with \( P(t_*) \) in place of \( w \) and \( \{P'_{|[0,t_*]} : P' \in \mathcal{P} , P'(t_*) = P(t_*) \} \) in place of \( \mathcal{P} \), we find that there is an \( r_* \in (0, t_*) \) such that each geodesic in \( \mathcal{P} \) which hits both \( P((r_*, t_*)) \) and \( P(t_*) \) must coincide with \( P \) on \([0, t_*] \).
By Lemma 4.11 and the fact that the geodesic from $z$ to $P(t_s)$ is not unique, there are at most three geodesics from $P(t_s)$ to $w$. So, if $P' \in \mathcal{P}$ hits both $P((r_s, t_s))$ and $P(t_s)$, then there is only one possibility for $P'|_{[0, t_s]}$ and at most three possibilities for $P'|_{[t_s, D_h(z, w)]}$. Hence there are at most three geodesics in $\mathcal{P}$ which hit both $P((r_s, t_s))$ and $P(t_s)$.

Since the range of a geodesic is a closed set, if $P' \in \mathcal{P}$ and $P'$ does not hit $P(t_s)$, then there is a number $r_{P'} \in (0, t_s)$ such that $P'$ does not intersect $P((r_{P'}, t_s))$. By combining this with the preceding paragraph, we get that if

$$r \in (r_s \lor \max\{r_{P'} : P' \in \mathcal{P} \setminus \{P\}, t_s\})$$

then there are at most three geodesics in $\mathcal{P}$ which hit $P(r)$.

**Case 2b: the $D_h$-geodesic from $z$ to $P(t_s)$ is unique.** This case can arise if there is a sequence of times $t_n > t_s$ with $t_n \to t_s$ such that the geodesic from $z$ to $P(t_n)$ is not unique for each $n$. This would imply that there are infinitely many geodesics from $z$ to $w$. Theorem 1.7 implies a posteriori that this cannot happen, but we have not yet proven this theorem, so we still have to deal with this possibility. Note that $\mathcal{P}$ is a finite set by definition, so in this case some of the geodesics from $z$ to $w$ would have to not be in $\mathcal{P}$.

For $P' \in \mathcal{P} \setminus \{P\}$, let $S_{P'}$ be the set of endpoints of connected components of $\{t \in [0, D_h(z, w)] : P(t) \neq P'(t)\}$. By Lemma 4.12, $\#S_{P'} \leq 4$. Since $\mathcal{P}$ is a finite set, there exists $\varepsilon > 0$ such that $S_{P'} \cap (t_s, t_s + \varepsilon) = \emptyset$ for every $P' \in \mathcal{P} \setminus \{P\}$ (note that we do not rule out the possibility that $t_s \in S_{P'}$). If $P' \in \mathcal{P}$ such that $P'$ intersects $P((t_s, t_s + \varepsilon))$, but $P'|_{[t_s, t_s + \varepsilon]} \neq P'|_{[t_s, t_s + \varepsilon]}$, then there must be an element of $S_{P'}$ in $(t_s, t_s + \varepsilon)$. It follows that for each $P' \in \mathcal{P}$, either $P'$ is disjoint from $P((t_s, t_s + \varepsilon))$ or $P'|_{[t_s, t_s + \varepsilon]} = P|_{[t_s, t_s + \varepsilon]}$.

Let $r \in (t_s, t_s + \varepsilon)$. Then if $P' \in \mathcal{P} \setminus \{P\}$ and $P(r) = P'(r)$, the preceding paragraph implies that $P'|_{[t_s, t_s + \varepsilon]} = P|_{[t_s, t_s + \varepsilon]}$. Since the $D_h$-geodesic from $z$ to $P(t_s)$ is unique, we must have $P'|_{[0, t_s]} = P|_{[0, t_s]}$ and hence $P'|_{[0, t_s + \varepsilon]} = P|_{[0, t_s + \varepsilon]}$. By the definition of $t_s$, the geodesic from $z$ to $P(t_s + \varepsilon)$ is not unique, so by Lemma 4.11 there are at most three geodesics from $P(t_s + \varepsilon)$ to $w$. Hence there are at most three possibilities for $P'|_{[t_s + \varepsilon, D_h(z, w)]}$. Therefore, there are at most three geodesics in $\mathcal{P}$ which hit $P(r)$.

We now discuss the main combinatorial input needed for the proof of Theorem 1.7. For a graph $G$, an independent set of $G$ is a set of vertices of $G$ no two of which are joined by an edge. The following result is [HS01, Theorem 1].

**Lemma 4.14** ([HS01]). Let $G$ be a connected graph with $V$ vertices and $E$ edges. There is an independent set of $G$ of cardinality at least

$$\left\lfloor \frac{1}{2} \left( 2E + V + 1 \right) - \sqrt{(2E + V + 1)^2 - 4V^2} \right\rfloor$$

**Proof of Theorem 1.7.** We will find a deterministic $m \in \mathbb{N}$ such that the following is true a.s. Let $M \in \mathbb{N}$, let $z, w \in \mathbb{C}$, and let $\mathcal{P}$ be a finite collection of $\#\mathcal{P} = M$ geodesics from $z$ to $w$. Then $M \leq m$.

To this end, we first use Lemma 4.13 to get that for each $P \in \mathcal{P}$, there is a point $u_P \in P$ such that $u_P$ is hit by at most three geodesics in $\mathcal{P}$ (including $P$ itself). Just below, we will show using Lemma 4.14 that there is a subset $\tilde{\mathcal{P}}$ of $\mathcal{P}$ such that

$$\#\tilde{\mathcal{P}} \geq \left\lfloor \frac{1}{2} \left( \frac{17}{3} M + 1 \right) - \sqrt{\left( \frac{17}{3} M + 1 \right)^2 - 4M^2} \right\rfloor$$
and for each \( P \in \tilde{P} \), \( P \) is the only geodesic in \( \tilde{P} \) which hits \( u_P \). By Proposition 4.1, \( \#\tilde{P} \leq \lfloor 2d_\gamma \rfloor + 1 \). Since the right side of (4.28) goes to \( \infty \) as \( M \to \infty \), we get that \( M \) is bounded above by some finite, deterministic constant \( m \).

To construct the set \( \tilde{P} \) of (4.28), we first let \( G_0 \) be the graph whose vertex set is \( \mathcal{P} \) with distinct geodesics \( P, P' \in \mathcal{P} \) joined by an edge if and only if either \( P \) hits \( u_{P'} \) or \( P' \) hits \( u_P \). Then \( G_0 \) has \( M \) vertices. Since each \( u_P \) is hit by at most 2 geodesics in \( \mathcal{P} \) other than \( P \) itself, it follows that \( G_0 \) has at most \( 2M \) edges.

Lemma 4.14 requires that the graph \( G \) is connected. To arrange this in our setting, we first let \( G_1 \) be obtained from \( G_0 \) as follows. We can assume without loss of generality that \( M \geq 3 \). For each \( P \in \mathcal{P} \) such that \( P \) is joined by edges to fewer than 2 other vertices of \( \mathcal{P} \), we add one or two edges going from \( P \) to (arbitrary) vertices in \( \mathcal{P} \setminus \{P\} \) which are not already joined by edges to \( P \), so that each vertex of \( G_1 \) has degree at least 2. Note that \( G_1 \) still has at most \( 2M \) edges.

Since each vertex of \( G_1 \) is joined to at least 2 other vertices, each connected component of \( G_1 \) has at least three vertices. Hence there are at most \( M/3 \) connected components of \( G_1 \). Consequently, we can produce a connected graph \( G \) by adding at most \( M/3 \) edges to \( G_1 \) to link up the connected components. The graph \( G \) has \( M \) vertices and at most \( 7M/3 \) edges. By Lemma 4.14, there is a subset \( \tilde{P} \subseteq \mathcal{P} \) such that the bound (4.28) holds and no two geodesics in \( \tilde{P} \) are joined by an edge in \( G \). Hence also no two edges in \( \tilde{P} \) are joined by an edge in \( G_0 \), i.e., for each \( P \in \tilde{P} \), \( P \) is the only geodesic in \( \tilde{P} \) which hits \( u_P \).

\[ \square \]

### 4.5 Dimension bound for points joined to zero by two geodesics

The following proposition is the remaining statement needed to conclude the proof of Theorem 1.2.

**Proposition 4.15.** Let \( \mathcal{R}_{\geq 2} \) be the set of points \( z \in \mathbb{C} \) for which there are at least two \( D_h \)-geodesics from 0 to \( z \), as in Proposition 3.6. Almost surely, \( \dim_{\mathcal{H}}^\gamma \mathcal{R}_{\geq 2} \leq d_\gamma - 1 \).

The proof of Proposition 4.15 is essentially the same as the proof of Proposition 4.1 with \( n = 1 \). In fact, we will re-use most of the estimates which go into the proof of Proposition 4.1. Let us, therefore, assume that we are in the setting discussed just after Proposition 4.1 with \( n = 1 \), so that \( U_1, U'_1, V'_1 \subset \mathbb{C} \) are bounded open sets which lie at positive distance from \( \partial \mathcal{D} \) and satisfy \( U_1 \subset U'_1 \) and \( U'_1 \subset V_1 \). We also assume that \( V_1 \) lies at positive distance from 0.

Let \( \mathcal{R}_{\geq 2} \) be the set of \( z \in \mathbb{C} \) for which there is a \( D_h \)-geodesic \( P^1 \) from 0 to \( z \) which enters \( U_1 \) and a geodesic \( P^0 \) from 0 to \( z \) which is disjoint from \( V_1 \). Exactly as in the discussion following Proposition 4.1, it suffices to show that a.s.

\[ \dim_{\mathcal{H}}^\gamma \mathcal{R}_{\geq 2} \leq d_\gamma - 1. \]  

(4.29)

Define \( G(C) \) for \( C > 0 \) as in (4.6) and \( E^\varepsilon(0, w) \) for \( w \in \mathbb{C} \) and \( \varepsilon > 0 \) as in Section 4.2 with \( z = 0 \).

**Lemma 4.16.** Let \( W \subset \mathbb{C} \) be a bounded open set which lies at positive distance from \( \overline{V}_1 \). Conditional on \( h \), let \( \mathbf{w} \) be sampled from \( \mu_h|_W \), normalized to be a probability measure. For each \( C > 1 \) and each \( \varepsilon \in (0, 1) \),

\[ \mathbb{P}[E^\varepsilon(0, \mathbf{w}) \cap G(C)] \leq \varepsilon^{1+\alpha(1)} \]  

(4.30)

where the rate of the \( \alpha(1) \) is deterministic.

**Proof.** Write \( \tilde{\mathbb{P}} \) for the law of \( (h, \mathbf{w}) \) weighted by \( \mu_h(W) \), normalized to be a probability measure. By exactly the same proof as in Lemma A.2, under \( \tilde{\mathbb{P}} \) the conditional law of \( h \) given \( \mathbf{w} \) is the same as the \( \mathbb{P} \)-law of the field \( h - \gamma \log \cdot \cdot - z| \), normalized to have average zero over \( \partial \mathcal{D} \). We now apply Lemma 4.8 and follow exactly the same argument as in the proof of Lemma 4.9 to obtain (4.30). \( \square \)
Lemma 4.17. Let $W \subset \mathbb{C}$ be a bounded open set which lies at positive distance from $\overline{V}_1$ and let $K \subset W$ be compact. With probability tending to 1 as $\varepsilon \to 0$, the set $\mathcal{R}_{\geq 2} \cap K$ can be covered by $\varepsilon^{-(d_1-1)+\omega(1)}$ sets of the form $\mathcal{B}_{\varepsilon}(w; D_h)$ for $w \in W$.

Proof. This follows from exactly the same proof as in Lemma 4.10, but with Lemma 4.16 used in place of Lemma 4.9.

Proof of Proposition 4.15. The relation (4.29) follows from exactly the same argument used to prove Proposition 4.3, with Lemma 4.17 used in place of Lemma 4.10.

A Appendix

Here we collect some basic technical lemmas which are used at various places in the paper. The proofs of these lemmas do not use any other results in the paper. Our first lemma is a purely topological statement which is used in the proof of Lemma 3.7.

Lemma A.1. Let $X$ be a path connected, locally path connected topological space whose first homology group $H_1(X)$ (with integer coefficients) is trivial. Let $K \subset X$ be a closed connected set. If $X \setminus K$ is connected, then $\partial K$ is connected.

Proof. Our argument follows closely an argument given by Moishe Kohan on Math stack exchange, see [Koh16].

Assume by way of contradiction that $\partial K$ is not connected. Then there exist disjoint open sets $A, B \subset X$ such that $\partial K \subset A \cup B$ and each of $A \cap \partial K$ and $B \cap \partial K$ is non-empty. We can assume without loss of generality that each connected component of $A$ and each connected component of $B$ has non-empty intersection with $\partial K$ (otherwise, we can remove some components).

We observe that the sets $U := K \cup A \cup B$ and $V := (X \setminus K) \cup A \cup B$ are each open and connected. Indeed, $V$ is the union of three open sets by definition and $U$ is the union of the interior of $K$ and the open sets $A$ and $B$. The set $U$ is the union of the connected set $K$ and the connected components of $A$ and $B$, each of which intersect $K$, so $U$ is connected. Similarly, $V$ is the union of the connected set $X \setminus K$ and the connected components of $A$ and $B$, each of which intersect $\partial K$ and hence also $X \setminus K$. So, $V$ is also connected. On the other hand, the set $U \cap V = A \cup B$ is not connected.

We briefly recall that the reduced homology groups of a topological space $Y$. For $n \geq 1$, the $n$th reduced homology group is the same as the ordinary $n$th homology group $H_n(Y)$. For $n = 0$, the 0th reduced homology group $\tilde{H}_0(Y)$ is defined so that $H_0(Y) = \tilde{H}_0(Y) \oplus \mathbb{Z}$, which makes it so that $\tilde{H}_0(Y) \cong \mathbb{Z}^{m-1}$, where $m$ is the number of connected components of $Y$.

We now apply the Mayer-Vietoris sequence for reduced homology, which implies in particular that if $X = U \cup V$ is the union of open sets with non-empty intersection, then we have an exact sequence (i.e., the kernel of each map is the image of the previous map)

$$H_1(X) \to \tilde{H}_0(U \cap V) \to \tilde{H}_0(U) \oplus \tilde{H}_0(V). \quad (A.1)$$

In our setting, $H_1(X) = 0$ by assumption and $\tilde{H}_0(U) = \tilde{H}_0(V) = 0$ since $U$ and $V$ are each connected. Therefore, the exactness of the sequence implies that $\tilde{H}_0(U \cap V) = 0$, i.e., $U \cap V = A \cup B$ is connected. This contradicts the earlier statement that $A \cup B$ is not connected, so we conclude that $\partial K$ must be connected.

The following lemma is a variant of a standard fact about Gaussian multiplicative chaos measures which dates back to Kahane [Kah85].
Lemma A.2. Let \( h \) be a whole-plane GFF normalized so that its average over \( \partial D \) is zero. Also let \( Z,W \subset \mathbb{C} \) be bounded open sets which lie at positive distance from each other. The following two probability measures agree (here, all laws are assumed to be normalized to be probability measures).

(i) The law of the triple \( (\tilde{h}, z, w) \) where \( \tilde{h} \) is sampled from the law of \( h \) weighted by \( \mu_h(Z) \mu_h(W) \), and, conditional on \( h, z \) and \( w \) are sampled independently from \( \mu_h|_Z \) and \( \mu_h|_W \), respectively.

(ii) The law of the triple \( (h - \gamma \log |z| - \gamma \log |w| - \gamma c_z - \gamma c_w, z, w) \) where \( h \) is a whole-plane GFF as above,

\[
c_z := \frac{1}{2\pi} \int_{\partial D} \log |u - z|^{-1} \, du,
\]

and the pair \( (z, w) \) is independent from \( h \) and is sampled from Lebesgue measure on \( Z \times W \) weighted by

\[
|z - w|^{-\gamma^2} (|z|_+ |w|_+)^{2\gamma^2}, \quad \text{where} \quad |u|_+ := \max\{|u|, 1\}.
\]

Proof. By a slight abuse of notation, we write \( \Theta \) and (ii). 

On the other hand, the covariance function of \( h \) is given by

\[
\text{Cov}(h(z), h(w)) = \log \frac{|z|_+ |w|_+}{|z - w|};
\]

see, e.g., [Var17, Section 2.1.1]. By integrating this covariance function against the uniform measure on \( \partial B_\varepsilon(z) \times \partial B_\varepsilon(w) \), we get that if \( \varepsilon < |z - w| \), then

\[
\text{Cov}(h_\varepsilon(z), h_\varepsilon(w)) = \log \frac{|z|_+ |w|_+}{|z - w|} + o_\varepsilon(1)
\]

where the \( o_\varepsilon(1) \) tends to zero as \( \varepsilon \to 0 \) uniformly on compact subsets of \( \mathbb{C} \). Similarly,

\[
\text{Var} h_\varepsilon(z) = \log \varepsilon^{-1} + 2 \log |z|_+ + o_\varepsilon(1).
\]

Therefore,

\[
\mathbb{E}\left[e^{\gamma(h_\varepsilon(z)+h_\varepsilon(w))}\right] = e^{o_\varepsilon(1)} \varepsilon^{-\gamma^2} |z - w|^{-\gamma^2} (|z|_+ |w|_+)^{2\gamma^2}.
\]

So, under \( \Theta^\varepsilon \), the marginal law of \( (z, w) \) is given by Lebesgue measure on \( Z \times W \) weighted by \( e^{o_\varepsilon(1)} |z - w|^{-\gamma^2} (|z|_+ |w|_+)^{2\gamma^2} \), normalized to be a probability measure.

The \( \Theta^\varepsilon \)-conditional law of \( h \) given \( (z, w) \) is the same as the marginal law of \( h \) weighted by \( e^{\gamma(h_\varepsilon(z)+h_\varepsilon(w))} \) (normalized to be a probability measure). To describe this conditional law, let

\[
\phi^\varepsilon(u) := - \log \max\{|\varepsilon, |u - z|\} - c_\varepsilon^\varepsilon,
\]
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where \( c^*_\varepsilon \) is the average of \( -\log \max \{ \varepsilon, |u-z| \} \) over \( \partial \mathbb{D} \). Then by definition we have \( h_\varepsilon(z) = (h, \phi z)^{\varepsilon} \). Consequently, the law of \( h \) weighted by \( e^{\gamma(h_\varepsilon(z)+h_\varepsilon(w))} \) is the same as the law of
\[
\mu \sum_{k} \delta_{(\phi z+k).}
\]
Since \( \phi z \to -\gamma \log |-z| - c \) in the distributional sense as \( \varepsilon \to 0 \) and similarly for \( \phi w \), we get that \( \Theta \) converges to the law (ii) as \( \varepsilon \to 0 \).

Our next lemma is essentially a version of the statement that the Minkowski dimension of the \( \gamma \)-LQG metric is \( d_\gamma \), which was proven in [AFS20].

**Lemma A.3.** Let \( W \subset \mathbb{C} \) be a bounded open set, let \( K \subset W \) be a closed set, and fix a small constant \( \zeta \in (0,1) \). For \( \varepsilon > 0 \), let \( M_\varepsilon := [\varepsilon^{-d_\gamma},-\zeta] \). Conditional on \( h \) let \( \{z_k\}_{k \in [1,M_\varepsilon]} \) be conditionally i.i.d. samples from \( \mu_h|_W \), normalized to be a probability measure. With probability tending to 1 as \( \varepsilon \to 0 \),
\[
K \subset \bigcup_{k=1}^{K_\varepsilon} B_{\varepsilon}(z_k; D_h) \subset B_{\varepsilon^{1/\chi}}(W) \tag{A.7}
\]
where \( \chi := \xi(Q+2) + \zeta \).

**Proof.** By the local bi-Hölder continuity of \( D_h \) and the Euclidean metric [DFG+20, Theorem 1.7], it holds with probability tending to 1 as \( \varepsilon \to 0 \) that
\[
|z-w|^{\xi(Q+2)+\zeta} \leq D_h(z, w) \leq |z-w|^{\xi(Q-2)-\zeta}, \quad \forall z, w \in B_1(W). \tag{A.8}
\]
From this, the second inclusion in (A.7) is immediate.

To prove the first inclusion in (A.7), we set \( \chi' := \xi(Q-2) - \zeta \) and choose for each \( \varepsilon > 0 \) a deterministic collection \( W_\varepsilon \) of \( O_\varepsilon(\varepsilon^{-2/\chi'}) \) points in \( W \) such that
\[
K \subset \bigcup_{w \in W_\varepsilon} B_{\varepsilon^{1/\chi'}}(w).
\]
By (A.8) we have \( B_{\varepsilon^{1/\chi'}}(w) \subset B_{\varepsilon}(w; D_h) \) for each \( w \in W_\varepsilon \). Hence with probability tending to 1 as \( \varepsilon \to 0 \), the balls \( B_{\varepsilon}(w; D_h) \) for \( w \in W_\varepsilon \) cover \( K \).

By [AFS20, Theorem 1.1], it holds with probability tending to one as \( \varepsilon \to 0 \) that
\[
\mu_h(B_{\varepsilon/2}(w; D_h)) \geq \varepsilon^{d_\gamma+\zeta/2}, \quad \forall w \in W. \tag{A.9}
\]
Hence, it holds with probability tending to one as \( \varepsilon \to 0 \) that for each \( k \in [1,M_\varepsilon] \) and each \( w \in W_\varepsilon \),
\[
\mathbb{P}[z_k \in B_{\varepsilon}(w; D_h) | h] \geq \varepsilon^{d_\gamma+\zeta/2} \mu_h(W). \tag{A.10}
\]
Since the \( z_k \)'s are conditionally independent given \( h \) and \( M_\varepsilon = [\varepsilon^{-d_\gamma},-\zeta] \), this implies that for each \( w \in W_\varepsilon \),
\[
\mathbb{P}[z_k \in B_{\varepsilon}(w; D_h) \text{ for at least one } k \in [1,M_\varepsilon] | h] \geq 1 - \left( 1 - \frac{\varepsilon^{d_\gamma+\zeta/2}}{\mu_h(W)} \right)^{M_\varepsilon} \geq 1 - O_\varepsilon \left( \exp \left( -\frac{1}{\varepsilon^{\chi/2} \mu_h(W)} \right) \right). \tag{A.11}
\]
We take a union bound over all \( O_\varepsilon(\varepsilon^{-2/\chi'}) \) points \( w \in W_\varepsilon \) to get that with probability tending to 1 as \( \varepsilon \to 0 \), each of the balls \( B_{\varepsilon}(w; D_h) \) for \( w \in W_\varepsilon \) contains at least one of the \( z_k \)'s. For such a choice of \( k \), we have \( B_{\varepsilon}(w; D_h) \subset B_{\varepsilon}(z_k; D_h) \). Since the balls \( B_{\varepsilon}(w; D_h) \) for \( w \in W_\varepsilon \) cover \( K \) with probability tending to one as \( \varepsilon \to 0 \), we deduce that the balls \( B_{\varepsilon}(z_k; D_h) \) also cover \( K \) with probability tending to one as \( \varepsilon \to 0 \).
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