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Abstract

There is an increasing requirement for the acquisition of large two (2D) or three (3D) dimensional electron back scattered diffraction (EBSD) maps. It is a well-known, but largely neglected fact, that EBSD maps may contain distortions. There are long-range distortions, which can be caused by the interaction of the sample and the beam geometry and it can also arise from sample or beam drift. In addition there are shorter range artefacts arising from topological features, such as curtaining. The geometrical distortions can be minimised by careful SEM calibrations and sample alignment. However, the long-range distortions become increasingly prevalent when acquiring large area 2D EBSD maps which take a long time to acquire and thus are especially prone to drift. These distortions are especially evident in serial section tomography (SST) when 2D maps are stacked on top of one another to produce 3D maps. Here we quantify these distortions for large area EBSD data by referencing them to secondary electron (SE) images for 3D-EBSD data acquired on a WC-Co hardmetal. Long-range distortions (due to drift) equating to around 10μm across a 200μm x 175μm area map, and short-range distortions (due to topographical effects) as large as 3μm over a distance of 40 microns were observed. Methods for correcting these distortions are then proposed. This study illustrates the benefits and necessity of such corrections if morphological features are to be properly interpreted when collecting large 3D EBSD datasets, for example by mechanical sectioning, serial block face SEM ultramicrotomy, laser sectioning, FIB-SEM tomography, PFIB spin milling, etc.
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1. Introduction

Electron back scattered diffraction (EBSD) can provide unique information about the crystallographic nature and orientation of the grains comprising polycrystalline materials. Typically, the sample is tilted for EBSD analysis, where the high sample tilting can influence the scanned area to produce image distortions in the 2D EBSD maps. The distortions can be divided into two types, namely long-range and short-range distortions. The long-range distortions can arise either from geometrical relationship between the sample and the beam or from the sample and beam drift [1–3]. The short-range artefacts can arise from topological features, such as curtaining [4].

Geometric distortions can appear if the sample surface is not ideally oriented with respect to the beam. For example, this can arise from an incorrect tilt angle if the sample is not correctly aligned with respect to the tilt axis. The other source of geometric large range distortion can be because of beam distortions in the scanning electron microscope (SEM) at low magnifications [1,2,5]. The geometric distortions can be minimised to a large extent by
taking care with orthogonal sample surface preparation, calibration of the secondary electron (SE) image and stage and ensuring that the area of analysis is kept within the limits of the SEM capability in order to minimise beam distortions.

Over recent years there has been an increasing trend towards the acquisition of very large area EBSD maps, aided in part by faster EBSD detector technology, refined EBSD pattern centre calibration and improvements in software for stitching together large scans extending across several millimeters [6–9]. In such cases one can decrease resolution and use fast acquisition to limit the image distortion, due to drift, to less than a pixel. However, the time required for large area and high resolution EBSD can become very long introducing drift and long-range image distortion into the 2D EBSD maps [1,10–12]. Often these distortions are neglected.

Alongside the move towards mapping larger areas there is an increasing need for highly detailed three dimensional (3D) microstructural data across a wide variety of systems [13], either to understand performance (e.g. the permeability of porous networks), or as an input to image-based numerical models [14]. 3D maps are usually obtained through destructive serial sectioning techniques [15,16]. This can be achieved using a variety of material removal methods according to the volumes to be interrogated including mechanical sectioning [17–20], microtomy [21], SEM ultra-microtomy [22,23], laser sectioning [24], plasma beam sectioning [25], broad ion beam (BIB) [11,16,26], plasma-focused ion beam (PFIB) spin milling [27] down to focused ion beam (FIB) milling [28–32]. In all the above cases some form of reconstruction is required in order to bring a stack of 2D image slices into registry to form a 3D image. Post-processing and image segmentation of the data set usually only takes into account rigid body motions, i.e. X-Y alignment and rotation of individual slice images caused by the additional stage movements between milling and imaging operations [17–19,28–32]. In such cases unless corrected for, the image distortions can give a very misleading picture of grain morphologies and grain boundary relationships.

The grain size distribution of typical materials varies from sub-micron to tens of microns, thus statistically reliable 2D map can be several milli-meters across and a 3D reconstruction of serial sectioned volumes of materials requires large SE images and EBSD maps more than 200 µm across, which can be acquired with sub-micron resolution. SE images can typically be acquired within seconds, where sampling speeds are about 10 – 30 µs per point. However, even present EBSD detectors can only achieve acquisition speeds an order of magnitude slower (over 200 µs per point). Furthermore, these speeds cannot be achieved for all applications, where quality of the data can be compromised, such as in cases where there is poor pattern quality, low signal to noise and signal to background ratios, multiple phases with low symmetry, pseudo-symmetry and complex crystal structures and highly deformed microstructures. This means EBSD data are often mapped at a dwell time per pixel of around one to three orders of magnitude longer than SE imaging, which results in acquisition times of hundreds of minutes per map.

As a result large area scans can be undertaken rapidly by SE imaging, where image distortions and drift can be kept to less than a pixel [10], by using a combination of suitable beam dwell time, image pixel resolution and high enough magnification to minimise lens distortions, where applications can be found in digital image correlation (DIC) techniques [33–36]. However, acquiring an EBSD map can be much slower, therefore the electron beam or the sample are prone to drifts away from the assumed position leading to long-range image distortions during the acquisition of an EBSD map [1,37,38]. Furthermore, SE images are usually taken at 0° stage tilt or incidence angle, while EBSD maps are taken at 70° stage tilt or incidence angle. Therefore, the EBSD maps have 1/cosine(70°) or 2.9 times smaller beam spacing or deflection in the direction perpendicular to the tilt axis in order to generate an
equidistant grid of measurements points on the sample surface. This results in almost a threefold degradation in spatial resolution and increase of any effect from drift or ‘long-range distortion’, furthermore it accentuates the distortion from topographic features or ‘short-range distortion’, in the EBSD maps [12]. Thus, these distortion exaggerations are minimised during SE imaging at 0° incidence angle. This is also one of the advantages of the relatively new technique of transmission EBSD (t-EBSD) or transmission Kikuchi diffraction (TKD), where the sample is usually back tilted only between 0°-20° [39–42]. New approaches to EBSD analysis, such as the ‘Dictionary based indexing’ [43,44] or smart acquisition [45] promise faster acquisition times without compromising EBSD indexing rates, because either lower quality EBSD patterns and faster EBSD mapping speeds can be used or already utilizes other SEM imaging modes taken at higher speeds and requires less sampling points. Nevertheless, EBSD analysis will continue to be much slower than conventional image acquisition and thus more susceptible to drifts.

In a previous paper introducing serial section broad ion beam tomography we identified distortions in large area 2D EBSD maps [11]. It was shown that these can seriously affect the interpretation of 3D EBSD datasets if uncorrected through an exemplar study of the 3D microstructure of WC-Co hard metals. In this follow-up paper we return to this problem to examine the nature and to quantify the magnitude of the long-range and short-range distortions associated with acquiring large area 2D EBSD data. All imaging modes in the SEM can have distortions, however to correct for the large distortions encountered in the EBSD maps we assume that SE images are distortion free compared to the EBSD maps. Furthermore, we propose methods for correcting both of long and short-range distortions by comparing EBSD maps to SE images. Our proposed methods utilise COSFIRE, Combination of Shifted Filter Responses filters [46] and Moving Least Squares (MLS) rigid deformation method for digital image morphing [47]. The aim of this paper is to raise awareness of these artefacts which are largely neglected at present, to quantify them and to show the benefits of their correction. This paper is not aimed at proposing the best method of correction, nor comparing the merits of specific correction approaches, but rather to encourage a greater focus on developing such methods going forwards.

By way of a case study, this paper focuses on distortions associated with collecting relatively large volume serial section data on WC-Co hard metals (or cermets). They are used for machining, cutting, mining and drilling and are challenging because they contain a high fraction of a ceramic phase (i.e. the WC grains) held together a ductile metallic phase (i.e. the Co). The mechanical properties of cemented carbides strongly depend on the size and morphology of the WC grains [48,49]. Abnormal grain growth (AGG) can have a detrimental effect on the mechanical properties of cermets, since these oversized grains (typically > 10 - 30 µm) act as nucleation points for cracking, breakage and drill bit failure. The mechanism for AGG is not yet sufficiently understood. Some attempts have been made to simulate AGG in cemented carbide verified with experimental work and 2D analyses [50], but the plethora of information that can be extracted from 3D analyses allows the opportunity to much more fully study the AGG phenomenon. It must be noted here that there are non-destructive techniques available to study AGG during in-situ heating [51,52], however the resolution of these techniques are presently about 1 µm. Although FIB-SEM based techniques are destructive, but are able to resolve volumes in 3D in nanometer resolution. Large area plasma FIB [25], BIB-SEM [16], laser-PFIB-SEM [24] or PFIB spin milling methods [27] are needed to capture data over microstructurally relevant large volumes. As a result, such EBSD data provides a good case for quantification and correction of long and short-range corrections described in this paper.
2. Experimental procedure and SE-EBSD image pair co-registration

As mentioned above, the focus of the current paper is on the quantification of long and short-range distortions associated with large area EBSD mapping and methods for their correction rather than on making serial sectioning experiments per se. To this end we return to the 3D EBSD dataset collected by serial section BIB for the WC-Co hardmetal sample described in [11].

2.1. Sample

The material studied was a Tungsten carbide and Cobalt (WC-Co) hardmetal containing 11 mass % Co and having the average grain diameter of 5 μm [53]. The alloy was produced by Marshalls Hard Metals Ltd using conventional powder metallurgical methods. Tungsten carbide (WC) has a hexagonal crystal structure with lattice parameters $a=2.9\,\text{Å}$ and $c=2.83\,\text{Å}$. The stable Cobalt (Co) phase has a cubic crystal structure with a lattice parameter size $a=3.56\,\text{Å}$.

2.2. Broad ion beam sectioning

The experimental BIB serial sectioning workflow followed in this study is described in detail in a companion paper [11]. In essence, the sample was manually passed between a Gatan, Ilion broad ion beam system and a dual beam FEI NOVA600i FIB-SEM. The milling conditions were 5 kV, 60 μA with 20 minutes mill time per slice, where the average slice thickness was 700 nm. After each material removal step a secondary electron (SE) image of the surface was collected using the SEM at $0^\circ$ sample tilt, after which the crystallographic information is collected by EBSD mapping at $70^\circ$ sample tilt, to form SE-EBSD image pairs. The quality of Ar$^+$ ion polish achieved by with the Ilion BIB results in a very good surface for EBSD analysis without significant damage or phase transformation facilitating high indexing rates (above 90%). The co-registration of successive images was achieved using markers made by FIB [11].

2.3. SE-EBSD image pairs

Presently, it is possible to undertake EBSD analysis for areas of several mm$^2$ dimensions by combining scanning of a large area by moving the electron beam and the stitching multiple scanned areas using the stage [6–8]. Although the size of the maps analysed here are relatively modest compared to the largest ones reported elsewhere the distortion corrections applied here are applicable to much larger areas too. The EBSD maps used in this work were acquired at 200 nm step size with map size of $205 \times 177\,\mu\text{m}$ (1024 \times 884 pixels) and were taken at $70^\circ$ angle of incidence and sample tilt using a Nordlys-S EBSD detector from Oxford Instruments. This EBSD map size is relatively large for an ion based serial section tomography (SST) technique. The EBSD settings were chosen for the purpose of 3D-EBSD analysis. Therefore, to ensure an accurate and high indexing percentage and to minimise mis-indexing for the WC and Co phases, a relatively high resolution EBSD detector setting of $4 \times 4$ binning ($336 \times 256$ pixels) was used, which means that the indexing time was about 25 ms per point, equivalent to 40 Hz, which was about 6 hours acquisition time per slice. Therefore the EBSD settings used here resulted in an unusually slow speed for gathering an EBSD map per slice, however this meant that the average indexing rate was very high ($>96\%$) [11] and the risk of low quality EBSD data was minimised for every slice. Furthermore, the slow EBSD mapping speed exaggerated any possible distortion effects from drift. Note that the Nordlys-S EBSD detector has a CCD technology camera and is a slower detector compared to the newer
EBSD detectors based on CMOS technology cameras. The crystallographic orientation at each point on every section was determined by Channel 5 software [54], creating band contrast (BC) and inverse pole figure (IPF) coloured orientation maps showing the crystallographic orientations of the grains. The BC maps, which have distinctive microstructural features, were used for the SE-EBSD image pair co-registration, see Figure 1b.

For this work the EBSD maps were acquired first, however this is not usually done for routine EBSD analysis. This was done to minimise any possible contamination or interference from secondary electron (SE) imaging that may otherwise compromise the quality of the EBSD patterns. Subsequently, SE images were acquired at 0° angle of incidence at the same pixel (0.2 µm × 0.2 µm) and image (1024 × 884 pixels) size as the EBSD maps after the acquisition of the EBSD maps, see figure 1a. This order of analysis also helped to easily locate the contaminated region left from the EBSD analysis to ensure the same region was chosen for SE imaging and minimise any drift errors.

2.4. The long-range distortion correction procedure

The SE-EBSD image pairs are co-registered using the so-called 'Long-Range Co-registration' (LRC) approach to quantify the long-range distortions. Our automated co-registration algorithms embedded in stand-alone Matlab-based software uses trainable COSFIRE contour-based pattern recognition algorithms [46] to detect arrays of points for characteristic microstructural features in the SE-EBSD image pair sets. In this way a reference square grid generated on a SE image are mapped to a deformed grid located on the associated EBSD map, by an automatic trainable algorithms and then uses the Moving Least Squares (MLS) rigid deformation method for digital image morphing [47]. The co-registration process uses the SE and BC images pairs to correct for long-range distortions. The corrections are then applied to all other the EBSD maps. Therefore, not only the BC images but also the IPF colour orientation and EBSD phase maps are simultaneously corrected.

Firstly, the LRC software, automatically generates a square array of points having a pixel spacing, $q_i$, as the reference and non-distorted array on the SE images, as seen as the small white dashed square in Figure 1a. An initial pixel spacing, $q_i$, is chosen to be on the order of the average grain diameter. Here, where the average grain diameter is 5 µm, a 40 pixel spacing (8 µm distance spacing) was chosen, shown with the array of 22x19 points in figure 1a.

Secondly, to map the distortion, the COSFIRE-based microstructure recognition algorithms automatically locates the corresponding points, $p_i$, (as the distorted array of points on the BC images) across a square search area of 100 × 100 pixels, as seen as the small white dashed square in Figure 1b. Details of the COSFIRE filter [46] are described in appendix 7.1. In case, the algorithm misinterprets any of the features on the BC image, the user can manually locate the corresponding points, $p_i$, and train the algorithm. This is a pre-deep learning method, where these initial attempts are semi-automatic by manually looking at overlay of the image pairs for features existing in both images, such as boundaries. It is clear that the long-range distortion of the EBSD image is significant, which is around (-13, 52) pixels in the bottom right-hand corner, equivalent to an error of (-2.6, 10.7) microns. The larger distortion values in y-direction are influenced by the high sample tilt during EBSD analysis [1,12].
Thirdly, in order to correct the distortion, the BC and IPF image stacks are deformed using the Moving Least Squares rigid morphing method (find a concise description in the appendix 7.2 or more details in [47]). Figure 2a shows an example of a BC image from the stack superimposed on the SE reference image, which is co-registered and LRC corrected. Figure 2b shows the corresponding EBSD grain map.

Fourthly, a verification test is run to optimise the $q_i$ spacing to find the least amount of point and give a good balance between the quality of co-registered image pairs and computational effort and time for co-registration. This is done iteratively, in only a small part of the map to reduce computation time, until the overlay is optimised. Here the final chosen pixel spacing was kept the same as the initial 40 pixels spacing, because it was found to be an acceptable compromise between quality and computation time.

Finally, the optimised LRC co-registration correction is run for the whole volume image stack and the co-registered IPF image stack is fed directly to the 3-D analysis software, where the grains are segmented for visualisation and quantitative analyses (see details in Section 2.5).

Here we should note that the above mentioned correction assumes that the slice thicknesses are constant and does not correct for any varying slice thickness, as has been shown to be important in our earlier publication [11]. Therefore, in the images in figures 1 and 2 there may be errors caused by thickness variations across the sample, which may partly influence the variation in the angle of distortion correction seen across the map in figure 2, but they are
not considered here. To correct for this an accurate surface profile measurement of each slice is needed and is beyond the scope of this paper and is planned for future work. However local variations caused by milling, such as curtaining will be discussed in the next section.

Furthermore, note that the WC is seen as the lighter grey phase compared to the Co phase in the SE images, whereas the reverse contrast can be seen in the BC maps, thus the Co phase is seen as the brighter phase. SE images contain mainly secondary electron and some backscatter electron signals, therefore the contrast is influenced primarily by topography and to some extent by orientation and backscattered electron intensity that is influenced by atomic number. The average atomic number in the WC phase is higher than the Co phase, therefore it has a higher contrast in the SE images.

The band contrast (BC) values are the average intensity of the detected bands in each phase, which not only contain orientation contrast, backscattered electron intensity but also intensity from the detected Kikuchi bands and EBSD pattern quality [55]. The reversal of contrast between the phases in the BC image can be because of the probability of higher intensity bands detected in the Co phase than in the WC phase. The Co phase has a cubic crystal structure with higher symmetry and the main bands have higher intensity compared to other bands, whereas in the WC phase there is less difference in band intensities, as seen in the EBSPs in figure 3. Furthermore, the Co phase is softer and easier to polish with BIB milling, but WC phase is susceptible to ion beam damage. This can result in poorer WC EBSD patterns compared to the Co phase [25], which is more susceptible to phase transformation and damage resulting in poorer EBSD patterns.

![Figure 3. Example EBSD patterns from WC and Co phases [25].](image)

2.5. The short-range distortion correction procedure

Curtaining/polishing effects are a common problem for serial sectioning [15,26,56]. As a result surface topographies can vary significantly (in our case by up to ±300 nm [11]) from a perfectly flat surface and vary significantly from slice to slice. EBSD mapping of such surfaces can incur a distinctive local image distortion, see Figures 4a and 4b. To quantify and correct such short-range artefacts our software can apply a 'Short-Range Co-registration' (SRC), as shown in figure 4c. Presently, this step requires manual selection of points to define corresponding features in both SE and BC images. The software calculates 2D displacement fields from the difference of spatial positioning between the selected points in the SE and BC images. An automatic MLS image morphing algorithm uses the points to correct the BC images. More details of this process are provided in the appendix 7.3.
This procedure is repeated for all the images from the stack and the corrected BC and IPF image stacks are read into the FEI AVIZO software.

We note that this method can correct distortions in pixel resolution when SE images are used as reference. However, we should remind the reader of that the assumption here is that the SE images are ‘free of distortion’. Therefore, it is difficult to measure the true errors of the corrections in 2D without a completely distortion free reference. However, the errors relating to the correction will be discussed in 3D, in section 3.

In the WC-Co system used as an example here, there is a high atomic number contrast between the two WC and Co phases, which makes it easy to locate common features between the SE and BC images. Similarly, other features maybe used, such as grain boundaries, second phase particles, cracks, deformation bands and other distinguishable features that may be recognisable between the two SE and BC images. Consequently, this correction method is only possible in the presence of distinguishing features.

2.6. 3D EBSD data visualization

Once corrected by the co-registration of the SE-EBSD image pairs the IPF image stacks are transferred to 3D visualisation and analysis software (FEI AVIZO Standard/Fire). Here, the images are aligned using a least-squares minimisation method [57]. The layers are spaced using the average slice thickness of the measured stacks (see Section 3.3. in [11]) at 700 nm. The individual grains are segmented within the images. The segmentation process using the colour (RGB) values for thresholding is straightforward, since each orientation has a different colour and the grain boundaries are well defined.

It must be noted that, in this work the corrected 3D data are visualised using EBSD images displayed in IPF colours. This is sufficient orientation information, with IPF colours, to study the shape and facets of individual grains. However, the full crystallographic information required for the pole figures are taken from each of the individual 2D EBSD maps. In this paper, this type of information and visualisation software was sufficient to highlight and study the distortion corrections. However, the corrections maybe be applied to other types of 3D EBSD visualisation software too.

3. Results and discussion

The hard WC grains lie within a matrix of ductile Co matrix fabricated by liquid-phase sintering. During sintering the average carbide grain size increases by means of grain coarsening as large grains grow and small grains dissolve by an Ostwald ripening mechanism. The majority of the large WC grains have a faceted shape and have a strong tendency for clustering, and abnormal grain growth [32,50,58–61]. The facets can be dozens of nanometres in size and equiaxed [32]. In this study, the facets are used as a measure to analyse the quality of the reconstruction after distortion corrections.
Both faceted and non-faceted surface with terrace-like faces may be present in WC grains, where the larger grains are reported to be the result of abnormal grain growth (AGG) that are a consequence of grains containing step defects [32,61], see Figure 5. However, in this study the large grains are assumed to have planar facets and the steps are neglected, because the steps are usually smaller, only a few nanometers, than the resolution of the voxels size, 200 × 200 × 700 nm, in the dataset used here.

![Figure 5. Grains extracted from the Co matrix for WC-20%wt. Co alloy [32]. The A arrow marks a non-faceted grain surface, the B arrow shows a faceted grain surface, the C arrow points stepped (terraced) surface structure, the D arrow shows a terrace step, and the E arrow shows a stepped defect.](image)

### 3.1. 3D analysis with long-range correction

3D analysis allows for a comprehensive quantification of key microstructural features relating to individual grains or clusters of grains, many of which cannot be recovered from a 2D section, for example the morphology of voids, grain edges, corners, grain boundary planes, triple junctions, relative energies of grain boundary facets, the effects of impingement on grain coarsening, grain voids, networks of intergranular and transgranular cracks, etc. [14,19,62,63]. In order to achieve this type of analysis it is required that the 3D data represents the real microstructure accurately. Therefore, it is necessary for any long-range and short-range distortions and artefacts to be corrected. These distortions and artefact are usually neglected, which affect the 3D images and thus the 3D grain boundary facets, morphology and their relationship to crystallographic characterization.

![Figure 6. 3D reconstruction of microstructure of WC grains in WC-11wt.% Co cermet sectioned with ILION broad ion beam a) prior to and b) after correcting only the long-range distortion artefacts. Note: a random colouring is applied by the Avizo visualisation software.](image)

The 2D-EBSD sections, for example those in Figure 4, show evidence of the faceting of the WC grains in common with the 3D SE images of recovered WC grains in Figures 4 and 5. However, it is evident from Figure 6a that the uncorrected raw 3D image stacks show the reconstructed grains to be irregular. A visual inspection of the 3D reconstruction, after the correction of the long-range distortions, can be seen, with some of the more significant edge artefacts to have been corrected, as shown in Figure 6b. However, the grains still exhibit significant artefacts, in terms of their morphologies. This may be because the long-range
corrections use a grid with dimensions similar to the grain size, therefore it can be expected that the grain shape and facets would not be affected significantly and artefact and distortions will remain at the grain level, as seen in Figure 6b. A more detailed analysis of the grain facet roughness is discussed in the next section.

3.2. **3D analysis with long and short-range corrections**

Figure 7 shows the highlighted grains in more detail, where the voxel size is 0.2 µm x 0.2 µm x 0.7 µm. The line profiles 1, 2 and 3 show the extent of distortions, after each stage of distortion correction, on a grain facet, that is assumed to be planar, similar to the faceted grain surface B, shown in figure 5. The profiles are 2D sections across the grain facet, where the 2D section is normal to the grain facet. The distances are measured relative to the other points in the 2D section plane. The extent of LRC and SRC for distortion correction can be seen from slice to slice by the comparison of the line profiles from the raw data to the profiles after each correction step. Generally the LRC reduces the largest distortions in the raw data (here by up to 16 µm, which is twice the LRC grid spacing q), nevertheless significant distortions remain. However, after the SRC the distortions are minimised to below 1µm. In Figure 7, the maximum distortion in the raw data is 3.2 µm (mean 1.5 µm), after the long-range correction this reduced to 2.9 µm (mean 1.5 µm) and after the short-range correction this was 0.4 µm (mean 0.3 µm), which is only twice the smallest dimension of a voxel with 0.2µm in x and y. Therefore, individual grains or sets of grains were further refined using short-range SE-EBSD data corrections. Figure 7c shows cluster of grains visualized after the short-range (topographical effects) corrections. Here the edges, corners and triple junctions and especially the faces are much better recovered with respect to the reasonable assumption that the aligned feature is a faceted grain surface.
Figure 7. Cluster of WC grains after reconstruction from EBSD image stack for different data correction schemes [16]. Lines indicate facet regions where the angular misorientation is measured from 51 measurement locations along these lines. (a) shows raw data; (b) shows results of long-range corrections; (c) shows results of long-range and short-range corrections; (d) shows measurements of grain surface line profiles.

3.3. Grain facet analysis and abnormal grain growth

In figure 8 the large WC grains, that are more than 20μm across and are bonded by Co matrix, usually have planar facets, which resemble the shape sometimes described as, ‘a prism with a truncated triangle base’ [64] and are seen in figure 5. These planar facets, or crystal habits [65], have traces of the prismatic {10-10} and {-1100} and basal or basal pinacoid {0001} planes [64]. The growth rates and sizes of the planar facets depend on the relative interface energies of the prismatic and basal planes of the WC grains and the WC-Co interface energies, which are influenced by the composition of the alloy. These anisotropic interface energies result in a faceted equilibrium WC grain shape, whereas isotropic interface energies would lead to a spherical equilibrium grain shape [61,64,66].

Consequently, from the characteristic planar facets of WC grains the crystallographic orientation of facets can be directly defined, by comparing the normal of the facets to the crystallographic orientation of the grains. The crystallographic orientation of the grains are depicted in the truncated prism models and pole figures, such as seen in pole A that corresponds
to \{0001\} and pole B is \{-1100\}, as seen in figures 8b and 8c. Therefore, by taking into account crystallographic orientations from EBSD maps, the crystallographic orientations of particular facets were defined for large well-defined WC grains and compared to their normal to the facets. The pole figures in figure 8c show the crystallographic poles (A and B) and their corresponding normal to the facet surfaces (N and M) with the statistical spread of standard deviation. The statistical spread from each normal M and N, along the line profiles on the facets shown in figure 8a, are shown in the graphs in figure 8d with their standard deviations of $\sigma_M=5^\circ$ and $\sigma_N=6^\circ$. Note that the line profile on facet M relates to the line profiles shown in figure 7. The positioning error between the crystallographic poles (A and B) and the facet normals (M and N) was reduced after LRC to 10° – 20° and this was further reduced after SRC down to 7° – 12° positioning error, as seen in figure 8d.

![Cluster of WC grains after reconstruction from EBSD image stack, showing grain facets, after both long-range and short-range data corrections. (a) shows the reconstructed grains cluster with facet normal M and N (with line profiles); (b) shows truncated prisms model of the grains cluster based on their crystallographic orientations (the poles A and B are shown for the red WC grain); (c) pole figures for the large red WC grain and](image.png)
The smaller WC grains (< 15µm across) are not shown here, but appear more complex in shape. Very small grains (< 2 µm across) are hard to study since the voxel size of 200 × 200 × 700 nm is too large to resolve them clearly. Clearly some distortions may originate from both the large voxel size and the assumption that stacked layers are parallel and of the same spacing during the 3D reconstruction for visualisation. However the different grain shapes, in the small grains, indicate that grains do not resemble the grain shapes with planar facets, similar to findings reported elsewhere [11,64]. The complex shapes of the small WC grains may suggest the possibility of grain coalescence or agglomeration of several small grains. In contrast, the relatively large grains in figure 9 can be seen to have a typical faceted grain shape. Two of the WC grains have a very small contact area to each other and have a crystallographic misorientation of about 7°, which is measured from the EBSD data. Furthermore, they are constrained by a large WC grain with a high crystallographic misorientation angle from either of the two smaller grains (57° and 59°). This type of information may also help to explain the reason for abnormal grain growth of some of the grains, that are often seen in these materials, because grain growth not only depends on diffusion but also grain boundary mobility.

Figure 9. Crystallographic orientations or poles are shown on the grain facets, after both the long- and short-range corrections. The misorientation angles are measured from the crystallographic EBSD data.

During sintering the average grain size increases due to coarsening or Ostwald ripening, as large grains grow and small grains dissolve [58,60,67]. However, WC grains have a strong tendency for abnormal grain growth, where the coarsening mechanism for abnormal grain growth has been reported to be driven by 2D nucleation on facets [61]. The planar facets of such large grains may have staircase like areas, that can often be observed on WC grains extracted from Co matrix in figure 5. However, these are difficult to be seen on the reconstructed volumes from 3D-EBSD data here, because the voxel size is too large, but we have shown this elsewhere in a smaller dataset with smaller voxel size [32].

4. Conclusions

Here we have examined and quantified the in-plane distortions associated with large area EBSD mapping. These comprise both long-range distortions and short-range distortions. The long-range distortions can have a variety of causes, such as drift associated with the long
acquisition times, scan distortions or long-range sample alignment or surface topography. The short-range distortions maybe a consequence of local surface topography, such as ‘curtaining’ typically seen during ion beam milling. In practice, when large area 2D data is collected, the former artefacts are commonly ignored, while for the small area analysis the latter can be minimised by effective polishing procedures. Nevertheless, the trend towards acquiring increasingly large area 2D EBSD maps of heterogeneous across materials science and geology means that a consideration of these artefacts deserves more serious consideration going forwards. Critically, when collecting 3D serial section tomograms, the long-range distortions can seriously affect the overlay of the individual slices to form image volumes. Alongside this many serial section methods introduce topographic artefacts which give rise to short-range distortions too.

Here we have characterised both long-range and short-range artefacts for the serial section tomography, by BIB milling and EBSD analysis of each section, of WC-11%wt.Co hard metal data collected previously [11]. We present a new methodology for SE-EBSD image pair co-registration based on trainable Combination of Shifted Filter Responses filters and two-dimensional Moving Least Squares method. Our approach and it’s validation relies on three assumptions, 1) Each of our slices are planar, 2) SE images taken on the SEM, at 0° stage tilt, are distortion free and 3) the approach validation was done on the reasonable expectation of the large WC grains to have planar facets, which are reported elsewhere for similar CW-Co systems [32,50,58–61] and are also seen in etched samples [32] and the abundance of WC grains with straight grain edges or boundaries in the 2D images and EBSD analysis of polished surfaces. The alignment of the corrected facets with the expected crystallographic planes was further validation of the corrected 3D-EBSD data. This allowed 3D-EBSD data to be corrected and used for quantitative analyses and 3D visualisation. This is applied to our hard metal case study giving rise to the following conclusions:

- The cumulative long-range distortions, in the EBSD maps compared to the reference SE images, were quantified as being of the order of up to 10 μm across a 200 × 200 μm area section. They were found to significantly affect the shapes of individual grains in 2D leading to significant errors in grain morphologies in 3D. We should note that the distortion corrections effect the shape of the grains and not the orientation.
- Curtaining effects were observed on the serial sections and the topography was measured using confocal microscopy and reported in our earlier paper [11], but the confocal microscopy measurements were not used in the correction methods here and is a subject of future work. However, due to the inclined angle of incidence lead to significant distortions (a few pixels, up to 0.3 μm) [11] of EBSD maps given that the grains are of the order of the grid used for long-range correction, these distortions required short-range correction. Here an attempt has been made to use to correct the distortions in a 3D-EBSD dataset of a hard metal case, with respect to the SE images and the expectation of the 3D shapes of the hard metal grains from the chemical extracted method as discussed earlier in section 3.
- 3D visualisation clearly showed that the volume of reconstructed microstructure using the raw data was severely deformed, where surface topography for a flat facet can be as high as 3.3 μm.
- Using only the long-range correction, the topography for a planar facet, of a large well-defined WC grain, was reduced to 2.9 μm and the normal of the planar facet lay within about 10° – 20° crystallographic positioning error.
- By applying the short-range corrections, the distortion corrections reduced the maximum roughness of the planar facet surface topography to 0.4 μm and the misalignment of the surface of the grain facets to their respective crystallographic planes were reduced to about 7° – 12°.

These types of distortion correction algorithms are required to improve the accuracy of the EBSD maps. In this study the accuracy was based on the roughness of the reconstructed grain
facets, where a suitable material was chosen that the large WC grains are known to have planar facets. Going forwards more automated procedures need to be developed so that large area EBSD maps can be routinely corrected and a more robust measure of accuracy needs to be developed. This is especially important when reconstructing 3D data because registry from layer to layer is important if features are not to be introduced into the reconstructed grain morphologies. The correction methods outlined could be applied for 2D EBSD maps and 3D EBSD maps collected at different length-scales using other SST methods, e.g. mechanical sectioning, SEM microtome, FIB-SEM tomography and the more recently developed techniques developed for large area milling such as BIB, plasma and laser technologies [15,16,68]. Furthermore, smart sampling techniques may be used for measuring accurate 3D shapes with only the imaging data and reduce the time required for orientation data measurement.

- While the methods described above quantify and correct for in plane distortion, work also needs to be done to correct for the errors caused by uneven slice thickness during 3D reconstruction for visualisation to account for the actual spacing and misalignment of the successive layers in 3D-EBSD stacks. This effect has previously been shown to be significant [11]. However, use of the topography information gathered by confocal microscopy for correction is not trivial and requires further work to incorporate the topography measurements into the 3D visualisation software. This requires the software to be able to handle non-orthogonal layers, which is not the case at the moment and is the subject of future work.
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7. Appendices

7.1. Appendix) COSFIRE filters for microstructure pattern recognition

Combination of Shifted Filter Responses (COSFIRE) filters are able to locate ‘keypoints and patterns’ [46,69]. Here the filters are trained to detect keypoints, such as local microstructural features defined by the geometrical arrangements of grain boundaries, curtaining effects and surface topography. The detection filters use a range of Gabor filters [70–73], which are two dimensional characterisation of signals or information. They are usually frequency and time, but here they are frequency and orientation contrast. In order to use the correct Gabor filters the variables are adjusted, which include the amount of blurring, optimised vector shifts and the multiplier of shifted responses. First, linear Gabor filters are used for edge detection, then Gaussian blurring is applied to the Gabor responses to allow some tolerance in the position of the features, then the blurred responses are shifted by specific vectors to bring the features to the centre of the filter and multiplied for weighting. The structures of COSFIRE filters form ‘fingerprints’ depending on the geometric arrangement of local microstructural features, which are used to automatically train or optimise the Gabor filters. ‘Fingerprints’ show the COSFIRE filters response to a given feature, where the highest response is depicted in a higher grey level. Similar features in two separate images result in similar ‘fingerprints’.

A detailed description of the formulation is beyond of the scope of our work, instead we refer the reader to [46] for details. However, an example is shown below. Figure 9b shows the fingerprint formed for the vicinity (Figure 10a) of reference point, \( q_1 \), where the reference point is located in the centre of the search window of the SE image. Tuned operators can detect the same or similar microstructural features regardless of their rotation, scale, reflection and contrast inversion [46]. This can be seen in Figure 10c, which shows the matching fingerprint to the fingerprint in Figure 10b located on BC image search patch (Figure 10d).

![Figure 10](image)

Figure 10) SE/EBSD image pair matching. (a) SE image patch for the formation of the COSFIRE operator, (b) the ‘fingerprint’ from the SE patch, (c) the matching ‘fingerprint’ from the BC image search patch, in (d). Note: The reference point, \( q_1 \), and the detected point, \( p_1 \), correspond to the centres of the search window of the SE image.

7.2. Appendix) Moving Least Squares for digital image deformation

Image deformation techniques have been used for animations [74], morphing [46,75–78] and medical imaging [79], where a set of handles (e.g. keypoints, lines, meshes, grids, etc.) are used to control the deformations. The COSFIRE filter locates the distorted positions of these keypoints, \( p_i \) (see Appendix 7.1), on the BC image, the image distortion corrections for the given points in the image are corrected.
by a Moving Least Squares (MLS) method [47,80–82]. MLS is an approximation method of interpolation of irregularly spaced locations or points [83]. The technique requires that the points in the undeformed image correspond to the points in the deformed image and must satisfy the following properties [47];

1) Interpolation: The deformed points should map directly to the undeformed points.
2) Smoothness: The interpolation should produce a smooth deformation
3) Identity: If the deformed points are the same as the undeformed points then the interpolation should be the identity function; i.e. copy the point without change.
4) Rigidity: To produce rigid-as-possible deformations.

This image deformation technique is solved in a small linear system at each point in a uniform grid. This facilitates fast deformation of grids consisting of tens of thousands of points in real time (< 10 ms) [47].

7.3. **Appendix) Short-range co-registration description**

This part of the correction is a proof of concept, where the process involves a combination of automatic and manual steps. In section 2.5 the importance of this correction is demonstrated. Further details of this correction are discussed here.

First, an automatic fine grid of points with an arbitrary spacing (here 10 pixels) is generated in the same location on both SE and BC images pairs (grids of yellow points in Figure 11). This operation allows pinning the areas of BC image which are correctly co-registered by the LRC. Next, points are manually defined, on the SE image, along features such as the grain boundaries for the local co-registration (blue points in Figure 11a), and the software automatically removes previously generated points located in the vicinity of selected grain boundaries on both SE and BC images. The reader must be reminded here that the short-range co-registration makes the assumption that the SE image is the correct reference image. The SE image contains a mixture of signals from atomic number, electron channeling (orientation, defect structure) and topography. Therefore any mis-interpretation of the image or incorrect positioning of the points will be retained in the final corrected BC image from the EBSD map. Next, the corresponding points are manually defined on a BC image; red points in Figure 11b. An automatic MLS image morphing algorithm uses the points to correct the BC images, see figure 3 in section 2.5 for the results of this method.

![Figure 11](https://via.placeholder.com/150)

Figure 11) 'Short-Range Co-registration' applied to the image in Figure 4: (a) SE image with two sets of reference points, $q_i$: yellow - generated by the software, blue - selected along the grain boundary; (b) BC image with the two sets of 'deformed' points, $p_i$: yellow - generated by the software, orange - selected along the grain boundary.
