Clustering based on the principle of finding centers and robust averaging functions of aggregation
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Abstract. A new approach to robust clustering based on the search for cluster centers is proposed. It is based on minimizing the robust estimates of the averages and the sum of the functions of pseudo-distances to cluster centers. An algorithm of iterative reweighing type for finding cluster centres is proposed. Examples are given showing the stability of the method with respect to a large number of outliers.

1. Introduction

The basis of one classical approach for clustering is the search for cluster centers. The center of the cluster is the point from which the sum of the distances to all its points is minimal. The division into clusters is carried out according to a simple rule: the point refers to the cluster, to the center of which the distance is minimal.

We propose to expand this principle of clustering. To do this, we will use continuously differentiable averaging aggregation functions instead of the usual arithmetic sum and taking the minimum in determining the center of the cluster and for assigning the point to the cluster. This allows us to expand the approach and propose new algorithms for finding cluster centers proposed in [1].

2. Algorithm HCD

Let \( S \subset \mathbb{R}^n \) be an open subset, \( X = \{x_1, \ldots, x_N\} \subset S \) be a finite set that needs to be divided into \( K \) clusters.

Let \( d: S \times S \rightarrow \mathbb{R}_+ \) be a function of the generalized distance between points from \( S \), which, by definition, satisfies the following requirements:
- \( d_c(x) = d(x, c) \) – strictly convex and twice differentiable on \( S \);
- for any \( c \in S \): \( \lim_{\|x\| \to \infty} d_c(x) = \infty \).

We define the classical method of splitting into clusters. Let \( C_1, \ldots, C_K \) be a partition of the set \( X \) into \( K \) clusters, \( y_j(x) \) be the characteristic function of the \( j \)-th cluster, \( 1 \leq j \leq K \):

\[
y_j(x) = \begin{cases} 
1, & \text{if } x \in C_j \\
0, & \text{else.}
\end{cases}
\]
Deterministic characteristic functions of clusters are completely defined by their centers. They are usually defined as follows:

\[ y_j(x) = \begin{cases} 
1, & \text{if } d(x, c_j) = D(x, c_1, \ldots, c_K) \\
0, & \text{else},
\end{cases} \]

where

\[ D(x, c_1, \ldots, c_K) = \min\{d(x, c_1), \ldots, d(x, c_K)\}. \]

That is, the point refers to those clusters, the distance to which is minimal.

The task of finding clusters, following [1], can be formulated as an optimization problem:

\[ c_1^*, \ldots, c_K^* = \arg \min_{c_1, \ldots, c_K} Q(c_1, \ldots, c_K), \]

(1)

where

\[ Q(c_1, \ldots, c_K) = \sum_{k=1}^{N} \nu_k D(x_k, c_1, \ldots, c_K), \]

the value of \( \nu_k \geq 0 \) reflects the significance of the \( k \)-th point, \( \nu_1 + \cdots + \nu_N = 1 \).

Note that in this formulation, the weighted average is used instead of the usual sum or weighted sum. This is not a hindrance when the number of points \( N \) and the weights of the points are given numerical parameters, since any weighted sum is easily replaced by its equivalent weighted average.

Since

\[ \nabla c_j Q = \sum_{k \in I_j} \nu_k \nabla c_j d_k(c), \]

where \( d_k(c_j) = d(x_k, c_j) \), \( I_j = \{k : x_k \in C_j\} \), then the center of the \( j \)-th cluster is the solution to the following optimization problem:

\[ c_j = \arg \min_c \sum_{k \in I_j} \nu_k d_k(c). \]

The classical clustering algorithm based on the search for cluster centers HCD (Hard Clustering with Distance-like functions) is an iterative process of refining the position of the centers \( c_1, \ldots, c_K \). It is a kind of descent algorithms with alternative directions that correspond to cluster centers. The pseudocode of the algorithm can be written in the following form:

**procedure** HCD(\( \{x_1, \ldots, x_N\}, \{c_1^0, \ldots, c_K^0\} \))

\[
c_1, \ldots, c_K \leftarrow c_1^0, \ldots, c_K^0
\]

repeat

\[
\text{for all } j = 1, \ldots, K \text{ do}
\]

\[
I_j = \{k : y_j(x_k) = 1\}
\]

\[
c_j \leftarrow \arg \min_c \sum_{k \in I_j} \nu_k d_k(c),
\]

end

\[
\text{until the positions of the centers are stabilized}
\]

return \( c_1, \ldots, c_K \)

end

Usually \( \nu_k = 1/N \). Non-standard sets of weights can occur indirectly in the framework of the robust clustering procedure, when \( d(x, c) = \varrho(\|x - c\|^2) \).

Robust clustering can be obtained under certain conditions, when \( \varrho(r) \) grows much slower than the linear function.

For example, when \( \varrho(r) = \sqrt{r} \), \( \varrho(r) = (1 + r)^y - 1 (y < 1/2) \) or even \( \varrho(r) = \ln(1 + r) \).

The center search algorithm can be thought of as an iterative weighting procedure based on a weighted version of the KMeans algorithm.

The pseudocode of this IR-KMeans (Iteratively Reweighted K-Means) algorithm can be written as follows:

**procedure** IR-KMeans(\( \{x_1, \ldots, x_N\}, \{c_1^0, \ldots, c_K^0\} \))

\[
c_1, \ldots, c_K \leftarrow c_1^0, \ldots, c_K^0
\]

repeat
\[ I_j = \{ k : y_j(x_k) = 1 \}, j = 1, ..., K \]
\[ v_{kj} = \varphi(\| x_k - c_j \|), k \in I_j \]
\[ c_j = \frac{\sum_{k \in I_j} v_{kj} x_k}{\sum_{k \in I_j} v_{kj}}, j = 1, ..., K \]

until the positions of the centers are stabilized

return \( c_1, ..., c_K \)

end

Here \( \varphi(r) = \varphi'(r)/r \).

3. M-means

In this article, we consider generalizations of this formulation of the problem, based on the fact that the shift of the centers of the desired clusters is manifested.

Let \( \rho(r) \) be a convex function. We define the M-average as the solution to the following problem:

\[ M_\rho(r_1, ..., r_m) = \arg \min_{s} \sum_{j=1}^{m} \rho(r_j - s). \]

If \( \rho(r) \) is a strictly convex function, then \( M_\rho \) is an averaging aggregating function [6,7]. Most of the known functions for calculating the empirical average can be represented as the M-average. If there is \( \rho''(r) \), then

\[ \frac{\partial M_\rho}{\partial r_j} = \frac{\rho''(r_j - \bar{r})}{\rho''(r_1 - \bar{r}) + ... + \rho''(r_m - \bar{r})}, \]

where \( \bar{r} = M_\rho(r_1, ..., r_m) \). At the same time, \( \frac{\partial M_\rho}{\partial r_1} + ... + \frac{\partial M_\rho}{\partial r_m} = 1 \).

For any \( M_\rho \) and strictly monotonic function \( h \), one can define an averaging aggregating function \( M_\rho^h \):

\[ M_\rho^h(r_1, ..., r_m) = h^{-1}(M_\rho(h(r_1), ..., h(r_m))). \]

It is the solution to the minimization problem:

\[ M_\rho^h(r_1, ..., r_m) = \arg \min_{s} \sum_{j=1}^{m} \rho(h(r_j) - h(s)). \]

If the function \( \rho \) and \( h \) have second order derivatives, then

\[ \frac{\partial M_\rho^h}{\partial r_j} = \frac{h'(r_j)}{h'(\bar{r})} \frac{\partial M_\rho}{\partial z_j}, \]

where \( z_1 = h(r_1), ..., z_m = h(r_m), \bar{z} = h(\bar{r}) \).

A typical example is the Kolmogorov average:

\[ M^h(r_1, ..., r_m) = h^{-1}\left( \sum_{j=1}^{m} h(r_j) \right). \]

In this case, \( \frac{\partial M^h}{\partial r_j} = \frac{1}{m} \frac{h'(r_j)}{h'(\bar{r})} \).

4. Algorithm IR-HCD-M1

Consider the first generalization by replacing the weighted arithmetic average by \( M_\rho \):

\[ Q(c_1, ..., c_K) = M_\rho(D(x_1), ..., D(x_K)). \]

Such a replacement makes sense when there are outliers among the points that can significantly shift the value of the functional if there is a sufficiently large number of them. Because of such a shift, the shift of the centers of the desired clusters is manifested.

Gradients \( Q \) over \( c_j \) (1 \( \leq j \leq K \)) has the form:
\[ \nabla_{c_j} Q = \sum_{k \in I_j} \frac{\partial M_\rho(D(x_1), \ldots, D(x_N))}{\partial r_k} \nabla_{c_j} d_k(c_j), \]

where \( I_j = \{ k : y_{kj} = 1 \} \).

To solve the problem of finding centers that minimize the objective functional, you can construct a descent procedure in alternative directions - gradients \( \nabla_{c_j} Q \). It is also a type of iterative reweighting procedure, differing from the IR-KMeans algorithm in the method of weights recalculation. The pseudocode can be listed as follows:

```plaintext
procedure IR-HCD-M1(\{x_1, \ldots, x_N\}, \{c_1^0, \ldots, c_K^0\})
    c_1^0, \ldots, c_K^0 \leftarrow \nabla_{c_j} Q
    repeat
        for all \( j = 1, \ldots, K \) do
            for all \( k \in I_j \) do \( \nu_k = \frac{\partial M_\rho(D(x_1), \ldots, D(x_N))}{\partial r_k} \)
            \( c_j \leftarrow \arg\min_c \sum_{k \in I_j} \nu_k d_k(c) \)
        end for
        until the positions of the centers are stabilized
    return c_1^0, \ldots, c_K^0
end
```

At the end of the algorithm, we obtain the weights of points \( \nu_1^*, \ldots, \nu_N^* \). Under certain conditions, the centers found are also a solution to problem (1)-(2) with weights \( \nu_1^*, \ldots, \nu_N^* \).

If \( d(x, c) = \| x - c \|_2^2 \), then the IR-HCM-M1 algorithm becomes an analogue of IR-KMeans, in which the weights \( \nu_{kj} = \frac{\partial M_\rho(d_{k1}, \ldots, d_{kN})}{\partial r_j} \), where \( d_{kj} = \| x_k - c_j \|_2^2 \).

![Figure 1](image_url). The use of KMeans and IR-KMeans-M1 algorithms in Example 1.

If we choose \( \rho \) so that \( M_\rho \) determines the robust function of the M-average, then we can construct a robust clustering algorithm.
4.1. Illustrative examples

To illustrate the capabilities of the IR-KMeans-M1 algorithm, we consider a number of examples. They clearly demonstrate its ability to find centers that lie quite close to real cluster centers under conditions where data contain outliers or when not all cluster centers are searched for, but only some of them. If in the first case, the cause of the displacement of the found centers are emissions, in the second case, the cause of the displacement is excessive clusters.

Example 1.

This example compares the use of KMeans and IR-KMeans-M1 algorithms with the M-average $M_{p,a,e}$, where $\rho_e(r) = \sqrt{\varepsilon^2 + r^2}$, $\varepsilon = 0.001$, to search for the centers of two clusters. The points of the artificially generated data set belong to two clusters with a normal distribution of the distances of the cluster points from their center. Additionally, a cloud of “outliers” was added, which is located far from the centers of the first two clusters and has a large dispersion in the distribution of the distance of points from its center.

In the first case, the first two clusters contain 200 points, the “outliers” cloud contains 100 points (33%). The conventional KMeans method provides cluster centers that are biased towards outliers. The algorithm IR-KMeans-M1 with $\alpha = 0.4$. In the second case, there are already 200 points in the “outliers” cloud (50%), and the scatter of its points is slightly increased. For robust clustering, the IR-KMeans-M1 algorithm with $\alpha = 0.3$ was applied. The found centers also lie within their clusters, which makes it possible to cut out emissions using the distribution of values $\{D(x_k, e'_1, e'_2); k = 1, ..., N\}$. The results are presented in Figure 1.

Example 2.

In this example, 8 clusters are randomly generated, so that in each cluster the points are distributed according to the normal law, the clusters do not overlap. The IR-KMeans-M1 algorithm is used for clustering for $K = 2, 3, 4, 5, 6, 7$ clusters, respectively. In this case, M-means $M_{p,a,e}$ were used, where $\rho_e(r) = \sqrt{\varepsilon^2 + r^2} - \epsilon$, $\varepsilon = 0.001$ with $\alpha = \alpha = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40$, respectively. In all cases, the centers found fall inside the clusters. The results are presented in Figure 2.

5. Algorithm IR-HCD-MM

Note that the averaging function $\min$ can be approximated using M-means. For example, with the help of Kolmogorov averages:

\[
M_p[r_1, ..., r_m] = \left(\frac{r_1^p + ... + r_m^p}{m}\right)^{1/p},
\]

\[
M_p[r_1, ..., r_m] = \frac{1}{p} \ln \left(\frac{e^{-pr_1} + ... + e^{-pr_m}}{m}\right).
\]

Where\n
\[
\lim_{p \to +\infty} M_p[r_1, ..., r_m] = \min\{r_1, ..., r_m\}.
\]

Another approximation method can be constructed on the basis of using the differentiable $\alpha$-quantile approximation for sufficiently small $\alpha$. It can be constructed using the function $M_{p,a,e}$, where

\[
\rho_{a,e}(r) = \begin{cases}
\alpha \rho_e(r), & \text{if } r > 0 \\
\frac{\alpha}{2} \rho_e(0_+) + \frac{1-\alpha}{2} \rho_e(0_-), & \text{if } r = 0 \\
(1-\alpha) \rho_e(r), & \text{if } r < 0,
\end{cases}
\]

$\rho_e(r)$ is a function such that

1. $\lim_{\varepsilon \to 0} \rho_e(r) = |r|$;
2. $\lim_{\varepsilon \to 0} \rho'_e(r) = \text{sign } r$;
3. $\lim_{\varepsilon \to 0} \rho''_e(r) = \delta(r) - \text{Dirac } \delta$-function.

For example:

1. $\rho_e(r) = \sqrt{\varepsilon^2 + r^2} - \varepsilon$;
2. $\rho_e(r) = |r| - \varepsilon \ln(|r|) + \varepsilon \ln \varepsilon$.

Such approximations are preferable in cases where the point cannot be reliably attributed to the center of one cluster due to the fact that another one or several centers of other clusters are very close.
Using the approximations of the minimum using $M^\chi$ for some function $\chi = \rho_{a,e}$ we construct the second generalization (2), when

$$D(x) = M^\chi[d(x, c_1), ..., d(x, c_K)].$$

Combine both methods outlined above. Now the task of finding centers is:

$$c_1^*, ..., c_K^* = \arg\min_{c_1, ..., c_K} Q(c_1, ..., c_K),$$

where

$$Q(c_1, ..., c_K) = M_{\rho}[D(x_1), ..., D(x_N)].$$

Gradient $Q$ over $c_j$ ($1 \leq j \leq K$) has the form:

$$\nabla c_j Q = \sum_{k=1}^N \frac{\partial M_{\rho}[d_{kj}, ..., d_{Nj}]}{\partial r_k} \frac{\partial M^\chi[d_{k1}, ..., d_{kK}]}{\partial r_j} \nabla c_j d(x_k, c_j),$$

where $d_{kj} = d(x_k, c_j)$.

The pseudo-code of the iterative re-weighting procedure for searching centers $c_1^*, ..., c_K^*$ can be written as follows:
procedure IR-HCD-MM\((\{x_1, ..., x_N\}, \{c_1^0, ..., c_K^0\})\)

\(c_1, ..., c_K \leftarrow c_1^0, ..., c_K^0\)

repeat

for all \(k = 1, ..., N\) do

\(v_{k1}, ..., v_{kK} = \text{grad} M_X(d_k(c_1), ..., d_k(c_K))\)

for all \(j = 1, ..., K\) do

\(v_{1j}, ..., v_{Nj} = \text{grad} M_P(d_1(c_j), ..., d_N(c_j))\)

for all \(j = 1, ..., K\) do

\(c_j \leftarrow \arg\min_c \sum_{k=1}^N v_{kj} v_{kj} d_k(c)\)

until the positions of the centers are stabilized

return \(c_1, ..., c_K\)

End

Note that \(v_{k1} + ... + v_{kK} = 1\). This allows interpreting the values \(v_{k1}, ..., v_{kK}\) as the degree of belonging of the point \(x_k\) to the classes with labels \(1, ..., K\), respectively, obtaining a fuzzy division into clusters. At the same time, the fuzzy cluster membership function is built on the basis of the selected differentiable averaging function \(M_X\) as follows:

\[y_1(x), ..., y_K(x) = \text{grad} M_X(d(x, c_1), ..., d(x, c_K))\]

The IR-HCM-MM algorithm represents a version of the generalization of the SKM algorithm [1]. In the same place (in [1]) it was shown that SKM generalizes already known clustering algorithms, such as FCM [8], EM [9], DA [10], Bergman Soft Clustering [11]. Accordingly, if instead of \(M_X\) we use Kolmogorov averages, then we can also construct an algorithm, which SKM generalizes directly.

6. Conclusion

Thus, the use of \(M\) -averages made it possible to construct new procedures for finding cluster centers, which generalize HCD and SKM, making it possible to use a wide range of methods for finding an average value for both clear and fuzzy assignment of points to clusters. The proposed method are resistant to a large number of outliers. In addition, they have the ability to find centers of real clusters in cases where a given number of clusters is less than the number of real clusters. Similar properties of resistance to emissions were obtained for regression and classification problems solved on the basis of the principle of minimization of robust empirical risk [5]. The results show that the application of the proposed algorithms allows us to solve clustering problems [12] in a large number of outliers.
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