NEW MONOTONICITY FORMULAS FOR RICCI CURVATURE AND APPLICATIONS; I

TOBIAS HOLCK COLDING

Abstract. We prove three new monotonicity formulas for manifolds with a lower Ricci curvature bound and show that they are connected to rate of convergence to tangent cones. In fact, we show that the derivative of each of these three monotone quantities is bounded from below in terms of the Gromov-Hausdorff distance to the nearest cone. The monotonicity formulas are related to the classical Bishop-Gromov volume comparison theorem and Perelman’s celebrated monotonicity formula for the Ricci flow. We will explain the connection between all of these.

Moreover, we show that these new monotonicity formulas are linked to a new sharp gradient estimate for the Green’s function that we prove. This is parallel to that Perelman’s monotonicity is closely related to the sharp gradient estimate for the heat kernel of Li-Yau.

In [CM4] we will use the monotonicity formulas we prove here to show uniqueness of certain tangent cones of Einstein manifolds and in [CM3] we will prove a number of related monotonicity formulas.

Finally, there are obvious parallels between our monotonicity and the positive mass theorem of Schoen-Yau and Witten.

1. Introduction

The results we will give holds for manifolds with any given lower bound for the Ricci curvature and are new and of interest both for small and large balls. They are effective in the sense that the estimates we give do not depend on the particular manifold but only on some quantitative behavior like dimension and lower bound for Ricci curvature. This allows us to pass these properties through to possible singular limits. For simplicity we will concentrate our discussion on manifolds with nonnegative Ricci curvature and large balls though our results holds with obvious changes for small balls and any other fixed lower bound for the Ricci curvature. Moreover, our results are local and holds even for balls in manifolds as long as the Ricci curvature is bounded from below on those balls.

A key property of Ricci curvature is monotonicity of ratio of volumes of balls. For n-dimensional manifolds with nonnegative Ricci curvature Bishop-Gromov’s volume comparison theorem, [GLP], [G], asserts that the relative volume

$$\text{Vol}(r) = r^{-n} \text{Vol}(B_r(x)) \downarrow$$

is monotone nonincreasing in the radius r for any fixed $x \in M$. As r tend to 0 this quantity on a smooth manifold converges to the volume of the unit ball in $\mathbb{R}^n$ denoted by $\text{Vol}(B_1(0))$ and as r tends to infinity it converges to a nonnegative number $V_M$. If $V_M > 0$, then we say that $M$ has Euclidean volume growth. An application of monotonicity of relative volume is Gromov’s compactness theorem, [GLP], [G]. When $M$ has nonnegative Ricci curvature
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this compactness implies that any sequence of rescaling \((M, r_i^{-2}g)\), where \(r_i \to \infty\) has a subsequence that converges in the Gromov-Hausdorff topology to a length space. Any such limit is said to be a tangent cone at infinity of \(M\).

A geometric property of Ricci curvature that will play a key role in the discussion below, both as a motivation and in some of the applications, comes from [ChC1]. It says that if \(M\) has nonnegative Ricci curvature and \(\text{Vol}(r)\) is almost constant between say \(r_0\) and \(2r_0\), then the annulus is Gromov-Hausdorff close to a corresponding annulus in a cone. In particular, if \(M\) has Euclidean volume growth, then any tangent cone at infinity of \(M\) is a metric cone. In general our open manifolds of nonnegative Ricci curvature will be assumed to have faster than quadratic volume growth or more precisely be nonparabolic.

A complete manifold is said to be nonparabolic if it admits a positive Green’s function. Otherwise, it is said to be parabolic. By a result of Varopoulos, [V], an open manifold with nonnegative Ricci curvature is nonparabolic if and only if

\[
\int_1^\infty \frac{r}{\text{Vol}(B_r(x))} dr < \infty.
\]

When \(M\) is nonparabolic, then we let \(G\) be the minimal positive Green’s function. Combining the result of Varopoulos mentioned above with work of Li-Yau, [LY], gives that if \(M\) has nonnegative Ricci curvature and is nonparabolic, then for \(x \in M\) fixed \(G = G(x, \cdot) \to 0\) at infinity. In other words, the function

\[
b = G^{\frac{1}{n-2}}
\]

is well defined and proper; cf. [CM1], [CM2].

To put our results in perspective we will briefly recall some of the most relevant monotonicity formulas for the current discussion.

The Bishop-Gromov volume comparison theorem, [GLP], [G], was described above. It asserts that the ratio of volume of a ball in a manifold with nonnegative Ricci curvature centered at a fixed point to the volume of a Euclidean ball the same radius is monotone nonincreasing in the radius. This parallels the monotonicity for minimal surfaces where the same quantity is monotone; however for minimal surfaces the ratio is monotone nondecreasing. Moreover, for minimal surfaces balls are intersections of extrinsic balls with the surface as opposed to intrinsic balls in the Bishop-Gromov. Either of these monotonicity formulas follows from integrating the Laplacian of the distance squared to a point. In one case it is the extrinsic distance; in the other the intrinsic distance. In fact, in all of the monotonicity formulas that we discuss below monotonicity will come from integrating the Laplacian of appropriately chosen functions.

For mean curvature flow an important monotone quantity was found by Huisken, [H]. Huisken integrated a backward extrinsic heat kernel over the evolving hypersurface and showed that under the mean curvature flow this quantity is monotone nonincreasing. This is a parabolic monotonicity where the backward heat kernel is integrated over the entire evolving hypersurfaces and thus the quantity is global.

For Ricci flow Perelman found two new quantities, the \(\mathcal{F}\) and \(\mathcal{W}\) functional, and proved that \(\mathcal{W}\) is monotone, [P1]. Even for static solutions to the Ricci flow, that is, for Ricci flat

---

1Without the assumption of Euclidean volume growth tangent cones need not be metric cones by [ChC2] and need not even be polar spaces by [M2].
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manifolds, the \( \mathcal{F} \) and \( \mathcal{W} \) functionals are interesting and the monotonicity of \( \mathcal{W} \) is nontrivial. In fact, if one omit the scalar curvature term in the \( \mathcal{W} \)-functional, then it is even monotone for manifolds with nonnegative Ricci curvature as was pointed out by Lei Ni, \([N1]-[N3]\). Moreover, as was known already to Perelman, the monotonicity of \( \mathcal{W} \) is related to both a sharp log Sobolev inequality and a sharp gradient estimate for the heat kernel \( H \). Because of this it is instructive to first recall the sharp gradient estimate of Li-Yau, \([LY]\). This asserts that on a manifold with nonnegative Ricci curvature

\[
\frac{1}{t} \left( \frac{|\nabla H|^2}{H^2} - \frac{H_t}{H} \right) - \frac{n}{2} = -t \Delta \log H - \frac{n}{2} \leq 0 .
\]

Integrating this over the manifold against the heat kernel as a weight gives the \( \mathcal{F} \)-functional for Ricci flat manifolds and what we call the \( \mathcal{F} \)-function on a fixed manifold with nonnegative Ricci curvature, see Lei Ni, \([N1]-[N3]\),

\[
F(t) = t \int_M \left( \frac{|\nabla H|^2}{H^2} - \frac{H_t}{H} \right) H \ dVol - \frac{n}{2} = -t \int_M \Delta \log H \ H \ dVol - \frac{n}{2}
\]

\[
= t \int_M |\nabla \log H|^2 \ H \ dVol - \frac{n}{2} \leq 0 .
\]

Here the last equality comes from integration by parts. Note that the \( F \)-function is a function of two variables: \( t \) and the ‘center’ \( x \) though usually \( x \) is fixed in which case we think of it as a function only of \( t \). The dependence of \( x \) comes from the heat kernel \( H = H(x, \cdot, t) \). It is not hard to see that \( \frac{F}{t} \) is the derivative of the Shannon type entropy

\[
S(t) = - \int_M \log H \ H \ dVol - \frac{n}{2} \log(4\pi t) - \frac{n}{2} .
\]

Perelman went on and defined

\[
W = F + S
\]

and showed that

\[
W \downarrow
\]

is monotone nonincreasing; cf. Lei Ni, \([N1]-[N3]\) and Section 5 where we discuss these quantities in greater detail.

Our three new monotonicity theorems, see Section 2 for the precise statements, comes from a new sharp gradient estimate for the Green’s function \( G \) on manifolds with nonnegative Ricci curvature. This new sharp gradient estimate asserts that \( b = G^{\frac{1}{2}} \) satisfies

\[
|\nabla b|^2 - 1 = \frac{\Delta b^2}{2n} - 1 \leq 0 ;
\]

see Theorem 3.1. Moreover, if at one point in \( M \setminus \{x\} \) we have equality in this inequality, then the manifold is flat Euclidean space. In addition, we also show a sharp asymptotic gradient estimate of \( b \) for \( r \to \infty \); see Theorem 3.2. Integrating (1.9) over the level sets of \( b \)

\[1\]is also sometimes referred to as the Nash entropy; see, for instance \([N1]-[N3]\).

\[2\]We use a slightly different normalization in both \( F \) and \( S \) than the standard one; however this normalization does not affect \( W \). Our normalization is chosen so that on Euclidean space both \( F \) and \( S \) vanishes.
against the weight $r^{1-n} |\nabla b|$ gives our basic new quantity $A$ that in our (elliptic) monotonicity formulas plays the role of Perelman’s $F$-function. Namely, set

\[ A(r) = r^{1-n} \int_{b=r} \left( (|\nabla b|^2 - 1) |\nabla b| \right) = r^{1-n} \int_{b=r} |\nabla b|^3 - \text{Vol}(\partial B_1(0)) \]

\[ = r^{1-n} \int_{b=r} |\nabla b|^3 - \text{Vol}(\partial B_1(0)) = \frac{r^{1-n}}{2n} \int_{b=r} \Delta b^2 |\nabla b| - \text{Vol}(\partial B_1(0)) \leq 0 ; \]

where $B_1(0) \subset \mathbb{R}^n$ is the unit ball. NOTE that in the main body of this paper $A$ and $V$ DIFFERS from the ones defined here in the introduction by the constants $\text{Vol}(\partial B_1(0))$ and $\text{Vol}(B_1(0))$ respectively, as in the later sections we have NOT subtracted their Euclidean values. All of our monotonicity formulas involves $A$. In particular, we show that

\[ A \downarrow \text{ and } V \downarrow \]

are monotone nonincreasing (see Corollary 2.102 and also Theorem 3.16 for a related statement), where

\[ V(r) = r^{-n} \int_{b \leq r} |\nabla b|^4 - \text{Vol}(B_1(0)) . \]

The monotonicity of $V$ is parallel to the Bishop-Gromov volume comparison theorem as stated in (1.1). The standard proof of the Bishop-Gromov volume comparison (using the Laplacian comparison theorem applied to the distance to a fixed point) go over first showing that the ratio

\[ r^{1-n} \text{Vol}(\partial B_r(x)) \downarrow \]

is monotone nonincreasing and then use this to show (1.1). The monotonicity of $A$ is the parallel of (1.13). Note that it follows easily from the coarea formula, see Lemma 2.17, that $r V' = A - nV$; thus the monotonicity of $V$ implies that $A \leq nV$. Therefore an interesting (and natural) question would for instance be wether or not the gap between $A$ and $nV$ widens. The monotonicity of both $A$ and $V$ are byproducts of our main monotonicity theorems. The first of our three main monotonicity formulas, see Theorem 2.24, show that

\[ 2(n-1)V - A \downarrow \]

is monotone nondecreasing and gives an exact (and useful) formula for the derivative.

The monotonicity of Perelman’s $W$-function is easily seen to be equivalent to that $t F$ is monotone; this follows from that $W = F + S$ and $S' = \frac{F'}{t}$. The parallel to this in our setting is that one of our monotonicity formulas, see Theorem 2.47, asserts that

\[ r^{2-n} A \uparrow \]

is monotone nondecreasing.

One of the major points of this article is that not only are the quantities we define monotone, but their derivatives are something useful that monotonicity helps us bound. In fact, this was the starting point of this article and is one of the advantages of our new monotonicity formulas compared with say the classical Bishop-Gromov volume comparison theorem.
For instance, for the derivative of $2(n-1)V - A$ we show in Theorem 2.24 that
\begin{equation}
(1.16) \quad [2(n-1)V - A]'(r) = -\frac{1}{2}r^{1-n}\int_{b\leq r} \left( \left\| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right\|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right),
\end{equation}
and for the derivative of $r^{2-n}A$ we show in Theorem 2.47 that
\begin{equation}
(1.17) \quad (r^{2-n}A)'(r) = \frac{r^{1-n}}{2}\int_{b\leq r} \left( \left\| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right\|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}.
\end{equation}

In addition to these new monotonicity formulas and gradient estimates for the Green’s function, then we estimate from below the derivative of our formulas in terms of the Gromov-Hausdorff distance to the nearest cone; see Theorems 4.26 and 4.28. For instance, loosely speaking, Theorem 4.26 shows that
\begin{equation}
(1.18) \quad -C\ (2(n-1)V - A)'(r) \geq \frac{\Theta^2_r}{r};
\end{equation}
where $\Theta_r$ is the scale invariant Gromov-Hausdorff distance between $B_r(x)$ and the ball of radius $r$ in the nearest cone centered at the vertex. The constant $C$ depends on the dimension of the manifold, the lower bound for the Ricci curvature, and also on a positive lower bound for the volume of $B_r(x)$. The actual statement of the theorem is slightly more complicated as in reality the right hand side of this inequality is not to the power 2 rather to the slightly worse power $2 + 2\epsilon$ for any $\epsilon > 0$, and the constant $C$ also depends on $\epsilon$; cf. [CN1]. We prove this lower bound, see Theorem 4.22 and Corollary 4.24, for the derivative using [ChC1]; cf. also [C1]–[C3]. We also prove a similar lower bound for the derivative of Perelman’s $F$-function though in that case it is a weighted distance to the nearest cone where the nearest cone is allowed to change from scale to scale.

In [CM4] we will use the monotonicity formulas we prove here to show uniqueness of certain tangent cones of Einstein manifolds. In a second paper [CM3] we will show further monotonicity formulas and discuss other applications.

Finally, we note that one may think of our new monotonicity formulas as enhanced versions of the classical Bishop-Gromov volume comparison theorem.

2. Monotonicity Formulas

In this section $M^n$ will be a smooth complete n-dimensional manifold where $n \geq 3$. We will later be particularly interested in the case where $M$ has nonnegative Ricci curvature, however the computations that follows holds on any smooth manifold.

Suppose that $G$ is the Green’s function\(^4\) on a manifold $M$; fix $x \in M$ and set $G = G_x = G(x, \cdot)$. One sometimes say that $G = G_x$ is the Green’s function with pole at $x$. Following [CM1], [CM2], we set\(^5\)
\begin{equation}
(2.1) \quad b = G^{\frac{1}{1-n}};
\end{equation}

---

\(^4\)Our Green’s functions will be normalized so that on Euclidean space of dimension $n \geq 3$ the Green’s function is $r^{2-n}$.

\(^5\)The normalization of $b$ that we use here differs from that used in [CM1], [CM2] by a constant.
\[ \Delta b^2 = 2n |\nabla b|^2. \]

We will use a number of times below that if, as in \[CM1\], \[CM2\], we set
\[ I_v(r) = r^{1-n} \int_{b=r} v |\nabla b| = \frac{1}{n-2} \int_{b=r} v |\nabla G| , \]
then
\[ I'_v = r^{1-n} \int_{b=r} v_n = r^{1-n} \int_{b \leq r} \Delta v. \]

Here \( v_n \) is the (outward) normal derivative of the function \( v \); normal to the boundary of \( \{ b \leq r \} \). In particular, the function
\[ I_1(r) = r^{1-n} \int_{b=r} |\nabla b| , \]
is constant in \( r \).

2.1. The ‘area’ and the ‘volume’. Define nonnegative functions \( A(r) \) and \( V(r) \) by
\[ A(r) = r^{1-n} \int_{b=r} |\nabla b|^3 , \]
\[ V(r) = r^{-n} \int_{b \leq r} |\nabla b|^4 . \]

Note that these quantities differs from the ones we defined in the introduction by constants since here, unlike the introduction, we have not subtracted their Euclidean values.

The next simple lemma will be used three places: First to compute the limit of \( A(r) \) and \( I_1 \) as \( r \to 0 \); second in the proof of the second monotonicity theorem where the lemma also enters via the same limit of \( A \) and third in the sharp gradient estimate for the Green’s function.

**Lemma 2.8.** Let \( M \) be a smooth manifold with \( n \geq 3 \), then
\[ \lim_{r \to 0} \sup_{\partial B_r(x)} \left| \frac{b}{r} - 1 \right| = 0 , \]
\[ \lim_{r \to 0} \sup_{\partial B_r(x)} |\nabla b|^2 - 1 | = 0 , \]
\[ \lim_{r \to 0} A(r) = \lim_{r \to 0} I_1(r) = \text{Vol}(\partial B_1(0)) , \]
\[ \lim_{r \to 0} V(r) = \text{Vol}(B_1(0)) . \]

**Proof.** In \[GS\] it was shown that for the Green’s function with pole at \( x \)
\[ G(y) = d^{2-n}(x, y) (1 + o(1)) , \]
\[ |\nabla G(y)| = (n-2) d^{1-n}(x, y) (1 + o(1)) , \]
where \( o(1) \) is a function with \( o(y) \to 0 \) as \( y \to x \). From this the first two clams easily follows.
To see (2.11) observe first that it follows from (2.10) that $I$ and $A$ has the same limit. It is therefore enough to show that the limit of $I$ is $= \text{Vol}(\partial B_1(0))$. To see this use that $I$ is constant in $r$ together with the coarea formula to rewrite $I$ as

$$
\int_{b \leq r} |\nabla b|^2 = \int_0^r \int_{b=s} r^{n-1} I_1(s) = \frac{r^n I_1(1)}{n},
$$

and thus

$$
\lim_{r \to 0} I_1(r) = I_1(1) = n \lim_{r \to 0} r^{-n} \int_{b \leq r} |\nabla b|^2 = \text{Vol}(\partial B_1(0)).
$$

Here the last equality followed from (2.9) and (2.10).

Finally, (2.12) follows easily from (2.9) and (2.10). \hfill \Box

Moreover, we have the following:

**Lemma 2.17.**

(2.18) \hspace{1cm} V'(r) = \frac{1}{r} (A(r) - nV(r)) .

*Proof.* By the coarea formula we can rewrite $V(r)$ as

(2.19) \hspace{1cm} V(r) = r^{-n} \int_{-\infty}^r \int_{b=s} |\nabla b|^3 .

From this the lemma easily follows. \hfill \Box

We will later see that on any manifold with nonnegative Ricci curvature the gradient of $b$ is bounded by some universal constant depending only on the dimension; see Lemma 2.79 for a gradient bound and Theorem 3.1 for the eventual sharp bound. Together with the next lemma this implies that both $A$ and $V$ are bounded. We will then come back later and use our main monotonicity theorem to show that both $A$ and $V$ are monotone nonincreasing on a manifold with nonnegative Ricci curvature and hence, in particular, they are bounded by their values as $r \to 0$.

**Lemma 2.20.** If $|\nabla b| \leq C$, then

(2.21) \hspace{1cm} A \leq C^2 \text{Vol}(\partial B_1(0)) ,

(2.22) \hspace{1cm} V \leq \frac{C^2}{n} \text{Vol}(\partial B_1(0)) = C^2 \text{Vol}(B_1(0)) .

*Proof.* The first claim follows from that $I_1$ is constant as a function of $r$ and that we found in Lemma 2.8 what that constant is. The second claim follows from the first together with that

(2.23) \hspace{1cm} V(r) = r^{-n} \int_0^r s^{n-1} A(s) .

\hfill \Box
2.2. The first monotonicity formula. Our first monotonicity result is the following:

Theorem 2.24.

\[(A - 2(n - 1) V)' = \frac{1}{2} r^{-1-n} \int_{b \leq r} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right). \tag{2.25} \]

\[\text{Proof.} \quad \text{Observe first that we can trivially rewrite } A(r) \text{ as follows} \]

\[A(r) = r^{1-n} \int_{b = r} |\nabla b|^3 = \frac{1}{4} r^{-1-n} \int_{b = r} |\nabla b|^2 |\nabla b|. \tag{2.26} \]

Computing gives

\[r^{-2} (r^2 A)'(r) = \frac{1}{4} r^{-1-n} \int_{b = r} d \frac{d}{dn} |\nabla b|^2 = \frac{1}{4} r^{-1-n} \int_{b \leq r} \Delta |\nabla b|^2 \]

\[= \frac{1}{2} r^{-1-n} \int_{b \leq r} (|\text{Hess}_{b^2}|^2 + \langle \nabla \Delta b^2, \nabla b^2 \rangle + \text{Ric}(\nabla b^2, \nabla b^2)) \]

\[= \frac{1}{2} r^{-1-n} \int_{b \leq r} (|\text{Hess}_{b^2}|^2 - |\Delta b^2|^2 + \text{Ric}(\nabla b^2, \nabla b^2)) + \frac{1}{2} r^{-1-n} \int_{b = r} \Delta b^2 \frac{d}{dn} b^2 \]

\[= \frac{1}{2} r^{-1-n} \int_{b \leq r} (|\text{Hess}_{b^2}|^2 - |\Delta b^2|^2 + \text{Ric}(\nabla b^2, \nabla b^2)) + 2n r^{-n} \int_{b = r} |\nabla b|^3 \]

Moreover,

\[|\text{Hess}_{b^2} - \frac{\Delta b^2}{n} g|^2 = |\text{Hess}_{b^2}|^2 + \frac{|\Delta b^2|^2}{n} - 2 \frac{|\Delta b^2|^2}{n} \]

\[= |\text{Hess}_{b^2}|^2 - \frac{|\Delta b^2|^2}{n}. \]

Hence,

\[|\text{Hess}_{b^2}|^2 - |\Delta b^2|^2 = \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 - \left( 1 - \frac{1}{n} \right) |\nabla b|^4. \tag{2.29} \]

Inserting this in the above gives

\[r^{-2} (r^2 A)'(r) = \frac{1}{2} r^{-1-n} \int_{b \leq r} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) \]

\[- 2 \left( 1 - \frac{1}{n} \right) n^2 r^{-1-n} \int_{b \leq r} |\nabla b|^4 + \frac{2n}{r} A(r). \tag{2.30} \]
Using lemma 2.17 we can now rewrite the above as
\[
(2.31)\quad \frac{1}{2} r^{-1-n} \int_{b \leq r} \left( \left\| \text{Hess}_{b^2} \right\|^2 + \text{Ric} \left( \nabla b^2, \nabla b^2 \right) \right) - \frac{2 \left( 1 - \frac{1}{n} \right) n^2}{r} V(r) + \frac{2n}{r} A(r) = 1.
\]
Or, equivalently, since
\[
(2.32)\quad A' = \frac{1}{2} r^{-1-n} \int_{b \leq r} \left( \left\| \text{Hess}_{b^2} \right\|^2 + \text{Ric} \left( \nabla b^2, \nabla b^2 \right) \right) + \frac{2n}{r} (A(r) - n V(r)) + \frac{2n}{r} V(r).
\]
Therefore
\[
(2.33)\quad (A - 2(n - 1) V)' = \frac{1}{2} r^{-1-n} \int_{b \leq r} \left( \left\| \text{Hess}_{b^2} \right\|^2 + \text{Ric} \left( \nabla b^2, \nabla b^2 \right) \right).
\]

In particular, on a manifold with nonnegative Ricci curvature we get the following:

**Corollary 2.34.** If \( M \) is an \( n \)-dimensional manifold with nonnegative Ricci curvature, then for all \( r > 0 \)
\[
(2.35)\quad A(r) - \text{Vol}(\partial B_1(0)) \geq 2(n - 1) \left( V(r) - \text{Vol}(B_1(0)) \right).
\]

Moreover, if for some \( r > 0 \) we have equality, then the set \( \{ b \leq r \} \) is isometric to a ball of radius \( r \) in \( \mathbb{R}^n \).

**Proof.** The inequality follows trivially from the theorem. Suppose therefore that for some \( r > 0 \) we have equality. Since \( M \) has nonnegative Ricci curvature, then by Theorem 2.24
\[
(2.36)\quad \text{Hess}_{b^2} = \frac{\Delta b^2}{n} g,
\]
\[
(2.37)\quad \text{Ric} \left( \nabla b^2, \nabla b^2 \right) = 0.
\]
From this it now follows from section 1 of [ChC1] that \( \{ b \leq r \} \) is a metric cone and that \( b \) is the distance to the vertex. Since Euclidean space is the only smooth cone the corollary follows.

Note that the inequality in the above corollary goes in the opposite direction of the usual Bishop-Gromov volume comparison theorem for manifolds with nonnegative Ricci curvature where the scale invariant volume of the boundary of a ball is bounded by the inside. This is closely connected with that the above inequality deals with the excess relative to the Euclidean quantities.

Likewise we get:

**Corollary 2.38.** If \( M \) is an \( n \)-dimensional manifold with nonnegative Ricci curvature and \( r_2 > r_1 > 0 \), then
\[
(2.39)\quad A(r_2) - 2(n - 1)V(r_2) \geq A(r_1) - 2(n - 1)V(r_1).
\]
and equality holds if and only if the set \( \{ b \leq r_2 \} \) is isometric to a ball of radius \( r_2 \) in Euclidean space.

Note also that all of the above computations work for any positive harmonic function \( G \) with \( \frac{1}{G} \) proper and not necessarily the Green’s function.

2.3. **The second monotonicity formula.** The next lemma holds for any positive harmonic function \( G \), where, as before, \( b \) is given by that \( b^{2-n} = G \).

**Lemma 2.40.**

\[
\begin{align*}
(2.41) \quad & b^2 \Delta |\nabla b|^2 + (2 - n) \langle \nabla b^2, \nabla |\nabla b|^2 \rangle = \frac{1}{2} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right), \\
(2.42) \quad & \Delta \left( |\nabla b|^2 G \right) = \frac{1}{2} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}.
\end{align*}
\]

**Proof.** By the Bochner formula, as in the proof of Theorem 2.24,

\[
\frac{1}{2} \Delta |\nabla b|^2 = |\text{Hess}_{b^2}|^2 + \langle \nabla \Delta b^2, \nabla b^2 \rangle + \text{Ric}(\nabla b^2, \nabla b^2)
\]

(2.43)

\[
= \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \frac{\Delta b^2}{n} \langle \Delta \nabla b^2, \nabla b^2 \rangle + \text{Ric}(\nabla b^2, \nabla b^2)
\]

\[
= \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + 4n |\nabla b|^4 + 2n \langle \nabla |\nabla b|^2, \nabla b^2 \rangle + \text{Ric}(\nabla b^2, \nabla b^2).
\]

Moreover, since

(2.44)

\[ |\nabla b^2|^2 = 4 b^2 |\nabla b|^2. \]

we have that

(2.45)

\[
\Delta |\nabla b|^2 = 4 b^2 \Delta |\nabla b|^2 + 4 \Delta b^2 |\nabla b|^2 + 8 \langle \nabla b^2, \nabla |\nabla b|^2 \rangle
\]

\[
= 4 b^2 \Delta |\nabla b|^2 + 8n |\nabla b|^4 + 8 \langle \nabla b^2, \nabla |\nabla b|^2 \rangle.
\]

Combining (2.43) with (2.45) gives (2.41).

To see the second claim use Leibniz’ rule and (2.41) to get

\[
2 \Delta \left( |\nabla b|^2 G \right) = 2 b^2 G \Delta |\nabla b|^2 + (4 - 2n) \langle \nabla b^2, \nabla |\nabla b|^2 \rangle b^{1-n}
\]

(2.46)

\[
= b^{-n} \left( 2 b^2 \Delta |\nabla b|^2 + (4 - 2n) \langle \nabla b^2, \nabla |\nabla b|^2 \rangle \right)
\]

\[
= \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}.
\]

\[ \square \]

**Lemma 2.40** also lead us directly to our second monotonicity formula:

**Theorem 2.47.**

(2.48)

\[
(2 - n) (A - \text{Vol}(\partial B_1(0))) + r A' = \frac{1}{2} \int_{b \leq r} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}.
\]
Or, equivalently,

\[(2.49) \quad (r^{2-n} [A - \text{Vol}(\partial B_1(0))])' = \frac{r^{1-n}}{2} \int_{b \leq r} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}. \]

**Proof.** For \( r_2 > r_1 > 0 \) by Stokes’ theorem and Lemma 2.40

\[(2.50) \quad r^{n-1} (r^{2-n} A)'(r_2) - r_1^{n-1} (r^{2-n} A)'(r_1) = r_2^{n-1} I_{\nabla b^2} G(r_2) - r_1^{n-1} I_{\nabla b^2} G(r_1) \]

Since

\[(2.51) \quad r^{n-1} (r^{2-n} A)' = (2 - n) A + r A', \]

and, as we will see shortly, there exists a sequence \( r_i \to 0 \)

\[(2.52) \quad (2 - n) A(r_i) + r_i A'(r_i) \to (2 - n) \text{Vol}(\partial B_1(0)) \]

we get that

\[(2.53) \quad (2 - n) (A - \text{Vol}(\partial B_1(0))) + r A' = \frac{1}{2} \int_{b \leq r} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}. \]

To see (2.52) we need Lemma 2.8. Namely, by (2.11) \( A(r) \to \text{Vol}(\partial B_1(0)) \) as \( r \to 0 \).

Moreover, it follows from this that \( A \) is uniformly bounded for \( r \) sufficiently small and hence there exists a sequence \( r_i \to 0 \) so that \( r_i A'(r_i) \to 0 \).

We can also reformulate this second monotonicity theorem by defining a second ‘volume of balls’. We do that by setting

\[(2.54) \quad V_{\infty} = \int_{1 \leq b \leq r} (|\nabla b|^2 - 1) |\nabla b|^2 b^{-n}. \]

So that by the coarea formula

\[(2.55) \quad V_{\infty} = \int_{1}^{r} s^{-n} \int_{b=s} (|\nabla b|^3 - |\nabla b|), \]

and hence

\[(2.56) \quad V_{\infty}' = r^{-n} \int_{b=r} (|\nabla b|^3 - |\nabla b|) = \frac{A - \text{Vol}(\partial B_1(0))}{r}. \]

Note that when \( r < 1 \) the integral (2.54) is interpreted as (2.55). It is not clear that this new \( V_{\infty} \) is bounded even for manifolds with nonnegative Ricci curvature and indeed we will show that in general it is not.

We can now reformulate our second monotonicity theorem in terms of this second ‘volume of balls’ as follows:
Theorem 2.57.

\[ (A - (n - 2) V_\infty)' = \frac{1}{2r} \int_{b \leq r} \left( \| \text{Hess} b^2 - \Delta b^2 \|_g + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}. \tag{2.58} \]

**Proof.** This follows from (2.48). \(\square\)

Similar to the situation after the first monotonicity formula we get the following immediate corollary from this second monotonicity for manifolds with nonnegative Ricci curvature (the proof is with obvious changes the same as in the earlier corollaries of the first monotonicity formula).

**Corollary 2.59.** If \( M \) is an \( n \)-dimensional manifold with nonnegative Ricci curvature and \( r_2 > r_1 > 0 \), then

\[ A(r_2) - (n - 2) V_\infty(r_2) \geq A(r_1) - (n - 2) V_\infty(r_1) \tag{2.60} \]

and equality holds if and only is the set \( \{ b \leq r_2 \} \) is isometric to a ball of radius \( r_2 \) in Euclidean space.

**Theorem 2.61.** Set \( J(s) = -(n - 2) s V_\infty(s^{\frac{1}{n - 2}}) \), then

\[ J' = A - \text{Vol}(\partial B_1(0)) - (n - 2) V_\infty \]

\[ J''(s) = -\frac{1}{2n - 2s} \int_{b \leq s^{\frac{1}{n - 2}}} \left( \| \text{Hess} b^2 - \Delta b^2 \|_g + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-n}. \tag{2.63} \]

**Proof.** This follows from a straightforward computation combined with Theorem 2.57. \(\square\)

We next use [CM2] to calculate the asymptotic description of \( A \) and \( V \) for manifolds with nonnegative Ricci curvature:

**Theorem 2.64.** If \( M^n \) has nonnegative Ricci curvature, then

\[ \lim_{r \to \infty} \frac{A(r)}{\text{Vol}(\partial B_1(0))} = \left( \frac{V_M}{\text{Vol}(B_1(0))} \right)^{\frac{n - 2}{n - 2}} \tag{2.65} \]

\[ \lim_{r \to \infty} \frac{V(r)}{\text{Vol}(B_1(0))} = \left( \frac{V_M}{\text{Vol}(B_1(0))} \right)^{\frac{n - 2}{n - 2}}. \tag{2.66} \]

**Proof.** By the Bishop-Gromov volume comparison theorem if \( r \geq r_0 > 0 \), then

\[ r^{-n} \text{Vol}(B_r(x)) \leq r_0^{-n} \text{Vol}(B_{r_0}(x)). \tag{2.67} \]

Hence, by the Li-Yau, [LY], lower bound for the Green’s function

\[ C \int_{d(x,y)}^{\infty} \frac{s}{\text{Vol}(B_s(x))} ds \leq G(x, y). \tag{2.68} \]

It follows that if \( d(x, y) \geq r_0 \), then

\[ G(x, y) \geq \frac{C}{r_0^{-n} \text{Vol}(B_{r_0}(x))} d^{2-n}(x, y), \tag{2.69} \]
and thus by the Cheng-Yau, \( \text{CgY} \), gradient estimate at such a \( y \)

\[
|\nabla b| = b |\nabla \log b| \leq C \frac{G^{\frac{1}{2-n}}}{r} \leq C \left[ r_0^{-n} \operatorname{Vol}(B_{r_0}(x)) \right]^{\frac{1}{n-2}}.
\]

From this the claim follows if \( M \) has sub-Euclidean volume growth, i.e. if \( V_M = 0 \).

Suppose therefore that \( M \) has Euclidean volume growth. In this case (2.66) follows from the Bishop-Gromov volume comparison theorem together with (3.38) on page 1374 of \( \text{CM2} \); cf. also with the proof of Theorem 3.26 and \( \text{ChC1} \). To get (2.65) we argue as follows: From Theorem 2.24 and since \( V \) is almost constant for \( r \) large we have by (2.66) and \( \text{CM2} \) that \( A \) is almost constant for \( r \) large. Equation (2.23) gives that this constant is the desired one.

It follows easily from Theorem 2.64 and (2.56) that we have the following characterization of Euclidean space as the only manifold with nonnegative Ricci curvature where \( V_\infty \) is bounded.

**Corollary 2.71.** Let \( M^n \) be a manifold with nonnegative Ricci curvature, then

\[
\inf V_\infty > -\infty
\]

if and only if \( M \) is Euclidean space.

**2.4. The \( \mathcal{L} \) operator and estimates for \( b \).** Define a drift Laplacian on the manifold \( M \) by

\[
\mathcal{L} u = G^{-2} \text{div} \left( G^2 \nabla u \right) = \Delta u + 2 \langle \nabla \log G, \nabla u \rangle.
\]

From Lemma 2.40 we get the following useful result:

**Lemma 2.74.**

\[
\mathcal{L} |\nabla b|^2 = \frac{1}{2b^2} \left( \left| \text{Hess}_{b^2} - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right),
\]

(2.76)

\[
\mathcal{L} b^2 = 2 (4 - n) |\nabla b|^2,
\]

(2.77)

\[
\mathcal{L} b^{n-2} = 0.
\]

**Proof.** The first equality follows directly from (2.41). The second claim follows from an easy computation using that \( \Delta b^2 = 2n |\nabla b|^2 \) and the last claim follows easily from that \( \nabla b^{n-2} = \nabla G^{-1} = -G^{-2} \nabla G \) and that \( G \) is harmonic.

It follows from this lemma that on a manifold with nonnegative Ricci curvature at a maximum (or minimum) for \( |\nabla b|^2 \) the hessian of \( b^2 \) is a multiple of the identity. Since \( \Delta b^2 = 2n |\nabla b|^2 \) we get that at a maximum

\[
\text{Hess}_{b^2} = 2 |\nabla b|^2 g.
\]

The first two inequalities of the next lemma are proven assuming that \( G \) is the Green’s function whereas the third inequality holds for any positive harmonic function \( G \) with \( \frac{1}{G} \) proper.
Lemma 2.79. On a manifold with nonnegative Ricci curvature if $x$ is a fixed point and $r$ is the distance to $x$, then
\begin{align}
&b \leq r, \\
&|\nabla b| \leq C = C(n), \\
&0 \leq \mathcal{L}|\nabla b|^2.
\end{align}

Proof. The last claim is a direct consequence of the previous lemma.
To see the first and second claim observe first that it follows from the maximum principle together with the Laplace comparison theorem that
\begin{equation}
r^{2-n} \leq G.
\end{equation}
Therefore on such a manifold
\begin{equation}
b \leq r.
\end{equation}
To see the second claim observe first that
\begin{equation}
\nabla \log G = (2-n) \nabla \log b.
\end{equation}
Combining this with the Cheng-Yau gradient estimate, \cite{CgY}, applied to the harmonic function $G$ gives that for some constant $C = C(n)$
\begin{equation}
|\nabla b| \leq \frac{C b}{r} \leq C.
\end{equation}
The last inequality is an immediate consequence of Lemma 2.74. \hfill \Box

Recall that for a smooth function $u : M \setminus \{x\} \to \mathbb{R}$ we set
\begin{equation}
I_u(r) = r^{1-n} \int_{b=r} u |\nabla b|.
\end{equation}

Lemma 2.88. Let $M^n$ be a manifold and suppose that $u : M \setminus \{x\} \to \mathbb{R}$ is a smooth function, then for $r_2 > r_1 > 0$
\begin{equation}
I_u'(r_2) = r_2^{n-3} r_1^{3-n} I_u'(r_1) + r_2^{n-3} \int_{r_1 \leq b \leq r_2} \mathcal{L} u G^2.
\end{equation}

Proof. Since for $r_2 > r_1 > 0$
\begin{equation}
\int_{r_1 \leq b \leq r_2} \mathcal{L} u G^2 = \int_{r_1 \leq b \leq r_2} \text{div}(G^2 \nabla u) = r_2^{4-2n} \int_{b=r_2} u_n - r_1^{4-2n} \int_{b=r_1} u_n.
\end{equation}
It follows that
\begin{equation}
\int_{b=r_2} u_n = r_2^{2n-4} r_1^{4-2n} \int_{b=r_1} u_n + r_2^{2n-4} \int_{r_1 \leq b \leq r_2} \mathcal{L} u G^2
\end{equation}
and therefore
\begin{equation}
I_u'(r_2) = r_2^{n-3} r_1^{3-n} I_u'(r_1) + r_2^{n-3} \int_{r_1 \leq b \leq r_2} \mathcal{L} u G^2.
\end{equation}
Corollary 2.93. Let $M^n$ be a manifold with $n \geq 3$ and suppose that $u : M \setminus \{x\} \to \mathbb{R}$ is a $\mathcal{L}$-subharmonic function that is bounded from above, then

$$I_u(r) = r^{1-n} \int_{b=r} u |\nabla b|.$$  

is monotone nonincreasing.

Proof. Since $\mathcal{L} u \geq 0$ it follows from Lemma 2.88 that for $r_2 > r_1 > 0$

$$I_u'(r_2) \geq r_2^{n-3} r_1^{3-n} I_u'(r_1).$$

Since $u$ is bounded from above, then $I_u$ is bounded from above and hence, we conclude that

$$I_u' \leq 0.$$  

□

Note that if $u : M \to \mathbb{R}$ is a smooth function, then

$$\lim_{r \to 0} I_u'(r) = 0,$$

$$\lim_{r \to 0} \frac{I_u'(r)}{r} = \text{Vol}(B_1(0)) \Delta u(x).$$

Corollary 2.99. Let $M^n$ be a $n$-dimensional manifold and suppose that $u : M \to \mathbb{R}$ is a smooth function. If $n = 3$, then

$$I_u'(r) = \int_{b \leq r} \mathcal{L} u G^2,$$

and if $n = 4$, then

$$I_u'(r) = r \text{Vol}(\partial B_1(0)) \Delta u(x) + r \int_{b \leq r} \mathcal{L} u G^2.$$

2.5. Properties of $A$ and $V$.

Corollary 2.102. On any manifold $M^n$ with nonnegative Ricci curvature and $n \geq 3$, then $A$, $V$, and $V_\infty$ are nonincreasing and bounded from above by what they are on $\mathbb{R}^n$. Moreover, $A \leq n V$.

Proof. By Lemma 2.79 it follows that $|\nabla b|^2$ is bounded and $\mathcal{L}$-subharmonic, hence, by Corollary 2.93

$$A = I_{|\nabla b|^2}$$

is monotone nonincreasing. Since $A$ start off what it is in Euclidean space by Lemma 2.8 then we get the claim for $A$. Using Theorem 2.24 we have that

$$0 \geq A' \geq 2(n-1) V'$$

this gives the claim for $V$ as $V$ also start off being equal to what it is in Euclidean space by Lemma 2.8. Finally, Theorem 2.57 now gives that $V_\infty$ is nonincreasing.

The last claim follows from that $V' \leq 0$ and $V' = \frac{1}{r} (A - n V)$ by Lemma 2.17 □

Combining Lemmas 2.74 and 2.88 also leads us to our third monotonicity formula:
**Theorem 2.105.** For \( r_2 > r_1 > 0 \)

\[
(2.106) \quad r_2^{3-n} A'(r_2) - r_1^{3-n} A'(r_1) = \frac{1}{2} \int_{r_1 \leq b \leq r_2} \left( \left| \text{Hess}_b^2 - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{2-2n}.
\]

By Corollary 2.33 in low dimensions we get the following two corollaries:

**Corollary 2.107.** Let \( M^3 \) be a 3-dimensional manifold. If \( |\nabla b|^2 \) is \( C^2 \) in a neighborhood of \( x \), then

\[
A'(r) = \frac{1}{2} \int_{b \leq r} \left( \left| \text{Hess}_b^2 - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-4};
\]

if in addition \( M \) has nonnegative Ricci curvature, then \( M \) is flat Euclidean space \( \mathbb{R}^3 \).

**Proof.** The first claim follows directly from Corollary 2.93 and the second claim follows from the first together with Corollary 2.102. Namely, combining these it follows that \( A \) is constant and hence

\[
(2.109) \quad \text{Hess}_b^2 = \frac{\Delta b^2}{n} g,
\]

\[
(2.110) \quad \text{Ric}(\nabla b^2, \nabla b^2) = 0.
\]

From this it now follows from section 1 of [ChC1] that \( M \) is flat \( \mathbb{R}^3 \). \( \square \)

**Corollary 2.111.** Let \( M^4 \) be a 4-dimensional manifold. If \( |\nabla b|^2 \) is \( C^2 \) in a neighborhood of \( x \), then

\[
A'(r) = r \text{Vol}(\partial B_1(0)) \Delta |\nabla b|^2(x) + \frac{r}{2} \int_{b \leq r} \left( \left| \text{Hess}_b^2 - \frac{\Delta b^2}{n} g \right|^2 + \text{Ric}(\nabla b^2, \nabla b^2) \right) b^{-6}.
\]

### 3. SHARP GRADIENT ESTIMATES FOR THE GREEN’S FUNCTION

A natural question is whether the above monotonicity formulas are related to a sharp gradient estimate for the Green’s function parallel to that Perelman’s monotonicity formula for the Ricci flow is closely related to the sharp gradient estimate of Li-Yau, [LY], for the heat kernel.

We will see next that the answer to this question is ‘yes’:

**Theorem 3.1.** If \( M^n \) has nonnegative Ricci curvature with \( n \geq 3 \), then

\[
(3.2) \quad |\nabla b| \leq 1.
\]

Moreover, if equality holds at any point on \( M \), then \( M \) is flat Euclidean space \( \mathbb{R}^n \).

**Proof.** Given \( \epsilon > 0 \) by choosing \( r > 0 \) sufficiently small we have by (2.10) in Lemma 2.8 that

\[
(3.3) \quad \sup_{\partial B_r} |\nabla b|^2 \leq 1 + \epsilon.
\]

Let \( C \) be the gradient bound for \( b \) given by Lemma 2.79 and set

\[
(3.4) \quad u = |\nabla b|^2 - (1 + \epsilon) - C^2 \frac{b^{n-2}}{R^{n-2}},
\]
then
\[ (3.5) \quad \sup_{\partial B_r \cup \{ b = R \}} u \leq 0. \]

From Lemma 2.74 we have that
\[ (3.6) \quad \mathcal{L} u \geq 0. \]

By the maximum principle for the operator \( \mathcal{L} \) applied to \( u \) we have for \( y \in M \setminus \{ x \} \) fixed that
\[ (3.7) \quad |\nabla b|^2(y) \leq 1 + \epsilon + C^2 \frac{b_n - 2}{R^{n-2}}. \]

Letting \( \epsilon \to 0 \) and \( R \to \infty \) gives the inequality.

To prove that Euclidean space is characterized by that equality holds; suppose that at some point \( p \in M \) we have that \( |\nabla b|^2(p) = 1 \). Since \( |\nabla b|^2 \leq 1 \), \( \mathcal{L} |\nabla b|^2 \geq 0 \), and \( p \) is an interior point in \( M \setminus \{ x \} \) where the maximum of \( |\nabla b|^2 \) is achieved it follows from the maximum principle that \( |\nabla b|^2 \equiv 1 \) everywhere and thus by (2.75)
\[ (3.8) \quad \text{Hess}_{\epsilon^2} = \frac{\Delta b^2}{n} g, \]
\[ (3.9) \quad \text{Ric}(\nabla b^2, \nabla b^2) = 0. \]

From this it follows from section 1 of [ChC1] that \( M \) is a metric cone and that \( b \) is the distance to the vertex. Since Euclidean space is the only smooth cone the claim follows. \( \square \)

We next give a slightly different proof of Theorem 3.1 that instead of using the \( \mathcal{L} \) operator use that \( |\nabla b|^2 G \) is subharmonic by (2.42).

**Proof.** (Alternate proof of the sharp bound in Theorem 3.1). Given \( \epsilon > 0 \) by choosing \( r > 0 \) sufficiently small and \( R \) sufficiently we have by (2.10) in Lemma 2.8 and since \( G \to 0 \) at infinity that
\[ (3.10) \quad \sup_{\partial B_r} |\nabla b|^2 \leq 1 + \epsilon, \]
and
\[ (3.11) \quad \sup_{\partial B_R} G \leq \epsilon. \]

Let \( C \) be the gradient bound for \( b \) given by Lemma 2.79 and set
\[ (3.12) \quad u = |\nabla b|^2 G - (1 + \epsilon) G - C^2 \epsilon, \]
then
\[ (3.13) \quad \sup_{\partial B_r \cup \{ b = R \}} u \leq 0. \]

By (2.42) we have that
\[ (3.14) \quad \Delta u \geq 0. \]

By the maximum principle for the Laplacian applied to \( u \) we have for \( y \in M \setminus \{ x \} \) fixed that
\[ (3.15) \quad \left[ |\nabla b|^2(y) - (1 + \epsilon) \right] G(y) \leq C^2 \epsilon. \]

Letting \( \epsilon \to 0 \) gives the inequality. \( \square \)
The argument in the proof of Theorem 3.1 in fact gives that the \( \sup\_{b=r} |\nabla b|^2 \) is monotone nonincreasing in \( r \) or slightly more general:

**Theorem 3.16.** Let \( \Omega \) be open bounded subset of \( M \) containing \( x \), then for all \( y \in M \setminus \overline{\Omega} \)

\[
|\nabla b|^2(y) \leq \sup_{\partial \Omega} |\nabla b|^2.
\]

(3.17)

Moreover, strict inequality holds unless \( M \) is isometric to a cone outside a compact set.

Theorem 3.16 should be compared with that \( A \) is monotone nonincreasing by Corollary 2.102.

In terms of \( G \) this sharp gradient estimate is the following:

**Corollary 3.18.** If \( M^n \) has nonnegative Ricci curvature with \( n \geq 3 \), then

\[
|\nabla G| \leq (n - 2) G^{\frac{n-1}{n-2}}.
\]

(3.19)

**Proof.**

\[
|\nabla \log G| = (n - 2) |\nabla \log b| \leq (n - 2) \frac{|\nabla b|}{b} \leq (n - 2) G^{\frac{1}{n-2}}.
\]

\[
□
\]

Another immediate corollary of the sharp gradient estimate for the Green’s function is the following:

**Corollary 3.21.** If \( M^n \) has nonnegative Ricci curvature with \( n \geq 3 \), then for all \( r > 0 \)

\[
\text{Vol}(b = r) \geq \text{Vol}(\partial B_r(0)),
\]

(3.22)

\[
\text{Vol}(b \leq r) \geq \int_0^r \text{Vol}(b = s) \geq \text{Vol}(B_r(0)).
\]

(3.23)

**Proof.** To see the first claim note that by the sharp gradient estimate

\[
\text{Vol}(b = r) \geq \int_{b \leq r} |\nabla b| = r^{n-1} \text{Vol}(B_r(0)).
\]

(3.24)

The second claim follows from the coarea formula and the sharp gradient estimate. Namely, by those two we have that

\[
\text{Vol}(b \leq r) = \int_{b \leq r} |\nabla b| = \int_0^r \int_{b=s} \frac{1}{|\nabla b|} \geq \int_0^r \text{Vol}(b = s).
\]

Here the last inequality used the first claim.

\[
□
\]

We show next a sharp asymptotic gradient estimate for the Green’s function on manifolds with nonnegative Ricci curvature:

**Theorem 3.26.** If \( M^n \) has nonnegative Ricci curvature with \( n \geq 3 \), then

\[
\lim_{r \to \infty} \sup_{M \setminus B_r(x)} |\nabla b| = \left( \frac{V_M}{\text{Vol}(B_1(0))} \right)^{\frac{1}{n-2}}.
\]

(3.27)

To prove this theorem we will need the following lemma that was proven in [ChCM]; see the proof of (#) on page 952 of [ChCM]. (For completeness and since this was not explicitly stated as a lemma there we will include the proof).
Lemma 3.28. (§ on page 952 of [ChCM]). Let $M^n$ be an open manifold with nonnegative Ricci curvature and let $u$ be a positive superharmonic function on $B_r(x)$. Then there exists a constant $C = C(n)$ such that

$$\frac{1}{\text{Vol}(B_r(x))} \int_{\partial B_r(x)} u \leq C u(x). \quad (3.29)$$

Proof. (The proof is taken from [ChCM]). Let $h_r$ be the harmonic function on $B_r(x)$ with $h_r|_{\partial B_r(x)} = u|_{\partial B_r(x)}$. By the maximum principle $0 < h_r \leq u$ so $0 < h_r(x) \leq u(x)$. By the Cheng-Yau Harnack inequality for some $C = C(n)$

$$\sup_{B_r^2(y)} h_r \leq C \inf_{B_r^2(y)} h_r \leq C u(x). \quad (3.30)$$

Moreover, by the Laplacian comparison theorem and since $h_r$ is harmonic and nonnegative

$$\log \left( s^{1-n} \int_{\partial B_r(x)} h_r \right) \downarrow$$

is monotone nonincreasing. Combining this gives that

$$r^{1-n} \int_{\partial B_r(x)} h_r \leq \left( \frac{r}{2} \right)^{1-n} \int_{\partial B_r^2(y)} h_r \leq C \left( \frac{r}{2} \right)^{1-n} \text{Vol}(\partial B_r^2(y)) u(x). \quad (3.32)$$

Hence,

$$\frac{1}{\text{Vol}(\partial B_r(x))} \int_{\partial B_r(x)} u = \frac{1}{\text{Vol}(\partial B_r(x))} \int_{\partial B_r(x)} h_r \leq 2^{n-1} C \frac{\text{Vol}(\partial B_r^2(y))}{\text{Vol}(\partial B_r(x))} u(x) \leq 2^n C n u(x). \quad (3.33)$$

Proof. (of Theorem 3.26). It follows from the proof of Theorem 2.64 that we only need to show the theorem when $M$ has Euclidean volume growth.

Set

$$L = \sup_{M \setminus B_r(x)} |\nabla b|^2,$$

and let $y \in M \setminus B_{2r}(x)$. It follows from the Cheng-Yau Harnack inequality for $G$ it follows that

$$\sup_{B_r^2(y)} G \leq C \inf_{B_r^2(y)} G. \quad (3.35)$$

Combining this with Lemma 3.28 applied to $G (L - |\nabla b|^2)$ since

$$\Delta G (L - |\nabla b|^2) = -\Delta G |\nabla b|^2 \leq 0,$$

we get that

$$\frac{1}{C \text{Vol}(\partial B_r(y))} \int_{\partial B_r(y)} (L - |\nabla b|^2) \leq \frac{1}{\text{Vol}(\partial B_r(y))} \int_{\partial B_r(y)} G (L - |\nabla b|^2) \leq C (L - |\nabla b|^2)(y). \quad (3.37)$$
All we need to show is therefore that the average of $|\nabla b|^2$ on all balls of radius $r$ centered at $\partial B_2r(x)$ converges to

$$(3.38) \left( \frac{V_M}{\text{Vol}(B_1(0))} \right)^{\frac{2}{n-2}}$$

as $r \to \infty$. This however follows from the Bishop-Gromov volume comparison theorem together with (3.38) on page 1374 of [CM2]; cf. also with the proof of Theorem 2.64. □

For the Green’s function itself this sharp asymptotic gradient estimate is:

**Corollary 3.39.** If $M^n$ has nonnegative Ricci curvature with $n \geq 3$, then

$$(3.40) \lim_{r \to \infty} \sup_{M \setminus B_r(x)} \frac{|\nabla G|}{G^{\frac{n-2}{n}}} = \left( \frac{V_M}{\text{Vol}(B_1(0))} \right)^{\frac{1}{n-2}}.$$

Even on an open manifold with Euclidean volume growth and nonnegative Ricci curvature, where by the above theorem $\sup_{M \setminus B_r(x)} |\nabla b|$ converges to its nonzero average, $\nabla b$ may vanish arbitrarily far out. Indeed, X. Menguy, [M1], has given examples of such manifolds with infinite topological type so in those examples $\nabla b$ vanishes arbitrarily far out too.

4. **Distance to the space of cones and uniqueness**

In this section we will relate the derivative of the monotone quantities from the previous section to the distance to the nearest cone. Using this we get a uniqueness criteria for tangent cones.

4.1. **Distance to the space of cones and a uniqueness criteria.** Recall that a metric cone $C(Y)$ over a metric space $(Y, d_Y)$ is the metric completion of the set $(0, \infty) \times Y$ with the metric

$$(4.1) d_{C(Y)}((r_1, y_1), (r_2, y_2)) = r_1^2 + r_2^2 - 2 r_1 r_2 \cos d_Y(y_1, y_2);$$

see also section 1 of [ChC1]. When $Y$ itself is a complete metric space taking the completion of $(0, \infty) \times Y$ adds only one point to the space. This one point is usually referred to as the vertex of the cone. We will also sometimes write $(0, \infty) \times_r Y$ for the metric cone.

We will next define a scale invariant notion that measure how far the metric space on a given scale is from a cone. This is the following:

**Definition 4.2.** (Scale invariant distance to the space of cones.) Suppose that $(X, d_X)$ is a metric space and $B_r(x)$ is a ball in $X$. Let $\Theta_r(x) > 0$ be the infimum of all $\Theta > 0$ such that

$$(4.3) d_{GH}(B_r(x), B_r(v)) < \Theta r,$$

where $B_r(v) \subset C(Y)$ and $v$ is the vertex of the cone.

For the discussion that follows it is useful to keep the following example in mind:
Example 4.4. (Koch curve.) Let $K_1$ be the union of two line segments of length 1 meeting at an angle of almost $\pi$. Replace each of the two line segments by a scaled down copy of $K_1$ to get $K_2$. Repeat this process and denote the i’th curve by $K_i$. The Koch curve is the limit as $i \to \infty$.

The Koch curve is an example of a set that is not bi-Lipschitz to a line yet for all $r > 0$ it satisfies

\[
\Theta_r < \epsilon ,
\]

with $\epsilon \to 0$ as the angle in $K_1$ tend to $\pi$. Tangent cones for the Koch curve are not unique.

The Koch curve is obviously a metric space with the metric induced from $\mathbb{R}^2$ however it is not a length space as it is a curve with Hausdorff dimension $> 1$.

4.2. Criteria for uniqueness. We have that the following integrability that implies uniqueness:

Theorem 4.6. If $\alpha > 1$ and

\[
\int_1^\infty \frac{\Theta_r^2}{r |\log r|^{-\alpha}} dr < \infty ,
\]

then the tangent cone at infinity is unique. Likewise for tangent cones at a point.

Proof. By the Cauchy-Schwarz inequality and some elementary inequalities for $R$ sufficiently large

\[
\left( \sum_k \Theta_{e^{-k}} \right)^2 \leq \sum_k \Theta_{e^{-k}}^2 k^\alpha \sum_k k^{-\alpha} \leq \int_R^\infty \frac{\Theta_r^2}{r |\log r|^{-\alpha}} dr \sum_k k^{-\alpha} < C^2 \epsilon^2 .
\]

Hence, by the triangle inequality

\[
d_{GH} \left( \frac{1}{r} B_r(x), \frac{1}{er} B_1(x) \right) \leq \frac{1}{r} d_{GH}(B_r(x), B_r(\epsilon x)) + \frac{1}{er} d_{GH}(B_1(x), B_1(\epsilon x)) \leq e \Theta_\epsilon + \Theta_\epsilon = (e + 1) \Theta_\epsilon .
\]

Therefore if we set $r_k = e^k$, then

\[
d_{GH} \left( \frac{1}{r_m} B_{r_m}(x), \frac{1}{r_1} B_{r_1}(x) \right) \leq \sum_{k=1}^{m-1} d_{GH} \left( \frac{1}{r_k} B_{r_k}(x), \frac{1}{r_{k+1}} B_{r_{k+1}}(x) \right) \leq (1 + e) \sum_k \Theta_{r_{k+1}} \leq (1 + e) C \epsilon .
\]

Another closely related criterion for uniqueness is the following:

Theorem 4.11. If $F$ is a nonnegative function on $[1, \infty)$ with $-F' \geq F^{1+\alpha}$ for some $\alpha > 0$ and $-C F'(s) \geq \Theta_{e^{2s}}$ for some constant $C$ where $\frac{1}{\alpha} - 1 > 2\epsilon \geq 0$, then the tangent cone at infinity is unique. Likewise for tangent cones at a point.

This theorem will be an immediate consequence of the next lemma, its corollary, and the triangle inequality; where the triangle inequality is applied as in the proof of Theorem 4.6.
Lemma 4.12. If $F$ is a nonnegative function on $[1, \infty)$ with $-F' \geq F^{1+\alpha}$ for some $\alpha > 0$, then for $\frac{1}{\alpha} - 1 > \beta \geq 0$

$$
\int_0^{\infty} F' r^{1+\beta} > -\infty.
$$

Proof. From the assumption it follows that

$$
(F^{-\alpha})' \geq \alpha.
$$

Hence, for $0 \leq s \leq t$

$$
F^{-\alpha}(t) - F^{-\alpha}(s) \geq \alpha (t - s).
$$

Therefore,

$$
F(t) \leq \left( \alpha (t - s) + F^{-\alpha}(s) \right)^{-\frac{1}{\alpha}} \leq \left( \alpha (t - s) \right)^{-\frac{1}{\alpha}}.
$$

We can now bound the integral as follows

$$
- \int_0^{\infty} F' r^{1+\beta} = - \sum_j \int_{2j}^{2j+1} F' r^{1+\beta} \leq - \sum_j 2^{j+1}(1+\beta) \int_{2j}^{2j+1} F' \leq \sum_j 2^{j+1}(1+\beta) (F(2j) - F(2j+1)) \leq \sum_j 2^{j+1}(1+\beta) F(2j) \leq \sum_j 2^{j+1}(1+\beta) (\alpha 2^j)^{-\frac{1}{\alpha}} \leq \alpha^{-\frac{1}{\alpha}} 2^{1+\beta} \sum_j 2^{j(1+\beta-\frac{1}{\alpha})}.
$$

The claim follows since this sum is finite when $\frac{1}{\alpha} - 1 > \beta$.

Corollary 4.18. If $F$ and $\beta$ are as in Lemma 4.12 and $\Theta$ is a nonnegative function on $[1, \infty)$ with $-C F'(s) \geq \Theta_{e^s}^{2+2\epsilon}$ for some constant $C$ where $\beta \geq 2\epsilon \geq 0$, then

$$
\int_1^{\infty} \frac{\Theta}{r} dr = \int_1^{\infty} \Theta_{e^s} ds < \infty.
$$

Proof. By the assumption and Lemma 4.12

$$
\int_1^{\infty} \Theta_{e^s}^{2+2\epsilon} s^{1+2\epsilon} ds \leq -C \int_1^{\infty} F'(s) s^{1+\beta} ds < \infty.
$$

Combining this with the Cauchy-Schwarz inequality gives that

$$
\int_1^{\infty} \Theta_{e^s} ds \leq \left( \int_1^{\infty} \Theta_{e^s}^{2+2\epsilon} s^{1+2\epsilon} ds \right)^{\frac{1}{2}} \left( \int_1^{\infty} s^{-1-2\epsilon} ds \right)^{\frac{1}{2}} < \infty.
$$

4.3. Bounding the distance to cones. The following way of bounding the distance to the space of cones will be key later on:

Theorem 4.22. Given $\epsilon, V_m > 0$, there exist $C(\epsilon, n, V_m) > 0$ and $c = c(n, V_m) > 1$ such that the following holds: Let $M$ be an $n$-dimensional manifold with nonnegative Ricci
curvature and Euclidean volume growth. If \( V_M \geq V_m \) and \( b = G^{1/n} \), where \( G = G(x, \cdot) \) is the Green’s and \( x \in M \) is fixed, then for \( r \) sufficiently large

\[
\Theta^{1+\epsilon}_r \leq C \, r^{-n} \int_{b \leq r} \left| \text{Hess} b^2 - \frac{\Delta b^2}{n} g \right|.
\]

The proof of this theorem uses [ChC1] and will be given in [CM4].

**Corollary 4.24.** Given \( \epsilon, V_m > 0 \), there exist \( C(\epsilon, n, V_m) > 0 \) and \( c = c(n, V_m) > 1 \) such that the following holds: Let \( M \) be an \( n \)-dimensional manifold with nonnegative Ricci curvature and Euclidean volume growth. If \( V_M \geq V_m \) and \( b = G^{1/n} \), where \( G = G(x, \cdot) \) is the Green’s and \( x \in M \) is fixed, then for \( r \) sufficiently large

\[
\Theta^{2+2\epsilon}_r \leq C \, r^{-n} \int_{b \leq r} \left| \text{Hess} b^2 - \frac{\Delta b^2}{n} g \right|^2.
\]

**Proof.** This follows from Theorem 4.22 by the Cauchy-Schwarz inequality. \( \square \)

Combining Theorem 2.24 with Corollary 4.24 we get the following inequality (see [CM4] for more details):

**Theorem 4.26.** Given \( \epsilon > 0 \), there exist \( C = C(\epsilon, n, V_M) > 0 \) and \( c = c(n, V_m) > 1 \) such that for \( r \) sufficiently large

\[
C \, (A - 2(n - 1) V)' \geq \frac{\Theta^{2+2\epsilon}_r}{r}.
\]

Likewise from Theorem 2.47 and Corollary 4.24 we get the following inequality (see [CM4] for more details):

**Theorem 4.28.** Given \( \epsilon > 0 \), there exist \( C = C(\epsilon, n, V_M) > 0 \) and \( c = c(n, V_m) > 1 \) such that for \( r \) sufficiently large

\[
-C \, \left( r^{2-n} [A - \text{Vol}(\partial B_1(0))] \right)' \geq r^{1-n} \int_0^r \frac{\Theta^{2+2\epsilon}_s}{s} \, ds.
\]

### 4.4. Uniqueness criteria revisited.

By combining a number of the results above we can now show the following uniqueness criteria for manifolds with nonnegative Ricci curvature and Euclidean volume growth:

**Theorem 4.30.** Let \( M \) be an \( n \)-dimensional manifold with nonnegative Ricci curvature and Euclidean volume growth. If for constants \( \alpha > 0 \), \( K \), and all \( r \) sufficiently large

\[
2(n - 1) V - A \geq K,
\]

\[
-r \, (2(n - 1) V - A)' \geq (2(n - 1) V - A - K)^{1+\alpha},
\]

then the tangent cone at infinity of \( M \) is unique.

**Proof.** Set

\[
F_0(r) = 2(n - 1) V(cr) - A(cr) - K,
\]

and

\[
F(s) = F_0(e^s).
\]
Then $F$ is nonnegative,
\begin{equation}
- F'(s) = - e^s F'_0(e^s) = c e^s (A - 2(n-1)V)'(e^s) \geq F^{1+\alpha}(s),
\end{equation}
and by Theorem 4.26 for $s$ sufficiently large
\begin{equation}
- C F'(s) = - C e^s F'_0(e^s) = c C e^s (A - 2(n-1)V)'(c e^s) \geq \Theta_2^2 e^{2\epsilon}.
\end{equation}
Uniqueness follows now from Theorem 4.11.

4.5. **Dini conditions.** The notion of a set being scale invariantly close to a cone is parallel to the classical Reifenberg condition for $n$-dimensional subset of some big Euclidean space. Here being close to a cone is replaced by the stronger condition to being close to an $n$-dimensional affine linear subset and Gromov-Hausdorff distance is replaced by Hausdorff distance; see [R], [T] and compare with the appendix 1 of [ChC1] where this is generalized to metric spaces. For locally compact Reifenberg sets that satisfies an additional Dini condition, which is very much in the spirit of the earlier discussion of this section, T. Toro has proven that they can be parametrized by maps with bi-Lipschitz constants close to 1.

The Dini condition of Toro, [T], is the condition that for all $x$
\begin{equation}
\int_0^1 \frac{\Theta^2_t}{r} dr \leq \epsilon^2,
\end{equation}
for some $\epsilon > 0$ sufficiently small. This can also be expressed as a condition of sum of $\Theta_r^2$ over dyadic small scales. Namely, as
\begin{equation}
\sum \Theta_r^2 \leq \epsilon^2,
\end{equation}
for a possibly different $\epsilon > 0$.

Note that it follows from our results above that in our setting we have Dini conditions like those of Toro with a power slightly bigger than two and with our $\Theta_r$. However, without an additional rate of convergence, like that in Theorem 4.6, uniqueness of tangent cones does not hold; [P2], [ChC1], [CN2].

5. **Monotone quantities for heat flow**

For completeness and for the readers convenience we have included the present section that discuss Perelman’s $F$ and $W$ functional in the present setting of manifolds with nonnegative Ricci curvature. There are very few new things in this section and most of the results can be found in [P1] or [N1]–[N3]; however the presentation we give emphasize the parallels to the previous sections which is also the rational for including it.

5.1. **The quantities.** Let $H(x, y, t)$ be the heat kernel on $M$. For $x$ fixed set $H_x(y, t) = H(x, y, t)$.

We define a function (the Shannon entropy, cf. [N1]–[N3]) $S$ by
\begin{equation}
S = S_x(t) = - \int_M \log H_x H_x - \frac{n}{2} \log(4\pi t) - \frac{n}{2} = \int_M h H_x - \frac{n}{2} \log(4\pi t) - \frac{n}{2}.
\end{equation}
Where $h = - \log H_x$. The constant $\frac{n}{2}$ comes from that
\begin{equation}
\frac{n}{2} = \int_{\mathbb{R}^n} \frac{|y|^2}{4} e^{-\frac{|y|^2}{4t}} = \int_{\mathbb{R}^n} \frac{|y|^2}{4t} e^{-\frac{|y|^2}{4t}}.
\end{equation}
Moreover, on Euclidean space $S$ vanishes. Observe also that on a smooth manifold
\[ \lim_{t \to 0} S(t) = 0. \]

Before we introduce the next quantity (which is essentially Perelman’s $F$-functional, \([P1]\)) we will need to recall the parabolic gradient estimate. Namely, Li-Yau, \([LY]\), showed that for any positive solution $u$ to the heat equation on a manifold with nonnegative Ricci curvature
\[ -\Delta \log u = \frac{|\nabla u|^2}{u^2} - \frac{u_t}{u} \leq \frac{n}{2t}. \]

Note that this quantity vanishes precisely on cones. Integrating the Li-Yau inequality yields
\[ F = F_x(t) = t \int_M \Delta h H_x - \frac{n}{2} = -t \int_M \langle \nabla h, \nabla H_x \rangle - \frac{n}{2} = t \int_M |\nabla h|^2 H_x - \frac{n}{2} \leq 0. \]

We will see shortly that $F = t S'$. $F$ is Perelman’s $F$-functional adapted to the current setting; see \([P1]\) and cf. \([N1]–[N3]\).

Observe that $F$ vanishes on any cone with vertex $x$. This is not the case for $S$; rather the value of $S$ depends on the volume growth. Note also that when $M$ is a smooth manifold, then
\[ \lim_{t \to 0} F(t) = 0. \]

Moreover, when $M$ has nonnegative Ricci curvature and Euclidean volume growth, it follows easily from the cone structure at infinity, \([ChC1]\), that
\[ \lim_{t \to \infty} F(t) = 0, \]

Perelman, \([P1]\) (see also \([N1]–[N3]\)), defined a closely related functional $W$ by
\[ W(t) = W_x(t) = F(t) + S(t) = \int_M (t |\nabla f|^2 + f - n) H_x. \]

Here $f = -\log H_x - \frac{n}{2} \log(4\pi t)$. Moreover, in \([P1], [N1]–[N3]\), it is shown that
\[ \frac{d}{dt} W = -2t \int_M \left( \left| \text{Hess}_f - \frac{1}{2t} g \right|^2 + \text{Ric}(\nabla f, \nabla f) \right) H_x. \]

5.2. Entropy calculations and monotonicity. We begin this section by showing that the derivative of $S$ is given in terms of $F$. Once we have that it follows immediately what the derivative of $F$ is by the results of Perelman, \([P1]\), cf. \([N1]–[N3]\).

**Lemma 5.10.**
\[ F = t S'. \]

**Proof.** A straightforward calculation yields
\[ S' = -\partial_t \int_M \log H_x H_x - \frac{n}{2t} = \int_M \partial_t H_x - \int_M \log H_x \partial_t H_x - \frac{n}{2t} = -\partial_t \int_M H_x - \int_M \log H_x \Delta H_x - \frac{n}{2t} = \int_M \frac{|\nabla H_x|^2}{H_x} + \frac{n}{2t} = \int_M |\nabla h|^2 H_x - \frac{n}{2t} = \frac{F}{t} \leq 0. \]
Since $W = F + S$ we get the next lemma by combining (5.9) and Lemma 5.10.

**Lemma 5.13.**

(5.14) \[ \partial_t (t F) = -2t^2 \int_M \left( \left| \text{Hess}_h - \frac{1}{2t} g \right|^2 + \text{Ric}(\nabla h, \nabla h) \right) H_x \]

Using the Cauchy-Schwarz inequality twice we get the following:

**Corollary 5.15.**

(5.16) \[ -\partial_t (t F) \geq \frac{2}{n} F^2. \]

**Proof.** By the Cauchy-Schwarz inequality

(5.17) \[ \frac{1}{n} \left( \Delta h - \frac{n}{2t} \right)^2 \leq \left| \text{Hess}_h - \frac{1}{2t} g \right|^2. \]

Applying the Cauchy-Schwarz inequality one more time yields

\[ -\partial_t (t F) = 2t^2 \int_M \left( \left| \text{Hess}_h - \frac{1}{2t} g \right|^2 + \text{Ric}(\nabla h, \nabla h) \right) H_x \]

(5.18) \[ \geq 2t^2 \int_M \left| \text{Hess}_h - \frac{1}{2t} g \right|^2 H_x \geq \frac{2}{n} t^2 \left( \int_M \Delta h - \frac{n}{2t} \right)^2 H_x = \frac{2}{n} F^2. \]

For completeness we include the calculation that yields Lemma 5.13 and thus also (5.9).

**Proof.** (of Lemma 5.13). Let $u$ be a positive solution to the heat equation and set $h = -\log u$. Then

(5.19) \[ (\partial_t - \Delta) h = -|\nabla h|^2, \]

and

(5.20) \[ (\partial_t - \Delta) \Delta h = \Delta(\partial_t - \Delta) h = -\Delta|\nabla h|^2. \]

By (5.19) $(\partial_t - \Delta) h = -|\nabla h|^2$. Combining this with the Bochner formula yields

(5.21) \[ \frac{1}{2} (\partial_t - \Delta) |\nabla h|^2 = \langle \nabla \partial_t h, \nabla h \rangle - \frac{1}{2} \Delta |\nabla h|^2 \]

\[ = \langle \nabla (\partial_t - \Delta) h, \nabla h \rangle - |\text{Hess}_h|^2 - \text{Ric}(\nabla h, \nabla h) \]

\[ = -\langle \nabla h, \nabla |\nabla h|^2 \rangle - |\text{Hess}_h|^2 - \text{Ric}(\nabla h, \nabla h). \]

Thus, since $(\partial_t - \Delta) u = 0$ and $u \nabla h = -\nabla u$, the product rule gives

\[ \frac{1}{2} (\partial_t - \Delta) (u |\nabla h|^2) = \langle \nabla u, \nabla |\nabla h|^2 \rangle - u |\text{Hess}_h|^2 - u \text{Ric}(\nabla h, \nabla h) - \langle \nabla u, \nabla |\nabla h|^2 \rangle \]

(5.22) \[ = -u |\text{Hess}_h|^2 - u \text{Ric}(\nabla h, \nabla h). \]
Differentiating and using Stokes’ theorem to get that \( \int \Delta(u|\nabla h|^2) = 0 \) gives

\[
\partial_t \int_M |\nabla h|^2 u = \int_M (\partial_t - \Delta)(u |\nabla h|^2) = -2 \int_M u \left( |\text{Hess}_h|^2 + \text{Ric}(\nabla h, \nabla h) \right),
\]

where the last equality used (5.22). Rewriting we get

\[
\partial_t \int_M |\nabla h|^2 H_x = -2 \int_M H_x \left( |\text{Hess}_h|^2 + \text{Ric}(\nabla h, \nabla h) \right)
\]

\[
= -2 \int_M H_x \left( \left| \text{Hess}_h - \frac{1}{2t} g \right|^2 + \text{Ric}(\nabla h, \nabla h) \right) + \frac{2}{t} \int_M \Delta h H_x + \frac{n}{2t^2} \int_M H_x.
\]

Therefore

\[
\left( t^2 \int_M |\nabla h|^2 H_x \right)' = -2t^2 \int_M H_x \left( \left| \text{Hess}_h - \frac{1}{2t} g \right|^2 + \text{Ric}(\nabla h, \nabla h) \right) + \frac{n}{2}.
\]

The claim easily follows from this.

Using that the derivative of \( S \) is given in terms of \( F \) we get the following:

**Corollary 5.26.** Set \( J(t) = t S(t) \), then

\[
J' = W,
\]

\[
J'' = -2t \int_M \left( \left| \text{Hess}_f - \frac{1}{2t} g \right|^2 + \text{Ric}(\nabla f, \nabla f) \right) H.
\]

As noted earlier (see the discussion surrounding (5.3)), then it follows easily that for manifolds with nonnegative Ricci curvature and Euclidean volume growth \( F(t) \to 0 \) as \( t \to \infty \). On the other hand by the Li-Yau gradient estimate the integrand in \( F \) is pointwise nonnegative thus the sup of the integrand tends to its average at infinity. This easy fact for the heat kernel parallels the more complicated sharp asymptotic gradient estimate for the Green’s function in Theorem 3.26.

### 6. Parabolic distances to cones

#### 6.1. Weighted distances to cones

We can also define the weighted distance to the space of cones as follows:

**Definition 6.1.** (Weighted scale invariant distance to the space of cones.) Suppose that \( M \) is a smooth manifold with nonnegative Ricci curvature and \( x \in M \) and \( H \) is the heat kernel on \( M \). The weighted scale invariant distance to the space of cones is the function

\[
C(t) = C_x(t) = \int_M \Theta_{d_M(x,y)}(x) H(x,y,t) \, dy.
\]

Likewise we define the weighted \( L^\alpha \) scale invariant distance by

\[
C_{\alpha}(t) = C_{\alpha,x}(t) = \left( \int_M \Theta_{d_M(x,y)}^\alpha(x) H(x,y,t) \, dy \right)^{\frac{1}{\alpha}}.
\]
Note that if $M$ has Euclidean volume growth, then by [LY], [LTW], there exists a constant $C(n, V_M) > 0$ such that

$$\Theta_{\sqrt{t}} \leq C C(t).$$

In fact, by the Cauchy-Schwarz inequality for $\alpha \geq 1$

$$C(t) \leq C^\alpha(t).$$

6.2. Bounding the distance to cones. From Theorem 4.22 we get (see [CM4] for more details):

**Theorem 6.6.** Given $\epsilon > 0$, there exist $C = C(\epsilon, n, V_M) > 0$ and $c = c(n, V_m) > 1$ such that if $M$ is an $n$-dimensional manifold with nonnegative Ricci curvature and $h = -\log H$, where $H = H_x$ is the heat kernel and $x \in M$ is fixed, then for $t$ sufficiently large

$$C^2(t) \leq C t^2 \left\| \text{Hess}_h - \frac{1}{2t} g \right\|^2 \langle H \rangle.$$
[GS] D. Gilbarg and J. Serrin, On isolated singularities of solutions of second order elliptic differential equations, J. Anal. Math 4 (1955/56) 309–340.

[G] M. Gromov, Metric structures for Riemannian and non-Riemannian spaces. With appendices by M. Katz, P. Pansu and S. Semmes. Birkhäuser Boston, Inc., Boston, MA, 2007.

[GLP] M. Gromov, J. Lafontaine, and P. Pansu, Structures métriques pour les variétés riemanniennes. Paris: Cédic/Fernand Nathan, 1981.

[H] G. Huisken, Asymptotic behavior for singularities of the mean curvature flow. J. Differential Geom. 31 (1990), no. 1, 285–299.

[LTW] P. Li, L.-F. Tam, and J. Wang, Sharp bounds for the Greens function and the heat kernel, Math. Res. Lett. 4 (1997), no. 4, 589–602.

[LY] P. Li and S.T. Yau, On the parabolic kernel of the Schrödinger operator, Acta Math. 156 (1986), no. 3–4, 153–201.

[M1] X. Menguy, Noncollapsing examples with positive Ricci curvature and infinite topological type. GAFA 10 (2000), no. 3, 600–627.

[M2] X. Menguy, Examples of nonpolar limit spaces, Amer. J. Math. 122 (2000), no. 5, 927–937.

[N1] L. Ni, The entropy formula for linear heat equation, J. Geom. Anal., 14 (2004), 87–100.

[N2] L. Ni, Addenda to ”The entropy formula for linear heat equation”, J. Geom. Anal., 14 (2004), 369–374.

[N3] L. Ni, The large time asymptotics of the entropy, Complex Analysis. Trends in Mathematics. 2010, 301–306.

[P1] G. Perelman The entropy formula for the Ricci flow and its geometric applications, arXiv: math.DG/ 0211159

[P2] G. Perelman, A complete Riemannian manifold of positive Ricci curvature with Euclidean volume growth and nonunique asymptotic cone. Comparison geometry (Berkeley, CA, 1993–94), 165–166, Math. Sci. Res. Inst. Publ., 30, Cambridge Univ. Press, Cambridge, 1997.

[P3] G. Perelman, Construction of manifolds of positive Ricci curvature with big volume and large Betti numbers. (English summary) Comparison geometry (Berkeley, CA, 1993–94), 157–163, Math. Sci. Res. Inst. Publ., 30, Cambridge Univ. Press, Cambridge, 1997.

[R] E.R. Reifenberg, Solution of the Plateau Problem for \( m \)-dimensional surfaces of varying topological type. Acta Math. 104 1960 1–92.

[SY] R. Schoen and S.-T. Yau, On the proof of the positive mass conjecture in general relativity. Comm. Math. Phys. 65 (1979), no. 1, 45–76.

[S] L. Simon, Asymptotics for a class of evolution equations, with applications to geometric problems, Annals of Mathematics 118 (1983), 525–571.

[TY1] G. Tian and S.-T. Yau, Complete Kähler manifolds with zero Ricci curvature. I. J. Amer. Math. Soc. 3 (1990), no. 3, 579–609.

[TY2] G. Tian and S.-T. Yau, Complete Kähler manifolds with zero Ricci curvature. II. Invent. Math. 106 (1991), no. 1, 27–60.

[T] T. Toro, Geometric conditions and existence of bi-Lipschitz parameterizations. Duke Math. J. 77 (1995), no. 1, 193–227.

[V] N. Varopoulos, The Poisson kernel on positively curved manifolds, J. Funct. Anal. 44 (1981) 359–380.

[W] E. Witten, A new proof of the positive energy theorem. Comm. Math. Phys. 80 (1981), no. 3, 381–402.

MIT, DEPT. OF MATH., 77 MASSACHUSETTS AVENUE, CAMBRIDGE, MA 02139-4307.
E-mail address: colding@math.mit.edu