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Abstract: This paper is an empirical investigation into the role of the industrial sector in curbing youth unemployment in Nigeria using time series data that covers the period 1991 to 2019. The data were subjected to unit root test using the Augmented Dickey Fuller and Philip-Peron test techniques. The data was analysed using the ARDL approach and Granger causality test. The result of the unit root test reported that the variables were integrated in mixed order of levels and first difference. This mixed order of integration necessitated the use of the ARDL Bounds test for cointegration. From the bounds test, there exist a long-run/levels relationship between youth unemployment and the explanatory variables. Also, the error correction term (-0.6215) showed that 62.15% of the short-run disequilibrium is corrected annually. The result further revealed that industrial output exerts a negative effect on youth unemployment both in the short-run and in the long-run. This implies that increasing the volume of industrial activities will reduce youth unemployment. The Granger causality test also showed that there exists causal relationship between youth unemployment and industrialization in Nigeria. The paper therefore recommended the need for boosting industrialization in Nigeria as it will curb massive youth unemployment in the country rather than advocating on entrepreneurship. This is because a strong industrial base will spring up more jobs than new ventures who are noted for folding up within few years of operations.
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1. Introduction

Youth unemployment has been regarded as one of the serious threats endangering the progress of Nigeria. The term refers to the conglomerate of youths with diverse background, willing and able to work but cannot find employment [1]. This, based on the classical theory of unemployment, is as a result of excess of labour supply over demand. The population of youths have been maintaining an upward movement over the years and this can be seen as one of the challenging issues though the economy has been characterized with gross absence of employment opportunities over the years. For instance, the population of youths (15-34 years of age) was 27,335,153 as at 2010 but increased to 33,927,916 as at 2013, with a further increase to as high as 44,229,419 as at third quarter of 2018 [2]. This has made diverse groups to strive for entrepreneurship and temporary youth-based rather than laying a solid foundation for this important segment of the population to thrive.

The consequences of youth unemployment are enormous, cutting across social, political, and economic dimensions. The political dimension captures the little or no concern for government issues, activities and policies, and programs. The youths feel marginalized and neglected in their quest for survival. Strands of civil unrest in the country ranging from Boko Haram in north-east and bandits in the north-west to militancy in the south-south are all issues of national concerns that are executed by the youths. In Egypt, the youths were key players in the overthrow of President Hosni Mubarak on 11th February 2001 leading to a state of anarchy in the country. The high rate of political thuggery, civil unrest, and kidnapping in Nigeria can be traced to youth unemployment in the country. This has raised serious
concerns for leaders like General Ibrahim Babangida (Rtd) and Chief Olusegun Obasanjo. They blamed these crises on youth unemployment stating that “idle hands are always devil’s instrument and that if people were fully engaged, they would hardly have the time to see others as their enemies”. He further stated at the 100th International Labour Conference in Geneva that “Nigeria was sitting on a keg of gun powder given the rate of unemployment which can lead to revolution, and that hopeless idle hands are not only a devil’s workshop, but also a tinder box” [3].

On the economic perspective, unemployment leads to loss of potential output and the economy will be operating below full capacity. The economy will be producing inside her production possibility frontier indicating inefficiency. The loss of output results in shortages thereby mounting inflationary pressure in the economy [4]. In a period of high unemployment, youths can lose their skills causing a loss of human capital. Also, it could lead to low level of income and high rate of income inequality which further aggravates the high rate of poverty. The social dimension manifests in areas such as susceptibility to malnutrition; illness and mental stress; subsequent loss of self-esteem leading to depression; excessive alcoholism and drug abuse; dysfunctional social and emotional relationships; loss of self-confidence; feeling of shame and failure; lost opportunities to good education and healthcare for the children and the family; limiting family access to good housing; increased vulnerability of family members especially women, children and elderly; and creation of tension and conflict such as domestic violence.

The employment status of the youthful population has been characterised by both unemployment and underemployment. As at 2010, youth unemployment rate stood at 6.8% with an underemployment rate of 21.9 while in 2013, unemployment rose to 12.5% while underemployment declined to 19.2% [2]. Similarly, unemployment rose from 10.43% in first quarter of 2015 to 19.39% in the last quarter of 2016, representing an 85.91% increase over the period. However, underemployment rose from 22.9% to 28.0% averaging 25.55% within the same period. As at third quarter of 2018, youth unemployment stood at 29.72% with attendant underemployment rate of 25.7%. This is replicated in Figure 1.

![Figure 1. Youth unemployment and underemployment 2010-2018Q3.](image)

Evidence from Figure 1 indicates that underemployment is also a serious problem in the youth population of Nigeria. It is observed that prior to 2010 to the third quarter of 2017, youth unemployment has been greater than youth underemployment. However, the situation was the opposite from the fourth quarter of 2017 to the third quarter of 2018.

This alarming rate of unemployment and underemployment and its attendant implication for development calls for alarm at all levels of government. This has led to various schemes such as the National Directorate of Employment (NDE) and National Economic Empowerment and Development Strategy (NEEDS). Meanwhile, a strongly industrialized economy is believed to create more employment opportunities for the population hence, industrialization is regarded as a catalyst for job creation [5]. This is because industrialization can promote access to capital, technological innovation, and learning [6]. Thus, industrialization is seen as a major policy that can stimulate economic development and social progress [7] hence, the need for structural transformation of the agricultural sector into value added activities which of course is tending towards industrialization. The promotion of industrialization is of top priority and the purpose is often to create labour-intensive industries.

The Nigeria industrial sector have been recording a steady rise in output over the years and youth unemployment has been on the rise. For instance, the value of industrial output as at 1991 stood at ₦8,574.51 billion and increased to ₦10,192.30 billion as at 2001. The figure rose steadily to ₦13,826.43 billion in 2010 with a further increase to ₦16,742.15 billion as at 2014. The value declined to ₦15,882.35 billion as at 2019 [8]. This is illustrated in Figure 2.
One could expect that the increase in output should be matched with attendant decrease in youth unemployment since more labour will be required to produce such additional outputs. However, youth unemployment has been on the rising. Several empirical studies have been conducted to examine the link between industrialization and growth as well as that between unemployment and growth. However, there have been very few studies (some which are descriptive like [9]) on the linkages between industrialization and youth unemployment in Nigeria. This study therefore strives to fill such gap. It is in this light that this paper seeks to investigate the influence of industrialization on youth unemployment in Nigeria for the period 1991 to 2019.

The paper is structured in five sections. Section 1 is the introduction while Section 2 covers the literature review. The methodology of the research is adumbrated in Section 3 while empirical findings are presented in Section 4. Section 5 captures the conclusion and recommendations.

2. Literature Review

2.1. Theoretical Literature

This study is based on the Structural-Change model. The structural-change theory states that an economy’s “underdevelopment is due to underutilization of resources arising from structural or institutional factors that have their origin in both domestic and international dualisms hence, development requires more than just accelerated capital formation” [10]. Lewis model of modern-sector growth in a two-sector surplus-labour economy is one of such models. According to the Lewis model, the underdeveloped economy is made up of two sectors: a traditional, overpopulated rural subsistence sector characterized by zero marginal productivty of labour-a situation that permits Lewis to classify this as surplus labour in the sense that it can be withdrawn from the traditional agricultural sector without any loss of output-and a high-productivity modern urban industrial sector into which labour from the subsistence sector is gradually transferred [10]. Such labour transfer as a result of the growth in the modern sector promotes industrialization and stimulate sustained development [10]. The Lewis theory was used in studying the recent growth experience in China and labour markets in other developing countries (see [11] and [12]). According to the Structural-Change Models, surplus labour is transferred to the modern sector, and it was believed that this would ensure cumulative growth of incomes, employment and rapid structural transformation of the developing economies [13].

2.2. Empirical Literature

The empirical literature on the role of industrialization on economic growth has been enormous but very few studies have been conducted on the effect of industrialization on youth unemployment. One of such studies is the study by [14] who examined how industrialization and economic growth affect employment generation in Nigeria using time series data for the period 1990 to 2016. The study employed the ordinary least squares (OLS) technique and it was observed that economic growth has positive effect on employment while industrialization does not exert any significant effect on employment in Nigeria. The study recommended that policies that will encourage industrial strategy that promote employment generation should be encouraged.

Similarly, [15] argued that there exists a negative relationship between industrialization and income poverty in industrialized economies having lower poverty. This is because industrialization reduces poverty through increase in industrial output and employment and also a multiplier effects on other sectors of the economy. It is worth noting that employment multiplier in manufacturing are often higher than that of other sectors of the economy in that one job in manufacturing generally creates two-three jobs in the other sectors [16].

[17] in his study on finding solutions to unemployment and poverty through the promotion of sustainable economic growth and industrialization opined that true growth increases individual and national competencies. However, a mere increase in GDP, foreign reserves, and capital investment do not increase individual and national competences and thus constitutes trivial growth. He further argued that the rate of industrialization can be increased by
increasing the learning rate in a society [9].

[9] investigated industrial development and youth unemployment in Ebonyi State of Nigeria using the Crushed Rock Quarrying Industry in Ishiagu, Ivo Local Government Area as a case study. The study employed descriptive approach of simple percentages and Spearman’s rank correlation and the findings of the study revealed that employment of indigenous youths by the industry has reduced youth unemployment. They concluded the study by stating that it is only rapid industrialisation targeted at massive youth employment, development of local resources and technologies, human capacity building, rural development and effective government supervision/monitoring of industries that can contend the problems of industrialisation and youth unemployment in Nigeria.

3. Methodology

3.1. Basic Research Design

This paper employs an econometric approach in examining the influence of the industrial sector on youth unemployment in Nigeria. Data were obtained from the Central Bank of Nigeria statistical bulletin, National Bureau of Statistics, and World Development Indicators - a publication of World Bank. The data were subjected to diagnostic test and were analysed using statistical software.

3.2. Model Specification

In examining the influence of the industrial sector on youth unemployment in Nigeria, the model for the study is specified as follows:

\[
YUNM = \theta_0 + \theta_1 INDQ + \theta_2 BCIS + \theta_3 INTR + \theta_4 INFR + \theta_5 BMSS + \theta_6 GOVT + \theta_7 POPG + \theta_8 TOPN + \mu \quad (1)
\]

Where:
- \( YUNM \): Youth unemployment rate
- \( INDQ \): Industrial output
- \( BCIS \): Bank credit to the industrial sector
- \( INTR \): Interest rate
- \( INFR \): Inflation rate
- \( BMSS \): Broad money supply
- \( GOVT \): Government expenditure on economic services
- \( POPG \): Population growth rate
- \( TOPN \): Trade openness
- \( \theta \): Parameters to be estimated
- \( \mu \): Random error term

Transforming Equation (1) into an ARDL model, we have:

\[
\Delta YUNM_t = \lambda + \sum_{i=1}^{p} \gamma_i \Delta YUNM_{t-i} + \sum_{i=0}^{q} \beta_i \Delta INDQ_{t-i} + \sum_{i=0}^{q} \sigma_i \Delta BCIS_{t-i} + \sum_{i=0}^{q} \vartheta_i \Delta INTR_{t-i} + \sum_{i=0}^{q} \rho_i \Delta INFR_{t-i} + \sum_{i=0}^{q} \omega_i BMSS_{t-i} + \sum_{i=0}^{q} \phi_i POPG_{t-i} + \sum_{i=0}^{q} \pi_i TOPN_{t-i} + \mu \quad (2)
\]

Where \( p \) and \( q \) represent the optimal lag length of the dependent and explanatory variables respectively; \( \gamma, \beta, \sigma, \vartheta, \rho, \omega, \phi, \) and \( \pi \) are the coefficients; \( \lambda \) is the constant; \( i=1, ..., k \) for the dependent variable but \( i=0, 1, ..., k \) for the explanatory variables; and \( \mu \) is the vector of the error terms- unobservable zero mean white noise vector process (serially uncorrelated or independent).

3.3. A Priori Expectations

From equation 1, it is expected that \( \theta_1, \theta_2, \theta_3, \theta_4, \) and \( \theta_5 \) should be negative while \( \theta_6, \theta_7, \) and \( \theta_8 \) should all be positive.

3.4. Data Source

Data for the study were obtained from the Central Bank of Nigeria statistical bulletin, National Bureau of Statistics, and the World Development Indicator. In particular, data on YUNM and POPG were obtained from World Development Indicators while data on INDQ, BCIS, INTR, INFR, BMSS, GOVT, and TOPN were all obtained from the Central Bureau of Nigeria Statistical Bulletin.

3.5. Analytical Technique

The analytical techniques here start from the unit root test

\[
\Delta YUNM_t = \theta_0 + \sum_{i=1}^{p} \beta_{i1} \Delta YUNM_{t-i} + \sum_{i=1}^{q} \beta_{i2} \Delta INDQ_{t-i} + \sum_{i=1}^{q} \beta_{i3} \Delta BCIS_{t-i} + \sum_{i=1}^{q} \beta_{i4} \Delta INTR_{t-i} + \sum_{i=1}^{q} \beta_{i5} \Delta INFR_{t-i} + \sum_{i=1}^{q} \beta_{i6} \Delta BMSS_{t-i} + \sum_{i=1}^{q} \beta_{i7} \Delta GOVT_{t-i} + \sum_{i=1}^{q} \beta_{i8} \Delta POPG_{t-i} + \sum_{i=1}^{q} \beta_{i9} \Delta TOPN_{t-i} + \lambda ECM_{t-1} + \mu \quad (3)
\]

Where:
- \( \lambda = (1 - \sum_{i=1}^{q} \delta_i) \), speed of adjustment parameter with a
negative sign

\[ ECM = (YUNM_{t-i} - 0X_t) \]

the error correction term

\[ \theta \sum_{i=0}^{h} \beta_i \]

is the long-run parameter

\[ \beta_{11} \text{ to } \beta_{34} \]

the short-run dynamic coefficients of the model's adjustment long-run equilibrium.

4. Empirical Findings

4.1. Stylized Facts on Youth Unemployment in Nigeria

Key facts are embedded on the nature of youth unemployment in Nigeria. These facts are presented in Table 1.

Table 1. Youth population and unemployment/underemployment in Nigeria.

| Year    | Population | Unemployment | Underemployment |
|---------|------------|--------------|-----------------|
| 2010    | 27,335,153 | 6.8          | 21.9            |
| 2011    | 28,209,878 | 8.0          | 24.2            |
| 2012    | 39,914,210 | 12.5         | 19.2            |
| 2013    | 33,927,916 | 13.8         | 20.4            |
| 2014Q1  | 34,183,367 | 10.9         | 24.2            |
| 2014Q2  | 34,372,543 | 10.3         | 24.5            |
| 2014Q3  | 34,615,024 | 13.4         | 21.3            |
| 2014Q4  | 34,799,095 | 8.9          | 24.7            |
| 2015Q1  | 35,039,814 | 10.4         | 22.9            |
| 2015Q2  | 35,313,934 | 11.3         | 25.3            |
| 2015Q3  | 36,380,320 | 13.7         | 23.9            |
| 2015Q4  | 36,720,239 | 14.5         | 25.8            |
| 2016Q1  | 38,249,628 | 16.4         | 25.8            |
| 2016Q2  | 39,569,148 | 18.4         | 26.1            |
| 2016Q3  | 40,155,660 | 19.0         | 26.6            |
| 2016Q4  | 40,739,520 | 19.4         | 28.0            |
| 2017Q1  | 40,992,737 | 19.2         | 27.0            |
| 2017Q2  | 41,779,450 | 22.3         | 27.4            |
| 2017Q3  | 43,015,540 | 25.5         | 27.2            |
| 2017Q4  | 42,630,875 | 26.6         | 26.4            |
| 2018Q1  | 43,412,870 | 29.0         | 26.1            |
| 2018Q2  | 44,163,821 | 30.5         | 25.6            |
| 2018Q3  | 44,229,419 | 29.7         | 25.7            |

Source: National Bureau of Statistics, 2018

Table 2. Summary of the Descriptive Statistics of the Variables.

|        | YNUM | BCIS | BMSS | GOVT | INDO | INFR | INTR | TOPN | POPG |
|--------|------|------|------|------|------|------|------|------|------|
| Mean   | 9.921| 1798.94 | 8846.45 | 463.81 | 12095.13 | 18.599 | 18.50 | 35.221 | 2.578 |
| Median | 9.500| 524.570 | 2637.91 | 341.90 | 12527.1 | 12.218 | 17.95 | 36.400 | 2.586 |
| Maximum| 13.96 | 6257.22 | 34251.7 | 1473.2 | 16742.2 | 72.835 | 29.80 | 58.918 | 2.681 |
| Minimum| 7.810 | 11.453 | 75.401 | 4.448 | 6457.85 | 5.382 | 15.34 | 18.047 | 2.489 |
| Std. Dev.| 1.538 | 2186.98 | 10614.4 | 380.07 | 2903.55 | 17.078 | 3.117 | 9.459 | 0.071 |
| Skewness| 1.863 | 1055.0 | 1020.0 | 0.755 | 0.097 | 0.097 | 2.030 | 1.813 | 0.269 |
| Kurtosis| 5.355 | 2700.0 | 2718.3 | 2.915 | 1.502 | 5.940 | 7.463 | 3.020 | 1.433 |
| Jarque-Bera (Probability)| 23.50 | 5.489 | 5.125 | 2.762 | 2.758 | 30.362 | 39.94 | 0.331 | 3.607 |
| (Probability) | (0.000) | (0.064) | (0.077) | (0.251) | (0.252) | (0.000) | (0.000) | (0.839) | (0.22) |
| Sum    | 287,710 | 5216.9 | 256547.1 | 13450.44 | 350758.8 | 539.375 | 536.382 | 1021.397 | 74.753 |
| Sum Sq. Dev. | 68,273 | 1.34E+08 | 3.15E+09 | 4044794. | 2.36E+08 | 8167.136 | 272.096 | 2505.471 | 0.143 |
| Observations | 29 | 29 | 29 | 29 | 29 | 29 | 29 | 29 | 29 |

Source: Authors Computation from Eviews 10.

The sample size is 29 which covers the period 1991 to 2019. Youth unemployment (YNUM) between the two period averaged 9.921% with a minimum and maximum rate being 7.180% and 13.96% respectively. Similarly, the value of industrial output averaged ₦12,095.13 billion with a minimum and maximum value of ₦8,457.85 billion and ₦16,742.2 billion respectively. The same analogy is applicable to other variables. All the variables are observed to
be positively skewed.

### 4.1.2. Correlation Matrix

The correlation coefficient is presented in Table 3.

|            | YUNM | BCIS  | BMSS  | GOVT  | INHQ  | INFR  | INTR  | TOPN  | POPG  |
|------------|------|-------|-------|-------|-------|-------|-------|-------|-------|
| YUNM       | 1    | 0.670 | 0.546 | 0.350 | -0.063| -0.197| -0.387| 0.085 |
| BCIS       | 0.670| 1     | 0.809 | 0.848 | -0.317| -0.444| -0.643| 0.637 |
| BMSS       | 0.546| 0.809 | 1     | 0.869 | -0.331| -0.462| -0.613| 0.659 |
| GOVT       | 0.350| 0.848 | 0.869 | 1     | -0.474| -0.505| -0.404| 0.730 |
| INHQ       | -0.063| -0.317| -0.331| -0.474| 1     | -0.532| -0.498| 0.880 |
| INFR       | -0.197| -0.444| -0.462| -0.505| -0.532| 1     | 0.046 | -0.461|
| INTR       | -0.387| -0.643| -0.613| -0.404| -0.498| 0.046| 1     | -0.370|
| TOPN       | 0.085 | 0.637 | 0.659 | 0.730 | 0.880 | -0.461| 1     | N/S   |
| POPG       | 0.067 | 0.809 | 0.869 | 0.848 | 0.869 | 0.869 | 0.869 | 0.869 | 1     |

Source: Authors Computation from Eviews 10.

From Table 3, each variable is perfectly correlated with itself implying the perfect correlation coefficient of 1. Youth unemployment rate is positively correlated with BCIS, BMSS, GOVT, INHQ, and POPG implying that as these variables increases, youth unemployment also increases. Also, INFR, INTR, and TOPN are inversely related to youth unemployment implying that as the variables increases, youth unemployment decreases. However, correlation among the variables does not in any way imply causation.

### 4.1.3. Diagnostic Test

The diagnostic test here is the unit root test and is conducted using both the Augmented Dickey Fuller and the Philip-Peron approaches. The two approaches are conducted using the constant linear trend assumption. The result is presented in Table 4.

| Variable | Level | Probability | First Difference | Probability | Order of Integration |
|----------|-------|-------------|------------------|-------------|----------------------|
| YUNM     | -1.327| 0.860       | 1.475            | 0.999       | N/S                  |
| BCIS     | -1.182| 0.895       | -4.914***        | 0.003       | I (1)                |
| BMSS     | 0.683 | 0.999       | -4.840***        | 0.003       | I (1)                |
| GOVT     | -1.731| 0.710       | -4.400***        | 0.008       | I (1)                |
| INDQ     | -3.089| 0.130       | -4.444***        | 0.008       | I (1)                |
| INFR     | -2.661| 0.259       | -5.034***        | 0.002       | I (1)                |
| INTR     | -4.370| 0.011***    | -6.226***        | 0.000       | I (0)                |
| TOPN     | -3.898| 0.026***    | -7.067***        | 0.000       | I (0)                |
| POPG     | -3.155| 0.115       | -1.688           | 0.728       | N/S                  |

**Augmented Dickey Fuller (ADF) Test**

**Philip-Peron (PP) Unit Root Test**

| Variable | Level | Probability | First Difference | Probability | Order of Integration |
|----------|-------|-------------|------------------|-------------|----------------------|
| YUNM     | -1.333| 0.858       | -5.315***        | 0.001       | I (1)                |
| BCIS     | -1.076| 0.916       | -4.917***        | 0.003       | I (1)                |
| BMSS     | 3.197 | 1.000       | -5.926***        | 0.000       | I (1)                |
| GOVT     | -2.106| 0.521       | -4.398***        | 0.009       | I (1)                |
| INDQ     | -2.340| 0.401       | -4.416***        | 0.008       | I (1)                |
| INFR     | -2.963| 0.160       | -5.564***        | 0.001       | I (1)                |
| INTR     | -5.425***| 0.001 | -20.775***        | 0.000       | I (0)                |
| TOPN     | -3.742***| 0.036 | -11.778***        | 0.000       | I (0)                |
| POPG     | -1.846| 0.665       | -4.906**         | 0.024       | I (1)                |

Source: Authors Computation from Eviews 10.

Note: ** and *** denote significance at 5% and 1% respectively.

The result of the unit root test in Table 4 indicates mixture of order of integration by both the ADF and PP techniques. The only point of divergence between the two test is in regards to YUNM and POPG. YUNM and POPG are reported to be nonstationary (N/S) by the ADF technique but stationary at first difference under the PP technique. The result from the PP technique is accepted since the technique is considered more powerful. Interest rate and inflation rate are stationary at level, I (0), while all other variables are stationary at first difference, I (1). This mixed order of integration necessitates the use of the ARDL Bounds test to detect whether there is an existence of a long-run relationship.
among the variables.

### 4.1.4. The ARDL Regression

The ARDL regression result follows ARDL (1, 2, 1, 1, 2, 2, 1, 2). The result is obtained after 6,561 models were estimated. The optimal lag was automatically selected using the Akaike Information Criterion. The result is presented in Table 5.

| Variables | Coefficients | Standard Error | t-statistic | Probability |
|-----------|--------------|----------------|-------------|-------------|
| YUNM (-1) | 0.3785       | 0.2419         | 1.5646      | 0.1784      |
| BCIS      | 0.0021**     | 0.0006         | 3.4464      | 0.0183      |
| BCIS (-1) | 0.0004       | 0.0005         | 7.0655      | 0.5114      |
| BCIS (-2) | 0.0016**     | 0.0005         | 3.0681      | 0.0278      |
| BMSS      | -0.0001      | 0.0002         | -0.6264     | 0.5585      |
| BMSS (-1) | -0.0002      | 0.0003         | -0.6818     | 0.5257      |
| INTR      | -0.0005      | 0.0004         | -1.2858     | 0.2548      |
| INFR      | 0.0007       | 0.0004         | -1.8942     | 0.1167      |
| GOVT      | -0.0024      | 0.0012         | -1.9540     | 0.1081      |
| GOVT (-1) | -0.0027      | 0.0016         | -1.7243     | 0.4153      |
| INTR      | -0.0084      | 0.0163         | -0.5133     | 0.6296      |
| INFR      | -0.0029      | 0.0273         | 0.1072      | 0.9188      |
| INFR (-1) | 0.00252      | 0.0218         | 1.1567      | 0.2997      |
| INFR (-2) | 0.2118*      | 0.1011         | 2.0943      | 0.0904      |
| INFN      | 0.0567       | 0.0538         | 0.9728      | 0.3753      |
| INTR      | 0.1551*      | 0.0736         | 2.0162      | 0.0890      |
| POPG      | 0.0706*      | 0.0036         | 2.4548      | 0.0154      |
| POPG (-1) | -31.2069     | 15.2673        | -2.0440     | 0.0964      |
| TOPN      | 0.0730*      | 0.0314         | 2.3252      | 0.0676      |
| TOPN (-1) | 0.0306       | 0.0208         | 1.4695      | 0.1727      |
| TOPN (-2) | 0.0703*      | 0.0291         | 2.4157      | 0.0604      |
| C         | -64.5314*    | 31.8867        | -2.0238     | 0.0899      |

\[ R^2=0.9889 \] F-statistic=21.154 (0.000)

Adjusted \[ R^2=0.9421 \] Durbin Watson=2.14

Source: Authors Computation using Eviews 10.

Note: * and ** denote significance at 10% and 5% respectively.

Table 5 depicts dynamic regression with an optimal lag of two. For example, YUNM has a one-period lag while TOPN has a two-period lag. From the estimates, it is observed that youth unemployment (YUNM) increases itself by 0.3785% in the first period lag. Also, BCIS, INTR, POPG, and TOPN exert a positive effect on YUNM though some with insignificant effect. The result shows that a \( 21 \) billion increase in BCIS will lead to a 0.0021% increase in YUNM. This effect is statistically significant at the 5% level. Also, the first and second period lag of BCIS exert a positive effect on YUNM. Broad money supply (BMSS) and its lags are observed to exert a negative, though insignificant, effect on YUNM. This implies that a \( 21 \) billion increase in BMSS will lead to a 0.0001% decrease in YUNM. Industrial output (INDQ) and its lag are seen to exert a negative but insignificant effect on youth unemployment as well as government expenditure on economic services in the short-run. Indirect rate (INFR) also exert a negative but insignificant effect on youth unemployment while interest rate (INTR) and its lags exert a negative effect. Thus, a unit percentage increase in inflation rate and interest rate will lead to a 0.0084/0.2118 decrease/increase in youth unemployment in the short-run. Population growth rate (POPG) is observed to have a positive and significant effect on youth unemployment. Thus, a unit percentage increase in population growth will lead to 58.07% increase in youth unemployment. Trade openness (TOPN) and its lags indicates a positive and significant effect on youth unemployment. Thus, a unit percentage increase in trade openness will lead to a 0.073% increase in youth unemployment in the short-run.

The coefficient of multiple determination \( (R^2) \) which is 0.9889 is very high and indicates a high goodness of fit. It implies that the explanatory variables explain 98.89% of the total variations in youth unemployment in the short-run. Also, the explanatory power of the model (0.9421=94.21%) still remains quite high after being adjusted for the degree of freedom. The F-statistic (21.154) is statistically significant at the 5% level as indicated by the probability of 0.0002. this means that the overall model is statistically significant in explaining the variations in the dependent variable. The Durbin-Watson statistic of 2.14 is approximately 2 and is an indication that there is absence of serial correlation.

These short-run dynamics in the model therefore call for an investigation into the existence of a long-run relationship in the model. We therefore proceed to examining such existence through the ARDL Bounds test for cointegration.

#### 4.1.5. ARDL Bounds Test for Cointegration

The long-run relationship among the variables is presented in Table 6.

| Test Statistic | Value | Significance | I (0) | I (1) |
|---------------|-------|--------------|-------|-------|
| F-statistic   | 7.521 | 10%          | 2.5   | 2.85  |
| k             | 8     | 5%           | 2.11  | 3.15  |
|               | 2.5%  | 3.23         | 3.42  |       |
|               | 1%    | 2.62         | 3.77  |       |

Source: Authors Computation from Eviews 10.

From Table 6, the F-statistic (7.521) is greater than the 5% lower bound (I (0)) and upper bound, I (1) of 2.11 and 3.15 respectively. The F-statistics is therefore statistically significant at the 5% level. Thus, the null hypothesis of no levels relationship is rejected. Thus, there exist a long-run relationship between youth unemployment and industrial output in Nigeria. Hence, we proceed to the error correction model.

#### 4.1.6. Error Correction Mechanism

The result of the error correction mechanism is presented in Table 7.

| Variable | Coefficient | Std. Error | t-statistic | Prob.   |
|----------|-------------|------------|-------------|---------|
| D (BCIS) | 0.0021***   | 0.0002     | 11.335      | 0.0001  |
| D (BCIS (-1)) | -0.0016***  | 0.0002     | -8.0141     | 0.0005  |
| D (BMSS) | -0.0001*    | 5.325E-05  | -2.140      | 0.0853  |
| D (GOVT) | -0.0024***  | 0.0004     | -5.993      | 0.0019  |
| D (INDQ) | -0.0005***  | 9.61E-05   | -4.722      | 0.0052  |
| D (INFR) | -0.0084     | 0.0057     | -1.476      | 0.1999  |
| D (INFR (-1)) | 0.0252***   | 0.0049     | 5.119       | 0.0037  |

Source: Authors Computation from Eviews 10.
From the error correction model in Table 7, all the variables are observed to exert a significant effect on youth unemployment except inflation rate. In the long-run, a unit increase bank credit to the industrial sector (BCIS) will lead to a 0.0021% increase in youth unemployment while a unit percentage increase in broad money supply (BMSS) will lead to a 0.0001% decrease in unemployment. Also, government expenditure on economic services (GOVT) and industrial output (INDQ) exert negative effect on youth unemployment. This implies that a unit percentage increase in GOVT and INDQ will lead to a 0.0024% and 0.0005% decrease in youth unemployment respectively. Though INFR do not exert a significant effect, its first-lag exerts a positive and significant effect on youth unemployment. This implies that the first-period lag of interest rate reduces youth unemployment by 0.1551%, population growth rate (POPG) and trade openness (TOPN) both exert a positive and significant effect on youth unemployment. Thus, a unit percentage increase in POPG and TOPN will lead to a 58.071% and 0.073% increase in unemployment. Thus, a unit percentage increase in BCIS and TOPN will lead to a 58.071% and 0.073% increase in youth unemployment except inflation rate. In the long-run, a unit increase bank credit to the industrial sector (BCIS) will lead to a 0.0021% increase in youth unemployment while a unit percentage increase in broad money supply (BMSS) will lead to a 0.0001% decrease in unemployment. Also, government expenditure on economic services (GOVT) and industrial output (INDQ) exert negative effect on youth unemployment. This implies that a unit percentage increase in GOVT and INDQ will lead to a 0.0024% and 0.0005% decrease in youth unemployment respectively. Though INFR do not exert a significant effect, its first-lag exerts a positive and significant effect on youth unemployment. This implies that the first-period lag of interest rate reduces youth unemployment by 0.1551%, population growth rate (POPG) and trade openness (TOPN) both exert a positive and significant effect on youth unemployment. Thus, a unit percentage increase in POPG and TOPN will lead to a 58.071% and 0.073% increase in youth unemployment.

The coefficient of the error correction term (CointEq (-1)* is rightly signed (negative) and statistically significant at the 1% level, and shows the speed of adjustment of the short-run disequilibrium to an equilibrium position in the long-run. The coefficient (-0.6215) is an indication that 62.15% of the disequilibrium in the short-run is corrected annually. The goodness of fit of the regression remains high as captured by the R² of 0.9721 (97.21%) and the Durbin-Watson of 2.14 is an indication of no serial correlation in the long-run model.

### 4.1.7. Post Diagnostic Test

The various diagnostic tests here include heteroscedasticity test, serial correlation test, Ramsey reset test, and stability test. These various test are presented in Table 8 to Table 10 and in Figure 3 to Figure 5.

### 4.1.8. Residual Diagnostic Test

From Table 8, the F-statistic is not significant at the 5% level as shown by the probability of 0.7712. Thus, there is absence of Heteroscedasticity hence, there is homoscedasticity-the presence of constant variance.

#### Table 8. Heteroskedasticity Test: Breusch-Pagan-Godfrey.

| Variable   | Coefficient | Std. Error | t-Statistic | Prob. |
|------------|-------------|------------|-------------|-------|
| BMSS does not Granger Cause YUNM | 27 | 7.90246 | 0.0026 |
| YUNM does not Granger Cause BCIS | 22.5432 | 5. E-06 |
| BMSS does not Granger Cause YUNM | 27 | 10.2893 | 0.0007 |
| YUNM does not Granger Cause BMSS | 1.48645 | 0.2480 |

Source: Author Computation using Eviews 10.

The Breusch-Godfrey Serial Correlation LM test F-statistic is significant at 5%. This implies that the null hypothesis of serial correlation is rejected at the 5% level.

#### Table 9. Breusch-Godfrey Serial Correlation LM Test.

| Variable | Coefficient | Std. Error | t-Statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| BMSS does not Granger Cause YUNM | 27 | 7.90246 | 0.0026 |
| YUNM does not Granger Cause BCIS | 22.5432 | 5. E-06 |
| BMSS does not Granger Cause YUNM | 27 | 10.2893 | 0.0007 |
| YUNM does not Granger Cause BMSS | 1.48645 | 0.2480 |

Source: Author Computation using Eviews 10.

The Ramsey Reset test captures the specification of the model. Since both the t-statistic and F-statistic (1.571 and 2.468, respectively) are not significant at the 5% level of significance, the null hypothesis of specification error is rejected. Hence, the model is specified correctly.

#### 4.1.9. Stability Diagnostic Test

The Cumulative Sum (CUSUM), CUSUM of squares, and Recursive Residuals serve as the stability test. This is represented in the figures below.

As depicted in Figure 3 to Figure 5, the CUSUM, CUSUM of Squares, and Recursive Residuals lines all lie within the ±2 Standard Error critical bounds. Therefore, the estimates of the long-run relationship is stable.

#### 4.2. Granger Causality Test

This test is conducted to depict the nature of the relationship between youth unemployment and the explanatory variables in the model. The result is presented in Table 11.

#### Table 11. Granger Causality Test Result.

| Null Hypothesis | Observation | F-Statistic | Prob. |
|-----------------|-------------|-------------|-------|
| BCIS does not Granger Cause YUNM | 27 | 7.90246 | 0.0026 |
| YUNM does not Granger Cause BCIS | 22.5432 | 5. E-06 |
| BMSS does not Granger Cause YUNM | 27 | 10.2893 | 0.0007 |
| YUNM does not Granger Cause BMSS | 1.48645 | 0.2480 |
| Null Hypothesis                                      | Observation | F-Statistic | Prob.  |
|-----------------------------------------------------|-------------|-------------|--------|
| GOVT does not Granger Cause YUNM                    | 27          | 0.69490     | 0.5098 |
| YUNM does not Granger Cause GOVT                    |             | 4.85834     | 0.0179 |
| INDQ does not Granger Cause YUNM                    | 27          | 3.49817     | 0.0480 |
| YUNM does not Granger Cause INDQ                    |             | 1.27854     | 0.2983 |
| INFR does not Granger Cause YUNM                    | 27          | 0.15863     | 0.8543 |
| YUNM does not Granger Cause INFR                    |             | 0.10800     | 0.8981 |
| INTR does not Granger Cause YUNM                    | 27          | 0.30635     | 0.7392 |
| YUNM does not Granger Cause INTR                    |             | 0.47452     | 0.6284 |
| POPG does not Granger Cause YUNM                    | 27          | 2.44899     | 0.1096 |
| YUNM does not Granger Cause POPG                    |             | 10.4825     | 0.0006 |
| TOPN does not Granger Cause YUNM                    | 27          | 2.77154     | 0.0844 |
| YUNM does not Granger Cause TOPN                    |             | 0.00706     | 0.9930 |

Source: Authors Computation using Eviews 10.

**Figure 3.** Cumulative Sum of Residuals.

**Figure 4.** CUSUM of Squares of Residuals.
From the Granger causality test result, there is a bi-directional causality flowing between BCIS and YUNM. These effects are statistically significant at the 1% level of significance. Hence, bank credit to the industrial sector Granger cause youth unemployment and youth unemployment also Granger cause bank credit to the industrial sector. Also, a unidirectional causality flows between BMSS and YUNM. Thus, broad money supply Granger cause youth unemployment and not the other way round. Evidence of unidirectional causality between government expenditure on economic service and youth unemployment is also noted. Form Table 10, youth unemployment Granger cause government expenditure on economic services. Industrial output also Granger cause youth unemployment indicating a unidirectional causality while a unidirectional causality also flows form youth unemployment to population growth rate.

4.3. Major Findings and Discussion of Findings

The major findings of the study are as follows:

i. There is a negative and significant effect of industrialization on youth unemployment in the long run: As noted earlier, industrialization is believed to be an engine of structural transformation and a catalyst for job creation. The negative effect implies that high industrialization reduces youth unemployment since more job opportunities will be created. The a priori sign meets the expectation.

ii. Bank credit to the industrial sector exerts a positive and significant effect on youth unemployment in the long run and in the short-run: Bank credit to the industrial sector is expected to boost industrial output which in turn increases youth employment. But here, it is observed that such effect is positive implying that high volume of bank credit to the industrial sector increases youth unemployment in Nigeria. This positive relationship can be traced to the fact that as industrialists obtain these loans, they can embark on massive automation which cut down on the number of labour required. Hence, bank credit to the industrial sector can promote capital-intensive mode of production rather than labour-intensive mode of production.

iii. Population growth rate exert a positive and significant effect on youth unemployment in Nigeria: It is expected that as the population grows beyond the available employment opportunities, there will be surplus of labour supply over demand. This therefore culminates to greater unemployment problem in the country.

iv. Interest rate exert positive and significant effect on youth unemployment in Nigeria: High interest rate will discourage borrowing by industrialists which will hinder their smooth operation. Thus, high interest rate impedes industrialization which in turn impede labour employment.

v. Government expenditure on economic services wields a negative and significant effect on youth unemployment in Nigeria: As government spends on economic services, especially on capital expenditures, jobs are created and youth unemployment is reduced.

5. Conclusion and Recommendations

This study was an empirical investigation into the effect of industrialization on youth unemployment in Nigeria for the period 1991 to 2019. The study employed the ARDL approach, the error correction mechanism and the Granger causality test. The result of the empirical analysis indicates that industrialization exerts a negative and significant effect on youth unemployment in Nigeria. This implies that increased industrialization will drastically reduce youth
unemployment in the country. Thus, industrialization is truly a catalyst for structural transformation and job creation. Further, key variables like bank credit to the industrial sector, population growth rate, interest rate, and government expenditure were all seen to exert significant influence on youth unemployment. Based on these findings, the following recommendations are submitted:

i. There is need for a paradigm shift from the common idea that entrepreneurship eradicates youth unemployment. There is need for the promotion of a strong industrial base in the country as this will be a panacea for strengthening other key sectors of the economy that can also create more employment.

ii. Bank credit to the industrial sector should be channelled towards labour-friendly policies rather than on excessive automation. This will reduce job loss and create more employment opportunities.

iii. The population of the country needs to be checked to avoid population explosion. This can be achieved through proper education and family planning. Stringent legislations should be put in place to check on the number of children that a family can have. Lessons should be taken from China for instance. A greater population with massive unemployment mean no good for the well-being of the country.

iv. There is need to regulate interest rate to be industrialist-friendly. Industrial loans should be made available at interest rate that is least minimum possible to encourage borrowing.

v. There is need for government to invest on massive infrastructure so as to facilitate industrialization which in turn will create more jobs to the citizenry.
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