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Abstract—Multi-modal learning has been intensified in recent years, especially for applications in facial analysis and action unit detection whilst there still exist two main challenges in terms of 1) relevant feature learning for representation and 2) efficient fusion for multi-modalities. Recently, there are a number of works have shown the effectiveness in utilizing the attention mechanism for AU detection, however, most of them are binding the region of interest (ROI) with features but rarely apply attention between features of each AU. On the other hand, the transformer, which utilizes a more efficient self-attention mechanism, has been widely used in natural language processing and computer vision tasks but is not fully explored in AU detection tasks. In this paper, we propose a novel end-to-end Multi-Head Fused Transformer (MFT) method for AU detection, which learns AU encoding features representation from different modalities by transformer encoder and fuses modalities by another fusion transformer module. Multi-head fusion attention is designed in the fusion transformer module for the effective fusion of multiple modalities. Our approach is evaluated on two public multi-modal AU databases, BP4D, and BP4D+, and the results are superior to the state-of-the-art methods on RGB images, which demonstrates the effectiveness of the AU encoding. Moreover, the results of the other hand, the transformer, which utilizes a more efficient self-attention mechanism, has been widely used in natural language processing and computer vision tasks but is not fully explored in AU detection tasks. In this paper, we propose a novel end-to-end Multi-Head Fused Transformer (MFT) method for AU detection, which learns AU encoding features representation from different modalities by transformer encoder and fuses modalities by another fusion transformer module. Multi-head fusion attention is designed in the fusion transformer module for the effective fusion of multiple modalities. Our approach is evaluated on two public multi-modal AU databases, BP4D, and BP4D+, and the results are superior to the state-of-the-art methods on RGB images, which demonstrates the effectiveness of the AU encoding. Moreover, the results of the other hand, the transformer, which utilizes a more efficient self-attention mechanism, has been widely used in natural language processing and computer vision tasks but is not fully explored in AU detection tasks. In this paper, we propose a novel end-to-end Multi-Head Fused Transformer (MFT) method for AU detection, which learns AU encoding features representation from different modalities by transformer encoder and fuses modalities by another fusion transformer module. Multi-head fusion attention is designed in the fusion transformer module for the effective fusion of multiple modalities. Our approach is evaluated on two public multi-modal AU databases, BP4D, and BP4D+, and the results are superior to the state-of-the-art methods on RGB images, which demonstrates the effectiveness of the AU encoding. Moreover, the results of
the fusion experiments with RGB and Depth images also show our method outperforms the SOTA methods, which indicates the fusion transformer module works effectively. The main contribution of this work lies in three-fold:

1) We present a novel transformer based framework for AU detection, which can learn AU encoding features effectively.

2) We design a transformer based fusion module for multi-modalities fusion. To the best of our knowledge, this is the first attempt to utilize multi-head fusion attention to fuse AU features of two modalities in a transformer.

3) Extensive experiments demonstrate that our network outperforms the state-of-the-art works in AU detection by both RGB-only data and RGB-Depth fusion features.

II. RELATE WORK

We review the previous related works on AU detection and multi-modal deep learning.

A. AU Detection

Recent works on Facial Action Units detection achieved certain improvements by deep learning and attention mechanism. Zhao et al. [42] proposed a local feature learning approach that uniformly slices the first feature map as a region layer. Li et al. [23] proposed an EAC network, which predetermines attentions based on AU-related landmarks to enhance and crop the ROI of AUs. Zhang et al. [41] proposed an adversarial training method to maximize identity loss to focus on the AU-related features. Shao et al. [31] proposed the JAA-Net, which explores multi-scale region learning and adaptive attention learning. Li et al. [20] gave insight into the AU relation leaning by a Graph Neural Network (GCN) based model. Niu et al. [26] proposed a subject independent model to use the facial landmarks as person-specific shape regularization for AU detection. These works with regional attention usually require prior information like facial landmarks. Recently, Yang et al. [36] proposed the SEV-Net that utilized the transformer for Intra-AU and Inter-AU attribution learning from the AU semantic descriptions. However, the AU semantic descriptions are required as the prior knowledge. Differ from the ROI-based attention, our transformer-based methods exploit the self-attention mechanism between AUs, which is no landmarks requirement. Compare with the SEV-Net, our model only require the AU labels, and no AU semantic descriptions are needed.

B. Multi-modal Deep learning

Multi-modal machine learning aims to build models that can process, correlate, and integrate information from multiple modalities [3]. The success of deep learning has been a catalyst to solving increasingly complex machine-learning problems, which often involve multiple data modalities [29]. Multi-modal deep learning has been succeed used in a wide range of applications, e.g., human activity recognition [1], [25], [16], autonomous driving [5], [8], [27], and image segmentation [13], [14].

In the past decade, multi-modal learning has been studied on both facial expression recognition and action unit detection. Compare with visual images and audio [16], [30] combination, especially dealing with videos, the potential of infrared, thermal, and 3D are not fully explored. Li et al. [21], [22] proposed approaches for facial expression recognition based on features fusion of 2D and 3D. Irani et al. [15] proposed a method to utilize RGB-Thermal-Depth images for pain estimation. Lakshminarayana et al. [18] explored the combination of physiological signals and RGB images to predict action units. Yang et al. [36] proposed a model called AMF, which included a feature scoring module to select the most relevant feature representations from different modalities.

Transformer [33], based on self-attention mechanism, was first applied to natural language processing tasks, then this framework has been extended to computer vision. For example, the ViT model, proposed by Dosovitskiy et al. [10], applied a pure transformer to sequences of image patches, which achieved comparable results to CNNs on image classification. Carion et al. [6] proposed the DETR framework, which combined a common CNN with a transformer encoder-decoder architecture. Recently, researchers have explored multi-modal learning by transformers. The most related works are called Multimodal Transformer (MulT) [32] and Multi-Modal Fusion Transformer (TransFuser) [27], even though they target human multi-modal language analysis and multi-modal autonomous driving respectively. In MulT, pairwise crossmodal transformers are designed, where the Q and KV are from different modalities. Then the outputs of pairwise crossmodal transformers are concatenated for fusion. In the TransFuser work, two modalities fusion occurred before the self-attention in a transformer, then was split after the self-attention. Differ from these two works, our method fuses the features of two modalities by the multi-head fusion attention module in a transformer.

III. PROPOSED METHOD

The proposed Multi-Head Fused Transformer (MFT) is sketched in Fig. [1]. Each data modality goes through its own backbone to extract features and then output the AU embeddings from the fully connected (FC) layer. There are two pipelines, and each contains 4 transformer-based AU encoders and a classifier in the end. One pipeline’s input is the fusion feature from a fusion transformer, which is fed with the AU embedding features of fusion features, and the other pipeline encode the AU features from a single modality embeddings. In the end, two losses from these two pipelines are combined together for training.

A. AU Embeddings

Two pre-trained ResNet-50 [12] are employed as backbone encoders for RGB and Depth images. The feature out from the fully connected layer is divided by each AU and then fed into an embedding layer for AU embedding. The embedding
The proposed framework consists of two pipelines with two modalities as inputs: $X_{\alpha}, X_{\beta}$. For example, modalities $\alpha$ and $\beta$ represent RGB and Depth respectively in the figure. We design two core components in the network: Fusion Transformer (FT) module and AU Transformer Encoder (TE). Two modalities are first extracted by a backbone network and then split the FC layer for each AU. After obtaining AU embeddings of two modalities, they are fused through a FT module to acquire the fusion features $F(\alpha, \beta)$. Then following 4 TEs in each pipeline, $F(\alpha, \beta)$ and $\beta$ are encoded. Two features after each encoder of two pipelines are fused again by another FT module. Each pipeline ends with a classifier, and the final losses are combined from both. It is worth noting that $\alpha$ and $\beta$ can also represent Depth and RGB in turn, which means our fusion framework is insensitive to the fusion order.

B. Transformer Encoder

We apply the multi-layer transformer encoder to encode each AU embedding feature. The Transformer encoder is formed by multiple alternating layers, where each layer consists of multiheaded self-attention and-wise feed-forward network blocks. LayerNorm (LN) [2] is utilized before every block and residual connector after every block. To summary, the transformer encoder is defined as:

$$X_{\alpha} = LN(MSA(X)) + X$$

$$X_{\beta} = LN(FFN(X_{\alpha})) + X_{\alpha}$$

where $X$ is the input of the Transformer layer, $X_{\alpha}$ is the output of the Transformer layer, $LN$ is LayerNorm and $MSA$ is multihead self-attention.

C. Fusion Transformer

The architecture of Fusion Transformer is shown in Fig. 1. Two modalities $\alpha$ and $\beta$ are denoted $X_{\alpha} \in \mathbb{R}^{T \times D}$ and $X_{\beta} \in \mathbb{R}^{T \times D}$ respectively. $T$ and $D$ are represented as AU class numbers and AU embedding feature dimensions, respectively. Inspired by the Multimodal Transformer in [32], we designed a two-heads self-attention for fusion, which is the core component in the fusion transformer. We define the Queries, Keys, Values as following: $Q_{\alpha}^i = X_{\alpha}W_{Q\alpha}^i$, $K_{\alpha} = X_{\alpha}W_{K\alpha}$, $V_{\alpha} = X_{\alpha}W_{V\alpha}$, and $V_{\beta} = X_{\beta}W_{V\beta}$, where $W_{Q\alpha}^i \in \mathbb{R}^{T \times D}$, $i \in \{1, 2\}$, $W_{K\alpha} \in \mathbb{R}^{T \times D}$, $W_{V\alpha} \in \mathbb{R}^{T \times D}$, $W_{V\beta} \in \mathbb{R}^{T \times D}$. Then the fusion multi-head self-attention equation $f(X_{\alpha}, X_{\beta})$ for $\alpha$ and $\beta$ is defined:

$$f(X_{\alpha}, X_{\beta}) = Att(Q_{\alpha}^1, K_{\alpha}, V_{\alpha}) \oplus Att(Q_{\alpha}^2, K_{\beta}, V_{\beta})$$

$$= \sigma(Q_{\alpha}^1 V_{\alpha}^T \sqrt{\frac{1}{d_k}}) \oplus \sigma(Q_{\alpha}^2 V_{\beta}^T \sqrt{\frac{1}{d_k}})$$

$$= \sigma(X_{\alpha}W_{Q\alpha}^1 (X_{\alpha}W_{K\alpha})^T \sqrt{d_k}) \oplus (3)$$

$$\sigma(X_{\beta}W_{Q\beta}^1 (X_{\beta}W_{K\beta})^T \sqrt{d_k})$$

where $\sigma$ is softmax, $\oplus$ is concatenation, and $d_k$ is dimension of queries and keys.

The other components in the fusion transformer are the same as the standard transformer encoder we mentioned above. Based on the attention of $Q_{\alpha}^1 K_{\beta} V_{\beta}$, the fusion transformer enables the $\alpha$ modality to receive information from $\beta$ modality and then combines them. It is worth noting that equation (3) can be easily extended to more modalities.
The weighted BCE loss is defined:

$$\mathcal{L} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{C} (y_k \times \log(\hat{y}_k) + (1 - y_k) \times \log(1 - \hat{y}_k))$$  \hspace{1cm} (7)$$

where $y_k$ and $\hat{y}_k$ represent the ground truth label and prediction for $AU_k$ respectively. There are two classifiers for the two pipelines in our model, where two losses are combined. We denote the loss for the first pipeline of fusion feature as $\mathcal{L}^{f(\alpha, \beta)}$ and the second pipeline of $\beta$ feature as $\mathcal{L}^\beta$, then the final loss can be written as:

$$\mathcal{L} = \lambda_1 \mathcal{L}^{f(\alpha, \beta)} + \lambda_2 \mathcal{L}^\beta$$  \hspace{1cm} (8)$$

where $\lambda_1$ and $\lambda_2$ are two positive regularization parameters.

IV. EXPERIMENTS

To evaluate our method, we examine our framework in AU detection based on single modality and also multi-modalities. Single modality experiments are designed to validate the efficiencies of the AU encoding by the transformer-based encoder. We also make multi-modalities AU detection experiments for fusion quality evaluation. We use two public multi-modal databases BP4D [39] and BP4D+ [40] for AU occurrence detection.

A. Data

1) BP4D: The dataset contains 41 subjects (23 females and 18 males) captured under laboratory environments. 8 tasks are designed to elicit a range of spontaneous emotions. There are $328 = 41 \times 8$ sequences in total with a frame rate of 25. Expert coders select the most expressive 20s of each sequence for AU coding. Around 140,000 labeled frames are included in our experiments and split into 3-fold for a fair comparison with state-of-the-art algorithms. In order to avoid training and testing on images of the same person, we use the same splits as in [23]. For each frame, the database provides 3D face meshes as well as corresponding texture images.

2) BP4D+: There are 140 subjects in BP4D+. On the basis of 8 tasks included in BP4D, two more tasks are introduced with a richer set of spontaneous emotions. Each frame is associated with synchronized 3D face mesh, 2D texture, thermal image, and a series of physiological signals. Similar to BP4D, 20 seconds from four tasks were AU labeled for all 140 subjects, resulting in 192,000 labeled frames. 12 Aus are selected and the performance of four-fold subject-exclusive cross-validation is reported.

B. Preprocessing

In our experiments, we use two modalities in BP4D and BP4D+: 2D RGB image and 3D face model. The face regions of RGB images are detected and cropped by the publicly available library OpenCV. A raw 3D face model contains a 30k - 50k number of vertices in BP4D and BP4D+ databases, including the face, hairs, and neck areas of a subject. We first cropped the face area of 3D meshes and then project them into depth images. All the face images, including RGB and
Depth, are resized to 244x244 for training and testing. We calculate the average and standard deviation of each modality in one dataset and then apply z-score standardization to each image.

C. Implementation Details

Both backbones in our model are ResNet-50 networks, which were pretrained on ImageNet [17]. The layer number and head number are set 3 and 4 in the transformer encoder, respectively. The AU embedding size is 128, the header size is 32, the MLP size is 256, and the dropout rate is 0.5. The fusion transformer module is a one-layer and two-head transformer encoder, and the other parameters are the same as the transformer encoder except there’s no dropout. The hyper-parameter $\lambda_1$ and $\lambda_2$ are selected by comparing the best F1-score in the first fold of BP4D, which are 0.6 and 0.4 respectively. The comparing results is shown in Table I. We use the stochastic gradient descent (GSD) optimizer with a momentum of 0.9 and weight decay of 0.0005. The initial learning rate is 0.01 and 10 times smaller every epoch start from epoch 4. The network is trained for 5 epochs for BP4D and 6 epochs for BP4D+. The batch size is set to 32 on both BP4d and BP4D+.

| $\lambda_1$ | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 1.0 |
|----------|------|------|------|------|------|------|------|------|
| $\lambda_2$ | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 |
| Avg F1    | 63.1 | 63.0 | 63.5 | 64.1 | 64.7 | 63.7 | 63.7 | 63.5 |

D. Results

1) single-modal results: Without fusion modules, each pipeline in our network is workable for single modality AU detection. Hence, we first compare our method to the state-of-the-art algorithms on a RGB modality in terms of F1-score. The methods evaluated on BP4D are including EAC [23], DSIN [7], JAA [31], SRERL [19], SEV-Net [37]. The upper section of Table II shows the results on BP4D, where our method achieves the highest performance in RGB modality. Specifically, our method outperforms all the SOTA methods in recognizing AU4, AU12, AU15, AU23, AU24. Our method achieves 4.2% higher than JAA, which used facial landmarks as a joint task for AU detection. Compare to SRERL, which requires an AU relation graph from label distribution, our method still shows 1.3% higher performance. Recently, SEV-Net achieved 63.9% in F1-score by including the transformer for Intra-AU and Inter-AU attention learning from the semantic descriptions of AUs. However, we don’t need these semantic descriptions of AUs and still achieve 64.2% by increasing 0.3% in F1-score. To evaluate our method on Depth modality, we compare with ResNet-50, as the baseline function, where our method improves the performance in almost all AUs, except the AU15, which is 0.1% less. The result is reported in the middle section of Table II. Our method on Depth performs better than RGB on some AUs, e.g., AU6, AU7, AU10. Moreover, it even performs best in all modalities on the following AU: AU7, AU12, AU14, AU23.

On BP4D+, we compare with following works: EAC [23], JAA [31], SEV-Net [37]. Since there’s no report on BP4D+ in EAC and JAA, we implement these two methods for AU detection on BP4D+. JAA implementation is based on their public source code and EAC is implemented by converting the original Theano framework to PyTorch. The results are shown in the upper section of Table III. Our method also outperforms the SOTA methods, which are 1.1%, 1.0%, and 0.7% higher than EAC, JAA, and SEV-Net, respectively. Similar to BP4D, the result of AU detection on Depth modality is shown in the middle of Table III, where our method is 2.9% higher than the baseline. The achieved F1-score at 62.0 is even higher than the other RGB-based SOTA methods, which could be caused by the high quality of the 3D model in BP4D+. The high performance of our method proves its ability for AU encoding.

2) multi-modal results: Fusion refer to the fusion of RGB and Depth in the modal column of Table II and Table III. Equation (3) shows $f(X_{rgb}, X_{depth})$ is not equal to $f(X_{depth}, X_{rgb})$, which means our method is sensitive to the order of fusion modalities. Based on various experiments results of evaluating the order of modalities in fusion transformer module, we report the result of $f(X_{rgb}, X_{depth})$ on Table II and $f(X_{depth}, X_{rgb})$ on Table III. The differences of the fusion modalities order will be discussed in the following ablation study subsection.

Late fusion is currently the most common fusion technique, so we use late fusion with ResNet-50 as a baseline. Then we compare with these methods on BP4D: MTUT [1], TEMT-Net [24], and AMF [36]. The F1-score of MTUT and TEMT-Net are reported in the paper of AMF, where the author implemented them with the fusion of RGB and Depth. Cut-switch is a data augmentation method in AMF, which is independent of AMF’s deep model. For a fair comparison, we compare AMF with its non-switched version without applying such data augmentation. The results on BP4D are shown in the bottom section of Table III. Our method outperforms all the related methods and achieves the highest F1-score at 64.8%, which is 2.6% higher than latefusion, 2.6% higher than MTUT, 1.6% higher than TEMT-Net, and 0.4% higher than AMF. In terms of 12 AUs, our method performs best in AU17 and AU24.

Besides baseline, we also compare our method to AMF on BP4D+ and report the results in the bottom part of Table III. Our method also achieves the best performance, showing 2.3% higher than latefusion and 1.5% higher than AMF. More specifically, our model achieves the best performances on AU1, AU4, AU7, AU10, AU17, and AU23.

As we can see, our multi-modal method is obviously outperformed over the single modal methods on both two datasets. In addition, the high performance over the related multi-modal methods also verifies the effectiveness of our method.
E. Ablation Study

1) Effect of individual part for AU detection: For more rigorous proof of the validity of our model, we conduct experiments on BP4D dataset to examine the two major individual components, transformer encoder, and fusion transformer. Two important components of our model, namely, transformer encoder (TE), and fusion transformer (FT), are tested as we run the same experiments using variations of the proposed network, with and without them. Table IV shows the performance of various combinations of the components in terms of F1-score over all the AUs. By using the transformer encoder to train latefusio features, the performance is improved by 0.5%, which provides another piece of evidence for the effectiveness of the transformer-based AU encoder. By applying the fusion transformer and without the transformer encoder, the performance is 0.8% higher than latefusion, which shows the effectiveness of the FT module. The last row shows the proposed method, with both TE and FT, achieves the best performance.

2) Effect of modal fusion order: As previously discussed, our method is affected by the order of modal fusion. Two fusion features, \( F(R, D) \) and \( F(D, R) \), respectively represent the output from fusion transformer by applying \( f(X_{depth}, X_{rgb}) \) and \( f(X_{depth}, X_{rgb}) \). We conduct experiments on BP4D and BP4D+ datasets and report the results in Table V. As we can see, \( F(R, D) \) shows improved performance than \( F(D, R) \) on BP4D, which is 0.5% higher, showing fusing the projected Depth features in RGB space is more effective. However, on BP4D+, fusion in Depth space outperforms than it in RGB space by 0.3%. The different quality of 3D data, different number of frames, and label imbalance may cause this difference. It is worth noting that both of these fusion features meet or exceed the performance of the state-of-the-art methods on each database.

F. Multi-modal AU Detection Analysis

Based on our method, we compare the recognition performance on both BP4D and BP4D+ datasets. The result on BP4D is shown in Fig. V. Usually, the fusion modality
TABLE V
ABLATION STUDY OF FUSION MODAL ORDER ON BP4D AND BP4D+ DATABASE. BOLD NUMBERS INDICATE THE BEST PERFORMANCE ON EACH DATABASE.

|     | BP4D | BP4D+ |
|-----|------|-------|
| AU1 | 51.6 | 50.3  |
| AU2 | 49.2 | 48.9  |
| AU4 | 57.6 | 58.0  |
| AU6 | 78.8 | 79.6  |
| AU7 | 77.5 | 77.3  |
| AU10| 84.4 | 84.5  |
| AU12| 87.9 | 88.2  |
| AU14| 65.0 | 62.4  |
| AU15| 56.5 | 54.7  |
| AU17| 64.3 | 61.8  |
| AU23| 55.1 | 53.9  |
| AU24| 55.1 | 53.9  |
| Avg | 64.8 | 64.3  |

performs better than the RGB, even when depth performs much lower. However, the fusion result is clearly lower than the RGB on AU4, with a 2.3% decrease. We propose an assumption that the Depth information plays a major role for AU4, so the poor property of Depth modality caused performance deduction in AU4. Fig.4 shows the fusion $F(R, D)$ also performs approximately to the RGB, but more to the Depth modality on AU4 on BP4D+.

In addition, Table V also shows the higher performance of $F(D, R)$ than $F(R, D)$ on AU4 of both BP4D and BP4D+. This also proves the depth data provided a more effective representation than the RGB on AU4.

Fig. 3 shows AU6, AU7, AU10, and AU14 have better performances in Depth than in RGB, which shows the high effectiveness of the AU Depth features. The $F(D, R)$ outperforms $F(R, D)$ in AU6, and AU10, but not in AU7 and AU14, which need more exploration and discussion in our future work.

V. CONCLUSIONS AND FUTURE WORKS

A. Conclusions

In this paper, we have presented a novel transformer-based multi-modal network for action unit detection. Without requiring prior knowledge like facial landmarks, AUs relation graphs, and AU semantic description, our framework utilize the transformer encoder and transformer fusion in multi-modal based AU detection. We evaluate our proposed method on 2 public multi-modalities databases and achieves superior performance over the peer state-of-the-art methods, not only on fusion modality but also on a single modality. Based on the performance of our work in different modalities, we further analyze the contribution of two modalities on different AUs.

B. Future Works

Our future work will include more modalities (e.g., thermal images, physiology signals) into the fusion strategy. Besides 3D Depth images, we also plan to develop more advanced approaches for 3D feature representations. As we discussed previously that AU4 obtains more information from the Depth images, so we can re-design the fusion module, where different AU features are following different fusion orders. Our work is also easy to be extended with the ROI-based attention module, which is widely used recently. The proposed framework will also be applied to other practical affection-related applications.
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