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Abstract

The many-to-one stable matching problem provides the fundamental abstraction of several real-world matching markets such as school choice and hospital-resident allocation. The agents on both sides are often referred to as residents and hospitals. The classical setup assumes that the agents rank the opposite side and that the capacities of the hospitals are fixed.

It is known that increasing the capacity of a single hospital improves the residents’ final allocation. On the other hand, reducing the capacity of a single hospital deteriorates the residents’ allocation. In this work, we study the computational complexity of finding the optimal variation of hospitals’ capacities that leads to the best outcome for the residents, subject to stability and a capacity variation constraint.

First, we show that the decision problem of finding the optimal capacity expansion is NP-complete and the corresponding optimization problem is inapproximable within a certain factor. This result holds under strict and complete preferences, and even if we allocate extra capacities to disjoint sets of hospitals. Second, we obtain analogous computational complexity results for the problem of capacity reduction. Finally, we study the variants of these problems when the goal is to maximize the size of the final matching under incomplete preference lists.
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1 Introduction

The stable matching problem has found multiple applications such as daycare admission in Denmark [27], school and hospital-resident allocation in the USA [2, 3, 1, 40, 43], school and university admission in Hungary [13, 14], school admission in Singapore [49], university admission in China [53], Germany [16] and Spain [37], faculty recruitment in France [8]. The many-to-one stable matching problem (HR) consists of two sides—henceforth referred to as hospitals and residents—where hospitals have fixed and known capacities. Both sides have preferences over each other, and the goal of the decision-maker is to find an assignment such that, in each pair, both agents simultaneously prefer each other over any other agent. The HR problem, and its multiple variants, have been widely studied in the literature by different disciplines: From a polyhedral [7, 9] and algorithmic [21] perspective, to geometry [46], mathematical programming [50], combinatorics [29], fixed-point methods [48] and graph theory [10].

As mentioned, in the standard version of HR, the capacity of the hospitals are fixed and known in advance. The decision-maker in charge of the final assignment does not have control over these quotas. However, there are multiple real-life situations in which the variation of the size of the market, expansion or reduction, could play a significant role. For example, when allocating couples in hospitals [40], siblings in school [19], scholarships or expenses reduction.

The idea of introducing new participants in the matching market has been previously studied through the lens of game theory and economics. This problem is known as entry comparative static, and is usually assumed that the introduced agent is an independent entity with a certain preference list; the participants of the opposite side also rank this new agent. It has been shown that when a new agent is introduced, then the resulting matching is weakly better (i.e., equal or better) for the agents of the opposite side [26, 22, 44]. On the mathematical programming domain, for the HR, the problem of deciding simultaneously capacity expansions on the hospitals' side and a stable matching was first proposed in [15]. Using integer programming, the authors demonstrated empirically that significantly better matchings for the residents can be obtained through the allocation of a few extra spots.

In this work, we study the computational complexity of the problem proposed in [15] as well as its counterpart, i.e., when reduction of the hospitals’ capacity is required. Roughly speaking, for the expansion of the market we study the following question:

\[
\text{Given a non-negative integer number } B \in \mathbb{Z}_+ \text{ of extra spots, which hospitals should the decision-maker expand the capacity of to obtain the best stable matching for the residents?}
\]

In the second part of this work, we focus on the reduction of the market. Simply, we study the following question:

\[
\text{Given a non-negative integer number } B \in \mathbb{Z}_+ \text{ of spots to be removed, which hospitals should the decision-maker reduce the capacity of in order to obtain the best stable matching for the residents?}
\]

We primarily focus on a rank-based metric to choose the best matching for residents. We also study the variants of the problems above under a cardinality-based metric, which has been widely studied in the literature [10, 22, 42, 32].

1.1 Related Work

In their seminal paper, Gale and Shapley [21] introduced the stable matching problem and provided a polynomial time algorithm known as the deferred acceptance (DA) algorithm. The DA algorithm
computes an assignment such that there is no pair of agents that would simultaneously prefer to be paired to each other rather than being in their current assignment; this is known as a stable matching. In practice, the DA mechanism has been extensively used to improve admission processes, e.g., see [1, 13]. For further details on stable matching mechanisms, see [44, 32]. In general, the main focus of the literature has been on finding the maximum cardinality stable matching, which can be efficiently obtained when there are incomplete preference lists without ties or complete preference lists that include ties. Once we assume both, incomplete lists and ties, the problem of finding the maximum cardinality stable matching becomes NP-hard even under very restrictive conditions [33]. In terms of approximation ratios, the best known factor is \( \frac{2}{3} \) [28] and the best lower bound is \( \frac{33}{29} \) [52].

The design of a stable matching mechanism, when the number of participants of one side is increased, has already been investigated in the past. If hospitals have capacity one, this is known as the entry comparative static in the stable marriage problem. In this setting, the two sides are traditionally called women and men. In [26, 22, 44], the authors proved that when a new woman is added to the instance, all men are matched weakly better. Recently, Kominers [30] extended this result to the many-to-one stable matching problem. On a similar path, Balinski and Sonmez [11] proved that the DA method is invariant with respect to residents who improve their score in the ranking lists, i.e., instead of introducing a new agent, the ranking of an existing agent is improved. A substantial part of the literature has focused on strategy-proof matching mechanisms, i.e., on matching mechanisms that incentivize participants to reveal their true preferences. Sonmez [47] proved that hospitals can manipulate the stable matching in their favor by falsely reporting a reduced capacity. Moreover, Romm [38] proved that the stable matching mechanism can still be manipulated even if the reported capacities are enforced during the admission process. Digressing from the entry comparative static approach and strategy-proof mechanisms, Bobbio et al. [15] considered the allocation of extra capacities to hospitals as a decision variable rather than a parameter. Alternatively to the integer programming approach proposed by the authors, a solution methodology for optimizing the outcome for the residents is devised in [1]. Our work focuses on providing the computational complexity landscape of the problem tackled in [15, 4], its counterpart where existent hospital spots are removed, and other variants.

In [17, 6], the problem of capacity expansion was addressed in the framework of residents’ interviews for the hospital admission and was solved through an optimal portfolio choice. In [31], the authors studied how the expansion of interviews (only on the residents’ side) impacts the final matching. Kamada and Kojima [25] studied matching mechanisms that impose regional quotas for the Japan Residency Matching Program. Our work differs from this, since we look to optimize the quotas rather than imposing them. A problem related to ours was addressed in [21]. As part of their problem’s input, they considered a profile of “resources” that can be allocated to “projects” (which would be the hospitals). The authors concentrated on designing strategy-proof and efficient mechanisms. In the capacity variation problems considered in our work, the resources are decision variables rather than part of the input. Even if we translate the capacity expansion problem into the setting in [51], the input size would be exponential. In [35], the authors studied the presence of couples in matching markets. The authors proved that by adding at most 9 extra capacities in a market with couples, the existence of a stable matching is guaranteed.

---

\[1\] Not all the agents are ranked. In the case of incomplete preference lists, the Rural Hospital Theorem holds [10, 22, 32, 52], which states that all the stable matchings have the same cardinality.

\[2\] Some agents in the preference list are ranked equally. In the case of preference lists with ties, all the weakly stable matchings are complete (under the assumption that the cardinalities on the two sides of the bipartition are equal). Weakly stability means there is no pair of agents that strictly prefer to be matched to each other rather than being in their current assignment.
The problems studied in our work also relate to the literature on resource augmentation [36, 24, 45], where the goal is to design algorithms whose performance is compared to the benchmark that takes decisions with complete information but with a deficit in resources. For more details, we refer the interested reader to [45] and the references therein. Finally, in the context of ride sharing, it has been shown that the expansion of the capacities of the drivers by $\varepsilon$ leads to a substantial reduction in the cost of the matching [5], which, however, is not required to be stable.

1.2 Contributions and Organization

This paper is organized as follows. In Section 2, we introduce the formal notation, the problem of expanding capacities (Problem 1), and the problem of reducing capacities (Problem 2).

In Section 3, our main focus is to establish the complexity of Problem 1. To achieve this result, we first prove, in Corollary 3.2, that determining the resident-optimal stable matching in the presence of ties is NP-hard and is not approximable within $\tilde{n}^{1-\varepsilon}$, for any $\varepsilon > 0$, where $\tilde{n}$ is the number of residents. This result puts a boundary on the computability of the resident-optimal stable matching, which is well known to be polynomially solvable when there are no ties. The remainder of Section 3 is devoted to study the complexity of the capacity expansion problem. All our results are proven in the special case in which the capacity of every hospital is at most 1. Indeed, even under very restrictive assumptions, finding the allocation of extra capacities to the hospitals that minimizes the average hospital rank of the residents is NP-hard, and for any $\varepsilon > 0$, it cannot be approximated within a factor of $(\tilde{n}/2)^{(1-\varepsilon)/2}$ unless $P=NP$ (Theorem 3.1). This result may be counter-intuitive because, in the vanilla version of HR, we can compute in polynomial-time the resident-optimal stable matching, which is equivalent to the one that minimizes the average hospital rank. Our complexity proof is based on a new structure that we call village. Each village is assigned some extra capacities, and the preferences of the hospitals and residents in a village ensure that the extra capacities can be optimally allocated only in a specific way.

In Section 4, we study the capacity reduction problem. We prove that this problem is NP-hard, and for any $\varepsilon > 0$, it cannot be approximated within a factor of $(\tilde{n}/2)^{(1-\varepsilon)/2}$ unless $P=NP$ (Theorem 4.1). The proof follows a similar reasoning as in Theorem 3.1. We exploit again the structure of the village, in which now every relevant hospital has capacity 1.

In Section 5, we study several variants of Problems 1 and 2. Specifically, we partition the set of hospitals and allocate (remove) a certain amount of capacities to (from) each set of the partition. Theorem 5.2 shows that, even when we partition the set of hospitals and we allocate to or remove from each set at most one spot, finding the optimal allocation is an NP-hard problem. Moreover, we prove that the optimization version of the problem is not approximable within a factor of $\tilde{n}^{1-\varepsilon}$, for any $\varepsilon > 0$ (Theorem 5.4). The equivalent results for the reduction problem are shown in Theorem 5.6. Finally, we provide similar results to the variant of the problems that consider as an objective function the cardinality of the matching, Theorems 5.8 and 5.10 respectively.

Finally, some conclusions are drawn in Section 6. A summary of our results and relevant results from the literature can be found in Table 1.

2 Preliminaries and Problem Definition

The many-to-one stable matching problem consists of a set of residents $R = \{i_1, \ldots, i_{|R|}\}$, a set of hospitals $H = \{j_1, \ldots, j_{|H|}\}$ and a set of edges $E$ between $R$ and $H$. A resident and a hospital are linked by an edge in $E$ if they deem each other acceptable. In this work, we assume (if not otherwise stated) that every resident-hospital pair is acceptable, i.e., $E = R \times H$. Each hospital $j \in H$ has an non-negative integer capacity $c_j \in Z_+$ that represents the maximum number of residents that
Table 1: Compilation of our contributions and relevant computational complexity results from the literature. HR corresponds to the many-to-one stable matching problem, the suffixes I and T stand for incomplete preference lists and for preference lists with ties, respectively.

| FRAMEWORK                        | DECISION VERSION OF THE PROBLEM |
|----------------------------------|---------------------------------|
|                                  | Maximum cardinality | Average hospital rank |
| HR/HRI                           | Polynomial [40, 22, 42, 32]    | Polynomial [21, 34, 20, 39] |
| HRT                              | Polynomial [32]              | Inapprox. (Section 3)       |
| HRTI                             | NP-complete [33]             | Inapprox. (Section 3)       |
| HR capacity variation            | Trivial                      | Inapprox. (Sections 3 and 4) |
| HR cap. variation subsets        | Trivial                      | Inapprox. (Section 5)       |
| HRI cap. variation subsets       | NP-complete (Section 5)       | Inapprox. (Section 5)       |

hospital $j$ can admit. In this setting, a matching $M$ is a subset of $\mathcal{E}$ in which each hospital $j$ appears in at most $c_j$ pairs and each resident appears in at most 1 pair. We denote by $M(i)$ and $M(j)$ the hospital assigned to resident $i$ and the subset of residents assigned to hospital $j$, respectively.

An instance $\Gamma$ of the HR problem corresponds to a tuple $\Gamma = (\mathcal{R}, \mathcal{H}, \succ, \mathbf{c})$, where $\mathbf{c} \in \mathbb{Z}^{|\mathcal{H}|}_+$ is the vector of capacities and $\succ$ corresponds to the profile of preferences that residents have over hospitals and vice-versa. Specifically, we assume that the preference list of each resident is a linear order. We use the notation $j \succ_i j'$ to describe when resident $i$ prefers hospital $j$ over hospital $j'$. We assume that every agent is individually rational, i.e., every agent prefers the proposed assignment than to be unmatched. Concerning the preference list of every hospital, we assume it is a responsive linear order over the power-set of the residents $\mathcal{R}$. A responsive linear order facilitates the description of the preference list, since we only have to focus on the linear order over single residents. We write $i \succ_j i'$ to denote when hospital $j$ prefers resident $i$ over $i'$. Whenever the context is clear, we drop the subscript in $\succ$.

We emphasize that in the HR problem, unless otherwise stated, the preference lists are complete and strict (there are no ties). Under these assumptions, the length of the preference list of each agent, hospital or resident, is exactly the size of the other side of the bipartition. Therefore, preference lists can be interpreted in terms of rankings. Formally, for each resident $i \in \mathcal{R}$ and hospital $j \in \mathcal{H}$, we denote by $\text{rank}_i(j) \in \{1, \ldots, |\mathcal{H}|\}$ the rank of hospital $j$ in the list of resident $i$. This means, for example, that the most preferred hospital has the lowest ranking. Analogously, we define $\text{rank}_j(i) \in \{1, \ldots, |\mathcal{R}|\}$ for all $j \in \mathcal{H}$, $i \in \mathcal{R}$.

Given a matching $M$, we say that a pair $(i, j) \in \mathcal{E}$ is a blocking pair if the following two conditions are satisfied: (1) resident $i$ is unassigned or prefers hospital $j$ over $M(i)$, and (2) $|M(j)| < c_j$ or hospital $j$ prefers resident $i$ over at least one resident in $M(j)$. The matching $M$ is said to be stable if it does not admit a blocking pair. Gale and Shapley [21] showed that every instance of the HR problem admits a stable matching that can be found in polynomial time by the deferred acceptance method, also known simply as the Gale-Shapley algorithm. In particular, this algorithm can be designed to prioritize the residents in the following sense: Let $M$ and $M'$ be two different stable matchings, we say that a resident $i$ weakly prefers $M$ over $M'$ if $M(i) \succ_i M'(i)$ or $M(i) = M'(i)$.

---

4For any two subsets of residents $\mathcal{R}', \mathcal{R}''$, we denote that hospital $h$ prefers $\mathcal{R}'$ over $\mathcal{R}''$ as $\mathcal{R}' \succ_h \mathcal{R}''$. A preference relation of a hospital is responsive if for every $\mathcal{R}' \subseteq \mathcal{R}$ with $|\mathcal{R}'| \leq c_h$, $s' \in \mathcal{R}'$ and $s'' \notin \mathcal{R}'$, we have that (i) $\mathcal{R}' \succ_h \mathcal{R}' \cup \{s''\} \setminus \{s'\}$ if and only if $\{s'\} \succ_h \{s''\}$, and (ii) $\mathcal{R}' \succ_h \mathcal{R}' \setminus \{s'\}$ if and only if $\{s'\} \succ_h \emptyset$. Therefore, a responsive preference list can be obtained from the linear order over singletons. Since responsive preferences are substitutable and satisfy the law of aggregated demand, our results hold also under these more relaxed assumptions.
Then, the DA algorithm can be adapted to compute the unique stable matching that is weakly preferred by all residents over all the other possible stable matchings. Such unique stable matching is called resident-optimal.

**Notation** To ease the exposition, we avoid using the symbol $\succ$ when presenting a preference list, instead we simply separate agents by "," and use the convention that the leftmost agents are the most preferred. For instance, we will represent the preference list $w \succ w' \succ w''$ as $w, w', w''$. Throughout this work, for a given integer $k \geq 1$, we use the shorthand $[k] := \{1, \ldots, k\}$. Finally, otherwise stated, we use indices $i$ for residents and $j$ for hospitals.

### 2.1 Problem Definition

In this work, we focus on the stable matchings that minimize the average hospital rank. Recall that we denote by $\text{rank}_i(j)$ the position of hospital $j$ in the list of resident $i$. The average hospital rank of a matching $M$ is defined as

$$\text{AvgRank}(M) := \sum_{(i,j) \in M} \text{rank}_i(j), \tag{1}$$

where, to ease the exposition, we do not divide by the total number of hospitals. We consider Expression (1) as the objective function, since a basic result states that a stable matching $M$ is resident-optimal if, and only if, it is a stable matching of minimum average hospital rank \cite{15}.

In our first problem, proposed in \cite{15}, we aim to improve the allocation of residents by increasing the capacity of the hospitals. For a non-negative vector $t \in \mathbb{Z}_+^H$, we denote by $\Gamma_t = \langle R, H, \succ, c + t \rangle$ an instance of the CA problem in which the capacity of each hospital $j \in H$ is $c_j + t_j$. Observe that $\Gamma_0$ corresponds to the original instance $\Gamma$ with no capacity expansion. Formally, we define the capacity expansion problem as follows.

**Problem 1 (Min-AvgExp HR).**

**INSTANCE:** A CA instance $\Gamma = \langle R, H, \succ, c \rangle$, a non-negative integer expansion budget $B \in \mathbb{Z}_+$, and a target value $K \in \mathbb{Z}_+$.

**QUESTION:** Is there a non-negative vector $t \in \mathbb{Z}_+^H$ and a matching $M_t$ such that

$$\text{AvgRank}(M_t) \leq K,$$

where $t$ satisfies $\sum_{j \in H} t_j \leq B$ and $M_t$ is a stable matching in instance $\Gamma_t$?

Given parameters $B$ and $K$, Problem 1 aims to determine the existence of an allocation of $B$ extra spots through vector $t$ such that there is a stable matching with an average hospital rank of at most $K$.

Throughout the paper, we assume that the total capacity of the hospitals is at least the total number of residents, i.e., $\sum_{j \in H} c_j \geq |R|$. If this assumption does not hold, we must define the cost of an un-assigned resident. A natural option is to add an artificial hospital with large capacity such that is ranked last by every resident. Therefore, un-assigned residents will be allocated in the artificial hospital whose rank is $|H| + 1$. Note that as a consequence of our assumption, $\sum_{j \in H} c_j \geq |R|$, there may be hospitals that do not fill their quota.

In our second problem, we aim to find the reduction of the hospitals’ capacities such that the final average hospital rank is the lowest possible, i.e., that has the least impact on the allocation of residents. As before, for a non-negative vector $t \in \mathbb{Z}_+^H$, we denote by $\Gamma_{-t} = \langle R, H, \succ, c - t \rangle$ an
instance of the CA problem in which the capacity of each hospital \( j \in \mathcal{H} \) is \( c_j - t_j \). Formally, we define our second problem as follows.

**Problem 2 (Min-Avg\textsubscript{\text{RED}} HR).**

**INSTANCE:** A CA instance \( \Gamma = (\mathcal{R}, \mathcal{H}, \succ, c) \), a non-negative integer reduction budget \( B \in \mathbb{Z}_+ \) such that \( -B + \sum_{j \in \mathcal{H}} c_j \geq |\mathcal{R}| \) and a target value \( K \in \mathbb{Z}_+ \).

**QUESTION:** Is there a non-negative vector \( \mathbf{t} \in \mathbb{Z}_+^{|\mathcal{H}|} \) and a matching \( M_t \) such that

\[
\text{AvgRank}(M_t) \leq K,
\]

where \( \mathbf{t} \) satisfies \( \sum_{j \in \mathcal{H}} t_j \geq B \) and \( (c_j - t_j) \geq 0 \) for every \( j \in \mathcal{H} \), and \( M_t \) is a stable matching in instance \( \Gamma - \mathbf{t} \)?

Note that in Problem 2 we have the additional constraint that the capacity of every hospital should remain non-negative after removing spots, i.e., \( c_j - t_j \geq 0 \) for all \( j \in \mathcal{H} \). We further assume that the sum of the reduced hospitals’ capacities is greater or equal than the number of residents, i.e., \( -B + \sum_{j \in \mathcal{H}} c_j \geq |\mathcal{R}| \). As in Problem 1 if this assumption does not hold, we can transform the instance by adding an artificial hospital with a large capacity (which is ranked last in every resident’s list) and by allowing the reduction of capacities to the original hospitals only.

### 3 The Capacity Expansion Problem

Our main result in this section establishes the computational complexity and inapproximability of Problem 1. Denote by Min-Avg\textsubscript{\text{EXP}} HR opt the optimization version of Problem 1, i.e., the problem of finding the allocation of extra spots and the stable matching in the expanded instance that minimizes AvgRank. Formally, our main result is the following.

**Theorem 3.1.** Min-Avg\textsubscript{\text{EXP}} HR is NP-complete. Moreover, for any \( \varepsilon > 0 \), Min-Avg\textsubscript{\text{EXP}} HR opt cannot be approximated within a factor of \((n/2)^{(1-\varepsilon)/2}\), where \( n \) is the number of residents, unless P=NP.

To give some insights on the difficulty of Problem 1 we first present an intuitive approach when \( B = 1 \) and we show that it does not always provide an optimal solution. In real life instances, certain hospitals may be “more popular” than others, namely, they are preferred by well-known voting methods such as Majority or Borda count [53]. Thus, when \( B = 1 \), a natural approach is to assign the additional spot to the hospital that is preferred by the majority or Borda count. However, as the following example shows, this is not necessarily optimal.

**Counterexample for the Majority and Borda count** Let \( \mathcal{R} = \{i_1, i_2, i_3, i_4, i_5, i_6\} \) and \( \mathcal{H} = \{j_1, j_2, j_3, j_4\} \). We assume that all hospitals have the same preference list: \( i_1 \succ i_2 \succ \cdots \succ i_6 \). Hospitals \( j_1, j_2 \) and \( j_3 \) have each capacity 1, and hospital \( j_4 \) has capacity 3. Resident \( i_1 \) ranks hospitals as \( j_2 \succ j_1 \succ j_3 \succ j_4 \). Resident \( i_2 \) ranks hospitals as \( j_2 \succ j_3 \succ j_1 \succ j_4 \). Resident \( i_3 \) ranks hospitals as \( j_3 \succ j_2 \succ j_4 \succ j_1 \). Residents \( i_4, i_5 \) and \( i_6 \) rank hospitals as \( j_1 \succ j_4 \succ j_3 \succ j_2 \). The resident-optimal stable matching is \( M = \{(i_1, j_2), (i_2, j_3), (i_3, j_4), (i_4, j_1), (i_5, j_4), (i_6, j_4)\} \) with AvgRank\( (M) = 11 \). Now, consider Problem 1 with \( B = 1 \) and \( K = 9 \). For this instance, an intuitive solution is allocating the extra spot to \( j_1 \), which is the most preferred hospital according to both Majority vote and Borda vote; the allocation of one extra capacity to \( j_1 \) is sub-optimal. Indeed, if we expand the capacity \( c_{j_1} = 1 \) to \( c_{j_1} = 2 \), then resident \( i_5 \) would be assigned to hospital \( j_1 \), which leaves an extra spot in hospital \( j_4 \). This solution reduces the average hospital rank by 1
unit and the resulting matching does not meet the target $K = 9$. Instead, if we expand the capacity of $j_2$ to 2, then resident $i_2$ is admitted by hospital $j_2$, leaving an empty spot in hospital $j_3$ that is filled by resident $i_3$; the resulting matching has an average hospital rank of 9.

As the previous example shows, the allocation of one extra spot is not trivial when we try to solve it by just looking at the residents’ preferences. However, we can still solve this problem in polynomial time by doing an exhaustive search in combination with the DA algorithm. To achieve this, we compute the resident-optimal stable matching using the DA mechanism in the instance $\hat{\Gamma}_t$ with $t = 1_j$ for each $j \in H$, where $1_j \in \{0, 1\}^{|H|}$ is the indicator vector whose $j$-th component is 1 and the rest is 0. Once we obtain the cost for each $j \in H$, we output the resident-optimal stable matching of minimum average hospital rank. Finally, we compare with our target $K$ to decide if such an allocation exists or not. Since the DA algorithm’s runtime complexity is $O(|R| \cdot |H|)$ [21], then this exhaustive search runs in $O(|R| \cdot |H|^2)$. Whether this can be improved remains an open question.

To prove Theorem 3.1, we first study a variant of the egalitarian stable marriage problem [32]. Formally, the stable marriage (SM) problem corresponds to the HR problem where $c_j = 1$ for all $j \in H$. We use SMT to indicate the version of SM when ties are present in the preference lists. A tie appears when an agent allocates in the same position of the list two different participants of the opposite side. For example, if the preference list for resident $i$ is $(j_1, j_3, j_2)$, then the rankings are $\text{rank}_i(j_1) = 1$, $\text{rank}_i(j) = 2$ for $j \in \{j_1, j_3\}$ and $\text{rank}_i(j_2) = 4$. For the SMT problem, stable matchings can be defined in several ways, but in this paper we consider weak stability [32]. Formally, a matching $M$ is weakly stable if there is no pair such that both agents strictly prefer each other over their allocation in $M$. An egalitarian stable matching is a stable matching that minimizes the total sum of the rankings, i.e., $\sum_{(i,j) \in M} [\text{rank}_i(j) + \text{rank}_j(i)]$. Manlove et al. [33] proved that the problem of finding the egalitarian stable matching for SMT is not approximable within $\tilde{n}^{1-\epsilon}$, for any $\epsilon > 0$, unless $P = NP$, where $\tilde{n}$ is the size of one side of the bipartition. For more details, we refer to Theorem 7 in [33].

Let us define the following variant of the egalitarian SMT problem.

**Problem 3 (Min-w SMT).**

| INSTANCE: An SMT instance $\Gamma = (R, H, >, c)$ with $c_j = 1$ for all $j \in H$ and a target value $K \in \mathbb{Z}_+$. |
| QUESTION: Is there a weakly stable matching $M$ such that $\text{AvgRank}(M) \leq K$? |

We use Min-w SMT opt to denote the optimization version of Min-w SMT, i.e., the problem of finding a weakly stable matching that minimizes AvgRank. Using the ideas in [33], we can obtain the following result for Min-w SMT.

**Corollary 3.2.** Min-w SMT is NP-complete. Moreover, for any $\epsilon > 0$, Min-w SMT opt is not approximable within a factor of $\tilde{n}^{1-\epsilon}$, unless $P = NP$, where $\tilde{n} = |H|$. This result holds even if ties are only in one side, there is at most one tie per list, and each tie is of length two.

For completeness, we provide the proof of this corollary in the Appendix. Let us now provide a sketch of the steps to prove Theorem 3.1. Given an instance $\Gamma$ of Min-w SMT, we construct the following instance $\hat{\Gamma}$ of Min-Avg$_{\text{exp}}$ HR: For every hospital in $\Gamma$ that has ties in its preference list, we create a village of residents and hospitals with different capacities and strict preferences. In Lemma 3.4, we prove that the construction can be done in polynomial time and it selects a special

---

4Throughout this paper, round brackets denote a tie.
stable matching in the new instance. Let $M$ be the stable matching of minimum average hospital rank in MIN-w SMT; in Lemma 3.5 we prove that the stable matching $M_t$ in $\hat{\Gamma}$ is in fact the stable matching of minimum average hospital rank in MIN-Avg$_{exp}$ HR.

3.1 Design of the Instance

First, we observe that MIN-w SMT is NP-complete even if ties occur only among the preference lists of residents and in each preference list there is at most one tie of length 2, and it is positioned at the head of the list. For more details, we refer to Remark A.1 in the Appendix. Throughout this section, we assume that an instance of SMT satisfies these properties. Now, we introduce a polynomial transformation from such an instance of MIN-w SMT to an instance of MIN-Avg$_{exp}$ HR.

Let $\Gamma = (\mathcal{R}, \mathcal{H}, \succ, c)$ be an instance of MIN-w SMT such that $c_j = 1$ for all $j \in \mathcal{H}$ and $|\mathcal{R}| = |\mathcal{H}| = n$. Let $L \leq n$ be the number of residents with ties in their preference list. The set of residents is partitioned in two sets $\mathcal{R} = \mathcal{R}' \cup \mathcal{R}''$ where $\mathcal{R}'$ is the set of residents with a tie of length 2 at the head of the preference list and $\mathcal{R}''$ is the set of residents with a strict preference list. Henceforth, we fix an ordering of the residents in $\mathcal{R}$ and denote $\mathcal{R}' = \{i_1, \ldots, i_L\}$ and $\mathcal{R}'' = \{i_{L+1}, \ldots, i_n\}$. Since preference lists are complete, observe that in any weakly stable matching every resident is matched$^5$

In the following, we create an instance $\hat{\Gamma} = (\hat{\mathcal{R}}, \hat{\mathcal{H}}, \hat{\succ}, \hat{c})$ of MIN-Avg$_{exp}$ HR with a specific target value and budget.

### Hospitals and residents.

First, we add a copy of the hospitals in $\mathcal{H} = \{j_1, \ldots, j_n\}$ and residents in $\mathcal{R}' = \{i_{L+1}, \ldots, i_n\}$ We also introduce a set of hospitals $\mathcal{H}' = \{j_{1,1}, \ldots, j_{n,1}\} = \mathcal{H}'_0 \cup \ldots \cup \mathcal{H}'_{n-1}$ of size $n^2$ (where each $\mathcal{H}'_{j,h}$ has size $n$), a set $\mathcal{Z} = \{z_1, \ldots, z_{n^3}\}$ of hospitals of size $n^3$, and a set $\mathcal{X} = \{x_1, \ldots, x_{n \cdot L}\}$ of hospitals of size $n \cdot L$. Recall that we index the residents in $\mathcal{R}'$ as $i_1, \ldots, i_L$. For every resident $i_\ell \in \mathcal{R}'$, where $\ell \in [L]$, we introduce additional hospitals and residents, to form a structure that we call village, namely

- a set of residents $W_\ell = \{w_{\ell,h}\}_{h \in [n]}$;
- a resident $y_\ell$;
- two sets of hospitals $V_{\ell,0} = \{v_{\ell,h}\}_{h \in [n]}$ and $V_{\ell,1} = \{v_{\ell,h}^1\}_{h \in [n]}$. Let $V_\ell = V_{\ell,0} \cup V_{\ell,1}$.

We denote as $\mathcal{B}_{i_\ell}$ the village associated with resident $i_\ell \in \mathcal{R}'$ and $\mathcal{V} := \bigcup_{\ell = 1}^L V_\ell$. In summary, we have $\hat{\mathcal{R}} = \mathcal{R}'' \cup \{W_\ell, y_\ell\}_{\ell \in [L]}$ and $\hat{\mathcal{H}} = \mathcal{H} \cup \mathcal{H}' \cup \mathcal{X} \cup \mathcal{V} \cup \mathcal{Z}$.

### Capacity vector.

Now, let us construct the capacity vector: For each hospital $v \in \mathcal{V} \cup \mathcal{H}' \cup \mathcal{Z}$, we consider $\hat{c}_v = 0$; for every other hospital $j \in \mathcal{H} \cup \mathcal{X}$, we take $\hat{c}_j = 1$.

### Preference lists.

We now proceed to construct the preference lists in $\hat{\Gamma}$.

Given a resident $i_\ell \in \mathcal{R}'$ with $\ell \in [L]$, let $(j_{\sigma_1, \sigma_2}, j_{\sigma_3}, \ldots)$ be her ranking of the hospitals in the original instance $\Gamma$ (the parenthesis symbolizes the tie at the head of the list). We provide the preference lists of the residents and hospitals in village $\mathcal{B}_{i_\ell}$ with $\ell \in [L]$, namely

$$w_{\ell,1}: v_{\ell,1}^1, V_{\ell,0} \setminus \{v_{\ell,0}^0\}, \mathcal{H}'_{n-1}, j_{\sigma_1}, \mathcal{Z}, \ldots, \mathcal{X}$$

$5$This follows from the hypothesis that preference lists are complete and that the total capacity of the hospitals can accommodate all the residents.
that the residents are always matched. In the following section, we will prove that it is optimal to assign

\[ w_{\ell,2} : v_{\ell,2}^1, \mathcal{V}_{\ell,0} \setminus \{v_{\ell,2}^0\}, \mathcal{H}_n^0, j_{\sigma_2}, \mathcal{Z}, \ldots, \mathcal{X} \]

\[ w_{\ell,h} : v_{\ell,h}^1, \mathcal{V}_{\ell,0} \setminus \{v_{\ell,h}^0\}, \mathcal{H}_n^0_{(n-1)}, j_{\sigma_h}, \mathcal{Z}, \ldots, \mathcal{X} \]

\[ h \in \{3, \ldots, n\} \]

\[ y_{\ell} : v_{\ell,1}^0, v_{\ell,1}^0, v_{\ell,3}^0, \ldots, v_{\ell,n}^0, \mathcal{Z}, \ldots, \mathcal{X} \]

\[ \ell \in [n] \]

\[ v_{\ell}^1, v_{\ell,h}, \ldots \]

\[ h \in [n] \]

where \( \mathcal{H}_h^0 = \{j_h^0, \ldots, j_h^0\} \). The purpose of positioning of set \( \mathcal{H}_h^0 \) in the preference lists of the residents \( w_{\ell,h} \) for \( h \in [n] \), is to ensure that we can mimic \( \text{rank}_{i_h}(j) \), for every \( j \in \mathcal{H}_h \) of the original instance. The symbol “…” means that the remaining agents on the other side of the bipartition are ranked strictly and arbitrarily.

Now, we present the preference list of the copy of every hospital \( j \in \mathcal{H} \) and every resident \( i \in \mathcal{R}'' \) in the new instance. We modify the original preference list of \( j \in \mathcal{H} \) by substituting every resident \( i_{\ell} \in \mathcal{R}' \) (for \( \ell \in [L] \)) with resident \( w_{\ell,r} \), where \( r = \text{rank}_{i_{\ell}}(j) \) is the rank of \( j \) in the list of \( i_{\ell} \).

If \( j \) is ranked first by \( i_{\ell} \), then we substitute \( i_{\ell} \) with resident \( w_{\ell,1} \) when \( j \) is the first hospital listed in the tie, otherwise with \( w_{\ell,2} \). Then, hospital \( j \) ranks arbitrarily a strict ordering of the remaining residents.

Let \( i \in \mathcal{R}'' \) and let \( j_{\sigma_1}, \ldots, j_{\sigma_n} \) be her strict and complete preference list in \( \Gamma \). The preference list of \( i \) in our new instance \( \hat{\Gamma} \) is

\[ \mathcal{H}_n^{0,1}, j_{\sigma_1}, \mathcal{H}_n^{0,2}, j_{\sigma_2}, \ldots, \mathcal{H}_n^{0,n}, j_{\sigma_n}, \mathcal{Z}, \ldots \]

The preference lists of hospitals in \( \mathcal{X} \), \( \mathcal{H}_h^0 \) and \( \mathcal{Z} \) are arbitrary. The sole purpose of the hospitals in \( \mathcal{X} \) is to ensure that there are sufficient capacities for all the residents. The scope of the set \( \mathcal{H}_h^0 \) is to help mimic the original ranking of the copies of the hospitals. The set of hospitals \( \mathcal{Z} \) is introduced to make costly certain re-allocation of extra spots. The set \( \mathcal{V} \) is used to leverage the stability and ensure that different allocations of extra spots yield sub-optimal results.

**Target value and budget.** Given target \( K \) and \( L \) residents with a tie in their list in an instance of Min-w SMT, we define target \( \hat{K} = n \cdot K + 2n \cdot L \) and budget \( \hat{B} = L \cdot n \) for Min-Avg \( \text{Avg}_{\text{exp}} \) HR, where \( L \) is the number of residents with a tie in their list.

Finally, note that \( \hat{\mathcal{R}} = \mathcal{R}'' \cup \{w_{\ell,h}, y_{\ell} \}_{\ell \in [L]} \) and \( \hat{\mathcal{H}} = \mathcal{H} \cup \mathcal{H}_h^0 \cup \mathcal{X} \cup \mathcal{V} \cup \mathcal{Z} \). Therefore, the instance \( \hat{\Gamma} \) consists of \( ((n - L) + L \cdot (n + 1)) + (n + n^2 + n \cdot L + L \cdot 2n + n^3) = n^3 + n^2 + 4n \cdot L + 2n \) residents and hospitals, which is \( O(n^3) \); therefore the construction can be done in polynomial time.

**Remark 3.3.** Note that if no extra spots are assigned in our new instance, the set of hospitals \( \mathcal{X} \) ensures that the residents are always matched\(^6\). Matching the residents to the hospitals in \( \mathcal{X} \) leads to a higher average hospital rank. In the following section, we will prove that it is optimal to assign \( L \cdot n \) extra capacities to the hospitals in \( \mathcal{V} \), whose initial capacity is zero.

### 3.2 Useful Lemmata

For this section, recall that we are considering budget \( B = L \cdot n \), where \( L = |\mathcal{R}'| \) is the number of residents with a tie in their preference list.

\(^6\)This could be done also by adding a copy of themselves at the end of their list, which is usually referred to as individual rationality. Matching with oneself means being unassigned.
Lemma 3.4. For every weakly stable matching $\hat{M}$ in $\Gamma$ with $\text{AvgRank}(M) = K^M$, there is an allocation $t$ respecting the budget $B = L \cdot n$ and a stable matching $\hat{M}_t$ in $\hat{\Gamma}_t = \langle \hat{R}, \hat{H}, \succ, t + c \rangle$ with $\text{AvgRank}(\hat{M}_t) = n \cdot K^M + 2n \cdot L$.

Proof. Let $\hat{M}$ be a (complete) weakly stable matching in $\Gamma$. Recall that $\mathcal{R}' = \{i_1, \ldots, i_L\}$ is the set of residents in $\Gamma$ with a single tie at the head of the list. Define the following set of indices in $M$:

$$\text{Idx}(M) = \{ (\ell, r) : r = \text{rank}_{i_\ell}(j), (i_\ell, j) \in M \cap (\mathcal{R}' \times \mathcal{H}) \}.$$ 

The set $\text{Idx}(M)$ contains the information of the pairs $\mathcal{R}' \times \mathcal{H}$ that are matched in $M$. Given $M$ and $\text{Idx}$, we now define the following sets that will be helpful in this proof. First, define the set of residents

$$\mathcal{W}^M = \{ w_{\ell,r} \in \mathcal{W} : (\ell, r) \in \text{Idx}(M) \},$$ 

and define the sets of hospitals

$$\mathcal{Y}^{M,0} = \{ v_{\ell,r}^0 \in \mathcal{Y} : (\ell, r) \in \text{Idx}(M) \},$$

$$\mathcal{Y}^{M,1} = \{ v_{\ell,h}^1 : (\ell, r) \in \text{Idx}(M), h \in [n] \setminus \{ r \} \}.$$ 

We now provide an allocation of extra spots $t$ with a total budget $B = L \cdot n$ and a stable matching $\hat{M}_t$ in $\hat{\Gamma}_t$.

- **Allocation of extra spots.** We assign one extra position to each hospital in $\mathcal{Y}^{M,0} \cup \mathcal{Y}^{M,1}$. For the rest of the hospitals, we assign 0 extra capacity. We denote this allocation $t$. Formally, we have

$$t_u = \begin{cases} 1 & u \in \mathcal{Y}^{M,0} \cup \mathcal{Y}^{M,1} \\ 0 & \text{otherwise} \end{cases}$$

Since $L = |\mathcal{R}'|$, all of the extra positions $B = L \cdot n$ were used.

- **Matching.** For each $(\ell, r) \in \text{Idx}(M)$ with $j$ such that $r = \text{rank}_{i_\ell}(j)$ in $\Gamma$, we match the following pairs in $\hat{M}_t$: $(w_{\ell,r}, j)$, $(y_{\ell}, v_{\ell,r}^0)$, and $(w_{\ell,h}, v_{\ell,h}^1)$ for $h \in [n] \setminus \{ r \}$. Note that if $j$ is ranked first by $i_\ell$, the hospital is listed first or second in the tie. If $j$ is listed first, then $r = 1$ and we match the pair $(w_{\ell,1}, j)$, otherwise, $r = 2$ and we match the pair $(w_{\ell,2}, j)$. For each $(i, j) \in M$ with $i \in \mathcal{R}''$, we match the pair $(i, j)$ in $\hat{M}_t$, where $j$ is the corresponding copy in $\mathcal{H}$; recall that $\mathcal{R}''$ is the set of residents with a strict preference list. Formally, matching $\hat{M}_t$ is as follows:

$$\hat{M}_t = \{ (i, j) : (i, j) \in M \cap (\mathcal{R}'' \times \mathcal{H}) \}$$

$$\cup \{ (w_{\ell,r}, j) : r = \text{rank}_{i_\ell}(j), (i_\ell, j) \in M \cap (\mathcal{R}' \times \mathcal{H}) \}$$

$$\cup \{ (y_{\ell}, v_{\ell,r}^0) : (\ell, r) \in \text{Idx}(M) \}$$

$$\cup \{ (w_{\ell,h}, v_{\ell,h}^1) : (\ell, r) \in \text{Idx}(M), h \in [n] \setminus \{ r \} \}.$$ 

Let us verify that $\hat{M}_t$ is a stable matching $\hat{\Gamma}_t$. First, note that residents $i \in \mathcal{R}''$ and hospitals $j \in \mathcal{H}$ cannot create blocking pairs because of their stability in $M$. Now, let us check the stability of the pairs in each village $\mathcal{B}_i$, where $i_\ell \in \mathcal{R}'$ with $\ell \in [L]$. Consider $j \in \mathcal{H}$ and assume for now that $j$ is ranked first by $i_\ell$, i.e., $j$ is listed first or second in the tie: $j = j_r$ with $r = 1, 2$. The pairs matched in village $\mathcal{B}_i$ are $(w_{\ell,r}, j)$, $(y_{\ell}, v_{\ell,r}^0)$ and $(w_{\ell,h}, v_{\ell,h}^1)$ for $h \in [n] \setminus \{ r \}$.
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The pair \( (w_{\ell,r}, j) \) is clearly stable; in fact, \( w_{\ell,r} \) cannot be matched to any of the hospitals in \( v_{\ell,r}' \) and \( \mathcal{V}_{\ell,0} \setminus \{ v_{\ell,r}' \} \) because they have capacity 0. If \( r = 2 \), \( w_{\ell,r} \) cannot be matched to any hospital in \( \mathcal{H}_{\ell,0} \) because they all have capacity 0. Also, \( j \) cannot create a blocking pair. Indeed, all the residents \( w_{\ell,r} \) ranked in its preference list before \( w_{\ell,r} \) are matched to hospitals of the form \( v_{\ell,r}' \) that they rank first. The case in which \( r = 1 \) is analogous.

For \( h \in [n] \setminus \{ r \} \), \( w_{\ell,h} \) ranks \( v_{\ell,h}' \) first and vice-versa, hence the \( n - 1 \) pairs \( (w_{\ell,h}, v_{\ell,h}') \) are stable.

If \( r = 2 \), then \( y_{\ell} \) ranks \( v_{\ell,r}' \) first, and \( v_{\ell,r}' \) cannot be matched to any of the residents in \( \mathcal{W}_{\ell} \setminus \{ w_{\ell,r} \} \) because of the previous point; therefore, pairs \( (y_{\ell}, v_{\ell,r}') \) are stable when \( r = 2 \). If \( r = 1 \), then \( y_{\ell} \) ranks \( v_{\ell,r}' \) second, and \( y_{\ell} \) cannot be matched to \( v_{\ell,2}' \) because it has capacity 0. As before, \( v_{\ell,r}' \) cannot create a blocking pair with any of the residents in \( \mathcal{W}_{\ell} \setminus \{ w_{\ell,1} \} \) because they are matched to their most preferred hospital. Therefore, the pair \( (y_{\ell}, v_{\ell,r}') \) is also stable when \( r = 1 \).

The case in which \( j \) is ranked third or more by \( i_\ell \) is analogous to the case in which \( j \) is of the form \( j_r \) with \( r = 2 \) in \( i_\ell \)’s preference list. Therefore, \( \hat{M}_\ell \) is a stable matching in \( \hat{\Gamma}_\ell \).

Next, we compute the average hospital rank in \( M \) and \( \hat{M}_\ell \). In \( M \), we can distinguish whether a resident is matched to a hospital ranked first or not, and we can distinguish if a resident is in \( \mathcal{R}' \) or \( \mathcal{R}'' \). Let \( K'' \) be the average hospital rank of residents in \( \mathcal{R}' \), \( K' \) be the average hospital rank of the residents in \( \mathcal{R}' \) that are matched to a hospital in their ties, and \( K^* \) be the average hospital rank of the residents in \( \mathcal{R}' \) that are matched to a hospital they rank third or more. Note that \( K' \) is also the number of residents matched to a hospital they rank first. The average hospital rank of \( M \) is \( K^M = K'' + K' + K^* \). We now show that \( \text{AvgRank}(\hat{M}_\ell) = n \cdot K'' + n \cdot K' + n \cdot K^* + (n + 1) \cdot (K' + L - K^*) + L \cdot (n - 1) \):

- The first term, \( n \cdot K'' \), is given by the contribution from the residents in \( \mathcal{R}'' \).
- The second term is given by the pairs \( (w_{\ell,r}, j), (y_{\ell}, v_{\ell,r}') \) (for \( r = 1 \) or \( r = 2 \)) in the villages \( \mathcal{B}_{\ell} \) of the residents \( i_\ell \) in \( M \) that are matched to a hospital they rank first.
- The third contribution is given by the pairs \( (w_{\ell,r}, j), (y_{\ell}, v_{\ell,r}') \) (for \( r \geq 3 \)) in the villages \( \mathcal{B}_{\ell} \) of the residents \( i_\ell \) in \( M \) that are matched to a hospital they rank third or more.
- The forth term, \( L \cdot (n - 1) \), is given by the pairs of the form \( (w_{\ell,h}, v_{\ell,h}') \) for \( h \neq r \), of which there are \( n - 1 \) in each of the \( L \) villages.

If we rearrange the terms, we obtain \( \text{AvgRank}(\hat{M}_\ell) = n \cdot K'' + n \cdot K' + n \cdot K^* + (n + 1) \cdot (K' + L - K^*) + L \cdot (n - 1) = n \cdot K^M + 2n \cdot L \).

In the next result, we show that the allocation vector and the stable matching constructed in Lemma 3.4 correspond to the solution with the minimum average hospital rank, as long as the original matching is of minimum average hospital rank.

**Lemma 3.5.** Consider a weakly stable matching \( M \) in \( \Gamma \) of minimum average hospital rank. Then, the allocation \( t \) and the stable matching \( \hat{M}_\ell \) constructed in Lemma 3.4 are the solutions of minimum average hospital rank for \( \Gamma \) when \( B = L \cdot n \).
Proof. Let $M$ be a stable matching in $\Gamma$ of minimum average hospital rank. Recall the instance $\hat{\Gamma}$ constructed in Section 3.1 the allocation
\[
t_u = \begin{cases} 
1 & u \in V^{M, 0} \cup V^{M, 1} \\
0 & \text{otherwise},
\end{cases}
\]
and the matching
\[
\hat{M}_t = \{(i, j) : (i, j) \in M \cap (R' \times H)\} \\
\cup \{(w_{\ell, r}, j) : r = \text{rank}_{i_j}(j), (i, j) \in M \cap (R' \times H)\} \\
\cup \{(y_{\ell}, v^0_{\ell, r}) : (\ell, r) \in \text{Idx}(M)\} \\
\cup \{(w_{\ell, r}, v^1_{\ell, h}) : (\ell, r) \in \text{Idx}(M), h \in [n] \setminus \{r\}\},
\]
constructed in Lemma 3.4. Denote by $\hat{K} = nK^M + 2nL$, which is the average rank of $\hat{M}_t$ in $\hat{\Gamma}$. Now, we will prove that any other feasible allocation $\tilde{t}$ with total budget $B = L \cdot n$ and any stable matching $\tilde{M}_t$ in the expanded instance $\tilde{\Gamma}$ have $\text{AvgRank}(\tilde{M}_t) \geq \hat{K}$. \[\qed\]

Given allocation $t$, note that it is not optimal to move one extra capacity from a hospital $v^s_{\ell, h}$ to a hospital $j \in H \cup H^0 \cup X \cup Z$ for $s = 0, 1$. Indeed, $X$ already has $B$ positions available, but since it is at the end of the preference list of every resident, it would be sub-optimal to match a resident to a hospital in it. Similarly, it would be sub-optimal to allocate an extra-capacity to $Z$, since all the residents are already matched to a hospital they prefer to any hospital in $Z$.

Regarding the hospitals in $H^0$, let us assume we move a capacity from $v^s_{\ell, h}$ to a hospital $h^0 \in H^0$ with $s = 0, 1$ and $h \in [n]$. If $v^s_{\ell, h}$ was matched to $y_{\ell}$, then $y_{\ell}$ will be matched to some hospital ranked after $Z$ with a rank of at least $n^3$, making the transfer sub-optimal. Otherwise, $v^s_{\ell, h}$ was matched to resident $w_{\ell, h}$; therefore, resident $w_{\ell, h}$ will be matched to a certain $v^0_{\ell, h'}$, which was previously matched to $y_{\ell'}$; hence, the same reasoning just seen for $y_{\ell}$ applies, making the transfer of the extra spots sub-optimal.

The additional cost in the average rank obtained by moving a position from $v^s_{\ell, h}$ to a hospital in $H$ follows the same reasoning just outlined for $H^0$. Therefore, this is also a sub-optimal re-allocation, and it is optimal to assign all the extra capacities to hospitals in $V$. Consequently, $B$ residents are matched to hospitals in $V$ and the remaining residents are matched to hospitals in $H \cup H^0$.

Given the fact above, we only have to focus on feasible allocations in hospitals that belong to $V$. In the following, we analyze why a different allocation of extra capacities in $V$ does not lead to a stable matching with a lower average hospital rank. Since $M$ is a stable matching of minimum average hospital rank in $\Gamma$ and each resident in the new instance $\hat{\Gamma}$ ranks in the first $n^3$ positions only one hospital in $H$, a re-allocation of extra capacities within the same village would result in a matching with a worse objective within the village. Therefore, the re-allocation of extra capacities that could improve the objective is the one obtained by transferring extra positions from one village to another village. Consider $i_{\ell}, i_{\ell'} \in R'$. We now analyze the effects of moving one extra capacity from village $B_{i_{\ell'}}$ to village $B_{i_{\ell}}$. The reason why we are analyzing these transfers of extra capacities is because the corresponding residents are not necessarily matched with their top choice so their ranking and the overall average ranking may improve.

\footnote{Note that the optimal solution may not use the entire budget, for instance, when every resident is matched with her top choice. However, we can always arbitrarily assign the remaining extra spots without affecting the final average hospital rank.}
• From $v_{\ell,r}^0$ to $v_{\ell,r}^0$. Note that, by assumption, both residents $y_{\ell'}$ and $y_{\ell}$ are matched in $\hat{M}_t$ to $v_{\ell',r}^0$ and $v_{\ell,r}^0$ (for a certain $r \leq n$), respectively. If we move one extra position from $v_{\ell',r'}^0$ to $v_{\ell,r}^0$, then $w_{\ell,r}$ un-matches from $j$ ($r = \text{rank}_t(j)$) and matches to $v_{\ell,r}^0$, thus providing a reduction in the objective value between $n$ and $n^2$. The preference list of $v_{\ell,r}^0$ prevents $y_{\ell}$ to be matched to $v_{\ell,r}^0$ because $w_{\ell,r}$ is more preferred and $w_{\ell,r}$ prefers $v_{\ell,r}^0$ over $j$. As a consequence, $j$ is un-matched and is re-assigned to $y_{\ell'}$ (who was un-matched as a consequence of removing the extra spot of $v_{\ell',r'}^0$). By matching $y_{\ell'}$ to $j$, the objective value increases by at least $n^3$. Therefore, it is sub-optimal to move an extra capacity in this way.

• All the remaining cases follow a similar reasoning.

Therefore, there is no allocation $\tilde{t} \neq t$ and a stable matching $\hat{M}_t$ with an objective value strictly lower than $\bar{K}$.

\[ \square \]

### 3.3 Min-Avg$_{exp}$ HR is NP-complete

In the following, we prove the main result of this section, Theorem 3.1.

**Proof of Theorem 3.1** Min-Avg$_{exp}$ HR is clearly in NP since given $t$ and a matching $\hat{M}_t$ in instance $\hat{\Gamma}_t$, we can verify in polynomial time whether $\hat{M}_t$ is stable, whether the budget $B = L \cdot n$ is satisfied and whether its objective value is less than the target value. We now show that Min-Avg$_{exp}$ HR is NP-complete.

From Corollary 3.2 we know that Min-w SMT is NP-complete. Consider the reduction given in Section 3.1. In the constructed instance $\hat{\Gamma}$ of Min-Avg$_{exp}$ HR, we set the budget to $B = L \cdot n$ and the target value to $\bar{K} = n \cdot K + 2n \cdot L$, where $K$ is the target value of the instance of Min-w SMT.

First, suppose that the answer to the instance of Min-w SMT is NO, i.e., there is no weakly stable matching $M$ with an average hospital rank less or equal than $K$. Let $M$ be a weakly stable matching with minimum average hospital rank $K^M$; note that $K^M > K$. Next, we prove that there is no allocation of extra positions and a stable matching in the respective instance $\hat{\Gamma}$ of Min-Avg$_{exp}$ HR with an objective value less or equal than $nK + 2nL$. Indeed, in Lemma 3.3 we show that there is an allocation $t$ and a stable matching $\hat{M}_t$ with $\text{AvgRank}(\hat{M}_t) = nK^M + 2nL$. In Lemma 3.5 we prove that these are the best solutions since $M$ is the optimal matching. Therefore, $nK^M + 2nL > nK + 2nL = \bar{K}$, which means that the answer for the instance of Min-Avg$_{exp}$ HR is also NO.

On the other hand, consider a YES instance of Min-w SMT. Then, there is a weakly stable matching $M$ with an average hospital rank of $K^M \leq K$. Therefore, the allocation $t$ and the stable matching $\hat{M}_t$ in $\hat{\Gamma}$ constructed in Lemma 3.3 have an objective value of $nK^M + 2nL \leq nK + 2nL = \bar{K}$. Hence, the instance of Min-Avg$_{exp}$ HR has a YES answer.

Let us prove now that, for any $\varepsilon$, Min-Avg$_{exp}$ HR $\text{OPT}$ is not approximable within a factor of $(\bar{n}/2)^{1/2} = 1 + \varepsilon$, where $\bar{n}$ is the number of residents, unless P=NP. Consider an instance $\Gamma$ of Min-w SMT with $n$ residents and $L \geq 1$ of them with a tie in their preference list. Let $M^{yes}$ and $M^{no}$ be the stable matchings of minimum average hospital rank for the cases in which the answer of the decision problem Min-w SMT is YES and NO, respectively. Corollary 3.2 implies that, for any $\varepsilon > 0$, $\text{AvgRank}(M^{no}) \geq n^{1-\varepsilon} \cdot \text{AvgRank}(M^{yes})$. Now, consider the reduction presented in Section 3.1 from instance $\Gamma$ to an instance $\hat{\Gamma}$ of Min-Avg$_{exp}$ HR. Lemma 3.3 implies that there
are allocations $t$ and $t'$, and matchings $\hat{M}^{yes}_t$ and $\hat{M}^{no}_t$ for the respective YES and NO answers of MIN-Avg$_{exp}$ HR such that

$$\text{AvgRank}(\hat{M}^{yes}_t) = n \cdot \text{AvgRank}(M^{yes}) + 2nL$$

$$\text{AvgRank}(\hat{M}^{no}_t) = n \cdot \text{AvgRank}(M^{no}) + 2nL.$$ 

Recall that the reduction in Section 3.1 constructs $\hat{\Gamma}$ with $\bar{n} := |\hat{R}| \leq 2n^2$ residents. Then, for any $\varepsilon > 0$, we have

$$\frac{\text{AvgRank}(\hat{M}^{no}_t)}{\text{AvgRank}(\hat{M}^{yes}_t)} \geq \frac{n^{1-\varepsilon}}{\bar{n}^2} = \frac{2}{2^{1-\varepsilon}},$$

where the first inequality is because $f(x) = (a + x)/(b + x)$ is increasing when $b > a$. This completes the proof.

Note that the proof can be slightly modified to obtain a similar result for HR with incomplete preference lists, as long as the condition $\sum_{j \in H} c_j \geq |R|$ is met (e.g., we can remove one hospital in $X$ from the preference list of a resident).

4 The Capacity Reduction Problem

In this section, we focus on Problem 2 that looks for the reduction of capacities such that the residents’ allocations are impacted the least. Our main result establishes the computational complexity of this problem. Formally, our result is the following.

**Theorem 4.1.** MIN-Avg$_{red}$ HR is NP-complete. Moreover, for any $\varepsilon > 0$, MIN-Avg$_{red}$ HR opt cannot be approximated within a factor of $(\bar{n}/2)^{(1-\varepsilon)/2}$, where $\bar{n}$ is the number of residents, unless P=NP.

**Proof.** We restrict our analysis to the case in which hospitals’ capacities are all 1. Recall that Problem 2 assumes that reducing the capacities of hospitals does not leave any resident un-assigned.

First, clearly MIN-Avg$_{red}$ HR is in NP, since for a given vector $t$ and a matching $M_t$, we can verify in polynomial time whether $t$ satisfies the lower bound on the number of spots to be removed, whether $M_t$ is stable in $\Gamma - t$ and if the target value is attained. Now, we concentrate on showing that the problem is NP-complete.

The rest of the proof follows the same idea than the proof of Theorem 3.1. We build a reduction from an instance $\Gamma$ of Min-w SMT into an instance $\hat{\Gamma}$ of MIN-Avg$_{red}$ HR. We assume that $\Gamma$ satisfies $|\mathcal{R}| = |\mathcal{H}| = n$, ties occur only in residents’ lists, and each of their preference list has at most one tie of length 2 positioned at the head of it. Recall also that we denoted by $\mathcal{R}'$ the set of residents with a tie in their preference list and by $\mathcal{R}''$ the set of residents with strict preference lists. The corresponding $\hat{\Gamma}$ is defined as in the reduction presented in the proof of Theorem 3.1 with the following difference:

- For every village $\mathcal{B}_t$ defined for $i_t \in \mathcal{R}'$: Each hospital $v_{i_t,h}^1$ for $h \in [n]$ has capacity 1 and each hospital in $\mathcal{V}_{i_t,0}$ has capacity 1. All the remaining preferences and capacities remain as in Section 3.1.
Given a weakly stable matching \( M \) in the instance \( \Gamma \) with an average hospital rank \( \bar{K}_M \), we provide a reduction of the capacities \( t \) that respects the budget \( B = n \cdot L \) and we build a stable matching \( \hat{M}_t \) in \( \hat{\Gamma}_t \) with an average hospital rank \( \bar{K} = nK + 2nL \).

- **Reduction of capacities.** We remove \( n \) spots from each village \( B_\ell \) in the following way: Assume in \( M \) we have the pair \((i_\ell,j)\), where \( j \) is such that \( r = \text{rank}_{i_\ell}(j) \). Then, we reduce by 1 the capacities of \( v_{1,r}^\ell \) and of each hospital in \( V_\ell \setminus \{v_{0,r}^\ell\} \).

- **Matching.** We build the matching \( \hat{M}_t \) as follows: We match \((w_{\ell,r},j),(y_\ell,v_{0,r}^\ell)\), \(\{(w_{\ell,h},v_{1,h}^\ell)\}_{h \neq r}\). The remaining pairs are the same as in the proof of Lemma 3.4.

The rest of the proof is analogous to the proofs of Lemma 3.4, Lemma 3.5, and Theorem 3.1. \[ \square \]

Note that the proof can be slightly modified to obtain a similar result for HR with incomplete preference lists, as long as the condition \( -B + \sum_{j \in H} c_j \geq |R| \) is met.

## 5 Extensions

In this section, we investigate the variants of Problems 1 and 2 where the decision-maker has budgets for different subsets of hospitals. In the remainder of this section, we say that \( P = \{H_1, \ldots, H_q\} \) is a partition of the set of hospitals \( H \) if \( \bigcup_{k \in [q]} H_k = H \) and \( H_k \cap H_{k'} = \emptyset \) for all \( k, k' \in [q] \) with \( k \neq k' \).

### 5.1 Allocating Extra Spots to a Partition of Hospitals

We generalize Problem 1 to the setting where the set of hospitals is partitioned and we seek to find an allocation of extra spots such that each part has a specific budget. Formally, we study the following problem.

**Problem 4 (Min-Avg\textsuperscript{SUB EXP} HR).**

| INSTANCE: A CA instance \( \Gamma = (R, H, >, c) \), a partition \( P = \{H_1, \ldots, H_q\} \) of \( H \), budget for each part \( \{B_k \in \mathbb{Z}_+: k \in [q]\} \), and a non-negative integer target value \( K \in \mathbb{Z}_+ \). |
| QUESTION: Is there a non-negative vector \( t \in \mathbb{Z}_+^H \) and a matching \( M_t \) such that |
| \[ \text{AvgRank}(M_t) \leq K, \] |
| where \( t \) is such that \( \sum_{j \in H_k} t_j \leq B_k \) for each \( k \in [q] \) and \( M_t \) is a stable matching in instance \( \Gamma_t \)? |

The next result can be directly obtained by considering a single set of hospitals in the partition, i.e., \( q = 1 \) and \( P = H \), and by using Theorem 3.1.

**Corollary 5.1.** Min-Avg\textsuperscript{SUB EXP} HR is NP-complete.

Denote by Min-Avg\textsuperscript{SUB EXP} HR \( \text{OPT} \) the optimization version of Min-Avg\textsuperscript{SUB EXP} HR, i.e., the problem of finding an allocation of extra capacities and a stable matching in the expanded instance of minimum average hospital rank. In the following result, we show the approximation complexity of Min-Avg\textsuperscript{SUB EXP} HR \( \text{OPT} \).
Theorem 5.2. For any $\varepsilon > 0$, MIN-AVG$^{\text{SUBEXP}}$ HR OPT is not approximable within a factor of $n^{1-\varepsilon}$, unless $P=NP$, where $n$ is the number of residents. This result holds even if the partition $\mathcal{P} = \{\mathcal{H}_1, \ldots, \mathcal{H}_q\}$ is such that each $\mathcal{H}_k$ contains at most two hospitals and $B_k \in \{0,1\}$ for every $k \in [q]$.

Before proving Theorem 5.2, we need to introduce a variant of Problem 4, where the goal is to find a stable matching whose size is at least a certain target. The problem of finding the maximum cardinality stable matching is one of the main focus of the literature [32]. We investigate it in relation with capacity expansion when there are incomplete preference lists. Recall that a CA cardinality stable matching is one of the main focus of the literature [32]. We investigate it in

Problem 5 (MAX-CARD$^{\text{SUBEXP}}$ HRI).

INSTANCE: A HR instance $\Gamma = (\mathcal{R}, \mathcal{H}, >, c)$ with incomplete preference lists, a partition $\mathcal{P} = \{\mathcal{H}_1, \ldots, \mathcal{H}_q\}$ of $\mathcal{H}$, budget for each part $\{B_k \in \mathbb{Z}_+ : k \in [q]\}$ and a non-negative integer target value $K \in \mathbb{Z}_+$.

QUESTION: Is there a non-negative vector $t \in \mathbb{Z}_+^\mathcal{H}$ and a matching $M_t$ such that

$$|M_t| \geq K,$$

where $t$ is such that $\sum_{j \in \mathcal{H}_k} t_j \leq B_k$ for each $k \in [q]$ and $M_t$ is a stable matching in instance $\Gamma_t$?

Recall that if we consider complete preference lists, the problem above becomes trivial since all stable matchings have the same size. We prove the following result.

Theorem 5.3. MAX-CARD$^{\text{SUBEXP}}$ HRI is NP-complete, even if the partition $\mathcal{P} = \{\mathcal{H}_1, \ldots, \mathcal{H}_q\}$ is such that each $\mathcal{H}_k$ is of size at most two and $B_k \in \{0,1\}$ for every $k \in [q]$.

The proof of this result can be found in the Appendix. Let us now focus on the proof of Theorem 5.2.

Proof of Theorem 5.2. Let $\varepsilon > 0$ and define $a = \lceil (3/\varepsilon) \rceil$. We consider an instance $\Gamma$ of MAX-CARD$^{\text{SUBEXP}}$ HRI in which the set of hospitals is $\mathcal{H}$, the set of residents is $\mathcal{R}$ (we assume $|\mathcal{R}| = n$), every $\mathcal{H}_k$ is of size at most two and $B_k \in \{0,1\}$ for every $k \in [q]$. We denote by $O_j$ (resp. $O_i$) the preference list of hospital $j$ (resp. resident $i$). We assume that the target value $K$ is equal to $n$.

We now build an instance $\tilde{\Gamma}$ of MIN-AVG$^{\text{SUBEXP}}$ HR OPT. Let us define $A = n^{a-1}$. In this instance, the set of hospitals is $\left( \bigcup_{h=1}^A \mathcal{H}^h \right) \cup \mathcal{H}^0$ with $\mathcal{H}^h = \{j_1^h, \ldots, j_n^h\}$ and $\mathcal{H}^0 = \{j_1^0, \ldots, j_n^0\}$. The set of residents is $\left( \bigcup_{h=1}^A \mathcal{R}^h \right) \cup \mathcal{R}^0$ with $\mathcal{R}^h = \{i_1^h, \ldots, i_n^h\}$ and $\mathcal{R}^0 = \{i_1^0, \ldots, i_n^0\}$. For every pair $\{\mathcal{H}_k, B_k\}$ for $k \in [q]$ in $\Gamma$, we introduce copies in $\tilde{\Gamma}$ of the form $\{\mathcal{H}_k^h, B_k^h\}$ in $\mathcal{H}^h$ for $k \in [q]$ and $h \in [A]$. The hospitals in $\mathcal{H}^0$ have all capacity 1; the other hospitals have the same capacities of the original hospitals in $\Gamma$. For $j \in \mathcal{H}$ and $h \in [A]$, we denote by $O_j^h$ the preference list obtained by substituting in the preference list $O_j$ the residents in $\mathcal{R}$ with the residents in $\mathcal{R}^h$. We define similarly $O_i^h$. The preference lists of the hospitals and residents in $\Gamma$ are as follows:

$$\begin{align*}
\tilde{j}_h^0 : i_1^0, \ldots & \quad h \in [n^a] \\
\tilde{j}_h^h : \tilde{O}_h^h, \mathcal{R}_h^0, \ldots & \quad s \in [n], h \in [A] \\
\tilde{i}_h^0 : \tilde{j}_h^0, \ldots & \quad h \in [n^a]
\end{align*}$$
\[ i^h_s : O^h_s, \mathcal{H}_0, \ldots \quad s \in [n], h \in [A], \]

where the dots “…” in the preference lists mean that the remaining agents on the other side of the bipartition are ranked strictly and arbitrarily.

Our Min-Avg\textsubscript{SUB}\textsuperscript{EXP} SM instance comprises \(2n^a\) residents, so that \(\bar{n} := 2n^a\); the target value is \(K' = n^{2+2/2}\). The remainder of the proof follows the same reasoning as of Corollary 3.2; the proof can be found in the Appendix.

### 5.2 Removing Spots from a Partition of Hospitals

Similar to the problems presented in the previous section, we now study the generalization of Problem 2 where the set of hospitals is partitioned in \(q\) parts and each part has a budget for the removal of spots. Specifically, we consider the following problem.

**Problem 6** (Min-Avg\textsubscript{SUB}\text{RED} HR).

**Instance:** A CA instance \(\Gamma = (\mathcal{R}, \mathcal{H}, >, c)\), a partition \(\mathcal{P} = \{\mathcal{H}_1, \ldots, \mathcal{H}_q\}\) of \(\mathcal{H}\), budget for each part \(\{B_k \in \mathbb{Z}_+: k \in [q]\}\), and a non-negative integer target value \(K \in \mathbb{Z}_+\).

**Question:** Is there a non-negative vector \(t \in \mathbb{Z}_H^+\) and a matching \(M_t\) such that

\[ \text{AvgRank}(M_t) \leq K, \]

where \(t\) is such that \(\sum_{j \in \mathcal{H}_k} t_j \geq B_k\) and \(c_j - t_j \geq 0\) for \(k \in [q]\), and \(M_t\) is a stable matching in instance \(\Gamma_t\)?

For Problem 6, we prove the following inapproximability result.

**Theorem 5.4.** For any \(\varepsilon > 0\), Min-Avg\textsubscript{SUB}\text{RED} HR OPT is not approximable within a factor of \(n^{1-\varepsilon}\), unless \(P=NP\), where \(n\) is the number of residents. This result holds even with a partition in which each part \(\mathcal{H}_k\) contains at most two hospitals and \(B_k \in \{0,1\}\) for every \(k \in [q]\).

To prove Theorem 5.4, we need to study the analogous version of Problem 5 for the capacity reduction setting. Formally, we define the following problem.

**Problem 7** (Max-Card\textsubscript{SUB}\text{RED} SMI).

**Instance:** A CA instance \(\Gamma = (\mathcal{R}, \mathcal{H}, >, c)\) with incomplete preference lists, a partition \(\mathcal{P} = \{\mathcal{H}_1, \ldots, \mathcal{H}_q\}\) of \(\mathcal{H}\), budget for each part \(\{B_k \in \mathbb{Z}_+: k \in [q]\}\), and a non-negative integer target value \(K \in \mathbb{Z}_+\).

**Question:** Is there a non-negative vector \(t \in \mathbb{Z}_H^+\) and a matching \(M_t\) such that

\[ |M_t| \geq K, \]

where \(t\) is such that \(\sum_{j \in \mathcal{H}_k} t_j \geq B_k\) and \(c_j - t_j \geq 0\) for \(k \in [q]\), and \(M_t\) is a stable matching in instance \(\Gamma_t\)?

In particular, we show the following result.

**Theorem 5.5.** Max-Card\textsubscript{SUB}\text{RED} SMI is NP-complete. This result holds even with a partition in which each part \(\mathcal{H}_k\) is of size at most two and \(B_k \in \{0,1\}\) for every \(k \in [q]\).

**Proof.** The proof is analogous to the proof of Theorem 5.3 with the difference that every hospital in each part \(\mathcal{H}_k\) has capacity 1.

**Proof of Theorem 5.4.** The proof follows a similar reasoning as the proof of Theorem 5.2 with the difference that every hospital in each part \(\mathcal{H}_k\) has capacity 1.
6 Conclusions

In this work, we have investigated the following question: How should a centralized institution optimally manage a variation in the capacities of the hospitals? We addressed this question from two points of view: Capacity expansion and capacity reduction. Our analysis is focused on the computational complexity of these problems and some of its variations.

Our first result established the approximation hardness of the problem of finding the resident-optimal stable matching in the presence of ties. Our theorem defined a boundary on the complexity of the resident-optimal stable matching, which is well known to be polynomial-time solvable when there are no ties. We used this result as the first building block in the construction of the main proof of the paper: The approximation hardness of the problem of allocating optimally extra capacities to the hospitals to reduce the average hospital rank. Our proof introduced a crucial structure, the village, that enabled us to manage the subtleties of the allocation of extra capacities. The problem of allocating extra resources is not easier when we restrict the distribution of capacities to a partition of the hospitals. If the objective of the problem is the cardinality of the stable matching, we proved that it is NP-complete when the problem has incomplete lists. If the objective is the average hospital rank, the corresponding optimization problem cannot be approximated within a certain factor. The problem of reducing the capacities is equally interesting. Indeed, we showed that the capacity reduction problem is NP-complete. We generalized this result to the case in which the set of hospitals is partitioned and there is a budget for each part. For this problem, we proved that its optimization version is also inapproximable within a certain factor. Finally, we studied the variant of the problem that seeks to maximize the cardinality of the matching when the preference lists are incomplete.

We believe these results are significant because they emphasize the existence of an underlying structure in the stable matching problem which governs both the capacity expansion and reduction. Unveiling the properties of this structure is certainly an open question worth being explored. Another interesting future direction of research is understanding what is the role of meta-rotations \[23, 12, 18\] in the capacity variation problem.
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A Missing proofs

The following problem will be useful for the proofs that we provide in this Appendix.

**Problem 8 (Max-Card HRTI).**

\[
\text{INSTANCE: An HRTI instance } \Gamma = (R, H, >, c) \text{ with } c_j \in \{0, 1\}, \text{ for all } j \in H, |H| = |R| \text{ and a non-negative integer target value } K \in \mathbb{Z}_+.
\]

\[
\text{QUESTION: Is there a weakly stable matching } M \text{ such that } |M| \geq K? 
\]

Recall that HRTI corresponds to the problem with ties and incomplete preference lists. In [33], the authors proved that Max-Card HRTI is NP-complete. As the next remark states, this result holds even if ties are at the head of the preference list, only on one side of it, at most one tie per list, and each tie is of length 2.

**Remark A.1.** After the proof of Lemma 1 in [33], the authors showed that the problem Max-Card HRTI can be simplified to the case in which ties are only on one side of the bipartition and are at the end of the preference list. Since the ties of the new instance created in Lemma 1 from [33] are at most two, we can use the same reasoning to assume instead, without loss of generality, that in an instance of Max-Card HRTI and the corresponding Min-w SMT instance of Corollary 3.2 ties occur only at the head of a preference list.

A.1 Proof of Corollary 3.2

In this section, we prove that Min-w SMT is NP-complete and its optimization version cannot be approximated within a certain factor. The proof is inspired by the proof of Theorem 7 in [33]. The result in [33] is stated in the traditional notation of the stable marriage problem where both sides are defined as women and men, instead of residents and hospitals. To keep coherence with the previous work, for this proof we also denote both sides as women and men.

**Proof of Corollary 3.2.** Clearly, Min-w SMT is in NP. Given \( \varepsilon > 0 \), let \( a = \lceil (3/\varepsilon) \rceil \). From Theorem 2 in [33], we know that, when ties occur on the women’s side only, and each tie has length two, Max-Card HRTI is NP-complete. Consider an instance of Problem 8 with \( H = \{m_1, m_2, \ldots, m_n\} \) and \( R = \{w_1, w_2, \ldots, w_n\} \). We assume that the target value \( K \) is equal to \( n \), since it was shown that even for this target value the problem is NP-complete. Let \( O_h \) (resp. \( R_h \)) denote the preference list of man \( m_h \) (resp. woman \( w_h \)) for \( h \in [n] \). Next, we build an instance of Min-w SMT. Let \( C := n^{a-1} \), then
the set of men is \( \mathcal{H'} = \mathcal{H}^0 \cup \left( \bigcup_{h=1}^{C} \mathcal{H}^h \right) \) with \( \mathcal{H}^0 = \{ m_1^0, m_2^0, \ldots, m_n^0 \} \) and \( \mathcal{H}^h = \{ m_1^h, m_2^h, \ldots, m_n^h \} \) for \( h \in [C] \);

- the set of women is \( \mathcal{R'} = \mathcal{R}^0 \cup \left( \bigcup_{h\in[C]} \mathcal{R}^h \right) \) with \( \mathcal{R}^0 = \{ w_1^0, w_2^0, \ldots, w_n^0 \} \) and \( \mathcal{R}^h = \{ w_1^h, w_2^h, \ldots, w_n^h \} \) for \( h \in [C] \);

- for each \( h \in [n] \) and \( s \in [C] \), let \( O_h^s \) be the preference list obtained from \( O_h \) by replacing woman \( w_k \) in \( O_h \) by the corresponding woman \( w_k^s \), for every \( k \in [n] \). We refer to the women in \( O_h^s \) as the proper women for \( m_h^s \). Similarly, we define \( R_h^s \) and the proper men for \( w_h^s \). The preference lists for \( \mathcal{H'} \) and \( \mathcal{R'} \) are

\[
\begin{align*}
    m_h^0 &: w_h^0, \ldots & h &\in [n] \\
    m_h^s &: O_h^s, \mathcal{R}^0, \ldots & h &\in [n], s \in [C] \\
    w_h^0 &: m_h^0, \ldots & h &\in [n]^a \\
    w_h^s &: R_h^s, \mathcal{H}^0, \ldots & h &\in [n], s \in [C]
\end{align*}
\]

where the dots “…” in the preference lists mean that the remaining agents on the other side of the bipartition are ranked strictly and arbitrarily, and the sets mean that the agents within are ranked according to their indices;

- the target value is \( K' = (n^{a+2})/2 \).

Our Min-w SMT instance comprises \( 2n^a \) men and \( 2n^a \) women, so that \( \bar{n} := 2n^a \). Note also that the only ties in Min-w SMT occur in the preference lists of women \( w_h^s \) for \( h \in [n], s \in [C] \). Moreover, there is at most one tie per list, and each tie has length 2.

Suppose that we have a YES instance for Max-Card HRTI, i.e., there is a stable matching \( M \) with \( |M| = n \). We create a matching \( M' \) in Min-w SMT as follows: For every \( h \in [n] \), we add the pair \( (m_h^0, w_h^0) \) to \( M' \), and for each \( s \in [n] \), we add the pair \( (m_h^s, w_h^s) \) to \( M' \) for all \( \ell \in [C] \), where \( (m_s, w_k) \in M \). Note that \( M' \) is stable for our Min-w SMT instance. We also have that

\[
\text{AvgRank} (M') \leq n^a + n^{a-1}n^2 \leq \frac{n^{a+2}}{2} = K',
\]

since, without loss of generality, we may choose \( n \geq 3 \). Therefore, the objective value in Min-w SMT satisfies the target of \( K' \).

On the other side, let us suppose that we have a NO instance for Max-Card HRTI, i.e., it does not have a stable matching of cardinality \( n \). Then, in any stable matching \( M' \) of Min-w SMT, it holds that, for every \( s \in [C] \), there is some \( h \in [n] \) for which \( w_h^s \) is not matched to one of her proper men. Nonetheless, in \( M', m_h^s \) and \( w_h^s \) must be partners, for every \( h \in [n^a] \). Therefore, there is some \( h \in [n] \) such that \( \text{rank}_{w_h^s} (M'(w_h^s)) > n^a \). Hence, \( \text{AvgRank} (M') > n^{2a-1} > K' \) for any stable matching of our Min-w SMT instance.

Therefore, the existence of a polynomial-time approximation algorithm for Min-w SMT opt whose approximation ratio is as good as \( (2n^{2a-1})/n^{a+2} = 2n^{a-3} \) would give a polynomial-time algorithm for determining whether Max-Card HRTI has a stable matching in which everybody is matched (i.e., \( K = n \)). To conclude, we note that \( 2n^{a-3} = (2/2^{1-3/a}) \bar{n}^{1-3/a} > \bar{n}^{1-3/a} > \bar{n}^{1-\epsilon} \), which ends the proof.
A.2 Proof of Theorem 5.3

In this section, we prove that $\text{Max-Card}_{\text{exp}}^{\text{sub}}$ HRI is NP-complete.

Proof of Theorem 5.3. We build a polynomial reduction from an instance of Max-Card HRTI where ties are only on the hospital side, they are at the head of the preference list and are of length two. Let $H$ and $R$ be the set of hospitals and residents in $\Gamma$, respectively; $H' = H \cup H''$, where $H'$ is the set of hospitals with a tie at the head of the preference list and $H''$ is the set of hospitals with a strict preference list.

We build an instance $\tilde{\Gamma} = \langle \tilde{R}, \tilde{H}, \succ, \tilde{c} \rangle$ of $\text{Max-Card}_{\text{exp}}^{\text{sub}}$ HRI as follows:

- The set of residents is a copy of $R = \tilde{R}$;
- The set of hospitals $\tilde{H}$ consists of a copy of $H''$ and the set $\tilde{H} = \{j' : j \in H'\} \cup \{j'' : j \in H'\}$, i.e., we make two copies per hospital in $H'$. Each hospital in $H$ has capacity 0 and each hospital in $H''$ has capacity 1;
- For each resident in $\tilde{R}$, we keep the preference list that she has in the original instance $\Gamma$, with the exception that each $j \in H'$ in her preference lists is replaced by $j'$ if she does not appear in the tie. If she is the first resident listed in the tie of $j \in H'$, then we replace the hospital $j$ in the preference list by $j'$; otherwise, if the resident is listed second in the tie of $j \in H'$, then we replace the hospital $j$ in the preference list by $j''$;
- For the hospitals in $H''$, we maintain their preference lists of $\Gamma$ over the residents in $R$. For a hospital $j \in H'$ with a preference list $(i_{\sigma_1}, i_{\sigma_2}, i_{\sigma_3}, \ldots, i_{\sigma_s})$, the preference list of $j'$ becomes $i_{\sigma_1}, i_{\sigma_3}, \ldots, i_{\sigma_s}$, and that of $j''$ becomes $i_{\sigma_2}, i_{\sigma_3}, \ldots, i_{\sigma_s}$;
- For each hospital $j \in H''$, we create a set $\mathcal{H}_j = \{j\}$ with $B_j = 0$. For every hospital $j \in H'$, we create a set $\mathcal{H}_j = \{j', j''\}$ with $B_j = 1$. Clearly, the sets $\mathcal{H}_j$ induce a partition of the set of hospitals $\tilde{H}$.
- The target value is $K$, i.e., the same as in the Max-Card HRTI instance.

Let $M$ be a weakly stable matching of the Max-Card HRTI instance. We will show that there is a feasible allocation of the capacities $t$ and a stable matching $M_t$ in $\tilde{\Gamma}_t$ with the same cardinality, and thus, establishing the problems equivalence. For every pair $(i, j)$ in $M$, we have to distinguish whether $j \in H'$ or $j \in H''$. If $j \in H''$, then we add the corresponding pair $(i, j)$ to $M_t$; recall that for a hospital $j \in H''$, $B_j = 0$. Otherwise, $j \in H'$. If $i \neq i_{\sigma_2}$, then we allocate the extra capacity of part $\mathcal{H}_j$ to $j'$ and we match the pair $(i, j')$. If, instead, $i = i_{\sigma_2}$, then we match the pair $(i, j'')$ by assigning the extra capacity of part $\mathcal{H}_j$ to $j''$. If there is a hospital $j \in H'$ that has not been assigned to any resident, then we may allocate the extra capacity of part $\mathcal{H}_j$ to $j''$.

Note that $M_t$ is stable indeed. If not, there must be a blocking pair $(i, j)$ where both the resident and the hospital have a capacity of 1 (otherwise, a hospital with capacity 0 could not create a blocking pair). Note that $j$ must be in some $\mathcal{H}_k$ given that those subsets form a partition of $\tilde{H}$. Indeed, in each set $\mathcal{H}_k$ exactly one hospital has capacity 1, and for $k = j$, $j$ is exactly such hospital. If $|\mathcal{H}_j| = 1$, then $j \in H''$ and, thus, it has exactly the same preference list that it has in the instance $\Gamma$; therefore the corresponding pair $(i, j)$ in $M$ is a blocking pair, which yields a contradiction. If $|\mathcal{H}_j| = 2$, then we have to distinguish whether $j = j'$ or $j = j''$. If $j = j'$, then we find that $(i, j)$ is a blocking pair in $M$. Otherwise, if $j = j''$, then $(i, j)$ is a blocking pair if and only if $i = i_{\sigma_2}$ since it is the only resident ranking $j''$ in $\Gamma$. The pair $(i, j'')$ could be a blocking pair.

Alternatively, we may leave un-assigned the extra capacity $B_j$ for every unassigned hospital $j \in H'$ in $M$.  

---

\[8\] Alternatively, we may leave un-assigned the extra capacity $B_j$ for every unassigned hospital $j \in H'$ in $M$.  
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pair only if $j''$ has capacity 1; the extra capacity $B_j = 1$ was assigned to $j''$ in accordance with the reduction. Therefore $(i, j'')$ is already matched in $M_t$ and $(i, j'')$ cannot be a blocking pair.

Note that we have created a bijection between the set of stable matchings in the MAX-CARD HRTI instance and the allocation of extra spots as well as the set of stable matchings in the MAX-CARD$^{\text{SUB}}$ HRI instance modulo the stable matchings in the MAX-CARD$^{\text{EXP}}$ HRI instance that have some unassigned hospitals of the form $j'$ or $j''$. Moreover, this correspondence preserves the cardinality of the stable matching.

To conclude, note that the created instance introduces a polynomial number of hospitals, residents, preferences and pairs $\{(H_j, B_j)\}_{j \in \mathcal{H}}$ in the input. Moreover, it can be verified in polynomial time that: (1) the vector of allocation $\mathbf{t}$ satisfies the corresponding constraints and (2) the constructed stable matching has a cardinality greater or equal than the target value. \qed