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This is Big Data

Phase 2:

48 Mpx camera per scope

1 frame per telescope every 2 minutes

3 frames per pointing

3600 sq. deg per night

2×10^5 sources per pointing

20,000 sq. deg observable sky

100 pointings per night

Whole sky every week

2×10^7 sources per night

10^8 sources updated each week

And all data needs to be processed close to real-time!
Data

- Simulated - SkyMaker (courtesy of Dr. James Mallaney, U. of Sheffields)
- Imitate real image
- Contains point and extended sources randomly distributed
8057 objects
1752 objects of class 0 (extended sources, others)
6305 objects of class 1 (point sources)
Refered to catalog of the simulated image
Produced from 1 image as of now
Features/ Attributes

- attributes/features = values in the data fields describing the properties of each object (Ball & Brunner 2009)
- Different classes have different properties

Point Source               Extended Source               Flare
Detection and Feature Extraction

- Source Extractor (Bertin & Arnouts 1996)
- Robust, fast, support batches analysis
- Influenced by DAOPHOT (Stetson 1987)
- Determine centroid using threshold above certain background level, and in this work we use 2sigma
Feature Extraction

- Rely on source extractor to extract some feature, i.e., semi-major / minor axis, ellipticity, instrumental magnitude.

- Astropy model fitting of 10x10 region around the centroid to models, such as; 2d airry disk profiles, Moffat profiles, gaussian profile, sersic profile.
Artificial Neural Network

- Imitate biological neural network
- Universal function approximator
- Backward propagation and gradient descent algorithm
K-fold Cross validation

- Split sample to k subset pick one as a test set
- Combine the rest as training set
- Alternate the test set until complete k iteration
- Ensemble the prediction, select the final result by voting
## Result

### Confusion Metrics

|       | Class 0 | Class 1 |
|-------|---------|---------|
| Class 0 | 674     | 1078    |
| Class 1 | 841     | 5464    |
## Result

| Scoring    | Calculation | Score Value |
|------------|-------------|-------------|
| Accuracy   | \( \frac{t_p + t_n}{t_p + t_n + f_p + f_n} \) | 0.7618220 |
| Recall     | \( \frac{t_p}{t_p + f_n} \) | 0.8666137 |
| Precision  | \( \frac{t_p}{t_p + f_p} \) | 0.8352182 |
● Perform feature selection
● Estimator tuning
● Prepare to add more sample
● Look for problem with data?
●
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