Deformation Quantization of Poisson Structures Associated to Lie Algebroids
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Abstract. In the present paper we explicitly construct deformation quantizations of certain Poisson structures on $E^*$, where $E \to M$ is a Lie algebroid. Although the considered Poisson structures in general are far from being regular or even symplectic, our construction gets along without Kontsevich’s formality theorem but is based on a generalized Fedosov construction. As the whole construction merely uses geometric structures of $E$ we also succeed in determining the dependence of the resulting star products on these data in finding appropriate equivalence transformations between them. Finally, the concreteness of the construction allows to obtain explicit formulas even for a wide class of derivations and self-equivalences of the products. Moreover, we can show that some of our products are in direct relation to the universal enveloping algebra associated to the Lie algebroid. Finally, we show that for a certain class of star products on $E^*$ the integration with respect to a density with vanishing modular vector field defines a trace functional.
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1 Introduction

The question of existence and classification of formal star products deforming an arbitrary Poisson bracket on a Poisson manifold has been answered positively with the aid of Kontsevich’s famous formality theorem [30], see also [10] for a Fedosov-like globalization. Besides the regular or even symplectic case, which was very well understood long before, see [12, 17, 41], up to then the quantity of examples of truly Poisson structures, that were known to be deformation quantizable, was very poor: essentially the constant and the linear Poisson brackets on a vector space. The linear Poisson brackets are precisely the Kirillov–Kostant–Souriau brackets on the dual $g^*$ of a Lie algebra $g$. A star product for this Poisson bracket has been obtained in the early work of Gutt [22]. Even after the general existence results the number of examples that could be ‘handled’ concretely remained small whence there is a justified interest in such concrete examples.

In the present paper we consider Poisson brackets and their deformation quantizations that in some sense generalize both canonical Poisson brackets on cotangent bundles, see also [2, 4, 3], and linear Poisson brackets on $g^*$, see [22]. These extreme examples can be merged into the Poisson geometry of $(E^*, \theta_E)$, where $E \to M$ is a Lie algebroid and $\theta_E$ is the corresponding Poisson tensor on the dual bundle. One main point of our construction, that consists in a modified
Fedosov procedure, is that it is \textit{elementary} in the sense that it only relies on tensor calculus and avoids the use of the formality theorem. In addition, there are even more Poisson brackets that depend on an additional $d_E$-closed $E$-two-form accessible by our method than just the canonical one. Moreover, it is geometric and permits to investigate various properties of the constructed products.

Yet another independent motivation for this particular class of Poisson structures and corresponding star products is given as follows. Let $E^* \longrightarrow M$ be the dual of a vector bundle $E \longrightarrow M$ and let $\xi \in \Gamma^\infty(TE^*)$ be the Euler vector field on $E^*$.

**Definition 1.1** (Homogeneous star product). A star product $\star$ on $E^*$ is called homogeneous if $H = \mathcal{L}_\xi + \frac{\partial}{\partial \lambda}$ is a derivation of $\star$.

Such homogeneous star products played a crucial role in the first existence proofs on cotangent bundles, see \cite{7, 13}. The homogeneous star products enjoy very nice features which makes them an interesting class to study. The following properties are verified in complete analogy to the case of cotangent bundles:

**Proposition 1.2.** Let $\star = \sum_{r=0}^{\infty} \lambda^r C_r$ be a homogeneous star product on $E^*$.

i) The Poisson structure $\{f, g\}_\star = \frac{1}{\hbar} (C_1(f, g) - C_1(g, f))$ is a linear Poisson structure whence $E$ is a Lie algebroid.

ii) Let $f, g \in \text{Pol}^*(E^*)$ be of degree $k$ and $\ell$, respectively. Then

$$f \star g = \sum_{r=0}^{k+\ell} \lambda^r C_r(f, g) \quad \text{with} \quad C_r(f, g) \in \text{Pol}^{k+\ell-r}(E^*).$$

iii) The polynomial functions $\text{Pol}^*(E^*)[\lambda]$ are a $\mathbb{C}[\lambda]$-algebra with respect to $\star$. In particular, $\star$ converges trivially on $\text{Pol}^*(E^*)[\lambda]$ for all $\lambda = \hbar \in \mathbb{C}$.

iv) The polynomial functions $\text{Pol}^*(E^*)[\lambda]$ are generated by $\text{Pol}^0(E^*)[\lambda]$ and $\text{Pol}^1(E^*)[\lambda]$ with respect to $\star$.

v) $\text{Pol}^0(E^*)$ is a subalgebra with $\star$ being the undeformed commutative product.

It was brought to our attention by Simone Gutt that the homogeneity arguments from \cite{7, 13} should also apply to our more general situation beyond the cotangent bundle case yielding an existence proof independent of our approach.

Following a suggestion of the referee, one may also wonder whether on a particular geometry like a vector bundle $E^* \longrightarrow M$ there is a simplified construction of a formality which would allow for a construction of a star product for the linear Poisson structure analogously to the approach of Dito \cite{14} or Kathotia \cite{29}. We leave this question for a future investigation.

For the case of an integrable Lie algebroid there is yet another approach to quantization namely that of \textit{strict} deformation quantization considered in \cite{34} which is based on a generalized Weyl quantization using pseudo-differential operators. Also for the non-integrable case using the local integrating Lie groupoids, the latter product has been related to the universal enveloping algebra associated to the Lie algebroid in \cite{10}. It yields a star product on the polynomial functions on $E^*$. Actually, it is \textit{not} evident, see e.g. \cite{8}, but in fact true, that this product extends to a well-defined bidifferential formal star product on all smooth functions $C^\infty(E^*)$. Also Chemla discussed, in the framework of complex Lie algebroids, the relation between Lie algebroids and certain algebras of differential operators, see e.g. \cite{11}. Finally, one should note that although there are some similarities our setting and our construction are different from that in \cite{36}, where \textit{symplectic} Lie algebroids are quantized and not the dual $E^*$ with its in general truly non-symplectic Poisson structure.
Our paper is organized as follows: in Section 2 we collect some preliminaries on Lie algebroids $E \rightarrow M$ and associated Poisson brackets on $E^*$ to fix our notation. In Section 3 we present our construction of star products on the polynomial functions on $E^*$. We show that they actually quantize the given Poisson brackets and that they extend in a unique way to star products on all smooth functions. Our construction depends on an ordering parameter $\kappa$, an $E$-connection $\nabla$, and a formal series of $d_E$-closed $E$-two-forms $B$. Section 4 is devoted to a further investigation of the products. In particular, we show that among our star products there are homogeneous star products. In Section 5 we explicitly construct equivalence transformations between the algebroids: Indeed, for a Lie algebroid $E$ and to translate geometric concepts based on the (co-)tangent bundle into the language of Lie algebroids one main theme in the theory of Lie algebroids is to replace the tangent bundle by a vector bundle of fibre dimension $N$ over an $n$-dimensional manifold. Then $E$ is a Lie algebroid if it is equipped with a bundle map, the anchor $\varrho : E \rightarrow TM$, and a Lie bracket $[\cdot, \cdot]_E$ for the sections $\Gamma^\infty(E)$ in $E$ such that we have the Leibniz rule $[s, ut]_E = u[s, t]_E + (\varrho(s)u)t$ for all $u \in C^\infty(M)$ and $s, t \in \Gamma^\infty(E)$. It follows that $\varrho([s, t]_E) = [\varrho(s), \varrho(t)]$. There are (among many others) three examples of interest:

**Example 2.1** (Lie algebroids).

i) Clearly $TM$ with $\varrho = \text{id}$ and $[,]_{TM}$ the canonical Lie bracket is a Lie algebroid. Thus Lie algebroids over $M$ generalize the tangent bundle of $M$.

ii) If $M = \{ \text{pt} \}$ is a point then a Lie algebroid $\mathfrak{g} \rightarrow \{ \text{pt} \}$ is nothing but a Lie algebra. Thus Lie algebroids generalize Lie algebras, also.

iii) If $(M, \theta)$ is a Poisson manifold then $T^*M$ becomes a Lie algebroid with anchor $\varrho(\alpha) = -\alpha^\#$ and bracket $[\alpha, \beta]_\varrho = -\mathcal{L}_\alpha^\# \beta + \mathcal{L}_\beta^\# \alpha - d(\theta(\alpha, \beta))$, where $\alpha, \beta \in \Gamma^\infty(T^*M)$ and $\# : T^*M \rightarrow TM$ is defined by $\alpha^\# = \theta(\cdot, \alpha)$.

One main theme in the theory of Lie algebroids is to replace the tangent bundle by $E$ and to translate geometric concepts based on the (co-)tangent bundle into the language of Lie algebroids: Indeed, for a Lie algebroid $E$, the dual bundle $E^*$ becomes a Poisson manifold with a Poisson bracket $\{\cdot, \cdot\}_E$ such that

$$\{\text{Pol}^k(E^*), \text{Pol}^\ell(E^*)\}_E \subseteq \text{Pol}^{k+\ell-1}(E^*),$$  

(2.1)

where $\text{Pol}^k(E^*) \subseteq C^\infty(E^*)$ denotes those functions on $E^*$ which are homogeneous polynomials in fibre direction of degree $k$. This Poisson bracket is explicitly determined by

$$\{\pi^*u, \pi^*v\}_E = 0, \quad \{\pi^*u, \vartheta(s)\}_E = \pi^*(\varrho(s)u), \quad \text{and} \quad \{\vartheta(s), \vartheta(t)\}_E = -\vartheta([s, t]_E),$$  

(2.2)

where $\vartheta : \mathcal{S}^\infty(E) = \bigoplus_{k=0}^\infty \Gamma^\infty(S^k E) \rightarrow \text{Pol}^\infty(E^*)$ denotes the canonical graded algebra isomorphism between the symmetric $E$-tensor fields and polynomial functions on $E^*$. The signs in (2.2) are convention and yield the ‘correct’ canonical Poisson structure of $T^*M$ in the case of $E = TM$.
but the negative of the usual Kirillov–Kostant–Souriau bracket on $g^*$ in the case of a Lie algebra $E = g$. This also motivates the notion of linear Poisson structures. The property (2.11) can equivalently be described in terms of the corresponding Poisson tensor $\theta_E \in \Gamma^\infty(\Lambda^2 TE^*)$ of $\{\cdot, \cdot\}_E$ and the Euler vector field $\xi \in \Gamma^\infty(TE^*)$ on $E^*$ by

$$\mathcal{L}_\xi \theta_E = -\theta_E.$$ 

Moreover, for $\Gamma^\infty(\Lambda^* E^*)$ we obtain a differential $d_E$, i.e. a super-derivation of the $\wedge$-product of degree +1 with $d_E^2 = 0$ by literally copying the formula for the deRham differential. In particular, for $u \in C^\infty(M)$ we have $(d_E u)(s) = \varphi(s)u$, and for $\alpha \in \Gamma^\infty(E^*)$ one obtains

$$(d_E \alpha)(s, t) = \varphi(s)(\alpha(t)) - \varphi(t)(\alpha(s)) - \alpha([s, t]_E),$$

where $s, t \in \Gamma^\infty(E)$. The corresponding cohomology theory is the Lie algebroid cohomology, denoted by $H^*_E(M)$. In fact, all these three structures, Lie algebroid, linear Poisson structure, and differential, are completely equivalent, see e.g. [43, Section 4.2] for a pedagogical discussion.

**Definition 2.2** (Gauged Poisson bracket). For an arbitrary $d_E$-closed $E$-two-form $B_0$ we define the Poisson bracket $\{\cdot, \cdot\}_{B_0}$ by

$$\{\pi^* u, \pi^* v\}_{B_0} = \{\pi^* u, \pi^* v\}_E = 0, \quad \{\pi^* u, \varphi(s)\}_E = \pi^*(\varphi(s)u),$$

and

$$\{\varphi(s), \varphi(t)\}_E - \pi^* B_0(s, t) = -\varphi([s, t]_E) - \pi^* B_0(s, t).$$

We call $\{\cdot, \cdot\}_{B_0}$ the gauged Poisson bracket (corresponding to $B_0$).

**Remark 2.3.**

i) Obviously, $\{\cdot, \cdot\}_{B_0}$ is just a slight generalization of $\{\cdot, \cdot\}_E$ that coincides with this canonical Poisson bracket in case $B_0 = 0$. Observe that the $d_E$-closedness of $B_0$ guarantees the Jacobi identity to be satisfied.

ii) One should note that in general the Poisson bracket $\{\cdot, \cdot\}_{B_0}$ does not coincide with the Poisson bracket obtained from $\theta_E$ via a gauge transformation $\Phi_F$ in the common sense (cf. [3]) which arises from a $d$-closed two-form $F$ on $E^*$. On the one hand there are Poisson brackets obtained from $\Phi_F(\theta_E)$ that are not of the particular form $\{\cdot, \cdot\}_{B_0}$ but on the other hand there are even Poisson brackets $\{\cdot, \cdot\}_{B_0}$ that cannot be obtained via such gauge transformations. For instance consider the Lie algebroid with $\{\cdot, \cdot\}_E = 0$, then clearly $\theta_E = 0$ and hence for all $F$ the Poisson tensor $\Phi_F(\theta_E)$ vanishes, but in contrast every $E$-two-form $B_0 \neq 0$ is $d_E$-closed and hence yields a non-vanishing Poisson bracket $\{\cdot, \cdot\}_{B_0}$. Another in some sense opposite extreme case occurs in case $E = TM$ with the canonical bracket, then it is easy to see that $\Phi_F(\theta_E)$ yields a bracket of the form $\{\cdot, \cdot\}_{B_0}$ iff $F = \pi^* B_0$.

In the following we shall make use of covariant derivatives. The adapted notion of a covariant derivative in the context of Lie algebroids is an $E$-connection, i.e. a bilinear map $\nabla : \Gamma^\infty(E) \times \Gamma^\infty(E) \rightarrow \Gamma^\infty(E)$ such that $\nabla_s t$ is $C^\infty(M)$-linear in $s$ and satisfies the Leibniz rule $\nabla_s (ut) = (\varphi(s)u)t + u \nabla_s t$, where $u \in C^\infty(M)$ and $s, t \in \Gamma^\infty(E)$. For a detailed study of $E$-connections see [20].

**Example 2.4.** Let $\nabla^E$ be a linear connection for $E$. Then $\nabla_s t = \nabla^E_{\varphi(s)} t$ is an $E$-connection.
By compatibility with natural pairing and tensor products, \( \nabla \) extends to all tensor powers of \( E \) and \( E^* \) in the usual way. On functions we set \( \nabla_s u = \varrho(s) u \). The torsion \( T \in \Gamma^\infty(E \otimes \Lambda^2 E^*) \) is defined by

\[
T(s,t) = \nabla_s t - \nabla_t s - [s,t]_E
\]

and the curvature \( R \in \Gamma^\infty(\text{End}(E) \otimes \Lambda^2 E^*) \) is defined by

\[
R(s,t) = \nabla_s \nabla_t - \nabla_t \nabla_s - \nabla_{[s,t]}_E
\]
as usual. If the torsion \( T \) is non-trivial, one can pass to a new \( E \)-connection by subtracting \( \frac{1}{2}T \) to obtain a torsion-free \( E \)-connection. Note however, that if the \( E \)-connection is of the form as in Example 2.4 then the result will in general no longer be of this form.

Finally, we sometimes make use of local formulas. By \( e_1, \ldots, e_N \in \Gamma^\infty(E|_U) \) we denote a local basis of sections, defined on some suitable open subset \( U \subseteq M \). Then \( e_1, \ldots, e_N \in \Gamma^\infty(E^*|_U) \) denotes the corresponding dual basis. We have induced linear fibre coordinates \( v^\alpha = \varrho(e^\alpha) \in C^\infty(E|_U) \) and \( p_\alpha = \varrho(e_\alpha) \in C^\infty(E^*|_U) \). If in addition \( x^1, \ldots, x^n \) are local coordinates on \( U \) then the anchor and the bracket are determined by

\[
\varrho|_U = \varrho_\alpha e^\alpha \otimes \frac{\partial}{\partial x^\alpha} \quad \text{and} \quad [e_\alpha, e_\beta]_E = c^\gamma_{\alpha\beta} e_\gamma
\]

with locally defined functions \( \varrho_\alpha, c^\gamma_{\alpha\beta} \in C^\infty(U) \), respectively. Together with the fibre coordinates \( p_1, \ldots, p_N \) the functions \( q^1 = \pi^* x^1, \ldots, q^n = \pi^* x^n \) provide a system of local coordinates on \( \pi^{-1}(U) \subseteq E^* \). Then the Poisson tensor is locally given by

\[
\theta_E|_{\pi^{-1}(U)} = \pi^* \varrho_\alpha \frac{\partial f}{\partial q^i} \wedge \frac{\partial}{\partial p_\alpha} - \frac{1}{2} p_\gamma \pi^* e_\alpha \wedge \frac{\partial}{\partial p_\beta}
\]

and the Hamiltonian vector field \( X_f = \llbracket f, \theta_E \rrbracket \) of \( f \in C^\infty(E^*) \) is

\[
X_f|_{\pi^{-1}(U)} = -\pi^* \varrho_\alpha \frac{\partial f}{\partial q^i} \frac{\partial}{\partial p_\alpha} + \pi^* \varrho_\alpha \frac{\partial f}{\partial p_\alpha} \frac{\partial}{\partial q^i} + p_\gamma \pi^* e_\alpha \frac{\partial f}{\partial p_\beta} \frac{\partial}{\partial p_\gamma}
\]

Given an \( E \)-connection \( \nabla \) we locally have \( \nabla_\alpha e_\beta = \Gamma_{\alpha\beta} e_\gamma \) with Christoffel symbols \( \Gamma_{\alpha\beta} \in C^\infty(U) \). Then \( \nabla \) is torsion-free iff locally \( \Gamma_{\alpha\beta} - \Gamma_{\beta\alpha} = c^\gamma_{\alpha\beta} \). For a section \( s \in \Gamma^\infty(E) \) we have a horizontal lift \( s^{\text{hor}} \in \Gamma^\infty(TE^*) \) to \( E^* \), locally given by

\[
s^{\text{hor}}|_{\pi^{-1}(U)} = \pi^* (s^a e^i) \frac{\partial}{\partial q^i} + p_\gamma \pi^* (s^a \Gamma^i_{\alpha\beta}) \frac{\partial}{\partial p_\beta}.
\]

Moreover, lifting horizontally is compatible with multiplication by functions in the sense that \( (us)^{\text{hor}} = (u^*s)^{\text{hor}} \). The section \( \text{id} \in \Gamma^\infty(\text{End}(E)) \cong \Gamma^\infty(E \otimes E^*) \) can now be lifted to a bivector field \( \text{id}^{\text{lift}} \in \Gamma^\infty(\bigotimes^2 TE^*) \) by lifting the \( E^* \)-part vertically and the \( E \)-part horizontally, i.e. locally \( \text{id}^{\text{lift}} = (e_\alpha)^{\text{hor}} \otimes (e^\alpha)^{\text{ver}} \). For the linear Poisson structure on \( E^* \) we have

\[
\theta_E = (e_\alpha)^{\text{hor}} \wedge (e^\alpha)^{\text{ver}},
\]

i.e. the anti-symmetric part of \( \text{id}^{\text{lift}} \) is \( \theta_E \). Note that \( \theta_E \) does not depend on the choice of \( \nabla \) but \( \text{id}^{\text{lift}} \) does. Analogously, one has

\[
\theta_{B_0} = \theta_E - B_0^{\text{ver}} = (e_\alpha)^{\text{hor}} \wedge (e^\alpha)^{\text{ver}} - B_0^{\text{ver}}
\]

for the Poisson tensor corresponding to the gauged Poisson bracket \( \{\cdot, \cdot\}_{B_0} \). This simple observation will be crucial for the Fedosov construction of a star product on \( E^* \).
The aim of this section is to obtain deformation quantizations for the linear Poisson bracket on $E^*$ and the Poisson brackets arising from gauge transformations by $d_E$-closed $E$-two forms in a geometric fashion using a variant of Fedosov’s construction. Since Fedosov’s construction is by now a very well-known approach to deformation quantization, which has been adapted to many contexts as e.g. [27, 5, 4, 3, 39], we can be brief. The version we are interested in resembles very much the approach of Section 3 for cotangent bundles.

Since a star product on $E^*$ is completely fixed by its values on $\text{Pol}^*(E^*)$ and since $\text{Pol}^*(E^*) \cong S^*(E)$ via $\delta$, we will construct a deformation of the latter. We consider

$$W^* \otimes S^* \otimes \Lambda^* = \bigoplus_{k=0}^{\infty} \bigoplus_{\ell=0}^{\infty} \Gamma^\infty(S^k E^* \otimes S^\ell E \otimes \Lambda^* E^*)[[\lambda]],$$

where we shall always use the sections of the complexified bundles in view of applications in physics. Note however, that in the following replacing the combination $i\lambda$ by $\nu$ yields an entirely real construction in the rescaled formal parameter $\nu$. Then $W \otimes S \otimes \Lambda$ is an associative $C[[\lambda]]$-algebra with respect to the symmetric/anti-symmetric tensor product $\mu$.

The three gradings in (3.1) give rise to degree derivations which we denote by $\text{deg}_{sa}$ for the $S^*E^*$-degree, $\text{deg}_{\text{ver}}$ for the $S^*E^*$-degree, and $\text{deg}_a$ for the $\Lambda^*E^*$-degree, respectively. Moreover, we have the $\lambda$-degree $\text{deg}_{\lambda} = \lambda \frac{\partial}{\partial \lambda}$. Using the symmetric and anti-symmetric insertion derivations we locally have

$$\text{deg}_{sa} = (e^\alpha \otimes 1 \otimes 1) i_a(e_\alpha), \quad \text{deg}_{\text{ver}} = (1 \otimes e_\alpha \otimes 1) i_a(e^\alpha), \quad \text{and} \quad \text{deg}_a = (1 \otimes 1 \otimes e^\alpha) i_a(e_\alpha).$$

Moreover, we shall use the total degree $\text{Deg} = \text{deg}_{sa} + \text{deg}_{\lambda}$ as well as the homogeneity operator (or: $\lambda$-Euler derivation) $H = \text{deg}_{\text{ver}} + \text{deg}_{\lambda}$. The product $\mu$ of $W^* \otimes S^* \otimes \Lambda^*$ is graded with respect to all degree maps, i.e. $\text{deg}_{sa}$, $\text{deg}_a$, $\text{deg}_{\text{ver}}$, $\text{deg}_{\lambda}$ and hence $\text{Deg}$ and $H$ are derivations. Moreover, $\mu$ is super-commutative with respect to $\text{deg}_a$. The space of elements in $W \otimes S \otimes \Lambda$ of total degree $\geq k$ will be denoted by $W_k \otimes S \otimes \Lambda$.

As usual in the Fedosov framework we consider the maps

$$\delta = (1 \otimes 1 \otimes e^\alpha) i_a(e_\alpha) \quad \text{and} \quad \delta^* = (e^\alpha \otimes 1 \otimes 1) i_a(e_\alpha)$$

together with $\delta^{-1}$, defined by $\delta^{-1} a = \frac{1}{k+\ell} a$ for $\text{deg}_{sa} a = ka$ and $\text{deg}_a a = \ell a$ if $k + \ell > 0$ and $\delta^{-1} a = 0$ otherwise. Moreover,

$$\sigma: W \otimes S \otimes \Lambda \longrightarrow S$$

denotes the projection onto the part of $\text{deg}_{sa}$- and $\text{deg}_a$-degree 0. Then one has

$$\delta^2 = 0, \quad (\delta^{-1})^2 = 0 \quad \text{and} \quad \delta \delta^{-1} + \delta^{-1} \delta + \sigma = \text{id}. \quad (3.2)$$

The degrees of the maps $\delta$ and $\delta^{-1}$ are

$$[\text{deg}_{sa}, \delta] = -\delta, \quad [\text{deg}_a, \delta] = \delta, \quad \text{and} \quad [\text{deg}_{\lambda}, \delta] = 0 = [\text{deg}_{\text{ver}}, \delta]$$

as well as

$$[\text{deg}_{sa}, \delta^{-1}] = \delta^{-1}, \quad [\text{deg}_a, \delta^{-1}] = -\delta^{-1}, \quad \text{and} \quad [\text{deg}_{\lambda}, \delta^{-1}] = 0 = [\text{deg}_{\text{ver}}, \delta^{-1}].$$

In a next step, one deforms $W \otimes S \otimes \Lambda$ using ‘$\kappa$-ordered’ deformations, explicitly given by

$$a \circ_\kappa b = \mu \circ \exp (- (1 - \kappa) i\lambda i_a(e^\alpha) \otimes i_a(e_\alpha) + \kappa i\lambda i_a(e_\alpha) \otimes i_a(e^\alpha)) (a \otimes b),$$
where $\kappa \in \mathbb{R}$ denotes a real parameter. Note that $\circ_\kappa$ is globally well defined. We are mainly interested in $\kappa \in [0,1]$. Analogously to the case of cotangent bundles the products for $\kappa = 0$, $\kappa = \frac{1}{2}$, and $\kappa = 1$ are referred to as standard-ordered, Weyl-ordered, and anti-standard-ordered fibrewise product and are denoted by $\circ_0 = \circ_{\text{id}}$, $\circ_{\frac{1}{2}} = \circ_{\text{Weyl}}$, and $\circ_1 = \circ_{\text{anti}}$, respectively. By the usual ‘commuting derivation’ argument, $\circ_\kappa$ is associative for all $\kappa \in \mathbb{R}$. All these deformed products quantize the same fibrewise (super-) Poisson structure $\{\cdot,\cdot\}_\kappa$.

The total degree $\text{Deg}$, the homogeneity operator $\mathcal{H}$ as well as $\text{deg}_a$ are still derivations of $\circ_\kappa$. Moreover,

$$
\delta = \frac{i}{\lambda} \text{ad}_\kappa (1 \otimes \text{id}_E),
$$

where we view $\text{id}_E \in \Gamma^\infty(\text{End}(E))$ as an element in $\mathcal{W}^0 \otimes S^1 \otimes \Lambda^1$ and $\text{ad}_\kappa$ denotes the $\circ_\kappa$-super-commutator. Thus $\delta$ is a quasi-inner derivation and clearly $\delta(1 \otimes \text{id}_E) = 0$.

Considering the fibrewise ‘Laplacian’ $\Delta_{\text{fib}}$, defined by

$$
\Delta_{\text{fib}} = i_{a'}(e^a) i_{a'}(e_a)
$$

we have the identity

$$
\Delta_{\text{fib}} \circ \mu = \mu \circ (\Delta_{\text{fib}} \otimes \text{id} + i_a(e^a) \otimes i_a(e_a) + i_a(e_a) \otimes i_a(e^a) + \text{id} \otimes \Delta_{\text{fib}}).
$$

With this equation one can easily show that

$$
\mathcal{M}_{\kappa' - \kappa} = \exp (i\lambda(\kappa' - \kappa)\Delta_{\text{fib}})
$$

defines a fibrewise equivalence transformation from $(\mathcal{W} \otimes S \otimes \Lambda, \circ_\kappa)$ to $(\mathcal{W} \otimes S \otimes \Lambda, \circ_{\kappa'})$. Note that we have the commutation relations

$$
[\delta, \Delta_{\text{fib}}] = [\text{deg}_\lambda, \Delta_{\text{fib}}] = [\text{deg}_a, \Delta_{\text{fib}}] = 0 \quad \text{and} \quad [\text{deg}_s, \Delta_{\text{fib}}] = [\text{deg}_\text{ver}, \Delta_{\text{fib}}] = -\Delta_{\text{fib}}.
$$

The super-centre of $\circ_\kappa$ is described as follows:

**Lemma 3.1.** $\text{ad}_\kappa(a) = 0$ iff $\text{deg}_s a = 0 = \text{deg}_\text{ver} a$, i.e. $a \in \Gamma^\infty(\Lambda^*E^*[[\lambda]])$.

Now we choose a torsion-free $E$-connection $\nabla$ which gives an exterior covariant derivative

$$
D = (1 \otimes 1 \otimes e^a)\nabla_{e_a}.
$$

Then $D$ is clearly globally well defined. Moreover, and this is remarkable compared to the usual Fedosov approach, $D$ is a super-derivation of $\circ_\kappa$ without any further assumptions. This is clear, as $\circ_\kappa$ only involves natural pairings. The properties of $D$ are easily determined and will be summarized in the following lemma:

**Lemma 3.2.** $D$ is a super-derivation of $\circ_\kappa$ with $[\text{deg}_s, D] = [\text{deg}_\lambda, D] = [\text{deg}_\text{ver}, D] = 0$, $[\text{deg}_a, D] = D$, and $[\Delta_{\text{fib}}, D] = 0$. Moreover,

$$
D^2 = \frac{1}{2} [D, D] = -\frac{i}{\lambda} \text{ad}_\kappa(R) \quad \text{and} \quad [\delta, D] = 0.
$$

The curvature $R \in \mathcal{W}^1 \otimes S^1 \otimes \Lambda^2$ satisfies the Bianchi identities $\delta R = 0 = DR$. Moreover, $\Delta_{\text{fib}} R \in \Gamma^\infty(\Lambda^2E^*)$ is exact, i.e. there is an $E$-one-form $\Gamma$ such that $-\Delta_{\text{fib}} R = d_E \Gamma$. Finally, for $B \in \Gamma^\infty(\Lambda^*E^*)$ we have $DB = d_E B$. 


Note that the lemma allows for some rather obvious modifications in case the $E$-connection has torsion analogous to [28, 37].

Now, one makes the usual ansatz
\[
\mathcal{D}_\kappa = -\delta + D + \frac{i}{\lambda} \text{ad}_\kappa(r_\kappa)
\]
with an element $r_\kappa \in W_1 \otimes S \otimes \Lambda^1$. Clearly, $\mathcal{D}_\kappa$ is a super-derivation of $\circ_\kappa$ and we want to find $r_\kappa$ such that $\mathcal{D}_\kappa^2 = 0$. A direct computation yields that
\[
\mathcal{D}_\kappa^2 = \frac{i}{\lambda} \text{ad}_\kappa \left( -\delta r_\kappa + Dr_\kappa + \frac{i}{\lambda} r_\kappa \circ_\kappa r_\kappa - R \right),
\]
which vanishes iff $-\delta r_\kappa + Dr_\kappa + \frac{i}{\lambda} r_\kappa \circ_\kappa r_\kappa - R$ is a central element in $W \otimes S \otimes \Lambda^2$. This is the case iff there is a formal series of two-forms $B \in \Gamma^\infty(\Lambda^2 E^*)[[\lambda]]$ with
\[
\delta r_\kappa - Dr_\kappa = -\frac{i}{\lambda} r_\kappa \circ_\kappa r_\kappa + R = B.
\]
Since $[\mathcal{D}_\kappa, [\mathcal{D}_\kappa, \mathcal{D}_\kappa]] = 0$ by the super-Jacobi identity the necessary condition for this equation to be solvable is $\mathcal{D}_\kappa B = d_E B = 0$.

After these preparations one is in the position to prove the following theorem in analogy to [17, Theorem 3.2] and [18, Theorem 5.2.2]:

**Theorem 3.3.** For every formal series $B = \sum_{j=0}^\infty \lambda^j B_j \in \Gamma^\infty(\Lambda^2 E^*)[[\lambda]]$ of $d_E$-closed $E$-two-forms there exists a unique element $r_\kappa \in W_1 \otimes S \otimes \Lambda^1$ such that
\[
\delta r_\kappa = Dr_\kappa + \frac{i}{\lambda} r_\kappa \circ_\kappa r_\kappa - R + B \quad \text{and} \quad \delta^{-1} r_\kappa = 0. \tag{3.4}
\]
Moreover, $r_\kappa$ satisfies
\[
r_\kappa = \delta^{-1} \left( Dr_\kappa + \frac{i}{\lambda} r_\kappa \circ_\kappa r_\kappa - R + B \right) \tag{3.5}
\]
from which $r_\kappa$ can be determined recursively. In this case the Fedosov derivation
\[
\mathcal{D}_\kappa = -\delta + D + \frac{i}{\lambda} \text{ad}_\kappa(r_\kappa) \tag{3.6}
\]
is a $\circ_\kappa$-super-derivation of $\Lambda^\bullet E^*$-degree $+1$ and has square zero: $\mathcal{D}_\kappa^2 = 0$.

The proof follows the standard line of argument with the only exception that thanks to our particular gradings also $B_0 \neq 0$ is possible.

Before investigating the structure of $\ker(\mathcal{D}_\kappa) \cap W \otimes S$ we note that the $\mathcal{D}_\kappa$-cohomology is trivial on elements $a$ with positive $\Lambda^\bullet E^*$-degree since one has the following homotopy formula
\[
\mathcal{D}_\kappa \mathcal{D}_\kappa^{-1} a + \mathcal{D}_\kappa^{-1} \mathcal{D}_\kappa a + \frac{1}{\text{id} - [\delta^{-1}, D + \frac{i}{\lambda} \text{ad}_\kappa(r_\kappa)]]} \sigma(a) = a, \tag{3.7}
\]
where
\[
\mathcal{D}_\kappa^{-1} a = -\delta^{-1} \left( \frac{1}{\text{id} - [\delta^{-1}, D + \frac{i}{\lambda} \text{ad}_\kappa(r_\kappa)]]} a \right)
\]
for all $a \in W \otimes S \otimes \Lambda$ (cf. [18 Theorem 5.2.5]). Clearly, (3.7) is a deformation of (3.2).

The next step in Fedosov's construction now consists in establishing a bijection between the elements $a$ of $W \otimes S$ with $\mathcal{D}_\kappa a = 0$ and $S$, which can be done as in [17, Theorem 3.3] or [18, Theorem 5.2.4].
Theorem 3.4. Let $D_{\kappa} = -\delta + D + \frac{1}{\lambda} \text{ad}_{\kappa}(r_{\kappa}) : \mathcal{W} \otimes \Lambda \otimes \Lambda^{*} \rightarrow \mathcal{W} \otimes \Lambda \otimes \Lambda^{*+1}$ be given as in (3.6) with $r_{\kappa}$ as in (3.4).

i) Then for any $s \in \mathcal{S}^{*}(E) [[\lambda]] = \bigoplus_{t=0}^{\infty} \Gamma^{\infty}(S^{t} E) [[\lambda]]$ there exists a unique element $\tau_{\kappa}(s) \in \ker(D_{\kappa}) \cap \mathcal{W} \otimes \Lambda$ such that

$$\sigma(\tau_{\kappa}(s)) = s$$

and $\tau_{\kappa} : \mathcal{S} \rightarrow \ker(D_{\kappa}) \cap \mathcal{W} \otimes \Lambda$ is $\mathbb{C}[[\lambda]]$-linear and referred to as the Fedosov–Taylor series corresponding to $D_{\kappa}$.

ii) In addition $\tau_{\kappa}(s)$ is given by

$$\tau_{\kappa}(s) = \frac{1}{\text{id} - \delta^{-1} D + \frac{1}{\lambda} \text{ad}_{\kappa}(r_{\kappa})} s$$

or can be determined recursively from

$$\tau_{\kappa}(s) = s + \delta^{-1} \left( D\tau_{\kappa}(s) + \frac{1}{\lambda} \text{ad}_{\kappa}(r_{\kappa})\tau_{\kappa}(s) \right). \quad (3.8)$$

iii) Since $D_{\kappa}$ as constructed above is a $c_{\kappa}$-super-derivation and since $\ker(D_{\kappa}) \cap \mathcal{W} \otimes \Lambda$ is a $c_{\kappa}$-subalgebra, a new associative product $*_{\kappa}$ for $\mathcal{S}$ that deforms the symmetric product is defined by pull-back of $c_{\kappa}$ via $\tau_{\kappa}$:

$$s *_{\kappa} t = \sigma(\tau_{\kappa}(s) \circ_{\kappa} \tau_{\kappa}(t)).$$

In the following we shall refer to the associative product $*_{\kappa}$ defined above as the $\kappa$-ordered $\mathcal{E}$-Fedosov product (corresponding to $(\nabla, B)$).

Clearly, from the associative deformation above $\mathcal{S}^{*}(E)$ inherits the structure of a Poisson algebra by the term occurring in the first order $i\lambda$ of the $*_{\kappa}$-commutator. As a first result we prove that the corresponding Poisson bracket $\{\cdot, \cdot\}_{*_{\kappa}}$ coincides with the one induced on $\mathcal{S}^{*}(E)$ by pull-back of $\{\cdot, \cdot\}_{B_{0}}$ via $\delta$.

Proposition 3.5. For all $s, t \in \mathcal{S}^{*}(E)$ we have

$$s *_{\kappa} t = st + i\lambda \left( -(1 - \kappa)i_{s}(e^{\alpha})s \nabla_{e_{\alpha}} t + \kappa \nabla_{e_{\alpha}} s i_{s}(e^{\alpha})t - \frac{1}{2} B_{0}(e_{\alpha}, e_{\beta}) i_{s}(e^{\alpha})s i_{s}(e^{\beta})t \right) + O(\lambda^{2}).$$

In particular, this implies that the induced Poisson bracket on $\mathcal{S}^{*}(E)$ is given by

$$\{s, t\}_{*_{\kappa}} = \nabla_{e_{\alpha}} s i_{s}(e^{\alpha})t - i_{s}(e^{\alpha})s \nabla_{e_{\alpha}} t - B_{0}(e_{\alpha}, e_{\beta}) i_{s}(e^{\alpha})s i_{s}(e^{\beta})t = \delta^{-1} \{\delta(s), \delta(t)\}_{B_{0}}.$$ 

In case $B_{0} = 0$ we therefore have $\{s, t\}_{*_{\kappa}} = \delta^{-1} \{\delta(s), \delta(t)\}_{E}$.

Proof. By straightforward computation using that $\sigma$ commutes with $i_{s}(\alpha)$ for all $\alpha \in \Gamma^{\infty}(E^{*})$ one finds

$$s *_{\kappa} t = st - (1 - \kappa)i_{s}(e^{\alpha})s i_{s}(e_{\alpha})\tau_{\kappa}(t)_{cl}^{1} + \kappa i\lambda i_{s}(e_{\alpha})\tau_{\kappa}(s)_{cl}^{1} i_{s}(e^{\alpha})t + O(\lambda^{2}),$$

where $\tau_{\kappa}(t)_{cl}^{1}$ denotes the term of $\mathcal{S}^{*}E^{*}$-degree 1 of the classical part of $\tau_{\kappa}(t)$. From equation (3.8) one finds that $\tau_{\kappa}(t)_{cl}^{1}$ satisfies

$$\tau_{\kappa}(t)_{cl}^{1} = \delta^{-1} \left( Dt + i_{s}(e^{\alpha})r_{\kappa,cl}^{0} i_{s}(e_{\alpha})\tau_{\kappa}(t)_{cl}^{1} - i_{s}(e^{\alpha})t i_{s}(e_{\alpha})r_{\kappa,cl}^{1} \right),$$

where again $cl$ refers to the classical part and the upper index indicates the $\mathcal{S}^{*}E^{*}$-degree. But from (3.8) it is evident that $r_{\kappa,cl}^{0} = 0$ which in turn implies that $r_{\kappa,cl}^{1} = \delta^{-1} B_{0}$. Therefore
we explicitly get \( \tau(t)^1\big|_1 = \delta^{-1} (Dt - \frac{1}{2} i_s(e^\beta) t i_s(e^\beta) B_0) = (1 \otimes e^\alpha) \left( \nabla_{e^\alpha} t + \frac{1}{2} B_0(e^\alpha, e^\beta) i_s(e^\beta) t \right) \).
Together with the above expression for \( s \ast \kappa \), this implies the first statement of the proposition. For the proof of the formula for \( \{s, t\}_\kappa \), it suffices to check the statement on the generators of \( S^\ast(E) \), i.e., on functions \( u, v \in C^\infty(M) \) and on \( s, t \in \Gamma^\infty(E) \). But this is straightforward using the properties of a torsion-free \( E \)-connection. This fact can also directly be read off the formulas \([2.4]\) and \([2.5]\).

Clearly, the products \( \ast \kappa \) give rise to star products \( \ast \kappa \) on \( \text{Pol}^\ast(E^\ast)[[\lambda]] \) by defining
\[
 f \ast \kappa \ g = \delta(\delta^{-1}(f) \ast \kappa \delta^{-1}(g))
\]
for \( f, g \in \text{Pol}^\ast(E^\ast)[[\lambda]] \). According to Proposition \([3.5]\) this is a deformation in the direction of the Poisson bracket \( \{\cdot, \cdot\}_B \). But in order to be able to extend the latter product to a star product on \( C^\infty(E^\ast)[[\lambda]] \) one additionally has to show that on \( \text{Pol}^\ast(E^\ast)[[\lambda]] \) the product \( \ast \kappa \) can be described by \textit{bidifferential} operators (cf. the discussion in \([1] \) Section 3).

**Proposition 3.6.** Writing the term of total degree \( k \in \mathbb{N} \) in \( \tau_\kappa(t) \) for \( t \in \text{Pol}^\ast(E^\ast) = \Gamma^\infty(S^\ast E) \) as \( \tau_\kappa(t)(k) = \sum_{\ell=0}^k (\delta^{-1})^{k-\ell} \tau_\kappa(t)(\ell, \ell) \), with \( \tau_\kappa(t)(k, \ell) \in \Gamma^\infty(S^\ell E^\ast \otimes S^\ast E) \) one has that the mapping
\[
 t \mapsto \tau_\kappa(t)(k, \ell)
\]
is a differential operator of order \( k \) for all \( 0 \leq \ell \leq k \).

**Proof.** For the proof we use the usual algebraic definition of differential operators on appropriate subspaces of the \( S^\ast(E) = \Gamma^\infty(S^\ast E) \) (left) module \( \prod_{k=0}^{\infty} \Gamma^\infty(S^k E^\ast \otimes S^\ast E \otimes \Lambda^k E^\ast) \) that take their values again in some subspace of \( \prod_{k=0}^{\infty} \Gamma^\infty(S^k E^\ast \otimes S^\ast E \otimes \Lambda^k E^\ast) \), see e.g. \([3]\). Clearly, this definition also applies to differential operators on the algebra \( S^\ast(E) \) with values in some subspace of the \( S^\ast(E) \) (left) module \( \prod_{k=0}^{\infty} \Gamma^\infty(S^k E^\ast \otimes S^\ast E \otimes \Lambda^k E^\ast) \). With this notion it is evident that \( \delta^{-1} \) is a differential operator of order 0 since it commutes with all (left) multiplications by elements of \( S^\ast(E) \). Likewise, \( i_s(\alpha) \) is a differential operator of order 0 for all \( s \in \Gamma^\infty(E) \). Furthermore, \( D \) as well as \( i_s(\alpha) \) for \( \alpha \in \Gamma^\infty(E^\ast) \) are differential operators of order 1 since the respective commutators with (left) multiplications by elements of \( S^\ast(E) \) are given by (left) multiplications, which are by definition differential operators of order 0. Moreover, we use the well-known fact that composing two differential operators of order \( k \) and \( k' \) the result is a differential operator of order \( k + k' \). After these preparations the proof of the proposition is a rather straightforward induction on the total degree. It is trivial that \( t \mapsto \tau_\kappa(t)(0) = t \) is a differential operator of order 0. Now let us assume that we have shown that for \( j = 0, \ldots, k \) we have that \( t \mapsto \tau_\kappa(t)(j) \) consists of differential operators of order \( j \). Using the recursion formula \([3.5]\) for \( \tau_\kappa(t) \) and observing the respective total degree of the involved elements it is lengthy but straightforward to show that
\[
\tau_\kappa(t)(k+1) = \delta^{-1} D \tau_\kappa(t)(k) + \frac{1}{1} \sum_{\ell=0}^{k} \sum_{j=0}^{k-\ell} \sum_{m=0}^{\ell-1} \left( \frac{\ell}{\ell+1} \right) j+m-1 \frac{(1-k)(-\kappa)}{j!m!} i_s(e^\alpha_1) \cdots i_s(e^\alpha_j) i_s(e^\beta_1) \cdots i_s(e^\beta_m) \tau_\kappa(t)(k+1) + \frac{1}{1} \sum_{\ell=0}^{k} \sum_{j=0}^{k-\ell} \sum_{m=0}^{\ell-1} \left( \frac{\ell}{\ell+1} \right) j+m-1 \frac{(1-k)(-\kappa)}{j!m!} i_s(e^\alpha_1) \cdots i_s(e^\alpha_j) i_s(e^\beta_1) \cdots i_s(e^\beta_m) \tau_\kappa(t)(k+1) .
\]
Since $\delta^{-1}$ is a differential operator of order 0 and $D$ is a differential operator of order 1 the induction hypotheses yields that $t \mapsto \delta^{-1}D\tau_n(t)^{(k)}$ only contains differential operators of order at most $k + 1$. Furthermore, from the fact that $t \mapsto i_\kappa(e^{\beta_1}) \cdots i_\kappa(e^{\beta_m})\tau_n(t)^{(k-\ell)}$ only contains differential operators of order at most $k - \ell + m$ and observing that the sum over $m$ in the second summand runs from 1 to $\ell + 1$ the order of the differential operators occurring in the second term is at most $k + 1$. Here we additionally have used that multiplications with elements in $\prod_{k=0}^{\infty} \Gamma^\infty (S^kE^* \otimes S^kE \otimes \Lambda^kE^*)$ are of order 0 and that the symmetric insertions of sections in $E$ are of order 0 also. The same line of argument applied to the third summand in $\tau_n(t)^{(k+1)}$ yields that this part of the Fedosov Taylor series only consists in differential operators of order $k + 1$ proving the assertion by induction. \[\blacksquare\]

After these preparations we can state the main result of this section:

**Theorem 3.7.** For all $\kappa \in \mathbb{R}$ and all $d_E$-closed $B \in \Gamma^\infty(\Lambda^2E^*)[[\lambda]]$ one has:

i) For all $s, t \in S^*(E)$ the product $*_\kappa$ can be written as

$$s *_* \tau_n t = \sum_{k=0}^{\infty} \lambda^k D_k(s, t),$$

where $D_k : S^*(E) \times S^*(E) \to S^*(E)$ is a bidifferential operator of order $k$ in both arguments.

ii) For all $f, g \in \text{Pol}^*(E^*)$ the product $*_\kappa$ is given by

$$f *_* \tau_n g = \sum_{k=0}^{\infty} \lambda^k C_k(f, g) = \sum_{k=0}^{\infty} \lambda^k \beta(D_k(\beta^{-1}(f), \beta^{-1}(g))),$$

where $C_k : \text{Pol}^*(E^*) \times \text{Pol}^*(E^*) \to \text{Pol}^*(E^*)$ is a bidifferential operator of order $k$ in both arguments. Hence $*_\kappa$ extends in a unique way to a star product on $C^\infty(E^*)[[\lambda]]$ with respect to the Poisson bracket $\{\cdot, \cdot\}_{\hat{B}_0}$ which is in addition natural in the sense of [25].

**Proof.** For the proof of the first statement an easy computation expressing $s *_* \tau_n t$ by means of $\tau_n(s)^{(m),\ell}$ and $\tau_n(t)^{(k-m),\ell'}$ as in Proposition [3.8] yields

$$D_k(s, t) = (-i)^k \sum_{m=0}^{k-m} \sum_{\ell=0}^{m} \frac{(1 - \kappa)\ell'(-\kappa)^\ell}{\ell'! \ell!} i_\kappa(e^{\alpha_1}) \cdots i_\kappa(e^{\alpha_{\ell'}}) i_\kappa(e^{\beta_1}) \cdots i_\kappa(e^{\beta_{\ell'}}) \tau_n(s)^{(m),\ell} \tau_n(t)^{(k-m),\ell'}.$$

Now according to Proposition [3.8] the map $s \mapsto i_\kappa(e^{\alpha_1}) \cdots i_\kappa(e^{\alpha_{\ell'}}) \tau_n(s)^{(m),\ell}$ is a differential operator of order $m + \ell'$ and $t \mapsto i_\kappa(e^{\beta_1}) \cdots i_\kappa(e^{\beta_{\ell'}}) \tau_n(t)^{(k-m),\ell'}$ is a differential operator of order $k - m + \ell$. Observing that the sum over $\ell'$ runs from 0 to $k - m$ and that the sum over $\ell$ runs from 0 to $m$ it is then obvious that the highest order of differentiation occurring in $D_k(s, t)$ is $k$ in both arguments proving [9]. The first part of the second statement is trivial since $\beta$ is an isomorphism between the undeformed associative algebras $S^*(E)$ and $\text{Pol}^*(E^*)$. The last part of the second statement follows from the fact that bidifferential operators on $C^\infty(E^*)$ are completely determined by their values on $\text{Pol}^*(E^*)$. \[\blacksquare\]

**Remark 3.8.** Because of the statements of the preceding theorem it is sufficient to prove properties of $*_\kappa$ on $\text{Pol}^*(E^*)$ in order to show that they actually hold on all of $C^\infty(E^*)$. This observation drastically simplifies many of the further investigations in the following sections.
4 Further properties of $\ast_\kappa$

In this section we shall first find necessary conditions on the data determining the star products $\ast_\kappa$ that guarantee that these products are homogeneous in the sense of Definition 1.1. These star products are of particular interest since the results of Section 7 about the trace functional apply. Moreover, we will show that the recursion formula for the element $r_\kappa$ determining the Fedosov derivation drastically simplifies due to the special shape of the fibrewise product $\circ_\kappa$ and provides some rather explicit formulas. In particular, we explicitly compute the star products of an arbitrary function $f \in C^\infty(E^*)$ with the pull-back $\pi^* u$ of a function $u \in C^\infty(M)$ proving that among our star products $\ast_\kappa$ there are star products of (anti-)standard-ordered type. Finally, we find conditions on which the constructed star products are of Weyl type.

Proposition 4.1. Let $\kappa \in \mathbb{R}$.

i) The element $r_\kappa \in W_1 \otimes S \otimes \Lambda^1$ constructed in Theorem 3.3 satisfies $\mathcal{H} r_\kappa = r_\kappa$ iff $\deg_\lambda B = B$, which is the case iff $B = \lambda B_1$. In this case, $\mathcal{H}$ commutes with $\mathcal{D}_\kappa$ implying that $\mathcal{H} \tau_\kappa(s) = \tau_\kappa(\mathcal{H} s)$ for all $s \in S$ which in turn shows that

$$\mathcal{H}((s \ast_\kappa t) = (\mathcal{H} s) \ast_\kappa t + s \ast_\kappa (\mathcal{H} t)$$

holds for all $s, t \in S$.

ii) In case $B$ satisfies $\deg_\lambda B = B$ the star product $\ast_\kappa$ on $C^\infty(E^*)[[\lambda]]$ obtained from the Fedosov construction is homogeneous, i.e.

$$H(f \ast_\kappa g) = (H f) \ast_\kappa g + f \ast_\kappa (H g)$$

for all $f, g \in C^\infty(E^*)[[\lambda]]$.

Proof. Part i) is obvious from the observation that $H = J \circ \mathcal{H} \circ J^{-1}$ and the very definition of $\ast_\kappa$. One just has to observe that the identity (4.2) is an equation between (bi)differential operators which is satisfied in case it is satisfied on all of $\text{Pol}^* (E^*)$ which is the case according to part i). Thus we are left with the proof of the first part of the proposition. Applying $\mathcal{H}$ to the equations determining $r_\kappa$ and combining the resulting equations with the original ones one gets $\delta^{-1}(\mathcal{H} r_\kappa - r_\kappa) = 0$ and $\delta(\mathcal{H} r_\kappa - r_\kappa) = D(\mathcal{H} r_\kappa - r_\kappa) + \frac{1}{\lambda} \text{ad}_\kappa(\mathcal{H} r_\kappa - r_\kappa) + \deg_\lambda B - B$. Therefore $\mathcal{H} r_\kappa = r_\kappa$ evidently implies $\deg_\lambda B = B$. Vice versa supposing $\deg_\lambda B = B$ the above identities combine to $\mathcal{H} r_\kappa - r_\kappa = \delta^{-1}(D(\mathcal{H} r_\kappa - r_\kappa) + \frac{1}{\lambda} \text{ad}_\kappa(\mathcal{H} r_\kappa - r_\kappa))$ which is a fixed point equation with a unique solution that trivially is solved by zero and hence $\mathcal{H} r_\kappa = r_\kappa$. Using that $\mathcal{H}$ is a derivation of $\circ_\kappa$ it is straightforward to verify that in this case $[\mathcal{H}, \mathcal{D}_\kappa] = 0$. Applying this identity to $\tau_\kappa(s)$ one finds $\mathcal{D}_\kappa(\mathcal{H} \tau_\kappa(s)) = 0$ and therefore using Theorem 3.4 we have $\mathcal{H} \tau_\kappa(s) = \tau_\kappa(\sigma(\mathcal{H} \tau_\kappa(s))) = \tau_\kappa(\mathcal{H} s)$, where the last equality follows from the fact that $\sigma$ commutes with $\mathcal{H}$. Finally, equation (4.1) is a direct consequence of the very definition of $\ast_\kappa$ and the identity for $\mathcal{H} \tau_\kappa(s)$ just shown.

Now we turn to the more detailed consideration of the recursion formulas for $r_\kappa$.

Proposition 4.2. Let $\kappa \in \mathbb{R}$.

i) For all $d_E$-closed $B \in \Gamma^\infty(\Lambda^2 E^*)[[\lambda]]$ the element $r_\kappa \in W_1 \otimes S \otimes \Lambda^1$ is of $S^* E$-degree at most 1 and is determined by the simplified recursion formula

$$r_\kappa = \delta^{-1}(Dr_\kappa + i_\kappa(e^\kappa) r_\kappa i_\kappa(e_\alpha) r_\kappa - R + B).$$

In particular, this shows that $r_\kappa$ is actually independent of $\kappa$. Henceforth we thus can neglect the additional index $\kappa$ and write $r$ for $r_\kappa$. 

For all $B$ as above $r$ can be written as $r = r_0 + r_1$. Here $r_1$ denotes the solution of
for $B = 0$, which is homogeneous of $S^1E$-degree 1 and $r_0$, which is homogeneous of $S^0E$
degree 0 and explicitly given by
\[
    r_0 = \frac{1}{\text{id} - \delta^{-1} (D + i_k (e^a) r_1 i_k (e_\alpha))} \delta^{-1} B = \frac{1}{\text{id} - [\delta^{-1}, D + i_k (e^a) r_1 i_k (e_\alpha)]} \delta^{-1} B . \tag{4.4}
\]
In particular, $r_0$ depends linearly on $B$.

**Proof.** We prove assertion $\mathbb{B}$ by induction on the total degree. From the recursion formula $\mathbb{B}$ we find $r_1^{(1)} = \delta^{-1} B_0$, $r_1^{(0)} = \delta^{-1} (D r_1^{(1)} + \frac{1}{\delta} r_1^{(0)} - R + \lambda B_1)$ and
\[
    r_1^{(k+1)} = \delta^{-1} \left( D r_1^{(k)} + \frac{1}{\delta} \sum_{\ell=1}^{k} r_1^{(\ell)} \circ \kappa r_1^{(k+1-\ell)} + \lambda^k B_k \right)
\]
for $k \geq 2$. Obviously, $r_1^{(1)}$ is of $S^1E$-degree 0. Using this observation together with the explicit
shape for $\circ \kappa$ yields $r_1^{(2)} = \delta^{-1} (D r_1^{(1)} - R + \lambda B_1)$ which is easily seen to be of $S^0E$-degree at most 1.
Now assume that we already have shown that $r_1^{(j)}$ is of $S^1E$-degree at most 1 for $j = 1, \ldots, k$,
then again use of the explicit shape of $\circ \kappa$ yields by straightforward computation that
\[
    r_1^{(k+1)} = \delta^{-1} \left( D r_1^{(k)} + \frac{1}{\delta} \sum_{\ell=1}^{k} i_k (e^a) r_1^{(\ell)} i_k (e_\alpha) r_1^{(k+1-\ell)} + \lambda^k B_k \right).
\]
But this expression is obviously of $S^1E$-degree at most 1 in case $r_1^{(1)}$, $\ldots$, $r_1^{(k)}$ are. Recollecting the
terms of each total degree into one element $r_1$ finally shows the simplified recursion formula $\mathbb{B}$. According to $\mathbb{B}$ we can write $r = r_0 + r_1$, where $r_0$ and $r_1$ are homogeneous of $S^1E$-degree 0 and 1. Inserting this decomposition into the above recursion formula yields considering the
parts of degree 1 and 0 separately $r_1 = \delta^{-1} (D r_1^{(1)} + i_k (e^a) i_k (e_\alpha) r_1 - R)$, which coincides with the
equation for $r$ in case $B = 0$, and $r_0 = \delta^{-1} (D r_0^{(0)} + i_k (e^a) i_k (e_\alpha) r_0 + B)$. This equation is
uniquely solved by $\mathbb{B}$. □

**Remark 4.3.** One should note, that the homogeneity of $r_1$ according to Proposition $\mathbb{B}$ i.e.
$\mathcal{H} r_1 = r_1$ together with the fact that $\deg_{\text{ver}} r_1 = r_1$ directly implies that $\deg_{\lambda} r_1 = 0$, i.e. $r_1$ is purely
*classical*. Furthermore, the above proposition shows that $r$ decomposes into one classical
part $r_1$ that is independent of $B$ and another non-classical part $r_0$ that completely encodes the
dependence of $r$ on $B$.

To write down the explicit formulas for the $\ast_{\kappa}$-product with a function $\pi^u$ the following
notions turn out to be very useful. By $D : \Gamma^\infty(S^1E^\ast) \longrightarrow \Gamma^\infty(S^{1+1}E^\ast)$ we denote the operator
of symmetric $E$-covariant derivation
\[
    D = e^a \nabla_{e_\alpha} .
\]
For functions $u \in C^\infty(M)$ and one-forms $\alpha \in \Gamma^\infty(E^\ast)$ we define the algebraic differential
operators $\mathcal{F}(u)$ and $\mathcal{F}(\alpha)$ on $S^\ast(E)$ by
\[
    \mathcal{F}(u) t = ut \quad \text{and} \quad \mathcal{F}(\alpha) t = i_\kappa (\alpha) t
\]
and extend the map $\mathcal{F}$ to a homomorphism from $S^\ast(E^\ast) = \bigoplus_{k=0}^\infty \Gamma^\infty(S^k E^\ast)$ to the algebraic
differential operators on $S^\ast(E)$. For obvious reasons we sometimes refer to the operators in the
image of $\mathcal{F}$ as fibre derivatives, see $\mathbb{B}$ for a motivation. Analogously, we define $F(u) f = \pi^u f$
and $F(\alpha) f = \mathcal{L}_{\alpha^\ast} f$ for $f \in C^\infty(E^\ast)$ and extend $F$ to a homomorphism from $S^\ast(E^\ast)$ to the
differential operators on $C^\infty(E^\ast)$. Clearly, for all $\alpha \in S^\ast(E^\ast)$ we therefore have the relation
$\mathcal{F}^{-1} \circ F(\alpha) \circ \mathcal{F} = \mathcal{F}(\alpha)$. 

---
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Proposition 4.4. For all choices of \( d_E \)-closed \( B \in \Gamma^\infty(\Lambda^2 E^*)[[\lambda]] \) one has:

i) The star products \( \ast_{\text{Std}} \) resp. \( \ast_{\text{Std}^{-1}} \) are of standard-ordered type resp. anti-standard-ordered type in the sense that

\[
\pi^* u \ast_{\text{Std}} f = \pi^* u f \quad \text{and} \quad f \ast_{\text{Std}^{-1}} \pi^* u = f \pi^* u
\]

for all \( u \in C^\infty(M)[[\lambda]] \) and all \( f \in C^\infty(E^*)[[\lambda]] \). Equivalently, \( \ast_{\text{Std}} \) (resp. \( \ast_{\text{Std}^{-1}} \)) differentiates the first (resp. second) argument only in fibre directions.

ii) The Fedosov–Taylor series of \( u \in C^\infty(M)[[\lambda]] \) is explicitly given by

\[
\tau_\kappa(u) = \exp(D) u.
\]

iii) In addition, the \( \ast_\kappa \)-left and \( \ast_\kappa \)-right multiplications with \( \pi^* u \) can be expressed as

\[
\bar{\pi}^* u \ast_\kappa f = F(\exp(\kappa i\lambda D) u) f \quad \text{and} \quad f \ast_\kappa \pi^* u = F(\exp(-(1 - \kappa) i\lambda D) u) f.
\]

Consequently, for all \( u \in C^\infty(M)[[\lambda]] \) one has

\[
\text{ad}_{\ast_\kappa}(\pi^* u) = F\left(\frac{\exp(\kappa i\lambda D) - \exp(-(1 - \kappa) i\lambda D)}{D} d_E u\right).
\]

iv) For all \( \ast_\kappa \) the functions \( \pi^* C^\infty(M)[[\lambda]] \) are a subalgebra with \( \ast_\kappa \) being the undeformed commutative product.

Proof. Assertion i) follows from \( u \ast_{\text{Std}} t = \sigma(\tau_{\kappa}(u) \circ_{\text{Std}} \tau_{\text{Std}}(t)) = \sigma(u \circ_{\text{Std}} \tau_{\text{Std}}(t)) = \sigma(u) \tau_{\text{Std}}(t) = ut, \) where the second equality is due to the explicit shape of \( \circ_{\text{Std}} \). Observe that one does not need to know \( \tau_{\text{Std}}(u) \) in order to prove this statement. Analogously one shows \( \ast_{\text{Std}} u = tu \) for all \( u \in C^\infty(M)[[\lambda]] \) and all \( t \in S \). From the very definitions of \( \ast_{\text{Std}} \) and \( \ast_{\text{Std}^{-1}} \) we can therefore conclude that the equations (4.3) hold since they hold on \( \text{Pol}^\infty(E^*)[[\lambda]] \). The second statement follows using associativity. For the proof of ii) we just have to show that \( \exp(D)u = u + \delta^{-1} \left(D \exp(D)u + \frac{1}{\lambda} \text{ad}_\kappa(r) \exp(D)u\right)\), which is straightforward observing that for all \( a \in W \) with \( \deg a = ka \) we have \( \delta^{-1} \text{ad}_\kappa(r) = \delta^{-1}(i_ad^*(e^\lambda) r) i_a(e^a) a = 0 \), where the second to last equality is a consequence of the explicit shape of \( \circ_\kappa \) and Proposition 4.2 i). Moreover, we have used that \( \delta^{-1} r = 0 \) according to (4.3). The first statement in iii) follows using ii) similarly to the computation in iii).

\[
u \ast_\kappa t = \sigma(\tau_\kappa(u) \circ_\kappa \tau_\kappa(t))\]
\[
= \sum_{k=0}^{\infty} \frac{1}{k!} (\kappa i\lambda)^k i_a(e_{a_1}) \cdots i_a(e_{a_k}) \frac{1}{k!} D^k u i_a(e^{a_1}) \cdots i_a(e^{a_k}) t \]
\[
= F(\exp(\kappa i\lambda D) u) t.
\]

From this equation and the relation between \( F \) and \( T \) we conclude the first equation in (4.6).

The proof of the second equation for the right-multiplication with \( \pi^* u \) is completely analogous. The last assertion in iii) then follows from the combination of the equations for \( \pi^* u \ast_\kappa f \) and \( f \ast_\kappa \pi^* u \) observing \( Du = d_E u \). Finally, iv) is a direct consequence of iii).

We conclude this section noting that – in case \( B \) has been chosen appropriately – the star products \( \ast_{\text{Weyl}} \) are in fact of Weyl type, i.e. the complex conjugation \( C \) as well as the \( \lambda \)-parity operator \( P = (-1)^{\deg \lambda} \) are anti-automorphisms of \( \ast_{\text{Weyl}} \) (cf. [38]). Note that we consider the formal parameter \( \lambda \) as real and hence define \( C \lambda = \lambda \).
Proposition 4.5. For $\ast_{\text{Weyl}} = \ast^1_\mathbb{T}$ we have the following statements:

i) In case $CB = B$ the star product $\ast_{\text{Weyl}}$ is Hermitian, i.e. $C(f \ast_{\text{Weyl}} g) = (Cg) \ast_{\text{Weyl}} (Cf)$ for all $f, g \in C^\infty(E^*)[[\lambda]]$.

ii) In case $PB = B$ the star product $\ast_{\text{Weyl}}$ has the $\lambda$-parity property, i.e. $P(f \ast_{\text{Weyl}} g) = (P g) \ast_{\text{Weyl}} (P f)$ for all $f, g \in C^\infty(E^*)[[\lambda]]$.

iii) In case $CB = PB$ the star product $\ast_{\text{Weyl}}$ is of Weyl type.

Proof. For the proof of i) we first note that $C(a \circ_{\text{Weyl}} b) = (-1)^{kl} (Cb) \circ_{\text{Weyl}} (Ca)$ for all $a \in \mathcal{W} \otimes S \otimes \Lambda^k, b \in \mathcal{W} \otimes S \otimes \Lambda^l$. With $CB = B$ and this property it is straightforward to show that $Cr$ satisfies the same equations as $r$ and hence $Cr = r$ by the uniqueness of the solution of (5.1). Therefore $C$ commutes with $D_{\text{Weyl}}$ implying $C \tau_{\text{Weyl}}(s) = \tau_{\text{Weyl}}(Cs)$ for all $s \in S$. From this equation and the behaviour of $\circ_{\text{Weyl}}$ with respect to complex conjugation the identity $C(s \ast_{\text{Weyl}} t) = (Ct) \ast_{\text{Weyl}} (Cs)$ for all $s, t \in S$ is obvious implying the assertion. The proof of ii) is completely analogous to that of i) replacing $C$ by $P$ and iii) is just the combination of i) and ii).

5 Equivalence transformations

In this section we will explicitly construct isomorphisms or equivalence transformations, respectively, relating the star products obtained for different values $\kappa$ and $\kappa'$ of the ordering parameter, different torsion-free $E$-connections $\nabla$ and $\nabla'$, and from cohomologous $E$-two-forms $B$ and $B'$.

We begin with the construction of isomorphisms between products $\ast_\kappa$ and $\ast'_{\kappa'}$ obtained using the same ordering parameter $\kappa$, the same $E$-connection $\nabla$ and different but cohomologous formal series $B$ and $B'$ of $dE$-closed $E$-two-forms. We look for an automorphism $A_h$ of $(\mathcal{W} \otimes S \otimes \Lambda, \circ_{\kappa})$ of the form

$$A_h = \exp\left(-\frac{i}{\lambda} \text{ad}_\kappa(h)\right) \quad \text{with} \quad h \in \mathcal{W}_1 \quad \text{and} \quad \sigma(h) = 0 \quad (5.1)$$

such that

$$D'_\kappa = A_h D_\kappa A_{-h}.$$

In case we can find such a fibrewise automorphism the map $J_h : S \to S$ which is defined by

$$J_h(s) = \sigma (A_h \tau_\kappa(s)) \quad (5.2)$$

turns out to be an isomorphism from $\ast_\kappa$ to $\ast'_{\kappa'}$ since the relation between the Fedosov derivations implies that $A_h \tau_\kappa(s) = \tau'_{\kappa'}(J_h(s))$ holds for all $s \in S$. Now by a direct computation one finds that

$$A_h D_\kappa A_{-h} = D_\kappa + \frac{i}{\lambda} \text{ad}_\kappa \left( \frac{\exp(-\frac{1}{\lambda} \text{ad}_\kappa(h)) - \text{id}}{-\frac{1}{\lambda} \text{ad}_\kappa(h)} D_\kappa h \right)$$

which is equal to $D'_\kappa$ iff

$$\frac{i}{\lambda} \text{ad}_\kappa \left( r - r' + \frac{\exp(-\frac{1}{\lambda} \text{ad}_\kappa(h)) - \text{id}}{-\frac{1}{\lambda} \text{ad}_\kappa(h)} D_\kappa h \right) = 0.$$

By Lemma 3.1 this is the case iff there is a formal series of $E$-one-forms $A$ such that

$$r - r' + \frac{\exp(-\frac{1}{\lambda} \text{ad}_\kappa(h)) - \text{id}}{-\frac{1}{\lambda} \text{ad}_\kappa(h)} D_\kappa h = -A.$$
Now using that $h$ is of $\mathcal{S}\mathbf{E}$-degree 0 together with Proposition 4.2 i) it is easy to show that $\mathcal{D}_\kappa h$ is also of $\mathcal{S}\mathbf{E}$-degree 0 which implies that the above equation reduces to

$$\mathcal{D}_\kappa h = r' - r - A,$$

(5.3)

since $W \otimes S^0 \otimes \Lambda$ is a super-commutative subalgebra of $(W \otimes S \otimes \Lambda, \circ_\kappa)$. Applying $\mathcal{D}_\kappa$ to this equation, we get using the equations for $r$ and $r'$ that the necessary condition for the solvability of this equation is that $A$ satisfies

$$B - B' = d_E A.$$

But this is also sufficient since the $\mathcal{D}_\kappa$-cohomology is trivial on elements with positive $\mathcal{S}\mathbf{E}$-degree and the solution $h_A$ is explicitly given by $h_A = \mathcal{D}_\kappa^{-1}(r' - r - A)$. We thus have shown the first part of the following:

**Theorem 5.1.** Let $*_\kappa$ and $*_\kappa'$ be Fedosov products on $\mathcal{S}$ obtained using the same $\mathbf{E}$-connection and different but cohomologous $d_E$-closed $\mathbf{E}$-two-forms $B$ and $B'$.

i) In case $A$ satisfies $B - B' = d_E A$ there is a uniquely determined element $h_A \in W_1$ with $\sigma(h_A) = 0$ such that $\mathcal{D}_\kappa h_A = r' - r - A$ namely

$$h_A = \mathcal{D}_\kappa^{-1}(r' - r - A).$$

With the so-constructed $h_A$ one has $\mathcal{D}_\kappa' = A h_A \mathcal{D}_\kappa A - h_A$ and thus $I_A = J_{h_A}$ according to equation (5.2) defines an algebra isomorphism from $(\mathcal{S}, *_{\kappa})$ to $(\mathcal{S}, *'_{\kappa})$.

ii) The above element $h_A \in W_1$ is explicitly given by

$$h_A = \exp(D) - \text{id} A,$$

where the formal series of $\mathbf{E}$-one-forms $A$ is considered as a one-form in the symmetric part of $W \otimes S \otimes \Lambda$, i.e. as element of $W^1$. Moreover, the isomorphism $I_A$ takes the concrete form

$$I_A s = \exp \left( F \left( \frac{\exp(\kappa i \lambda D) - \exp(-(1 - \kappa)i \lambda D)}{i \lambda D} A \right) \right) s$$

for $s \in \mathcal{S}$.

iii) The map $l_A$ defined by

$$l_A = \Phi_{A_0}^* \circ \exp \left( F \left( \frac{\exp(\kappa i \lambda D) - \exp(-(1 - \kappa)i \lambda D)}{i \lambda D} A - A_0 \right) \right),$$

(5.4)

where $A_0$ denotes the classical part of $A$ and $\Phi_{A_0} : E^* \rightarrow E^*$ denotes the fibre translating diffeomorphism defined by

$$\Phi_{A_0}(\alpha_q) = \alpha_q + A_0(q),$$

provides an isomorphism from $(C^\infty(E^*)[[\lambda]], *_{\kappa})$ to $(C^\infty(E^*)[[\lambda]], *'_{\kappa})$.

iv) In case $\deg B = B$ and $\deg B' = B'$, we can choose $A$ such that $\deg_{\lambda} A = A$, too. Then $l_A$ is homogeneous, i.e. $l_A H = H l_A$. 
**Proof.** For the proof of the second part we have to evaluate $D^{-1}_x(r' - r - A)$ using the concrete shape of the homotopy operator $D^{-1}_x$ explicitly. Since $[\delta^{-1}, [\delta^{-1}, D + \frac{1}{\chi} \text{ad}_\iota(r)]] = 0$ the terms involving $r' - r$ vanish due to $\delta^{-1}r = 0 = \delta^{-1}r'$ yielding $h_A = \frac{1}{\chi} - [\delta^{-1}, D + \frac{1}{\chi} \text{ad}_\iota(r)\chi]A$, where $A$ is viewed as element in $W^1$. But as $[\delta^{-1}, D + \frac{1}{\chi} \text{ad}_\iota(r)\chi]$ preserves $W$ and $[\delta^{-1}, \frac{1}{\chi} \text{ad}_\iota(r)\chi]$ even vanishes on $W$ we get $h_A = \frac{1}{\chi} - \frac{1}{\chi}D\frac{1}{\chi}A = \frac{\exp(D)-\exp(-1)}{D\chi}A$ where in the last step we have used that $[\delta^{-1}, D\frac{1}{\chi}a] = \frac{1}{\chi}D\chi$ for all $a \in W$ with $\deg(a) = ka$ and have explicitly computed the geometric series.

For the detailed computation of $\mathcal{J}_A$'s we first note that $\sigma(\text{ad}_\iota(a)b) = \sigma(\text{ad}_\iota(a)\pi(b))$ for all $a \in W \otimes S^0 \otimes \Lambda$ and all $b \in W \otimes S \otimes \Lambda$ because of the explicit shape of $c_\iota$. Repeated use of this identity yields $\mathcal{J}_A s = \exp\left(-\frac{1}{\chi} \sigma \circ \text{ad}_\iota \left(\frac{\exp(D)-\exp(-1)}{D\chi}A\right)\right) s$. A further straightforward computation shows that

$$\sigma\left(\text{ad}_\iota \left(\frac{\exp(D)-\exp(-1)}{D\chi}A\right) s\right) = \mathcal{F} \left(\frac{\exp(\kappa i\lambda D) - \exp(-(1 - \kappa)i\lambda D)}{i\lambda D}\right) s$$

for all $s \in S$ proving the formula for $\mathcal{J}_A$. Evidently, from the very definition of $\ast_\iota$ and $\ast'_\iota$ the map $l_A = \delta \circ \mathcal{J}_A \circ \delta^{-1}$ defines an isomorphism from $(\text{Pol}^*([E^*]([\lambda]), \ast_\iota))$ to $(\text{Pol}^*([E^*]([\lambda]), \ast'_\iota))$. But as $A$ starts in order 0 of the formal parameter the so-obtained map cannot be continued to a well-defined map on all of $C^\infty([E^*]([\lambda]))$ without being suitably rewritten. This trouble is caused by the term $\exp(\mathcal{F}(A_0))$ which is perfectly well defined on $\text{Pol}^*([E^*])$ but not on $C^\infty([E^*])$. But on $\text{Pol}^*([E^*])$ the map $\exp(\mathcal{F}(A_0))$ coincides with the pull-back $\Phi^*_A$ with the above fibre translating diffeomorphism. Therefore on $\text{Pol}^*([E^*])$ the expression in equation (5.3) coincides with $\mathcal{J} \circ \mathcal{J}_A \circ \delta^{-1}$ but it is moreover well defined on all of $C^\infty([E^*])$. With the usual argument, that it suffices to verify identities relating the star products $\ast_\iota$ and $\ast'_\iota$ on polynomial functions in order to prove them for all smooth functions, this implies that $l_A$ defines an isomorphism from $(C^\infty([E^*])[[\lambda]], \ast_\iota)$ to $(C^\infty([E^*])[[\lambda]], \ast'_\iota)$. The last part is obvious.

As a by-product of the above considerations and the formulas proven in Proposition 4.4 we obtain a unique characterization of the (quasi-inner) derivations and (inner) self-equivalences of $\ast_\iota$ that are in the image of $\mathcal{F}$.

**Corollary 5.2.** The map

$$A \mapsto \mathcal{F} \left(\frac{\exp(\kappa i\lambda D) - \exp(-(1 - \kappa)i\lambda D)}{i\lambda D}\right)$$

establishes a bijection between $\{ A \in C^\infty([E^*][[\lambda]] \mid d_E A = 0 \}$ and $\text{Der}(C^\infty([E^*][[\lambda]], \ast_\iota)) \cap \text{im}(\mathcal{F})$.

Since all self-equivalences of $\ast_\iota$ are of the form $\exp(i\lambda D)$ with $D \in \text{Der}(C^\infty([E^*][[\lambda]], \ast_\iota))$ this also yields that all self-equivalences of $\ast_\iota$ that lie in $\text{im}(\mathcal{F})$ have the form

$$\exp\left(\mathcal{F} \left(\frac{\exp(\kappa i\lambda D) - \exp(-(1 - \kappa)i\lambda D)}{i\lambda D}\right)\right).$$

Moreover, the derivations obtained from $A = d_E u$ with $u \in C^\infty([M][[\lambda]])$ are of the form $-\frac{1}{\chi} \text{ad}_{\ast_\iota}(\pi^\ast u)$ and hence are quasi-inner. Analogously, the self-equivalences corresponding to $A = d_E u$ are given by $\exp(\text{ad}_{\ast_\iota}(\pi^\ast u))f = e^{\pi^\ast u} \ast_\iota f \ast_\iota e^{-\pi^\ast u}$ and hence are inner automorphisms.

Let us now construct an equivalence transformation from $\ast_\iota$ to $\ast'_\iota$ obtained from different torsion-free $E$-connections $\nabla$ and $\nabla'$ but coinciding formal series of $d_E$-closed $E$-forms $B$. We begin with the comparison of the corresponding maps $D$ and $D'$ on $W \otimes S \otimes \Lambda$. Evidently, $S_{\nabla} (s, t) = \nabla s t - \nabla' s t$ defines an element of $C^\infty(S^2 E^* \otimes E)$ which we naturally can consider as $S_{\nabla} \in W^2 \otimes S^1$. For $T_{\nabla'} = \delta S_{\nabla}$ we find:
Lemma 5.3. With the definitions from above the following identities hold:

i) \[ D - D' = -\frac{i}{\lambda} \text{ad}_{\kappa}(T_{\nabla - \nabla'}). \]

ii) \[ \delta T_{\nabla - \nabla'} = 0 \quad \text{and} \quad DT_{\nabla - \nabla'} = R - R' - \frac{i}{\lambda} T_{\nabla - \nabla'} \circ_{\kappa} T_{\nabla - \nabla'}. \]

Proof. Part i) follows from an easy computation using the definition of \( T_{\nabla - \nabla'} \) and \( \circ \). The first statement in ii) is trivial since \( \delta^2 = 0 \) and the first formula involving \( R \) and \( R' \) follows from squaring the identity \( D' = D + \frac{i}{\lambda} \text{ad}_{\kappa}(T_{\nabla - \nabla'}) \) and using the definitions of \( R \) and \( R' \). ■

To construct an equivalence from \( \ast_{\kappa} \) to \( \ast'_{\kappa} \) we again try to find a fibrewise automorphism \( A_h \) as in (5.1) such that \( D'_{\kappa} \circ \kappa = A_h D_{\kappa} \circ \kappa \) with \( \sigma(h) = 0 \). As above this equation turns out to be equivalent to

\[ T_{\nabla - \nabla'} + r' - r - \frac{\exp\left(-\frac{i}{\lambda} \text{ad}_{\kappa}(h)\right) - \text{id}}{-\frac{i}{\lambda} \text{ad}_{\kappa}(h)} \circ D_{\kappa} h \]

being a central element in \((W \otimes S \otimes \Lambda, \circ)\). The following proposition states the existence of such an element and hence yields the desired equivalence from \( \ast_{\kappa} \) to \( \ast'_{\kappa} \).

Proposition 5.4.

i) There is a uniquely determined element \( h_{\nabla - \nabla'} \in W_2 \otimes S \) with \( \sigma(h_{\nabla - \nabla'}) = 0 \) such that

\[ T_{\nabla - \nabla'} + r' - r - \frac{\exp\left(-\frac{i}{\lambda} \text{ad}_{\kappa}(h_{\nabla - \nabla'})\right) - \text{id}}{-\frac{i}{\lambda} \text{ad}_{\kappa}(h_{\nabla - \nabla'})} \circ D_{\kappa} h_{\nabla - \nabla'} = 0, \] (5.5)

which can be determined recursively from

\[ h_{\nabla - \nabla'} = \delta^{-1}\left(Dh_{\nabla - \nabla'} + \frac{i}{\lambda} \text{ad}_{\kappa}(r)h_{\nabla - \nabla'}
\]

\[- \frac{-\frac{i}{\lambda} \text{ad}_{\kappa}(h_{\nabla - \nabla'})}{\exp\left(-\frac{i}{\lambda} \text{ad}_{\kappa}(h_{\nabla - \nabla'})\right) - \text{id}}(T_{\nabla - \nabla'} + r' - r)\right). \]

With the so-determined \( h_{\nabla - \nabla'} \), the map \( E_{\nabla - \nabla'} \) defined by

\[ E_{\nabla - \nabla'} s = \sigma(A_{h_{\nabla - \nabla'} \tau_{\kappa}(s)) \]

is an equivalence transformation from \((S, \ast_{\kappa})\) to \((S, \ast'_{\kappa})\).

ii) Moreover, \( h_{\nabla - \nabla'} \) is of \( S^E \)-degree at most 1 and hence it satisfies the simpler recursion formula

\[ h_{\nabla - \nabla'} = \delta^{-1}\left(Dh_{\nabla - \nabla'} - \{r, h_{\nabla - \nabla'}\}_{\text{fib}}
\]

\[- \frac{\{h_{\nabla - \nabla'}, \cdot\}_{\text{fib}}}{\exp (\{h_{\nabla - \nabla'}, \cdot\}_{\text{fib}}) - \text{id}}(T_{\nabla - \nabla'} + r' - r)\right). \] (5.6)
iii) $\mathcal{E}_{\nabla_{-\nabla'}}$ induces an equivalence transformation from $(C^\infty(E^*)[[\lambda]], \star_{\kappa})$ to $(C^\infty(E^*)[[\lambda]], \star'_{\kappa})$ by the unique extension from $\text{Pol}^*(E^*)[[\lambda]]$ to $C^\infty(E^*)[[\lambda]]$ of the equivalence transformation $\mathcal{E}_{\nabla_{-\nabla'}} = \mathcal{J} \circ \mathcal{E}_{\nabla_{-\nabla'}} \circ \mathcal{J}^{-1} : (\text{Pol}^*(E^*)[[\lambda]], \star_{\kappa}) \to (\text{Pol}^*(E^*)[[\lambda]], \star'_{\kappa})$.

iv) In case $\deg_B B = B$ we have $\mathcal{K} h_{\nabla_{-\nabla'}} = h_{\nabla_{-\nabla'}}$ and hence $\mathcal{E}_{\nabla_{-\nabla'}}$ is homogeneous.

**Proof.** Solving equation (5.5) for $D_h$ and applying $D_\kappa$ one obtains by a straightforward but cumbersome computation that the necessary condition for the solvability of this equation is satisfied. But this also turns out to be sufficient since (5.2) applied to $h$ yields the recursion formula for $h_{\nabla_{-\nabla'}}$, which has a unique solution by the usual fixed point argument. For the so-constructed $h_{\nabla_{-\nabla'}}$ it is evident that $\mathcal{E}_{\nabla_{-\nabla'}}$ is an isomorphism as stated. Using Proposition 3.6 and the fact that $h_{\nabla_{-\nabla'}} \in \mathcal{W}_2 \otimes \mathcal{S}$ it is lengthy but not difficult to show that $\mathcal{E}_{\nabla_{-\nabla'}}$ is in fact a formal series of differential operators that starts with the identity. The proof of iii) is a straightforward induction on the total degree using Proposition 4.2 i), the shape of $\mathcal{E}_{\nabla_{-\nabla'}}$ is homogeneous. The proof of ii) is a formal series of differential operators which is an equivalence between differential associative products on $\mathcal{S}$. The last part follows from Proposition 4.1 together with (5.6) since $\mathcal{K} h_{\nabla_{-\nabla'}} = h_{\nabla_{-\nabla'}}$.

Finally, we can now compare the star products $\star_{\kappa}$ and $\star'_{\kappa'}$ obtained from different ordering parameters $\kappa$ and $\kappa'$ but identical $\nabla$ and $B$. Actually, here the procedure is a little more involved since we do not only need a fibrewise automorphism but also the fibrewise equivalence transformation $\mathcal{K}$.

We consider $\mathcal{D}_h = \mathcal{M}_{\kappa' - \kappa} \circ \mathcal{D}_h \circ \mathcal{M}_{\kappa - \kappa'}$, which is evidently a super-derivation of $\mathcal{O}_{\kappa'}$ with square 0. Using Proposition 3.3 and the commutation relations for $\Delta_{\Theta}$, we find

$$\mathcal{D}_h = \mathcal{D}_{\kappa'} + (\kappa - \kappa') \text{ad}_{\kappa'}(\Delta_{\Theta} r)$$

which in general is evidently different from $\mathcal{D}_{\kappa'}$. Therefore, we try to find $A'_{\kappa} = \exp \left( -\frac{1}{\lambda} \text{ad}_{\kappa'}(h) \right)$ with $h \in \mathcal{W}_2$ and $\sigma(h) = 0$ such that $A'_{\kappa} \mathcal{D}_{\kappa'} A'_{\kappa} = \mathcal{D}_{\kappa'}$ since then analogously to the considerations before we can explicitly define an equivalence transformation from $(\mathcal{S}, \star_{\kappa})$ to $(\mathcal{S}, \star'_{\kappa'})$.

**Proposition 5.5.**

i) For every $E$-one-form $\Gamma$ with $d_E \Gamma = -\Delta_{\Theta} R$ and all $\kappa, \kappa' \in \mathbb{R}$ there is a uniquely determined element $h_{\Gamma, \kappa' - \kappa} \in \mathcal{W}_2$ with $\sigma(h_{\Gamma, \kappa' - \kappa}) = 0$ such that

$$\mathcal{D}_{\kappa'} h_{\Gamma, \kappa' - \kappa} = -\mathcal{I} \lambda (\kappa' - \kappa)(\Gamma + \Delta_{\Theta} r)$$

namely $h_{\Gamma, \kappa' - \kappa} = -\mathcal{D}_{\kappa'}^{-1}(i\lambda(\kappa' - \kappa)(\Gamma + \Delta_{\Theta} r))$.

ii) With the element $h_{\Gamma, \kappa' - \kappa}$ constructed in i) one has $\mathcal{D}_{\kappa'} = A'_{h_{\Gamma, \kappa' - \kappa}} \mathcal{M}_{\kappa' - \kappa} \mathcal{D}_h \mathcal{M}_{\kappa - \kappa'} A'_{h_{\Gamma, \kappa' - \kappa}}$ and hence

$$\mathcal{N}_{\Gamma, \kappa' - \kappa} s = \sigma \left( A'_{h_{\Gamma, \kappa' - \kappa}} \mathcal{M}_{\kappa' - \kappa} \tau_{\kappa'}(s) \right)$$

defines an equivalence transformation from $(\mathcal{S}, \star_{\kappa})$ to $(\mathcal{S}, \star'_{\kappa'})$.

iii) Finally, the map $\mathcal{N}_{\Gamma, \kappa' - \kappa} = \mathcal{J} \circ \mathcal{N}_{\Gamma, \kappa' - \kappa} \circ \mathcal{J}^{-1}$ defines an equivalence transformation from $(\text{Pol}^*(E^*)[[\lambda]], \star_{\kappa})$ to $(\text{Pol}^*(E^*)[[\lambda]], \star'_{\kappa'})$ that uniquely extends to an equivalence transformation from $(C^\infty(E^*)[[\lambda]], \star_{\kappa})$ to $(C^\infty(E^*)[[\lambda]], \star'_{\kappa'})$.

iv) In case $\deg_B B = B$, the equivalence transformation $\mathcal{N}_{\Gamma, \kappa' - \kappa}$ is homogeneous.
Now we relate the deformed algebra of polynomial functions (Pol\(\mathcal{A}'_h\)) which is a fibrewise automorphism of \(\mathcal{A}'_h\) we find that \(\mathcal{A}'_h \mathcal{D}_{\kappa'} \mathcal{A}'_h = \mathcal{D}_{\kappa'}\) iff
\[
\exp\left(-\frac{i}{\hbar} \text{ad}_{\kappa'}(h)\right) - \text{id} \mathcal{D}_{\kappa'} h + i\lambda(\kappa' - \kappa)\mathcal{A}'_h \Delta_{\text{id}} r
\]
is central. But now \(\mathcal{D}_{\kappa'} h \in \mathcal{W}_2 \otimes S^0 \otimes \Lambda^1\) and \(\Delta_{\text{id}} r \in \mathcal{W} \otimes S^0 \otimes \Lambda^1\) together with the fact that \(\mathcal{W} \otimes S^0 \otimes \Lambda\) is a super-commutative subalgebra of \((\mathcal{W} \otimes S \otimes \Lambda, o_{\kappa'})\) imply that this is equivalent to
\[
\mathcal{D}_{\kappa'} h + i\lambda(\kappa' - \kappa)\Delta_{\text{id}} r = A,
\]
with a formal series of \(E\)-one-forms \(A\). Clearly, the necessary condition for the solvability of the latter equation is \(\mathcal{D}_{\kappa'} (i\lambda(\kappa' - \kappa)\Delta_{\text{id}} r) = d_E A\). In order to analyze this equation one applies \(\mathcal{M}_{\kappa' - \kappa}\) to the equation solved by \(r\) with the fibrewise product \(o_{\kappa}\) and finds \(\mathcal{D}_{\kappa'} (i\lambda(\kappa' - \kappa)\Delta_{\text{id}} r) = i\lambda(\kappa' - \kappa)\Delta_{\text{id}} R\). Note that here the fact that \(r\) does not depend on \(\kappa\) proven in Proposition\[\lozenge\] enters crucially. But since there is an \(E\)-one-form \(\Gamma\) with \(d_E \Gamma = -\Delta_{\text{id}} R\) we can satisfy the above condition choosing \(A = -i\lambda(\kappa' - \kappa)\Gamma\). Now again the homotopy operator \(\mathcal{D}_{\kappa'}^{-1}\) permits to write down the unique solution \(h_{\Gamma,\kappa' - \kappa}\) of \((5.7)\). The assertion of \([\lozenge]\) is then satisfied by construction of \(h_{\Gamma,\kappa' - \kappa}\) and part \([\bigstar]\) follows again by the argument that \(N_{\Gamma,\kappa' - \kappa}\) is a formal series of differential operators starting with the identity. For the last part, note that \(\Delta_{\text{id}} r = \Delta_{\text{id}} r_{\text{cl}}\) is classical whence the right-hand side of \((5.7)\) is homogeneous of degree one with respect to \(\mathcal{K}\). This implies that \(h_{\Gamma,\kappa' - \kappa}\) is homogeneous of degree one, too. Since \(\mathcal{M}_{\kappa' - \kappa}\) commutes with \(\mathcal{K}\), the result follows.

Remark 5.6. From the above statements it follows that the only possible source for non-equivalent star products in our framework are non-trivial cohomology classes \([B - B'] \in \text{H}_E^2(M)[\lambda]\). Note however, that even for \([B] \neq [B']\) the resulting star products can be equivalent: let \(E = \mathfrak{g}\) be an Abelian even-dimensional Lie algebra, viewed as Lie algebroid over \(\text{pt}\). Choose \(B_0\) to be a non-degenerate element in \(\Lambda^2 \mathfrak{g}^*\), whence the Poisson bracket \(\{\cdot, \cdot\}_{B_0}\) is symplectic. Then any \(B = B_0 + \lambda B_1\) and \(B' = B_0 + \lambda B'_1\) are \(d_E\)-closed and cohomologous only if \(B_1 = B'_1\). Choosing \(B_1 \neq B'_1\), the star products are still equivalent, as all symplectic star products on a vector space are equivalent.

6 Relation to the universal enveloping algebra

Now we relate the deformed algebra of polynomial functions \((\text{Pol}^\bullet(E^\bullet)[\lambda], *,_\kappa)\) for \(B = 0\), viewed as \(\mathbb{C}[\lambda]\)-subalgebra thanks to Proposition \([\lozenge]\) to the universal enveloping algebra \(\mathcal{U}(E)\) of the Lie algebroid \(E\). First we recall the definition of \(\mathcal{U}(E)\) according to Rinehart \([22\text{ Section 2}]\): The \(\mathbb{C}[\lambda]\)-module \((\mathbb{C}^\infty(M) \oplus \Gamma^\infty(E))[\lambda]\) is a Lie algebra over \(\mathbb{C}[\lambda]\) via
\[
[(u, s), (v, t)] = -i\lambda (\varphi(s)v - \varphi(t)u, [s, t]_{E}).
\]

Note that we have incorporated artificially the pre-factor \(i\lambda\) which will allow for easier comparison. In its (Lie algebraic) universal enveloping algebra \(\mathcal{U}((\mathbb{C}^\infty(M) \oplus \Gamma^\infty(E))[\lambda])\) over \(\mathbb{C}[\lambda]\) one considers the two-sided ideal \(\mathcal{J}\) generated by the relations \((u, 0) \circ (0, s) - (0, us)\) and \((u, 0) \circ (v, 0) - (uv, 0)\), where \(\circ\) denotes the product of the universal enveloping algebra and \(u, v \in \mathbb{C}^\infty(M)[\lambda]\) and \(s \in \Gamma^\infty(E)[\lambda]\). Then one defines
\[
\mathcal{U}(E) = \mathcal{U}((\mathbb{C}^\infty(M) \oplus \Gamma^\infty(E))[\lambda]) / \mathcal{J}.
\]
The universal enveloping algebra \(\mathcal{U}(E)\) (now in the Lie algebroid sense) is still filtered by the number of factors from \(\Gamma^\infty(E)\). We denote by \(\mathfrak{S}^\bullet(\mathcal{U}(E))\) the corresponding graded \(\mathbb{C}[\lambda]\)-module,
Lemma 6.3. i.e. $\mathfrak{S}^k(\mathcal{U}(E)) = \mathcal{U}^k(E)/\mathcal{U}^{k-1}(E)$, endowed with its canonical algebra structure. It turns out that $\mathfrak{S}^k(\mathcal{U}(E))$ is a commutative unital $\mathbb{C}[\lambda]$-algebra, which is immediate from the particular form of the relations used in the definition of $\mathcal{U}(E)$. This algebra is still generated by $C^\infty(M)[\lambda]$ and $\Gamma^\infty(E)[\lambda]$ and $C^\infty(M)[\lambda] \rightarrow \mathfrak{S}^k(\mathcal{U}(E))$ turns out to be an algebra morphism. Thus $\mathfrak{S}^k(\mathcal{U}(E))$ is a $C^\infty(M)[\lambda]$-algebra, generated by $\Gamma^\infty(E)[\lambda]$. Hence we have a canonical algebra morphism

$$S^*_{C^\infty(M)[\lambda]}(\Gamma^\infty(E)[\lambda]) = S^*(E)[\lambda] \rightarrow \mathfrak{S}^k(\mathcal{U}(E)) \tag{6.1}$$

by the universal property of the symmetric algebra. Since $\Gamma^\infty(E)[\lambda]$ is a projective $C^\infty(M)[\lambda]$-module, which follows directly from the Serre–Swan theorem, it follows from \([12] \text{ Theorem 3.1}\) that (6.1) is in fact an isomorphism, i.e. one has a Poincaré–Birkhoff–Witt like theorem. In particular, we can identify $u \in C^\infty(M)[\lambda]$ and $s \in \Gamma^\infty(E)[\lambda]$ with their images in $\mathcal{U}(E)$.

Now consider $S^*(E)[\lambda]$ (or equivalently, $\text{Pol}^*(E^*)[\lambda]$) with the (star) product $*_\text{Weyl}$ (or $*_\text{Weyl}$), where we have to choose $B = 0$.

**Proposition 6.1.** For $B = 0$ we have

$$[u, v]_{*_\text{Weyl}} = 0, \quad [u, s]_{*_\text{Weyl}} = i\lambda \phi(s)u, \quad \text{and} \quad [s, t]_{*_\text{Weyl}} = -i\lambda [s, t]_E \tag{6.2}$$

for $u, v \in C^\infty(M)[\lambda]$ and $s, t \in \Gamma^\infty(E)[\lambda]$.

**Proof.** The first two statements are true by homogeneity, the last follows from homogeneity and the Weyl type property. ■

**Remark 6.2.** This proposition, transferred to $\text{Pol}^*(E^*)$, can be viewed as a covariance property of $*_\text{Weyl}$ under the Lie algebra action of $C^\infty(M) \rtimes \Gamma^\infty(E)$ acting on $C^\infty(E^*)$ via inner Poisson derivations. Thus the map $\mathfrak{i}$, restricted to $C^\infty(M) \rtimes \Gamma^\infty(E)$, can be considered as a quantum momentum map.

**Lemma 6.3.** There exists a unique surjective unital $\mathbb{C}[\lambda]$-linear algebra morphism

$$\phi : \mathcal{U}(E) \rightarrow (S^*(E)[\lambda], *_{\text{Weyl}})$$

with $\phi(u) = u$ and $\phi(s) = s$ for $u \in C^\infty(M)[\lambda]$ and $s \in \Gamma^\infty(E)[\lambda]$.

**Proof.** By (6.2) and the universal property of $\mathcal{U}(E)$ existence and uniqueness of such a morphism are clear. The surjectivity follows since $S^*(E)[\lambda]$ is generated by $C^\infty(M)[\lambda]$ and $\Gamma^\infty(E)[\lambda]$ by Proposition 1.2. ■

Note also that $S^*(E)[\lambda]$ is no longer graded with respect to $*_\text{Weyl}$ but only filtered.

**Lemma 6.4.** The graded algebra $\mathfrak{S}^*(S^*(E)[\lambda], *_{\text{Weyl}})$ is canonically isomorphic to the symmetric algebra $S^*(E)[\lambda]$.

**Proof.** This is an immediate consequence of Proposition 1.2 ■

**Proposition 6.5.** $(S^*(E)[\lambda], *_{\text{Weyl}})$ is isomorphic to $\mathcal{U}(E)$ via $\phi$.

**Proof.** It remains to show that $\phi$ is injective. Here we can rely on the complete symbol calculus for Lie algebroids as established in \([10] \text{ Theorem 3}\) which is (as our construction) based on the choice of a connection $\nabla$. ■
Remark 6.6.

i) Since $*_\text{Weyl}$ converges trivially on $S^\bullet(E)[\lambda]$ for any value $\lambda = \hbar \in \mathbb{C}$, we can also pass to the universal enveloping algebra of the Lie algebroid where $\lambda$ is replaced by $\hbar$. This finally establishes the contact to the work of Nistor, Weinstein, and Xu [40].

ii) For the case $E = \mathfrak{g}$, the above construction reproduces the results of Gutt [22].

iii) For $\kappa \neq \frac{1}{2}$, we also obtain isomorphisms of $(S^\bullet(E)[\lambda], *_\kappa)$ with $\mathfrak{u}(E)$ as all $\kappa$-ordered products are equivalent via the explicit equivalence transformation (5.8), which preserves the subspace $S^\bullet(E)[\lambda] \subseteq S^\bullet(E)[[\lambda]]$ thanks to Proposition 5.5 iv).

Remark 6.7 (PBW Approach). One may wonder whether a choice of a PBW isomorphism from the symmetric algebra $S^\bullet(E)[\lambda]$ to the graded algebra $\text{Gr}^\bullet(U(E))$ can be used to give an alternative construction of the star product $*_\text{Weyl}$. This construction was proposed to us by one of the referees. In fact, a posteriori Proposition 6.5 shows that this is possible by using the isomorphism $\phi$ and its inverse described above. However, in this approach one would end up with a deformation quantization of the symmetric algebra $S^\bullet(E)[\lambda]$, even homogeneous, of which it is a priori not clear whether it will extend to a differential star product on $C^\infty(E^*)[[\lambda]]$. The point is that the choice of $\phi$ can also be made differently thereby immediately destroying the property that the resulting product is bidifferential. Ultimately, the reason why it works with $\phi$ is a rather involved combinatorial problem: in the Lie algebra case studied in [22] a detailed analysis of the BCH series was necessary to prove this.

Example 6.8 (Non-differential PBW isomorphism). In [3] an explicit counter example was given in the case of a cotangent bundle $E^* = T^*\mathbb{R}$ of the real line of a linear isomorphism between $S(E^*)[\lambda]$ and $U(E)$ compatible with the filtering but not leading to a bidifferential star product: in this case, the universal enveloping algebra is the algebra of differential operators on $\mathbb{R}$ and a candidate for a linear isomorphism like $\phi^{-1}$ is a quantization map

$$\varrho : \text{Pol}(T^*\mathbb{R}) \longrightarrow \text{Diffop}(\mathbb{R}),$$

which is completely specified by its values on $\varrho(\chi p^k)$ for $\chi \in C^\infty(\mathbb{R})$ and $k \in \mathbb{N}_0$ where $p$ denotes the coordinate along the fibers. Then using $\varrho(\chi p^k) = \left(\frac{\lambda}{i}\right)^k \chi \frac{\partial^k}{\partial x^k}$ for $k \neq 2$ but

$$\varrho(\chi p^2) = \chi \left(-\lambda^2 \frac{\partial^2}{\partial x^2} + \lambda \frac{\partial}{\partial x}\right)$$

yields an isomorphism such that the pulled back product is not bidifferential (but still homogeneous). In view of this counter example the property of $*_\text{Weyl}$ to be bidifferential is far from being trivial. In fact, we are not aware of a simple proof of this fact, even for the above isomorphism $\phi$.

In view of this example it remains challenging to show that one can obtain a bidifferential star product for a particular (and geometrically motivated) choice of the PBW isomorphism. One way to prove it independently of our construction is to use the pseudo-differential operator approach of Nistor, Weinstein and Xu: in fact they discuss this construction in [40, Theorem 4] on the level of polynomial functions. However, they do not prove explicitly that the resulting star product is actually bidifferential. But using their integral formulas of the pseudo-differential calculus one should be able to proceed as in the case of the tangent bundle and ordinary pseudo-differential operators. In any case, one should note that their approach is much more analytic than our Fedosov construction: in fact there are several possible generalizations of the Fedosov construction to a completely algebraic framework not referring to underlying geometry at all.
Remark 6.9. As it was mentioned to us by one of the referees, the $d_E$-closed two-form $B$ can be used to obtain a central extension of the Lie algebroid $E$. For this Lie algebroid, say $\tilde{E}$, one can use the construction for $B = 0$ and take an appropriate quotient later to get the deformation quantization of the polynomials $S^*(E)$. However, here it seems to be even more difficult to control whether the result is bidifferential or not. In fact, geometrically the quotient would correspond to a restriction to a submanifold for which it is known that while Poisson structures might be tangential it can happen that no (bidifferential) star product restricts, see the example in [8]. Thus for this case, it seems to be unavoidable to use the above Fedosov machinery to obtain a bidifferential star product.

Again, also in this case one might apply techniques from [40] in so far as the pseudo-differential calculus may be extended to sections of certain line bundles over the base manifold. The resulting star product for the symbols should then incorporate the Chern form of this line bundle as $B$. Of course, this would limit the approach to integral two-forms. For the cotangent bundle case this was shown to work in [2]. We plan to investigate this relation to representation theory of the deformed algebras in some following work including the corresponding Morita theory.

In view of the above remarks one may wonder why one should impose the condition that a star product is differential at all. In fact, there are interesting examples of “star products” defined on polynomial functions on a cotangent bundle which are not differential but enjoy other nice feature, see e.g. the projectively equivariant quantizations in [15]. However, many constructions in deformation quantization rely heavily on the fact that star products are local (and hence locally bidifferential) like e.g. the Čech cohomological approach to the classification [23, 38] and to the existence and normalization of traces [24] to mention just a few.

7 The trace in the unimodular case

We shall now construct a trace functional for any homogeneous star product on $E^*$, in particular for $\star_\kappa$ with the choice $B = \lambda B_1$ with $B_1 \in \Gamma^\infty(\Lambda^2 E^*)$, $d_E B_1 = 0$, for the case of a unimodular Lie algebroid. To this end we first have to recall some results from [16] on the modular class, see also [44, 32, 31] as well as [26] for a more algebraic approach. However, we shall use a slightly different presentation.

For a Lie algebroid $E$ there are essentially two ways of defining a divergence of $s \in \Gamma^\infty(E)$: if $\mu \in \Gamma^\infty(|\Lambda^N|T^*M)$ is a positive density on $M$ then we can define

$$\text{div}_\mu(s) = \frac{1}{\mu} \mathcal{L}_s \mu \in C^\infty(M).$$

If $\nu \in \Gamma^\infty(|\Lambda^N|E)$ is a positive $E$-density, we analogously can define

$$\text{div}_\nu(s) = \frac{1}{\nu} \mathcal{L}^E \nu \in C^\infty(M),$$

where we use the fact that the $E$-Lie derivative also acts on the $E$-densities in the usual way, see e.g. [13] Section 2.2.5] for an elementary introduction to the calculus of densities. Alternatively, and probably more familiar, one can use volume forms instead of densities, provided $M$ as well as $E$ are orientable. For $u, v \in C^\infty(M)$ and $s, t \in \Gamma^\infty(E)$ we have the usual identities

$$\text{div}_\mu(us) = u \text{div}_\mu(s) + g(s)u,$$

$$\text{div}_\nu(v)(s) = \text{div}_\mu(s) + g(s)v,$$

$$\text{div}_\mu([s, t]_E) = g(s) \text{div}_\mu(t) - g(t) \text{div}_\mu(s),$$

$$\text{div}_\nu(vs) = u \text{div}_\nu(s) - g(s)u,$$
\[ \text{div}_{\omega,\nu}(s) = \text{div}_{\nu}(s) + \varrho(s)\nu, \quad (7.5) \]
\[ \text{div}_{\nu}(s,t) = \varrho(s)\text{div}_{\nu}(t) - \varrho(t)\text{div}_{\nu}(s). \quad (7.6) \]

Note the different signs in (7.1) and (7.4): this implies that the map

\[ s \mapsto \text{trad}(s) = \text{div}_{\mu}(s) + \text{div}_{\nu}(s) \]

is \( C^\infty(M) \)-linear and hence \( \text{trad} \in \Gamma^\infty(E^*) \). From (7.3) and (7.6) we see that \( \text{d}_{E^*}\text{trad} = 0 \) and from (7.2) and (7.3) it follows that the dependence of \( \text{trad} \) on \( \mu \) and \( \nu \) is only via \( \text{d}_{E^*} \)-exact terms whence \( [\text{trad}] \in H^1_{E^*}(M) \) is a well-defined class [10]:

**Definition 7.1** (Modular class). The class \( [\text{trad}] \in H^1_{E^*}(M) \) is called the modular class of \( E \) and \( E \) is called unimodular if \( [\text{trad}] = 0 \).

In fact, \( \text{trad} \) can be seen as the ‘trace of the adjoint representation’, even though in general the adjoint representation ‘ad’ is not really defined in the sense of a Lie algebroid representation. In the unimodular case we can find \( \mu \) and \( \nu \) such that \( \text{trad}(s) = 0 \) for all \( s \in \Gamma^\infty(E) \).

In [10] the modular class of a Poisson manifold \((M,\theta)\) was related to the modular class of the corresponding Lie algebroid \( T^*M \) induced by \( \theta \) as in Example 2.1 iii). Here we shall give yet another interpretation of \( \text{trad} \) in terms of the Poisson manifold \( E^* \). To this end we first construct a density on \( E^* \) out of \( \mu \) and \( \nu \) in the following way. With respect to local coordinates \((q^1, \ldots, q^n, p_1, \ldots, p_N)\) induced by coordinates \( x^1, \ldots, x^N \) on \( M \) and local basis sections \( e_1, \ldots, e_N \) of \( E \), we define

\[ (\mu \otimes \nu) \left( \frac{\partial}{\partial q^1}, \ldots, \frac{\partial}{\partial q^n}, \frac{\partial}{\partial p_1}, \ldots, \frac{\partial}{\partial p_N} \right) = \pi^*\mu \left( \frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^N} \right) \pi^*\nu (e^1, \ldots, e^N). \]

The following lemma is a simple computation using the transformation properties of densities.

**Lemma 7.2.** \( \mu \otimes \nu \in \Gamma^\infty(|\Lambda^{n+N}|T^*E^*) \) is a globally well-defined positive density on \( E^* \).

**Lemma 7.3.** Let \( \Omega \in \Gamma^\infty(|\Lambda^{n+N}|T^*E^*) \) be a positive density on \( E^* \). Then the following statements are equivalent:

i) \( \Omega \) is constant along the fibres.

ii) There exist positive densities \( \mu \in \Gamma^\infty(|\Lambda^n|T^*M) \) and \( \nu \in \Gamma^\infty(|\Lambda^N|E) \) such that \( \Omega = \mu \otimes \nu \).

iii) \( \mathcal{L}_\xi \Omega = N\Omega \).

**Proof.** Assume [ii] and choose some positive densities \( \tilde{\mu} \in \Gamma^\infty(|\Lambda^n|T^*M) \) and \( \nu \in \Gamma^\infty(|\Lambda^N|E) \). Then we can write \( \Omega = f\tilde{\mu} \otimes \nu \) with \( f \in C^\infty(E^*) \) and \( \Omega \) is constant along the fibres. Thus \( f = \pi^*u \) with \( u \in C^\infty(M) \) and \( \mu = u\tilde{\mu} \) and \( \nu \) will fulfill [i]. If [ii] holds then [ii] is a simple computation. Now assume [iii] and choose some \( \mu \) and \( \nu \) as before. Since clearly \( \mathcal{L}_\xi(\mu \otimes \nu) = N\mu \otimes \nu \) the function \( f = \Omega/(\mu \otimes \nu) \) satisfies \( \mathcal{L}_\xi f = 0 \). Hence \( f \) and thus \( \Omega \) are constant along the fibres. \( \blacksquare \)

The next proposition is a simple computation using e.g. the local formulas for the Hamiltonian vector field (2.3):

**Proposition 7.4.** Let \( \mu \in \Gamma^\infty(|\Lambda^n|T^*M) \) and \( \nu \in \Gamma^\infty(|\Lambda^N|E) \) be positive densities. Then we have for \( s \in \Gamma^\infty(E) \) and \( u \in C^\infty(M) \)

\[ \mathcal{L}_{\mathcal{X}_s(x)}(\mu \otimes \nu) = \pi^*(\text{trad}(s))\mu \otimes \nu, \quad (7.7) \]
\[ \mathcal{L}_{\mathcal{X}_u(x)}(\mu \otimes \nu) = 0. \quad (7.8) \]
We shall now interpret this proposition in terms of the modular vector field on $E^*$. Recall that the vertical lift
\[ \Gamma^\infty(\Lambda^k E^*) \ni \omega \mapsto \omega^{ver} \in \Gamma^\infty(\Lambda^k T E^*) \]
duces a map in cohomology
\[ H^*_E(M) \ni [\omega] \mapsto [\omega^{ver}] \in H^*_E(E^*), \quad (7.9) \]
since we have (with our sign conventions) the relation
\[ (d_E \omega)^{ver} = - d_{\theta_E} \omega^{ver}, \]
see e.g. [21, Theorem 15]. Here $H^*_E(E^*)$ denotes the Poisson cohomology and $d_{\theta_E} = [\theta_E, \cdot]$. In general, the map (7.9) is far from being surjective, the trivial Lie algebroid provides a simple counter-example. However, it turns out to be injective in general:

**Theorem 7.5.** The vertical lift induces an injective map (7.9) in cohomology.

**Proof.** Let $\Phi_t(\alpha_q) = e^t \alpha_q$ be the flow of the Euler vector field $\xi$ on $E^*$. For a $k$-vector field $X \in \Gamma^\infty(\Lambda^k T E^*)$ on $E^*$ we consider $X_t = e^{kt} \Phi_t^* X \in \Gamma^\infty(\Lambda^k T E^*)$. A simple argument (say in local coordinates) shows that the limit $t \to -\infty$ of $X_t$ exists and is a vertical lift. We define
\[ P(X) = \lim_{t \to -\infty} X_t. \]

For a vertical lift $\omega^{ver}$ we clearly have $P(\omega^{ver}) = \omega^{ver}$ and $P$ is a projection onto the vertical lifts $\Gamma^\infty(\Lambda^k E^*)^{ver} \subseteq \Gamma^\infty(\Lambda^k T E^*)$. Since $\theta_E$ is homogeneous of degree $-1$, i.e. $e^{-k} \Phi_t^* \theta_E = \theta_E$, and since the Schouten bracket is natural with respect to pull-backs we finally obtain by continuity
\[ P(d_{\theta_E} X) = \lim_{t \to -\infty} e^{k-1} \Phi_t^* [\theta_E, X] = \left[ \theta_E, \lim_{t \to -\infty} e^k \Phi_t^* X \right] = d_{\theta_E} P(X). \]

Thus the projection $P$ descends to cohomology from which the injectivity of (7.9) follows immediately. ■

**Remark 7.6.** In particular, this theorem shows that the scalar Chevalley–Eilenberg cohomology of a Lie algebra $g$ is injected into the Poisson cohomology of the linear Poisson structure on the dual $g^*$ of a Lie algebra $g$, see [9, Exercise 72]. Note however, that e.g. for Abelian Lie algebras this map is far from being surjective.

Recall that the modular vector field $\Delta_\Omega \in \Gamma^\infty(T E^*)$ with respect to some positive density $\Omega \in \Gamma^\infty(|\Lambda^{n+N}| T^* E^*)$ is defined by
\[ \Delta_\Omega(f) = \mathcal{L}_f \Omega \]
and gives a Poisson vector field $\Delta_\Omega$ which depends on $\Omega$ only via Hamiltonian vector fields.

Thus the modular class $[\Delta_\Omega] \in H^1_{\theta_E}(E^*)$ is well defined, see e.g. [16, 44]. Since $Pol^0(E^*)$ and $Pol^1(E^*)$ generate $Pol^*(E^*)$ we can conclude from (7.7) and (7.8)
\[ \Delta_{\mu \otimes \nu} = (\text{tr ad})^{ver}, \]
whence $[\Delta_{\mu \otimes \nu}]$ is precisely the image of the modular class under (7.9). From the injectivity of (7.9) we immediately obtain the following corollary, see also [44, Section 7]:

**Corollary 7.7.** Let $E$ be a Lie algebroid. Then the following statements are equivalent:
i) \( E \) is unimodular in the sense of Lie algebroids.

ii) \((E^*, \theta_E)\) is unimodular in the sense of Poisson manifolds.

iii) There exists a positive density \( \Omega \in \Gamma^\infty(|\Lambda^{n+N}|T^*E^*) \) on \( E^* \) which is constant along the fibres and satisfies \( L_{X_f} \Omega = 0 \) for all \( f \in C^\infty(E^*) \).

Now we assume that \( E \) and hence \( E^* \) are unimodular and we choose an appropriate positive density \( \Omega \in \Gamma^\infty(|\Lambda^{n+N}|T^*E^*) \) on \( E^* \) which is constant along the fibres and satisfies \( \Delta \Omega = 0 \). Then we can proceed literally as in [4, Section 8] and [1] to show that the functional

\[
\text{tr}(f) = \int_{E^*} f \Omega \tag{7.10}
\]

for \( f \in C^\infty(M[[\lambda]]) \) defines a \( \mathbb{C}[[\lambda]] \)-linear trace for any homogeneous star product on \( E^* \). Thus let \( \star = \sum_{r=0}^\infty \lambda^r C_r \) be a homogeneous star product quantizing the Poisson bracket \( \{\cdot, \cdot\}_E \) of \( E^* \). The first lemma uses the fact that \( \Omega \) is constant along the fibre directions and is shown by partial integration.

**Lemma 7.8.** Let \( D : C^\infty(E^*) \to C^\infty(E^*) \) be a homogeneous differential operator of homogeneity \( -r \) with \( r \geq 1 \), i.e. \( [\mathcal{L}_{\xi}, D] = -rD \). Then \( \text{tr}(D(f)) = 0 \) for all \( f \in C^\infty_0(E^*) \).

**Lemma 7.9.** Let \( f \in \text{Pol}^k(E^*) \) and \( g \in C^\infty_0(E^*) \). Then

\[
\text{tr}(f \star g) = \text{tr} \left( \sum_{r=0}^k \lambda^r C_r(f, g) \right)
\]

and analogously for \( \text{tr}(g \star f) \).

**Proof.** This follows from the preceding lemma as \( C_r(f, \cdot) \) and \( C_r(\cdot, f) \) are homogeneous differential operators of homogeneity \( k-r \). \( \square \)

**Lemma 7.10.** Let \( f \in \text{Pol}^\bullet(E^*) \) and \( g \in C^\infty_0(E^*) \). Then

\[
\text{tr}(f \star g - g \star f) = 0 \tag{7.11}
\]

**Proof.** Let \( f \) be homogeneous of degree \( k \). For \( k = 0 \) the statement is fulfilled by Lemma 7.9. For \( k = 1 \) it is fulfilled by Lemma 7.9 and the unimodularity condition. For \( k > 1 \) it is sufficient to consider \( f = X_1 \star \cdots \star X_k \) with \( X_i \) homogeneous of degree 0 or 1 according to Proposition 1.2 iv). From

\[
[X_1 \star \cdots \star X_k, g] = [X_1, X_2 \star \cdots \star X_k \star g] + [X_2 \star \cdots \star X_k, g \star X_1]
\]

we conclude (7.11) by induction on \( k \). \( \square \)

**Theorem 7.11.** Let \( \star \) be a homogeneous star product on \( E^* \) and let \( \text{tr} \) be the Poisson trace as in (7.10). Then \( \text{tr} \) is a trace functional with respect to \( \star \), too.

**Proof.** By the usual Stone–Weierstraß argument and the continuity of the integration the theorem follows from the last lemma. \( \square \)

**Remark 7.12.** Of course there are much more general statements on the traces of star products available like the cyclic formality theorem, see the discussion in [19]. In the case of complex Lie algebroids, one may also consult [11]. Note however, that in the particular situation we are discussing, the proof is elementary.
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Editorial comments

For the benefit of the readers we reproduce here verbatim the suggestion of the referee mentioned in Remark 6.9:

“We believe that most of the results presented in the manuscript under consideration can be recovered in a very simpler way. Namely, to any $\mathbb{C}[[\hbar]]$-valued 2-cocycle $B_\hbar$ as above one can associate a central extension $\tilde{E}_\hbar$ of $E[[\hbar]]$ (defined over $\mathbb{C}[[\hbar]]$) and can consider its universal enveloping algebra $U(\tilde{E}_\hbar)$. But we instead consider the $\hbar$-universal enveloping algebra $U_\hbar(\tilde{E}_\hbar)$ (i.e. we put an $\hbar$ in front of commutators in the defining relations).

Finally, take the quotient $A_\hbar$ of $U_\hbar(\tilde{E}_\hbar)$ by $c = \hbar$, where $c$ is the generator of the one-dimensional extension. One can prove that $A_\hbar$ is a topologically free $\mathbb{C}[[\hbar]]$-module (i.e. $A_\hbar \cong \Gamma(M, S(E))[[\hbar]]$), and is a quantization of the $B$-twisted Poisson structure on functions polynomial in the fibers on $E^*$. Two such quantized algebras are obviously isomorphic if they come from cohomologous cocycles, and the homogeneity property follows easily from this simple construction in the case when $B_\hbar = B$.

The proof that this quantization extends to the full algebra of smooth functions on $E^*$ follows from the already known case when $B = 0$.

Remark. In the case of a Lie algebra this construction is very well-known (it has been used by Drinfel’d to quantize triangular $r$-matrices, and it is quite standard in the theory of quantum integrable systems). In the case of the cotangent bundle these are called twisted differential operators.”
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