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Abstract

Atmospheric lidar observations provide a unique capability to directly observe the vertical column of cloud and aerosol scattering properties. Detector and solar background noise, however, hinder the ability of lidar systems to provide reliable backscatter and extinction cross-section estimates. Standard methods for solving this inverse problem are most effective with high signal-to-noise ratio observations that are only available at low-resolution in uniform scenes. This paper describes a novel method for solving the inverse problem with high-resolution, lower signal-to-noise ratio observations that are effective in non-uniform scenes. The novelty is twofold. First, the inference of the backscatter and extinction are done on images, whereas current lidar algorithms only use the information content of single profiles. Hence, the latent spatial and temporal information in the noisy images are utilized to infer the cross-sections. Second, the noise associated with photon-counting lidar observations can be modeled using a Poisson distribution, and state-of-the-art tools for solving Poisson inverse problems are adapted to the atmospheric lidar problem. It is demonstrated through photon-counting High Spectral Resolution Lidar (HSRL) simulations that the proposed algorithm yield inverted backscatter and extinction cross-sections (per unit volume) with smaller Mean Squared Error (MSE) values at higher spatial and temporal resolutions, compared to the standard approach. Two case studies of real experimental data are also provided where the proposed algorithm is applied on HSRL observations and the inverted backscatter and extinction cross-sections are compared against the standard approach.
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1 Introduction

Atmospheric lidar systems measure the profiles of attenuated backscatter. From these the profiles of backscatter and extinction cross-sections are inferred. Examples of lidar systems are the NASA-CNES Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) mission, the NASA Langley High Spectral Resolution Lidar (HSRL) instrument, the NASA Cloud Physics Lidar (CPL) instrument, the Micro-Pulsed Lidar (MPL) network and the upcoming ESA-JAXA ATmospheric LiDar (ATLID) which will be on the Earthcare satellite \cite{12345}. Another example of ground-based lidar is the Wisconsin-Madison HSRL system, which is the first system for which we have developed scatter inference tools, with the intention to extend it to other lidar instruments in the near future. All these lidar systems provide the earth science community with the unique capability to resolve the atmospheric vertical structure with very high sensitivity.

For the most part the lidar signal of interest is typically weak when observing tenuous aerosols and clouds. The implication is that the photon detectors employed are typically photon starved, and the detectors produce noisy energy rate measurements accompanied with spurious detections due to the dark current \cite{6}. Furthermore, the solar background is another noise source and it
We demonstrate that with the new approach the extinction and while the new approach simultaneously finds the optimal solution words, the relation between the cross-section at a specific pixel and with the single scatter lidar equation, to fit the estimates of the backscatter cross-sections can be inferred more accurately compared to solving for the unknowns using a single scatter lidar equation for each averaged block and 4) employ 1-D lowpass filters across the temporal and range axes after the calculations to suppress residual noise [10,11,12,13].

The size of each block is not always fixed, it depends on the amount of averaging that is required to reduce the variance (uncertainty) of the estimates to a satisfactory level. Averaging can introduce unnecessary biases, since most lidar observations of clouds and aerosols are not spatially uniform. Lowpass filtering can sometimes yield satisfactory results, but it is not suited for features that have high frequency components, such as clouds that have sharp boundaries. Furthermore, current parameter inversion techniques are ill-equipped to reliably invert the desired physical parameters. For example, in standard backscatter lidar systems such as CALIOP a type of fixed point iteration algorithm is used which is not always numerically stable [12 § 2.3.2.3].

1.1 Contributions

The primary contribution of this paper is the introduction of statistical estimators that use the noise physical model in conjunction with the single scatter lidar equation, to fit the estimates of the backscatter and extinction cross-section images on the noisy observations. Estimates of the backscatter and extinction cross-section images are constrained to be spatially piecewise smooth. In other words, the relation between the cross-section at a specific pixel and the neighboring cross-section pixels, is controlled by a constraint that limits the variation among the cross-sections. This happens while the new approach simultaneously finds the optimal solution for a large domain of observations, using both the noise physical model and non-linear lidar model. This contribution is novel, since current lidar algorithms only consider a single profile when inferring the backscatter and extinction cross-sections. Although block averaging does imposes a smoothness constraint when it is used to reduce the noise variance, its smoothness constraint is per block and not among the blocks wherein the average quantities are calculated.

With new approach we present in this paper 1) the spatial and temporal information of the noisy observations is utilized and 2) the discontinuities and high frequency components of the backscatter and extinction cross-sections are preserved. The algorithms presented in this paper are based on sound theory that guarantees uniqueness of an estimate under reasonable conditions. We demonstrate that with the new approach the extinction and backscatter cross-sections can be inferred more accurately compared to the standard approach, with both simulated and real data. We specifically focus on inverting the particulate backscatter and extinction cross-sections from low SNR photon-counting HSRL observations. The noise of photon-counting systems can be accurately modeled by a Poisson distribution [6].

is to extend our research to standard backscatter lidar systems, and other photon detection systems in the near future, such as analog mode PMT lidar systems, where the noise is Compound Poisson [7].

The statistical estimator that we employ is known as the Total Variation (TV) Penalized Maximum Likelihood Estimator (PMLE). Compelling results have been obtained with the TV-PMLE in medical imaging systems [14, 15]. Some medical imaging systems, such as Positron Emission Tomography (PET), low-dose Computed Tomography (CT) and confocal microscopy, also use photon-counting detectors and have the same noise characteristics as photon-counting lidar system [16]. We demonstrate, through simulated observations and two case studies on real data, that the backscatter and extinction cross-sections can be inverted at a lower SNR with smaller Mean Squared Error (MSE) and normalized MSE values compared to the standard inversion approach. We achieve this by using the algorithm Sparse Poisson Image Reconstruction ALgorithm (SPIRAL), and an adaptation of the algorithm log-SPIRAL [14, 15]. These algorithms are well established and are numerically stable under reasonable assumptions, such as the convexity of the optimization problems.

1.2 Paper outline

The paper starts off in §2 with an introduction to the HSRL models. Next in §3 we describe the standard approach to infer the unknown coefficients and other contributions that had been made in inferring the unknown parameters. Our proposed approach is presented in §4. In §5 we present two simulation results to compare the performances of the standard and new approaches against each other. Thereafter in §6 we present two case studies to demonstrate the capabilities of the proposed approach. The paper ends with the conclusion and discussion of future work in §7.

1.3 Assumptions

We primarily focus on the parallel (polarized) backscatter cross-section estimated from the parallel polarized photon-counts. It is assumed that an estimate of the linear depolarization coefficient is available, which is used to compute the backscatter cross-section from the parallel backscatter cross-section. The assumed linear depolarization coefficient is denoted by $\rho \in [0, 1]^{N \times K}$, see equation 2.3 of [17] for a definition of $\rho$.

We assume that multiple-scattering is negligible. Without this assumption the inference problem becomes extremely complex

\footnote{Tikhonov regularization is also known as ridge regression.}

\footnote{The lidar ratio is also known as the extinction-to-backscatter ratio [12 § 2.3.1.1].}
and we defer to future research to take in account multiple scattering with the proposed new approach. For now we assume that the solid angle of the lidar receiver is small enough so that multiple scattering is less significant, e.g. 100 micro-radians for a ground-based HSRL \cite{10, 17, Chapter 5}.

It is assumed that the lidar ratio is greater or equal to one throughout the text. Examples can be constructed using orientated platelet ice-crystals to show that this assumption is not always true, especially when the angle of the laser axis is perpendicular to the earth’s surface. If the angle is oblique, then the assumption is reasonable.

1.4 Notation convention and symbols

A raw lidar image consists of \( N \) range bins (row axis) and \( K \) profiles (column axis); a profile refers to a single column. The range and profiles are expressed in meters and seconds. The row axis of all processed images, i.e. extinction cross-section estimates, is converted to altitude of mean sea level (msl). A 15km by 2 hour lidar image, with a resolution of 7.5m by 2.5s, has 2000 range bins and 2880 profiles.

The set of non-negative real numbers is denoted by \( \mathbb{R}_+ \), and the set of non-negative integers is denoted by \( \mathbb{Z}_+ \). To save space, we squeeze a double summation term \( \sum_{n=1}^{N} \sum_{k=1}^{K} \) into one \( \sum_{n=1}^{N} K_{n,k} \). The vector \( e_k \in \mathbb{R}^N \) is a canonical vector. The symbol \( \mathbb{1}_N \in \mathbb{R}^N \) represents a vector of \( N \) ones.

In several of the models described in this paper, it is more convenient to use pointwise multiplication operations than linear algebra multiplication operations. The symbol \( \cdot \) indicates that two vectors are of different lengths.

We denote the particulate parallel backscatter and extinction cross-sections (per unit volume) by the symbols \( \nu \in \mathbb{R}^{N \times K} \) and \( \beta \in \mathbb{R}^{N \times K} \); these are the primary unknown parameters of interest which are introduced in \( \S \). The backscatter cross-section is denoted by the symbol \( \nu_+ \), where the subscript + indicates that the backscatter cross-section is the sum of the parallel and perpendicular backscatter cross-sections. The backscatter cross-section is also known as the backscatter volume coefficient in the realm of atmospheric science; the same applies to the extinction cross-section \( \beta_+ \). Whenever \( \beta \) is estimated with say algorithm number one, its estimate will be denoted by \( \hat{\beta} \); the same applies to \( \nu \).

The matrix \( Q \in \mathbb{R}^{N \times N} \) is a lower triangular matrix of ones, scaled by a constant \( \Delta r \). The constant \( \Delta r \) is the range sampling resolution of the lidar instrument. Each row of \( Q \) represent the Riemann integral:

\[
e_K^T [A \cdot B] e_k = \sum_{l=1}^{l} e_l^T \beta e_k,
\]

where with a slight abuse of notation the \( e_n \) and \( e_k \) vectors are of different lengths.

Hence, when \( Q \) acts on a matrix \( \beta \), the output is the scaled cumulative sum of each column of \( \beta \).

The Poisson noisy observations of the HSRL molecular- and combined-channels (defined in \S 2.2) are denoted by \( Y_m \in \mathbb{Z}_+^{N \times K} \) and \( Y_c \in \mathbb{Z}_+^{N \times K} \). The letter \( m \) is an abbreviation of the word molecular, and \( c \) is an abbreviation of the word combined. The symbol \( i \in \{c, m\} \) is used to index \( c \) and \( m \). Each entry in \( Y_c \) is statistically independent from each other.

To aid the reader interpret the text and the equations, Table 1 gives a non-exhaustive list of symbols that are used in paper. A short description of each symbol is given, the type of variable (matrix or scalar) and the location where the symbol was introduced.

| Symbol | Description | Type | Location |
|--------|-------------|------|----------|
| \( \nu \) | Parallel backscatter cross-section | Matrix | 2 |
| \( \beta \) | Extinction cross-section | Matrix | 2 |
| \( \mu \) | Lidar ratio | Matrix | 2 |
| \( \nu_+ \) | Non-polarized backscatter cross-section | Matrix | 2 |
| \( \tau \) | Optical depth | Matrix | 2 |
| \( \rho \) | Depolarization coefficient | Matrix | 2,3 |
| \( S_c, S_m \) | Combined- and molecular-channel HSRL models | Matrix | 2,2 |
| \( C_g \) | Gain calibration parameter | Matrix | 2,2 |
| \( C_{mc} \) | Molecular backscatter calibration parameter of combined-channel | Matrix | 2,2 |
| \( C_{am} \) | Particulate backscatter calibration parameter of molecular-channel | Matrix | 2,2 |
| \( C_{mm} \) | Molecular backscatter calibration parameter of molecular-channel | Matrix | 2,2 |
| \( b_c \) | Dark and solar background counts of combined-channel | Matrix | 2,2 |
| \( b_m \) | Dark and solar background counts of molecular-channel | Matrix | 2,2 |
| \( Q \) | Integrator matrix | Matrix | 2,4 |

2 Preliminary - The unknowns & the HSRL and noise models

The unknown parameters that we consider in this paper are the particulate extinction \( \beta \in \mathbb{R}_{+}^{N \times K} \) and parallel (polarized) backscatter \( \nu \in \mathbb{R}_{+}^{N \times K} \) cross-sections; the unit of both these coefficients is \( m^{-1} \). The backscatter cross-section is computed using the linear depolarization coefficient

\[
v_+ \equiv \nu / (1 - \rho),
\]
and it is assumed that we already have an estimate of the depolarization measurements; the division is taken to be pointwise.

In addition to the unknowns $\beta$ and $\nu$, we are also interested in the optical depth and the lidar ratio. The optical depth is denoted by the symbol $\tau \in \mathbb{R}^{N \times K}$ and its relation to $\beta$ is $\tau \equiv Q\beta$, where $Q \in \mathbb{R}^{N \times N}$ represents integration (see §1.4). The lidar ratio, the ratio between the extinction and backscatter cross-sections, is denoted by

$$\mu \equiv \beta / \nu.$$  \hfill (4)

In the following subsection visual examples of the unknowns are given. In the next subsection the lidar models for the High Spectral Resolution Lidar (HSRL) system are introduced. HSRL models, which are based on the single scatter lidar equation, are typically written as continuous functions that are indexed mainly by a range or an altitude index variable $\nu$. We’ll deviate from this convention, since the new approach that we are presenting works with images and also require full knowledge of all the calibration parameters. After the HSRL models are introduced, the noise physical model is introduced.

### 2.1 Non-uniformity and smoothness properties of the unknown parameters

Figure 1 shows an example image of inverted particulate parallel backscatter $\nu$ using the standard approach algorithm (see §3); the lidar observations are from the Wisconsin-Madison ground based HSRL instrument [10,20] (see §2.2). This purpose of Figure 1 is to show the non-uniformity of a typical scene. The HSRL instrument is stationary, therefore we see the backscatter of the atmosphere as it moved across the instrument. The backscattered energy image is stationary, therefore we see the extinction of the atmosphere as it moved across the instrument. The backscattered energy image was averaged from a resolution of 7.5m (row-axis) by 2.5s (column-axis) to 30m by 30s, thus the detector noise is not clearly visible. Between 0km and 3km at 1:25 UTC various small dense clouds are present, which have backscatter cross-section of about $10^{-3}$ or larger. To the left and right of these low level clouds are faint aerosol layers which have backscatter cross-section ranging from $10^{-5}$ to $10^{-6}$. Various ripples are present on top of the aerosol layers and various non-uniform horizontal layers are present below 4km. Above 8km a large cloud is present that has backscatter cross-section that ranges from $10^{-6}$ to $10^{-3}$.

Figure 2 show examples of the inverted backscatter and extinction cross-sections of a single profile, using the standard approach algorithm (see §2.2 and §3). The lidar observations were averaged over 1min to reduce the noise in the estimates. The inverted extinction cross-section is much smoother than the backscatter cross-section, since the standard approach use a lowpass filter that is applied on the altitude axis to reduce residual noise. Figure 2 gives an idea of how the backscatter and extinction cross-sections are related. The extinction cross-section can be about two orders of magnitude larger than the backscatter cross-sections, and it more or less have the same upward and downward trends compared to the backscatter cross-section. From these graphs in Figure 2 we can deduce that the underlying backscatter and extinction cross-sections are piecewise smooth functions.

### 2.2 The HSRL models

An HSRL that we consider in this paper has three channels, which we will refer to as the combined, molecular and cross-polarization-channels [19]. With the combined-channel the parallel (polarized) backscattered energy of both particulates and molecules are measured, and with the molecular-channel primarily the molecular backscattered energy is measured. This is achieved by using an iodine filter as a notch-filter, to reject the particulate backscatter so that primarily the molecular backscatter Doppler broadened signal is measured [2,19,18, p. 262]. The cross-polarization-channel measures the perpendicular backscattered energy of both particulates and molecules. With these three channels, the backscatter and extinction cross-sections along with the depolarization coefficient can be estimated. The HSRL cross-polarization-channel model will not be discussed, since it is assumed that an estimate of the linear depolarization coefficient is available; refer to [17] for more information.

The combined- and molecular-channel models derived from the single scatter lidar equation [17]. The combined-channel model,
which maps the parallel backscatter $\nu$ and extinction $\beta$ cross-section matrices to a backscattered energy image, is defined by

$$S_c(\nu, \beta) = C_g \cdot (\nu + C_{mc}) \cdot \exp(-2Q\beta) + b_c. \quad (5)$$

The only unknowns in this model are the parallel backscatter $\nu$ and extinction $\beta$ cross-section matrices, and the rest are precomputed calibration matrices. The symbol $\cdot$ indicates that the matrices are multiplied pointwise; why this is necessary will become clear in the next paragraph. The matrix $C_g \in \mathbb{R}_{+}^{N \times K}$ is the gain calibration matrix which includes the transmitted laser energy, the receiver solid angle which is a function of the telescope area, the geometric overlap function, the molecular transmittance and the optical-system and detector efficiency coefficients [12] Chapter 5; refer to [10] for more information about how the geometric overlap function is estimated. The parallel molecular backscatter cross-section and the calibration parameter that modifies it, is represented by $C_{mc} \in \mathbb{R}_{+}^{N \times K}$. The mentioned calibration parameter describes the portion of the molecular backscatter that is attenuated by the solar background bandpass filter. The parallel polarized solar background energy is denote by $b_c \in \mathbb{R}_{+}^{N \times K}$. Note that the columns of $b_c$ change as a function of the temporal axis, since the solar background radiation change as a function of time.

The reason why pointwise and not linear algebra matrix multiplication is used in the HSRL model, is due to the calibration matrix $C_g$. Each column of $C_g$ represents a different profile, and there are at least two calibration parameters that can change as a function of the profile number. For a ground-based lidar system, such as the Wisconsin-Madison HSRL instrument, the photon detectors are saturated for a duration after the laser pulse has been transmitted [21]. Thus, a calibration parameter is the particulate transmittance between the time at which the laser pulse was transmitted and the first altitude bin at which the backscattered energy is measured. Since the first altitude bin of $S_c(\nu, \beta)$ is when the photon detectors are not saturated, the calibration matrix $C_g$ includes the unobserved particulate transmittance. For space-based lidar systems where a photon counting image can span a large geographical area, the molecular transmittance can change as a function of the profile number in $C_g$. Therefore, the HSRL model as it is written in [5] models a lidar image accurately.

The HSRL molecular-channel model is defined by

$$S_m(\nu, \beta) = C_g \cdot (C_{am} \nu + C_{mm}) \cdot \exp(-2Q\beta) + b_m. \quad (6)$$

The molecular-channel model is defined so that its gain calibration matrix is equal to that of the combined-channel, which is $C_g$. The scalar $C_{am} \in \mathbb{R}_{+}$ represents the rejection of the particulate backscatter by the iodine filter. The calibration matrix $C_{mm} \in \mathbb{R}_{+}^{N \times K}$ represents parallel molecular backscatter cross-section and the calibration parameter that modifies it. The mentioned calibration parameter describes the portion of the molecular backscatter that is attenuated by the solar background bandpass filter and the iodine filter. The solar background energy is denote by $b_m \in \mathbb{R}_{+}^{N \times K}$.

If $\nu$ and $\beta$ are the true parameters of an HSRL scene, we have that $E[Y_c] = S_c(\nu, \beta)$ and $E[Y_m] = S_m(\nu, \beta)$. To simplify the mathematical expressions of the HSRL models in the rest of this paper, we defined the matrices $S_c$ and $S_m$ to be implicit functions of the relevant unknowns parameters:

$$S_c \equiv S_c(\nu, \beta) \quad \text{and} \quad S_m \equiv S_m(\nu, \beta). \quad (7)$$

Figure 3 shows an example of noisy observations of $S_m$ and $S_c$. These noisy observations are of a single column of the observations that were used to create Figures 1 and 2. Observe that molecular-channel photon counts profile is smoother than combined-channel photon counts profile. This is because the molecular-channel primarily measures the attenuated backscatter of molecules, whereas the combined channel is very sensitive to the particulate backscatter. This is due to $C_{am} < 10^{-3}$. Also notice also that rate at which the photon counts decrease, which is due to the receiver solid angle and the attenuation of the laser pulse.

2.3 The Poisson noise physical model

It is well-known that the noise of a photon-counting system can be modeled by a Poisson Probability Mass Function (PMF) [6][10]. Let $Y_i \in \mathbb{Z}_{+}^{N \times K}$ be the Poisson noisy observations of $S_i$, where $i \in \{c, m\}$. The Poisson PMF of $Y_i$ is defined as

$$P(Y_i = y) = \prod_{n=1}^{N} \prod_{k=1}^{K} \exp(-S_{i,n,k}) \frac{(S_{i,n,k})^{y_{n,k}}}{y_{n,k}!}. \quad (8)$$

$$y_{n,k} = e_n^T e_k \quad (9)$$

$$S_{i,n,k} = e_n^T Y_i e_k \quad (10)$$

where $e_n$ and $e_k$ are canonical vectors and with a slight abuse of notation these two vector differ in lengths (see §4). The Penalized Maximum Likelihood Estimator (PMLE) is a well-known technique which uses the noise model to fit the desired parameters to the noisy observations, where the desired parameters are constrained to enforce some a priori information [22][10][23]. We show in [4] how the HSRL models are use in conjunction with the Poisson noise model to infer the extinction $\beta$ and backscatter $\nu$ cross-sections.
Algorithm 1 The standard approach in inferring the backscatter $\nu$ and extinction $\beta$ cross-sections, the lidar ratio $\mu$ and optical depth $\tau$. The tuning parameters of $F^{\text{avg}}$ and $F^{\text{low}}$ are set by a lidar expert or an automated system, which determined by some objective criteria. Note that whenever the unknown parameters are estimated with this algorithm, it is indicated by a superscript $\hat{\cdot}$.

Let $F^{\text{low}}(\cdot)$ be a lowpass filter function, and let $F^{\text{avg}}(\cdot)$ be an averaging function. And let $F^{\text{Diff}}(\cdot)$ be a discrete derivative operator.

1. $S^{\text{avg}}_c = F^{\text{avg}}(Y_c)$
2. $S^{\text{avg}}_m = F^{\text{avg}}(Y_m)$
3. $\hat{\nu}^{\text{alg}}_{c-1} \leftarrow \text{plug } S^{\text{avg}}_c \text{ and } S^{\text{avg}}_m \text{ into } (11)$
4. $\hat{\nu}^{\text{alg}}_{m-1} \leftarrow \text{plug } S^{\text{avg}}_c \text{ and } S^{\text{avg}}_m \text{ into } (12)$
5. $\hat{\beta}^{\text{alg}}_{c-1} = F^{\text{Diff}}(F^{\text{low}}(\hat{\nu}^{\text{alg}}_{c-1}))$
6. $\hat{\beta}^{\text{alg}}_{m-1} = \hat{\beta}^{\text{alg}}_{c-1}/(1-\rho)$
7. $\hat{\nu}^{\text{alg}}_{c-1} = (1-\rho) \cdot \hat{\beta}^{\text{alg}}_{c-1}/\rho^{\text{alg}}_{c-1}$
8. return $\hat{\nu}^{\text{alg}}_{c-1}, \hat{\beta}^{\text{alg}}_{c-1}, \hat{\nu}^{\text{alg}}_{c-1}, \hat{\beta}^{\text{alg}}_{c-1}$

3 The standard approach in inverting the backscatter and extinction cross-sections

Ideally when there is no detector noise and the calibration parameters are fully known, the extinction $\beta$ and parallel backscatter $\nu$ cross-sections can be solved algebraically [10]. From the HSRL models [5] and [6] we have that

$$\tau = Q \beta = -\frac{1}{2} \log_e \left( \frac{(S_c - b_c) C_{mm} - (S_m - b_m) C_{cc}}{C_q \cdot (C_{mc} C_{am} - C_{mm})} \right) \quad (11)$$

and

$$\nu = \frac{(S_c - b_c) \cdot C_{mm} - (S_m - b_m) \cdot C_{mc}}{S_m - b_m - (S_c - b_c) C_{am}}. \quad (12)$$

The extinction cross-section is computed by applying a discrete derivative operator on the optical depth $\tau$.

Algorithm 1 concisely describes the necessary steps to infer the backscatter and extinction cross-section, together with the optical depth and the lidar ratio. Figure 2 shows an example of inverted parallel backscatter and extinction cross-sections of Algorithm 1.

Between lines 3 and 5 the noise variance of the measured backscattered energy images is reduced using an averaging function $F^{\text{avg}}(\cdot)$. This averaging function either divides an image into non-overlapping blocks and calculate the average statistic for each block, or a moving average filter is used which is equivalent to a two-dimensional convolution of the image with a normalized two-dimensional rectangular function. The type of average function that is used, depends uniformly of the features in the scene. The amount of averaging that is required, depends on what the required standard deviation (uncertainty) of the estimates should be. Between lines 3 and 5 estimates of the optical depth and parallel backscatter cross-section are computed. At line 5 an estimate of the extinction cross-section is computed, by first applying a low-pass filter function $F^{\text{low}}(\cdot)$ on the estimated optical depth and then a discrete derivative operator $F^{\text{Diff}}(\cdot)$ is applied. An example of low-pass filter function, is a Savitzky-Golay (SG) filter that is first applied on the temporal axis and then another SG filter on the range axis [10][24]. The backscatter cross-section is computed at line 6, and then the lidar ratio is computed at line 7. The symbol $\mathbb{I}$ represents a $N \times K$ matrix of ones.

3.1 An overview of other inversion methods

Past research, similar to ours, has investigated the inference of particulate backscatter $\nu$ and extinction $\beta$ cross-sections. Our contribution relies on an HSRL system that has the benefit of not having to make a priori assumptions about the lidar ratio, whereas some of the cited contributions only use a standard backscatter lidar system. With a standard backscatter lidar system stronger assumptions have to be made about the relation between the extinction and backscatter cross-sections, since two unknowns have to be estimated from one set of observations. Hence, a direct comparison cannot be made between this paper’s contribution and some of the contributions cited in this section. Nevertheless, we list the past contributions to highlight the advantages of the proposed method.

Averaging is the standard noise reduction method for lidar observations in combination of other noise suppressing techniques [10] [11] [12] [13]. In [19] a Savitzky-Golay lowpass filter is used to suppress residual noise prior to retrieving the particulate extinction cross-section from HSRL observations (see step 3 of Figure 1). This has the drawback of smoothing the desired signal itself and inadvertently introducing significant estimation biases to the inverted cross-sections on top of the bias introduced by averaging. The algorithm developed in [12] tries to avoid biasing due to averaging, by selectively applying different amounts of averaging on pre-classified features. In our contribution we try to do the least amount of accumulations of photon counts, and use a penalty function which does not impose over-smoothing constraints on the estimated cross-sections and introduce less bias. We demonstrate in [5] and [6] the backscatter can be inverted at a higher resolution than the standard approach.

In [25] the physical model was transformed into linear system which acts on a extinction cross-section vector. The extinction cross-section vector is solved for by employing the iterative Levenberg-Marquardt algorithm. The solution for the extinction vector is regulated by choosing the number of iterations of the algorithm, and this is achieved by using the L-curve method which assumes that the noise is Gaussian [25] [26]. Although it is not explicitly stated, it seems that it is implicitly assumed in [25] that the noise is Gaussian distributed whereas in our approach we use a more accurate Poisson noise model.

A recent suggested approach relies on a transform method to remove high frequency components from the measured energy rates of a standard backscatter lidar system [27]. The transform method, referred to as the empirical mode decomposition, decomposes the measured energy rates into low and high frequency components [27]. It appears that in [27] it is assumed that the noise can have negative values and therefore is not Poisson, even though the lidar instrument that [27] refers to employs photon-counting [28].

4 A new approach to infer the backscatter and extinction cross-sections

Our goal with the new approach is to invert the extinction $\beta$ and backscatter $\nu$ cross-sections at lower SNRs compared to the standard approach. In other words a smaller number of photon-counts have to be accumulated, vertically and temporally, to increase the SNR of the observations in order to invert for $\beta$ and $\nu$. We achieve this by ensuring that the estimated cross-sections adhere to several constraints. A Total Variation (TV) smoothness constraint is imposed on the parallel backscatter $\nu$ and extinction $\beta$ cross-sections, which enforce the estimates to be spatially piecewise constant.
With block averaging the estimate of a block is calculated independently from the rest of the blocks, whereas with the TV constraint the whole image is taken in account. The TV constraint ensures that the estimates are piecewise constant with few discontinuities. It imposes no restrictions on where the discontinuities are and hence allows high-resolution estimates.

In addition to imposing a smoothness constraint on \( v \) and \( \beta \), we want to use the inverted parallel backscatter cross-sections \( v \) along with the depolarization coefficient \( \rho \) to constrain the inversion of the extinction cross-sections \( \beta \). We motivate this approach by noting that in the presence of Poisson noise, the estimation of \( \beta \) is statistically ill-posed [29]. In other words, when the estimation of \( \beta \) is not constrained, any small changes in the observations - due to for example Poisson noise - can lead to significant changes to an estimate of \( \beta \).

We achieve our goals by employing a well known technique: the Penalized Maximum Likelihood Estimator (PMLE). The basic idea of the PMLE is that we seek estimates which 1) are a good fit to the observed data as measured using the Poisson likelihood in (8) and 2) adhere to our a priori model of piecewise smoothness. This idea can be formulated as an optimization problem in which we search over all candidate cross-sections, and choose the cross-sections which minimize the sum of the negative Poisson log likelihood and a penalty term which is smaller for piecewise smooth cross-sections with small TV. The MLSE use the noise model to fit the desired parameters on the noisy observations and it is based on well established theorems [24]. The TV seminorm has been used in several other signal-processing applications to promote piecewise smoothness with satisfactory results [14, 30, 15]. A regularization parameter is used to set the degree to which the smoothness is promoted, and the regularization parameter is automatically set using a cross-validation heuristic [15]. We adopt the algorithms SPIRAL and log-SPIRAL to compute the PMLE [14, 15].

### 4.1 Motivation for using the Total Variation (TV) smoothness constraint

Figures 1 and 2 suggest that the unknown parallel backscatter and extinction cross-section are spatially and temporally piecewise smooth. When TV is used as a smoothness constraint, the piecewise constant function that it induces can yield accurate and robust approximation results of noisy spatial piecewise smooth functions, for both Poisson and Gaussian noisy images [20, 15, 31]. Figure 4 shows what is meant by approximating a piecewise smooth signal by a piecewise constant function, when denoising the Poisson noisy observations of the corresponding piecewise smooth signal. The light blue graphs in the figure show the combined- and molecular-channel Poisson noisy photon-counts of the Wisconsin-Madison HSRL [10]. Between 14 km and 14.5 km a cirrus cloud is present. The red graphs show the denoised backscattered energy, estimated by the SPIRAL-TV algorithm [15]. From the left image we see that the SPIRAL-TV is able to find the proper locations of the cirrus cloud discontinuities. The right image shows how the underlying molecular signal is appropriated by a piecewise constant function.

### 4.2 Formulation of TV-PMLE optimization problem and the algorithm

First in §4.2.1 we describe the formulation of the TV-PMLE when estimating the parallel backscatter cross-section \( \nu \). The inverted backscatter is then used to constrain the estimation of the extinction cross-section \( \beta \), which is described in the following subsection §4.2.2.

#### 4.2.1 Inversion of the backscatter cross-section

To estimate the parallel backscatter cross-section, the HSRL combined- and molecular-channels are denoised and a modified version of (12) is used to compute the parallel backscatter cross-section. For each channel we estimate the backscattered energy using the background energy as a priori information. Let \( \omega_i \in \mathbb{R}^{N \times K} \) represent the backscattered energy in the absence of the background energy for channel \( i \in \{c, m\} \), where \( c \) and \( m \) are abbreviations of the words combined and molecular. In other words, we have that

\[
\omega_i \equiv S_i(v, \beta) - b;
\]

see (5) and (6). An example of \( \omega_c \) and \( \omega_m \) estimates, are the red graphs of Figure 4 without the background energies of the combined- and molecular-channels. We can now reparameterize the backscattered energy model \( S_i(v, \beta) \) with the model

\[
f_i(\omega_i) = \omega_i + b_i.
\]

Once we have estimates of \( \omega_c \) and \( \omega_m \), we can use an algebraic expression similar to (12) to compute an estimate of the parallel backscatter cross-section \( v \); we have that

\[
v = \frac{\omega_c \cdot C_{cm} - \omega_m \cdot C_{mc}}{\omega_m - \omega_c \cdot C_{cm}}.
\]
Once we have an estimate of the parallel backscatter cross-section, we can compute the backscatter cross-section \( \nu \) using the depolarization coefficient \( \rho \). \( \nu = \nu / (1 - \rho) \).

With the MLE technique the estimate \( \omega_1 \) is obtained, for a given \( Y_r \), by minimizing the negative log-likelihood of \( \nu \) with respect to the constraint \( \omega_1 \in \mathbb{R}^{N \times K} \). A penalty function is added to the MLE to regularize the estimate of \( \omega_1 \). It is reasonable to assume that \( \omega_1 \) can be approximated with piecewise constant functions, then an adequate penalty function is the TV seminorm. The specific TV seminorm that is used in this paper is

\[
\| \omega \|_{TV} = \sum_{n=1}^{N} \sum_{k=1}^{K} |\omega_{n,k} - \omega_{n+1,k}| + \sum_{n=1}^{N} \sum_{k=1}^{K} |\omega_{n,k} - \omega_{n,k+1}|, \tag{16}
\]

where the subscripts in this case are indices to the rows and columns of the matrix \( \omega \). This variant of the TV seminorm is known as the anisotropic TV seminorm.

The TV-PMLE is formulated by

\[
\hat{\omega}_1 = \arg\min_{\omega \in \Omega_1} \{ \ell(\omega; Y_r) + \lambda \| \omega \|_{TV} \} \tag{17}
\]

\[
\ell(\omega; Y_r) = \mathbb{1}_N \left\{ f_{i}(\omega) - Y_r \cdot \log_{e} f_{i}(\omega) \right\} 1_K, \tag{18}
\]

where \( \lambda \geq 0 \) is referred to as the regularizer parameter. The vectors \( 1_N \in \mathbb{R}^N \) and \( 1_K \in \mathbb{R}^K \) are vectors of ones, and the symbol \( \cdot \) indicates that the matrices are multiplied pointwise. Throughout this paper \( 17 \) is referred to as the loss function. A cross-validation heuristic is used to choose an appropriate regularizer parameter \( \lambda \). \( 13 \). The cross-validation technique divides the photon counting observations into two sets of noisy observations using Poisson thinning (see \( 4 \)). With the first set of noisy observations the regularizer parameter \( \lambda \) is varied, and for each \( \lambda \) an estimate of \( \hat{\omega}_1 \) is obtained using \( 17 \). Then with the second set of noisy observations the reconstructed backscattered energy (i.e. plugging \( \hat{\omega}_1 \) into \( 14 \) is validated; see Algorithm 2-a and \( 14 \) for more information.

The minimizer \( \hat{\omega}_1 \) is unique if the negative log-likelihood is strictly convex, since the TV seminorm is convex. This will hold true if none of the elements of \( Y_r \) are zero. The algorithms SPIRAL and log-SPIRAL guarantee convergence to a solution if 1) the gradient of the loss function \( 18 \) is Lipschitz continuous and 2) the objective function \( 17 \) is coercive \( 15 \) \[III.D\]. The loss function \( 18 \) satisfies both these conditions; refer to \( 15 \) for more details.

4.2.2 Inversion of the extinction cross-section

The inverted parallel backscatter cross-section can be used to constrain the inversion of the extinction cross-section. We do this by estimating the lidar ratio using the parallel backscatter cross-section, since there is a linear relation between the lidar ratio and the extinction cross-section. Once we obtain an estimate of the extinction cross-section, we can then algebraically compute the estimate of the optical depth.

The HSRL has both parallel and perpendicular polarized channels, which measure the backscattered energy with separate detectors. The relative gain of the two channels have to be reliably calibrated to get the depolarization coefficient in order to obtain the non-polarized backscatter cross-section. For this application, the inversion procedure for the extinction cross-section is applied on the parallel channels and inferred parameters are then corrected for the depolarization dependence.

To estimate the lidar ratio, we reparameterize the molecular HSRL model \( 3 \). Let \( g(\cdot) \) be the reparameterization of \( S_m(\nu, \beta) \), which is defined as

\[
g(\mu) = C_{bm} \cdot \exp \left( -2Q \left( \nu \cdot \mu \right) \right) + b_{m}, \tag{19}
\]

\[
\hat{\mu} = \hat{\beta} \cdot (1 - \rho), \tag{20}
\]

\[
c_{bm} = C_K \cdot (\mathcal{C}_{am} + C_{mm}), \tag{21}
\]

where \( \hat{\beta} \in [1, \infty)^{N \times K} \). \( 20 \) shows where the estimate of the lidar ratio is corrected for the depolarization dependence. The MLE technique is used to estimate the lidar ratio by minimizing the negative log-likelihood of \( \nu \). The TV seminorm is used a penalty function to regularize the estimate of \( \beta \). The TV-PMLE is formulated by

\[
\hat{\beta} = \arg\min_{\beta \in [1, \infty)^{N \times K}} \{ \ell(\beta; Y_m) + \lambda \| \beta \|_{TV} \} \tag{22}
\]

\[
\ell(\beta; Y_m) = \mathbb{1}_N \left[ \mathbb{1}_K \cdot [g(\hat{\beta}) - Y_r \cdot \log_{e} g(\hat{\beta})] \right], \tag{23}
\]

where the loss function \( \ell(\cdot; \cdot) \) has been redefined and \( \lambda \geq 0 \) is the regularizer parameter. The loss function \( 23 \) is not necessarily strictly convex for all \( \beta \in [1, \infty)^{N \times K} \), unless \( b_m = 0 \). Subsection \( 4.3 \) describes for what values of \( \beta \) is \( 23 \) strictly convex. Also the gradient of \( 23 \) is not Lipschitz continuous, since \exp(\cdot) is not a Lipschitz continuous function. Thus \( \beta \) has to be constrained to a closed subset of \( [1, \infty)^{N \times K} \) so that the conditions can be met under which the log-SPIRAL algorithm converge to a minimizer.

4.3 Discussion about the loss function

Since the noise we are dealing with is Poisson, the loss function we use is different from what is typically used in optimal estimation or Tikhonov regularization \( 9 \). A Gaussian Probability Density Function (PDF) could be used to model the noise. When we are dealing with low photon counts, a Poisson PMF arguably describes the noise better than a Gaussian PDF. Hence, it is more accurate to use the actual noise model when deriving the loss function to do the estimation of the unknown cross-sections.

4.4 The algorithm and details regarding it

A succinct outline of the new algorithm is given in Algorithm 2. To make Algorithm 2 more readable, the details regarding TV-PMLE and the cross-validation are presented in Algorithm 2-a. The parallel backscatter cross-section is inverted between lines 2 and 6 in Algorithm 2 and the inverted parallel backscatter is denoted by \( \hat{\nu}_{alg} \). The backscatter cross-section \( \nu_{+} \) is computed at line 7, and is denoted by \( \hat{\nu}_{alg} \). Then \( \hat{\nu}_{alg} \) is used to invert for the lidar ratio between lines 9 and 11, and the inverted lidar ratio is denoted by \( \hat{\rho}_{alg} \). Thereafter the extinction cross-section and the optical depth are computed, and these are denoted by \( \hat{\delta}_{alg} \) and \( \hat{\tau}_{alg} \).
Algorithm 2 The new approach in inverting for the backscatter $\nu_v$ and extinction $\beta$ cross-sections, along with the lidar ratio $\mu$ and the optical depth $\tau$. Note that whenever the unknown parameters are estimated with this algorithm, it is indicated by a superscript $alg$. The backscatter cross-section is computed using Algorithm 2:

1. /* Invert the parallel backscatter cross-section */
2. Set $\ell(\omega; Y_t) = \mathbb{I}_K \left[ f_i(\omega) - Y_t \cdot \log_2 f_i(\omega) \right]$
3. for all $i \in \{ c, m \}$ do
4. $\hat{\omega}_i \leftarrow \text{Algorithm 2}[a] (\ell(\omega; Y_t), Y_c, Y_m, \mathbb{R}_{c,m}^{N \times K})$
5. end for
6. $\hat{\rho}_{alg} = \left( \omega_c \cdot C_{mn} - \omega_m \cdot C_{mc} \right) / \left( \omega_m - \omega_c C_{am} \right)$
7. $\hat{\rho}_{alg}^2 = \hat{\rho}_{alg}^2 / (1 - \rho)$
8. /* Invert the extinction cross-section */
9. Set $\ell(\mu; Y_t) = \mathbb{I}_K \left[ g(\mu) - Y_t \cdot \log_2 g(\mu) \right]$
10. $\hat{\mu} \leftarrow \text{Algorithm 2}[a] (\ell(\mu; Y_t), Y_m, \mathbb{R}_{m})$
11. $\hat{\beta}_{alg} = \hat{\beta}_{alg}^2 / (1 - \rho)$
12. $\hat{\beta}_{alg}^2 = \hat{\rho}_{alg}^2 \cdot \hat{\beta}_{alg}^2$
13. $\hat{\tau}_{alg} = \mathbb{Q} \hat{\beta}_{alg}^2$
14. return $\hat{\rho}_{alg}^2, \hat{\beta}_{alg}^2, \hat{\tau}_{alg}$

Algorithm 2-a The TV-PMLE with cross-validation to estimate either $\omega_v$ or $\mu$; see Algorithm 2.

Input: A loss function such as $\ell(\psi; Y_c, Y_m)$, the Poisson noisy matrices $Y_c, Y_m$ and the constraint set $\Psi$ for $\psi$.

1. $Y^{trn}_c, Y^{trn}_m \leftarrow \text{Poisson Thinning} (Y_c)$
2. $Y^{tst}_m, Y^{tst}_m \leftarrow \text{Poisson Thinning} (Y_m)$
3. for all $\lambda \in \Lambda$ do
4. $\hat{\psi}(\lambda) = \argmin_{\psi \in \Psi} \{ \ell(\psi; Y^{trn}_c, Y^{trn}_m) + \lambda ||\psi||_TV \}$
5. end for
6. $\lambda^* = \argmin_{\lambda \in \Lambda} \ell(\hat{\psi}(\lambda); Y^{tst}_c, Y^{tst}_m)$
7. return $\hat{\psi}(\lambda^*)$

observations $Y_t$ are thinned into two matrices $Y^{trn}_c$ and $Y^{trn}_m$, where $Y = Y^{trn}_c + Y^{trn}_m$ and $\mathbb{E}[Y^{trn}_c] = 0.5 \times S_{t,v}$. The superscripts $trn$ and $tst$ are abbreviations of the words train and test. Next, in line 6 of Algorithm 2, the parallel backscatter cross-section is computed using $\hat{\omega}_c$ and $\hat{\omega}_m$. And at line 7 the backscatter cross-section is computed using the parallel backscatter cross-section $\hat{\rho}_{alg}^2$ with the depolarization coefficient $\rho$.

4.4.2 Extinction cross-section inversion algorithm - lines 8 to 13

As with the parallel backscatter cross-section inversion algorithm, the lidar ratios are estimated by varying a regularizer parameter $\lambda$. The set $\Lambda$ will likely be different from what was used for the backscatter inversion algorithm, since lidar ratio smoothness constraint will be different.

The loss function $\ell(\bar{\mu}; Y_m)$ is not necessarily strictly convex for all $\bar{\mu} \in [1, \infty)^{N \times K}$, and $\bar{\mu}$ has to be constrained to a closed set $M \subset [1, \infty)^{N \times K}$. Furthermore the set $M$ has to be bounded, since it is required that the gradient of the loss function is Lipschitz continuous. The next subsection 4.5 defines the set $M$.

An adaptation of the log-SPIRAL algorithm is used to implement line 4 of Algorithm 2. For example $\hat{\mu}$ and $\beta$ are estimated with this algorithm, it is indicated by a superscript $alg$. The regularizer parameter $\rho$ is selected from a list of non-negative numbers $\rho$; for example $\rho = \{ 0, 10^{-2}, 10^{-1.8}, \ldots, 10^{0.8}, 10 \}$. The optimization problem in line 4 is solved using the SPIRAL algorithm [13].

In line 6 the regularization parameter is chosen that minimizes the loss function with $Y^{tst}_m$. Next, in line 6 of Algorithm 2, the parallel backscatter cross-section is computed using $\hat{\omega}_c$ and $\hat{\omega}_m$. And at line 7 the backscatter cross-section is computed using the parallel backscatter cross-section $\hat{\rho}_{alg}^2$ with the depolarization coefficient $\rho$.

4.5 Ensuring uniqueness of the inverted extinction cross-section $\beta$

We will now show that Algorithm 2 can only invert the extinction cross-section, with a guarantee that the estimate is unique, when the total optical depth less than a predefined threshold. Without loss of generality assume that $K = 1$. The Hessian matrix of the loss function $\ell(\bar{\mu}; Y_m)$ (line 9 of Algorithm 2) is

$$H(\bar{\mu}) = 4 \left[ \psi \cdot Q^T \psi \right]$$

where the divergence $\psi$ is taken to be pointwise. The loss function $\ell(\bar{\mu}; Y_m)$ is strictly convex if the Hessian matrix $H$ is positive definite, and p.d. (positive definiteness) is ensured if

$$g(\bar{\mu}) > \sqrt{Y_m \cdot b_m}$$

$$\Rightarrow \tau = Q[\bar{\mu}] < -\frac{1}{2} \log e \left[ \sqrt{Y_m \cdot b_m} - b_m \right] / C_{bm}.$$ 

In other words, there is an upper bound limit on the optical depth that can be uniquely estimated and the upper bound is influenced by the background energy rate $b_m$. This in turn restricts the range of extinction cross-sections that can be uniquely estimated, for a specific lidar scene. The constraint set of $\bar{\mu}$ is then

$$\mathcal{M} \subseteq \{ \bar{\mu} \in \mathbb{R}_+^{N \times K} : H(\bar{\mu}) \text{ is p.d.} \}.$$ 

An easy, albeit crude, approach to determine $\mathcal{M}$, is to assume a single lidar ratio for the whole scene and then find the maximum lidar ratio for which the Hessian matrices are p.d. The disadvantage of this approach is that the lidar ratio upper bound can be too conservative, since clear-sky portions of a scene could have negligible lidar ratios.

4.6 Another algorithm worthy of notice to invert the extinction cross-section $\beta$

It is not always clear whether it is better to regularize an estimate of the lidar ratio $\mu$, and then to compute the extinction cross-section $\beta$. Or to regularize an estimate of $\beta$, and then compute the lidar ratio $\mu$. With this in mind, Algorithm 3 shows another approach to invert the extinction cross-section $\beta$, where the reparameterized lidar model is

$$h(\beta) = C_b \cdot \exp(-2Q\beta) + b_m.$$ 

(30)
Algorithm 3 Another approach in inverting for the particulate extinction cross-section \( \hat{\beta} \). Note that whenever the unknown parameters are estimated with this algorithm, it is indicated by a superscript \( \text{alg} \). 

**Input:** Previously inverted parallel backscatter cross-section \( \beta \), such as \( \hat{\beta}^{\text{alg}3} \), with the depolarization coefficient \( \rho \) to compute \( \hat{\nu}^+ \).

1: /* Invert the extinction cross-section */
2: Set \( \ell(\beta;Y_m) = \frac{1}{M} |h(\beta) - Y_1| \log_{10} h(\beta) \cdot I_K \)
3: \( \hat{\beta}^{\text{alg}3} = \text{Algorithm 2-a} \{ \ell(\beta;Y_m) , Y_m , R^{N_x \times K} \} \)
4: \( \hat{\mu}^{\text{alg}3} = \hat{\beta}^{\text{alg}3}/ \hat{\nu}^+ = (1 - \rho) \cdot \hat{\beta}^{\text{alg}3}/ \hat{\nu}^+ \)
5: \( \hat{\kappa}^{\text{alg}3} = O_{\beta}^{\text{alg}3} \)
6: return \( \hat{\beta}^{\text{alg}3} , \hat{\mu}^{\text{alg}3} , \hat{\kappa}^{\text{alg}3} \)

The matrix \( C_{bc} \) is defined in (21). In this case the extinction cross-section is constrained to be greater or equal to the inverted backscatter cross-section. 

As with Algorithm 2, the extinction cross-section \( \hat{\beta} \) has to be upper bounded so that the loss function (line 4 of Algorithm 3) is strictly convex. Let \( B \) be the set over which the loss function is strictly convex. The procedure given in [4,5] to define the set \( M \), can be used to define the set \( B \) with some minor modifications.

5 Experimental results

A synthetic dataset was used to juxtapose the performances of Algorithms 1, 2 and 3. For this section these algorithms will be referred to as the standard (Algorithm 1), new (Algorithm 2) and alternative (Algorithm 3) approaches. The synthetic dataset consists of a cirrus cloud; Figure 5 shows the parameters of the synthetic dataset. The top and middle images show the parallel backscatter and extinction cross-sections, and the bottom image shows the corresponding lidar ratio. The lidar ratio inside the cloud was set to 25, and outside the cloud it was set to 40. The linear depolarization coefficients \( \rho \) for the whole scene was set to zero. Thus, for the simulation experiments the parallel backscatter and backscatter cross-sections are equal to each other.

The synthetic dataset was created using real observations; see [6,2]. The corresponding parallel backscatter cross-section for the simulation scene was generated from an inferred parallel backscatter cross-section using the standard approach, and the residual noise in the inferred parallel backscatter cross-section was suppressed using a Savitzky-Golay (SG) filter that was applied on the range axis.

Two separate experiments were conducted. In the first experiment the parallel backscatter cross-section was inferred, and the performance of the standard and new approaches were compared against each other. And in the second experiment the extinction cross-section was inferred, and the performance of the standard, new and alternative approaches were compared against each other. The Root Mean Square Error (RMSE), which is defined in the following subsection, was used to measure the performance of the different approaches, along with the bias and standard deviation.

For both experiments the parameters shown in Figure 5 were used, although the SNR of the experiments differed. For the first experiment the SNR of a scene represents a real dataset where the spatial resolution is 7.5m by 2.5s. And for the second experiment the SNR was increased by a factor of 48, which represents a scene where the spatial resolution of the original scene is decreased to 7.5m by 120s. This was achieved by oversampling each column of Figure 5 by a factor of 48 and the noisy observations of the 48 oversamples columns were accumulated together. The SNR of the second experiment had to be increased so that the extinction cross-section can be inferred, since with the HSRL we work with the molecular-channel observations which have much lower SNR values compared to the combined-channel [10]. The background energies at the native temporal resolution of 2.5s, for both experiments, were set to be 100 times larger compared to a nighttime scene. For the combined- and molecular-channel background energies were 119.29 and 21.46. And since the second experiment represents a scene with a lower spatial resolution, the combined- and molecular-channel background energies were 5725.69 and 1030.18.

The SG filter was used as the lowpass filter for the standard approach, for both the temporal and range axes [10,24]. The temporal axis SG filter used first order polynomials, and the window size was 9 profiles. The range axis SG filter also used first order polynomials, and the window size was 101 altitude bins. These SG filter parameters were selected based on the minimization of the extinction cross-section RMSE.

5.1 Error performance measurements

The RMSE is used to compare the performance of the different algorithms. The Mean Square Error (MSE), the square of the RMSE,
Table 2: This table presents the Root Mean Square Error (RMSE), the bias and standard deviation (Std) results of the first experiment. All the results are expressed in the unit of decibel (dB). From the first four rows we see that the backscatter cross-section of the new approach attains better performance, compared to the standard approach without and with block averaging. And in regards with the optical depth estimates, the same conclusion follows from the last four rows. This is because new approach use the actual noise model to find an estimates of the parallel backscatter cross-section and optical depth. And it is inferred as an image, where the image is constrained to be piecewise constant. In contrast the standard approach infer the parallel backscatter cross-section and optical depth from individual profiles and any spatial and temporal information is not utilized, except for when block averaging is employed which is clearly suboptimal.

| Backscatter cross-section | RMSE (dB) | Bias (dB) | Std (dB) |
|---------------------------|-----------|-----------|----------|
| Standard approach         | -8.7740   | -15.7691  | -8.8624  |
| Standard approach with block avg. | -25.0532 | -32.0077  | -25.1433 |
| New approach              | -44.7839  | -45.7323  | -47.0395 |
| Optical depth             |           |           |          |
| Standard approach         | 18.5227   | 11.9207   | 18.4163  |
| Standard approach with block avg. | 16.0805 | 9.9969    | 15.9445  |
| New approach              | 8.5133    | 8.1793    | 4.2833   |

5.2 Experiment one: Backscatter cross-section estimation

In this experiment the performance of the different approaches were compared against each other when inferring for the backscatter cross-section at a maximum spatial resolution. The experiment for the standard approach was conducted twice, where for the first time no block averaging was done. And for the second time block averaging was done to reduce the noise variance, where the spatial resolution of the backscattered energy images was reduced to 15m by 5s.

For this specific experiment the optical depth of the new approach was not calculated using the inferred extinction cross-section, since the extinction cross-section was not estimated in this experiment. The optical depth was calculated using the denoised estimates of the combined- and molecular-channels, and these were plugged into (11). This change in how the optical depth was calculated, is specific only to this experiment.

Table 2 shows the RMSE values, along with the bias and standard deviation (Std) values, of the different approaches; all the quantities are expressed in the unit of decibel (dB). Figure 2 show results of the inferred backscatter cross-sections of the different approaches. The top image show the inferred backscatter cross-section of the new approach. The middle and bottom images correspond to the backscatter cross-section of standard approach without and with block averaging.

From Table 2 we see that the new approach is able to infer the backscatter cross-section and optical depth with smaller RMSE values, compared to the standard approach. Furthermore, the corresponding bias and standard deviation of the new approach is less compared to the standard approach. Block averaging did improve the performance of the standard approach, however, the spatial and temporal structure of the cloud is not preserved.

From Figure 2 it is clear that the new approach is able to infer the backscatter cross-section with less residual noise (top image v.s. middle image) and at a higher resolution (top image v.s. bottom image). The reason why the new approach is able to achieve these better performance metrics, is because the Total Variation (TV) smoothness constraint is enforced on the recovered backscattered energy and the Poisson noise model is used to measure how good of a “fit” the reconstructed backscattered energy is. With the TV smoothness constraint, the underlying backscattered energy is approximated by a spatially piecewise constant function. This allows the estimator of the new approach to preserve the cloud boundaries and the backscatter cross-section variability inside the cloud.

The simulation experiments were repeated 25 times in order to obtain values for the RMSE.

The bias squared is defined as

$$\text{MSE} (\rho^{\hat{\nu} - 1}) = E \left[ \| \nu - \rho^{\hat{\nu} - 1} \|_F^2 \right]$$

(31)

$$= \| \nu - E [\rho^{\hat{\nu} - 1}] \|_F^2 + E \left[ \| \rho^{\hat{\nu} - 1} - E [\rho^{\hat{\nu} - 1}] \|_F^2 \right]$$

(32)

We also compare the bias and standard deviation of each algorithm. The norm $\| \cdot \|_F^2$ is know as the Frobenius norm and it is defined as

$$\| v \|_F^2 = \text{trace} \left( v^T v \right).$$

The simulation experiments were repeated 25 times in order to obtain values for the RMSE.

5.3 Experiment two: Extinction cross-section estimation

In this experiment the performance of the different algorithms were compared against each other when inferring for the extinction cross-section. In order for standard approach to be able to infer the extinction cross-section accurately for a daytime scene, the image resolution would have been chosen to be much lower than 7.5m by 120s. An image resolution of 7.5m by 120s was chosen, however, to demonstrate what the new approach is able to achieve when compared to the standard approach for a higher resolution image. Also, the simulated scene that was created for this experiment is similar to the real dataset that was used in case study two; see §6.2 We want to use this experiment to show the behaviour of the standard approach when the lidar ratio is inferred.

Recall that with the new approach the lidar ratio has to be upper bounded so that the loss function is strictly convex; see 4.5 If a single upper bound lidar ratio is assumed for the whole scene, the upper bound can be set to be 100.

Table 3 shows the RMSE values, along with the bias and standard deviation (Std) values, of the different approaches; all the quantities are expressed in units of dB. Figure 3 show results of the inferred extinction cross-sections of the new (top image) and standard (bottom image) approaches. The white areas in the extinction cross-section image of the standard approach (bottom image), correspond to profiles where the inferred transmittance values were negative. And since a lowpass filter is used on the temporal axis, the filter propagated these negative values over multiple profiles. Figure 3 shows the inferred lidar ratios of the
The new approach is able to preserve the high spatial resolution profiles (i.e. a lower spatial resolution image) to reduce the variance of the noise to a sufficient level until the transmittance values are non-negative. The reason why the new approach does not suffer from the same issue (negative transmittances) as the standard approach is inadequate to preserve the cloud boundaries and the variation of the extinction cross-section inside the cloud. In all accounts the new approach is able to infer the backscatter cross-section at a higher accuracy compared to the standard approach. In constrast, the lowpass filtering of the standard approach is because it does not try to infer the extinction cross-section with algebraic expressions such as \[ \log(\nu) \]. The new approach estimates the lidar ratio using the Poisson loss function in conjunction with the HSRL model to “fit” the estimate on the noisy observations. And by using the HSRL model to do the “fitting”, the transmittance is always within the bounds of zero and one, as what it should be.

From Figure 6, we see that new approach is able to infer the lidar ratios of the cloud to some degree - the accuracy of the clear-air lidar ratio values is off, while the standard approach struggles to achieve the same level of accuracy. The new approach is able to infer these lidar ratios, because it enforces the TV smoothness constraint on the lidar ratio, and it treats the inference problem as a statistical imaging problem; refer to the discussion in the previous section for more information. In constrast, the lowpass filtering of the standard approach is inadequate to preserve the cloud boundaries and the variation of the extinction cross-section inside the cloud. The cloud boundaries and the large variations inside the cloud correspond to high frequency components in the Fourier transform. The middle and bottom images correspond to the standard approach, without and with block averaging. It is clear that the new approach is able to infer the backscatter cross-section with less residual noise (top v.s. middle image) and at a higher spatial resolution (top v.s. bottom image). The new approach is able to preserve the high spatial resolution of the backscatter cross-section due to the Total Variation (TV) smoothness constraint. This smoothness constraint, in conjunction with the noise model, makes the new approach less sensitive to noise.

Table 3: This table presents the Root Mean Square Error (RMSE), the bias and standard deviation (Std) results of the second experiment. All the results are expressed in the unit of decibel (dB). From the first three rows, we see that the new approach is able to infer the backscatter cross-section at a higher accuracy compared to the standard approach. In all accounts the new approach is able to infer the optical depth, extinction cross-section and lidar ratio with smaller RMSE values compared to the standard and alternative approaches. The new approach is able to achieve these smaller RMSE values for the extinction cross-section, because it uses the previously estimated backscatter cross-section to infer the lidar ratio. And the lidar ratio is constrained to be spatial piecewise constant using the Total Variation (TV) smoothness constraint. It follows then that the inferred optical depth of the new approach also has a higher accuracy, compared to the other approaches.

| Backscatter cross-section | RMSE (dB) | Bias (dB) | Std (dB) |
|---------------------------|-----------|-----------|----------|
| Standard approach         | -33.5874  | -40.3714  | -33.6851 |
| New approach              | -44.0111  | -47.5035  | -44.4963 |
| Alternative approach      | -23.1688  | -24.4253  | -24.9547 |

| Optical depth             | RMSE (dB) | Bias (dB) | Std (dB) |
|---------------------------|-----------|-----------|----------|
| Standard approach         | 14.3185   | 7.9549    | 14.1994  |
| New approach              | -3.6500   | -4.8648   | -5.4905  |
| Alternative approach      | 2.2543    | 0.5677    | 0.9165   |

| Extinction cross-section   | RMSE (dB) | Bias (dB) | Std (dB) |
|---------------------------|-----------|-----------|----------|
| Standard approach         | -22.7389  | -23.7649  | -24.8598 |
| New approach              | -29.3890  | -33.2679  | -29.7873 |
| Alternative approach      | -23.1688  | -24.4253  | -24.9547 |

| Lidar ratio               | RMSE (dB) | Bias (dB) | Std (dB) |
|---------------------------|-----------|-----------|----------|
| Standard approach         | 74.1082   | 67.1184   | 74.0196  |
| New approach              | 32.7899   | 32.7673   | 22.8730  |
| Alternative approach      | 67.6048   | 60.6158   | 67.5161  |
1) it uses the previously estimated backscatter cross-section to
inference, correspond to altitude bins where the inferred
transmittance values were negative. And since a lowpass filter is
used on the temporal axis, the filter propagated these negative val-
ues over multiple profiles. The new approach is able to preserve
the high spatial resolution of the extinction cross-section, because
1) it uses the previously estimated backscatter cross-section to
infer the lidar ratio and 2) the Total Variation (TV) smoothness con-
straint is enforced on the lidar ratio. This smoothness constraint,
in conjunction with the noise model, makes the new approach resilient against noise.

domain. Hence, the lowpass filters not only suppress the high
frequency components, but also contaminate the cloud extinction
cross-section values with clear-air extinction cross-section values.

5.4 How the inferred lidar ratio is influenced by low-
pass filters

From the rightmost image of Figure 8, we see that the standard
approach introduces spurious lidar ratios at 12.7km. Figure 8
demonstrates that such spurious lidar ratios are most likely in-
duced by the altitude axis lowpass filter, which is used to reduce
the residual noise in the inferred optical depth; in this figure noise-
less observations were used. The altitude axis 5G lowpass filter
that was used in Figure 9 had a window length of 85 altitude bins.
Thus, the bandwidth of the filter is wider than that of Figure 7. The
extinction cross-section profile which is used in Figure 9 corre-
sponds to the lidar ratio profile of the rightmost image of

Figure 7: The top image shows the inferred extinction cross-
sections of the new approach, and the bottom image shows the
extinction cross-section of the standard approach. The white areas
in the extinction cross-section image of the standard approach
(bottom image), correspond to altitude bins where the inferred
transmittance values were negative. And since a lowpass filter is
used on the temporal axis, the filter propagated these negative val-
ues over multiple profiles. The new approach is able to preserve
the high spatial resolution of the extinction cross-section, because
1) it uses the previously estimated backscatter cross-section to
infer the lidar ratio and 2) the Total Variation (TV) smoothness con-
straint is enforced on the lidar ratio. This smoothness constraint,
in conjunction with the noise model, makes the new approach resilient against noise.

Figure 8: The two images show the inferred lidar ratios of the
new (red graphs) and standard (stand., blue graphs) approaches.
The black graphs show the true lidar ratios. The lidar ratios be-
ond 13.5km of profile 8 and beyond 14.5km of profile 31 of the
standard approach are missing, because the inferred transmittance
values were negative. We see that the new approach is able to infer
the lidar ratio to some degree - the accuracy of the clear-air lidar
ratio values are off, whereas the standard approach struggles to
achieve the same accuracy. Since the Total Variation (TV) smooth-
ness constraint is enforced on the lidar ratio, the estimates of the
lidar ratio are less sensitive to noise. From the rightmost image we
see that the standard approach introduces spurious lidar ratios at
12.7km. Such spurious lidar ratios correspond the regions where the
extinction cross-section varies; see §5.4.

Figure 9: The leftmost image of Figure 9 shows the true extinction
cross-section (black graph) and the extinction cross-section that
was computed from the lowpass filtered true optical depth (blue graph); see §3. Notice that at 12.7km the smoothed extinction
cross-section is larger than the true extinction cross-section. This
implies that the estimated lidar ratio from the smoothed extinc-
tion cross-section will be larger than what it is supposed to be,
as it is demonstrated in the rightmost image of Figure 9. The
bandwidth of the lowpass filter could be increased to reduce the
over-smoothing it induces, but this will be at the expense of not
reducing the residual noise to an adequate level.

The lowpass filter smooths out the boundaries of the cirrus
clouds at 12.4km of Figure 9. The implication is that the extinction
cross-section of the cloud that increases from $3.5 \times 10^{-6}$ [m$^{-1}$] to $5.9 \times 10^{-5}$ [m$^{-1}$] over the short altitude interval at 12.4km, is
mixed with the clear-air extinction cross-section. Hence, the lidar
ratio is unreasonably large at the bottom of the cloud and partially
inside the cloud.

6 Case studies to evaluate the new approach

Two case studies of real experimental data are presented to jux-
tapose the inverted backscatter and extinction cross-sections of
Algorithms 1 and 2; these algorithms will be referred to as the
standard and new approaches. Both case studies demonstrate that the new approach infer the backscatter and extinction cross-sections at higher spatial and temporal resolutions compared to the standard approach. With both case studies, observations of the Wisconsin-Madison HSRL photon-counting instrument was used, while it was situated at the DOE’s Southern Great Plains (SGP) Atmospheric Radiation Measurement (ARM) site during the CHARMS experiment in the summer of 2015.

We used nighttime scenes to compare the new and standard approaches, since it simplifies the calibration parameters and reduce instrument artifacts. For the second case study, where the extinction cross-section was inferred, the temporal resolution of the molecular-channel noisy image was reduced to increase the SNR of the observations. This is because the HSRL we work with, the molecular-channel observations have much lower SNR values compared to the combined-channel. The lower SNR is a result of 1) the small molecular backscatter cross-section at the wavelength of the laserpulse which is centered at 532nm, 2) the iodine filter that rejects the particulate backscattered signal (see §2.2), 3) the telescope diameter of 0.5m, 4) the limit on the laser intensity and 5) the detector quantum inefficiencies. The Wisconsin-Madison HSRL use a Fabry-Perot etalon to reduce the solar background energy, and the telescope diameter is restricted by the diameter of the etalon plates; refer to [17] §5.3.2 and 21 for more information. The laser intensity is limited due to Federal Aviation Administration (FAA) eye safety standards §3.3. The Wisconsin-Madison HSRL use Geiger-Mode Avalanche PhotoDiodes (APD), which have a quantum efficiency of approximately 60% [21].

### 6.1 Case study one - backscatter cross-sections of uniform and non-uniform scenes

#### 6.1.1 Validation using a uniform HSRL scene

Figures 10 and 11 validates the backscatter cross-section of the new approach by using a temporal uniform aerosol scene. The resolution of the data in both figures is 7.5m by 2.5s. The leftmost image of Figure 10 shows the inferred backscatter cross-section of the new approach without and with averaging. A moving average filter was used in the leftmost image with a window-width of 1min. This figure demonstrates that the inferred backscatter cross-section of the new approach and standard approach with moving averaging are comparable.

Since the HSRL scene is temporally uniform, it is expected that backscatter cross-section of the standard approach is accurate and the backscatter cross-section of the new approach should be similar to it. To confirm this Figure 11 shows two columns of Figure 10. For the most part, the backscatter cross-section of the new and standard approaches are comparable. There are specific instances where the new approach potentially over-smooth the backscatter cross-section, for example at 5.5km and 6.5km of the

---

3 Combined HSRL And Raman Measurement Study (CHARMS) was funded by the DOE.
Figure 11: The new approach is able to produce an accurate estimate of the backscatter cross-section on real data. The label “M. avg.” indicates that a moving average was used to reduce to noise variance, prior to inferring the backscatter cross-section with the standard approach.

6.1.2 Demonstration of preserving the non-uniformity of a cloud

Figure 12 demonstrates that the new approach is able to preserve the non-uniform spatial structure of a cirrus cloud’s backscatter cross-section at a higher resolution compared to the standard approach, while being less sensitive to noise compared to the standard approach. The top image of Figure 12 shows the backscatter cross-section inverted with the new approach. The second image shows the inverted backscatter cross-section of the standard approach. The third image shows a block averaged version of the backscatter cross-section of the standard approach, where the photon counting observations were block averaged, down to a resolution of 60m by 60s, to reduce the noise variance. The last image shows the inverted backscatter cross-section using the standard approach (second image from the top), after an edge-preserving smoothing filter was applied to suppress the residual noise. The smoothing filter is unable to reduce the noise of the clear-air regions.

When we compare the top image with the second image, we deduce that the new approach is less sensitive to noise compared to the standard approach. When the top image is juxtaposed against the third image, we deduce that new approach is able to preserve the non-uniform structure at a higher resolution compared to standard approach with block-averaging. The bottom image in comparison with the top image, demonstrates that the smoothing filter is unable to reduce the noise of the clear-air regions.
As it was discussed in §2, the reason why the new approach yields better results compared to the standard approach, is because the Poisson noise model is used to “fit” the reconstructed backscattered energy on the noisy observations as an image while constraining it to be spatially piecewise constant. In other words, each pixel of the backscattered energy of say the combined-channel is not estimated independently, but is estimated in relation to its surrounding backscattered energy pixels and the relation is controlled by the piecewise constant constraint. This allows the new approach to preserve the discontinuities in the backscatter cross-section, while being also less sensitive to the noise compared to the standard approach. Hence, with the new approach the backscatter cross-section can be inferred at a higher resolution than the standard approach. In contrast the standard approach does not take the Poisson noise model in account at all. Furthermore, preprocessing such as block averaging does not accurately maintain the spatial structure of a cirrus cloud. Postprocessing such as lowpass filtering does not necessarily reduce the overall residual noise in a backscatter cross-section image, as it was demonstrated in Figure 12.

6.2 Case study two - extinction cross-section of a non-uniform cirrus cloud

The inversion of the extinction cross-section and lidar ratio is very sensitive to noise. For the standard approach the extinction is inverted by taking the derivative of the optical depth. The derivative is very sensitive to residual noise in the inferred optical depth. Figure 13 presents a case study for a non-uniform cirrus cloud, where we applied the new (top image) and standard (bottom image) approaches over the same photon-counting noisy image. Notice the new approach is able to resolve the fine scale features of the extinction cross-section, compared to the standard approach. This is because the new approach use the inferred backscatter cross-section to constrain the inversion of the lidar ratio, and the statistical estimator it uses exploit the spatial and temporal correlations in the image. The TV smoothness constraint that the statistical estimator uses, preserves the variation inside the cloud and the cloud boundaries. In contrast the standard approach use lowpass filters to suppress residual noise, resulting in over smoothed cloud boundaries and fine scale features of the extinction cross-section.

First order polynomials were used by the Savitzky-Golay (SG) filter in Figure 14 for the standard approach, while the time and altitude windows were 10min and 637.5m [10, 24]. Recall that with the new approach the lidar ratio has to be upper bounded so that the loss function is strictly convex; see §4.2 and §4.3. If a single upper bound lidar ratio is assumed for the whole scene for this specific case study, the upper bound is approximately 50. For this case study we did set the lidar ratio upper bound to 100. This is reasonable for this case study, since the vertical averaged lidar ratio per profile is less than 100 according to the bottom image of Figure 14.

The top left image of Figure 15 shows a single column, at 4:34 UTC, of the inferred lidar ratio of the new and standard approaches. The top right image is the corresponding backscatter cross-sections of the different approaches; these are included to show that the backscatter cross-sections for the two approaches are mostly in agreement. The bottom image show the vertically averaged lidar ratio of the new and standard approaches, where each average was calculated within the cloud. Notice that there is a significant bias between the standard and new approach, with the standard approach showing more variability and bias relative to the new approach. As presented in the simulations, in §5.4 this variability and bias are likely a result of susceptibility of the standard approach to the non-uniform structure of the cloud. This result demonstrates that not only do we gain the ability the resolve finer features of the extinction cross-section, but the new approach likely produces less biased lidar ratios and extinction cross-sections.

7 Conclusion and future work

We presented a new lidar inversion technique adapted from techniques originally developed for medical imaging. This new approach is able to reduce the random noise while maintaining the spatial and temporal resolutions of the observations, by utilizing the spatial and temporal correlations in images in conjunction with an accurate noise model. By using the data in an entire image in conjunction with the physical noise and lidar models, the
new techniques are able to better separate the correlated signal (i.e. clouds and aerosols) from the random noise, resulting from both the detector and solar background radiation. The standard approach is to simply average the data in small increments to reduce the noise.

We applied the new and standard approaches on both simulated and real data. Based on these results we found that the new approach is able to accurately maintain the spatial and temporal resolution while significantly reducing the noise, without introducing significant biases due the non-linearity of the lidar equation. This is a significant improvement upon the standard approach, which either has to further average the data to increase the SNR or use lowpass filtering to get comparable noise reduction.

The greatest benefit of the new approach relative to the standard approach, is when inverting the extinction cross-section and lidar ratio, which are most susceptible to noise. The standard approach needs additional averaging, which increases the biases due to the non-linearity of the lidar equation.

In the current implementation, the new approach requires Poisson noise statistics (a photon lidar system) and significant computational processing resources. Our future work will focus on improving the computational efficiency of the new technique and apply it to a large ensemble of observations. The next step is to adapt the new techniques to standard backscatter photon lidar instruments, such as the NASA Cloud-Aerosol Transport System (CATS), Cloud Physics Lidar (CPL) and Micro-Pulsed Lidar (MPL) [55, 56]. A much more significant challenge is to adapt the new technique for analog-mode lidar instruments such as CALIPSO, where the noise is non-Poisson [7]. Once the techniques have been adapted for standard backscatter and analog-mode lidar instruments, the techniques have the potential to greatly improve the scientific utility of systems such as the NASA CATS and NASA-CNES Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations [55, 51], which have lower SNR observations compared to ground based lidar systems.

**APPENDIX**

**A Thinning a Poisson distributed matrix in creating the training and testing matrices**

Without loss of generality, suppose \( Y \) be a Poisson random variable where each entry is independent from each other and \( \mathbb{E}_Y[Y] = \lambda \). And for a given \( Y \), let \( Z \) be a Binomial random variable, where \( \mathbb{E}_Z[Z|Y] = y p \) and \( p \in (0,1) \). The random variables \( Y \) and \( Z \) are independent from each other. It can be proved that \( Z \) is Poisson distributed with \( \mathbb{E}_Z[Z] = \mathbb{E}_Y[\mathbb{E}_Z[Z|Y]] = \lambda - \mathbb{E}_Z[Z|Y] = p \lambda \), where the expectation is taken over the PMFs of both \( Y \) and \( Z \).

Now suppose \( Y \) is Poisson distributed random matrix. Using the procedure described in the previous paragraph, we can create a “training” matrix \( Y^{tm} \) where \( \mathbb{E}[Y^{tm}] = p \mathbb{E}[Y] \). The “testing” matrix \( Y^{ts} \) is created by the removing \( Y^{tm} \) from \( Y \). This is achieved by subtracting the two matrices.
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