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Abstract: This paper examines the problem of quality enhancement for video streaming in OpenFlow-based network. OpenFlow can be used in future Internet; it can manage and perform routing for a large number of network flow. We employ OpenFlow to propose a routing mechanism to enhance quality of video streaming. We use expected video distortion as routing metric and apply multipath routing to Multiple Description Coded video. Our simulation results highlight the benefit of exploiting OpenFlow to transmit video.
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1. Introduction

In the future Internet, the network traffic grows and the number of kind of traffic also increases. The following problems are challenging: managing network flows, performing quality-of-service (QoS) routing and avoiding congestion. For real-time services (e.g., video telephone, IP-TV, video conferencing), the QoS drops when congestion occurs and leads to high delay and loss. However, best-effort network provides unsteady services to users. In order to have high quality video service, we need to consider QoS enhancement when transmitting video data.

Software-Defined Networking (SDN) is a new approach that can be used in design and deployment of future Internet. OpenFlow is a modern SDN protocol that can be employed to manage and perform QoS routing for network flow. Built-in components of current OpenFlow standard only support to implement simple QoS operations, e.g., per-flow meters are for implementing rate-limiting [1]. Thus, some research proposed to build more highly developed functionalities. In [7] and [6], the authors proposed a framework for QoS routing of scalable video streaming over OpenFlow network. In [24], the authors proposed to automatically control QoS in OpenFlow based on applications/services requirements. Their approaches are flow rate-limiting with flow priority assigning. These previous works are not applicable in the case of our problem: QoS routing for enhancing quality of Multiple
In this paper, we propose a new routing mechanism and try to stream video with low loss rate, delay and therefore low distortion. To this end, we employ OpenFlow to manage video flows, then perform multipath routing on them. The OpenFlow controller (the rest of this paper refers to OpenFlow controller as controller) keeps up-to-date information of the flows and network state, then perform multipath routing for video flows. Non-video flows are routed by conventional routing methods.

In order to apply multipath routing, we use MD video coding which splits a video stream into several independent sub-streams or descriptions. As in [5, 12, 16, 18], this paper use the MD video of two descriptions. The controller finds two paths for two descriptions of each video flow. In this way, we exploit error-resilience characteristics of MD. Our routing objective is to find two paths that minimize expected video distortion. Our model can be applied to some networks such as a backbone network. It allows operators to control quality of their services, especially video streaming.

Our contributions in this paper are summarized as follows:

- We propose a routing mechanism for enhancing QoS of video streaming in OpenFlow-based network (Section 3).
- We formulate an optimization problem for routing with MD coded video (Section 4). We propose a modified Dijkstra algorithm and use it in a subgradient-based algorithm to solve the multipath routing problem (Section 5).

2. Related works

We describe some previous works relating to video transmission and application of OpenFlow.

In [12], the authors proposed to select adaptive MD mode based on network condition and video characteristics. In order to estimate end-to-end distortion, they used a function of source bit rate, distortion in encoding and distortion in transmission. Source bit rate and distortion in encoding were known at the encoder. To estimate distortion in transmission, they used Gilbert model to measure loss. They considered the MD video of two description. Mao et al. [18] minimized video distortion by multipath routing for two MD descriptions. They used distortion-rate function and Gilbert model to estimate distortion. In [5], the authors proposed a multipath selection method for MD video with two descriptions. Distortion was estimated by a function of source bit rate. They had this approximate function by experiment. Our method estimates end-to-end video distortion based on end-to-end delay, packet loss rate and play-back deadline. Packet loss rate is measured by nodes and is collected by OpenFlow controller. Probability of play-back deadline missing is estimated using a Markov chain.

There was some research that suggested methodologies to apply OpenFlow to some new network environments. Li et al. [15] suggested to use SDN in Long Term Evolution core networks. They proposed an idea to use SDN for managing jobs (e.g., resource allocation, fine-grained monitoring, policing). Their work differs from ours since they did not consider QoS enhancement and they did not focus on providing a mathematical model or framework. In [4] and [19], the authors applied OpenFlow to some new network environments (e.g., WLAN, cellular network). They focused on implementation and testing.

The problem of video transmission over OpenFlow-based network is examined in several studies. In [7] and [6], the authors proposed a method to transmit scalable coded video over OpenFlow-based network. They split base layer and enhancement layer. They used OpenFlow and implemented routing algorithm in the controller. Their work differs from ours since they considered scalable coded video and routed it with two priority levels. We use MD coding in which descriptions are encoded and decoded independently. Besides, the authors in [7] use loss and delay to measure path’s cost while we use distortion.

In our method, we estimate the distortion based on delay, packet loss rate and play-back deadline. We propose a mechanism, build a mathematical model and provide its formulation. Besides, we propose a multipath routing algorithm in order to benefit from multi-description property of MD coding.
3. System model

3.1 Network description

The data will travel from sender, through OpenFlow-based network, then arrive at receiver. In this paper, ingress forwarder is referred to as source forwarder, egress forwarder is referred to as destination forwarder (Fig. 1(a)).

The main idea of our mechanism can be briefly described as in Fig. 1(b). Each forwarder serves two types of traffic: traffic of video flows and traffic of non-video flows. Non-video flows are served using conventional forwarding mechanisms. Video flows are routed by our proposed method. When an ingress forwarder receives the packet of connection setup message (S1 in Fig. 1(b)), this forwarder requests controller for forwarding information (S2 in Fig. 1(b)). In OpenFlow protocol, forwarders make this request by sending packet-in [1]. After receives the request, controller finds routing solution which is a pair of optimal paths. Then the controller sends this routing result to all the forwarders on those two paths (S3 in Fig. 1(b)). Other packets of that video flow which come afterward will be forwarded on these paths (S4 in Fig. 1(b)).

We model an OpenFlow-based network as a directed graph \( G(V,E) \), where \( V \) is the set of nodes, \( E \) is the set of links. \((u,v)\) is the link between node \( u \) and \( v \). \((s,d)\) denotes the pair of source and the destination node. They are connected by a set of paths \( R \). The forwarders are referred to as nodes. Table I summarizes important symbols in our paper.

![Fig. 1. OpenFlow-based network and its operations.](image-url)
Table I. Notation.

| Symbols | Definitions |
|---------|-------------|
| $E$     | set of all links $(u, v)$ |
| $R$     | set of all paths $r$ |
| $(u, v)$| a single link between node $u$ and node $v$ |
| $V$     | set of all nodes |
| $r^*$   | optimal path |
| $\delta_e(r)$ | expected end-to-end delay of path $r$ |
| $\Delta$ | video play-back deadline |
| $D(r)$ | expected end-to-end distortion of a source sample when it is transmitted on path $r$ |
| $s,d$  | source and destination node |
| $D_{0,0}, D_{0,1}, D_{1,0}, D_{1,1}$ | distortions when non of descriptions, first description, second description, both descriptions are lost, respectively |
| $p_{0,0}, p_{1,0}, p_{0,1}, p_{1,1}$ | probability with which non of descriptions, first description, second description, both descriptions are lost, respectively |
| $p_{int}^i$ | probability that the packet of $i$-th description arrives at destination intact |
| $p_{ont}^i$ | probability that the packet of $i$-th description arrives at destination on-time |
| $f_{(u,v)}(k)$ | probability function of delay on single link $(u, v)$ |
| $f_e(k)$ | probability function of end-to-end delay |
| $\delta_{(u,v)}$ | delay on single link $(u, v)$ |
| $\delta_e(r)$ | end-to-end delay of path $r$ |
| $\lambda_{ED}$ | arrival rate of examined description on a node |
| $\lambda_{OT}$ | arrival rate of all traffic on a node except examined description |

3.2 Problem

Our problem is to find a pair of optimal paths that transmit video flow with minimal distortion $D(r)$. The problem can be stated as

\[
\text{minimize} \quad D(r), \quad r \in R \\
\text{subject to} \quad \delta_e(r) \leq \Delta, \quad l_{uv} - \sum_{\{v: (v, u) \in E\}} l_{vu} = \begin{cases} 
1 & \text{if } u = s, \\
-1 & \text{if } u = t, \\
0 & \text{otherwise},
\end{cases} \\
l_{uv} \geq 0, \quad \forall (u, v) \in E,
\]
where \( l \) is a vector associated with a path \( r \); \( l \) has components given by
\[
l_{uv} = \begin{cases} 
  1 & \text{if} (u, v) \text{ belongs to} \ r, \\
  0 & \text{otherwise}.
\end{cases}
\]

The first constraint guarantees that play-back delay requirement is met, i.e., expected end-to-end delay \( \delta_c(r) \) must be less than or equal to play-back deadline \( \Delta \). The value of \( \Delta \) is estimated as in [13]. The play-back deadline of each frame is estimated based on inter frame interval and number of frames inter-coded with that frame. Second constraint guarantees that every path \( r \) is formed by connected links and each path connects source node \( s \) and destination node \( t \).

In order to estimate distortion \( D(r) \) of MD coded video, each forwarder in OpenFlow-based network will have built-in MD decoder. There are several methods of MD coding currently being used. Nevertheless, our model is applied to encoding mode that generates two descriptions (Fig. 1(a)). Specifically, it is spatial splitting mode [12]. Each source sample or symbol is coded to form a pair of network packets \([5, 16, 21]\). In formulation, a sample is represented by a pixel. In this way, for each sample \((sb_1 \text{ in Fig. } 1(a))\), we consider two packets \((pk_1 \text{ and } pk_2 \text{ in Fig. } 1(a))\) which carry that sample’s data. These two packets are transmitted on two descriptions. Routing algorithm will find two paths for such two descriptions.

Video distortion mostly depends on packet loss rate. As in [18], distortion \( D \) of each pair of paths \((r_1, r_2)\) is
\[
D = \sum_{i=0}^{1} (p_{i,1}D_{i,1} + p_{1-i,1}D_{1-i,1}). \tag{2}
\]

\( D_{i,1} \) is distortion of a pixel when its data from two descriptions are lost and encoder compensates that pixel by other pixel from previous frame. \( D_{0,0} \) is central distortion when non of descriptions is lost; \( D_{1,0}, D_{0,1} \) are side distortions when first description, second description is lost, respectively. Similarly, \( p_{0,0}, p_{1,0}, p_{0,1} \) and \( p_{1,1} \) are probability with which non of descriptions is loss, first description is lost, second description is lost, both description are lost, respectively.

In order to estimate distortion \( D_{i,j} \) in (2), we apply the ROPE [23] to MD as in [17]. It recursively calculates values of symbols based on packet loss rate and error concealment method.

4. Problem formulation

4.1 Derivation of packet loss rate \( p_{i,j} \)
We consider two causes of packet loss: bad link state (e.g., congestion) and play-back deadline missing.

We examine each pair of paths to choose an optimal pair. Bad link state on each path is calculated from loss rate of its single links. Probability of play-back deadline missing is estimated using discrete time Markov chain.

\( p_{i,j} \) is calculated as
\[
p_{0,0} = p_{1 \text{int}}P_{1 \text{ont}}^2, \tag{3a}
p_{1,0} = (1 - p_{1 \text{int}})P_{1 \text{int}}P_{1 \text{ont}}^2 + p_{1 \text{int}}P_{1 \text{ont}}^2, \tag{3b}
p_{0,1} = p_{1 \text{int}}(1 - p_{1 \text{ont}})p_{1 \text{ont}}P_{1 \text{ont}}^2 + p_{1 \text{int}}P_{1 \text{ont}}P_{1 \text{ont}}^1(1 - p_{1 \text{ont}}), \tag{3c}
p_{1,1} = 1 - p_{0,0} - p_{0,1} - p_{1,0}, \tag{3d}
\]

where \( p_{1 \text{int}} \) is the probability that a description on path \( i \) arrives at destination without loss; \( p_{1 \text{ont}} \) is the probability that a description on path \( i \) arrives at destination on-time.

These equations are interpreted as follows. \( p_{0,0} \) is probability with which two packets arrive at destination intact and on-time. \( p_{1,0} \) is probability with which only second packet arrives at receiver intact and on-time. In this case, first packet may be lost by bad link state (with probability \( 1 - p_{1 \text{int}} \)) or it does not arrive at destination on-time (with probability \( 1 - p_{1 \text{ont}} \)). Probability \( p_{0,1} \) can be calculated in the same way with \( p_{1,0} \). When non of above events happen, we loss both packets (with probability \( p_{1,1} \)).
Fig. 2. Markov chain of examined description’s packets in each node.

**Probabilities relating to link state** \((p_{int}^i)\) In simulation, \(p_{int}^i\) of each path is estimated by multiplying successful transmission rate of links in that path. We use following supports of OpenFlow to calculate such rate. OpenFlow provides measures of drop counts and link speed. Its counter field \([1]\) in flow tables statistically maintain for each port or queue. This field can be implemented in software and it polls hardware counters.

**Probabilities relating to missing play-back deadline** \((p_{ont}^i)\) We consider queuing as the main cause of delay. Markov chain (Fig. 2) is adopted to estimate service time at each nodes \([22]\). State space of the Markov chain is the number of packet in a node’s queue. This chain is discrete time Markov chain with time unit \(T\). This chain is \([X]\) and its state set is \(Z\{Z_{nZ}, Z_{nZ-1}, \ldots, Z_0\}\). When finding a path for a description, we examine service time of the nodes on which the description may be transmitted. Note that we apply \([X]\) to packets of the considered description, not all kinds of packets.

To estimate waiting time of a considered packet, we estimate service time of all packets in queue which arrive earlier than that packet. Formulation of the Markov chain is given below.

Arrival rate of examined description is \(\lambda_{ED}\), arrival rate of other traffic is \(\lambda_{OT}\). Arrival rate of other traffic is arrival rate of all traffics except examined description. \(P_Z\) is probability with which the node is serving another packet rather than a packet of examined description. \(P_Z\) is given as

\[
P_Z = \frac{\lambda_{OT}}{\lambda_{ED} + \lambda_{OT}}.\tag{4}
\]

\(p_{\lambda}\) is probability that there is one packet of examined description arrives in a time unit. We assume arrival process is Poisson process, then \(p_{\lambda}\) is given as

\[
p_{\lambda} = Pr(1 \text{ arrival} / 1 \text{ time unit } T) = 1 - e^{-\lambda_{ED}T}.\tag{5}
\]

We assume that \(T\) is chosen such that there is at most one arrival in each \(T\).

Transition probability matrix of \([X]\) is \(P_X\). \(P_X\) is given as

\[
P_X = \begin{pmatrix}
1 - p_{\lambda} & p_{\lambda} & 0 \\
(1 - p_{\lambda})(1 - P_Z) & (1 - p_{\lambda})(1 - P_Z) + (1 - p_{\lambda})P_Z & p_{\lambda}P_Z \\
0 & \cdots & (1 - p_{\lambda})(1 - P_Z) \\
& \cdots & P_Z
\end{pmatrix}.\tag{6}
\]

Element \(P_X(i,j)\) of \(P_X\) is transition probability from state \(Z_i\) to state \(Z_j\). For example, in the event that \([X]\) transits from \(Z_1\) to \(Z_2\), there must be new arrival and the node must not serve examined description; probability of this event is \(p_{\lambda} \otimes P_Z\).
\[ \Pi_X = \Pi_X P_X. \]  

(7)

The chain \( \{ Y \} \) is derived from \( \{ X \} \) as follows. \( \{ Y \} \) is absorbing chain of \( \{ X \} \), so that transition probability \( P_Y \) is derived from \( P_X \) by replacing \( p_\lambda \) with 0. Moreover, when a packet enters a node, \( \{ Y \} \) is in a specific state \( Z_i \). In order to leave the node, that packet must wait until \( \{ Y \} \) reaches state \( Z_0 \). The time that packet waits is called mean absorption time. Before reaching state \( Z_0 \), \( \{ Y \} \) spends time to transit among its transient states. We need to measure this amount of time, so that we remove the first row and first column of \( P_Y \). The relationship of \( P_Y \) and \( P_X \) is shown in Fig. 3.

\[ f_{(u,v)}(k) = (\Pi_Y(u,v))^T (P_{Y(u,v)})^{k-1} P_{Y'}, \]

(8)

where \( \Pi_Y(u,v) \) and \( P_{Y(u,v)} \) are \( \Pi_Y \) and \( P_Y \) of node \( v \); \( \Pi_Y \) is calculated in the same way with \( \Pi_X \). \( P_Y' \) is the vector of transition probability from \( Z_i \) to \( Z_0 \) \((i = 1, \ldots, n_Z)\). The relationship of \( P_Y' \) and \( P_X \) is shown in Fig. 3.

\( p_{\text{ont}} \) in (3a)–(3c) is probability that a packet arrives at destination on time. Therefore, it is given by

\[ p_{\text{ont}} = Pr(k \leq \frac{\Delta}{T}) = \frac{\Delta}{T} \sum_{k=1}^{\hat{\delta}} f_e(r)(k), \]

(9)

where \( f_e(r)(k) \) is end-to-end delay and it is obtained by an iterative procedure. It is given as a result of convolution operator [22] as follows:

\[ f_e(r)(k) = f_e(s,t)(k) = \sum_{i=s+1}^{n_V} f_{e(i,t)}(k) * f_{e(i,j)}(k), \]

where \( s \) and \( t \) are source and destination nodes of path \( r \); \( n_V \) is number of node of \( r \); \( f_{e(i,j)}(k) \) is probability in which delay of single link \((s, i)\) equals to \( k \), it is given in (8).

### 4.2 Derivation of end-to-end delay

Constraints of (1) requires end-to-end delay to be calculated. We also use modeled Markov chain to estimate this delay.

\( \delta_{(i,0)} \) is the amount of time to transit from state \( Z_i \) to state \( Z_0 \). Its value is multiple of time unit \( T \). For instance, if \( \delta_{(i,0)} = k \), its value is \( k \) time unit(s). It is given as

\[
\delta_{(i,0)} = \begin{cases} 
0, & \delta_{(0,0)} = 0, \\
1, & \delta_{(1,0)} = 1, \\
\sum_{j=1}^{i-1} P_{X(i,j)} \delta_{(j,0)}, & \delta_{(i,0)}.
\end{cases}
\]

(10)

where \( P_{X(i,j)} \) is element \((i, j)\) of matrix \( P_X \) in (6).

For each node \( v \), the mean absorption time is
\[
\delta_{(u,v)} = \frac{n_Z}{\sum_{i=0}^{n_Z} \delta(v,i,0)\Pi_X(v)(i)} ,\quad 1 \leq u \leq n_Z - 1,
\]

where \(\delta(v,i,0)\) is time for node \(v\) to transit from state \(Z_i\) to state \(Z_0\), \(\Pi_X(v)(i)\) is \(i\)-th element in \(\Pi_X\) (Eq. (7)) of node \(v\).

End-to-end delay of a path is the sum of queuing delay at all nodes of that path. End-to-end delay of path \(r\) is

\[
\delta_e(r) = \sum_{u=1}^{n_v-1} \delta_{(u,v)} , \quad (u,v) \in r.
\] (10)

5. Solution procedure

Our solution procedure has two parts: (1) controller’s processing to help controller communicates with forwarders, (2) heuristic-subgradient algorithm to search for routing solution. The controller’s processing help to communicate with forwarders, manage flows and call the heuristic-subgradient algorithm. The heuristic-subgradient algorithm searches for two loopless paths to transmit each video flow.

5.1 Controller’s processing

In the controller’s processing, when there is a new flow, controller puts it into a list to monitor; when a flow is terminated, it is removed from the list. The controller saves recent routing solution, before calling the heuristic-subgradient algorithm, the controller checks whether there is an available and up-to-date solution. In case there is not any new flow but the network state changes, the controller also updates the paths. The controller’s processing is given in Algorithm 1.

The rate at which the controller polls network state is based on network operator’s policy. In the simulation, we set it as in [9]. Network state changes are defined as two following forms.

\begin{algorithm}
\caption{Controller’s processing}
\begin{algorithmic}
\If {packet-in message received = true}
\State put into flow list
\EndIf
\State first_update ← true
\While {flow ended = false}
\If {first_update = true}
\If {\( (r^*_1, r^*_2) \) is available = true and \( (r^*_1, r^*_2) \) is out of date = false}
\State send forwarding information obtained from existing \( (r^*_1, r^*_2) \)
\Else
\State \( (r^*_1, r^*_2) \) ← Algorithm 2
\State send forwarding information obtained from new \( (r^*_1, r^*_2) \)
\State save \( (r^*_1, r^*_2) \)
\EndIf
\Else
\If {\( (r^*_1, r^*_2) \) is out of date = true or network states changed = true}
\State \( (r^*_1, r^*_2) \) ← Algorithm 2
\State send forwarding information obtained from new \( (r^*_1, r^*_2) \)
\State save \( (r^*_1, r^*_2) \)
\EndIf
\EndIf
\State first_update ← false
\EndWhile
\State remove from flow list
\end{algorithmic}
\end{algorithm}
• Changes on network topology, i.e., new configuration, failure of link or forwarder.

• Changes on parameters of cost function represented by \((11)\). Burst error length (from MGE model) is treated as output of a random process so that we neglects it; only changes in \(p_{\text{int}}, \lambda_{\text{OT}}, \lambda_{\text{ED}}\) are considered.

5.2 Multipath heuristic and subgradient algorithm

Our optimization problem is a combinatorial optimization problem. It is likely to be NP-hard problem \([10, 18]\). This paper employs subgradient method to search for solutions.

Then Lagrangian dual function has the following form

\[
L(\lambda) = \min_{r \in R}[D(r) + \lambda(\delta_e(r) - \Delta)], \lambda \geq 0.
\]  

(11)

An idea to deal with discrete optimization problems is exploiting its structure in order to speed up the search for the solution. We exploit Dijkstra’s Shortest Path Algorithm to find routing solutions based on the dual function \((11)\). We modify Dijkstra’s algorithm to find two concurrent optimal paths, instead of one. The routing cost is based on \((11)\).

Dijkstra’s Shortest Path Algorithm is suitable to our problem. The idea of Dijkstra’s algorithm is to traverse from source node, spread out until it meets the destination node. It is likely that the nodes around the source will satisfy constraint of play-back deadline. As a result, it is preferable to have an searching algorithm which is close to breadth-first strategy. In other words, it is better for the algorithm to have an overview of all candidates and make routing decision based on value of objective function. With traversing mode closer to depth-first strategy, the algorithm has less chance to do that.

Conventional Dijkstra’s algorithm will run from source node and gradually add more nodes to a set of selected nodes. For each iteration, it examines all unselected nodes which directly link to one of selected nodes. The set of those examined nodes is called candidate set. From that candidate set, the algorithm selects the best node with least cost. Our modified algorithm goes through the same processes but it will select a pair of nodes when it starts at the source node (Fig. 4). After that, when estimate cost of a candidate node, the algorithm requires two node; we use that candidate node and a previously selected node. Figure 4 illustrates an example of selecting a new node. The algorithm traverses the graph link by link to guarantees that second constraint of \((1)\) is satisfied.

The multipath heuristic and subgradient algorithm is given in Algorithm 2. At step 0, \(\lambda_0\) is initialized so as to satisfy \(\lambda_0 \in R\) and \(\lambda_0 \geq 0\). \(\varepsilon\) is set based on requirement of accuracy and computation time. \(L^*\) is the best known dual value obtained so far. Step 0 and step 4 initialize and update decreasing adaption parameter \(\omega_i\) as in \([11]\); it decreases over iteration and satisfies

\[0 < \omega_i \leq 2.\]

At step 3, due to complementary slackness property \([2]\), when subgradient \(g_i\) equals to zero, we have solution \(L(\lambda_i)\). The pair of paths \((r_1^*, r_2^*)\) are current routing solution.

\(r_{1(i)}\) is the first optimal path, \(r_{2(i)}\) is the second optimal path of Dijkstra’s algorithm, i.e., \(r_{1(i)}\) is better than \(r_{2(i)}\). For this reason, step 1 uses \(r_1\) to estimate \(L(\lambda_i)\) and step 4 updates Lagrangian

![Fig. 4. Node selection of modified Dijkstra’s algorithm.](image)
Algorithm 2: Multipath heuristic and subgradient

\textbf{Step 0: Initialization}
\[ i \leftarrow 0, \lambda_0 \leftarrow 0 \]
\[ \text{initialize } \gamma_0, \varepsilon, \omega_0 \]
\[ L^* \leftarrow 0 \]

\textbf{Step 1: Run modified Dijkstra shortest path algorithm}
\[ (r_1(i), r_2(i)) \leftarrow \left[ \arg \min_{(r) \in R} \left[ D(r) + \lambda_i(\delta_e(r) - \Delta) \right] \right] \]
\[ L(\lambda_i) \leftarrow \min_{(r) \in R} \left[ D(r) + \lambda_i(\delta_e(r) - \Delta) \right] \]

\textbf{Step 2: Update subgradient}
\[ g_1(i) = \delta_e(r_1(i)) - \Delta \]
\[ g_2(i) = \delta_e(r_2(i)) - \Delta \]

\textbf{Step 3: Check stopping criterion}
\[ \text{if } g_1(i) = 0 \text{ and } g_2(i) = 0 \text{ then} \]
\[ (r_1^*, r_2^*) \leftarrow (r_1(i), r_2(i)) \]
\[ \text{break} \]
\[ \text{end if} \]
\[ \text{if } L^* < L(\lambda_i) \text{ then} \]
\[ L^* \leftarrow L(\lambda_i) \]
\[ (r_1^*, r_2^*) \leftarrow (r_1(i), r_2(i)) \]
\[ \text{end if} \]
\[ \text{if } \gamma_i < \varepsilon \text{ then} \]
\[ \text{break} \]
\[ \text{end if} \]

\textbf{Step 4: Update Lagrangian multiplier}
\[ \gamma_i = \frac{\omega_i(L^* - L(\lambda_i))}{\|g_1(i)\|^2} \]
\[ \lambda_{i+1} \leftarrow \max\{0, \lambda_i + \gamma_i g_1(i)\} \]
\[ \text{update } \omega_i \]

\textbf{Step 5:}
\[ i \leftarrow i + 1 \]
\[ \text{goto Step 2} \]

multiplier \( \lambda \) and step size \( \gamma \) by \( g_1(i) \). At step 4, \( \gamma \) is updated using diminishing step size rules [8, 11], then \( \gamma_i \) will satisfy

\[ \lim_{i \to \infty} \gamma_i = 0 \]

and

\[ \sum_{i=0}^{\infty} \gamma_i = \infty. \]

6. Simulation results

We compare our method, named MRVO - Multipath Routing for Video Streaming in OpenFlow-based network, with conventional Dijkstra’s Shortest Path routing (DSP) and Maximally Link-disjoint routing (MLD) [5, 25]. DSP mixes all kinds of traffic and video descriptions, then runs single path routing. MLD finds two paths which have as less link in common as possible. If there is more than one disjoint pair, it chooses the pair with least loss rate. This loss rate is from \( p_{int} \). The evaluating metrics are loss rate, delay and PSNR. We use two video sequence: \textit{Container}, \textit{Foreman}. Their information is shown in the Table II.

In order to evaluate performance of our method, we build a simulated OpenFlow-based network in Opnet modeler. MRVO is implemented at a logically centralized node which has the role of an
Table II. Information of sequence Foreman.

|                      | Container | Forman |
|----------------------|-----------|--------|
| Number of frames     | 300       | 400    |
| Size (bit)           | 668800    | 1763512|
| Time (s)             | 12        | 16     |
| Mean frame size (bit)| 2229      | 4408   |

OpenFlow controller. In order to evaluate the accuracy of our algorithm, we compare the estimation of our algorithm with real performance in simulation. We use Matlab to compute numerically the estimated loss rate and estimated end-to-end delay. These values are compared with real measured loss rate and delay in the run of simulation.

6.1 Simulation environment
Simulation environment is described as follows.

- Input data: we use Quarter common intermediate format (QCIF). Trace file of this video is imported into Opnet. A coded frame of Foreman sequence fits a single packet [3]. The packetization is based on this property so that packet loss will lead to frame loss. Evalvid library is used to deal with video data coding.

- Node and link model: OpenFlow switch is created by designing new node model in Opnet. These nodes drop packets based on their drop rate. This drop rate is estimated from traffic load (i.e., $\lambda_{ED}$ and $\lambda_{OT}$ in (4) and (5)), processing rate and queue length as the equation of $M/M/1/K$ system in [14]. Link model is created to have capacity of 2.5 Gbps and propagation delay of 0.

- Topology: The simulation is conducted with three network topologies. The first topology is a real topology from AT&T route server [20]. It includes 24 nodes. The other topologies are randomly generated with node degree ranges from 2 to 20. The second topology is comprised of 300 nodes and the third one is comprised of 400 nodes.

- Background traffic: we model three background traffic levels. Background traffic is generated by creating random flows in the network. We assume each of these flow is aggregated traffic of many flow in reality. Therefore, these flows have high data rate. Load level 1 has flows with data rate ranging from 512 Kbps to 20 Mbps. Load level 2 and 3 have flows with data rate ranging from 20 Mbps to 60 Mbps, 60 Mbps to 100 Mbps, respectively.

6.2 Illustrative results
We estimate PSNR on YUV files; in result figures, we only show PSRN of Y component. The simulation time is 16 minutes for each run. During each run, the sequence is streamed back multiple times. The PSNR is average value of per-frame PSNR. The loss rate is average value of per-packet loss rate. Similarly, the delay is per-packet end-to-end delay. For each metrics loss rate, delay and PSNR, we make scenarios on three topologies. For each topology, we simulate three load levels.

Loss rate measurement In this section, we conduct a simulation to measure loss.
We stream the sequence Container and collect cumulative received data at destination node. In Fig. 5, our method achieves higher receiving rate than DSP. We add the solid line of play-back rate. When comparing with this line, DSP’s line is lower so that DSP must have initial delay if it wants to stream video without interruption.
In Fig. 6, our method yields less loss than DSP and MLD. In each topology, when traffic load raises, loss rate of the three methods increases but MRVO is lowest. When traffic load is low, the three methods nearly have the same performance. In this case, they are not impacted badly by overloaded links. With the first and third topologies, loss rate of MRVO increases fast with the
increase of load. This can be explained that the first topology (Fig. 6(a)) is small so that most of its links become saturated with high load, making MRVO unable to find good routing paths. In third topology (Fig. 6(c)), highly dense links make MRVO’s performance degrade because of computational complexity. Overall, in comparison with DSP and MLD, MRVO achieves highest performance at second topology. MLD has better performance than DSP but lower than MRVO. Unlike MRVO, it finds disjoint pair of paths to transmit data. If there is not any disjoint pair, it chooses joint pair; if there is more than one pair, it chooses the one with lowest loss rate. It has higher performance than
DSP because it employs multipath transmission.

Figure 6 also illustrates the loss rate from estimation of our method. The estimated values are close to the measured values in the first topology (Fig. 6(a)). This means the estimation achieves high accuracy in this topology. With larger topologies, loss rate is estimated from a greater number of single link’s loss rate, making the accuracy reduce.

Delay measurement The calculation time at controller is affected by network topology. If we do not modify accuracy parameter of the algorithm, the computational complexity makes delay raise significantly. We limit the number of iteration in algorithm in case the complexity is unacceptable. In this case, the algorithm uses the best locally optimal solution. In Fig. 7, when the load of network raises, the queuing delay will suffer, making end-to-end delay of the three methods increase. Overall, MRVO has lowest delay for all load levels. When topology becomes denser, the delay of the three methods is higher. Similar to loss rate evaluation, with the load level 3, the difference between delay of MRVO and two others is highest at second topology (Fig. 7(b)). In routing, MLD does not consider delay so that its performance on delay is lower than its performance on loss. With load level 3 in second and third topology, its performance is lower than DSP.

The Fig. 7 also illustrates end-to-end delay from estimation of our method. Similar to loss rate estimation, our algorithm has high accuracy with small topology and has lower accuracy with larger topologies. When compare to delay estimation, loss rate estimation has relatively higher accuracy. This can be explained that loss rate is estimated based on measurements of OpenFlow, while delay is estimated based on probabilistic model. Measurements of OpenFlow are more likely to have higher
This section uses video sequence Foreman. For PSNR calculation, we use the tool and library from Sunray Image. Figure 8 shows PSNR of three topologies. Each PSNR value of each run is average PSNR of 24000 frames (each run streams the sequence 60 times). The figure shows that performance of the three methods on PSNR is relatively related to loss rate. When the traffic load or the network size increases, the loss rate raises and the PSNR degrades. The figure indicates that our method achieves higher PSNR than DSP and MLD. Especially at load level 3 of the second topology (Fig. 8(c)), our method has 1.11 dB higher than DSP.

7. Conclusion
In this paper, we propose a routing mechanism to enhance QoS of MD video streaming. We benefit from OpenFlow that it supports flow-base control and network state monitoring. Routing metric is estimated video distortion. That estimation is done with regard to end-to-end delay and loss. Loss is estimated by link state measure; delay is estimated by Markov model.

We propose to solve the problem by combining routing algorithm and optimization methodologies. The solution procedure has two parts: controller’s processing and heuristic-subgradient algorithm. The controller’s processing manages flow and communicate with forwarders. The heuristic-subgradient algorithm solves routing problem to find paths to transmit video flows.

In the simulation, we compare our method with a conventional Dijkstra’s method. Our approach gains better performance in term of data rate, delay and PSNR.
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