NH₃ (1,1) hyperfine intensity anomalies in the Orion A molecular cloud
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ABSTRACT

Ammonia (NH₃) inversion lines, with their numerous hyperfine components, are a common tracer used in studies of molecular clouds (MCs). In local thermonodynamical equilibrium, the two inner satellite lines (ISLs) and the two outer satellite lines (OSLs) of the NH₃ (J,K) = (1,1) transition are each predicted to have equal intensities. However, hyperfine intensity anomalies (HIAs) are observed to be omnipresent in star formation regions, a characteristic which is still not fully understood. In addressing this issue, we find that the computation method of the HIA by the ratio of the peak intensities may have defects, especially when used to process the spectra with low-velocity dispersions. Therefore, we defined the integrated HIAs of the ISLs (HIA ISL) and OSLs (HIA OSL) by the ratio of their redshifted to blueshifted integrated intensities (unity implies no anomaly) and developed a procedure to calculate them. Based on this procedure, we present a systematic study of the integrated HIAs in the northern part of the Orion A MC. We find that integrated HIA ISL and HIA OSL are commonly present in the Orion A MC and no clear distinction is found at different locations of the MC. The medians of the integrated HIA ISL and HIA OSL are 0.921 ± 0.003 and 1.422 ± 0.009, respectively, which is consistent with the HIA core model and inconsistent with the collapse or expansion (CE) model. In the selection of those 170 positions, where both integrated HIAs deviate by more than 3σ from unity, most (166) are characterized by HIA OS < 1 and HIA ISL > 1, which suggests that the HIA core model plays a more significant role than the CE model. The remaining four positions are consistent with the CE model. We compare the integrated HIAs with the para-NH₃ column density (N(para-NH₃)), kinetic temperature (T_K), total velocity dispersion (σ_N), non-thermal velocity dispersion (σ_NT), and the total opacity of the NH₃ (J,K) = (1,1) line (τ_0). The integrated HIA ISL and HIA OSL are almost independent of N(para-NH₃). The integrated HIA ISL decreases slightly from unity (no anomaly) to about 0.7 with increasing T_K, σ_N, and σ_NT. The integrated HIA OSL is independent of T_K and reaches values close to unity with increasing σ_N and σ_NT. The integrated HIA OSL is almost independent of τ_0 while the integrated HIA ISL rises with τ_0 thus showing higher anomalies. These correlations cannot be fully explained by either the HIA core nor the CE model.
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1. Introduction

Ammonia (NH₃) is a very important tracer in determining the density (e.g., Cheung et al. 1969), temperature (e.g., Ho et al. 1981), velocity (e.g., Goodman et al. 1993), and intrinsic line width (e.g., Barranco & Goodman 1998) of Molecular Clouds (MCs). Due to its high abundance (for the observed range, see Benson & Myers 1983; Mauersberger et al. 1987; Weiß et al. 2001), specific hyperfine structure and sensitivity to kinetic temperature (Ho & Townes 1983), NH₃ inversion transitions are commonly used in studies related to star forming regions (SFRs), MCs, and nearby galaxies (e.g., Zhang et al. 1998; Henkel et al. 2005; Lu et al. 2014; Wu et al. 2018). The ground state para NH₃ (J,K) = (1,1) transition consists (due to electric quadrupole splitting) of five distinct components, namely, the main component (ΔF = 0) and four satellite components (ΔF = ±1), two on each side of the main component (Ho & Townes 1983). Weaker magnetic spin-spin interactions introduce a total of 18 hyperfine components within the profiles of the five quadrupole hyperfine components (see Fig. 1 in Rydbeck et al. 1977).

The two inner satellite lines (ISLs) and the two outer satellite lines (OSLs) are predicted to have equal intensities (26% for each ISL and 22% for each OSL with respect to the intensity of the main line under conditions of local thermodynamical equilibrium (LTE) and optically thin emission). This is used to model important parameters such as opacity, temperature, and column density (e.g., Ho & Townes 1983). However, it was found that the expectation of equal intensities of the ISLs and OSLs is not always valid. Matsakis et al. (1977) discovered a hyperfine intensity anomaly (HIA) in the case of absorption spectra towards the continuum background of DR21. Later, HIAs were found to be commonly present in MCs and SFRs (e.g., Stutzki et al. 1984; Longmore et al. 2007; Nishitani et al. 2012). More recently, Camarata et al. (2015) studied the HIA in a sample of 343 SFRs. They found that the HIA is ubiquitous in high-mass SFRs and that there is no clear correlation between the HIA and...
the temperature, line width, optical depth, or the stage of stellar evolution. However, the result may be affected by the computation method these authors have used to calculate the HIA (see Sect. 3). Therefore, the aim of this article is to quantify such uncertainties and to propose a better way to determine HIAs.

A compelling question asks what it is that causes HIAs. In analytical and numerical calculations, the HIA can be reproduced by non-LTE populations induced by trapping of selected hyperfine transitions in the rotational lines of NH$_3$ connecting the $(J,K) = (2,1)$ and $(1,1)$ inversion doublets (e.g., Matsakis et al. 1977). An alternative scenario involves systematic motions, such as expansion and contraction (e.g., Park 2001).

If the former mechanism causes the HIA, the emitting cloud should be composed of several small cores with line widths of about 0.3–0.6 km s$^{-1}$ (hereafter core model) since clouds with larger line widths would re-shuffle the non-thermal populations (see Stutzki & Winnewisser 1985). The HIA is then expected to decrease with density, temperature, and line width (e.g., camerata et al. 2015). The HIA of the ISLs (redshifted versus blueshifted component, HIA$_{R/B}$) can only be smaller than unity while the HIA of the OSLs (again redshifted versus blueshifted component, HIA$_{OSL}$) can only be larger than unity (e.g., Stutzki & Winnewisser 1985). Based on this mechanism, the HIA emitting clouds should be composed of many small (10$^2$–10$^3$ pc) high density (10$^{5}$–10$^{6}$ cm$^{-3}$) clumps of 0.3–1 $M_\odot$ (e.g., matsakis et al. 1977; Stutzki & Winnewisser 1985), which is further interpreted as being compatible with the “competitive accretion” model of high-mass star formation (e.g., Camarata et al. 2015).

In the latter case, (systematic) collapse or expansion, such as outflow, infall, or rotation in clouds, could lead to HIAs (hereafter, the CE model). Photons emitted from one hyperfine transition can be absorbed by another one due to systematic motions resulting in severe changes in the level populations of the NH$_3$ (1,1) sub-levels. Expansion (contraction) can only strengthen the emission on the red (blue) side, while suppressing those on the other side (e.g., Park 2001). In principle, a cloud with collapsing and also expanding parts may lead to emission enhancements on different sides of the ISLs and OSLs, but such a situation may not be common (e.g., Matsakis et al. 1977). Based on this, the HIA is expected to be a tracer of systematic motions (e.g., Park 2001; Longmore et al. 2007). It is also expected to be strengthened as the ammonia column density increases since photon trapping processes are more efficient at larger optical depths (e.g., Park 2001). However, the HIA is still not fully understood. To date, we do not know why HIAs are so common in MCs and SFRs. There is not even any plausible clear correlation between the HIA and the physical properties of a cloud (Stutzki et al. 1984; Camarata et al. 2015).

A systematic observational study of HIAs could help us to address their origin. However, in previous observational studies, the authors focussed on single point observations towards separate star formation regions. Based on the latest extended and sensitive Green Bank Ammonia Survey$^1$ (GAS;Friessen et al. 2017), we first provide a systematical study of the HIA in an extended and prominent cloud, the Orion A MC. With the criteria outlined in Sect. 3, we selected 1383 spectra in the northern part of the Orion A MC and studied the morphology and statistics of the HIA, as well as correlations between the HIA and several molecular gas parameters derived from these observations.

1 https://greenbankobservatory.org/science/gbt-surveys/gas-survey

2 https://matplotlib.org

3 https://www.scipy.org

4 https://laply.readthedocs.io

5 http://montage.ipac.caltech.edu

6 https://greenbankobservatory.org/science/GBT/Ammonia

7 http://www.iram.fr/IRAMFR/GILDAS/

2. Data

The archival NH$_3$ data we used to calculate the HIAs are derived from Green Bank Telescope (GBT) observations of the northern part of the Orion A MC, which is a part of the Green Bank Ammonia Survey (Friessen et al. 2017). The seven-beam K-Band Focal Plane Array (KFFA) was used as the front-end and the VERSatile GBT Astronomical Spectrometer (VEGAS) was used as the back-end. A spectral resolution of 5.7 kHz (0.07 km s$^{-1}$) at 23.7 GHz was derived under the VEGAS Mode 20. At the observed frequency, the GBT has a primary beam (FWHM) of about 32″ (0.065 pc). The data were observed in OTF mode and resampled with a sample step of about 10″. For more details, see Friessen et al. (2017).

The Orion A MC is the nearest and probably best studied MC that continues to produce both low- and high-mass stars (Bally 2008). At a distance of about 414 pc (Menten et al. 2007), it can be observed with good linear resolution. Meanwhile it is located about 15 degrees below the Galactic plane, leading to a less confused background than that typically encountered along the Galactic plane. The Orion A MC is the largest MC in the Orion complex (Wilson et al. 2005). The GBT observed region covers the northern compact ridge of the Orion A MC, which is an integral-shaped filamentary cloud (Bally et al. 1988; Johnstone & Bally 1999, 2006; Friessen et al. 2017; Wu et al. 2018).

Baseline removal is critical when analysing NH$_3$ data because any error in the slope of a baseline may lead to false HIAs. In order to minimize this problem, we only used linear polynomials to remove the baselines and all of these spectra selected have flat and gently varying baselines which can be well-fitted by the linear polynomials. The large threshold of the signal-to-noise ratio (S/N) we used (see below) will likely further reduce any baseline related effects.

Matplotlib$^2$ (Hunter 2007), lmfit$^3$ (Newville et al. 2014), scipy$^4$, ApLpy$^5$ (Jones et al. 2001), montage$^6$ and GILDAS$^7$ software packages were used in the data reduction and display.

3. Results

As we have mentioned in the introduction, there is a total of 18 hyperfine components within the profiles of the five quadrupole hyperfine components of the $(J,K) = (1,1)$ line. The ISLs (OSLs) contain three (two) hyperfine components with different velocity separations (see the cyan vertical lines in Fig. A.1 and also Rydbeck et al. 1977). Assuming all the 18 hyperfine components are optically thin and have Gaussian profiles with the same velocity dispersion, as we may expect, the ISLs (or OSLs) which are the combination of Gaussian spectra of three (or two) hyperfine components with different offsets should have different line widths and peak intensities. To the contrary, the integrated intensities (flux) of the ISLs (or OSLs) over specific integrated velocity ranges should show equal values (see Fig. A.2). Therefore, the HIA calculated with the peak intensities from single Gaussian fittings (hereafter, peak HIA; e.g., Longmore et al. 2007; Camarata et al. 2015) does not reflect the real anomaly. The HIA calculated from integrated intensities (hereafter integrated HIA) provides a less biased view (see Appendix A for details).

2 https://matplotlib.org

3 https://lmfit.github.io/lmfit-py

4 https://www.scipy.org

5 https://aply.readthedocs.io

6 http://montage.ipac.caltech.edu

7 http://www.iram.fr/IRAMFR/GILDAS/
Fig. 1. Integrated hyperfine intensity anomalies of the inner satellite lines (left panel) and the outer satellite lines (right panel) derived from 1383 spectra with an S/N larger than 15 in the Integral-Shaped Filament (ISF) of the Orion A molecular cloud. The blue cross in each panel illustrates the location of the Orion Kleinmann-Low Nebula (RA 05:35:14.16 Dec -05:22:21.5 J2000).

Therefore, to calculate the HIA in this paper, we adopt

\[ \text{HIA}_\text{IS} = \frac{F_{\text{RISL}}}{F_{\text{BISL}}} \]  

and

\[ \text{HIA}_\text{OS} = \frac{F_{\text{ROSL}}}{F_{\text{BOSL}}} \]  

where \( F_{\text{RISL}} \) and \( F_{\text{BISL}} \) are the integrated intensities of the red- and blueshifted sides of the ISLs, respectively. Accordingly \( F_{\text{ROSL}} \) and \( F_{\text{BOSL}} \) are the integrated intensities of the red- and blueshifted sides of the OSLs. The integrated ranges are all set to \( \pm 2 \times \Delta V \) of each of the 18 hyperfine components, which is explained in Appendix B.

3.1. Distributions of integrated HIAs in the Orion MC

Based on our procedure (Appendix B), we first excluded spectra with an S/N less than 15. We further excluded the spectra with velocity dispersions larger than 1.0 km s\(^{-1}\) (35 spectra mostly located around the Kleinmann-Low (KL) Nebula in OMC 1, RA 05:35:14.16 Dec -05:22:21.5 J2000). In cases where the velocity dispersion is larger than 1.0 km s\(^{-1}\), the main line and ISLs start to substantially overlap. Spectra with more than one velocity component were also discarded. Finally, 1383 spectra are selected to calculate the HIAs. The total optical depths of \( \text{NH}_3 (1,1) \) (\( \tau_0 \), see Appendix B) of the selected spectra range from 0.12 to 2.98 and 89% of them are smaller than unity. This means for all of the selected spectra that the individual hyperfine components of the four satellite lines and even the blended emission of each inner and outer satellite group of hyperfine components is optically thin (see Table A.1, where relative intensities are given, normalized to unity). Figure 1 presents the distributions of the integrated HIAs calculated from the GBT data with our procedure. The left panel displays the integrated HIAs and the right panel displays the integrated HIAs. With the threshold of the S/N larger than 15, the majority of the available pixels are distributed north of the Kleinman-Low nebula and only a small number of the pixels are scattered along the southern part of the filamentary MC.

Firstly, we can see in the two panels (for the statistical results, see Sect. 3.2) that integrated HIAs and HIAs are commonly present in the Orion A MC. Secondly, there is no clear trend of the integrated HIAs along the MC. For example, there is no clear distinction between the integrated HIAs of the cloud around the KL Nebula and Trapezium cluster (i.e. the OMC1; Orion Cloud 1; Wiseman & Ho 1996), the more quiescent northern part of the...
cloud (OMC 2,3; Johnstone & Bally 1999; Li et al. 2013), and the more diffuse southern part of the cloud (OMC 4, 5; Johnstone & Bally 2006). Finally, the integrated HIA\textsubscript{OS} is distributed in a wider range than the integrated HIA\textsubscript{IS}.

Table 1. Statistical results of the integrated hyperfine intensity anomaly of the inner satellite lines and outer satellite lines.

| HIA type | Median    | Mean     | $\sigma$ (a) |
|----------|-----------|----------|--------------|
| The integrated HIA\textsubscript{IS} | 0.922 ± 0.003 | 0.926 ± 0.003 | 0.115 ± 0.003 |
| The integrated HIA\textsubscript{OS} | 1.422 ± 0.009 | 1.475 ± 0.009 | 0.277 ± 0.007 |

Notes. (a) The deviation by assuming a Gaussian distribution.

3.2. Statistics of the integrated HIAs

We present the statistical results of the integrated HIAs in Fig. 2 and Table 1. We can see, as already outlined in Sect. 3.1, that (1) most of the ratios do not equal unity and (2) the integrated HIA\textsubscript{IS} is distributed in a narrower range than the HIA\textsubscript{OS}. The medians of the integrated HIA\textsubscript{IS} and HIA\textsubscript{OS} are 0.921 ± 0.003 and 1.422 ± 0.009, respectively; the errors representing standard deviations of the mean. The statistical results can be compared with those of Camarata et al. (2015) in a sample of 334 high-mass SFRs (0.889 ± 0.004 and 1.232 ± 0.006), which are further discussed in Appendix A.2. (3) The integrated HIA\textsubscript{IS} and HIA\textsubscript{OS} are distributed on both sides of unity.

As outlined in the introduction, the HIA core model predicts that the HIA\textsubscript{IS} can only be smaller than unity and the HIA\textsubscript{OS} can only be larger than unity (e.g., Stutzki & Winnewisser 1985; Camarata et al. 2015). To the contrary, the CE model predicts the HIA\textsubscript{IS} and HIA\textsubscript{OS} should be simultaneously larger and smaller than unity (e.g., Park 2001). We can see in Fig. 2 that the overall “inverse” distributions relative to unity (0.921 ± 0.003 and 1.422 ± 0.009, respectively) of the integrated HIA\textsubscript{IS} and HIA\textsubscript{OS} are consistent with the HIA core model (e.g., Matsakis et al. 1977; Stutzki & Winnewisser 1985) and inconsistent with the CE model (e.g., Park 2001), as also suggested by Camarata et al. (2015). However, as we can see in Fig. 2, there are still some ratios of the ISLs which are larger than unity and some ratios of the OSLs which are smaller than unity.

To further investigate the distributions of the integrated HIAs, we present a direct plot of the integrated HIA\textsubscript{IS} and HIA\textsubscript{OS} in Fig. 3. The panel is divided into four quarters, which are labelled as I, II, III, and IV in Fig. 3 by the two dashed grey lines (HIA\textsubscript{IS} = 1, HIA\textsubscript{OS} = 1). The blue- and red points denote positions, where both HIA\textsubscript{IS} and HIA\textsubscript{OS} deviate by more than 1 and 3$\sigma$ from unity. The black points highlight positions where only one of the HIAs deviates by more than 1$\sigma$ from unity and the green points indicate locations, where both the HIA\textsubscript{IS} and HIA\textsubscript{OS} are within 1$\sigma$ from unity. Again, we can see that most of the integrated HIAs do not equal unity.

The core model predicts that all points should be in the second quarter (HIA\textsubscript{IS} < 1, HIA\textsubscript{OS} > 1), while the CE model predicts that the points should either lie in the first quarter (HIA\textsubscript{IS} > 1, HIA\textsubscript{OS} < 1) or the third quarter (HIA\textsubscript{IS} < 1, HIA\textsubscript{OS} < 1). We can see in the figure that most of the points are distributed in the upper two quarters (HIA\textsubscript{OS} > 1), especially the second quarter, but there are also a handful of points located in the third and forth quarters. As suggested by, for example, Stutzki et al. (1984), a deviation from unity by more than 3$\sigma$ clearly shows an anomalous emission. Taking the HIA uncertainties (the uncertainties are illustrated in Appendix B) into consideration, we have a total of 170 points, indicated by a red color, whose integrated HIA\textsubscript{IS} and HIA\textsubscript{OS} deviate from unity by more than their 3$\sigma$ uncertainties. We can see in Fig. 3 that 166 red points are located in the second quarter and 4 red points in the first quarter. These statistical properties suggest that the HIA core model is playing the dominant role, while only 4 out of 170 points support the CE model. In this context, it is interesting to note that we find all these four positions in the first quarter of the diagram and none in the third quarter. This is consistent, following the CE model (Sect. 1), with the expansion of the molecular gas.

4. Discussion

We compare the integrated HIAs with the para-NH\textsubscript{3} column density ($N$(para-NH\textsubscript{3})), kinetic temperature ($T_k$), intrinsic velocity dispersion ($\sigma_r$), non-thermal dispersion ($\sigma_{\text{NT}}$), and the total opacity of NH\textsubscript{3} (1,1) ($\tau_0$), which are all derived from NH\textsubscript{3} (1,1).
Fig. 4. Comparisons of the integrated hyperfine intensity anomalies (inner satellites: blue dots; outer satellites: red dots) with the para-NH$_3$ column density (a), kinetic temperature (b), velocity dispersion (c), non-thermal velocity dispersion (d), and total optical depth of NH$_3$ (1,1) (e) all derived from the GBT NH$_3$ observations (Friesen et al. 2017). and (2,2) observations. $\sigma_v$ and $\tau_0$ are derived from our procedure (Appendix B). $N$(para-NH$_3$) and $T_K$ are taken from Friesen et al. (2017). The routines to calculate these parameters are also illustrated there. $\sigma_{NT}$ is calculated by $\sigma_{NT} = \sqrt{\sigma_v^2 - k T_K / (\mu_{NH_3} m_H)}$, where $\mu_{NH_3} = 17$, $m_H = 1.674 \times 10^{-24}$ g, $k$ is the Boltzmann constant, and $T_K$ is the kinetic temperature calculated from NH$_3$ (1,1) and (2,2). We summarise all the comparisons in Fig. 4. The linear regression results are also presented in each panel (red and blue lines) and in Table 2. In all the regressions, the correlation coefficient takes a range of values from −1 (a perfect negative correlation) to +1 (a perfect positive correlation). A correlation coefficient of zero indicates no relationship between the two variables being compared.

Firstly, we can see from panel a in Fig. 4 that the integrated HIAs are almost independent of $N$(para-NH$_3$) (the correlation coefficients of the integrated HIAs are −0.029 and 0.027 respectively). Then we can see from panel b in Fig. 4 that
the integrated HIA$_{IS}$ decreases from unity to about 0.7, indicating higher anomalies, with increasing temperature. However, the correlation is weak, with a correlation coefficient of $\sim 0.35$. On the other hand, the integrated HIA$_{OS}$ seems to show a decrease at the high temperature end ($T_K > 40$ K). Probably due to the large dispersion of the integrated HIA$_{OS}$, a clear correlation between the integrated HIA$_{OS}$ and $T_K$ is not present (the correlation coefficient is $\sim 0.05$). We can also see from panels c and d in Fig. 4 that the integrated HIAs decrease slightly with increasing $\sigma_v$ and $\sigma_{NT}$, but again with low correlation coefficients (see Table 2).

The integrated HIA$_{IS}$ deviates more and more from unity, while the HIA$_{OS}$ moves closer and closer to unity with increasing $\sigma_v$ or $\sigma_{NT}$. It should be noted that $T_K$, $\sigma_{NT}$, and $\sigma_v$ are not independent of one another. Thus, the correlations between the integrated HIAs, $T_K$, $\sigma_v$, and $\sigma_{NT}$ show similarities. Finally, we can see from panel (e) in Fig. 4 that the integrated HIA$_{IS}$ appears to be independent of $\tau_0$. On the contrary, the integrated HIA$_{OS}$ appears to rise with $\tau_0$ and shows higher anomalies with increasing $\tau_0$.

We should note that the correlation coefficients are all small. The maximal correlation coefficient of $-0.35$ is found between the integrated HIA$_{IS}$ and $T_K$. Overall, the correlations between the integrated HIAs and potentially related parameters (Fig. 4) are weaker than what the models predict. This may partially be due to the very large dispersion in the HIA$_{OS}$. Nevertheless, the current results are not fully explained, neither by the HIA core model nor by the CE model, related to trapping in some hyperfine level transitions, plays a more significant role than the peak HIAs calculated from the peak intensities, due to the different separations of the 18 hyperfine components within the inner and outer satellite lines (ISLs and OSLs) and their asymmetric profiles.

2. We developed a procedure (Appendix B) to fit the NH$_3$ (1,1) profiles and to calculate the integrated and peak HIAs. Based on this procedure, we first present a study of the HIAs in the Orion A molecular cloud (MC). We do not find clear differences or trends in the integrated HIAs$_{IS}$ and HIAs$_{OS}$ along the filamentary MC.

3. The medians of the statistical results of the integrated HIAs$_{IS}$ and HIAs$_{OS}$ (defined by the integrated intensity ratios of their redshifted to blueshifted components) have “inverse” values relative to unity, that is, 0.921 $\pm$ 0.003 and 1.42 $\pm$ 0.009, respectively, which is consistent with the HIA core model and inconsistent with the CE model. Accounting for the 3-$\sigma$ uncertainties of the individual positions, most (166) of the integrated HIAs are characterised by HIAs$_{IS}$<1 and HIAs$_{OS}$>1, which is again consistent with the HIA core model. However, there are also four positions with HIAs$_{OS}$>1 and HIAs$_{IS}$>1, which supports the CE model, suggesting expanding gas. These results indicate that the HIA core model plays a more significant role than the CE model.

4. We compared the integrated HIAs with the para-NH$_3$ column density ($N$(para-NH$_3$)), kinetic temperature ($T_K$), velocity dispersion ($\sigma_v$), non-thermal velocity dispersion ($\sigma_{NT}$), and NH$_3$ total opacity ($\tau_0$). The integrated HIAs are within the uncertainties independent of $N$(para-NH$_3$). The integrated HIA$_{IS}$ deviates more and more from unity with increasing temperature while the integrated HIA$_{OS}$ is almost independent of $T_K$. The integrated HIAs all decrease with increasing $\sigma_v$ and $\sigma_{NT}$. With increasing $\sigma_v$ and $\sigma_{NT}$, the integrated HIA$_{IS}$ is getting below unity and thus more anomalous, while the integrated HIA$_{OS}$ decreases to unity (no anomaly). The integrated HIA$_{IS}$ appears to be independent of $\tau_0$, but the integrated HIA$_{OS}$ appears to rise with $\tau_0$ and shows higher anomalies with increasing $\tau_0$. Neither the HIA core model nor the CE model can explain all these results.

Overall, we find that the HIA core model, related to trapping in some hyperfine level transitions, plays a more significant role. Nevertheless, the correlation results are not fully explained, either by the HIA core model nor by the CE model, based on the assumption of radial motions inside the studied clouds.

5. Conclusions

1. Through our simulations (Fig. A.2) and GBT observations (Fig. A.6), we demonstrate that the integrated HIAs calculated from the integrated intensities should be less biased than the peak HIAs calculated from the peak intensities, due to the different separations of the 18 hyperfine components within the inner and outer satellite lines (ISLs and OSLs) and their asymmetric profiles.
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Appendix A: The computation method: peak or integrated intensity ratios?

Table A.1. Predicted relative intensities, frequency and velocity separations of the 18 hyperfine components of NH$_3$ (1,1).

| Hyperfine component number | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  |
|----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Relative intensities$^{(a)}$ | 0.073 | 0.037 | 0.083 | 0.010 | 0.047 | 0.017 | 0.047 | 0.233 | 0.010 | 0.15 | 0.007 | 0.010 | 0.018 | 0.010 | 0.083 | 0.047 | 0.073 | 0.037 |
| Frequency separations (kHz)$^{(b)}$ | 1545.1 | 1534.1 | 617.7 | 582.8 | 571.8 | 19.9 | 16.8 | 10.5 | 5.9 | −15.1 | −24.5 | −25.5 | −36.5 | −581.0 | −590.3 | 623.3 | −1526.8 | −1569.0 |
| Velocity separations (km s$^{-1}$) | −19.55 | −19.41 | −7.82 | −7.37 | −7.23 | −0.25 | −0.21 | −0.13 | −0.07 | 0.19 | 0.31 | 0.32 | 0.46 | 7.35 | 7.47 | 7.89 | 19.32 | 19.85 |

$V_{i}^{(c)}$ (km s$^{-1}$) $\approx$ −19.50 −7.59 7.60 19.50

Notes. $^{(a)}$The hyperfine intensities are proportional to the square of the electric dipole moment matrix elements which are summed over the degenerate magnetic states of the transition, see Thaddeus et al. (1964). $^{(b)}$Relative to $v$ = 23 694.4955 kHz, see Rydbeck et al. (1977). $^{(c)}$The hyperfine component intensity weighted velocity of the satellite.

A.1. Comparison with the simulated spectra

In order to test the expectation that the integrated HIA is less biased than the peak HIA (see Sect. 3) and to simulate the results we could derive from the observed data, we created a simulated spectrum with a specific velocity dispersion by assuming all the 18 hyperfine components have Gaussian profiles and the same velocity dispersion (e.g., Rosolowsky et al. 2008; Mangum & Shirley 2015). The simulated spectrum can then be described by

$$S(V) = \sum_{i=1}^{18} R_{\text{hfs}}[i] \times A_{0} \times e^{-\frac{(V-V_{0}-V_{\text{hfs}}[i])^2}{2\sigma_{V}^2}},$$

(A.1)

where $S(V)$ is the simulated spectrum combining all the 18 hyperfine components, $R_{\text{hfs}}[i]$ and $V_{\text{hfs}}[i]$ are the relative intensities of individual features under the conditions of LTE and optically thin emission (see Table A.1), and the relative velocities, which are given in Rydbeck et al. (1977) (see Table A.1). $A_{0}$ and $V_{0}$ represent the arbitrary amplitude and velocity offset of the combined spectrum, which are set to 0.5 and zero, respectively. $\sigma_{V}$ denotes the velocity dispersion for each of the 18 hyperfine components.

We present an example of a simulated spectrum with a velocity dispersion of 0.5 km s$^{-1}$ in Fig. A.1. The black thick line shows the combined NH$_3$ (1,1) spectrum. The thick blue vertical lines below the zero level show the integrated ranges used to calculate the integrated HIAs and HIA$_{OS}$. The orange vertical lines above the zero level indicate the ranges of the sub-spectra used to fit the inner and outer satellite lines with single Gaussian functions. The red lines present the single Gaussian fitting results. The cyan vertical lines present the 18 hyperfine components given in Rydbeck et al. (1977). The lengths and the separations of these lines (see Table A.1) represent their expected intensities and velocity separations.

We then created 1000 simulated spectra with linearly spaced velocity dispersions from 0.1 to 1.2 km s$^{-1}$ to further study the relationship between the peak and integrated HIAs against the velocity dispersion. Applying the procedure which is described in Appendix B, we fitted these spectra and derived the peak and integrated HIAs, respectively, which are presented in Fig. A.2. The red and blue lines show the derived integrated HIAs and HIA$_{OS}$. The green and cyan lines present the derived peak HIAs and HIA$_{OS}$. Two grey dashed lines indicate the velocity dispersion range of the GBT data we used (0.14–1.0 km s$^{-1}$). Oscillations of the blue line (the integrated HIAs) are present at the large velocity dispersion end ($\geq$1.0 km s$^{-1}$), because the main line and ISLs start to overlap and the main line has an asymmetric profile. At the low velocity dispersion end (<0.1 km s$^{-1}$) there are fluctuations of all the HIAs. Fluctuations of the peak HIAs arise at low velocity dispersions because the spectra develop multi-peaks, which reduce the Gaussian fitting precision. Fluctuations of the integrated HIAs occur because the velocity ranges at these dispersions only cover a relatively small part of the ISLs or OSLs. However, within the velocity dispersion range of the observed data we used (dashed vertical lines in Fig. A.2), these effects can be ignored.

We should note that all the 18 hyperfine components have infinite line wings. Obviously, this also holds for the combined five distinct quadrupole hyperfine components of the NH$_3$ (1,1) line. The derived integrated HIAs are approximately one, but are not equal to unity since the integrated range cannot cover all the line wings. For example, for velocity dispersions from 0.14 to 1.0 km s$^{-1}$ (the velocity dispersion range of the observed data we used), the maximal deviations from unity are 0.00398 and 0.00323 for the integrated HIAs and HIA$_{OS}$, respectively. Compared with the spectral noise of the observed data, these deviations can be neglected.

As we can see in Fig. A.2, the integrated HIAs and HIA$_{OS}$ are very close to unity. However, clear dichotomies are present between the peak HIAs and unity. Therefore, with the theoretically predicted intensities and the velocity separations of all the 18 hyperfine components, the previously used method, using the peak intensities to calculate the HIAs, can “produce” anomalies especially at the low velocity dispersion end. Peak and integrated HIAs derived from the observed data are compared in Appendix A.2.

A.2. Comparison with the observed spectra

Complementing Fig. A.1, we also present an example of an observed NH$_3$ (1,1) spectrum with a fitted velocity dispersion of 0.495 km s$^{-1}$ in Fig. A.3 using the procedure outlined in Appendix B. The black polyline shows the observed NH$_3$ (1,1) spectrum. The thick blue vertical lines below the zero level indicate the integrated ranges used to calculate the integrated HIAs and HIA$_{OS}$. The orange vertical lines indicate the ranges of the sub-spectra used to fit the inner and outer satellite lines with single Gaussian functions. The green line presents the result of the 18 hyperfine components fitting. The red lines illustrate the single Gaussian fitting results. The cyan vertical lines show the 18 hyperfine components given in Table A.1. The lengths and separations of these lines represent their predicted intensities and velocity separations. Because the fitting methods are different...
The lengths and separations of these cyan lines denote their expected velocity dispersion of 0.495 km s$^{-1}$. The black line presents the simulated spectrum. The thick blue vertical lines below the zero level show the ranges used to calculate the integrated hyperfine intensity anomalies of the inner and outer satellite lines. The red lines indicate the single Gaussian fitting results. The cyan vertical lines below the zero level present the 18 individual hyperfine components listed in Table A.1. The lengths and separations of the lines denote their predicted intensities and velocity separations.

In Fig. A.2, direct comparisons of the peak and integrated HIAs are presented. The peak HIAs and integrated HIAs are shown in the left panel. The peak HIAs and integrated HIAs are presented in the right panel. We can see in this figure that the peak HIAs are still roughly proportional to the integrated HIAs, especially the HIAs. In Fig. A.5, the peak (red dots) and integrated (blue dots) HIAs are plotted against the velocity dispersions of ISLs (left panel) and OSLs (right panel). We can see that from large to small velocity dispersions, the peak HIAs and the integrated HIAs are gradually separated (see also Fig. A.2). However, the differences between the peak and integrated HIAs due to computation methods are contaminated by real intensity anomalies and spectral noise.

In order to clearly demonstrate the similarities and differences between the HIAs derived from the observations and simulations (Appendix A.1), we provide the subtraction of the peak and integrated HIAs derived from the observed data (red and blue dots) against their velocity dispersions in Fig. A.6. We also present the subtraction of the peak and integrated HIAs of the simulated spectra against their velocity dispersions as red and blue lines in Fig. A.6. We can see that the derived subtraction of the HIAs from the observed data shows the same trend as the subtraction of the HIAs from the simulations (Fig. A.2), that is, the deviations of the peak and integrated HIAs are getting larger and larger with decreasing velocity dispersion. Nevertheless, the differences between the observed peak and integrated HIAs (red dots) are slightly smaller than the simulated ones. From the simulations and observations, the peak and integrated HIAs show the same dichotomies. Due to our simulations (see Fig. A.2), we know that the integrated HIAs should be more objective than the peak HIAs, especially dealing with spectra with low velocity dispersions, for example, spectra from quiescent clouds.

According to our results the commonly used definition of the HIA, i.e. the peak HIA (e.g., Longmore et al. 2007; Camarata et al. 2015), might be misleading. Nevertheless, the peak HIAs are still roughly proportional to the integrated HIAs. Meanwhile, most of the sample in Camarata et al. (2015) are high-mass star formation regions, that means the spectra in that sample have considerable velocity dispersions (see their Fig. 3). In such objects, the difference between the peak and integrated HIAs is generally small. That is why the overall statistical results of our integrated HIAs are similar to the results of Camarata et al. (2015).

In order to clearly demonstrate the similarities and differences between the HIAs derived from the observations and simulations (Appendix A.1), we provide the subtraction of the peak and integrated HIAs derived from the observed data (red and blue dots) against their velocity dispersions in Fig. A.6. We also present the subtraction of the peak and integrated HIAs of the simulated spectra against their velocity dispersions as red and blue lines in Fig. A.6. We can see that the derived subtraction of the HIAs from the observed data shows the same trend as the subtraction of the HIAs from the simulations (Fig. A.2), that is, the deviations of the peak and integrated HIAs are getting larger and larger with decreasing velocity dispersion. Nevertheless, the differences between the observed peak and integrated HIAs (red dots) are slightly smaller than the simulated ones. From the simulations and observations, the peak and integrated HIAs show the same dichotomies. Due to our simulations (see Fig. A.2), we know that the integrated HIAs should be more objective than the peak HIAs, especially dealing with spectra with low velocity dispersions, for example, spectra from quiescent clouds.

According to our results the commonly used definition of the HIA, i.e. the peak HIA (e.g., Longmore et al. 2007; Camarata et al. 2015), might be misleading. Nevertheless, the peak HIAs are still roughly proportional to the integrated HIAs. Meanwhile, most of the sample in Camarata et al. (2015) are high-mass star formation regions, that means the spectra in that sample have considerable velocity dispersions (see their Fig. 3). In such objects, the difference between the peak and integrated HIAs is generally small. That is why the overall statistical results of our integrated HIAs are similar to the results of Camarata et al. (2015).
Fig. A.4. Peak hyperfine intensity anomalies against the integrated hyperfine intensity anomalies of the inner satellite lines (left panel) and outer satellite lines (right panel).

Fig. A.5. Peak (red) and integrated (blue) hyperfine intensity anomalies of the inner satellite lines (left panel) and outer satellite lines (right panel) against the velocity dispersion.

Fig. A.6. Subtraction of the peak and the integrated hyperfine intensity anomalies of the inner satellite lines (blue dots) and outer satellite lines (red dots) against the velocity dispersion. The blue and red lines denote the subtraction of the peak and integrated hyperfine intensity anomalies as obtained from the simulations presented in Fig. A.2.
Appendix B: The HIA procedure

In order to quantitatively investigate the integrated HIAs within the Orion A MC, we developed an HIA procedure to fit the NH$_3$ (1,1) spectra and calculate the integrated and also the peak HIAs by the following steps:

1. Extract the spectra with a single velocity component and an S/N larger than 15. The methods are illustrated in Wu et al. (2018b), that is, (1) the integrated intensity over the main line, that is, the central group of hyperfine components, must be larger than 15 times the noise (the spectral RMS noise times the square root of the number of channels covering the main line); (2) within the main line, there must be a minimum of two adjacent spectral channels also showing emission larger than 15 times their spectral RMS noise.

2. We used the combined 18 Gaussian functions with the fixed relative amplitudes and velocity separations listed in Table A.1 to fit the observed or simulated NH$_3$ (1,1) spectra. The observed data are fitted using optical depth as a function of velocity over the spectral band as in Eq. (B.1),

$$ S(V) = A_0 \times (1 - e^{-\tau(V)}) \quad \text{(B.1)} $$

The optical depth of each hyperfine component is assumed to have a Gaussian profile and to be proportional to their predicted intensities in case of LTE (e.g., Friesen et al. 2009; Estalella 2017),

$$ \tau(V) = \tau_0 \sum_{i=1}^{18} R_{\text{hfs}}(i) \times e^{-(V-V_i-V_{\text{int}}(i))^2/(2\times\sigma_{\text{hfs}}^2)} \quad \text{(B.2)} $$

The free parameters are the amplitude and velocity offset of the combined spectrum $A_0$ and $V_0$, the intrinsic velocity dispersion (Barranco & Goodman 1998) of each of the 18 hyperfine components $\sigma_V$, and the total optical depth of NH$_3$(1,1), $\tau_0$, $R_{\text{hfs}}$ and $V_{\text{hfs}}$ denote the predicted relative intensities in the optically thin case and velocity offsets of the 18 hyperfine components (see Table A.1).

3. Based on the fitted velocity and the intrinsic velocity dispersion derived in step 2, we define the integrated velocity ranges as given in equation B.3 (thick blue vertical lines below the zero level in Figs. A.1 and A.3). These are used to calculate the integrated HIAs. For the four sub-components we use equation B.4 (thick orange vertical lines in Figs. A.1 and A.3) to fit the ISLs and OSLs with single Gaussian functions to obtain the peak HIAs. Here we applied two factors, $f_{\text{int}}$ and $f_{\text{peak}}$ with

$$ V_0 + V_s \pm f_{\text{int}} \times \Delta V \quad \text{(B.3)} $$

and

$$ V_0 + V_s \pm f_{\text{peak}} \times \Delta V \quad \text{(B.4)} $$

The hyperfine component intensity weighted velocity of the satellite is $V_s = \sum_i R_{\text{hfs}}(i) \times V_{\text{hfs}}(i)/ \sum_i R_{\text{hfs}}(i)$ which is also given in Table 2. $\sum_i$ indicates that the summation is only for the two or three hyperfine components within each of the satellite lines. The FWHM line width $\Delta V = \sqrt{8 \times \ln(2)} \times \sigma_V$. $V_0$ represents the fitted velocity offset of the combined spectrum, $\sigma_V$ represents the fitted velocity dispersion of each of the 18 hyperfine components. $V_0$ and $\sigma_V$ are all derived in step 2. The factor $f_{\text{peak}}$ (Eq. (B.4)) is set to 2.5. The factor $f_{\text{int}}$ (Eq. (B.3)) is set to 2. This is because in our simulations, this choice largely restrains fluctuations and oscillations (see Sect. A.1) in the velocity dispersion range of 0.14–1.0 km s$^{-1}$ (the range of the considered velocity dispersions). The velocity range considered for the derivation of the integrated HIA has been chosen to be slightly narrower than the one for the peak HIA to minimise the influence of noise in the calculation of integrated HIA values (see Eq. (B.5)).

4. For the integrated HIAs, we calculate the integrated intensities and the integrated HIAs and HIAs. For the peak HIAs, we fit each of the four satellite lines (sub-spectra) with a single Gaussian function and calculate the peak HIAs and HIAs. We should note that this peak HIA calculation method is the same as that used in for example, Stutzki et al. (1984), Longmore et al. (2007), and Camarata et al. (2015).

5. The standard deviations of the integrated and peak HIAs ($\sigma_{\text{int}}, \sigma_{\text{peak}}$) are assigned by

$$ \sigma_{\text{int}} = \text{HIA}_{\text{int}} \times \sigma_{\text{hfs}} \times \sqrt{N_c/(F_{\text{red}})^2 + N_c/(F_{\text{blue}})^2} \quad \text{(B.5)} $$

$$ \sigma_{\text{peak}} = \text{HIA}_{\text{peak}} \times \sqrt{(\sigma_{\text{peak,red}}/P_{\text{red}})^2 + (\sigma_{\text{peak,blue}}/P_{\text{blue}})^2} \quad \text{(B.6)} $$

where, HIA$_{\text{peak}}$ and HIA$_{\text{int}}$ are peak and integrated HIAs. $N_c$ is the channel number within the integrated range. $\sigma_{\text{hfs}}$ is the standard deviation of the 18 hyperfine components fitting (step 2). $F_{\text{red}}$ and $F_{\text{blue}}$ are the integrated intensities of the redshifted and blueshifted sides of the ISLs and OSLs. $\sigma_{\text{peak,red}}$ and $\sigma_{\text{peak,blue}}$ are the standard deviations of the single Gaussian fittings (step 4) of the redshifted and blueshifted sides of the ISLs or OSLs, respectively. $P_{\text{red}}$ and $P_{\text{blue}}$ are the fitted peaks of the blueshifted and redshifted sides of the ISLs or OSLs, respectively.