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Abstract

A class of non-Hermitian quadratic $su(2)$ Hamiltonians having an anti-linear symmetry is constructed. This is achieved by analysing the possible symmetries of such systems in terms of automorphisms of the algebra. In fact, different realizations for this type of symmetry are obtained, including the natural occurrence of charge conjugation together with parity and time reversal. Once specified, the underlying anti-linear symmetry of the Hamiltonian, the former, if unbroken, leads to a purely real spectrum and the latter can be mapped to a Hermitian counterpart by, amongst other possibilities, a similarity transformation. Here, Lie-algebraic methods which were used to investigate the generalized Swanson Hamiltonian (Assis and Fring 2009 J. Phys. A: Math. Theor. 42 015203) are employed to identify the class of quadratic Hamiltonians that allow for such a mapping to the Hermitian counterpart. Whereas for the linear $su(2)$ system, every Hamiltonian of this type can be mapped to a Hermitian counterpart by a transformation which is itself an exponential of a linear combination of $su(2)$ generators, the situation is more complicated for quadratic Hamiltonians. Therefore, the possibility of more elaborate similarity transformations, including quadratic exponents, is also explored in detail. The existence of finite-dimensional representations for the $su(2)$ Hamiltonian, as opposed to the $su(1, 1)$ studied before, allows for comparison with explicit diagonalization results for finite matrices. Finally, the similarity transformations constructed are compared with the analogue of Swanson’s method for exact diagonalization of the problem, establishing a simple relation between both approaches.
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1. Introduction

The interest in non-Hermitian Hamiltonians dates back to the early days of quantum mechanics. Traditionally, these operators are associated with open systems, but under additional conditions, they can also be used to describe non-dissipative phenomena, e.g. [2, 3]. Examples of such models have appeared in many areas, for instance, in affine Toda theories [4, 5], Regge field theory [6], atomic physics [7], and also quantum spin chains [8]. In the mathematical community, non-Hermitian operators have already been studied [9–11], but the more recent work of Bender and Boettcher [12], connecting the reality of quantum spectra with an unbroken symmetry under combined parity and time reversal, led to a widespread interest in the so-called $\mathcal{PT}$-symmetric quantum systems. Subsequently, it has been shown [13] that unbroken $\mathcal{PT}$-symmetry allows us to introduce a new inner product with respect to which the time evolution generated by the non-Hermitian $\mathcal{PT}$-symmetric Hamiltonian is unitary. The theoretical interest in the non-Hermitian $\mathcal{PT}$-symmetric system also extends to classical physics, e.g. [14–17]. Beyond mathematical physics motivations, recent activity in this area including experimental realizations of $\mathcal{PT}$-symmetric waveguides [18] boosted the interest in the field. Possible applications are now envisaged ranging from optics [19–21] to condensed matter systems [22] and cold atoms [23, 24].

The key feature of $\mathcal{PT}$-symmetric quantum mechanics is that real spectra and unitary evolution can be obtained for Hamiltonians not satisfying the Hermiticity condition. The connection between an unbroken $\mathcal{PT}$-symmetry and a real spectrum is a special case of a more general theorem for non-Hermitian Hamiltonians presenting any anti-linear symmetry [25, 26]. If a Hamiltonian system possesses an anti-linear symmetry $A$,

$$[H, A] = 0,$$  

and its eigenvectors are also invariant under this symmetry,

$$A|\zeta_n\rangle = |\zeta_n\rangle,$$  

we say that the symmetry is in its unbroken regime. Then, because $\langle \xi | A^\dagger A | \psi \rangle = \langle \psi | A \xi \rangle$, one can easily prove the reality of its spectrum without any reference to its Hermiticity properties [12, 25]:

$$E_n|\zeta_n\rangle = H|\zeta_n\rangle = HA|\zeta_n\rangle = AH|\zeta_n\rangle = A(E_n|\zeta_n\rangle) = E_n^*|\zeta_n\rangle.$$  

If a system satisfies (1) but not (2), one says that it is in a phase of broken symmetry. In this regime, eigenvalues are not necessarily real anymore but instead come in complex conjugate pairs\(^1\). A widespread realization in the community is to consider the anti-linear symmetry as the $\mathcal{PT}$ operator symbolizing simultaneous parity and time reversal transformations, together with complex conjugation.

Nonetheless, having the reality of the spectrum established is not enough for a quantum theory. One still needs to guarantee its unitary evolution. If the system is non-Hermitian, $H^\dagger \neq H$ and a new Hermitian operator $\rho$, with respect to which the operator is Hermitian [7],

$$H^\dagger \rho = \rho H,$$  

must be included. This operator has the effect of changing the scalar product in the underlying vector space. Besides, it allows the construction of the $\eta$ operator as $\rho = \eta^\dagger \eta$, called the Dyson map, which makes possible the interpretation of the operators in the new Hilbert space, $X$ and $P$, for instance, rather than $x$ and $p$, as the genuine observables,

$$H(x, p) = \eta^{-1} h(x, p) \eta = h(\eta^{-1} x, \eta^{-1} p \eta) = h(X, P),$$  

\(^1\) Note, however, that although the coalescence of the complex conjugate pairs into real values cannot be guaranteed, the latter might still occur, eventually.
with the fundamental commutation relation $[x, \rho] = [X, P] = i\hbar$ preserved. In this case, the non-Hermitian Hamiltonian $H$ can be mapped to an isospectral Hermitian Hamiltonian via a similarity transformation

$$h = \eta H \eta^{-1} = h^\dagger.$$ (6)

According to the standard terminology, the Hamiltonian is said to be quasi-Hermitian if there is a Hermitian and positive metric operator $\rho$ satisfying (4), whereas for $H$ to be considered pseudo-Hermitian $\rho$ must be Hermitian and invertible [7, 27]. The problem with the latter definition is that the definiteness of the metric is not guaranteed but with the former definition alone, one cannot make a conclusive statement about the reality of the spectrum of the Hamiltonian. For more details about $\mathcal{PT}$-symmetry and pseudo- and quasi-Hermitian Hamiltonians, see e.g. [2, 28–30]. To circumvent these problems we impose simultaneously both requirements, leading to what will be henceforth referred to as pseudo-quasi-Hermiticity.

Assuming that the $\eta$ operator has an exponential form, $\eta = e^T$ for some operator $T$, the metric is automatically invertible and positive definite so that the reality of the spectra is guaranteed. The Dyson operator $\eta$, therefore, constitutes a central element in the analysis of non-Hermitian systems. However, it is not unique and neither is the metric with respect to which the system is Hermitian according to (4). As a trivial example, one can multiply the metric by any unitary operator, as this leaves the Hermiticity of the Hamiltonian unaffected. Similarly, multiplying it by any operator that commutes with the Hamiltonian would yield a new metric. Nevertheless, we shall not be concerned with ambiguity issues for the moment. Instead, we will focus on a systematic method to construct the necessary elements for a fundamental description of the system, which is not trivial. There is in fact only a handful of known models for which the analytical non-approximative construction of an $\eta$, or a metric, is possible. Often perturbative methods can be used to construct a metric for a non-Hermitian operator, e.g. [31], but other approaches have been used, notably in [1, 32–42].

The vast majority of investigations on $\mathcal{PT}$-symmetry and non-Hermitian operators focusses on one-dimensional quantum systems whose Hamiltonians are composed of coordinate and momentum operators, that is, operators from a Heisenberg–Weyl algebra. There are some investigations on algebraic methods for $su(1, 1)$ [1, 38] and recently also the $E2$ algebra [43]. In Hermitian quantum mechanics, an important class of Hamiltonians is composed of $su(2)$ operators. These Hamiltonians have applications spanning diverse fields, reaching from the description of nuclear spins [44] to ultracold atoms [45]. The spectral features of a $\mathcal{PT}$-symmetric generalization of a special example have been studied in [23].

In this paper we investigate a general class of non-Hermitian Hamiltonians that are quadratic in the $su(2)$ operators and construct the corresponding $\eta$ operators, in a continuation of work involving $su(1, 1)$ quadratic Hamiltonians started in [1]. In the following section, we report on the symmetries of the $su(2)$ generators and present the possible anti-linear symmetries underlying $su(2)$ Hamiltonians. As a by-product we can show in a unified manner that both $su(1, 1)$ and $su(2)$ algebras allow for three different symmetries, associated with the automorphisms of the algebra. We demonstrate that certain systems of interest present, for instance, a $C\mathcal{PT}$-symmetry, yet to be defined, rather than just $\mathcal{PT}$-symmetry. In the sequence, in section 3, we tackle the problem of finding $\eta$ for the quadratic Hamiltonian. We start with a simpler $su(2)$ non-Hermitian Hamiltonian and construct metrics and isospectral Hermitian counterparts. Then, the analysis becomes more systematic as we investigate the use of metrics with exponents which are linear in the generators of the referred algebra, first to study linear Hamiltonians and later to consider the inclusion of quadratic terms. The following step is to explore more complicated similarity transformations capable of mapping non-Hermitian into Hermitian systems. In particular, we use exponents of the Dyson operator...
generated by elements of the enveloping algebra $U(su(2))$. Finally, the aforementioned results are compared with an explicit diagonalization of Hamiltonians, thus allowing us to make a correspondence between the pseudo-quasi-Hermitian approach and the Swanson method.

2. Symmetric non-Hermitian Hamiltonians

This section is devoted to exploring the symmetries of Hamiltonians expressed in terms of certain operators. If the latter are generators of a particular Lie algebra, we investigate the transformations which leave the associated commutation relations invariant. For convenience, the algebras $su(1,1)$ and $su(2)$ are now studied, with respect to their automorphisms, in a unified way.

2.1. A general framework for the invariant Hamiltonians

In [1], an algebraic approach was implemented in order to find metrics for the quadratic generalization of the so-called Swanson Hamiltonian. There, the method employed is based on the symmetry $su(1,1)$. However, one can easily adapt the same framework to $su(2)$ algebra, whose generators can be realized in such a way that Bose–Einstein condensates can be described [23]. Despite being very different from a representation theory point of view (the latter is compact, admitting finite-dimensional representations, whereas the former noncompact), both algebras have a very similar structure, with three generators, $K_0$, $K_\pm$ and $L_0$, $L_\pm$. In this section, we will describe them in a unified way as much as possible and for that matter we introduce the $M$ operators. Consider certain operators $M_0$, $M_\pm$ satisfying the commutation relations

\[ [M_1, M_2] = i\sigma M_0, \quad [M_0, M_1] = iM_2, \quad [M_2, M_0] = iM_1. \] (7)

Then, the operators $M_0$, $M_\pm = M_1 \pm iM_2$ commute according to

\[ [M_0, M_\pm] = \pm M_\pm, \quad [M_+, M_-] = 2\sigma M_0. \] (8)

It is clear that the choice $\sigma = 1$ corresponds to the $su(2)$-Lie algebra, with generators denoted by $M_i \equiv L_i$, whereas $\sigma = -1$ represents $su(1,1)$, whose generators are taken to be $M_i \equiv K_i$. There exist different automorphisms which leave these algebras, treated on the same footing, invariant [46]:

\[
\begin{align*}
\tau_1 : & \quad M_0 \rightarrow M_0, \quad M_\pm \rightarrow M_\mp, \\
\tau_2 : & \quad M_0 \rightarrow -M_0, \quad M_\pm \rightarrow -M_\mp, \\
\tau_3 : & \quad M_0 \rightarrow -M_0, \quad M_\pm \rightarrow M_\mp,
\end{align*}
\] (9)

and compositions of them. In fact, the mapping $H_i \rightarrow -H_i$ and $E_{\pm \alpha} \rightarrow -E_{\mp \alpha}$ of the Cartan subalgebra generators and step operators, respectively, is an automorphism of any semi-simple Lie algebra due to the invariance of the root diagram under $\alpha \rightarrow -\alpha$. In this case, it is an inner automorphism because the inversion is an element of the Weyl group. The first one is clearly just the identity transformation at the level of the $M$ operators. However, it may still correspond to nontrivial symmetries, when expressed in terms of physical quantities in a particular representation of the algebra, as will be discussed below.

The invariance of the algebras depicted above can be interpreted physically, in terms of coordinates and momenta, if we use representations in terms of the bosonic operators

\[ a_j = \frac{\omega_j x_j + ip_j}{\sqrt{2\omega_j}} \quad \text{and} \quad a_j^\dagger = \frac{\omega_j x_j - ip_j}{\sqrt{2\omega_j}}, \quad \text{with} \quad \omega_j \in \mathbb{R}. \] (10)
In cases where there is only one kind of boson, the index $j$ may be dropped. Here the bosonic creation and annihilation operators $a_j, a^\dagger_j$ can be defined as usual in terms of coordinate and momentum coordinates $x, p$ via (10). These operators, then, provide one with a representation of $su(1, 1)$ if one takes

$$K_0 = \frac{1}{2} (a^\dagger a + \frac{i}{2}), \quad K_+ = \frac{1}{2} a^\dagger a^\dagger, \quad K_- = \frac{1}{2} aa. \quad (11)$$

In this representation, we may realize the automorphisms (9) as

$$\tau_1 : \quad a \rightarrow -a, \quad a^\dagger \rightarrow -a^\dagger, \quad \equiv \quad \mathcal{PT},$$

$$\tau_2 : \quad a \rightarrow ia^\dagger, \quad a^\dagger \rightarrow ia, \quad \equiv \quad C,$$

$$\tau_3 : \quad a \rightarrow -a^\dagger, \quad a^\dagger \rightarrow a, \quad \equiv \quad \tau_{sp}. \quad (12)$$

Thus, $\tau_1$ is the usual $\mathcal{PT}$ transformation, an anti-linear operation reversing time and space coordinates: $x \rightarrow -x, \; p \rightarrow p, \; i \rightarrow -i$. Note that although this transformation can be achieved by the identity operator in (9), when writing the $M$ operators in terms of bosonic operators, a nontrivial transformation associated with $\tau_1$ may be constructed with the use of $a, a^\dagger$. The automorphism $\tau_1$ can be taken to be just the identity also in (10) but the possibility of using the equally valid $\mathcal{PT}$ operation is more interesting.

A different transformation is introduced by $\tau_2$, which changes the sign of the energy: $\omega \rightarrow -\omega$. Having in mind the Dirac sea structure, one can interpret this operation as charge conjugation relating particles to antiparticles. One should not mistake this $C$ with the one used in [29], and denoted $C$, for a definition of the scalar product in the Hilbert space. The $\mathcal{CPT} \equiv \tau_1 \tau_2 : \quad K_0 \rightarrow -K_0, \; K_+ \rightarrow -K_-, \; a, a^\dagger$, a combination of charge conjugation with parity and time reversal transformations. The last transformation $\tau_3$, on the other hand, is a symmetry in the phase space, intertwining coordinate and momentum: $x \rightarrow \frac{i}{\omega} p, \; p \rightarrow i\omega x$.

One may also represent the same algebra by means of two distinguishable bosons

$$K_0 = \frac{1}{2}(a_1^\dagger a_1 + a_2^\dagger a_2 + 1), \quad K_+ = a_1^\dagger a_2^\dagger, \quad K_- = a_1 a_2. \quad (13)$$

The automorphism can then be described through

$$\tau_1 : \quad a_1 \rightarrow -a_1, \quad a_1^\dagger \rightarrow -a_1^\dagger,$$

$$a_2 \rightarrow -a_2, \quad a_2^\dagger \rightarrow -a_2^\dagger,$$

$$\tau_2 : \quad a_1 \rightarrow a_2^\dagger, \quad a_1^\dagger \rightarrow a_2,$$

$$a_2 \rightarrow -a_1^\dagger, \quad a_2^\dagger \rightarrow -a_1,$$

$$\tau_3 : \quad a_1 \rightarrow a_2, \quad a_1^\dagger \rightarrow -a_2^\dagger,$$

$$a_2 \rightarrow a_1^\dagger, \quad a_2^\dagger \rightarrow -a_1. \quad (14)$$

Again $\tau_1$ is the usual antilinear $\mathcal{PT}$-symmetry transformation, reversing coordinate and momenta of the same kind of bosons: $i \rightarrow -i, \; x_i \rightarrow -x_i, \; p_i \rightarrow p_i$. In the coordinates and momenta representation, $\tau_2$ can be achieved by considering $\omega_1 = \omega_2 = \omega$ together with $i \rightarrow -i, \; x_1 \rightarrow x_2, \; p_1 \rightarrow p_2, \; x_2 \rightarrow -x_1, \; p_2 \rightarrow -p_1$. Also, the third automorphism, $\tau_3$, relates position and momentum: $x_i \rightarrow \pm \frac{1}{\omega} p_i$.

Another similarity between the algebras $su(1, 1)$ and $su(2)$ is that the former can also be realized with the Schwinger Dyson transformation [47]

$$L_0 = \frac{1}{2}(a_1^\dagger a_1 - a_2^\dagger a_2), \quad L_+ = a_1^\dagger a_2, \quad L_- = a_2^\dagger a_1 \quad (15)$$

that maps the $su(2)$ algebra to a two-dimensional Heisenberg–Weyl algebra with generators $a_{1,2}^\dagger$ and $a_{1,2}$. The most prominent examples of this realization are ensembles of two-state boson systems, where $a_j^\dagger$ creates a particle in state $j$, and $a_j$ annihilates one of them. Alternative realizations are given by two-dimensional single particle or one-dimensional two-particle
quantum systems whose position and momentum operators $x_j$ and $p_j$ are defined according to (10).

In this representation, the automorphisms satisfying (9) behave as

\[
\begin{align*}
\tau_1 : & \quad a_1 \rightarrow -a_1, \quad a_1^\dagger \rightarrow -a_1^\dagger, \\
& \quad a_2 \rightarrow -a_2, \quad a_2^\dagger \rightarrow -a_2^\dagger,
\end{align*}
\]

\[
\begin{align*}
\tau_2 : & \quad a_1 \rightarrow -ia_2, \quad a_1^\dagger \rightarrow ia_2^\dagger, \\
& \quad a_2 \rightarrow ia_1, \quad a_2^\dagger \rightarrow -ia_1^\dagger,
\end{align*}
\]

\[
\begin{align*}
\tau_3 : & \quad a_1 \rightarrow a_2, \quad a_1^\dagger \rightarrow a_2^\dagger, \\
& \quad a_2 \rightarrow a_1, \quad a_2^\dagger \rightarrow a_1^\dagger.
\end{align*}
\]  

(16)

In the ensemble of two-state systems’ realization, the first symmetry is basically the identity, whereas the second and the third automorphisms correspond to interchanging the two states and can thus naturally be associated with parity. Associating the Heisenberg–Weyl algebra with position and momentum operators via (10) however, the automorphisms can be interpreted quite differently.

Now, $\tau_1$ still corresponds to a $\mathcal{PT}$-symmetry ($i \rightarrow -i, x_i \rightarrow -x_i, p_i \rightarrow p_i$) while the second automorphism $\tau_2$ rotates the phase space by $\frac{\pi}{2}$ in complex plane, $w_1 \leftrightarrow w_2, x_1 \leftrightarrow \pm ix_2, p_1 \leftrightarrow \pm ip_2$. Finally, $\tau_3$ just intertwines the particle’s labels: $w_1 \leftrightarrow w_2, x_1 \leftrightarrow x_2, x_1 \leftrightarrow x_2$. This last one corresponds to the symmetry imposed in the system described in [23]. This realization might be interpreted as involving bosons of different species transmuting into one another, bosons of the same kind but in different positions swapping their coordinates, or to describe a two-dimensional problem according to (10).

Although the algebras $su(2)$ and $su(1, 1)$ are not equivalent (since the former corresponds to a compact group and allows for a finite-dimensional representation while the latter arises from a noncompact group and has only infinite-dimensional representations), it is interesting to note that by applying $L_0 \rightarrow -L_0, L_\pm \rightarrow \mp L_\mp$, which of course is not an automorphism, one can construct combinations which satisfy the commutation relation of the $K$’s, i.e. (17) with $\sigma = -1$.

The framework described in this section is general and can be applied to other families of algebras in order to construct different anti-linear symmetries of the Hamiltonian. These symmetries, as we know, have an important role in selecting systems which potentially have real spectra and that consequently are interesting from a physical point of view. Moreover, it contains the whole class of Hamiltonians studied in this manuscript as a subcase and other families can be constructed similarly.

### 2.2. Non-Hermitian $su(2)$ Hamiltonians with an anti-linear symmetry

Here we are interested in the generic non-Hermitian Hamiltonians expressed in terms of $su(2)$ generators, that is, Hamiltonians which are composed of angular momentum operators $L_x \equiv L_1, L_y \equiv L_2, L_z \equiv L_0$ that fulfil the relations $[L_x, L_y] = i\epsilon_{x,y,z}L_z$ with $\epsilon_{x,y,z}$ the Lévi-Civita antisymmetric symbol. Alternatively one can use $L_0 = L_z, L_\pm = L_\pm \pm iL_y,$ which commute as

\[
[L_0, L_\pm] = \pm L_\pm, \quad [L_+, L_-] = 2L_0.
\]  

(17)

The physical importance of $su(2)$ Hamiltonians goes far beyond the description of actual angular momentum systems such as, e.g., nuclear spins [44]. The basis for many other important physical realizations of quantum $su(2)$ systems is in terms of the bosonic operators (10). In Hermitian quantum mechanics, quadratic $su(2)$ Hamiltonians are of
importance in fields such as nuclear physics and Bose–Einstein condensates [23]. These models are also very interesting due to the possibility of using the semi-classical analysis in order to construct the scalar product of the non-Hermitian quantum system by relating the quantum Dyson operator with the Kahler metric for the corresponding classical Hamiltonian systems [24]. If possible, this could bring in an alternative approach to constructing metrics. Here we are interested in non-Hermitian generalizations of \(su(2)\) Hamiltonian systems.

The most general complex Hamiltonian quadratic in the \(su(2)\) operators belongs to an 18-parameter family

\[
H = \sum_{j=0}^{2} (\alpha_j + i \beta_j) L_j + \sum_{0 \leq j<k \leq 2} (\alpha_{jk} + i \beta_{jk}) L_j L_k. \tag{18}
\]

Any analytical function of \(L_j\) commutes with \(L^2 = L_+^2 + L_-^2 + L_z^2 = L_0^2 + \frac{1}{2} (L_+ L_- + L_- L_+).
Thus, the representation of such a function in the standard angular momentum basis has a block diagonal structure, where the \(n\)th block is of size \(n \times n\). For the Hamiltonian (18), in particular, each block has a band structure. These Hamiltonians, however, are in general not pseudo-quasi-Hermitian. In what follows, we will impose an additional anti-linear symmetry, which decreases the number of free parameters and allows for possible pseudo-quasi-Hermiticity.

Below, we comment on possible physical realizations and interpretations of the three automorphisms of the \(su(2)\) algebra. For the moment, we shall investigate Hamiltonians fulfilling one particular symmetry as an example, \(\tau_3\) (9). Other cases can be treated analogously. Let us then consider Hamiltonians invariant under the third automorphism \(\tau_3\) combined with complex conjugation, that is,

\[
L_0 \rightarrow -L_0, \quad L_\pm \rightarrow L_\mp, \quad i \rightarrow -i, \quad i = 1, 2, 3.
\]

or expressed in the angular momentum components

\[
L_x \rightarrow L_x, \quad L_y \rightarrow L_y, \quad L_z \rightarrow -L_z, \quad i \rightarrow -i.
\]

Requiring the quadratic \(su(2)\) Hamiltonian (18) to be invariant under this transformation reduces the number of free parameters from 18 to 9. Explicitly, the Hamiltonians under investigation in this paper are of the form

\[
H = i \beta_0 L_0 + (\alpha_+ + i \beta_+) L_+ + (\alpha_- - i \beta_-) L_- + \alpha_0 L_0^2 + (\alpha_- + i \beta_+) L_- L_0 - (\alpha_+ - i \beta_-) L_+ L_0 + \alpha_{++} L_+^2 + \alpha_{--} L_-^2 + \alpha_{+-} (L_+ L_- + L_- L_+), \tag{21}
\]

being also expressible in terms of \(L_z = L_0, \quad L_x = \frac{1}{2} (L_+ + L_-), \quad L_y = \frac{1}{2} (L_+ - L_-);
\]

\[
H = i \zeta_x L_x + \zeta_y L_y + \zeta_z L_z + \zeta_{xx} L_x^2 + \zeta_{yy} L_y^2 + \zeta_{zz} L_z^2 + \zeta_{xy} L_x L_y + \zeta_{yx} L_y L_x + i \zeta_{zx} L_x L_z + i \zeta_{zy} L_y L_z. \tag{22}
\]

The exact matching between the two equivalent systems above is simply achieved with

\[
\begin{align*}
\zeta_x &= 2 \alpha_+, & \zeta_y &= -2 \beta_+,& \zeta_z &= \beta_0, \\
\zeta_{xx} &= 2(\alpha_- + \alpha_+), & \zeta_{yy} &= 2(\alpha_- - \alpha_+), & \zeta_{zz} &= \alpha_0, \\
\zeta_{xy} &= -2 \beta_{++}, & \zeta_{zx} &= 2 \beta_{00}, & \zeta_{zy} &= 2 \alpha_0.
\end{align*}
\tag{23}
\]

In the linear part of the Hamiltonian (21), the non-Hermiticity comes from the \(L_0\) term, differently from the \(su(1, 1)\) analogue. In that situation, the \(K_0\) term would not break Hermiticity but the corresponding ‘ladder’ operators \(K_\pm\) would, unlike here. Also, the fact that the Hermitian conjugate of \(L_\pm L_0\) is not \(L_\mp L_0\), but rather \(L_0 L_\mp\), contributes for the breaking of Hermiticity in the quadratic part of (21). Clearly we can change the orders of these operators and gain extra terms in the direction of \(L_\pm\).
Despite the fact of having $H \neq H^\dagger$, we might still avoid complex eigenvalues. If the anti-linear symmetry of a Hamiltonian of this class is unbroken, it leads to a purely real spectrum and the existence of a Hermitian counterpart. For the construction of a subclass of non-Hermitian systems, the requirement of unbroken symmetry, however, is of little practical use, as it basically requires the explicit knowledge of the eigenfunctions. In what follows, we shall use a different approach to construct a subclass of non-Hermitian Hamiltonians, using Lie algebraic properties and an explicit ansatz for the $\eta$ operator. This will allow us to construct not the whole, but a large, class of non-trivial pseudo-quasi-Hermitian Hamiltonians of type (21).

3. Metrics and Hermitian counterparts

Before we proceed to the general quadratic case, let us first illustrate the basic ideas for the analytically solvable case. In the study of an $N$ particle two-mode Hubbard system, a natural Hamiltonian used to describe a Bose–Einstein condensate in a double-well potential emerges, which was made non-Hermitian in [23] by the introduction of an imaginary $L_z$ term. It is instructive to represent the Hamiltonian in the components of the angular momentum operators as

$$H = i \varsigma_z L_z + \varsigma_x L_x + \varsigma_y L_y^2.$$  \hfill (24)

It was observed that in the vanishing interaction limit, with $\varsigma_{zz} \to 0$, the Hamiltonian can be expressed as

$$H = -\sqrt{\varsigma_x^2 - \varsigma_z^2} e^{-\text{arctanh}(\frac{\varsigma_x}{\varsigma_z})} L_y e^{\text{arctanh}(\frac{\varsigma_x}{\varsigma_z})} L_y,$$  \hfill (25)

indicating that it is in the same similarity class as the Hermitian Hamiltonian $h = -\sqrt{\varsigma_x^2 - \varsigma_z^2} L_y$, with the operator $\eta = e^{-\text{arctanh}(\frac{\varsigma_x}{\varsigma_z})} L_y$, thus acting as a Dyson map. The $\eta$ operator diverges at $|\varsigma_z| = |\varsigma_x|$. At this so-called exceptional point [48, 49], the Hamiltonian is not diagonalizable, but has a Jordan block structure, where all eigenvalues and their corresponding eigenvectors degenerate. That is, at this point there is no equivalent Hermitian operator. For values of $|\varsigma_z|$ above this critical value, $\eta$ diagonalizes the Hamiltonian again. For the interacting Hamiltonian, with a quadratic part, a metric operator of this simple form could not be found, though.

While only some special systems can be solved via a direct diagonalization, an $\eta$ operator of a simple exponential form that maps the Hamiltonian to a Hermitian, but not diagonal, counterpart can be found in certain circumstances. For this purpose, an explicit ansatz for $\eta$ is used to act adjointly on the Hamiltonian and the result is demanded to be Hermitian. This then yields constraints for the parameters of the Hamiltonian and of the $\eta$ operator. Here we will investigate $\eta$ operators whose exponent is linear in the $su(2)$ operators and respect the anti-linear symmetry of the Hamiltonian.

We start by analysing the linear Swanson-like model and then the more general families of quadratic Hamiltonians in terms of a metric with linear exponent with respect to the generators of the algebra. Later we introduce a metric with purely quadratic terms and finally we compare the similarity transformation underlying the pseudo-quasi-Hermitian approach with the Swanson method of diagonalization [33] and establish a connection between them.

3.1. Conditions for a linear exponent metric

To find the whole class of quadratic Hamiltonians that can be mapped to a Hermitian counterpart by a simple $\eta$ with an exponent linear in $L_y$, an explicit ansatz for the Dyson
operator is applied to the Hamiltonian and the result is demanded to be Hermitian. This then yields constraints for the parameters of the Hamiltonian and of the \( \eta \) operator. In what follows, we will investigate Dyson operators whose exponent is linear in the \( su(2) \) generators, that is, we make the ansatz

\[
\eta = \exp \left[ 2 \left( \lambda_0 L_0 + \lambda_+ L_+ + \lambda_- L_- \right) \right],
\]

in terms the three parameters \( \lambda_{0,\pm} \). If we want the above transformation \( \eta \) not to break the eventual anti-linear symmetry of a Hermitian counterpart wavefunction \( |\Phi\rangle = \eta^{-1}|\phi\rangle \), we should impose \( \eta \) to be symmetric as well, implying \( \lambda_0 = i\Gamma_0, \lambda_+ = \lambda + i\Gamma, \lambda_- = \lambda - i\Gamma \):

\[
\eta = \exp \left[ 2(i\Gamma_0 L_0 + (\lambda + i\Gamma)L_+ + (\lambda - i\Gamma)L_-) \right] = \exp(\lambda_+ L_+ + \lambda_- L_- + i\lambda_z L_z),
\]

with \( \lambda_z = 4\lambda, \lambda_\pm = \pm 4\Gamma, \lambda_z = 2\Gamma_0 \in \mathbb{R} \). The operator can be made Hermitian by choosing \( \Gamma_0 = 0 \) and its positivity is guaranteed by the condition \( \theta^2 = 4(\lambda^2 + \Gamma^2) - \Gamma_0^2 \equiv \frac{1}{4}\theta^2 = \frac{1}{4}(\lambda_+^2 + \lambda_-^2 - \lambda_z^2) \geq 0 \). Due to the linearity of the exponent with respect to the \( su(2) \) generators, it conserves the powers of the \( su(2) \) operators appearing in \( H \).

The adjoint action of the \( \eta \) operator (26) on the \( L \) generators can be characterized by the matrix in the following equation:

\[
\begin{pmatrix}
L_0 \\
L_+ \\
L_-
\end{pmatrix}
= \begin{pmatrix}
b_{00} & b_{0+} & b_{0-} \\
b_{+0} & b_{++} & b_{+-} \\
b_{-0} & b_{-+} & b_{--}
\end{pmatrix}
\begin{pmatrix}
L_0 \\
L_+ \\
L_-
\end{pmatrix},
\]

whose determinant is simply unity and elements are given by

\[
b_{00} = 1 + 8\lambda_\pm(\sinh \theta \overline{\theta})^2, \quad b_{0\pm} = (-2\lambda_\pm \sinh \theta \overline{\theta})^2, \quad b_{\pm \pm} = (\cosh \theta \pm \lambda_0 \sinh \theta \overline{\theta})^2,
\]

\[
b_{b0} = \mp 2\lambda_\pm \sinh \theta \overline{\theta} (\cosh \theta \pm \lambda_0 \sinh \theta \overline{\theta}), \quad b_{b\pm} = \mp 2\lambda_\pm \sinh \theta \overline{\theta} (\cosh \theta \pm \lambda_0 \sinh \theta \overline{\theta}).
\]

In some circumstances it is more convenient to use the metric ordered according to a Gauss decomposition\(^2\), such as

\[
\eta = e^{\lambda_0 L_0} e^{\lambda_+ L_+} e^{\lambda_- L_-}.
\]

In this case, the parameters relate easily to the ones in (26) as\(^3\)

\[
\lambda_0 = \log \left( \cosh \theta + \lambda_0 \sinh \theta \overline{\theta} \right), \quad \lambda_\pm = \frac{2\lambda_\pm \sinh \theta \overline{\theta}}{\cosh \theta + \lambda_0 \sinh \theta \overline{\theta}}, \quad \lambda_z = \frac{2\lambda_z \sinh \theta \overline{\theta}}{\cosh \theta + \lambda_0 \sinh \theta \overline{\theta}}.
\]

We have already discussed that the non-Hermiticity of the Hamiltonian (21) results from the \( L_0 \) term and from \( L_+ L_0 \) and \( L_0 L_- \). However, when we impose \( \hbar = \hbar^\dagger \) in (6), we note that the adjoints of the latter two terms can be recast in terms of the original operators after a simple commutation, introducing terms proportional to \( L_+ \) and \( L_- \). Therefore, all terms are Hermitian except for the linear components and there are three equations originated from these terms which need to be solved. After manipulation of the resulting constraints and the use of standard trigonometric identities, one can note that they can be put in the form of fourth degree polynomial equations. For practical purposes, it is convenient to introduce the

\(^2\) This form is particularly interesting when acting on a highest weight state \( |\mu\rangle \) such that \( L_+ |\mu\rangle = 0 \).

\(^3\) Using the results in [1], the expressions above can be more easily calculated by noting that they can be rewritten using a minor adjustment to reproduce now the algebra \( su(2) \) from \( su(1, 1) \) generators according to \( \lambda_0 \rightarrow -L_0, \lambda_+ \rightarrow L_+, \lambda_- \rightarrow -L_- \) and \( \kappa_0 \rightarrow -\kappa_0, \kappa_+ \rightarrow \kappa_+, \kappa_- \rightarrow -\kappa_- \).
quantity $Y \equiv \frac{\tanh(\theta)}{\theta}$, which is just an abbreviation for a natural combination appearing in the constraints. Because $Y$ depends on $\theta$ in a transcendental way, solving for $\theta$ explicitly remains a challenge. It is important to note that the quantity $Y$ has no deeper physical meaning, with $\theta$ (or ultimately, $\lambda, \Gamma, \Gamma_0$) being the important variable (or combination of variables). These constraints are found to be of the form

$$\xi^{(i)} + \xi^{(i)}_1 Y + \xi^{(i)}_2 Y^2 + \xi^{(i)}_3 Y^3 + \xi^{(i)}_4 Y^4 = 0$$

(32)

with $i = 1, 2, 3$ and coefficients given by the expressions below:

$$\xi^{(1)}_0 = \beta_0, \quad \xi^{(1)} = 4\Gamma(2\alpha_+ - \alpha_0) - 4\lambda(2\beta_+ - \beta_0), \quad \xi^{(2)}_0 = 2\Gamma_0(2\lambda\alpha_0 + 2\Gamma\beta_0 - 4\alpha_+ - 4\beta_+\Gamma + \beta_0\Gamma_0), \quad \xi^{(2)} = 4(4(\Gamma^2 + \lambda^2) - \Gamma_0^2)(\Gamma(\alpha_0 - 2\alpha_+) - \lambda\beta_0 + 2\beta_+\lambda), \quad \xi^{(3)}_0 = (\Gamma_0^2 - 4(\Gamma^2 + \lambda^2))(4\Gamma_0(\lambda\alpha_{0,0} + \Gamma\beta_{p,0} - 2\alpha_+ - 2\beta_+\Gamma) + \beta_0(4(\Gamma^2 + \lambda^2) + \Gamma_0^2)), \quad \xi^{(3)} = -2(\Gamma_0\beta_{p,0} + 2\lambda(\alpha_{0,0} - 2\alpha_+ + 2\alpha_+) + 4\Gamma\beta_{p,0}), \quad \xi^{(4)}_0 = 4(6\lambda(\lambda\alpha_0 + \Gamma\beta_{p,0}) + \Gamma_0(\alpha_0 - 2(\alpha_+ + 3\alpha_0)) + 6\lambda\beta_{p,0}), \quad \xi^{(4)} = -4\lambda\alpha_0(4(\Gamma^2 + \lambda^2) + \Gamma_0^2) - 24\Gamma_0(\Gamma^2 + \lambda^2)\beta_{p,0} - 2\Gamma_0^3\beta_{p,0} + 32(\Gamma^2\lambda(\alpha_+ - 3\alpha_0) + \lambda^2(\alpha_+ - \alpha_0) + \Gamma^2\beta_{p,0} - 3\lambda^2\beta_{p,0}) + 8\Gamma_0^2(3\lambda\alpha_+ + 3\lambda\alpha_+ + 3\Gamma\beta_{p,0}).$$

$$\xi^{(2)}_0 = 16(\Gamma^2 + \lambda^2)((\lambda - \Gamma)(\lambda + \Gamma) + 2\Gamma\lambda\beta_0) + 24\Gamma\Gamma_0^2(\lambda\beta_{p,0} - \Gamma\alpha_0) + \Gamma_0^2(-\alpha_0) + 16\Gamma_0(\Gamma^3(\alpha_0 - 2\alpha_+ + 2\alpha_0) + \lambda^2(\alpha_0 - 2(\alpha_+ + 3\alpha_0)) + 2(\lambda^3 - 3\Gamma^2\lambda)\beta_{p,0} + 4\Gamma_0^3(\Gamma(\alpha_0 - 2\alpha_+ + 2\alpha_0) - 2\lambda\beta_{p,0}).$$

$$\xi^{(3)}_0 = -4\Gamma\alpha_0 + 2\Gamma_0\alpha_0 + 8\Gamma(\alpha_+ + \alpha_0) - 8\lambda\beta_{p,0}, \quad \xi^{(3)} = 24\Gamma(\lambda\alpha_0 + \Gamma\beta_{p,0}) - 4\Gamma_0(\lambda(\alpha_0 - 2\alpha_+ + 6\alpha_0) + 6\Gamma\beta_{p,0}), \quad \xi^{(4)}_0 = 2(12\Gamma_0(\Gamma^2 + \lambda^2)\alpha_0 + \Gamma_0^3\alpha_0 - 8\Gamma^3(\alpha_0 - 2(\alpha_+ + \alpha_0)) - 8\lambda^2(\alpha_0 - 2\alpha_+ + 6\alpha_0) - 2\Gamma_0^2(\Gamma(\alpha_0 - 2\alpha_+ + 6\alpha_0) + 4\lambda(3\Gamma_0^2 - 4\Gamma^2) + 4\lambda^2)\beta_{p,0}).$$

$$\xi^{(4)}_0 = 4(8\Gamma\lambda(\Gamma^2 + \lambda^2)\alpha_0 + 6\Gamma_0(\Gamma^2\lambda(\alpha_0 - 2\alpha_+ + 6\alpha_0) + \lambda^2(\alpha_0 - 2(\alpha_+ + \alpha_0)) + 3\beta_{p,0} + 6\lambda\beta_{p,0}) + \Gamma_0^2(-\lambda\alpha_0 + 2\lambda(\alpha_+ + \alpha_0) + 2\beta_{p,0}) - (24\Gamma_0^2\lambda^2 + \Gamma_0^3 + 16\lambda^2 - 16\lambda^2)\beta_{p,0}).$$

Therefore, our strategy transformed the problem of determining the Dyson operator, the metric and the Hermitian counterpart associated with equation (21), ultimately, into that of solving the above set of coupled transcendental equations for the parameters $\alpha$ and $\beta$ in the Hamiltonian, as well as $\lambda, \Gamma, \Gamma_0$ introduced by the similarity transformation. Despite having completely different starting points and little in common, this technique can be seen as having the same spirit as the Bethe ansatz approach for integrable systems, for which the complete diagonalization of a problem is reduced to a set of coupled equations for the spectral parameters [50].

Once the Dyson operator is obtained the metric $\rho = \eta|_{\eta}$ can then be constructed as well as the Hermitian isospectral counterpart according to (6), providing us with

$$h = -2A_+L_0 + A_0L_0^2 + 2A_+L_0L_-, \quad \eta = (A_+ + A_0 + i(B_+ + B_0))L_+ + ((A_+ + A_0 - i(B_+ + B_0))L_- + (A_+ + iB_+)L_+^2 + (A_0 - iB_+)L_-^2 + (A_0 + A_+ + i(B_0 + B_0))L_+L_0 + (A_0 + A_0 - i(B_0 + B_0))L_0L_-.$$
where each line on the right-hand side of the equation above is Hermitian, given the coefficients $A_i = \cosh^2 \theta A_i$, $A_j = \cosh^2 \theta A_j$, $B_i = \cosh^2 \theta B_i$, $B_j = \cosh^2 \theta B_j$ are real. In fact they can be expressed as

\[
\tilde{A}_+ = A_+ (1 - Y^2 (-4 \Gamma^2 + \Gamma_0^2 + 4 \lambda^2)) + 2 Y (\beta_0 (\Gamma + \Gamma_0 \lambda Y) - \beta_+ (\Gamma_0 + 4 \Gamma \lambda Y)),
\]

\[
\tilde{A}_{00} = a_{00} (Y^2 (4 \Gamma^2 + \lambda^2) + \Gamma_0^2 + 1)^{2} - 8 Y (\Gamma \beta_{00} + \Gamma_0 Y^3 (4 \Gamma_0 (\Gamma^2 + \lambda^2) - \alpha_+ - \alpha_{++})) + \lambda^2 (\alpha_{++} + 2 \lambda \beta_{++}) - \lambda (4 \Gamma^2 + \lambda^2) + \Gamma_0^2 \beta_{00})
\]

\[
+ Y (-\Gamma \beta_{00} + 4 (\Gamma^2 + \lambda^2) \alpha_+ + 4 \Gamma \beta_{++} - 4 \lambda^2 \alpha_+ - 8 \Gamma \lambda \beta_{++})
\]

\[
+ Y^2 (\Gamma (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) \beta_{00} + 8 \Gamma_0 ((\Gamma - \Gamma_0) (\Gamma + \lambda) \beta_{++}) - 2 \Gamma \lambda \alpha_{++})
\]

\[
+ \alpha_{+0}(\lambda + \Gamma_0 Y) (Y^2 (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) + 1)
\]

\[
\tilde{A}_{++} = A_+ \lambda Y (\beta_{00} (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) - 6 \Gamma_0 Y^2 + 1)
\]

\[
- 2 Y (-\Gamma \beta_{00} + \lambda Y _0 Y (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) \beta_{00}) + 2 \Gamma_0 (\lambda - \Gamma) (\Gamma + \lambda) (\alpha_{00} - 2 \alpha_{++}) + 32 \Gamma_0 \lambda (4 \Gamma^2 - \lambda^2) \beta_{++})
\]

\[
+ 8 Y (\Gamma (4 \Gamma^2 + \Gamma_0^2) Y^2 - 3) + 4 \lambda^2 Y^2 - 3 \Gamma_0 \lambda Y \beta_{00}
\]

\[
- 2 Y (\lambda - \Gamma) (\lambda + \lambda) (\alpha_{00} - 2 \alpha_{++}) + 2 \Gamma_0 \beta_{++})
\]

\[
\tilde{A}_{0+} = 2 Y (2 Y (\Gamma_0 (\lambda \beta_{++} \lambda Y (4 \Gamma^2 + \Gamma^2) + 3) - 4 Y (\Gamma^2 + \Gamma_0^2) \beta_{0+}) + 4 \lambda^2 \alpha_{00} + \Gamma_0 \beta_{00} (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) \beta_{0+}) + 4 \Gamma_0 (\Gamma^2 + \lambda^2) Y^2 - 1)
\]

\[
+ \Gamma_0 \lambda (4 \Gamma^2 - \lambda^2) \beta_{++}) + \alpha_{++} (4 \Gamma_0 \lambda^2 Y^3 + \lambda (3 (4 \Gamma^2 + \Gamma_0^2) Y^2 - 1)
\]

\[
+ \Gamma_0 \lambda (4 \Gamma^2 + \Gamma_0^2) Y^2 - 3) - 4 \lambda^2 Y^2)
\]

\[
\alpha_{00} (4 \Gamma_0 Y - \lambda) Y (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) + 1))
\]

\[
\tilde{A}_{+0} = 2 Y (-\Gamma_0 \beta_{00} + \lambda Y^2 (4 \Gamma^2 + \lambda^2) + \Gamma_0^2) \beta_{0+} + 4 \Gamma_0 (\Gamma^2 (\alpha_{00} - 2 \alpha_{++} + 2 \alpha_{+}))
\]

\[
+ \lambda^2 (\alpha_{00} - 2 \alpha_+ - 6 \alpha_{++}) - 6 \Gamma_0 (\lambda \beta_{++} + 2 \lambda \beta_{++})
\]

\[
+ \Gamma_0^2 (\Gamma (\alpha_{00} - 2 \alpha_+ + 2 \alpha_{++}) - 2 \lambda \beta_{++})
\]

\[
- Y^2 (\Gamma_0 (\Gamma^2 + \lambda^2) \beta_{00} + \Gamma_0^2 \beta_{0+} + 4 \Gamma_2 \lambda (\alpha_{00} - 2 (\alpha_+ + 3 \alpha_{++}))
\]

\[
+ \lambda^3 (\alpha_{00} - 2 \alpha_+ + 2 \alpha_{++}) - 2 \Gamma^2 \beta_{++} + 6 \Gamma \lambda^2 \beta_{++})
\]

\[
\alpha_{+0}(\lambda (\alpha_{00} - 2 (\alpha_+ + 3 \alpha_{++}) - 6 \Gamma_0 \beta_{++}) + 4 \Gamma_0 Y \beta_{+0})
\]

\[
+ \Gamma_0 \lambda Y (\Gamma (\alpha_{00} - 2 \alpha_+ + 6 \lambda \beta_{++} - 2 \Gamma \beta_{++})
\]

\[
+ \alpha_{+0} (Y^4 (16 \lambda^4 - (4 \Gamma^2 + \Gamma_0^2)^2) + 8 \lambda^2 Y^2 + 1) - 2 \lambda Y (\alpha_{00} - 2 \alpha_+ + 2 \alpha_{++}).
\]
\[ B_+ = \beta_4 Y^2 \left(-4 \gamma^2 - \Gamma_0^2 + 4 \lambda^2\right) + 1 + 1 - 2 \lambda Y \left(\beta_0 + 4 \alpha_4 \Gamma Y\right) + 2 \Gamma_0 Y \left(\alpha_4 + \beta_0 \Gamma Y\right), \]
\[ B_{++} = 2Y \left(\Gamma_0 Y \left(3 \beta_0 + \lambda \alpha_0 \right) - 4Y^2 \left(\lambda^2 - 3 \gamma^2\right) - 3 \right) + 4 \Gamma Y^2 \left(\gamma^2 - 3 \lambda^2\right) \beta_4 \alpha_0 \]
\[ + 4Y \left(\gamma - \Gamma \left(\Gamma + \lambda \right) \left(\alpha_0 - 2 \alpha_{-\gamma} + 2 \alpha_{++}\right)\right) + 2 \alpha_{++} \]
\[ + \Gamma \left(4 \lambda Y \left(\alpha_0 + 8Y \left(\gamma - \Gamma \right) \left(\Gamma + \lambda \right) \alpha_{++} - 3 \Gamma \beta_0 \right) - 2 \alpha_{-\gamma}\right) \]
\[ + \alpha_{++} \left(4Y^2 \left(\gamma^2 - 3 \lambda^2\right) - 1\right) + \Gamma_0^2 Y^2 \left(3 \lambda \beta_0 + \Gamma \left(3 \alpha_{++} - 4 \lambda Y \left(\alpha_0 - 2 \alpha_{-\gamma}\right)\right)\right) \]
\[ + \Gamma_0^2 Y^2 \left(\lambda Y \left(\alpha_0 + \Gamma Y \beta_0 - 2 \alpha_{+\lambda}\right) + 8 \lambda^2 \beta_4 \alpha_0 - 2 \lambda Y \beta_0 \right) \]
\[ + \beta_{++} \left(Y^4 \left(\Gamma_0^2 - 16 \left(\gamma^2 - 6 \lambda^2\right) + 4 \lambda^2\right) - 6 \Gamma_0^2 Y^2 + 1\right), \]
\[ \tilde{B}_{0+} = -2Y \left(-2 \left(4Y \left(1 + \Gamma_0 \lambda Y\right) \left(\alpha_0 \left(\lambda + \Gamma_0 \lambda Y\right) + \beta_0 \left(1 - \Gamma_0 \lambda Y\right)\right)\right) + \alpha_{++} \left(\Gamma + \Gamma_0 \lambda Y\right) \left(Y^2 \left(4 \gamma^2 + \lambda^2\right) + \Gamma_0^2 \right) + 1 \right) \]
\[ + \alpha_{++} \left(-12 \Gamma^4 \Gamma_0^2 \lambda^2 \left(Y^3 + 4 \Gamma^3 Y^2 + \Gamma_0 \lambda Y \left(Y^2 \left(\Gamma_0^2 + 4 \lambda^2\right) - 3\right) \right) \right) \]
\[ + \Gamma \left(1 - 3 \gamma^2 \left(\Gamma_0^2 + 4 \lambda^2\right)\right) \right) + \alpha_{++} \left(\Gamma + \Gamma_0 \lambda Y\right) \left(Y^2 \left(-4 \gamma^2 + \lambda^2\right) + \Gamma_0^2 \right) + 1 \right) \]
\[ + \beta_{++} \left(-24 \Gamma_0^2 \lambda^2 \left(Y^3 + 4 \gamma^2 \left(\Gamma_0^2 - \gamma^2\right) + 2 Y^2 \right) \right) \]
\[ + 2 \Gamma_0^2 Y \left(-4 \gamma^2 - \Gamma_0^2 Y^2 + 3\right) - 8 \lambda^3 \Gamma Y^2 \right), \]
\[ \tilde{B}_{++} = 2Y \left(\Gamma_0^2 Y^2 \left(\alpha_0 + Y \left(-2 \alpha_0 + 2 \lambda \left(\alpha_{++} + \alpha_{++}\right) + 2 \lambda \beta_{++}\right)\right) \right) - \gamma^2 \left(\alpha_0 \left(-2 \gamma Y \alpha_0 - 2 \alpha_{-\gamma} + 6 \alpha_{++}\right)\right) \]
\[ + 4 \gamma Y \left(-2 \lambda \alpha_0 + 2 \alpha_{-\gamma} + 6 \alpha_{++}\right) \right) + 4 \gamma^2 \left(-3 \lambda \alpha_0 - 2 \alpha_{-\gamma} + 6 \alpha_{++}\right) \right) + \lambda_4^2 \left(2 \alpha_{++} - \lambda \left(\alpha_0 - 2 \alpha_{-\gamma} + 6 \alpha_{++}\right) + 6 \lambda \beta_{++}\right) \right) \]
\[ + \lambda \left(\alpha_0 - 2 \alpha_{-\gamma} + 6 \alpha_{++}\right) + \lambda \left(2 \alpha_{++} + \alpha_{++}\right) - \alpha_{++}\right) + \Gamma_0 \left(3 \alpha_{++} - 4 \lambda Y \left(\alpha_0 - 2 \alpha_{-\gamma}\right)\right) \right) \]
\[ + 2 \lambda \beta_{++} \left(4 \gamma^2 \left(\lambda^2 - 3 \gamma^2\right) - 1\right) + \beta_{++} \left(Y^4 \left(-\left(\Gamma_0^2 + 4 \lambda^2\right) - 16 \gamma^4\right) + 8 \gamma^2 Y^2 + 1\right), \]
\[ \text{all subject to the constraining relations which will be determined in the following subsections.} \]

3.1.1. The subclass of linear Hamiltonians. The system of nonlinear equations (33) is not of trivial solution and we shall start by analysing the behaviour of the linear \( su(2) \) Hamiltonian according to this framework. For that matter, we first consider the subclass of (32) with \( \alpha_{++} = \beta_{++} = \alpha_{+\gamma} = \beta_{+\gamma} = 0 \), such that (21) considerably simplifies to
\[ H = \gamma \beta_0 \left(\alpha_+ L_0 + \alpha_+ i \beta_0 \right) L_+ + \alpha_+ \beta_0 \left(\Gamma_0 \alpha_0 + \Gamma_0 \beta_0 \right) L_- + \alpha_0 L_0^2 + \alpha_+ \left(\alpha_0 L_0 + L_0 L_- + L_- L_0\right). \]
(34)
The non-Hermiticity of the operator above comes solely from the first term, all others, as a group, being invariant under Hermitian conjugation. A metric can be found by solving the constraining equations (32) as long as \( \alpha_{++} = \frac{1}{2} i \alpha_0 \), meaning the above becomes just the linear Hamiltonian shifted by the Casimir operator \( L_0^2 \). The Dyson operator, and consequently the metric, is then characterized by the parameters \( \lambda, \gamma, \Gamma_0 \) such that the combination \( \theta^2 = 4 \left(\lambda^2 + \gamma^2\right) - \Gamma_0^2 \) obeys
\[ \frac{\text{tanh}(\theta)}{\theta} = \frac{\beta_0}{\Delta - 4 \left(\alpha_4 \Gamma - \beta_4 \lambda\right)} \]
\[ \Delta = \pm \sqrt{16 \left(\beta_4 \lambda - \alpha_4 \Gamma\right)^2 + 8 \beta_0 \Gamma_0 \left(\alpha_4 \lambda + \beta_4 \Gamma\right) - \beta_0 \left(\gamma^2 + 4 \left(\gamma^2 + 2 \lambda^2\right)\right)} \]
(35)
The above constraints are to be used in (33) when calculating the Hermitian isospectral partner of (34), together with the specifications of the linear Hamiltonian, namely \( \alpha_{++} = \beta_{++} = \alpha_0 = \beta_0 = 0 \). A direct comparison between the non-Hermitian Hamiltonian and its Hermitian counterpart is presented in figure 1, where we have specified all variables but one. The initial parameters in (34) are \( \alpha_+, \gamma_-, \theta_0 \). By fixing the first two of them and reparameterizing the last one in terms of \( \theta_0 \), one can obtain a non-Hermitian Hamiltonian.
in terms of this latter variable. This choice is such that the free parameter measures the non-Hermiticity coming from the $L_0$ term. Using a finite-dimensional matrix representation of the generators of the type

$$L_{\pm}|l, m\rangle = \sqrt{(l \pm m)(l \pm m + 1)}|l \pm 1, m\rangle, \quad L_0 |l, m\rangle = m |l, m\rangle,$$

(36)

the diagonalization of the Hamiltonian is possible and the plot of the eigenvalues as a function of $\theta$ is presented on the left. Here, it was used as a representation of dimension 11 associated with $l = 5$ and $m = -5, -4, \ldots, 0, \ldots, 4, 5$. For the right-hand side, the spectrum is obtained by diagonalizing the transformed Hamiltonian (33), with $\alpha_{\pm} = \beta_{\pm} = \alpha_{00} = \beta_{00} = 0$ and subject to (35). The diagonalization of this Hermitian counterpart involves other three free parameters, $\lambda, \Gamma, \Gamma_0$, and $\theta$ has an interpretation in terms of the parameters of the metric, so that the constraint (35) is always satisfied for $\theta^2 \leq 8$. As one can see, the spectral curves for arbitrary values of the metric parameters coincide, as expected, reinforcing the results presented.

The subcase of (34) where $\alpha_{00} = \alpha_{+-} = 0$ corresponds to the noninteractive limit of the Bose–Hubbard model when $\beta_{\pm} = 0$. It is also the $su(2)$ analogue of the so-called Swanson Hamiltonian [33], defined for $su(1, 1)$:

$$H_S = \mu_0 K_0 + \mu_- K_- + \mu_+ K_+$$

(37)

with the energy spectrum $E_n^S = (n + \frac{1}{2}) \sqrt{\mu_0^2 + \mu_- \mu_+}$, in agreement with (11). Here $\mu_{0, \pm}$ are nothing but parameters specifying an extension of the harmonic oscillator with characteristic frequency $\mu_0$, which can be recovered when $\mu_+ = \mu_- = 0$; otherwise, when $\mu_0 \neq \mu_\pm$, non-Hermiticity arises. In a similar way, as what was done for the Swanson model, one can express the Hamiltonian as an isospectral deformation of a multiple of the operator $K_0$, or $L_0$ in this situation. The determination of this proportionality factor, similar to equation (25), allows us to find the eigenvalues in the present case to be

$$E_n = n \sqrt{(\alpha_+^2 + \beta_+^2)} - \frac{\beta_0^2}{4},$$

(38)
in accordance with the result of the previous section and describing the behaviour of the spectra shown in figure 1. The real energy spectra of these Hamiltonians are complementary: whereas \( E_n^S < \mathbb{R} \) for \( \mu_+^2 > 4 \mu_+ \mu_- \) one has \( E_n^S < \mathbb{R} \) for \( \mu_+^2 < 4 \mu_+ \mu_- \equiv 4(\alpha_+^2 + \beta_+^2) \) for the linear \( su(2) \) Hamiltonian. Alternatively to its direct derivation, the equation above could also be inferred by the correspondence between the generators \( L \) and \( K \), mentioned at the end of subsection 2.1.

The Swanson linear Hamiltonian, however, is somewhat trivial and the quadratic terms are the ones giving rise to more interesting behaviour, such as interaction. Therefore, the understanding of quadratic problems is relevant and shall be pursued in the next subsection.

3.1.2. The general quadratic Hamiltonian. Having presented the general framework allowing us to construct a consistent description of non-Hermitian Hamiltonians and shown the behaviour of the simpler linear subclass of Hamiltonians, we can now tackle the more involved situation where quadratic terms are added. To find the constraints for more general quadratic Hamiltonians (21) to be mapped into a Hermitian counterpart by a Dyson operator of the form (27), we again apply the ansatz to the Hamiltonian and demand the result to be Hermitian.

It is important to note that the \( \eta \) operator preserves the powers of the angular momentum components appearing in the Hamiltonian. That is, it maps the linear part to a linear counterpart, and the quadratic part to a purely quadratic part, without linear terms. The quadratic part adds two additional constraints, besides those involving the coefficients of the terms linear \( L_0 = L_z \) in the Hamiltonian. Nevertheless, the fact that the Hermitian conjugate of \( L_0 L \) is \( L_0 L_0 \) implies that in order to rewrite the latter in terms of the former, the commutation relations need to be used, introducing the non-Hermiticity of the quadratic parts in the linear ones. As a consequence, the constraint obtained in the linear case gets extended, with the quadratic part in general leading to an additional condition, in the quadratic case but stays valid in the limit as \( \alpha_{ij} \to 0 \) and \( \beta_{ij} \to 0 \). Thus, although the introduction of the quadratic parameters increases the dimension of the manifold defined by the constraints, the range of linear coefficients for which a linear \( \eta \) operator can be found does not increase due to an additional quadratic terms and lies within the region \( \xi_+^2 + \xi_0^2 - \xi_-^2 = 4(\alpha_+^2 + \beta_0^2) - \beta_0^2 > 0 \).

However, the class of \( \eta \) operators (27) is larger than necessary. For any Hamiltonian that is mapped to a Hermitian counterpart by an \( \eta \) operator of the form (39) with \( \Gamma_0 = \delta = 0 \), there exists another \( \eta \) with \( \Gamma_0 = \delta = 0 \) that also maps the non-Hermitian to a Hermitian Hamiltonian. This is because the \( L_0 \) contribution for this particular kind of ansatz can be factored out, in a similar fashion as the Gauss decomposition of (27) leading to (31), as a unitary operator, which cannot transform a non-Hermitian operator to a Hermitian one and vice versa. Thus, to investigate the quadratic non-Hermitian Hamiltonian, we will use the simpler ansatz

\[
\tilde{\eta} = \exp \left[ 2 \{ (\lambda + i\Gamma)L_+ + (\lambda - i\Gamma)L_- \} \right].
\]

(39)

where the \( L_0 \) part has been removed. Further, it is useful to consider the parameters in the metric to be proportional, \( \Gamma = \lambda \nu \). The exponent in the metric then reads \( T = 2\lambda[(1 + i\nu)L_+ + (1 - i\nu)L_-] \). This \( \eta \) operator can be interpreted as a rotation of the space \( x, y, z \) around an axis in the \( x, y \) plane by an imaginary angle, that is, a boost.

Here we present results for the Hermitian metric, with \( \Gamma_0 = 0 \), but analogous expressions for \( \Gamma_0 \neq 0 \) can also clearly be found, as argued before. We present results for the latter in the appendix. By solving the constraints (32) coming from the Hermiticity conditions on the transformed Hamiltonian (6), we end up with relations fixing the parameters in the metric, \( \lambda \) and \( \nu \), through the quantity \( \theta \) and also restraining some of the coefficients in the

\[
\eta = \exp \left[ 2 \{ (\lambda + i\Gamma)L_+ + (\lambda - i\Gamma)L_- \} \right].
\]
Hamiltonian. The metric transformations which map the non-Hermitian Hamiltonians into Hermitian counterparts must satisfy the following relation:

$$\tanh(\theta) = \frac{2\beta_+ - \beta_{i0} - (2\alpha_+ - \alpha_{i0})\nu \pm \bar{\Delta}}{\beta_0 \sqrt{1 + \nu^2}}$$

$$\bar{\Delta} = \sqrt{(2\beta_+ - \beta_{i0} - (2\alpha_+ - \alpha_{i0})\nu)^2 - \beta_0^2 (1 + \nu^2)}$$

(40)

with $\theta = 2\lambda \sqrt{\nu^2 + 1}$ and further constraints

$$\alpha_{i0} = 2\alpha_+ + \frac{(2\alpha_+ - \alpha_{i0})(\alpha_{i0} - 2\beta_{i0}(\nu - 1))}{2\beta_0 (\nu - 1)} + \frac{\beta_0 (\alpha_{i0} + \beta_{i0}\nu)}{2\beta_+ - \beta_{i0} + (\alpha_{i0} - 2\alpha_+)\nu} + 2\alpha_+ \nu^2 - 1$$

$$+ \frac{\alpha_{i0}(\alpha_{i0} - 4(\beta_+ - \beta_{i0})) - (\alpha_+^2 + 2\beta_{i0}(\beta_+ - 2\beta_+))\nu - 2\alpha_+(\alpha_{i0} + 2\beta_+ - \alpha_{i0}\nu)}{2\beta_0 (\nu^2 - 1)}$$

$$\beta_{i+} = \frac{(\beta_{i0} - \alpha_{i0}\nu)(\beta_{i0} - 2\beta_+ + (2\alpha_+ - \alpha_{i0})\nu) - 4\alpha_+ \beta_{0} \nu}{2\beta_0 (\nu^2 - 1)}.$$  

(41)

Setting $\nu = 0$ in the expressions above, the constraints in the metric parameters and Hamiltonian coefficients simplify significantly, constituting simpler solutions. The linear limit ($\alpha_{ij} = \beta_{ij} = 0$) reproduces as expected the results in (35). In these cases, for instance, the constraining equations might be more conveniently expressed in terms of $\tanh(2\theta)$. If this is done, care must be taken in order to make sure no spurious solutions are added as there is an ambivalence between $\tanh(\theta) = \frac{2\lambda \sqrt{\nu^2 + 1}}{1 + \nu^2}$ and $\coth(\theta) = \frac{2\lambda \sqrt{\nu^2 + 1}}{1 - \nu^2}$.

The possibility of finding exact conditions for the so-called pseudo-quasi-Hermiticity to be present in a system is without doubt a strong point of the current method. Moreover, this approach at the same time not only gives information about the metric with respect to which the Hamiltonian has a unitary evolution with real eigenvalues, but also allows us to construct Hermitian isospectral partners. In order to do so, one just has to act with the Dyson similarity transformation on the original Hamiltonian, as described by dysonherm. The Hermitian counterpart for (21) constructed in this way is specified by (33), with $\Gamma_0 = 0$, $\Gamma = \nu \lambda$, and constrained according to (41).

In figure 2 below, we confirm again that the original non-Hermitian quadratic $su(2)$ Hamiltonian has a spectrum which exactly matches that of the constructed Hermitian counterpart with $\bar{\eta}$ (39), providing another consistency check. Similar to the analysis of figure 1, again we fix the parameters in order to satisfy the Hermiticity constraints (40) and leave one of them, $\beta_0$, free to vary. The diagonalization is done with the angular momentum representation for $l = 5$. However, now the intervals in both graphs are chosen to be different. Whereas the first graph gives a more general picture of the behaviour of the eigenvalues, the interval in the subsequent graph is also interesting as it shows in more detail that the apparent level crossing of the characteristic values observed on the left actually corresponds to avoided crossing of levels, as shown on the right. Due to the presence of quadratic interacting terms, the structure of the energy levels is considerably richer than that of the linear case, in figure 1, deviating from the simple harmonic oscillator. Differently from the linear case, now the Hamiltonian cannot be put in a form proportional to $L_0$ only, so the analogue of equation (38) cannot be presented here.

Whereas in the linear case, the class of pseudo-quasi-Hermitian operators is identical to the class of operators for which an $\eta$ operator of the form (27) exists, and the latter can always be found via direct diagonalization, these classes of Hamiltonians do not coincide in the quadratic case. Only a subclass of Hamiltonians quadratic in $su(2)$ can be diagonalized by a similarity transformation with linear exponents in the generators of $su(2)$. In addition there are non-Hermitian Hamiltonians of the type (21) for which such $\eta$ operators can be found that
map them to Hermitian, but not diagonal, counterparts. A whole class of such Hamiltonians with a nontrivial spectrum can for example be obtained from the linear system, by adding a Hermitian quadratic part that commutes with the metric obtained for the linear part.

It is also interesting to note that by fixing the parameters in the Hamiltonian arbitrarily and letting one of them, $\beta_0$, again, vary freely, without respect to the constraints (40), we observe in figure 3 the emergence of complex eigenvalues for the problem, a behaviour very similar to that described in [23]. This is a manifestation of the broken $\mathcal{PT}$-symmetry, in which case despite having a $\mathcal{PT}$-symmetric Hamiltonian as we do, the eigenfunctions of the corresponding states are not invariant under parity and time reversal. For the values chosen, a metric of the form (26) can only be found for either $\beta_0 = 0$ or $\beta_0 = 2.4733$, but the graph shows us that the region of unbroken $\mathcal{PT}$-symmetry is larger and we expect that a more general metric should exist to cover the whole sector.

Considering the vanishing of the quadratic parameters $\alpha_{ij}, \beta_{ij} = 0$, conditions (41) are automatically satisfied whereas (40) can be rewritten as

$$\tanh(4\sqrt{\lambda^2 + \Gamma^2}) = \frac{\beta_0\sqrt{\lambda^2 + \Gamma^2}}{2(\beta_0 - \alpha)\Gamma},$$

which coincides with (35), when $\Gamma_0 = 0$, $\Gamma = \nu\lambda$, written in terms of the double angle. Parameterizing $\lambda = \frac{1}{4}\phi \cos \theta$ and $\Gamma = \frac{1}{4}\phi \sin \theta$, the above equation can be interpreted as the orthogonality condition between the vectors $(2\alpha_\sigma, -2\beta_\sigma, \beta_0)$ and $(\sin \theta \sinh \phi, \cos \theta \sinh \phi, \cosh \phi)$ [51]. The second vector points from the origin to a hyperboloid of two sheets, and can be written as $(x, y, \pm \sqrt{1 + x^2 + y^2})$ for any $x, y \in \mathbb{R}$. Thus, the absolute value of the slope of these vectors in the direction of $z$ is always larger than 1. That is, if and only if the slope of $(2\alpha_\sigma, -2\beta_\sigma, \beta_0)$ in the $z$-direction lies between $-1$ and $+1$ it can be orthogonal to a vector of this form. This gives the constraint $|\beta_0| \leq 2\sqrt{\alpha^2 + \beta^2}$, and it is now straightforwardly verified that the $\eta$ operator which was extracted from the
diagonalization fulfills this constraint, in agreement with (38). Due to the existence of more parameters in the general quadratic Hamiltonian, a simple geometrical interpretation of this form cannot be achieved.

Now that a systematic study of the metric operators associated with problem (21) has been achieved, the constraints specified by (40) and (41) can be used to investigate the interacting Bose–Einstein Hamiltonian (24), presented as a motivating example. This is simply accomplished by taking $\beta_+ = \beta_{++} = \beta_{+0} = \alpha_{++} = \alpha_{+0} = 0$ in (23). As a result, the corresponding system (33) does not have a consistent solution. This problem of not being able to find a metric of the proposed form motivates us to find alternative Dyson operators.

Next, we shall discuss the existence of more general Dyson operators, by investigating the possibility of $\eta$ operators with an exponent including quadratic terms instead of only linear operators.

3.2. Quadratic metrics

There are examples found in [1] where one is faced with non-Hermitian Hamiltonians having real spectra but for which a metric of the form (26) could not be found. This was only a confirmation of the fact that the ansatz used is far from being the most general. *A priori*, there is no reason why a non-Hermitian quadratic $su(2)$ Hamiltonian should be mapped to a Hermitian counterpart by an $\eta$ operator of the simple linear form. From the known solvable examples of Heisenberg–Weyl type, it is for example well known that the metric often is not an analytic function of the coordinate and momentum operators and might even involve nonlocal expressions. It is expected that the situation for $su(2)$ Hamiltonians is in general not different. Thus, the class of non-Hermitian Hamiltonians of type (21) with real eigenvalues is expected to be larger than the class fulfilling the constraints in the last section that is brought to a Hermitian counterpart by a simple $\eta$ with a linear exponent.

However, finding more general metrics soon goes beyond the capability of the approach followed up in this paper, as we were using an explicit ansatz for the metric together with the
Lie algebraic properties special to this ansatz. With that in mind, we can choose an operator whose exponent is, instead, purely quadratic in the operators $L_0$, $L_\pm$:

$$\eta = e^{-L^2} e^{\xi L^2} e^{L^2}.$$  \hspace{1cm} (43)

For that purpose we make use of the following actions:

$$e^{\xi L^2} L_0 e^{-\xi L^2} = L_0 + 2\xi_+ L_\pm,$$
$$e^{\xi L^2} L_- e^{-\xi L^2} = L_- + 2\xi_+ (L_+ + 2L_0) - 4\xi_+^2 L_\pm,$$
$$e^{-\xi L^2} L_+ e^{\xi L^2} = L_+ - 2\xi_- (L_- + 2L_0 L_-) - 4\xi_-^2 L_\pm,$$
$$e^{\xi L^2} L_+ e^{\xi L^2} L_- = e^{+0} (L_+),$$
$$e^{\xi L^2} L_- e^{-\xi L^2} = e^{-0} (e^{-20} L_0 L_-).$$  \hspace{1cm} (44)

The expressions above lead to

$$\eta L_0 \eta^{-1} = c_0 - 2\xi_+ e^{20} (c_1 e^{20} c_0)^2,$$
$$\eta L_+ \eta^{-1} = e^{0} (c_1 e^{20} c_0),$$
$$\eta L_- \eta^{-1} = e^{-0} e^{20} L_- + 2\xi_+ e^{0} (c_1 e^{20} c_0) + 4\xi_+ e^{0} (c_1 e^{20} c_0) c_0 - 4\xi_+^2 e^{0} (c_1 e^{20} c_0)^3,$$

where we have abbreviated

$$c_0 \equiv L_0 + 2\xi_+ L^2_\pm,$$
$$c_1 \equiv L_+ - 2\xi_- L_- - 4\xi_- L_0 L_- - 4\xi_-^2 L^2_\pm.$$  \hspace{1cm} (45)

From this action we can already extract a number of interesting observations. First of all, we observe that the first equation in (44), when read from right to left so to speak, is already an example of a non-Hermitian Hamiltonian that is mapped to a Hermitian counterpart by a metric with a quadratic exponent. This is a trivial example, because in the standard basis of angular momentum it is immediately obvious that the eigenvalues of the non-Hermitian operator $L_0 + 2\xi_+ L^2_\pm$ are identical to those of $L_0$, and thus real, as in this basis, it corresponds to an upper/lower triangular matrix with the eigenvalues of $L_0$ on the diagonal. This example is not of type (21) that we have been investigating in this paper, since there we cannot vanish $L_+$ or $L_-$. However, we can easily construct an example of this type, by a rotation, so that the Hamiltonian on the right side of the first equation in (44) is in fact of type (21).

Secondly, due to the fact that an exponential of a product of $su(2)$ operators does not preserve the power of the generators $L$ upon which they act adjointly, the mapping above is clearly not a linear transformation. This strongly complicates the structure of constraints obtained from demanding the transformed Hamiltonian be Hermitian. In order to overcome this difficulty in formulating condition (6), another possibility is to consider for simplicity a matrix representation for the problem in an attempt to construct a metric with quadratic exponents, as in (43). When calculating it, one can make use of the fact that, unlike $su(1, 1)$, the algebra $su(2)$ admits finite-dimensional representation in order to analyse the system more easily by working with a specific realization. The simplest of these is the two-dimensional spin-$\frac{1}{2}$ representation, generated by Pauli $\sigma$-matrices. However, the simplicity of such representation does not always play in our favour. If we make use of well-known properties

$$\sigma_i \cdot \sigma_j = \delta_{ij} \mathbb{1} + \sum_k \epsilon_{ijk} \sigma_k,$$  \hspace{1cm} (47)

we can immediately see that the inclusion of quadratic terms $L_i L_j$ of the enveloping algebra $U(su(2))$ in the Hamiltonian does not bring anything new to the problem when formulated in terms of $2 \times 2$ matrices. This is because the generators of $su(2)$ correspond to a basis in two dimensions but this property does not hold anymore for higher dimensions (higher spin representation). It seems that the higher the spin representation, the more effect the
Figure 4. First levels of the real energy spectrum, as a function of $\beta_0$, of the non-Hermitian Hamiltonian $H = i\beta_0 L_0 + 4\left(1 + \frac{\beta_0}{\sqrt{2}}\right)(L_+^2 - L_-^2) + L_0^2 + 3(L_- L_+ + L_+ L_-)$. This system can be mapped into a Hermitian counterpart with a Dyson operator of the form $\eta = e^{2\sqrt{2} \beta_0 L_0^2} e^{\zeta_0 L_0^2} e^{\zeta_0 L_0^2}$ and has eigenvalues $12$ and $7 \pm \sqrt{81 \beta_0^2 + 64 (431 - 160 \sqrt{7}) - 5 \sqrt{7}}$, therefore always real.

Quadratic terms will have. In the basis of the spin 1 representation, with $l = 1, m = -1, 0, 1$ in (36), the expressions in (45) take the simple form of $3 \times 3$ matrices, so that one is left with nine equations, complex in general, when imposing condition (6). Requiring the quadratic metric (43) to be invariant under the same anti-linear symmetry, we must have $\zeta_{\pm} = \zeta_1 \pm i \zeta_2$, with $\zeta_0, \zeta_1, \zeta_2 \in \mathbb{R}$, which also makes the metric Hermitian. Hermiticity can then be imposed by requiring

$$
\begin{align*}
\beta_0 &= \frac{4\beta_{+0} \zeta_+ (8\zeta_+^2 - \sqrt{2} - 4\zeta_+^2 + 2)}{16\zeta_+^2 + 1}, \\
\beta_+ &= \frac{\beta_{+0} (2\zeta_+ - 1)}{-2\zeta_+ + e^{2\theta_0} (\zeta_+ (4\zeta_+ - 2) + 1) + 1}, \\
\alpha_+ &= \frac{\alpha_{+0} (2\zeta_+ + 1)}{2\zeta_+ + e^{2\theta_0} (\zeta_+ (4\zeta_+ + 2) + 1) + 1}, \\
\zeta_- &= \frac{\sqrt{2}\zeta_+ \sqrt{1 - 2\zeta_+^2} - \zeta_+}{4\zeta_+^2 - 1},
\end{align*}
$$

with $|\zeta_+| \leq \frac{1}{\sqrt{2}}$. Although actions (45) used are representation independent, the Hermiticity constraints above (48) were constructed from a $3 \times 3$ representation and therefore are not valid in general. It is interesting to note that no situation for which the quadratic metric coexists with the linear metric could be found. This reinforces the need of more general metric operators as the limitations of the Dyson operator with only linear operators in the exponent become clear now. Finally, in figure 4, we have an example of non-Hermitian Hamiltonian with real eigenvalues for which a quadratic metric, of type (43), can be found.

3.3. Swanson diagonalization

It is in general not clear why a quadratic non-Hermitian Hamiltonian should allow for a simple $\eta$ operator of the form (26) at all, and we now know that there is a wider class of Hamiltonians.
for which only a more complicated $\eta$ operator can be found. In what follows, we shall briefly outline how the class of diagonalizable operators can be constructed, and then we will focus on the more general class of operators that have an $\eta$ operator of the linear form that does not necessarily diagonalize them.

For the investigation of the quadratic Hamiltonians that can be diagonalized by the $\eta$ operator with a linear exponent, it is convenient to view the action of a generalized Bogoliubov transformation [33]. If we make in (28) the identification

$$\eta = \alpha e^{\delta \xi} + \beta e^{\gamma \xi},$$

it is also possible to interpret the same transformation as a generalized Bogoliubov transformation [33]:

$$\begin{pmatrix} \tilde{L}_0 \\ \tilde{L}_+ \\ \tilde{L}_- \end{pmatrix} = \begin{pmatrix} \gamma \beta + \delta \alpha & -\alpha \beta & \gamma \delta \\ -2\beta \delta & \beta^2 & -\delta^2 \\ 2\gamma \alpha & -\alpha^2 & \gamma^2 \end{pmatrix} \begin{pmatrix} L_0 \\ L_+ \\ L_- \end{pmatrix},$$

with $\beta \gamma - \alpha \delta = 1$ to guarantee a unity determinant, reducing the number of parameters in the transformation to 3, the same as in the similarity transformation.

For the $su(1,1)$ representation in terms of $K$, the interesting feature which allows the diagonalization of the system [1, 33] is new creation and annihilation operators. For the representation in terms of $L$, the corresponding new bosons are

$$\begin{pmatrix} d_1 \\ d_2 \\ c_1 \\ c_2 \end{pmatrix} = \begin{pmatrix} \gamma & -\alpha & 0 & 0 \\ -\delta & \beta & 0 & 0 \\ 0 & 0 & \delta & \beta \\ 0 & 0 & \alpha & \gamma \end{pmatrix} \begin{pmatrix} a_1 \\ a_2 \\ a_1^\dagger \\ a_2^\dagger \end{pmatrix}.$$ (51)

As a result, the transformed operators are written in a very simple form in terms of these new bosonic operators

$$\tilde{L}_0 = \frac{1}{2}(c_1d_1 - c_2d_2), \quad \tilde{L}_+ = c_1d_2, \quad \tilde{L}_- = c_2d_1,$$ (52)

with $[d_1, c_1] = 1, [d_2, c_2] = 1$ and the remaining commutators vanishing. Consequently, $\tilde{N}_i = c_i d_i$ behave as number operators and $[\tilde{N}_i, c_i] = c_i, [\tilde{N}_i, d_i] = -d_i$. If a Hamiltonian can be expressed as

$$\tilde{H} = \tilde{a}_0 \tilde{L}_0 + \alpha \tilde{a}_0 \tilde{L}_0^\dagger + \tilde{a}_{--} \tilde{L}_- \tilde{L}_+ + \tilde{a}_{--} \tilde{L}_+ \tilde{L}_- + \tilde{a}_{--} \tilde{L}_+ \tilde{L}_- + \tilde{a}_{--} \tilde{L}_+ \tilde{L}_-$$

then, despite being still non-Hermitian ($\tilde{N}_i \neq \tilde{N}_i$), it is already diagonalized for some states $|\tilde{n}_1 \rangle \otimes |\tilde{n}_2 \rangle$ satisfying $\tilde{N}_i |\tilde{n}_i \rangle = n_i |\tilde{n}_i \rangle$. Equivalently [23] the states can be represented in the usual angular momentum basis $|l, m \rangle$ with $l = n_1 + n_2$ and $m = n_1 - n_2$, such that $\tilde{L}_0 |l, m \rangle = m |l, m \rangle$ and $\tilde{L}_+ |l, m \rangle = \sqrt{(l + m)(l + m + 1)} |l, m \pm 1 \rangle$.

The conditions for which the transformation brings the Hamiltonian into this diagonal form can be obtained from [1] having in mind that $K_0 \rightarrow -L_0, K_+ \rightarrow L_-, K_- \rightarrow -L_+$. For the linear case, for example, the constraint obtained is almost the same as for the similarity transformation (55):

$$\Gamma_0 \tanh(\theta) = \frac{\alpha, \lambda + \beta_\delta \Gamma}{\alpha, \Gamma - \beta_\delta \lambda},$$

so that when $\Gamma_0 = 0$ one must have $\alpha, \lambda + \beta_\delta \Gamma = 0$, a condition which can be used to fix the ambiguities in the metric. In this case, the metric will also diagonalize the Hamiltonian.
4. Conclusion and outlook

In this paper, we carried out the construction of metrics and Hermitian counterparts associated with a certain class of quadratic \( su(2) \) non-Hermitian Hamiltonians by using a Lie algebraic formulation. A method first employed for systems with infinite-dimensional representation is now applied to problems admitting finite-dimensional representations. In this way, our methods and results can be successfully checked with explicit diagonalization. The symmetry present in such systems is not \( PT \) but still it was possible to construct non-Hermitian models with real spectra by determining the metric operator and isospectral Hermitian counterparts. In fact, examples of non-\( PT \)-symmetric models with real eigenvalues can be found in e.g. [52–54] but the construction of Dyson operators, as done in this manuscript, corresponds to an important step towards a complete understanding of the non-Hermitian structure of the Hamiltonian.

The equivalence of the spectra of the two Hamiltonian partners, the original non-Hermitian and the transformed Hermitian one, was shown in comparative graphs encoding the algebraic structure determined in exact form. We have taken our metric ansatz beyond the linear operators in the exponent and explored the possibility of having a more complicated ansatz, quadratic in the \( su(2) \) generators. The difficulties imposed by this metric regarding the commutation relations of quadratic terms were overcome with the use of a finite-dimensional representation. We have studied a 3 \( \times \) 3 example which has the advantage of being simple enough to allow for a solution but at the cost of not necessarily having a generic representation-independent result.

Finally, we have emphasized that the anti-linear symmetry of the Hamiltonians investigated in this manuscript corresponds just to one of three possibilities presented and there are other different non-Hermitian Hamiltonians expressed as linear and quadratic combinations of \( su(2) \) generators which can have real spectra. The other possible realizations of such a symmetry still remain to be investigated in more detail, in particular the appealing situation where \( PT \)-symmetry comes naturally combined with charge conjugation. Metrics and Hermitian counterparts for non-Hermitian Hamiltonians described by both \( su(2) \) and \( su(1, 1) \) generators may also be treated with the knowledge of the transformations presented here and in [1], in combinations which are extensions of Jaynes–Cummings models [55, 56].
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Appendix. Metrics with \( \Gamma_\theta \neq 0 \)

A.1. \( \Gamma = 0 \)

Letting aside the condition that \( \eta^\dagger = \eta \), we can still impose some simplifications by vanishing one of the parameters in the metric. Again we introduce some proportional factors relating the remaining parameters, \( \Gamma_0 = \lambda \nu \), such that \( T = 2\lambda [il_0 + l_+ + l_-] \). The solutions in this
case are expressed as
\[
Y = \frac{\tanh(\theta)}{\sqrt{4-v^2}} = \frac{4(\beta_{a0} - 2\beta_v) \pm \Delta}{2(2\alpha_v - \alpha_{a0})v - \beta_0(v^2 + 4))}
\]
where \( \Delta = \sqrt{16(\beta_{a0} - 2\beta_v)^2 + 4\beta_0(2\alpha_v - \alpha_{a0})v - \beta_0(v^2 + 4))} \) \hspace{1cm} (A.1)

with \( \theta = \lambda/\sqrt{4-v^2} \) and
\[
\alpha_{a0} = 2\alpha_{a+} + \frac{\alpha_{a0} + Y\alpha_{a0}}{2Y} = \frac{\beta_{a0} + 4Y^2\beta_{a0} - 8Y\beta_{a+}}{8Y^2v} - \frac{(\beta_{a0} - 8Y\beta_{a+})v + \alpha_{a0}Yv^2}{8} + \frac{4Y(\alpha_{a0} - Y\beta_{a0})v}{1 + 8Y^2(4 + v^2)} \hspace{1cm} (A.2)
\]

\[
\beta_{a+} = \frac{v(\alpha_{a0}(1 + Y^2(4 + v^2)) - 16Y\alpha_{a+})}{8(1 - Y^2v^2)} + \frac{\beta_{a0}(1 + Y^2(4 + v^2))}{8Y(1 - Y^2v^2)}. \hspace{1cm} (A.3)
\]

There is also another set of solutions for which one cannot take the \( v \rightarrow 0 \) limit
\[
\tanh(\theta) = \pm \frac{1}{v} \sqrt{4-v^2}
\]
\[
\alpha_v = \frac{\alpha_{a0} + \beta_0(v^2 + 2)}{2v} \mp \left( \beta_0 - \frac{\beta_{a0}}{2} \right)
\]
\[
\alpha_{a+} = \pm \frac{(\alpha_{a0} \pm \beta_{a0})(2 + v^2)}{8v}
\]
\[
\beta_{a+} = \pm \left( \frac{\alpha_{a0}}{2} - \alpha_{a-} \mp \frac{(\alpha_{a0} \pm \beta_{a0})(4 + 12v^2 + v^4)}{8v(2 + v^2)} \right). \hspace{1cm} (A.4)
\]

**A.2. \( \lambda = 0 \)**

For this other two-parameter metric which remains to be analysed we use \( \Gamma_0 = \Gamma v \), and the argument in the metric becomes \( T = 2\Gamma[vL_0 + L_+ - L_-] \).
\[
Y = \frac{\tanh(\theta)}{\sqrt{4-v^2}} = \frac{4(\alpha_{a0} - 2\alpha_v) \pm \Delta}{2(4(\beta_{a0} - 2\beta_v) + \beta_0(v^2 + 4))}
\]
where \( \Delta = \sqrt{16(\alpha_{a0} - 2\alpha_v)^2 - 4\beta_0(4(\beta_{a0} - 2\beta_v) + \beta_0(v^2 + 4))} \) \hspace{1cm} (A.5)

with \( \theta = \Gamma/\sqrt{4-v^2} \) and
\[
\alpha_{a0} = 2(\alpha_{a+} - \alpha_{a-}) = \frac{\beta_{a0}}{4Y} + \frac{\alpha_{a0}v}{4} + \frac{(1 + 2Y^2)(\alpha_{a0} - \beta_0) - 8Y\alpha_{a+}}{4Y(Yv - 1)} + \frac{4Y(\beta_0 + Y\alpha_{a0})v}{1 + 8Y^2(4 + v^2)} \hspace{1cm} (A.6)
\]
\[
\beta_{a+} = \frac{v(16Y\alpha_{a+} + \beta_{a0}(4 + v^2))}{8Y^2v^2 - 1) - \alpha_{a0}(1 + Y^2(4 + v^2))}{8Y(Y^2v^2 - 1)}. \hspace{1cm} (A.7)
\]

There is also another set of solutions for which one cannot take the \( v \rightarrow 0 \) limit:
\[
\tanh(\theta) = \pm \frac{1}{v} \sqrt{4-v^2}
\]
\[
\alpha_v = \frac{\alpha_{a0} \pm \beta_0}{2v} \mp \left( \beta_0 - \frac{\beta_{a0}}{2} \right)
\]
\[
\alpha_{a+} = \frac{(\alpha_{a0} \pm \beta_{a0})(2 + v^2)}{8v}
\]
\[
\beta_{a+} = \pm \left( \frac{\alpha_{a0}}{2} - \alpha_{a-} - \frac{(\alpha_{a0} \pm \beta_{a0})(4 + 12v^2 + v^4)}{8v(2 + v^2)} \right). \hspace{1cm} (A.8)
\]
References

[1] Assis P E G and Fring A 2009 J. Phys. A: Math. Theor. 42 015203
[2] Assis P 2010 Non-Hermitian Hamiltonians in Field Theory (Saarbrücken: VDM)
[3] Mosleye N 2011 Non-Hermitian Quantum Mechanics (Cambridge: Cambridge University Press)
[4] Hollowood T 1992 Nucl. Phys. B 384 523–40
[5] Olive D I, Turok N and Underwood J W R 1993 Nucl. Phys. B 401 663–97
[6] Cardy J L and Sugar R L 1975 Phys. Rev. D 12 2514–22
[7] Scholtz F G, Geyer H B and Hahne F 1992 Ann. Phys. 213 74–101
[8] von Gehlen G 1991 J. Phys. A: Math. Gen. 24 5371–99
[9] Dieudonné J 1961 Proc. Int. Symp. on Linear Spaces (Oxford) pp 115–22
[10] Williams J P 1969 Proc. Am. Math. Soc. 20 121–3
[11] Caliceti E, Graffi S and Maioli M 1980 Commun. Math. Phys. 75 51
[12] Bender C M and Boettcher S 1998 Phys. Rev. Lett. 80 5243–6
[13] Bender C M, Brody D C and Jones H J 2002 Phys. Rev. Lett. 89 270401
[14] Kaushal R S and Korsch H J 2000 Phys. Lett. A 261 47
[15] Mostafazadeh A 2003 J. Phys. A: Math. Gen. 36 7081
[16] Bender C M, Berry M V and Mandilara A 2002 J. Phys. A: Math. Gen. 35 L467
[17] Mostafazadeh A 2003 J. Phys. A: Math. Gen. 36 7081
[18] Mostafazadeh A 2010 Phys. Scr. 82 038110
[19] Bender C M 2007 Rep. Prog. Phys. 70 947–1018
[20] Mostafazadeh A 2008 arXiv:0810.5643
[21] Bagchi B, Mallik S and Quesne C 2001 J. Phys. A: Math. Gen. 34 10019–27
[22] Bagchi B, Malik S and Quesne C 2001 Int. J. Mod. Phys. A 16 2859–72
[23] Swanson M S 2004 J. Math. Phys. 45 585
[24] Musumbu D P, Geyer H B and Heiss W D 2007 J. Phys. A: Math. Gen. 39 10119–27
[25] Figueirua de Morisson Faria C and Fring A 2006 Czech. J. Phys. 56 899–908
[26] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[27] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[28] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[29] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[30] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[31] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[32] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[33] Krejcirik D, Bila H and Znojil M 2006 J. Phys. A: Math. Gen. 39 10143
[34] Krejcirik D and Siegl P 2010 J. Phys. A: Math. Theor. 43 485204
[35] Bender C M and Kalveks R J 2010 arXiv:1009.3236
[36] Lipkin H J, Meshkov N and Glick J 1965 Nucl. Phys. 62 188
[37] Gorshkov A V, Hermele M, Gauravie V, Xu C, Julienne P S, Ye J, Zoller P, Demler E, Lukin M D and Rey A M 2010 Nat. Phys. 6 289–95
[38] Fring A 2010 private communication
[39] Biedenharn L C and van Dam H 1965 Quantum Theory of Angular Momentum (New York: Academic)
[40] Heiss W D 2000 Phys. Rev. E 61 929
[41] Roter I 2009 J. Phys. A: Math. Gen. 42 153001
[42] Bethe H 1931 Phys. Rev. 71 205–26

23
[51] Graefe E M 2011 private communication
[52] Cannata F, Junker G and Teost J 1998 Phys. Lett. A 246 219–26
[53] Andrianov A, Cannata F, Dedonder J-P and Ioffe M 1999 Int. J. Mod. Phys. A 14 2675
[54] Dorey P, Dunning C and Tateo R 2004 Czech. J. Phys. 54 35
[55] Jaynes E T and Cummings F W 1963 Proc. IEEE 51 89–109
[56] Kundu A 2005 Theor. Math. Phys. 144 975