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Abstract

Stabilised mixed velocity-pressure formulations are one of the widely-used finite element schemes for computing the numerical solutions of laminar incompressible Navier-Stokes. In these formulations, the Newton-Raphson scheme is employed to solve the nonlinearity in the convection term. One fundamental issue with this approach is the computational cost incurred in the Newton-Raphson iterations at every load/time step. In this paper, we present an iteration-free mixed-stabilised finite element formulation for incompressible Navier-Stokes that preserves second-order temporal accuracy for both velocity and pressure fields. We prove the second-order temporal accuracy using an example with a manufactured solution. We then illustrate the accuracy and the computational benefits of the proposed scheme by studying the benchmark example of flow past a fixed circular cylinder and then using two benchmark examples in fluid-flexible structure interaction.
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1. Introduction

Navier-Stokes equations which model fluid flow are one of the most widely used partial differential equations in the fields of science and engineering. Obtaining accurate numerical solutions of Navier-Stokes equations has been one of the frontiers of research for more than a century. With the advent of computers, development of accurate, robust and computationally efficient schemes for computing the numerical solutions of Navier-Stokes equations has been one of the principal areas of research in computational engineering and numerical mathematics. The amount of literature available on the numerical schemes for Navier-Stokes equations is quite exhaustive, see \cite{1,2,3,4,5,6,7,8,9,10,11} and references therein for an in-depth discussion of computer numerical methods for fluid flow problems.

The vast majority of schemes available for numerical solutions of Navier-Stokes belong to either the finite difference method (FDM) or finite volume method (FVM) or finite element method (FEM). Finite volume methods have been the front runners of computational fluid dynamics (CFD) and still enjoy a significant share among the commercial and opensource software suites for CFD, for example, OpenFOAM \cite{12} and ANSYS Fluent \cite{13}. Thanks to the research and developments during the past couple of decades, see \cite{11,7,14,15,16} and references therein, finite element methods are not only proving to be strong competitors to finite volume methods but also are surpassing them in simulating multiphysics problems, see \cite{17,18}; several recent opensource and commercial software tools, for example, COMSOL Multiphysics \cite{19}, Autodesk CFD \cite{20}, deal.ii \cite{21}, FEBio \cite{22}, Elmer FEM \cite{23}, MOOSE \cite{24} and FEniCS \cite{25}, are based on FEM. The increased interest in the finite element methods for applications in CFD is their advantages in modelling complex multiphysics phenomenon such as fluid-structure interaction (FSI).

Among finite element methods for incompressible fluid flow problems, those based on the SUPG/PSP stabilisation have been widely explored in the literature, thanks to their computational advantages, especially in using the equal-order interpolation for velocity and pressure fields and iterative solvers that are computationally efficient for large matrix systems resulting from three-dimensional problems. Seminal contributions to stabilised mixed methods for incompressible fluid flow problems are by Hughes, Franca and group
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Stabilised mixed formulations for incompressible Navier-Stokes have been successfully adapted to the multiphysics problem of fluid-structure interaction by several researchers. Noteworthy contributions on this topic are by Nomura et al. [49, 50], Tezduyar and co-workers [51, 52, 53, 54], Wall and Ramm group [55, 56, 57, 58, 59], Turek and Hron [60], Dettmer and Perić group [61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71], Sarrate et al. [72], Jaiman et al. [73, 74, 75, 76], Kamensky et al. [77], Liu and Marsden [78], Fernandez and Moubachir [79], Hsu et al. [80, 81], Takizawa et al. [82, 83], Bazilevs et al. [84], Michler et al. [85] and Hoffman et al. [86, 87]. For comprehensive details on fluid-structure interaction using mixed-stabilised methods, we refer the reader to Bungartz and Schfer [88], Bungartz et al. [89] and Bazilevs et al. [17], and references therein.

The source of nonlinearity in the laminar viscous incompressible Navier-Stokes equations is the convection term, and in the case of mixed-stabilised finite element formulations for incompressible Navier-Stokes, stabilisation terms also contribute to nonlinearity, see [28, 39]. In the mixed-stabilised formulations, this nonlinearity is treated by employing an iterative solution scheme, for example, the widely-used Newton-Raphson scheme. However, such iterative schemes have several disadvantages, with the computational cost being the most important one. With the Newton-Raphson scheme, one must re-compute the Jacobian matrix and solve the matrix system at every iteration of every load/time step. Even though modified Newton-Raphson schemes that do not require computation of tangent matrix during every iteration are available, their convergence is poor at best; in some cases, they may not converge at all. Because of these disadvantages, it is always beneficial to avoid using such iterative solution schemes.

Some variants of projection and fractional-step schemes c.f. [9, 90, 91, 11] avoid this nonlinearity with a linear approximation of the nonlinear convection term. However, the fundamental issue with such an approach is their first-order temporal convergence which poses severe restrictions on time step sizes in order to obtain accurate numerical results. Although high-order temporal accuracy can be achieved by employing extrapolated velocity fields, such a technique of using solutions from previous time steps is not always feasible, especially for cut-cell based formulations in which the fluid domain changes over time c.f. [92, 93, 94, 70, 69, 96, 97, 98, 99, 100]. To the knowledge of the authors, no literature exists on the mixed-stabilised formulations that employ linearised convection operators for laminar incompressible Navier-Stokes. In this paper, we present a linearised version of mixed velocity-pressure formulation with SUPG/PSPG stabilisation for laminar incompressible Navier-Stokes that preserves second-order accuracy, and that can compute numerical results that are comparable with those of the standard iteration-based scheme while requiring only a fraction of computational resources.

The rest of the paper is organised as follows. The governing equations, the finite element formulation and the time integration schemes used in the present work are detailed in Section 2. The accuracy and the computational benefits of the proposed scheme are first demonstrated using flow over fixed body-fitted meshes in Section 3. Later, the applicability, accuracy and the resulting computational benefits of using the proposed approach for fluid-structure interaction problems is illustrated using two fluid-flexible structure interaction benchmark examples in Section 4. Important contributions and observations of the present work are summarised, and conclusions are drawn in Section 5.

2. Formulation

2.1. Governing equations

The initial-boundary value problem for a laminar, isothermal, viscous, incompressible fluid flow in the domain $\Omega$ is stated as:
Find velocity, \( \mathbf{v} : \Omega \rightarrow \mathbb{R}^3 \); and pressure, \( p : \Omega \rightarrow \mathbb{R} \), such that:

\[
\begin{align*}
\rho \ddot{\mathbf{v}} + \rho (\mathbf{v} \cdot \nabla) \mathbf{v} - \mu \nabla^2 \mathbf{v} + \nabla p &= \mathbf{g} & \text{in } \Omega \\
\nabla \cdot \mathbf{v} &= 0 & \text{in } \Omega \\
\mathbf{v} &= \mathbf{\bar{v}} & \text{on } \Gamma_D \\
\mathbf{\sigma} \cdot \mathbf{n} &= \mathbf{\bar{t}} & \text{on } \Gamma_N \\
\mathbf{v}(., 0) &= \mathbf{v}_0 & \text{in } \Omega \\
p(., 0) &= p_0 & \text{in } \Omega
\end{align*}
\]

(1a)

(1b)

(1c)

(1d)

(1e)

(1f)

where \( \dot{\mathbf{v}} = \frac{\partial \mathbf{v}}{\partial t} \); \( \nabla \) is the gradient operator; \( \rho \) is the density of the fluid; \( \mu \) is the dynamic viscosity of the fluid; \( \mathbf{g} \) is the body force; \( \mathbf{n} \) is the unit outward normal on the boundary, \( \Gamma \), of \( \Omega \); \( \Gamma_D \) is the part of the boundary where Dirichlet boundary condition \( \mathbf{v} \) is applied; and \( \Gamma_N \) is the part of the boundary where Neumann boundary condition \( \mathbf{\bar{t}} \) is applied. Here, \( \Gamma = \Gamma_D \cup \Gamma_N \) and \( \Gamma_D \cap \Gamma_N = \emptyset \). \( \mathbf{v}_0 \) and \( p_0 \) are the initial velocity and pressure fields in the fluid in the domain. The pseudo-stress \( \mathbf{\sigma} \) is given by,

\[
\mathbf{\sigma} = \mu \nabla \mathbf{v} - p \mathbf{I}
\]

(2)

where \( \mathbf{I} \) is the second-order identity tensor.

2.2. Variational statement

The proposed technique is applicable for the mixed-stabilised formulation as well as the mixed formulation with Ladyzhenskaya-Babuska-Brezzi (LBB) stable elements. Since the motivation behind the proposed technique is coupled fluid-structure interaction simulations using the stabilised finite element formulations for fluid flow \([61, 62, 63, 64, 95, 70, 69]\), we limit the discussion in the present work to mixed velocity-pressure formulation with SUPG/PSPG stabilisation \([28, 29, 30, 31, 33, 39, 40]\).

The weak statement for the incompressible Navier-Stokes with velocity and pressure as the primary solution variables is:

Find the discretised fluid velocity, \( \mathbf{v}^h \in \mathcal{V}^h \), and discretised pressure, \( p^h \in \mathcal{P}^h \), such that for all the weighting functions \( \mathbf{w}^h \in \mathcal{W}^h \) and \( q^h \in \mathcal{Q}^h \),

\[
\mathcal{I}_1 + \mathcal{I}_2 = \int_{\Omega} \mathbf{w}^h : \mathbf{g}_{\phi_2} \, d\Omega + \int_{\Gamma_N} \mathbf{w}^h : \mathbf{\bar{t}}_{\phi_2} \, d\Gamma
\]

(3)

where \( \mathcal{V}^h \) and \( \mathcal{W}^h \) are the function and test spaces for the velocity field; \( \mathcal{P}^h \) and \( \mathcal{Q}^h \) are the function and test spaces for the pressure field; \( \mathcal{I}_1 \) is the collection of linear terms in the weak form, given by,

\[
\mathcal{I}_1 = \int_{\Omega} \rho \mathbf{w}^h \cdot \dot{\mathbf{v}}^h_{\phi_1} \, d\Omega + \int_{\Omega} \mu \nabla \mathbf{w}^h : \nabla \mathbf{v}^h_{\phi_2} \, d\Omega - \int_{\Omega} (\nabla \cdot \mathbf{w}^h) p^h_{\phi_2} \, d\Omega + \int_{\Omega} q^h (\nabla \cdot \mathbf{v}^h_{\phi_2}) \, d\Omega
\]

(4)

and \( \mathcal{I}_2 \) is the collection of nonlinear terms, given by,

\[
\mathcal{I}_2 = \int_{\Omega} \rho \mathbf{w}^h \cdot (\mathbf{v}^h_{\phi_1} \cdot \nabla \mathbf{v}^h_{\phi_2}) \, d\Omega + \sum_{e=1}^{\text{nelem}} \int_{\Omega^e} \frac{1}{\rho} [\tau_{\text{SUPG}} \rho \mathbf{v}^h_{\phi_4} \cdot \nabla \mathbf{w}^h + \tau_{\text{PSPG}} \nabla q^h] \cdot \mathbf{r}_M \, d\Omega^e
\]

(5)

where \( \sum_{e=1}^{\text{nelem}} \) is the summation over the elements, \( \text{nelem} \) is the number of elements, \( \tau_{\text{SUPG}} \) and \( \tau_{\text{PSPG}} \) are the stabilisation parameters, and \( \mathbf{r}_M \) is the residual of the momentum equation, given as,

\[
\mathbf{r}_M = \rho \ddot{\mathbf{v}}^h_{\phi_1} + \rho (\mathbf{v}^h_{\phi_3} \cdot \nabla \mathbf{v}^h_{\phi_2}) - \mu \nabla^2 \mathbf{v}^h_{\phi_2} + \nabla p^h_{\phi_2}.
\]

(6)

In the above equations \( \mathbf{I}_e^1 \), \( \phi_1 \), \( \phi_2 \), \( \phi_3 \) and \( \phi_4 \) are the time instants which are chosen depending on the time integration scheme and the treatment of convection term as a nonlinear or a linearised one.

2.3. Time integration schemes

We consider three different time integration schemes: BDF1, BDF2 and generalised-\( \alpha \).
2.3.1. BDF schemes

With \( v_{n+1}^h, v_n^h \) and \( v_{n-1}^h \) as the velocity of the fluid at time instants \( t_{n+1}, t_n \) and \( t_{n-1} \), respectively, the acceleration of the fluid \( \dot{v}_{n+1}^h \) at time instant \( t_{n+1} \), for the first two BDF schemes is given as

\[
\begin{align*}
\text{BDF1:} & \quad \dot{v}_{n+1}^h = \frac{1}{\Delta t} \left[ v_{n+1}^h - v_n^h \right], \\
\text{BDF2:} & \quad \dot{v}_{n+1}^h = \frac{1}{2 \Delta t} \left[ 3 v_{n+1}^h - 4 v_n^h + v_{n-1}^h \right],
\end{align*}
\]

where \( \Delta t \) is the time step size. BDF1 scheme is popular as the backward Euler (BE) scheme. The order of temporal accuracy of the BDF1 and BDF2 schemes is, respectively, one and two.

2.3.2. Generalised-\( \alpha \) time integration scheme

For the generalised-\( \alpha \) scheme proposed by Jansen et al. [101], and referred to as GA scheme henceforth in this paper, the relations between velocity and acceleration are given as

\[
\begin{align*}
\dot{v}_{n+1}^h &= \alpha_f v_{n+1}^h + (1 - \alpha_f) v_n^h, \\
\dot{v}_{n+1}^h &= \alpha_m \dot{v}_{n+1}^h + (1 - \alpha_m) \dot{v}_n^h, \\
\dot{v}_n^h &= \frac{1}{\gamma \Delta t} (v_{n+1}^h - v_n^h) + \frac{\gamma - 1}{\gamma} \dot{v}_n^h.
\end{align*}
\]

where \( \dot{v}_n^h \) is the acceleration of the fluid at time instant \( t_n \). Following [101, 102], the GA scheme is second-order accurate if the parameters \( \alpha_m, \alpha_f \) and \( \gamma \) are chosen such that

\[
\alpha_m = \frac{1}{2} \frac{3 - \rho_\infty}{1 + \rho_\infty}, \quad \alpha_f = \frac{1}{1 + \rho_\infty}, \quad \gamma = \frac{1}{2} + \alpha_m - \alpha_f, \quad \text{for} \quad 0 \leq \rho_\infty \leq 1
\]

where \( \rho_\infty \) is the spectral radius at \( \Delta t = \infty \). The amount of numerical damping can be controlled by choosing \( \rho_\infty \). For \( \rho_\infty = 1 \), the scheme possesses zero numerical damping; spectrally, this case is equivalent to the trapezoidal scheme. For \( \rho_\infty = 0 \), the scheme annihilates all the high-frequency modes after the first time step. The GA scheme is spectrally equivalent to the second-order accurate backward-difference formula (BDF2), for \( \rho_\infty = 0 \), see [103] for details.

2.4. Formulation with nonlinear convection operator

The conventional method of solving incompressible Navier-Stokes using the mixed-stabilised finite element formulations is to use the Newton-Raphson scheme to resolve the nonlinearity in the convection terms in equations (3) and (6). For the purpose of discussion throughout this paper, we refer the conventional method of using the Newton-Raphson scheme as the standard scheme.

For the standard scheme, the time instants \( \phi_1, \phi_2, \phi_3 \) and \( \phi_4 \) in equations (3)-(6) for the BDF schemes become

\[
\phi_1 = \phi_2 = \phi_3 = \phi_4 = n + 1,
\]

while the corresponding values for the GA scheme are

\[
\begin{align*}
\phi_1 &= n + \alpha_m, \\
\phi_2 &= \phi_3 = \phi_4 = n + \alpha_f.
\end{align*}
\]

Following the above discussion, the generalised form of the functional \( \mathcal{I}_2 \), for the standard scheme can be written as,

\[
\begin{align*}
\mathcal{I}_{2\text{-Standard}} &= \int_{\Omega} \rho \ w^h \cdot \left( v_{n+1}^{h+\alpha_f} \cdot \nabla v_{n+1}^{h+\alpha_f} \right) \ d\Omega \\
&+ \sum_{e=1}^{nel} \int_{\Omega_e} \rho \left[ \tau_{\text{SUPG}} \rho v_{n+1}^{h+\alpha_f} \cdot \nabla w^h + \tau_{\text{PSPG}} \nabla q^h \cdot r_{\text{M-Standard}} \right] \ d\Omega_e.
\end{align*}
\]
where,
\[
\mathbf{r}_M - \text{Standard} = \rho \mathbf{u}_{n+\alpha m}^h - \mu \nabla^2 \mathbf{v}_{n+\alpha f}^h + \nabla p_{n+\alpha f} + \rho (\mathbf{v}_{n+\alpha f}^h \cdot \nabla \mathbf{v}_{n+\alpha f}^h),
\]
which can be adapted for the BDF schemes by setting \(\alpha_m = 1\) and \(\alpha_f = 1\).

In spite of its second-order convergence of residuals with respect to iterations, the Newton-Raphson scheme employed to resolve the nonlinearities in the standard Galerkin and stabilisation terms in equation (5) becomes quite expensive, especially for large-scale problems in three dimensions. Moreover, our experience indicates that such an iterative procedure is unnecessary for all practical applications involving laminar fluid flows, particularly when small enough time steps are used for fluid-structure interaction problems due to accuracy and stability concerns. In the following subsection, we present a novel iteration-free technique for computing numerical solutions using mixed-stabilised formulations for unsteady laminar fluid flow problems without compromising the temporal accuracy for first- and, more importantly, second-order accurate time integration schemes.

2.5. Formulation with linearised convection operators

The motivation behind the proposed scheme is to avoid iteration solution techniques at every time step while preserving the accuracy for the finite element schemes for incompressible Navier-Stokes equations when employing the coupled velocity-pressure mixed formulation, either with a stabilised formulation or with the LBB-stable elements.

Considering that \(\phi_4 = n\), the only nonlinearity present in the whole functional \(I_2\) is the convection term, \(\rho (\mathbf{v}_{\phi_4}^h \cdot \nabla) \mathbf{v}_{\phi_4}^h\). Iterative solution techniques in the fractional-step and projection schemes are avoided by choosing \(\mathbf{v}_{\phi_4}^h = \mathbf{v}_n^h\), which, unfortunately, limits the order of temporal accuracy to one, even with higher-order accurate time integration schemes for the viscous and pressure gradient terms. Second-order temporal accuracy can be achieved by choosing appropriate extrapolation for the convective velocity field, see [103] for the details.

The generalised form of the functional \(I_2\) for the linearised convection operator with the first- and second-order accurate extrapolated convection velocity can now be written as

\[
I_{2-\text{Extrapolated}} = \int_\Omega \rho \mathbf{v}_n^h \cdot \left( \mathbf{v}_{n+\alpha f}^h \cdot \nabla \mathbf{v}_{n+\alpha f}^h \right) d\Omega + \sum_{e=1}^{n_{\text{ele}}} \int_{\Omega^e} 1 \rho [\tau_{\text{SUPG}} \mathbf{v}_n^h \cdot \nabla \mathbf{v}_n^h + \tau_{\text{PSPG}} \nabla q_n^h] \cdot \mathbf{r}_{M-\text{Extrapolated}} d\Omega^e
\]

where,
\[
\mathbf{r}_{M-\text{Extrapolated}} = \rho \mathbf{v}_{n+\alpha m}^h - \mu \nabla^2 \mathbf{v}_{n+\alpha f}^h + \nabla p_{n+\alpha f} + \rho (\mathbf{v}_{n+\alpha f}^h \cdot \nabla \mathbf{v}_{n+\alpha f}^h).
\]

Here, \(\mathbf{v}_{n+\alpha f}^h\) is the generalised extrapolated convection velocity which is necessary for preserving the second-order accuracy for the pressure field when using the GA scheme with \(\rho_{\infty} > 0\), and it is given as
\[
\mathbf{v}_{n+\alpha f}^h = \alpha_f \mathbf{v}_n^h + (1 - \alpha_f) \mathbf{v}_{n-1}^h.
\]

where
\[
\begin{align*}
\mathbf{v}_n^h &= \mathbf{v}_s^h, & & \text{first-order accurate}, \\
\mathbf{v}_s^h &= 2 \mathbf{v}_n^h - \mathbf{v}_{n-1}^h, & & \text{second-order accurate}.
\end{align*}
\]

In this work, the mixed-stabilised formulations with linearised convection operators with extrapolated convection velocity are denoted as \(\text{Extrapolated1}\) and \(\text{Extrapolated2}\), respectively, with the first-order accurate (21) and second-order accurate (22) extrapolated convection velocity.

Although the mixed-stabilised formulation with the functional (18) is completely linear, such a formulation involving velocity fields from the previous time steps, especially at \(t_{n-1}\), is not feasible for schemes in which the active solution domain for the fluid problem changes over time, for example, schemes based on cut cells [92, 93, 95, 70, 69, 96, 97, 98] [99, 100]. Therefore, alternative strategies for linearising the convection operator while still preserving second-order temporal accuracy is necessary. In this work, the nonlinear functional (5) is reduced to a linear one as follows.
For $\rho = 1$, the convection term for the GA scheme becomes
\[ C = \left( v_{n+\alpha_f}^h \cdot \nabla \right) v_{n+\alpha_f}^h . \]

With $\Delta v^h$ as the velocity increment from time instant $t_n$ to time instant $t_{n+1}$, we have,
\[ v_{n+\alpha_f}^h = \alpha_f v_{n+1}^h + (1 - \alpha_f) v_{n}^h = v_{n}^h + \alpha_f \Delta v^h \]

Using (24), the convection term, $C$, can be expanded as,
\[ C = \left( v_{n+\alpha_f}^h \cdot \nabla \right) v_{n+\alpha_f}^h = \left( v_{n}^h \cdot \nabla \right) v_{n+\alpha_f}^h + \left( \alpha_f \Delta v^h \cdot \nabla \right) v_{n+\alpha_f}^h \]
\[ = C_1 + C_2 \]

If we ignore the second term, $C_2$, then the convection term becomes linear. However, as already discussed above, such a formulation is only first-order accurate in time. To overcome this drawback, we propose the following modification that helps in preserving the second-order accuracy of the GA scheme.

By rearranging $C_2$, Eq. (25) can be rewritten as,
\[ \left( v_{n+\alpha_f}^h \cdot \nabla \right) v_{n+\alpha_f}^h \approx \left( v_{n}^h \cdot \nabla \right) v_{n+\alpha_f}^h + \left( \alpha_f \Delta v^h \cdot \nabla \right) v_{n}^h \]

So, in the proposed scheme, we ignore only the higher-order (nonlinear) term $\left( \alpha_f \Delta v^h \cdot \nabla \right) v_{n}^h$, instead of ignoring the term $C_2$ altogether. We demonstrate with convergence studies in Section. 3 that this approach preserves second-order temporal accuracy of the GA scheme for both the velocity and pressure fields.

Now, the functional $I_2$, for the proposed scheme becomes,
\[ I_2{\text{Proposed}} = \int_\Omega \rho w_h \cdot \left( v_{n}^h \cdot \nabla v_{n+\alpha_f}^h + v_{n+\alpha_f}^h \cdot \nabla v_{n}^h - v_{n}^h \cdot \nabla v_{n}^h \right) \mathrm{d}\Omega \]
\[ + \sum_{e=1}^{ned} \int_{\Omega^e} \frac{1}{\rho} [\tau_{\text{SUPG}} \rho v_{n}^h \cdot \nabla w_h + \tau_{\text{SPSG}} \nabla q_h^h] \cdot r_{M}{\text{Proposed}} \mathrm{d}\Omega^e \]

where,
\[ r_{M}{\text{Proposed}} = \rho \dot{v}_{n+\alpha_m}^h - \mu \nabla^2 v_{n+\alpha_f}^h + \nabla p_{n+\alpha_f} + \rho (v_{n}^h \cdot \nabla v_{n+\alpha_f}^h + v_{n+\alpha_f}^h \cdot \nabla v_{n}^h - v_{n}^h \cdot \nabla v_{n}^h) . \]

The formulation for the BDF schemes can be recovered by setting $\alpha_m = 1$ and $\alpha_f = 1$ in the above expressions (28) and (29).

Since all the higher-order (nonlinear) terms are eliminated, the proposed scheme is linear; therefore, it doesn’t require an iterative approach. It can be implemented in a computer code to compute the solutions directly at the time instant $t_{n+1}$, in the same manner as that usually followed for the Stokes or Oseen equations.

It is also worth pointing out at this point that the proposed scheme does not require any special treatment to preserve the second-order accuracy in the case of adaptive time-stepping while the coefficients in equation (22) need appropriate modifications for the Extrapolated2 scheme.

3. Numerical examples - flow over fixed meshes

The accuracy and the computational advantages of the proposed technique are demonstrated first by studying flows over fixed body-fitted meshes. For spatial discretisation, we employ the bi-linear quadrilateral ($Q1$) element with equal-order interpolation for velocity and pressure. The stabilisation parameters are computed as,
\[ \tau_{\text{SUPG}} = \tau_{\text{SPSG}} = \left[ \nu \cdot G v + 4 \nu G : G \right]^{-1/2} , \]

where $\nu = \frac{\mu}{\rho}$ and
\[ G = \frac{4}{h^2} I , \]
in which \( h = \sqrt{4A/\pi} \) is the element characteristic length, with \( A \) as the area of the element. The resulting matrix system of equations are solved by a sparse direct solver PARDISO \[104\]. The convergence tolerance for the residual in the standard iteration-based scheme is taken as \( 10^{-8} \).

Note that the formulations for the steady-state problems can be recovered by ignoring the time derivative terms and setting \( \alpha_f = 1 \) in the expressions in Sections. 2.4 and 2.5. For the sake of simplicity, only unsteady flow problems are considered in this work.

### 3.1. Temporal convergence study with a manufactured solution

In this example, we consider a test case with a manufactured solution similar to the one proposed by Kim and Moin \[105\]. The properties of the fluid are: \( \rho = 1 \) and \( \mu = 0.02 \). The velocity and pressure fields are assumed to be

\[
\begin{align*}
v_x &= - \cos(x) \sin(y) \sin(2t), \quad (32) \\
v_y &= \sin(x) \cos(y) \sin(2t), \quad (33) \\
p &= -\frac{1}{4} [\cos(2x) + \cos(2y)] \sin^2(2t). \quad (34)
\end{align*}
\]

The balancing body force vector (\( g \)) is computed by substituting the solution in the momentum equation (1a). The domain is assumed to be a square of side one unit and is discretised with 250 \( \times \) 250 Q1 elements. The error norms of velocity and pressure evaluated at the time instant \( t = 5 \) are displayed in Figs. 1, 2 and 3, respectively, for the BDF1, GA with \( \rho_\infty = 0 \) and GA with \( \rho_\infty = 0.5 \). As the BDF2 scheme is spectrally equivalent to the GA scheme with \( \rho_\infty = 0 \), the error norms obtained with the BDF2 scheme are identical to those of the GA scheme with \( \rho_\infty = 0 \). Therefore, results obtained with the BDF2 scheme are omitted to avoid redundancy.

As shown in Figs. 1, 2 and 3, numerical results obtained with the linearised convection operators converge with optimal converge rates for both the BDF1 and GA schemes. Except for the largest time step size, there is a negligible difference in the norms of velocity computed using the standard nonlinear scheme and the proposed formulations with linearised convection operators. Although the difference in L2 norm for the pressure obtained with the standard and the proposed scheme is noticeable, the rate of convergence in pressure obtained using the proposed approach is still second-order. This minor loss of accuracy in pressure can be ignored for practical applications, and as illustrated using the unsteady flow examples of flow past a circular cylinder and fluid-structure interaction, the effect of this difference is negligible.
Figure 1: Manufactured solution example: convergence of error norms at \( t = 5 \) obtained with BDF1 scheme using different formulations. \( L^2(v_x) \) and \( H^1(v) \) refer to the \( L^2 \) norm and \( H^1 \) norm of the field \( v \), respectively. \( L^2 \) norms in Y-component of velocity \( (v_y) \) are about the same as those of the X-component; therefore, are not included in the graph for the sake of clarity.

Figure 2: Manufactured solution example: convergence of error norms at \( t = 5 \) obtained with GA scheme with \( \rho_\infty = 0.0 \) using different formulations. The error norm values for this case are identical to those of the BDF2 scheme.
Figure 3: Manufactured solution example: convergence of error norms at $t = 5$ obtained with GA scheme with $\rho_\infty = 0.5$ using different formulations.

3.2. Flow past a fixed circular cylinder in 2D

Having established the temporal accuracy of the proposed scheme in the previous example, we now demonstrate the accuracy and the computational advantages of the proposed scheme using the benchmark example of unsteady flow past a fixed circular cylinder. The geometry and boundary conditions of the problem are shown in Fig. 4. The finite element mesh used for the simulations is shown in Fig. 5; it consists of 12675 nodes and 12400 elements with 160 straight edges along the circumference of the circle.

The density of the fluid and the inlet velocity are taken as $\rho = 1$ g/cm$^3$ and $(v_x, v_y) = (1, 0)$ cm/s, respectively. The viscosity of the fluid is adjusted to match the Reynolds number, which is evaluated as $Re = \rho v_{\text{inf}} D/\mu$, where $D$ is the diameter of the cylinder and $v_{\text{inf}}$ is the free-stream velocity. In the present case, $D = 1$ cm and $v_{\text{inf}} = 1$ cm/s. In this work, we consider four different Reynolds numbers, 100, 200, 400 and 1000, to illustrate the accuracy of the proposed scheme over a wide range of Reynolds numbers. We understand that the flow transitions to turbulent flow around $Re = 1000$; our only interest in this particular case is in assessing the performance of the proposed scheme in the high Reynolds number regime. For each Reynolds number, simulations are carried out for four different time steps, $\Delta t = \{0.4, 0.2, 0.1, 0.05\}$ s, with the standard nonlinear and the proposed linear formulations as well as the formulation based on the second-order accurate extrapolated convection velocity. The spectral radius parameter for the generalised-$\alpha$ scheme is taken as $\rho_\infty = 0.0$.

In all the simulations, inlet velocity is ramped linearly from zero to one during the first second. All the simulations are carried out up to 500 seconds. The accuracy of the results is assessed by computing the amplitude of lift coefficient ($C_L$) and Strouhal number ($St$), the vortex shedding frequency.
The computed values of $C_L$ are tabulated in Tables. 1, 2, 3 and 4, respectively, for Reynolds numbers 100, 200, 400 and 1000. The graphs for the evolution of the lift coefficient obtained with two different time steps are presented in Figs. 6, 7, 8 and 9, respectively, for Reynolds numbers 100, 200, 400 and 1000. These results prove that numerical results that are in excellent agreement with the standard scheme can be obtained using the proposed iteration-free scheme. While both the proposed and the Extrapolated2 formulations converge with $\Delta t$, the agreement with the standard formulation for large time steps is consistently better with proposed formulation. Moreover, the proposed scheme succeeds even when the standard and the Extrapolated2 formulations fail, as seen in the case of $Re = 1000$. The contour plots of pressure presented in Fig. 10 show that the pressure field obtained with the proposed scheme is smooth.

The computational benefits of the proposed scheme are assessed by studying the number of iterations re-
quired at each converged time step for the standard methodology using the iteration-based Newton-Raphson scheme. The number of iterations required in each simulation using the standard scheme is presented graphically for the first 100 seconds in Figs. 11, 12, 13 and 14 respectively, for $Re = 100, Re = 200, Re = 400$ and $Re = 1000$. As expected, the number of required iterations with the standard approach increases with an increase in the value of Reynolds number, especially with large time steps, $\Delta t = 0.4$ and $\Delta t = 0.2$. On the contrary, the formulations with linearised convection operators require only one iteration at every time step irrespective of the Reynolds number and the time step size. Note that while the proposed and the $\text{Extrapolated2}$ formulations require only one iteration, the proposed scheme computes numerical results of the same accuracy as that of the standard nonlinear scheme, unlike the $\text{Extrapolated2}$ formulation which still requires smaller time steps for obtaining accurate results that are comparable to that of the standard nonlinear scheme. Therefore, with its ability to compute accurate numerical results using large time steps, the proposed scheme yields significant computational benefits over the standard and $\text{Extrapolated2}$ schemes. It is also worth pointing out that the resulting computational benefits increase for flows with higher Reynolds numbers. In this particular example, 3X-6X speedups are achieved, as can be deduced from the graphs in Figs. 11-14 with minimal changes to the existing code and without even resorting to the techniques of parallelisation.

**Remark:** Numerical results with the BDF1 scheme show the same trend as that observed with the GA scheme, i.e., the results obtained with the proposed scheme are in much better agreement with the standard scheme than those computed with the $\text{Extrapolated1}$ scheme.

| $\Delta t$ | $C_L$ | $St$ |
|-----------|-------|------|
|           | Standard | Proposed | Extrapolated2 | Standard | Proposed | Extrapolated2 |
| 0.4       | 0.286    | 0.293   | 0.532         | 0.156    | 0.172    | 0.153         |
| 0.2       | 0.333    | 0.331   | 0.376         | 0.168    | 0.174    | 0.168         |
| 0.1       | 0.323    | 0.332   | 0.342         | 0.170    | 0.172    | 0.170         |
| 0.05      | 0.331    | 0.332   | 0.334         | 0.168    | 0.168    | 0.168         |
| Braza et al. [106] | 0.300 |       |              | 0.160    |       |              |
| Calhoun [107]   | 0.298 |       |              | 0.175    |       |              |
| Liu et al. [108] | 0.339 |       |              | 0.165    |       |              |
| Kadapa et al. [71] | 0.339 |       |              | 0.166    |       |              |
| Kadapa et al. [70] | 0.330 |       |              | 0.169    |       |              |

Table 1: Flow past circular cylinder: $C_L$ and $St$ values for $Re = 100$.  
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| $\Delta t$ | $C_L$ | $St$ |
|----------|-------|------|
|         | Standard | Proposed | Extrapolated2 | Standard | Proposed | Extrapolated2 |
| 0.4      | 0.546   | 0.579   | 0.8917        | 0.172   | 0.180   | 0.198    |
| 0.2      | 0.656   | 0.672   | 0.7256        | 0.194   | 0.194   | 0.206    |
| 0.1      | 0.682   | 0.688   | 0.6962        | 0.198   | 0.198   | 0.202    |
| 0.05     | 0.685   | 0.687   | 0.6884        | 0.198   | 0.198   | 0.200    |

| Braza et al. [106] | 0.750 | 0.200 |
| Franke et al. [109] | 0.650 | 0.194 |
| Calhoun [107] | 0.668 | 0.202 |
| Liu et al. [108] | 0.690 | 0.192 |
| Kadapa et al. [71] | 0.711 | 0.194 |
| Kadapa et al. [70] | 0.717 | 0.196 |

Table 2: Flow past circular cylinder: $C_L$ and $St$ values for $Re = 200$.

| $\Delta t$ | $C_L$ | $St$ |
|----------|-------|------|
|         | Standard | Proposed | Extrapolated2 | Standard | Proposed | Extrapolated2 |
| 0.4      | 0.827   | 0.848   | 1.1671        | 0.196   | 0.190   | 0.206    |
| 0.2      | 1.006   | 1.023   | 1.0635        | 0.215   | 0.215   | 0.232    |
| 0.1      | 1.052   | 1.061   | 1.0642        | 0.218   | 0.218   | 0.224    |
| 0.05     | 1.063   | 1.066   | 1.0661        | 0.220   | 0.220   | 0.222    |

| Rajani et al. [110] | 1.000 | 0.2348 |

Table 3: Flow past circular cylinder: $C_L$ and $St$ values for $Re = 400$.

| $\Delta t$ | $C_L$ | $St$ |
|----------|-------|------|
|         | Standard | Proposed | Extrapolated2 | Standard | Proposed | Extrapolated2 |
| 0.4      | 1.216   | 1.121   | -             | 0.182   | 0.196   | -          |
| 0.2      | 1.381   | 1.346   | 1.385         | 0.225   | 0.222   | 0.248      |
| 0.1      | 1.376   | 1.395   | -             | 0.236   | 0.236   | -          |
| 0.05     | -       | 1.416   | 1.430         | -       | 0.236   | 0.240      |

| Braza et al. [106] | 1.600 | 0.210 |
| Franke et al. [109] | 1.360 | 0.236 |

Table 4: Flow past circular cylinder: $C_L$ and $St$ values for $Re = 1000$.
Figure 6: Flow past circular cylinder: evolution of $C_L$ for $Re = 100$.

Figure 7: Flow past circular cylinder: evolution of $C_L$ for $Re = 200$. 
Figure 8: Flow past circular cylinder: evolution of $C_L$ for $Re = 400$.

(a) $\Delta t = 0.2$

(b) $\Delta t = 0.05$

Figure 9: Flow past circular cylinder: evolution of $C_L$ for $Re = 1000$.

(a) $\Delta t = 0.2$

(b) $\Delta t = 0.05$
Figure 10: Flow past circular cylinder: contour plots of pressure obtained with the proposed scheme.
Figure 11: Flow past circular cylinder: number of iterations at each time step for the first 100 seconds for $Re = 100$.

Figure 12: Flow past circular cylinder: number of iterations at each time step for the first 100 seconds for $Re = 200$. 

$\Delta t = 0.4$ (Standard)
$\Delta t = 0.2$ (Standard)
$\Delta t = 0.1$ (Standard)
$\Delta t = 0.05$ (Standard)
Proposed
Figure 13: Flow past circular cylinder: number of iterations at each time step for the first 100 seconds for $Re = 400$.

Figure 14: Flow past circular cylinder: number of iterations at each time step for the first 100 seconds for $Re = 1000$. Note that, with $\Delta = 0.4$, if the iterations diverge for a time step, then those iterations are accumulated in the next converged time step. Hence, the odd spikes.

4. Numerical examples - fluid-structure interaction

In this section, we illustrate the computational advantages of the proposed scheme in the context of fluid-structure interaction problems by studying two benchmark examples: (i) a thin flexible restrictor flap in a
converging channel [111] and (ii) vortex-induced vibrations of a thick flexible beam [60]. The simulation platform used in present work is the hierarchical b-spline-based immersed boundary framework established in Dettmer et al. [95] and Kadapa et al. [69, 70]. We discuss only the important aspects of the FSI framework in the present work and refer the reader to Kadapa [69] for the comprehensive details.

In the adapted FSI framework, the fluid-solid coupling is resolved using the iteration-free staggered scheme proposed by Dettmer and Perić [64]: the fluid problem is discretised with hierarchical b-splines and solved using the mixed velocity-pressure formulation with the SUPG/PSPG stabilisation, and the solid is modelled with first-order quadrilateral/hexahedral elements with the standard displacement or the $F$-bar formulation of de Souza Neto et al. [112]. The time integration scheme used for the fluid solver is the same generalised-α scheme [101] that is considered in this paper and the time integration scheme for the elastodynamics is the generalised-α scheme proposed by Chung and Hulbert [113]. Both the time integration schemes, as well as the staggered scheme, are second-order accurate. The spectral radius parameters for the generalised-α schemes for both the solid and fluid problems considered in the following examples are $\rho_s^\infty = \rho_f^\infty = 0$.

Since the proposed formulation has been found to yield better results than the Extrapolated2 formulation when compared with the standard scheme for the example of flow of a fixed circular cylinder and, more importantly, since the Extrapolated2 formulation requires the velocity field at $t_{n-1}$ which is not readily available for the cut-cell-based formulation used in this work, only the standard and the proposed formulations are considered for the FSI examples.

The important steps involved in the fluid-structure interaction algorithm adapted in the present work are outlined in Algorithm 1 in which $\mathbf{F}_n$, $\mathbf{F}_{n+1}$ and $\mathbf{F}_{n+1}^{\text{predicted}}$ are the global force vectors on the solid domain at time instants $t_{n-1}$, $t_n$ and $t_{n+1}$, respectively; $\mathbf{F}_{n+1}^{\text{predicted}}$ is the predicted force vector on the solid at $t_{n+1}$; $\mathbf{F}_n^{\text{predicted}}$ is the force exerted by the fluid at $t_{n+1}$; and $\beta$ is the relaxation parameter.

The important detail that is worth pointing out at this point is the computational efficiency of the overall FSI algorithm adapted in the present work. In addition to the iteration-free staggered scheme of [64] which yields significant computational benefits over iteration-based coupling algorithms c.f. [111, 114, 115], the proposed approach increases the computational efficiency further by reducing the computational cost incurred in the fluid solver, Step 4 in Algorithm 1. The only iterative scheme used in the entire FSI framework adapted in the present work is for the solid domain for which the computational cost in the majority of FSI problems is only a fraction of the total computational cost of the simulation. Since the fluid solver is the most time-consuming part in the majority of FSI simulations, the overall computational benefits in using the iteration-free coupling scheme and the iteration-free fluid solver are substantial.

### Algorithm 1: Algorithm for FSI problem

**Set**: parameters and initial conditions

**Time loop**

1. **Step 1**: predict force on the solid: $\mathbf{F}_{n+1}^{\text{predicted}} = 2\mathbf{F}_n - \mathbf{F}_{n-1}$
2. **Step 2**: solve the solid problem using $\mathbf{F}_{n+1}^{\text{predicted}}$
3. **Step 3**: reposition immersed solid(s) and update the fluid mesh
4. **Step 4**: solve the fluid problem (**no iterations here**)
5. **Step 5**: obtain the fluid force $\mathbf{F}_n^{\text{predicted}}$
6. **Step 6**: average the interface force: $\mathbf{F}_{n+1} = -\beta \mathbf{F}_n^{\text{predicted}} + (1 - \beta) \mathbf{F}_{n+1}^{\text{predicted}}$
7. **Step 7**: copy variables at $t_{n+1}$ into variables at $t_n$

**End Time loop**

### 4.1. Thin flexible restrictor flap in a converging channel

This example consists of a thin flexible restrictor flap fixed to the bottom of a converging channel right before the contraction, as depicted schematically in Fig. 15. This example was first proposed by Neumann et
al. [111] and was later studied by Degroote et al. [114] and Idelsohn et al. [115] for evaluating the performance of staggered or partitioned approaches to fluid-structure interaction problems with strong added-mass.

Following [114], the Young’s modulus and Poisson’s ratio of the flap are taken, respectively, as $E^s = 2.3 \times 10^6$ N/m$^2$ and $\nu^s = 0.45$; the density of the flap’s material is taken as $\rho^s = 1500$ kg/m$^3$. The material model is assumed to the Saint Venant-Kirchhoff model, see Bonet and Wood [116] for details. The flap is modelled using $4 \times 100$ bilinear quadrilateral elements with the F-bar formulation of de Souza Neto et al. [112]. The dynamic viscosity of the fluid is $\mu = 0.1$ Pa s and the density of the fluid is taken $\rho = \rho^f = 1750$ kg/m$^3$. With $\rho^s/\rho^f \approx 0.8571$, this test case corresponds to the extreme case of added-mass in Degroote et al. [114].

The fluid mesh at the start of the simulation is shown in Fig. 16. As shown, the fluid domain in the vicinity of the flap is refined locally to accommodate the thin flexible flap. With equal-order linear b-splines for velocity and pressure, the number of fluid degrees of freedom at the first time step is 78630, and it remains approximately the same during the whole simulation. The horizontal velocity profile at the inlet ($v_{in}$) is given as

$$v_{in} = \begin{cases} 
0.5 V_{max} [1 - \cos(\pi t/10)], & \text{if } 0 \leq t \leq 10 \\
V_{max}, & \text{if } t \geq 10.
\end{cases}$$

(35)

where $V_{max} = 0.06067$ m/s. The relaxation parameter for the staggered scheme is $\beta = 0.01$.

Simulations are carried out for up to 50 seconds using three different time steps $\Delta t = \{0.4, 0.2, 0.1\}$ using the standard nonlinear and the proposed linear schemes. The evolution of horizontal displacement of points A and B obtained from different simulations is presented in Fig. 17. These results illustrate that the displacement response of the beam obtained with the standard and the proposed schemes are indistinguishable from each other for all the three time steps considered. The accuracy of the results is further justified with the contour plots of X-velocity and pressure at $t = 50$ s in Figs. 18 and 19 respectively. Fig. 20 shows the number of Newton-Raphson iterations for the fluid problem at each time step for all the simulations. These results prove that numerical results that are in excellent agreement with the standard approach can be obtained using the proposed scheme at a lower computational cost, about only 30% of that of the standard scheme.

Another interesting point worth highlighting from the numerical results obtained for this example is the ability of the Dettmer and Perić staggered scheme [64] in effectively overcoming the significant added-mass issue well-known in this particular example.
Figure 16: Flexible restrictor flap: the fluid mesh at the start of the simulation. Nodes corresponding to points A and B are taken at the middle section of the solid beam model.

Figure 17: Flexible restrictor flap: evolution of X-displacement of points A and B.
Figure 18: Flexible restrictor flap: contour plots of velocity (m/s) at $t = 50$ s.

Figure 19: Flexible restrictor flap: contour plots of pressure (Pa) at $t = 50$ s.
4.2. Turek FSI benchmark in 2D

In this example, we consider the test case FSI2 from Turek and Hron [60]. This particular case has been previously studied using the Newton-Raphson scheme for the fluid problem in [69]. The set up of the problem in terms of the geometry and boundary conditions is as shown in Fig. 21. The density and viscosity of the fluid are \( \rho_f = 10^3 \text{ kg/m}^3 \) and \( \mu_f = 1 \text{ Pa s} \), respectively; and the density, Young’s modulus and Poisson’s ratio of the beam, respectively, are \( \rho_s = 10^4 \text{ kg/m}^3 \), \( E_s = 1.4 \times 10^6 \text{ N/m}^2 \) and \( \nu_s = 0.4 \).

The hierarchical b-spline mesh used for the fluid domain is shown in Fig. 22(a), and it is used with linear b-splines, resulting in approximately 26000 degrees of freedom at each time step. The beam is discretised with \( 200 \times 10 \) bilinear quadrilateral elements with the \( F \)-bar formulation of [112]. The material model considered for the beam is the Saint Venant-Kirchhoff model. The relaxation parameter for the staggered scheme is set to \( \beta = 0.05 \). The horizontal velocity profile at the inlet \( (v_{in}) \) is taken as,

\[
v_{in} = \begin{cases} 
0.5 v_{in}^y [1 - \cos(\pi t)], & \text{if } 0 \leq t \leq 1 \\
v_{in}^y, & \text{if } t \geq 1.
\end{cases}
\]  

(36)

where

\[
v_{in}^y = \frac{6}{0.1681} y [0.41 - y] \text{ m/s}.
\]  

(37)

To assess the relative performance of the proposed approach over the standard approach based on the Newton-Raphson scheme for the fluid problem, simulations are carried out with three different time steps, \( \Delta t = \{0.008, 0.004, 0.002\} \). The evolution of displacement of point A in the Y-direction obtained with the standard and the proposed schemes are presented in Figs. 23, 24 and 25, respectively, for \( \Delta t = 0.008 \), \( \Delta t = 0.004 \) and \( \Delta t = 0.002 \). The maximum displacement and frequency of oscillations are tabulated in Table. 5. From these results, it is clearly evident that the results obtained with the proposed scheme are in excellent agreement with those of the standard scheme. The number of iterations for the fluid problem, as shown in Fig. 26, illustrate that the proposed scheme is at least three times faster than the standard scheme. Thus, accurate numerical results can be obtained with the proposed iteration-free scheme using fewer computational resources when compared with the standard technique based on the Newton-Raphson scheme. This computational advantage of the proposed scheme are directly transferable to large-scale three-dimensional problems.
\( v_f^x = v_{in} \)
\( v_f^y = 0 \)

Figure 21: Turek FSI2 benchmark: geometry and boundary conditions. The dimensions are in meters.

(a) Hierarchical b-spline mesh for the fluid.

(b) Finite element mesh used for the beam.

Figure 22: Turek FSI2 benchmark: meshes used for the fluid and solid domains.

Figure 23: Turek FSI2 benchmark: Y-displacement of point A obtained with \( \Delta t = 0.008 \).
Figure 24: Turek FSI2 benchmark: Y-displacement of point A obtained with $\Delta t = 0.004$.

Figure 25: Turek FSI2 benchmark: Y-displacement of point A obtained with $\Delta t = 0.002$.

Figure 26: Turek FSI2 benchmark: number of iterations for the fluid problem at each time step with different time step sizes.
Table 5: Turek FSI2 benchmark: summary of vertical displacement of point A ($d_y$) and frequency of oscillations ($f_o$).

|                      | max($d_y^x \times 10^3$) | $f_o$  |
|----------------------|---------------------------|--------|
| Turek and Hron [60] - Level-2, $\Delta t = 0.001$ | 1.18 ± 78.80 | 2.00   |
| Turek and Hron [60] - Level-3, $\Delta t = 0.001$ | 1.25 ± 79.30 | 2.00   |
| Turek and Hron [60] - Level-4, $\Delta t = 0.001$ | 1.23 ± 80.60 | 2.00   |
| Standard - $\Delta t = 0.008$ | 1.40 ± 55.00 | 2.00   |
| Present - $\Delta t = 0.008$ | 1.50 ± 54.90 | 2.00   |
| Standard - $\Delta t = 0.004$ | 1.15 ± 71.95 | 1.95   |
| Present - $\Delta t = 0.004$ | 1.15 ± 71.75 | 1.95   |
| Standard - $\Delta t = 0.002$ | 1.20 ± 76.00 | 1.95   |
| Present - $\Delta t = 0.002$ | 1.20 ± 76.00 | 1.95   |

5. Summary and conclusions

We have presented a novel iteration-free approach for computing accurate numerical solutions of laminar incompressible Navier-Stokes using the SUPG/PSPG formulation. The accuracy and the computational advantages of the proposed technique are demonstrated using four numerical examples.

The proposed scheme is proven to converge with second-order accuracies in time for both the primary variables, velocity and pressure, using an example with a manufactured solution. Later, with the example of flow past a fixed circular cylinder, the accuracy and computational benefits of the proposed scheme for unsteady laminar flow problems over fixed geometries is demonstrated. Finally, the computational advantages of the proposed scheme for simulating the multiphysics problem of fluid-structure interaction are showcased.

Important features of the proposed scheme are summarised as follows.

1. **The proposed scheme is linear.** Therefore, it does not require an iterative technique for solving it, thereby resulting in significant savings in computational time. The resulting computational gains increase with the increase in the value of the Reynolds number and/or increasing the time step size, as illustrated with the example of flow past a circular cylinder.

2. For large steps, numerical solutions computed using the proposed iteration-free scheme are in excellent agreement with the standard nonlinear scheme when compared with the scheme based on the extrapolated convection velocity.

3. The proposed approach has also been found to succeed in the cases when the standard and the Extrapolated2 schemes failed to converge, as seen in the example of flow past a fixed circular cylinder for $Re = 1000$.

4. Significant computational benefits can be achieved only with minor modifications to the existing code, even without any parallelisation.

5. The proposed approach is not limited to the FSI framework used in the present work. The demonstrated computational benefits could also be realised by employing the proposed approach in any staggered or partitioned FSI algorithm, either with body-fitted or unfitted meshes, that employs appropriate mixed-stabilised velocity-pressure formulation for the fluid solver. Moreover, we do not see any issues in adapting the proposed approach to mixed formulations with LBB stable elements [117, 118, 119, 120].

From the results presented in this paper, we conclude that the proposed scheme is accurate and is computationally appealing for computing the numerical solutions of laminar incompressible Navier-Stokes and its extension to FSI problems. It is apparent from the presented results that the computational savings resulting from the proposed scheme would be substantial, especially for large-scale fluid-structure interaction problems in three-dimensions. We do not envisage any issues in extending this scheme to problems in three-dimensions.
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