THE EICHLER COHOMOLOGY THEOREM FOR JACOBI FORMS

DOHOON CHOI AND SUBONG LIM

Abstract. Let $\Gamma$ be a finitely generated Fuchsian group of the first kind which has at least one parabolic class. Eichler introduced a cohomology theory for Fuchsian groups, called as “Eichler cohomology theory”, and established the $\mathbb{C}$-linear isomorphism from the direct sum of two spaces of cusp forms on $\Gamma$ with the same integral weight to the Eichler cohomology group of $\Gamma$. After the results of Eichler, the Eichler cohomology theory was generalized in various ways. For example, these results were generalized by Knopp to the cases with arbitrary real weights. In this paper, we extend the Eichler cohomology theory to the context of Jacobi forms. We define the cohomology groups of Jacobi groups which are analogues of Eichler cohomology groups and prove an Eichler cohomology theorem for Jacobi forms of arbitrary real weights. Furthermore, we prove that every cocycle is parabolic and that for some special cases we have an isomorphism between the cohomology group and the space of Jacobi forms in terms of the critical values of partial $L$-functions of Jacobi cusp forms.

1. Introduction

In [5], Eichler conceived the Eichler cohomology theory while studying generalized abelian integrals, which are now called the Eichler integrals. The Eichler cohomology theory is a cohomology theory for Fuchsian groups. More precisely, if we let $\Gamma$ be a finitely generated Fuchsian group of the first kind which has at least one parabolic class, Eichler defined the first cohomology group of $\Gamma$ with a certain module of polynomials as a coefficient and established that this group is isomorphic to the direct sum of two spaces of cusp forms on $\Gamma$ with the same integral weight. After the results of Eichler, the Eichler cohomology theory was generalized in various ways. For example, Gunning [10] and Kra [18, 19, 20, 21, 22] gave analogues of Eichler’s results for higher dimensional cohomology groups and more general groups $\Gamma$, respectively, by using the spaces of holomorphic functions on the complex upper half plane $\mathbb{H}$ as $\Gamma$-modules. Furthermore, Knopp [11] introduced an infinite dimensional space of holomorphic functions satisfying a certain growth condition on which $\Gamma$ acts in a manner analogous to the action of $\Gamma$ on vector spaces of polynomials and adjusted the Eichler cohomology theorem to the situation that the weights of cusp forms are arbitrary real.

The extension of the Eichler cohomology theory to more general functions other than modular forms such as generalized modular forms (GMF) and vector-valued modular forms are considered by many researchers (for example, see [8, 13, 16, 25, 31]). For Jacobi forms, Choie and the second author studied in [3] the Jacobi integral analogous to the Eichler integral. The authors of [3] gave examples of Jacobi integrals including generalized Jacobi Poincaré series and suggested a definition of the cohomology group of a Jacobi group. In spite of this progress, it is still mysterious if there is an isomorphism between the cohomology group of a Jacobi group and the space of Jacobi forms.
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on the group. Moreover, unfortunately it turns out that the first cohomology groups defined in [3] are infinite dimensional (see section [5] for details). So the aim of this paper is to refine the definition of the cohomology group of a Jacobi group given in [3] and to prove the existence of an isomorphism between the cohomology group of a Jacobi group and the space of Jacobi forms on the group.

A Jacobi form is a function of two variables $\tau \in \mathbb{H}$ and $z \in \mathbb{C}$, appearing in the Fourier expansion of Siegel modular forms of degree 2, which satisfies modular transformation properties with respect to $\tau$, elliptic transformation properties with respect to $z$, and a certain growth condition. A theory of Jacobi forms was developed systematically by Eichler and Zagier in [7]. In fact Jacobi forms played an important role in the proof of the Saito-Kurokawa conjecture (see [1 7 26 27 28 32]). After these works the theory of Jacobi forms was extensively developed with beautiful applications in many areas of mathematics and physics. For example, Zagweiger in [34] constructed special Jacobi forms that are crucial in studying the theory of mock theta functions. Jacobi forms also appeared in many literature on the theory of Donaldson invariants of $\mathbb{C}P^2$ that are related to gauge theory (see for example Göttsche and Zagier [9]), and in recent work on the Mathieu moonshine (for example [4]). We denote the vector space of Jacobi forms (resp. cusp forms) of weight $k$, index $\mathcal{M}$ and multiplier system $\chi$ on $\Gamma^{(1,j)}$ by $J_{k,\mathcal{M},\chi}(\Gamma^{(1,j)})$ (resp. $S_{k,\mathcal{M},\chi}(\Gamma^{(1,j)})$), where $\Gamma \subset SL(2,\mathbb{Z})$ is a finitely generated Fuchsian group of the first kind which has at least one parabolic class and $\Gamma^{(1,j)}$ denotes the Jacobi group $\Gamma \ltimes (\mathbb{Z}^{(j,1)})^2$. Here, for a ring $R$, $R^{(n,j)}$ is the set of $n$ by $j$ matrices whose entries are in $R$.

Now we investigate the existence of an isomorphism between the cohomology group of $\Gamma^{(1,j)}$ and the space of Jacobi forms on $\Gamma^{(1,j)}$. For $\gamma = \left( \frac{a}{c} \frac{b}{d} \right) \in \Gamma$, $X = (\lambda, \mu) \in (\mathbb{Z}^{(j,1)})^2$ and $\mathcal{M} \in \mathbb{Z}^{(j,j)}$ with $\mathcal{M} > 0$ symmetric, we define

$$\left( \Phi|_{k,\mathcal{M},\chi}\gamma \right)(\tau, z) := (c\tau + d)^{-k} e^{-2\pi i \frac{c}{d} \text{tr}(\mathcal{M}z\gamma)} \Phi(\tau, z)$$

and

$$\left( \Phi|_{\mathcal{M}}X \right)(\tau, z) := e^{2\pi i \text{tr}(\mathcal{M}(\lambda\tau + 2\lambda^j\zeta + \mu\lambda^j))} \Phi(\tau, z + \lambda\tau + \mu),$$

where $\gamma(\tau, z) = \left( \frac{a\tau + b}{c\tau + d}, \frac{az + b}{c\tau + d} \right)$. Then $\Gamma^{(1,j)}$ acts on the space of functions on $\mathbb{H} \times \mathbb{C}^{(j,1)}$ by

$$\left( \Phi|_{k,\mathcal{M},\chi}\gamma|_{\mathcal{M}}X \right)(\tau, z) := \left( \Phi|_{k,\mathcal{M},\chi}\gamma \right|_{\mathcal{M}}X)(\tau, z).$$

We consider the following special $\mathbb{C}[\Gamma^{(1,j)}]$-module to define a cohomology group of $\Gamma^{(1,j)}$.

**Definition 1.1.** Let $\mathcal{P}_\mathcal{M}^\tau$ be the set of holomorphic functions $g(\tau, z)$ on $\mathbb{H} \times \mathbb{C}^{(j,1)}$ which satisfy the following conditions:

1. $|g(\tau, z)| < K(|\tau|^\rho + v^{-\sigma}) e^{2\pi i \text{tr}(\mathcal{M}y^j)/v}$ for some positive constants $K, \rho$ and $\sigma$, where $\tau = u + iv \in \mathbb{H}$ and $z = x + iy \in \mathbb{C}^{(j,1)}$;
2. $(g|_{\mathcal{M}}X)(\tau, z) = g(\tau, z)$ for every $X \in (\mathbb{Z}^{(j,1)})^2$.

This set $\mathcal{P}_\mathcal{M}^\tau$ is preserved under the slash operator $|_{k,\mathcal{M},\chi}(\gamma, X)$ for any $k$, $\chi$ and $(\gamma, X) \in \Gamma^{(1,j)}$ and forms a vector space over $\mathbb{C}$. A collection $\{p(\gamma, X)| (\gamma, X) \in \Gamma^{(1,j)}\}$ of elements of $\mathcal{P}_\mathcal{M}^\tau$ satisfying

$$p(\gamma_1, x_1)(\gamma_2, x_2)(\tau, z) = (p(\gamma_1, x_1)|_{-k+\hat{\mathcal{M}},\mathcal{M},\chi}(\gamma_2, x_2))(\tau, z) + p(\gamma_2, x_2)(\tau, z)$$

is called a cocycle and a coboundary is a collection $\{p(\gamma, X)| (\gamma, X) \in \Gamma^{(1,j)}\}$ such that

$$p(\gamma, X)(\tau, z) = (p|_{-k+\hat{\mathcal{M}},\mathcal{M},\chi}(\gamma, X))(\tau, z) - p(\tau, z),$$
for all \((\gamma, X) \in \Gamma^{(1,j)}\) with a fixed element \(p(\tau, z)\) of \(\mathcal{P}_M^e\). The cohomology group \(H_{-k+\frac{j}{2},M,\chi}^1(\Gamma^{(1,j)}), \mathcal{P}_M^e\) is the quotient of the cocycles by the coboundaries. A cocycle \(\{p(\gamma,X) \mid (\gamma, X) \in \Gamma^{(1,j)}\}\) is called the parabolic cocycle if for every parabolic element \(B \in \Gamma\) there exists a function \(Q_B(\tau, z)\) in \(\mathcal{P}_M^e\) such that
\[
p_{(B,0)}(\tau, z) = (Q_B|_{-k+\frac{j}{2},M,\chi})(B,0)(\tau, z) - Q_B(\tau, z).
\]
The parabolic cohomology group \(\tilde{H}_{-k+\frac{j}{2},M,\chi}^1(\Gamma^{(1,j)}), \mathcal{P}_M^e\) is defined as the vector space obtained by forming the quotient of the parabolic cocycles by the coboundaries. In the following theorem we prove the existence of an isomorphism between the parabolic cohomology group of \(\Gamma^{(1,j)}\) and the space of Jacobi cusp forms on \(\Gamma^{(1,j)}\).

**Theorem 1.2.** For a real number \(k\), index \(M \in \mathbb{Z}^{(j)}\) with \(M > 0\) and multiplier system \(\chi\) of weight \(-k+\frac{j}{2}\), we have an isomorphism
\[
\tilde{\eta} : S_{k+2+\frac{j}{2},M,\chi}(\Gamma^{(1,j)}) \cong \tilde{H}_{-k+\frac{j}{2},M,\chi}^1(\Gamma^{(1,j)}, \mathcal{P}_M^e).
\]
For some special cases we have an explicit isomorphism
\[
\tilde{\eta} : S_{k+2+\frac{j}{2},M,\chi}(\Gamma^{(1,j)}) \rightarrow \tilde{H}_{-k+\frac{j}{2},M,\chi}^1(\Gamma^{(1,j)}, \mathcal{P}_M^e)
\]
in term of the critical values of partial \(L\)-functions of Jacobi cusp forms. More precisely, suppose that \(j = 1\) and \(k \in \mathbb{Z}_{>0}\) and that \(\Phi(\tau, z) \in S_{k+2+\frac{j}{2},M,\chi}(\Gamma^{(1,1)})\), where \(m \in \mathbb{Z}_{>0}\). Let \(T = (\frac{1}{\lambda}, 1, 1)\), \(\lambda > 0\), be a generator of \(\Gamma_\infty\) and \(\chi(T) = e^{2\pi i\kappa}\). Then
\[
\Phi(\tau, z) = \sum_{4m(n+k)-\lambda r^2 > 0} c\left(\frac{n+k}{\lambda}, r\right) q^{(n+k)/\lambda} \zeta^r,
\]
where \(q = e^{2\pi i r}\), \(\zeta = e^{2\pi i z}\). Let \(N(n) = \frac{4m(n+k)}{\lambda} - r^2\). Then \(\Phi(\tau, z)\) also can be written as
\[
\Phi(\tau, z) = \sum_{\mu \pmod{2m}} \sum_{r \equiv \mu \pmod{2m}} \sum_{n \in \mathbb{Z} \mid N(n) > 0} C_{\mu}(N(n)) q^{\frac{N(n)+r^2}{4m}} \zeta^r,
\]
where \(C_{\mu}(N) := c\left(\frac{N(n)+r^2}{4m}, r\right)\). Then the partial \(L\)-functions of \(\Phi(\tau, z)\) are defined by
\[
L(\Phi, \mu, \gamma, s) = \sum_{n \in \mathbb{Z} \mid N(n) > 0} \frac{C_{\mu}(N(n)) e^{2\pi i \frac{dN(n)}{4m}}}{(N(n)/4m)^s},
\]
for \(\gamma = (a \ b \ c \ d) \in \Gamma\). Then \(\tilde{\eta}(\Phi)\) is a cocycle class given by a cocycle representative in the following way.
**Theorem 1.4.** Suppose that a function \( r(\Phi, (\gamma, X); \tau, z) \) is given by
\[
 r(\Phi, (\gamma, X); \tau, z) = \sum_{\mu=1}^{2m} \sum_{r=\mu(\text{mod } 2m)}^{n} \frac{k!(-1)^{k+n}L(\Phi, \mu, \gamma, n+1)}{(k-n)!(2\pi i)^{n+1}} \left( \tau + \frac{d}{c} \right)^{k-n} \frac{q^{\frac{r^2}{4m}}}{}
\]
where \((\gamma, X) \in \Gamma^{(1,1)}\) and \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\). Then a collection \(\{r(\Phi, (\gamma, X); \tau, z) \mid (\gamma, X) \in \Gamma^{(1,1)}\}\) is a cocycle representative of \(\tilde{\eta}(\Phi)\).

**Remark 1.5.** It is well known that if \(f(\tau)\) is a modular form of weight \(k + 2\) then its period functions are polynomials of degree at most \(k\) and their coefficients can be written in terms of the critical values of \(L\)-functions associated with a given modular form \(f(\tau)\). The periods of modular forms are rich source of arithmetic of modular forms (see [17]).

To prove our main theorems we extend the argument of Knopp in [11] for modular forms to Jacobi forms. Note that a Jacobi form is defined not on a complex curve but a complex surface. So one of main features of our proofs is overcoming difficulties coming from the complexities of the structure of a complex surface by the theta decomposition theory, developed by Eichler and Zagier [7], Ziegler [33], which gives an isomorphism between Jacobi forms and vector-valued modular forms.

The remainder of this paper is organized as follows. In section 2, we review the theory of Jacobi forms. In section 3 we introduce vector-valued modular forms and establish the Eichler cohomology theory for vector-valued modular forms of real weights. More precisely, we describe a map from the space of vector-valued cusp forms of a real weight to the cohomology group of \(\Gamma\) with a certain module of vector-valued functions and prove that this map is an isomorphism. In section 4 we prove the main theorems: Theorem 1.2, 1.3 and 1.4. Finally, in section 5 we give some remarks regarding the cohomology group defined in [3] by the comparison with our cohomology group.

## 2. Jacobi Forms

Eichler and Zagier laid the foundations for the theory of Jacobi forms in [7] and Ziegler [33] investigated higher dimensional cases in the spirit of Eichler and Zagier. In this section, we review basic notions of Jacobi forms (see [7,33] for details). First we fix some notations. Let \(\Gamma \subset SL(2, \mathbb{Z})\) be a finitely generated Fuchsian group of the first kind, which has at least one parabolic class and \(\Gamma^{(1,j)} = \Gamma \times (\mathbb{Z}^{(j,1)})^2\) be a Jacobi group with associated composition law:
\[
(\gamma_1, (\lambda_1, \mu_1)) \cdot (\gamma_2, (\lambda_2, \mu_2)) = (\gamma_1 \gamma_2, (\tilde{\lambda}_1 + \lambda_2, \tilde{\mu}_1 + \mu_2)),
\]
where \((\tilde{\lambda}, \tilde{\mu}) = (\lambda, \mu) \cdot \gamma_2\). Then \(\Gamma^{(1,j)}\) acts on \(\mathbb{H} \times \mathbb{C}^{(j,1)}\) as a group of automorphism. The action is given by:
\[
(\gamma, (\lambda, \mu)) \cdot (\tau, z) = \left( \gamma \tau, \frac{z + \lambda \tau + \mu}{c \tau + d} \right),
\]
where \(\gamma \tau = \frac{a \tau + b}{c \tau + d}\) for \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\) \(\in \Gamma\). Let \(k\) be a real number and \(\chi\) be a multiplier system of weight \(k\) on \(\Gamma\), i.e., \(\chi : \Gamma \to \mathbb{C}\) satisfies
\[
(1) \quad |\chi(\gamma)| = 1 \quad \text{for all } \gamma \in \Gamma,
\]
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(2) \( \chi \) satisfies the consistency condition
\[
\chi(\gamma_3)(c_3\tau + d_3)^k = \chi(\gamma_1)\chi(\gamma_2)(c_1\gamma_2\tau + d_1)^k(c_2\tau + d_2)^k,
\]
where \( \gamma_3 = \gamma_1\gamma_2 \) and \( \gamma_i = (c_i^*, d_i^*) \), \( i = 1, 2 \) and 3.

(3) \( \chi \) satisfies the nontriviality condition
\[
\chi(-I) = e^{\pi i k}.
\]

With these notations, we introduce the definition of a Jacobi form.

**Definition 2.1.** A Jacobi form of weight \( k \), index \( \mathcal{M} \) and multiplier system \( \chi \) on \( \Gamma^{(1,j)} \) is a holomorphic mapping \( \Phi(\tau, z) \) on \( \mathbb{H} \times \mathbb{C}^{(j,1)} \) satisfying

1. \( (\Phi|_{k,\mathcal{M},\chi}\gamma)(\tau, z) = \Phi(\tau, z) \) for every \( \gamma \in \Gamma \),
2. \( (\Phi|_{\mathcal{M}} X)(\tau, z) = \Phi(\tau, z) \) for every \( X \in (\mathbb{Z}^{(j,1)})^2 \),
3. for each \( \gamma = (a, b) \in SL(2, \mathbb{Z}) \), the function \( (c\tau + d)^{-k}e^{2\pi i tr(\mathcal{M}zz^t)}\text{tr}(\Phi((\gamma, 0) \cdot (\tau, z)) \) has the Fourier expansion of the form
\[
(2.1) \quad (c\tau + d)^{-k}e^{2\pi i tr(\mathcal{M}zz^t)}\text{tr}(\Phi((\gamma, 0) \cdot (\tau, z)) = \sum_{l \in \mathbb{Z}} \sum_{r \in \mathbb{Z}^{(j,1)}} a(l, r)e^{2\pi i tr(l + \kappa_r)/\lambda r}e^{2\pi i tr(rz)},
\]
with a suitable \( 0 \leq \kappa_r < 1 \), \( \lambda_r \in \mathbb{Z} \) and \( a(l, r) \neq 0 \) only if \( 4(l + \kappa_r) - \lambda_r r \mathcal{M}^{-1}r^t \geq 0 \).

We denote by \( J_{k,\mathcal{M},\chi}(\Gamma^{(1,j)}) \) the vector space of all Jacobi forms of weight \( k \), index \( \mathcal{M} \) and multiplier system \( \chi \) on \( \Gamma^{(1,j)} \). If a Jacobi form satisfies the condition \( a(l, r) \neq 0 \) only if \( 4(l + \kappa_r) - \lambda_r r \mathcal{M}^{-1}r^t \geq 0 \), then it is called a Jacobi cusp form. We denote by \( S_{k,\mathcal{M},\chi}(\Gamma^{(1,j)}) \) the vector space of all Jacobi cusp forms of weight \( k \), index \( \mathcal{M} \) and multiplier system \( \chi \) on \( \Gamma^{(1,j)} \).

Now we look into the theta series, which plays an important role in the proofs of our main theorems. Let \( S \in \mathbb{Z}^{(j,1)} \) be symmetric, positive definite and \( a, b \in \mathbb{Q}^{(j,1)} \). We consider the theta series
\[
\theta_{S,\mathcal{M},\chi}(\tau, z) := \sum_{\lambda \in \mathbb{Z}^{(j,1)}} e^{\pi i \text{tr}(S(\lambda + a)(\lambda + a)^t \tau + 2(\lambda + a)(z + b)\tau)},
\]
with characteristic \((a, b)\) converging normally on \( \mathbb{H} \times \mathbb{C}^{(j,1)} \). Then this theta series satisfies the following transformation properties.

**Lemma 2.2.** [7, Section 5], [33, Lemma 3.2] Let \( \mathcal{N} \) be a complete system of representatives of the cosets
\[
(2\mathcal{M})^{-1}\mathbb{Z}^{(j,1)}/\mathbb{Z}^{(j,1)}.
\]

For \( a \in \mathcal{N} \) we have

1. \( \theta_{2\mathcal{M},a,0}(-\frac{1}{\tau}, \frac{z}{\tau}) = \det(2\mathcal{M})^{-\frac{1}{2}}\det\left(\begin{array}{c} z \\ z^t \end{array}\right)^{\frac{1}{2}}e^{2\pi i \text{tr}(2\mathcal{M}ba^t/\tau)}\sum_{b \in \mathcal{N}} e^{-2\pi i tr(2\mathcal{M}ba^t)}\theta_{2\mathcal{M},b,0}(\tau, z),
\]
2. \( \theta_{2\mathcal{M},a,0}(\tau + 1, z) = e^{2\pi i \text{tr}(\mathcal{M}ba^t)}\theta_{2\mathcal{M},a,0}(\tau, z).
\]

We are in a position to explain the theta expansion. To do that, we need to introduce the following space of functions on \( \mathbb{C}^{(j,1)} \). For \( \tau_0 \in \mathbb{H} \), let \( T_\mathcal{M}(\tau_0) \) denote the vector space of all holomorphic functions \( g : \mathbb{C}^{(j,1)} \to \mathbb{C} \) satisfying
\[
g(z + \lambda \tau_0 + \mu) = e^{-2\pi i \text{tr}(\mathcal{M}(\lambda \tau + 2\lambda z))}g(z)
\]
for \( \lambda, \mu \in \mathbb{C}^{(j,1)} \).
for every $\lambda, \mu \in \mathbb{Z}^{(j,1)}$. Writing this functional equation in terms of Fourier coefficients yields the following lemma.

**Lemma 2.3.** [133, Lemma 3.1] The functions $\{\theta_{2M,a,0}(\tau_0, z) | a \in \mathcal{N}\}$ form a basis of $T_M(\tau_0)$. Especially we have

$$\dim \mathcal{C} T_M(\tau_0) = \det(2M).$$

Using Lemma 2.2 and Lemma 2.3, we prove an isomorphism between $J_{k,M,\chi}(\Gamma^{(1,j)})$ and a certain space of vector-valued modular forms from the following result.

**Theorem 2.4.** [7, Section 5], [133, Section 3] Let $\Phi(\tau, z)$ be holomorphic as a function of $z$ and satisfy

$$\left(\Phi|_M X\right)(\tau, z) = \Phi(\tau, z) \text{ for every } X \in (\mathbb{Z}^{(j,1)})^2.$$  

Then we have

$$\Phi(\tau, z) = \sum_{a \in \mathcal{N}} f_a(\tau)\theta_{2M,a,0}(\tau, z)$$

with uniquely determined holomorphic functions $f_a : \mathbb{H} \to \mathbb{C}$. If $\Phi(\tau, z)$ also satisfies the transformation

$$\left(\Phi|_{k,M,\chi, \gamma}\right)(\tau, z) = \Phi(\tau, z) \text{ for every } \gamma \in \text{SL}(2, \mathbb{Z}),$$

then we have for each $a \in \mathcal{N}$

$$f_a\left(-\frac{1}{\tau}\right) = \chi\left(\left(\begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix}\right)\right)\det\left(\frac{\tau}{i}\right)^{-\frac{k}{2}}\tau^k \det(2M)^{-\frac{1}{2}} \sum_{b \in \mathcal{N}} e^{2\pi itr(2Ma^t)}f_b(\tau)$$

and

$$f_a(\tau + 1) = \chi\left(\left(\begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix}\right)\right)e^{-2\pi itr}f_a(\tau).$$

Furthermore, if $\Phi(\tau, z)$ is a Jacobi form in $J_{k,M,\chi}(\Gamma^{(1,j)})$, then functions in $\{f_a| a \in \mathcal{N}\}$ necessarily must have the Fourier expansions of the form

$$f_a(\tau) = \sum_{l \geq 0, \text{ rational}} a(l)e^{2\pi il\tau}.$$
one must replace $\text{SL}(2, \mathbb{Z})$ by a double cover. We write $\text{Mp}(2, \mathbb{R})$ for the metaplectic group, i.e. the double cover of $\text{SL}(2, \mathbb{R})$, realized by the two choices of holomorphic square roots of $\tau \mapsto c\tau + d$ for $(a \ b \ c \ d) \in \text{SL}(2, \mathbb{R})$. Thus the elements of $\text{Mp}(2, \mathbb{R})$ are pairs

$$(\gamma, \phi(\tau)),$$

where $\gamma = (a \ b \ c \ d) \in \text{SL}(2, \mathbb{R})$, and $\phi$ denotes a holomorphic function on $\mathbb{H}$ with

$$\phi(\tau)^2 = c\tau + d.$$

The product of $(\gamma_1, \phi_1(\tau)), (\gamma_2, \phi_2(\tau)) \in \text{Mp}(2, \mathbb{R})$ is given by

$$(\gamma_1, \phi_1(\tau))(\gamma_2, \phi_2(\tau)) = (\gamma_1\gamma_2, \phi_1(\gamma_2\tau)\phi_2(\tau)).$$

The map

$$(a \ b \ c \ d) \mapsto (\overline{a} \ \overline{b} \ c \ d) = ((a \ b \ c \ d), \sqrt{c\tau + d})$$

defines a locally isomorphic embedding of $\text{SL}(2, \mathbb{R})$ into $\text{Mp}(2, \mathbb{R})$. Let $\text{Mp}(2, \mathbb{Z})$ be the inverse image of $\text{SL}(2, \mathbb{Z})$ under the covering map $\text{Mp}(2, \mathbb{R}) \to \text{SL}(2, \mathbb{R})$. It is well known that $\text{Mp}(2, \mathbb{Z})$ is generated by $\overline{T}$ and $\overline{S}$. We define a representation $\overline{\rho}$ of $\text{Mp}(2, \mathbb{Z})$ by $\overline{\rho}(\overline{T}) = \rho(T)$ and $\overline{\rho}(\overline{S}) = \rho(S)$. Then $\overline{\rho}$ is essentially a Weil representation of $\text{Mp}_2(\mathbb{Z})$ and one can check that this representation is unitary. We take a multiplier system $\chi'$ of weight $j/2$, for example we can take a power of eta-multiplier system: $\chi'(\gamma) = \left(\frac{\eta(\gamma\tau)}{\eta(\tau)}\right)^j$ for $\gamma \in \text{SL}(2, \mathbb{Z})$, where $\eta(\tau) = e^{\frac{\pi i\tau}{12}}\prod_{n=1}^{\infty}(1 - q^n)$ is the Dedekind eta function. Then we define a map $\rho' : \text{SL}(2, \mathbb{Z}) \to \text{GL}(|N|, \mathbb{C})$ by

$$\rho'(\gamma) = \chi'(\gamma)\overline{\rho}(\gamma)$$

for $\gamma \in \text{SL}(2, \mathbb{Z})$.

**Lemma 2.5.** The map $\rho'$ gives a representation of $\text{SL}(2, \mathbb{Z})$ if $j$ is an odd integer.

**Proof of Lemma 2.5.** We have to show that $\rho'$ is a homomorphism. For $\gamma_1 = (a_1 \ b_1 \ c_1 \ d_1), \gamma_2 = (a_2 \ b_2 \ c_2 \ d_2) \in \text{SL}(2, \mathbb{Z})$, we see that by definition

$$\rho'(\gamma_1)\rho'(\gamma_2) = \chi'(\gamma_1)\overline{\rho}(\gamma_1)\chi'(\gamma_2)\overline{\rho}(\gamma_2) = \chi'(\gamma_1)\chi'(\gamma_2)\overline{\rho}((\gamma_1, \sqrt{c_1\tau + d_1})\overline{\rho}((\gamma_2, \sqrt{c_2\tau + d_2})) = \chi'(\gamma_1)\chi'(\gamma_2)\overline{\rho}((\gamma_1\gamma_2, \sqrt{c_1\gamma_2\tau + d_1\sqrt{c_2\tau + d_2}}))$$

Since $\chi'$ is a multiplier system of weight $j/2$ and $j$ is an odd integer, $\chi'$ is also a multiplier system of weight $1/2$. So, if we let $\gamma_3 = \gamma_1\gamma_2 = (a_3 \ b_3 \ c_3 \ d_3)$, then we have

$$\chi'(\gamma_3)\sqrt{c_3\tau + d_3} = \chi'(\gamma_1)\chi'(\gamma_2)\sqrt{c_1\gamma_2\tau + d_1\sqrt{c_2\tau + d_2}}.$$

Note that

$$\left(\frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)}\right)^2 = \frac{(c_3\tau + d_3)}{(c_1\gamma_2\tau + d_1)(c_2\tau + d_2)} = 1.$$
Therefore, one can see that \( \left( I, \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} \right) \in \text{Mp}_2(\mathbb{Z}) \). By the law of composition in \( \text{Mp}_2(\mathbb{Z}) \), we see that
\[
\tilde{\rho}( (\gamma_3, \sqrt{c_3\tau + d_3}) \tilde{\rho} \left( \left( I, \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} \right) \right) = \tilde{\rho} \left( (\gamma_3, \sqrt{c_3\tau + d_3}) \rho \left( \left( I, \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} \right) \right) \right).
\]
So we can check that
\[
\rho'(\gamma_1)\rho'(\gamma_2) = \chi'(\gamma_1)\chi'(\gamma_2) \tilde{\rho}( (\gamma_3, \sqrt{c_3\tau + d_3}) \rho \left( \left( I, \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} \right) \right)).
\]
Therefore, it suffices to show that \( \chi'(\gamma_1)\chi'(\gamma_2) \tilde{\rho}( (\gamma_3, \sqrt{c_3\tau + d_3}) \rho \left( \left( I, \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} \right) \right) = \chi'(\gamma_3). \)

One has the relations \( S^2 = (ST)^3 = Z \), where \( Z = \left( \begin{array}{cc} -1 & 0 \\ 0 & -1 \end{array} \right), i \) is the standard generator of the center of \( \text{Mp}_2(\mathbb{Z}) \). It is well known that
\[
\tilde{\rho}(Z)e_a = i^j e_{-a}.
\]
From this, we see that
\[
\tilde{\rho}( (I, -1))e_a = \tilde{\rho}(Z^2)e_a = (-1)e_a.
\]
Since \( \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} = \pm 1 \), it follows that
\[
\tilde{\rho}( \left( I, \frac{\chi'(\gamma_1)\chi'(\gamma_2)}{\chi'(\gamma_3)} \right) ) = \frac{\chi'(\gamma_3)}{\chi'(\gamma_1)\chi'(\gamma_2)}.
\]
Hence, we obtain that
\[
\rho'(\gamma_1)\rho'(\gamma_2) = \chi'(\gamma_3) \tilde{\rho}( (\gamma_3, \sqrt{c_3\tau + d_3}) ) = \rho'(\gamma_3) = \rho'(\gamma_1\gamma_2).
\]
This completes the proof.

In conclusion, we can define a representation \( \rho'' \) of \( \text{SL}(2, \mathbb{Z}) \) induced from the theta expansion as follows
\begin{equation}
(2.6) \quad \rho'' = \begin{cases} 
\rho & \text{if } j \text{ is an even integer}, \\
\rho' & \text{if } j \text{ is an odd integer}.
\end{cases}
\end{equation}

Using this we can define the space of vector-valued modular forms associated with \( J_{k, \mathcal{M}_i, \chi}(\Gamma^{(1,j)}) \) by the theta expansion. Let \( \Phi(\tau, z) \) be a Jacobi form in \( J_{k, \mathcal{M}_i, \chi}(\Gamma^{(1,j)}) \). By Theorem \( 2.4 \) we have the theta expansion
\[
\Phi(\tau, z) = \sum_{a \in \mathcal{N}} f_a(\tau) \theta_{2M,a,0}(\tau, z).
\]
Then a vector-valued function \( \sum_{a \in \mathcal{N}} f_a(\tau)e_a \) is a vector-valued modular form in \( M_{k-\frac{1}{2}, \chi''(\gamma)}(\Gamma) \) (for the precise definition of \( M_{k-\frac{1}{2}, \chi''(\gamma)}(\Gamma) \) see section \( 3.1 \)), where
\begin{equation}
(2.7) \quad \chi'' = \begin{cases} 
\chi & \text{if } j \text{ is an even integer}, \\
\chi\chi & \text{if } j \text{ is an odd integer}.
\end{cases}
\end{equation}
One can see that \( \chi''(\gamma)\rho''(\gamma), \gamma \in \Gamma \), is determined independently of the choice of \( \chi' \) and hence \( M_{k-\frac{j}{2},\chi''',\rho''}(\Gamma) \) is determined uniquely. The important result of the theta expansion is that the map from \( J_{k,M,\chi}(\Gamma^{(1,j)}) \) to \( M_{k-\frac{j}{2},\chi''',\rho''}(\Gamma) \) given by \( \Phi(\tau,z) \mapsto \sum_{a \in \mathbb{N}} f_a(\tau) e_a \) is actually an isomorphism.

**Theorem 2.6.** [7, Theorem 5.1], [33, Theorem 3.3] The theta expansion gives an isomorphism between \( J_{k,M,\chi}(\Gamma^{(1,j)}) \) and \( M_{k-\frac{j}{2},\chi''',\rho''}(\Gamma) \).

### 3. Vector-valued Modular Forms

In this section, we prove the Eichler cohomology theorem for vector-valued modular forms. To do that, we construct a holomorphic vector-valued Eichler integral for a given parabolic cocycle such that its periods are the same as the given parabolic cocycle using a vector-valued generalized Poincaré series. Our proof is based on [8, 15].

#### 3.1. Vector-valued modular forms.

We begin by introducing the definition of the vector-valued modular forms. Let \( \Gamma \subseteq \text{SL}(2,\mathbb{Z}) \) be a \( H\)-group, i.e., a finitely generated Fuchsian group of the first kind which has at least one parabolic class. Let \( k \in \mathbb{R} \) and \( \chi \) a (unitary) multiplier system of weight \( k \) on \( \Gamma \). Let \( p \) be a positive integer and \( \rho : \Gamma \to \text{GL}(p,\mathbb{C}) \) a \( p \)-dimensional unitary complex representation. We denote the standard basis elements of the vector space \( \mathbb{C}^p \) by \( e_j \) for \( 1 \leq j \leq p \).

With these setups, the definition of the vector-valued modular forms are given as follows.

**Definition 3.1.** A vector-valued weakly holomorphic modular form of weight \( k \), multiplier system \( \chi \) and type \( \rho \) on \( \Gamma \) is a sum \( f(\tau) = \sum_{j=1}^{p} f_j(\tau) e_j \) of functions holomorphic in \( \mathbb{H} \) satisfying the following conditions:

1. for all \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \), we have \( (f|_{k,\chi,\rho}\gamma)(\tau) = f(\tau) \),
2. for each \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2,\mathbb{Z}) \), the function \( (c\tau + d)^{-k}f(\gamma\tau) \) has the Fourier expansion of the form

\[
(c\tau + d)^{-k}f(\gamma\tau) = \sum_{j=1}^{p} \sum_{n \gg -\infty} a_{j,\gamma}(n) e^{2\pi i (n+\kappa_{j,\gamma})/\lambda_{j,\gamma}} e_j,
\]

where \( \kappa_{j,\gamma} \) (resp. \( \lambda_{j,\gamma} \)) is a constant which depends on \( j \) and \( \gamma \) (resp. \( \gamma \)).

Here, the slash operator \( |_{k,\chi,\rho}\gamma \) is defined by

\[
(f|_{k,\chi,\rho}\gamma)(\tau) = \chi(\gamma)^{-1}(c\tau + d)^{-k}\rho^{-1}(\gamma)f(\gamma\tau),
\]

for \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \), where \( \gamma\tau = \frac{a\tau+b}{c\tau+d} \). The space of all vector-valued weakly holomorphic modular forms \( f(\tau) \) of weight \( k \), multiplier system \( \chi \) and type \( \rho \) on \( \Gamma \) is denoted by \( M^!_{k,\chi,\rho}(\Gamma) \). There are subspaces \( M_{k,\chi,\rho}(\Gamma) \) and \( S_{k,\chi,\rho}(\Gamma) \) of vector-valued holomorphic modular forms and vector-valued cusp forms, respectively, for which we require that each \( a_{j,\gamma}(n) = 0 \) when \( n + \kappa_{j,\gamma} \) is negative, respectively, non-positive.
3.2. The Eichler cohomology for vector-valued modular forms. In this subsection, we define the Eichler cohomology group for a vector-valued modular form of real weight. To define the Eichler cohomology group, first we introduce the coefficient module and the vector-valued Eichler integrals. Let $P$ be the vector space of vector-valued functions $G(\tau) = \sum_{j=1}^{p} G_j(\tau) e_j$ holomorphic in $\mathbb{H}$ which satisfy the growth condition
\begin{equation}
|G_j(\tau)| < K(|\tau|^\theta + v^{-\sigma}), \quad v = \Im \tau > 0, \quad 1 \leq j \leq p,
\end{equation}
for some positive constants $K, \rho$ and $\sigma$. Since the weight here is not necessarily in $\mathbb{Z}$, polynomials of fixed degree cannot serve as the underlying space of functions in the definition of the cohomology groups in our case. Instead, we employ as the underlying space the collection $P$. This space was introduced in [11] in the context of the Eichler cohomology theory for scalar-valued (i.e. the usual) modular forms of arbitrary real weights. It is worth mentioning that the space $P$ is preserved under the slash operator. With this underlying space, we define the vector-valued Eichler integrals as follows.

**Definition 3.2.** Let $\rho$ be a $p$-dimensional representation $\rho : \Gamma \to GL(p, \mathbb{C})$, $k$ an arbitrary real number and $\chi$ a multiplier system for $\Gamma$ of weight $-k$. A vector-valued Eichler integral of weight $-k$, multiplier system $\chi$ and type $\rho$ on $\Gamma$ is a vector-valued function $F(\tau)$ on $\mathbb{H}$ satisfying
\begin{equation}
(F|_{-k, \chi, \rho} \gamma)(\tau) - F(\tau) \in P
\end{equation}
for all $\gamma \in \Gamma$.

If we let $p_\gamma(\tau) = (F|_{-k, \chi, \rho} \gamma)(\tau) - F(\tau)$, then the vector-valued functions $p_\gamma(\tau)$ are called period functions of $F(\tau)$. Then it turns out that $\{p_\gamma \mid \gamma \in \Gamma\}$ satisfies the following cocycle condition: For $\gamma_1, \gamma_2 \in \Gamma$,
\begin{equation}
p_{\gamma_1 \gamma_2}(\tau) = p_{\gamma_2}(\tau) + (p_{\gamma_1}|_{-k, \chi, \rho} \gamma_2)(\tau).
\end{equation}
A collection $\{p_\gamma \mid \gamma \in \Gamma\}$ of elements of $P$ satisfying (3.2) is called a cocycle and a coboundary is a collection $\{p_\gamma \mid \gamma \in \Gamma\}$ such that
\begin{equation}
p_\gamma(\tau) = (p|_{-k, \chi, \rho} \gamma)(\tau) - p(\tau)
\end{equation}
for $\gamma \in \Gamma$ with $p(\tau)$ a fixed element of $P$. We define the cohomology group $H^1_{-k, \chi, \rho}(\Gamma, P)$ as the quotient of the cocycles by the coboundaries. A parabolic cocycle $\{p_\gamma \mid \gamma \in \Gamma\}$ is a collection of elements of $P$ satisfying (3.2), in which for every parabolic class $B$ in $\Gamma$ there exists a fixed element $Q_B(\tau) \in P$ such that
\begin{equation}
p_B(\tau) = (Q_B|_{-k, \chi, \rho} B)(\tau) - Q_B(\tau),
\end{equation}
for all $B \in B$. Note that coboundaries are parabolic cocycles. The parabolic cohomology group $\hat{H}^1_{-k, \chi, \rho}(\Gamma, P)$ is defined as the vector space obtained by forming the quotient of the parabolic cocycles by the coboundaries.

3.3. Vector-valued generalized Poincaré series. A vector-valued generalized Poincaré series gives an example of the vector-valued Eichler integrals and it is also used in the proof of the Eichler cohomology theorem for vector-valued modular forms. A vector-valued generalized Poincaré series was first defined by Lehner [25]. We recall the definition of a vector-valued generalized Poincaré series and investigate its convergence. Let $\{g_\gamma \mid \gamma \in \Gamma\}$ be a parabolic cocycle of elements of $P$ of
weight $-k \in \mathbb{R}$ with $\chi$ a multiplier system in $\Gamma$ of weight $-k$ and $\rho$ a representation. Assume also that $g_Q(\tau) = 0$, where

$$Q = \left( \begin{array}{cc} 1 & \lambda \\ 0 & 1 \end{array} \right) \in \Gamma, \; \lambda > 0,$$

is a generator of $\Gamma_{\infty}$. We define a vector-valued generalized Poincaré series as

$$\Phi(\tau; r) = \sum_{ji} \sum_{V = (c d) \in \mathcal{L}} \frac{(g_V j)(\tau)}{(ct + d)^r} e_j,$$

where $r$ is a large positive even integer and $\mathcal{L}$ is any set in $\Gamma$ containing all transformations with different lower rows. Now we note that if $V$ and $V^*$ have the same lower row, then we can write $V = Q^l V^*$ for some $l \in \mathbb{Z}$ and therefore we have

$$g_V(\tau) = (g_{Q^l V^*})(\tau) = (g_{Q^l | -k, \chi, \rho} V^*)(\tau) + g_{V^*}(\tau) = (g_{V^*})(\tau),$$

so that $\Phi_j(\tau; r)$ does not depend on the choice of coset representatives. Now based on the arguments in \[8\] we prove the convergence of $\Phi(\tau; r)$ by using the following lemmas.

**Lemma 3.3.** [11] Lemma 4] For real numbers $c, d$ and $\tau = u + iv \in \mathbb{H}$, we have

$$\frac{v^2}{1 + 4|\tau|^2}(c^2 + d^2) \leq |ct + d|^2 \leq 2(|\tau|^2 + v^{-2})(c^2 + d^2).$$

From now, we estimate $|g_V(\tau)|$ using the finite generators of $\Gamma$. Suppose that

$$\{Q_0 = Q, \cdots, Q_t, V_1, \cdots, V_s\}$$

is a fixed set of generators of $\Gamma$, including the $t + 1$ parabolic generators $Q_0, \cdots, Q_t$, and the non-parabolic generators $V_1, \cdots, V_s$. If $\gamma \in \Gamma$, consider a factorization of $\gamma$ into sections (see [24] pp. 156-157]), $\gamma = C_1 \cdots C_q$. Each section $C_i$ is either a non-parabolic generator of $\Gamma$ or a power of a parabolic generator of $\Gamma$. The importance of this factorization into sections lies in the result of Eichler [6] Theorem 1] that, for any $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma$, the factorization can be carried out so that

$$q \leq m_1 \log \mu(\gamma) + m_2,$$

where $m_1, m_2 > 0$ are independent of $\gamma$ and

$$\mu(\gamma) = a^2 + b^2 + c^2 + d^2.$$

We assume that the cocycle $\{g_\gamma | \gamma \in \Gamma\}$ in $\mathcal{P}$ satisfies

$$|(g_{V_i})_{ij}(\tau)| < K(|\tau|^p + v^{-\sigma}), \text{ for } 1 \leq i \leq s, \; 1 \leq j \leq p,$$

for positive constants $K, p$ and $\sigma$ which are independent of particular generators involved. Assume also that $2\sigma > -k$ and $\rho > k$. Here, $g_i(\tau)$ is defined, by the definition of parabolic cocycle, as follows

$$g_{Q_i}(\tau) = (g_{i | -k, \chi, \rho} Q_i)(\tau) - g_i(\tau).$$
Lemma 3.4. If \( \{g_\gamma| \gamma \in \Gamma\} \) is a parabolic cocycle, then there exists \( K^* > 0 \) depending only upon \( \Gamma \) and \( \{g_\gamma| \gamma \in \Gamma\} \) such that

\[
|(g_{C_h} \mid -k, \chi, \rho C_{h+1} \cdots C_q)_j(\tau)| \leq K^* \mu(\gamma)^\lambda(\tau),
\]

for \( 1 \leq h \leq q, \ 1 \leq j \leq p \). Here, \( e = \max(\rho/2, \sigma + k/2) \) and \( \gamma = C_1 \cdots C_q \) is a factorization into sections of \( \gamma \in \Gamma \) and \( \lambda(\tau) = (|\tau|^2 + v^{-2})^{\rho \cdot k - \sigma + \nu^{-2} \cdot (1 + |\tau|^2)^{\rho \cdot k - \sigma + \nu^{-2}}}. \)

Proof of Lemma 3.4 Consider first the case when \( C_h \) is a non-parabolic generator. Let \( V = C_{h+1} \cdots C_q = (a b \ c d) \). By the definition of the slash operator, we have

\[
|(g_{C_h} \mid -k, \chi, \rho V)_j(\tau)| = |c\tau + d|m(V)\sum_{i=1}^{p} |\rho(V^{-1})_j| (g_{C_h})_i(V\tau),
\]

where \( \rho(V^{-1})_j \) is the \((j, l)\)th entry of \( \rho(V^{-1}) \). Then we see by (3.5) that

\[
|(g_{C_h} \mid -k, \chi, \rho V)_j(\tau)| \leq |c\tau + d|m(V)\sum_{i=1}^{p} |(g_{C_h})_i(V\tau)|
\]

\[
< |c\tau + d|m(V)|V|^\rho + v^{-\sigma}|c\tau + d|^{2\sigma}
\]

\[
= pK|a\tau + b|^\rho|c\tau + d|^{k-\rho} + pK|c\tau + d|^{2\sigma + k} v^{-\sigma}.
\]

By Lemma 3.3 we obtain that

\[
|a\tau + b|^\rho \leq 2^{\rho/2}|\tau|^2 + v^{-2})^{\rho/2}(a^2 + b^2)^{\rho/2},
\]

\[
|c\tau + d|^{2\sigma + k} \leq 2^{\sigma + k/2}|\tau|^2 + v^{-2})^{2\sigma + k/2}(c^2 + d^2)^{\sigma + k/2},
\]

and

\[
|c\tau + d|^{k-\rho} \leq \left(\frac{v^2}{1 + 4|\tau|^2}\right)^{(k-\rho)/2} (c^2 + d^2)^{(k-\rho)/2}.
\]

Here, we used the assumption that \( 2\sigma > -k \) and \( \rho > k \). Hence we can check that

\[
|(g_{C_h} \mid -k, \chi, \rho V)_j(\tau)| < pK' 2^{\rho/2}|\tau|^2 + v^{-2})^{\rho/2}(a^2 + b^2)^{\rho/2}\left(\frac{1 + 4|\tau|^2}{v^2}\right)^{(p-k)/2} (c^2 + d^2)^{(k-\rho)/2}
\]

\[
+ pK 2^{\sigma + k/2}|\tau|^2 + v^{-2})^{2\sigma + k/2}(c^2 + d^2)^{\sigma + k/2} v^{-\sigma}.
\]

Since the non-zero \( c, \ (c^* \ c) \in \Gamma \), with \( \Gamma \) discrete, have a positive lower bound, it follows that \( c^2 + d^2 \) has a positive lower bound. Hence we get the following inequality

\[
|(g_{C_h} \mid -k, \chi, \rho V)_j(\tau)| < K_1(a^2 + b^2)^{\rho/2}|\tau|^2 + v^{-2})^{\rho/2}\left(\frac{1 + 4|\tau|^2}{v^2}\right)^{(p-k)/2}
\]

\[
+ K_2(c^2 + d^2)^{\sigma + k/2}|\tau|^2 + v^{-2})^{\sigma + k/2} v^{-\sigma}.
\]

By 6 Theorem 2], we have

\[
a^2 + b^2 + c^2 + d^2 = \mu(V) \leq K_2 \mu(\gamma),
\]

so that

\[
|(g_{C_h} \mid -k, \chi, \rho V)_j(\tau)| \leq K_3 \mu(\gamma)^\rho/2(|\tau|^2 + v^{-2})^{\rho/2} v^{k-\rho}(1 + |\tau|^2)^{(p-k)/2}
\]

\[
+ K_4 \mu(\gamma)^{\sigma + k/2} v^{-\sigma}(|\tau|^2 + v^{-2})^{\sigma + k/2} v^{-\sigma}.
\]
Letting $e = \max(\rho/2, \sigma + k/2)$, we see that

\[
|\langle g_{\mathcal{C}_h} \rangle_{-k,\chi,\rho} V_j(\tau)\rangle| \leq K_4 \mu(\gamma)^e (|\tau|^2 + v^{-2})^e \{tv^{k-\rho}(1 + 4|\tau|^2)^{(\rho-k)/2} + v^{-\sigma}\}
\]

\[
\leq K_4 \mu(\gamma)^e (|\tau|^2 + v^{-2})^e \left\{ \frac{1}{2} v^{2k-2\rho} + \frac{1}{2}(1 + 4|\tau|^2)^{\rho-k} + v^{-\sigma}) \right\}.
\]

We used the fact that $\{tv^{k-\rho} - (1 + 4|\tau|^2)^{(\rho-k)/2}\}^2 \geq 0$. If we put $\lambda(\tau) = (|\tau|^2 + v^{-2})^e \left\{ \frac{1}{2} v^{2k-2\rho} + \frac{1}{2}(1 + 4|\tau|^2)^{\rho-k} + v^{-\sigma}\right\}$, then we have

\[
|\langle g_{\mathcal{C}_h} \rangle_{-k,\chi,\rho} V_j(\tau)\rangle| \leq K_4 \mu(\gamma)^e \lambda(\tau).
\]

Now we deal with the case in which $\mathcal{C}_h$ is a parabolic section, that is $\mathcal{C}_h = \mathcal{Q}_i^m$ for some $0 \leq i \leq t$. Then

\[
g_{\mathcal{Q}_i}(\tau) = (g_j \mid_{-k,\chi,\rho} \mathcal{Q}_i)(\tau) - g_i(\tau),
\]

and so, by the consistency condition for the cocycle as in (3.2), we also have

\[
g_{\mathcal{C}_h}(\tau) = (g_j \mid_{-k,\chi,\rho} \mathcal{C}_h)(\tau) - g_i(\tau).
\]

From this it follows that

\[
(g_{\mathcal{C}_h} \mid_{-k,\chi,\rho} \mathcal{C}_{h+1} \cdots \mathcal{C}_q)(\tau) = (g_j \mid_{-k,\chi,\rho} \mathcal{C}_h \cdots \mathcal{C}_q)(\tau) - (g_j \mid_{-k,\chi,\rho} \mathcal{C}_{h+1} \cdots \mathcal{C}_q)(\tau),
\]

for $1 \leq j \leq p$. The previous argument applies to each of the two terms on the right hand side to yield

\[
|\langle g_{\mathcal{C}_h} \rangle_{-k,\chi,\rho} V_j(\tau)\rangle| \leq K_5 \mu(\gamma)^e \lambda(\tau).
\]

The proof is complete. \hfill \Box

Now we need to look into $\mu(\gamma)$ to complete the estimation of $|g_{\gamma}(\tau)|$ in (3.4). It is helpful at this point to introduce a specific fundamental region. We employ the Ford fundamental region $\mathcal{R}$ defined as follows (see [23, pp. 139])

\[
\mathcal{R} := \{ \tau \in \mathbb{H} \mid |\Re\tau| < \lambda/2 \text{ and } |c\tau + d| > 1 \text{ for all } \gamma = (\ast \ast \ast \ast) \in \Gamma - \Gamma_{\infty}\},
\]

where $\lambda$ is a constant defined as in (3.3). Then there exists $v_0 > 0$ with $iv_0 \in \mathcal{R}$. Now determine $\mathcal{L}$ by the condition that $\gamma \in \mathcal{L}$ if $-\lambda/2 \leq \Re(\gamma(iv_0)) < \lambda/2$.

Lemma 3.5. [11] Lemma 6] If $\gamma = (a \ b \ c \ d) \in \mathcal{L}$, chosen as indicated above, then

\[
\mu(\gamma) \leq K'(c^2 + d^2),
\]

for a positive constant $K'$, independent of $\gamma$.

In the following theorem we prove by using Lemma 3.3 3.4 and 3.5 the convergence of $\Phi(\tau; r)$ for sufficiently large $r$.

Theorem 3.6. Let $e = \max(\rho/2, \sigma + k/2)$, where $\rho$ and $\sigma$ are given in (3.2). If $r > 2e + 4$, then the generalized Poincaré series $\Phi(\tau; r)$, defined as in (3.4), converges absolutely and uniformly on compact subsets of $\mathbb{H}$.
Proof of Theorem 3.6. Suppose that \( \gamma \in \mathcal{L} \). As before, we write \( \gamma = C_1 \cdots C_q \), a product of sections. Applying (3.2) repeatedly, we have that
\[
(3.7) \quad g_\gamma(\tau) = g_{C_1 \cdots C_q}(\tau) = (g_{C_1}|_{-k, \lambda} C_2 \cdots C_q)(\tau) + (g_{C_2}|_{-k, \lambda} C_3 \cdots C_q)(\tau) + \cdots + g_{C_q}(\tau)
\]
with \( q \leq m_1 \log \mu(\gamma) + m_2 \) terms on the right hand side. We need to estimate the absolute value of general term of each component of the series (3.4). This is
\[
\left| \frac{(g_\gamma)_j(\tau)}{(c\tau + d)^r} \right| = |(g_\gamma)_j(\tau)||c\tau + d|^{-r}.
\]
By (3.7) and Lemma 3.4 we have
\[
|(g_\gamma)_j(\tau)| \leq K^* \mu(\gamma)^r \lambda(\tau)q \leq K^* \mu(\gamma)^{r+1} \lambda(\tau),
\]
where \( \lambda(\tau) = (|\tau|^2 + v^{-2})^e \left\{ \frac{1}{2} v^{2-2k} + \frac{1}{2} (1+4|\tau|^2)^{\rho-k} + v^{-\sigma} \right\} \), and we have used \( q \leq m_1 \log \mu(\gamma) + m_2 \leq m_3 \mu(\gamma) \) for a positive constant \( m_3 \), independent of \( \gamma \). Lemma 3.5 yields
\[
|(g_\gamma)_j(\tau)| \leq K^* (c^2 + d^2)^{r+1} \lambda(\tau),
\]
and by Lemma 3.3 we see that
\[
|(g_\gamma)_j(\tau)| \leq K^* |c\tau + d|^{2e+2} \left( \frac{1 + 4|\tau|}{v^2} \right)^{r+1} \lambda(\tau).
\]
Hence, we obtain that
\[
|(g_\gamma)_j(\tau)||c\tau + d|^{-r} \leq K^* |c\tau + d|^{2e+2-r} \left( \frac{1 + 4|\tau|}{v^2} \right)^{r+1} \lambda(\tau).
\]
With \( r > 2e + 4 \) it follows that \( r - 2e - 2 > 2 \) and hence by [23] pp. 276-277] we see that a generalized Poincaré series \( \Phi(\tau; r) \) converges absolutely and uniformly on compact subsets of \( \mathbb{H} \). □

Using a generalized Poincaré series \( \Phi(\tau; r) \), we can prove the existence of the vector-valued Eichler integral for given period functions. For this proof, we need the following result, which is a generalization of Petersson’s result in [29]. For the notation, a vector-valued function \( f(\tau) = \sum_{j=1}^p f_j(\tau)e_j \) is a meromorphic modular form of weight \(-k\), multiplier system \( \chi \) and type \( \rho \) on \( \Gamma \) if \( f_j(\tau) \) is a meromorphic function on \( \mathbb{H} \) which satisfies two conditions in Definition 3.1.

Lemma 3.7. Assume that \( k \) is any real number. Let \( \chi \) be a multiplier system of weight \(-k\) and \( \rho \) a unitary representation. Then there exists a vector-valued meromorphic modular form \( f(\tau) \) of weight \(-k\), multiplier system \( \chi \) and type \( \rho \) which has poles with given principal parts at finitely many points of \( \mathcal{R} \cap \mathbb{H} \) and is holomorphic elsewhere in \( \mathcal{R} \) with the possible exception of the cusps, where \( \mathcal{R} \) is a Ford fundamental region as in (3.6).

Remark 3.8. In fact, we consider the principal part at a point \( x \) in the Riemann surface \( \Gamma \setminus \mathbb{H} \). Thus in this paper the principal part at \( \tau_0 \in \mathbb{H} \) means the principal part at \( \tau_0 \) that can be expressed as
\[
\sum_{n_0 \leq n < 0} c(n)(\tau - \tau_0)^e n,
\]
where \( e \) is the order of \( \Gamma_{\tau_0} \).

Proof of Lemma 3.7. We want to construct a vector-valued function \( I_{m, \tau_0, \lambda}(\tau) \) such that
(1) a function \((I_{m,\tau_0,i})_m(\tau)\) has a pole of order \(i\) at \(\tau_0\) in \(\mathcal{R}\) and is holomorphic everywhere else on \(\mathcal{R}\),

(2) a function \((I_{m,\tau_0,i})_j(\tau)\) is holomorphic on \(\mathbb{H}\) if \(j \neq m\).

First we construct a vector-valued modular form \(H(\tau)\) in \(M_{r-2k,\chi,\rho}(\Gamma)\). Knopp and Mason \cite{14} defined a vector-valued Poincaré series \(P(\tau) = P(\tau, \rho, r, \nu, m, j)\) in the following fashion. Fix \(m\) an integer and \(j, 1 \leq j \leq p\), and let

\[
P(\tau, \rho, r, \chi, m, j) = \frac{1}{2} \sum_{M \in P_{\infty} \setminus \Gamma} \frac{e^{2\pi i (m \rho + \kappa_j)}}{\chi(M)(ct + d)^r \rho^{-1}(M)} e_j,
\]

where \(\chi\) is a multiplier system of weight \(r\) and

\[
\chi(Q)\rho(Q) = \begin{pmatrix} e^{2\pi i \kappa_1} \\ \vdots \\ e^{2\pi i \kappa_p} \end{pmatrix}.
\]

Here, \(Q\) is a generator of \(\Gamma_\infty\). This Poincaré series is a vector-valued modular form in \(M_{r-2k,\chi,\rho}(\Gamma)\) (Knopp and Mason deals with a vector-valued Poincaré series \(P(\tau, \rho, r, \nu, m, j)\) when \(r\) is an even integer with \(r > 2\) and \(\Gamma\) is a full modular group. But the same proof for the convergence applies to the case where \(r\) is real and \(\Gamma\) is a \(H\)-group). Let \(n\) be a positive integer such that \(-k + 12n > 2\). Then by the above discussion, there is a vector-valued modular form \(P(\tau)\) in \(M_{r-2k,\chi,\rho}(\Gamma)\). Then \(H(\tau) := \frac{P(\tau)}{\Delta(\tau)^n}\) is a vector-valued modular form in \(M_{r-2k,\chi,\rho}(\Gamma)\), where \(\Delta(\tau) = e^{2\pi i \tau} \prod_{n=1}^{\infty} (1 - e^{2\pi i \tau})^{24}\) is a cusp form of weight 12 with the trivial character on \(\text{SL}(2, \mathbb{Z})\), which has no zeros or poles on \(\mathbb{H}\).

Next we want to modify the function \(H(\tau)\) so that we get a desired function \(I_{m,\tau_0,i}(\tau)\). Note that \(H(\tau) = \sum_{j=1}^{p} H_j(\tau)e_j\) is holomorphic on \(\mathbb{H}\). Let \(Z(H, m, \tau_0)\) be the order of zero of \(H_m(\tau)\) at \(\tau_0\). By the Petersson’s result in \cite{29}, we see that there is a (scalar-valued) meromorphic modular form \(g(\tau)\) of weight 0 with the trivial character on \(\Gamma\) such that \(g(\tau)\) has a pole of order \(i + Z(H, m, \tau_0)\) at \(\tau_0\) and is holomorphic elsewhere on \(\mathcal{R}\). We can consider the function

\[
(I_{m,\tau_0,i})_j(\tau) := \begin{cases} H_j(\tau) & \text{if } j \neq m, \\ H_j(\tau)g(\tau) & \text{if } j = m. \end{cases}
\]

Then this is a desired function.

Now we construct a vector-valued meromorphic modular form \(f(\tau)\) satisfying the desired property for the principal parts. Suppose that the principal part at \(\tau_0\) is given by

\[
(3.8) \sum_{n_0 \leq n < 0} c(n)(\tau - \tau_0)^en,
\]

where \(e\) is the order of \(\Gamma_{\tau_0}\). It is enough to show that there is a vector-valued meromorphic modular form \(f(\tau) = \sum_{j=1}^{p} f_j(\tau)e_j\) of weight \(-k\), multiplier system \(\chi\) and type \(\rho\) on \(\Gamma\) which has a pole with a given principal part at \(\tau_0\) in the \(m\)th component and is holomorphic elsewhere in \(\mathcal{R}\). Let \(a(m, \tau_0, i) = \lim_{\tau \to \tau_0} (I_{m,\tau_0,i})_m(\tau)(\tau - \tau_0)^i\). If we let

\[
f(\tau) := \sum_{n_0 \leq n < 0} \frac{c(n)}{a(m, \tau_0, n)} I_{m,\tau_0,n}(\tau),
\]
then the principal part of $f_m(\tau)$ at $\tau_0$ is the same as given in (3.8) and $f_m(\tau)$ is holomorphic elsewhere in $\mathcal{R}$. □

Following the literature on the Eichler cohomology theory, we introduce a left-finite expansion at each parabolic cusp for the consistency. The expansion at the cusp $i\infty$ has the form

$$F(\tau) = \sum_{j=1}^{p} \sum_{n \gg -\infty} a_0(n, j) e^{2\pi i (n+\kappa_{j,0})/\lambda_0} e_j,$$

where $Q = Q_0 = \begin{pmatrix} 1 & \lambda_0 \\ 0 & 1 \end{pmatrix}$, $\lambda_0 > 0$, is a generator of $\Gamma_\infty$ and

$$(3.9) \quad \chi(Q) \rho(Q) = \begin{pmatrix} e^{2\pi i \kappa_{1,0}} & & \\ & \ddots & \\ & & e^{2\pi i \kappa_{p,0}} \end{pmatrix},$$

Let $q_1, \ldots, q_t$ be the inequivalent parabolic cusps other than infinity. Suppose also that $Q_i = \begin{pmatrix} c_i & d_i \\ 0 & 1 \end{pmatrix}$, $1 \leq i \leq t$, is a parabolic generator, i.e., $Q_i$ is a generator of $\Gamma_j$, where $\Gamma_j$ is the cyclic subgroup of $\Gamma$ fixing $q_i$, $1 \leq i \leq t$. To describe the expansion at a finite parabolic cusp $q_i$, choose $A_i := \begin{pmatrix} 0 & -1 \\ 1 & -q_i \end{pmatrix}$, so that $A_i$ has determinant 1 and $A_i(q_i) = \infty$. Then the width of the cusp $q_i$ is a positive real number such that $A_i^{-1} \begin{pmatrix} 1 & \lambda_i \\ 0 & 1 \end{pmatrix} A_i = Q_i$.

The expansion at the cusp $q_i$ has the form

$$F(\tau) = (\tau - q_i)^k \sum_{j=1}^{p} \sum_{n \gg -\infty} a_i(n, j) e^{-2\pi i (n+\kappa_{j,i})/\lambda_i(\tau-q_i)} e_j,$$

where

$$(3.10) \quad \chi(Q_i) \rho(Q_i) = \begin{pmatrix} e^{2\pi i \kappa_{1,i}} & & \\ & \ddots & \\ & & e^{2\pi i \kappa_{p,i}} \end{pmatrix},$$

for $0 \leq \kappa_{j,i} < 1$, $1 \leq j \leq p$ and $1 \leq i \leq t$. (The motivation for the form of these expansions can be found in [12, pp. 17-20].)

With these notations we can prove the existence of the vector-valued Eichler integral for given period functions.

**Theorem 3.9.** Assume that $k$ is any real number. Let $\chi$ be a multiplier system of weight $-k$ and $\rho$ a unitary representation. Suppose $\{g_\gamma | \gamma \in \Gamma\}$ is a parabolic cocycle of weight $-k$, multiplier system $\chi$ and type $\rho$ on $\Gamma$ in $\mathcal{P}$. Then there exists a vector-valued function $\Phi(\tau)$, holomorphic in $\mathbb{H}$, such that

$$(\Phi|_{-k,\chi,\rho}\gamma)(\tau) - \Phi(\tau) = g_\gamma(\tau)$$

for all $\gamma \in \Gamma$.

**Remark 3.10.** Since $\{g_\gamma | \gamma \in \Gamma\}$ is a parabolic cocycle, there is an element $g_i(\tau) \in \mathcal{P}$ such that $g_{Q_i}(\tau) = (g_i|_{-k,\nu,\rho} Q_i)(\tau) - g_i(\tau)$,
for $0 \leq i \leq t$. Then $\Phi(\tau) - g_i(\tau)$ is invariant under the slash operator $|_{-k,\chi,\rho} Q_i$ and hence has the expansions at parabolic cusps $q_i$, $0 \leq i \leq t$, of the forms

$$\Phi(\tau) = g_i(\tau) + (\tau - q_i)^k \sum_{j=1}^{\infty} \sum_{n \gg -\infty} a_i(n, j) e^{\frac{-2\pi i (n+\kappa_j, i)}{x_0}} e_j, \quad 1 \leq i \leq t,$$

$$\Phi(\tau) = g_0(\tau) + \sum_{j=1}^{\infty} \sum_{n \gg -\infty} a_0(n, j) e^{\frac{2\pi i (n+\kappa_0)}{x_0}} e_j, \quad i = 0.$$

**Proof Theorem 3.9.** We prove this theorem by using a vector-valued generalized Poincaré series $\Phi(\tau; r)$. To define $\Phi(\tau; r)$, we need the condition that $g_0(\tau) = 0$. But that is not true in general. So we modify the given cocycle $\{g_\gamma | \gamma \in \Gamma\}$ as follows. For $\gamma \in \Gamma$, put

$$g_\gamma^*(\tau) = g_\gamma(\tau) - (g_0)|_{-k,\chi,\rho} \gamma - g_0(\tau).$$

Then $\{g_\gamma^* | \gamma \in \Gamma\}$ is again a parabolic cocycle in $\mathcal{P}$ and now $g_\gamma^*(\tau) = 0$. Thus we may form the vector-valued generalized Poincaré series $\Phi^*(\tau; r)$ as

$$\Phi^*(\tau; r) := \sum_{j=1}^{\infty} \sum_{V = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \mathcal{L}} \frac{(g^*_V)_j(\tau)}{(c\tau + d)^r} e_j$$

for sufficiently large $r$ so that $\Phi^*(\tau; r)$ converges.

First we investigate the transformation properties of the vector-valued generalized Poincaré series $\Phi^*(\tau; r)$. Note that for every $M \in \Gamma$ there is a one-to-one correspondence between $\mathcal{L}$ and $\mathcal{L}M$. Therefore, using the absolute convergence and the fact that $r \in 2\mathbb{Z}_{>0}$, for $M = (\begin{smallmatrix} \alpha & \beta \\ \gamma & \delta \end{smallmatrix})$, $VM = (\begin{smallmatrix} \tilde{\alpha} & \tilde{\beta} \\ \tilde{\gamma} & \tilde{\delta} \end{smallmatrix}) \in \Gamma$, we have

$$(\Phi^*|_{-k,\chi,\rho} M)(\tau; r) = \chi^{-1}(M)(\gamma \tau + \delta)^k \rho^{-1}(M) \Phi^*(M\tau; r)$$

$$= \sum_{V = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \mathcal{L}} \chi^{-1}(M)(\gamma \tau + \delta)^k \rho^{-1}(M) (g^*_V(M\tau))(cM\tau + d)^{-r}$$

$$= \sum_{V = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \mathcal{L}} (g^*_V|_{-k,\chi,\rho} M)(\tau)(cM\tau + d)^{-r}$$

$$= \sum_{V = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \mathcal{L}} (g^*_V M(\tau) - g^*_M(\tau))(cM\tau + d)^{-r}$$

$$= (\gamma \tau + \delta)^r \sum_{V = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \mathcal{L}} (g^*_V M(\tau) - g^*_M(\tau))(\gamma \tau + \tilde{\delta})^{-r}$$

$$= (\gamma \tau + \delta)^r (\Phi^*(\tau; r) - \psi(\tau; r) g^*_M(\tau)).$$

Here $\psi(\tau; r)$ is the classical Eisenstein series

$$\psi(\tau; r) = \sum_{V = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \mathcal{L}} (c\tau + d)^{-r},$$
which converges absolutely for \( r > 2 \). Also we have the transformation law

\[
\psi(M\tau; r) = (\gamma\tau + \delta)^r \psi(\tau; r)
\]

for all \( M = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \Gamma \).

Next we define the vector-valued function \( F^*(\tau) \) using \( \Phi^*(\tau; r) \) and \( \psi(\tau; r) \) in the following way

\[
F^*(\tau) := -\frac{\Phi^*(\tau; r)}{\psi(\tau; r)}.
\]

Then we get

\[
(F^*|_{-k,\chi,\rho}M)(\tau) = -\frac{(\Phi^*|_{-k,\chi,\rho}M)(\tau)}{\psi(\tau; r)} = -\frac{\Phi^*(\tau; r)}{\psi(\tau; r)} + g_M^*(\tau) = F^*(\tau) + g_M^*(\tau).
\]

Defining \( F(\tau) := F^*(\tau) + g_0(\tau) \), we have

\[
(F|_{-k,\chi,\rho}M)(\tau) - F(\tau) = g_M^*(\tau) + (g_0|_{-k,\chi,\rho}M)(\tau) - g_0(\tau) = g_M(\tau)
\]

for \( M \in \Gamma \). Therefore, \( F(\tau) \) is the vector-valued Eichler integral satisfying the desired transformation properties.

However, \( F(\tau) \) may have a pole at \( \mathcal{R} \) because of \( \psi(\tau; r) \). So we modify the function \( F(\tau) \) by subtracting a vector-valued meromorphic modular form \( f(\tau) \) with the same principal part at all poles of \( F(\tau) \) on \( \mathcal{R} \) using Lemma 3.7, so that we get an vector-valued Eichler integral \( F(\tau) - f(\tau) \) with poles only at cusps and the same periods as \( F(\tau) \). Therefore, \( F(\tau) - f(\tau) \) is holomorphic on \( \mathbb{H} \) and for all \( M \in \Gamma \) we have that

\[
((F - f)|_{-k,\chi,\rho}M)(\tau) = (F - f)(\tau) + g_M(\tau).
\]

\[\Box\]

3.4. Parabolicity of cocycles in \( H^1_{-k,\chi,\rho}(\Gamma, \mathcal{P}) \). In this subsection we show that every cocycle in \( \mathcal{P} \) is parabolic. To prove this we need the following lemma.

**Lemma 3.11.** Suppose that \( g(\tau) = \sum_{j=1}^p g_j(\tau)e_j \in \mathcal{P} \). For a unitary \( p \) by \( p \) matrix \( C \), there exists \( f(\tau) = \sum_{j=1}^p f_j(\tau)e_j \in \mathcal{P} \) such that

\[
Cf(\tau + 1) - f(\tau) = g(\tau), \quad \tau \in \mathbb{H}.
\]

**Proof of Lemma 3.11.** Since \( C \) is unitary, it is diagonalizable. This implies that there are \( p \) by \( p \) matrices \( P \) and \( D \) such that

\[
C = PDP^{-1},
\]

where \( P \) is unitary and \( D \) is unitary and diagonal. Furthermore, every diagonal entry of \( D \) is of absolute value 1. Recall that \( \{e_1, \ldots, e_p\} \) is the standard basis of \( \mathbb{C}^p \). Let \( e_j' := Pe_j \) for \( 1 \leq j \leq p \). Then \( \{e'_1, \ldots, e'_p\} \) is also a basis of \( \mathbb{C}^p \) and there are scalar-valued functions \( g_1'(\tau), \ldots, g_p'(\tau) \) such that

\[
g(\tau) = \sum_{j=1}^p g_j'(\tau)e'_j.
\]

Then since \( g_j'(\tau) \) is a linear combination of \( g_1(\tau), \ldots, g_p(\tau) \), it satisfies the growth condition (3.11). Then solving the equation (3.11) is equivalent to finding scalar-valued functions \( f_1'(\tau), \ldots, f_p'(\tau) \) such that \( \sum_{j=1}^p f_j'(\tau)e'_j = g_j'(\tau)e'_j \).

\[
D \left( \sum_{j=1}^p f_j'(\tau + 1)e'_j \right) - \sum_{j=1}^p f_j'(\tau)e'_j = \sum_{j=1}^p g_j'(\tau)e'_j.
\]
If $d_j$ is a $j$th diagonal entry of $D$, then by Proposition 9 in [11] we can find $f'_j(\tau)$ satisfying the growth condition (3.1) such that

$$d_j f'_j(\tau + 1) - f'_j(\tau) = g'_j(\tau),$$

for $1 \leq j \leq p$ and $\tau \in \mathbb{H}$. Then $\sum_{j=1}^{p} f'_j(\tau)e'_j(\tau)$ is an element of $\mathcal{P}$, which is a desired solution of (3.12). Finally, we can find scalar-valued functions $f_1(\tau), \cdots, f_p(\tau)$ satisfying (3.1) such that

$$\sum_{j=1}^{p} f_j(\tau)e_j = \sum_{j=1}^{p} f'_j(\tau)e'_j.$$

This completes the proof. \hfill $\square$

With this lemma, we can prove that every cocycle in $\mathcal{P}$ is parabolic.

**Theorem 3.12.** Let $k \in \mathbb{R}$ and $\chi$ a multiplier system of weight $-k$. Suppose that $\rho$ is a $p$-dimensional unitary representation. Then

$$H^1_{-k,\chi,\rho}(\Gamma, \mathcal{P}) = \tilde{H}^1_{-k,\chi,\rho}(\Gamma, \mathcal{P}).$$

**Proof of Theorem 3.12.** By definition, it is enough to show that for a parabolic element $Q \in \Gamma$ and a vector-valued function $g(\tau) \in \mathcal{P}$, there exists $f(\tau) \in \mathcal{P}$ such that

(3.13) \hspace{1cm} \left( f \big|_{-k,\chi,\rho} Q \right)(\tau) - f(\tau) = g(\tau).

First suppose that $Q$ is a translation, that is, $Q = \left( \begin{smallmatrix} 1 & \lambda \\ 0 & 1 \end{smallmatrix} \right), \lambda > 0$. Put $\varphi(\tau) := g(\lambda \tau)$. Then $\varphi(\tau) \in \mathcal{P}$ and we may apply Lemma 3.11 to conclude that there exists $\psi(\tau) \in \mathcal{P}$ such that

$$\tilde{\chi}(Q)\rho(Q)^{-1}\psi(\tau + 1) - \psi(\tau) = \varphi(\tau).$$

If we put $f(\tau) := \psi(\tau/\lambda)$, then $f(\tau) \in \mathcal{P}$ and

$$\left( f \big|_{-k,\chi,\rho} Q \right)(\tau) - f(\tau) = \tilde{\chi}(Q)\rho(Q)^{-1}f(\tau + \lambda) - f(\tau) = \tilde{\chi}(Q)\rho(Q)^{-1}\psi(\tau/\lambda + 1) - \psi(\tau/\lambda) = \varphi(\tau/\lambda) = g(\tau).$$

Thus (3.13) has a solution if $Q$ is a translation.

Next, if $Q \in \Gamma$ is parabolic, but not a translation, then $Q$ can be written in the form $Q = A^{-1}\left( \begin{smallmatrix} 1 & \lambda \\ 0 & 1 \end{smallmatrix} \right)A$, $\lambda > 0$, where $A \in \text{SL}(2, \mathbb{R})$ such that $Aq = \infty$. Here, $q$ is a parabolic point fixed by $Q$. Suppose that $Q = \left( \begin{smallmatrix} \ast & \ast \\ c & d \end{smallmatrix} \right), A = \left( \begin{smallmatrix} \ast & \ast \\ 0 & 0 \end{smallmatrix} \right)$ and put

$$\varphi(\tau) := (\gamma A^{-1}\tau + \delta)^{-k}g(A^{-1}\tau),$$

and

$$\epsilon = \tilde{\chi}(Q)(c\tau + d)^{k}(\gamma Q\tau + \delta)^{k}(\gamma \tau + \delta)^{-k}.$$ 

Since $(c\tau + d)(\gamma Q\tau + \delta) = \gamma \tau + \delta$, we see that $|\epsilon| = 1$. One can check that $\varphi(\tau) \in \mathcal{P}$ and hence by the previous case there exists $\psi(\tau) \in \mathcal{P}$ such that

$$\epsilon \rho(Q)^{-1}\psi(\tau + \lambda) - \psi(\tau) = \varphi(\tau).$$
If we put \( f(\tau) := (\gamma\tau + \delta)^k\psi(A\tau) \), then \( f(\tau) \in \mathcal{P} \) and we see that

\[
(f|_{-k,\chi,\rho}Q)(\tau) - f(\tau) = \bar{\chi}(Q)\rho(Q)^{-1}(c\tau + d)^k f(Q\tau) - f(\tau) = \bar{\chi}(Q)\rho(Q)^{-1}(c\tau + d)^k(\gamma Q\tau + \delta)^k\psi(AQ\tau) - f(\tau) = \varepsilon\rho(Q)^{-1}(\gamma\tau + \delta)^k\psi(A\tau + \lambda) - (\gamma\tau + \delta)^k\psi(A\tau) = (\gamma\tau + \delta)^k\varphi(A\tau) = g(\tau).
\]

Here, we used that \( AQ = \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} A \) so that \( AQ\tau = A\tau + \lambda \). Thus (3.13) has a solution \( f(\tau) \in \mathcal{P} \) for any parabolic \( Q \in \Gamma \). This completes the proof. \( \square \)

3.5. The Eichler cohomology theorem for vector-valued modular forms. In this subsection we state the Eichler cohomology theorem for vector-valued modular forms. The Eichler cohomology theorem states that there is an isomorphism between the cohomology group of \( \Gamma \) and the space of vector-valued cusp forms. To define a map from vector-valued cusp forms to cocycles in \( \mathcal{P} \) first we prove the following lemma.

**Lemma 3.13.** Let \( g(\tau) \in S_{k+2,\bar{\chi},\bar{\rho}}(\Gamma) \) and put

\[
G(\tau) := \left[ \int_{i\infty}^{\tau} g(w)(w - \bar{\tau})^k dw \right]^{-},
\]

where \( \tau \in \mathbb{H} \) and \([ \ ]^{-}\) indicates the complex conjugate of the function inside \([ \ ]\). Then

\[
(G|_{-k,\chi,\rho}\gamma)(\tau) - G(\tau) = \left[ \int_{\gamma^{-1}(i\infty)}^{i\infty} g(w)(w - \bar{\tau})^k dw \right]^{-}
\]

for all \( \gamma \in \Gamma \). Moreover, if for each \( \gamma \in \Gamma \) we set

\[
g_\gamma(\tau) := \left[ \int_{\gamma^{-1}(i\infty)}^{i\infty} g(w)(w - \bar{\tau})^k dw \right]^{-},
\]

then the collection \( \{g_\gamma \mid \gamma \in \Gamma\} \) is a cocycle in \( \mathcal{P} \).

**Proof of Lemma 3.13** This is essentially Lemma 2.2 of [15]. First we have

\[
(G|_{-k,\chi,\rho}\gamma)(\tau) - G(\tau) = \bar{\chi}(\gamma)\rho^{-1}(\gamma)(c\tau + d)^k G(\gamma\tau) - G(\tau) = \left[ \chi(\gamma)\rho^{-1}(\gamma)(c\bar{\tau} + d)^k \int_{i\infty}^{\gamma\tau} g(w)(w - \gamma\bar{\tau})^k dw - \int_{i\infty}^{\tau} g(w)(w - \bar{\tau})^k dw \right]^{-}
\]
for $\gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma$. Then using the substitution $w \to \gamma w$ in the first integral and the fact that $g(\tau) \in S_{k+2, \chi, \rho}(\Gamma)$, we obtain that

$$
(G|_{-k, \chi, \rho})_{-k, \chi, \rho}(\tau) - G(\tau)
= \left[ \chi(\gamma) \rho^{-1}(\gamma)(c\tau + d)^k \int_{\gamma^{-1}(\infty)}^{\gamma(\infty)} g(\gamma w)(\gamma w - \gamma \bar{\tau})^k (cw + d)^{-2} dw - \int_{i\infty}^{i\infty} g(w)(w - \bar{\tau})^k dw \right]^{-1}
= \left[ \int_{\gamma^{-1}(\infty)}^{\gamma(\infty)} (c\tau + d)^k (cw + d)^k g(w)(\gamma w - \gamma \bar{\tau})^k dw - \int_{i\infty}^{i\infty} g(w)(w - \bar{\tau})^k dw \right]^{-1}
= \left[ \int_{\gamma^{-1}(\infty)}^{\gamma(\infty)} (c\tau + d)^k (cw + d)^k g(w) \left( \frac{w - \bar{\tau}}{(cw + d)(c\tau + d)} \right)^k dw - \int_{i\infty}^{i\infty} g(w)(w - \bar{\tau})^k dw \right]^{-1}.
$$

Note that

$$
\left( \frac{w - \bar{\tau}}{(cw + d)(c\tau + d)} \right)^k = \frac{(w - \bar{\tau})^k}{(cw + d)^k(c\tau + d)^k}.
$$

Hence we conclude that

$$
(G|_{-k, \chi, \rho})_{-k, \chi, \rho}(\tau) - G(\tau)
= \left[ \int_{\gamma^{-1}(\infty)}^{\gamma(\infty)} g(w)(w - \bar{\tau})^k dw - \int_{i\infty}^{i\infty} g(w)(w - \bar{\tau})^k dw \right]^{-1}
= \left[ \int_{\gamma^{-1}(\infty)}^{\gamma(\infty)} g(w)(w - \bar{\tau})^k dw \right]^{-1}.
$$

Since $g_\gamma(\tau) = (G|_{-k, \chi, \rho})_{-k, \chi, \rho}(\tau) - G(\tau)$, one can check that $\{g_\gamma | \gamma \in \Gamma\}$ is a cocycle in $\mathcal{P}$. 

Now we define a mapping

$$
\eta : S_{k+2, \chi, \rho}(\Gamma) \to H^1_{-k, \chi, \rho}(\Gamma, \mathcal{P})
$$

by $\eta(g) = \langle g_\gamma | \gamma \in \Gamma \rangle$, where $\langle g_\gamma | \gamma \in \Gamma \rangle$ is the class determined by the cocycle $\{g_\gamma | \gamma \in \Gamma\}$ constructed in the previous lemma. One can see that $\eta$ is a linear mapping. In this subsection, we just state the Eichler cohomology theorem for vector-valued modular forms.

**Theorem 3.14.** Let $\rho$ be a $p$-dimensional unitary representation. Then for any real number $k$ and multiplier system $\chi$ of weight $-k$, we have an isomorphism

$$
\eta : S_{k+2, \chi, \rho}(\Gamma) \cong H^1_{-k, \chi, \rho}(\Gamma, \mathcal{P})
$$

Combining Theorem 3.12 and Theorem 3.14, we have the following result.

**Theorem 3.15.** Let $\rho$ be a $p$-dimensional unitary representation. Then for any real number $k$ and multiplier system $\chi$ of weight $-k$, we have an isomorphism

$$
S_{k+2, \chi, \rho}(\Gamma) \cong \tilde{H}^1_{-k, \chi, \rho}(\Gamma, \mathcal{P}).
$$

In the following subsections, we will prove Theorem 3.14 based on the arguments of Knopp and Mawi as in [15].
3.6. **Injectivity of \( \eta \).** In this subsection, we prove the injectivity of \( \eta \). To prove that \( \eta \) is injective, assume that \( g(\tau) \in \text{Ker} \ \eta \). It suffices to show that \( g \equiv 0 \). Since \( g(\tau) \in \text{Ker} \ \eta \), we see that \( \eta(g) = \langle g, \gamma \rangle_{\Gamma} \) is a coboundary. Thus there exists \( p(\tau) \in \mathcal{P} \) such that

\[
g_{\gamma}(\tau) = (p|_{-k, \chi, \rho}(\chi))(\tau) - p(\tau)
\]

for all \( \gamma \in \Gamma \). With \( G(\tau) \) defined as in (3.14), we obtain that

\[
((G - p)|_{-k, \chi, \rho}(\chi))(\tau) = (G - p)(\tau)
\]

for all \( \gamma \in \Gamma \). Since \( p(\tau) \) and \( g(\tau) \) are holomorphic, we have

\[
\frac{\partial}{\partial \tau}(g_j(\tau)G_j(\tau)) = |g_j(\tau)|^2(\bar{\tau} - \tau)^k
\]

and

\[
\frac{\partial}{\partial \tau}(p_j(\tau)g_j(\tau)) = 0
\]

for each \( j \in \{1, 2, \cdots, p\} \). Let \( \mathcal{F} \) be a fundamental region for \( \Gamma \) in \( \mathbb{H} \). Then

\[
(3.15) \quad \int_{\mathcal{F}} |g_j(\tau)|^2(\bar{\tau} - \tau)^k \ dudv = \int_{\mathcal{F}} \frac{\partial}{\partial \tau}(g_j(\tau)(G_j(\tau) - p_j(\tau))) \ dudv,
\]

where \( \tau = u + iv \in \mathbb{H} \). If we apply the Stoke theorem to the right hand side of (3.15) and take a sum, then we have

\[
(3.16) \quad \int_{\mathcal{F}} \sum_{j=1}^{p} |g_j(\tau)|^2(\bar{\tau} - \tau)^k \ dudv = -\frac{i}{2} \int_{\partial \mathcal{F}} \sum_{j=1}^{p} g_j(\tau)(G_j(\tau) - p_j(\tau)) \ d\tau.
\]

Note that \( \sum_{j=1}^{p} g_j(\tau)(G_j(\tau) - p_j(\tau)) \) can be understood as an inner product on \( p \)-dimensional vectors. Since \( \rho \) is a unitary representation, \( \rho(\gamma) \) is a unitary matrix for any \( \gamma \in \Gamma \) and hence it follows that

\[
\sum_{j=1}^{p} g_j(\tau)(G_j(\tau) - p_j(\tau)) \ d\tau
\]

is \( \Gamma \)-invariant. Using this transformation property we can show that the right hand side of (3.16) is zero, from which we conclude that \( g_j \equiv 0 \) for each \( j \in \{1, \cdots, p\} \). This implies that \( \eta \) is injective.

3.7. **Petersson’s principal parts condition and related results.** In this subsection, we state and prove some results which we need to prove that \( \eta \) is surjective. Let \( k \in \mathbb{R} \). Let \( \{\varphi_1, \cdots, \varphi_d\} \) be a basis of \( S_{k+2, \chi, \rho}(\Gamma) \) whose expansions at the finite cusps \( q_i \) are given by

\[
\varphi_i(\tau) = (\tau - q_i)^{-k-2} \sum_{j=1}^{\infty} \sum_{n \gg -\infty} a_{i,j}(n) e^{-2\pi i (n+\kappa'_i,n\kappa_i)} e_j, \quad 1 \leq i \leq t,
\]

and whose expansion at infinity is given by

\[
\varphi_i(\tau) = \sum_{j=1}^{\infty} \sum_{n \gg -\infty} a_{i,0}(n) e^{2\pi i (n+\kappa'_i,0)\tau/\lambda_0} e_j,
\]
where \( \kappa_{j,i} \), \( 1 \leq j \leq p \), \( 0 \leq i \leq t \), are non-zero constants given as in (3.9), (3.10) and \( \kappa'_{j,i} \), \( 1 \leq j \leq p \), \( 0 \leq i \leq t \), are given by

\[
\kappa'_{j,i} = \begin{cases} 
0 & \text{if } \kappa_{j,i} = 0, \\
1 - \kappa_{j,i} & \text{if } \kappa_{j,i} > 0.
\end{cases}
\]

The following result is a generalization of Petersson’s result in [30, pp. 388-389].

**Theorem 3.16.** There exists \( g(\tau) \in M^l_{-k,\chi,\rho}(\Gamma) \) whose expansion at the finite cusps \( q_i \) are given by

\[
g(\tau) = (\tau - q_i)^k \sum_{j=1}^{p} \sum_{n \gg -\infty} b_i(n,j) e^{\frac{-2\pi i (n+k_{j,i})}{\lambda_i(\tau - q_i)}} e_j, \quad 1 \leq i \leq t,
\]

and whose expansion at infinity is given by

\[
g(\tau) = \sum_{j=1}^{p} \sum_{n \gg -\infty} b_0(n,j) e^{2\pi i (n+\kappa_{j,0})\tau/\lambda_0} e_j
\]

if and only if

\[
\text{Res}(g\varphi_l) := \sum_{i=0}^{t} \text{Res}((g\varphi_l)_i, q_i) = 0,
\]

for each \( l = 1, \cdots, d \), where \( \text{Res}((g\varphi_l)_i, q_i) := \sum_{j=1}^{p} \sum_{n+\kappa_j < 0} b_i(n,j) a_{l,i}(- (\kappa_{j,i} + \kappa'_{j,i}) - n, j) \).

**Proof of Theorem 3.16.** This follows from the same argument in Theorem 3.1 in [2]. \( \square \)

Since \( \dim S_{k+2,\chi,\rho}(\Gamma) = d \), there exist pairs of natural numbers

(3.17) \((s_1, t_1), \cdots, (s_d, t_d)\)

such that a \( d \times d \) matrix \( C = [c_{ij}] \), where \( c_{ij} = a_{l,0}(s_j, t_j) \), is nonsingular. Using this, we can prove the following result, which plays an important role in the proof of the surjectivity of \( \eta \).

**Proposition 3.17.** Let \( k \in \mathbb{R} \). Given poles of prescribed principal parts \( P_i \) at the cusp \( q_i \) for \( i = 0, \cdots, t \), there exists a vector-valued weakly holomorphic modular form \( g(\tau) \) in \( M^l_{-k,\chi,\rho}(\Gamma) \) whose principal part at the finite cusp \( q_i \), \( 1 \leq i \leq t \), is \( P_i \) and whose principal part at the infinite cusp \( q_0 \) differs from \( P_0 \) by at most \( d \) terms, where \( d = \dim S_{k+2,\chi,\rho}(\Gamma) \).

**Proof of Proposition 3.17.** Let \( (s_l, t_l) \), \( 1 \leq l \leq d \), be as in (3.17) and \( C = [c_{ij}] \), where \( c_{ij} = a_{l,0}(s_j, t_j) \) and \( a_{l,0}(s_j, t_j) \) are Fourier coefficients of \( \varphi_l(\tau) \). We shall construct \( g(\tau) \in M^l_{-k,\chi,\rho}(\Gamma) \) whose principal part at \( q_i \) for \( 1 \leq i \leq t \) is \( P_i \) and whose principal part at \( q_0 \) is given by

\[
g(\tau) = P_0 + \sum_{l=1}^{d} a(s_l, t_l) e^{2\pi i (-s_l - \kappa'_{l,0})/\lambda_0} e_{l}.
\]

By using Theorem 3.16, we see that the necessary and sufficient condition for \( g(\tau) \) to exist is

(3.18) \( CA = B \)
where \( B = (b_1, \ldots, b_d) \) with \( b_l = -\sum_{i=0}^t \text{Res}(P_l(\varphi_i), q_i) \). But since \( C \) is nonsingular, \( (3.18) \) has a unique solution for \( A \). With these values for \( a(s_1, t_1), \ldots, a(s_d, t_d) \), the condition in Theorem 3.16 is satisfied by \( g(\tau) \), and hence \( g(\tau) \) exists.

### 3.8. Surjectivity of \( \eta \).

In this subsection, we prove the surjectivity of \( \eta \). Assume that the dimension of the vector space \( S_{k+2, \tilde{\chi}, \tilde{\rho}}(\Gamma) \) is \( d \). Since \( \eta \) is one-to-one and \( \bar{H}^1_{-k, \chi, \rho}(\Gamma, P) \cong \bar{H}^1_{-k, \chi, \rho}(\Gamma, P) \), it suffices to show that \( \dim \bar{H}^1_{-k, \chi, \rho}(\Gamma, P) \) is at most \( d \).

If \( d = 0 \), then by Theorem 3.16 there exists a \( g(\tau) \in M^1_{-k, \chi, \rho}(\Gamma) \) with any preassigned principal parts at each of the cusps. Given a parabolic cocycle \( \{g_\gamma|\gamma \in \Gamma\} \), we obtain \( \Phi(\tau) \) whose expansions at the cusps have principal parts as given in Remark 3.10. Then we use Theorem 3.16 to obtain \( g(\tau) \in M^1_{-k, \chi, \rho}(\Gamma) \) whose expansions at the cusps have principal parts which agree with those of \( \Phi(\tau) \). Now set \( \Phi^*(\tau) = \Phi(\tau) - g(\tau) \). Then \( (\Phi^*(-k, \chi, \rho)\gamma)(\tau) - \Phi^*(\tau) = g(\tau) \) for all \( \gamma \in \Gamma \) and \( \Phi^*(\tau) \in P \). Thus every parabolic cocycle is a coboundary, and hence the dimension of \( \bar{H}^1_{-k, \chi, \rho}(\Gamma, P) \) is zero. This completes the proof of Theorem 3.14 when \( d = 0 \).

Now suppose that \( \dim S_{k+2, \tilde{\chi}, \tilde{\rho}}(\Gamma) = d > 0 \). Since \( \eta \) is one-to-one, we know that there exist at least \( d \) linearly independent elements in \( \bar{H}^1_{-k, \chi, \rho}(\Gamma, P) \). Let \( d \) of these linearly independent elements be

\[
< g^1_\gamma | \gamma \in \Gamma >, \ldots, < g^d_\gamma | \gamma \in \Gamma >,
\]

and let

\[
\{g^1_\gamma | \gamma \in \Gamma \}, \ldots, \{g^d_\gamma | \gamma \in \Gamma \}
\]

be responsible representatives. Corresponding to each of these parabolic cocycles, by using Theorem 3.17 we obtain \( \Phi_l(\tau) \), \( 1 \leq l \leq d \).

By Proposition 3.17 for each \( \Phi_l(\tau) \), there exists \( f_l(\tau) \in M^1_{-k, \chi, \rho}(\Gamma) \) such that except possible \( d \) terms in the expansion of \( f_l(\tau) \) at the infinite cusp \( f_l(\tau) \) has the same principal parts as \( \Phi_l(\tau) \) in all the expansions at the cusps. Thus, if we let \( \Phi^*_l(\tau) = \Phi_l(\tau) - f_l(\tau) \), then after renaming coefficients we have

\[
\Phi^*_l(\tau) = \Phi_l(\tau) + (\tau - q_l)^k \sum_{j=1}^p \sum_{n+\kappa_j \geq 0} a^l_j(n, j) e^{-2\pi i (n + \kappa_j, 1)} e_j, \quad 1 \leq i \leq t,
\]

\[
\Phi^*_l(\tau) = \Phi_0(\tau) + \sum_{l=1}^d a^l(s_l, t_l) e^{2\pi i (-s_l - \kappa_j, 0)} e_{l_1} + \sum_{j=1}^p \sum_{n+\kappa_j \geq 0} a^l_0(n, j) e^{2\pi i (n + \kappa_j, 0)} e_j, \quad i = 0.
\]

The Eichler integrals \( \Phi^*_l(\tau) \) are linearly independent. Indeed, otherwise there exist \( \beta_1, \ldots, \beta_d \) not all zero such that

\[
\sum_{l=1}^d \beta_l \Phi^*_l(\tau) = 0.
\]

Let \( g^l_\gamma := (\Phi^*_l|_{-k, \chi, \rho})(\gamma) - \Phi^*_l(\gamma) \). Then one can see that \( \sum_{l=1}^d \beta_l g^l_\gamma > 0 \), where we have written \( < g^l_\gamma > \) in place of \( < g^l_\gamma | \gamma \in \Gamma > \) for simplicity. But this contradicts the assumption that \( < g^1_\gamma >, \ldots, < g^d_\gamma > \) are linearly independent.
Once again using Proposition 3.17, we obtain $f(\tau) \in M_{-k,\chi,\rho}(\Gamma)$ such that
\[
\Phi^*(\tau) = g_i(\tau) + (\tau - q_i)^d \sum_{j=1}^{p} \sum_{n+k_j,0\geq 0} a_i(n,j) f_{\lambda_i(q_i),t_j} e_j, \quad 1 \leq i \leq t,
\]
\[
\Phi^*(\tau) = g_0(\tau) + \sum_{l=1}^{d} a(s_l,t_l) e^{2\pi i (-s_l - k_l,0)/\lambda_0} e_{l,t} + \sum_{j=1}^{p} \sum_{n+k_j,0\geq 0} a_0(n,j) f_{\lambda_j(n+k_j,0)} e_j, \quad i = 0,
\]
where $\Phi^*(\tau) = \Phi(\tau) - f(\tau)$.

Since the Eichler integrals $\Phi_i^*(\tau)$ are linearly independent, we notice that the determinant of the matrix
\[
\begin{pmatrix}
a_1(s_1,t_1) & \cdots & a_1(s_d,t_d) \\
\vdots & \ddots & \vdots \\
a_d(s_1,t_1) & \cdots & a_d(s_d,t_d)
\end{pmatrix}
\]
is non-zero. Otherwise there exist $\beta_1, \cdots, \beta_d$ not all zero such that $\sum_{l=1}^{d} \beta_l \Phi^*_l(\tau)$ has no poles at infinity. Then $\sum_{l=1}^{d} \beta_l \Phi^*_l(\tau) \in P$. From this we can deduce that $\{\sum_{l=1}^{d} \beta_l g^l_\gamma | \gamma \in \Gamma\}$ is a coboundary, which is a contradiction because $<g^1_\gamma>, \cdots, <g^d_\gamma>$ are linearly independent. Thus, there exist $\alpha_1, \cdots, \alpha_d$ such that
\[
a(s_\delta,t_\delta) + \sum_{l=1}^{d} \alpha_l a_l(s_\delta,t_\delta) = 0,
\]
for all $1 \leq \delta \leq d$.

Now define
\[
\Psi(\tau) := \Phi^*(\tau) + \sum_{l=1}^{d} \alpha_l \Phi^*_l(\tau).
\]
Then $\Psi(\tau) \in P$ and
\[
(\Psi|_{-k,\chi,\rho})\gamma(\tau) - \Psi(\tau) = g_\gamma(\tau) + \sum_{l=1}^{d} \alpha_l g^l_\gamma(\tau).
\]
Thus, $\{g_\gamma + \sum_{l=1}^{d} \alpha_l g^l_\gamma | \gamma \in \Gamma\}$ is a coboundary and hence $<g_\gamma> = -\sum_{l=1}^{d} \alpha_l <g^l_\gamma>$. This proves that $<g_\gamma>$ is a linear combination of $<g^1_\gamma>, \cdots, <g^d_\gamma>$ and hence $\eta$ is surjective. This completes the proof of Theorem 3.13.

4. Proof of main theorems

In this section, we prove the main theorems: Theorem 4.12 Theorem 4.13 and Theorem 4.14 To prove Theorem 4.12 we need the following lemma.
Lemma 4.1. Let $k \in \mathbb{R}$ and $\chi$ a multiplier system of weight $-k + \frac{i}{2}$. The theta expansion gives an isomorphism

$$H^1_{-k + \frac{i}{2}, M, \chi}(\Gamma^{(1,j)}, \mathcal{P}_M^\epsilon) \cong H^1_{-k, \chi'', \rho''}(\Gamma, \mathcal{P}),$$

and

$$\tilde{H}^1_{-k + \frac{i}{2}, M, \chi}(\Gamma^{(1,j)}, \mathcal{P}_M^\epsilon) \cong \tilde{H}^1_{-k, \chi'', \rho''}(\Gamma, \mathcal{P}),$$

where $\chi''$ and $\rho''$ are given as in (2.7) and (2.6), respectively.

Proof of Lemma 4.1. This proof follows directly from the properties of the theta expansion. Let $\sum_{a \in \mathcal{N}} f_a(\tau)e_a$ be a vector-valued function on $\mathbb{H}$. Then we have the following properties

(1) for $(\gamma, X) \in \Gamma^{(1,j)}$, we have

$$\left(\sum_{a \in \mathcal{N}} f_a(\theta_{2M,a,0})\right)|_{-k + \frac{i}{2}, M, \chi}(\gamma, X)(\tau, z) = \sum_{a \in \mathcal{N}} F_a(\tau)\theta_{2M,a,0}(\tau, z),$$

where $\sum_{a \in \mathcal{N}} F_a(\tau)e_a = \left(\sum_{a \in \mathcal{N}} f_a(\tau)e_a\right)|_{-k, \chi'', \rho''}(\gamma)(\tau),$

(2) $\sum_{a \in \mathcal{N}} f_a(\tau)\theta_{2M,a,0}(\tau, z) \in \mathcal{P}_M^\epsilon$ if and only if $\sum_{a \in \mathcal{N}} f_a(\tau)e_a \in \mathcal{P}$.

The first property follows from the transformation formula of the theta function $\theta_{2M,a,0}(\tau, z)$ and the definition of the representation $\rho''$. The second property comes from the fact that the theta function $\theta_{2M,a,0}(\tau, z)$ is an element of $\mathcal{P}_M^\epsilon$.

For a given cocycle $\{p_{(\gamma,X)}| (\gamma, X) \in \Gamma^{(1,j)}\}$ in $\mathcal{P}_M^\epsilon$, we can write

$$p_{(\gamma,X)}(\tau, z) = \sum_{a \in \mathcal{N}} g_{a,\gamma}(\tau)\theta_{2M,a,0}(\tau, z),$$

where $g_{a,\gamma}(\tau) := \sum_{a \in \mathcal{N}} g_{a,\gamma}(\tau)e_a \in \mathcal{P}$. Note that $p_{(\gamma,X)}(\tau, z)$ satisfies the elliptic transformation property as in (2.2) so that $p_{(\gamma,X)}(\tau, z)$ is determined independently of the choice of $X$. Therefore, $g_{a,\gamma}(\tau)$ is well defined. Then, by the properties of theta expansion as we noted above, we see that the collection $\{g_\gamma| \gamma \in \Gamma\}$ is a cocycle in $\mathcal{P}$. Conversely, if a cocycle $\{g_\gamma = \sum_{a \in \mathcal{N}} g_{a,\gamma}(\tau)e_a\gamma \in \Gamma\}$ in $\mathcal{P}$ is given, then we can construct $p_{(\gamma,X)}(\tau, z)$ as in (1.4). Then the collection $\{p_{(\gamma,X)}| (\gamma, X) \in \Gamma^{(1,j)}\}$ is a cocycle in $\mathcal{P}_M^\epsilon$. Therefore, there is a bijection between cocycles in $\mathcal{P}_M^\epsilon$ and cocycles in $\mathcal{P}$. Similarly, we can show that there is a bijection between parabolic cocycles (resp. coboundaries) in $\mathcal{P}_M^\epsilon$ and parabolic cocycles (resp. coboundaries) in $\mathcal{P}$. Therefore, the theta expansion induces a map on cocycles (resp. parabolic cocycles) and it sends coboundaries to coboundaries. Hence we have the desired isomorphisms. \hfill \square

Proof of Theorem 1.2. First we define the mapping $\tilde{\eta} : S_{k + 2 + \frac{i}{2}, M, \chi}(\Gamma) \rightarrow H^1_{-k + \frac{i}{2}, M, \chi}(\Gamma^{(1,j)}, \mathcal{P}_M^\epsilon)$. Let $\Phi(\tau, z)$ be a Jacobi cusp form in $S_{k + 2 + \frac{i}{2}, M, \chi}(\Gamma)$. Then $\Phi(\tau, z)$ can be written as follows by the theta expansion

$$\Phi(\tau, z) = \sum_{a \in \mathcal{N}} f_a(\tau)\theta_{2M,a,0}(\tau, z).$$
Using this, we define a map $\tilde{\eta}$ as follows: $\tilde{\eta}(\Phi)$ is the class of a cocycle $\{p_{(\gamma,X)}(\gamma,X) \in \Gamma^{(1,j)}\}$, where

$$p_{(\gamma,X)}(\tau,z) = \sum_{a \in \mathbb{N}} F_{a,\gamma}(\tau) \theta_{2M,0}(\tau,z)$$

and

$$F_{a,\gamma}(\tau) = \left[ \int_{\gamma^{-1}(i\infty)} \int_{\gamma^{-1}(i\infty)} f_a(w)(w - \bar{\tau})^k dw \right].$$

In the definition of $\tilde{\eta}$ the map $\tilde{\eta}$ is a composition of three maps: two maps are induced by the theta expansion and the other map is given by $\eta$ in Theorem 3.14. We know that two maps induced by the theta expansion are isomorphisms by Theorem 2.6 and Lemma 4.1 as follows:

$$S_{k+2+j,2M,\chi} \cong S_{k+2,\epsilon,\rho''}(\Gamma)$$

and

$$H^1_{-k+2,j,2M,\chi}(\Gamma) \cong H^1_{-k,\epsilon',\rho''}(\Gamma, \mathcal{P}).$$

Since $\rho''$ is unitary, by Theorem 3.14 $\eta$ is also an isomorphism. Therefore, $\tilde{\eta}$ is also an isomorphism. This prove Theorem 1.2. By the same way, we can prove Theorem 1.3. □

**Proof of Theorem 1.4.** Let $H(\tau) := \sum_{\mu=1}^{2m} h_\mu(\tau)e_\mu$ be a vector-valued function on $\mathbb{H}$, where

$$h_\mu(\tau) = \sum_{n \in \mathbb{N}} c_\mu(N(n))q^{N(n)/4m},$$

where $N(n) = \frac{4m(n+\kappa)}{\lambda} - r^2$. As in the proof of Theorem 1.2 we see that $\tilde{\eta}(\Phi)$ is a cocycle class given by a cocycle representative $\{r(\Phi,(\gamma,X);\tau,z) | (\gamma,X) \in \Gamma^{(1,1)}\}$, where a function $r(\Phi,(\gamma,X);\tau,z)$ on $\mathbb{H} \times \mathbb{C}$ is defined by

$$r(\Phi,(\gamma,X);\tau,z) = \sum_{\mu=1}^{2m} r_{\mu,\gamma}(\tau)\theta_\mu(\tau,z).$$

Here, functions $r_{\mu,\gamma}(\tau)$ and $\theta_\mu(\tau,z)$ are given by

$$r_{\mu,\gamma}(\tau) = \left[ \int_{\gamma^{-1}(i\infty)} h_\mu(w)(w - \bar{\tau})^k dw \right],$$

and

$$\theta_\mu(\tau,z) = \sum_{r \equiv \mu (mod 2m)} \bar{q}^{\tau^2}\zeta^r.$$

Now we compute $r_{\mu,\gamma}(\tau)$ explicitly. Since $\gamma^{-1}(i\infty) = -\frac{d}{c}$, we have

$$r_{\mu,\gamma}(\tau) = \left[ \int_{-\frac{d}{c}}^{i\frac{d}{c}} h_\mu(w)(w - \bar{\tau})^k dw \right] = \left[ \int_{0}^{i\frac{d}{c}} h_\mu\left( w - \frac{d}{c}\right)\left( w - \left( \tau + \frac{d}{c}\right) \right)^k dw \right] = \sum_{n=0}^{k} \binom{k}{n} \left( \tau + \frac{d}{c}\right)^{k-n} (-1)^{k-n} \left[ \int_{0}^{i\frac{d}{c}} h_\mu(w - \frac{d}{c})w^ndw \right].$$
Then we put into the Fourier expansion of $h_{\mu}(\tau)$ and we obtain that

$$
\int_0^{i\infty} h_{\mu}(w - \frac{d}{c}) w^n dw = \int_0^{i\infty} e^{-2\pi i \frac{N(n)}{4mc} \frac{d}{c} n} e^{2\pi i \frac{d}{c} n} \frac{e^{2\pi i \frac{d}{c} n}}{4m} \Gamma(n + 1).
$$

Hence, we can check that

$$
r_{\mu,\gamma}(\tau) = \sum_{n=0}^{k} \binom{k}{n} \left( \tau + \frac{d}{c} \right)^{k-n} (-1)^{k-n} \times (-i)^{n+1} \sum_{n \in \mathbb{Z} \backslash \mathbb{N}(n) > 0} \frac{C_{\mu}(N(n)) e^{2\pi i \frac{d}{c} n} \left( \frac{2\pi N(n)}{4m} \right)^{-(n+1)}}{(N(n)^{4m} n^{n+1} (k - n)! (2\pi i)^{n+1}) (\tau + \frac{d}{c})^{k-n}}.
$$

In conclusion, we see that

$$
r(\Phi, (\gamma, X); \tau, z) = \sum_{\mu=1}^{2m} r_{\mu,\gamma}(\tau) \theta_{\mu}(\tau, z)
$$

$$
= \sum_{\mu=1}^{2m} \sum_{r \equiv \mu (\text{mod } 2m)} \sum_{k=0}^{n} \frac{k!(-1)^{k+n} L(\Phi, \mu, \gamma, n + 1)}{(k - n)! (2\pi i)^{n+1}} \left( \tau + \frac{d}{c} \right)^{k-n} q^{\frac{2}{cm} \zeta^r}.
$$

This completes the proof. □

5. Concluding remarks

The authors of [3] also defined a coefficient module $\mathcal{P}_M$ which is the space of holomorphic functions on $\mathbb{H} \times \mathbb{C}^{(j,1)}$ satisfying only the growth condition as in (1) of Definition 1.1. This space is analogous to the holomorphic function space $\mathcal{P}$, which was used to establish the Eichler cohomology theory for modular forms of real weights by Knopp [11]. Therefore, we are led to ask whether an analogue of Theorem 1.2 is true for $\mathcal{P}_M$ with a suitable replacement for $S_{k+2+\frac{d}{2},\mu,\gamma,\chi}(\Gamma^{(1,j)})$.

Comparison of $\mathcal{P}_M^e$ and $\mathcal{P}_M$ suggests that we have the following exact sequence

$$
0 \to \mathcal{P}_M^e \to \mathcal{P}_M \to \mathcal{P}_M^e/\mathcal{P}_M \to 0.
$$
This sequence gives rise to an exact cohomology sequence

$$0 \rightarrow H^0_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M) \rightarrow H^0_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M \oplus \mathcal{P}_M^e) \rightarrow H^0_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M/\mathcal{P}_M^e)$$

$$\rightarrow H^1_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M^e) \rightarrow H^1_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M \oplus \mathcal{P}_M^e) \rightarrow H^1_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M/\mathcal{P}_M^e)$$

$$\rightarrow H^2_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M^e) \rightarrow H^2_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M) \rightarrow \cdots .$$

Then one can check that

$$H^0_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M^e) = H^0_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M)$$

and hence

$$H^0_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M/\mathcal{P}_M^e) = 0$$

by the exactness of the sequence. From this it follows that the map from $H^1_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M^e)$ to $H^1_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M)$ is injective.

In fact, one can check that $H^1_{-k+\frac{1}{2},\mathcal{M},\chi}(\Gamma(1,j), \mathcal{P}_M)$ is infinite dimensional. More precisely, let $n \in \mathbb{R}$ with $n > 0$ and $r = (r_1, \cdots, r_j) \in \mathbb{R}^{(1,j)}$ with $r_1 \notin \mathbb{Z}$. Suppose that $\{p_{\gamma,X}^{n,r}\} | (\gamma, X) \in \Gamma(1,j)\}$ is a cocycle of elements of $\mathcal{P}_M$ of weight $-k + \frac{1}{2}$, index $\mathcal{M}$ and multiplier system $\chi$ defined by

$$p_{\gamma,X}^{n,r} = 0, \forall \gamma \in \Gamma,$$

$$p_{0,(0,e_i)}^{n,r} = 0, \forall 1 \leq i \leq j,$$

$$p_{0,(e_i,0)}^{n,r} = 0, \forall 2 \leq i \leq j,$$

$$p_{0,(e_i,0)}^{n,r} = q^n e^{2\pi i r e} e^{2\pi i r z},$$

where $e_i$ is the $i$th standard basis of $\mathbb{R}^{(1,j)}$. Since $n > 0$, a function $q^n e^{2\pi i r e} e^{2\pi i r z} \in \mathcal{P}_M$ and a cocycle $\{p_{\gamma,X}^{n,r}\} | (\gamma, X) \in \Gamma(1,j)\}$ is well-defined. Then this cocycle is not a coboundary. Otherwise there exists $p(\tau, z) \in \mathcal{P}_M$ such that

$$p_{\gamma,X}^{n,r}(\tau, z) = (p|_{-k+\frac{1}{2},\mathcal{M},\chi}(\gamma, X))(\tau, z) - p(\tau, z)$$

for all $(\gamma, X) \in \Gamma(1,j)$. By the definition of $p_{0,(0,e_i)}^{n,r}(\tau, z)$, we see that

$$(p|_\mathcal{M}(0,e_1))(\tau, z) = p(\tau, z)$$

and hence $p(\tau, z)$ is a period function with a period 1 as a function of $z_1$, where $z = (z_1, \cdots, z_j)t \in \mathbb{C}^{(j,1)}$. On the other hand, by the definition of $p_{0,(e_i,0)}^{n,r}(\tau, z)$, we have

$$q^n \zeta^r = (p|_\mathcal{M}(e_1,0))(\tau, z) - p(\tau, z).$$

Taking a slash operator $|_\mathcal{M}(0,e_1)$, one can see that

$$q^n e^{2\pi i r e} e^{2\pi i r_1} = (p|_\mathcal{M}(0, (0,e_1)))(0, (0,e_1)) - (p|_\mathcal{M}(0, (0,e_1)))(\tau, z)$$

$$= (p|_\mathcal{M}(e_1,0))(\tau, z) - p(\tau, z)$$

$$= q^n \zeta^r.$$

But this is a contradiction because $r_1 \notin \mathbb{Z}$ and so $e^{2\pi i r_1} \neq 1$. By the same way, we can prove that if $n > 0$ and $r_1, \cdots, r_m \notin \mathbb{Z}$ then cocycles $\{p_{\gamma,X}^{n,r_1,e_1}\}, \cdots, \{p_{\gamma,X}^{n,r_m,e_1}\}$ give linearly independent elements.
in $H^1_{-k+\frac{j}{2},\mathcal{M},c}(\Gamma^{(1,j)},\mathcal{P}_M)$, where we have written $\{P^{n,r,e_1}_p(\gamma,X)\}$ in place of $\{P^{n,r,e_1}_p(\gamma,X) \mid (\gamma,X) \in \Gamma^{(1,j)}\}$ for simplicity. From this, we obtain that the cohomology group $H^1_{-k+\frac{j}{2},\mathcal{M},c}(\Gamma^{(1,j)},\mathcal{P}_M)$ is infinite dimensional and it is strictly larger than $H^1_{-k+\frac{j}{2},\mathcal{M},c}(\Gamma^{(1,j)},\mathcal{P}_e)$.
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