Tunability versus deviation sensitivity in a non-linear vortex oscillator
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Frequency modulation experiments were performed on a spin torque vortex oscillator for a wide range of modulation frequency, up to 10 % of the oscillator frequency. A thorough analysis of the intermodulation products shows that the key parameter that describes these experiments is the deviation sensitivity, which is the dynamical frequency-current dependence. It differs significantly from the oscillator tunability discussed so far in the context of spin-transfer oscillators. The essential difference between these two concepts is related to the response time of the vortex oscillator, driven either in quasi-steady state or in a transient regime.
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I. INTRODUCTION

Spin-transfer oscillators are based on the excitation of magnetization precession by a large dc current density. These oscillators combine many interesting features, such as broad-band frequency operation, small size, easy integration and scalability. In this context, vortex oscillators are promising devices, with intrinsically high output power and narrow linewidths. The oscillation is due to the gyrotropic motion of a magnetic vortex set into motion by the spin-transfer torque. Such systems were initially studied with nanocontacts on spin valve structures, and, later, in magnetic tunnel junction nanopillars under an out-of-plane applied field.

When characterizing an oscillator for telecommunication applications, studying the modulation of the output (carrier) by the information channel (modulation wave) is essential to evaluate its potential. Moreover, such frequency modulation experiments lead to a better insight into the magnetization dynamics. Up to now, such studies were devoted only to macrospin oscillators. Here we performed low-noise frequency modulation measurements on a vortex oscillator, based on a magnetic tunnel junction nanopillar in an in-plane field. We also develop an analysis based on modulation theory to treat the whole set of data at once. It appears that the description previously used to describe modulation experiments where the modulation frequency was much less than the natural frequency, does not apply when the modulation frequency is a significant fraction of the natural frequency. More precisely, the vortex response time appears to play a significant role, so that the concept of deviation sensitivity has to be introduced to explain the observations. Until now, deviation sensitivity was overlooked in the case of spintronic oscillators: it corresponds to the dynamical dependence of the oscillator frequency with an applied current that varies with time. We show that this frequency dependence differs strongly from that of a quasi-static experiment. We emphasize that the concept of deviation sensitivity differs significantly from the tunability discussed so far in the context of macrospin oscillators.

II. EXPERIMENT

Our samples are magnetic tunnel junctions with an ultra-low resistance area product (0.3 Ωμm²) of the following composition: IrMn/CoFe2/Ru0.7/CoFe2.5/AlOx/CoFe3/NiFe5. The subscripts represent the layers’ thickness in nm. They are etched as pillars of 300 nm diameter. In a previous paper, we have shown that injecting a large dc current through the sample induces the formation of a magnetic vortex in the free layer due to the large Oersted field. At some critical current, spin transfer torque induces gyrotropic motion of the vortex, thus leading to a large rf response. Its signature is seen in the power spectral density of the junction, that shows a large rf response. Its signature is seen in the power spectral density of the junction, that shows a large peak around 400 MHz and up to 10 – 12 harmonics. The dynamical properties of this oscillator were thoroughly studied with respect to synchronization, leading us to deduce it behaves as a parametric oscillator. Here we examine frequency modulation on the same samples, in the same experimental conditions. In contrast to other modulation experiments performed on spintronic oscillators, we sweep the modulation frequency and not the modulation power. The tunnel junction is biased with a large dc current and is simultaneously excited by a small “low” frequency current (ω_m/2π = 3 – 40 MHz) provided by a microwave source. The experiment is realized as follows: the sample is polarized by a dc current through the dc-port of a bias-tee and the ac-port is connected to a power-splitter. The ac-current is delivered by a microwave source to one port of this power-splitter, whereas the power spectral density of the sample is measured on a spectrum analyzer connected to the other port. The amplitude of the dc current used
(\(I_{\text{dc}}\)) is typically about 20 mA whereas the amplitude of the ac current (\(i_{\text{ac}}\)) is about 1 mA, corresponding to a frequency deviation of approximately 15 MHz. In the following, the modulation power is corrected using the experimental attenuation factors.

Before performing the frequency modulation experiment, the oscillator natural frequency dependence with bias current is investigated by measuring the power spectral density for various dc currents (Fig. 1). We observe that the dependence of oscillator frequency on bias current can be fitted by a third order polynomial:

\[
\omega(I_{\text{dc}} + i) = \omega_0 + a i + b i^2 + c i^3
\]

where the higher order terms, with coefficients \(b\) and \(c\), provide small corrections to linearity. This direct relation between the oscillator frequency and the current flowing through the device implies that modulating the microwave current induces a periodic change of the instantaneous oscillator frequency. On long time scales, such frequency modulation results in a spectral power density as in Fig. 2. We observe several peaks: the carrier, at frequency \(\omega_c\), close to the natural frequency \(\omega_0\) of the oscillator, and several sidebands at frequencies \(\omega_l = \omega_c + l \omega_m\), \(l\) being a positive or negative integer. In the following, peaks will be labeled by the corresponding \(l\): the carrier \((l = 0)\), the first order sidebands \((l = \pm 1)\), the second order sidebands \((l = \pm 2)\),... Similarly, sidebands are seen around the carrier harmonics. In this paper, however, we focus on the frequency range around the fundamental frequency, where the peaks are the largest. The measured spectrum evolves as we sweep up the modulation frequency. Sidebands shift further apart and the peak amplitudes vary: some peaks become larger, others smaller.

### III. DATA ANALYSIS

Our experimental results can be analyzed by using the analytical formulation of frequency modulation\(^1\). By taking into account the equation of the frequency dependence with bias current (Eq. 1), and replacing \(i\) with \(i_{\text{ac}} \cos(\omega_m t)\) in this equation, we obtain the expression of the instantaneous frequency \(\omega(t)\). Then the phase \(\phi = \int \omega(t) dt\) can easily be calculated:

\[
\phi = \omega_c t + \frac{B_1}{\omega_m} \sin(\omega_m t) + \frac{B_2}{\omega_m} \sin(2\omega_m t) + \frac{B_3}{\omega_m} \sin(3\omega_m t)
\]
The extinctions of the carrier, i.e., the zeros of the carrier amplitude function, are controlled almost exclusively by parameter $B_1$. The impact of the two other parameters on the position of the zeros is below the experimental accuracy. ii) $B_2$ controls the asymmetry between right and left sidebands. If $B_2 = 0$, the right and left sidebands are equal, whereas when $B_2 > 0$ (resp. $B_2 < 0$), the left (resp. right) sideband becomes larger. The effect of $B_2$ on the dissymmetry is linked to the fact that $B_2$ is proportional to the only odd power term in the polynomial expression of $\partial \omega /\partial i$. iii) $B_3$ mostly modifies the amplitude: for example $B_3 > 0$ amplifies both first-order sidebands and reduces the second-order. The effect is opposite when $B_3 < 0$.

From these properties, the three parameters $B_1, B_2, B_3$, or equivalently $a, b, c$, can be extracted from the whole set of data, without fitting individual curves. Once $a, b, c$ are determined, it is possible to reproduce the amplitude dependence of each peak (carrier, 1st and 2nd order sidebands) with modulation frequency, for each microwave power used, with no adjustable parameter. By contrast, fitting single curves independently cannot lead to reproducible parameters. In particular, $b$ and $V_{max}$ vary from fit to fit, since they all act mostly on the curve amplitude. In this case, $V_{max}$ is even observed to change by 20-30%, which is not consistent with power conservation. Now let us describe our method in more detail. We know that the carrier extinctions are only controlled by $B_1$. Thus the zeros are necessarily the same as the zeros of $J_0(B_1/\omega_m)$, since the higher order Bessel functions have a very weak impact on the zeros position. In Fig. 3 the last carrier extinction $\omega_{m,0}^*$ is plotted as a function of the applied microwave current. Mathematically $\omega_{m,0}$ must verify $B_1/\omega_{m,0}^* = x_0^*$, where $x_0^*$ is the first zero of the Bessel function $J_0$. Equivalently the extinctions of the $l$ order sidebands correspond to $B_1/\omega_{m,l}^* = x_l^*$ where $x_l^*$ is the first zero of the Bessel function $J_l$. Since the carrier extinctions are obtained on a larger scale of modulation current, it is more appropriate to fit the carrier extinctions to obtain $B_1$ with a reasonable accuracy. Thus the parameters $a$ and $c$ are perfectly determined and $B_1$ and $B_3$ are fixed for each modulation current. $b$ is then determined from the sideband asymmetry. To do this, the ratio between the maximum values of the right and left first order sidebands is calculated numerically as a function of $B_2$. Comparison to the experimental value of the ratio gives a specific value of $B_2$. By repeating this operation for different applied microwave currents, it is possible to extract $b$ with reasonable accuracy. In our case, we found: $a = 13.6$ MHz/mA, $b = -1.7$ MHz/mA$^2$, $c = 0.23$ MHz/mA$^3$ and $V_{max} = 300$ nV/√Hz. With these four parameters, we can reproduce the whole set of data i.e. the carrier ($l = 0$) and sidebands ($l = \pm 1, \pm 2$) amplitudes obtained at 14 different values of the modulation current, i.e., $14 \times 5 = 70$ curves. The

\[ V_{max} e^{i\omega_c t} \sum_{n,m,p} J_n(\beta_1)J_m(\beta_2)J_p(\beta_3) e^{i(n+2m+3p)\omega_m t} \]

where $\beta_l = B_l/\omega_m$, $J_l$ are Bessel functions and $V_{max}$ is the signal amplitude of the oscillator without modulation. Since $\omega_c = \omega_0 + 1/2 b i_{ac}^2$, the carrier frequency is usually not exactly the natural oscillator frequency, unless the oscillator frequency depends linearly on bias current. In our case, the deviation of the carrier frequency from the natural frequency is almost below experimental accuracy, thus giving another proof of the quasi-linearity of frequency with current. From Eq. 6 we see that each peak labeled by the number $l$ has therefore an amplitude equal to a sum of products of Bessel functions, where the indices $n, m, p$ must verify $n + 2m + 3p = l$. This infinite sum may be truncated since $J_n(x)$ is negligible when $n > 2x$. A very good approximation is, however, obtained with a much less drastic criterion. With our experimental values of $B_i$, keeping only the terms with $n, m, p \leq 4$ gives a close approximation to the exact solution.

At this stage, it is worth re-examining the mathematical formula. In particular, suppose that $B_2$ and $B_3$ are less than 5% of $B_1$, which is the case for our vortex oscillator. In that case, Eq. 6 has the following properties: i) The extinctions of the carrier, i.e. the zeros of the carrier amplitude function, are controlled almost exclusively by parameter $B_1$. The impact of the two other parameters on the position of the zeros is below the experimental accuracy. ii) $B_2$ controls the asymmetry between right and left sidebands. If $B_2 = 0$, the right and left sidebands are equal, whereas when $B_2 > 0$ (resp. $B_2 < 0$), the left (resp. right) sideband becomes larger. The effect of $B_2$ on the dissymmetry is linked to the fact that $B_2$ is proportional to the only odd power term in the polynomial expression of $\partial \omega /\partial i$. iii) $B_3$ mostly modifies the amplitude: for example $B_3 > 0$ amplifies both first-order sidebands and reduces the second-order. The effect is opposite when $B_3 < 0$. From these properties, the three parameters $B_1, B_2, B_3$, or equivalently $a, b, c$, can be extracted from the whole set of data, without fitting individual curves. Once $a, b, c$ are determined, it is possible to reproduce the amplitude dependence of each peak (carrier, 1st and 2nd order sidebands) with modulation frequency, for each microwave power used, with no adjustable parameter. By contrast, fitting single curves independently cannot lead to reproducible parameters. In particular, $b$ and $V_{max}$ vary from fit to fit, since they all act mostly on the curve amplitude. In this case, $V_{max}$ is even observed to change by 20-30%, which is not consistent with power conservation. Now let us describe our method in more detail. We know that the carrier extinctions are only controlled by $B_1$. Thus the zeros are necessarily the same as the zeros of $J_0(B_1/\omega_m)$, since the higher order Bessel functions have a very weak impact on the zeros position. In Fig. 3 the last carrier extinction $\omega_{m,0}^*$ is plotted as a function of the applied microwave current. Mathematically $\omega_{m,0}^*$ must verify $B_1/\omega_{m,0}^* = x_0^*$, where $x_0^*$ is the first zero of the Bessel function $J_0$. Equivalently the extinctions of the $l$ order sidebands correspond to $B_1/\omega_{m,l}^* = x_l^*$ where $x_l^*$ is the first zero of the Bessel function $J_l$. Since the carrier extinctions are obtained on a larger scale of modulation current, it is more appropriate to fit the carrier extinctions to obtain $B_1$ with a reasonable accuracy. Thus the parameters $a$ and $c$ are perfectly determined and $B_1$ and $B_3$ are fixed for each modulation current. $b$ is then determined from the sideband asymmetry. To do this, the ratio between the maximum values of the right and left first order sidebands is calculated numerically as a function of $B_2$. Comparison to the experimental value of the ratio gives a specific value of $B_2$. By repeating this operation for different applied microwave currents, it is possible to extract $b$ with reasonable accuracy. In our case, we found: $a = 13.6$ MHz/mA, $b = -1.7$ MHz/mA$^2$, $c = 0.23$ MHz/mA$^3$ and $V_{max} = 300$ nV/√Hz. With these four parameters, we can reproduce the whole set of data i.e. the carrier ($l = 0$) and sidebands ($l = \pm 1, \pm 2$) amplitudes obtained at 14 different values of the modulation current, i.e., $14 \times 5 = 70$ curves. The
comparison between experimental data and calculated curves is quite satisfactory (see Fig. 4). Such a success lends confidence to the extracted parameters. A more complex approach including amplitude modulation is not necessary here. The reason is that the oscillation amplitude depends weakly on the current in these systems (cf. Fig. 4). We also verify a posteriori our initial assumption: for the highest modulation current used, $B_2$ and $B_3$ are smaller than 5% of $B_1$.

IV. DISCUSSION

Finally, let us compare the parameter $a$ extracted from frequency modulation experiment with the value of $a$ obtained from the fit of Fig. 1. Surprisingly, it appears that the two values are quite different. For example, for the sample considered here, the fit of Fig. 1 gives $a \approx 4$ MHz/mA whereas the frequency modulation experiment gives $a \approx 13$ MHz/mA. The origin of this discrepancy, observed in all samples, must come from the dynamics of the experiments. One experiment is performed in a quasi-static regime, whereas the other is performed at a few MHz. In the frequency modulation experiment, the instantaneous frequency is tuned rather quickly in comparison to the natural oscillator frequency: a period of the modulation cycle corresponds to the time necessary to perform 10 to 100 orbits. It was already shown experimentally \cite{12} and numerically \cite{13} that a vortex cannot immediately jump from one frequency to another. Thus the agility is not infinite and the typical transition time is of the order of 20 to 80 ns. In our frequency modulation experiment, the frequency is continuously varied with a cycle period corresponding to this typical

Figure 4: (Color on line) Values of the modulation frequency at which the last extinction is observed, when increasing modulation frequency. Blue dots: extinctions of the carrier; green diamonds: average of the extinctions of the right and left first order sidebands; red triangles: average value of the extinctions of the second order sidebands. Solid lines correspond to the fit $\omega_{n,l} = B_1(i_{ac})/\sqrt{l}$, for $l = 0, 1, 2$.

time. The vortex dynamics is therefore expected to be in a transient regime and not in a stationary state. It is then reasonable that the deviation sensitivity $\partial \omega / \partial i_{ac}$ appears significantly different from the tunability $\partial \omega / \partial I_{dc}$. This difference has never been pointed out so far in spin transfer oscillators\cite{22,23}: frequency modulation data were collected at much lower modulation frequency relatively to the carrier frequency and analyzed using the frequency-current dependence determined with a quasi-static experiment. So, up to now, the concept of deviation sensitivity has been ignored in the field of spin transfer oscillators. In previous studies, it was reasonable to consider tunability as the relevant parameter since the modulation period was much longer than the transition time between stationary dynamical states.

In conclusion, we have shown that four parameters are enough to account for all our frequency modulation experiments. One of those parameters is the deviation sensitivity, which appears to differ significantly from the tunability measured in a quasi-static experiment. Since a modulation experiment consists of a fast continuous change of states, the characteristic time of the vortex dynamics must be taken into account. In our case, the modulation period approaches the transient time, so the dynamic experiment can no longer be considered as a quasi-static experiment. Hitherto in spintronic oscillators, the difference between tunability and deviation
sensitivity had not been observed. Here we show the essential difference between these two concepts: a change from a quasi-steady state to forced transient dynamics.
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