BERNOULLI SUMS AND RÉNYI ENTROPY INEQUALITIES
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ABSTRACT. We investigate the Rényi entropy of sums of independent integer-valued random variables through Fourier theoretic means, and give sharp comparisons between the variance and the Rényi entropy for sums of independent Bernoulli random variables. As applications, we prove that a discrete “min-entropy power” is superadditive with respect to convolution modulo a universal constant, and give new bounds on an entropic generalization of the Littlewood-Offord problem that are sharp in the “Poisson regime”.

1. Introduction

For a countable set $A$, $|A|$ will denote its cardinality. The notation $\mathbb{P}$ will be reserved for a probability measure and the probability of an event $A$ will be denoted $\mathbb{P}(A)$. For a discrete random variable $X$, with values in a countable set $\mathcal{X}$, we will denote its density function with respect to the counting measure as $f_X$ so that $f_X(x) = \mathbb{P}(X = x)$, $x \in \mathcal{X}$ (when $\mathcal{X} = \mathbb{Z}$, we may use the notation $p_n := f_X(n)$ for simplicity). We will denote for $f$ a function on a countable set $\mathcal{X}$, and $\alpha \in (0, \infty)$

$$\|f\|_\alpha := \left( \sum_{x \in \mathcal{X}} |f|^\alpha(x) \right)^{\frac{1}{\alpha}}.$$ 

By continuous limits we define $\|f\|_\infty := \sup_{x \in \mathcal{X}} |f(x)|$, and $\|f\|_0 = |\{x \in \mathcal{X} : f(x) \neq 0\}|$. We will be primarily interested in the case that $\mathcal{X} = \mathbb{Z}$, the integers. The subset of the integers $\{a, a+1, \ldots, b-1, b\}$ will be denoted by $[a, b]$. When $a = 0$ we will abbreviate $[0, b]$ by $[b]$.

**Definition 1.1** (Rényi Entropy [59]). For $X$ a random variable taking values $x \in \mathcal{X}$, such that $f_X(x) = \mathbb{P}(X = x)$, define for $\alpha \in (0, 1) \cup (1, \infty)$, the $\alpha$-Rényi entropy of $X$,

$$H_\alpha(X) := (1 - \alpha)^{-1} \log \sum_{x \in \mathcal{X}} f_X^\alpha(x).$$

For $\alpha \in \{0, 1, \infty\}$ the Rényi entropy is defined through continuous limits;

- $H_0(X) := \log |\{x \in \mathcal{X} : f_X(x) > 0\}|$
- $H_1(X) := -\sum_{x \in \mathcal{X}} f_X(x) \log f_X(x)$
- $H_\infty(X) := -\log \|f_X\|_\infty$.

Note that $H_1(X)$ agrees with the usual Shannon entropy. As such we will employ the conventional notation $H(X) := H_1(X)$. Note that for $\alpha \in (0, 1) \cup (1, \infty)$ and $\alpha' = \alpha/(\alpha - 1)$ we have the expression $H_\alpha(X) = -\alpha' \log \|f\|_\alpha$. We will also use the notation $H_\alpha(f_X)$ in place of $H_\alpha(X)$ when it is more convenient to express the entropy as a function of the densities rather than variables. We take log as the natural logarithm.
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The Rényi entropy has a well known analog in the continuous setting, when $X$ is a random variable taking values in $\mathbb{R}^d$ and its distribution has a density function with respect to the usual $d$-dimensional Lebesgue measure. The (differential or continuous) Rényi entropy is defined as

$$h_\alpha(X) := (1 - \alpha)^{-1} \log \int_{\mathbb{R}^d} f_X^\alpha(x) dx$$

for $\alpha \in (0, 1) \cup (1, \infty)$. It is extended through continuous limits to $\alpha \in \{0, 1, \infty\}$.

Superadditivity properties of the Rényi entropy connect anti-concentration results in Probability [61, 9, 41], the seminal entropy power inequality due to Shannon and Stam [64, 66], and the Brunn-Minkowski inequality of convex geometry, see [23] for further background. Such connections can be traced back to [18] where the analogy between the Brunn-Minkowski inequality and the Entropy Power Inequality was first described. In [20], proofs of the Brunn-Minkowski inequality [15] and entropy power inequality [37] based on the sharp Young inequality (see [4]) were synthesized to prove Rényi entropy inequalities connecting the two results; an alternate unification using rearrangements was given in [69]. We direct the reader to [40] for further background. There has been significant recent interest and progress in understanding the behavior of the differential Rényi entropies on independent summation.

In analogy with the Shannon entropy power $N(X) := N_1(X) := e^{2h_1(X)/d}$, define for $\alpha \in [0, \infty]$, $N_\alpha(X) = e^{2h_\alpha(X)/d}$.

**Theorem 1.2** ([8, 9, 58, 47]). For $\alpha \in [1, \infty]$, there exists $c(\alpha) \geq 1/e$ such that, for independent $\mathbb{R}^d$-valued random variables $X_i$,

\[(1) \quad N_\alpha(X_1 + \cdots + X_n) \geq c(\alpha) \sum_{i=1}^n N_\alpha(X_i).\]

Further, for $\alpha \in [0, 1)$, there exists $c(\alpha) > 0$, such that if $X_i$ are further assumed to be log-concave\(^2\), then (1) holds.

Note that $c(\alpha)$ can be given independent of $n$. When $\alpha = 1$ the Entropy Power Inequality is the fact that one may take $c(\alpha) = 1$, while the Brunn-Minkowski inequality\(^3\) can be written as

\[(2) \quad N_0^{1/2}(X_1 + \cdots + X_n) \geq \sum_{i=1}^n N_0^{1/2}(X_i).\]

For all other $\alpha$, necessarily $c(\alpha) < 1$. In fact without concavity assumptions on the $X_i$, (1) fails (see [36]) for any $\alpha \in (0, 1)$. Variants of the Rényi entropy power inequalities were studied in [11, 35] and connections with optimal transport theory can be found in [60, 19].

In the discrete setting, it is natural to wonder if a parallel interplay exists, especially in light of the fruitful analogy between additive combinatorics and convex geometry, already

---

1Explicitly, $h_0(X) := \log |\{x \in \mathbb{R}^d : f_X(x) > 0\}|_d$, where $|\cdot|_d$ denotes the Lebesgue volume, $h_1(X) = h(X) := -\int_{\mathbb{R}^d} f_X(x) \log f_X(x) dx$ corresponding to the differential Shannon entropy, and $h_\infty(X) := -\log \|f_X\|_\infty$. Where $\|f_X\|_\infty$ denotes the essential suprema of $f_X$ with respect to the Lebesgue measure in this case.

2We recall that an $\mathbb{R}^d$-valued random variable is log-concave when it has a density $f$ such that $t \in [0, 1]$ and $x, y \in \mathbb{R}^d$ implies $f((1-t)x + ty) \geq f^t(x)f^t(y)$.

3The Brunn-Minkowski inequality states that $|A + B|^d \geq |A|^d + |B|^d$ for non-empty Borel measurable $A, B \subseteq \mathbb{R}^d$, with addition of sets given by Minkowski addition. For independent Borel random variables $X$ and $Y$, the support of $X + Y$, $\text{supp}(X + Y)$, is exactly the Minkowski sum of the supports, $\text{supp}(X) + \text{supp}(Y)$. Thus, applying this observation and Brunn-Minkowski, $N_\alpha^d(X + Y) = |\text{supp}(X + Y)|^d \geq \|\text{supp}(X)\|_d^d + \|\text{supp}(Y)\|_d^d = N_\alpha^d(X) + N_\alpha^d(Y)$. One obtains (2) by induction. Observe that (2) is stronger than the inequality $N_0(X_1 + \cdots + X_n) \geq \sum_{i=1}^n N_0(X_i)$.
well known, see [68]. There has been considerable interest in developing discrete versions of the entropy power inequality, see [27, 24, 33, 44, 70]. General superadditivity properties of the Rényi entropy on independent summation have proved elusive in the discrete setting, and the mentioned results only succeed in the $\alpha = 1$ case, for special classes of variables. Even in the $\alpha = 2$ case, sometimes referred to as the collision entropy in the literature, see [57], little seems to be known.

**Definition 1.3.** For $X$ a discrete random variable on $\mathbb{Z}$, and $\alpha \in [0, \infty]$ set

$$\Delta_\alpha(X) := e^{2H_\alpha(X)} - 1.$$  

Note that just as the Brunn-Minkowski inequality was written in (2) as the superadditivity of the functional $N_0^{1/2}$ (which is stronger than that of $N_0$), the Cauchy-Davenport theorem (on $\mathbb{Z}$) can be written as the superadditivity$^4$ of the functional $\Delta_{CD}(X) = (\Delta_0(X) + 1)^{1/2} - 1$ (which is stronger than that of $\Delta_0$).

**Definition 1.4 (Bernoulli Sum).** The class $B_n$ of Bernoulli $n$-sums is defined to be the set of distributions of all random variables $Y_n = X_1 + \cdots + X_n$, where $X_i$ are independent Bernoulli random variables (i.e., $P(X_i = 1) = p_i = 1 - P(X_i = 0)$ for $p_i \in [0, 1]$).

The class $\mathcal{B}$ of finite Bernoulli sums is given by

$$\mathcal{B} = \bigcup_{n \in \mathbb{N}} B_n,$$

and the class $\bar{\mathcal{B}}$ of Bernoulli sums is the closure of $\mathcal{B}$ in the weak-* topology (convergence in distribution).

As is common, we identify random variables with their distributions for ease of discussion: thus $Y$ is a Bernoulli sum (we abuse notation to write $Y \in \mathcal{B}$ instead of saying that the law of $Y$ lies in $\mathcal{B}$) if there exists a sequence of finite Bernoulli sums $Y_n$ converging in distribution to $Y$. We will show that if $S$ is a Bernoulli sum, and $\alpha \in [2, \infty]$, then

$$2\alpha' \text{Var}(S) \leq \Delta_\alpha(S).$$

This inequality is sharp for Bernoulli random variables with parameter $p$ tending to 0, and for Poisson random variables with parameter $\lambda$ tending to 0 as well. In fact for Bernoulli sums, the functional $\Delta_\alpha(X)$ is, up to absolute constants, equal to the variance when $\alpha \geq 2$.

This should be compared to the continuous setting where it is known that the entropy power is proportional to variance for Gaussian random variables. The connection between variance and entropy power has since been extended to more general log-concave random variables and Rényi entropies, and this connection has proved quite useful (see, e.g., [5, 6, 7] for a connection to Bourgain’s hyperplane conjecture [13], or [43] for connections to capacities of communication channels).

Further we will prove a “min-entropy power inequality”: for $\alpha = \infty$, we will prove that, without qualification, independent random variables $X_i$ satisfy the following Rényi entropy inequality:

$$\Delta_\infty(X_1 + \cdots + X_n) \geq c \sum_{i=1}^n \Delta_\infty(X_i),$$

for a universal $c > 0$ independent of $n$, the number of summands. As will be shown, one can take $c = \frac{1}{20}$ and we will observe below that necessarily $c \leq \frac{1}{2}$.

$^4$In fact, $N_0^{1/2}$ and $\Delta_{CD}$ turn out to satisfy the stronger property of fractional superadditivity on $\mathbb{R}$ and $\mathbb{Z}$ respectively, as recently shown by [3].
As an application, we develop new bounds for a generalized version of the Littlewood-Offord problem. Furthermore, we give sharp bounds for a Rényi entropic generalization of the Littlewood-Offord problem with $\alpha \geq 2$.

The mathematical underpinning of the min-EPI is an identification of extreme points in the space of probability measures with a fixed upper bound on their density functions that was proven in [41], and a rearrangement inequality from [44]. A main technical contribution is an $L^p$-norm bound on the characteristic function of a Bernoulli random variable. Recall that $\hat{f}_X(t) = \mathbb{E}(e^{itX})$, $t \in \mathbb{R}$, denotes the Fourier transform of the (discrete) random variable $X$. For $q \geq 1$ we set $\|\hat{f}_X\|_q^q := \frac{1}{2\pi} \int_{-\pi}^{\pi} \|e^{itX}\|^q dt$. We prove that when $X$ is a Bernoulli, with variance $\sigma^2$, $\|\hat{f}_X\|_q^q \leq (6\sigma^2q)^{-1/2} \int_0^{6\sigma^2q} e^{-t^2/2} dt$, the constant 6 being optimal.

Let us outline the contents of the paper. In Section 2 we derive $L^p$ bounds for the characteristic function of a Bernoulli random variable in terms of its variance using a distributional argument. Then, we give a general theorem for the extension of such inequalities to independent sums. In Section 3 we demonstrate how the characteristic function bounds of Section 2 can be used to deliver sharp comparisons between the Rényi entropy and the variance for variables with distributions in the closure of the Bernoulli sums. It is also demonstrated that such bounds cannot be achieved for the case that $\alpha = 1$ by a counter example. In Section 4 we develop the functional analytic tools to reduce the problem of a min-EPI for general random variables to a min-EPI of variables consisting only of Bernoulli and uniform distributions. In addition, reversals and sharpenings of the min-EPI in the case that the $X_j$ are Bernoulli sums. In Section 5, the Littlewood-Offord problem is introduced, and its reduction to Bernoulli sums is given. The bounds for the min-Entropy of a Bernoulli sum in terms of its variance are applied, and then it is shown that these results can be extended to deliver Rényi bounds on an entropic Littlewood-Offord problem. Some proofs are suppressed to the appendix.

2. Bernoulli Sums

For fixed $m$, $B_m$ sums corresponds to the normalized Polya frequency sequences of length $m$, whose probabilistic behavior was studied by Pitman [56]. The class $\bigcup_{n=1}^{m} B_n$ is a subset of the ultra log-concave distributions of order $m$, studied by Pemantle [55] (see also [38]) and written ULC($m$). The ULC($m$) variables can be understood as all variables with distribution log-concave with respect to a binomial distribution. See [14, 1, 16] for important connections with combinatorics.

Bernoulli sums of unbounded length have distributions log-concave with respect to a Poisson random variable. This class often simply called “ultra log-concave”, and arise naturally in the study of intrinsic volumes (see [2, 63]) and in connection with entropic limit theorems. For example, Harremöes [25] showed that the Poisson distribution has maximum entropy among all distributions in $\bar{B}$ with fixed mean; see also [31, 71, 26, 32, 48] for other related work. See [28, 29, 67, 49, 51, 62] for recent results and further background on Bernoulli sums as well as log-concave probability sequences.

We will first derive $L^p$ bounds on the characteristic functions of Bernoulli random variables via a comparison with Gaussians. This argument will be distributional. We use $V$, the capitalization of a non-negative function $v$ to denote its distribution function. Explicitly,
Definition 2.1. For measurable \( v : \mathbb{R} \to [0, \infty) \), its distribution function \( V : [0, \infty) \), is defined by
\[
V(t) = \left| \{ x : v(x) > t \} \right|.
\]

Integrals of functions can be easily computed from integrals of their distribution functions using Fubini-Tonelli, and the following formula
\[
\int v = \int_0^\infty |\{ x : v(x) > \lambda \}|d\lambda = \int_0^\infty V(\lambda)d\lambda.
\]

If we denote \([x]_+ := \max\{x, 0\}\) then Fubini-Tonelli admits a slight generalization of (3), for \( t \geq 0 \)
\[
\int [v(x) - t]_+dx = \int_0^\infty |\{ x : v(x) > t+\}|-\lambda|d\lambda = \int_t^\infty V(\lambda)d\lambda.
\]

Lemma 2.2. For \( w \) and \( v \) non-negative functions in \( L^1 \), such that \( \int w \geq \int v \), with distribution functions \( W \) and \( V \) respectively, then, if \( W - V \leq 0 \) on \([0, t_0] \) and \( W - V \geq 0 \) on \([t_0, \infty) \), it holds
\[
\int w^p \geq \int v^p
\]
for \( p \geq 1 \).

Proof. For \( \varphi(x) \) convex and smooth, and \( x \geq 0 \), Taylor expansion gives,
\[
\varphi(x) = \varphi(0) + x\varphi'(0) + \int_0^\infty [x - t]_+\varphi''(t)dt.
\]
For \( \varphi(0) = \varphi'(0) = 0 \), applying the Taylor expansion and then (4),
\[
\int \varphi(w(y))dy = \int_0^\infty \left( \int [w(y) - t]_+dy \right) \varphi''(t)dt = \int_0^\infty \left( \int_0^\infty W(\lambda)d\lambda \right) \varphi''(t)dt.
\]
Thus to prove \( \int \varphi(w) \geq \int \varphi(v) \), it suffices to prove \( \Psi(t) = \int_t^\infty W(\lambda) - V(\lambda)d\lambda \geq 0 \), for \( t \geq 0 \).
Since \( \Psi(0) = \int w - \int v \geq 0 \), by assumption, and \( \Psi'(t) = W(t) - V(t) \geq 0 \) on \([0, t_0] \) so that \( \Psi(t) \geq 0 \) on \([0, t_0] \). For \( t \geq t_0 \) the result is immediate from \( W(\lambda) - V(\lambda) \geq 0 \) for \( \lambda \geq t \geq t_0 \). Taking \( \varphi(x) = x^p \) gives the result.

The connection between “hockey stick” integrands and general convex functions is well known in the theory of majorization [17, 30]. The result above can also be obtained through the lemma of Nazarov-Podkorytov [54]. See [53] for more on the connections between the lemma of Nazarov-Podkorytov and majorization, and see [52] where the lemma is used to derive a quantitative min-entropy power in the continuous setting. This lemma will be used to derive the following main theorem.

Theorem 2.3. For \( X \) a Bernoulli with variance \( \sigma^2 \), then \( q \geq 1 \) implies
\[
\frac{1}{2\pi} \int_\pi^{-\pi} |e^{itX}|^q \leq \frac{1}{\sqrt{6\sigma^2q}} \int_0^{\sqrt{6\sigma^2q}} e^{-t^2/2}dt.
\]

The constant 6 in inequality in Theorem 2.3, is the best possible\(^6\), and allows the derivation of several sharp inequalities in the sequel. However, at a very small loss, a completely elementary argument, for which we thank an anonymous reviewer, yields the following.

\(^6\)Note it can be shown that the function \( \Phi(x) = \frac{(t^2 - 2)^{1/2}}{x} \) is decreasing in \( x \), so that larger constants reflect a stronger inequality.
Proposition 2.4. For \( X \) a Bernoulli with variance \( \sigma^2 \), then \( q \geq 1 \) implies
\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |\mathbb{E}e^{itX}|^q dt \leq \frac{1}{\sqrt{4\sigma^2 q}} \int_0^{\sqrt{4\sigma^2 q}} e^{-t^2/2} dt.
\]

Proof. Observe that Bernoulli \( X \) with variance \( \sigma^2 \), the norm squared of its characteristic function can be expressed as a convex combination of the cosine function and the constant function one, namely
\[
|\mathbb{E}e^{itX}| = \sqrt{(1 - \lambda) + \lambda \cos(t)},
\]
where \( \lambda = 2\sigma^2 \in [0, 1/2] \). Using \( 1 - x \leq e^{-x} \) together with \( \sin s \geq \frac{2}{\pi} s \) for \( 0 \leq s \leq \pi/2 \), we have
\[
1 - \lambda + \lambda \cos t \leq e^{-\lambda(1 - \cos t)} = e^{-2\lambda \sin^2(t/2)} \leq e^{-2\lambda t^2/\pi^2}
\]
Hence with \( \lambda = 2\sigma \)
\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |\mathbb{E}e^{itX}|^q dt \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} [1 - \lambda + \lambda \cos t]^{q/2} dt
\]
\[
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-\lambda qt^2/\pi^2} dt
\]
\[
= \frac{1}{\sqrt{2\lambda q}} \int_0^{\sqrt{2\lambda q}} e^{-t^2/2} dt = \frac{1}{\sqrt{4\sigma^2 q}} \int_0^{\sqrt{4\sigma^2 q}} e^{-t^2/2} dt.
\]
\( \square \)

To pursue the sharp inequality, the expression (5) and Lemma 2.2 motivate the following definitions for \( \lambda \in [0, 1/2] \)
\[
v_{\lambda}(t) := \sqrt{(1 - \lambda) + \lambda \cos t} \quad w_{\lambda}(t) := \exp\left(-\frac{3\lambda t^2}{2\pi^2}\right).
\]
We first claim that \( \int_0^\pi v_{\lambda}^2(t) dt < \int_0^\pi w_{\lambda}^2(t) dt \) holds when \( s = 1 \).

Lemma 2.5. When \( s = 1 \), and \( \lambda \in (0, 1/2] \), \( \int_0^\pi v_{\lambda}^2(t) dt > \int_0^\pi w_{\lambda}^2(t) dt \), or
\[
\int_0^\pi \sqrt{(1 - \lambda) + \lambda \cos(t)} dt < \int_0^\pi \exp\left(-\frac{3\lambda t^2}{2\pi^2}\right) dt.
\]

Proof. Using the inequality \( \sqrt{1 - x} < 1 - \frac{x}{2} \) for \( x \in (0, 1] \),
\[
\int_0^\pi \sqrt{(1 - \lambda) + \lambda \cos(t)} dt < \int_0^\pi 1 - \lambda \frac{1 - \cos(t)}{2} dt = \pi(1 - \lambda/2).
\]
Meanwhile the inequality and \( e^x \geq 1 + x \), gives
\[
\int_0^\pi \exp\left(-\frac{3\lambda t^2}{2\pi^2}\right) dt \geq \int_0^\pi 1 + \frac{-3\lambda t^2}{2\pi^2} dt = \pi(1 - \lambda/2),
\]
so that \( \int_0^\pi w_{\lambda}^2(t) dt > \int_0^\pi v_{\lambda}^2(t) dt \) as claimed. \( \square \)

Lemma 2.6. For \( \lambda > 0 \), the function \( t \mapsto w_{\lambda}(t) - v_{\lambda}(t) \) has no more than one zero on \( (0, \pi] \).

The proof is calculus computations and we leave it to an appendix.

Proof of Theorem 2.3. As functions of \( t \), \( v_{\lambda} \) and \( w_{\lambda} \) are both strictly decreasing on \([0, \pi]\). Thus, their respective distribution functions \( V_{\lambda} \) and \( W_{\lambda} \) are just their strictly decreasing inverse functions on \([0, 1]\). Since \( w_{\lambda} > v_{\lambda} \) for small \( t \), \( W_{\lambda} > V_{\lambda} \) for \( y \) close to 1, and since \( w_{\lambda} \) and \( v_{\lambda} \) cross at no more than one point (by Lemma 2.6), \( V_{\lambda} \) and \( W_{\lambda} \) cross at no more than
one point. We consider two cases. If \( w_\lambda(\pi) - v_\lambda(\pi) \geq 0 \), then \( w_\lambda - v_\lambda \geq 0 \) on \([0, \pi]\) and the theorem holds immediately. If \( w_\lambda(\pi) - v_\lambda(\pi) < 0 \), then \( w_\lambda - v_\lambda \) has exactly one zero, and hence \( W_\lambda - V_\lambda \) has exactly one zero. This in concert with Lemma 2.5 shows that \( W_\lambda \) and \( V_\lambda \) satisfy the conditions of Lemma 2.2. Thus
\[
\int_0^\pi w_\lambda^s(t) dt > \int_0^\pi v_\lambda^s(t) dt
\]
for all \( s \geq 1 \). This is equivalent to our conclusion since,
\[
\frac{1}{2\pi} \int_{-\pi}^\pi |\mathbb{E} \exp(itX)|^q dt = \frac{1}{\pi} \int_0^\pi v_\lambda^q,
\]
and
\[
\frac{1}{\pi} \int_0^\pi w_\lambda^q dt = \frac{1}{\pi} \int_0^\pi e^{-\frac{3q\pi^2}{2\pi^2}} dt = \frac{1}{\sqrt{3q\pi}} \int_0^\sqrt{3q\pi} e^{-u^2/2} du = \frac{1}{\sqrt{6\pi^2q}} \int_0^\sqrt{6\pi^2q} e^{-u^2/2} du
\]
where the second inequality follows from the change of variable \( u = \sqrt{3q\pi}t/\pi \) and the last one from the fact that \( \lambda = 2\sigma^2 \).

Our next aim is to extend the previous comparison to a finite or infinite sum of independent Bernoulli random variables. We will use the following lemma.

**Lemma 2.7.** Fix \( \Phi: (0, \infty) \to [0, \infty) \). Suppose that \( X_i \) are independent random variables such that
\[
\|\hat{f}_{X_i}\|_q \leq \Phi(c_i q)
\]
holds for all \( q \geq 1 \) and some \( c_i > 0 \). Then
\[
\|\hat{f}_{\sum_i X_i}\|_q \leq \Phi(c q)
\]
holds for all \( q \geq 1 \) as well, with \( c = \sum_i c_i \).

**Proof.** By independence and Hölder’s inequality for \( \sum_i \frac{1}{q_i} = 1 \),
\[
\|\hat{f}_{\sum_i X_i}\|_q = \left\| \prod_i \hat{f}_{X_i} \right\|_1 \leq \prod_i \|\hat{f}_{X_i}\|_{q_i} = \prod_i \left( \|\hat{f}_{X_i}\|_{q_i} \right)^{\frac{1}{q_i}}.
\]
Applying the hypothesis, and taking \( q_i = \frac{q}{c_i} \),
\[
\|\hat{f}_{\sum_i X_i}\|_q \leq \prod_i \Phi\left( \frac{1}{c_i} \right) = \Phi(c q).
\]

Thanks to the previous Lemma, the bound of Theorem 2.3 transfers to Bernoulli sums.

**Theorem 2.8.** Let \( Y \) be a Bernoulli sum with variance \( \sigma^2 \). Then
\[
\|\hat{f}_Y\|_q \leq \frac{1}{\sqrt{6\pi^2q}} \int_0^\sqrt{6\pi^2q} e^{-t^2/2} dt.
\]

**Proof.** Since \( Y \) is a Bernoulli sum, there exist a sequence of \( Y_n \) converging weakly to \( Y \). Given a \( Y_n \) of the sequence, there exists \( X_i \) independent Bernoulli with variance \( \sigma_i^2 \), such that \( \sum_{i=1}^{m(n)} X_i \). Taking \( c_i = \sigma_i^2 \), \( \Phi(x) = \frac{1}{x} \int_0^x e^{-t^2/2} dt \), the hypothesis of Lemma 2.7 is satisfied for \( X_i \) thanks to Theorem 2.3, and the conclusion of the Lemma is exactly (6).

Since the bound holds for each \( Y_n \), it is enough to observe \( \|\hat{f}_{Y_n}\|_q \to \|\hat{f}_Y\|_q \) and \( \sigma_{Y_n}^2 \to \sigma_Y^2 < \infty \). Note, that \( Y \) is necessarily log-concave since is the limit of log-concave variables \( Y_n \) (see Definition 4.5 for a definition). As a consequence there exists \( C, c > 0 \) such that
\( f_{Y_n}(k) \leq Ce^{-c|k|} \) and \( f_Y(k) \leq Ce^{-c|k|} \) holds for all \( n \), and all \( k \in \mathbb{Z} \). Thus all moments exist and there is no difficulty passing limits, and by Lévy’s continuity theorem \( \| \hat{f}_{Y_n} \|_q^q \to \| \hat{f}_Y \|_q^q \) to complete the result. 

Let us remark on the nature of the function \( z \mapsto \frac{1}{z} \int_0^z e^{-t^2/2} dt \), as it will be useful to have simple upper bounds for our applications.

**Lemma 2.9.** For \( z \in (0, \infty) \),

\[
\frac{1}{z} \int_0^z e^{-t^2/2} dt \leq \min \left\{ \frac{1}{\sqrt{1 + (z^2/3)}}, \sqrt{\frac{\pi}{2z^2}} \right\}.
\]

The proof is computational and included in the appendix [42].

**Remark 2.10.** Note that \( \sqrt{\pi/2} z^{-2} \leq \left( 1 + \frac{z^2}{3} \right)^{-1/2} \) exactly when \( z \geq \sqrt{\frac{3\pi}{6-\pi}} \approx 1.8158 \).

### 3. Rényi Entropy Inequalities

In this section we prove Rényi entropy inequalities for Bernoulli sums and their limits. We will use a less orthodox formulation of the well-known Hausdorff-Young’s inequality to translate \( L^{\alpha'} \) bounds on the characteristic functions of Bernoulli sums into \( \alpha \)-Rényi entropy bounds.

**Theorem 3.1** (Hausdorff-Young). For \( p \in [2, \infty] \), and a random variable \( X \) on \( \mathbb{Z} \) with probability mass function \( f \) then \( \| f \|_p \leq \| \hat{f} \|_q \) where \( \frac{1}{p} + \frac{1}{q} = 1 \).

**Remark 3.2.** We observe that, in contrast with the continuous setting, the inequality \( \| f \|_p \leq \| \hat{f} \|_q \) is sharp for random variables on \( \mathbb{Z} \). To see this it is enough to consider a Dirac mass at zero \( f(0) = 1 \) and \( f(n) = 0 \) for all \( n \neq 0 \) for which \( \hat{f} \equiv 1 \) so that \( \| f \|_p = \| \hat{f} \|_p = 1 \) for all \( p \).

**Proof.** The inequality follows by the Riesz-Thorin interpolation Theorem since \( \| f \|_2 = \| \hat{f} \|_2 \) and \( \| f \|_{\infty} \leq \| \hat{f} \|_1 \). 

**Theorem 3.3.** When \( Y \) is a Bernoulli sum with variance \( \sigma^2 \) and \( \alpha \in [2, \infty] \) then

\[
H_{\alpha}(Y) \geq \log \left[ \sqrt{6\sigma^2 \alpha'} \int_0^{\sqrt{6\sigma^2 \alpha'}} e^{-t^2/2} dt \right].
\]

In particular,

\[
H_{\alpha}(Y) \geq \frac{1}{2} \max \left\{ \log \left( 1 + 2\alpha' \sigma^2 \right), \log \left( \frac{12\alpha' \sigma^2}{\pi} \right) \right\}.
\]

**Remark 3.4.** Notice that \( H_{\alpha}(Y) \geq \frac{1}{2} \log \left( 1 + 2\alpha' \sigma^2 \right) \) reads

\[
\Delta_{\alpha}(Y) \geq 2\alpha' \text{Var}(Y).
\]

Note that if \( Y_p \) is a Bernoulli random variable with parameter \( p \), Taylor expansion gives

\[
\Delta_{\alpha}(Y_p) = 2\alpha' p + o(p).
\]

Thus the constant \( 2\alpha' \) is optimal in (7).
Proof. Recall that $H_\alpha(Y) = -\alpha' \log \| f_Y \|_\alpha = -\log \| f_Y \|^{\alpha'}_{\alpha'}$. Therefore, the Hausdorff-Young Inequality $\| f_Y \|^\alpha_{\alpha'} \leq \| \hat{f}_Y \|^\alpha_{\alpha'}$ together with Theorem 2.8 guarantee that

$$H_\alpha(Y) \geq -\log \| \hat{f}_Y \|^{\alpha'}_{\alpha'} \geq \log \left[ \frac{\sqrt{6\sigma^2\alpha'}}{\int_0^{\sqrt{6\sigma^2\alpha'}} e^{-t^2/2} dt} \right].$$

The last bound follows from Lemma 2.9 applied with $z = \sqrt{6\sigma^2\alpha'}$. \hfill \Box

Our last ingredient in the proof of Theorem 3.7 is the following lemma.

Lemma 3.5. For $\alpha \geq 2$, if $X$ is a Bernoulli random variable, then

$$(8) \quad \Delta_\alpha(X) \leq 12\text{Var}(X),$$

with equality when the Bernoulli parameter $\theta = \frac{1}{2}$.

Remark 3.6. Note that if $\theta = 1/2$, $\Delta_\alpha(X) = 12\text{Var}(X)$ independent of $\alpha$ and cannot be improved for any Rényi parameter $\alpha \geq 2$. Considering the Shannon entropy for small $\theta$ shows an analogous result fails for all $\alpha \leq 1$, as $\lim_{\theta \to 0} \frac{\Delta_\alpha(X)}{\text{Var}(X)} = \infty$. It can be shown for $\alpha \in (1, 2)$, there exists $C(\alpha)$ such that $\Delta_\alpha(X) \leq C(\alpha)\text{Var}(X)$. However by investigation about $\theta$ close to $0$, $C(\alpha)$ is necessarily larger than 12 for $\alpha < \frac{6}{\pi}$.\hfill \Box

Proof of Lemma 3.5. By the monotonicity of Rényi entropy $H_\alpha(X) \leq H_2(X)$, so it suffices to prove $\Delta_2(X) \leq 12\text{Var}(X)$. This is equivalent that for $t \in [0, 1]$,

$$(t^2 + (1-t)^2)^{-2} - 1 \leq 12t(1-t).$$

This is equivalent to proving $P(t) \geq 0$, where $P$ is the polynomial,

$$P(t) = (12t(1-t) + 1)(t^2 + (1-t)^2)^2 - 1 \geq 0$$

on $[0, 1]$. However, $P$ can be factored to

$$4(1-t)(2t-1)^2(3t^2 - 3t + 2),$$

from which the non-negativity of $P$ on the interval is obvious. \hfill \Box

The main theorem is the following.

Theorem 3.7. For $\alpha \geq 2$, $X_i$ a Bernoulli sum, then

$$(9) \quad \Delta_\alpha(X_1 + \cdots + X_n) \geq \frac{\alpha'}{6} \sum_{i=1}^n \Delta_\alpha(X_i),$$

independent of the number of summands.

Remark 3.8. Note that $c(\alpha) := \frac{\alpha}{6(\alpha-1)} = \frac{\alpha'}{6} \geq \frac{1}{6}$. Further, inequality (9) fails for the Shannon entropy, as can be seen by considering $X_i$ to be iid with parameter $\theta$. Indeed, the sum $X_1 + \cdots + X_n$ has a binomial distribution, whose entropy has the well known asymptotic formula,

$$H(X_1 + \cdots + X_n) = \frac{1}{2} \log_2(2\pi e\theta(1-\theta)) + O(1/n).$$

Therefore,

$$\frac{\Delta_1(\sum_i X_i)}{\sum_i \Delta_1(X_i)} = \frac{2^{\log_2(2\pi e\theta(1-\theta))} - 1}{n \Delta_1(X_1)} = \frac{2\pi e\theta(1-\theta)2^{O(1/n)} - \frac{1}{n}}{\Delta_1(X_1)} \to 0,$$

with $\theta \to 0$. This precludes a summand independent entropy power inequality in the sense of Theorem 3.7 for the Shannon entropy.
Proof of Theorem 3.7. By Theorem 3.3, it holds
\[ \Delta_\alpha \left( \sum_i X_i \right) = e^{2H_\alpha \left( \sum_i X_i \right)} - 1 \geq 2\alpha' \text{Var} \left( \sum_i X_i \right). \]
Using that additivity of the variance of independent variables and Lemma 3.5, we conclude that
\[ 2\alpha' \text{Var} \left( \sum_i X_i \right) = 2\alpha' \sum_i \text{Var}(X_i) \geq 2\alpha' \sum_i \Delta_\alpha(X_i) = \frac{\alpha}{6} \sum_i \Delta_\alpha(X_i). \]
\[ \square \]

4. Min-Entropy Power

Given independent integer-valued random variables \( X_1, \ldots, X_n \). We investigate minimizers of the quantity \( H_\infty(X_1 + \cdots + X_n) \) on the set \( H_\infty(X_j) \geq \log C \) where \( C > 1 \). We note that \( H_\infty(X) \geq \log C \) corresponds to \( \| f \|_\infty \leq \frac{1}{C} \).

4.1. Extreme points. Let us denote the set of probability density functions supported on a finite set \( M \), with density \( f \) bounded by \( \frac{1}{C} \) by
\[ \mathcal{P}_C(M) = \left\{ f : M \to [0,1] \text{ such that } 0 \leq f \leq \frac{1}{C} \text{ and } \sum_{i \in M} f(i) = 1 \right\}. \] (10)
Note that \( \mathcal{P}_C(M) \) is a convex compact subset\(^7\) of \( \mathbb{R}^{|M|} \), and hence is the closure of the convex hull of its extreme points. Let us recall the necessary definitions. The extreme points \( \mathcal{E}(K) \) associated to a convex set \( K \) are defined as
\[ \mathcal{E}(K) = \left\{ k \in K : k = \frac{k_1 + k_2}{2} \text{ for } k_1, k_2 \in K \text{ implies } k_1 = k_2 \right\}. \]
The convex hull of a set \( K \) is
\[ co(K) = \left\{ x : \exists \lambda_i > 0 \text{ and } k_i \in K \text{ such that } \sum_{i=1}^n \lambda_i = 1, \sum_{i=1}^n \lambda_i k_i = x \right\}. \]
For \( x \in \mathbb{R} \), we write \( \lfloor x \rfloor = \max\{ n \in \mathbb{Z} : n \leq x \} \) for the entire part of \( x \).

Theorem 4.1. For \( \mathcal{P}_C(M) \) defined as in (10) with \( C \leq |M| \),
\[ \mathcal{E}(\mathcal{P}_C(M)) = \left\{ f : f = \frac{1_A}{C} + \left( 1 - \frac{|C|}{C} \right) 1_{\{x\}, |A| = |C|, x \notin A} \right\}. \]

Note that when \( C \) is chosen to be a natural number, \( \mathcal{E}(\mathcal{P}_C(M)) \) is the uniform distributions on sets of size \( C \) contained in \( M \), else the extremal distributions are “nearly uniform” representing an appropriately scaled convex combination of a uniform distribution on a set of size \( |C| \) and a disjoint point mass. When \( 1 < C \leq 2 \), the extreme points of \( \mathcal{P}_C(M) \) are probability mass functions supported on exactly two points. A more general proof of this result is given in [41]. As we will not have use for the generality, we provide a simpler proof of this result and others of this subsection in the appendix [42] to allow this article to be more self-contained.

\(^7\)We assume \( C \leq M \) else \( \mathcal{P}_C(M) = \emptyset \).
Theorem 4.2. Let $m$ be a natural number and recall that $[m] = \{0, 1, \ldots, m\}$. For $\alpha \in [0, \infty]$, a natural number $n$, constants $C_1, \ldots, C_n \leq m + 1$, independent random variables $X_i$ with probability mass functions $f_{X_i} \in \mathcal{P}_{C_i}([m])$, it holds

$$H_\alpha(X_1 + \cdots + X_n) \geq \min_{Z \in \mathcal{E}} H_\alpha(Z_1 + \cdots + Z_n),$$

where $\mathcal{E}$ is the collection of all $Z = (Z_1, \ldots, Z_n)$ such that $Z_i$ are independent variables with density $f_{Z_i} \in \mathcal{E}(\mathcal{P}_{C_i}([m])).$

Remark 4.3. We stress that the minimum in the right hand side of (11) is indeed a minimum and therefore is achieved.

We restate the case that $\alpha = \infty$ below.

Corollary 4.4. For $X_1, \ldots, X_n$ independent random variables taking values in a finite set $M$ such that $H_\infty(X_i) \geq \log C_i$, there exists $U_1, \ldots, U_n$ independent such that $f_{U_i} \in \mathcal{E}(\mathcal{P}_{C_i}(M))$ and

$$H_\infty(X_1 + \cdots + X_n) \geq H_\infty(U_1 + \cdots + U_n).$$

4.2. Rearrangement. In this section we define the notions of log-concavity and of rearrangement of functions on the integers $\mathbb{Z}$, to be used later on.

Definition 4.5. A function $f : \mathbb{Z} \to [0, \infty)$ is log-concave when

$$f^2(n) \geq f(n+1)f(n-1).$$

and $f(i)f(j) > 0$ for $i < j$ implies $f(k) > 0$ for $k \in [i,j]$.

Definition 4.6. For a function $f : \mathbb{Z} \to [0, \infty)$ with finite support,

$$f = \sum_{i=0}^{n} a_i \mathbb{1}_{\{x_i\}}$$

with $x_1 < x_2 < \cdots < x_n$ denote

$$f^# = \sum_{i=0}^{n} a_i \mathbb{1}_{\{i\}}.$$  

When $X_i$ are independent random variables with densities $f_i$, we denote by $X_i^#$ a collection of random variables such that $X_i^#$ has density $f_i^#$.

4.3. Integers. In this section, we will make use of a result due to Madiman-Wang-Woo [44] (see also [45]) that shows that the Rényi entropy power is somehow decreasing under rearrangement. More precisely, these authors prove that $f_1 \ast \cdots \ast f_n$ is majorized by $f_1^# \ast \cdots \ast f_n^#$. We refer to [46] for background on majorization.

The next theorem follows from [44], by applying the Schur concavity of Rényi entropy.

Theorem 4.7 (Theorem 1.4 [44]). For $\alpha \in [0, \infty]$, and $f_i$ are such that $f_i^#$ are log-concave then

$$H_\alpha(f_1 \ast \cdots \ast f_n) \geq H_\alpha(f_1^# \ast \cdots \ast f_n^#).$$

The significance of the theorem for our pursuits here, is that it will reduce our investigations of a min-entropy power inequality to Bernoulli and uniform distributions.

Corollary 4.8. For $X_i$ independent variables with $\|f_{X_i}\|_\infty \leq 1/C_i$ and with $C_i \in (1, 2] \cup \cup_{i=3}^\infty \{i\}$ then

$$H_\infty(X_1 + \cdots + X_n) \geq H_\infty(Z_1 + \cdots + Z_n)$$

where the variables $Z_i$ are independent and $f_{Z_i} \in \mathcal{E}(\mathcal{P}_{C_i}([\lceil C_i \rceil]))$. Moreover, $Z_i$ is Bernoulli when $C_i \in (1, 2]$ and Uniform on $\{0,1,\ldots,C_i-1\}$ when $C_i \in \cup_{i=3}^\infty \{i\}$. 

The proof is given in the appendix [42].

4.4. Min Entropy Inequality. The aim of this section is to prove the following Min Entropy power inequality which constitutes one of our main theorems.

**Theorem 4.9** (Min-EPI). For independent integer-valued random variables $X_i$, the following holds

$$\Delta_{\infty}(X_1 + \cdots + X_n) \geq \frac{1}{22} \sum_{i=1}^{n} \Delta_{\infty}(X_i).$$

In order to prove Theorem 4.9, we will use a comparison between the min-entropy and the variance (in both directions). Such a comparison is essentially known in the literature. The next result holds for all random variables and is sharp for uniform distributions.

**Theorem 4.10** (Bobkov-Chistyakov [10, 12]). For a discrete random variable $X$,

$$\Delta_{\infty}(X) \leq 12\text{Var}(X).$$

To state the other direction, we need to introduce two definitions. First we say that an integer-valued random variable $X$ is log-concave if its probability mass function $f_X$ is log-concave, in the sense of Definition 4.5. In other words, $f_X(n) \geq f_X(n-1)f_X(n+1)$ holds for all $n$, and $f_X(k)f_X(n) > 0$ for $k < m < n$ implies $f_X(m) > 0$. Next we define the notion of symmetry.

**Definition 4.11** (Symmetric Random variable). A real-valued random variable $X$ is symmetric when there exists $a$, such that

$$P(X = a + x) = P(X = a - x).$$

holds for all $x \in \mathbb{R}$.

Note that since we consider only $X$ integer-valued, $a \in \frac{1}{2}\mathbb{Z}$. Also recall that both symmetry and log-concavity are preserved under independent summation.

**Theorem 4.12** (Bobkov-Marsigletti-Melbourne [12]). For an integer-valued, symmetric, log-concave random variable $X$,

$$\Delta_{\infty}(X) \geq 2\text{Var}(X).$$

Strictly speaking, the result in [12] only covered the case that $X$ was symmetric about an integer point. The argument used a majorization result from [50] to reduce to a distribution on $\mathbb{Z}$ of the form $n \mapsto Cp^{[n]}$ (which is resolved through direct computation), and the fact proven in [12], that the variance is Schur-concave on the space of symmetric distributions. For the convenience of the reader we cover the (missing) case that $X$ is symmetric about a point belonging to $\frac{1}{2} + \mathbb{Z}$ in the appendix [42].

We are now in position to prove Theorem 4.9.

**Proof of Theorem 4.9.** Given $X_1, X_2, \ldots, X_n$ independent, we assume without loss of generality that for $i \leq k$, $\|f_{X_i}\|_{\infty} \geq 1/2$ and $i > k$ implies $\|f_{X_i}\|_{\infty} < 1/2$. By Corollary 4.4,

$$\Delta_{\infty}(X_1 + \cdots + X_n) \geq \Delta_{\infty}(B_1 + \cdots + B_k + Z_{k+1} + \cdots + Z_n)$$

where $B_i$ and $Z_j$ are all independent, the $B_i$ are Bernoulli satisfying $M(B_i) = M(X_i)$ and $Z_i$ is uniformly distributed on $\{1, 2, \ldots, n_i\}$ where $n_i$ is uniquely determined by $M(X_j) \in \left(\frac{1}{n_i+1}, \frac{1}{n_i}\right]$. Note that trivially,

$$\Delta_{\infty}(X_1 + \cdots + X_n) \geq \max\{\Delta_{\infty}(B_1 + \cdots + B_k), \Delta_{\infty}(Z_1 + \cdots + Z_n)\}.$$
Using the variance-min entropy comparisons above (i.e. Inequalities (12) and (13)) for Bernoulli random variables,
\[ \Delta_\infty \left( \sum_i B_i \right) \geq 2 \text{Var} \left( \sum_i B_i \right) = 2 \sum_i \text{Var} (B_i) \geq \frac{1}{6} \sum_i \Delta_\infty (B_i) = \frac{1}{6} \sum_i \Delta_\infty (X_i). \]

Similarly, since \( Z_1 + \cdots + Z_n \) is an independent sum of symmetric (about the point \( \frac{n-1}{2} \)) log-concave variables, using the variance-min entropy comparisons, this time for symmetric log-concave variables,
\[ \Delta_\infty (Z_{k+1} + \cdots + Z_n) \geq 2 \sum_j \text{Var} (Z_j) \geq \frac{1}{6} \sum_j \Delta_\infty (Z_j). \]

Since \( n_j \geq 2 \)
\[ \frac{\Delta_\infty (Z_j)}{\Delta_\infty (X_j)} \geq \frac{n_j^2 - 1}{(n_j + 1)^2 - 1} \geq \frac{2^2 - 1}{(2 + 1)^2 - 1} = \frac{3}{8}. \]

Thus it follows that
\[ \Delta_\infty (Z_{k+1} \cdots Z_n) \geq \frac{1}{16} \sum_{j=k+1}^n \Delta_\infty (Z_j). \]

Finally,
\[ \Delta_\infty (X_1 + \cdots + X_n) \geq \max \left\{ \frac{1}{6} \sum_{i=1}^k \Delta_\infty (X_i), \frac{1}{16} \sum_{j=k+1}^n \Delta_\infty (X_j) \right\} \geq \frac{1}{22} \sum_{i=1}^n \Delta_\infty (X_i). \]

where we use the fact that \( \max(\alpha a, \beta b) \geq \frac{\alpha \beta}{\alpha + \beta} (a + b) \), valid for any non-negative \( \alpha, \beta, a, b \). □

4.5. **Min-Entropy inequalities: Tightenings, and Reversals.** For the min-entropy we may also give a reversal of min-EPI for Bernoulli sums.

**Theorem 4.13.** For \( X_i \) independent Bernoulli sums,
\[ \Delta_\infty (\sum_i X_i) \leq 6 \sum_i \Delta_\infty (X_i). \]

**Proof.** By Theorems 4.10 and 3.3 (see Inequality (7)),
\[ \Delta_\infty (X_1 + \cdots + X_n) \leq 12 \ \text{Var} \left( \sum_i X_i \right) = 12 \sum_i \text{Var} (X_i) \leq 6 \sum_i \Delta_\infty (X_i). \]

In the case that \( X_i \) are concentrated about a point, one can actually tighten the min-EPI beyond the \( \Delta_\infty (\sum_i X_i) \geq \frac{1}{6} \sum_i \Delta_\infty (X_i) \) that one would achieve through variance comparisons in the min-EPI reversals for Bernoulli sums, as we show in what follows. We will need the following Lemma whose proof is suppressed to the appendix.

**Lemma 4.14.** For \( X \) a Bernoulli random variable, and \( t \in [-\pi, \pi] \),
\[ |E e^{itX}| \leq e^{-\Delta_\infty (X)t^2/24}. \]

Observe that, when \( X \) is expanding the inequality at \( t = 0 \) shows that the constant 1/24 is optimal in the latter and we will show that this inequality can be used to derive a sharpening of the min-EPI for for Bernoulli sums.
Theorem 4.15. For $X_i$ independent and integer-valued such that $\|f_{X_i}\|_\infty = c_i \geq \frac{1}{2},$

$$\Delta_\infty(X_1 + \cdots + X_n) \geq \frac{\pi^2}{36} \sum_{j=1}^{n} \Delta_\infty(X_i).$$

Proof. By Corollary 4.8 it suffices to prove the result when the $X_i$ are independent Bernoulli. By Lemma 4.14,

$$\|\hat{f}_{X_i}\|_q^2 \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-\Delta_\infty(X_i)q/t^2/24} dt = \frac{\int_0^{\pi^2 \Delta_\infty(X_i)q/12} e^{-t^2/2} dt}{\sqrt{\pi^2 \Delta_\infty(X_i)q/12}}.$$ 

Thus applying Lemma 2.7 with $\Phi(q) = \frac{1}{\sqrt{\pi^2q/12}} \int_0^{\pi^2q/12} e^{-t^2/2} dt$, and $c_i = \Delta_\infty(X_i)$, we have

$$\|\hat{f}_{\sum_i X_i}\|_q^2 \leq \Phi \left( q \sum_i \Delta_\infty(X_i) \right).$$

By Hausdorff-Young, this gives

$$\|f_{\sum_i X_i}\|_\infty \leq \|\hat{f}_{\sum_i X_i}\|_1 \leq \frac{\int_0^{\pi^2 \sum_j \Delta_\infty(X_j)/12} e^{-t^2/2} dt}{\sqrt{\pi^2 \sum_j \Delta_\infty(X_j)/12}}.$$

Applying Lemma 2.9 with $z = \sqrt{\pi^2 \sum_j \Delta_\infty(X_j)/12}$ this gives

$$\|f_{\sum_j X_j}\|_\infty \leq \sqrt{\frac{1}{1 + \frac{\pi^2}{36} \sum_j \Delta_\infty(X_j)}}$$

which yields,

$$\Delta_\infty(\sum_j X_j) \geq \frac{\pi^2}{36} \sum_j \Delta_\infty(X_j).$$

□

Let us note that the largest constant $c$ such that $\Delta_\infty(\sum_j X_j) \geq c \sum_j \Delta_\infty(X_i)$ holds for any collection of independent $X_i$ is no larger than $\frac{1}{2}$, as can be seen by taking $X_1$ and $X_2$ to be iid Bernoulli with parameter $p = 1/2$ (and $\pi^2/36 \simeq 0.27 > \frac{1}{4}$). Note that one can alternatively apply Theorem 3.3 and 3.5 to obtain a similar result $\Delta_\infty(X_1 + \cdots + X_n) \geq 2 \sum_{i=1}^{n} \text{Var}(X_i) \geq \frac{1}{6} \Delta_\infty(X_i)$ at the expense of a constant. Also note that applying the Bernoulli tightening to the proof of Theorem 4.9 gives

$$\Delta_\infty(X_1 + \cdots + X_n) \geq \max \left\{ \frac{\pi^2}{36} \sum_{i=1}^{k} \Delta_\infty(X_i), \frac{1}{16} \sum_{j=k+1}^{n} \Delta_\infty(X_i) \right\} \geq \sum_{i=1}^{n} \frac{\Delta_\infty(X_i)}{16 + 36/\pi^2},$$

and an improvement to a constant $c = \frac{1}{16+36/\pi^2} > \frac{1}{20}$ in Theorem 4.9.

5. Littlewood-Offord Problem

In this section we apply the results above to an entropic generalization of the Littlewood-Offord problem.

As usual, we denote by the dot sign the usual scalar product in $\mathbb{R}^n$ so that $S_v = v \cdot B$ with $v = (v_1, \ldots, v_n)$ and $B = (B_1, \ldots, B_n)$. We first present a generalization of [65, Theorem 1.2] (see also [34]).
Lemma 5.1. Let $B = (B_1, \ldots, B_n)$ such that $B_i$ are independent Bernoulli random variables, for $\alpha \in [0, \infty]$ and $v = (v_1, \ldots, v_n) \in \mathbb{R}^n$ such that $v_i \neq 0$ for all $i$, with $S_v := v_1 B_1 + \cdots + v_n B_n$, it holds that

$$H_\alpha(S_v) \geq \max_{a \in \{-1, 1\}^n} H_\alpha(S_a).$$

Proof. Considering $\mathbb{R}$ as a vector space and choose a linear function $T : \mathbb{R} \rightarrow \mathbb{Q}$ such that $T(v_i) \in \mathbb{Z} - \{0\}$. Then

$$H_p(S_v) \geq H_p(T(S_v))$$

since deterministic functions of a random variable decrease Rényi entropy. As $T(S_v) = T(v_1)B_1 + \cdots + T(v_n)B_n$, it suffices to consider integer coefficients. Assuming $v_i \in \mathbb{Z} - \{0\}$, take $a_i = \text{sign}(v_i)$ where $\text{sign}(x) = \mathbb{1}_{(0, \infty)}(x) - \mathbb{1}_{(-\infty, 0)}(x)$, then $(v_1 B_1)^\# + \cdots + (v_n B_n)^\#$ has the same distribution as $S_a + m$ where $m := \# \{i : v_i < 0\}$.

Applying Theorem 4.7,

$$H_\alpha(S_v) \geq H_\alpha((v_1 B_1)^\# + \cdots + (v_n B_n)^\#) = H_\alpha(S_a + m) = H_\alpha(S_a).$$

□

Theorem 5.2. For $S_v = v_1 B_1 + \cdots + v_n B_n$, where $v_i \neq 0$, $B_i$ independent Bernoulli of variance $\sigma_i^2$ and $\alpha \geq 2$,

$$H_\alpha(S_v) \geq \log \left[ \frac{\sqrt{6\sigma^2\alpha'}}{\int_0^{\sqrt{6\sigma^2\alpha'}} e^{-t^2/2} dt} \right] \geq \frac{1}{2} \max \left\{ \log(1 + 2\alpha'\sigma^2), \log \left( \frac{12\alpha'\sigma^2}{\pi} \right) \right\},$$

where $\sigma^2 = \sum_i \sigma_i^2$.

Proof. By Lemma 5.1, it suffices to consider $v$ with $v_i = \pm 1$, and since $v_i B_i$ is the translation of a Bernoulli $X_i$ with the same variance as $B_i$,

$$H_\alpha(v_1 B_1 + \cdots + v_n B_n) = H_\alpha(X_1 + \cdots + X_n) \geq \log \frac{\sqrt{6\sigma^2\alpha'}}{\int_0^{\sqrt{6\sigma^2\alpha'}} e^{-t^2/2} dt}.$$

The inequality follows from Theorem 3.3. Applying Lemma 2.9 completes the proof. □

When $v_i = 1$ for all $i$ and the $B_i$ are iid Bernoulli$(\lambda)$, then

$$H_\alpha(S_v) = \frac{1}{2} \log (1 + 2\alpha'\lambda n + o(\lambda),)$$

so the constant $2\alpha'$ is optimal in the inequality $H_\alpha(S_v) \geq \frac{1}{2} \log(1 + 2\alpha'\sigma^2)$, or equivalently $\Delta_\alpha(S_v) \geq 2\alpha'\sigma^2$, for every $\alpha \geq 2$.

Let us relate Theorem 5.2 to the usual Littlewood-Offord problem, that is determining upper bounds on $Q(S, 0) := \max_x P(S = x)$ where $S := \sum_{i=1}^n v_i B_i$ where $v_i \in \mathbb{R} \setminus \{0\}$ and $B_i$ iid Bernoulli of parameter $p$, classically chosen with $p = 1/2$. We recall the following question of Fox, Kwan, and Sauermann.

Question 5.1 ([22] Question 6.2). For $(v_1, \ldots, v_n) \in (\mathbb{R} \setminus \{0\})^n$ and $B_1, \ldots, B_n$ iid Bernoulli with some parameter $0 < p \leq 1/2$ and $S = v_1 B_1 + \cdots + v_n B_n$. What upper bounds (in terms of $n$ and $p$) can we give on the maximum point probability $Q(S, 0) = \max_{x \in \mathbb{R}} P(S = x)$?

---

8To find such a map, when $n = 1$ choose a Hamel Basis for $\mathbb{R}$ over $\mathbb{Q}$ that extends $(v_1)$, take $\Phi(v_1) = 1$ and all other basis elements to 0. By induction, choose a linear map such that $\Phi(v_i) \neq 0$ for $i < n$, and $\Psi$ such that $\Psi(v_i) \neq 0$. Then choose a map of the form $\lambda \Phi + \Psi$ for $\lambda \in \mathbb{Q}$ such that $\lambda \Phi(v_i) - \Psi(v_i) \neq 0$ for all $i$ and write $T = \lambda \Phi - \Psi$. Since $T(v_i) = \frac{q_i}{m_i}$ for $p_i, q_i \in \mathbb{Z} - \{0\}$, $T = gT$ for $q = \prod_i q_i$ yields such a map.
When \( p = \frac{1}{2} \) bounds this is a reformulation of the classical problem, determining the number of subsums that fall in a given location \([39]\).

**Lemma 5.3.** Let \( B = (B_1, \ldots, B_n) \) such that \( B_i \) are independent Bernoulli random variables, for \( v = (v_1, \ldots, v_n) \in \mathbb{R}^n \) such that \( v_i \neq 0 \) for all \( i \), it holds

\[
Q(v \cdot B, 0) \leq \max_{a \in \{-1,1\}^n} Q(a \cdot B, 0).
\]

**Proof.** This is Lemma (5.1) in the case \( \alpha = \infty \).

Let us emphasize the following result, which follows from taking \( \alpha = \infty \) in Theorem 5.2.

**Corollary 5.4.** For \( v_i \in \mathbb{R} \setminus \{0\} \), \( S_v = v_1X_1 + \cdots + v_nX_n \) where \( X_i \) are independent Bernoulli random variables with variance \( \sigma_i \), and denoting by \( \sigma^2 = \sum_j \sigma_j^2 \), then

\[
Q(S_v, 0) \leq \frac{1}{\sqrt{6\sigma^2}} \int_0^{\sqrt{6\sigma^2}} e^{-t^2/2} dt.
\]

**Corollary 5.5.** When \( S_v = v \cdot B \) for \( B = (B_1, \ldots, B_n) \) for \( B_i \) iid Bernoulli random variables of parameter \( p \),

\[
Q(S_v, 0) \leq \frac{1}{\sqrt{1 + 2np(1-p)}}.
\]

**Proof.** Applying 2.9 to Corollary 5.4 while observing that \( \sigma^2 = np(1-p) \) gives the result.

Corollary 5.4 and Corollary 5.5 are sharp for any \( n \) as can be seen by taking small variance Bernoulli and \( v_i = 1 \). Moreover, since \( X \mapsto Q(X, 0) \) is lower semi-continuous with respect to the weak topology for \( X \) taking values on \( \mathbb{Z} \), that the inequality \( Q(S, 0) \leq \frac{1}{\sqrt{6\sigma^2}} \int_0^{\sqrt{6\sigma^2}} e^{-t^2/2} dt \) holds when \( S \) is Poisson of parameter \( \lambda \), in which case \( \sigma^2 = \lambda \) and we have the following Taylor expansions for \( \lambda \) near zero

\[
Q(S, 0) = e^{-\lambda} = 1 - \lambda + o(\lambda),
\]

while by Lemma 2.9 (with \( \sigma^2 = \lambda \) \( \frac{1}{\sqrt{6\sigma^2}} \int_0^{\sqrt{6\sigma^2}} e^{-t^2/2} dt \leq 1 - \lambda + o(\lambda) \). Thus in the “Poisson regime”, when \( S_v \) is a sum of many small variance Bernoulli, and Poisson approximation can be invoked, inequality (15) is tight. In the Gaussian regime, when the local limit theorem applies, for example for a sequence of iid Bernoulli random variables \( S = X_1 + \cdots + X_n \) gives

\[
Q(S, 0) \leq \frac{1}{\sqrt{2\pi\sigma^2_S}} + o(1/\sqrt{n}).
\]

Meanwhile by integrating on the whole \([0, \infty),\]

\[
\frac{1}{\sqrt{6\sigma^2}} \int_0^{\sqrt{6\sigma^2}} e^{-t^2/2} dt \leq \frac{1}{\sqrt{6\sigma^2}} \int_0^{\infty} e^{-t^2/2} dt = \sqrt{\frac{\pi}{12\sigma^2}},
\]

so the bounds cannot be improved by more than a constant factor in the Gaussian regime. In particular when the \( X_i \) are iid Bernoulli with parameter 1/2, then by Erdős’s sharp solution (see [21]), to the Littlewood-Offord problem, \( Q(S, 0) \leq 2^{-n} \left( \frac{n}{\lfloor n/2 \rfloor} \right) \approx \sqrt{\frac{2}{\pi n}}, \) while \( \sqrt{\frac{\pi}{12\sigma^2}} = \sqrt{\frac{\pi}{\sqrt{n}}} \) (and we are off by a factor of \( \pi/\sqrt{6} \approx 1.28 \)).
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SUPPLEMENTAL MATERIAL

In this appendix we will prove Lemma 2.6, Lemma 2.9, Theorem 4.1 and 4.2, Corollary 4.8, Theorem 4.12, and Lemma 4.14.

Proof of Lemma 2.6. Observe that \( w_\lambda(t) - v_\lambda(t) \) has no more than one zero on \((0, \pi)\) if and only if \( H(t) := w_\lambda(t)^2 - v_\lambda(t)^2 \) has no more than one zero on \((0, \pi)\). Taking a derivative, we see that for \( \lambda > 0 \) and small enough \( t \)

\[
H'(t) = \lambda \sin t - \frac{6t \lambda e^{-3\lambda t^2/\pi^2}}{\pi^2} > 0.
\]

Further we see that for \( \lambda > 0 \), \( H'(t) = 0 \) iff \( \lambda = \frac{\pi^2 \log \left( \frac{6t}{\pi^2 \sin t} \right)}{3t^2} \). Now we claim that the function

\[
(0, \pi) \ni t \mapsto \lambda(t) = \frac{\pi^2 \log \left( \frac{6t}{\pi^2 \sin t} \right)}{3t^2}
\]

is strictly increasing and hence one to one from \((0, \pi)\) into \((-\infty, \infty)\) (since \( \lim_{t \to 0} \lambda(t) = -\infty \) and \( \lim_{t \to \pi} \lambda(t) = +\infty \)). Hence for fixed \( \lambda \), there exists exactly one \( t = t_\lambda \) such that \( H'(t) = 0 \). Computing

\[
\lambda'(t) = \frac{\pi^2}{3t^2} \left( -t \cot(t) + 2 \log \left( \frac{\pi^2 \sin(t)}{6t} \right) + 1 \right)
\]

and since \( \lim_{t \to 0} \lambda'(t) = \infty \), it suffices to show that \( \lambda'(t) \) has no zeros on \((0, \pi)\). That is that

\[
f(t) := 1 - t \cot(t) + 2 \log \left( \frac{\pi^2 \sin(t)}{6t} \right)
\]

has no zeros on \((0, \pi)\). Note that \( \lim_{t \to 0} f(t) = 2 \log \left( \frac{\pi^2}{6} \right) > 0 \), so it is enough to show that \( f \) is increasing on \((0, \pi)\). We have, for \( t \in (0, \pi) \)

\[
f'(t) = 1 + \cot(t) + \frac{t}{\sin^2(t)} - \frac{2}{t} \quad \text{and} \quad f''(t) = \frac{2}{t^2} - \frac{2t \cos(t)}{\sin^3(t)}.
\]

Now we claim that \( f''(t) > 0 \) on \((0, \pi)\) which is equivalent to saying that

\[
\sin^3(t) - t^3 \cos(t) > 0, \quad t \in (0, \pi).
\]

For \( t \geq \pi/2 \) this is immediate. For \( t < \pi/2 \) we use the Taylor series bounds \( \sin(t) \geq t - t^3/6 \) and \( \cos(t) \leq 1 - t^2/2 + t^4/24 \),

\[
\sin^3(t) - t^3 \cos(t) \geq (t - t^3/6)^3 - t^3(1 - t^2/2 + t^4/24)
= t^7(3 - t)(t + 3)/216
\]

which is clearly positive on \((0, \pi/2)\). The claim is proved and hence \( f' \) is increasing. Since \( \lim_{t \to 0} f'(t) = 1 > 0 \), we infer that \( f \) is increasing on \((0, \pi)\) as expected.
Thus $H'$ is positive for small $t$ and has at most one zero, and thus it follows that $H$ has at most one $0$ on $(0, \pi)$ since $H(0) = 0$, and $H$ is increasing and then decreasing. \hfill \Box

**Proof of Lemma 2.9.** The second term follows from $\int_0^\pi e^{-t^2/2}dt \leq \int_0^\infty e^{-t^2/2}dt = \sqrt{\pi/2}$, which implies $\int_0^\pi e^{-t^2/2}dt/z \leq \sqrt{\pi/2z^2}$. The first term is more complicated. It is enough to prove that $y \mapsto F(y) := \frac{1}{(\int_0^y e^{-t^2/2}dt)^2} - \frac{1}{y^2}$ is non-decreasing on $(0, \infty)$. Indeed, this would imply for any $y > 0$ that $F(y) \geq \lim_{y \downarrow 0} F(y) = \frac{1}{3}$ which can be rephrased as the expected bound

$$\int_0^y e^{-t^2/2}dt \leq \left(1 + \frac{z^2}{3}\right)^{-1/2}. \tag{16}$$

To prove that $F$ is non-decreasing, we take the derivative and obtain that

$$F'(y) = \frac{2}{y^3 \left(\int_0^y e^{-t^2/2}dt\right)^3} \left(-y^3 e^{-y^2/2} + \left(\int_0^y e^{-t^2/2}dt\right)^3\right), \quad y > 0.$$ 

Set $G(y) := -y^3 e^{-y^2/2} + \left(\int_0^y e^{-t^2/2}dt\right)^3, \quad y > 0$, and observe that

$$G'(y) = e^{-y^2/2} \left(-3y^2 + 3y^4 + 3 \left(y - \frac{y^3}{6}\right)^2\right).$$

Now, since $e^{-t^2/2} \geq 1 - t^2/2$, we have $\int_0^y e^{-t^2/2}dt \geq y - \frac{y^3}{6}$. Therefore, for $y \in (0, \sqrt{6})$ (so that $y - \frac{y^3}{6} \geq 0$), it holds

$$G'(y) \geq e^{-y^2/2} \left(-3y^2 + 3y^4 + 3 \left(y - \frac{y^3}{6}\right)^2\right) = \frac{y^6 e^{-y^2/2}}{12} > 0.$$ 

On the other hand, for $y \geq \sqrt{6}$, we observe that $-3y^2 + y^4 > 0$ so that $G'(y) > 0$ on $[\sqrt{6}, \infty)$ and therefore on $(0, \infty)$. As a consequence $G$ is increasing on $(0, \infty)$, and since $\lim_{y \downarrow 0} G(y) = 0$, $F$ is non-decreasing on $(0, \infty)$ as expected. The limit as $y$ tends to zero is an easy consequence of the Taylor expansion $\int_0^y e^{-t^2/2}dt = y - y^3/6 + o(y^3)$, while (16) is obtained directly from $F(y) \geq 1/3$. \hfill \Box

**Proof of Theorem 4.1.** We will prove the two inclusions $(\subset, \supset)$ of the sets.

Given $f \in \mathcal{P}_C(M)$, if there exists $i \neq j$ such that $f(i), f(j) \in \{0, \frac{1}{C}\}$ then $g_1 = f + \epsilon(\mathbb{1}_{\{i\}} - \mathbb{1}_{\{j\}})$ and $g_2 = f - \epsilon(\mathbb{1}_{\{i\}} - \mathbb{1}_{\{j\}})$ are distinct elements of $\mathcal{P}_C(M)$ (for $\epsilon$ small enough), and since $\frac{g_1 + g_2}{2} = f$, $f \notin \mathcal{E}(\mathcal{P}_C(M))$. This proves that extreme points of $\mathcal{P}_C(M)$ have at most one value in $(0, \frac{1}{C})$ and therefore proves the first inclusion.

Conversely, consider $f$ such that there exists $i_o$ with $f(j) \in \{0, 1/C\}$ for all $j \neq i_o$ and suppose that $f = \frac{g_1 + g_2}{2}$ for some $g_1, g_2 \in \mathcal{P}_C(M)$. For $j \neq i_o, f(j)$ is an extreme point of the interval $[0, \frac{1}{C}]$ and $\frac{g_1(j) + g_2(j)}{2} = f(j)$. Hence $g_1(j) = g_2(j) = f(j)$. By the constraint that $f, g_1, \text{ and } g_2$ are probability mass functions we must have $f(i_o) = g_1(i_o) = g_2(i_o)$ as well and the second inclusion is proved. \hfill \Box

**Proof of Theorem 4.2.** Note that $X_1 + \cdots + X_n$ is supported on $[nm]$, and as a function of densities, the map $f \mapsto H_\alpha(f)$ is continuous and quasi-concave in the sense that densities $f$ and $g$ satisfy $H_\alpha(f + (1/2)g) \geq \min\{H_\alpha(f), H_\alpha(g)\}$. Indeed, continuity is obvious since the probability distributions under consideration have finite support, and quasi-concavity follows
from the expression \( H_\alpha(f) = \alpha' \log \|f\|_\alpha \), and the convexity of \( f \mapsto \|f\|_\alpha \) for \( \alpha > 1 \) and its concavity for \( \alpha < 1 \). Thus the continuity of the map from \( \mathcal{P}_{C_1}([m]) \times \cdots \times \mathcal{P}_{C_n}([m]) \to [0, \infty) \), given by \((f_1, \ldots, f_n) \mapsto H_\alpha(f_1 \cdots f_n)\) is continuous since the convolution can be expressed as a polynomial of the terms of \( f_i(k) \). What is more, the map is coordinate quasi-concave, since convolution is coordinate affine, in the sense that 
\[
\frac{f_1 + f_2 \cdots + f_n}{2} = f_1 f_2 \cdots f_n + \frac{f_2 \cdots f_n}{2}.
\]
Thus the map \( g \mapsto H_\alpha(g \ast f_1 \ast \cdots \ast f_n) \) is continuous and quasi-concave on \( \mathcal{P}_{C_1}([m]) \). Since \( \mathcal{P}_{C_1}([m]) \) is a compact, convex subset of \( \mathbb{R}^{m+1} \), and since points of compact convex subsets can be written as convex combinations of their extreme points by Krein-Milman, there exists a minimizer \( g_1 \in \mathcal{E}(\mathcal{P}_{C_1}([m])) \) such that
\[
H_\alpha(f_1 \ast f_2 \ast \cdots \ast f_n) \geq H_\alpha(g_1 \ast f_2 \ast \cdots \ast f_n).
\]
Iterating the argument gives the proof.

**Proof of Corollary 4.8.** Let us first assume that the \( X_i \) are all supported on a finite set \([m]\) for some \( m \). This implies that \( C_i \leq |[m]| = m + 1 \). By Theorem 4.2 there exists densities \( g_i \in \mathcal{E}(\mathcal{P}_{C_i}([m])) \) such that
\[
H_\infty(f_1 \ast \cdots \ast f_n) \geq H_\infty(g_1 \ast \cdots \ast g_n).
\]
However, by the assumption that \( C_i \in (1, 2] \cup \{i\} \) the \( g_i \) either takes only two values, in which case \( g_i^\# \) is a Bernoulli, or \( g_i \) is a uniform distribution on \( C_i \) values, in which case \( g_i^\# \) is a uniform distribution on \( \{0, 1, \ldots, C_i - 1\} \). In either case \( g_i^\# \) is log-concave and Theorem 4.7, gives
\[
H_\infty(g_1 \ast \cdots \ast g_n) \geq H_\infty(g_1^\# \ast \cdots \ast g_n^\#).
\]
Combining the two inequalities completes the proof when the \( X_i \) have compact support. The general inequality is an approximation argument. Define an auxiliary function
\[
f_i^{(m)}(n) = \begin{cases} 
\min\{f_X(n), \frac{1}{C_i} - \frac{1}{m}\} & \text{if } n \in [-m, m], \\
0 & \text{else.}
\end{cases}
\]
and from \( f_i^{(m)} \) define a density
\[
f_x^{(m)}(n) = f_i^{(m)}(n) + \frac{1 - \sum_{k=-m}^{m} f_i^{(m)}(k)}{2m+1} 1_{[-m, m]}(n).
\]
The probability mass functions \( f_x \) converge pointwise to \( f_X \) with \( m \to \infty \), are compactly supported and \( \|f_x^{(m)}(n)\|_\infty \leq \|f_X\|_\infty \leq 1/C_i \). Further pointwise convergence coincides with weak-convergence on \( \mathbb{Z} \) by the Portmanteau theorem since all subsets of \( \mathbb{Z} \) are closed and open. Note that \( f \mapsto H_\infty(f) \) is upper semi-continuous with respect to weak convergence since for \( f_\beta \to f \) pointwise, \( f(n) = \lim_\beta f_\beta(n) \leq \liminf_\beta \|f_\beta\|_\infty \). Thus it follows that \( \limsup_\beta H_\infty(f_\beta) \to H_\infty(f) \). Taking the max over \( n \) gives \( \|f\|_\infty \leq \liminf_\beta \|f_\beta\|_\infty \) and hence
\[
\limsup_\beta H_\infty(f_\beta) \leq H_\infty(f).
\]
Since the map \((f_1, \ldots, f_n) \mapsto f_1 \ast \cdots \ast f_n \) corresponds to the mapping of a product space of measures \((\mu_1, \ldots, \mu)\) to their product measure, a weak continuous operation, and composed with pushing forward \( \mu_1 \otimes \cdots \otimes \mu_n \) under the continuous map \( T(x) = x_1 + \cdots + x_n \) a weak-continuous mapping, \((f_1, \ldots, f_n) \mapsto f_1 \ast \cdots \ast f_n \) is a composition of weakly continuous functions and hence weakly continuous as well. Thus, \((f_1, \ldots, f_n) \mapsto H_\infty(f_1 \ast \cdots \ast f_n)\) is upper semi-continuous and we have
\[
H_\infty(f_1 \ast \cdots \ast f_n) \geq \limsup_\beta H_\infty(f_{X_i}^{(m)} \ast \cdots \ast f_X^{(m)}).
\]
Since the $f_{X_i^{(m)}}$ are compactly supported $H_\infty(f_{X_1^{(m)}} \ast \cdots \ast f_{X_n^{(m)}}) \geq H_\infty(Z_1 + \cdots + Z_n)$. □

**Proof of Theorem 4.12.** Suppose that $f$ is a log-concave density symmetric about a point $n - \frac{1}{2}$. Note that if $f$ is supported on only two points, the inequality is true immediately, since by symmetry $f$ is a translation of Bernoulli with parameter $1/2$. Thus, assume that $f$ is supported on at least 4 points so that $\|f\|_\infty < 1/2$ and observe that $\|f\|_\infty = f(n-1) = f(n)$. Take $p = 1 - 2\|f\|_\infty > 0$ and define a density $g$ by $g(n+k) = \|f\|_\infty p^k$ for $k \geq 0$ and $g(n+k) = \|f\|_\infty p^{k-1}$ for $k < 0$. Note that $g$ is symmetric log-concave density, satisfying $\|g\|_\infty = \|f\|_\infty$ and $g < f$. Translating $g(k) = g(n + k - 1/2)$, and $f(k) = f(n + k - 1/2)$ we obtain densities symmetric about 0 taking values on $\frac{1}{2} + \mathbb{Z}$. It is straightforward to prove from the majorization that $X \sim g$ and $Y \sim f$ that $EX^2 \geq EY^2$ and since both variables are centered, $\text{Var}(X) \geq \text{Var}(Y)$ while by definition $\Delta_\infty(X) = \Delta_\infty(Y)$. Thus it suffices to prove the inequality for $X$ and $p \in (0, 1)$.

In this case, with integer $k \geq 0$, $\mathbb{P}(X = \pm(\frac{1}{2} + k)) = \frac{1-p^2}{2} p^k$, direct computations gives

$$
\Delta_\infty(X) = \frac{4}{(1-p)^2} - 1,
$$

$$
\text{Var}(X) = (1-p) \sum_{k=0}^{\infty} \left( k + \frac{1}{2} \right) p^k = \frac{p^2 + 6p + 1}{4(1-p)^2}.
$$

Thus the inequality $\Delta_\infty(X) \geq 2\text{Var}(X)$ is equivalent to proving $5 - 2p - 3p^2 \geq 0$ for $p \in [0, 1]$. □

**Proof of Lemma 4.14.** Since both sides of (4.5) are invariant in the transformation of the parameter $p \mapsto 1 - p$, we may assume $p \in [1/2, 1]$ and compute explicitly with (2.4), it is equivalent to prove

$$(1-p)^2 + p^2 + 2p(1-p) \cos(t) \leq e^{-\left(\frac{1}{p} - 1\right)^2/12}.
$$

Setting $q = 1/p \in [1, 2]$, the desired inequality is equivalent to proving that

$$
F(q) := q^2 e^{-\frac{2q^2}{9} t^2} - 2(q-1) \cos(t) - (q-1)^2 - 1 \geq 0.
$$

Our first aim is to prove that $F$ is concave on the interval $[1, 2]$ for any given $t \in [0, \pi]$. Observe that

$$
F'(q) = \left( 2q - q^3 t^2 \right) e^{-\frac{2q^2}{9} t^2} - 2 \cos(t) - 2(q-1),
$$

and

$$
F''(q) = \left( 2 - 2e^{-\frac{2q^2}{9} t^2} + \frac{q^2 t^2}{6} \right) \left( -5 + \frac{q^2 t^2}{6} \right) e^{-\frac{2q^2}{9} t^2}.
$$

Given $t \in [0, \pi]$, set $r = \frac{q^2 t^2}{9} \in \left[\frac{t^2}{9}; \frac{2t^2}{9}\right]$ and $G(r) := 2 - 2e^{-\frac{2q^2}{9} t^2} + r(-5 + r)$ so that $F$ is concave on $[1, 2]$ reduces to proving that $G$ is negative on $[\frac{t^2}{9}; \frac{2t^2}{9}]$. Observe that

$$
G'(r) = -e^{-\frac{2q^2}{9} t^2} + \frac{2q^2 t^2}{9} + 2r - 5 \quad \text{and} \quad G''(r) = -\frac{1}{2} e^{-\frac{2q^2}{9} t^2} + \frac{2q^2 t^2}{9} + 2.
$$

We infer that $G''$ is decreasing on $[\frac{t^2}{9}; \frac{2t^2}{9}]$ and may change sign depending on the value of the parameter $t$. We need to distinguish between two cases.

1. Assume first that $t \leq \sqrt{4 \log 4}$. Then $G''(2t^2/3) = -\frac{1}{2} e^{\frac{t^2}{9}} + 2 \geq 0$. In that case we conclude that $G'' \geq 0$ on the whole interval and therefore that $G'$ is non-decreasing. Hence $G'(r) \leq G'(2t^2/3) = -e^{\frac{t^2}{9}} + \frac{4}{3} r^2 - 5$. It is easy to see that the mapping $[0, \infty) \ni t \mapsto H(t) := -e^{\frac{t^2}{9}} + \frac{4}{3} r^2 - 5$ is increasing on $[0, \sqrt{4 \log 16/9}]$ so that, for $t \in [0, \sqrt{4 \log 4}]$, $H(t) \leq H(\sqrt{4 \log 4}) = \frac{4}{3} \log 4 - 5$. □
Therefore $G'(r) \leq 0$ and hence $G(r) \leq G(t^2/6) = \frac{t^2}{6}(-5 + \frac{t^2}{9}) \leq 0$ since $t \in [0, \sqrt{4 \log 4}]$. As an intermediate conclusion we proved that $G \leq 0$ in case (1).

(2) Assume now that $t \geq \sqrt{4 \log 4}$. Then $G''$ changes sign. Namely, since $G''(t^2/6) = 3/2 \geq 0$ and $G''(2t^2/3) = -\frac{3}{4} t^2 + 2 \leq 0$, $G''$ is non-negative on $[\frac{t^2}{6}, r_0]$ and non-positive on $[r_0, 2t^2/3]$, with $r_0 := 2(\log 4 + \frac{t^2}{12})$. It follows that, for $t \leq \pi$ and $r \in \left[\frac{t^2}{6}, \frac{2t^2}{3}\right]$, $G'(r) \leq G'(r_0) = 4(\log 4 + \frac{t^2}{9}) - 9 \leq 4 \log 4 + \frac{t^2}{9} - 9 \simeq -0.16 \leq 0$. We conclude that $G$ is non-increasing and therefore that $G(r) \leq G(t^2/6) = \frac{t^2}{6}(-5 + \frac{t^2}{9}) \leq 0$ since $t \leq \pi$. As a conclusion we proved that $G \leq 0$ in case (2) and therefore in any case. This shows that $F$ is concave.

Now $F$ being concave, $F \geq 0$ is a consequence of the fact that $F(1) = 0$ and $F(2) = 4 e^{-\frac{t^2}{4}} - 2 \cos(t) - 2 \geq 0$. To see the latter, one can observe that $2 \cos(t) + 2 = 4 \cos^2(t/2)$ so that $F(2) \geq 0$ is equivalent to saying that $e^{t^2/4} \geq \cos^2(t/2)$ on $[0, \pi]$ which in turn is equivalent to saying that $e^{u^2/2} \geq \cos(u)$ for any $u = \frac{t}{2} \in [0, \frac{\pi}{2}]$. Taking the logarithm, we end up with proving that $I(u) := -\frac{u^2}{2} - \log \cos(u) \geq 0$ on $[0, \frac{\pi}{2}]$. Since $I'(u) = -u + \tan(u) \geq 0$ the desired conclusion immediately follows. This ends the proof of the Lemma. $\square$
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