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A nonequilibrium fluctuation theorem is established for a colloidal particle driven by an external force within the hydrodynamic theory of Brownian motion, describing hydrodynamic memory effects such as the $t^{-3/2}$ power-law decay of the velocity autocorrelation function. The generalized Langevin equation is obtained for the general case of slip boundary conditions between the particle and the fluid. The Gaussian probability distributions for the particle to evolve in position-velocity space are deduced. It is proved that the joint probability distributions of forward and time-reversed paths have a ratio depending only on the work performed by the external force and the fluid temperature, in spite of the nonMarkovian character of the generalized Langevin process.

I. INTRODUCTION

The manifestation of hydrodynamic memory effects in Brownian motion has been anticipated and predicted for long by theory [1–10], and more recently observed in experiments using photon correlation dynamic laser light scattering [11] and direct particle tracking [12–14]. In this regard, Langevin stochastic theory [15] should be modified to include the memory effects induced by hydrodynamic flows around the colloidal particle. Remarkably, generalized Langevin equations describing these effects can be deduced from fluctuating hydrodynamics since the seventies [6–8, 16–21]. Accordingly, the velocity autocorrelation function of the colloidal particle has a $t^{-3/2}$ power-law decay, referred to as hydrodynamic long-time tail. The resulting generalized Langevin process is thus nonMarkovian. However, the time evolution of the colloidal particle from initial to final conditions in position-velocity space is still described by a Gaussian probability distribution [8], as in the standard Langevin process [15, 22, 23].

Furthermore, interest has raised for Brownian motion driven by external forces into nonequilibrium regimes. In particular, a fluctuation theorem has been proved for the Markovian Langevin process with an external force generating a nonequilibrium random drift [24] and experiments have validated the nonequilibrium work fluctuation theorem [25, 26] for colloidal particles driven by optical traps and described by standard Langevin equation [27, 28]. In this context, an important issue is to understand the effects of hydrodynamic long-time correlations upon nonequilibrium driving. For these effects to manifest themselves, the mass of the displaced fluid should be comparable to the mass of the colloidal particle as long anticipated by Lorentz [1, 2].

The purpose of the present paper is to investigate the hydrodynamics long-time correlations for driven Brownian motion. It is shown that the fluctuation theorem continues to hold exactly in spite of the nonMarkovian character of the generalized Langevin process describing the hydrodynamic effects. We notice that fluctuation relations are already known for several types of nonMarkovian processes [29–39]. Here, our purpose is to consider the specific stochastic process that is deduced from the hydrodynamic theory of Brownian motion. This latter is summarized in Sec. II. In Sec. III the Gaussian probability distributions ruling the time evolution of the colloidal particle in its phase space are obtained from the generalized Langevin equation. The fluctuation theorem is presented in Sec. IV and proved in App. A. Section V is devoted to the detailed calculation of the velocity autocorrelation function and its properties in the general case of slip boundary conditions. The long-time properties of the random drift under the effect of an external force are given in Sec. VI. Concluding remarks are drawn in Sec. VII.

II. HYDRODYNAMIC THEORY OF BROWNIAN MOTION

A colloidal particle of spherical shape, radius $a$, and mass density $\rho_s$ is immersed in an incompressible fluid of mass density $\rho_f$. Because of the ceaseless thermal movements of the molecules composing the fluid, the velocity field $\mathbf{v}(\mathbf{r}, t)$ undergoes fluctuations, even if its mean value is vanishing at large distances from the particle, $\lim_{|\mathbf{r}| \to \infty} \langle \mathbf{v}(\mathbf{r}, t) \rangle = 0$. Since the fluid exerts a pressure on the surface of the colloidal particle, this latter is subjected to a fluctuating force at the origin of its Brownian motion. For this reason, the stochastic equation describing Brownian motion can be deduced from fluctuating hydrodynamics [40, 41], as shown in the seventies [6–8, 16–21]. We notice that the effects of
compressibility should manifest themselves at frequencies \( \omega \gg v_{\text{sound}}/a \sim 10^3 \text{ s}^{-1} \) [12], so that they play a negligible role for Brownian motion in a fluid at rest.

A. Interaction between the particle and the fluid

For our purpose, the equations of fluctuating hydrodynamics are solved to obtain the velocity field around the colloidal particle including the contribution of the fluctuating velocity field. Since the velocity field determines the fluid displaced by the particle, according to Archimedes’ principle.

Considered [16–21]. On the one hand, the fluid velocity field in the direction \( \parallel \) denotes the mass center of the particle, \( \mathbf{v}(r,t) = \mathbf{V}(t) + \Omega(t) \times [\mathbf{r} - \mathbf{R}(t)] \), where \( \mathbf{R}(t) \) denotes the mass center of the particle, \( \mathbf{v}(t) = d\mathbf{R}(t)/dt \) its velocity, and \( \Omega(t) \) its angular velocity [43].

At the interface \( \| \mathbf{r} - \mathbf{R}(t) \| = a \) between the solid particle and the fluid, the following boundary conditions are considered [16][21]. On the one hand, the fluid velocity field in the direction \( \mathbf{n} \) normal to the interface should satisfy

\[
\mathbf{n} \cdot \mathbf{v}(r,t) = \mathbf{n} \cdot \mathbf{V}(t). 
\]

On the other hand, in the tangential directions \( \mathbf{1}_{\perp} = \mathbf{1} - \mathbf{nn} \), the boundary conditions on the velocity field are expressed as [18]

\[
\lambda \mathbf{1}_{\perp} \cdot \{ \mathbf{v}(r,t) - \mathbf{V}(t) - \Omega(t) \times [\mathbf{r} - \mathbf{R}(t)] \} = \mathbf{1}_{\perp} \cdot \{ \eta \left[ \nabla \mathbf{v}(r,t) + \nabla \mathbf{v}(r,t)^T \right] \cdot \mathbf{n} + f_{\delta}^\mathbf{n}(r,t) \},
\]

in terms of the sliding friction coefficient \( \lambda \) and the interfacial Gaussian white noise process satisfying

\[
\langle f_{\delta}^\mathbf{n}(r,t) \rangle = 0 \quad \text{and} \quad \delta^\mathbf{n}(r,t) \langle f_{\delta}^\mathbf{n}(r,t) f_{\delta}^\mathbf{n}(r',t') \rangle \delta^\mathbf{n}(r',t') = 2k_B T \lambda \delta^\mathbf{n}(r,t) \delta(r - r') \delta(t - t') \mathbf{1}_{\perp},
\]

where \( \delta^\mathbf{n}(r,t) \) is the interfacial Dirac distribution introduced in Ref. [44]. We note that sliding friction causes the slippage of the velocity field at the interface with the slip length

\[
b \equiv \frac{\eta}{\lambda}.
\]
B. Solution of the problem

At low Reynolds numbers, the Navier-Stokes equations and the boundary conditions can be linearized and solved by taking Fourier transforms according to

$$\phi(\omega) \equiv \int_{-\infty}^{+\infty} e^{i\omega t} \phi(t) \, dt$$  \hspace{1cm} (10)

for any function $\phi(t)$ of time. Using the method of induced force [16–21], the following equation is obtained

$$-i\omega m_s V(\omega) = -\zeta(\omega) V(\omega) + F_\Pi(\omega) + 2\pi \delta(\omega) F_{ext}$$ \hspace{1cm} (11)

in terms of the frequency-dependent friction coefficient

$$\zeta(\omega) = 6\pi \eta a \left[ \frac{(1 + 2b/a)(1 + a\alpha)}{1 + 3b/a} + \frac{a^2 \alpha^2}{9} \right] \quad \text{with} \quad \alpha = \sqrt{-i\omega/\nu}$$ \hspace{1cm} (12)

(where $\nu \equiv \eta/\rho$ is the kinematic viscosity) and the fluctuating force $F_\Pi(\omega)$ obeying the fluctuation-dissipation theorem

$$\langle F_\Pi(\omega) \rangle = 0 \quad \text{and} \quad \langle F_\Pi(\omega) F_\Pi(\omega') \rangle = 4\pi k_B T \Re \zeta(\omega) \delta(\omega - \omega') \mathbf{1}.$$ \hspace{1cm} (13)

A recent survey of this calculation is given in Ref. [45].

Expliciting the last term going as $\alpha^2$ in Eq. (12), the frequency-dependent friction coefficient can be rewritten as

$$\zeta(\omega) = \zeta_d(\omega) - i\omega \frac{m_f}{2}$$ \hspace{1cm} (14)

in terms of the mass $m_f$ of the fluid displaced. Moreover, we have that

$$\Re \zeta(\omega) = \Re \zeta_d(\omega),$$ \hspace{1cm} (15)

so that the last term of Eq. (14) does not contribute to damping, the effects of which are only described by the contribution

$$\zeta_d(\omega) = \gamma \frac{1 + a \sqrt{-i\omega/\nu}}{1 + B \sqrt{-i\omega/\nu}},$$ \hspace{1cm} (16)

where

$$\gamma \equiv \zeta(0) = \zeta_d(0) = 6\pi \eta a \frac{1 + 2b/a}{1 + 3b/a}$$ \hspace{1cm} (17)

is the low-frequency limit of the friction coefficient and

$$B \equiv \frac{b}{1 + 3b/a}.$$ \hspace{1cm} (18)

Furthermore, the last term in Eq. (14) gives a contribution in Eq. (11) similar to the inertial term in the left-hand side of that equation. Therefore, these terms can be gathered to get

$$-i\omega m V(\omega) = -\zeta_d(\omega) V(\omega) + F_\Pi(\omega) + 2\pi \delta(\omega) F_{ext}$$ \hspace{1cm} (19)

with the total mass

$$m \equiv m_s + \frac{m_f}{2},$$ \hspace{1cm} (20)

including the mass of the solid particle itself together with half the mass of the fluid displaced, as shown in Refs. [8, 46, 47].

Because of the frequency dependence of the friction coefficient $\zeta_d(\omega)$, the stochastic equation of motion corresponding to Eq. (19) by inverse Fourier transform should have the form of a generalized Langevin equation, as discussed here below.
III. GENERALIZED LANGEVIN PROCESS

A. Generalized Langevin equation

According to the discussion of previous section following the results of Refs. [7, 8, 16–21], the stochastic motion of the Brownian particle should be described by a generalized Langevin equation of the form

\[ m \frac{dV(t)}{dt} = - \int_0^t \Gamma(t-t') V(t') \, dt' + \mathbf{F}_\text{fl}(t) + \mathbf{F}_\text{ext} \tag{21} \]

with a memory kernel \( \Gamma(t-t') \) determined by the frequency-dependent friction coefficient (16), and a fluctuating force given by a Gaussian white noise characterized by

\[ \langle \mathbf{F}_\text{fl}(t) \rangle = 0 \quad \text{and} \quad \langle \mathbf{F}_\text{fl}(t) \mathbf{F}_\text{fl}(t') \rangle = k_B T \Gamma(|t-t'|) 1. \tag{22} \]

Moreover, the fluctuating force is not correlated with the initial condition of the velocity, \( \langle V(0) \mathbf{F}_\text{fl}(t) \rangle = 0 \) for \( t > 0 \) [8, 48]. Accordingly, the stochastic process considered is Gaussian, but not Markovian.

B. General solution

Since Eq. (21) is linear, it can be solved by direct integration, as shown in Ref. [8]. Next, the position is found by integrating \( dR(t)/dt = V(t) \). Introducing the function \( K(t) \) satisfying

\[ m \frac{dK(t)}{dt} = - \int_0^t \Gamma(t-t') K(t') \, dt' \quad \text{with} \quad K(0) = 1, \tag{23} \]

the particle velocity and position are given by

\[ V(t) = K(t) V_0 + \frac{1}{m} \int_0^t dt' K(t-t') \left[ \mathbf{F}_\text{fl}(t') + \mathbf{F}_\text{ext} \right], \tag{24} \]

\[ R(t) = R_0 + \int_0^t dt' K(t') V_0 + \frac{1}{m} \int_0^t dt' \int_0^{t'} dt'' K(t-t'') \left[ \mathbf{F}_\text{fl}(t'') + \mathbf{F}_\text{ext} \right], \tag{25} \]

in terms of the initial velocity and position, \( V_0 \) and \( R_0 \).

Beside the function \( K(t) \) introduced with Eq. (23), we may define two further functions

\[ L(t) \equiv \int_0^t K(t') \, dt', \tag{26} \]

\[ M(t) \equiv \int_0^t L(t') \, dt', \tag{27} \]

which will also play an important role in the following.

C. Conditional and joint probability densities

The stochastic process described by the generalized Langevin equation has Gaussian conditional and joint probability densities to move from the initial condition \( (R_0, V_0) \) at time \( t = 0 \) to the phase-space point \( (R, V) \) at time \( t \). As shown in Refs. [8, 23], the conditional probability density is given by

\[ p(R, V, t | R_0, V_0, 0) = \langle \delta [X - x(t)] \delta [Y - y(t)] \rangle \tag{28} \]

in terms of the variables

\[ X \equiv R - R_0 - L(t) V_0 - M(t) \frac{\mathbf{F}_\text{ext}}{m}, \tag{29} \]

\[ Y \equiv V - K(t) V_0 - L(t) \frac{\mathbf{F}_\text{ext}}{m}, \tag{30} \]
and the Gaussian white noise processes
\[
\mathbf{x}(t) = \frac{1}{m} \int_0^t dt' \int_0^{t'} dt'' K(t' - t'') \mathbf{F}_B(t''), \\
\mathbf{y}(t) = \frac{1}{m} \int_0^t dt' K(t - t') \mathbf{F}_B(t').
\]

Consequently, the conditional probability density is found to be given by
\[
p(\mathbf{R}, \mathbf{V}, t|\mathbf{R}_0, \mathbf{V}_0, 0) = \frac{1}{(2\pi)^3 \sqrt{\det \mathbf{C}}} \exp \left( -\frac{1}{2} \mathbf{Z}^T \cdot \mathbf{C}^{-1} \cdot \mathbf{Z} \right)
\]
with
\[
\mathbf{Z} = \left( \begin{array}{c} \mathbf{X} \\ \mathbf{Y} \end{array} \right)
\]
and the correlation matrix
\[
\mathbf{C} = \left[ \begin{array}{cc} \langle \mathbf{x}(t)\mathbf{x}(t) \rangle & \langle \mathbf{x}(t)\mathbf{y}(t) \rangle \\ \langle \mathbf{y}(t)\mathbf{x}(t) \rangle & \langle \mathbf{y}(t)\mathbf{y}(t) \rangle \end{array} \right] = \left[ \begin{array}{cc} F(t) & H(t) \\ H(t) & G(t) \end{array} \right] \mathbf{1}.
\]
The elements of this matrix can be directly calculated to get [8, 23]
\[
F(t) = \frac{1}{3} \langle \mathbf{x}(t)^2 \rangle = \frac{k_B T}{m} \left[ 2M(t) - L(t)^2 \right], \\
G(t) = \frac{1}{3} \langle \mathbf{y}(t)^2 \rangle = \frac{k_B T}{m} \left[ 1 - K(t)^2 \right], \\
H(t) = \frac{1}{3} \langle \mathbf{x}(t) \cdot \mathbf{y}(t) \rangle = \frac{k_B T}{m} L(t) \left[ 1 - K(t) \right],
\]
in terms of the previously introduced functions (23), (26), and (27). Since \( \mathbf{y} = d\mathbf{x}/dt, \) we have that \( dF/dt = 2H, \) which can be integrated once \( H(t) \) is known to get \( F(t) \). Therefore, the conditional probability density has the following Gaussian form [8, 23]
\[
p(\mathbf{R}, \mathbf{V}, t|\mathbf{R}_0, \mathbf{V}_0, 0) = \frac{1}{8\pi^3 (FG - H^2)^{3/2}} \exp \left[ -\frac{G\mathbf{X}^2 - 2H\mathbf{X} \cdot \mathbf{Y} + F\mathbf{Y}^2}{2(FG - H^2)} \right].
\]
The distribution of the velocity is obtained by integrating over the position \( \mathbf{R} \) to find
\[
\mathcal{P}(\mathbf{V}, t|\mathbf{V}_0, 0) = \int p(\mathbf{R}, \mathbf{V}, t|\mathbf{R}_0, \mathbf{V}_0, 0) d\mathbf{R} = \frac{1}{(2\pi G)^{3/2}} \exp \left( -\frac{\mathbf{Y}^2}{2G} \right),
\]
which converges in the long-time limit towards the Maxwell-Boltzmann equilibrium probability distribution of density
\[
p_{eq}(\mathbf{V}) \equiv \lim_{t \to \infty} \mathcal{P}(\mathbf{V}, t|\mathbf{V}_0, 0) = \left( \frac{m}{2\pi k_B T} \right)^{3/2} \exp \left( -\frac{m\mathbf{V}^2}{2k_B T} \right),
\]
corresponding to the kinetic energy of the total mass \( m_0. \) Thermalization thus happens for the colloidal particle of mass \( m_0, \) accompanied with the mass \( m_i/2 \) of fluid, because of the inertial effect induced by hydrodynamics [8].

The joint probability density to move from the position \( \mathbf{R}_0 \) and the velocity \( \mathbf{V}_0 \) distributed according to the equilibrium Maxwell-Boltzmann density [41] at time \( t = 0 \) to the phase-space point \( (\mathbf{R}, \mathbf{V}) \) at time \( t \) is defined as
\[
p(\mathbf{R}, \mathbf{V}, t; \mathbf{R}_0, \mathbf{V}_0, 0) \equiv p(\mathbf{R}, \mathbf{V}, t|\mathbf{R}_0, \mathbf{V}_0, 0) p_{eq}(\mathbf{V}_0).
\]

Under these conditions, the conditional probability density to move from the initial position \( \mathbf{R}_0 \) towards the position \( \mathbf{R} \) at time \( t \) is given by
\[
\mathcal{P}(\mathbf{R}, t|\mathbf{R}_0, 0) \equiv \int p(\mathbf{R}, \mathbf{V}, t; \mathbf{R}_0, \mathbf{V}_0, 0) d\mathbf{V} d\mathbf{V}_0 = \left[ \frac{\beta m}{4\pi M(t)} \right]^{3/2} \exp \left\{ -\frac{\beta m}{4M(t)} \left[ \mathbf{R} - \mathbf{R}_0 - M(t) \frac{\mathbf{F}_{ext}}{m} \right]^2 \right\},
\]
where \( \beta = (k_B T)^{-1}. \)

Furthermore, the velocity autocorrelation function has the form
\[
\langle \Delta \mathbf{V}(0) \cdot \Delta \mathbf{V}(t) \rangle = 3 \frac{k_B T}{m} K(t),
\]
where \( \Delta \mathbf{V}(t) = \mathbf{V}(t) - \langle \mathbf{V}(t) \rangle. \)
IV. GENERAL FLUCTUATION THEOREM

In order to investigate the consequences of microreversibility on the generalized Langevin process, we compare two different paths that are mapped onto each other by time reversal, which consists in exchanging the initial and final positions while reversing the velocities.

On the one hand, the forward path
\[(R_0, V_0, 0) \xrightarrow{F} (R, V, t) \]
has the joint probability density
\[p_F \equiv p(R, V, t; R_0, V_0, 0) \]
defined by Eq. (42).

On the other hand, the reversed path is given by
\[(R, -V, 0) \xrightarrow{R} (R_0, -V_0, t) \]
having the joint probability density
\[p_R \equiv p(R_0, -V_0, t; R, -V, 0) . \]

Figure 1 depicts schematically the joint probability densities (46) and (48) in the phase space \((R_x, V_x)\). Under the effect of the external force, these probability densities are moving in opposite directions, so that their overlap rapidly decreases, as time increases.

The remarkable result is that the following fluctuation theorem holds for any generalized Langevin process defined by Eqs. (21) and (22).

**Fluctuation theorem.** The joint probability densities (46) and (48) of the forward and reversed paths obey the relation
\[p(R, V, t; R_0, V_0, 0) p(R_0, -V_0, t; R, -V, 0) = e^{\beta F_{\text{ext}}(R - R_0)} , \]
for any functions (36), (37), and (38) given in terms of the functions (23), (26), and (27) at every time \(t \geq 0\).

This theorem is proved in App. A. The ratio of the joint probability densities of the forward and reversed paths is thus independent of hydrodynamic effects. If the external force vanishes, \(F_{\text{ext}} = 0\), we recover the principle of detailed balance, as required by microreversibility under equilibrium conditions.
Using the definition \([42]\) of the joint probability densities and the Maxwell-Boltzmann distribution \([41]\), the following corollary is obtained for the corresponding conditional probability densities

\[
p(R, V, t|R_0, V_0, 0) \over p(R_0, -V_0, t|R, -V, 0) = e^{\beta(W-\Delta E)},
\]

in terms of the work performed by the external force during the displacement of the particle from \(R_0\) to \(R\), and the change in the kinetic energy of the particle,

\[
W \equiv F_{\text{ext}} \cdot (R - R_0) \quad \text{and} \quad \Delta E \equiv \frac{1}{2}mV^2 - \frac{1}{2}mV_0^2,
\]

establishing the energy balance of stochastic energetics \([49]\).

Moreover, the conditional probability densities in position space \([43]\) satisfy the following fluctuation relation

\[
\mathcal{P}(R, t|R_0, 0) \over \mathcal{P}(R_0, t|R_0, 0) = e^{\beta F_{\text{ext}} \cdot (R - R_0)},
\]

independently of the specificities of the generalized Langevin process.

\section{V. HYDRODYNAMIC LONG-TIME CORRELATIONS}

\subsection{A. Slip boundary conditions}

In order to obtain the function \(K(t)\) determining the velocity autocorrelation function \([44]\), we solve Eq. \((23)\) by Laplace transform defined as

\[
\tilde{\phi}(z) \equiv \int_0^\infty e^{-zt} \phi(t) \, dt
\]

for an arbitrary function \(\phi(t)\) of time. We thus have that the Laplace transform of the function \(K(t)\) is given by

\[
\tilde{K}(z) = \left[ z + \frac{1}{m} \tilde{\Gamma}(z) \right]^{-1}
\]

where the Laplace transform of the memory kernel \(\Gamma(t)\) is related to the non-inertial part \([16]\) of the frequency-dependent friction coefficient by the analytic continuation \(z = -i\omega\), so that

\[
\tilde{\Gamma}(z) = \gamma \left( \frac{1 + a\sqrt{z/\nu}}{1 + B\sqrt{z/\nu}} \right)
\]

with the low-frequency limit \([17]\) of the friction coefficient and the parameter \([18]\). Here, we introduce the thermalization time of the velocity distribution function

\[
\tau \equiv \frac{m}{\gamma},
\]

as well as the parameters

\[
\lambda \equiv \frac{\nu \tau}{a^2} \quad \text{and} \quad \mu \equiv \frac{\nu \tau}{B^2}.
\]

The function \(K(t)\) is obtained by the inverse Laplace transform of Eq. \((54)\) with Eq. \((55)\)

\[
K(t) = \int_{c-i\infty}^{c+i\infty} \frac{dz}{2\pi i} e^{zt} \tilde{K}(z),
\]

where the constant \(c\) should exceed the real part of all the singularities of \(\tilde{K}(z)\). This latter presents a branch cut on the negative half of the real axis in the complex plane of the variable \(z\). Deforming the integration contour around this branch cut and setting \(z = -r/\tau\), we find the following integral representation for \(t \geq 0\):

\[
K(t) = \frac{1}{\pi} \left( \frac{1}{\sqrt{\lambda}} - \frac{1}{\sqrt{\mu}} \right) \int_0^\infty \frac{\sqrt{\tau} \ e^{-rt/\tau}}{(r-1)^2 + \left( \frac{1}{\sqrt{\lambda}} - \frac{r}{\sqrt{\mu}} \right)^2} \, dr.
\]
This function, as well as the functions (26) and (27), are analyzed in App. B. They behave as follows for long times $t \to \infty$:

\begin{align}
K(t) &\approx \frac{1}{2\sqrt{\pi}} \left( \frac{1}{\sqrt{\lambda}} - \frac{1}{\sqrt{\mu}} \right) \left( \frac{\tau}{t} \right)^{3/2}, \\
L(t) &\approx \tau \left[ 1 - \frac{1}{\sqrt{\pi}} \left( \frac{1}{\sqrt{\lambda}} - \frac{1}{\sqrt{\mu}} \right) \left( \frac{\tau}{t} \right)^{1/2} \right], \\
M(t) &\approx \tau t \left[ 1 - \frac{2}{\sqrt{\pi}} \left( \frac{1}{\sqrt{\lambda}} - \frac{1}{\sqrt{\mu}} \right) \left( \frac{\tau}{t} \right)^{1/2} \right].
\end{align}

At short times $t \to 0$, the function $K(t)$ decreases from its initial condition $K(0) = 1$ according to

$$K(t) \approx 1 - \frac{t}{\tau} \sqrt{\frac{\mu}{\lambda}}.$$  \hspace{1cm} (63)

Figure 2 shows the function $K(t)$ for different values of the parameter $\lambda$. We observe the long-time tail $K(t) \sim t^{-3/2}$ due to hydrodynamics, which generates the persistence of motion and the memory of the initial velocity. At short times, the function is seen to converge to $K(0) = 1$, according to Eq. (63).

B. Stick boundary conditions

The stick boundary conditions ($b = 0$) correspond to the limit $\mu = \infty$. In this case, the long-time behavior of the different functions is still given by Eqs. (60)-(62). However, the function $K(t)$ behaves at short times as

$$K(t) = 1 - 2\sqrt{\frac{t}{\pi \lambda \tau}} + O(t),$$  \hspace{1cm} (64)

which is deduced in App. B.

These results are confirmed in Fig. 3 showing the function $K(t)$ versus time for stick boundary conditions and different values of the parameter $\lambda$.

C. Standard Langevin process

As already noticed by Lorentz [1, 2], the standard Langevin process is recovered in the limit where the fluid has a much lower mass density than the solid particle:

$$\frac{m_f}{m_s} = \frac{\rho_f}{\rho_s} \ll 1.$$  \hspace{1cm} (65)
In this case, Eq. (55) reduces to $\tilde{\Gamma}(z) = \gamma$ and Eq. (54) to $\tilde{K}(z) = (z + 1/\tau)^{-1}$. Therefore, there is a simple pole in the complex plane of the variable $z$ when integrating (58). We thus find

$$K(t) = e^{-t/\tau},$$

$$L(t) = \tau \left(1 - e^{-t/\tau}\right),$$

$$M(t) = \tau t - \tau^2 \left(1 - e^{-t/\tau}\right),$$

so that the classic results of Ref. [23] are recovered.

We see in Figs. 2 and 3 that the function $K(t)$ indeed converges towards the form (66) in the limit $\lambda \to \infty$ corresponding to the condition (65).

VI. LONG-TIME RANDOM DRIFT AND ENTROPY PRODUCTION

According to Eq. (62), we have that

$$\lim_{t \to \infty} \frac{1}{t} M(t) = \tau = \frac{m}{\gamma}.$$  

(69)

Accordingly, the result (43) shows that the particle undergoes a random drift at the asymptotic mean drift velocity

$$V_{\text{drift}} = \lim_{t \to \infty} \frac{1}{t} \langle R(t) \rangle = \frac{1}{\gamma} F_{\text{ext}},$$

(70)

and diffusion coefficient

$$D = \lim_{t \to \infty} \frac{1}{6t} \langle [R(t) - \langle R(t) \rangle]^2 \rangle = \frac{k_B T}{\gamma},$$

(71)

with the friction coefficient (17) including the effect of the slip length (9). In the absence of external force, the particle thus performs a random walk of diffusion coefficient (71) in any case. Therefore, the hydrodynamic long-time tail does not modify the Einstein-Sutherland formula for the diffusion coefficient [50, 51].

According to the fluctuation relation (52), the entropy production rate is given by

$$\frac{1}{k_B} \frac{dS}{dt} = \lim_{t \to \infty} \frac{1}{t} \int \mathcal{P}(R, t|R_0, 0) \ln \frac{\mathcal{P}(R, t|R_0, 0)}{\mathcal{P}(R_0, t|R, 0)} dR = \lim_{t \to \infty} \frac{1}{t} \beta F_{\text{ext}} \cdot \langle R(t) - R(0) \rangle = \beta F_{\text{ext}} \cdot V_{\text{drift}} \geq 0,$$

(72)

in accordance with the second law of thermodynamics.
VII. CONCLUDING REMARKS

In this paper, a nonequilibrium fluctuation theorem is proved within the hydrodynamic theory of Brownian motion. This theory allows us to obtain the generalized Langevin equation describing the stochastic motion of a colloidal particle in a thermally fluctuating fluid and with slip boundary conditions at the interface between the particle and the fluid. The stochastic motion is Gaussian, but nonMarkovian because of the hydrodynamic long-time correlations. Consequently, the velocity autocorrelation function has the well-known $t^{-3/2}$ power-law decay, which is shown to hold for arbitrary values of the slip length. The early-time decay of the velocity autocorrelation function goes linearly in time for slip boundary conditions, but as the square-root of time for stick boundary conditions. In the long-time limit, the diffusion coefficient is given by Sutherland’s formula for slip boundary conditions [51], which reduces to Einstein’s formula for stick boundary conditions [50].

The colloidal particle is considered to be driven away from equilibrium by an external force. The Gaussian conditional and joint probability distributions for the colloidal particle to evolve in phase space are deduced by the methods of Refs. [8, 23]. The joint probability distributions of some forward and corresponding time-reversed paths are compared. Remarkably, their ratio only depend on the work performed by the external force on the colloidal particle and the fluid temperature, independently of the hydrodynamic effects. The fluctuation theorem previously obtained by Kurchan [24] for the standard Langevin process is thus shown to hold also for the generalized Langevin process of the hydrodynamic theory of Brownian motion. In the absence of external force, the principle of detailed balance is recovered, as expected by the microreversibility of the underlying Hamiltonian dynamics of the particle-fluid system. These results show the generality of the fluctuation theorem to understand the status of the first and second laws of thermodynamics at small scales.
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Appendix A: Proof of the fluctuation theorem

The fluctuation theorem [49] is proved by direct calculation. The logarithm of the ratio of the joint probability densities [46] and [48] can be expressed as

$$\ln \frac{p_F}{p_R} = -\frac{Q_F - Q_R}{2(FG - H^2)}$$  \hfill (A1)

in terms of the quadratic forms associated with the Gaussian distributions:

$$Q_F = GX^2 - 2HX \cdot Y + FY^2 + \beta m(FG - H^2)V_0^2,$$  \hfill (A2)
$$Q_R = GX'^2 - 2HX' \cdot Y' + FY'^2 + \beta m(FG - H^2)V^2,$$  \hfill (A3)

where $X$ and $Y$ are given by Eqs. (29) and (30), while $X'$ and $Y'$ are obtained from the previous ones by the time-reversal operation giving

$$X' = R_0 - R + L(t) V - M(t) \frac{F_{ext}}{m},$$  \hfill (A4)
$$Y' = -V_0 + K(t) V - L(t) \frac{F_{ext}}{m}.$$  \hfill (A5)

Substituting these quantities in the quadratic forms and taking their difference, we get

$$Q_F - Q_R = 2(GL - H - HK)(R - R_0) \cdot (V - V_0)$$
$$- [F(\beta mG - 1 + K^2) + GL^2 - 2HKL - \beta mH^2] (V^2 - V_0^2)$$
$$- 2 [FL(1 - K) - GLM + H(L^2 - M + KM)] \frac{F_{ext}}{m} \cdot (V + V_0)$$
$$+ 4(HL - GM) \frac{F_{ext}}{m} (R - R_0).$$  \hfill (A6)
Because of Eqs. (36), (37), and (38), we have the identities

\[ GL - H - HK = 0, \quad (A7) \]

\[ F(3mG - 1 + K^2) + GL^2 - 2HKL - \beta mH^2 = 0, \quad (A8) \]

\[ FL(1 - K) - GLM + H(L^2 - M + KM) = 0. \quad (A9) \]

Accordingly, Eq. (A6) reduces to

\[ Q_{F} - Q_{R} = 4 (HL - GM) \frac{F_{\text{ext}}}{m} \cdot (R - R_0). \quad (A10) \]

Moreover, we have that

\[ HL - GM = -\frac{1}{2} \beta m (FG - H^2). \quad (A11) \]

Consequently, we find the identity

\[ \ln \frac{p_F}{p_R} = \beta F_{\text{ext}} \cdot (R - R_0), \quad (A12) \]

so that the fluctuation theorem (49) is proved.

**Appendix B: Analysis of the functions \( K(t), L(t) \) and \( M(t) \)**

With the new variable \( u \equiv rt/\tau \), the integral (59) becomes

\[ K(t) = \frac{1}{\pi} \left( \frac{1}{\sqrt{\lambda}} - \frac{1}{\sqrt{\mu}} \right) \left( \frac{\tau}{t} \right)^{3/2} \int_0^\infty \frac{\sqrt{u} e^{-u}}{(1 - \tau u)^2 + \tau u \left( \frac{1}{\sqrt{\lambda}} - \frac{\tau u}{\sqrt{\mu}} \right)^2} du. \quad (B1) \]

Expanding the integrated function in powers of \( \tau/t \), we obtain the asymptotic behavior (60).

Next, Eqs. (61) and (62) are obtained with Eqs. (26) and (27) up to the integration constant \( L(\infty) \). To obtain this latter, we notice that the Laplace transforms of the functions (26) and (27) are given by

\[ \tilde{L}(z) = \frac{1}{z} \tilde{K}(z), \quad (B2) \]

\[ \tilde{M}(z) = \frac{1}{z^2} \tilde{K}(z). \quad (B3) \]

If we had \( L(t) = L(\infty) + O(1/\sqrt{t}) \) for \( t \to \infty \), its Laplace transform should behave as \( \tilde{L}(z) = L(\infty)/z + O(1/\sqrt{z}) \). Comparing with Eq. (B2), we can thus identify the asymptotic value of the function \( L(t) \) as \( L(\infty) = \tilde{K}(0) \). Therefore, Eqs. (54) and (55) imply that \( L(\infty) = \tau \), hence the value of the integration constant in Eq. (61). The asymptotic behavior of \( M(t) \) is determined consequently.

The short-time behavior of the function \( K(t) \) is obtained by expanding \( \exp(-rt/\tau) \) in powers of \( t/\tau \) in the integral (59). The first two terms of this expansion have finite integrals, so that we get the expression (63), but no extra term.

For stick boundary conditions \( b = 0, \mu = \infty \), even the expression (63) is meaningless and another method is required. Setting \( r = x^2/\lambda \) in the integral (59) with \( \mu = \infty \), we get

\[ K(t) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{x^2 e^{-\theta^2 x^2}}{(x^2 - \lambda)^2 + x^2} dx \quad \text{with} \quad \theta \equiv \sqrt{\frac{t}{\lambda^2}}. \quad (B4) \]

Expressing the Gaussian function \( \exp(-\theta^2 x^2) \) of \( x \) in terms of its Fourier transform and integrating over the variable \( x \) by the method of residues, we find that

\[ K(t) = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-q^2} e^{-\theta q} \left[ \cos (2\xi \theta q) - \frac{1}{2\xi} \sin (2\xi \theta q) \right] dq \quad (B5) \]

with \( \xi \equiv \sqrt{\lambda - 1/4} \). Expanding the function in the integral (B5) in powers of \( \theta \), we obtain the result (64).
