Distributed cache replacement method for geospatial data using spatiotemporal locality-based sequence
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Specific features of tile access patterns can be applied in a cache replacement strategy to a limited distributed high-speed cache for the cloud-based networked geographic information services (NGISs), aiming to adapt to changes in the access distribution of hotspots. By taking advantage of the spatiotemporal locality, the sequential features in tile access patterns, and the cache reading performance in the burst mode, this article proposes a tile sequence replacement method, which involves structuring a Least Recently Used (LRU) stack into three portions for the different functions in cache replacement and deriving an expression for the temporal locality and popularity of the relevant tile to facilitate the replacement process. Based on the spatial characteristics of both the tiles and the cache burst mode with regard to reading data, the proposed method generates multiple tile sequences to reflect spatiotemporal locality in tile access patterns. Then, we measure the caching value by a technique based on a weighted-based method. This technique draws on the recent access popularity and low caching costs of tile sequences, with the aim of balancing the temporal and spatial localities in tile access. It ranks tile sequences in a replacement queue to adapt to the changes in accessed hotspots while reducing the replacement frequency. Experimental results show that the proposed method effectively improves the hit rate and utilization rate for a limited distributed cache while achieving satisfactory response performance and high throughput for users in an NGIS. Therefore, it can be adapted to handle numerous data access requests in NGISs in a cloud-based environment.
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1. Introduction

With the development of virtual geographic environments, such as Google Earth, Digital City, and CyberTown, the increased activity in networked geographic information services (NGISs) has influenced the development of human–environment relationships (1, 2). Large volumes of tiled geospatial data (tiles) and intensive user requests for them impose a significant burden on NGISs. Some researches have shown that many users request the same data from NGISs, and the redundancy of the requested information causes network congestion and related issues, such as response delays, communication errors, and server overload. A distributed high-speed caching system (DHCS) can cache frequently accessed geospatial data, thereby reducing the bandwidth of input/output requests for data resources and response delays for public users, and obtaining higher cache hit rates and greater data sharing (3). A DHCS also benefits from system scalability and high throughput and is among the most commonly used methods of service acceleration for cloud-based NGISs. However, the core issue in DHCSs is the use of distributed caches of limited capacities to ensure that the most popular data are cached, since cached data change with the varying hotspots. A cache replacement strategy can address this issue.

Considerable research on page cache replacement strategies has been conducted since the tremendous rise in Web traffic beginning in the 1990s. A few companies, such as Esri, Google, and Microsoft, already introduced cache technology in their products. However, these companies employed traditional cache replacement algorithms, such as Least Recently Used (LRU) (4, 5), Least Frequently Used (LFU) (6), first in, first out (7), size-based replacement (8), and other varieties of these algorithms, including Hyper-G (9), size-adjusted LRU (10), greedy dual-size cache replacement (11, 12), LRU-K (13, 14), Lowest Relative Value (15, 16), and Least Grade Replacement (LGR) (17). These algorithms are based either on the temporal locality principle or on the size of the cached data. However, the access pattern of tiles exhibits both temporal and spatial characteristics, and tiles in a layer are identical in size. Therefore, these traditional cache replacement algorithms cannot be directly used in cache replacement methods involving tiles. In the context of NGISs, little research has been conducted on cache replacement methods, especially on DHCSs. Ref. (18) proposed replacing tiles beyond the user’s viewing area based on his/her roaming behavior. Ref. (19) calculated the transition probability of accessed tiles based on access logs, whereby tiles with
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the minimum transition probability values are replaced. A Markov model for choosing neighboring tiles has also been proposed (19). The model monitors a user’s k previous movements before arriving at the current tile and predicts his/her next movement in the replacement. However, these proposed cache replacement methods involve obtaining the access probability of a tile through system analyses or lengthy learning processes prior to choosing and replacing the tiles with minimum access probabilities. Access probability can be calculated and updated in near-real time for a tile in a geospatial data set. However, volume tiles in an NGIS can cause a heavy workload and increase the cost of calculating access probabilities.

The latest trend in NGIS research is to study and mine access patterns and modes of user interaction in big data (20–22). User access logs of several NGISs show that geospatial data access exhibits a spatiotemporal locality characteristic, whereby most access concentrates on hotspots that change over time (23–26). Temporal locality in tile access implies that the recently accessed tiles have a higher probability of being accessed again in the near future, whereas the spatial locality in tile access suggests that tiles adjacent to a currently accessed tile tend to take comparable access times (27). The consideration of spatial attributes of tiles, spatiotemporal locality in tile access patterns, and the development of a satisfactory cache replacement method based on users’ requested contents, which have comparable access times and adjacent spatiality, can significantly improve the hit rate and the utilization of a limited cache, and hence help obtain optimal or near-optimal network system performance.

However, temporal and spatial localities in tile access patterns are interrelated and interrestricted. Temporal locality reflects the short-term temporal aggregation of access patterns. A cache replacement method can use this feature to define the caching value as well as the validity of cached tiles. However, tiles also exhibit spatial locality, which enables them to establish long-term and fixed spatial relationships with one another. This feature ensures that tiles in a spatial area are accessed sequentially and locally and reflects local stability in tile access pattern. A cache replacement method can exploit this feature to reduce replacement frequency and maintain a certain degree of stability in the DHCS. The best approach to cache replacement for tiles is a “combination” method that considers and balances the temporal and spatial localities of tile access patterns by adapting to changes in the access distribution of hotspots while reducing the frequency of cache replacement. Such an approach can improve the utilization rate of caches and increase DHCS stability. Therefore, we propose in this article a distributed cache replacement method where the tile sequence exhibits distinct spatiotemporal access patterns. The method employs an LRU stack to derive an expression for the frequency and interval of tile access and ranks the tiles according to their latest popularity. By considering the spatial characteristics of both the tile and the cache burst mode in reading data, it then generates tile sequences to reflect spatiotemporal locality in tile access patterns. Moreover, based on the recent access popularity of the tile sequence and its caching cost, it balances the temporal and spatial localities in tile access to realize effective replacement. This results in a high cache hit rate and enables NGISs to improve the service capabilities for a large number of concurrent accesses.

The rest of this article is organized as follows: Section 2 introduces related work in the research area, including research on utilizing access patterns in cache replacement, the ranking mechanism in cache replacement, and caching reading mode for tile replacement. Section 3 contains a presentation of the replacement method for a DHCS based on tile sequences and the patterns of access of tiles which embody spatiotemporal locality and sequentiality. In Section 4, we present simulation results and analyses using the method proposed in Section 3. Section 5 concludes the article and proposes an outlook of our study.

2. Related work
2.1. Utilizing access patterns in cache replacement

Few cache replacement methods have been proposed in the field of NGIS. However, Google Earth has suggested the usefulness of a caching strategy in its cluster-based service (28). However, it has not yet published its detailed cluster-based caching strategies for commercial reasons. Tile access exhibits a locality feature, whereby access tends to be concentrated in a small area and displays certain temporal and spatial patterns. The temporal locality of tile access implies that a tile that is accessed once will be accessed again with a high probability in a short time. The access frequency of a tile, which is the interval between the current time and the time when the most recent user access to the relevant tile, is often employed to represent the temporal locality. LRU is a commonly used cache replacement algorithm based on temporal locality of access (4–7). Tiles that are accessed by users converge to a specific area on the map provided by the NGIS, which means that if a tile is accessed, its neighboring tiles (as well as that tile itself) have a high probability of being accessed.

This is known as spatial locality in tile access patterns. In a pyramid model of tiles, the distance between any tile and a tile being accessed at any given time is introduced to derive an expression for spatial locality in the relevant tile access pattern. However, the distance between accessed tiles is difficult to calculate in an NGIS because the tile at the center of the user’s browsing view changes quickly. Therefore, access times are typically used to measure the distance between tiles, as in the LFU cache replacement algorithm. Following up on LRU and LFU, many researchers proposed cache replacement algorithms (6, 16) that only focused on temporal locality or spatial locality in tile access patterns. Ref. (29) considered both temporal and spatial localities...
in proposing an algorithm based on tile access average interval time (TAIL). This algorithm chose the distance between cached tiles and the tile being accessed at any given time to express spatial locality, and the difference between the current time and the time when the most recent user access to a given tile occurred to express temporal locality. However, the algorithm used accumulated access times for a tile to indicate spatial locality in tile access, without considering a fixed spatial relationship between the tile and its neighboring tiles. Cache replacement aims to efficiently utilize the cache by storing data with high access probabilities. Many recent studies on cache replacement proposed methods based on tracking the access popularity of data, such as the recent usage frequency (RUF) caching policy (30) and the age-based cooperative caching (31). However, these methods depend on massive access histories and cannot quickly track changes in data access popularity. Furthermore, these methods are more computationally complex than LRU and LFU. Therefore, a cache replacement method for tiles that utilizes access patterns should not only reflect the natural geographical and spatiotemporal correlations among the accessed tiles, but also provide an effective mechanism to express the access popularities and caching values of tiles.

2.2. Caching value ranking mechanism in replacement

The caching value ranking mechanism is crucial to an effective replacement method. In general, there are a large number of tiles whereas the capacity of a DHCS is limited. When the memory blocks of a DHCS are occupied by previously accessed, outdated tiles, there is no space to cache the most recently accessed tile. Accordingly, the DHCS should apply a caching value ranking mechanism to delete tiles with low caching values from the memory blocks in order to clear cache space for recently accessed tiles. However, an effective ranking mechanism is critical to providing accurate caching values of tiles in an effective cache replacement method.

Spatiotemporal locality in tile access patterns allows a DHCS to build a suitable cache replacement method. At the same time, since spatiotemporal locality changes with popular hotspots over time, such a method would need to trigger a replacement algorithm to replace outdated hotspot tiles with new ones, which incurs additional cost and can render the DHCS unstable. Therefore, reducing replacement frequency as much as possible is another critical factor in an effective caching value ranking mechanism.

Under ideal conditions, data that will never be accessed again, or will not be accessed for a long time, should be removed from the cache (Optimal Page Replacement Algorithm, OPT) (32). LRU is closest to an OPT in terms of algorithm efficiency. Its various versions are widely used in applications. However, the basic idea underlying LRU is to replace the least recently used tile from the cache during replacement. LRU typically structures a stack to sequentially store accessed tiles from top to bottom and replaces tiles at the bottom of the stack during replacement. LRU reflects the short-term popularity of tile access. It considers the probability of a tile to be accessed again as the inverse ratio of the time interval between the current time and the time when the tile was last accessed. Thus, when ranking the access popularity of a tile in descending order in the stack, the most recently accessed tile is ranked at the top while the least recently accessed tile is ranked at the bottom. That is, the ranking accords with the most recent access time of each tile. LRU is simply implemented, incurs a small system overhead, and is effective. However, while LRU is appropriate for tiles for which the access patterns exhibit significant temporal locality, accessed tiles also exhibit geographical attributes, such as spatial correlation and sequentiality. Within a certain period, access to tiles has an aggregation feature and a spatial locality feature that displays a certain degree of stability in the access pattern. Classic LRU cannot reflect these access features for tiles, and hence cannot maintain stability in ranking and replacing cached tiles. Therefore, an effective caching value ranking mechanism should consider both spatial and temporal localities and balance them to provide the basis for a satisfactory cache replacement method, one that can adapt to changes in the access distribution of hotspots while reducing the frequency of cache replacement.

2.3. Cache reading mode for tile replacement

A cache strategy that matches the cache reading mode can boost performance. In general, the cache uses static random access memory (SRAM) for cached data distributed in a matrix. When the CPU retrieves data from the cache, the row decoder first fixes the row address, following which the column decoder fixes the column address. It thus retrieves the unique cell address (row and column addresses) of the requested cached data in memory and sends this address to the data bus through the RAM interface. In general, SRAM efficiently reads data in burst mode, where it locks a memory row when reading data and then quickly sweeps through all columns, simultaneously reading bits of data in the entire row. If the CPU retrieves requested data items that are side by side in memory (that is, they are in the same row but different columns), burst mode can improve memory reading efficiency.

A pyramid model provides a suitable management and cache method for geospatial data (33). In a pyramid model of tiled geospatial data, access to tiles exhibits a sequential feature. When a user navigates, the client application calculates the coordinates of the center tile of the browsing view at the time based on its longitude and latitude. It then requests a tile by providing its coordinates \((\ell(x, y))\) to the server, where \(x\) and \(y\) represent the coordinates of the relevant tile, and \(\ell\) represents the layer.
number in the tile pyramid model. The server returns multiple tiles to form the user’s browsing view at the time according to the request. Thus, tiles neighboring an accessed tile in the browsing view have similar access times and are sequentially accessed in the server. If tiles accessed in a sequence can be stored in consecutive memory spaces, a cache replacement method that considers a tile sequence to be a replaced object instead of a tile can attain high efficiency and low system cost by taking advantage of spatiotemporal locality and sequential features in tile access patterns as well as memory reading performance in burst mode. However, the generation and ranking of a tile sequence in the cache is an issue that needs to be addressed by a satisfactory cache replacement method for NGISs.

3. Methodology

The crucial aspect of a cache replacement method is how to reflect the spatiotemporal locality and sequentiality in patterns of tile access, and its use of the cache burst mode in efficiently reading data to accelerate the extraction of tile data. Such a method should ensure the stability of the DHCS at low cost while efficiently carrying out replacement. In this article, we develop a method to express the access temporal locality of a tile and its popularity based on an LRU stack. Since both the neighboring tiles and the cached data in memory are spatially correlated, we use the LRU stack to build multiple tile sequences, where tiles in the same sequence are locally spatiotemporally relevant. We then use the resource cost of a tile sequence and its recent access popularity as weights to facilitate effective replacement. Our method employs an LRU stack to reflect high temporal locality in tile access patterns and generates a tile sequence to reflect spatial relevance in tile access. In the replacement process, our method exploits the sequentiality of reading cached data as well as the caching cost of the tile sequence to balance temporal and spatial localities in order to reduce replacement frequency and attain a stable caching system.

3.1. Self-adaptive framework of DHCS

Geospatial data are inherently distributed, which need a reasonable distributed caching strategy to effectively use the limited cache. A DHCS can help in cloud enabling an NGIS, and the distributed framework can easily expand and improve service performance by adding new cache server nodes (34).

We propose a self-adaptive method for a DHCS, where each cache server runs independently to automatically request tasks based on its current service processing capability. In a DHCS, all cache servers are clustered. A cluster-based caching administrator (CCA) exists at the point of entry of a DHCS, as shown in Figure 1.

In this framework, the CCA maintains two lists. One is a cache-mapping list, Cache (S, T), where tile T is cached in server S. In this case, tiles are distributed and stored in the multiple cluster-based cache servers using simple key-value pairs to improve the efficiency of distributing tasks in the DHCS. The other list is a task request queue, Queue (S). When a cache server S sends a request to a CCA to assign a task to it according to its status and service processing capability, Queue (S) adds the request at its end. The CCA distributes request tasks one by one based on Queue (S). This task distribution method is self-adaptable and load-balancing. The flow of task distribution for the cluster-based caching service in the DHCS framework is as follows:

Step 1: The application server receives the user’s request for tile T and forwards the request to the CCA.

Step 2: The CCA searches for tile T in Cache (S, T). If it finds tile T (a cluster-based cache hit), the CCA adds the server that cached tile T to a temporary cache server list,Cached (s), which is passed to Step 3. Step 2 is looped until all servers that have cached tile T are found and added to list Cached (s). If the CCA does not find tile T (a cluster-based no-cache hit), it proceeds to Step 4.

Step 3: For each server in Cached (s), the CCA searches for it in Queue(S). If it finds a server St in Queue (S) (a server hit), it forwards the request for tile T to server St. The request task is thus completed. If no server is found in Queue (S) (a server no-hit), it proceeds to Step 4.

Step 4: The CCA forwards the requested task to Shead, the first cache server in Queue (S). Shead requests tile T from the cluster-based, object-based storage device (OSD).

Step 5: The cluster-based OSD system returns tile T to cache server Shead and the application server.

Step 6: The cache server Shead sends a request to the CCA to update the caching index of tile T in Cache (S, T). The cache server Shead executes the cache replacement algorithm if the number of currently cached tiles exceeds the replacement threshold value.

This distributed cluster-based caching approach is self-adaptive and cooperative. Based on the service processing capability and the cache capacity of each cache server, the method attempts to assign tiles with the highest access probabilities to available servers with the highest service processing capability to obtain the fastest access response time for these “hotspot” tiles. The method is a simple and efficient one for task partitioning and cache replacement.

3.2. Structure of an LRU stack

The proposed cache replacement method structures an LRU stack to take advantage of the spatiotemporal locality of tile access. Two key issues must be considered when structuring an LRU stack: the utilization of the LRU stack to express the spatiotemporal locality of and the spatial relationship among tiles, and the utilization of the LRU stack to balance the time cost (temporal
locality) and the space cost (spatial locality) of tile sequences in the cache replacement process. Thus, the proposed method should consider the function of the LRU stack as well as the method for the generation and ranking of tile sequences in the stack.

3.2.1. Components of LRU stack

The proposed method employs an LRU stack to embody the temporal locality of tiles and generates a tile sequence to embody their spatial locality and sequentiality. It divides an LRU stack into three portions for different functions. The first portion is the tile receiving pool, which receives the most recently accessed tiles, filters the ones with highest access probabilities, and adds them to the stack. It thus stores hotspots in this pool. The second portion is the tile sequence pool, which collects accessed tiles that are not popular and will be structured into sequences. The size of the pool ranges from 0 to BUFFER_MAX. When the memory occupied by the tiles in the sequence pool is BUFFER_MAX, the tiles are structured into tile sequences of varying lengths in the pool. The third portion of the LRU stack in our method is the replacement queue pool, which stores and ranks tile sequences to be replaced in the near future.

Therefore, based on an LRU stack structure, our method can implement spatiotemporal locality and sequentiality for tiles, generate tile sequences, and rank the sequences for the replacement operation.

3.2.2. Expression of tile access popularity

In general, an LRU stack reflects the temporal locality of tile access, which considers the most recent past as the immediate future. Based on the LRU in descending order, tiles that were recently accessed are ranked higher than those that were accessed earlier. The LRU stack also reflects the short-term popularity of tiles and stores the latest hotspots. The distance between the top of the stack and any given tile in the stack can be expressed as the “least recently accessed time interval.” Therefore, a tile with a lower least recently accessed time interval is more popular and will be accessed again with a high probability in a short time. If a tile is at the bottom of the stack, this means that it is less popular than any other tile in the stack and will have the highest least recently accessed time interval in the stack. Thus, the popularity of a tile is inversely proportional to its least recently accessed time interval as expressed in Equation (1) below.Replacing the tile with the highest least
recently accessed time interval value can simplify the replacement process and improve its efficiency.

$$\text{Popularity} = \frac{1}{\text{Least Recently Accessed Time Interval}} \quad (1)$$

### 3.3. Replacement method

#### 3.3.1. Replacement flow

The replacement flow includes maintaining the most recently accessed tile in the LRU stack and identifying its popularity, generating tile sequences, and ranking them, and triggering the replacement process under a certain condition. In a strict LRU stack, when a new request for a tile is received, the tile is always placed on top of the LRU stack to identify it as the most recently accessed one. If the tile is accessed before, it is moved to the top. However, this creates overhead due to frequent movement, and increased difficulty of tile sequence generation and ranking in both the sequence pool and the replacement queue. We propose a simple method to reduce tile movement in the stack using marks to indicate whether a tile is the most recent hotspot. The replacement flow of this method is shown in Figure 2.

**Step 1:** When a request arrives for tile B, if tile B is in the stack, its access flag is marked as NEW to indicate that it is the most recent hotspot, instead of moving it to the top of the stack. This is called a cache hit.

**Step 2:** If tile B is not in the stack, this is known as a cache miss. Then, if the receiving pool is not full, tile B is placed at the top; otherwise, a slot is emptied for tile B, and the algorithm proceeds to Step 3.

**Step 3:** The system checks tile C at the bottom of the receiving pool. If tile C’s access flag is NEW, it is moved to the top of the stack and its access flag is marked as OLD. Conversely, if tile C’s access flag is OLD, this means that tile C has the highest least recently accessed time interval value and is not recently accessed. Tile C is then moved to the sequence pool to create space for tile B in the receiving pool. Tile B is placed at the top of stack.

**Step 4:** When the size of the sequence pool is BUFFER_MAX, it is time to trigger tile sequence generation. The tiles in the sequence pool are structured into different sequences and moved to the replacement queue pool, where they are ranked.

**Step 5:** When the number of cached tiles exceeds the replacement threshold value, it is time to trigger cache replacement. Our method replaces tiles ranked at the bottom of the replacement queue pool with recently accessed tiles.

Thus, our method efficiently uses the LRU stack while reducing the movement of tiles.

#### 3.3.2. Tile sequence generation and ranking

In Section 2, we stated the need for a weighting method to calculate the caching value of a generated tile sequence in order to rank it. A satisfactory ranking method should replace the tile sequence with a lower caching value simply while making the replacement stably. Thus, in this article, we take into account both the caching cost and the recent access popularity in calculating caching value, and name it a combined caching cost and recent access popularity (CCR) weight.

Tile sequencing improves the reading efficiency of cached tiles. Tile sequencing places spatiotemporally related tiles in neighboring cache segments in order for them to be read with fewer CPU instructions than otherwise, thereby enabling a quicker response to users’ requests. The replaced tiles also exhibit spatiotemporal locality of access. However, our proposed replacement method focuses on structuring tile sequences accesses to

**Figure 2. Flow of replacement process.**
which exhibit spatiotemporal locality, and appropriately ranking tile sequences in the replacement queue based on their caching values. Accessed hotspots change over time, and users perform different operations for varying roaming reasons at different times. Therefore, the lengths of tile sequences that exhibit access spatiotemporal locality can vary. A tile with a high access frequency will cause tiles neighboring it to be accessed with high frequencies as well, due to which the accessed area will become greatly concentrated. The tile also has a more stable spatial relationship in access with neighboring tiles in a smaller spatial area. Thus, the generated tile sequence with a higher access popularity is shorter and has a lower caching cost than the one with a lower access popularity. Hence, by caching shorter tile sequences with higher access popularities and higher access spatial localities, our method will assist in the efficient use of a limited cache. Our proposed “Seq-Len cache-replacement algorithm” uses the length of a tile sequence as a weight to measure its caching cost. The length of the tile sequence is also an indicator of spatial locality. Function \( f(\text{caching cost}, RT) \) is used to calculate the caching cost for tile sequence RT. It is inversely proportional to the length of tile sequence RT, as Length (RT) is a function that determines the number of tiles in tile sequence RT, i.e. the length of sequence RT, as Equation (2).

\[
\begin{align*}
\text{Length} (RT) &= 1 / f(\text{caching cost}, RT) \\
&= \text{CCR}(\text{the most recently replaced tile sequence}) \\
&= f(\text{recent access popularity}, RT) + f(\text{caching cost}, RT)
\end{align*}
\] (4)

According to Ref (35), data with a higher caching cost should be replaced first and it is also considered as an optimal online caching replacement method (12). Longer tile sequences with lower caching costs are removed from the cache first. Meanwhile, to prevent less popular, shorter sequences from staying in the cache for a long time, the proposed method expresses the caching value using a temporal weighting function \( f(\text{recent access popularity}, RT) \) to measure the recent access popularity of tile sequence RT. As mentioned in Section 2.1, recent access popularity can be used to indicate temporal locality in tile access. That is, less popular, shorter sequences will have a lower recent access popularity value than more recent, more popular, and longer sequences, and will thus have a higher probability of removal from the cache. This method can thus prevent less popular, shorter sequences from remaining in the cache and causing caching pollution. To uniformly express the weight CCR of the caching value, the recent access popularity value for a generated tile sequence is determined by the CCR value of the most recently replaced tile sequence, as Equation (3). However, the CCR value of the most recently replaced tile sequence increases over time:

\[
\begin{align*}
\text{CCR} (\text{the most recently replaced tile sequence}) &= f(\text{recent access popularity}, RT) \\
&= \text{CCR}(\text{the most recently replaced tile sequence}) \\
&= f(\text{recent access popularity}, RT)
\end{align*}
\] (3)

When the Seq-Len method is triggered to generate tile sequences, it traverses the sequence pool and sorts tiles in the same cache row into a sequence according to the replacement flow mentioned in Section 3.3.1, and forms multiple tile sequences of varying length. For each sequence, Seq-Len also assigns a CCR value related to the recent access popularity and caching cost of the tile sequence. When a new sequence RT is added to the replacement queue, its CCR value is set as:

\[
\begin{align*}
\text{CCR} (RT) &= f(\text{recent access popularity}, RT) + f(\text{caching cost}, RT)
\end{align*}
\] (4)

Newly generated sequences are ranked based on their CCR value according to the sequences already in the replacement queue. Sequences with lower CCR values move to the bottom of the stack, to be replaced first. The tile sequences generated simultaneously in the sequence pool have the same values of recent access popularity but different values of caching cost when their CCR values are calculated.

The recent access popularity value identifies temporal locality, as in LRU, and the value of the caching cost identifies the access spatial locality. Longer sequences have lower access spatial localities and will have lower caching costs than shorter sequences generated simultaneously. Thus, longer sequences will be replaced earlier. However, the most recently accessed longer sequences will have higher values of recent access popularity and will be replaced after shorter sequences with lower recent access popularity values, which were accessed earlier in time. The function CCR (RT) considers and balances the temporal and spatial localities of sequences in the replacement queue. If the length of a sequence is 1 (that is, there is only one tile in the sequence), the Seq-Len algorithm is the identical to the LRU algorithm for a tile. After tile sequences are generated and moved to the replacement queue, the sequence pool is empty and ready to receive new tiles.

4. Simulation and analysis

4.1. Simulation design

4.1.1. Simulation environment

We conducted a user log-driven simulation and applied a discrete-event mechanism to simulate access requests in cluster-based servers. The simulation was performed in a network simulation environment. The network architecture is shown in Figure 1, and the network configuration and simulation parameters are set as listed in Table 1. It includes the network units (servers, clients, CCA, and network cloud) and their capacities (cache capacity, network bandwidth, processing power, etc.), the geospatial data and their access patterns, algorithms that were simulated and compared, and the simulation configuration (simulation time, random seeds, and results).

In the simulation, large-scale users accessed DHCS through a network cloud. Each user’s access bandwidth was 1 Mbps. A CCA with sufficient processing power was placed at the point of entry of the distributed system to prevent forwarding bottlenecks, as shown in Figure 1.
Distributed high-speed cache servers were connected using a 1000 Mbps switch to form a fast Ethernet. DHCS cache capability is an important factor in our proposed cache replacement method. The relative size of the cache is the ratio of the cache size to the total size of requested tiles. Therefore, we varied the relative size of the cache from 10 to 80% in our simulations to assess the performance of our method.

4.1.2. Simulation data
To evaluate the service capacity for a large number of user requests, we simulated to initiate users request for the tiles at the clients and made the pattern of arrival of access requests followed a Poisson distribution with the arrival rates according to the access peaks shown in Figure 3 (approximately 1000 to 2500 requests per second, based on user access logs from “TIANDITU”).

4.2. Simulation evaluation
Our simulations evaluated the performance of the proposed cache replacement method from two perspectives:

4.2.1. Simulations for the size of sequence pool
The size of the sequence pool is another important factor in generating tile sequences because it affects the efficiency of the cache replacement strategy. We varied the sequence pool size in our simulations to determine the appropriate size. Figure 4 shows the average response times for different relative sizes of caches for varying sequence pool sizes. It shows that the optimal sequence pool size is 20% of the relative size of the cache. If the sequence pool size is too small, the strategy cannot generate longer tile sequences and, therefore,
cannot take the physical advantages of reading data from cache to improve system server efficiency. If the sequence pool size is long, generating and sorting tile sequences, as well as filling the replacement queue pool, requires more time, and the shorter tile sequences are prematurely replaced. Furthermore, the strategy cannot take advantage of the sequencing and continuous caching. Therefore, for all remaining simulations in this experiment, the sequence pool size was set to 20% of the relative size of the cache.

4.2.2. Caching performance evaluation

Cache hit rate is often used to determine whether cache replacement can adapt to hotspot changes, especially given a small cache. If the cache replacement method has a higher cache hit rate, the method is highly sensitive to the popularity of accessed tiles and its mechanism for ranking tiles according to access popularity is simple and effective. It also indicates that the cache replacement method can satisfactorily use limited cluster-based caching to reflect access aggregation for a large number of access requests.

Cache hit rate is the ratio of the requested tiles retrieved from the cache and the total number of the requested tiles, as shown in Equation (5):

$$\text{Cache hit rate} = \frac{\text{tiles retrieved from cache}}{\text{total number of tiles requested}}$$  \hspace{1cm} (5)

Figure 5 shows a comparison of the tile request cache hit rates of the five aforementioned methods for different cache sizes. The cache hit rate of any method increased with cache size. RUF (using frequency of tile access) always recorded the worst cache hit rate, whereas LRU (using temporal locality of tile access) was superior to LFU (using spatial locality of tile access). TAIL and Seq-Len (using both temporal and spatial localities of tile access) were superior to RUF, LFU, and LRU. However, Seq-Len performed slightly better than TAIL. This indicates that access to tiles in NGIS is context-relevant, especially for tiles in temporal and spatial contexts. RUF with just access frequency, for instance, could not reflect this context relevance, and thus it exhibited the worst performance in terms of cache hit rate. However, temporal locality in tile access (as in LRU) reflects access popularity and context relevance better than spatial locality (as in LFU) because a tile and its neighbors have similar access times, and accesses to them are aggregative. In an analogous manner, using both temporal and spatial localities (Seq-Len and TAIL) can improve caching performance to a greater extent than temporal or spatial locality only.

The results show that the cache hit rate of Seq-Len is 15–40% higher than that of RUF, 3–15% higher than that of LRU, 5–24% higher than that of LFU, and 1–6% higher than the cache hit rate of TAIL. In particular, using a small cache (relative size of the cache less than 30%), Seq-Len performs 5–50% better than the other methods. It means that Seq-Len can accommodate hotspot changes and reflect changes in access popularity better than RUF because it has better convergence. With regard to reflecting temporal and spatial localities, Seq-Len can utilize a limited distributed cache better than LFU, LRU, and TAIL. Although both Seq-Len and TAIL consider temporal and spatial localities in tile access patterns, they apply the different strategies. Seq-Len creates tile sequences by taking advantage of spatiotemporal locality and sequential features in tile access patterns, whereas TAIL employs the accumulated access time for a tile to calculate the spatial locality of tile access. However, Seq-Len is as simple and effective as LRU. It can reduce algorithmic complexity and system cost and can concurrently replace multiple tiles to improve replacement efficiency.

4.2.3. Service performance for intensive access

4.2.3.1. Average request response time. Cluster-based caching aims to improve concurrent service capability and reduce response time for intensive user access. The average request–response time indicates the performance
of a distributed cluster-based system in case of a large number of user requests. It is the average value of the response time to all requests and indicates the data service performance of NGISs.

Figure 6 shows that the average request response time of any method decreases with an increase in cache size. RUF records the worst performance, LRU has a similar average request response time to that of LFU, Seq-Len exhibits the best average request response time, and TAIL records the second-best response time. Seq-Len’s average request response time is 50–180 ms less than that of TAIL, 100–230 ms less than that of LRU, 100–280 ms less than that of LFU, and 150–370 ms less than that of RUF. In particular, given a small cache (relative size of the cache $\leq 40\%$), Seq-Len’s average request response time is 200–300 ms less than the other methods because it does not continually change in the face of continually changing hotspots over time. This indicates that Seq-Len is more stable and robust than the other methods because it determines the hotspot changes for a tile sequence rather than for a tile, and considers and balances the temporal and spatial localities for a tile sequence in the replacement process. On the contrary, RUF and TAIL, for instance, judge the hotspot changes based on the accumulated access times for a given tile.

These results also indicate that Seq-Len can accelerate access response for users by exploiting the physical advantages of cache in reading data. Furthermore, because Seq-Len caches and replaces tiles that are spatially correlated in a sequence, it follows the navigation mode of tiles (whereby once a tile has been requested, the server will send a tile sequence whose center is the requested tile). Thus, Seq-Len always provides the fastest tile return for any cache size.

4.2.3.2. Throughput. Higher throughput indicates that the user will have a better roaming experience when an NGIS deals with the intensity of concurrent access, particularly in a cloud-based environment. It also indicates the workload capacity and service capacity of NGISs. Figure 7 shows that the throughput of any method increases with increase in cache size. For all cache capacity conditions, Seq-Len’s throughput is 10–25%, 9–15%, 9–14%, and approximately 5–12% higher than that of RUF, LFU, LRU, and TAIL, respectively. Seq-Len is able to utilize most of the bandwidth with increasing cache size. When the relative size of the cache is up to 40%, Seq-Len’s utilization of bandwidth is up to 80–96%. This indicates that Seq-Len can reflect the accessed aggregative tiles in time as well as tiles popular at any given time, which enables it to translate more data per unit interval than other methods. Furthermore, Seq-Len caches tiles are spatiotemporally associated and exhibit sequentiality in access patterns. It enables Seq-Len to extract data more quickly than other methods using sequentiality in cache reading. Thus, Seq-Len can accommodate access to current hotspots by handling more access traffic per unit time in a cloud-based NGIS.

4.2.3.3. Maximum number of concurrent. NGISs involve dealing with intensity of concurrent access, particularly in a cloud-based environment. A higher maximum number of concurrent can support high-intensity tile requests. The maximum number of concurrent is the number of concurrent requests that a NGIS can accept at a unit time. It indicates the concurrent
processing performance of a NGIS in a cluster-based environment. The distribution of access rush hours is shown in Figure 3, where the access arrival peak is approximately 2500 requests per second according user access logs. Figure 8 shows the maximum number of concurrent of a single server in the cluster-based environment under different cache capacity conditions. The maximum number of concurrent of any method increased with increase in cache size. For all cache capacity conditions, as shown in Figure 8, Seq-Len’s maximum number of concurrent is 40–53%, 25–30%, 10–25%, and approximately 5–8% higher than that of RUF, LFU, LFU, and TAIL, respectively. In particular, given a small cache, Seq-Len performs well.

Repeated access to the same tiles exhibits access bias. Seq-Len takes advantage of this characteristic to reduce the reading cost for tiles, thereby improving service capacity for concurrent access. When the relative size of the cache was 60%, Seq-Len successfully replied to all of the 2500 requests per second with six cluster-based servers as designed in the simulation.

5. Conclusions
Tile access exhibits sequential and spatiotemporal locality due to the spatial attributes of the tiles. In this article, we proposed a distributed cache replacement method for geospatial data, which considers the fixed characteristics of tile access patterns, uses the physical characteristics of cache burst mode in reading data, generates the tile sequences with spatiotemporal localities based on an LRU stack, balances the temporal and spatial localities in tile access patterns through a weighted method, and ranks the tile sequences in the replacement queue for an effective cache replacement strategy. Experiment results show that our proposed method outperforms the classic cache replacement methods that utilize access patterns.

Furthermore, the size of the replacement queue is an important factor to consider in a cache replacement strategy because it affects replacement frequency and the threshold value and is closely related to the size of the tile replacement sequence in the replacement method proposed here. Therefore, in future, we will investigate the relationship between dynamic changes in the replacement queue and the tile replacement sequence to make our method adapt quickly to popularity changes and obtain a better performance for NGISs.
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