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1 Introduction

Recently, seeking for new integrable couplings has received considerable attention and formed a pretty important area of research in mathematical physics [1–28]. Integrable couplings are cou-
pled systems which contain given integrable equations as their sub-systems. Mathematically, for a given integrable equation

\[ u_t = K(u), \]

its integrable coupling is an enlarged triangular integrable system of the following form

\[ \begin{cases} u_t = K(u), \\ v_t = S(u,v). \end{cases} \tag{1.1} \]

A well-known example of integrable couplings is the first-order perturbation system

\[ \begin{cases} u_t = K(u), \\ v_t = K'(u)[v], \end{cases} \]

where \( K'(u)[v] \) denotes the Gateaux derivative \( K'(u)[v] = \frac{\partial}{\partial \epsilon} \bigg|_{\epsilon=0} K(u + \epsilon v, u_x + \epsilon v_x, \cdots) \). It is known that an arbitrary Lie algebra over a field of characteristic zero has a semi-direct sum structure of a solvable Lie algebra and a semisimple Lie algebra, which is stated by the Levi-Mal’tsev theorem. Therefore, zero curvature equations over semi-direct sums of Lie algebras, i.e., non-semisimple Lie algebras, lay the foundation for generating integrable couplings. Integrable couplings usually show various specific mathematical structures, such as block matrix type Lax representations, bi-Hamiltonian structures, infinitely many symmetries and conservation laws of triangular form. A general structure of integrable couplings connected with these kinds of algebras has recognized recently and some examples have been presented such as the Ablowitz-Kaup-Newell-Segur (AKNS), Wadati-Konono-Ichikawa (WKI), Kaup-Newell (KN), Korteweg-de Vries, Boiti-Pempinelli-Tu and Volterra integrable couplings.

The simplest non-semisimple Lie algebra \( \bar{g} \) consists of square matrices of the following block form

\[ M(A_1, A_2) = \begin{bmatrix} A_1 & A_2 \\ 0 & A_1 \end{bmatrix}. \]

\( A_1 \) and \( A_2 \) are two arbitrary square matrices of the same order. This algebra has two subalgebras \( \bar{g} = \{M(A_1, 0)\} \) and \( \bar{g}_c = \{M(0, A_2)\} \) which form a semi-direct sum: \( \bar{g} = \bar{g} \oplus \bar{g}_c \). The notion of semi-direct sums means that the two subalgebras \( \bar{g} \) and \( \bar{g}_c \) satisfy \( [\bar{g}, \bar{g}_c] \subseteq \bar{g}_c \). We also require the closure property between \( \bar{g} \) and \( \bar{g}_c \) under the matrix multiplication: \( \bar{g} \bar{g}_c, \bar{g}_c \bar{g}_c \subseteq \bar{g}_c \). In what follows, we give a brief account of the procedure for building AKNS integrable coupling associated with \( \bar{g} \).

Step 1: One needs to select an appropriate spectral matrix \( \bar{U} \equiv \bar{U}(\tilde{u}, \lambda) \) with the spectral parameter \( \lambda \) to form a spatial spectral problem

\[ \phi_x = \bar{U} \phi, \quad \tilde{u} = \begin{bmatrix} p \\ q \\ r \\ s \end{bmatrix}, \quad \phi = \begin{bmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \\ \phi_4 \end{bmatrix}, \tag{1.2} \]

where

\[ \bar{U} = \begin{bmatrix} \lambda & p & 0 & r \\ q & -\lambda & s & 0 \\ 0 & 0 & \lambda & p \\ 0 & 0 & q & -\lambda \end{bmatrix}. \tag{1.3} \]
In fact, $\phi_x = U\phi$ is nothing but the classical $2 \times 2$ AKNS spatial spectral problem [29–32].

**Step 2:** We construct a particular solution $\bar{W} = \begin{bmatrix} W & W_1 \\ 0 & W \end{bmatrix}$ expressed in terms of Laurent series to the stationary zero curvature equation $\bar{W}_x = [\bar{U}, \bar{W}]$, which is used to obtain recursion relations. One also needs to prove the localness property for $\bar{W}$ based on the relations.

**Step 3:** By means of the solution $\bar{W}$ obtained in previous step, we introduce temporal spectral problems $\phi_{t_m} = \bar{V}^{[m]} \phi$, $\bar{V}^{[m]} = (\lambda^m \bar{W})_+ + \Delta_m$ so that the zero curvature equations $\bar{U}_{t_m} - \bar{V}^{[m]} + [\bar{U}, \bar{V}^{[m]}] = 0$ generate the AKNS integrable coupling $\bar{u}_{t_m} = \bar{K}_m$.

**Step 4:** Finally, by using the component-trace identity (or the variational identity) [22]

$$\delta_{\delta u} \int \text{tr} \left( W \frac{\partial U_1}{\partial \lambda} + W_1 \frac{\partial U}{\partial \lambda} \right) dx = \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^{\gamma} \text{tr} \left( W \frac{\partial U_1}{\partial \bar{u}} + W_1 \frac{\partial U}{\partial \bar{u}} \right),$$

we can furnish bi-Hamiltonian structure

$$\bar{u}_{t_m} = \bar{K}_m = J \delta \bar{H}_m \delta u = M \delta \bar{H}_m \delta \bar{u}, \quad m \geq 1,$$

for the obtained AKNS integrable coupling.

In this paper, we would like to generalize the spatial spectral problem of AKNS integrable coupling (1.3) by using perturbation technique, namely, adding a nonlinear perturbation term $h$,

$$
\bar{U} = \begin{bmatrix} U & U_1 \\ 0 & U \end{bmatrix} = \left[ \begin{array}{cccc} \lambda + h & p & 0 & r \\ q & -\lambda - h & s & 0 \\ 0 & 0 & \lambda + h & p \\ 0 & 0 & q & -\lambda - h \end{array} \right], \quad h = \epsilon(ps + qr). \quad (1.5)
$$

Obviously, this generalized spatial spectral problem is reduced to the case of AKNS integrable coupling (1.3) for $\epsilon = 0$. With the additional nonlinear term $h$, the generalized matrix spectral problem generates a generalization of the AKNS integrable coupling, which takes the form

$$
\begin{align*}
u_{t} &= \bar{K}(u, v), \\
v_{t} &= \bar{S}(u, v).
\end{align*}
$$

When $\epsilon = 0$, the resulting integrable system becomes the standard AKNS integrable coupling. In this sense, we call the generalization of integrable couplings the ‘completion process of integrable couplings’.

The rest of this paper is organized as follows. In Section 2, we will construct a generalization of the AKNS integrable coupling from zero curvature equations, based on the above-mentioned generalized spatial spectral problem (1.5). In Section 3, Bi-Hamiltonian structure will be furnished by using the component-trace identity (1.4), thereby, all the resulting equations in the new hierarchy possess infinitely many commuting symmetries and conservation laws. For the sake of convenience, we will use the mathematical software Maple to deal with some complicated symbolic computations. The last section is devoted to conclusions and discussions.
2 Completion of the AKNS integrable coupling

Now, let us assume that $\bar{W}$ has the following form

$$\bar{W} = \begin{bmatrix} W & W_1 \\ 0 & W \end{bmatrix} = \begin{bmatrix} a & b & e & f \\ c & -a & g & -e \\ 0 & 0 & a & b \\ 0 & 0 & c & -a \end{bmatrix}.$$  (2.1)

and solve the stationary zero curvature equation $\bar{W}_x = [\bar{U}, \bar{W}]$, namely,

$$W_x = [U, W],$$
$$W_{1x} = [U, W_1] + [U_1, W].$$  (2.2)

Obviously, the above equations become

$$a_x = pc - qb,$$
$$b_x = 2(\lambda + h)b - 2pa,$$
$$c_x = -2(\lambda + h)c + 2qa,$$  (2.3)

as well as

$$e_x = pg - qf + rc - sb,$$
$$f_x = 2(\lambda + h)f - 2pe - 2ra,$$
$$g_x = -2(\lambda + h)g + 2qe + 2sa.$$  (2.4)

By assuming the following Laurent series expansions

$$a = \sum_{i=0}^{\infty} a_i \lambda^{-i}, \quad b = \sum_{i=0}^{\infty} b_i \lambda^{-i}, \quad c = \sum_{i=0}^{\infty} c_i \lambda^{-i},$$
$$e = \sum_{i=0}^{\infty} e_i \lambda^{-i}, \quad f = \sum_{i=0}^{\infty} f_i \lambda^{-i}, \quad g = \sum_{i=0}^{\infty} g_i \lambda^{-i},$$  (2.5)

and substituting (2.5) into (2.3) and (2.4), we arrive at

$$a_{ix} = pc_i - qb_i,$$
$$b_{i+1} = \frac{1}{2} b_{ix} + pa_i - hb_i,$$
$$c_{i+1} = -\frac{1}{2} c_{ix} + qa_i - hc_i, \quad i \geq 0,$$  (2.6)

$$e_{ix} = pg_i - qf_i + rc_i - sb_i,$$
\[ f_{i+1} = \frac{1}{2} f_i + p e_i + r a_i - h f_i, \]
\[ g_{i+1} = -\frac{1}{2} g_i + q e_i + s a_i - h g_i, \quad i \geq 0, \]
(2.7)

and
\[ b_0 = c_0 = f_0 = g_0 = 0. \]
(2.8)

To guarantee the uniqueness of \( \{a_i, b_i, c_i, e_i, f_i, g_i, \ i \geq 0\} \), we let \( a_0 = e_0 = 1 \) and also need to impose the integration conditions

\[ a_i|_{u=0} = b_i|_{u=0} = c_i|_{u=0} = 0, \]
\[ e_i|_{u=0} = f_i|_{u=0} = g_i|_{u=0} = 0. \]

Under the above assumptions, by means of the symbolic computation software Maple, we can obtain \( \{a_i, b_i, c_i, e_i, f_i, g_i, \ i \geq 0\} \) explicitly. The first four sets are listed as follows:

\[ b_0 = 0, \quad c_0 = 0, \quad a_0 = 1, \quad f_0 = 0, \quad g_0 = 0, \quad e_0 = 1; \]
\[ b_1 = p, \quad c_1 = q, \quad a_1 = 0, \quad f_1 = p + r, \quad g_1 = q + s, \quad e_1 = 0; \]
\[ b_2 = \frac{1}{2} p_x - \epsilon p(ps + qr), \quad c_2 = -\frac{1}{2} q_x - \epsilon q(ps + qr), \quad a_2 = -\frac{1}{2} pq, \]
\[ f_2 = \frac{1}{2} p_x + \frac{1}{2} r_x - \epsilon (p + r)(ps + qr), \quad g_2 = -\frac{1}{2} q_x - \frac{1}{2} s_x - \epsilon (q + s)(ps + qr), \]
\[ e_2 = -\frac{1}{2} (pq + ps + qr); \]
\[ b_3 = \frac{1}{4} p_{xx} - \frac{1}{2} p^2 q - \epsilon \left( \frac{1}{2} r_x p q + \frac{1}{2} s_x p^2 + \frac{3}{2} p_x s p + r p_x q + \frac{1}{2} r p q_x \right) + \epsilon^2 p(ps + qr)^2, \]
\[ c_3 = \frac{1}{4} q_{xx} - \frac{1}{2} p^2 q + \epsilon \left( \frac{1}{2} r_x q^2 + \frac{1}{2} s_x p q + \frac{1}{2} s p q x + q p q_x + \frac{3}{2} q r q_x \right) + \epsilon^2 q(ps + qr)^2, \]
\[ a_3 = \frac{1}{4} p q_x - \frac{1}{4} p q + \epsilon q(ps + qr), \]
\[ f_3 = \frac{1}{4} p_{xx} + \frac{1}{4} r_{xx} - \frac{1}{2} p^2 q - \frac{1}{2} s^2 - r p q - \epsilon \left( \frac{1}{2} r_x p q + \frac{1}{2} r s p q + \frac{1}{2} r p q x + \frac{3}{2} p_x s p \right. \]
\[ + \frac{3}{2} q r r_x + s p r_x + \frac{1}{2} r p q x + r p_x q + \frac{1}{2} r^2 q_x + \frac{1}{2} s_x p^2 \right) + \epsilon^2 (p + r)(ps + qr)^2, \]
\[ g_3 = \frac{1}{4} q_{xx} + \frac{1}{4} s_{xx} - \frac{1}{2} p^2 q - \frac{1}{2} r^2 q - s p q + \epsilon \left( \frac{1}{2} s_x p q + \frac{1}{2} s^2 q x + \frac{1}{2} r^2 r_x + \frac{3}{2} s_x s p \right. \]
\[ + \frac{1}{2} s^2 p x + \frac{1}{2} q s r_x + \frac{1}{2} s q p x + s q p x + q r s_x + \frac{3}{2} q r q_x + q r s_x \right) + \epsilon^2 (q + s)(ps + qr)^2, \]
\[ e_3 = \frac{1}{4} p q_x - \frac{1}{4} p q - \frac{1}{4} p s - \frac{1}{4} q r_x + \frac{1}{4} p s x + \frac{1}{4} q r x + \epsilon (pq + ps + qr)(ps + qr). \]

The locality of the first four sets is not a coincidence. In fact, the functions \( \{a_i, b_i, c_i, e_i, f_i, g_i, \ i \geq 0\} \) are all local. First from \( W_x = [U, W] \), we have
\[
\frac{d}{dx} \text{tr}(W^2) = 2 \text{tr}(W W_x) = 2 \text{tr}(W[U, W]) = 0.
\]
Since \( \text{tr}(W^2) = 2(a^2 + bc) \), we can obtain
\[
a^2 + bc = (a^2 + bc) \bigg|_{u=0} = 1,
\]
based on the initial data (2.8). Then, by using the Laurent expansions (2.5), a balance of coefficients of \( \lambda^i \) for each \( i \geq 0 \) tells that
\[
a_{i+1} = -\frac{1}{2} \left( \sum_{j+k=0, j,k \geq 1} a_j a_k + \sum_{j+k=i+1} b_j c_k \right).
\]

Similarly, we have
\[
\frac{d}{dx} (2ae + fc + gb) = 2ae + 2ae_x + fc + f c_x + g_x b + gb_x
\]
\[
= 2(2pc - q b) e + 2a(pg + rc - sb - q f)
\]
\[
+ [2(\lambda + h) f - 2pe - 2ra] c + f [-2(\lambda + h) c + 2qa]
\]
\[
+ [-2(\lambda + h) g + 2qe + 2sa] b + g [2(\lambda + h) b - 2pa]
\]
\[
= 0.
\]

Thus we can obtain
\[
2ae + fc + gb = (2ae + fc + gb) \bigg|_{u=0} = 2.
\]

Then, by means of the Laurent expansions (2.5), a balance of coefficients of \( \lambda^i \) for each \( i \geq 0 \) tells that
\[
e_{i+1} = -a_{i+1} - \sum_{j+k=0, j,k \geq 1} a_j e_k - \frac{1}{2} \sum_{j+k=i+1} f_j c_k - \frac{1}{2} \sum_{j+k=i+1} g_j b_k
\]
\[
= -\frac{1}{2} \sum_{j+k=0, j,k \geq 1} a_j a_k + \frac{1}{2} \sum_{j+k=i+1} b_j c_k - \frac{1}{2} \sum_{j+k=i+1} a_j e_k - \frac{1}{2} \sum_{j+k=i+1} f_j c_k - \frac{1}{2} \sum_{j+k=i+1} g_j b_k.
\]

Based on the recursion relations (2.6) and (2.7), an application of the mathematical induction finally shows that all functions \( \{a_i, b_i, c_i, e_i, f_i, g_i, i \geq 0\} \) are differential functions in \( \bar{u} \), and so, they are all local.

Now, taking
\[
\bar{V}^{[m]} = (\lambda^m \bar{W}) + \Delta_m
\]
\[
= \begin{bmatrix}
\sum_{i=0}^{m} a_i \lambda^{m-i} & \sum_{i=0}^{m} b_i \lambda^{m-i} & \sum_{i=0}^{m} e_i \lambda^{m-i} & \sum_{i=0}^{m} f_i \lambda^{m-i} \\
\sum_{i=0}^{m} c_i \lambda^{m-i} & \sum_{i=0}^{m} g_i \lambda^{m-i} & \sum_{i=0}^{m} i \lambda^{m-i} & \sum_{i=0}^{m} \lambda^{m-i} \\
0 & 0 & \sum_{i=0}^{m} a_i \lambda^{m-i} & \sum_{i=0}^{m} b_i \lambda^{m-i} \\
0 & 0 & \sum_{i=0}^{m} c_i \lambda^{m-i} & \sum_{i=0}^{m} a_i \lambda^{m-i} \\
\end{bmatrix}
\]
the zero curvature equations
\[ \bar{U}_m - \bar{V}^{[m]}_x + [\bar{U}, \bar{V}^{[m]}] = 0, \quad m \geq 0 \]
give
\[ \begin{align*}
    p_t &= 2b_{m+1} + 2pF_m, \\
    q_t &= -2c_{m+1} - 2qF_m, \\
    r_t &= 2f_{m+1} + 2rF_m, \\
    s_t &= -2g_{m+1} - 2sF_m, \\
    F_{mx} &= h_t.
\end{align*} \tag{2.9} \]
Substituting the first four equations into the fifth one, we can compute
\[
F_{mx} = h_t \\
= \epsilon(p_{tm}s + ps_{tm} + q_{tm}r + qr_{tm}) \\
= \epsilon[(2b_{m+1} + 2pF_m)s + p(-2g_{m+1} - 2sF_m) + (-2c_{m+1} - 2qF_m)r + q(2f_{m+1} + 2rF_m)] \\
= 2\epsilon(sb_{m+1} - pg_{m+1} - rc_{m+1} + qf_{m+1}) \\
= -2\epsilon e_{m+1}. \tag{2.10}
\]
Thus we introduce
\[
F_m = -2\epsilon e_{m+1}, \tag{2.10}
\]
and then we have generated a complete system \( \bar{u}_t = K_m(\bar{u}) \) of the AKNS integrable coupling:
\[
\begin{bmatrix}
    p \\
    q \\
    r \\
    s
\end{bmatrix}_{tm} = \begin{bmatrix}
    2b_{m+1} - 4\epsilon pe_{m+1} \\
    -2c_{m+1} + 4\epsilon qe_{m+1} \\
    2f_{m+1} - 4\epsilon re_{m+1} \\
    -2g_{m+1} + 4\epsilon se_{m+1}
\end{bmatrix}, \quad m \geq 0. \tag{2.11}
\]
A nonlinear example in the above new system is
\[
\begin{align*}
p_{t_2} &= -\frac{1}{2}p_{xx} - p^2q + \epsilon(pqp_x - 2rpq_x - 2psp - 2rqp_x - p^2q_x - 2sxp^2) \\
&\quad -2\epsilon^2 p(ps + qr)(qr + 2pq + ps), \\
q_{t_2} &= -\frac{1}{2}q_{xx} + pq^2 + \epsilon(qpq_x - q^2p_x - 2sp_xq - 2q^2r_x - 2qrq_x - 2spq_x) \\
&\quad + 2\epsilon^2 q(ps + qr)(qr + 2pq + ps),
\end{align*}
\]
\[ r_{t_2} = \frac{1}{2} r_{xx} + \frac{1}{2} p_{xx} - p^2 q - p^2 s - 2 r p q - \epsilon (r p_x q + 3 p_x s p + 2 r_x q r + r_x p q + r_x p s \\
+ 2 r^2 q_x + 2 r p q_x + 2 r p s_x + s_x p^2) - 2 \epsilon^2 (p s + q r)(r^2 q + p q r + r s p - s p^2), \]
\[ s_{t_2} = -\frac{1}{2} s_{xx} - \frac{1}{2} q_{xx} + p q^2 + q^2 r + 2 s p q - \epsilon (s p q_x + 2 s p x q + 2 s^2 p_x + q^2 r_x + 2 q s r_x \\
+ 3 q r q_x + 2 q r s_x + s_x p q + 2 s p s_x) + 2 \epsilon^2 (p s + q r)(s^2 p + p s q + r s q - r q^2). \]

In the next section, we will show that this new generalized system \((2.11)\) is bi-Hamiltonian.

### 3 Bi-Hamiltonian structure

In this section, we will establish bi-Hamiltonian structures for the generalized \((2.11)\) by using the component-trace identity \((1.4)\). It is direct to see

\[
W \frac{\partial U_1}{\partial \lambda} + W_1 \frac{\partial U}{\partial \lambda} = \begin{bmatrix} e & -f \\
g & e \end{bmatrix}, \quad \text{tr} \left( W \frac{\partial U_1}{\partial \lambda} + W_1 \frac{\partial U}{\partial \lambda} \right) = 2 \epsilon;
\]
\[
W \frac{\partial U_1}{\partial p} + W_1 \frac{\partial U}{\partial p} = \begin{bmatrix} e s e & 0 \\
0 & 0 \end{bmatrix}, \quad \text{tr} \left( W \frac{\partial U_1}{\partial p} + W_1 \frac{\partial U}{\partial p} \right) = g + 2 \epsilon s e;
\]
\[
W \frac{\partial U_1}{\partial q} + W_1 \frac{\partial U}{\partial q} = \begin{bmatrix} e r e & 0 \\
0 & 0 \end{bmatrix}, \quad \text{tr} \left( W \frac{\partial U_1}{\partial q} + W_1 \frac{\partial U}{\partial q} \right) = f + 2 \epsilon r e;
\]
\[
W \frac{\partial U_1}{\partial r} + W_1 \frac{\partial U}{\partial r} = \begin{bmatrix} e q e & 0 \\
0 & 0 \end{bmatrix}, \quad \text{tr} \left( W \frac{\partial U_1}{\partial r} + W_1 \frac{\partial U}{\partial r} \right) = c + 2 \epsilon q e;
\]
\[
W \frac{\partial U_1}{\partial s} + W_1 \frac{\partial U}{\partial s} = \begin{bmatrix} b + \epsilon p e & 0 \\
0 & 0 \end{bmatrix}, \quad \text{tr} \left( W \frac{\partial U_1}{\partial s} + W_1 \frac{\partial U}{\partial s} \right) = b + 2 \epsilon p e.
\]

Now the corresponding component-trace identity \((1.4)\) becomes

\[
\frac{\delta}{\delta \bar{u}} \int 2 \epsilon d x = \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \lambda^{\gamma} \begin{bmatrix} g + 2 \epsilon s e \\
f + 2 \epsilon r e \\
c + 2 \epsilon q e \\
b + 2 \epsilon p e \end{bmatrix}.
\]

Balancing coefficients of each power of \( \lambda \) in the above equality, we have

\[
\frac{\delta}{\delta \bar{u}} \int 2 \epsilon_m d x = (\gamma - m + 1) \begin{bmatrix} g_{m-1} + 2 \epsilon s e_{m-1} \\
f_{m-1} + 2 \epsilon r e_{m-1} \\
c_{m-1} + 2 \epsilon q e_{m-1} \\
b_{m-1} + 2 \epsilon p e_{m-1} \end{bmatrix}.
\]

Consider the particular case with \( m = 2 \), we have \( \gamma = 0 \). Therefore, we obtain

\[
\frac{\delta}{\delta \bar{u}} \int -\frac{2 \epsilon_{m+2}}{m + 1} d x = \begin{bmatrix} g_{m+1} + 2 \epsilon s e_{m+1} \\
f_{m+1} + 2 \epsilon r e_{m+1} \\
c_{m+1} + 2 \epsilon q e_{m+1} \\
b_{m+1} + 2 \epsilon p e_{m+1} \end{bmatrix},
\]

(3.1)
In order to establish the relation between the new integrable hierarchy (2.11) and the variational derivative formula (3.1), we first compute

\[ 2b_{m+1} - 4\epsilon_e m_{+1} = 2(b_{m+1} + 2\epsilon_e m_{+1}) - 8\epsilon_e m_{+1} \]
\[ = 2(b_{m+1} + 2\epsilon_e m_{+1}) - 8\epsilon_p \partial^{-1}(pg_{m+1} + rc_{m+1} - sb_{m+1} - qf_{m+1}) \]
\[ = 2(b_{m+1} + 2\epsilon_e m_{+1}) - 8\epsilon_p \partial^{-1}p(g_{m+1} + 2\epsilon s e_{m+1}) - 8\epsilon_p \partial^{-1}r(c_{m+1} + 2\epsilon q e_{m+1}) \]
\[ + 8\epsilon_p \partial^{-1}s(b_{m+1} + 2\epsilon e m_{+1}) + 8\epsilon_p \partial^{-1}q(f_{m+1} + 2\epsilon r e_{m+1}); \]

\[-2c_{m+1} + 4\epsilon q e_{m+1} = -2(c_{m+1} + 2\epsilon q e_{m+1}) + 8\epsilon q e_{m+1} \]
\[ = -2(c_{m+1} + 2\epsilon q e_{m+1}) + 8\epsilon q \partial^{-1}(pg_{m+1} + rc_{m+1} - sb_{m+1} - qf_{m+1}) \]
\[ = -2(c_{m+1} + 2\epsilon q e_{m+1}) + 8\epsilon q \partial^{-1}p(g_{m+1} + 2\epsilon s e_{m+1}) + 8\epsilon q \partial^{-1}r(c_{m+1} + 2\epsilon q e_{m+1}) \]
\[ + 8\epsilon q \partial^{-1}s(b_{m+1} + 2\epsilon e m_{+1}) + 8\epsilon q \partial^{-1}q(f_{m+1} + 2\epsilon r e_{m+1}); \]

\[ 2f_{m+1} - 4\epsilon r e_{m+1} = 2(f_{m+1} + 2\epsilon r e_{m+1}) - 8\epsilon r e_{m+1} \]
\[ = 2(f_{m+1} + 2\epsilon r e_{m+1}) - 8\epsilon r \partial^{-1}(pg_{m+1} + rc_{m+1} - sb_{m+1} - qf_{m+1}) \]
\[ = 2(f_{m+1} + 2\epsilon r e_{m+1}) - 8\epsilon r \partial^{-1}p(g_{m+1} + 2\epsilon s e_{m+1}) - 8\epsilon r \partial^{-1}r(c_{m+1} + 2\epsilon q e_{m+1}) \]
\[ + 8\epsilon r \partial^{-1}s(b_{m+1} + 2\epsilon e m_{+1}) + 8\epsilon r \partial^{-1}q(f_{m+1} + 2\epsilon r e_{m+1}); \]

\[-2g_{m+1} + 4\epsilon s e_{m+1} = -2(g_{m+1} + 2\epsilon s e_{m+1}) + 8\epsilon s e_{m+1} \]
\[ = -2(g_{m+1} + 2\epsilon s e_{m+1}) + 8\epsilon s \partial^{-1}(pg_{m+1} + rc_{m+1} - sb_{m+1} - qf_{m+1}) \]
\[ = -2(g_{m+1} + 2\epsilon s e_{m+1}) + 8\epsilon s \partial^{-1}p(g_{m+1} + 2\epsilon s e_{m+1}) + 8\epsilon s \partial^{-1}r(c_{m+1} + 2\epsilon q e_{m+1}) \]
\[ + 8\epsilon s \partial^{-1}s(b_{m+1} + 2\epsilon e m_{+1}) - 8\epsilon s \partial^{-1}q(f_{m+1} + 2\epsilon r e_{m+1}). \]

Consequently, we obtain the following Hamiltonian structure for (2.11)

\[ \bar{u}_m = K_m = \bar{J} \delta \hat{H}_m / \delta \bar{u}, \quad (3.2) \]

with the Hamiltonian operator

\[ \bar{J} = \begin{bmatrix} -8\epsilon_p \partial^{-1}p & 8\epsilon_p \partial^{-1}q & -8\epsilon_p \partial^{-1}r & 2 + 8\epsilon_p \partial^{-1}s \\ 8\epsilon q \partial^{-1}p & -8\epsilon q \partial^{-1}q & -2 + 8\epsilon q \partial^{-1}r & -8\epsilon q \partial^{-1}s \\ -8\epsilon r \partial^{-1}p & 2 + 8\epsilon r \partial^{-1}q & -8\epsilon r \partial^{-1}r & 8\epsilon r \partial^{-1}s \\ -2 + 8\epsilon s \partial^{-1}p & -8\epsilon s \partial^{-1}q & 8\epsilon s \partial^{-1}r & -8\epsilon s \partial^{-1}s \end{bmatrix} \]

and the Hamiltonian functionals

\[ \hat{H}_m = \int \frac{-2\epsilon_{m+2}}{m+1} dx, \quad m \geq 0. \]
It is now a direct computation to show that all members in the new integrable hierarchy (2.11) are bi-Hamiltonian. We compute the recursion operator \( \Phi \equiv (\Phi_{ij})_{4\times 4} \) through

\[
\begin{bmatrix}
2b_{m+1} - 4\epsilon pe_{m+1} \\
-2c_{m+1} + 4\epsilon e_{m+1} \\
2f_{m+1} - 4\epsilon e_{m+1} \\
-2g_{m+1} + 4\epsilon e_{m+1}
\end{bmatrix} = \begin{bmatrix}
\Phi_{11} & \Phi_{12} & \Phi_{13} & \Phi_{14} \\
\Phi_{21} & \Phi_{22} & \Phi_{23} & \Phi_{24} \\
\Phi_{31} & \Phi_{32} & \Phi_{33} & \Phi_{34} \\
\Phi_{41} & \Phi_{42} & \Phi_{43} & \Phi_{44}
\end{bmatrix} \begin{bmatrix}
2b_m - 4\epsilon pe_m \\
-2c_m + 4\epsilon e_{m} \\
2f_m - 4\epsilon e_{m} \\
-2g_m + 4\epsilon e_{m}
\end{bmatrix}.
\]

Firstly, we have

\[
2b_{m+1} - 4\epsilon pe_{m+1} = b_{mx} + 2pa_m - 2hb_m - 4\epsilon p\partial^{-1}(pg_{m+1} + rc_{m+1} - sb_{m+1} - qf_{m+1})
\]

\[
= b_{mx} + 2pa_m - 2hb_m - 4\epsilon p\partial^{-1}p \left( \frac{1}{2} g_{mx} + qe_m + sa_m - hg_m \right) - 4\epsilon p\partial^{-1}r \left( -\frac{1}{2} c_{mx} + qa_m - hc_m \right)
\]

\[
+ 4\epsilon p\partial^{-1}s \left( \frac{1}{2} b_{mx} + pa_m - hb_m \right) + 4\epsilon p\partial^{-1}q \left( \frac{1}{2} f_{mx} + qe_m + ra_m - hf_m \right)
\]

\[
= b_{mx} + 2pa_m - 2hb_m - 4\epsilon p\partial^{-1}(-phg_m - rhc_m + shb_m +qh f_m) + 2\epsilon p\partial^{-1}pg_{mx}
\]

\[
+ 2\epsilon p\partial^{-1}rc_{mx} + 2\epsilon p\partial^{-1}sb_{mx} + 2\epsilon p\partial^{-1}qf_{mx}
\]

\[
= b_{mx} + 2p\partial^{-1}(pc_m - qb_m) - 2hb_m + 4\epsilon p\partial^{-1}h\partial e_m + 2\epsilon p\partial^{-1}pg_{mx} + 2\epsilon p\partial^{-1}rc_{mx}
\]

\[
+ 2\epsilon p\partial^{-1}sb_{mx} + 2\epsilon p\partial^{-1}qf_{mx}
\]

\[
= \frac{1}{2}\partial(2b_m - 4\epsilon pe_m) - p\partial^{-1}p(-2c_m + 4\epsilon e_{m}) - p\partial^{-1}q(2b_m - 4\epsilon pe_m) - h(2b_m - 4\epsilon pe_m)
\]

\[
- 4\epsilon p\partial^{-1}s(-2g_m + 4\epsilon e_{m}) - \epsilon p\partial^{-1}r\partial(-2c_m + 4\epsilon e_{m}) + \epsilon p\partial^{-1}s\partial(2b_m - 4\epsilon e_{m})
\]

\[
+ \epsilon p\partial^{-1}q\partial(2f_m - 4\epsilon e_{m}) + 2\epsilon p\partial^{-1}q(2f_m + 4\epsilon e_{m}) - 4\epsilon p\partial^{-1}h\partial(pg_m + rc_m - sb_m - qf_m)
\]

\[
+ 8\epsilon p\partial^{-1}h(pg_m + rc_m - sb_m - qf_m)
\]

\[
= \frac{1}{2}\partial - p\partial^{-1}q - h + \epsilon p\partial^{-1}s\partial - \epsilon p\partial^{-1}s - 4\epsilon p\partial^{-1}hs
\]

\[
= \Phi_{11}(2b_m - 4\epsilon pe_m) + \Phi_{12}(-2c_m + 4\epsilon e_{m}) + \Phi_{13}(2f_m - 4\epsilon e_{m}) + \Phi_{14}(-2g_m + 4\epsilon e_{m})
\]

which tells

\[
\Phi_{11} = \frac{1}{2}\partial - p\partial^{-1}q - h + \epsilon p\partial^{-1}s\partial - \epsilon p\partial^{-1}s - 4\epsilon p\partial^{-1}hs,
\]

\[
\Phi_{12} = -p\partial^{-1}p - \epsilon p\partial^{-1}r\partial - \epsilon p\partial^{-1}r - 4\epsilon p\partial^{-1}hr,
\]

\[
\Phi_{13} = \epsilon p\partial^{-1}q\partial - \epsilon p\partial^{-1}q - 4\epsilon p\partial^{-1}hq,
\]

\[
\Phi_{14} = -\epsilon p\partial^{-1}p\partial - \epsilon p\partial^{-1}p - 4\epsilon p\partial^{-1}hp.
\]

Similarly, we have

\[
\Phi_{21} = q\partial^{-1}q - \epsilon q\partial^{-1}s\partial + \epsilon q\partial^{-1}s + 4\epsilon q\partial^{-1}hs,
\]
\[
\Phi_{22} = -\frac{1}{2} \partial + q \partial^{-1} p - h + \epsilon q \partial^{-1} r \partial + \epsilon \partial q \partial^{-1} r + 4 \epsilon q \partial^{-1} h r,
\]
\[
\Phi_{23} = -\epsilon q \partial^{-1} q \partial + \epsilon \partial q \partial^{-1} q + 4 \epsilon q \partial^{-1} h q,
\]
\[
\Phi_{24} = \epsilon q \partial^{-1} p \partial + \epsilon \partial q \partial^{-1} p + 4 \epsilon q \partial^{-1} h p;
\]
\[
\Phi_{31} = -r \partial^{-1} q + \epsilon r \partial^{-1} s \partial - \epsilon \partial r \partial^{-1} s - p \partial^{-1} s - 4 \epsilon r \partial^{-1} h s,
\]
\[
\Phi_{32} = -r \partial^{-1} p - \epsilon r \partial^{-1} r \partial - \epsilon \partial r \partial^{-1} r - p \partial^{-1} r - 4 \epsilon r \partial^{-1} h r,
\]
\[
\Phi_{33} = \frac{1}{2} \partial - \epsilon = \epsilon r \partial^{-1} q \partial - \epsilon \partial r \partial^{-1} q - p \partial^{-1} q - 4 \epsilon r \partial^{-1} h q,
\]
\[
\Phi_{34} = -\epsilon r \partial^{-1} p \partial - \epsilon \partial r \partial^{-1} p - p \partial^{-1} p - 4 \epsilon r \partial^{-1} h p;
\]
\[
\Phi_{41} = s \partial^{-1} q - \epsilon s \partial^{-1} s \partial - \epsilon \partial s \partial^{-1} s + p \partial^{-1} s + 4 \epsilon s \partial^{-1} h s,
\]
\[
\Phi_{42} = s \partial^{-1} p + \epsilon s \partial^{-1} r \partial - \epsilon \partial s \partial^{-1} r + p \partial^{-1} r + 4 \epsilon s \partial^{-1} h r,
\]
\[
\Phi_{43} = -\epsilon s \partial^{-1} q \partial - \epsilon \partial s \partial^{-1} q + p \partial^{-1} q + 4 \epsilon s \partial^{-1} h q,
\]
\[
\Phi_{44} = -\frac{1}{2} \partial - \epsilon = \epsilon s \partial^{-1} p \partial - \epsilon \partial s \partial^{-1} p + p \partial^{-1} p + 4 \epsilon s \partial^{-1} h p.
\]

So we finally arrive at
\[
\hat{u}_m = K_m = J \frac{\delta \mathcal{H}_m}{\delta \hat{u}} = \tilde{M} \frac{\delta \mathcal{H}_m}{\delta \hat{u}}, \quad m \geq 1, \quad (3.3)
\]
where the second Hamiltonian operator \( \tilde{M} \) is given by
\[
\tilde{M} = \Phi \hat{J}. \quad (3.4)
\]

So far, we are ready to see that the new integrable hierarchy \((2.11)\) is integrable in the sense of Liouville. That is, it possesses infinitely many independent commuting symmetries and conservation laws. In particular, we have the Abelian symmetry algebra of symmetries,
\[
[K_i, K_j] = \tilde{K}_i'(\tilde{u})[K_j] - \tilde{K}_j'(\tilde{u})[K_i] = 0, \quad i, j \geq 0,
\]
and the Abelian algebras of conserved functionals,
\[
\{\tilde{\mathcal{H}}_i, \tilde{\mathcal{H}}_j\}_J = \int \left( \frac{\delta \tilde{\mathcal{H}}_i}{\delta \tilde{u}} \right)^T J \frac{\delta \tilde{\mathcal{H}}_j}{\delta \tilde{u}} d\tilde{x} = 0, \quad i, j \geq 0,
\]
and
\[
\{\tilde{\mathcal{H}}_i, \tilde{\mathcal{H}}_j\}_M = \int \left( \frac{\delta \tilde{\mathcal{H}}_i}{\delta \tilde{u}} \right)^T \tilde{M} \frac{\delta \tilde{\mathcal{H}}_j}{\delta \tilde{u}} d\tilde{x} = 0, \quad i, j \geq 0.
\]

4 Conclusions and discussions

It is known that once a generating scheme associated with a non-semisimple Lie algebra is established, it can be used to construct integrable couplings. The following non-semisimple Lie algebras formed by \(2 \times 2\), \(3 \times 3\) and \(4 \times 4\) block matrices [25, 33, 34]
\[
\begin{bmatrix}
A_1 & A_2 \\
0 & A_1 + A_2
\end{bmatrix}, \quad \begin{bmatrix}
A_1 & A_2 & A_3 \\
0 & A_1 + \alpha A_2 & \beta A_2 + \alpha A_3 \\
0 & 0 & A_1 + \alpha A_2
\end{bmatrix}.
\]
have been used to construct integrable couplings, where $\alpha, \beta, \mu, \nu$ are arbitrary constants. Certain kinds of integrable couplings based on the above non-semisimple Lie algebras have been obtained recently [2–28]. We have proposed the idea of using perturbation to construct new integrable systems, which generalizes the corresponding integrable couplings. As an example, the complete system of the AKNS integrable coupling, together with the recursion operator $\Phi$ and the bi-Hamiltonian structure (3.3), is generated successfully to illustrate the idea. The key step is that a perturbation term $h = \epsilon(ps + qr)$ is introduced and actually, the perturbation term could take a more generalized form $h = \sum_{j=1}^{N} \epsilon_j (ps + qr)_{jx}$. The resulting construction procedure can be applied to many other cases, including the Dirac, multi-component AKNS, WKI, KN, super-AKNS and Volterra spectral problems [2–28, 33, 34].

In addition, we mention that finite-dimensional irreducible representations [23] of some Lie algebras can also be used to create integrable couplings. For instance, a spectral matrix using $V_2$

\[
\phi_x = \bar{U}\phi, \quad \bar{U} = \begin{bmatrix}
3\lambda & p & 0 & 0 & r & 0 \\
3q & \lambda & 2p & 0 & 0 & r \\
0 & 2q & -\lambda & 3p & s & 0 \\
0 & 0 & q & -3\lambda & 0 & s \\
0 & 0 & 0 & 0 & \lambda & p \\
0 & 0 & 0 & 0 & q & -\lambda
\end{bmatrix}
\]  

(4.1)

could be another example. Replacing $\lambda$ with $\lambda + h$ in the above matrix and setting

\[
\tilde{W} = \begin{bmatrix}
3a & b & 0 & 0 & f & 0 \\
3c & a & 2b & 0 & e & f \\
0 & 2c & -a & 3b & g & e \\
0 & 0 & c & -3a & 0 & g \\
0 & 0 & 0 & 0 & a & b \\
0 & 0 & 0 & 0 & c & -a
\end{bmatrix}
\]  

(4.2)

we can also construct new completion of the AKNS integrable coupling in the same manner. For convenience, we omit the construction process and the associated results.
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