Noise classification for the unified earthquake catalog using ensemble learning: the enhanced image of seismic activity along the Japan Trench by the S-net seafloor network
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Abstract
Homogeneous and accurate hypocenter distribution along the Japan Trench is important to better understand the process of plate subduction and the occurrence mode of large earthquakes. The seafloor seismic network (S-net) deployed recently along the Japan Trench has revealed new seismic activity including shallow slow earthquakes. However, conventional microseismic observations, such as those reported in the Japan Meteorological Agency (JMA) unified earthquake catalog, have been limited to land-based stations. Thus, steady seismic activity occurring at the shallow plate boundary, which is far from land is not always recorded. In the present study, we construct an automatic earthquake catalog using the nationwide observation network, including S-net. Because false detections caused by noise account for about 5% of automatically determined hypocenters, we attempted to reduce false detections using ensemble learning methods such as random forest and AdaBoost. First, we created a training dataset of earthquakes and noise by visual inspection based on the data recorded in the automatically determined catalog over a 2-month period, and we trained the dataset using the hypocenter and phase data as input. As a result of the training, AdaBoost was able to reduce the noise to about one-fifth of the total false detections, which is equivalent to 1%, while keeping the number of hypocenters above 99%. This method will contribute to significantly improving the efficiency of seismic activity monitoring and cataloging. In addition, the automatic denoised catalog data revealed that from January to August 2020, the completeness magnitude was $M_{1.6}$ along the Japan Trench. These microearthquakes were concentrated at depths of 20–50 km around the upper surface of the subducting Pacific Plate and are complementary to the slow earthquakes occurring at 10–20-km depths. Exceptionally, microearthquakes were observed off Iwate and Ibaraki prefectures, which correspond in location to areas of clustered foreshock activity. This spatial heterogeneity in microseismic activity is similar to the spatial complementary between the coseismic slip and afterslip of the 2011 Tohoku earthquake, which may be related to differences in interplate frictional properties and stress changes in the surrounding crust.
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Introduction
Homogeneous and accurate source distribution along the Japan Trench and other subduction zones is important to better understand the process of plate subduction.
and the occurrence mode of large earthquakes. However, because the observation networks are located mainly on land, the detectability of earthquakes and the accuracy of focal depths decrease with distance from the land. Therefore, details of seismic activity occurring at the shallow plate boundary away from land are not well known. In particular, not all earthquakes were identified by visual inspection after the 2011 $M_w$ 9.0 off the Pacific coast of Tohoku earthquake, referred to hereafter as the Tohoku earthquake, owing to the huge number of aftershocks.

To improve the accuracy of the hypocenter locations along the Japan Trench, various studies have been conducted. Gamage et al. (2009) used the sP depth phase to refine the focal depths and found that a double seismic zone had also formed in the vicinity of the Japan Trench. Seismic surveys (e.g., Tsuru et al. 2002, Miura et al. 2003) and seismic tomography (e.g., Zhao et al. 2011, Liu and Zhao 2018, Hua et al. 2020) have also revealed the depth of the plate boundary and the velocity structure of seismic waves. Frequent microseismic observations conducted regionally using pop-up ocean bottom seismometers (OBSs) have revealed seamount subduction and outer-rise seismic activity (e.g., Mochizuki et al. 2008, Obana et al. 2012). However, because the pop-up OBS observation period is between 3 and 12 months, the installation and recovery of these instruments must be repeated for regular seismic observation. In addition, the data can be analyzed only after collection; therefore, real-time analysis of the seismic waveforms is impossible.

After the Tohoku earthquake, S-net, a closely spaced and highly sensitive ocean seismic network (Aoi et al. 2020) was deployed to capture earthquakes and tsunamis occurring along the Japan Trench (Fig. 7d, will be shown later). This project contributes to improving the speed and accuracy of early earthquake and tsunami warnings and provides new information on seismic phenomena, such as slow seismic activity occurring at the shallow part of the plate boundary (Nishikawa et al. 2019). However, the relationship between slow earthquakes and regular earthquakes, as well as their link to large earthquakes, has not been addressed thus far.

The Japan Meteorological Agency (JMA) collects real-time seismic waveform data from the National Research Institute for Earth Science and Disaster Resilience (NIED), universities, and other related institutions and releases a publically available earthquake catalog in cooperation with the Ministry of Education, Culture, Sports, Science and Technology (MEXT). We began to process the JMA unified earthquake catalog in October 1997. Through the introduction of Hi-net (Okada et al. 2004) in the early 2000s and the enhancement of automatic processing in April 2016 (Tamaribuchi 2018), we currently process data of about 200,000–300,000 hypocenters annually, excluding low-frequency earthquakes. The introduction of S-net is expected to provide a comprehensive and real-time view of seismic activity along the Japan Trench. However, regarding data continuity, the changes in completeness magnitude and hypocentral distribution of the JMA unified catalog before and after the use of S-net need to be clarified. As previously mentioned, it is difficult to identify all earthquakes occurring in this area by visual inspection; therefore, it is essential to process them automatically. To identify the fault geometry using aftershock distribution and to forecast the number of aftershocks, automatically determined hypocentral distribution is particularly important immediately following a major earthquake. This method of automated processing is used to quickly and accurately evaluate the number of earthquakes and is thus essential for disaster prevention.

The purpose of the present study is to evaluate the automatic hypocentral distribution using S-net and to elucidate the details of seismic activity occurring along the Japan Trench.

Here, we introduce the enhancements in automated processing introduced in April 2016 for the JMA unified catalog. To determine the simultaneous occurrences of earthquakes that were prominent after the Tohoku earthquake, we improved the processing by enacting two measures. Specifically, we continually detect discontinuities that can be considered as candidates for P- and S-phases without using short-time average over long-time average (STA/LTA) triggers, and we search for the phase combinations that best match the theoretical values based on the observed values of the arrival time of the phase candidates and the maximum amplitude after the arrival time. Importance sampling was used to search for the best combination of phases. As the first step, we randomly assume the location of the earthquake near a station in which the P-wave detection time is early, and we calculate the likelihoods based on residuals of travel time and magnitude for the assumed locations. On the basis of the results, the hypocenters are then assumed to be around the locations of high likelihoods, and the likelihoods are calculated again. By repeating this process, we can search for locations with high likelihoods, i.e., those with small residuals between the theoretical and observed values. This approach is referred to as the phase combination forward search (PF) method (Fig. 1). By employing this method, almost 100% of shallow inland earthquakes ($M \geq 1$) can be identified under normal conditions, which greatly contributes to speeding the hypocentral determination and improving the processing efficiency. The obtained automatic hypocenters are visually checked to ensure that they are not false data caused by noise, and the data are then listed in the JMA unified
In addition, a careful visual inspection of the phase is conducted at a particular scale of $M \geq 2$ inland, as detailed by Tamaribuchi (2018). However, the unavoidable problem of earthquake misdetermination owing to noise in automatic processing is not limited to the PF method. A trade-off is present between the number of false detections and the determination rate of automatically identified earthquakes, the latter of which is the fraction of the number of earthquakes listed in the JMA unified catalog that were determined by the automatic process. Therefore, parameter tuning has been employed for many years to reduce false detection caused by noise while maintaining the earthquake determination rate. The following criteria are used for outputting the current PF method. (1) The sum of the number of P- and S-phases at 20 stations near the epicenter must be 5 or more. (2) The number of stations from which both the P- and S-phases are selected must be two or more; that for only the P-phase must be ten or more. (3) The root mean square of the P-wave travel time residuals must be 0.6 s or less, and (4) that of the S-wave travel time residuals must be 1.2 s or less. In addition, (5) the latitude and longitude error remaining after the last hypocenter calculation should be less than 10 min, (6) the origin time error should be less than 2 s, and (7) the magnitude needs to be determined. Some may wonder why there are events whose magnitude is not determined. The magnitude is calculated when each station observes a several times larger signal than the noise level. Therefore, when observed amplitude changes are as small as the noise level, the events are marked as magnitude undetermined. If even one of these conditions (1)–(7) is not met, the hypocenter is judged to be a noise misdetermination, and no output is made. Although such rule-based discrimination between an earthquake and noise is easily understood by operators, it requires extensive trial and error owing to the arbitrary nature of the parameters.

In recent years, the success of deep learning has led to a worldwide boom in artificial intelligence and its resulting real-world application. The field of seismology has also successfully introduced machine learning, particularly deep learning methods, such as clustering of earthquake locations (Perol et al. 2018) and detection of seismic arrival time (Zhu and Beroza 2019; Ross et al. 2018). However, the black box nature of this process makes the estimation results difficult to interpret. Although explainable artificial intelligence (XAI) is not discussed in the present study, it should be noted that abundant research is being conducted on this topic. With the development of such machine learning methods and libraries, various attempts have been made on an operational basis in deep learning and other applications.

In the present study, we use machine learning to evaluate and discuss the reduction in the number of false detections recorded during the automatic determination process as well as the resulting seismic activity along the Japan Trench that benefits from S-net usage. “Data and features” section presents the data and the features used for the training. In “Denoising method” section, we discuss random forest and AdaBoost ensemble learning, which are types of supervised machine learning. The performance of automatic earthquake and noise classification is evaluated in “Results of denoising method” section, and the results obtained for March 2020 are presented in “Application of denoising method” section. In “Seismic activity along the Japan Trench” section, we discuss the seismic activity occurring in the shallow part of the plate boundary based on automatically processed catalog data recorded between January and August 2020, and a summary of the study is presented in “Summary” section.

![Fig. 1 Overview of the automatic hypocenter determination process after Tamaribuchi (2018) with modifications. ML-based represents machine learning-based](image-url)
Data and features
Training and test data
The automatically determined hypocenters obtained by employing the PF method from January 1 to February 29, 2020, were used as training and test data. In addition, S-net was used, as were several modifications prescribed for the S-net data, such as vector transformation, the addition of velocity structure by sea area, consideration of station height, and velocity magnitude correction for seafloor seismographs. Details of these modifications have been presented by Ueno et al. (2019). It should be noted that air gun surveys conducted in an ocean can be incorrectly identified as automatic hypocenters. Therefore, in this study, we used autocorrelation of the waveforms to avoid detecting events caused by such instruments (Additional file 1: S1).

During this period, the JMA unified catalog did not use S-net and did not include false determinations caused by noise because the period occurred after the scrutiny of automatically determined hypocenters. In contrast, the automatically determined hypocenters discussed in the present study employed S-net and contain false determinations owing to noise. Therefore, we first compared our results with the JMA unified catalog data. We considered automatic hypocenters generated within 5 s of the origin time and 50 km from the epicenter to be coincidental (category 0). All of the automatically determined hypocenters that disagreed with the JMA unified catalog were visually checked for phase readings and were classified into the following four categories: (1) earthquakes with generally correct readings, (2) earthquakes with one or two clear errors in the readings, (3) earthquakes with large errors in the readings, and (4) false detections caused by noise, hereinafter referred to simply as noise in this context. Of artificial sources in the automatically determined hypocenters, recordings of quarry blasting and air gun were classified as earthquakes and noise, respectively, because we could not distinguish the former from an earthquake by visual inspection. Of course, most of the air gun recordings were removed from data set beforehand (see Additional file 1: S1). Examples and the results of the classification are shown in Figs. 2 and 3, and the number of events in each category is shown in Table 1. It should be noted that many category 1 earthquakes were found in the Tohoku region, as shown in Fig. 3b, because many automatic hypocenters excluded from the JMA unified catalog were identified using S-net. Although earthquakes were distributed in the inland areas of western Japan, most were less than M 1, which is at the lower limit of detectability. Many category 4 noise events were also found around Ryukyu islands, southwestern Japan, as shown in Fig. 3e, because there are noisy stations and it is forced to determine the hypocenter with fewer stations than inland. A cluster of false detection off the coast of Kochi Prefecture is due to noises caused by air gun surveys.

This problem was considered to be a classification problem with supervised learning. Therefore, categories 0 and 1 and category 4 were labeled as “Earthquake” and “Noise,” respectively. The labeled data were then split so that the training data and the test data were given in a ratio of 8:2. The training data were used to optimize the training parameters, and the test data were used to evaluate the generalization performance. These data must be independent of each other to avoid overlearning which means overfitting the data. To facilitate comparison between two types of ensemble learning methods, the datasets used for training and testing were the same between the methods.

The hypocenter and phase data include the origin time, source location, and magnitude as well as the arrival time and maximum amplitude of each station. In this study, 229 features used for training were extracted from the hypocenter and phase data.

Hypocenters and error
Hypocenters have five main features: origin time $t_0$, latitude $\text{lat}$, longitude $\text{lon}$, depth $\text{dep}$, and magnitude $M$ (Table 2). The origin time $t_0$ refers to the time in seconds elapsed from 00:00. This is because the difference in noise occurrences between daytime and nighttime and noises that observed at a particular time of day are considered in the learning. The date of the origin time was not used for learning in this study.

Hypocentral error includes four main features: origin time error $\sigma_t$, latitude error $\sigma_{\text{lat}}$, longitude error $\sigma_{\text{lon}}$, and depth error $\sigma_{\text{dep}}$.

Phase data
The phase data are listed in the order of location closest to the hypocenter ($i = 1, \ldots, 20$), including stations in which no phase was read. These data include 11 main features at each station: cumulative number of P-phases $N_{p}^{i}$, cumulative number of S-phases $N_{s}^{i}$, cumulative number of stations $N_{ps}^{i}$ in which both the P- and S-phases are read, epicentral distance $D_{i}$, back azimuth angle $\theta_{i}$, travel time residuals of the P-phase $r_{tp}^{i}$, travel time residuals of the S-phase $r_{ts}^{i}$, magnitude residuals $r_{m}^{i}$, root mean square of the P-phase residuals up to the $i$th station $\sigma_{tp}^{i}$, root mean square of the S-phase residuals $\sigma_{ts}^{i}$, and root mean square of the magnitude residuals $\sigma_{m}^{i}$. Considering that 20 stations were included, a total of 220 features were obtained.

Here, the residuals in the absence of P- and S-phases $r_{tp}^{i}, r_{ts}^{i}$, and $r_{m}^{i}$ were set to 0.0. Similarly, when the
Fig. 2. Classification examples for each category. Each figure shows the vertical seismic waveforms in the order of epicentral distance. The right side shows enlarged views of 1 s before and after the P-wave and S-wave arrival times, for which we basically used reading times. We used theoretical values in the absence of a reading.
cumulative number of \( N_i^p, N_i^s, \) and \( N_i^m \) was zero, the root mean square \( \sigma_i^p, \sigma_i^s, \) and \( \sigma_i^m \) was set to 0.0, respectively.

**Denoising method**

Ensemble learning is a method used to create high-performance classifiers by combining low-performance classifiers (e.g., decision trees). Two main methods are employed in this type of learning: bagging and boosting. Random forest, which is a type of bagging, creates multiple sub-datasets of training data by random sampling with replacements and trains a decision tree for each sub-dataset (Breiman 2001). Although the classification performance of individual decision trees, referred to as weak learners, might not be high, the total classification performance can be improved using their majority votes or the average of their probability values. AdaBoost, a type of boosting, differs from bagging because it does not create multiple sub-datasets of training data. This method is used for boosting weights of data that misclassified by a weak learner to adapt to more difficult data (Freund and Schapire 1997). No one method is better than the other and thus the method should be chosen depending on the data for appropriate application. Therefore, in this study, we tested both methods and selected that with the highest classification performance.

**Random forest**

In this study, the number of decision trees was set to 100, and the classification and regression trees (CART) decision tree algorithm was used to find the bifurcation point at which the impurity showed the greatest

---

**Table 1** Total number of events in each category

| Category                              | \( N \) | Rate (%) |
|---------------------------------------|--------|----------|
| 0: Matched                            | 26,075 | 69.5     |
| 1: Earthquake and phases are correct  | 8795   | 23.5     |
| 2: Earthquake and a few phases are incorrect | 255   | 0.7     |
| 3: Earthquake and phases are incorrect | 416   | 1.1     |
| 4: Noise                              | 1952   | 5.2     |
| Total                                 | 37,493 | 100.0    |

\( N \) and rate indicate the number of events and percentage to total events, respectively.
reduction. For example, one of the decision trees for the case in which the branching depth was up to 3, which is easy to visualize, is shown in Fig. 4.

Here, we give a brief overview of CART. The feature vector used for label estimation is

\[ X = \{ x_1, \ldots, x_k \} \]

where \( k \) denotes the total number of features, and the label is \( y \). The labels were classified into two categories in this study: earthquake and noise. For the sake of convenience, we defined an earthquake as -1 and noise as 1; then, \( y \in \{-1, 1\} \). For each training dataset, the number of datasets with earthquake and noise labels are \( N_1 \) and \( N_2 \), respectively. Then, the Gini impurity is defined by the following equation:

\[ H(X, y) = \sum_{i=1}^{2} \frac{N_i}{N} \left( 1 - \frac{N_i}{N} \right). \]  

(1)

Here \( N = N_1 + N_2 \). The Gini impurity has the maximum value, \( H(X, y) = 1/2 \), when the dataset has same number of earthquakes and noise events, \( N_1 = N_2 = N/2 \). On the contrary, if the dataset has only earthquakes or noise events, \( N_1 = N, N_2 = 0 \) or \( N_1 = 0, N_2 = N \), and the Gini impurity has the minimum value, \( H(X, y) = 0 \).

Then, we split this training dataset \( (X, y) \) with the threshold \( q_t \) of the \( j \) th feature to the left and right. It is represented by an equation with the splitting parameters \( \theta = (j, q_t) \) as

\[
\begin{align*}
Q_{\text{left}}(\theta) &= (X, y) | x_j \leq q_t \\
Q_{\text{right}}(\theta) &= (X, y) | x_j > q_t.
\end{align*}
\]

(2)

The gain by the split is

\[ G(Q, \theta) = H(X, y) - \frac{n_{\text{left}}}{N} H(Q_{\text{left}}) - \frac{n_{\text{right}}}{N} H(Q_{\text{right}}). \]

(3)

That is, when we split a highly impure dataset with a mixture of earthquake and noise labels with the parameter \( \theta \), the weighted sum of impurities remaining after the split is minimized. The parameter \( \theta^* \) with the maximum gain is

\[ \theta^* = \arg\max_{\theta} G(Q, \theta). \]

(4)

By repeating these partitions up to the maximum depth of branching in the decision tree, we split the dataset and work to reduce the impurity. Maximum branching depths of 3, 5, and 7 were attempted for each decision

| Table 2 | Types of features |
|---------|------------------|
| Features | Cumulative number of P-phase |
| \( N_p \) | Cumulative number of S-phase |
| \( N_s \) | Cumulative number of P-phase and S-phase |
| \( \theta \) | Epicentral distance (km) |
| \( t_0 \) | Back azimuth (°) |
| | Residual of P-phase (s) |
| \( \sigma_t \) | Residual of S-phase (s) |
| \( \sigma_{\text{lat}} \) | Residual of magnitude (no unit) |
| \( \sigma_{\text{lon}} \) | Root mean square of P-phase residual (s) |
| \( \sigma_{\text{dep}} \) | Root mean square of S-phase residual (s) |
| \( \sigma_{m} \) | Root mean square of magnitude residual (no unit) |

\( i \) indicates the station index in the order of location closest to the hypocenter (\( i = 1, \ldots, 20 \)), including stations in which no phase was read.
tree. To resolve the imbalance in the number of data for each label of earthquake and noise, we set weights normalized by the number of earthquakes and noise during training. After training, we can estimate the label, and the output is $\hat{y} \in \{-1, 1\}$. The above configuration can be written in a few lines using the scikit-learn library in Python (Pedregosa et al. 2011).

**AdaBoost**
The feature vector for each dataset used for label estimation is $X_i = \{x_{i1}, \ldots, x_{ik}\}$, where $i = 1, \ldots, N$ is the number of training datasets, and $k$ indicates the total number of features. The earthquake and noise labels corresponding to the $i$th data are $y_i \in \{-1, 1\}$.

1. In the first step ($t = 1$), we trained with a decision tree (weak learner), with all data weights uniform. That is, when we defined the weight of dataset at step $t$ as $w_i^{(t)}$ ($i = 1, \ldots, N$), $w_i^{(1)} = 1/N$.
2. For weighted data, the decision tree was trained on the weighted data, and the weak learner $f_i(X_i)$ was obtained.
3. Using the obtained weak learner, the misclassification rate $E_t$ of the labels was calculated; $E_t$ is a weighted average of the number of misclassifications.
4. If $E_t > 0.5$, then this loop was broken; $E_t > 0.5$ indicates that more than half of the data estimated the wrong label.
5. We calculated $\alpha_t = \frac{1}{2} \log \left( \frac{1 - E_t}{E_t} \right)$, which is the coefficient of $f_i(X_i)$. When the misclassification rate was high, the coefficient was low.
6. On the basis of the classification results, we updated the weights according to Eq. (5).

$$w_i^{(t+1)} \propto w_i^{(t)} \exp \left( -\alpha_t y_i f_i(X_i) \right).$$

Here, the reason of proportionality is to multiply the normalization factor so that $\sum_i w_i^{(t+1)} = 1$. The $y_i f_i(X_i)$ term is $1$ ($-1$) if the predictions are consistent (inconsistent) with the labels of the observation. That is, Eq. (5) increases (decreases) the weight of the incorrect (correct) answer data.
7. $t \leftarrow t + 1$, the process is repeated from step 2.

Here, we used the same decision tree as that used in “Random forest” section. The maximum number of the decision trees was set to 100, which is the same as...
that used for the random forest, and for the maximum depth of branching of each decision tree 3, 5, and 7 was attempted. Label estimation was based on the weighted sum of each decision tree:

$$f(X) = \text{sign}\left(\sum_i \alpha_i f_i(X)\right),$$ (6)

where sign is a sign function in which 1 (-1) is used for a positive (negative) value.

**Feature selection**
As mentioned in “Data and features” section, 229 features were used in this study. However, not all contributed to discriminate noise and earthquakes. Sorting the features that truly contribute to the discrimination from the 229 features can improve the readability of the discrimination process in machine learning which is often referred to as black box. Furthermore, this process is expected to be effective in reducing overlearning and improving the classification performance. Therefore, we attempted to use Boruta’s method of feature selection (Kursa and Rudnicki 2010) in the present study.

The outline of this method is described as follows. First, we randomly shuffled each dataset for each feature from the training dataset. This created a shuffled dataset with a spurious feature that should not be useful for label estimation. We trained this together with the original training dataset in a random forest. If the feature importance was less than the importance of the spurious feature, the feature had no significance and was considered to be random. Therefore, we repeated this test many times up to 500 times to determine whether we can reject the null hypothesis that the importance of a feature is the same as the importance of a spurious feature. That is, this method is used for selecting only significant features.

To maintain stability, we used the 80% quantile of the spurious features when comparing importance. A significance level of $p = 5\%$ was used to determine the significance of the features. However, we performed a Bonferroni correction to test the same data repeatedly because it eliminates the effect of multiple testing by dividing the $p$ value threshold by the number of tests.

In this study, we attempted to classify automatically determined hypocenters by the random forest and AdaBoost after variable selection.

**Results of denoising method**

**Variable selection**
As mentioned in “Training and test data” section, 29,457 earthquakes and noise events were used as training data for variable selection. The maximum branching depth of the decision tree in the random forest used for variable selection was set to 7. The variable selection reduced the number of features from 229 to 183 (Table 3). The excluded features were travel time residuals and magnitude residuals far from the epicenter. The S-phase at the station closest to the epicenter was excluded because they are difficult to detect owing to their short S–P times, and they have not been identified in a significant number of earthquakes.

**Random forest**
For the random forest method, 29,457 (7365) earthquakes and noise events were used for training (testing). Table 4a shows the results for a case in which the maximum branching depth of the decision tree was set to 7. Of the total number of test data, the percentage of data correctly classified as noise events and earthquakes (accuracy) was 96.39%. In addition, the percentages of test data for earthquakes and noise events that could be correctly classified as such were 96.52% and 94.23%, respectively. As shown in Table 1, false detections caused by noise were originally about 5% of all automatically determined catalog. Therefore, machine learning can be used for about 94% suppression. Simple calculation revealed that the ratio of the noise events to the total was 0.3%. On the contrary, 3.5% of the earthquakes were misclassified as noise.

In this study, we showed that the number of decision trees was 100, and the maximum depth of branching was 7. At maximum branching depths of 5 and 3, the accuracies were 94.58% and 91.19%, respectively.

Table 5a shows the top ten factors of permutation importance, which indicates which important features are considered for discrimination. Permutation importance is a measure of the decrease in accuracy that occurs when the order of the data for a feature is shuffled. A lower accuracy reflects higher feature importance. In this study, we shuffled ten times for each feature, and the difference between the mean of the accuracy in the shuffled data and the original training data was taken as the importance. The results showed a high importance of magnitude. In fact, many of the noise events around Ryukyu islands, southwestern Japan, are misclassified as large-magnitude events even though the number of phases is low. Therefore, this condition is considered to be a learning experience.

**AdaBoost**
For the AdaBoost method, 29,457 (7365) earthquakes and noise events were used for training (testing). For the sake of fairness, the dataset was kept the same as that discussed in the previous section. The results for a maximum branching depth of 7 are shown in Table 4b. Of the total number of test data, the accuracy for noise
events and earthquakes was 98.51%. The percentages of earthquakes and noise events that could be correctly classified as such were 99.53% and 81.49%, respectively.

When the maximum branching depths of the decision tree were 5 and 3, the accuracies were 98.49% and 98.48%, respectively. These results are better than those obtained by the random forest method even when using a low maximum branching depth.

The application of the denoising method tuned in the previous section to 1 month of data recorded in March 2020. The number of automatically determined events during this period was 18,982. For both random forest and AdaBoost methods, the time required for noise and earthquake classification was about 6 min (CPU: Intel Xeon Silver 4214 2.20 GHz with one core). That is, the time for one event was about 0.02 s, which is sufficient for practical purposes. Using the random forest method, 17,175 (1807) data were classified as earthquakes (noise events),

When the maximum branching depths of the decision tree were 5 and 3, the accuracies were 98.49% and 98.48%, respectively. These results are better than those obtained by the random forest method even when using a low maximum branching depth.

The top ten permutation importance factors are shown in Table 5b. Similar to that shown in the random forest results, magnitude was the most important feature.

---

Table 3 Variable selection

(a) Hypocenter

| $t_0$ | lat | lon | dep | $M$ | $\sigma$ | $\sigma_{lon}$ | $\sigma_{lat}$ | $\sigma_{dep}$ |
|-------|-----|-----|-----|-----|---------|--------------|--------------|--------------|
| TRUE  | TRUE| TRUE| TRUE| TRUE| TRUE    | TRUE         | TRUE         | TRUE         |

(b) Phase

| $i$ | $N_p^i$ | $N_s^i$ | $N_{ps}^i$ | $Di$ | $\theta$ | $r_p^i$ | $r_i^i$ | $r_m^i$ | $\sigma_p^i$ | $\sigma_i^i$ | $\sigma_m^i$ |
|-----|--------|--------|------------|------|--------|--------|--------|--------|------------|------------|------------|
| 1   | TRUE   | FALSE  | FALSE      | TRUE | TRUE   | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 2   | TRUE   | TRUE   | TRUE       | TRUE | TRUE   | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 3   | TRUE   | TRUE   | TRUE       | TRUE | TRUE   | FALSE  | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 4   | TRUE   | TRUE   | TRUE       | TRUE | TRUE   | TRUE   | FALSE  | TRUE   | TRUE       | TRUE       | TRUE       |
| 5   | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 6   | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 7   | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 8   | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 9   | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 10  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 11  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 12  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 13  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 14  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 15  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 16  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 17  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 18  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 19  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |
| 20  | TRUE   | TRUE   | TRUE       | TRUE | FALSE  | TRUE   | TRUE   | TRUE   | TRUE       | TRUE       | TRUE       |

True indicates the selected feature. The meaning of each feature is described in Table 2. FALSE indicates a non-significant feature.

Table 4 Classification results (confusion matrix)

| Prediction         | Noise | Earthquake | Total |
|--------------------|-------|------------|-------|
| (a) Random forest, depth = 7 | 392   | 24         | 416   |
| Observation        |       |            |       |
| Noise              | 242   | 6707       | 6949  |
| Earthquake         | 392   | 24         | 416   |
| Total              | 634   | 6731       | 7365  |

(b) AdaBoost, depth = 7

| Observation        | Noise | Earthquake | Total |
|--------------------|-------|------------|-------|
| Noise              | 339   | 77         | 416   |
| Earthquake         | 33    | 6916       | 6949  |
| Total              | 372   | 6993       | 7365  |

The number indicates events classified in each category. All correct predictions are located in the diagonal of the table.
or 90.5% (9.5%). When the AdaBoost method was used, however, 17,991 (991) were classified as earthquakes (noise events), or 94.8% (5.2%).

Figure 5 shows the epicentral distribution after classification by AdaBoost. The frequency magnitude distribution showed that the rate of noise events of $M \sim 3$–4 was relatively higher than that of earthquakes. The automatic denoising by this study enabled us to suppress the noise and to obtain reliable epicentral distribution. The number of automatically determined epicenters identified within 5 s of the origin time and 50 km from the epicenter was reduced by 49 (0.4%), from 13,082 to 13,033, compared with that given in the JMA unified catalog. This value is sufficiently practical in terms of early detection of seismic activity. More than half of them occurred off the Tohoku region that received the benefits of S-net. This will be discussed in the next section.

A comparison of Figs. 3e and 5a revealed that the distributions of noise classified by visual inspection and those by machine learning showed a similar trend. However, some areas, such as off the coast of Kochi Prefecture (31°N, 135°E) and near Ishikawa Prefecture (37°N, 136°E), showed slightly different noise distributions. There is no false detection off Kochi Prefecture in Fig. 5a because airgun surveys were not conducted during this period. It also seems that few false detections near Ishikawa Prefecture due to changes in the noise environment caused by construction work near the station. This shows that machine learning does not learn only the spatial distribution of noise. In addition, off the coast of Fukushima and Ibaraki (37°N, 142°E), the waveform data were not available between March 2 and 26 owing to S-net maintenance. Therefore, some earthquakes which occurred near the region were classified as noise events. In this study, our discrimination between noise and earthquakes was based on hypocenter and phase data only. Therefore, it is necessary to develop a method that considers the missing data in the future research. It is also desirable to continuously add (update) training data since the frequently observed noise (construction and air gun) at a particular station may change with the period or season.

In the present study, we used the random forest and Adaboost methods, in which libraries are readily available for performing the calculations. Ultimately, we adopted Adaboost because it had a lower rate of earthquake misclassification as noise. The major advantage of this study is that this method was easily applied because the data size was smaller than that of the seismic waveform itself. The maximum number of features in this study was about 200, and we were able to improve the classification performance sufficiently without the use of complex deep learning. By applying and validating other machine learning methods, we can further improve the classification accuracy within the same framework. However, to more effectively improve the noise classification performance, machine learning detection or denoising methods using seismic waveforms would also need to be integrated, as discussed by Zhu and Beroza (2019) and Ross et al. (2018). This would contribute to the early detection of seismic activity using automatically determined hypocenters and would improve the cataloging efficiency by providing the data as guidance for the operator.

The application of the classifier developed in the present study to other observation networks needs to be validated on a case-by-case basis. In the future, we would like to consider, for example, training on observation networks in eastern Japan and testing in western Japan to improve the generalization performance (Hara et al. 2019).

### Seismic activity along the Japan Trench

In this section, we show the changes in hypocenter distribution based on S-net usage between January 1 and August 31, 2020; denoising by visual inspection for the hypocenter between January 1 to February 29, 2020: that is, categories 0 and 1 made in “Data and features” section;

| Table 5 | Top 10 permutation importance features |
|---------|--------------------------------------|
| Feature | Importance                           |
|---------|--------------------------------------|
| (a) Random forest |                     |
| $M$       | 0.002471                             |
| $\sigma_p^4$ | 0.000299                           |
| $\sigma_s^{11}$ | 0.000244                           |
| $\sigma_p^9$ | 0.000190                             |
| $\sigma_s^{10}$ | 0.000177                           |
| $\sigma_s^{14}$ | 0.000177                           |
| $\sigma_m^{10}$ | 0.000177                           |
| $\sigma_p^5$ | 0.000163                             |
| $\sigma_p^2$ | 0.000163                             |
| $\theta^1$ | 0.000136                             |
| (b) Adaboost |                      |
| $M$       | 0.003585                             |
| $\text{lon}$ | 0.001439                           |
| $t_0$     | 0.001371                             |
| $N_p^{14}$ | 0.001181                             |
| $N_p^{5}$  | 0.001154                             |
| $N_p^{20}$ | 0.000950                             |
| $N_p^{19}$ | 0.000815                             |
| $N_p^{10}$ | 0.000815                             |
| $N_p^{11}$ | 0.000692                             |
| $N_p^9$   | 0.000597                             |
and ensemble learning with AdaBoost after March 1, 2020.

Figure 6 shows the detectability of the JMA unified catalog and automatically determined earthquakes. Additional file 1: Table S1 shows the residuals of hypocenter locations and magnitudes between coincidental events. Compared with the JMA unified catalog data, the completeness magnitude (\(M_c\)) near the trench axis (region C) decreased significantly from 2.8 to 1.6, so that events of \(M \geq 2\) could be detected throughout the entire Tohoku region. Of course, the epicenter near the trench axis (region C) becomes shallower when using OBS, which makes \(M\) become systematically smaller. A comparison of the JMA unified catalog data with the automatically determined hypocenters that coincided with each other within 5 s of the origin time and 50 km from the epicenter revealed that the average focal depth with S-net was 8 km shallower than that without, and its use contributed to a 0.3 reduction in magnitude (Additional file 1: Table S1). Therefore, the reduction of \(M_c\) by 1.2 (=2.8–1.6) includes not only the effect of the improved detectability with S-net but also that of the change in depth. Also, the earthquake decision rate is more than 94% for \(M \geq 1\) throughout the entire Tohoku region (Additional file 1: Table S2). In regions A and D, which are close to the coast, the frequency magnitude distributions of the JMA unified catalog data and automatically determined earthquakes were almost identical and were almost unaffected by S-net. Therefore, it is possible to obtain statistics of seismic activity such as the \(b\)-value of the Gutenberg–Richter law (Gutenberg and Richter 1944) continuously for past earthquakes.

The seismic activity and tectonics along the Japan Trench are shown in Fig. 7. In terms of the along-dip direction, the microseismic activity was concentrated within 20–50 km depths along the upper surface of the subducting Pacific Plate (Fig. 7a). On the contrary, many slow earthquakes have been detected at 10–20 km depths.
in the upper surface of the subducting Pacific Plate (Nishikawa et al. 2019) with distribution complementary to that of the microearthquakes (Fig. 7b). According to the Japan integrated velocity structure model (JIVSM) developed by the Headquarters for Earthquake Research Promotion and Koketsu et al. (2012), the isodepth contours of 20–30 km in the upper surface of the Pacific Plate roughly correspond to the intersection of the Pacific Plate and the continental Moho.

On the contrary, in the along-strike direction, almost no slow earthquakes or microearthquakes occurred in the large coseismic slip area of the 2011 Tohoku earthquake off the coast of Miyagi Prefecture. We emphasize that few seismic activities are visible in the coseismic slip area, even though the use of S-net enabled us to detect smaller earthquakes in this study (Fig. 6). The surface projection of seismic activities is similar to that of afterslip and aftershocks at the deep extension of the coseismic slip area revealed from pre- and post-seismic geodetic data (Yamagiwa et al. 2015; Iinuma et al. 2016; Noda et al. 2018; Tomita et al. 2020). This spatial complementarity between the coseismic slip and afterslip may be caused by differences in frictional properties. To understand the physical mechanism of seismic activity complementary to the coseismic slip, additional studies are needed, such as distinguishing between interplate and intraplate events based on focal mechanisms and hypocenter locations (e.g. Hasegawa et al. 2012; Nakamura et al. 2016). However, it would reflect the diversity of interplate slip motion due to spatial heterogeneity of friction and the associated stress changes in the surrounding crust.

Seismic activity also occurred occasionally at depths of 10–20 km off the coast of Iwate and Ibaraki prefectures adjacent to the coseismic slip area (Clusters N, S in Fig. 7a). These clusters are restricted to the fringes of low-velocity anomalies (Fig. 7c; Hua et al. 2020)
among the background swarms (blue square in Fig. 7b; Nishikawa et al., 2019) that are suggested to be related to slow slip. Maeda (1996) reported that swarm-like seismic activity in these areas tends to precede major earthquakes. Hirose et al. (2020) pointed out that the seismic activity in these regions tends to trigger a main shock more easily than that expected by the epidemic-type aftershock sequence (ETAS) model, which reflects some physical phenomena (for example, a nucleation process like a precursory slip) that cannot be explained.
by mere triggering effects. Therefore, microearthquakes occurring in these regions are considered to reflect changes in interplate coupling caused by slow slips or precursory slips.

Bassett et al. (2016) defined the abrupt change in geological structure of the upper plate off Fukushima and Ibaraki prefectures as the forearc segment boundary (FSB) (the purple dashed line in Fig. 7) on the basis of the residual topography and gravity anomaly. Nishikawa et al. (2019) discussed that the FSB corresponded to the boundary between the coseismic slip area of the Tohoku earthquake and the slow earthquake activity area. On the other hand, the present study did not show a clear contrast in microseismic activity across the FSB.

In the next section, we detail the seismic activity occurring between January and August 2020 for each region. In Additional file 1: S2, we also discussed the characteristics of $M \geq 5$ earthquakes marked as stars in Figs. 8, 9, 10.

**Seismic activity off Aomori and Fukushima prefectures**

In areas off Aomori to Fukushima prefectures (Figs. 8 and 10), seismic activity was observed along the plate boundary. It can be clearly seen that the depth of the offshore earthquakes has improved significantly comparing Figs. 10 and Additional file 1: Figure S3. As previously mentioned, seismic activity occurring near the plate boundary between the Pacific Plate and the continental crust was almost completely absent in the shallower areas. However, in cross-section C, seismic activity was also observed at depths of 10–20 km along the plate boundary. Moreover, seismic activity was observed in the toe of the mantle wedge between the plate boundary and the continental Moho in cross-sections C–E. This is referred to as a supraslab earthquake, which Uchida et al.
interpreted to occur within seamounts detached from the Pacific Plate.

In cross-section F, unlike that in other regions, the hypocenter became shallow upward from about 20 km in depth at the plate boundary (horizontal axis is from $-50 \text{ km}$ to $-20 \text{ km}$ in Fig. 10). Some moment tensor solutions by NIED F-net have normal faults, and these could have occurred in the continental crust. Although branching faults from the plate boundary are possible, detailed determination of the hypocenter must be based on three-dimensional velocity structures. Aftershocks of the $M_{7.4}$, 25 km depth intra-continental crust earthquake that occurred on November 22, 2016, are also evident in cross-section F, in which the horizontal axis of distance is about $-120 \text{ km}$.

Seismic activity from Ibaraki to Chiba prefectures

Off the coast of Chiba Prefecture (Figs. 9 and 10), the Philippine Sea Plate is subducting from the south, and the Pacific Plate is subducting beneath the Philippine Sea Plate, creating complex tectonics. In this study, distinct seismic activity was apparent for each plate when using S-net. Along the northeastern edge of the Philippine Sea Plate shown by Uchida et al. (2009), the microseismic activity is linearly distributed in shallow areas from the eastern coast of Chiba Prefecture to the triple junction. Ito et al. (2019) interpreted that low-angle thrust fault earthquakes occurring at depths of 20–30 km in this vicinity are associated with the subduction of the Philippine Sea Plate. However, because the depth of the determined microseismic activity is as shallow as 10 km in this study, it may be considered to have occurred in the intra-continental crust. Seismic activity was continuously observed in the southern region of the subduction of the Philippine Sea Plate (Sagami Trough). Serpentinized peridotite present in the Philippine Sea Plate has been suggested to have formed prior to the subduction (Kamimura et al. 2002; Nakajima et al. 2009). This activity could be related to the eastern margin of the serpentinized peridotite region. However, the plate depth around the triple junction is unclear, and further research is needed to understand the relationship between the serpentinized peridotite region and the microseismic activity.

Summary

In this study, to understand the microseismic activity occurring along the Japan Trench, we used approximately 27,000 automatically determined hypocenters and their phase data as training data to automatically...
discrimination between earthquakes and noise events using random forest and AdaBoost ensemble learning. The results showed that all the methods were able to correctly discriminate between earthquakes and noise with about 96–99% accuracy. In particular, AdaBoost had less than 1% probability of misclassifying earthquakes as noise. This will contribute to the early detection of seismic activity using automatically determined hypocenters and will increase the efficiency of cataloging. In addition, the seismic activity along the Japan Trench was scrutinized on the basis of the obtained hypocenters.

At the shallow plate boundary at depths of 10–20 km, microseismic activity was low, and the distribution was complementary to that of the slow earthquake and large slip areas of the 2011 Tohoku earthquake. The difference in the interplate frictional properties could define the microseismogenic zone, the mega seismogenic zone, or the slow seismogenic zone. Because S-net usage for the JMA unified catalog has been started from September 2020, further accumulation of data is expected to reveal detailed activities such as temporal variation at the shallow part of the plate boundary.

**Fig. 10** Cross sections of automatically determined hypocenters. The cross-sectional view shows earthquakes occurring within 40 km of each line in Figs. 8 and 9. The automatically determined hypocenters of $M \geq 5$ events are indicated by stars. The pink area represents the continental crust, green area represents the Pacific Plate crust, and the blue area represents the Philippine Sea Plate crust. The purple inverse triangles indicate the forearc segment boundary according to Bassett et al. (2016), and the green inverse triangles indicate the northeast limit of the Philippine Sea Plate according to Uchida et al. (2009). The blue inverse triangle indicates the trench.
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