Exploiting the chaotic behaviour of atmospheric models with reconfigurable architectures
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A B S T R A C T

Reconfigurable architectures are becoming mainstream: Amazon, Microsoft and IBM are supporting such architectures in their data centres. The computationally intensive nature of atmospheric modelling is an attractive target for hardware acceleration using reconfigurable computing. Performance of hardware designs can be improved through the use of reduced-precision arithmetic, but maintaining appropriate accuracy is essential. We explore reduced-precision optimisation for simulating chaotic systems, targeting atmospheric modelling, in which even minor changes in arithmetic behaviour will cause simulations to diverge quickly. The possibility of equally valid simulations having differing outcomes means that standard techniques for comparing numerical accuracy are inappropriate. We use the Hellinger distance to compare statistical behaviour between reduced-precision CPU implementations to guide reconfigurable designs of a chaotic system, then analyse accuracy, performance and power efficiency of the resulting implementations. Our results show that with only a limited loss in accuracy corresponding to less than 10% uncertainty in input parameters, the throughput and energy efficiency of a single-precision chaotic system implemented on a Xilinx Virtex-6 SX475T Field Programmable Gate Array (FPGA) can be more than doubled.

C⃝ 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Climate and weather prediction are computationally intensive; even with high-performance computing resources, it is typically impossible to resolve important convective cloud systems in global models [1]. Numerical models of weather and climate show significant model error due to limited resolution and complexity, necessitating a need for even more resource-intensive models. Performance and power requirements for running such models with hard time constraints, for example in operational weather forecasts, have led to the exploration of hardware accelerators such as GPUs and FPGAs to obtain greater throughput and power efficiency [2,3].

With reconfigurable architectures becoming more prominent and increasingly accessible for running accelerated computation, we choose to investigate how designs may be customised to take advantage of the characteristics of climate simulations. A common approach to enhance throughput of hardware designs is to reduce precision of calculations so that additional hardware resources can be employed to increase parallelism. Excessive precision reduction however, reduces calculation quality and usefulness, so a trade-off must be made between performance and accuracy.

Lorenz showed that weather forecasting involves the prediction of a chaotic system [4]. This implies an exponential growth of errors in any perturbation of the model, such as a slight change in initial conditions; significant divergence between a CPU and hardware implementation is expected simply due to implementation differences, and is not in itself an indicator of error. Diagnostics that rely on solution convergence between implementations for validation are no longer appropriate.

Weather and climate models are known to show significant limitations due to limited resolution or insufficient complexity in the representation of the Earth system. Short-term forecasts will be perturbed by uncertainty in initial conditions due to the nature of measurements and data assimilation. If the model setup is changed, e.g. by a change of software/hardware implementation, model parameters or model forcing (such as CO2 concentration), it is almost impossible to predict the response of the model due to the chaotic nature of the system and numerical simulation is necessary to identify the impact.

A reduction in precision will reduce computational cost and resource usage but will also alter arithmetic behaviour and influence model simulations. However, given the model limitations that are outlined above, one may consider a reduction in precision...
appropriate so long as the behaviour change introduced is insignificant compared to those introduced by other factors. The resources saved through precision reduction may then facilitate an increase of design throughput or permit more complex designs.

To this end, we investigate the reduction of precision in chaotic systems using the Lorenz 1996 model (a.k.a. Lorenz 1995 and referred to hereafter as Lorenz ’96), designed by Lorenz [5] to study interactions of atmospheric processes with non-linear, chaotic dynamics. Our analysis has applicability beyond this model — scale interactions within the Lorenz ’96 model resemble scale interactive behaviour of various parts of numerical atmosphere models that is typically difficult to capture in idealised systems. Similar scale interactions are also important for turbulent energy cascades relevant to most applications in CFD (computational fluid dynamics).

The Lorenz ’96 model has been used in extensive studies in the literature to investigate new methods for data assimilation, the propagation and representation of model error and improved numerical algorithms involving dynamical systems [6–10].

This paper contributes and presents:

- the hardware architecture of a two-scale Lorenz ’96 simulation using Runge–Kutta time-stepping;
- a demonstration of how it is possible to make trade-offs between precision and throughput for a system where numerical divergence is expected;
- an analysis of the impact of varying the precision of variables at different scales in the Lorenz ’96 implementation using error metrics appropriate to chaotic systems (the Hellinger distance);
- performance, precision and power consumption comparisons of reduced and single-precision FPGA implementations.

This paper is an extended version of work presented at the 23rd IEEE International Symposium on Field-Programmable Custom Computing Machines in 2015 (FCCM’15) [11]. Additional contributions and content include:

- a more detailed presentation of the chaotic properties of Lorenz ’96 and the effect of arithmetic precision and parameter changes on the evolution of the system (Section 4.1);
- a detailed overview of the methodology we used to determine the value representations we chose to use for hardware builds (Section 4.3);
- the application of the same methodology with fixed-point representations, and the presentation of power, precision and performance results for the resulting builds (Section 4.7 & 6);
- a more detailed performance analysis of hardware builds, including calculations of arithmetic throughput and bandwidth utilisation (Section 6.2).

2. Field Programmable Gate Arrays as specialised accelerators

Field Programmable Gate Arrays (FPGAs) are integrated circuits whose architecture can be reconfigured. FPGAs are achieving increasing visibility as an accelerator architecture, present in Microsoft, Amazon and IBM data centres — a major benefit being a high compute-to-power ratio. Microsoft’s Project Catapult has deployed FPGA accelerators into Microsoft data-centre servers where a performance improvement of 95% in search engine scoring was obtained relative to a software implementation running on 12-core Intel Sandy Bridge CPUs but with a maximum power overhead of only 22.7 W [12]. A revised accelerator architecture is now being deployed at hyperscale in Microsoft’s production datacentres worldwide [13].

Alternative accelerator architectures include GPUs (Graphics Processing Units) and the Intel Xeon Phi. Performance and power comparisons typically show highly application-dependent results with arithmetic intensity and regularity of data access being important factors [14,15]. Given the significant power requirement for executing climate models, our work primarily focuses on power efficiency rather than the computational throughput of a given device. High-performance GPUs typically have large power requirements [16], but can be power-efficient when high computational throughput is achieved e.g. for operations such as matrix-multiply [15]. However, finite difference computations like those used in many weather models are typically bandwidth bound and may only achieve a fraction of peak performance. In situations where near peak performance of a GPU cannot be attained, FPGAs can provide a significant advantage over GPUs in terms of energy efficiency [16].

FPGAs typically contain reconfigurable logic blocks, random access memory elements (Block RAM) totalling tens of MBs and DSP (digital signal processing) elements which provide efficient implementation of various numerical primitives. Through configuration of the programmable logic, arbitrary designs can be placed on the chip provided that resource, routing and timing constraints can be satisfied.

Conventional CPU cores contain pipelines designed for the execution of general purpose calculations where operations in a pipeline are dependent on an instruction stream that is unknown until execution of a program. Although it is possible to materialise similar architectures on FPGAs, most efficient utilisation occurs when the architecture chosen is customised to the computation being performed.

In an architecture designed for a specific problem, the pipeline will only involve steps required for the calculation. Since the pipeline is intended solely to execute a specific calculation, there is typically no need for a fetch–decode–execute cycle or techniques such as branch prediction or out-of-order execution which are frequently employed in general purpose architectures. Obtaining effective performance from an FPGA thus depends on the creation of an architecture that can perform a given computation efficiently rather than mapping it to a pipeline chosen in advance.

Optimised FPGA architectures typically make extensive use of pipeline parallelism, and for compute intensive workloads, may perform thousands of operations per cycle. This extensive parallelism enables FPGAs to achieve significant throughput despite having lower clock frequencies (typically hundreds of MHz) than conventional CPU architectures. Key to achieving efficiency is also the choice of number representation — real numbers need not be represented as IEEE floating-point values and using reduced-precision floating or fixed-point representations can significantly reduce resources, making it possible to place higher throughput designs on a device. We exploit the ability for FPGAs to use custom number representations in this work, by choosing representations that possess only the precision necessary to perform calculations of interest. In contrast, a conventional CPU is only capable of performing calculations efficiently with representations chosen during its design.

FPGAs have previously been applied to Limited Area Models such as BOLAM [17] and the global shallow water equations [18] using finite difference schemes though such work has considered short-term simulations that show only limited propagation of model errors due to the chaotic dynamics of the atmosphere. In this work, we consider the influence of reduced precision on a long-term diagnostic for a system with strong chaotic behaviour. Furthermore, the Lorenz ’96 model allows us to choose the level of precision reduction to apply at different scales, which we also explore. Previous explorations have been limited to software-based simulations which could only be run at much smaller scale [19,20].
The potential for FPGAs to provide highly power efficient acceleration has led us to explore techniques whereby a design may be customised to take advantage of the numerical properties of chaotic systems that occur in climate modelling. Climate modelling is both power and computation intensive, and effective use of FPGA architectures could provide a significant benefit in terms of power and cost.

3. The Lorenz ’96 equations

The two-scale Lorenz ’96 model was designed by Lorenz as a simple model to study predictability in a chaotic system. Despite its simplicity, Lorenz ’96 possesses important properties of numerical atmosphere models such as scale interactions and chaotic behaviour. This makes Lorenz ’96 useful for initial investigation of techniques before application to actual climate models and other chaotic systems [6–10]. Also, its numerical implementation has significant similarities to widely used CFD finite difference models in terms of the discrete grid point representation and time stepping schemes.

The model is defined by a set of coupled equations involving $K$ global-scale variables ($X_{i,j,k}$), each of which is associated with a set of $J$ local-scale variables ($Y_{i,j,k}$):

\[
\frac{dX_k}{dt} = -X_{k-1}(X_{k-2} - X_{k+1}) - X_k + F - \frac{hc}{b} \sum_{j=1}^{J} Y_{j,k},
\]

\[
\frac{dY_{j,k}}{dt} = -cY_{j+1,k}(Y_{j+2,k} - Y_{j-1,k}) - cY_{j,k} + \frac{hc}{b} X_k
\]

where $F$ is a forcing term, $h$ is the coupling constant, and $b$ is the spatial-scale ratio and $c$ is the time-scale ratio. Often $h = 1$, $F = 20$, $b = 10$ and $c = 4$. A time-unit in Lorenz ’96, hereafter referred to as a Model Time Unit (MTU), is considered equivalent to 5 atmospheric days due to a comparison by Lorenz which matched the error doubling rate to Lorenz ’96 to global circulation models [5].

Global and local-scale variables are arranged circularly (Fig. 1) such that $X_0 = X_{Nf,k}$, $Y_{j,0} = Y_{j,Kn}$, and $Y_{j,k} = Y_{j,k+1}$. For clarity we show a small system; in practice we look at how to scale $J$ and $K$ to hundreds of thousands. We explore how to scale both $J$ and $K$, but only run simulations with relatively small values of $J$ (144) since local-scale values only influence global-scale values through a summation so larger values of $J$ result in statistically similar behaviour.

For simplicity we use explicit time stepping. All simulations are temporally discretised using classical fourth-order Runge–Kutta — a higher-order scheme that is frequently used in standard models. It achieves high polynomial accuracy through the combination of multiple intermediate estimates of the future model state.

The choice of time-stepping scheme can significantly impact accelerator design. Runge–Kutta has fourth-order accuracy but requires significantly more operations compared to less accurate schemes. In Runge–Kutta the intermediate estimates are only used for advancing a single timestep, and are not useful otherwise. In a hardware design, calculation and consumption of these intermediate values can be pipelined, so they never need to be explicitly stored, which could only be done off-chip. Hence, adopting Runge–Kutta in a hardware implementation makes it possible to increase the arithmetic intensity of a calculation without increasing bandwidth requirements. By contrast, Adams–Bashforth (another explicit higher-order scheme) reuses system states from previous timesteps in multiple future calculations which would likely force them to be saved off-chip, increasing bandwidth requirements.

4. Precision analysis

In this section we discuss the chaotic properties of Lorenz ’96 (Section 4.1), how we evaluate the correctness of a given Lorenz ’96 implementation (Section 4.2), our methodology for choosing the precision of hardware designs (Section 4.3), the implementation of the analysis (Section 4.4), and the analysis results for the hardware designs built in this paper (Sections 4.5, 4.6 & 4.7).

4.1. Chaotic behaviour in the Lorenz ’96 system

Lorenz ’96 exhibits complex wave-like and chaotic behaviour [21]. In chaotic systems, the trajectories of two simulations that only differ by a small perturbation in the initial conditions will diverge, with the mean distance between their trajectories increasing exponentially in time. Eventually, the two trajectories become uncorrelated and the mean distance will no longer increase and converges towards a certain value that is a property of the system.

Despite this, observing the divergence rate for short-term simulations allows us to explore the sensitivity of a simulation to changes in initial conditions, and the relative magnitude of the effects caused by different sources of perturbation.

In this section, we will compare the divergence rates for simulations with perturbations from two different sources:

1. The use of slightly perturbed model parameters.
2. The use of reduced numerical precision in one of the model setups.

We study (1) since weather and climate models (next to many other shortcomings such as limited resolution and complexity and unknown initial conditions) are based on numerous model parameters that are not known exactly such that simulations of future weather will inevitably diverge.

To characterise the impact of this effect, we run our C++ Lorenz ’96 implementation (Section 4.4) with different precisions of floating-point variables corresponding to half, single, double, x86-extended, quadruple and octuple precision. We run each system from the same initial state derived by running a simulation in double precision for 2000 iterations (1 MTU).

The average forecast error $E(t)$ at time $t$ for $N_f$ simulations is the average mean difference between the global-scale variables of each model and a reference $X_{\text{ref}}$:

\[
E(t) = \frac{1}{KN_f} \sum_{j=1}^{N_f} \sum_{k=1}^{K} \left| X_{j,k}(t) - X_{\text{ref}}(t) \right|.
\]

For our experiment we choose $N_f = 1$ and choose $K = 1000$ to increase the number of variables we average over. We cannot execute an infinite-precision reference, so we simulate in floating point with 489-bit mantissas used for local and global-scale quantities; we conjecture that a 489-bit mantissa would correspond to the precision obtained by using sexdecuple precision (64-byte) values, were they to be defined by IEEE 754. In practice, little hardware support exists for number representations beyond double precision. Results are shown in Fig. 2.

The precision differences result in exponential increases in error from the reference simulation. Errors reach a peak when the two simulations being compared no longer have any correlation to each other. Although increasing precision does reduce divergence, this demonstrates that numerical divergence is not a useful metric for evaluating the precision of long-term simulations of chaotic systems.

We plot the forecast error when the Lorenz ’96 parameters $c$ and $F$ are scaled by various values in Fig. 3. These values are chosen to be close to one to correspond to systems where parameters can only be estimated to within a known degree of certainty.
Fig. 1. Visualisation of a two-scale Lorenz ’96 system with $J = 8$ and $K = 6$. Global-scale values ($X_i$) are updated based on neighbouring values and a reduction applied to the local-scale values ($Y_{ij}$) associated with that value. Local-scale values are updated based on neighbouring values and the associated global-scale value. The neighbourhood topology of both the local and global-scale values is circular.

Fig. 2. Forecast error for Lorenz ’96 run with different mantissa sizes for both local and global quantities. $J = 120, K = 1000, F = 40, b = 10$ and $c = 10$. All systems were initialised from the same starting state derived by spinning up the system for 2000 iterations (1 MTU) in double precision. Divergence between simulations increases exponentially for all precisions, so we cannot determine what is an acceptable level of numerical precision based on this metric.

Again we use 489-bit mantissas for representing local and global-scale quantities. Parameter uncertainties are known to be large for atmospheric applications and 10% uncertainties are not unreasonable [22].

We find that the rate at which forecast error increases due to parameter variation is much greater than that due to changes in arithmetic precision for most of the representations used in Fig. 2. For example, after 1 MTU the forecast error of the Lorenz ’96 simulation with $c$ and $F$ scaled by $1 - 10^{-6}$ is $7.48e-2$, whereas it is $8.84e-6$ for the single-precision implementation with unaltered parameters. This suggests that we can significantly reduce the precision at which a Lorenz ’96 simulation is run below that of double or single-precision arithmetic with a change in behaviour comparable to that attributable to parameter uncertainty.

We will consider it acceptable for Lorenz ’96 simulations to diverge numerically to the extent attributable to parameter uncertainty. Since Lorenz ’96 exhibits non-linear behaviour, the average forecast error is only useful for evaluating short-term simulation quality. To evaluate longer term behaviour, we use the Hellinger distance, described in the next section.
4.2. Comparing the long-term dynamics of Lorenz ’96 simulations

We use a metric based on the long-term statistical behaviour of the system to compare the similarity of Lorenz ’96 simulations in the remainder of this paper. This metric is based on the climatology of Lorenz ’96 which is typically defined as the probability density function (PDF) of the X variables, averaged over a long run: 10,000 model time units, equivalent to more than 100 atmospheric years [5]. We note that at least 30 years of weather statistics are typically considered necessary to assess climate and that one Lorenz ’96 MTU is considered to correspond to 5 atmospheric days (Section 3). The short term behaviour and correlation of model fields in time will not be considered in such an evaluation. However, we found that results for metrics of short term simulations, such as the forecast error from the previous section, were consistent with metrics that are based on the climatology. For assessing simulation accuracy, we compare the PDFs of both local and global-scale variables since we wish to optimise representations for both of these quantities.

We note that the PDF may at first appear to be an overly simple metric for determining whether the long-term dynamics of a precision-reduced Lorenz ’96 system are correct. Although Lorenz ’96 is only an idealised model to study atmospheric dynamics, the simulation still corresponds to a time-discretised approximation of a continuous system described by a set of partial differential equations. In both Lorenz ’96 and real atmospheric simulations, each successive state is highly correlated with the previous one, and we know by construction that each state is derived through application of the Runge–Kutta discretised Lorenz ’96 equations. Hence the modified system being compared is fundamentally constrained and the mechanisms whereby such a system could manifest the correct PDF yet be functioning incorrectly are highly limited.

The PDFs of the global-scale variables of a Lorenz ’96 system can only be constructed through sampling large numbers of uncorrelated system states, and so is a characterisation of long-term dynamics. We note that the PDF of Lorenz ’96 is therefore an emergent property of the system. Most importantly, the PDF of Lorenz ’96 is non-trivial to construct — it does not correspond to a Gaussian or simple geometric function [6]. This, combined with the non-linear and chaotic behaviour of Lorenz ’96, would magnify any changes in short-term dynamics and makes it extremely improbable that any alteration in either short or long term dynamics would not manifest in changes to the PDF of global-scale values.

The PDFs of global-scale values in Lorenz ’96 are considered to be a useful metric for determining correct dynamics in the climate modelling community. To this end, they are often used to analyse veracity of new approaches to parameterisation techniques that are studied in Lorenz ’96. Parameterisation techniques approximate the effects of unresolved variables in terms of larger-scale, resolved variables e.g. replacing the summation of Y in Eq. (2) by some function of the X variables to avoid having to store or compute on Y (see for example [6]). In contrast, we do not go as far as altering the Lorenz ’96 equations themselves, only the precision of the values used.

A metric often used to compare PDFs is the Hellinger distance (see for example [23]). We adopt the Hellinger distance metric for comparing simulations of Lorenz ’96. For two probability distributions p and q, the Hellinger distance H is defined as:

$$H(p, q) = \sqrt{\frac{1}{2} \int \left( \sqrt{p(x)} - \sqrt{q(x)} \right)^2 \text{dx}}.$$  \hspace{1cm} (4)

Calculating the Hellinger distance between two simulations allows us to quantify the statistical similarity between them. Since the Hellinger distance is a comparison of long-term dynamics, we expect two simulations with differing initial conditions but the same parameters to have a Hellinger distance close to zero.

In practice, an empirical measurement of the Hellinger distance between two simulations with identical parameters but differing initial conditions will be non-zero. We use this value as a baseline for estimating when two simulations exhibit the same statistical behaviour.

By varying the parameters of Lorenz ’96, we can also calculate Hellinger distances that correspond to the change in behaviour due to changes in parameters to the system. Measurement of real-world parameters for weather modelling are limited by the accuracy and availability of observations from weather instrumentation and therefore subject to uncertainty. By varying Lorenz ’96 parameters and measuring the increase in Hellinger distance, we can quantify the change in statistical behaviour that might be considered as being insignificant in comparison due to parameter uncertainties that generate significant model error.

In the following, we will compare Hellinger distances for simulations with reduced precision against Hellinger distances for simulations with parameter changes and differing initial conditions.

4.3. Precision reduction methodology

Reducing calculation precision enables the reduction of hardware resource utilisation, permitting instantiation of additional functional units for increasing throughput. For the Lorenz ’96 simulations, we wish to determine the extent to which we can increase throughput while maintaining an acceptable level of accuracy.

We consider both reduced-precision floating point and fixed point. We do not attempt to optimise each intermediate value in our pipeline; rather, we investigate the effects of precision reduction on terms associated with the global and local-scale quantities of Lorenz ’96. Düben et al. have shown for an atmosphere model that the precision to calculate small-scale dynamics can be reduced much further than the precision for large-scale dynamics with a smaller influence on model results and forecast quality [20].

We show our methodology in Fig. 4. Each step corresponds to this paper as follows:

1. We modify a CPU implementation of Lorenz ’96 to support alternative representations for real values. We describe these changes in Section 4.4.
2. We use the modified Lorenz ’96 implementation to profile exponent ranges for local and global-scale quantities. This is described in Section 4.5.
3. We use the original CPU implementation to determine what Hellinger distances we expect between uncorrelated Lorenz ’96 simulations with the same parameters, and between Lorenz ’96 simulations with altered parameters. This is described in Section 4.6.
4. We run CPU-based simulations of Lorenz ’96 with local and global-scale values represented using different value representations. For fixed point, we use the exponent ranges to choose the binary point offset. From these simulations, we produce a mapping between different value representations and the expected Hellinger distance from a reference simulation. This is described in Sections 4.6 and 4.7.
5. We use the Hellinger distances calculated in step 2 to choose what precisions to use for hardware builds (Sections 4.6 and 4.7).
6. We evaluate the performance and power utilisation of our hardware builds and compare Hellinger distances against those estimated in step 2 (Section 6).
4.4. Implementation

We extended the Lorenz '96 C++ implementation to support reduced precision in floating and fixed point. To match the hardware implementation of floating point, we require behaviour equivalent to IEEE 754 with round-to-nearest, no denormalised value support and non-standard mantissa lengths. We originally used an arbitrary precision library but required higher performance for long runs so we approximated reduced precision with round-to-nearest, tie-to-even behaviour through bit manipulation of double-precision values. Since we have no access to the "sticky" bits of the underlying implementation, we sometimes invoke tie behaviour when a correct implementation would round. We note that the rounding mode has significant impact on the behaviour of this model at low precisions. Using truncation resulted in larger Hellinger distances at lower precision. A previous implementation used round-to-nearest, tie away from zero rounding behaviour (which is not an IEEE 754 rounding mode but is unbiased and was efficiently implementable). However, this resulted in generation of NaNs (not a number) due to the magnitude of coefficients being repeatedly increased via rounding and therefore could not be used for simulations.

For fixed point, we emulate round-to-nearest behaviour with ties rounding away from zero. We note that this behaviour is significantly less problematic for fixed-point implementations than floating-point ones — larger values are less affected by rounding than smaller ones due to the non-normalised representation. If we attempted to optimise the fixed-point representation used at the granularity of each intermediate value we expect we would need to correctly emulate tie behaviour.

Since the hardware and reduced-precision CPU implementations differ in order and implementation of arithmetic operations, the results from each will diverge. Also, the chaotic nature of Lorenz '96 causes even tiny perturbations to lead to divergence. However, we can use the CPU implementation as a tool to analyse the effect of different local and global-scale value mantissa widths on the Hellinger distance.

4.5. Exponent profiling

Runtime profiling of floating point exponent values in the CPU simulation was performed for 8000 time-steps (Fig. 5). Results suggest that base-2 exponent values of up to 10 and 11 are required to capture the largest global and local-scale values, respectively.

For our floating-point hardware implementation, the distribution indicates that exponent widths of 5-bits for both global and local-scale values can represent the majority (≥ 99.999%) of values generated during a simulation. Exponents for custom floating-point types in our hardware design are represented in a biased manner similar to those in IEEE 754, so an exponent field of width 5 can represent exponents in the range −14 to 15, inclusive. As in IEEE 754, the lowest exponent is reserved for representing zero (denormal numbers are unsupported by our hardware synthesis toolchain) and the highest exponent used for representing NaNs and infinities.

We also use these analyses to determine the ranges of the fixed-point representations. In hardware, fixed-point values have a two’s complement representation with a shifted binary point. We choose offsets (the number of bits to the left of the binary point excluding the sign bit) of 11 and 12 for the global and local-scale values, respectively, which provides leeway for representing double the maximum magnitudes observed in the CPU simulations.

4.6. Floating point analysis

We plot the Hellinger distances between the PDFs of the elements of the global and local-scale states against a double-precision implementation (Fig. 6). We see expected behaviour — that reduced precision leads to greater error. Although the probability distribution of global-scale values appears minimally affected by the use of small (≤ 8 bits) mantissas for local-scale values, this is misleading since the probability distribution of local-scale values has been significantly altered. The results also confirm previous work [20] which concludes that the precision of values at different scales can be optimised independently, which is important for scaling our analysis to more complex models.

To determine the extent to which precision can be reduced, we must choose an acceptable Hellinger distance. We vary c and F in order to determine the Hellinger distances that correspond to a chosen levels of uncertainty in the model parameters. The abstract nature of Lorenz '96 means that parameters cannot be compared directly to a full atmospheric circulation model so it is necessary to make estimates regarding what constitutes realistic levels of uncertainty.

The coupling parameter c can be interpreted as an internal model parameter that is responsible for the coupling between processes (such as the surface layer drag in climate models). Parameter F can be interpreted as boundary condition (such as CO₂ forcing...
in the atmosphere or the heating rate of a combustion engine in Computational Fluid Dynamics). Parameters $b$ and $h$ remain untouched in our tests to keep the complexity of the tests limited. It is a realistic assumption that some model parameters will be uncertain (e.g. viscosity and cloud parameters in atmospheric models) while other parameters are known with high certainty (e.g. heat capacity).

We calculate Hellinger distances between the double-precision reference, the same with changed initial conditions, and with $c$ and $F$ altered by 1% and 10% (Table 1). For reduced-precision floating point we estimate minimum mantissa widths (Table 2). We assume that a change of $c$ is a good representation for parameter uncertainties while a change of $F$ is a good representation for uncertainties in boundary conditions. We consider 1% to be realistic for most numerical models in Computational Fluid Dynamics where uncertainties are low and 10% to be reasonable for atmospheric applications where uncertainties are large due to the complexity of the Earth system [22].

4.7. Fixed point analysis

In order to perform the fixed-point analysis, we must first choose the binary point offsets of the fixed-point representations used for local and global-scale values. We require that the binary point offsets are sufficient to allow the largest local and global-scale values to be represented. The largest values we have observed
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**Fig. 5.** Exponent (base-2) distributions for global and local-scale values derived from CPU simulation with $F = 40$, $b = 10$ and $c = 10$. The profile includes all intermediate values calculated in the specified precision.
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**Fig. 6.** Hellinger distances (smaller is better) for X and Y state values between a double-precision CPU implementation and the CPU implementation using reduced-precision floating point for local and global-related values. $F = 40$, $b = 10$, $c = 10$, $J = 64$, $K = 2000$ and the simulation was run for 3,750,000 time-steps with the state sampled every 1000 time-steps. In Lorenz ‘96, local-scale values only influence global scale values via summation, which is why the Hellinger distance for global-scale values does not increase significantly when local-scale values use mantissa widths less than 10 bits, despite the loss of correct local-scale dynamics.

**Table 1**

| Run                        | Estimated H (global) | Estimated H (local) |
|----------------------------|----------------------|---------------------|
| Changed initial conditions | 2.772e-3             | 1.939e-4            |
| $c \times 0.99, F \times 0.99$ | 4.605e-3             | 1.505e-3            |
| $c \times 1.01, F \times 1.01$ | 5.042e-3             | 1.719e-3            |
| $c \times 0.9, F \times 0.9$ | 4.047e-2             | 1.625e-2            |
| $c \times 1.1, F \times 1.1$ | 3.620e-2             | 1.415e-2            |

Simulations were run for 3,750,000 timesteps with $J = 144$ and $K = 2000$.

**Table 2**

| Corresponding run | Estimated min. mantissa (global) | Estimated min. mantissa (local) |
|-------------------|----------------------------------|---------------------------------|
| Changed initial conditions | 15 | 12 |
| $c \times 0.99, F \times 0.99$ | 13 | 10 |
| $c \times 1.01, F \times 1.01$ | 13 | 10 |
| $c \times 0.9, F \times 0.9$ | 11 | 9 |
| $c \times 1.1, F \times 1.1$ | 11 | 9 |

We estimate minimum mantissa widths required to produce a simulation with smaller global and local-scale Hellinger distances than those in Table 1. Where multiple combinations of global and local-scale mantissa lengths satisfy the requirements, we choose the configuration with the smallest combined mantissa length. The Hellinger distances shown are our estimates of those that will be produced by the corresponding hardware build.
We estimate minimum fixed point mantissa widths required to produce a simulation with smaller global and local-scale Hellinger distances based on the results from CPU simulation. Where multiple combinations of global and local-scale significand lengths satisfy the requirements, we choose the configuration with the smallest combined significand length. Even our highest-precision fixed-point simulation (64-bits for local and global-scale significands) does not satisfy the requirement of lower global and local-scale Hellinger distances than those in Table 1 for a simulation with changed initial conditions.

Table 3
| Run Changed initial conditions | H (global) | H (local) | Est. min. bits (global) | Est. min. bits (local) |
|-------------------------------|------------|-----------|-------------------------|------------------------|
| c × 0.99, F × 0.99            | 3.589e−3   | 3.957e−4  | 24                      | 26                     |
| c × 0.9, F × 0.9              | 3.589e−3   | 3.957e−4  | 24                      | 26                     |
| c × 1.1, F × 1.1              | 3.589e−3   | 3.957e−4  | 24                      | 26                     |

Fig. 7. Hellinger distances (smaller is better) for X and Y state values between a double-precision CPU implementation and the CPU implementation using fixed-point representations for local and global-related values. F = 40, b = 10, c = 10, J = 64, K = 2000 and the simulation was run for 1,875,000 time-steps with the state sampled every 1000 time-steps.

Using our fixed-point CPU simulations, we estimate the number of bits required for each value type in order to achieve various Hellinger distances (Table 3). In contrast to the floating-point case, we find that above the range that behaviour breaks down, adding additional bits does not strongly correlate with improved Hellinger distances. Corresponding, we end up choosing the same significant widths for all potential fixed-point designs.

Since we have not attempted to optimise fixed-point representations at the level of intermediate values, the width of significand required is primarily a function of value range rather than precision. We theorise that above 26 bits, wider significands are contributing useful precision to only the smallest values represented in the simulation.

Although we fail to find a fixed-point representation for which we consider the simulation to have identical or greater precision to the reference simulation, we note that the desired Hellinger distances are of similar magnitude to the estimated Hellinger distances of the design we choose to build.

5. Architecture

5.1. System overview

The entire Lorenz '96 Runge–Kutta update is moved to a hardware accelerator. The system state is copied from host memory to the accelerator’s off-chip memory prior to computation. Arbitrary numbers of Runge–Kutta updates can be performed with the system state sent back to the host when needed.

All computations are moved to hardware, but host involvement remains during updates. Memory controller commands are sent by the host to the accelerator during computation since data access patterns for multiple iterations (Section 5.6) are expensive to compute in hardware. The data-volume is small, so transfer time is not a limiting factor.

The structure of our design is shown in Fig. 8. The padding/striping steps add/remove padding needed to satisfy memory controller constraints on read/write sizes. The deinterleave/interleave steps split/combine the X and Y state so that sending an X element can be synchronised with sending the first element of the associated Y state. Each Runge–Kutta step is implemented by a single kernel, computing the updated partial X and Y states and intermediate values.

5.2. In-memory representation

We treat the state of a Lorenz '96 system as a matrix (Fig. 9). The matrix is flattened to memory in column-major order so that all Y values associated with a particular X value are located for local and global scale exponents are 11 and 10, respectively. We increase these by two to account for both representation of the implicit bit in floating point, and to provide some room for representing values outside the range observed. Unlike for floating point, we have no means to detect that an overflow situation has occurred. In a more robust implementation we might signal the host system to handle overflows in software.

In the same manner as the floating-point analysis, we plot Hellinger distances between the PDFs of the elements of the global and local-scale states against a double-precision implementation (Fig. 7). Similar to the floating-point simulations, there is a clear range of representations at which behaviour of the system entirely breaks down.
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Runge–Kutta increment for the X and Y values where:

\[ h \text{ is the factor} \]

\[ k \text{ are Runge–Kutta estimated slopes. Note that the pipeline is linear flow, and that the state of the system at time-step} \]

\[ t \]

\[ (X, Y) \text{ represents the state of the Lorenz'96 system at time-step} \]

\[ n \text{ and} \]

\[ X_{n+1}, Y_{n+1} \text{ are maintained in the same precision as the associated} \]

\[ X, Y \text{ values.} \]

\[ f \text{ is the function} \]

\[ S \text{ is the state of the Lorenz'96 system arranged as a matrix. Each column contains a single} \]

\[ X \text{ element and all} \]

\[ Y \text{ elements associated with the} \]

\[ X \text{ element. Each column may contain zero or more padding elements after the} \]

\[ X \text{ element due to vectorisation (Section 5.5).} \]

\[ 5.4.1. Buffering \]

\[ S^+ \text{ is carried by multiple streams between hardware blocks. For the first} \]

\[ X \text{ and} \]

\[ Y \text{ remain in sync during processing, but are synchronised so that each} \]

\[ X \text{ entry is sent/received by} \]

\[ Y \text{ kernels simultaneously with the first element of the associated} \]

\[ X, Y \text{ values.} \]

\[ 5.4. Boundary conditions \]

\[ X \text{ and} \]

\[ Y \text{ derivatives both involve stencil operations with circular boundary conditions. These are problematic to implement since a value to be computed may require information from both the start and end of a stream.} \]

\[ S \text{ and the new state} \]

\[ S^+ \text{ consists of two streams carrying} \]

\[ X \text{ and} \]

\[ Y \text{ values. For ease of reference, we will call the composite intermediate state which enters each Runge–Kutta hardware block} \]

\[ S^+ \text{ in practice,} \]

\[ S^+ \text{ is carried by multiple streams between hardware blocks. For the first} \]

\[ X \text{ and} \]

\[ Y \text{ remain in sync during processing, but are synchronised so that each} \]

\[ X \text{ entry is sent/received by} \]

\[ Y \text{ kernels simultaneously with the first element of the associated} \]

\[ X, Y \text{ values.} \]

\[ 5.4.1. Buffering \]

\[ S^+ \text{ is carried by multiple streams between hardware blocks. For the first} \]

\[ X \text{ and} \]

\[ Y \text{ remain in sync during processing, but are synchronised so that each} \]

\[ X \text{ entry is sent/received by} \]

\[ Y \text{ kernels simultaneously with the first element of the associated} \]

\[ X, Y \text{ values.} \]
This rotation to the system means that the values dependent on \( dX_1 \) and \( dX_2 \) appear at the end of the stream after the first Runge-Kutta intermediate update. Again, to ensure that \( X \) and \( Y \) remain in sync, this would appear to require each Runge-Kutta hardware block to buffer two columns of \( S^* \). Instead we implement a strategy of pre-reading, whereby we read some of the initial columns of the system state twice.

Each Runge-Kutta hardware block requires that two columns be read twice, meaning that an entire Runge-Kutta update requires that 8 columns be pre-read. On the first read, each Runge-Kutta hardware block discards the \( Y \)-associated components of \( S^* \) and \( S_0^* \). The second time \( S_1^* \) and \( S_2^* \) are received, they are used for computation.

The first Runge-Kutta block receives \( S^*_{1,1}, \ldots S^*_{1,K}, S^*_{1,1}, \ldots S^*_{1,8} \). The second receives \( S^*_{2,3}, \ldots S^*_{2,K}, S^*_{2,1}, \ldots S^*_{2,8} \). The final receives \( S^*_{1,7}, \ldots S^*_{1,K}, S^*_{1,1}, \ldots S^*_{1,8} \) and produces \( S^*_0, \ldots S^*_{K-1}, \ldots S^*_{1,8} \). Each hardware block produces 2 less columns of \( S^* \) than it receives. Hence, all Runge-Kutta blocks receive more data than strictly necessary but the final block produces output of the correct size.

5.5. Vectorisation

To maximise throughput we vectorise handling of the \( Y \) state (by creating multiple in-kernel data-paths). Alternatively we could have replicated the Runge-Kutta pipeline, but the vectorisation approach has a number of benefits (described later).

Our design is constructed such that we can choose an arbitrary vector length \( v \), representing the number of elements read from a \( Y \)-related stream in a single cycle (though the memory controller places limitations on this since only certain read sizes are efficient).

We enforce the requirement that \( J \) is a multiple of \( v \).

The arithmetic required to implement the \( Y \)-derivative calculation is duplicated \( v \) times. Since we do not duplicate the pipeline, we generate no additional counters nor communication channels between kernels. Most importantly, the sizes of the buffers required to store and delay \( Y \)-related values are nearly independent of \( v \) so increasing \( v \) has minimal effect on on-chip memory usage.

Calculation of the \( X \)-derivative involves a summation over each column of \( Y \). We implement an accumulator that accepts one element per cycle, which is relatively costly in terms of adders. With vectorisation we avoid duplicating the accumulator; instead we use another \( v-1 \) adders to sum the vector elements for input to the accumulator.

One overhead incurred is that each \( X \)-state element must be padded to \( v \) elements. For an arbitrary system, this means that the fraction of padding of an in-memory representation of the system will be \( \frac{v-1}{v} \). For a typical value of \( J = 128 \), a system where \( v = 8 \) will consist of 5.4% padding and where \( v = 16 \), it will have 11.6% padding.

5.6. Multiple iterations

We can perform multiple Lorenz '96 time-steps with only a single invocation from the host machine. As described in Section 5.4, a “pre-read” region is read at both the start and end of a time-step update. Therefore, the pre-read region cannot be overwritten until it has been read both times.

The memory controller requires all reads and writes to have sizes and occur at addresses which are multiples of a burst size (384 bytes). During a time-step update, the new state is written starting at the first burst that does not contain any pre-read data, causing the start of the Lorenz ‘96 state to move forward in memory each time-step.

The Lorenz ‘96 state is padded to the memory controller’s burst size and circular addressing is used so that the flattened representation of the system state (including padding) “rotates” in memory by multiples of the burst size; rotation is undone by the controller on state transfer to the host. Fig. 10 illustrates the memory layout transformation caused by the first time-step.

![Fig. 10. Rotation of the Lorenz '96 system state caused by a single time-step update.](image)

6. Results

Hardware simulations\(^1\) were performed on a Maxeler MAX3A Vectis Dataflow Engine (DFE) which contains a Xilinx Virtex-6 SX475T FPGA and 24 GB of DDR3 RAM (distinct from CPU-accessible memory). The SX475T has approximately 4.7 MB of dedicated on-chip memory. Connection to the host was via PCI express. All designs were compiled to run at 150 MHz. All designs were written using the Maxeler’s MaxJ language and compiled with version 2013.2.2 of Maxeler’s MaxCompiler.

The host machine for the MAX3A card (denoted “System 1”) was a hyper-threaded four-core Intel Core i7 870 running at 2.93 GHz with 8 MB L3 cache, 16 GB RAM and a single MAX3A Vectis card. Total idle power consumption of 93 W.

Four floating-point and two fixed-point DFE designs were built for benchmarking and precision analysis. For floating point, designs were built at single precision, one at the precision estimated necessary for similar accuracy to single precision and two at the precision level estimated to have errors of the same order of magnitude as those caused by 1% uncertainty in the input parameters. For fixed point, two designs were built at the precision level estimated to have errors of the same order of magnitude as those caused by 1% uncertainty in the input parameters.

The vector width (\( v_n \)) of a build controls how many \( Y \)-related elements we can read and write per tick. Aside from resources, \( v_n \) is also constrained by the memory controller. An individual stream to/from DRAM can read/write a maximum of 192 bytes per cycle. Other read and write sizes are possible, but must be perfectly divisible into 192 for there not to be a massive increase in design complexity. We store values in 32-bit floating point, so are constrained to vector sizes that are perfectly divisible into 48.

Our architecture requires that \( J \) be chosen to be a multiple of the vector width. To enable comparison with the Hellinger distances in Table 1, designs FLOAT3 and FIXED1 were built with a reduced vector width. FLOAT3 and FIXED1 can be run with \( J = 64 \) permitting comparison with the CPU simulations but FLOAT4 and FIXED2 cannot since 64 is not divisible by the vector width (24).

All designs (except FLOAT3 and FIXED1) were compiled with the maximum supported vector width (Table 4). The notation float(e, m) denotes a floating-point type with an e-bit exponent and m-bit mantissa, including the implicit bit. The notation Q(n, m)

---

\(^1\) Throughout this section we use the term “simulation” in the scientific sense. All timing and power utilisation results were collected through execution on actual hardware.
Table 5

| Build     | Global-scale type | Local-scale type | Vector width | Utilisation (%) |
|-----------|-------------------|------------------|--------------|-----------------|
| FLOAT1    | float(8, 24)      | float(8, 24)     | 8            | 55.00           |
| FLOAT2    | float(6, 15)      | float(5, 12)     | 16           | 69.85           |
| FLOAT3    | float(5, 13)      | float(5, 10)     | 16           | 64.28           |
| FLOAT4    | float(5, 13)      | float(5, 10)     | 24           | 79.15           |
| FIXED1    | Q(11, 12)         | Q(12, 13)        | 16           | 41.87           |
| FIXED2    | Q(11, 12)         | Q(12, 13)        | 24           | 49.31           |

Table 6

| Build                      | Speed-up factors (3 significant figures) |
|----------------------------|-----------------------------------------|
| FLOAT1                     | 1.00                                    |
| FLOAT2/FLOAT3/FIXED1       | 1.90                                    |
| FLOAT4/FIXED2              | 2.46                                    |

We note that for the case $J = 144$, FIXED1 and FIXED2 have identical Hellinger distances in contrast to FLOAT3 and FLOAT4 which do not. Changing the vector width of a Lorenz ‘96 floating-point design will cause it to produce different results, even if it is built at the same precision, due to the non-associativity of floating-point addition. Changing the vector width of a Lorenz ‘96 fixed-point design will not change the result since the associativity of addition is preserved with the fixed-point representation.

Although our fixed-point design has improved accuracy compared to a floating-point design with the same throughput and similar resources, it is difficult to make claims regarding the suitability of fixed point versus floating point for chaotic models. Unlike floating point, where the value bit-width correlates with precision, the width of the fixed-point implementation most strongly correlates with value range since we do not have the ability to optimise each fixed-point value to the dynamic range of the values it represents.

We do observe in the floating-point implementation that increased mantissa sizes lead to improved Hellinger distances. In contrast, in the fixed-point implementations, once the width of fixed-point values are sufficiently high for the system to not behave incorrectly, increased width does not appear to reduce Hellinger distances further.

6.1. Precision

We calculate the Hellinger distances for the local and global-scale state variables between each DFE implementation and a double-precision CPU implementation (Table 5).

For $J = 64$, FLOAT1 and FLOAT2 have Hellinger distances similar to those seen between double-precision simulations with changes to the initial conditions. FLOAT3, which has the lowest precision, exhibits a Hellinger distance comparable to that caused by a 1% variation in $c$ and $F$ (Table 1). FIXED1 (which has the same throughput as FLOAT3) exhibits lower Hellinger distances, particularly for local-scale values.

We also show Hellinger distances for $J = 144$ (the least common multiple of vector widths used that is $\geq 128$). For FLOAT4 our Hellinger distances are outside those expected by varying input parameters by 1% (we expect larger distances due to having optimised for a different $J$) but within those expected by 10% variation. FIXED2 shows significantly lower Hellinger distances compared to FLOAT4 in the case that $J = 144$. Whilst these are larger than those expected by varying the input parameters by 1%, they have similar magnitudes and are much less than those expected by varying the input parameters by 10%.

6.2. Performance

We compare performance between different DFE builds (Fig. 11) with computational throughput and bandwidth shown in Table 7 and speedup factors shown in Table 6. FLOAT3 is excluded since FLOAT4 has the same precision but also higher throughput — FLOAT3 was built to enable a Hellinger distance comparison with the original CPU-based estimates which used $J = 64$ which FLOAT4 does not support due to its vector width.

For reporting arithmetic throughput, we calculate the number of operations required to perform a single time-step of Lorenz ‘96 using Runge–Kutta time-stepping as: $JK[(15m + 23a) + (19m + 23b)J + 21m]$, where $a$ and $m$ represent performed additions and multiplies.

6.3. Power consumption

We measure the power requirements of the FPGA implementations on system 1. Total workstation power consumption was measured when running each implementation in different
conclusions. We note that GPUs are typically only competitive with FP-GAs in terms of power efficiency for compute-bound applications whereas finite difference computations tend to be bandwidth limited. Using half precision on the GPU makes it possible to improve throughput by reducing data-transfer requirements, but we expect that the choice between FP-GAs and GPUs will still largely depend on current deciding factors such as how efficient a parallel solution can be mapped to a given architecture.

More recent FP-GAs such as the Intel Arria 10 and Stratix 10 families have hardened floating point blocks that provide support for more fine-grained approach to precision reduction which may also affect power efficiency and resource availability.

Impact of future hardware developments

Given the rapid evolution of accelerator technology, we attempt to address the question of how the applicability and effectiveness of our techniques will be impacted by future hardware changes. Although it is difficult to predict future hardware changes, we consider two recent developments: GPU support for half-precision arithmetic and improved FP-GA support for single-precision arithmetic.

Computation characteristics can significantly affect the power efficiency and performance comparisons between FP-GAs and GPUs [15]. In addition, improvements in fabrication technology also affect power efficiency and resource availability.

This initial work with Lorenz ‘96 does not explore the granularity at which reduced precision can be applied, nor range of precisions that might be necessary in order to reduce computation requirements of a more physically meaningful model while retaining fidelity. Both will have a significant impact on the performance that may be achieved on a GPU or FP-GA.

We note that half precision has a 10-bit mantissa and 5-bit exponent, which happens to match the lowest fidelity representation we explore in this work. If we happened to require slightly higher precision on the GPU, we would need to switch to single precision. In contrast, the reconfigurable nature of the FP-GA enables a far more fine-grained approach to precision reduction which may prove beneficial.

We note that GPUs are typically only competitive with FP-GAs in terms of power efficiency for compute-bound applications whereas finite difference computations tend to be bandwidth limited. Using half precision on the GPU makes it possible to improve throughput by reducing data-transfer requirements, but we expect that the choice between FP-GAs and GPUs will still largely depend on current deciding factors such as how efficient a parallel solution can be mapped to a given architecture.

More recent FP-GAs such as the Intel Arria 10 and Stratix 10 families have hardened floating point blocks that provide support

Throughput of DFE implementations in elements/second for $J = 144$ and varying values of $K$. We use the term element to refer to a single scalar from the Lorenz ‘96 state produced by a full Runge–Kutta update. The DFE simulations were compiled using the configurations in Table 4.

In terms of computation per Watt, the reduced-precision designs achieve power efficiency of up to 2.3 times higher than a single-precision DFE implementation. We do not observe any significant difference in power requirements between comparable fixed and floating-point builds. Assuming perfect scaling (not unreasonable considering the need in weather forecasting to calculate ensembles) System 1 could reach a relative efficiency of 3.7 times over a non-precision optimised FP-GA implementation if it contained three fully utilised MAX3A cards.

7. Conclusion and future work

We designed a hardware architecture for the chaotic two-scale Lorenz ‘96 system. We built FP-GA implementations at different precision levels, guided by our CPU-based analysis of Bellinger distances and showed that acceptable behaviour can be achieved at precision significantly lower than single precision. We demonstrated how to reduce precision of a chaotic system to improve throughput of a hardware implementation.

The performance improvements achieved have enabled climate scientists to substantially increase the scales of analyses involving the Lorenz ‘96 system with and without reduced precision.

Throughput of DFE implementations in elements/second for $12F$. (P.Russell et al. / Computer Physics Communications (2017), http://dx.doi.org/10.1016/j.cpc.2017.08.011.)
for IEEE 754 single-precision floating point. By incorporating this support directly into DSP (digital signal processing) blocks, single-precision floating point becomes significantly more attractive in terms of performance and power efficiency.

We foresee that improved FPGAs single precision support will complement our techniques so long as it is possible to perform reduced-precision arithmetic using the hardened DSP blocks. The primary concern is that of double rounding, but such issues can be avoided provided the interface to the DSP blocks is sufficiently flexible, or can be worked around so long as the DSP blocks provide the appropriate IEEE 754 flags [24].

Even with hardware single-precision arithmetic support, wider floating-point types also impact designs in terms of increased routing resources which lead to congestion and the inability to meet timing constraints. Therefore, we expect reduced precision to still provide benefits for hardware designs.

Methodology extension

Current and future work includes extending our methodology to more physically meaningful systems such as a C-grid shallow water or primitive equation model. In principle, the same analysis that was performed for Lorenz '96 in this paper could be repeated for a more realistic model. However, in order to evaluate the effect of reduced precision on Lorenz '96, we had to use statistical measures that were very compute intensive to evaluate. Performing a similar analysis for more complex systems may require an analysis at every single grid point. The CPU-emulated reduced precision analysis used in this paper is almost certainly impractical for such an analysis due to the overhead of simulating reduced precision.

An alternative approach would be to construct FPGA implementations in which the precision of values can be altered after build time, but prior to execution of the scientific simulation. This would significantly mitigate the cost of the precision analysis phase which requires large numbers of samples be collected in order to produce meaningful statistics.

An interesting research question for atmosphere and ocean models is whether numerical precision can be adjusted locally in both weather and climate simulations in a way that is dependent on, for example, local Reynolds numbers or uncertainties in initial conditions to achieve an even stronger reduction in numerical precision. If it is determined that numerical precision should vary in different regions during a simulation, it will be necessary to investigate efficient runtime reconfiguration of FPGAs in order that load balancing can be performed with reduced precision.

In practice, it is useful to have evidence that the simulation has not been adversely affected by precision reduction. Molecular dynamics (MD) simulations also possess chaotic behaviour that causes precision reduction to significantly alter particle trajectories after only a few collisions. An implementation of reduced-precision MD on FPGAs has adopted the approach of monitoring invariants such as the total energy of the system in order to perform runtime validation [25]. A similar approach would allow us to validate simulation behaviour, but also potentially enable switching to a higher-precision implementation when it is detected that additional precision is required.

Increasing model complexity

We foresee the development of new tools to be an important aspect of future research. In particular, the ability to automatically generate new hardware designs from high-level descriptions of equations will significantly accelerate progress towards implementing more complex systems on reconfigurable hardware. If designs can be generated from high-level descriptions, it opens the possibility of automating modifications to those designs for performing precision-related profiling and automated numerical analysis of model components.

As model complexity increases, the hardware resources required to implement the model increase also and it may not be possible to synthesise a design containing a complete model implementation. Additionally, some aspects of climate simulations may be impractical to implement in a hardware design. We suggest ways to address both these issues.

Various strategies may be employed to address limited FPGA resources. If the comprehension can be expressed as a pipeline, multiple FPGAs can be directly connected together so that each one can perform a phase of the computation without data needing to be written to memory. As an example, the FPGA boards we use manufactured by Maxeler provide a ring interconnect called “MaxRing”. In addition, as described in Section 2, many data centres now support multi-FPGA accelerators, so we envisage that large models can be partitioned and processed by multiple FPGAs effectively as long as overheads in communication among them are minimised.

A second strategy is partial reconfiguration. This technique allows subsets of the FPGA design to be reconfigured at run-time. In this way, FPGA resources for one calculation can be re-used for another, but both calculations cannot occur simultaneously. Runtime reconfiguration incurs overhead, but provides an additional way to support more computation stages than having them processing data simultaneously in an FPGA.

Lastly, if some aspects of a model cannot be efficiently implemented using an FPGA architecture, it makes more sense to use a hybrid approach. While this could take the form of a conventional CPU-based system connected to an FPGA board, devices such as Intel's Stratix 10 SoCs contain hard quad-core ARM processors, facilitating power-efficient computation for aspects of the simulation that will not benefit from FPGA acceleration.
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