Efficient Video Representation Learning via Masked Video Modeling with Motion-centric Token Selection

Sunil Hwang 1* Jaehong Yoon 1* Youngwan Lee 1 2 Sung Ju Hwang 1
1KAIST 2ETRI
{sunilhoho, jaehong.yoon, ywlee88, sjhwang82}@kaist.ac.kr

Abstract

Self-supervised Video Representation Learning (VRL) aims to learn transferrable representations from uncurated, unlabeled video streams that could be utilized for diverse downstream tasks. With recent advances in Masked Image Modeling (MIM), in which the model learns to predict randomly masked regions in the images given only the visible patches, MIM-based VRL methods have emerged and demonstrated their potential by significantly outperforming previous VRL methods. However, they require an excessive amount of computations due to the added temporal dimension. This is because existing MIM-based VRL methods overlook spatial and temporal inequality of information density among the patches in arriving videos by resorting to random masking strategies, thereby wasting computations on predicting uninformative tokens/frames. To tackle these limitations of Masked Video Modeling, we propose a new token selection method that masks our more important tokens according to the object’s motions in an online manner, which we refer to as Motion-centric Token Selection. Further, we present a dynamic frame selection strategy that allows the model to focus on informative and causal frames with minimal redundancy. We validate our method over multiple benchmark and Ego4D datasets, showing that the pre-trained model using our proposed method significantly outperforms state-of-the-art VRL methods on downstream tasks, such as action recognition and object state change classification while largely reducing memory requirements during pre-training and fine-tuning.

1. Introduction

Massive amounts of video data flood the web and media every single day with the rapid growth of portable devices equipped with cameras, such as google glasses, smartphones, UAVs, and robots. However, direct utilization of user-generated video data for solving target task problems is nontrivial as the annotation process is time-consuming and expensive. One potentially reasonable approach to tackle this problem is to learn generic representations from unlabeled video data streams that can transfer to downstream video-based tasks. Unsupervised Video Representation Learning [13,17,30,32,33] methods allow learning spatial and temporal features from input video frames in a self-supervised manner without any human-annotated clues. A caveat to such pre-training for video tasks is that, unlike representation learning on image-based tasks capturing static information of objects in instances, video-based tasks involve temporal causality, where successive frames are strongly correlated in their semantics.

Recently, a nascent self-supervised learning paradigm, Masked Image Modeling (MIM) [18,42], significantly outperforms the previous representation learning methods on various downstream tasks. MIM aims to predict masked regions in input images by solving a pixel regression problem, in which the model splits each image into small patches and generates masks to zero out a subset of patches. Most of these approaches use Vision transformer backbones [9,25] due to their compatibility with patchwise operations.
Such a simple and intuitive strategy of MIMs was also exploited in video representation learning. Masked Video Modeling (MVM) [12, 38], which learns to reconstruct randomly masked spatiotemporal areas in video clips at each minibatch, has recently shown impressive performance on a variety of downstream tasks. Yet, critical challenges still remain in efficiently utilizing spatiotemporal information from real-world videos: (1) Tokens (a pair of two temporally successive patches in the same space) from videos are not equally valuable to reconstruct, as their informativeness depends on adjacent frames, unlike in image representation learning. (2) Training on the entire video is almost infeasible without access to a large amount of compute. Prior MVM approaches that reconstruct the whole video heavily rely on numerous GPUs without considering each object’s changes and redundancy. For example, VideoMAE [38] takes about 27 hours to pre-train for 800 epochs with a ViT-B backbone using 64 NVIDIA V100 (32GB) GPUs, and MAE [12] takes about 35.8 hours to pre-train for 800 epochs with a ViT-L backbone using 128 NVIDIA A100 (80GB) GPUs.

To tackle these inefficiencies for efficient video representation learning, we propose a token-selective training algorithm, which we refer to as Motion-centric Token Selection (VideoMS). We aim to selectively find helpful visual tokens based on the distance across adjacent tokens in the embedding space to detect significant changes in objects or status while discarding tokens for redundant frames and meaningless backgrounds as shown in Figure 2(c). Thus, VideoMS drastically reduces memory usage by back-propagating only to a few selected tokens of high importance as shown in Figure 1. Our method uses 5.3 times smaller memory (81% ↓) with the effective batch size of 256 and allows to use up to 4 times larger batch size using NVIDIA A100 GPUs compared to VideoMAE [38] (Please see Table 1). Further, most existing VRL methods load video frames within uniform distances in each minibatch clip, neglecting high diversity over frames and noise in uncurated videos. To enhance frame selection, we extend our tokenwise masking strategy to the frame level, constructing informative minibatch video clips by inducing to gather frames that contain various changes over time.

• We propose an efficient video self-supervised learning method that promptly selects the most informative tokens based on the objects’ motion, to avoid wasteful training on uninformative spatiotemporal regions in the given videos.

• We demonstrate that our proposed method outperforms existing SoTA VRL methods, achieving remarkable performance improvements while significantly reducing the computational costs and memory requirement.

• We further suggest an online video clip selection to instantly and adaptively discard noisy and redundant frames from incoming videos, leading the model to help learn objects’ dynamic movements.

![Figure 2. Illustration of Motion-centric Token Selection. (a-b) MVM methods forward a few patches in arriving video frames into the encoder based on fully random and time-only random selection, and then the decoder reconstructs entire frames. (c) Unlike prior works, our proposed motion-centric masking strategy only recovers key tokens related to moving objects (visible). To do this, we use encoder features extracted from randomly selected tokens among them (visible and colored).](image-url)
2. Related Work

A video stream consists of a massive amount of correlated frames exhibiting spatial and temporal locality. Annotating video data requires significant human efforts, and thus it is impractical to fully label all the frames due to extremely high cost from both time and financial standpoints. To capture spatiotemporal representation from video datasets without any given labels, many recent works have focused on the video representation learning problem from diverse perspectives.

Contrastive Video Representation Learning One of the main research directions in video representation learning is contrastive learning with various constraints [13, 16, 17, 33, 39]. Odd-one-out learning [13] learns to distinguish odd video subsequences which are composed of permuted order of frames against normal video streams in a self-supervised fashion. Han et al. [16] introduce the Dense Predictive Coding (DFC) framework for video self-supervised learning that predicts future frame representation from current spatiotemporal features from 3D-Resnet. They adopt a modified contrastive loss, considering pairs with semantic, spatial, and temporal negatives. Motivated by an observation that the human visual system can rapidly and precisely distinguish different motions, Wang et al. [39] propose a new video representation learning method that model learns to predict video pace given a few clustered speed candidates. CoCLR [17] and CVRL [33] tackle video representation learning by proposing modified InfoNCE [29] losses. On the other hand, CoCLR collaboratively trains RGB and optical flow models with shared positives, and CVRL carefully utilizes various augmentation technologies, which is crucial for capturing spatiotemporal representation from video data.

Masked Video Modeling Self-supervised learning with Masked Image Modeling (MIM) [18, 20, 42] has recently become a popular alternative to contrastive learning for its ability to learn rich representations without having to define negative examples. MIM aims to learn image representations by solving pixel regression problems in regions of an image that are zeroed out through random [18, 42] or attention-based [20] masking strategies. Inspired by MIM, several recent works on video representation learning [12, 38, 41, 46] present spatiotemporal masking strategies for representation learning given video streams. To capture spatial representation and temporal dynamics for unsupervised video streams, MAE [12] and VideoMAE [38] extend a masked image autoencoder to mask partial regions in arriving video clips via random and space-only random sampling, respectively. They find that spatiotemporal inductive bias in video clips helps a decoder predict input pixels in masked regions, allowing a higher masking ratio (∼90%) than MIM (∼60% [42] and ∼75% [18]) on image self-supervised learning. BEVT [41] proposes to jointly train an image-level masked autoencoder and a masked video modeling method by sharing weights of the encoder, formulated with Video Swin [26]. They resort to random sampling given spatiotemporal inductive bias, which can be a good approximator with stochasticity during data-driven training. Nevertheless, selecting random spatiotemporal tokens to reconstruct for masked video modeling is inefficient since embedded tokens in video frames are not equally important, especially since the informativeness of each token is affected by the adjacent frames.

Input Selective Training As training benchmark datasets often have massive scales and contain a lot of redundant and less meaningful instances, various approaches [3, 11, 31, 45] have been developed to utilize only the important instances among entire datasets. A few works focus on instance-level selection for training. Borsos et al. [3] presents a bilevel optimization method to select coreset from arriving stream data. OCS [45] proposes a gradient-based coreset selection criterion that selects only the beneficial instances for a task among incoming inputs, dropping redundant and noisy instances in an online fashion. Several recent works have discussed patch selection techniques for efficient image recognition with Vision Transformers (ViT). AdaVit [28] introduces parametric decision networks for patch/head/block selection for training ViT. ATS [11] samples meaningful tokens based on the significant score, computed by multiplication of attentions and value matrices. AttMask [20] and A-Vit [44] adopt parameter-free token masking strategies utilizing the average of multi-head attentions. However, those methods have no means to capture the temporal relatedness across frames in video tasks. Very recently, Wang et al. [40] propose an efficient fine-tuning framework for video tasks that sequentially perform temporal and spatial token selection given pre-trained ViT backbones. They introduce a lightweight scorer network to learn the importance score at each token and select the most informative regions in incoming videos. Park et al. [31] suggest the greedy K-center search that iteratively finds the most distant patches in the geometrical space from video clips. These approaches limit their selection processes to fine-tuning and are not suitable for pre-training. On the other hand, our proposed VideoMS drastically reduces the required computational cost and memory from both stages through motion-centric token selection.

3. Video Representation Learning via Masked Video Modeling

In this section, we first introduce Masked Image Modeling (MIM) for image representation learning, and then extend it to our video representation learning scheme, Masked Video Modeling (MVM) (Sections 3.1 and 3.2). Then we discuss several crucial challenges in recently proposed masked video modeling methods in Section 3.3.
3.1. Masked Image Modeling

Learning to reconstruct intentionally corrupted data with masking is broadly utilized as means of representation learning in Natural Language Processing [7, 15, 34, 35] and has demonstrated its efficacy and power in broad research problems. In vision tasks, Masked Image Modeling [18, 42] aims to learn representations of the input images by solving the regression problem in which a model predicts RGB pixel values in randomly zeroed patch regions in images. The model first splits a high-resolution input image into equally-sized square patches and fills the values of a few patches to be zeros according to a pre-defined masking ratio. A transformer encoder extracts visual features from unmasked patch tokens with positional information, and a decoder tries to reconstruct the original input images by predicting the RGB values of missing image patches from encoded features. Let a self-supervised model be formulated into an encoder-decoder framework . Given the dataset , where is an arbitrary random masking function depending on the specific policy, for example, random (or agnostic) and space-only (or tube) masking techniques, illustrated in Figure 2 (a) and (b).

Unlike the samples from the image dataset, which are permutation-invariant as they are independent of each other, consecutive frames from the video stream inherently have a strong correlation and redundancy. Thus, masked video modeling can enjoy more spatiotemporal inductive bias from other adjacent frames in the input clip, achieving good reconstruction quality even with lessened hints (i.e., a proportion of unmasked tokens). Indeed, MVM allows a much higher masking ratio per frame against MIM methods. This property is advantageous because masked modeling with a higher masking ratio significantly reduces computations when training the encoder-decoder framework.

3.3. Challenges in Masked Video Modeling

Recently proposed masked video modeling methods capture meaningful representations from pre-training videos via randomly masking spatiotemporal patches from input clips. Random sampling-based masking strategies are reasonable for curated and distributionally-stable video datasets. Yet, there is plenty of room for further development to make the model much more robust and computation-efficient.

Here, we summarize two major limitations in the random sampling-based Masked Video Modeling scenario: (1) Tokenized image patches from a video clip are not equally important. At each iteration, MVM methods determine which patches to mask according to specific random selection strategies (e.g., random, space-only, time-only, ...). Yet, the relative amount of information in each patch highly depends on the position of the informative objects and the correlation across patches within adjacent frames, which renders most of the patches highly uninformative or redundant. (2) MVMs uniformly collect discretized frames from video streams to construct minibatch clips. Real-world videos may include noisy and highly redundant frame sequences, often uninformative or even detrimental in representing temporal causal relationships and features of moving objects. However, the uniform sampling of video frames results in a dissipation of computational and memory resources in video representation learning. They consume massive training budgets in memory occupancy and suffer from slow convergence speed (e.g., training 3, 200 and 4, 800 epochs on UCF101 [36] and
Video tokens, $v_{[2t]} \in \mathbb{R}^{2T \times C \times H \times W}$, where an index $0 \leq i < \tau$. When $k_{i+1,j}$ indicates the $j^{th}$ token embedding of $k_{i+1}$, we compute the importance $I_{i+1,j}$ of the token $k_{i+1,j}$ by computing the distance from the token embedding of the same spatial position in the previous time step, $k_{i,j}$:

$$I_{i+1,j} = S(k_{i+1,j}, k_{i,j}),$$

where $k_i = \text{Conv3d}(v_{[2i:2i+1]}; w)$, (3)

$S(\cdot, \cdot)$ indicates a distance function, such as Euclidian distance, negative Cosine Similarity, and negative Centered Kernel Alignment (CKA) [5]. Throughout this paper, we use the $\ell_2$ norm for the distance function, which is simple yet empirically performs well. After computing the change in spatial information which means the informative tokens as the video progresses, we perform a two-step mask sampling. Given $v$, the model determines the token embedding vectors with the highest importance ratio of $\rho_{\text{pre}}$ based on Equation 3. This process is called motion-centric masking generation (Depicted in Figure 3) and we use $30\%$ ($\rho_{\text{pre}} = 0.3$) of the total of $J \times \tau$ token embeddings for all experiments. Since only the selected embedding vectors $\hat{k}$ go through the encoder-decoder frameworks, this will drastically reduce the computational cost during training (Please see Figure 2 (c) and 'Sparsified Video' in Figure 3). Second, we generate binary masks via random sampling for $\hat{k}$ and the model forwards drawn embedding vectors with the ratio of $\rho_{\text{post}}$ into the encoder. A corresponding decoder predicts RGB pixels on all embedding vectors $\hat{k}_i \in \hat{k}$ from the encoder output features. We set a high masking ratio in general, $\rho_{\text{pre}} \cdot \rho_{\text{post}} = 0.1$, to follow the settings of our MVM baselines. To this end, the objective function of our VideoMS is
We dynamically sample the given video by utilizing our video-based learning methods construct minibatch clips by videos and only processes them for solving downstream task training iteration, a model selects a random frame in each sampling evenly spaced frames from arriving videos. At each iteration since longer clips require massive computations and memory. Therefore, we remark that adaptive frame selection is crucial to better capture causality in the arrival video, as the model can observe longer video fragments while avoiding redundant frames.

5. Experiments

Experimental Settings We validate our VideoMS method on multiple video datasets: UCF101 [36], HMDB51 [22], and Ego4d [14]. UCF101 and HMDB51 are mainly used datasets for video action recognition, which consist of 9.5k/3.5k and 3.5k/1.5k videos, respectively. We evaluate our adaptive frame selection strategy on the Ego4d dataset, which consists of egocentric videos containing raw and uncurated people’s daily lives, by applying it during pre-training. We validate our methods through the Object State Change Classification (OSCC) 1 task from Ego4d. Given 8-second videos, OSCC classifies whether the object’s state has changed due to interaction with a camera wearer.

Implementation details We follow the implementation details and experimental settings from prior works [12, 38] for fair comparisons. We set the size of an input clip \( \tau = 16 \), tokenization size \( 2 \times 16 \times 16 \), and the fixed sampling stride of 4 for UCF101, and 2 for HMDB51, respectively. For our proposed method, VideoMS, \( \rho_{pre} \) is set to 0.3 and 0.6 for pre-training and fine-tuning, respectively, and we simply adopt Joint Space-Time Attention [2]. Please see the supplementary file for more details.

---

1 https://github.com/EGO4D/hands-and-objects/tree/main/state-change-localization-classification
Figure 5. Examples of Motion-centric Token selection. We show the original video frames (left), Motion-centric masking results (middle), and obtained importance heatmaps (right) on UCF101 [36] ((a) and (b), \( \rho_{pre} = 0.3 \)) and Ego4d [14] ((c), \( \rho_{pre} = 0.5 \)) datasets. Curated fixed-view (third-person view) videos, (a) and (b), show narrow and concentrated motion information as shown in their heatmaps, whereas motion cues in egocentric videos (c) are distributed and contain multi objects.

Table 2. Comparison to state-of-the-art methods on UCF101 and HMDB51. We outperform the previous method, including the masking-based video model, without using the pre-training step on a large-scale dataset. These results are drawn from [8] and [38].

Quantitative Evaluation

We first extensively compare our proposed method against strong VRL baselines. We pre-train the VRL methods over benchmark datasets without labels and report the fine-tuning performance on the same datasets in Table 2. Our masked video modeling with motion-centric token selection achieves superior fine-tuning performance against baselines across all benchmark tasks. Specifically, it outperforms the best baseline by 2.1% \( \uparrow \) on UCF101 and 3.2% \( \uparrow \) on HMDB51, which demonstrates the effectiveness of focusing on the objects’ motions for video representation learning. For the UCF101 dataset, we visualize the convergence plot of VideoMS in Figure 1 Left, which shows that it reaches a higher fine-tuning performance than VideoMAE [38] by pre-training at only 800 epochs. We provide masked input examples with their importance heatmaps through our proposed motion-centric masking in Figure 5. Our masking strategy enables the model to capture the most critical tokens containing static and dynamic moving of objects (e.g., doing wall push up (Figure 5 (a)) and playing ping pong (Figure 5 (b))). Furthermore, our masking strategy captures informative objects even with the rapid change of the view in the first-person videos, as it masks out objects which are crucial for understanding the camera wearers’ attention (Figure 5 (c)), while not attending to backgrounds such as walls and floors.

The Impact of Motion-centric Token Selection

One of our major contributions is the significantly enhanced computational efficiency during VRL, as we process a few latent vectors in the decoder to reconstruct only the motion-activated tokens in the given videos according to the motion-centric masking ratio \( \rho_{pre} \) (Please see Section 4.1). We set \( \rho_{pre} \) to 0.3 so that our VideoMS reconstructs the 30% of the essential spatiotemporal regions focusing on objects’ movements and behaviors, from a sparsified video clip, which reduces 65.5% of GFLOPs at the pre-training phase (Please see Figure 1 Right and Table 3 Left). Additionally, as reported in Table 3 Right, our approach can reduce the computational overhead at the fine-tuning phase, which is practically useful when transferring the learned representation learning model to downstream video tasks.
We process only 60% of tokens ($\rho_{VRL}$ aims to capture spatiotemporal features in incoming videos. But when real-world videos include many redundant scenes over a long time, the model may waste time and computations by learning on meaningless frames, which also can lead to poor local optima due to bias and catastrophic forgetting. To overcome the limitation, we adopt the ratio of motion-centric tokens $\alpha$ to focus on the frames

| Method          | Motion-centric Masking | Fine-tuning Acc. top-1 |
|-----------------|------------------------|------------------------|
| VideoMS (Ours)  |                        |                        |
| ascending       | ascending              | 60.93                  |
| descending      |                        | 75.60                  |
| descending      |                        | 91.56                  |

Table 4. The impact of informative-token selection. It shows better performances both in pre-training and fine-tuning when the model prioritizes selection with the most far-distance (descending) embedded tokens rather than near-distance (ascending) tokens.

Next, we emphasize that our motion-centric masking is also applicable when solving video-based downstream tasks. We process only 60% of tokens ($\rho_{pre} = 0.6$) of the given video during fine-tuning. Surprisingly, our motion-centric masking for supervised downstream tasks gains increased performance than our variant without masking on the fine-tuning tasks ($\rho_{pre} = 1.0$) using only about 55% of GFLOPs, as shown in Table 3 Right. The results support our hypothesis that video data often contain redundant information and our selective video learning using the proposed masking strategy successfully captures essential space-time regions in video inputs, allowing us to focus more on learning spatiotemporally meaningful features. The fine-tuning masking ratio is higher than the ratio at the pre-training stage, showing that the model uses more information to fully exploit the task-relevant cues from the given videos compared to pre-training, which aims to obtain general information.

Also, we examine the impact of the informativeness of the tokens in Table 4. As explained in Section 4.1, we selectively learn informative tokens by calculating the distance between tokens in adjacent frames in the embedding space, as the tokens farther away from adjacent frames contain less redundant information. When we reversely select near-distance tokens, it drastically decreases the accuracy in pre-training and fine-tuning, obtaining the worst performance when reversely selecting informative tokens in both phases.

Adaptive Frame Selection for Uncurated Video Streams

VRL aims to capture spatiotemporal features in incoming videos. But when real-world videos include many redundant scenes over a long time, the model may waste time and computations by learning on meaningless frames, which also can lead to poor local optima due to bias and catastrophic forgetting. To overcome the limitation, we adopt the ratio of motion-centric tokens $\alpha$ to focus on the frames with larger motions across frames. As shown in Table 5 Left, downstream task performance with adaptive frame selection results in superior performance to baselines. By constructing the given videos to have fluent motion information, our model focuses more on learning the core part of the video selected by our motion-centric masking ratio $\rho_{pre}$. Furthermore, we compare our method to recent SoTA methods over OSCC dataset in Table 5 Right. Our model pre-trains OSCC without labels and fine-tunes it to classify whether the object’s state has changed. With only visual information, we outperform the previous SoTA method Egocentric VLP [24], which use visual and text information, by 2.3% $p \uparrow$.

6. Conclusion

In this paper, we propose a simple yet efficient parameter-free token/frame selection method for masked video representation learning. Our method is based on the intuition that not all patches in the given video are equally informative. We adaptively select the most useful spatiotemporal informative patches based on objects’ moving and train only crucial motion-centric tokens with the sparsified video clips, drastically reducing memory allocation and computational cost. In addition, we propose a frame selection technique to construct input video data by sampling incoming frames with a probability proportional to the degree of the occupancy of motion-centric tokens. This strategy can be useful for video representation learning with uncurated videos such as egocentric videos from first-person cameras. The experimental results show that our method is significantly more efficient in computations and memory, reaching the target performance with a much smaller number of training epochs than the baselines and achieving substantially higher performance when trained for the same number of epochs.

| $\alpha$     | Acc. (%) | Method     | Modality | Acc. (%) |
|--------------|----------|------------|----------|----------|
| -            | 73.17    | Egocentric VLP [24] | V+T      | 73.9     |
| 1.3          | 73.54    | SViT [10]  | V        | 69.8     |
| 1.5          | 73.85    | TarHeels [19] | V        | 70.8     |
| 1.8          | 73.79    |            |          |          |
| 2.0          | 73.80    | VideoMS (Ours) | V        | 76.2 ($+5.4\% p$) |

Table 5. Effect of Motion-centric Sampling ratios (Left) and Comparison to public SoTA methods for OSCC on val set (Right). We set the default motion-centric sampling rate ($\alpha = 1.5$) and report fine-tuning accuracy. Pre-trained data modalities from the OSCC dataset ‘V’ and ‘T’ refers to visual and text.
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Supplementary Materials

Organization The supplementary file is organized as follows: Firstly, we explain the implementation details on datasets and tasks in Appendix A and perform the distance function ablation study for motion-centric masking during pre-training in Appendix B. Then we provide the additional experimental results for our VideoMS in Appendix C. Finally, we visualize additional examples from VideoMS in Appendix D.

A. Implementation Details

|                      | UCF101 | HDMB51 | OSCC |
|----------------------|--------|--------|------|
| optimizer            | AdamW  |        |      |
| optimizer momentum   | β₁, β₂ = 0.9, 0.95 [4] |        |      |
| base learning rate   | 1e-3   |        |      |
| weight decay         | 0.05   |        |      |
| learning rate schedule | Cosine decay [27] |        |      |
| flip augmentation    | yes    |        |      |
| augmentation         | MultiScaleCrop |        |      |
| batch size           | 192    | 192    | 256  |
| warmup epochs        | 40     | 40     | 20   |
| ρ_pre                | 0.3    | 0.3    | 0.5  |
| sampling stride      | 4      | 2      | 4    |
| total epochs         | 3200   | 4800   | 400  |

Table 6. Pre-training settings for UCF101, HDMB51 and OSCC.

|                      | UCF101 | HDMB51 | OSCC |
|----------------------|--------|--------|------|
| optimizer            | AdamW  |        |      |
| optimizer momentum   | β₁, β₂ = 0.9, 0.999 |        |      |
| weight decay         | 0.05   |        |      |
| learning rate schedule | Cosine decay [27] |        |      |
| warmup epochs        | 5      |        |      |
| laer-wise lr decay   | 0.75 [1] |        |      |
| flip augmentation    | yes    |        |      |
| RandAug              | (9, 0.5) [6] |        |      |
| label smoothing      | 0.1 [37] |        |      |
| drop path            | 0.1    |        |      |
| base learning rate   | 1e-3   | 1e-3   | 1e-4 |
| batch size           | 128    | 128    | 32   |
| ρ_pre                | 0.6    | 0.6    | -    |
| sampling stride      | 4      | 2      | 10   |
| total epochs         | 100    | 50     | 30   |
| multi-view           | 5×3    | 10×3   | 2×3  |

Table 7. Fine-tuning settings for UCF101, HDMB51 and OSCC.

As we mentioned in Section 5 of the main paper, we validate our VideoMS on three video datasets: UCF101 [36], HMDB51 [22], and Ego4d [14]. We provide the hyperparameter setup for pre-training and fine-tuning in Table 6 and Table 7, respectively. As we mentioned in Section 4.1 of the main paper, we adopt the same masking ratio with VideoMAE [38] and MAE [12] for masking input video, but we only reconstruct (ρ_pre × 100)% of input video tokens during pre-training. And in fine-tuning, our model only takes (ρ_pre × 100)% of input video tokens. We follow the linear learning rate scheduling of [38] and [12], \[ lr = base\text{learning}\_rate \times \frac{batch\_size}{256}. \]

Video Action Recognition UCF101 and HDMB51 are used to evaluate our method for the video action recognition task. We pre-train ViT-B on the training set of each targeted downstream task. During the inference, we adapt common multi-view testing, T clips × three crops, which takes T temporal clips with three spatial crops to cover the overall length and space of the video, and the final decision is made by averaging the results of each view.

Object State Change Classification(OSCC) The OSCC dataset is the subset of the Ego4d dataset, consisting of 41.1k/21.2k train/val 8-second videos. As shown in Table 5 (Left) of the main paper, we evaluate our adaptive frame selection strategy during pre-training by comparing the downstream tasks’ accuracy, varying the ratio of α from 1.0, which is equal to not using α denoted as hyphen, to 2.0. Note that, as the Ego4d dataset shows the characteristic of having motion cues that are distributed and containing multi objects in Figure 5 (c) of the main paper, we adopt ρ_pre = 0.5. To see the effect of the frame selection range α, in Table 5 (Left), we train ViT-B on the train set of OSCC for 100 and 10 epochs in pre-training and fine-tuning, respectively. On the other hand, in Table 5 (Right), we train 400 and 30 epochs in pre-training and fine-tuning phases, respectively, using α = 1.5 only in pre-training. We adopt a fixed sampling ratio of 4 and 10 in pre-training and fine-tuning, respectively.

B. Comparing Functions for Computing Patch Embedding Distance

| Distance Function   | accuracy(%) |
|---------------------|-------------|
| negative cosine     | 33.53       |
| negative CKA        | 34.58       |
| L1                  | 42.22       |
| L2                  | 42.81       |

Table 8. Fine-tuning results on HMDB51 measured by varying the distance function in pre-training.

https://github.com/MCG-NJU/VideoMAE
As mentioned in Section 4.1 of the main paper, we can adapt other distance functions: L1 and L2 distance, negative cosine similarity, and negative CKA [5]. We train ViT-B on HMDB51 for 200 and 50 epochs, respectively, only varying the distance function in pre-training as shown in Table 8. L1 and L2 show the superior accuracy against the others. From these results, we use the L2 distance function as our default function for computing patch embedding distance.

C. Additional Experimental Results

As shown in Table 1 and 5 of the main paper, we save the computational cost drastically in pre-training and fine-tuning. Therefore, we conduct a further experiment in Table 9 by increasing the number of input frames from 16 to 24 in pre-training and fine-tuning to observe the results in case of having similar computational costs with VideoMAE. We achieve 94.42% accuracy on UCF101 while still having relatively lower GFLOPs than VideoMAE [38].

Here, we show the practical results comparing the GPU memory usage and corresponding batch size of each masking-base video models in Table 10. From this result, we strongly believe that our method would be the efficient implementation baseline for those who don’t have many GPU resources in contrast to the previous works [12, 38].

| Method   | # of frames | GFLOPs | accuracy(%) |
|----------|-------------|--------|-------------|
|          | pre  | fine | pre  | fine |          |
| VideoMAE | 16   | 16   | 35.48 | 180.5 | 90.80    |
| VideoMS  | 16   | 16   | 19.81 | 98.1  | 94.42    |
| VideoMS  | 24   | 24   | 30.65 | 159.4 | 93.39    |

Table 9. Fine-tuning results on UCF101 measured by varying the number of frames in pre-training and fine-tuning.

| Method   | Pre-train | Fine-tune |
|----------|-----------|-----------|
|          | Batch size | GPU(G)    | Batch size | GPU(G)    |
| MAE [12] | 16        | 23.2      | 4           | 20.3      |
| VideoMAE† [38] | 24        | 23.6      | 8           | 18.7      |
| Ours†    |           |           |             |           |
|          | 16        | 7.2       | 4           | 6.5       |
|          | 24        | 9.2       | 8           | 9.5       |
|          | 36        | 12.1      | 12          | 14.0      |
|          | 72        | 20.6      | 16          | 17.1      |

Table 10. GPU memory usage comparison of ViT-B between previous Masking-based Video models with respect to batch size.† use Deepspeed frameworks during fine-tuning. These experiments are conducted on the same NVIDIA GeForce RTX 3090 GPU.

D. Visualization of motion-centric masking and sampling

As shown in Figure 5 of the main paper, our masking method successfully captures the most informative space of each frame in various conditions. In this section, we further visualize our masking results in Figure 7 for deeper understanding. The first sample is similar in Figure 5 (b) but changes the $\rho_{pre}$ from 0.5 to 0.15. The masked result shows that our masking strategy could be better and save more computational costs if the view is fixed and the moving object is few. In Figure 8, the masked results in frames of the first to fourth show that our masking strategy wrongly captured the blue line of each frame’s upper regions as informative tokens in the given video. As the heatmaps show that those tokens are relatively low informative than the two skaters in the video, it still makes sense that our masking strategy can successfully capture the informative tokens in the given video. Figure 9 shows that our sampling method takes various frames and ignores redundant frames in the given video during pre-training.
Figure 7. **More Examples of Motion-centric Token selection.** We show the original video frames in the first row, Motion-centric masking results in the second, third, and fourth row by varying the $\rho_{pre}$ to 0.5, 0.25, and 0.15, respectively, and obtained importance heatmaps in the last row on UCF101 [36] dataset.

Figure 8. **More Examples of Motion-centric Token selection.** We show the original video frames in the first row, Motion-centric masking results in the second row, and obtained importance heatmaps in the last row on UCF101 [36] dataset. $\rho_{pre}$ is set to 0.3 in this example.
Figure 9. More Examples of Motion-centric Sampling results. Twenty-four frames of the first row in each sample are the given video, and blue-boxed frames are sampled with our sampling method. Red-boxed frames highly similar to each other would be sampled without our sampling method.