Hierarchically Clustered PCA and CCA via a Convex Clustering Penalty
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Abstract

We introduce an unsupervised learning approach that combines the truncated singular value decomposition with convex clustering to estimate within-cluster directions of maximum variance/covariance (in the variables) while simultaneously hierarchically clustering (on observations). In contrast to previous work on joint clustering and embedding, our approach has a straightforward formulation, is readily scalable via distributed optimization, and admits a direct interpretation as hierarchically clustered principal component analysis (PCA) or hierarchically clustered canonical correlation analysis (CCA). Through numerical experiments and real-world examples relevant to precision medicine, we show that our approach outperforms traditional and contemporary clustering methods on underdetermined problems ($p \gg N$ with tens of observations) and scales to large datasets (e.g., $N = 100,000$; $p = 1,000$) while yielding interpretable dendrograms of hierarchical per-cluster principal components or canonical variates.

1 Introduction

Explainable clustering across samples or individuals is important in countless real-world applications. In medical diagnoses, interpretable clustering of patients into distinct subtypes is increasingly important for personalized treatment [50, 45, 17, 49, 42, 2]. Due to the curse of dimensionality, similarity metrics (and thus clustering algorithm outcomes) degrade in high dimensions (i.e. the “$p > N$” setting common in medical imaging, genomics, and multomics, where we have $p$ correlated variables and a limited number of observations $N$). As a result, it is popular to use a two-stage procedure where high dimensional data are first embedded into a low-rank representation, and then clustered in this reduced dimension space. The mapping to the low-rank space (e.g., principal component loadings) are then often used to explain which variables are important (e.g., which differences in brain regions or genes relate to cluster differences [17, 14, 16, 23]).

Unfortunately, such two-stage procedures can lead to suboptimal and hard-to-explain results [6], as the embedding ignores important clustered structure in the data, which may harm the embedding. Further, as the embedding is agnostic to the underlying clusters, it may not provide a good space in which to separate the clusters (see Fig. 1). These issues motivate a need for joint clustering and embedding for such data. Further, such concerns extend to multiple data sets (multiview learning problems), where clustering and embedding has also frequently been approached as a two-step process where a low-rank, multiview embedding is obtained first and then input into a clustering algorithm (e.g., canonical correlation analysis followed by clustering, a common approach: [7, 8, 17, 18, 37]).

In the area of joint clustering and embedding, a number of pioneering approaches have emerged, including cluster-aware feature selection [56], CCA mixture models [20, 31], non-negative matrix factorization approaches (NMF) [21, 60, 63], and a variety of neural networks (e.g., [27, 57, 61, 35, 48, 3, 30]). However, these
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approaches lack explainability as they rely on neural networks or complex formulations, prioritize clustering over interpretability, and perform poorly given limited data.

To develop an explainable and scalable formulation for joint clustering and embedding, we aimed to combine two widely used and interpretable methods: principal components analysis (PCA) and hierarchical clustering. To do so in a tractable way, we turned to convex clustering. For the past decade, this convex approach to clustering has reinvigorated clustering research, providing both firm theoretical footing and yielding strong empirical results within the framework of convex optimization. Since initial work using sparse, structured convex penalties to encourage fusion of variables into clusters [41, 25, 33], there has been a flurry of theoretical and algorithmic improvements [38, 10, 54, 51, 58, 55, 53]. A desirable characteristic of the convex clustering approach is the simple convex penalty it uses to encourage clustering of the optimization variable, as this penalty can be readily incorporated into more complex problems. This has recently led to new approaches to biclustering [1, 10], multi-view clustering [56], and supervised convex clustering [55].

To jointly fit PCA and cluster hierarchically, we exploit this flexibility and add a convex clustering penalty to the classical Frobenius loss formulation of the truncated singular value decomposition (tSVD) [19]. This results in a simple formulation for joint hierarchical clustering and principal component embedding. Although nonconvex, the objective function consists of only the tSVD loss term and a convex penalty, allowing for rapid
fitting to a path of hierarchical solutions. Further it is amenable to scalable optimization for fitting larger \( N \) than previously possible for convex clustering methods (while estimating within-cluster principal components).

As this method learns a smooth, continuous path of hierarchical clustering solutions as a penalty parameter \( (\lambda) \) is varied, we call it Pathwise Clustered Matrix Factorization (PCMF). The approach’s ability to cluster and fit principal components simultaneously allows it to handle the inherently uncentered structure of clustered components with different means, and to yield explainable loadings by correctly fitting components within clusters (Fig. 1g). It is highly interpretable as it returns both a dendrogram describing the cluster structure and the principal component scores and loadings per-cluster. Importantly, it can also be extended to joint multiview (CCA) embedding and clustering.

### 2 Main Contributions and Significance

1. **We introduce a method for joint hierarchical clustering and embedding (PCMF)** that adds a convex clustering penalty to the tSVD to yield joint hierarchically clustering and principal components within each cluster (Fig. 1). This is significant, as it is a new and uniquely explainable (e.g., yielding per-cluster principal component loadings), sensitive (effective for small \( N \)/small clusters), and scalable (able to fit large \( N \), e.g., \( N = 100,000 \)) approach to joint embedding and clustering.

2. **We present two algorithms to solve the PCMF problem along a path of solutions**, accelerate them using Algorithmic Regularization [58], and introduce a consensus approach that scales to much larger \( N \) than previously possible with convex clustering.

3. **We introduce a method to recover a dendrogram from the clustered matrix approximations**.

4. **We generalize our method to multiview learning**, introducing a novel approach and algorithm: Pathwise Clustered Canonical Correlation Analysis (P3CA).

5. **We demonstrate the efficacy of our approach relative to state-of-the-art methods on real data**.

### 3 Related Work: Convex Clustering

Traditional clustering algorithms such as K-means or hierarchical clustering aim to partition observations into more homogeneous subsets and are traditionally formalized as discrete optimization problems that are NP-hard. By relaxing the hard clustering constraint to a convex penalty [41], clustering can be reformulated as a convex optimization problem. In such “convex clustering” (also referred to as “clusterpath” or “sum-of-norms” clustering), the fitting procedure trades off approximating the data well with minimizing the sum of between-observation distances via a tuning penalty parameter, \( \lambda \). The number of clusters is indirectly controlled by \( \lambda \), and when solved along a path of \( \lambda \)s, convex clustering can exactly recover true data partitions among a mixture of Gaussians [33, 25, 29]. Further, this path of clustering solutions can be used to visualize hierarchical structure among the clusters as a dendrogram [58].

More explicitly, for data matrix \( X \in \mathbb{R}^{N \times p} \) with \( N \) observations in the rows and \( p \) variables in the columns, convex clustering solves the problem:

\[
\min_{X \in \mathbb{R}^{N \times p}} \frac{1}{2} \|X - \hat{X}\|_F^2 + \lambda \sum_{i<j} w_{ij} \|\hat{X}_i - \hat{X}_j\|_q.
\]  

(1)

The problem takes a “Lagrangian” form, with the penalty parameter \( \lambda > 0 \) continuously trading off a relaxed clustering inequality constraint (the sum of convex \( q \)-norms of differences between observations—typically \( q \in \{1, 2, \infty\} \)) with model fit to the data. Without this penalty, the problem is highly overparameterized and every row (sample/observation) has its own centroid. Weights \( w_{ij} > 0 \) can be added to increase the flexibility in modeling local structure in the row differences such as with a radial basis function (\( w_{ij} = \exp(-\gamma \|X_i - X_j\|_2^2) \) [25, 10]). However, multiplicative weights may provide better theoretical guarantees [29]. To speed up optimization and (sometimes significantly) improve results, weights may be constrained to only be nonzero for nearest neighbors [10, 56].

Multiple algorithms have been proposed to solve agglomerative convex clustering including subgradient descent [25], the stochastic incremental algorithm [39], the semismooth Newton-CG augmented Lagrangian method [52], and primal-dual operator splitting methods using the Alternating Direction Method of Multipliers (ADMM) or the Alternating Minimization Algorithm (AMA) [10]. Agglomerative convex clustering has been shown to converge and yield hierarchical dendrograms under certain satisfiable regularity conditions [43, 11, 58]. Recently, a warm-started ADMM approach—Algorithmic Regularization, which converges along a path of values of regularization penalty (\( \lambda \))—has been shown to strongly converge to ADMM solutions;
this enables feasible computation of dense convex clustering $\lambda$ paths by increasing the speed in which the algorithm converges by >100 times [58]. Multiple studies have evaluated the statistical properties of convex optimization and its extension to clustering [22, 4, 39, 13, 52, 28, 29, 32], but none have explored using the convex clustering penalty for hierarchical clustering of PCA and CCA, as we do here. Convex biclustering [12] is perhaps the most similar in spirit, but significantly, it does not allow the same variables to contribute differentially to more than one cluster of observations, as our pathwise clustered PCA and CCA approaches do.

4 Pathwise Clustered Matrix Factorization (PCMF)

4.1 Problem Formulation

Consider a data matrix $X \in \mathbb{R}^{N \times P}$ with $N$ observation in the rows and $P$ variables in the columns, rank $R \leq \min(N, P)$, and without loss of generality assume $X$ has been centered (see Appendix §1.2 for further discussion of uncentered effects). Among the most well-known and widely-employed algorithms is the truncated singular value decomposition (tSVD), where the rank-$R$ reconstruction to $X$ is given by $X = USV^T$, where $U^T U = I_N, V^T V = I_P$, $S = \text{diag}(s_1, \ldots, s_r)$ and $s_1 \geq s_2 \geq \cdots \geq s_R > 0$. It is a classic result [19] that for any $r \leq R$ the “truncated” SVD satisfies:

$$\hat{X} = U_r S_r V_r^T = \arg\min_{\hat{X} \in M(r)} \frac{1}{2} \|X - \hat{X}\|_F^2,$$

where $M(r)$ is the set of rank-$r \leq R$ matrices of $N$ rows and $P$ columns, $U_r$ and $V_r$ contain the first $r$ left and right singular vectors in their respective columns, and $S_r$ is square with the first $r$ ordered singular values on its diagonal.

This decomposition is ubiquitously employed throughout statistics, engineering, and life sciences for dimensionality reduction, denoising, and data modeling. It is frequently used for capturing directions of maximum variance or covariance in data, as it is the algorithmic basis of principal components analysis (PCA), total least squares regression (TLS), and canonical correlation analysis (CCA).

We aim to generalize the tSVD to allow clustering among the observations, such that different clusters contain different variance-maximizing tSVD approximations. To do this we follow the convex clustering literature and augment (2) with the following sum-of-norms regularization (with $q \in \{1, 2, \infty\}$):

$$\min_{\hat{X} \in M(r)} \frac{1}{2} \|X - \hat{X}\|_F^2 + \lambda \sum_{i<j} w_{ij} \|\hat{X}_i - \hat{X}_j\|_q.$$

Note that when $r = R$ (that is, if $\text{rank}(\hat{X}) = \text{rank}(X)$), this problem reduces to standard convex clustering (1). Expressing the matrix rank constraint $\hat{X} \in M(r)$ explicitly in terms of the tSVD, this optimization problem can be written:

$$\min_{\hat{X}, U_r, S_r, V_r} \frac{1}{2} \|X - \hat{X}\|_F^2 + \lambda \sum_{i<j} w_{ij} \|\hat{X}_i - \hat{X}_j\|_q$$

subject to $\hat{X} - U_r S_r V_r^T = 0, U_r^T U_r = V_r^T V_r = I_r, S_r = \text{diag}(s_1, \ldots, s_r)$, for $s_1 \geq s_2 \geq \cdots \geq s_r > 0$, which can be interpreted as a convex clustering problem with truncated SVD constraints. We next present two algorithmic approaches to solving this problem.

4.2 Solving PCMF with ADMM

First, we present an approach solving PCMF with ADMM. Because in most cases it is desirable for many weights $w_{ij}$ in the convex clustering penalty to be exactly zero [10], we can represent the relevant nonzero distances as a sparse graph $G$. We then introduce an auxiliary variable $G = D\hat{X} \in \mathbb{R}^{E \times N}$, where $D \in \mathbb{R}^{E \times n}$ is a sparse matrix containing the weighted pairwise distances defined by edges $E$. This allows us to rewrite the PCMF problem as:

$$\min_{\hat{X}, G, U_r, S_r, V_r} \frac{1}{2} \|X - \hat{X}\|_F^2 + \lambda \sum_{\ell \in E} w_\ell \|G_\ell\|_q$$

subject to $\hat{X} - U_r S_r V_r^T = 0, G - D\hat{X} = 0, U_r^T U_r = V_r^T V_r = I_r, S_r = \text{diag}(s_1, \ldots, s_r)$,
for \( s_1 \geq \cdots \geq s_r > 0 \), which yields a problem separable in its objective and penalty subject to (nonconvex) constraints—a common application for ADMM. Algorithm 1 shows the ADMM updates, using Algorithmic Regularization [58] along the \( \lambda \) path. ADMM solutions fit along a path of \( \lambda s \) benefit from “warm-starting” by initializing the next problem along the path at the previous solution. Algorithmic Regularization takes this to the extreme, shortening steps along the path and decreasing the number of ADMM iterations at each point to a small number (achieved by making \( K \) small in Algorithm 1). For an appropriately chosen step size, this has been proven to converge to the true path solutions and speed up the computation of path estimation by \( >100 \) times [58]. Critically, this improves computational feasibility since the algorithm requires solving over many path parameter (\( \lambda \)) values (see Appendix for derivation, convergence details, and computational complexity).

Algorithm 1 PCMF-ADMM

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Input:} data \( X \), decreasing path \( \{ \lambda \} \), weights \( w \), pairwise distance matrix \( D \)
\State \textbf{Notation:} data mean, \( \hat{X} \), rank \( r \), iteration \( k \), norm \( q \in \{ 1, 2, \infty \} \), \( \rho \geq 1 \), proximal operator \( \text{prox} \hat{P}_{w,q}(G) \)
\State
\State 1: \( G^0 \leftarrow Z^0 \leftarrow DX; \hat{X} \leftarrow \hat{X}; (U^0_r, S^0_r, V^0_r) \leftarrow \text{SVD}(\hat{X}); L = \text{chol}(I + \rho I + \rho D^T D) \)
\State 2: for \( \lambda \in \{ \lambda \} \) do
\State 3: for \( k = 1, \ldots, K \) do
\State 4: \( \hat{X}^{k+1} \leftarrow L^{-T} L^{-1}(X + \rho D^T (G^k - Z^k) + \rho(U^k_r S^k_r V^k_r^T - Z^k_2)) \)
\State 5: \( G^{k+1} \leftarrow \text{prox} \hat{P}_{w,q}(G)(D \hat{X}^{k+1} + Z^k_2) \)
\State 6: \( (U^k_r + 1, S^k_r + 1, V^k_r + 1) \leftarrow \text{SVD}(\hat{X}^{k+1} + Z^k_2) \)
\State 7: \( Z^{k+1}_1 \leftarrow Z^k_1 + D^T \hat{X}^{k+1} - G^{k+1} \)
\State 8: \( Z^{k+1}_2 \leftarrow Z^k_2 + \hat{X}^{k+1} - U^{k+1}_r S^{k+1}_r V^{k+1} \)
\State 9: end for
\State 10: Save current path solutions: \( \hat{X}_\lambda \leftarrow \hat{X}^K \), \( G_\lambda \leftarrow G^K \), \( (U_r, S_r, V_r) \leftarrow (U^K_r, S^K_r, V^K_r) \)
\State 11: Initialize for next path solution: \( \hat{X}^0 \leftarrow \hat{X}^K \), \( G^0 \leftarrow G^K \), \( (U^0_r, S^0_r, V^0_r) \leftarrow (U^K_r, S^K_r, V^K_r) \)
\State 12: end for
\State 13: return pathwise solutions \( \{ \hat{X}_\lambda \}, \{ G_\lambda \}, \{ U_r, S_r, V_r \} \)
\end{algorithmic}
\end{algorithm}

### 4.3 Solving PCMF with a Penalized Alternating Least Squares Relaxation

Second, we present a Penalized Alternating Least Squares (PALS) approach that, when relaxed, provides more flexible fitting of per-cluster factors than the ADMM solution and will subsequently motivate our multiview approach. Without loss of generality, we consider the rank-1 version of this problem (which can be generalized to rank-\( r \)) using an appropriate deflation approach; see Mackey [34], Witten et al. [59]). Denoting the \( i \)th column vector of \( X \) as \( x_i = (X)_{ij} \) and defining penalty \( \hat{P}_{w,q}(u, v) = \sum_{(i,j) \in E} w_{ij} \| u_i v_i - u_j v_j \|_q \), we can write the rank-1 truncated SVD with a convex clustering penalty (see Appendix §4) as:

\[
\min_{s,u,v} \frac{1}{2} \sum_{i=1}^N \| x_i - su_i v_i \|_2^2 + \lambda \hat{P}_{w,q}(u, v) \quad \text{subject to} \quad \| u \|_2^2 = 1, \| v \|_2^2 = 1, s > 0. \quad (6)
\]

To introduce the overparameterization necessary for convex clustering (without loss of generality) we center and scale \( X \), set \( s = 1 \), and replace the single vector \( v \) with a matrix \( V \in \mathbb{R}^{p \times N} \) with column vectors \( v_i = V_i \) (denoting the the set of these column vectors as \( \{ v \} \), \( i = 1, \ldots, N \))—this allows each observation to potentially be its own cluster in the limit \( \lambda \rightarrow 0 \). We define \( P_{w,q}(u, V) = \sum_{(i,j) \in E} w_{ij} \| u_i v_i - u_j v_j \|_q \) and arrive at the overparameterized problem:

\[
\min_{u,V} \sum_{i=1}^N \| x_i - u_i v_i \|_2^2 + \lambda P_{w,q}(u, V) \quad \text{subject to} \quad \| u \|_2^2 = 1, \| v \|_2^2 = 1, i = 1, \ldots, N. \quad (7)
\]

To decrease computation time and improve the flexibility of fitting per-cluster factors, we remove the cross terms in the penalty; we relax the problem formulation by replacing \( P_{w,q}(u, V) \) with \( Q_u^w(u) = \sum_{(i,j) \in E} w_{ij} | u_i - u_j | \) and \( Q_V^w(V) = \sum_{(i,j) \in E} w_{ij} \| v_i - v_j \|_q \). Next, using fixed values from iterate \( k \),
We next extend PCMF to multiview learning, where we aim to learn the covariance structure between clustered observations measured using multiple data views (i.e., fitting canonical correlation analysis or CCA within clusters). We will subsequently refer to a convex clustering solver as CONVEXCLUSTER. Here we implement our CONVEXCLUSTER as an ADMM algorithm that can be scaled using consensus ADMM (Appendix §8); however, other convex clustering solvers could be used instead. The CONVEXCLUSTER algorithm and derivation of the PCMF-PALS problem is given in the Appendix.

Algorithm 2 Pathwise Clustered Canonical Correlation Analysis (P3CA)

| Input: data $(X, Y)$, decreasing path $\{\lambda\}$, weights $w$, norm $q \in \{1, 2, \infty\}$ |
| Notation: iteration $k$, data means $(X, Y)$, $v_i = V_i$, $x_i = (X_i)^T$, $\bar{y}_i = (\bar{Y}_i)^T$, $\rho \geq 1$ |
| 1: $U \leftarrow X, V \leftarrow Y$ |
| 2: for $\lambda \in \{\lambda\}$ do |
| 3: for $k = 1, \ldots, K$ do |
| 4: $\bar{x}_i^{k+1} \leftarrow \Sigma_i v_i^k, (\Sigma_i = X_i Y_i^T \in \mathbb{R}^{P \times P})$ for $i = 1, \ldots, N$ |
| 5: $u_i^{k+1} \leftarrow \text{CONVEXCLUSTER}(\bar{x}_i^{k+1}, U^k, \lambda, w, q)$ |
| 6: $v_i^{k+1} \leftarrow \text{prox}_{\|_{2}^{2}}(u_i^{k+1})$ for $i = 1, \ldots, N$ |
| 7: $\bar{y}_i^{k+1} \leftarrow \Sigma_i u_i^{k+1}, (\Sigma_i = Y_i X_i^T \in \mathbb{R}^{P \times P})$ for $i = 1, \ldots, N$ |
| 8: $v_i^{k+1} \leftarrow \text{prox}_{\|_{2}^{2}}(v_i^{k+1})$ for $i = 1, \ldots, N$ |
| 9: end for |
| 10: Save path solutions: $U_i^K \leftarrow u_i^{KT}; V_i^K \leftarrow v_i^{KT}$ for $i = 1, \ldots, N$; $(U_{\lambda}, V_{\lambda}) \leftarrow (U^K, V^K)$ |
| 11: Initialize for next path solution: $(U^0, V^0) \leftarrow (U^K, V^K)$ |
| 12: end for |
| 13: return pathwise solutions $\{U_{\lambda}\}, \{V_{\lambda}\}$ |

5 Pathwise Clustered CCA (P3CA): Multiview Learning PCMF

We next extend PCMF to multiview learning, where we aim to learn the covariance structure between clustered observations measured using multiple data views (i.e., fitting canonical correlation analysis or CCA within clusters). To do so we introduce the overparameterized pathwise clustered canonical correlation analysis (P3CA) optimization problem (recall $v_i = V_i$ are column vectors of $V \in \mathbb{R}^{P \times N}$). We have data matrices $X \in \mathbb{R}^{N \times P}, Y \in \mathbb{R}^{N \times P}$ and variables $u_i \in \mathbb{R}^{P \times 1}, v_i \in \mathbb{R}^{P \times 1}$, and we define $\Sigma_i = X_i^T Y_i \in \mathbb{R}^{P \times P}$ and $Q_{w,q}(V) = \sum_{(i,j) \in \mathbb{E}} w_{ij} \|v_i - v_j\|_q$. This yields the problem:

$$\begin{align*}
\max_{\{u_i\}, \{v_i\}} & \sum_{i=1}^{N} u_i^T \Sigma_i v_i - \lambda Q_{w,q}(U) - \lambda Q_{w,q}(V) \quad \text{subject to} \quad \|u_i\|_2^2 = 1, \ \|v_i\|_2^2 = 1,
\end{align*}$$

for $i = 1, \ldots, N$. Without inequality constraints, this is a biconvex problem in the $\{u_i\}$ and $\{v_i\}$ when the subproblems are relaxed by fixing $\bar{x}_i = \Sigma_i v_i$ and $\bar{y}_i = \Sigma_i^T u_i$ at each subiterate:

$$\begin{align*}
\{u_i\}^{k+1} & \leftarrow \argmin_{\{u_i\}} \sum_{i=1}^{N} \frac{1}{2} \|\bar{x}_i - u_i\|_2^2 + \lambda Q_{w,q}(U) \quad \text{subject to} \quad \|u_i\|_2^2 = 1, \ i = 1, \ldots, N,
\end{align*}$$

where $y_{x,i}^k = x_i^T v_i^k$ and $y_{x,i}^k = u_i^k x_i$, we can write iterative updates:

$$\begin{align*}
\{u_i\}^{k+1} & \leftarrow \argmin_{u} \sum_{i=1}^{N} \|y_{x,i}^k - u_i\|_2^2 + \lambda Q_{w,q}(u) \quad \text{subject to} \quad \|u\|_2^2 = 1, \quad (9a) \\
\{v_i\}^{k+1} & \leftarrow \argmin_{\{v_i\}} \sum_{i=1}^{N} \|y_{x,i}^k - v_i\|_2^2 + \lambda Q_{w,q}(V) \quad \text{subject to} \quad \|v_i\|_2^2 = 1, \ i = 1, \ldots, N. \quad (9b)
\end{align*}$$

This results in the iterative updates each being standard convex clustering problems with added constraints. We will subsequently refer to a convex clustering solver as CONVEXCLUSTER. Here we implement our CONVEXCLUSTER as an ADMM algorithm that can be scaled using consensus ADMM (Appendix §8); however, other convex clustering solvers could be used instead. The CONVEXCLUSTER algorithm and derivation of the PCMF-PALS problem is given in the Appendix.
Figure 2: P3CA recovers 3 penguin species and identifies a hierarchy of shared embeddings (U on left and V on right). a. X variables colored by P3CA clustering solution indicated by the arrow. b. Ground truth clustering solution for X and Y variable sets. c. Y variables colored by best P3CA clustering solution indicated by the arrow. d-e. P3CA path diagrams for X and variable sets (colors indicate variable; pink is intercept term).

\[
\{v_i\}_k^{k+1} \leftarrow \arg\min_{\{v_i\}_k} \sum_{i=1}^N \frac{1}{2} \|\tilde{y}_i - v_i\|^2_2 + \lambda Q_{w,q}(V) \text{ subject to } \|v_i\|_2^2 = 1, \ i = 1, \ldots, N. \tag{11b}
\]

Each of these updates is a convex clustering problem in a particular representation of the data, leading to Algorithm 2. Here and for the algorithms above, we find empirically that for sufficiently small steps sizes the Algorithmic Regularization algorithm closely approaches the ADMM solutions with a significant speed up (see Appendix §5−7 for more details).

6 Dendrograms and Model Selection

PCMF fits a path of solutions along a sequence of values of \(\lambda\), and when using the \(\ell_2\)-norm (\(q = 2\)) (as we do for the remainder of the paper given its desirable rotational symmetry), not all members of a cluster are shrunk to exactly the same value [25]. Previous work has forced hard clustering at each agglomerative stage along the \(\lambda\) path [25, 58, 29]. This may artificially force observations into one cluster that may then later switch to another, resulting in nonsmooth paths in practice. We choose to instead let the paths be unconstrained and smooth during solving, and then generate a dendrogram using a wrapper function that estimates sequential split points from the fully fit paths by sequentially testing whether increasing the number of clusters at each step would improve overall model fit in terms of the penalized log-likelihood. Clustering at each \(\lambda\) is performed on the weighted affinity matrix generated from differences matrix defined by the dual variables as recommended in [10]. Thus this procedure estimates the connected components of the affinity graph defined by the dual variables at each value of \(\lambda\). Further details on model selection are described in Appendix §9.

7 Experiments

7.1 PCMF on Numerical Experiments and Real-World Omic Datasets.

Here, we evaluate PCMF in numerical experiments using small and large synthetic data (Table 1 and Appendix Tables 1-2) and 4 real-world datasets (Tables 2 and 3). We measure clustering performance of PCMF against 3 classical (PCA+K-means, Ward, spectral, and DP-GMM) and 10 state-of-the-art (Elastic Subspace Clustering [62], gMADD [46, 40], HDCC, Leiden, Louvain, DP-GMM, CARP) clustering methods including convex clustering (CARP) and 3 deep learning methods (DEC, IDEC, CarDEC) to accurately recover cluster labels in 18 synthetic datasets across 10 runs (Appendix Table 2) and in 4 complex real-world datasets (Table 2-3).
We further show our consensus ADMM runs on larger \( N > 4 \) complex real-world omic datasets as PCMF, but split the variables into Consensus PCMF and PCMF. Dataset [47], we find P3CA identifies a metabolome-proteome embedding that predicts both COVID-19 outperforms or ties all 13 clustering methods (Table 3). Subtype and Cell/Tissue Classification using Real-World Omic Datasets. To evaluate the PCA interpretation of PCMF embeddings, we compare and show high similarity to tSVD estimates on the ground-truth clusters (Fig. 1g and Appendix §1). Consensus ADMM and PCMF-PALS with nearest neighbors \( p > N \) outperforms in 18 synthetic datasets, especially for alternative clustering (DEC, IDEC; Table 3). Finally, we evaluate our method on 4 complex real-world omic datasets and find PCMF outperforms all 13 clustering methods (including CARP and deep learning methods) in nearly all cases (except on the SRBCT data against DEC/IDEC; Table 3).

### Numerical Experiments

We find that PCMF-ADMM and PCMF-PALS with nearest neighbors \( N > N \) performs competitively in 18 synthetic datasets, especially for \( p > N \) (\( p = 200, p = 2,000 \); Appendix Table 1). We further show our consensus ADMM runs on larger datasets and compare time of completion (TOC) to PCMF-ADMM (which like convex clustering cannot run on \( N > 1,000 \)) (Table 1; n.b. consensus ADMM code is unoptimized). To evaluate the PCA interpretation of PCMF embeddings, we compare and show high similarity to tSVD estimates on the ground-truth clusters (Fig. 1g and Appendix §1.2). Cancer Subtype and Cell/Tissue Classification using Real-World Omic Datasets. Finally, we evaluate our method on 4 complex real-world omic datasets and find PCMF outperforms all 13 clustering methods (including CARP and deep learning methods) in nearly all cases (except on the SRBCT data against DEC/IDEC; Table 3).

#### 7.2 P3CA on Real-world Physiological, Omic, Behavioral, and Neuroimaging Datasets

We demonstrate P3CA in six real-world datasets (Tables 2-3). Species Classification. First we apply P3CA to phenotypic data and classify penguin species with 98.25% accuracy [26] (Table 3 and Fig. 2). Cancer Subtype and Cell/Tissue Classification using Real-World Omic Datasets. We evaluate P3CA on the same 4 complex real-world omic datasets as PCMF, but split the variables into \( X \) and \( Y \) (Table 2). We find P3CA outperforms or ties all 13 clustering methods (Table 3). Predicting COVID-19 Severity. Using a COVID-19 dataset [47], we find P3CA identifies a metabolome-proteome embedding that predicts both COVID-19

### Table 1: Clustering accuracy of consensus PCMF on 4-class data.

| \( N = 100 \) | \( N = 1,000 \) | \( N = 10,000 \) | \( N = 100,000 \) |
|---|---|---|---|
| PCMF | 1.0 | 0.1 | 169.65 |
| Consensus PCMF | 1.0 | 1.0 | 71.6s | 1.0 | 1.0 | 467.2s | 1.0 | 1.0 | 4,897.8s | 1.0 | 1.0 | 137,488.9s |

### Table 2: Real-world datasets. See Appendix §11 for more details.

| Dataset | Variables (\( p \)) | Samples (\( N \)) | Classes |
|---|---|---|---|
| NCI (Multiview) | 6,830 genes (expression) (\( X \)) | 64 | 13 cell types |
| SRBCT (Multiview) | 2,318 genes (expression) (\( X \)) | 88 | 4 cancer diagnoses |
| Mouse Organ (Multiview) | 16,941 genes (scRNA-seq) (\( Y \)) | 125 | 7 mouse organs |
| Tumors (Multiview) | 11,931 expression/methylation (\( X \)) | 142 | 3 cancer diagnoses |
| COVID-19 (Multiview) | 403 metabolites (\( X \)); 382 proteins (\( Y \)) | 45 | 3 severities |
| NCI (Multiview) | 1,000 genes (expression) (\( X \)); 100 genes (expression) (\( Y \)) | 64 | 13 cell types |
| SRBCT (Multiview) | 1,000 genes (expression) (\( X \)); 100 genes (expression) (\( Y \)) | 88 | 4 cancer diagnoses |
| Mouse Organ (Multiview) | 100,000 genes (scRNA-seq) (\( X \)); 100 genes (scRNA-seq) (\( Y \)) | 125 | 7 mouse organs |
| Tumors (Multiview) | 1,000 genes (expression) (\( X \)); 100 genes (expression) (\( Y \)) | 142 | 3 cancer diagnoses |
| Autism (ASD) (Multiview) | 3 behaviors (\( X \)); 20 RSFC features (\( Y \)) | 299 | unknown |

### Table 3: Clustering accuracy on real-world datasets ("MV" abbreviates "Multiview").

| Dataset | NCI | SRBCT | Mouse Organ | Tumors | COVID-19 | Penguins | NCI-MV | SRBCT-MV | Mouse-MV | Tumors-MV |
|---|---|---|---|---|---|---|---|---|---|---|
| PCMF-PALS | 64.06% | 55.42% | 80.00% | 97.89% | 1.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 |
| PCMF-ADMM | 43.79% | 51.8% | 73.6% | 92.25% | 1.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 |
| P3CA | 91.11% | 98.25% | 56.25% | 65.06% | 63.20% | 98.59% | 100 | 100 | 100 | 100 |
| PCA + K-means | 39.06% | 40.96% | 45.60% | 50.00% | 51.11% | 79.82% | 31.25% | 37.35% | 27.20% | 50.70% |
| CCA + K-means | 56.25% | 40.96% | 46.40% | 94.37% | 68.89% | 96.78% | 51.56% | 40.96% | 30.40% | 94.36% |
| Spectral | 43.75% | 43.37% | 45.60% | 93.66% | 82.22% | 96.78% | 50.00% | 43.37% | 40.00% | 93.66% |
| Elastic Subspace | 59.38% | 49.40% | 73.60% | 94.37% | 51.11% | 97.37% | 48.43% | 40.96% | 52.00% | 94.37% |
| gMADD | 42.19% | 46.99% | 42.40% | 72.34% | 51.11% | 67.25% | 39.06% | 44.58% | 35.20% | 58.45% |
| HDCC | 59.38% | 34.94% | 29.60% | 50.00% | 40.00% | 88.01% | 51.50% | 38.55% | 29.60% | 50.00% |
| Leiden | 50.00% | 46.99% | 68.00% | 71.12% | 82.22% | 40.00% | 48.43% | 46.99% | 49.60% | 71.13% |
| Louvain | 42.19% | 48.19% | 76.00% | 94.34% | 82.22% | 65.20% | 45.31% | 48.43% | 60.80% | 93.66% |
| DP-GMM | 46.88% | 43.37% | 54.40% | 85.92% | 73.33% | 68.42% | 45.31% | 45.31% | 39.20% | 92.96% |
| hCARP | 43.75% | 46.99% | 36.00% | 75.25% | 71.11% | 79.82% | 34.37% | 43.37% | 30.40% | 93.66% |
| DEC | 45.31% | **71.08%** | 46.40% | 94.37% | 88.89% | 54.69% | **65.06%** | 33.60% | 94.37% |
| IDEC | 48.44% | 67.47% | 61.60% | 92.96% | 73.33% | 73.33% | 50.00% | 43.37% | 30.40% | 93.66% |
| CarDEC | 51.56% | 40.96% | 75.20% | 90.14% | 84.44% | 90.14% | 51.56% | 40.96% | 30.40% | 93.66% |
1. GBM (N = 68)
2. Lung (N = 36), GBM (N = 3)
3. Breast (N = 35)

Variable: MIRLET7I microRNA
Samples in Leaf
Accuracy: 97.89%

Figure 3: PCMF dendrogram on Tumors data shows cancer taxonomy with dendrogram splits consistent with observed confusion rate, highlighting interpretability.

Figure 4: Associations between P3CA variates and protein / metabolite abundance predict COVID-19 severity. a. Proteome (X) P3CA variate is associated with SERPINA3 abundance. Right: Distribution of SERPINA3 abundance by patient group. b. Left: Metabolome (Y) P3CA variate is associated with stachydrine abundance, and strength/direction of association differs between groups. Right: Distribution of stachydrine abundance by patient group. r_all indicates correlation between all patients.

Severity and potential protein and metabolite biomarkers. P3CA recovers true patient severity subgroups (healthy, non-severe, severe) with the highest accuracy (91.11%) compared to other methods (Table 3). In this COVID-19 example P3CA is successful on a very small sample of N = 45 subjects with p ≈ 400 variables for each data view. By correlating the metabolome/proteome P3CA variate with metabolite/protein abundance, we identify severity-associated proteins and metabolites (Fig. 4). Importantly, the direction of association can be shared across subgroups (SERPINA3 in Fig. 4a) or can differ across subgroups (see r-values for stachydrine in Fig. 4b)— uniquely distinguishable in P3CA compared to standard canonical correlation analysis that only captures shared associations across all subjects/samples. The associated proteins/metabolites to COVID-19 are supported by prior work: SERPINA3 (alpha-1 antichimotrypsin) is an immune marker in the coagulation/fibrinolytic cascade [44] that has been associated with COVID-19 [47, 15]; stachydrine (alias proline betaine) is an osmotic protective agent/compound [5] associated with a number of medical disorders [9], and osmotic crisis is a risk factor for severe COVID-19 [36]. Discovery of Subtypes of Autism Spectrum Disorder (ASD). In Appendix §10.2 (Appendix Fig. 6 and Appendix Tables 2-3), we demonstrate deploying P3CA for subtype discovery, in which true biological subtypes are unknown but could inform diagnosis and the development of personalized treatments [17, 24]. P3CA identifies distinct biological subtypes of N = 299 ASD patients by finding a clustered CCA embedding of multivariate clinical behavior (X = 3) features and functional brain connectivity (Y = 20 top features) with stable subject-level U and V coefficients (cosine similarity: 0.93 ± 0.05 for U estimates and 0.97 ± 0.03 for V estimates; 10 subsamples 70% patients).

8 Conclusion

Here we have introduced Pathwise Clustered Matrix Factorization (PCMF) and its generalization to multiview data—Pathwise Clustered Canonical Correlation Analysis (P3CA)—both approaches that jointly hierarchically cluster and embed high dimensional data using a convex clustering penalty. These methods are significant, as they are uniquely interpretable and effective for both small N and small cluster size as well as scalable to very large N. We present novel, accelerated, and scalable algorithms to solve these problems along a path of solutions and introduce a method to recover a dendrogram from the pathwise solutions. We then validate our approaches on synthetic and real-world data. Our results showed our methods to be highly competitive in terms of clustering accuracy and in terms of the enhanced explainability allowed by the hierarchical discovery of cluster-wise principal components or canonical variates.
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