1. Introduction

There are many options to categorize software for microcontrollers. We shall use one of the variants for the informal classification of real-time operating systems (RTOS) for microcontrollers (MC). It was proposed by the Massachusetts Institute of Technology (MIT). This classification takes into consideration the software for real-time technical systems (RTTS) based on microcontrollers and microprocessors [1,2]. According to this classification, there are 4 classes of hard-real time operating systems:

- the pattern template based on Polled Loop Systems;
- the pattern template of software based on the microcontroller interruption system (Interrupt Driven);
- the simple patterns of real-time operating systems based on a multi-tasking core, such as SafeRTOS, the IEC 61508 standard-certified, μC/OS-II, RTXC Quadr, and others;
- a full-featured operating system (Full Featured RTOS) maintaining the POSIX standard (portable operating system interface). For a given option, there are typical RTOS standards such as POSIX 1003.1a, the POSIX 1003.1b standard, the POSIX 1003.1c standard. Aviation engineering employs the RTOS of the DO-178B, ARINC-653 standards.

The European aviation standard ED-12B is analogous to DO-178B.

Many modern real-time software and hardware technical systems (RTTS) are built on the basis of a master controller. More complex systems typically consist of a main controller based on the Cortex-A (Cortex-M) architecture microcontrollers and auxiliary controllers (based on the Cortex-M MCs or simpler 8-, 16-bit MCs). In most cases, the auxiliary controller in a circuit of actuator and sensor controllers (ASCs) may be subject to higher requirements for the speed of computation and the unification of MCs from different manufacturers. The software solution is subject to requirements for the ease of source code maintenance. In addition, the issue of mathematical modeling is important.

At present, one of the acceptable solutions for the creation of ASC hardware is the Cortex-M architecture MCs due to their relatively high power and low price. The price of these 32-bit Cortex-M architecture microcontrollers is comparable to some 8-bit MCs for similar purposes while and the speed of operation is much greater. Using the Cortex-M architecture makes it possible to unify the source code for the MCs from different manufacturers.
The ASC software can be implemented on the basis of the first three classes of RTOS, namely, based on the Polled Loop Systems, based on the Interrupt Driven microcontroller system, or on the basis of simple real-time operating systems based on a multi-tasking core [1, 2]. The advantage of a multi-tasking-core-based RTOS is the relative simplicity of software development and project support.

We shall consider the pros and cons of using a multi-tasking-core-based RTOS as a base for the ASC software compared to other solutions [1, 2]. The advantage of a multi-tasking-core-based RTOS is the relative speed limit of the software compared to solutions based on the Polled Loop Systems or based on the Microcontroller Interrupt Driven system. The second drawback is the need to study the source code of the RTOS for the presence of hidden errors, to test the RTOS for systems requiring great reliability (aircraft, missile technology, medicine, etc.). Relatively simple solutions based on the Polled Loop Systems or the Interrupt Driven systems are easier to find hidden programming errors.

One can achieve greater performance speed of the ASC software, compared to a multi-tasking RTOS, by using the Polled Loop Systems or on the basis of the microcontroller Interrupt Driven system [1, 2]. However, developing the software without patterns makes it difficult to unify, to maintain the code, and to model mathematically. Therefore, it is a relevant task to develop typical State design patterns for the Cortex-M architecture MCs to address the above shortcomings related to unification, maintenance, and mathematical modeling.

The Cortex-M architecture microcontrollers, for which patterns are designed, are produced by many manufacturers and are now widely used in equipment. Using the Universal Cortex-Microcontroller Software Interface System (CMSIS) libraries makes it possible to adapt the obtained patterns to a large number of Cortex-M architecture microcontrollers from many manufacturers. That makes it possible to apply the resulting solution for a broad range of Cortex-M architecture MCs and thus ensure unification. Therefore, it seems expedient to explore a field of research as the development patterns could be widely used in practice to create the ASC software libraries based on a wide range of the Cortex-M architecture MCs.

2. Literature review and problem statement

It is shown in [1, 2] that in most cases a real-time operating system from any of the 4 classes must be described along with the hardware and cannot be considered separately from the physical environment and the processes it manages. The authors revealed the hardware and software problems related to increasing the speed of software, standardizing, maintaining, and mathematical modeling.

Paper [3] explores the possibility of increasing the speed of the software by increasing the number of MC computational cores. At the same time, the task of increasing the speed of performance at minimal cost remains unresolved. This is due to the cost of multi-core MCs is much higher than the cost of single-core MCs. An option to solve this problem is to use a relatively inexpensive and universal MC architecture.

Study [4] reports the results of achieving the maximum switching speed by using an 8-bit microcontroller. However, such hardware implies the difficulty of unifying the source code of the software. The reason for this is that the architecture of 8-bit MCs is typically not universal for several manufacturing firms.

The general results of RTTS testing based on high-speed controllers are described in [5]. At the same time, there are no specific implementations of the software and hardware of RTTS controllers.

The results of the development of a controller using the Cortex-M architecture for scalable solutions are reported in [6]. However, the issue of mathematical modeling remains unresolved, which complicates the possibility of mathematical analysis of the ASC software.

A system of food production by evaporating the raw materials was implemented in [7]. The solution was obtained on the basis of a Cortex-A MC. At the same time, the issue of achieving an acceptable cost of the ASC prototype was not resolved. This is due to the high cost of the Cortex-M architecture MCs.

The infrastructure management solutions built on Internet technology are outlined in [8]. The implementation of high-speed software remains a problematic issue. This is due to that Internet technologies are a limiting factor in a hard-real-time mode.

The software that makes it possible to reach high speeds for image processing is described in [9]. The authors do not address the mathematical notation and software for formalizing and switching the RTTS states within the State pattern. A solution to the problem is to develop typical State templates (patterns) for the Cortex-M architecture MCs.

Work [10] reveals the implementation of the software based on the State pattern in the object-oriented programming (OOP) variant. The downside of this solution is the redundant code and computational requirements, which is not always acceptable for ASC. Therefore, the possibility of eliminating the above flaw is to develop a pattern in a simpler, procedural version.

A study of the software implementation of the State pattern in OOP for low-power microcontrollers in a generalized form was conducted in [11]. At the same time, the problem of universalization of the received solutions for a wide range of MCs was not solved. A solution to this problem at present is the development of the State pattern for the universal Cortex-M architecture MCs.

A study of the software implementation of the finite state machine in OOP was carried out in [12]. The issues of the mathematical modeling of the software remained unresolved. One solution is to bring the developed pattern to the mathematical model of the finite state machine.

The most high-speed version of the State pattern hardware implementation is offered in [13]. However, at the highest potential speed, a given solution cannot be quickly reprogrammed and reconfigured, which is its main drawback. The most acceptable option is to develop a software pattern for MC.

The mathematical theory of the description of the finite state machine is set out in [14] but there are no software examples, nor any connection to practical tasks.

The general descriptions of the finite state machine software templates are outlined in [15]. However, there are no examples of practical software solutions.

The State patterns designs and their software implementation were developed in [16]. In this case, the solutions are
The aim and objectives of the study

The aim of this study is to develop a software solution to increase the speed of the ASC prototype compared to RTOS. At the same time, the result to be obtained should ensure the unification of the source code, facilitate the maintenance process, as well as the mathematical modeling of the software.

To accomplish the aim, the following tasks have been set:

- to analyze the shortcomings of a typical pattern; in order to eliminate them, design a State pattern for ASC based on Cortex-M in the form of a linked list (a typical construct of the C language), to maximally adapt the pattern for the mathematical model of the finite state machine;
- to objectively assess the speed of the software based on the developed patterns compared to a multi-tasking-core-based RTOS [1, 2].

4. Materials and methods for implementing the hardware of an auxiliary high-speed controller

4.1. The hardware of the Cortex-M-based high-speed controller prototype

Chapter 2 shows that there are options for building the RTTS prototypes based on a single MC. The generalized diagram of such a system is shown in Fig. 1. It depicts the software and hardware components of a real-time technical system. It can be implemented on the basis of MC of any architecture and power, depending on the tasks. This can employ a complex control system that requires the power of Cortex-A MC, for example, to control a video camera.

This system includes sensors, actuators, it enables communication with a personal computer. The software shown in Fig. 1 implies a procedural paradigm.

The more complex RTTSs include actuators, sensors, information transfer systems, etc. The most generalized scheme of such RTTSs is shown in Fig. 2. Unlike Fig. 1, it has an auxiliary ASC (there may be several of them). It manages auxiliary systems and can be built on the basis of the Cortex-M architecture MCs, or the simpler ones, 8-, 16-bit MCs of other architecture. A given ASC is designed to process sensor signals and control actuators and subsystems. All these subsystems and elements imply the increased performance speed, so there are higher requirements for ASC in terms of the software speed. The ASC controller is almost autonomous but can receive control signals from the main controller.

![Fig. 1. A generalized RTTS scheme based on a single controller](image1)

![Fig. 2. RTTS scheme with the main and auxiliary ASC microcontroller](image2)
The hardware (material part) of ASC can utilize low-cost Cortex-M, such as the STM32F40x or STM32F10x series. MCs from other manufacturers are also possible. These MCs demonstrate the high performance speed and are less costly even compared to 16- or 8-bit MCs. At the same time, the practice of programming the Cortex-M microcontrollers in the C language is much easier than that of 16- or 8-bit MCs. The RTTS software in Fig. 2 includes the main controller’s software and the high-speed ASC software. The developed typical State software patterns are designed exactly for ASC.

As previously stated, the cost of the Cortex-M MCs is approaching the cost of low-power microcontrollers. Therefore, the ASC hardware can be built on the basis of the Cortex-M architecture MCs. The software for ASC can be built on the basis of the State template or based on a multitasking RTOS according to the classification given in [1, 2]. The Full Featured RTOS operating systems [1, 2] based on the Cortex-M MCs are not used to build ASC due to unreasonable cost increases.

In the development of the patterns, the standard 32-bit microcontroller STM32F103 was used as the ASC hardware. The clock frequency of the microcontroller was 72 MHz. Power voltage was 3.3 V. The indoor temperature during testing was within 20–25 °C. The more precise characteristics of the microcontroller are given in [18].

The software development method is to use the Keil environment, the CMSIS typical libraries, and to evaluate the resulting solutions at debugging. Although STM32F103 is not the most powerful MC, the software tested on STM32F103 can be easily adapted to similar and improved MCs. The software can be standardized for the Cortex-M architecture MCs and for other vendors through the CMSIS libraries.

4.2. A mathematical model for formalizing the State pattern

There are several options for describing the model of the finite state machine. The basic description of the finite state machine chosen for the development of a State design pattern was the variant proposed in [19] in the form of sets and recurrent formulae. This option is more appropriate to describe nearly implemented software.

The finite state machine is set by the following recurrent formulae:

\[
\begin{align*}
z_{i+1} &= f(x_{i+1}, z_i, y_i) \\
y_{i+1} &= \phi(x_{i+1}, z_i, y_i) \tag{1}
\end{align*}
\]

where the sequence \(x_0, x_1, x_2, ..., x_n\) using the terminology from [19], forms the input word and can be considered as a set \(X\); the sequence of values \(z_0, z_1, z_2, ..., z_n\) using the terminology from [19], forms the word of states and can be considered as a set of \(Z\) states; the sequence of values \(y_0, y_1, y_2, ..., y_n\) using the terminology from [19], forms an output word and can be considered as a set of outputs \(Y\). The pair \((x_0, y_0)\) is termed the original state for the finite state machine. If functions (1) are not dependent on \(Y\) [19], (1) is transformed to the form

\[
\begin{align*}
z_{i+1} &= f(x_{i+1}, z_i) \\
y_{i+1} &= \phi(x_{i+1}, z_i) \tag{2}
\end{align*}
\]

To compare other variants of the finite state machines, we shall write (1) and (2) in the form of a classic representation as a totality

\[
(X, Y, Z, f(x_{i+1}, z_i, y_i), \phi(x_{i+1}, z_i, y_i)) \tag{3}
\]

Thus, (3) includes all the classic elements of the mathematical model of a finite state machine. A given formula provides an opportunity to implement a mathematical model in the form of a State software pattern for ASC in a procedural paradigm in the classic version of the Polled Loop Systems or based on the microcontroller Interrupt Driven system according to the classification given in [1, 2].

5. Results of the development of State software pattern for a controller

5.1. Software implementation of the typical State software pattern in the form of the software for ASC in the procedural paradigm

The first step implies the software that represents a typical State software pattern for the ACS based on Cortex-M-based in the procedural paradigm of the classic variant of the polled loop in real time. A special feature is that it is maximally adapted to the mathematical model of a finite state machine (3).

Next, we show the result of the development of a header file for the software, which demonstrates the presence of all three sets in formula (3). A given file demonstrates exclusively the idea of the developed State software pattern in the procedural paradigm, in the variant of Polling Loop Systems in accordance with the classification of RTOS given in [1, 2]. The pattern can be implemented in the peripheral interruption function or a system timer of the Cortex-M series, that is, in the microcontroller Interrupt Driven variant or in a polled loop variant [1, 2]. A given solution makes it possible to reach the maximum speed of computations for ASC as it does not contain additional software delays, caused by the operation of the RTOS core elements.

To improve the readability of the obtained results, the typical formatting of the C programming language was slightly modified. During the development, we identified a global CurrentState variable. It stores the current value of the ASC state. Thus, below is the classical software implementation of mathematical model (3). It is implemented in the procedural variant. The developed header file that demonstrates the idea of a typical State software pattern for ASC based on Cortex-M in the procedural paradigm is shown further.

```c
#include "stm32f10x.h"
#include "stm32f10x_tim.h"
#include "stm32f10x_gpio.h"
#include "stm32f10x_rcc.h"
define _KEYPAD_NO_PRESSED 0xFF
enum Z_States CurrentState;
enum X_InputSignal InputsSig;
enum Z_States
{/
// state from keyboard
STATE_S = '\*',STATE_RES = '\#',STATE_0 = '0',STATE_9 = '9',
STATE_8 = '8',STATE_7 = '7',STATE_6 = '6',STATE_5 = '5',
STATE_4 = '4',STATE_3 = '3',STATE_2 = '2',STATE_1 = '1'};
```
enum X_InputSignal
{ // input signals from keyboard
  SIG_STATE_S = 's', SIG_STATE_RES = '#', SIG_STATE_0 = '0',
  SIG_STATE_9 = '9', SIG_STATE_8 = '8', SIG_STATE_7 = '7',
  SIG_STATE_6 = '6', SIG_STATE_5 = '5', SIG_STATE_4 = '4',
  SIG_STATE_3 = '3', SIG_STATE_2 = '2', SIG_STATE_1 = '1',
};

struct Y_OutSignal
{ // output signal
  char (*ptr_state_0)(void);
  char (*ptr_state_1)(void);
  char (*ptr_state_2)(void);
}

void init_state(enum Z_States INIT_STATE, enum X_InputSignal _0_INP);

void FSM_simple(void);
void FSM_switch(void);

enum X_InputSignal input_from_external(void);

In the header file, we use the enumerator enum Z_State to describe the set of states, forming the finite set of the internal ASC states, which corresponds to (3). If necessary, a developer can increase this number to the required value.

The enumerator enum X_InputSignal is also used to describe the set of input signals, which corresponds to the set of inputs (3).

To form the set of output signals, the structure struct Y_OutSignal is used, whose elements are the indicators on the function, which corresponds to the set of output signals (3).

The functions void FSM_simple(void) and void FSM_switch(void) correspond to the transition functions of the mathematical model of a finite state machine (3).

If necessary, a developer can increase the number of functions and states to the required value. Development practice has shown that the use of enumerators is convenient for a relatively small number of states. The implementation file and the test run variant file can be built independently using a well-known model solution.

Thus, a given header file demonstrates the developed typical State software pattern for an ASC based on Cortex-M in the procedural paradigm in the variant of a polled loop system. The solution is maximally close to the mathematical model of the finite state machine.

5.2. Software implementation of the typical State pattern for the Cortex-M microcontroller in the form of a linked list.

Developed in chapter 5.1, the typical State software pattern for a Cortex-M-based ACS in the procedural paradigm in the classic variant of the polled loop systems has one drawback. It can occur at a large number of states in the form of a long polled cycle in a brute force algorithm, such as a switch operator. This makes it more difficult to read the code at a large number of states and to maintain it. Next, a code is offered that represents the result of the development of the State pattern in the C programming language. A special feature of the solution is a link between the pattern and mathematical model (3) and the elimination of the specified flaw by using the mechanism of a linked list (the typical construct of the C language).

In the developed solution for Cortex-M, a linked list is used that eliminates the long polling cycle in a brute force algorithm and implements the functions of transition and output (2).

The source code demonstrates only the very idea of using a linked list in the development of a typical State pattern in the form of software for ASC based on Cortex-M. Therefore, the software is as simplified as possible. In the developed example, the transition from state to state is carried out in sync, without a random input signal. This is done with the aim of explaining the idea of a typical State pattern in the form of software for ASC based on Cortex-M in the form of a linked list (the typical construct of the C language).

The example includes a modification of the model formatting of the C language to improve the readability of the software solution. The software was tested for the microcontroller stm32f103.

As one can see from the header file below, the code contains all the elements of the finite state machine (3). In this variant, the sets are implemented as structures, which slightly increases the volume of the source code. The relationship between the solution obtained in a given header file and mathematical model (3) is detailed in chapter 5.1, with minor changes.

#include "stm32f10x.h"
#include "stm32f10x_tim.h"
#include "stm32f10x_gpio.h"
#include "stm32f10x_rcc.h"

void init_state_structsPK(void);
void init_state_structsPK_better(void);
void init_state_structs(void);

void FSM_linked(void);
void FSM_to_step_PK(void);

enum Z_States
{ // state
  STATE_S = 's', STATE_RES = '#', STATE_0 = '0', STATE_9 = '9',
  STATE_8 = '8', STATE_7 = '7', STATE_6 = '6', STATE_5 = '5',
  STATE_4 = '4', STATE_3 = '3', STATE_2 = '2', STATE_1 = '1',
};

enum X_InputSignal
{ // input signals from keyboard
  SIG_STATE_S = 's', SIG_STATE_RES = '#', SIG_STATE_0 = '0',
  SIG_STATE_9 = '9', SIG_STATE_8 = '8', SIG_STATE_7 = '7',
  SIG_STATE_6 = '6', SIG_STATE_5 = '5', SIG_STATE_4 = '4',
  SIG_NO_ST_0 = '/', SIG_NO_ST_1 = '|', SIG_NO_ST_2 = '+',
};
The basic idea behind the development of a model State pattern in the form of software for ASC based on Cortex-M in the form of a linked list is shown later in the implementation file. The feature that distinguishes a given solution from the classic pattern with an infinite polling cycle is that the structure state_infoPK contains all the elements of (3) and is part of a linked list. The linked list makes it possible to navigate it without the cumbersome switch design.

Next, the source code includes a function to initiate the entire linked list init_state structsPK, which creates the sets of states and all elements of the mathematical model of the finite state machine (3). A given solution is demonstrative and requires further refinement for registration in the form of a library for ASC.

Transfer and output functions are designed as a FSM_to_step_PK() function, which makes it possible to navigate the list without using a simple bustling algorithm, which significantly reduces the source code of the demo software.

The software example given in the source code below shows the State pattern testing using a linked list and demonstrates that one does not need a polling cycle to switch the state. The file contains an entry point to the software. It is designed solely to demonstrate the idea and the feasibility of implementing a typical State pattern for ASC based on Cortex-M in the form of a linked list (the typical construct of the C programming language). The overall implementation of the template is maximally adapted to the mathematical model of the finite state machine (3). Pattern testing in a given example is performed at launch based on the polled loop system in accordance with the RTOS classification [1, 2].

The pattern can be tested in the peripheral interruption processing function or the Cortex-M series MC system timer based on the microcontroller Interrupt Driven architecture [1, 2].

typedef struct Z_State_struct
{  // state from keyboard
    int STATE_S; int STATE_RES; int STATE_0; int STATE_9;
    int STATE_8; int STATE_7; int STATE_6; int STATE_5 ;
    int STATE_4; int STATE_3; int STATE_2; int STATE_1 ;
} z_state;

typedef struct X_InputSignal_struct
{  // input signals from keyboard
    int SIG_STATE_S; int SIG_STATE_RES; int SIG_STATE_0; int SIG_STATE_9;
    int SIG_STATE_8; int SIG_STATE_7; int SIG_STATE_6; int SIG_STATE_5 ;
    int SIG_STATE_4; int SIG_STATE_3; int SIG_STATE_2; int SIG_STATE_1 ;
} x_state;

// Y_OutSignal
void handle_state_0(void); //void (*ptr_state_0)(void);
void handle_state_1(void); //void (*ptr_state_1)(void);
void handle_state_2(void); //void (*ptr_state_2)(void);
void handle_state_3(void); //void (*ptr_state_3)(void);
void handle_state_4(void); //void (*ptr_state_4)(void);
void handle_state_5(void); //void (*ptr_state_5)(void);
#include "FSM.h"
#include "tm1637.h"
#include "delay.h"
#include <stdio.h> /* printf, scanf, NULL */
#include <stdlib.h> /* malloc, free, rand */

uint32_t CurrentStateInit = '0';
const struct Z_State_struct Z_States = {'*','#','0','9','8','7','6','5','4','3','2','1'};
const struct X_InputSignal_struct X_InputList = {'*','#','0','9','8','7','6','5','4','3'};

int Z_CurrentState;
int X_CurrentInput;
enum Z_State CurrentState;
enum X_InputSignal InputsSig;

void Y_handle_state_0(void)
{TM1637_clearDisplay(); TM1637_display(0, Z_States.STATE_0);
 void Y_handle_state_1(void)
{TM1637_clearDisplay(); TM1637_display(0, Z_States.STATE_1);
 void Y_handle_state_2(void) {TM1637_clearDisplay(); TM1637_display(0, 2);
 void Y_handle_state_3(void) {TM1637_clearDisplay(); TM1637_display(1,3);
 void Y_handle_state_4(void) {TM1637_clearDisplay(); TM1637_display(1,4);
 void Y_handle_state_5(void) {TM1637_clearDisplay(); TM1637_display(2,5);
 void Y_handle_state_6(void) {TM1637_clearDisplay(); TM1637_display(2,6);
 void Y_handle_state_7(void) {TM1637_clearDisplay(); TM1637_display(2,7);
 void Y_handle_state_8(void) {TM1637_clearDisplay(); TM1637_display(3,8);
 void Y_handle_state_9(void) {TM1637_clearDisplay(); TM1637_display(3,9);
 // Y_OutSignal
 void Y_handle_state_0(void); //void (*ptr_state_0)(void);
 void Y_handle_state_1(void); //void (*ptr_state_1)(void);
 void Y_handle_state_2(void); //void (*ptr_state_2)(void);
 void Y_handle_state_3(void); //void (*ptr_state_3)(void);
 void Y_handle_state_4(void); //void (*ptr_state_4)(void);
 void Y_handle_state_5(void); //void (*ptr_state_5)(void);

typedef struct state_infoPK
{int val;
 struct Z_State_struct z_state;// enums is not suitable there
 struct X_InputSignal_struct x_state;
 void (*Y_handle)(void);
 struct state_infoPK *next;
} my_node_t;

my_node_t *head = NULL;

void FSM_to_step_PK(void)
{
    my_node_t * current = head;
}
while (current != NULL) {
    current->Y_handle();
    current = current->next;
    delay_ms(250); }

void init_state_structsPK( void )
{
    head = ( my_node_t*)malloc(sizeof(my_node_t));
    if (head == NULL) while(1);
    head->val = 0;
    head->Y_handle = Y_handle_state_0;
    head->next = (my_node_t*)malloc(sizeof(my_node_t));
    head->next->val = 1;
    head->next->Y_handle = Y_handle_state_1;
    head->next->next = (my_node_t*)malloc(sizeof(my_node_t));
    head->next->next->val = 2;
    head->next->next->Y_handle = Y_handle_state_2;
    head->next->next->next = (my_node_t*)malloc(sizeof(my_node_t));
    head->next->next->next->val = 3;
    head->next->next->next->Y_handle = Y_handle_state_3;
}

void init_state_structsPK_better( void )
{
    head = (my_node_t*)malloc(sizeof(my_node_t));
    int size_str = sizeof(head);
    if (head == NULL) while(1);
    (*head).val = 0;
    (*head).Y_handle = Y_handle_state_0;
    (*head).next = (my_node_t*)malloc(sizeof(my_node_t));
    (*head+size_str).val = 1;
    (*head+size_str).Y_handle = Y_handle_state_1;
    (*head+size_str+size_str).val = 2;
    (*head+size_str+size_str).Y_handle = Y_handle_state_2;
    (*head+size_str+size_str+size_str).val = 3;
    (*head+size_str+size_str+size_str).Y_handle = Y_handle_state_3;
}

The STM32F10 microcontroller was used for testing. The software was developed in the Keil environment.

#include "delay.h"
#include "FSM.h"
#include "tm1637.h"

int main()
{
    TM1637_init();
    TM1637_brightness(BRIGHTTEST);
    TM1637_clearDisplay();
    init_state_structsPK();
    FSM_to_step_PK();

    while(1)
    {
        delay_ms(250);
        FSM_to_step_PK();
    }

5.3. Results of estimating the speed of the developed patterns compared to the real-time operating system

As previously stated, the typical State software patterns for Cortex-M to implement the ASC software make it possible to reach a faster software performance speed compared to RTOS-based solutions. This is because the patterns do not contain additional software delays, caused by the work of RTOS core elements. To confirm this, the comparison was performed between the software speed of the developed pattern and the RTOS-based solutions.

For the purpose of comparison, a procedure of speed estimation was devised based on the calculation of clocks under the mode of step-by-step debugging of MC in the Keil programming environment.

The first feature of the procedure is the units to estimate the time of the software operation. The software operation time was evaluated using the capabilities of the Keil programming environment. In this case, we measured not the time of operation between the steps of the software but the number of clocks recorded in the Cycle Count register (DWT_CYCCNT) register. Hereafter, we term this value the number of cycles. A given value can be determined in a step-by-step debugging in the Keil programming environment. Such a capability of the programming environment is demonstrated in Fig. 3, where the arrow shows the value of the States counter, which records the number of cycles during step-by-step debugging.

This approach provides an opportunity to summarize the results of the evaluation of the software speed on the Cortex-M MCs from other manufacturers. Since the Cortex-M MCs may have different clock rates, the time estimate obtained for a single MC cannot be summarized on MCs from different manufacturers. And the estimate of the number of cycles makes it possible to compare the speed for different software solutions and summarize it for the Cortex-M MCs by different manufacturers supporting the CMSIS libraries in the Keil environment.

The next feature of the procedure is the choice of RTOS. The real-time CMSIS-RTOS Variant 1.03 operating system was chosen for comparison. It belongs to a multi-tasking-core-based RTOS according to the classification given in [1, 2]. For the ASC technical solution, the full-featured RTOS, according to the classification given in [1, 2], is not intended to be used. That is why we chose the CMSIS-RTOS Variant 1.03. This choice is also due to the fact that the developer of a given RTOS is the Keil developer. This allows us to argue that the RTOS works properly, it has optional characteristics and is adapted to the Cortex-M architecture for most manufacturers. This makes it possible to extend the results for other multi-tasking RTOS according to the classification given in [1, 2].

The third feature of the procedure is to select the location of the software’s stop points during the step-by-step run and measure the number of cycles recorded in the Cycle Count (DWT_CYCCNT) register to compare different software solutions. The main element of the comparison for RTOS-based software and that based on the developed pattern is the estimate of the number of cycles. Moreover, the RTOS measured the number of cycles between exiting one function of one thread and entering another function of another thread when switching threads.

In the developed pattern, we measured the number of cycles between exiting one function of one state and entering another function of another state as one moves from one...
state to another. In both cases, an empty _NOP() operator is employed to properly assess the function.

Such an approach makes it possible to most accurately assess the difference in the operation time of practical software solutions based on RTOS and that on the basis of the developed pattern.

![Fig. 3. States register in the Keil programming environment (Registers work window)](image)

There was no statistical estimate of the number of cycles (States, Fig. 3) because in multiple experiments the States’ value for the same stop points did not change. This is the peculiarity of a hard time mode RTOS.

This is followed by an example of a procedure to determine the number of cycles between exiting one function of one thread and entering another function of a different thread when one switches threads for CMSIS-RTOS Variant 1.03.

At the initial stage, we selected the 32-bit microcontroller STM32F103 of the Cortex-M architecture. To implement the procedure, we used a demo source code, shown below. It represents the demonstration of the parallel execution of the two threads.

In the first step, stop points were set in the function

```c
void test_thread1(void const *argument) and in void test_thread1(void const *argument).
```

```c
#include <STM32F10x.h>
#include <cmsis_os.h>
#include "STM32F10x_rcc.h"

osThreadId test_ID1; //Identifiers of threads 1 and 2
osThreadId test_ID2;

void test_thread1(void const *argument)
{__NOP();} //Function that is implemented in thread 1
void test_thread2(void const *argument)
{__NOP();} //Function that is implemented in thread 2

osThreadDef(test_thread2, osPriorityNormal,1, 0); //Macros settings
osThreadDef(test_thread1, osPriorityNormal,1, 0);

int main(void) {
    //MC periphery configuration (not shown)
    osKernelInitialize(); //Initializing the CMSIS-RTOS Variant 1.03
    //Creation of threads 1 and 2
    test_ID2 = osThreadCreate(osThread(test_thread2), NULL);
    test_ID1 = osThreadCreate(osThread(test_thread1), NULL);
    osKernelStart(); //Launch the core CMSIS-RTOS Variant 1.03
    while (1) { ; }
}
```

The second step was to determine the number of States in the step-by-step debugging. The number of States was determined between the stop points in the first function

```c
void test_thread1(void const *argument)
and in the second function
```

```c
void test_thread1(void const *argument)
```

in the process of thread switching.

The third step summarized the results obtained, which are given in Table 1. They are shown in relative cycles (States). Statistical treatment of the results was not carried out because during repeated repetitions of debugging, more than 50 times, the same number of cycles were produced. A given solution can be generalized for other Cortex-M architecture MCs by other manufacturers. The Sec field (Fig. 3) was used for approximate time assessment.

The cycle counter value was similarly compared when switching between the states of the developed patterns, namely:

- software implementation of the typical State software pattern for ASC based on Cortex-M in the procedural paradigm in the classic variant of the polled loop systems, line 2, Table 1;
- software implementation of the typical State pattern for the Cortex-M microcontroller in the form of a linked list, line 3, Table 1. Both patterns are brought to the mathematical model of the finite state machine in accordance with the developed solution.

The results of comparing the relative speed of the software based on RTOS and that based on the developed patterns are summarized in Table 1.

The values given in column 3 are closer to development practice because they show the actual number of cycles in the course of exiting one function (state or thread) and entering another function (state or thread). A given value in RTOS is much higher than the value of switching between the states. Because the periphery was set up the same in all three cases at debugging, one of the main sources of delay is the switch time between these functions. Therefore, a given procedure makes it possible to correctly compare the software speed.

**Table 1**

| No. | Software solution | The number of States at debugging | Estimated time of delay (approximate) |
|-----|------------------|----------------------------------|--------------------------------------|
| 1.  | Real-time operating system CMSIS-RTOS Variant 1.03 | 564 | \(7 \times 10^{-5}\)s |
| 2.  | Software implementation of the typical State pattern in the form of software for ASC in the procedural paradigm | 42 | \(5 \times 10^{-6}\)s |
| 3.  | Software implementation of the typical State pattern for a Cortex-M microcontroller in the form of a linked list | 59 | \(7 \times 10^{-6}\)s |

**6. Discussion of the developed State software patterns**

The reported solutions provide an opportunity to implement the software for ASC based on a Cortex-M MC in
the procedural paradigm in the State pattern variant. As it follows from Table 1, the number of cycles when switching between the states of the obtained patterns is about 10 times less than the number of switches between the RTOS threads in CMSIS-RTOS Variant 1.03. The testing was carried out at the same functionality and hardware base. Thus, the switch rate between the states of the resulting patterns is about 10 times greater than the switch rate between the RTOS threads in CMSIS-RTOS Variant 1.03. The measurements are given in relative units and make it possible to generalize a given solution for Cortex-M MCs from different manufacturers.

The peculiarity of the first solution of the State software pattern for use in ASC is that the software template is maximally adapted to the mathematical model of the finite state machine (3). This allows mathematical analysis.

The feature of the second solution is to use a linked list when implementing the finite state machine. As one can see from Table 1, the number of cycles (States) in the variant with a linked list increases slightly, while the potential readability of the code and its brevity significantly improves.

An additional focus of this study is to refine the State patterns for the typical libraries and actual software solutions as the proposed variant is a demonstration of the technology. In addition, it is necessary to investigate other potential possibilities to increase the speed of the software related to the hardware features of Cortex-M MCs.

The resulting solutions should be used in the following cases:
- the limitations of using the built-in memory of a microcontroller, for example, the core of an operating system takes up Read-Only Memory (ROM) and Random-Access Memory (RAM);
- the speed of patterns performance should be greater than it is allowed by an RTOS;
- the patterns should be used with a relatively large number of sensors and actuators under the ACS control in the RTTS structure.

## 7. Conclusions

1. A State software pattern has been developed for use in ASC. Unlike well-known solutions, it is built on the basis of the libraries of the Cortex M architecture microcontrollers and is maximally adapted to the mathematical model of the finite state machine. This makes the resulting solution easy to adapt to a wide range of Cortex-M MCs from different manufacturers, ensuring code unification and simplifying the maintenance process. The maximum adaptability to a mathematical model allows using mathematical modeling methods during development. Applying a given pattern provides faster speed of the software solution than the solutions based on RTOS.

2. A drawback in the developed State software pattern for use in ASC has been revealed. It can occur at a large number of states in the software in the form of a long polling cycle in the brute force algorithm, such as using a switch operator. This requires a description of the entire functionality of the software in the bursting operator, increasing the length of the programming code.

To address this shortcoming, a State pattern has been developed for ACS based on Cortex-M in the form of a linked list (the typical construct of the C language). A given pattern also ensures a faster software performance compared to those based on RTOS; it has been built on the basis of the Cortex M architecture microcontroller libraries. In this case, the pattern makes it possible to use the transition over the elements of the linked list instead of bursting states, which significantly reduces the volume of the source code as the number of states increases.

The pattern has been maximally adapted to the mathematical model of the finite state machine. The adaptation to the model of the finite state machine implies that the pattern includes all elements of the mathematical model of the finite state machine, namely: a set of internal states, the sets of input signals, output signals, input functions and output functions. These elements have appropriate designations in the source code and can be used for mathematical analysis.

3. The developed State patterns for use in ASC provide a higher speed compared to the RTOS-based software.

To objectively evaluate the developed patterns compared to solutions based on RTOS, a procedure has been developed and applied that makes it possible to assess the performance speed of different software and is based on the calculation of the number of cycles recorded in the Cycle Count (DWT_CYCCNT) register in the programming environment. Our analysis has shown that the number of cycles at switching between the state functions of the developed patterns is about 10 times less than the number of cycles when switching between the thread functions in RTOS. Consequently, the developed patterns make it possible to increase the speed of ASC operation by about 10 times, which is a positive result of the current study. The increase in speed is due to the lack of computational costs in the patterns that occur in RTOS and are related to the operation of its core.

When developing the source code for patterns, we have demonstrated solely the basic idea of using a linked list for implementing the pattern of a finite state machine. Therefore, it is necessary to develop a software implementation option in the form of software infrastructure and a full-fledged library for practical use in ASC.
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