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Abstract

We devise a generalisation of the energy-momentum-method for studying the stability of non-autonomous Hamiltonian systems with a Lie group of Hamiltonian symmetries. A generalisation of the relative equilibrium point notion to a non-autonomous realm is provided and studied. Relative equilibrium points of a class of non-autonomous Hamiltonian systems are described via foliated Lie systems, which opens a new field of application of such systems of differential equations. We reduce non-autonomous Hamiltonian systems via the Marsden–Weinstein theorem and we provide conditions ensuring the stability of the projection of relative equilibrium points to the reduced space. As a byproduct, a geometrical extension of notions and results from Lyapunov stability theory on linear spaces to manifolds is provided. As an application, we study a class of mechanical systems, the hereafter called almost-rigid bodies, which covers rigid bodies as a particular instance.
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1 Introduction

Symplectic geometry has a fruitful history of applications to classical mechanics [2, 9, 10]. Its origin can be traced back to the pioneering works by Lagrange, who carefully analysed the rotational motion of mechanical systems [15].

Toward the end of the XXth century, the Marsden–Weinstein reduction theorem [22] was devised so as to describe the reduction of Hamiltonian systems on a symplectic manifold admitting a certain Lie group of symmetries of the Hamiltonian of the system and the symplectic form of the manifold. This theorem, an improvement of previous ideas by Lie, Smale, and Cartan [23], led to relevant applications in classical mechanics as well as many extensions to other types of geometric structures [3, 6, 21].

Let $\Phi : G \times P \to P$ be a Lie group action having a family of Hamiltonian fundamental vector fields relative to a symplectic form $\omega$ on $P$, i.e. a Hamiltonian Lie group action, and leaving invariant $h \in C^\infty(P)$. Weinstein and Marsden used $\Phi$ and $\omega$ to define the
so-called *momentum map* $J : P \to \mathfrak{g}^*$, where $\mathfrak{g}^*$ is the dual to the Lie algebra, $\mathfrak{g}$, of $G$. By assuming $J$ to be *equivariant* \cite[p. 279]{2} relative to $\Phi$ and the coadjoint action, Marsden and Weinstein reduced the Hamiltonian problem $h$ on $P$ to a problem in the space of orbits $P_\mu := J^{-1}(\mu)/G_\mu$, for a regular point $\mu \in \mathfrak{g}^*$ of $J$, relative to the isotropy subgroup $G_\mu \subset G$ of $\mu$ acting freely and properly on $J^{-1}(\mu)$. Remarkably, $P_\mu$ admits a canonically defined symplectic form, $\omega_\mu$, while the Hamiltonian system $h$ on $P$ leads to a new one on $P_\mu$ given by the unique function $k_\mu$ such that $k_\mu \circ \pi_\mu := h$ on $J^{-1}(\mu)$, where $\pi_\mu : J^{-1}(\mu) \to P_\mu$ is the quotient map.

The Hamiltonian system $k_\mu$ on $P_\mu$ has *equilibrium points*, i.e. stable points relative to the evolution given by the Hamilton equations for $k_\mu$ in $P_\mu$, that are the projection of not necessarily equilibrium points of $h$ on $P$, the referred to as *relative equilibrium points* of $h$ relative to $\Phi$ \cite{2, 20}. It is interesting to study the properties of the solutions to the Hamilton equations of $h$ that project onto equilibrium points of $k_\mu$. It is also relevant to study the stability of the Hamilton equations for $k_\mu$ close to its equilibrium points. The energy-momentum method was developed to study these problems, which are autonomous \cite{20}. Instead of analysing straightforwardly the reduced system on $P_\mu$, the energy-momentum method studies the Hamiltonian problem on $P_\mu$ via the properties of the initial function $h$ on $P$, which is easier as it avoids, among other difficulties, the necessity of constructing $P_\mu$ and $k_\mu$ explicitly (cf. \cite{20}).

There have been several generalisations of the energy-momentum method as well as some improvements and many applications of the developed theories (see \cite{17, 28, 29, 30, 31} and references therein). In this work, we present a time-dependent generalisation of the energy-momentum method on symplectic manifolds. The Marsden–Weinstein theorem can also be applied to a time-dependent function $h : \mathbb{R} \times P \to \mathbb{R}$ that is invariant relative to a Hamiltonian Lie group action $\Phi$ with respect to a symplectic form $\omega$ on $P$ (cf. \cite{22}). We here suggest a definition of a relative equilibrium point for $h$ relative to $\Phi$. We also study the structure of the space of relative equilibrium points in $P$.

Our work proves that the dynamics of $h$ on its space of relative equilibrium points can be described, in certain cases, through *foliated Lie systems* \cite{8}. The work \cite{8} details the potential application of foliated Lie systems in integrable Hamiltonian systems and other rather theoretical examples. Our work shows another potential field of application of foliated Lie systems.

The stability of the Hamilton equations for $k_\mu$, obtained through the reduction of $h : \mathbb{R} \times P \to \mathbb{R}$ via the Marsden–Weinstein theorem, close to its equilibrium points is addressed by studying the properties of $h$ and some of its restrictions and reductions to $J^{-1}(\mu)$ or $P_\mu$. Our theory retrieves quite easily the results of the classical energy-momentum method, which deals with autonomous Hamiltonian systems. Our time-dependent energy-momentum method requires the use of time-dependent Lyapunov stability theory \cite{13, 33}, which is much more involved than standard techniques employed in the energy-momentum method. To illustrate this fact, one can compare Lemma 6.1, Theorems 6.2 and 7.3 with the standard results in \cite{20}. As a byproduct, our work also extends some results of the Lyapunov stability theory on $\mathbb{R}^n$ to manifolds. It is worth stressing that the extension of Lyapunov theory to manifolds has drawn attention just
during the last fifteen years (cf. [24] and references therein).

As a potential application, we study an orbiting mechanical system that, as a particular case, retrieves the rigid body and the standard theory that can be found, for instance, in the classical work [20]. Due to the many applications of the energy-momentum method and their generalisations [31], our results may have numerous potential applications.

The work goes as follows. Section 2 details a generalisation of some fundamental results on Lyapunov stability on $\mathbb{R}^n$ to manifolds. Section 3 describes some basic notions on symplectic manifolds and the conventions to be used hereafter. Section 3 also gives some generalisations to the $t$-dependent realm of results on autonomous Hamiltonian systems. Section 4 generalises the notion of relative equilibrium point to time-dependent Hamiltonian systems. Section 5 studies the relation between the manifold of relative equilibrium points and foliated Lie systems. Section 6 analyses the stability of trajectories around equilibrium points of non-autonomous Hamiltonian systems. Section 7 links the properties of stable points in $P_\mu$ and their associated relative equilibrium points in $J^{-1}(\mu)$. Section 8 details an example of our theory. Finally, our results are summarised and an outlook of further research is presented in Section 9.

2 Fundamentals on the Lyapunov stability of non-autonomous systems

From now on, and if not otherwise stated, we assume all structures to be smooth, real, and globally defined. This stresses the key ideas of our presentation. Additionally, manifolds are assumed to be finite-dimensional and connected.

Let us provide an adaptation of some basic results on the Lyapunov stability theory on $\mathbb{R}^n$ [11, 13, 26, 33] to manifolds. This will allow us to use this theory to study differential equations on manifolds. It is worth stressing that, as far as we know, the idea of extending Lyapunov theory to manifolds is very recent and only a couple of works on the topic have been published so far (see [24] and references therein). It will be simple to see that our approach retrieves the standard Lyapunov theory when restricted to problems on a Euclidean space $\mathbb{R}^n$. Our final aim is to apply these techniques to studying the stability of the Hamilton equations of reduced $t$-dependent Hamiltonian systems by the Marsden–Weinstein theorem [22] close to its equilibrium points.

To generalise Lyapunov theory on linear spaces to manifolds, one has to find a substitute for the norm on linear spaces, which is extensively used in Lyapunov theory on linear spaces. This norm comes from a Euclidean metric on linear spaces. Let us show how to extend this structure to manifolds. Euclidean metrics give rise to Riemannian metrics. In fact, any manifold $P$ admits a Riemannian metric due to the existence of partitions of unity [4]. Let us assume $P$ to be endowed with a Riemannian metric $g$. Then, the distance between two points $x_1, x_2 \in P$, let us say $d(x_1, x_2)$, is given by

\[
d(x_1, x_2) := \inf_{\gamma : [0, 1] \to P} \text{length}(\gamma),
\]

where $\gamma(0) = x_1, \gamma(1) = x_2$. 3
where length(\(\gamma\)) is the length of a curve \(\gamma\) in \(P\) relative to \(g\) (see \[16\]). Let \(B_{r,x_e}\) be the ball of radius \(r\) around \(x_e\) in \(P\) relative to the distance induced by \(g\), namely \(B_{r,x_e} := \{x \in P : d(x,x_e) < r\}\) with \(r > 0\). It can be proved that the topology induced by a Riemannian metric on \(P\) is the same as the topology of the manifold \(P\) \[14\]. Then, given a point \(x \in P\), every map on \(P\) containing \(x\) gives a homomorphism (in a topological sense) to an open subset of \(\mathbb{R}^n\). Hence, on an open coordinate neighbourhood of \(x \in P\), the topology of the manifold is equivalent to the topology of an open subset in \(\mathbb{R}^n\) given by the standard norm in \(\mathbb{R}^n\). Consequently, topological properties on an open coordinate neighbourhood of each \(x \in P\) can be studied by using the norm on \(\mathbb{R}^n\).

Hereafter, \(t\) stands for the physical time. Let \(X : (t,x) \in \mathbb{R} \times P \mapsto X(t,x) \in TP\) be a \(t\)-dependent vector field on \(P\), namely a \(t\)-parametric family of vector fields \(X_t : x \in P \mapsto X(t,x) \in TP\) on \(P\) with \(t \in \mathbb{R}\) (see \[18\] for details). Let us consider the following non-autonomous dynamical system

\[
\frac{dx}{dt} = X(t,x), \quad \forall x \in P, \quad \forall t \in \mathbb{R},
\]

where \(X\) is assumed to be smooth and then \((2.1)\) satisfies the conditions of the Theorem of existence and uniqueness of solutions \[2\] Theorem 2.1.2.

Let \(\mathbb{R} := \mathbb{R}_+ \cup \{0\}\) be the space of non-negative real numbers. We hereafter write \(I^\prime := [t^\prime, \infty]\) for any \(t^\prime \in \mathbb{R}\) and \(I_{-\infty} := \mathbb{R}\). A point \(x_e \in P\) is an equilibrium point of \((2.1)\) if \(X(t,x_e) = 0\) for every \(t \in \mathbb{R}\). An equilibrium point \(x_e\) is stable from \(t^0 \in \mathbb{R}\) if, for every \(t_0 \in I^\prime\) and any ball \(B_{r,x_e}\), there exists a ball of radius \(\delta(t_0, \epsilon)\), namely \(B_{\delta(t_0, \epsilon), x_e}\), such that every solution \(x(t)\) to \((2.1)\) with \(x(t_0) \in B_{\delta(t_0, \epsilon), x_e}\) satisfies that \(x(t) \in B_{r,x_e}\) for all time \(t \in I_{t_0}\). If \(t^0\) is not hereafter explicitly detailed, we assume that \(t^0 = -\infty\). An equilibrium point \(x_e \in P\) is uniformly stable from \(t^0 \in \mathbb{R}\) if for every \(\epsilon > 0\), one can choose \(\delta(t_0, \epsilon)\), with \(t_0 \in I^\prime\), to be independent of \(t_0\). An equilibrium point is unstable from \(t^0\) if it is not stable from \(t^0\).

An equilibrium point \(x_e\) is asymptotically stable from \(t^0\) if \(x_e\) is stable and for every \(t_0 \in I^\prime\) there exists an open neighbourhood \(B_{\beta(t_0), x_e}\) of \(x_e\) such that every solution \(x(t)\) to \((2.1)\) with \(x(t_0) \in B_{\beta(t_0), x_e}\) converges to \(x_e\). Moreover, \(x_e\) is uniformly asymptotically stable from \(t^0\) if it is asymptotically stable and \(\beta(t_0)\) can be chosen to be independent of \(t_0 \in I^\prime\) and the convergence to \(x_e\) is uniform relative to \(x\) in \(B_{r,x_e}\) and \(t \in I^\prime\) (for more details, see \[33\] p. 140).

**Definition 2.1.** A continuous function \(M : I^\prime \times P \to \mathbb{R}\) is a locally positive definite function (lpdf) at an equilibrium point \(x_e\) from \(t^0 \in \mathbb{R}\) if, for some \(r > 0\) and some continuous, strictly increasing function \(\alpha : \mathbb{R} \to \mathbb{R}\) with \(\alpha(0) = 0\), one has that

\[
M(t,x_e) = 0, \quad M(t,x) \geq \alpha(d(x,x_e)), \quad \forall t \in I^\prime, \quad \forall x \in B_{r,x_e}.
\]

**Definition 2.2.** A continuous function \(M : I^\prime \times P \to \mathbb{R}\) is decrescent at an equilibrium point \(x_e\) from \(t^0 \in \mathbb{R}\) if, for some \(s > 0\) and some continuous, strictly increasing function \(\beta : \mathbb{R} \to \mathbb{R}\) with \(\beta(0) = 0\), is fulfilled that

\[
M(t,x) \leq \beta(d(x,x_e)), \quad \forall t \in I^\prime, \quad \forall x \in B_{s,x_e}.
\]
Although Definitions 2.1 and 2.2 concern a continuous function \( M \), and so is in the literature \[11\,13\,26\,33\], it is more relevant for our purposes to consider that \( M(t, x) \) is a \( C^1 \) function. That is why we hereafter assume that \( M \) is \( C^1 \). We define \( \dot{M} : I_\emptyset \times P \to \mathbb{R} \) to be a function so that \( \dot{M}(\hat{t}, \hat{x}) \), for \((\hat{t}, \hat{x}) \in I_\emptyset \times P\), is the time derivative of \( M(t, x(t)) \) at \( t = \hat{t} \) along the particular solution \( x(t) \) of (2.1) with initial condition \( x(\hat{t}) = \hat{x} \), i.e.

\[
\dot{M}(\hat{t}, \hat{x}) := \frac{d}{dt} \bigg|_{t=\hat{t}} M(t, x(t)) = \frac{\partial M}{\partial t}(\hat{t}, \hat{x}) + \sum_{i=1}^{\dim P} \frac{\partial M}{\partial x^i}(\hat{t}, \hat{x}) X^i(\hat{t}, \hat{x}),
\]

(2.2)

where \{\( x^1, \ldots, x^{\dim P} \)\} is a local coordinate system in \( P \) around \( \hat{x} \) and \( X^1, \ldots, X^{\dim P} \) are the coordinates of \( X \) in the basis of vector fields associated with the given local coordinates.

Above definitions are significant to understand Theorem 2.6 which allows us to determine the stability of (2.1) by studying the properties of an appropriate associated function.

For the sake of completeness and clarity, we shall write down an extension to manifolds of some classical results for linear spaces \[33\] given by the following theorems.

**Theorem 2.3.** An equilibrium point \( x_e \in P \) of the system (2.1) is stable from \( t^0 \) if there exists a lpdf \( C^1 \)-function \( M : I_\emptyset \times P \to \mathbb{R} \) from \( t^0 \in \mathbb{R} \) and a constant \( r > 0 \) such that

\[
\dot{M}(t, x) \leq 0, \quad \forall t \in I_\emptyset, \quad \forall x \in B_{r,x_e}.
\]

**Proof.** Since the function \( M \) is lpdf from \( t^0 \) by assumption, Definition 2.1 yields that there exists a continuous strictly increasing function from \( t^0 \), let us say \( \alpha : \mathbb{R} \to \mathbb{R} \), and a constant \( s > 0 \) such that

\[
\alpha(d(x, x_e)) \leq M(t, x), \quad \forall t \in I_\emptyset, \quad \forall x \in B_{s,x_e}.
\]

Let us show that \( x_e \) is stable from \( t^0 \), i.e. there exists, for any \( \epsilon > 0 \), \( t_0 \in I_\emptyset \), and \( t \in I_{t_0} \), a \( \delta(t_0, \epsilon) =: \delta \) such that if \( x(t) \) is the particular solution of the system (2.1) with initial condition \( x_0 := x(t_0) \), then

\[
d(x_0, x_e) < \delta \implies d(x(t), x_e) < \epsilon, \quad \forall t \in I_{t_0}.
\]

Let us choose \( \epsilon, t_0 \), and let \( \mu := \min(\epsilon, r, s) \). Then, there exists \( \delta > 0 \) so that

\[
\sup_{d(x, x_e) < \delta} M(t_0, x) < \alpha(\mu).
\]

This is possible since \( \alpha(\mu) > 0 \) and \( \lim_{\delta \to 0^+} \sup_{d(x, x_e) < \delta} M(t_0, x) = 0 \). To show that \( \delta \) guarantees the stability of \( x_e \), suppose \( d(x_0, x_e) < \delta \). Then, \( M(t_0, x_0) \leq \sup_{d(x, x_e) < \delta} M(t_0, x) < \alpha(\mu) \).

Let us assume for the time being that \( x(t) \) belongs to \( B_{\mu,x_e} \) for every \( t \in I_{t_0} \). Then, \( B_{\mu,x_e} \subset B_{r,x_e} \) and \( \dot{M}(t, x(t)) \leq 0 \) and from the assumption that \( M(t, x) \) is a \( C^1 \)-function, it follows that \( M(t, x(t)) - M(t_0, x_0) \leq 0 \). Thus,

\[
M(t, x(t)) \leq M(t_0, x_0) < \alpha(\mu), \quad \forall t \in I_{t_0}.
\]

(2.3)
Since \( x(t) \in B_{\mu,x_e} \subset B_{s,x_e} \) for \( t \in I_{t_0} \) by assumption, we also have that
\[
\alpha(d(x(t), x_e)) \leq M(t, x(t)), \quad \forall t \in I_{t_0}.
\]
Hence, from the last two inequalities, one obtains
\[
\alpha(d(x(t), x_e)) < \alpha(\mu), \quad \forall t \in I_{t_0}.
\]
Since \( \alpha \) is a strictly increasing function, it follows that
\[
d(x(t), x_e) < \mu \leq \epsilon, \quad \forall t \in I_{t_0}.
\] (2.4)
Hence, \( x_e \) is a stable equilibrium under the assumption of \( x(t) \) belonging to \( B_{\mu,x_e} \) for every \( t \in I_{t_0} \). Let us prove that this assumption always holds indeed.

Assume that \( T := \min \{ t \in \mathbb{R} : d(x(t), x_e) \geq \mu \} \) (it is well defined, since \( x(t) \) is continuous). By definition of \( T \), it turns out that
\[
d(x(t), x_e) < \mu, \quad \forall t \in [t_0, T),
\]
and, by continuity, \( d(x(T), x_e) = \mu \). Since \( \mu \leq r \), it follows that
\[
\dot{M}(t, x(t)) \leq 0, \quad \forall t \in [t_0, T).
\]
Hence, from the fact that \( M \) is a \( C^1 \)-function, one obtains
\[
M(T, x(T)) \leq M(t_0, x_0) < \alpha(\mu).
\] (2.5)
However, \( \mu \leq s \) and
\[
M(T, x(T)) \geq \alpha(d(x(T), x_e)) = \alpha(\mu).
\] (2.6)
Equations (2.5) and (2.6) are in contradiction, which gives that no such \( T \) exists. Thus, (2.4) is true. \( \square \)

**Theorem 2.4.** An equilibrium point \( x_e \) of system (2.1) is uniformly stable from \( t_0 \) if there exists a \( C^1 \), lpdf and also decrescent function \( M : I_{t_0} \times P \to \mathbb{R} \) from \( t_0 \) and a constant \( r > 0 \) such that
\[
\dot{M}(t, x) \leq 0, \quad \forall t \in I_{t_0}, \quad \forall x \in B_{r,x_e}.
\]

**Proof.** The proof of this theorem will be only sketched, because is very similar to the proof of Theorem 2.3. Since \( M \) is decrescent from \( t_0 \) by assumption, Definition 2.2 yields that there exists a continuous, strictly increasing function \( \beta : \mathbb{R} \to \mathbb{R} \) with \( \beta(0) = 0 \) and a constant \( s > 0 \) such that
\[
M(t, x) \leq \beta(d(x, x_e)), \quad \forall t \in I_{t_0}, \quad \forall x \in B_{s,x_e}.
\]
Then, we define
\[
\omega(\delta) := \sup_{d(x,x_e) < \delta, \, t \in I_{t_0}} M(t, x).
\]
Such a function is well defined for $\delta < s$ because $M(t, x)$ is decrescent and $\omega(\delta) \leq \beta(\delta)$. Moreover, $\omega(\delta)$ is non-decreasing and

$$
\lim_{\delta \to 0^+} \omega(\delta) = \lim_{\delta \to 0^+} \sup_{d(x, x_e) < \delta, t \in I_\delta} M(t, x) \leq \lim_{\delta \to 0^+} \beta(\delta) = 0.
$$

Since $M$ is a lpdf function, consider the function $\alpha : \mathbb{R} \to \mathbb{R}$ and the constant $s_1 > 0$ such that

$$
\alpha(d(x, x_e)) \leq M(t, x), \quad \forall t \in I_{s_1}, \quad \forall x \in B_{s_1, x_e}.
$$

Set some $\epsilon > 0$. Define $\mu := \min(\epsilon, r, s, s_1)$. Let us choose $\delta$ such that $\beta(\delta) < \alpha(\mu)$. The rest of the proof is analogous to the previous theorem, including the proof that $x(t)$ stays in $B_{\mu, x_e}$ for all $t \geq t_0 \geq t^0$ if $x(t_0)$ is contained in $B_{\mu, x_e}$. $\square$

**Theorem 2.5.** The equilibrium point $x_e$ of system (2.1) is uniformly asymptotically stable from $t^0$ if there exists a decrescent, lpdf, $C^1$-function $M : I_{s_1} \times P \to \mathbb{R}$ from $t^0$ such that $-M$ is a lpdf from $t^0$.

**Proof.** Let $x(t)$ stands for a solution of system (2.1) with initial condition $x(t_0) = x_0$ for some $t_0 \geq t^0$. Since $-M$ is a lpdf function, by Definition 2.1 and the assumptions of our present theorem, there exists a continuous, strictly increasing function $\gamma : \mathbb{R} \to \mathbb{R}$, with $\gamma(0) = 0$, and a constant $s > 0$ such that

$$
\dot{M}(t, x) \leq -\gamma(d(x, x_e)), \quad \forall t \in I_{s_1}, \quad \forall x \in B_{s, x_e}.
$$

Since $\gamma$ is a non-negative function,

$$
\dot{M}(t, x) \leq 0, \quad \forall t \in I_{s_1}, \quad \forall x \in B_{s, x_e}.
$$

(2.7)

Thus, $\dot{M}$ satisfies the hypothesis of Theorem 2.3 and $x_e$ becomes a uniformly stable equilibrium from $t^0$. Then, what is left to prove is that for every $\epsilon > 0$ and $t_0 \geq t^0$ there exists $T := T(\epsilon)$ and $\delta > 0$ such that every $x(t)$ with $x(t_0) \in B_{\delta, x_e}$ satisfies that $d(x(t), x_e) < \epsilon$ for all $t \geq T + t_0$. It is sufficient to show that such a constant $\delta$ exists. The latter condition can be rewritten as follows

$$
\forall \epsilon > 0, \ \exists \delta > 0, \ \exists T > 0, \quad d(x_0, x_e) < \delta \implies d(x(t), x_e) < \epsilon, \quad \forall t \geq T + t_0. \quad (2.8)
$$

The assumptions of the present theorem yield that there are functions $\alpha, \beta : \mathbb{R} \to \mathbb{R}$ and constants $k, l > 0$ such that

$$
\alpha(d(x, x_e)) \leq M(t, x), \quad \forall t \in I_{s_1}, \quad \forall x \in B_{k, x_e},
$$

(2.9)

$$
M(t, x) \leq \beta(d(x, x_e)), \quad \forall t \in I_{s_1}, \quad \forall x \in B_{l, x_e}.
$$

(2.10)

Let us choose $r := \min\{k, l, s, \epsilon\}$. Let us define positive constants $\kappa_1, \kappa_2, T$ such that

$$
\kappa_1 < \beta^{-1}(\alpha(r)), \quad \kappa_2 < \min\{\beta^{-1}(\alpha(\epsilon)), \kappa_1\}, \quad T := \frac{\beta(\kappa_1)}{\gamma(\kappa_2)}.
$$
Let us prove that we can set $\delta = \kappa_2$ and $T$ satisfy (2.8). Recall that every particular solution $x(t)$ to (2.1) with $x(t_0) = x_0 \in B_{\kappa_2, x_e}$ remains inside the ball $B_{r, x_e}$ for all $t \in I_0$ and $\kappa_2$ small enough. Indeed, the reasoning of the proof is as in the previous theorems. We can assume indeed that (2.9), (2.10) apply to $B_{\kappa_2, x_e}$.

First, let us prove that

$$d(x_0, x_e) < \kappa_1 \implies d(x(t_1), x_e) < \kappa_2, \quad \exists t_1 \in [t_0, t_0 + T].$$

(2.11)

The proof proceeds by contradiction, namely suppose that

$$d(x_0, x_e) < \kappa_1 \quad \land \quad d(x(t), x_e) \geq \kappa_2, \quad \forall t \in [t_0, t_0 + T].$$

(2.12)

Using (2.9), (2.10), and (2.7) in (2.12), we can obtain the following inequalities

$$\beta(d(x_0, x_e)) < \beta(\kappa_1), \quad \gamma(d(x(t), x_e)) \geq \gamma(\kappa_2), \quad \alpha(\kappa_2) \leq \alpha(d(x(t), x_e)),$$

for all $t_0 < t < t_0 + T$ and $x_0 \in B_{\kappa_2, x_e}$. Then,

$$0 < \alpha(\kappa_2) \leq M(t_0 + T, x(t_0 + T)) = M(t_0, x_0) + \int_{t_0}^{t_0 + T} \overline{M}(\tau, x(\tau))d\tau \leq$$

$$\beta(d(x_0, x_e)) - \int_{t_0}^{t_0 + T} \gamma(d(x(\tau), x_e))d\tau \leq \beta(\kappa_1) - T\gamma(\kappa_2) = 0.$$

This contradiction shows that (2.11) is true. To complete the proof, suppose $t > t_0 + T$.

Inequality (2.9) holds for all $t \in I_0$ and using (2.11) one can choose such $t_1 \in [t_0, t_0 + T]$ that $\beta(d(x(t_1), x_e)) < \beta(\kappa_2)$ is satisfied. Then, using (2.7), we obtain

$$\alpha(d(x(t), x_e)) \leq M(t, x(t)) \leq M(t_1, x(t_1))$$

and

$$M(t_1, x(t_1)) \leq \beta(d(x(t_1), x_e)) < \beta(\kappa_2),$$

and finally one can combine the last two inequalities to get

$$\alpha(d(x(t), x_e)) < \beta(\kappa_2) \leq \alpha(\epsilon),$$

which establish (2.8) for $\delta = \kappa_2$ and ends the proof. \hfill \Box

The following theorem summarises the last three theorems in one theorem called the basic manifold Lyapunov’s theorem.

**Theorem 2.6. (The basic manifold Lyapunov’s theorem [13, 26, 33])** Let $M : I_0 \times P \to \mathbb{R}$ be a non-negative function, let $x_e \in P$ be an equilibrium point of (2.1), and let $\overline{M}$ stand for the function (2.2). Then, one has the following results:

1. If $M$ is $C^1$ and lpdf from $t_0$ and $\overline{M}(t, x) \leq 0$ for $x$ locally around $x_e$ and for all $t \in I_0$, then $x_e$ is stable.

2. If $M$ is $C^1$, lpdf and decrescent from $t_0$, and $\overline{M}(t, x) \leq 0$ locally around $x_e$ and for all $t \in I_0$, then $x_e$ is uniformly stable.

3. If $M$ is $C^1$, lpdf and decrescent from $t_0$, and $-\overline{M}(t, x)$ is locally positive definite around $x_e$ and $t \in I_0$, then $x_e$ is uniformly asymptotically stable.
3 Basics on symplectic geometry

Let us review some known facts on symplectic geometry. At the same time, we are to establish the notions and sign conventions to be used hereafter while proving some non-autonomous extensions of classical results concerning autonomous Hamiltonian systems. For details on the topics and standard results provided in this section, we refer to [2, 7, 32].

A symplectic manifold is a pair \((P, \omega)\), where \(P\) is a manifold and \(\omega\) is a closed differential two-form on \(P\) that is non-degenerate, namely the mapping \(\tilde{\omega}: TP \mapsto T^*P\) of the form \(\tilde{\omega}(v_p) := \omega_p(v_p, \cdot) \in T^*_p P\) for every \(p \in P\) and every \(v_p \in T_p P\), is a diffeomorphism. We call \(\omega\) a symplectic form.

From now on, \((P, \omega)\) stands for a symplectic manifold. The symplectic orthogonal of a subspace \(V_p \subset T_p P\) relative to \((P, \omega)\) is defined as \(V_p^\perp := \{w_p \in T_p P: \omega_p(w_p, v_p) = 0, \forall v_p \in V_p\}\). Let us now describe a specially important case of symplectic manifold. Let \(Q\) be any manifold, let \(\tau : T^*Q \rightarrow Q\) be the canonical projection, and let \(\langle \cdot, \cdot \rangle\) be the pairing between covectors and tangent vectors on a manifold. The canonical one-form on \(T^*Q\) is defined to be the differential one-form, \(\theta_Q\), on \(T^*Q\) given by

\[
(\theta_Q)_{\alpha_q}(v_{\alpha_q}) := \langle \alpha_q, T_{\alpha_q} \tau(v_{\alpha_q}) \rangle, \quad \forall q \in Q, \quad \forall \alpha_q \in T_q^* Q, \quad \forall v_{\alpha_q} \in T_{\alpha_q}(T^* Q).
\]

On local adapted coordinates \(\{q^i, p_i\}_{i=1, \ldots, n}\) on \(T^*Q\), one has \(\theta_Q := \sum_{i=1}^n p_i dq^i\). Then, \(\omega_Q := -d\theta_Q = \sum_{i=1}^n dq^i \wedge dp_i\) is a symplectic form, the referred to as canonical symplectic form on \(T^*Q\). The symplectic manifold \((T^*Q, \omega_Q)\) is relevant in physical applications.

Let \(\mathfrak{X}(P)\) be the Lie algebra of vector fields on \(P\). A vector field \(X \in \mathfrak{X}(P)\) is Hamiltonian if the contraction of \(\omega\) with \(X\) is an exact differential one-form, i.e. \(\iota_X \omega = df\) for some \(f \in C^\infty(P)\). Then, \(f\) is called a Hamiltonian function of \(X\). Since \(\omega\) is non-degenerate, every \(f \in C^\infty(P)\) is the Hamiltonian function of a unique Hamiltonian vector field \(X_f\). Then, the Cartan’s magic formula [2, p. 115] yields \(\mathcal{L}_X \omega = \iota_X d\omega + d\iota_X \omega = 0\), where \(\mathcal{L}_X \omega\) is the Lie derivative of \(\omega\) with respect to \(X_f\).

Let us define a bracket \(\{\cdot, \cdot\}: (f, g) \in C^\infty(P) \times C^\infty(P) \mapsto \omega(X_f, X_g) \in C^\infty(P)\). This bracket is bilinear, antisymmetric, and, since \(d\omega = 0\), it obeys the Jacobi identity, which makes \(\{\cdot, \cdot\}\) into a Lie bracket. Moreover, \(\{\cdot, \cdot\}\) obeys the Leibniz rule, i.e. \(\{f, gh\} = \{f, g\}h + g\{f, h\}\) for all \(f, g, h \in C^\infty(P)\). Mentioned properties turn \(\{\cdot, \cdot\}\) into a so-called Poisson bracket. It can be proved that \(X_{\{f, g\}} = [X_f, X_g]\) (see [2, p. 194]).

Let us recall that \(\mathfrak{g}\) stands for the Lie algebra of a Lie group \(G\). The fundamental vector field of a Lie group action \(\Phi : G \times P \rightarrow P\) related to \(\xi \in \mathfrak{g}\) is the vector field on \(P\) given by

\[
(\xi_P)_p := \left. \frac{d}{dt} \right|_{t=0} \Phi(\exp(t\xi), p), \quad \forall p \in P.
\]

Our convention in the definition of fundamental vector fields gives rise to an anti-morphism of Lie algebras \(\xi \in \mathfrak{g} \mapsto \xi_P \in \mathfrak{X}(P)\) (cf. [8]). If \(\Phi\) is known from context, we will write \(gp\) instead of \(\Phi(g, p)\) for every \(g \in G\) and \(p \in P\). By the constant rank theorem [2, p. 48], the orbits of \(\Phi\) are immersed submanifolds in \(P\). We also define

\[
\Phi_g : \tilde{p} \in P \mapsto g\tilde{p} \in P; \quad \Phi^p : \tilde{g} \in G \mapsto \tilde{g}p \in P, \quad \forall g \in G, \forall p \in P.
\]
Each $\Phi_g$ is a diffeomorphism for every $g \in G$. The isotropy subgroup of $\Phi$ at $p \in P$ is $G_p := \{g \in G : gp = p\} \subset G$. Let $Gp$ stand for the orbit of $p \in P$ relative to $\Phi$, i.e. $Gp := \{gp : g \in G\}$. Then, $T_pGp = \{(\xi_p)_{\tilde{p}} : \xi \in \mathfrak{g}\}$ for each $\tilde{p} \in Gp$.

Recall that each $g \in G$ acts as a diffeomorphism on $G$ in the following manners:

$$L_g : h \in G \mapsto gh \in G, \quad R_g : h \in G \mapsto hg \in G, \quad I_g : h \in G \mapsto ghg^{-1} \in G.$$  

We hereafter assume that $G$ acts on $\mathfrak{g}$ via the adjoint action, namely

$$\text{Ad} : (g, \xi) \in G \times \mathfrak{g} \mapsto \text{Ad}_g \xi \in \mathfrak{g}, \quad (3.1)$$

where $\text{Ad}_g \xi := (T_p I_g)(\xi)$. The fundamental vector field of the adjoint action related to $\xi \in \mathfrak{g}$ is given by

$$(\xi_g)_v = \frac{d}{dt} \bigg|_{t=0} \text{Ad}_{\exp(\theta t)}(v) = [\xi, v] =: \text{ad}_\xi v, \quad \forall v \in \mathfrak{g},$$

where $[\cdot, \cdot]$ denotes the Lie bracket in $\mathfrak{g}$. Note that $(\xi_g)_v \in T_e \mathfrak{g}$ and $\text{ad}_\xi v \in \mathfrak{g}$ may be defined to be equal because, for every finite-dimensional vector space $V$, there exists a natural isomorphism $v \in V \cong D_v \in T_w V$, at each $w \in V$, identifying each $v \in V$ to the tangent vector at $w$ associated with the derivative at $w$ in the direction $v$. Let $S_\xi$ be the orbit of the adjoint action passing through $\xi \in \mathfrak{g}$. Then, $T_v S_\xi = \{(\xi_g)_v : \xi \in \mathfrak{g}\}$ for every $v \in S_\xi$.

The Lie group $G$ also acts on $\mathfrak{g}^*$ through the coadjoint action $\text{Ad}^* : (g, \mu) \in G \times \mathfrak{g}^* \mapsto \text{Ad}^*_g \mu \in \mathfrak{g}^*$, where $\text{Ad}^*$ is the transpose of $\text{Ad}_g$, i.e. $\langle \text{Ad}^*_g \mu, \xi \rangle = \langle \mu, \text{Ad}_g \xi \rangle$ for all $\xi \in \mathfrak{g}$, and where $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $\mathfrak{g}^*$ and $\mathfrak{g}$. Then, one has that

$$(\xi_{g^*})_\mu = \frac{d}{dt} \bigg|_{t=0} \text{Ad}^*_\text{exp}(-t\xi)\mu = -\langle \mu, [\xi, \cdot] \rangle = -\text{ad}^*_\xi \mu, \quad \forall \mu \in \mathfrak{g}^*, \quad (3.2)$$

where it is worth stressing that $\text{ad}^*_\xi$ is defined to be $\text{ad}^*_\xi(\vartheta) := \vartheta \circ \text{ad}_\xi \in \mathfrak{g}^*$ for every $\vartheta \in \mathfrak{g}^*$. Given the coadjoint orbit of $\mu \in \mathfrak{g}^*$, i.e. $O_\mu := \{\text{Ad}^*_g \mu : g \in G\}$, we have $T_v O_\mu = \{(\xi_{g^*})_\mu : \xi \in \mathfrak{g}\}$ for every $\nu \in O_\mu$. Then, $\xi_g$ and $\xi_{g^*}$ are related as follows

$$\langle (\xi_{g^*})_\nu, v \rangle = -\langle \text{ad}^*_\xi v, \nu \rangle = -\langle \nu, (\xi_g)_v \rangle =: \langle \nu, (\xi_g)_v \rangle, \quad \forall v \in \mathfrak{g} \cong T_v \mathfrak{g}^*, \quad \forall \nu \in \mathfrak{g}^* \cong T_v \mathfrak{g},$$

A Lie group action $\Phi : G \times P \rightarrow P$ is Hamiltonian if its fundamental vector fields are Hamiltonian relative to $\omega$. An equivariant momentum map for a Lie group action $\Phi : G \times P \rightarrow P$ is a map $J : P \rightarrow \mathfrak{g}^*$ such that:

1. $J(gp) = \text{Ad}^*_{g^{-1}}(J(p))$, for all $g \in G$ and every $p \in P$.
2. $(i_{\xi_p})_\omega) = d(J(p), \xi) = (dJ_\xi)_p$, for all $\xi \in \mathfrak{g}$, every $p \in P$, and $J_\xi : p \in P \mapsto \langle J(p), \xi \rangle \in \mathbb{R}$.

$^1$This symbol has already been defined on page 9 with another similar meaning, but it does not lead to misunderstanding and our convention simplifies the notation.
We obtain that \( 2. \) gives that \( \Phi \) is a Hamiltonian Lie group action and

\[
(\xi_p J_\nu)(p) = \frac{d}{dt} \bigg|_{t=0} \langle J(\exp(t\xi)p), \nu \rangle = \frac{d}{dt} \bigg|_{t=0} \langle \text{Ad}_{\exp(-t\xi)}(J(p)), \nu \rangle = J_{[\nu, \xi]}(p),
\]

for all \( \xi, \nu \in \mathfrak{g} \) and \( p \in P \). Then, \( \{J_\nu, J_\xi\} = J_{[\nu, \xi]} \). Hence, \( J \) gives rise to a Lie algebra morphism \( \nu \in \mathfrak{g} \mapsto J_\nu \in C^\infty(P) \).

Let us go back to the naturally defined, and ubiquitous in physics, structures on a cotangent bundle \( T^*Q \). A Lie group action \( \Psi : G \times Q \to Q \) induces a new Lie group action \( \Phi : (g, \alpha_q) \in G \times T^*Q \mapsto \Phi_g(\alpha_q) \in T^*_qQ \) such that

\[
\langle \Phi_g(\alpha_q), v_{\eta_q} \rangle := \langle \alpha_q, T_{\eta_q} \Psi_g^{-1}(v_{\eta_q}) \rangle, \quad \forall q \in Q, \quad \forall v_{\eta_q} \in T_{\eta_q}Q,
\]

the so-called cotangent lift of \( \Psi \). This notion is ubiquitous in geometric mechanics and it provides easily derivable momentum maps \([2, p. 283]\). Some additional details are given in the following proposition (see also \([2, p. 283]\)).

**Proposition 3.1.** Every Lie group action \( \Psi : G \times Q \to Q \) has a cotangent lift \( \Phi : G \times T^*Q \to T^*Q \) admitting an equivariant momentum map \( J : T^*Q \to \mathfrak{g}^* \) such that

\[
J_\xi(\alpha_q) = : \langle J(\alpha_q), \xi \rangle, \quad J_\xi(\alpha_q) = : \langle \alpha_q, (\xi \alpha_q) \rangle, \quad \forall \alpha_q \in T^*_qQ, \quad \forall q \in Q, \quad \forall \xi \in \mathfrak{g}. \tag{3.3}
\]

We hereafter assume that \( \mu \in \mathfrak{g}^* \) is a regular value of \( J \). Hence, \( J^{-1}(\mu) \) is a submanifold of \( P \) and \( T_p(J^{-1}(\mu)) = \ker(T_pJ) \) for every \( p \in J^{-1}(\mu) \).

**Proposition 3.2.** If \( p \in J^{-1}(\mu) \) for a regular \( \mu \in \mathfrak{g}^* \) and \( G_\mu \) is the isotropy group of \( \mu \) relative to the coadjoint action of \( G \), then:

1. \( T_p(G_\mu p) = T_p(Gp) \cap T_p(J^{-1}(\mu)) \),
2. \( T_p(J^{-1}(\mu)) = (T_pGp)^{\perp_\omega} \).

Let us enunciate the Marsden–Weinstein theorem (see \([2, p. 300]\) and the original work by Marsden and Weinstein \([22]\)).

**Theorem 3.3.** Let \( \Phi : G \times P \to P \) be a Hamiltonian Lie group action of \( G \) on the symplectic manifold \( (P, \omega) \) admitting an equivariant momentum map \( J : P \to \mathfrak{g}^* \). Assume that \( \mu \in \mathfrak{g}^* \) is a regular point of \( J \) and \( G_\mu \), the isotropy group of \( \mu \) relative to the coadjoint action, acts freely and properly on \( J^{-1}(\mu) \). Let \( \iota_\mu : J^{-1}(\mu) \to P \) denote a natural embedding and let \( \pi_\mu : J^{-1}(\mu) \to J^{-1}(\mu)/G_\mu =: P_\mu \) be the canonical projection onto the space of orbits of \( G_\mu \) acting on \( J^{-1}(\mu) \). There exists a unique symplectic structure \( \omega_\mu \) on \( P_\mu \) such that \( \pi_\mu^* \omega_\mu = \iota_\mu^* \omega \).

**Definition 3.4.** A \( G \)-invariant Hamiltonian system is a 5-tuple \( (P, \omega, h, \Phi, J) \), where \( \Phi \) is a Lie group action of \( G \) on \( P \) with an equivariant momentum map \( J \), and \( h : \mathbb{R} \times P \to \mathbb{R} \) is a real \( t \)-dependent function on \( P \) satisfying \( h(t, \Phi(g, p)) = h(t, p) \) for every \( g \in G \), \( t \in \mathbb{R} \), and \( p \in P \).
Note that \( h : \mathbb{R} \times P \to \mathbb{R} \) gives rise to a \( t \)-dependent vector field on \( P \) of the form \( X_h : \mathbb{R} \times P \to TP \) such that each vector field \( X_{ht} : p \in P \mapsto X_h(t,p) \in TP \), with \( t \in \mathbb{R} \), is the Hamiltonian vector field of \( h_t : p \in P \mapsto h(t,p) \in \mathbb{R} \). Then, a particular solution, \( p(t) \), to \((P,\omega,h,\Phi,J)\) is called a particular solution of the non-autonomous system of differential equations

\[
\frac{dp}{dt} = X_{ht}(p) = X_h(t,p), \quad \forall (t,p) \in \mathbb{R} \times P.
\]

From now on, \((P,\omega,h,\Phi,J)\) will always stand for a \( G \)-invariant Hamiltonian system. Proposition 3.5 analyses the evolution of \( J : P \to \mathfrak{g}^* \) under the dynamics of the \( t \)-dependent vector field \( X_h \) determined by a \( G \)-invariant Hamiltonian system \((P,\omega,h,\Phi,J)\). In particular, let us briefly prove that \( J : P \to \mathfrak{g}^* \) is conserved for the dynamics of \( X_h \), i.e. the flow, \( F : \mathbb{R} \times P \to P \), of the \( t \)-dependent vector field \( X_h \) leaves \( J \) invariant and, consequently, \( J \circ F_t = J \) for \( F_t : p \in P \mapsto F(t,p) \in P \) and every \( t \in \mathbb{R} \). Our proof is just an analogue of the \( t \)-independent case that can be found in any standard reference \cite{2}, p. 277.

**Proposition 3.5.** Let \((P,\omega,h,\Phi,J)\) be a \( G \)-invariant Hamiltonian system. Then, \( J \) is invariant relative to the evolution of \( h \), i.e. if \( F : \mathbb{R} \times P \to P \) is the flow of the \( t \)-dependent vector field on \( P \) given by \( X_h : (t,p) \in \mathbb{R} \times P \mapsto X_h(t,p) \in TP \), then

\[
J(F(t,p)) = J(p), \quad \forall p \in P, \quad \forall t \in \mathbb{R}.
\]

**Proof.** Let us define \( F_t : p \in P \mapsto F(t,p) \in P \) for every \( t \in \mathbb{R} \). On the one hand,

\[
\frac{d}{dt} J_\xi(F_t) = (X_{ht} J_\xi) \circ F_t = (J_\xi h_t) \circ F_t = (\xi h_t) \circ F_t = -(\xi p h_t) \circ F_t = 0, \quad \forall \xi \in \mathfrak{g}, \forall t \in \mathbb{R},
\]

where the last equality stems from the fact that each \( h_t \), for \( t \in \mathbb{R} \), is invariant by assumption relative to the fundamental vector fields of the action of \( G \) on \( P \), namely, the vector fields \( \xi_P \) with \( \xi \in \mathfrak{g} \). Since the \( J_\xi \) is invariant relative to the dynamics induced by \( h \) for every \( \xi \in \mathfrak{g} \), we get that \( J \) is invariant relative to the evolution in time of the Hamiltonian system determined by \( h \).

The \( G \)-invariance property of \( h \) also yields that \( F \) induces canonically a Hamiltonian flow on the reduced phase space \( P_\mu = J^{-1}(\mu)/G_\mu \) associated with a Hamiltonian function \( k_\mu : \mathbb{R} \times P_\mu \to \mathbb{R} \) defined in a unique way via the equation \( k_\mu(t,\pi_\mu(p)) = h(t,p) \) for every \( p \in J^{-1}(\mu) \), the referred to as reduced Hamiltonian. The proof of this fact is a straightforward generalisation of its \( t \)-independent proof (cf \cite{2} \cite{22}). Let us prove certain facts on the geometry of the regular elements of \( J \) for \((P,\omega,h,\Phi,J)\).

**Theorem 3.6.** If \( \mu \) is a regular value for the momentum map \( J \) of \((P,\omega,h,\Phi,J)\), then every \( \mu' \) belonging to the coadjoint orbit, \( \mathcal{O}_\mu \), of \( \mu \in \mathfrak{g}^* \) is also a regular value. If \( G_\mu \) acts properly and freely in \( J^{-1}(\mu) \), then \( G_{\mu'} \) acts also freely and properly on \( J^{-1}(\mu') \) for every \( \mu' \in \mathcal{O}_\mu \). Finally, \( J^{-1}(\mathcal{O}_\mu) \) is a submanifold of \( P \).
every point \(\pi\) with relative equilibrium point.  

**Definition 4.1.** Let us extend Poincaré’s terminology of a relative equilibrium point for \((P, \omega, h, J)\) is a point \(z_e \in P\) such that there exists a curve \(\xi(t)\) in \(g\) so that

\[
(X_{ht})_{z_e} = (\xi(t)p)_{z_e}, \quad \forall t \in \mathbb{R}.
\]

Definition (4.1) reduces to the standard relative equilibrium point for autonomous systems. The following proposition explains more carefully why \(z_e\) can still be called a relative equilibrium point.

**Proposition 4.2.** Every solution, \(p(t)\), to \((P, \omega, h, \Phi, J)\) passing through a relative equilibrium point \(z_e \in P\) with \(\mu_e := J(z_e)\), namely \(p(t_0) = z_e\) for some \(t_0 \in \mathbb{R}\), projects onto the point \(\pi_{\mu_e}(z_e)\), i.e. \(\pi_{\mu_e}(p(t)) = \pi_{\mu_e}(z_e)\) for every \(t \in \mathbb{R}\).

**Proof.** By Proposition 3.5 every solution \(p(t)\) to the Hamilton equations of \(h\) is fully contained within a certain submanifold \(J^{-1}(\mu)\). Then, \(p(t)\) projects, via \(\pi_{\mu_e}\), onto a curve in \(P_{\mu_e} := J^{-1}(\mu_e)/G_{\mu_e}\), where \(G_{\mu_e}\) is the isotropy subgroup of \(\mu_e\) relative to the coadjoint action. Such a curve is a solution to the Hamiltonian system \((P_{\mu_e}, \omega_{\mu_e}, k_{\mu_e})\), where \(k_{\mu_e}: \mathbb{R} \times P_{\mu_e} \to \mathbb{R}\) is the only \(t\)-dependent function on \(P_{\mu_e}\) such that \(k_{\mu_e}(t, \pi_{\mu_e}(p)) = h(t, p)\) for every \(p \in J^{-1}(\mu_e)\) and \(t \in \mathbb{R}\). Since \(z_e\) is a relative equilibrium point, it turns out that

\[
0 = T\mathbf{J}(X_h)_{z_e} = T\mathbf{J}(\xi(t)p)_{z_e} = (\xi(t))_{g^*}(\mu), \quad \forall t \in \mathbb{R},
\]
for some curve $\xi(t)$ in $\mathfrak{g}$. Hence, $\xi(t) \in \mathfrak{g}_{\mu_e}$ for every $t \in \mathbb{R}$.

Note that $\pi_{\mu_e}(p(t))$ is the integral curve to the $t$-dependent vector field $Y_{\mu_e}$ on $P_{\mu_e}$ given by the $t$-parametric family of vector fields on $P_{\mu_e}$ of the form $(Y_{\mu_e})_t := \pi_{\mu_e}^*(X_{h_t})$ for every $t \in \mathbb{R}$. Since $X_{h_t} = \xi(t)_{P}$, for a certain curve $\xi(t)$ contained in $\mathfrak{g}_{\mu_e}$, then $((Y_{\mu_e})_t)_{\pi_{\mu_e}(z_e)} = T_{z_e} \pi_{\mu_e}(\xi(t)_{P})_{z_e} = 0$ for every $t \in \mathbb{R}$. As a consequence, $\pi_{\mu_e}(z_e)$ is an equilibrium point of $Y_{\mu_e}$ and the integral curve of the $t$-dependent vector field $Y_{\mu_e}$ passing through $\pi_{\mu_e}(z_e)$ is $\pi_{\mu_e}(z_e)$. Hence, $\pi_{\mu_e}(p(t)) = \pi_{\mu_e}(z_e)$ for every $t \in \mathbb{R}$ and $p(t) \in \pi_{\mu_e}^{-1}(z_e)$ for every $t \in \mathbb{R}$. Then, the projection of every solution passing through $z_e$ is just the stability point $\pi_{\mu_e}(z_e)$ of the reduced Hamiltonian system related to $Y_{\mu_e}$ on $P_{\mu_e}$. \(\square\)

Proposition 4.2 yields that every solution passing through a relative equilibrium point $z_e$ with $J(z_e) = \mu_e$ satisfies that $p(t) = g(t)z_e$ for a certain curve $g(t)$ in $G_{\mu_e}$. Let us show that the converse is also true.

**Proposition 4.3.** If every solution $p(t)$ to $(P, \omega, h, \Phi, J)$ passing through a point $z_e \in P$, with $\mu_e := J(z_e)$, projects onto $\pi_{\mu_e}(z_e)$, then $z_e$ is a relative equilibrium point.

**Proof.** Let $p(t)$ be the solution to $(P, \omega, h, \Phi, J)$ passing through $z_e$ at $t = t_0$. By our assumptions, $\pi_{\mu_e}(p(t))$ projects onto $\pi_{\mu_e}(z_e)$. Consequently, there exists a curve $g(t)$ in $G_{\mu_e}$ such that $p(t) = \Phi(g(t), p(t_0))$ and $g(t_0) = e$. Therefore,

$$
(X_{h_{t_0}})_{z_e} = \frac{dp}{dt}(t_0) = \frac{d}{dt} \bigg|_{t=t_0} (\Phi(g(t), z_e)) = T_{e} \Phi_{z_e} \left( \frac{dg}{dt}(t_0) \right) = (\nu(t_0))_{p(z_e)},
$$

for a certain $\nu(t_0) \in \mathfrak{g}_{\mu_e}$. Since the above holds for every $t_0 \in \mathbb{R}$, we obtain that $z_e$ is a relative equilibrium point. \(\square\)

Note that if $p(t)$ is a solution to $(P, \omega, h, \Phi, J)$ and $p(t) = g(t)p$, Proposition 3.3 ensures that $J(p(t)) = J(p)$. Hence, the action of $g(t)$ leaves invariant the value of $J(p)$ and it belongs to $G_{\mu_e}$ for $\mu_e = J(p)$. From previous results, we have the following corollary.

**Corollary 4.4.** The following two conditions are equivalent:

- The point $z_e \in P$ is a relative equilibrium point of $(P, \omega, h, \Phi, J)$,

- Every particular solution to $(P, \omega, h, \Phi, J)$ passing through $z_e \in P$ is of the form $p(t) = g(t)z_e$ for a curve $g(t)$ in $G$.

It is remarkable that, in $t$-dependent systems, the Hamiltonian needs not be a constant of the motion since

$$
\frac{dh}{dt} = \frac{\partial h}{\partial t} + \{h, h\} = \frac{\partial h}{\partial t}.
$$

(4.2)

Meanwhile, Corollary 4.3 ensures that for particular solutions $p(t) = g(t)z_e$, it follows that $h(t, p(t)) = h(t, z_e)$. Despite that, $h$ need not be a constant of the motion along solutions to $h$ even when passing through relative equilibrium points. It is remarkable that, since $h$ is not a constant of the motion, the analysis of the stability of solutions of the reduced
Hamiltonian systems $k_{\mu e}$ on $P_{\mu e}$ will be much more complicated. Indeed, as $k_{\mu e}$ will not be in general autonomous, much of the procedures given in standard stability analysis must be substituted by more general approaches (cf. [20]).

The following proposition allows us to characterise relative equilibrium points more easily than through previous methods.

**Theorem 4.5. (Time-Dependent Relative Equilibrium Theorem)** A point $z_e \in P$ is a relative equilibrium point for $(P, \omega, h, \Phi, J)$ if and only if there exists a curve $\xi(t)$ in $g$ such that $z_e$ is a critical point of $h_{\xi,t} : P \to \mathbb{R}$ given by

$$h_{\xi,t} := h_t - [J(\xi(t)) - \langle \mu_e, \xi(t) \rangle] = h_t - \langle J - \mu_e, \xi(t) \rangle$$

for every $t \in \mathbb{R}$ and $\mu_e := J(z_e)$.

**Proof.** Assume first that $z_e$ is a relative equilibrium point. The definition of the momentum map and Corollary 4.4 yield $(X_{h_t})z_e - (X_{J(\xi(t))})z_e = 0$ for every $t \in \mathbb{R}$. Since $P$ is symplectic, the latter is equivalent to $z_e$ being a critical point of $h_t - J(\xi(t))$ for every $t \in \mathbb{R}$, which is the same as being a critical point of $h_{\xi,t}$ for every $t \in \mathbb{R}$, namely $(dh_{\xi,t})_{z_e} = 0$.

Conversely, assume $z_e$ is a critical point of $h_{\xi,t}$, then $z_e$ is a stationary point of the dynamical system $X_{h_t - J(\xi(t))}$ for every $t \in \mathbb{R}$. Hence, the evolution of every particular solution of $X_h$ passing through $z_e$ at time $t_0$ is of the form $g(t)z_e$ for a certain curve in $G$ with $g(t_0) = e$ and, in view of Corollary 4.4, one has that $z_e$ becomes a relative equilibrium point.

In view of Theorem 4.5, to find relative equilibrium points, one can consider the functions $h^\xi_t : (p, \xi) \in P \times g \mapsto h_t - \langle J - \mu_e, \xi \rangle \in \mathbb{R}$, for every $t \in \mathbb{R}$, and to look for elements $z_e \in P$ such that $(z_e, \xi(t))$ is a critical point of $h^\xi_t$ for each $t \in \mathbb{R}$ and a certain curve $\xi(t)$ in $g$. Evidently, $\xi(t)$ plays here the role of a $t$-dependent Lagrange multiplier. Note that the term $\langle J - \mu_e, \xi \rangle$ in $h^\xi_t$ ensures that the described relative equilibrium points belong to $\mathbf{J}^{-1}(\mu_e)$.

5 **Foliated Lie systems and relative equilibrium submanifolds**

This section shows that the set of relative equilibrium points for a $G$-invariant Hamiltonian system $(P, \omega, h, \Phi, J)$ is given by a union of immersed submanifolds. Moreover, we also prove that the restriction of the original $t$-dependent Hamiltonian system to such immersed submanifolds can be described via a foliated Lie system [8] assuming a certain condition on the Lie algebra of fundamental vector fields of the action of $G$ on $P$.

**Proposition 5.1.** If $z_e$ is a relative equilibrium point of $(P, \omega, h, \Phi, J)$, then $O_{z_e} := Gz_e$ is an immersed submanifold of $P$ consisting of relative equilibrium points.
Proof. Since \( z_e \) is a relative equilibrium point, every solution passing through \( z_e \) is of the form \( z(t) = g(t)z_e \) for a certain curve \( g(t) \) in \( G \). Since \( h(t, \Phi_g(p)) = h(t, p) \) for every \( t \in \mathbb{R} \) and \( p \in P \), and also \( \Phi_g^\ast \omega = \omega \) for every \( g \in G \), one obtains that

\[
\iota_{X_{ht}} \omega = dh_t \Rightarrow (\iota_{Y} \iota_{g^\ast Y} X_{ht} \omega)(gp) = \omega(X_{ht}, \Phi_{g^{-1}}Y)(p) = \omega(X_{ht}, \Phi_{g^{-1}}Y)(p) = \langle dh_t, \Phi_{g^{-1}}Y \rangle(gp) = \langle dh_t, Y \rangle(gp),
\]

for every \( Y \in \mathfrak{X}(P) \), \( g \in G \), \( p \in P \) and \( t \in \mathbb{R} \). Therefore, \( \Phi_{g^\ast} X_{ht} = X_{ht} \) for every \( t \in \mathbb{R} \).

Hence, every solution \( z'(t) \) passing through \( g z_e \) is such that \( z(t) := g^{-1}z'(t) \) is a solution to \( X_{ht} \) passing through \( z_e \). Thus, \( z'(t) = g z(t) = gg(t)g^{-1}gz_e \). In other words, \( g z_e \) is a relative equilibrium point for \( (P, \omega, h, \Phi, J) \). Since \( G z_e \) is an immersed submanifold of \( P \) (see \[3\]), our proposition follows.

A foliated Lie system \([5]\) on a manifold \( P \) is a first-order system of differential equations taking the form

\[
\frac{dp}{dt} = X(t, p), \quad \forall t \in \mathbb{R}, \quad \forall p \in P,
\]

so that

\[
X(t, p) = \sum_{\alpha=1}^{r} g_\alpha(t,p)X_\alpha(p), \quad \forall t \in \mathbb{R}, \quad \forall p \in P,
\]

where \( X_1, \ldots, X_r \) span an \( r \)-dimensional Lie algebra of vector fields, i.e.

\[
[X_\alpha, X_\beta] = \sum_{\gamma=1}^{r} c_{\alpha\beta}^\gamma X_\gamma, \quad \alpha, \beta = 1, \ldots, r,
\]

for certain constants \( c_{\alpha\beta}^\gamma \), and the functions \( g_{\alpha, t} : p \in P \mapsto g_{\alpha}(t,p) \in \mathbb{R} \), for every \( t \in \mathbb{R} \) and \( \alpha = 1, \ldots, r \), are first integrals of \( X_1, \ldots, X_r \). The Lie algebra \( \langle X_1, \ldots, X_r \rangle \) is called a Vessiot-Guldberg Lie algebra of \( X \) \([5]\).

Let us show how foliated Lie systems occur in the study of relative equilibrium points for \( G \)-invariant Hamiltonian systems.

**Theorem 5.2.** Let \( z_e \) be a relative equilibrium point for \( (P, \omega, h, \Phi, J) \) and let \( \mu_e := J(z_e) \). Assume that \( G_{\mu_e} \) is abelian. Then, \( X_{ht} \) is tangent to \( O_{z_e} := G z_e \) for every fixed \( t \in \mathbb{R} \), and \( X_{ht} \) gives rise, by restriction, to a \( t \)-dependent vector field \( X_{ht}|_{O_{z_e}} \) on \( O_{z_e} \). Moreover, \( X_{ht}|_{O_{z_e}} \) becomes a foliated Lie system with an abelian Vessiot-Guldberg Lie algebra of dimension equal to \( \dim g_{\mu_e} \).

**Proof.** From now on in this proof, we assume that \( z'_e \) belongs to \( O_{z_e} \) and \( \mu'_e := J(z'_e) \). Let us prove that \( X_{ht}|_{O_{z_e}} \) exists and it can be written in the form \([5,1]\) for certain functions \( g_\alpha \), with \( \alpha = 1, \ldots, r \), that depend only on time on the submanifolds of the form \( G_{\mu'_e} z'_e \), where \( G_{\mu_e} \) is the isotropy subgroup of the coadjoint action of \( G \) at \( \mu'_e \), and certain vector fields tangent to \( O_{z_e} \) closing on a finite-dimensional Lie algebra of vector fields. This shows that \( X_{ht}|_{O_{z_e}} \) is a foliated Lie system.
Proposition 5.1 ensures that \( z'_e \) is a relative equilibrium point. Then, every integral curve to \( X_h \) passing through \( z'_e \) takes the form \( z(t) = g(t)z'_e \) for a certain curve \( g(t) \) in \( G \). This shows that \( X_h \) is tangent to \( O_{z_e} \) and it can be restricted to it. Proposition 5.5 yields that \( J \) is constant on integral curves of \( X_h \). Consequently, the integral curves of \( X_h \) passing through \( z'_e \) are contained in \( J^{-1}(\mu'_e) \). Assume that \( z(t_0) = z'_e \) and then \( z(t) = g(t)z'_e \) for a curve \( g(t) \) in \( G \) with \( g(t_0) = e \). Hence,

\[
0 = \frac{d}{dt} \bigg|_{t=t_0} J(z(t)) = \frac{d}{dt} \bigg|_{t=t_0} J(g(t)z'_e) = \frac{d}{dt} \bigg|_{t=t_0} \text{Ad}_{g(t)}^{-1}(J(z'_e)) = \left[ \xi(t_0) \right] g'_e(\mu'_e),
\]

where \( \frac{dg(t)}{dt} \big|_{t=t_0} = \xi(t_0) \). Therefore, \( \xi(t_0) \in \mathfrak{g}_{\mu'_e} \).

Let \( \{ \xi_{1e}^e, \ldots, \xi_{re}^e \} \) be a basis for \( \mathfrak{g}_{\mu_e} \). By our initial assumptions, \( G_{\mu_e} \) is abelian and thus \( \mathfrak{g}_{\mu_e} \) is abelian too. Define the vector fields on \( O_{z_e} \) of the form \( Y_{\alpha}(g z_e) := [T_{z_e} \Phi_g(\xi_{\alpha}^e)](z_e) \) for \( \alpha = 1, \ldots, r \). Note that each \( Y_{\alpha} \) is well defined because \( G_{z_e} \), the isotropy group of \( G \) acting on \( z_e \), is a subgroup of \( G_{\mu_e} \), which acts freely on \( J^{-1}(\mu_e) \), and then \( g z_e = g' z_e \) implies \( g^{-1}g' \in G_{z_e} = \{ e \} \) and \( g' = g \). Since the action of \( G_{\mu_e} \) is assumed to be free on \( J^{-1}(\mu_e) \), the tangent vectors \( Y_1(z_e), \ldots, Y_r(z_e) \) are linearly independent. Since \( Y_{\alpha}(g z_e) = T_{z_e} \Phi_g[\Phi_{\alpha}(z_e)] \) for every \( g \in G \), one obtains that \( Y_1 \land \ldots \land Y_r \neq 0 \) on \( O_{z_e} \). Since \( \mathfrak{g}_{\mu_e} \) is abelian, for every \( g_{\mu_e} \in G_{\mu_e} \), one has

\[
Y_{\alpha}(g g_{\mu_e} z_e) = T_{g z_e} \Phi_g T_{z_e} \Phi_{g_{\mu_e}} [\Phi(\xi_{\alpha}^e)](z_e) = T_{g z_e} \Phi_g (\xi_{\alpha}^e) P_{(g_{\mu_e} z_e)} = (\text{Ad}_g(\xi_{\alpha}^e)) P((g g_{\mu_e} z_e)),
\]

for \( \alpha = 1, \ldots, r \). Note indeed that \( \text{Ad}_g(\xi_{\alpha}^e) \), with \( \alpha = 1, \ldots, r \), is a basis of the Lie algebra \( \mathfrak{g} \). Moreover, \( X_h(t, z) = \sum_{\alpha=1}^r f_\alpha(t, z) Y_{\alpha} \) on every \( z \in G_{\mu'_e} z'_e \) for a unique set of functions \( f_1(t, z), \ldots, f_r(t, z) \). If \( z'_e := g z_e \) and since \( G_{\mu_e} \) is abelian, then \( G_{\mu'_e} = g G_{\mu_e} g^{-1} \) is abelian too. Then, \( T_{z_e} \Phi_{g_{\mu_e}}(\text{Ad}_g(\xi_{\alpha}^e)) P(z'_e) = (\text{Ad}_g(\xi_{\alpha}^e)) P(g_{\mu'_e} z'_e) \). By using \( 5.2 \), we obtain

\[
X_h(t, g_{\mu'_e} z'_e) = T_{z'_e} \Phi_{g_{\mu'_e}} X_h(t, z'_e) = \sum_{\alpha=1}^r f_\alpha(t, z'_e) T_{z'_e} \Phi_{g_{\mu'_e}} (\text{Ad}_g(\xi_{\alpha}^e)) P(z'_e) = \sum_{\alpha=1}^r f_\alpha(t, z'_e)(\text{Ad}_g(\xi_{\alpha}^e)) P(g_{\mu'_e} z'_e) = \sum_{\alpha=1}^r f_\alpha(t, z'_e) Y_{\alpha}(g_{\mu'_e} z'_e),
\]

for every \( g_{\mu'_e} \in G_{\mu'_e} \). In particular, we have used in the last equality that \( g^{-1}G_{\mu'_e} g = G_{\mu_e} \) and then \( g^{-1} g_{\mu'_e} \) for some \( g_{\mu'_e} \in G_{\mu_e} \). Thus,

\[
Y_{\alpha}(g_{\mu'_e} z'_e) = Y(g_{\mu'_e} z_e) = Y(g g^{-1}g_{\mu'_e} z_e) = (\text{Ad}_g(\xi_{\alpha}^e)) P(g_{\mu'_e} z_e) = (\text{Ad}_g(\xi_{\alpha}^e)) P(g_{\mu'_e} z'_e).
\]

From \( 5.3 \) and the fact that \( X_h(t, g_{\mu'_e} z'_e) = \sum_{\alpha=1}^r f_\alpha(t, g_{\mu'_e} z'_e) Y_{\alpha}(g_{\mu'_e} z'_e) \), one has that \( f_\alpha(t, z'_e) = f_\alpha(t, g_{\mu'_e} z'_e) \) for every \( g_{\mu'_e} \in G_{\mu'_e} \) and \( \alpha = 1, \ldots, r \). Consequently, one obtains that

\[
X_h(t, z) = \sum_{\alpha=1}^r f_\alpha(t, z) Y_{\alpha}(z), \quad \forall z \in O_{z_e}, \quad \forall t \in \mathbb{R},
\]
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for some functions $f_1, \ldots, f_r$ on $\mathbb{R} \times \mathcal{O}_e$ whose values on each subset $G_{\mu'_e} z'_e$, with $z'_e \in \mathcal{O}_e$ and $\mu'_e = J(z'_e)$, depend only on time. The vector fields $Y_1, \ldots, Y_r$ are tangent to the submanifolds $G_{\mu'_e} z'_e$, where they close an abelian Lie algebra. Since the functions $f_1, \ldots, f_r$ are just $t$-dependent on the submanifolds $G_{\mu'_e} z'_e$, they become first integrals of the vector fields in $(Y_1, \ldots, Y_r)$. Therefore, $X_{\mu}[\mathcal{O}_e]$ becomes a foliated Lie system with an abelian Vessiot–Guldberg Lie algebra isomorphic to $\mathfrak{g}_{\mu_e}$. $\square$

6 Stability on the reduced space

Theorem 4.5 characterises the relative equilibrium points of $G$-invariant Hamiltonian systems as the extrema of the Hamiltonian subject to the constraint of the constant momentum map. Then, $h_{\xi,t} := h_t - \langle J - \mu_e, \xi(t) \rangle$ is to be optimised and $\xi(t) \in \mathfrak{g}$ is a Lagrange multiplier depending on time.

The study of the stability of equilibrium points in $J^{-1}(\mu_e)/G_{\mu_e}$ for non-autonomous Hamiltonian systems requires the use of $t$-dependent Lyapunov stability analysis. This is more complicated than studying the stability of autonomous Hamiltonian systems, which frequently relies on searching a minimum for the Hamiltonian of the system [20], although this condition is not necessary [21, p. 207]. To tackle the study of non-autonomous Hamiltonians, we will use Theorem 2.6 and a more general approach, which easily retrieves the standard results used in the energy-momentum method for analysing the stability of reduced autonomous Hamiltonian systems.

Let $z_e$ be a relative equilibrium point of $(P, \omega, h, J, \Phi)$. Let us analyse the function $h_{z_e} : \mathbb{R} \times P \to \mathbb{R}$ given by

$$h_{z_e}(t, z) := h(t, z) - h(t, z_e), \quad \forall (t, z) \in \mathbb{R} \times P.$$ 

Then, $h_{z_e}(t, z_e) = 0$ for every $t \in \mathbb{R}$. If $z(t)$ is the particular solution to our $G$-invariant Hamiltonian system $(P, \omega, h, J, \Phi)$ with initial condition $z$ at $t_0$, then

$$\left. \frac{d}{dt} \right|_{t=t_0} h_{z_e}(t, z(t)) := \left. \frac{d}{dt} \right|_{t=t_0} h(t, z(t)) - \left. \frac{d}{dt} \right|_{t=t_0} h(t, z_e).$$

Recall that the time derivative of a Hamiltonian function $h$ along the solutions of its Hamilton equations is given by

$$\frac{dh}{dt} = \frac{\partial h}{\partial t} + \{h_t, h_t\} = \frac{\partial h}{\partial t}.$$ 

Thus,

$$\left. \frac{d}{dt} \right|_{t=t_0} h_{z_e}(t, z(t)) := \frac{\partial h}{\partial t}(t_0, z) - \frac{\partial h}{\partial t}(t_0, z_e) = \frac{\partial h_{z_e}}{\partial t}(t_0, z).$$

Note that $h_{z_e}(t, g z) = h_{z_e}(t, z)$ for every $g \in G$ and every $(t, z) \in \mathbb{R} \times P$, i.e. $h_{z_e}(t, z)$ is $G$-invariant. Then, we can define a function $H_{z_e} : \mathbb{R} \times P_{\mu_e} \to \mathbb{R}$ of the form

$$H_{z_e}(t, [z]) := h_{z_e}(t, z), \quad \forall z \in J^{-1}(\mu_e), \quad \forall t \in \mathbb{R),$$
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where \([z]\) stands for the equivalence class of \(z \in J^{-1}(\mu_e)\) in \(J^{-1}(\mu_e)/G_{\mu_e}\). Note that 
\(H_{ze}(t, [z]) - k_{\mu_e}(t, [z])\) depends only on time. Hence, \(H_{ze}\) has an equilibrium point in \([ze]\). Moreover,

\[
\frac{d}{dt} \bigg|_{t=t_0} H_{ze}(t, [z(t)]) = \frac{\partial h_{ze}}{\partial t}(t_0, z), \quad \forall t_0 \in \mathbb{R}, \quad \forall [z] \in J^{-1}(\mu_e)/G_{\mu_e}.
\]

Let us use \(H_{ze}\) to study the stability of \([ze]\) in \(P_{\mu_e}\). In particular, we will study the conditions on \(h\) to ensure that \(H_{ze}\) gives rise to different types of stable equilibrium points at \([ze]\). With this aim, consider a coordinate system \([x_1, \ldots, x_n]\) on an open neighbourhood \([ze] \in P_{\mu_e}\) such that \(x_i([ze]) = 0\) for \(i = 1, \ldots, n\). Let \(\alpha = (\alpha_1, \ldots, \alpha_n)\), with \(\alpha_1, \ldots, \alpha_n \in \mathbb{N} \cup \{0\}\), be a multi-index with \(n := \dim J^{-1}(\mu_e)/G_{\mu_e}\). Let \(|\alpha| := \sum_{i=1}^{n} \alpha_i\) and \(D^\alpha := \partial_{x_1}^{\alpha_1} \cdots \partial_{x_n}^{\alpha_n}\).

**Lemma 6.1.** Let us define the \(t\)-dependent parametric family of \(n \times n\) matrices \(M(t)\) with entries

\[
[M(t)]^2_{ij} := \frac{1}{2} \frac{\partial^2 H_{ze}}{\partial x_i \partial x_j}(t, [ze]), \quad \forall t \in \mathbb{R}, \quad i, j = 1, \ldots, n,
\]

and let \(\text{spec}(M(t))\) stand for the spectrum of the matrix \(M(t)\) at \(t \in \mathbb{R}\). Assume that there exists a constant \(\lambda\) such that \(0 < \lambda < \inf_{t \in I_{t_0}} \min \text{spec}(M(t))\) for some \(t_0 \in \mathbb{R}\). Suppose also that there exists a real constant \(c\) such that

\[
c \geq \frac{1}{6} \sup_{t \in I_{t_0}} \max_{|\alpha|=3} \max_{[y] \in B} |D^\alpha H_{ze}(t, [y])|
\]

for a certain compact neighbourhood \(B\) of \([ze]\). Then, there exists an open neighbourhood \(U\) of \([ze]\) where the function \(H_{ze} : \mathbb{R} \times U \to \mathbb{R}\) is lpdf from \(t_0\). If there exists additionally a constant \(\Lambda\) such that \(\sup_{t \in I_{t_0}} \max \text{spec}(M(t)) < \Lambda\), then \(H_{ze} : \mathbb{R} \times U \to \mathbb{R}\) is a decrescent function from \(t_0\).

**Proof.** Since \(z_e\) is a relative equilibrium point of \((M, \omega, h, J, \Phi)\), then \(H_{ze}(t, \cdot)\) has a critical point at \([ze]\) for every \(t \in \mathbb{R}\). By the Taylor expansion of \(H_{ze}(t, \cdot)\) around \([ze]\) and the fact that \(z_e\) is a relative equilibrium point of each \(h_{ze}(t, \cdot)\) for \(t \in \mathbb{R}\), one has that

\[
H_{ze}(t, [z]) = \frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^2 H_{ze}}{\partial x_i \partial x_j}(t, [ze]) x_i x_j + R_t([z]), \quad [z] \in U, \quad t \in \mathbb{R},
\]

where \(R_t([z])\) reads for the third-order remainder function for \(H_{ze}(t, [z])\) at a fixed \(t \in \mathbb{R}\) around \([ze]\). It is immediate that the coefficients of the quadratic part of the Taylor expansion match the matrix \(M(t)\) in the coordinates \([x_1, \ldots, x_n]\). Since \(M(t)\) is symmetric, it can be diagonalised via an orthogonal transformation \(O_t\) for each \(t \in \mathbb{R}\). Let \(\lambda_1(t), \ldots, \lambda_n(t)\) be the (possibly repeated) \(n\) eigenvalues of \(M(t)\) and let \(w = (w_1, \ldots, w_n)^T\) be the coordinate vector corresponding to \(z = (x_1, \ldots, x_n)^T\) in the diagonalising basis induced by \(O_t\). In order words, \(w = O_t z\). Although it is not necessary for our purposes, note that \(O_t\) can be obtained by finding an orthogonal basis for
each eigenvalue space for $M(t)$ and each time $t$. Then, $z^T M(t) z = w^T D(t) w$, where $D(t) = \text{diag}(\lambda_1(t), \ldots, \lambda_n(t))$. Thus, $w^T D(t) w = \sum_{i=1}^n \lambda_i(t) w_i^2$. Then,

$$
\frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2 H_{ze}}{\partial x_i \partial x_j}(t, [z_e]) x_i x_j = z^T M(t) z = w^T D(t) w \geq \lambda(t) \| w \|^2,
$$

where $\lambda(t) := \min_{t \in \mathbb{R}} \lambda_i(t)$ for each $t \in \mathbb{R}$. By our assumption on the existence of $\lambda > 0$ and since $O_t$ is orthogonal, one gets that

$$
\frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2 H_{ze}}{\partial x_i \partial x_j}(t, [z_e]) x_i x_j \geq \lambda(t) \| z \|^2 \geq \lambda \| z \|^2
$$
on $U$. Recall that the third-order Taylor remainder $R_t([z])$ around $[z_e]$ can be written as

$$
R_t([z]) = \sum_{|\beta|=3} B_\beta(t, [z]) z^\beta, \quad z^\beta := x_1^{\beta_1} \cdots x_n^{\beta_n},
$$
on points $[z]$ of the open coordinate subset $U$, $t \in \mathbb{R}$, and for certain functions $B_\beta : \mathbb{R} \times U \to \mathbb{R}$. Note that $R_t([z])$ is not a third-order polynomial due to the fact that the functions $B_\beta(t, [z])$ depend on the coordinates of $[z]$. Moreover, $R_t([z])$ can be bounded by a third-order polynomial in the coordinates of $[z]$ for each fixed time $t$ on an open $O_t$, but the open subsets $U_t$ and the coefficients of the polynomials used to bound $R_t([z])$ depend on $t$. This leads to problems since, for instance, to bound $R_t([z])$ for every $t \in \mathbb{R}$, one will have to restrict to $\bigcap_{t \in I_{\theta}} U_t$, which may give rise to a single point. Let us use then another, more appropriate but complicated, approach to bound all $R_t([z])$ for $t \in I_{\theta}$.

The $B_\beta$ are known to be bounded by

$$
|B_\beta(t, [z])| \leq \frac{1}{3!} \max_{|\alpha|=3} \max_{y \in C} |D^\alpha H_{ze}(t, [y])|, \quad \forall [z] \in C
$$
on any compact neighbourhood $C$ of $[z_e]$ for each $t \in \mathbb{R}$. By our assumptions, there exists a constant $c > 0$ satisfying

$$
c \geq \frac{1}{3!} \max_{|\alpha|=3} \max_{y \in \mathcal{B}} |D^\alpha H_{ze}(t, [y])|, \quad \forall t \in I_{\theta}, \quad (6.1)
$$

for some compact neighbourhood $\mathcal{B}$ of $[z_e]$. Let us prove that

$$
\frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2 H_{ze}}{\partial x_i \partial x_j}(t, [z_e]) x_i x_j + R_t([z]) - \frac{1}{2} \lambda \| z \|^2
$$
is bigger or equal to zero for every $t \in I_{\theta}$ and every $[z] \in U$ for a certain open neighbourhood $U$ of $[z_e]$. By our general assumptions, $\lambda < \inf_{t \in I_{\theta}} \lambda(t)$. Note that $\lambda_i(t) - \lambda \geq \lambda(t) - \lambda$ and $\lambda(t) - \lambda$ is larger than a certain properly chosen $\lambda' > 0$ and every $t \in I_{\theta}$. Then,

$$
\frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2 H_{ze}}{\partial x_i \partial x_j}(t, [z_e]) x_i x_j - \lambda \| z \|^2 = w^T \text{diag}(\lambda_1(t) - \lambda, \ldots, \lambda_n(t) - \lambda) w \geq \lambda' \| w \|^2 = \lambda' \| z \|^2.
$$
Then, the first bracket in the following expression
\[
\left( \frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^{2} H_{z_{e}}(t, [z_{e}])}{\partial x_{i} \partial x_{j}} x_{i} x_{j} - \lambda \|z\|^{2} - \lambda' \|z\|^{2} \right) + \left( \lambda' \|z\|^{2} + R_{t}([z]) \right).
\]

is larger or equal to zero on \(U\). Let us prove the same for the second bracket on a neighbourhood of \([z_{e}]\). Note that
\[
|R_{t}([z])| \leq \sum_{|\beta|=3} |B_{\beta}(t, [z])| |x_{1}|^{\beta_{1}} \cdots |x_{n}|^{\beta_{n}} \leq c \sum_{|\beta|=3} |x_{1}|^{\beta_{1}} \cdots |x_{n}|^{\beta_{n}}, \quad \forall t \in I_{t_{0}}
\]
on \(B\). The function
\[
\lambda' \|z\|^{2} - c \sum_{|\beta|=3} \lambda_{\beta} z^{\beta},
\]
where the \(\{\lambda_{\beta}\}\) is any set of constants such that \(\lambda_{\beta} \in \{\pm 1\}\) for every multi-index \(\beta\) with \(|\beta| = 3\), admits a minimum at \([z_{e}]\) as follows from standard differential calculus arguments. As a consequence, the above function is bigger or equal to zero on a neighbourhood \(U^{'}(\lambda_{\beta})\) of zero. Considering the intersection of all the possible open subsets \(U^{'}(\lambda_{\beta})\) for every set of constants \(\lambda_{\beta}\), we obtain an open neighbourhood \(U\) of \([z_{e}]\). Assume that \([z] \in U\) is such that
\[
0 > \lambda' \|z\|^{2} - c \sum_{|\beta|=3} |x_{1}|^{\beta_{1}} \cdots |x_{n}|^{\beta_{n}}
\]
Then,
\[
0 > \lambda' \|z\|^{2} - c \sum_{|\beta|=3} \text{sgn} \left( \prod_{i=1}^{n} x_{i}^{\beta_{i}} \right) z^{\beta},
\]
where \(\text{sgn}(a)\) is the sign of the constant \(a\). Then, \([z]\) cannot belong to \(U\). In other words,
\[
\lambda' \|z\|^{2} - c \sum_{|\beta|=3} |x_{1}|^{\beta_{1}} \cdots |x_{n}|^{\beta_{n}} \geq 0 \quad (6.2)
\]
on \(U\). Since \(|R_{t}([z])| \leq c \sum_{|\beta|=3} |x_{1}|^{\beta_{1}} \cdots |x_{n}|^{\beta_{n}}\) on \(U\) and \(t \in I_{t_{0}}\), then
\[
\lambda' \|z\|^{2} + R_{t}([z]) \geq 0
\]
for every \([z] \in U\) and \(t \in I_{t_{0}}\). Finally, one gets that
\[
H_{z_{e}}(t, [z]) \geq \lambda \|z\|^{2}, \quad \forall [z] \in U, \quad \forall t \in I_{t_{0}}.
\]
Hence, the restriction of \(H_{z_{e}} : \mathbb{R} \times P_{\mu_{e}} \rightarrow \mathbb{R}\) to \(I_{t_{0}} \times U\) is a lpdf function.

Now, the orthogonal change of variables \(O_{t}\) allows us to write
\[
\frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^{2} H_{z_{e}}(t, [z_{e}])}{\partial x_{i} \partial x_{j}} x_{i} x_{j} = z^{T} M(t) z = w^{T} D(t) w \leq \Lambda(t) \|w\|^{2} = \Lambda(t) \|z\|^{2},
\]
for \( \Lambda(t) := \max_{i=1,...,n} \lambda_i(t) \) and every \( t \in \mathbb{R} \). By assumption, \( \Lambda > \Lambda(t) \) for every \( t \in I^0 \).

Hence,

\[
\frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2 H_{z_e}(t, [z_e])}{\partial x_i \partial x_j} x_i x_j \leq \Lambda \|z\|^2, \quad \forall t \in I^0.
\]

Recall the expression (6.2) for every \( t \in I^0 \) and \( [z] \in U \). Then, one has that

\[
H_{z_e}(t, [z]) \leq \Lambda \|z\|^2 + \lambda' \|z\|^2
\]

and \( H_{z_e} \) is decrescent on \( I^0 \times U \).

It is worth noting that the eigenvalues of \( M(t) \) depend on the chosen coordinate system around \( [z_e] \). Choosing an appropriate coordinate system, one may simplify \( M(t) \) at certain values of \( t \) by writing \( M(t) \) in a canonical form. Nevertheless, the simplification of \( M(t) \) at every time \( t \in I^0 \) for a certain coordinate system around \( [z_e] \) will be evidently impossible in most cases. One may still use \( t \)-dependent changes of variables to simplify \( M(t) \) at every \( t \) simultaneously, but finding such a \( t \)-dependent coordinate system may be difficult and it may be incompatible with the symplectic formalism, which concerns only time-independent changes of variables. We therefore restrict ourselves to determining a condition on a particular coordinate system.

By using the above lemma, we obtain the immediate theorem.

**Theorem 6.2.** Let assume that there exist \( \lambda, c > 0 \) and an open neighbourhood \( U \) of \( [z_e] \) so that

\[
\lambda < \min(\text{spec}(M(t))), \quad c \geq \frac{1}{3!} \max_{|\alpha|=3} \sup_{[z] \in U} |D^\alpha H_{z_e}(t, [z])|, \quad \left| \frac{\partial H_{z_e}}{\partial t} \right|_U \leq 0,
\]

for every \( t \in I^0 \), then \([z_e] \) is a stable point of the Hamiltonian system \( k_{\mu_e} \) on \( J^{-1}(\mu_e)/G_{\mu_e} \) from \( t^0 \). If there exists \( \Lambda \) such that \( \max(\text{spec}(M(t))) < \Lambda \) for every \( t \in I^0 \), then \([z_e] \) is uniformly stable from \( t^0 \).

**Proof.** By Lemma 6.1 and our given assumptions, \( H_{z_e}(t, [z]) \) is a locally positive definite \( C^1 \)-function. By Theorem 2.6 (point 1.) and \( \partial H_{z_e}/\partial t \leq 0 \), we obtain that \([z_e] \) is stable from \( t^0 \). If additionally \( \Lambda \) exists, then again Theorem 2.6 (point 2.) shows that \([z_e] \) is uniformly stable from \( t^0 \).

For geometrical reasons, let us consider the following corollary, which follows from Theorem 6.2 by assuming an stronger condition on the derivatives of \( H_{z_e} \). More specifically, Corollary 6.3 provides conditions that can be proved to hold independently of the chosen coordinate system.

**Corollary 6.3.** If there exist \( \lambda, c > 0 \) and an open neighbourhood \( U \) of \([z_e] \) such that

\[
\lambda < \min(\text{spec}(M(t))), \quad c \geq \frac{1}{3!} \max_{1 \leq |\alpha| \leq 3} \sup_{[z] \in U} |D^\alpha H_{z_e}(t, [z])|, \quad \left| \frac{\partial H_{z_e}}{\partial t} \right|_U \leq 0,
\]

for every \( t \in I^0 \), then \([z_e] \) is a uniformly stable point of the Hamiltonian system \( k_{\mu_e} \) on \( J^{-1}(\mu_e)/G_{\mu_e} \) from \( t^0 \).
Note that the existence of $c$ in Corollary 6.3 implies that $\max(\text{spec}(M(t)))$ for every $t \in I_\varrho$ is bounded from above:

$$v^T M(t)v \leq \sum_{i,j=1}^n |v_i v_j M^i_j(t)| \leq \sum_{i,j=1}^n |v_i||v_j||M^i_j(t)| \leq 6c \sum_{i,j=1}^n \|v\|^2 = 6cn^2\|v\|^2, \quad \forall v \in \mathbb{R}^n.$$ 

Hence, $v^T M(t)v < \Lambda v^T v$ for $v \in \mathbb{R}^n \setminus \{0\}$ and $\Lambda > 6cn^2$.

Note that previous results use a distance on an open coordinate neighbourhood of $[z_e]$ induced by a standard norm in $\mathbb{R}^n$. As the topology induced by this norm on the open neighbourhood of $[z_e]$ is the same as the one induced by any other one Riemannian metric, our results concerning the stability of $[z_e]$ are independent of the used metric.

Let us now prove that the conditions contained in Corollary 6.3 have a geometric meaning: if they hold in a coordinate system on a neighbourhood of $[z_e]$, then they hold in any other such a coordinate system for, eventually, other values of the constants $\lambda, c$. Moreover, our comments partially apply to Theorem 6.2. First, the condition in the time-derivative of $H_{z_e}$ is defined in a coordinate-free manner relative to coordinates on $P_{\mu_e}$. Meanwhile, the remaining conditions in Corollary 6.3 require a more detailed analysis.

**Lemma 6.4.** If the $t$-dependent matrix $M(t)$, which is defined in a local coordinate system \{x_1, \ldots, x_n\} on an open neighbourhood of an equilibrium point $[z_e] \in P_{\mu_e}$, satisfies that $0 < \lambda < \inf_{t \in I_\varrho} \min \text{spec} M(t)$ for some $\lambda$ (resp. $\sup_{t \in I_\varrho} \max \text{spec} M(t) < \Lambda$ for some $\Lambda$), then $M_B(t)$, defined as $M(t)$ but in another coordinate system $\mathcal{B}' := \{\tilde{x}_1, \ldots, \tilde{x}_n\}$ on another neighbourhood in $P_{\mu_e}$ of $[z_e]$, satisfies that $0 < \lambda' < \inf_{t \in I_\varrho} \min \text{spec} M_B(t)$ for some $\lambda'$ (resp. $\sup_{t \in I_\varrho} \max \text{spec} M_B(t) < \Lambda'$ for some $\Lambda'$).

**Proof.** Since every symmetric metric can be diagonalised orthogonally into a diagonal matrix, $D(t)$, via a $t$-dependent orthogonal matrix $O_t$, the condition for $M(t)$ amounts to the fact that

$$v^T M(t)v = v^T O_t^T D(t) O_t v > \lambda v^T O_t^T O_t v = \lambda v^T v, \quad \forall v \in \mathbb{R}^n \setminus \{0\}, \quad \forall t \in I_\varrho. \quad (6.3)$$

Let us consider $M_B(t)$. Since $[z_e]$ is an equilibrium point of $H_{z_e}$, there exists an invertible $n \times n$ time-independent matrix $A$ such that

$$M_B(t) = A^T M(t) A, \quad \forall t \in \mathbb{R}.$$ 

Then,

$$v^T M_B(t)v = (Av)^T M(t) Av > \lambda(Av)^T Av, \quad \forall v \in \mathbb{R}^n \setminus \{0\}, \quad \forall t \in I_\varrho.$$ 

Since $A$ is invertible, the positive function $f : v \in S^{n-1} \mapsto (Av)^T (Av) \in \mathbb{R}$ on the ball $S^{n-1} = \{v \in \mathbb{R}^n : \|v\| := \sqrt{v^T v} = 1\}$, which is compact, reaches a maximum and a minimum $M_S, m_S > 0$, respectively. Then, $(Av)^T (Av) \geq m_S v^T v$ for every $v \in \mathbb{R}^n$. Thus,

$$v^T M_B(t)v > \lambda m_S v^T v, \quad \forall v \in \mathbb{R}^n \setminus \{0\}, \quad \forall t \in I_\varrho.$$ 
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Similarly, we have that \((Av)^T(Av) \leq Msv^Tv\) for every \(v \in \mathbb{R}^n\). Then, the existence of \(\Lambda\) leads to
\[
v^TMs(t)v < \Lambda Msv^Tv, \quad \forall v \in \mathbb{R}^n \setminus \{0\}, \quad \forall t \in I_v^0.
\]
Choosing \(\lambda' = \lambda ms\) and \(\Lambda' = \Lambda M s\), the lemma follows.

Note that the condition for \(c\) in Corollary 6.3 is independent of the chosen coordinate system. More specifically, the condition on a new coordinate system also holds by choosing a new \(c'\) and restricting to a new open subset of \([z_c]\) where the previous condition and the new coordinate systems are defined.

7 Stability, reduced space, and relative equilibrium points

The main idea of the energy-momentum method is to determine some properties of \(h\) on a neighbourhood of a relative equilibrium point \(z_c\) in \(P\) that ensure a certain type of stability at an equilibrium point of \(k_{\mu_e}\) in \(P_{\mu_e}\). In particular, we hereafter give conditions on the functions \(h_{\mu_e}^t : z \in J^{-1}(\mu_e) \mapsto h(t, z) \in \mathbb{R}\), and \(\partial h_{\mu_e}^t / \partial t\) with \(t \in I_v^0\), to ensure that the conditions in Theorem 6.2 and/or Corollary 6.3 hold. Instead of inspecting \(M(t)\), we will search for conditions on the functions \(h_{\xi,t}\) for \(t \in I_v^0\), which is more practical as the latter are not defined on the quotient of a submanifold of \(P\) and therefore are available without making additional computations. Note that the ideas used to prove Proposition 7.1 and Corollary 7.2 below are a generalisation of the \(t\)-independent formulation of the energy-momentum method in [20]. Before we proceed to the following proposition, let us define \((\delta^2 f)(X, Y) := \iota_Y d(\iota_X df)\) for every \(X, Y \in \mathfrak{X}(P)\) and \(f \in C^\infty(P)\). If \(f\) is such that \(df_p = 0\) for a certain \(p \in P\), then \([\delta^2 f(X, Y)](p)\) depends only on the values of \(X, Y\) at \(p\), which gives rise to a bilinear map on \(T_pP\) of the form
\[
(\delta^2 f)_p(v, w) := (\iota_Y d(\iota_X df))(p), \quad \forall v, w \in T_pP,
\]
for \(X, Y \in \mathfrak{X}(P)\) such that \(X(p) = v\) and \(Y(p) = w\). Moreover, \((\delta^2 f)_p\) becomes then symmetric.

**Proposition 7.1.** Let \(z_c \in P\) be a relative equilibrium point for \((P, \omega, h, \Phi, J)\). Then,
\[
(\delta^2 h_{\xi,t})_{z_c}((\eta_p)_{z_c}, v_{z_c}) = 0, \quad \forall \eta \in g, \quad \forall v_{z_c} \in T_{z_c}J^{-1}(\mu_e), \quad \forall t \in \mathbb{R}. \tag{7.1}
\]

**Proof.** The \(G\)-invariance of \(h : \mathbb{R} \times P \to \mathbb{R}\) and the equivariance condition for \(J\) yields
\[
h_{\xi,t}(gp) = h(t, gp) - \langle J(gp), \xi(t) \rangle + \langle \mu_e, \xi(t) \rangle = h(t, p) - \langle Ad_{g^{-1}}(J(p)), \xi(t) \rangle + \langle \mu_e, \xi(t) \rangle
\]
and
\[
h_{\xi,t}(gp) = h(t, p) - \langle J(p), Ad_{g^{-1}}(\xi(t)) \rangle + \langle \mu_e, \xi(t) \rangle,
\]
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for any \( g \in G \) and \( p \in P \). Substituting \( g := \exp(s\eta) \), with \( \eta \in g \), and differentiating with respect to the parameter \( s \), one obtains

\[
(\ell_{\eta p}dh_{\xi,t})(p) = -\left\langle J(p), \frac{d}{ds} \bigg|_{s=0} \Ad_{\exp(-s\eta)}(\xi(t)) \right\rangle = \langle J(p), [\eta, \xi(t)] \rangle.
\]

Taking variations relative to \( p \in P \) above, evaluating at \( z_e \), and since \((dh_{\xi,t})_{z_e} = 0\) because \( z_e \) is a critical point of \( h_{\xi,t} \), one has that

\[
(\delta^2 h_{\xi,t})_{z_e}((\eta p)_{z_e}, v_{z_e}) = \langle T_{z_e}J(v_{z_e}), [\eta, \xi(t)] \rangle,
\]

which vanishes if \( T_{z_e}J(v_{z_e}) = 0 \), i.e. if \( v_{z_e} \in \ker[T_{z_e}J] = T_{z_e}J^{-1}(\mu_e) \). \( \square \)

Propositions 7.1 and 3.2 yield the following.

**Corollary 7.2.** The mapping \((\delta^2 h_{\xi,t})_{z_e}\) vanishes identically on \( T_{z_e}(G_{\mu_e}z_e) \) for every \( t \in \mathbb{R} \).

**Proof.** Proposition 3.2 shows that \( T_{z_e}(G_{\mu_e}z_e) = T_{z_e}(Gz_e) \cap \ker[T_{z_e}J] \). Since \( T_{z_e}(G_{\mu_e}z_e) \subset T_{z_e}(Gz_e) \), the result follows from (7.1) by taking \( v_{z_e} := (\xi p)_{z_e} \), with \( \xi \in g_{\mu_e} \). \( \square \)

Recall that we assume that \( G_{\mu_e} \) acts freely and properly on \( J^{-1}(\mu_e) \). Consider a set of coordinates \( \{z_1, \ldots, z_q\} \) on an open \( \mathcal{A} \subset J^{-1}(\mu_e) \) containing \( z_e \). Let \( \{\pi_{\mu_e}^1 x_1, \ldots, \pi_{\mu_e}^n x_n\} \) be the coordinates on \( \mathcal{A} \) given by the pullback to \( \mathcal{A} \) of certain coordinates \( \{x_1, \ldots, x_n\} \) on \( \mathcal{O} := \pi_{\mu_e}^3(A)^{\mathbb{R}} \) and let \( \{y_1, \ldots, y_s\} \) be additional coordinates giving rise to a coordinate system \( \{z_1, \ldots, z_q\} \) on \( \mathcal{A} \). Due to the \( G_{\mu_e} \)-invariance of \( h_{\mu_e} := h \circ \iota_{\mu_e} : J^{-1}(\mu_e) \to \mathbb{R} \), one has that there exists \( c \) such that

\[
c \geq \frac{1}{3!} \max_{3=|\vartheta|} \sup_{z \in \mathcal{A}} |D^\vartheta h_{\mu_e}(t, y)|, \quad \forall t \in I^\rho,
\]

where \( \vartheta \) is a multi-index \( \vartheta := (\vartheta_1, \ldots, \vartheta_q) \), if and only if

\[
c \geq \frac{1}{3!} \max_{3=|\vartheta|} \sup_{x \in \mathcal{O}} |D^\vartheta H_{z_e}(t, x)|, \quad \forall t \in I^\rho,
\]

(7.2)

for \( \mathcal{O} \), which is an open neighbourhood of \( [z_e] \) because \( \pi_{\mu_e} \) is an open mapping. Indeed, since \( h_{\mu_e} \) is constant on the submanifolds where \( x_1, \ldots, x_n \) take constant values, \( h_{\mu_e}(t, x_1, \ldots, x_n, y_1, \ldots, y_s) = h(t, z_e) = H_{z_e}(t, x_1, \ldots, x_n) \) and (7.2) follows.

Consider again the coordinate system \( \{z_1, \ldots, z_q\} \) on \( J^{-1}(\mu_e) \). We write \( \widehat{M}(t) \) for the \( t \)-dependent \( q \times q \) matrix

\[
[\widehat{M}(t)]_{ij} := \frac{\partial^2 h_{\mu_e}}{\partial z_i \partial z_j}(t, z_e), \quad i, j = 1, \ldots, q.
\]

\( ^2 \)To simplify the notation, we will write \( \{x_1, \ldots, x_n\} \) for a set of coordinates on a certain neighbourhood of \( [z_e] \) and their pull-backs to \( J^{-1}(\mu_e) \) via \( \pi_{\mu_e} \).
Lemma 6.4 tells us that, geometrically, the existence of \( \lambda \) and \( \Lambda \) amounts to the fact that the \( t \)-dependent bilinear symmetric form \( K(t) : T_{[z_e]}P_{\mu_e} \times T_{[z_e]}P_{\mu_e} \to \mathbb{R} \) given by

\[
K(t) = \frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^2 H_{z_e}}{\partial x_i \partial x_j}(t, [z_e]) dx_i [z_e] \otimes dx_j [z_e]
\]

satisfies that

\[
K(t)(w, w) > \lambda(w|w)_B, \quad \forall w \in T_{[z_e]}P_{\mu_e}\{0\}, \quad \forall t \in I_v,
\]

where \((\cdot|\cdot)_B\) is the Euclidean product in \(T_{[z_e]}P_{\mu_e}\) satisfying that \(\{\partial_{x_1}, \ldots, \partial_{x_n}\}\) is an orthonormal basis. In fact, if \(v\) is the column vector describing the coordinates of \(w \in T_{[z_e]}P_{\mu_e}\) in the chosen orthonormal basis, then (7.3) can be rewritten as

\[
K(t)(w, w) = v^T M(t) v > \lambda v^T v = \lambda(w|w)_B, \quad \forall w \in T_{[z_e]}P_{\mu_e}\{0\}, \quad \forall t \in I_v.
\]

Note that, for any other inner product \((\cdot|\cdot)_B\) on \(T_{[z_e]}P_{\mu_e}\), there exists \(m_i, m_s > 0\) such that \(m_s(w|w)_B \geq (w|w)_B \geq m_i(w|w)_B\) for all \(w \in T_{[z_e]}P_{\mu_e}\). Hence, if condition (7.3) holds for an inner product in \(T_{[z_e]}P_{\mu_e}\), it is also satisfied for any other inner product in \(T_{[z_e]}P_{\mu_e}\) with another positive \(\lambda\). A similar reasoning can be applied to the relation \(\Lambda(w|w)_B > K(t)(w, w)\) for some \(\Lambda > 0\), for all \( t \in I_v \) and every \( w \in T_{[z_e]}P_{\mu_e}\{0\}\).

The reason to introduce the inner product \((\cdot|\cdot)_B\) is theoretical and practical. To effectively determine whether the \(t\)-dependent matrix \(M(t)\) has eigenvalues that can be bounded from below simultaneously for every time \(t \in I_v\), we plan to use the eigenvalues of the matrix representation of \(K(t)\) and \((\cdot|\cdot)_B\), which are geometric objects. The fact that \((\cdot|\cdot)_B\) may be chosen arbitrary simplifies to verify the condition.

Let us show how condition (7.3) can be checked via an object defined on the space \(J^{-1}(\mu_e)\). Since \(h_{\mu_e}\) has a critical point at each relative equilibrium point \(z_e \in J^{-1}(\mu_e)\), there exists a \(t\)-dependent bilinear symmetric function \(\hat{M}(t) : T_{z_e}J^{-1}(\mu_e) \times T_{z_e}J^{-1}(\mu_e) \to \mathbb{R}\) of the form

\[
\hat{M}(t) := \frac{1}{2} \sum_{i,j=1}^{q} \frac{\partial^2 h_{\mu_e}}{\partial z_i \partial z_j}(t, z_e) dz_i |z_e \otimes dz_j |z_e, \quad \forall t \in I_v,
\]

where \(B = \{z_1, \ldots, z_q\}\) is any coordinate system in an open neighbourhood of \(z_e \in J^{-1}(\mu_e)\).

Let us consider the coordinate system \(\{x_1, \ldots, x_n, y_1, \ldots, y_s\}\) on the open neighbourhood \(z_e\) in \(J^{-1}(\mu_e)\) defined above. In this coordinate system, we obtain

\[
\frac{\partial^2 h_{\mu_e}}{\partial x_k \partial y_j}(t, z_e) = \frac{\partial^2 h_{\mu_e}}{\partial y_i \partial y_j}(t, z_e) = 0, \quad i, j = 1, \ldots, s, \quad k = 1, \ldots, n, \quad \forall t \in \mathbb{R}.
\]

In the chosen coordinate system, one sees that \(\pi^*_{\mu_e} K(t) = \hat{M}(t)\) and \(T_{z_e}(G_{\mu_e} z_e) \subset \ker \hat{M}(t)\) for every \(t \in \mathbb{R}\). The latter relation holds in any other coordinate system. Hence, \(K(t)\) can
be considered as the induced bilinear form by \( \hat{M}(t) \) on \( S_{z_e} := T_{z_e}J^{-1}(\mu_e)/T_{z_e}(G_{\mu_e}z_e) \simeq T_{z_e}P_{\mu_e} \). Thus, the conditions for \( M(t) \) can be tested straightforwardly via an object in \( J^{-1}(\mu_e) \), namely \( \hat{M}(t) \). Note also that if \( \ker \hat{M}(t) \) has dimension bigger than \( \dim T_{z_e}(G_{\mu_e}z_e) \), the conditions of Lemma 5.1 do not hold. Corollary 6.3 and the previous remarks give rise to the following theorem.

**Theorem 7.3.** Let us assume that there exist \( \lambda, c > 0 \) and an open coordinate neighbourhood \( A \subset J^{-1}(\mu_e) \) of \( z_e \) so that

\[
\lambda < \min(\text{spec}([\hat{M}(t)]|_{S_{z_e}})), \quad c \geq \frac{1}{3!} \max_{1 \leq |\theta| \leq 3} \sup_{y \in A} |D^\theta h_{\mu_e}(t, y)|, \quad \left| \frac{\partial h_{\mu_e}}{\partial t} \right|_A \leq 0, \tag{7.4}
\]

for every \( t \in I_\theta \), then \( [z_e] \) is a uniformly stable point of the Hamiltonian system \( k_{\mu_e} \) on \( J^{-1}(\mu_e)/G_{\mu_e} \) from \( t^0 \).

Recall that in the case of an autonomous Hamiltonian, the third condition in (7.3) is immediately satisfied. Moreover, still in the case of autonomous systems, if \( h \) is smooth enough, there always exists the required \( c \) for a certain open neighbourhood \( A \) of \( z_e \).

Finally, the condition on \( \lambda \) boils down to the standard condition on the positiveness of the eigenvalues of the matrix \( \hat{M} \), which is not time-independent by assumption, up to the subspaces where it always vanishes due to Corollary 7.2 (cf. [20]).

Note that, in the non-autonomous case, the second condition in (7.4) can easily be verified for smooth enough functions \( h \) whose spatial partial derivatives do not grow indefinitely in time. In fact, this is a condition rather easy to be satisfied.

Finally, let us relate the properties of \( h_{\xi,t} \) with \( H_{\mu_e} \) so as to study relative equilibrium points and their associated equilibrium points in \( P_{\mu_e} \). Since \( h_{\xi,t} \) has a critical point at a relative equilibrium point \( z_e \in P \) for every \( t \in \mathbb{R} \), we can define the \( t \)-dependent bilinear symmetric form on \( T_{z_e}P \) given by

\[
T_{z_e}(t) := \frac{1}{2} \sum_{i,j=1}^{\chi} \frac{\partial^2 h_{\xi,t}(t, z_e) du_i|_{z_e} \otimes du_j|_{z_e}}{\partial u_i \partial u_j}, \quad \forall t \in \mathbb{R},
\]

where \( u_1, \ldots, u_\chi \), with \( \chi = \dim P \), is a coordinate system on an open neighbourhood of \( z_e \) in \( P \). Our aim now is to determine the relation of \( T_{z_e}(t) \) with the matrix \( \hat{M}(t) \) to study the latter by means of the former. It is worth stressing that \( T_{z_e}(t) \) is a geometric object easy to be constructed as it is defined on \( T_{z_e}P \) and it depends essentially only on \( h \) and \( J \).

Since \( J \) is regular, its coordinates, let us say \( \mu_1, \ldots, \mu_r \), give rise to \( \dim g \) functionally independent functions on \( P \). Consider now the coordinate system on a neighbourhood of \( z_e \) in \( J^{-1}(\mu_e) \) given by \( x_1, \ldots, x_n, y_1, \ldots, y_s \). Such coordinate functions on \( J^{-1}(\mu_e) \) can be extended to an open neighbourhood in \( P \), containing the point \( z_e \), smoothly. As \( J \) is regular at \( z_e \), the functions \( \mu_1, \ldots, \mu_r \), which are constant on the leaves of \( J \), satisfy \( d\mu_1 \wedge \ldots \wedge d\mu_r \neq 0 \) on \( z_e \). Thus, we obtain a coordinate system \( x_1, \ldots, x_n, y_1, \ldots, y_s, \mu_1, \ldots, \mu_r \)
on an open neighbourhood in $P$ containing $z_e$. Taking this into account, one obtains that
\[
\left. \frac{\partial h_t}{\partial y_i} \right|_{J^{-1}(\mu_e)} = 0, \quad \frac{\partial (J - \mu_e, \xi(t))}{\partial y_i} = 0, \quad \forall t \in \mathbb{R}, \quad i = 1, \ldots, s.
\]

It is relevant to recall that the derivative $\frac{\partial h_t}{\partial y_i}$, with $i = 1, \ldots, s$ do not need to vanish away from $J^{-1}(\mu_e)$ because $y_1, \ldots, y_s$ were defined just as a smooth extension away from $J^{-1}(\mu_e)$ without demanding any special property off $J^{-1}(\mu_e)$. Moreover,
\[
\left. \frac{\partial}{\partial y_j} \frac{\partial h_t}{\partial y_i} \right|_{J^{-1}(\mu_e)} = 0, \quad \left. \frac{\partial}{\partial x_k} \frac{\partial h_t}{\partial y_i} \right|_{J^{-1}(\mu_e)} = 0,
\]
for all $t \in \mathbb{R}, i, j = 1, \ldots, s, k = 1, \ldots, n$. Note that the first and second relations above hold because the derivative on the left depends, on points of $J^{-1}(z_e)$, only on the values of $\frac{\partial h_t}{\partial y_i}$ within $J^{-1}(\mu_e)$. Nevertheless, this shows that, in the chosen coordinate system, the Hessian matrix of $h_{\xi,t}$, let us say $Hh_{\xi,t}$, on $T_{z_e}J^{-1}(\mu_e)$ coincides with $\hat{M}(t)$ on the chosen coordinate system. This is the main point: we can use $h_{\xi,t}$ to study $\hat{M}(t)$ and $M(t)$. Since $h$ has not, in general, a critical point in $z_e$, the Hessian of $h$ at $z_e$ does not give rise to a bilinear symmetric form at $z_e$ but, at the chosen coordinate system, matches the matrix of $T_{z_e}(t)$.

8 Example: The almost-rigid body

Let us illustrate our $t$-dependent energy-momentum method via a generalisation of the standard example of the freely spinning rigid body [20]. Our aim is to determine its relative equilibrium points and to study the second-order variation of the extended Hamiltonian $h_{\xi,t}$ and to generalise the autonomous result obtained in [20]. Our main results are given in (8.9) and (8.10).

Let us consider $\theta^0 = 0$ and let $SO_3$ be the Lie group of all orthogonal unimodular linear automorphisms on the Euclidean space $\mathbb{R}^3$. The Lie algebra of $SO_3$, let us say $\mathfrak{so}_3$, consists of all the $3 \times 3$ skew-matrices and it can be identified with $\mathbb{R}^3$ via the standard isomorphism
\[
\phi : \mathbb{R}^3 \to \mathfrak{so}_3, \quad \Omega \mapsto \Omega := \left[ \begin{array}{ccc} 0 & -\Omega^3 & \Omega^2 \\ \Omega^3 & 0 & -\Omega^1 \\ -\Omega^2 & \Omega^1 & 0 \end{array} \right],
\]
where $\Omega := (\Omega^1, \Omega^2, \Omega^3)^T$. Let $\times$ be the vector product in $\mathbb{R}^3$. Then, $\hat{\Omega}r = \Omega \times r$, $[\hat{\Omega}, \hat{\Theta}] = \hat{\Omega} \times \hat{\Theta}$, and $\Lambda \hat{\Theta} \Lambda^T = \hat{\Lambda} \hat{\Theta}$ for every $\Lambda \in SO_3$, and every $\Theta, \Omega \in \mathbb{R}^3$. Hence, $\phi$ is a Lie algebra isomorphism between $\mathbb{R}^3$ (which is a Lie algebra relative to the vector product) and $\mathfrak{so}_3$ with the commutator of matrices.
The adjoint action \( \text{Ad}_\Lambda : \mathfrak{so}_3 \times \mathfrak{so}_3 \to \mathfrak{so}_3 \), defined geometrically in (3.1), reduces to the expression \( \text{Ad}_\Lambda \hat{\Theta} = \Lambda \hat{\Theta} \Lambda^T \), as \( \Lambda^{-1} = \Lambda^T \), for all \( \Lambda \in SO_3 \) and \( \Theta \in \mathbb{R}^3 \). Moreover,

\[
\Lambda(r \times s) = \Lambda r \times s \Lambda^T = [\Lambda r, \Lambda s] = [\Lambda r, \Lambda s] = \Lambda r \times \Lambda s, \quad \forall r, s \in \mathbb{R}^3.
\]

One can identify \( T_\Lambda SO_3 \) with \( \mathfrak{so}_3 \) via two isomorphisms. Recall that \( L_\Lambda : \Theta \in SO_3 \mapsto \Lambda \Theta \in SO_3 \) and \( R_\Lambda : \Theta \in SO_3 \mapsto \Theta \Lambda \in SO_3 \) are diffeomorphisms for every \( \Lambda \in SO_3 \). Then, \( T_{\text{Id}_3} L_\Lambda : T_{\text{Id}_3} SO_3 \cong \mathfrak{so}_3 \to T_\Lambda SO_3 \) and \( T_{\text{Id}_3} R_\Lambda : T_{\text{Id}_3} SO_3 \cong \mathfrak{so}_3 \to T_\Lambda SO_3 \), where \( \text{Id}_3 \) is the \( 3 \times 3 \) identity matrix, are isomorphisms. We define \( (T_{\text{Id}_3} L_\Lambda)\hat{\Theta} =: \Lambda \hat{\Theta} \) for every \( \Theta \in \mathbb{R}^3 \). Then, \((\Lambda, \Lambda \hat{\Theta})\) is called the left-invariant extension of \( \hat{\Theta} \). Meanwhile, we set \((T_{\text{Id}_3} R_\Lambda)\hat{\Theta} =: \Lambda \hat{\Theta} \Lambda\), for every \( \Theta \in \mathbb{R}^3 \). It is said that \((\Lambda, \Lambda \hat{\Theta})\) is the right-invariant extension of \( \hat{\Theta} \). We omit the base point, if it is known from context. We write \( \Lambda \hat{\Theta} \) and \( \Lambda \hat{\Theta} \Lambda \) for \((\Lambda, \Lambda \hat{\Theta})\) and \((\Lambda, \Lambda \hat{\Theta} \Lambda)\), respectively.

Since \( \mathfrak{so}_3 \) is a simple Lie algebra, its Killing metric, \( \kappa \), is non-degenerate, which gives an isomorphism

\[
\hat{\Theta} \in \mathfrak{so}_3 \mapsto \kappa(\hat{\Theta}, \cdot) \in \mathfrak{so}_3^*.
\]

In particular, \( \kappa \) reads, up to a non-zero optional proportional constant, as \( \kappa(\hat{\Theta}, \hat{\Omega}) = \frac{1}{2} \text{tr}(\hat{\Theta}^T \hat{\Omega}) \), for all \( \Theta, \Omega \in \mathbb{R}^3 \). Moreover, \( \Pi \cdot \Upsilon = \kappa(\hat{\Pi}, \hat{\Upsilon}) \), for all \( \Pi, \Upsilon \in \mathbb{R}^3 \) and the canonical Euclidean product "\( \cdot \)" in \( \mathbb{R}^3 \). This extends to

\[
\langle \Lambda \hat{\Pi}, \Lambda \hat{\Theta} \rangle := \frac{1}{2} \text{tr}((\Lambda \hat{\Pi})^T \Lambda \hat{\Theta}) = \frac{1}{2} \text{tr}(\hat{\Pi}^T \hat{\Theta}) = \Pi \cdot \Theta, \quad \forall \Theta, \Pi \in \mathbb{R}^3.
\]

Moreover,

\[
\langle \hat{\Pi} \Lambda, \hat{\Theta} \Lambda \rangle := \frac{1}{2} \text{tr}((\hat{\Pi} \Lambda)^T \Lambda \hat{\Theta}) = \frac{1}{2} \text{tr}(\hat{\Pi}^T \hat{\Theta} \Lambda) = \Pi \cdot \Theta, \quad \forall \Theta, \Pi \in \mathbb{R}^3.
\]

For simplicity, \( \hat{\Pi} \in \mathfrak{so}_3^* \) will represent \( \kappa(\hat{\Pi}, \cdot) \in \mathfrak{so}_3^* \) and elements of \( T_\Lambda^* SO_3 \) will be written as \((\Lambda, \hat{\pi} \Lambda)\) and \((\Lambda, \Lambda \hat{\pi})\). If \((\Lambda, \hat{\pi} \Lambda) = (\Lambda, \Lambda \hat{\pi})\), then \( \hat{\pi} = \Lambda \hat{\Pi} \Lambda^T \), which matches the coadjoint action. Indeed,

\[
\langle \text{Ad}_{\Lambda^T} \hat{\Pi}, \cdot \rangle = \frac{1}{2} \text{Tr}(\Lambda^T \text{Ad}_{\Lambda^T}(\cdot) \Lambda) = \frac{1}{2} \text{Tr}(\hat{\Pi}^T \Lambda(\cdot) \Lambda) = \frac{1}{2} \text{Tr}(\Lambda \hat{\Pi} \Lambda^T (\cdot)) = \frac{1}{2} \text{Tr}(\Lambda \hat{\Pi} \Lambda^T (\cdot)) = \langle \hat{\pi}, \cdot \rangle.
\]

Using (8.1), we get \( \pi = \Lambda \Pi \). The mechanical framework to be hereafter studied goes as follows: the configuration manifold is \( SO_3 \), whilst \( T^* SO_3 \) is endowed with its canonical symplectic structure. It is remarkable that our framework will retrieve the dynamics of a solid rigid under no exterior forces as a particular autonomous case.

Let us consider a \( t \)-dependent Hamiltonian \( h : \mathbb{R} \times T^* SO_3 \to \mathbb{R} \) of the form

\[
h(t, \Lambda, \hat{\pi}) := \frac{1}{2} \pi \cdot \mathbb{I}^{-1} \pi, \quad \mathbb{I}_t := \Lambda \mathbb{I} \Lambda^T.
\]
where $\mathbb{I}_t$ is the *time-dependent inertia tensor* (in spatial coordinates) and $\Pi_t$ is the inertia dyadic given by $\Pi_t = \int_{\mathbb{R}^3} \varrho_t (t, X) ||X||^2 \mathbb{I} - X \otimes X \, d^3X$. Here, $\varrho_t : \mathbb{R} \times \mathcal{B} \to \mathbb{R}$ is the time-dependent reference density. Note that $\Pi_t$ can be understood as a matrix depending only on time. Note that $\Pi_t$ gives, at each $t \in \mathbb{R}$, the natural inertia tensor for our distribution of mass for every time $t \in \mathbb{R}$, is indeed a natural generalisation of its time-independent analogue $[20]$. Our formalism for almost rigid bodies can be applied independently of its explicit form. We understand $h$ in (8.3) as a function $h : \mathbb{R} \times SO_3 \times \mathfrak{so}_3^* \to \mathbb{R}$, with $\mathfrak{so}_3^* \simeq \mathbb{R}^3$. This is used as $h(t, \Lambda, \tilde{\pi})$ is more appropriate for calculations. Note that $h$ is the kinetic energy of the mechanical system, which we call a quasi-rigid body (cf. [20]).

Let us study the invariance properties of our Hamiltonian. Since $\tilde{\pi} = \tilde{\Lambda} \tilde{\Pi} \Lambda^T$, the $t$-dependent Hamiltonian (8.3) becomes

$$h(t, \Lambda, \tilde{\pi}) = \frac{1}{4} \text{tr}(\tilde{\pi}^T \Pi_t^{-1} \Lambda^T \tilde{\pi}) = \frac{1}{4} \text{tr}((\Lambda^T \tilde{\pi})^T \Pi_t^{-1} \Lambda \tilde{\pi}) = \frac{1}{4} \text{tr}((\tilde{\Pi} \Lambda^T)^T \Pi_t^{-1} \tilde{\Pi} \Lambda^T) = \frac{1}{4} \text{tr}(\tilde{\Pi}^T \Pi_t^{-1} \tilde{\Pi}) = \frac{1}{2} \Pi \cdot \Pi_t^{-1} \Pi, \quad (8.4)$$

which illustrates the *left invariance* of $h$ relative to the action of $SO_3$. Thus, the left *reduction by $SO_3$* induces a function on the quotient $\mathbb{R} \times T^*SO_3/SO_3 \simeq \mathbb{R} \times \mathfrak{so}_3^*$. As a consequence, $h_t$ is only a quadratic function on the momenta $\tilde{\pi}$. Choosing an appropriate coordinate system adapted to the $\tilde{\Pi}$, we have that the second condition in (7.4) follows.

Momentum map - We consider $G = SO_3$ to act on $Q = SO_3$ by left translations, i.e. $\Psi : (A, \Lambda) \in G \times Q \mapsto L_A \Lambda := A \Lambda \in Q$. Hence, the cotangent lift of $\Psi$, let us say $\tilde{\Psi}$, is by left translations. In particular,

$$\tilde{\Psi}(\Lambda', (A, \tilde{\pi}A)) = (\Lambda' \Lambda, \tilde{\Lambda}' \tilde{\pi} \Lambda'), \quad \forall \Lambda', \Lambda \in SO_3, \forall \tilde{\pi} \in (\mathbb{R}^3)^*.$$

We consider the momentum map associated with our problem as a mapping $J : SO_3 \times \mathfrak{so}_3^* \to \mathfrak{so}_3^*$, where we used the identification of $T^*SO_3$ with $SO_3 \times \mathfrak{so}_3^*$ via the right-translations $R_A$, with $A \in SO_3$. Since $(\tilde{\xi}_{\mathfrak{so}_3})_A = \frac{d}{dt} \big|_{t=0} \exp(t\tilde{\xi})A = \tilde{\xi}A$, for every $\tilde{\xi} \in \mathfrak{so}_3$, Proposition 3.4 yields that

$$J_{\tilde{\xi}}(\tilde{\pi}A) = \frac{1}{2} \text{tr}[(\tilde{\pi}^T \tilde{\xi}]_{\mathfrak{so}_3} = \frac{1}{2} \text{tr}[\Lambda^T \tilde{\pi}^T \tilde{\xi} \Lambda] = \frac{1}{2} \text{tr}[(\tilde{\pi}^T \tilde{\xi})] = \pi \cdot \xi. \quad (8.5)$$

Thus, $J(\Lambda, \tilde{\pi}) = \tilde{\pi}$, $J_{\tilde{\xi}}(\tilde{\pi}A) = \pi \cdot \xi$. Then, every $\tilde{\pi} \in \mathfrak{so}_3^*$ is a regular value of $J$. Moreover, $G_{\pi}$ is given by the elements of $SO_3$ that leave invariant $\pi$. Hence, $G_{\pi} \simeq SO_2$ for $\pi \neq 0$ and $G_0 = SO_3$. Moreover $J^{-1}(\tilde{\pi}) = SO_3 \times \{ \tilde{\pi} \}$ for every $\tilde{\pi} \in \mathfrak{so}_3^*$. Since each $G_{\pi}$ is always compact, it acts properly on $J^{-1}(\tilde{\pi})$. Moreover, the action of $G_{\pi}$ on $J^{-1}(\tilde{\pi})$ is always free, even for $\tilde{\pi} = 0$. Hence, $J^{-1}(\tilde{\pi})/G_{\pi}$ is always a well-defined two-dimensional manifold for $\tilde{\pi} \neq 0$, a sphere indeed, and a zero-dimensional manifold for $\tilde{\pi} = 0$.

Let us study

$$h_{\xi, t} = h_t - [J_{\xi} - \pi \cdot \xi] = \frac{1}{2} \pi \cdot \Pi_t^{-1} \pi - \xi \cdot (\pi - \pi_e),$$
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and look into its critical points. To derive the first variation, it is appropriate to consider $h_{\xi,t}$ as a function of $(\Lambda, \pi) \in SO_3 \times \mathfrak{so}_3^*$. If $(\Lambda_e, \hat{\pi}_e \Lambda_e) \in T^* SO_3$ is a relative equilibrium point, then, for any $\delta \theta \in \mathbb{R}^3$, we can define the curve $\epsilon \mapsto \Lambda_e := \exp[\epsilon \delta \theta] \Lambda_e$ in $SO_3$. Let $\hat{\delta \pi} \in \mathfrak{so}_3^*$ and consider the curve in $\mathfrak{so}_3^*$ defined as $\epsilon \mapsto \hat{\pi}_e := \hat{\pi}_e + \epsilon \hat{\delta \pi} \in \mathfrak{so}_3^*$. These constructions induce a curve $\epsilon \mapsto (\Lambda_e, \hat{\pi}_e \Lambda_e) \in T^* SO_3$. Let us compute the first variation.

Let us consider $\delta h_{\xi,t} := dh_{\xi,t}(\delta \theta, \hat{\delta \pi})$. By using the chain rule and defining $I_{t,\epsilon} := \Lambda_e \mathbb{I}^{\Lambda_e T}$, we can establish

$$0 = \delta h_{\xi,t} \bigg|_e = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \left( \frac{1}{2} \pi_e \cdot \mathbb{I}_{t,e}^{-1} \pi_e - \xi \cdot (\pi_e - \pi_e) \right), \tag{8.6}$$

where $\mathbb{I}_{t,e}^{-1} := \Lambda_e \mathbb{I}^{\Lambda_e T}$. At equilibrium, considering $h_{\xi,t}$ as a function on $P \times \mathfrak{so}_3$, we obtain $(\pi - \pi_e) \cdot \eta = 0$ for all $\eta \in \mathbb{R}^3$, from varying the Lagrange multiplier. Recall that

$$\frac{1}{2} \pi_e \cdot \frac{d}{d\epsilon} \mathbb{I}_{t,e}^{-1} \pi_e = \frac{1}{2} \pi_e \cdot [\hat{\delta \theta} \mathbb{I}_{t,e}^{-1} - \mathbb{I}_{t,e}^{-1} \hat{\delta \theta}] \pi_e =$$

$$\frac{1}{2} [\pi_e \cdot (\delta \theta \times \mathbb{I}_{t,e}^{-1} \pi_e) - \mathbb{I}_{t,e}^{-1} \pi_e \cdot (\delta \theta \times \pi_e)] = \delta \theta \cdot (\mathbb{I}_{t,e}^{-1} \pi_e \times \pi_e), \tag{8.7}$$

by using elementary vector product identities. By (8.7), expression (8.6) reduces to

$$\delta h_{\xi,t} \bigg|_e = \delta \pi \cdot [\mathbb{I}_{t,e}^{-1} \pi_e - \xi_t] + \delta \theta \cdot (\mathbb{I}_{t,e}^{-1} \pi_e \times \pi_e) = 0. \tag{8.8}$$

At critical points, the above must vanish for every $\delta \pi$ and $\delta \theta$. This amounts to the conditions

$$\mathbb{I}_{t,e}^{-1} \pi_e = \xi_t, \quad \mathbb{I}_{t,e}^{-1} \pi_e \times \pi_e = 0.$$  

Hence, substituting the first condition into the second gives $\xi_t \times \pi_e = 0$, while the second condition tells us that $\mathbb{I}_{t,e}^{-1} \pi_e$ and $\pi_e$ are proportional for every $t$. Hence, $\xi_t$ and $\pi_e$ are also proportional and we can write that $\xi_t = \sigma_t \pi_t$ for a certain $t$-dependent function $\sigma_t$. Hence,

$$\xi_t \times \pi_e = 0, \quad \mathbb{I}_{t,e}^{-1} \xi_t = \lambda_t \xi_t, \tag{8.9}$$

where $\lambda_t > 0$ due to the positive definiteness of $\mathbb{I}_{t,e}$. These conditions yield that $\pi_e$ lays along a principal axis, namely a vector space spanned by an eigenvector of $\mathbb{I}_t$, and that the rotation, recall Hamilton equations, is around this axis.

Let us study the second variation. By (8.8), we reach at equilibrium

$$(\delta^2 h_{\xi,t}) \bigg|_e := \frac{d}{d\epsilon} \bigg|_{\epsilon=0} [\delta \pi \cdot (\mathbb{I}_{t,e}^{-1} \pi_e - \xi_t) + \delta \theta \cdot (\mathbb{I}_{t,e}^{-1} \pi_e \times \pi_e)].$$

Note that the matrix of second-order derivatives is determined by its value on pairs of equal tangent vectors. Proceeding in the same way as to obtain (8.8) and using (8.9), we get at equilibrium

$$(\delta^2 h_{\xi,t}) \bigg|_e ((\delta \pi, \delta \theta), (\delta \pi, \delta \theta)) = [\delta \pi T \delta \theta^T] \begin{bmatrix} \mathbb{I}_{t,e}^{-1} & (\mathbb{I}_{t,e}^{-1} - \lambda_t \mathbb{I}) \hat{\pi}_e \\ -\hat{\pi}_e (\mathbb{I}_{t,e}^{-1} - \lambda_t \mathbb{I}) & -\hat{\pi}_e (\mathbb{I}_{t,e}^{-1} - \lambda_t \mathbb{I}) \hat{\pi}_e \end{bmatrix} \begin{bmatrix} \delta \pi \\ \delta \theta \end{bmatrix}. \tag{8.10}$$
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Let us assume $(\delta \pi, \delta \theta) \in \mathbb{R}^{3*} \times \mathbb{R}^3$. We already know that $J(\hat{\pi} \Lambda) = \hat{\pi}$. Hence, $\mu_e = \hat{\pi}_e$ and $T_{ze}(G_{\mu_e} z_e)$ are the generators of infinitesimal rotations around the axis $\pi_e$. Then, one can find different possible $I_{t,e}$ for which one gets that the application of our results ensure the stability of the reduced problem at the projection of a relative equilibrium point. As an easy example, the $t$-independent case follows exactly as in [20]. In particular, the condition on the spatial derivatives of $h_{\mu_e}$ of third-order or their partial in terms of time are trivially satisfied. More involved examples concern diagonal matrices $I_{t,e}$ with positive nonincreasing eigenvalues which are properly bounded from below and, in some cases, also from above.

9 Conclusions and outlook

This work has extended the formalism for the energy-momentum method on symplectic manifolds to the non-autonomous realm. This has required the use of $t$-dependent techniques to study the stability of non-autonomous problems. As a byproduct, the formulation of the Lyapunov theory on vector spaces has been extended to manifolds. Some relations of the energy-momentum method to the theory of foliated Lie systems have been established. A simple example concerning a modification of a rotating quasi-solid rigid has been used to illustrate our techniques.

Note that the energy-momentum method has extensions to look into problems on Poisson manifolds [20]. Our techniques should be easily extended to such a new realm. We plan to study the topic in the future. We additionally search for new applications of our techniques in physics. In particular, we are interested in the study of foliated Lie systems appearing in the study of relative equilibrium points of mechanical systems. Moreover, we are interested in the geometric, i.e. not coordinate dependent, characterisation of conditions for the different types of stability of the projections to $P_{\mu_e}$ of relative equilibrium points.

In the future, we will use our methods to study the motion of a ballet dancer turning around an axis, acrobatic diving into a swimming pool, or other celestial problems like stars passing through a nebula with a variable density. In these cases and many others, we believe that the motion can be effectively described by assuming a $t$-dependent inertia tensor. We expect to study the conditions to be able to do that in a future work. We will focus on the motions of objects that change their shape within some limits that make our formalism appropriate.

Acknowledgements

We would like to thank an anonymous referee for his numerous and interesting remarks that undoubtedly helped us to clarify the results of our work. J. de Lucas acknowledges funding from the research project HARMONIA (grant number: 2016/22/M/ST1/00542) financed by the Polish National Science Centre (POLAND).
References

[1] M. Arnaudon, K. Abdoulaye Coulibaly, A. Thalmaier, Horizontal Diffusion in C^1 Path Space, Séminaire de Probabilités XLIII, Lect. Notes Math. book series 2006, Springer, Berlin, Heidelberg, 2010, pp. 73–94.

[2] R. Abraham, J.E. Marsden, Foundations of Mechanics, Addison-Wesley Publishing Co., Reading, Mass, 1978.

[3] C. Albert, Le théorème de réduction de Marsden–Weinstein en géométrie cosymplectique et de contact, J. Geom. Phys. 6 (1989) 627–649.

[4] R.L. Bishop, R.I. Crittenden, Geometry of Manifolds, Acad. Press, Illinois, 1964.

[5] N. Bourbaki, Lie groups and Lie algebras, Chapters 1-9, Elements of Mathematics, Springer-Verlag, Berlin, 2005.

[6] I. Calvo, F. Falceto, M. Zambón, Reduction of Dirac structures along isotropic subbundles, Rep. Math. Phys. 65 (2010) 259–269.

[7] A. Cannas da Silva, Lectures on Symplectic Geometry, Lecture Notes in Mathematics 1764. Springer-Verlag, 2006.

[8] J.F. Cariñena, J. Grabowski, G. Marmo, A geometric approach to Lie–Scheffers systems, Bibliopolis, Naples, 2000.

[9] H. Goldstein, Classical mechanics, Addison-Wesley Series in Physics. Addison-Wesley Publishing Co., Reading, 1980.

[10] V. Guillemin, S. Sternberg, Symplectic techniques in physics, Cambridge University Press, Cambridge, 1990.

[11] W. Hahn, Stability of Motion, Springer-Verlag, Berlin, 1967.

[12] D.D. Holm, Liapunov stability of ideal compressible and incompressible fluid equilibria in three dimensions, Séminaire de Mathématiques supérieurs. Les Presses de l’Université de Montréal 100 (1986) 125–208.

[13] O. Khatib, A unified approach for motion and force control of robot manipulators: The operational space formulation, IEEE J. Robotics Automation, RA-3(1) (1987) 43–53.

[14] S. Kobayashi, K. Nomizu, Foundations of differential geometry, Vol. II. Wiley Classics Library. A Wiley-Interscience Publication. John Wiley & Sons, Inc., New York, 1996.

[15] J.L. Lagrange, Mécanique Analytique, Cambridge Library Collection, Cambridge University Press, Cambridge, 2009.
[16] J.M. Lee, Manifolds and Differential Geometry, Graduate Studies in Mathematics 107, American Mathematical Society, Providence, 2009.

[17] D. Lewis, J.E. Marsden, T.S. Ratiu, J.C. Simo, Normalizing connections and the energy-momentum method, PAM-496. University of California, Berkeley, 1990.

[18] J. de Lucas, C. Sardón, A Guide to Lie Systems with Compatible Geometric Structures, World Press, Singapore, 2020.

[19] J.E. Marsden, T. Ratiu, A. Weinstein, Semi-direct products and reduction in mechanics, Trans. Am. Math. Soc. 281 (1984) 147–177.

[20] J.E. Marsden, J.C. Simo, The energy momentum method, Act. Acad. Sci. Tau. (1988) 245–268.

[21] J.E. Marsden, R. Tudor, Reduction of Poisson manifolds, Lett. Math. Phys. 11 (1986) 161–169.

[22] J.E. Marsden, A. Weinstein, Reduction of symplectic manifolds with symmetry, Rep. Math. Phys. 5 (1974) 121–130.

[23] J.E. Marsden, A. Weinstein, Comments on the history, theory, and applications of symplectic reduction, in: Quantization of Singular Symplectic Quotients, Progress in Mathematics 198, Birkhäuser, Basel, 2001, pp. 1–19.

[24] E. Moulay, Morse theory and Lyapunov stability on manifolds, J. Math. Sci. 177 (2011) 419–425.

[25] P.J. Morrison, Variational principle and stability of nonmonotone Vlasov-Poisson equilibria, Z. Naturforsch 42a (1987) 1115–1123.

[26] R.M. Murray, Z. Li, S.S. Sastre, Mathematical Introduction to Robotic Manipulation, CRC Press, Boca Raton, 1994.

[27] B. O’Neill, Elementary Differential Geometry, Elsevier, Los Angeles, 2006.

[28] J.P. Ortega, V. Planas-Bielsa, T.S. Ratiu, Asymptotic and Lyapunov stability of constrained and Poisson equilibria, J. Differential Equations 214 (2005) 92–127.

[29] J.C. Simo, D. Lewis, J.E. Marsden, Stability of relative equilibria. I. The reduced energy-momentum method, Arch. Rational Mech. Anal. 115 (1991) 15–59.

[30] J. Simo, N. Tarnow, The discrete energy-momentum method. Conserving algorithms for nonlinear elastodynamics, Zeitschrift Ang. Math. Phys. 43 (1992) 757–792.

[31] E. Triyana, S.P. Widowati, S.P. Putro, Globally stability analysis of the mathematical model in the IMTA system by using the energy-Casimir method, J. Phys.: Conf. Ser. 1524 (2020), 012052.
[32] I. Vaisman, Lectures on the geometry of Poisson manifolds, Progress in Mathematics 118, Birkhäuser Verlag, Basel, 1994.

[33] M. Vidyasagar, Nonlinear Systems Analysis, Classics in Applied Mathematics 42, SIAM, Philadelphia, 2002.