Abstract: In this paper, we investigate a family of models for a qubit interacting with a bosonic field. More precisely, we find asymptotic limits of the Hamiltonian as the strength of the interaction tends to infinity. The main result has two applications. First of all, we show that self-energy renormalisation schemes similar to that of the Nelson model will never give a physically interesting result. This is because any limit obtained through such a scheme would be independent of the qubit. Secondly, we find that excited states exist in the massive Spin-Boson models for sufficiently large interaction strengths. We are also able to compute the asymptotic limit of many physical quantities.

1. Introduction

In this paper, we consider a family of models for a qubit coupled to a bosonic field, which we will call spin-boson type models. These models have been investigated in many papers, so many properties are well known. Asymptotic completeness along with basic spectral properties were discussed in [4] and [22]. Existence and regularity of ground states were discussed in [1], [8], [11] and [13]. Furthermore, properties at positive temperature were discussed in [15] and [18].

One of the main ingredients in the papers [1], [3] and [11] is the so-called spin-parity symmetry. In the paper [3], this symmetry is used to decompose the Hamiltonian into two so-called fiber Hamiltonians, which are both perturbations of Van Hove Hamiltonians. This symmetry is also essential to the analysis conducted in this paper, and we will need the results from [3].

To avoid a full technical description in the introduction, we will specialise to the 3-dimensional Spin-Boson model. In this case the bosons have dispersion relation $\omega(k) = \sqrt{m^2 + \|k\|^2}$ with $m \geq 0$ and $k \in \mathbb{R}^3$. The interaction between
the field and the qubit is parametrised by the functions
\[ v_{g,\Lambda}(k) = g \frac{\chi_\Lambda(\omega(k))}{\sqrt{\omega(k)}} \]
where \( \{ \chi_\Lambda \}_{\Lambda \in (0, \infty)} \) is a family of ultraviolet functions such that \( v_{g,\Lambda} \in D(\omega^{-1/2}) \). We will assume that \( \Lambda \mapsto \chi_\Lambda(k) \) is an increasing function and
\[
\lim_{\Lambda \to \infty} \chi_\Lambda(k) = 1
\]
for all \( k \in \mathbb{R}^3 \). Let \( 2\eta > 0 \) be the size of the energy gap in the qubit and \( H_{g,\Lambda,\eta} \) be the Hamiltonian of the full system. Then we show the following:

1. First we consider self-energy renormalisation schemes. In such schemes one defines \( f_{g,\eta}(\Lambda) = \inf(\sigma(H_{g,\Lambda,\eta})) \) and proves that \( \{ H_{g,\Lambda,\eta} - f_{g,\eta}(\Lambda) \}_{\Lambda \in (0, \infty)} \) converges in strong or norm resolvent sense to an operator \( H_{g,\eta}^{\text{Ren}} \) as \( \Lambda \) tends to \( \infty \). Using Corollary 4.4 and Lemma 5.5 below we see:
\[
\lim_{\Lambda \to \infty} (f_{g,\eta}(\Lambda) + \| \omega^{-1/2}1_{\{\omega > 1\}}v_{g,\Lambda} \|^2) = \| \omega^{-1/2}1_{\{\omega < 1\}}v_{g,\Lambda} \|^2
\]
which is independent of \( \eta \) and
\[
(H_{g,\Lambda,\eta} + \| \omega^{-1/2}1_{\{\omega > 1\}}v_{g,\Lambda} \|^2 + i)^{-1} - (H_{g,\Lambda,0} + \| \omega^{-1/2}1_{\{\omega > 1\}}v_{g,\Lambda} \|^2 + i)^{-1}
\]
converges to 0 in norm as \( \Lambda \) tends to \( \infty \). From this we conclude that if a self-energy renormalisation scheme exists then \( H_{g,\eta}^{\text{Ren}} \) must be independent of \( \eta \), which is not physically interesting. In other words, the contribution from the qubit disappears, as the ultraviolet cutoff is removed. This result is similar to the result in [6], where it is shown, that the mass-shell in a certain model becomes “almost flat” as the ultraviolet cutoff is removed. So the contribution from the matter particle vanishes as the ultraviolet cutoff is removed.

2. If \( m > 0 \) we can take \( g \) to infinity instead. In this case the result yields that an exited state exists for \( g \) very large. Furthermore, the energy difference between the exited state and the ground state converges to 0. Taking \( g \) to infinity is not a purely mathematical exercise as experiments can go beyond the ultra deep coupling regime. This was achieved by Yoshihara, K. et al. and published in Nature Physics [25].

We will also prove two smaller results. The first result is about regularity of ground states with respect to the number operator. The result only applies to the infrared regular case, but is close to optimal and extends the results found in [13]. The second result is a condition under which the massive spin-boson model has an exited state in the mass gap.

2. Notation and preliminaries

We start by fixing notation. If \( X \) is a topological space we will write \( \mathcal{B}(X) \) for the Borel \( \sigma \)-algebra. Furthermore if \( (\mathcal{M}, \mathcal{F}, \mu) \) is a measure space we will for \( 1 \leq p \leq \infty \) write \( L^p(\mathcal{M}, \mathcal{F}, \mu) \) for the corresponding \( L^p \) space.

Throughout this paper \( \mathcal{H} \) will denote the state space of a single boson which we will assume to be a separable Hilbert space. Let \( S_n \) denote projection of \( \mathcal{H}^{\otimes n} \).
onto the subspace of symmetric tensors. The bosonic (or symmetric) Fock space is defined as

$$\mathcal{F}_b(\mathcal{H}) = \bigoplus_{n=0}^{\infty} S_n(\mathcal{H}^{\otimes n}).$$

If $\mathcal{H} = L^2(\mathcal{M}, \mathcal{F}, \mu)$ where $(\mathcal{M}, \mathcal{F}, \mu)$ is a $\sigma$-finite measure space then $S_n(\mathcal{H}^{\otimes n}) = L^2_{\text{sym}}(\mathcal{M}^n, \mathcal{F}^{\otimes n}, \mu^{\otimes n})$. An element $\psi \in \mathcal{F}_b(\mathcal{H})$ is an infinite sequence of elements which is written as $\psi = (\psi^{(n)})$. We also define the vacuum $\Omega = (1, 0, 0, \ldots)$. Furthermore, we will write

$$S_n(f_1 \otimes \cdots \otimes f_n) = f_1 \otimes_s \cdots \otimes_s f_n.$$ 

For $g \in \mathcal{H}$ one defines the annihilation operator $a(g)$ and creation operator $a^\dagger(g)$ on symmetric tensors in $\mathcal{F}_b(\mathcal{H})$ by $a(g)\Omega = 0$, $a^\dagger(g)\Omega = g$ and

$$a(g)(f_1 \otimes_s \cdots \otimes_s f_n) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \langle g, f_i \rangle f_1 \otimes_s \cdots \otimes_s f_i \otimes_s \cdots \otimes_s f_n$$

$$a^\dagger(g)(f_1 \otimes_s \cdots \otimes_s f_n) = \sqrt{n + 1} g \otimes_s f_1 \otimes_s \cdots \otimes_s f_n$$

where $\hat{f}_i$ means that $f_i$ is omitted from the tensor product. One can show that these operators extends to closed operators on $\mathcal{F}_b(\mathcal{H})$ and that $(a(g))^* = a^\dagger(g)$. Furthermore we have the canonical commutation relations which states

$$[a(f), a(g)] = 0 = [a^\dagger(f), a^\dagger(g)] \quad \text{and} \quad [a(f), a^\dagger(g)] = \langle f, g \rangle.$$ 

One now introduces the selfadjoint field operators

$$\varphi(g) = a(g) + a^\dagger(g).$$

Let $\omega$ be a selfadjoint and non-negative operator on $\mathcal{H}$ with domain $\mathcal{D}(\omega)$. Write $(1 \otimes \cdots \otimes \omega \otimes 1)^{n-k}$ for the operator $B_1 \otimes \cdots \otimes B_n$ where $B_k = \omega$ and $B_j = 1$ if $j \neq k$. We then define the second quantisation of $\omega$ to be the selfadjoint operator

$$d\Gamma(\omega) = 0 \oplus \bigoplus_{n=1}^{\infty} \left( \sum_{k=1}^{n} (1 \otimes \cdots \otimes \omega \otimes 1)^{n-k} \right) \bigg|_{S_n(\mathcal{H}^{\otimes n})}.$$ 

(2.1)

If $\omega$ is a multiplication operator then $d\Gamma(\omega)$ acts on elements in $S_n(\mathcal{H}^{\otimes n})$ as multiplication by $\omega_n(k_1, \ldots, k_n) = \omega(k_1) \cdots + \omega(k_n)$. The number operator is defined as $N = d\Gamma(1)$. Let $U$ be unitary from $\mathcal{H}$ to $K$. Then we define the unitary from $\mathcal{F}_b(\mathcal{H})$ to $\mathcal{F}_b(\mathcal{K})$ by

$$\Gamma(U) = 1 \oplus \bigoplus_{n=1}^{\infty} U^{\otimes n} \bigg|_{S_n(\mathcal{H}^{\otimes n})},$$

For $n \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$ we also define the operators $d\Gamma_n(\omega) = d\Gamma(\omega) \bigg|_{S_n(\mathcal{H}^{\otimes n})}$ and $\Gamma_n(U) = \Gamma(U) \bigg|_{S_n(\mathcal{H}^{\otimes n})}$. See [3] for a proof of the following lemma:
Lemma 2.1. Let $\omega$ be a selfadjoint and non negative operator on $\mathcal{H}$ and let $m = \inf(\sigma(\omega))$. For $n \geq 1$ we have

$$
\sigma(d\Gamma(n)(\omega)) = \{\lambda_1 + \cdots + \lambda_n \mid \lambda_i \in \sigma(\omega)\},
$$

and

$$
\inf(\sigma(d\Gamma(n)(\omega))) = nm.
$$

Furthermore, $d\Gamma(\omega)$ will have compact resolvents if and only if $\omega$ has compact resolvents. Also, $d\Gamma(n)(\omega)$ is injective for $n \geq 1$ if $\omega$ is injective.

We now introduce the Weyl representation. For any $g \in \mathcal{H}$ we define the corresponding exponential vector

$$
\epsilon(g) = \sum_{n=0}^{\infty} g^\otimes n \sqrt{n}!.
$$

One may prove that if $D \subset \mathcal{H}$ is dense then the set $\{\epsilon(f) \mid f \in D\}$ is a linearly independent total subset of $\mathcal{F}_b(\mathcal{H})$. Let $\mathcal{U}(\mathcal{H})$ be the unitaries from $\mathcal{H}$ into $\mathcal{H}$. Fix now $U \in \mathcal{U}(\mathcal{H})$ and $h \in \mathcal{H}$. The corresponding Weyl transformation is the unique unitary map $W(h, U)$ satisfying

$$
W(h, U)\epsilon(g) = e^{-\|h\|^2/2 - \langle f, Ug \rangle} \epsilon(h + Ug).
$$

for all $g \in \mathcal{H}$. One may easily check that $(h, U) \mapsto W(h, U)$ is strongly continuous. Furthermore one may check the relation

$$
W(h_1, U_1)W(h_2, U_2) = e^{-\text{dil}(h_1, U_1; h_2, U_2)} W((h_1, U_1)(h_2, U_2)),
$$

where $(h_1, U_1)(h_2, U_2) = (h_1 + U_1 h_2, U_1 U_2)$. If $\omega$ is selfadjoint and $f \in \mathcal{H}$ then we have

$$
e^{itd\Gamma(\omega)} = \Gamma(e^{it\omega}) = W(0, e^{it\omega})
$$

(2.3)

$$
e^{it\varphi(f)} = W(tf, 1).
$$

(2.4)

The following lemma is important and well known (see e.g [2] and [5]):

Lemma 2.2. Let $\omega \geq 0$ be a selfadjoint, non negative and injective operator on $\mathcal{H}$. If $v \in D(\omega^{-1/2})$ then $\varphi(v)$ is $d\Gamma(\omega)^{1/2}$ bounded. In particular, $\varphi(v)$ is $N^{1/2}$ bounded. We have the following bound

$$
\|\varphi(v)\psi\| \leq 2\|\omega^{-1/2} + 1\| v \|\|d\Gamma(\omega) + 1\|^{1/2} \psi\|
$$

which holds on $D(d\Gamma(\omega)^{1/2})$. In particular $\varphi(v)$ is infinitesimally $d\Gamma(\omega)$ bounded. Furthermore, $\sigma(d\Gamma(\omega) + \varphi(v)) = -\|v^{-1/2}\| \sigma(d\Gamma(\omega))$. 

3. The Spin-Boson model

Let $\sigma_x, \sigma_y, \sigma_z$ denote the Pauli matrices

$$
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

and define $e_1 = (1,0)$ and $e_{-1} = (0,1)$. The total system has the Hamiltonian

$$
H_\eta(v, \omega) := \eta \sigma_z \otimes 1 + 1 \otimes d\Gamma(\omega) + \sigma_x \otimes \phi(v),
$$

which is here parametrised by $v \in \mathcal{H}$, $\eta \in \mathbb{C}$ and $\omega$ selfadjoint on $\mathcal{H}$. We will also need the fiber operators:

$$
F_\eta(v, \omega) = \eta \Gamma(-1) + d\Gamma(\omega) + \phi(v).
$$

acting in $\mathcal{F}_b(\mathcal{H})$. If the spectra are real we define

$$
E_\eta(v, \omega) := \inf(\sigma(H_\eta(v, \omega)))
$$

$$
E_\eta(v, \omega) := \inf(\sigma(F_\eta(v, \omega))).
$$

For $\omega$ selfadjoint on $\mathcal{H}$ we define

$$
m(\omega) = \inf\{\sigma(\omega)\} \quad \text{and} \quad m_{\text{ess}}(\omega) = \inf\{\sigma_{\text{ess}}(\omega)\}.
$$

Standard perturbation theory and Lemma 2.2 yields:

**Proposition 3.1.** Let $\omega \geq 0$ be a selfadjoint, non-negative and injective operator on $\mathcal{H}$, $v \in D(\omega^{-1/2})$ and $\eta \in \mathbb{C}$. Then the operators $F_\eta(v, \omega)$ and $H_\eta(v, \omega)$ are closed on the respective domains

$$
D(F_\eta(v, \omega)) = D(d\Gamma(\omega))
$$

$$
D(H_\eta(v, \omega)) = D(1 \otimes d\Gamma(\omega)).
$$

If $D$ is a core of $\omega$ then the linear span of the following sets

$$
\mathcal{J}(D) := \{\Omega\} \cup \bigcup_{n=1}^{\infty} \{f_1 \otimes_s \cdots \otimes_s f_n | f_j \in D\}
$$

$$
\mathcal{J}(D) := \{f_1 \otimes f_2 | f_1 \in \{e_1, e_{-1}\}, f_2 \in \mathcal{J}(D)\}
$$

is a core for $F_\eta(v, \omega)$ and $H_\eta(v, \omega)$ respectively. Furthermore, both operators are selfadjoint and semibounded if $\eta \in \mathbb{R}$.

From the paper [3] we find the following theorem:

**Theorem 3.2.** Let $\phi = (\phi_1, \phi_{-1}) = e_1 \otimes \phi_1 + e_{-1} \otimes \phi_{-1}$ be an element in $\mathcal{F}_b(\mathcal{H})^2 = \mathcal{F}_b(\mathcal{H}) \otimes \mathcal{F}_b(\mathcal{H}) \approx \mathbb{C}^2 \otimes \mathcal{F}_b(\mathcal{H})$. Write $\phi_i = (\phi_i^{(k)})$ for $i \in \{-1, 1\}$. Let $i \in \{-1, 1\}$. Define $\varphi = (\varphi_i^{(k)})$ where

$$
\varphi_i^{(k)} = \begin{cases} 
\phi_i^{(k)} & k \text{ is even} \\
\phi_i^{(k)} & k \text{ is odd}
\end{cases}
$$

and $V(\phi_1, \phi_{-1}) = (\varphi_1, \varphi_{-1})$. Then
(1) \( V \) is unitary with \( V^* = V \).

(2) If \( \omega \geq 0 \) be a selfadjoint, non negative and injective operator on \( \mathcal{H} \) then \( V1 \otimes d\Gamma(\omega)V^* = 1 \otimes d\Gamma(\omega) \). Furthermore, if \( \eta \in \mathbb{R} \) and \( v \in \mathcal{D}(\omega^{-1/2}) \) then

\[
VH_\eta(v,\omega)V^* = F_{-\eta}(v,\omega) \oplus F_\eta(v,\omega).
\]

(3) Let \( \omega \geq 0 \) be a selfadjoint, non negative and injective operator on \( \mathcal{H} \), \( \eta \in \mathbb{R} \) and \( v \in \mathcal{D}(\omega^{-1/2}) \). Then \( E_\eta(v,\omega) = E_{-\eta}(v,\omega) \) and \( H_\eta(v,\omega) \) has a ground state if and only if the operator \( F_{-\eta}(v,\omega) \) has a ground state. This is the case if \( \eta(\omega) > 0 \), and it is non degenerate if \( \eta \neq 0 \). Furthermore,

\[
\inf(\sigma_{\text{ess}}(F_{\eta}(v,\omega))) = E_{-\eta}(v,\omega) + m_{\text{ess}}(\omega)
\]

and \( E_{\eta}(v,\omega) > E_{-\eta}(v,\omega) \) if and only if both \( \eta \neq 0 \) and \( m(\omega) \neq 0 \).

(4) Let \( \omega \geq 0 \) be a selfadjoint, non negative and injective operator on \( \mathcal{H} \), \( \eta \in \mathbb{R} \) and \( v \in \mathcal{D}(\omega^{-1/2}) \). If \( \phi \) is a ground state for \( H_\eta(v,\omega) \)

\[
V\phi = \begin{cases} e_{-\text{sign}(\eta)} \otimes \psi & \eta \neq 0 \\ e_{-1} \otimes \psi_{-1} + e_1 \otimes \psi_1 & \eta = 0 \end{cases}
\]

where \( \psi \) is a ground state for \( F_{-\eta}(v,\omega) \) and \( \psi_1, \psi_{-1} \) are either 0 or a ground state for \( F_\eta(v,\omega) \).

4. Results

In this section we state the results which are proven in this paper. Throughout this section \( \omega \) will always denote an injective, non negative and selfadjoint operator on \( \mathcal{H} \). Furthermore, we will write \( m = m(\omega) \) and \( m_{\text{ess}} = m_{\text{ess}}(\omega) \). The main technical result is the following theorem:

**Theorem 4.1.** Let \( \{v_\eta\}_{\eta \in (0,\infty)} \subset \mathcal{D}(\omega^{-1/2}) \) and \( P_\omega \) denote the spectral measure corresponding to \( \omega \). For each \( \tilde{m} > 0 \) we define \( P_{\tilde{m}} = P_\omega((\tilde{m},\infty)) \) and \( \overline{P_{\tilde{m}}} = 1 - P_{\tilde{m}} = P_\omega([0,\tilde{m}]) \). Assume that there is \( \tilde{m} > 0 \) such that:

1. \( \{\overline{P_{\tilde{m}}}v_\eta\}_{\eta \in (0,\infty)} \) converges to \( v \in \mathcal{D}(\omega^{-1/2}) \) in the graph norm of \( \omega^{-1/2} \).
2. \( \|\omega^{-1}P_{\tilde{m}}v_\eta\| \) diverges to \( \infty \) as \( g \) tends to infinity.

Then the family of operators given by

\[
\tilde{F}_{\eta,\tilde{m}}(v_\eta,\omega) : = W(\omega^{-1}P_{\tilde{m}}v_\eta,1)F_\eta(v_\eta,\omega)W(\omega^{-1}P_{\tilde{m}}v_\eta,1)^* + \|\omega^{-1/2}P_{\tilde{m}}v_\eta\|^2
\]

\[
= \eta W(2\omega^{-1}P_{\tilde{m}}v_\eta,-1) + d\Gamma(\omega) + \varphi(\overline{P_{\tilde{m}}}v_\eta)
\]

converges to \( d\Gamma(\omega) + \varphi(v) \) in norm resolvent sense as \( g \) tends to \( \infty \). Furthermore, \( \{\tilde{F}_{\eta,\tilde{m}}(v_\eta,\omega)\}_{\eta \in (0,\infty)} \) is bounded below by \( -|\eta| - \sup_{\eta \in (0,\infty)}\|\omega^{-1/2}P_{\tilde{m}}v_\eta\|^2 \geq -\infty \).

The assumption in part (1) is critical. Divergence where \( \omega \) is small can lead to problems. This is proven in Proposition 4.8 below.

In the strongly coupled Spin-Boson model one usually has \( v_\eta = g\tilde{v} \) where \( \tilde{v} \in \mathcal{D}(\omega^{-1/2}) \) and \( g \in (0,\infty) \) is the strength of the interaction. We can now answer what happens as \( g \) goes to \( \infty \).
Corollary 4.2. Let $v \in H$, $\eta \in \mathbb{R}$ and assume $m > 0$. Then there exists $g_0 > 0$ such that $E_{g}(gv, \omega)$ is a non degenerate eigenvalue of $F_{g}(gv, \omega)$ when $g > g_0$. Furthermore, one may pick a family of normalised vectors $\{v_{g}\}_{g \in [g_0, \infty)}$ such that $g \mapsto v_{g}$ is smooth, $F_{g}(gv, \omega)v_{g} = v_{g}E_{g}(gv, \omega)$ and

$$\lim_{g \to \infty} \|v_{g} - e^{-g^{2}\|\omega^{-1}v\|^{2}}(v_{g} - g^{2}\|\omega^{-1}v\|^{2})\| = 0,$$

$$\lim_{g \to \infty} \frac{\langle v_{g}, Nv_{g} \rangle - g^{2}\|\omega^{-1}v\|^{2}}{g} = 0,$$

$$\lim_{g \to \infty} (E_{g}(gv, \omega) + g^{2}\|\omega^{-1/2}v\|^{2}) = 0.$$

If $\eta < 0$ then $g \mapsto E_{g}(gv, \omega) + g^{2}\|\omega^{-1/2}v\|$ is strictly increasing.

Corollary 4.3. Let $v \in H$ and $\eta \in \mathbb{R}$. If $m > 0$ there is $g_0 > 0$ such that $H_{g}(gv, \omega)$ has an exited state with energy $E_{g}(gv, \omega)$ for $g > g_0$. Furthermore

$$\lim_{g \to \infty} (E_{g}(gv, \omega) - \tilde{E}_{g}(gv, \omega)) = 0.$$

Corollary 4.4. Assume $H = L^{2}(\mathcal{M}, \mathcal{F}, \mu)$ and $\omega$ is a multiplication operator on this space. Let $v : \mathcal{M} \to \mathbb{C}$ is measurable and $\{\chi_{g}\}_{g \in (0, \infty)}$ be a collection of functions from $\mathbb{R}$ into $[0, 1]$. Assume $g \mapsto \chi_{g}(x)$ is increasing and converges to 1 for all $x \in \mathbb{R}$. Assume furthermore that $k \mapsto \chi_{g}(\omega(k))v(k) \in \mathcal{D}(\omega^{-1/2})$ and that there is $m > 0$ such that $\tilde{v} := 1_{\omega \leq m}v \in \mathcal{D}(\omega^{-1/2})$. If $k \mapsto \omega(k)^{-1}v(k)1_{\omega > 1}(k) \notin H$ there are unitary maps $\{U_{g}\}_{g \in (0, \infty)}$ and $\{V_{g}\}_{g \in (0, \infty)}$ independent of $\eta$ such that:

1. $\{U_{g}F_{g}(v_{g}, \omega)U_{g}^{*} + \|\omega^{-1/2}1_{\omega > m}v_{g}\|^{2}\}_{g \in (0, \infty)}$ converges in norm resolvent sense to the operator $d\Gamma(\omega) + \varphi(\tilde{v})$ as $g$ tends to infinity.
2. $\{V_{g}H_{g}(v_{g}, \omega)V_{g}^{*} + \|\omega^{-1/2}1_{\omega > m}v_{g}\|^{2}\}_{g \in (0, \infty)}$ is uniformly bounded below and converges in norm resolvent sense to the operator

$$\tilde{H} := (d\Gamma(\omega) + \varphi(\tilde{v})) \oplus (d\Gamma(\omega) + \varphi(\tilde{v}))$$

as $g$ tends to $\infty$. This implies

$$(H_{g}(v_{g}, \omega) + \|\omega^{-1/2}1_{\omega > m}v_{g}\|^{2} + i)^{-1} - (H_{0}(v_{g}, \omega) + \|\omega^{-1/2}1_{\omega > m}v_{g}\|^{2} + i)^{-1}$$

will converge to 0 in norm as $g$ tends to $\infty$.

To prove a result similar to Corollary 4.2 in the massless case one needs to work a bit harder. First we shall need

Theorem 4.5. Assume $H = L^{2}(\mathcal{M}, \mathcal{K}, \nu)$ and $\omega$ is multiplication by a measurable function. Let $v \in \mathcal{D}(\omega^{-1/2})$, $g \in (0, \infty)$ and $\eta \leq 0$. Assume that $F_{\eta}(gv, \omega)$ has a ground state $\psi_{g, \eta} = (\psi_{g, \eta}^{(n)})$. Then

1. We may choose $\psi_{g, \eta}$ such that $\psi_{g, \eta}^{(0)} > 0$ and $(-1)^{n}n^{\eta/2}n_{\eta}^{(n)} \psi_{g, \eta}^{(n)} > 0$ almost everywhere on $\{v \neq 0\}$. 
Almost everywhere the following inequality holds

\[ |\psi_g^{(n)}(k_1, \ldots, k_n)| \leq \frac{g^n}{\sqrt{n!}} \frac{|v(k_1)| \cdots |v(k_n)|}{\omega(k_1) \cdots \omega(k_n)}. \]

In particular, \( \psi_g^{(n)} \) is zero outside \( \{ v \neq 0 \}^n \) almost everywhere.

Assume \( v \in D(\omega^{-1}) \), \( f : \mathbb{N}_0 \to [0, \infty) \) is a function and assume \( F_\eta(gv, \omega) \) has a ground state for all \( \eta \leq 0 \). Then \( H_\eta(gv, \omega) \) has a ground state \( \phi_{g,a} \) for all \( a \in \mathbb{R} \) and we have

\[
\alpha_{g,f,v,\omega} := \sum_{n=0}^{\infty} f(n)^2 g^{2n} \|\omega^{-1/2}v\|^2 n! < \infty \iff \psi_{g,\eta} \in D(f(N)) \quad \forall \eta \leq 0 \\
\iff \phi_{g,a} \in D(1 \otimes f(N)) \quad \forall a \in \mathbb{R}
\]

In particular, \( \psi_{g,\eta} \in D(\sqrt{N}) \) and \( \phi_{g,a} \in D(1 \otimes \sqrt{N}) \) for all \( p > 2 \).

This extends the result which was proven using path measures in [13]. Similar point wise estimates can also be found in [7]. In the last two results we will assume \( \mathcal{H} = L^2(\mathbb{R}^\nu, \mathcal{B}(\mathbb{R}^\nu), \lambda_\nu) \) where \( \lambda_\nu \) is the Lebesgue measure. Furthermore, we assume \( \omega \) is a multiplication operator on \( \mathcal{H} \).

**Theorem 4.6.** Let \( v \in D(\omega^{-1}) \) and \( \eta \leq 0 \). Then there is a family \( \{ \psi_g \}_{g \in \mathbb{R}} \) of normalised eigenstates for \( F_\eta(gv, \omega) \) and

\[
\lim_{g \to \infty} (E_\eta(gv, \omega) + g^2 \|\omega^{-1/2}v\|^2) = 0.
\]

\[
\lim_{g \to \infty} \frac{\langle \psi_g, N \psi_g \rangle - g^2 \|\omega^{-1/2}v\|^2}{g^2} = 0.
\]

The following is a simple criterion for the existence of an exited state in the massive Spin-Boson model.

**Theorem 4.7.** Assume \( m > 0 \) and

\[
\int_{\mathbb{R}^\nu} \frac{|v(k)|^2}{\omega(k) - m} dk = \infty. \tag{4.2}
\]

Then both \( F_\eta(v, \omega) \) and \( F_{-\eta}(v, \omega) \) have a ground state and \( H_\eta(gv, \omega) \) will have an excited state. The condition is satisfied if \( \omega \in C^2(\mathbb{R}^\nu, \mathbb{R}) \), \( \nu \leq 2 \) and there is \( x_0 \in \mathbb{R}^\nu \) such that \( \omega(x_0) = m \) and \( |v| \) is bounded from below by a positive number on a ball around \( x_0 \). This holds for the physical model with \( \nu \leq 2 \).

5. Proof of the main technical result

In this section we shall investigate operators of the form

\[ \tilde{F}_\eta(v, \omega) := d\Gamma(\omega) + \eta W(v, -1) \]

indexed by \( \eta \in \mathbb{R} \), \( v \in \mathcal{H} \) and \( \omega \) selfadjoint and non negative on \( \mathcal{H} \).
Proposition 5.1. Assume $\eta \in \mathbb{R}$, $v \in \mathcal{H}$ and $\omega$ is selfadjoint, non negative and injective on $\mathcal{H}$. Then $\tilde{F}_\eta(v, \omega)$ is selfadjoint on $\mathcal{D}(d\Gamma(\omega))$. Furthermore $\tilde{F}_\eta(v, \omega)$ is bounded from below by $-|\eta|$ and $\tilde{F}_\eta(v, \omega)$ has compact resolvents if $\omega$ has compact resolvents. 

Proof. Using equation (2.22) we see

$$W(v, -1)W(v, -1) = e^{-\text{Im}(v,-v)}W(v-v, (-1)^2) = W(0, 1) = 1$$

so $W(v, -1) = W(v, -1)^{-1} = W(v, -1)^*$ since $W(v, -1)$ is unitary. Hence $\tilde{F}_\eta(v, \omega) = d\Gamma(\omega) + \eta W(v, -1)$ is selfadjoint on $\mathcal{D}(d\Gamma(\omega))$. Furthermore, the lower bound follows from Lemma 2.1 and the fact that $-1 \leq W(v, -1) \leq 1$. If $\omega$ has compact resolvents, then so does $d\Gamma(\omega)$ by Lemma 2.1 and hence

$$(F_\eta(v, \omega) + i)^{-1} = (d\Gamma(\omega) + i)^{-1} + \eta(d\Gamma(\omega) + i)^{-1}W(v, -1)(F_\eta(v, \omega) + i)^{-1}$$

will be compact. \hfill \Box

Lemma 5.2. Assume $\{v_g\}_{g \in (0, \infty)}$ is a collection of elements in $\mathcal{H}$ such that $\|v_g\|$ diverges to $\infty$. Then $W(v_g, -1)$ converges weakly to $0$ as $g$ goes to $\infty$.

Proof. By [26, Theorem 4.26] it is enough to check a dense subset. By linearity it is enough to check a set that spans a dense set. Hence it is enough to check exponential vectors $e(g)$ for any $g \in \mathcal{H}$. We calculate

$$\langle e(g_1), W(v_g, -1)\rangle = e^{\|v_g\|^2/2 + \langle v_g, g_2 \rangle} \langle e(g_1), e(v_g - g_2) \rangle = e^{\|v_g\|^2/2 + \langle v_g, g_2 \rangle + \langle g_1, v_g - g_2 \rangle},$$

which converges to $0$. \hfill \Box

The following Lemma contains all the technical constructions we need. The techniques goes back to Glimm and Jaffe (see [9]) but has also been used in [3].

Lemma 5.3. Assume $\omega$ is a selfadjoint, non negative and injective operator on $\mathcal{H}$. Let $P_\omega$ be the spectral measure of $\omega$ and $\tilde{m} > 0$. Define the measurable function $f_k : \mathbb{R} \to \mathbb{R}$

$$f_k(x) = x1_{(0, \tilde{m}]}(x) + \sum_{n=0}^{\infty} (n+1)2^{-k}1_{(n2^{-k}, (n+1)2^{-k}]}\cap(\tilde{m}, \infty)(x).$$

along with $\omega_k = \int_{\mathbb{R}} f_k(\lambda)dP_\omega(\lambda)$. Then the following holds

1. $\tilde{F}_\eta(v, \omega_k)$ converges to $\tilde{F}_\eta(v, \omega)$ in norm resolvent sense uniformly in $v$.
2. Let $\{v_g\}_{g \in (0, \infty)}$ be a collection of elements in $P_\omega((\tilde{m}, \infty)] \mathcal{H}$. For each $k \in \mathbb{N}$, there are Hilbert spaces $\mathcal{H}_{1,k}, \mathcal{H}_{2,k}$, selfadjoint operators $\omega_{1,k}, \omega_{2,k} \geq 0$, a collection of elements $\{\tilde{v}_{g,k}\}_{g \in (0, \infty)} \subset \mathcal{H}_{1,k}$ and a collection of unitary maps $\{U_{g,k}\}_{g \in (0, \infty)}$ such that

$$U_{g,k} : F_k(\mathcal{H}) \to F_k(\mathcal{H}_{1,k}) \oplus \left( \bigoplus_{n=1}^{\infty} F_k(\mathcal{H}_{1,k}) \otimes S_n((\mathcal{H}_{2,k})^\otimes n) \right),$$
$\omega_{1,k} \geq 2^{-k}$ has compact resolvents, $\|v\| = \|\tilde{v}_{k,g}\|$ for all $g > 0$ and

$$U_{g,k} \tilde{F}_0(v,\omega)U_{g,k}^* = \tilde{F}_0(\tilde{v}_{g,k},\omega_{1,k})$$

$$= \sum_{n=1}^{\infty} \left( \tilde{F}_0(-1)^n(\tilde{v}_{g,k},\omega_{1,k}) \oplus 1 + 1 \otimes d\Gamma^{(m)}(\omega_{1,k}) \right)$$

for all $\eta \in \mathbb{R}$.

**Proof.** (1): We may pick a $\sigma$-finite measure space $(\mathcal{M}, \mathcal{F}, \mu)$ and a unitary map $U : \mathcal{H} \to L^2(\mathcal{M}, \mathcal{F}, \mu)$ such that $\tilde{\omega} = U\omega U^*$ is multiplication by a strictly positive and measurable map. Conjugation with the unitary map $\Gamma(U)$, Lemma 1.1 and $U\omega_k U^* = f_k(U\omega_k U^*)$ gives us

$$||\tilde{F}_0(v,\omega) - \xi^{-1} - (\tilde{F}_0(Uv,\omega) - \xi^{-1})||$$

$$= ||\tilde{F}_0(Uv, f_k(U\omega U^*)) - \xi^{-1} - (\tilde{F}_0(Uv, U\omega U^*) - \xi^{-1})||$$

for all $\xi \in \mathbb{R} \setminus \mathbb{C}$. Hence we may assume $\omega$ is multiplication by a strictly positive map, which we shall also denote $\omega$. Using standard theory for the spectral calculus (see [23]) we find $\omega_k$ is multiplication by $\omega_k(x) := f_k(\omega(x))$. Write $\omega = \omega_\infty$ and note that $\omega_k > 0$ for all $k \in \mathbb{N} \cup \{\infty\}$ by construction. Furthermore,

$$\sup_{x \in \mathcal{M}} \left| \frac{\omega_k(x) - \omega(x)}{\omega(x)} \right| \leq \frac{2^{-k}}{m}. \quad (5.1)$$

Now $d\Gamma^{(n)}(\omega_k)$ acts on $L^2_{\text{sym}}(\mathcal{M}^n, \mathcal{F}^\otimes n, \mu^\otimes n)$ like multiplication with the map

$$\omega^{(n)}_k(x_1, \ldots, x_n) = \omega_k(x_1) + \cdots + \omega_k(x_n)$$

for all $k \in \mathbb{N} \cup \{\infty\}$. Equation 5.1 gives that $||\omega^{(n)}_k(x) - \omega^{(n)}_k(x)|| \leq 2^{-k}m^{-1}\omega^{(n)}(x)$ for all $x \in \mathcal{M}$ so $\mathcal{D}(d\Gamma^{(n)}(\omega)) \subset \mathcal{D}(d\Gamma^{(n)}(\omega_k))$ for all $k \in \mathbb{N}$ and $n \in \mathbb{N}_0$. Furthermore we find $\psi \in \mathcal{D}(d\Gamma^{(n)}(\omega))$ that

$$||d\Gamma^{(n)}(\omega) - d\Gamma^{(n)}(\omega_k))\psi|| \leq \tilde{m}^{-1}2^{-k}||d\Gamma^{(n)}(\omega)\psi||.$$

So for all $\psi \in \mathcal{D}(d\Gamma(\omega))$ we have $\psi \in \mathcal{D}(d\Gamma(\omega_k))$ and

$$||\tilde{F}_0(v,\omega) - \tilde{F}_0(v,\omega_k))\psi|| = ||d\Gamma(\omega) - d\Gamma(\omega_k))\psi|| \leq \frac{2^{-k}}{m}||d\Gamma(\omega)\psi||.$$

Let $\varepsilon > 0$ and $\xi \in \mathbb{C} \setminus \mathbb{R}$. We now estimate

$$||((\tilde{F}_0(v,\omega) + \xi)^{-1} - (\tilde{F}_0(v,\omega_k) + \xi)^{-1})\psi||$$

$$\leq \frac{1}{\text{Im}(\xi)}||d\Gamma(\omega) - d\Gamma(\omega_k))(\tilde{F}_0(v,\omega) + \xi)^{-1}\psi||$$

$$\leq \frac{1}{\text{Im}(\xi)} \frac{2^{-k}}{\tilde{m}}||d\Gamma(\omega)(\tilde{F}_0(v,\omega) + \xi)^{-1}\tilde{\psi}||$$

$$\leq \frac{1}{\text{Im}(\xi)} \frac{2^{-k}}{\tilde{m}} \left( 1 + \frac{1}{|\text{Im}(\xi)|} + \frac{\varepsilon}{|\text{Im}(\xi)|} \right) ||\psi||$$
For each $c \in \mathbb{N}$ we define
\[ C_k = \left\{ c \in \mathbb{N}_0 \mid P_{c,k} := P_\omega((\tilde{m}, \infty) \cap (c2^{-k}, (c+1)2^{-k}]) \neq 0 \right\} \]

For each $c \in C_k$ let $K_{c,k}$ be a Hilbert space with dimension $\dim(P_{c,k}) - 1$. In case this number is infinity we pick a Hilbert space we countably infinite dimension. Define $K = P_\omega([0, \tilde{m}])\mathcal{H}$ and note that $K$ reduces $\omega$. Define the spaces
\[ \mathcal{H}_{1,k} = L^2(C_k, \mathcal{B}(C_k), \tau_{c,k}) = \ell^2(C_k) \quad \text{and} \quad \mathcal{H}_{2,k} = K \oplus \bigoplus_{c \in C_k} K_{c,k} \]
where $\tau_{c,k}$ is the counting measure on $C_k$. We now define $\omega_{1,k}$ to be multiplication by the map $f_k(c) = (c + 1)2^{-k}$ in $\mathcal{H}_{1,k}$ and
\[ \omega_{2,k} = \omega |_{K} \oplus \bigoplus_{c \in C_k} (c + 1)2^{-k}. \]

Note $\omega_{1,k} \geq 2^{-k}$ and $\omega_{2,k} \geq 0$ since $C_k \subset \mathbb{N}_0$. Write $C_k = \{ n_{i,k} \}_{i=1}^K$ where $K \in \mathbb{N} \cup \{ \infty \}$ and $n_{i,k} < n_{i+1,k}$. Then $\{1_{n_{i,k}}\}_{i=1}^K$ is an orthonormal basis of eigenvectors for $\omega_{1,k}$ corresponding to the eigenvalues $\{(n_{i,k} + 1)2^{-k}\}_{i=1}^K$. This collection of eigenvalues is either finite or diverges to infinity so $\omega_{1,k}$ will have compact resolvents. For each $g \in (0, \infty)$ and $c \in C_k$ we define the vector
\[ \psi_{c,g,k} = \begin{cases} P_{c,k}v_g / \|P_{c,k}v_g\|, & \text{if } P_{c,k}v_g \neq 0 \\ \text{Some normalized element in } P_{c,k}\mathcal{H}, & \text{otherwise} \end{cases} \]
and note $\{ \psi_{c,g,k} \mid c \in C_k \}$ is an orthonormal collection of states. We also define
\[ \tilde{\mathcal{H}}_{c,g,k} = \left\{ \psi \in P_{c,k}\mathcal{H} \mid \psi \perp \psi_{c,g,k} \right\} \]
and note $\{ \tilde{\mathcal{H}}_{c,g,k} \mid c \in C_k \}$ consists of orthogonal subspaces. We then define
\[ \mathcal{H}_{1,g,k} = \text{Span}\{ \psi_{c,g,k} \mid c \in C_k \} \quad \text{and} \quad \mathcal{H}_{2,g,k} = \bigoplus_{c \in C_k} \tilde{\mathcal{H}}_{c,g,k}. \]

Using that $\omega$ is non negative and injective we find
\[ I = P_\omega([0, \tilde{m}]) + \sum_{c=0}^{\infty} P_{c,k} = P_\omega([0, \tilde{m}]) + \sum_{c \in C_k} P_{c,k}, \]
which implies $\mathcal{H} = \mathcal{H}_{1,g,k} \oplus \mathcal{K} \oplus \mathcal{H}_{2,g,k}$. Note that $v_g \in \mathcal{H}_{1,g,k}$ by construction. Let $B_{c,g,k}$ be an orthonormal basis for $\tilde{\mathcal{H}}_{c,g,k}$ and let $B_{g,k} = \cup_{c \in C_k} B_{c,g,k}$ which is an orthonormal basis for $\mathcal{H}_{2,g,k}$. Let $B \subset K$ be an orthonormal basis for $\mathcal{K}$ and define $B_{g,k} = \{ \psi_{c,g,k} \mid c \in C_k \}$ which is an orthonormal basis for $\mathcal{H}_{1,g,k}$. Define $D = B_{g,k} \cup B_{g,k} \cup B$ which is an orthonormal basis for $\mathcal{H}$. 


Let $V_{c,g,k}$ be a unitary from $\tilde{\mathcal{H}}_{c,g,k}$ to $\mathcal{K}_{c,k}$ which exists since the spaces have the same dimension. Define $Q_{g,k} : \mathcal{H}_{1,g,k} \to \mathcal{H}_{1,k}$ to be the unique unitary map which satisfies $Q_{g,k} \psi_{c,g,k} = 1_{(c)}$. Then we define

$$U_{g,k} = Q_{g,k} \oplus 1 \oplus \bigoplus_{c \in C_k} V_{c,g,k} : \mathcal{H} \to \mathcal{H}_{1,k} \oplus \mathcal{H}_{2,k}.$$ 

We now prove that

$$U_{g,k}^* \omega_{1,k} \oplus \omega_{2,k} U_{g,k} = \omega_k. \quad (5.2)$$

Let $\psi \in B_{c,g,k} \cup \{ \psi_{c,g,k} \}$ for some $c \in C_k$. Using the functional calculus we find $\psi = P_{c,g,k} \in \mathcal{D}(\omega_k)$ and

$$\omega_k = \omega_k P_{c,g,k} = (c + 1)2^{-k} P_{c,g,k} = (c + 1)2^{-k} \psi. \quad (5.3)$$

Furthermore, for $\psi \in B \subset \mathcal{K}$ we find that $\psi \in \mathcal{D}(\omega_p^\mathcal{K})$ for all $p \in \mathbb{N}$ and we have the inequality $\|\omega_p^\mathcal{K}\psi\| \leq \tilde{m}p\|\psi\|$. In particular $D$ is an orthonormal basis for $\mathcal{H}$ consisting of analytic vectors for $\omega_k$ so $D$ spans a core for $\omega_k$. Hence it is enough to prove equation $(5.2)$ on $D$.

Let $\psi \in B_{g,k} \cup B_{g,k}$ and pick $c \in C_k$ such that $\psi \in B_{c,g,k} \cup \{ \psi_{c,g,k} \}$. If $\psi = \psi_{c,g,k}$ then $U_{g,k} \psi = (1_{(c)})0$. Now $1_{(c)} \in \mathcal{D}(\omega_{1,k})$ with $\omega_{1,k} 1_{(c)} = (e + 1)2^{-k} 1_{(c)}$ so $U_{g,k} \psi = (1_{(c)}, 0) \in \mathcal{D}(\omega_{1,k} \oplus \omega_{2,k})$ and

$$U_{g,k}^* \omega_{1,k} \oplus \omega_{2,k} U_{g,k} \psi = (c + 1)2^{-k} U_{g,k}^* (1_{(c)}, 0) = (c + 1)2^{-k} \psi = \omega_k \psi$$

by equation $(5.3)$. If $\psi \in B_{c,g,k}$ then $U_{g,k} \psi = (0, V_{c,g,k} \psi)$. By definition we have $V_{c,g,k} \psi \in \mathcal{K}_{c,k} \subset \mathcal{D}(\omega_2)$ with $\omega_{2,k} V_{c,g,k} \psi = (c + 1)2^{-k} V_{c,g,k} \psi$. Hence $U_{g,k} \psi = (0, V_{c,g,k} \psi) \in \mathcal{D}(\omega_{1,k} \oplus \omega_{2,k})$ and

$$U_{g,k}^* \omega_{1,k} \oplus \omega_{2,k} U_{g,k} \psi = (c + 1)2^{-k} U_{g,k}^* (1_{(c)}, 0) = (c + 1)2^{-k} \psi = \omega_k \psi$$

by equation $(5.3)$. If $\psi \in B \subset \mathcal{K}$ we have $\psi \in \mathcal{D}(\omega_k) \cap \mathcal{D}(\omega)$ and $\omega_k \psi = \omega \psi \in \mathcal{K}$. In particular $U_{g,k} \psi = (0, \psi) \in \mathcal{D}(\omega_{1,k} \oplus \omega_{2,k})$ and $U_{g,k} \omega_k \psi = (0, \omega_k \psi) = (0, \omega \psi)$. Thus we find

$$U_{g,k}^* \omega_{1,k} \oplus \omega_{2,k} U_{g,k} \psi = U_{g,k}^* (0, \omega \psi) = \omega_k \psi.$$ 

This proves equation $(5.2)$. As earlier noted $v_g \in \mathcal{H}_{1,g,k}$ so $U_{g,k} v_g$ is of the form $(\tilde{v}_{g,k}, 0)$ with $\|\tilde{v}_{g,k}\| = \|v_g\|$. Using Lemma A.1 we find

$$\Gamma(U_{g,k}) \tilde{F}_\eta(v_g, \omega_k) \Gamma(U_{g,k})^* = \tilde{F}_\eta((\tilde{v}_{g,k}, 0), \omega_{k,1} \oplus \omega_{k,2}).$$

Letting $L_1$ be the isomorphism from Lemma A.3 we see that

$$L_1 \tilde{F}_\eta((\tilde{v}_{g,k}, 0), \omega_{k,1} \oplus \omega_{k,2}) L_1^* = d \Gamma(\omega_1) \otimes 1 + 1 \otimes d \Gamma(\omega_k)$$

$$\quad + \eta W((\tilde{v}_{g,k}, -1) \otimes \Gamma(-1).$$
Letting $L_2$ be the isomorphism from Lemma A.4 we see that

$$L_2L_1\tilde{F}_\eta((\tilde{v}_g,k),0),\omega,k,1 \oplus \omega,k,2)L_1^*L_2^*$$

$$= d\Gamma(\omega,k,1) + d\Gamma^{(0)}(\omega,k,2) + \Gamma^{(0)}(-1) \left|_c \right. \eta W(\tilde{v}_g,k,1) \oplus \sum_{n=1}^{\infty} d\Gamma(\omega,k,1) \oplus 1 + 1 \otimes d\Gamma^{(n)}(\omega,k,2) + \eta W(\tilde{v}_g,1) \otimes \Gamma^{(n)}(-1)$$

$$= \tilde{F}_\eta (\tilde{v}_g,k,\omega,k,1) \oplus \sum_{n=1}^{\infty} \tilde{F}_\eta(-1)^n \eta (\tilde{v}_g,k,\omega,k,1) \oplus 1 + 1 \otimes d\Gamma^{(n)}(\omega,k,2)$$

where we used $\Gamma^{(n)}(-1) = (-1)^n$. Hence $U_{g,k} = L_2L_1 \Gamma(U_{g,k})$ will work. □

**Lemma 5.4.** Assume that $\omega$ is selfadjoint, injective and non negative operator on $\mathcal{H}$ which have compact resolvents. Let $\{v_g\}_{g \in (0,\infty)}$ be a collection of elements in $\mathcal{H}$ such that $\|v_g\|$ diverges to $\infty$. Then $\tilde{F}_\eta(v_g,\omega)$ converges in norm resolvent sense to $F_0(0,\omega) = d\Gamma(\omega)$ as $g$ goes to $\infty$ for all $\eta \in \mathbb{R}$.

**Proof.** We calculate

$$(\tilde{F}_\eta(v_g,\omega) - i)^{-1} - (d\Gamma(\omega) - i)^{-1}$$

$$= \eta(\tilde{F}_\eta(v_g,\omega) - i)^{-1} W(v_g,-1)(d\Gamma(\omega) - i)^{-1}$$

$$= \eta^2(\tilde{F}_\eta(v_g,\omega) - i)^{-1} W(v_g,-1)(d\Gamma(\omega) - i)^{-1} W(v_g,-1)(d\Gamma(\omega) - i)^{-1}$$

$$+ \eta(d\Gamma(\omega) - i)^{-1} W(v_g,-1)(d\Gamma(\omega) - i)^{-1}.$$

This implies

$$\|(\tilde{F}_\eta(v_g,\omega) - i)^{-1} - (d\Gamma(\omega) - i)^{-1}\|$$

$$\leq \left| \eta \right| + 1 \| (d\Gamma(\omega) - i)^{-1} W(v_g,-1)(d\Gamma(\omega) - i)^{-1} \|,$$

which converges to 0 by Lemma [52] and compactness of $(d\Gamma(\omega) - i)^{-1}$. □

**Lemma 5.5.** Let $\mathcal{H}$ be a Hilbert space. Let $\{A_n\}_{n=1}^{\infty}$ be a sequence of selfadjoint operators on $\mathcal{H}$ that are uniformly bounded below by $\gamma$. Let $A$ be selfadjoint on $\mathcal{H}$ and bounded below. Then $A_n$ converges to $A$ in norm resolvent sense if and only if $e^{-tA_n}$ converges to $e^{-tA}$ in norm for all $t < 0$. In this case $\inf(\sigma(A_n))$ converges to $\inf(\sigma(A))$.

**Proof.** Norm resolvent convergence along with existence the uniform lower bound implies convergence of the semigroup (see [20] Theorem VIII.20]). To prove the converse we apply the formula

$$(A - \lambda)^{-1} \psi = \int_0^\infty e^{-t(A - \lambda)} \psi dt$$

for all $\lambda < \gamma$ along with dominated convergence. To prove the last part note that by the spectral theorem

$$\inf(\sigma(A)) = -\log(\|\exp(-A)\|) = \lim_{n \to \infty} -\log(\|\exp(-A_n)\|) = \lim_{n \to \infty} \inf(\sigma(A_n))$$

finishing the proof. □
Lemma 5.6. Assume that $\omega$ is a selfadjoint, injective and non negative operator on $\mathcal{H}$. Let $\{v_g\}_{g \in (0, \infty)}$ be a collection of elements in $\mathcal{H}$ such that $\|v_g\|$ diverges to $\infty$. Assume there is $\tilde{m} > 0$ such that $P_{\omega}((0, \tilde{m}])v_g = 0$ for all $g$ where $P_{\omega}$ is the spectral measure corresponding to $\omega$. Then $\tilde{F}_\eta(v_g, \omega)$ converges in norm resolvent sense to $\tilde{F}_\eta(0, \omega) = d\Gamma(\omega)$ as $g$ tends to $\infty$ for all $\eta \in \mathbb{R}$.

Proof. For each $k \in \mathbb{N}$ let $H_{1,k}, H_{2,k}, \omega_k, \omega_{1,k}, \omega_{2,k}$ and $\tilde{\eta}_{g,k}$ be the quantities from Lemma 5.3 corresponding to the family $\{v_g\}_{g \in (0, \infty)}$ and the number $\tilde{m} > 0$. For each $n \in \mathbb{N}_0$ we define

$$F_{\pm \eta,k,g,n} = \tilde{F}_{\pm \eta}(\tilde{\eta}_{g,k}, \omega_{k,1}) \otimes 1 + 1 \otimes d\Gamma(n)(\omega_{k,2}).$$

By Lemma 5.3 statement (1), it is enough to prove that $\tilde{F}_\eta(v_g, \omega_k)$ converges to $d\Gamma(\omega_k)$ in norm resolvent sense as $g$ tends to $\infty$. Noting that $\tilde{F}_\eta(v_g, \omega_k) \geq -|\eta|$ for all $g$ we may use Lemma 5.5. Using the unitary transformations in Lemma 5.3 we see

$$\|\exp(-t\tilde{F}_\eta(v_g, \omega_k)) - \exp(-td\Gamma(\omega_k))\| = \sup \{\|\exp(-tF(-1)^*\eta,k,g,n) - \exp(-tF_0,k,g,n)\|\}$$

$$= \sup \{\|\exp(-t\tilde{F}_{(-1)^*\eta}(\tilde{\eta}_{g,k}, \omega_{k,1})) - \exp(-td\Gamma(\omega_{1,k}))\|\|\exp(-td\Gamma(n)(\omega_{k,2}))\|\}$$

$$\leq \sup \{\|\exp(-t\tilde{F}_{(-1)^*\eta}(\tilde{\eta}_{g,k}, \omega_{k,1})) - \exp(-td\Gamma(\omega_{1,k}))\|\}$$

$$= \max_{n \in \{1,2\}} \{\|\exp(-t\tilde{F}_{(-1)^*\eta}(\tilde{\eta}_{g,k}, \omega_{k,1})) - \exp(-td\Gamma(\omega_{1,k}))\|\}$$

which converges to 0 by Lemma 5.4. This finishes the proof. \hfill \Box

Lemma 5.7. Assume that $\omega$ is selfadjoint, injective and non negative operator on $\mathcal{H}$. Let $v \in D(\omega^{-1/2})$ and $f \in D(\omega)$. Then

$$W(f,1)F_\eta(v,\omega)W(f,1)^* = \eta W(2f,1) + d\Gamma(\omega) + \phi(v - \omega f)$$

$$+ \|\omega^{1/2}f\|^2 - 2Re(\langle v, f \rangle).$$

Proof. Use equation (22), (23) and Lemma A.2 \hfill \Box

We can now prove Theorem 4.1.

Proof (of Theorem 4.1). The formula in equation (4.1) is obtained via Lemma 5.7 and the lower bound is trivial from Lemma 2.2. For $c \in (0, \infty)$ we will write $P_c = P_{\omega}((c, \infty))$ and $P_c = 1 - P_c = P_{\omega}((0, c])$. Note that $P_c v_g, P_c v, P_c v_g, P_c v \in D(\omega^{-1/2})$ holds trivially by the spectral theorem. Define for $0 < c \leq \tilde{m}$ and $\eta \in \mathbb{R}$

$$\tilde{F}_{\eta,c,g} := \eta W(2\omega^{-1}P_c v_g, -1) + d\Gamma(\omega) + \phi(P_c v_g) + \|\omega^{-1/2}P_{\omega}((c, \tilde{m})v_g\|$$

$$A_{\eta,c,g} := \eta W(2\omega^{-1}P_c v_g, -1) + d\Gamma(\omega) + \|\omega^{-1/2}P_{\omega}((c, \tilde{m})v_g\|$$
and note they are all selfadjoint on $\mathcal{D}(d\Gamma(\omega))$ by the Kato-Rellich theorem and Lemma 2.2. For $\psi \in \mathcal{D}(d\Gamma(\omega))$ we have $\| (1 + d\Gamma'(\omega))^1/2 \psi \| \leq \| (1 + d\Gamma(\omega)) \psi \|$ by the spectral theorem. Using this and Lemma 2.2 we find for all $c \in (0, \tilde{m}]$

$$\|(\tilde{F}_{\eta,c,g} + i)^{-1} - (\tilde{A}_{\eta,c,g} + i)^{-1}\|$$

$$\leq \|\varphi(\tilde{P}_c v_g)(\tilde{A}_{\eta,c,g} + i)^{-1}\|$$

$$\leq 2\|\tilde{P}_{\eta}(1 + \omega^{-1/2})v_g\|\| (1 + d\Gamma(\omega)) \tilde{A}_{\eta,c,g} + i)^{-1}\|$$

$$\leq 2\|\tilde{P}_{c}(1 + \omega^{-1/2})v_g\| (1 + 1 + 1 + |\eta| + \|\omega^{-1/2}P_\omega((0, \tilde{m})v_g\|)^2).$$

where we in the last step used $\|\omega^{-1/2}P_\omega((c, \tilde{m})v_g\|^2 \leq \|\omega^{-1/2}P_\omega((0, \tilde{m})v_g\|^2$.

We now define

$$C_1 := 3 + |\eta| + \sup_{g \in (0, \infty)} \|\omega^{-1/2}P_\omega((0, \tilde{m})v_g\|^2,$$

which is finite since $\omega^{-1/2}P_\omega((0, \tilde{m})v_g$ is convergent. Let $B = d\Gamma(\omega) + \varphi(v)$ and $C_2 = \| (1 + d\Gamma(\omega))(B + i)^{-1}\|$. We estimate using Lemma 2.2

$$\|(\tilde{F}_{0,\tilde{m},g} + i)^{-1} - (B + i)^{-1}\| \leq \|\varphi(\tilde{P}_{\tilde{m}}v_g - v)(B + i)^{-1}\|$$

$$\leq 2\|\|1 + \omega^{-1/2}(\tilde{P}_{\tilde{m}}v_g - v)\| C_2.$$

Let $U_c = W(P_\omega((c_1, \tilde{m})v_1)$ for some $c \in (0, \tilde{m})$. Using equation (2.2) and Lemma A.2 we obtain $U_c \tilde{F}_{\eta,\tilde{m},g} U_c^* = \tilde{F}_{\eta,c,g}$ for all $\eta \in \mathbb{R}$. Using this transformation and the previous estimates we find for all $c \in (0, \tilde{m})$ and $g > 0$ that

$$\|(\tilde{F}_{\eta,\tilde{m},g} + i)^{-1} - (B + i)^{-1}\| \leq \|(\tilde{F}_{\eta,c,g} + i)^{-1} - (\tilde{F}_{0,c,g} + i)^{-1}\|$$

$$+ \|(\tilde{F}_{0,\tilde{m},g} + i)^{-1} - (\tilde{F}_{0,c,g} + i)^{-1}\|$$

$$\leq 2\|\|B_{\eta,c,g} + i\| - (B + i)^{-1}\|$$

$$+ \|(\tilde{A}_{\eta,c,g} + i)^{-1} - (\tilde{A}_{0,c,g} + i)^{-1}\|$$

$$+ 2\|\|\omega^{-1/2}(\tilde{P}_{\tilde{m}}v_g - v)\| C_2.$$

Noting that

$$\|\tilde{P}_{c}(1 + \omega^{-1/2})v_g\| \leq \|(1 + \omega^{-1/2})(\tilde{P}_{\tilde{m}}v_g - v)\| + \|\tilde{P}_{c}(1 + \omega^{-1/2})v\|$$

we see that

$$\limsup_{g \to \infty} \|(\tilde{F}_{\eta,\tilde{m},g} + i)^{-1} - (B + i)^{-1}\| \leq 4 C_1 \|\tilde{P}_{c}(1 + \omega^{-1/2})v\|$$

for all $c \in (0, \tilde{m})$ by Lemma 5.6. Taking $c$ to 0 finishes the proof since $\tilde{F}_{\eta,\tilde{m},g} = \tilde{F}_{\eta,\tilde{m}}(v_g, \omega).$ □

**Proposition 5.8.** Let $\mathcal{H} = L(\mathbb{R}^3, B(\mathbb{R}^3), \lambda^{\otimes 3}), \omega(k) = |k|, v_g = \omega^{-1/2}1_{(g^{-1} \leq |k| \leq 2)}$ and $\eta < 0$. Then $\|\omega^{-1/2}v_g\|$ converges to $\infty$ for $g$ going to $\infty$, but there is $h \neq 0$ such that $\tilde{F}_\eta(hv_g, \omega) = d\Gamma(\omega) + \eta W(h\omega^{-1/2}v_g, -1)$ does not go to $d\Gamma(\omega)$ in norm resolvent sense.
Proof. Define \( v = \omega^{-1/2} (k \leq 2) \). It is easy to see that \( \|\omega^{-1/2}v\| \) goes to \( \infty \) as \( g \) tends to infinity. Assume that convergence in norm resolvent sense holds for all \( h \neq 0 \). Applying Lemma 5.7 with \( f = h \omega^{-1/2}v \) we see

\[
\inf \{ \sigma(F_h(hv_g, \omega)) \} + h^2 \|\omega^{-1/2}v\|^2 = \inf \{ \sigma(\tilde{F}_h(hv_g, \omega)) \}
\]

converges to 0 for \( g \) going to \( \infty \). In [3] it is proven that \( \inf \{ \sigma(F_h(hv_g, \omega)) \} \) converges in norm resolvent sense to \( \inf \{ \sigma(F_h(hv, \omega)) \} \). Hence we find

\[
\inf \{ \sigma(F_h(hv, \omega)) \} = -h^2 \|\omega^{-1/2}v\|^2
\]

for any \( h \neq 0 \). Since \( \langle \Omega, F_h(hv, \omega) \Omega \rangle = \eta \) we see \( -h^2 \|\omega^{-1/2}v\|^2 \leq \eta < 0 \) for all \( h \neq 0 \). Taking \( h \) to 0 yields \( 0 \leq \eta < 0 \) which is a contradiction. \( \square \)

We now prove Corollaries [4,2.3] and [4,4].

**Proof (of Corollary [4,2.3]).** Define \( U_g = W(g\omega^{-1}v, 1) \) and \( m := m(\omega) > 0 \). Note that

\[
\tilde{F}_h(2g\omega^{-1}v, \omega) := U_g F_h(gv, \omega) U^*_g + g^2 \|\omega^{-1/2}v\|^2
\]

converges in norm resolvent sense to \( dF(\omega) \) as \( g \) tends to infinity by Theorem 4.1 (use \( \tilde{m} = m(\omega) \) and \( v = 0 \)). Since \( \tilde{F}_h(2g\omega^{-1}v, \omega) \geq -|\eta| \) for all \( g > 0 \), Lemma 5.5 implies

\[
\lim_{g \to \infty} E_h(gv, 2g^2 \|\omega^{-1/2}v\|^2) = \lim_{g \to \infty} \sigma(\tilde{F}_h(2g\omega^{-1}v, \omega)) = 0.
\]

Let \( P_g \) be the spectral projection of \( \tilde{F}_h(gv, \omega) \) onto \( [-\frac{\eta}{2}, \frac{\eta}{2}] \). Using [20] Theorem VIII.23 and Lemma 2.1 we find \( P_g \) converges in norm to \( P = \|\tilde{\Omega}\| \Omega \). Pick \( g_0 \) such that \( E_h(gv, \omega) + g^2 \|\omega^{-1/2}v\|^2 \in [-\frac{\eta}{2}, \frac{\eta}{2}] \) and \( \|P_g - P\| < 1 \) for all \( g > g_0 \). Then \( P_g \) has dimension 1 by [20] Theorem 4.35, so \( \tilde{F}_h(gv, \omega) \) and \( F_h(gv, \omega) \) will have a non degenerate isolated ground state for all \( g > g_0 \). Let \( \{\psi_g\}_{g \geq g_0} \) be a real analytic collection of normalized eigenstates for \( F_h(gv, \omega) \) and write \( \psi_g = U_g \psi_g \) which is a ground state for \( F_h(gv, \omega) \). We calculate

\[
|\langle e^{-g^2 \|\omega^{-1}v\|} e(-g\omega^{-1}v), \psi_g \rangle| = |\langle \Omega, \tilde{\psi}_g \rangle| = \|P \tilde{\psi}_g\| \geq \|\tilde{\psi}_g\| - \|P - P_g\| \|\tilde{\psi}_g\| > 0.
\]

Hence \( h(g) := e^{-g^2 \|\omega^{-1}v\|} e(-g\omega^{-1}v), \psi_g \) is nonzero and smooth. Multiplying with \( \frac{1}{h(g)} \) and normalising, we may pick the family \( \{\psi_g\}_{g \geq g_0} \) smooth such that

\[
\langle e^{-g^2 \|\omega^{-1}v\|} e(-g\omega^{-1}v), \psi_g \rangle = \langle \Omega, U_g \psi_g \rangle > 0.
\]

This implies

\[
1 \geq |\langle \Omega, \tilde{\psi}_g \rangle| = \|P \tilde{\psi}_g\| \geq \|\tilde{\psi}_g\| - \|P - P_g\| \|\tilde{\psi}_g\| = 1 - \|P - P_g\|.
\]

Therefore \( |\langle \Omega, \tilde{\psi}_g \rangle| = \langle \Omega, \tilde{\psi}_g \rangle \) converges to 1, and hence \( \tilde{\psi}_g \) converges to \( \Omega \). This implies

\[
0 = \lim_{g \to \infty} \|\tilde{\psi}_g - \Omega\| = \lim_{g \to \infty} \|U^*_g \tilde{\psi}_g - U^*_g \Omega\| = \lim_{g \to \infty} \|\psi_g - e^{-g^2 \|\omega^{-1}v\|^2} (g \omega^{-1}v)\|.
\]
Using Lemma 2.2 we find
\[
\langle \tilde{v}_g, d\Gamma(\omega) \tilde{v}_g \rangle = \mathcal{E}_\eta(g v, \omega) + g^2 \|\omega^{-1/2}v\|^2 - \eta \langle \tilde{v}_g, W(2g\omega^{-1}v, -1)\tilde{v}_g \rangle
\]
converges to 0. Hence \( \psi_g \) converges to \( \Omega \) in \( d\Gamma(\omega)^{1/2} \) norm, and hence also in \( N^{1/2} \) norm since \( m > 0 \). Note that \( \psi_g, \tilde{v}_g \in \mathcal{D}(d\Gamma(\omega)) \subset \mathcal{D}(N) \) since \( m > 0 \).

Using Theorem A.2 we see that
\[
\langle \tilde{v}_g, N\tilde{v}_g \rangle = \langle \tilde{v}_g, U_g N U_g^* \tilde{v}_g \rangle = \langle \tilde{v}_g, N \tilde{v}_g \rangle + g \langle \tilde{v}_g, \varphi(\omega^{-1}v) \tilde{v}_g \rangle + g^2 \|\omega^{-1}v\|.
\]
Since \( \tilde{v}_g \) goes to \( \Omega \) in \( N^{1/2} \) norm and \( \varphi(\omega^{-1}v) \) is \( N^{1/2} \) bounded by Lemma 2.2 we find that \( \varphi(\omega^{-1}v) \tilde{v}_g \) converges to \( \varphi(\omega^{-1}v)\Omega \) in norm. Hence \( \langle \tilde{v}_g, \varphi(\omega^{-1}v) \tilde{v}_g \rangle \) and \( \langle \tilde{v}_g, N \tilde{v}_g \rangle \) converges to 0 which implies
\[
(g^{-1} \langle \tilde{v}_g, N \tilde{v}_g \rangle - g \|\omega^{-1}v\|) = g^{-1} \langle \tilde{v}_g, N \tilde{v}_g \rangle + \langle \tilde{v}_g, \varphi(\omega^{-1}v) \tilde{v}_g \rangle
\]
converges to 0 as \( g \) tends to \( \infty \). Define \( f(g) = E(\eta(g v, \omega) + g^2 \|\omega^{-1/2}v\|^2 \) and assume \( \eta < 0 \). Since \( f(0) = \eta \) and \( f \) converges to 0, we just need to see \( f \) is increasing. There is a unitary map \( U : \mathcal{H} \rightarrow L^2(\mathcal{M}, \mathcal{F}, \mu) \) such that \( U\omega U^* \) is a multiplication operator. Using Lemma A.1 we see \( \Gamma(U) F_\eta(g v, \omega) \Gamma(U)^* = F_\eta(g U v, U\omega U^*) \) so
\[
f(g) = \mathcal{E}_\eta(g U v, U\omega U^*) + g^2 \|(U\omega U^*)^{-1/2}U v\|,
\]
Hence we may assume \( \mathcal{H} = L^2(\mathcal{M}, \mathcal{F}, \mu) \) and \( \omega \) is multiplication by a strictly positive and measurable map, which we shall also denote \( \omega \). We note \( \psi_g \) exists for all \( g \geq 0 \) by Theorem 3.2 and we have the pull through formula (see (3))
\[
a(k)\psi_g = -g v(k)(F_{-\eta}(g v, \omega) - \mathcal{E}_\eta(g v, \omega) + \omega(k))^{-1} \psi_g.
\]
Note that \( g \mapsto \mathcal{E}_\eta(g v, \omega) \) is real analytic since it is an isolated non degenerate eigenvalue by Theorem 3.2. We may then calculate
\[
\frac{d}{dg} \mathcal{E}_\eta(g v, \omega) = \langle \psi_g, \varphi'(v) \psi_g \rangle = 2\text{Re} \langle \psi_g, a(v) \psi_g \rangle
\]
\[
= -2g \int_X |v(k)|^2 \|(F_{-\eta}(g v, \omega) - \mathcal{E}_\eta(g v, \omega) + \omega(k))^{-1/2} \psi_g\|^2 \text{dk}
\]
\[
> -2g \|\omega^{-1/2}v\|^2 = -2d \|\omega^{-1/2}v\|^2
\]
because \( \|(F_{-\eta}(g v, \omega) - \mathcal{E}_\eta(g v, \omega) + \omega(k))^{-1/2} \psi_g\|^2 < \omega(k)^{-1} \) almost everywhere by Theorem 3.2. This proves the claim.

**Proof (of Corollary 4.3).** By Theorem 3.2 we may pick a a unitary map \( V \) such that \( V H_\eta(g v, \omega) V^* = F_{-\eta}(g v, \omega) \oplus F_\eta(g v, \omega) \). Noting that
\[
\lim_{g \rightarrow \infty} \mathcal{E}_\eta(g v, \omega) - \mathcal{E}_{-\eta}(g v, \omega) = 0
\]
and that \( \mathcal{E}_\pm g v, \omega \) is an eigenvalue for \( F_{\pm g}(g v, \omega) \) for sufficiently large \( g \) by Corollary 4.2 we see that for \( g \) large enough \( H_\eta(g v, \omega) \) will have at least two eigenvalues in the mass gap \([\mathcal{E}_\eta(g v, \omega), \mathcal{E}_\eta(g v, \omega) + m_{\text{ess}}]\), and the energy difference will converge to 0.
Proof (of Corollary 4.4). Define \( U_g = W(\omega^{-1}v_g, 1) \) which is independent of \( \eta \). If \( \omega^{-1}v_1{_{\omega \geq 1}} \notin \mathcal{H} \), we see part (1) follows from Theorems 4.4 and Lemma 2.2.

We now prove part (2). By Theorem 5.2 there is a unitary map \( V \) with the property that \( V\mathcal{H}_0(v_g, \omega)V^* = F_0(v_g, \omega) \oplus F_{-\eta}(v_g, \omega) \). Let \( V_g = V^*(U_g \oplus U_g)V \).

Convergence to \( \tilde{H} \) and the uniform lower bound now follows from part (1) and Lemma 2.2. Let \( C_g = \|\omega^{-1/2}1_{\{\omega > m\}v_g}\|^2 \). Then
\[
\| (\mathcal{H}_0(v_g, \omega) + C_g + i)^{-1} - (\mathcal{H}_0(v_g, \omega) + C_g + i)^{-1} \|
\]
\[
= \| (V_g\mathcal{H}_0(v_g, \omega)V^* + C_g + i)^{-1} - (V_g\mathcal{H}_0(v_g, \omega)V^* + C_g + i)^{-1} \|
\]
which converges to 0. This finishes the proof. \( \square \)

6. Uniqueness, support, pointwise bounds and number bounds

In this chapter we prove Theorems 15. We will in this section assume that \( \mathcal{H} = L^2(X, \mathcal{F}, \mu) \) where \( (X, \mathcal{F}, \mu) \) is \( \sigma \)-finite and countably generated. We will also assume \( \omega \) is a multiplication operator which satisfies \( \omega > 0 \) almost everywhere.

We also fix \( \Gamma \).

We have
\[
\Gamma(h) = \bigoplus_{n=0}^{\infty} h^{(n)} \quad \Gamma(h)^* = \bigoplus_{n=0}^{\infty} (h^{(n)})^*.
\]

Define
\[
C_+ = \{ \psi = (\psi^{(n)}) \in \mathcal{F}_b(\mathcal{H}) \mid \psi^{(0)} \geq 0, (h^{(n)})^*\psi^{(n)} \geq 0 \text{ a.e. for } n \geq 1 \}.
\]

We have

**Lemma 6.1.** \( C_+ \) is a selfdual cone inside \( \mathcal{F}_b(\mathcal{H}) \). The strictly positive elements are
\[
C_{>0} = \{ \psi = (\psi^{(n)}) \in \mathcal{F}_b(\mathcal{H}) \mid \psi^{(0)} > 0, (h^{(n)})^*\psi^{(n)} > 0 \text{ a.e. for } n \geq 1 \}.
\]

**Proof.** We note
\[
C_+ = \Gamma(h)\{ \psi = (\psi^{(n)})_{n=0}^{\infty} \in \mathcal{F}_b(\mathcal{H}) \mid \psi^{(0)} \geq 0, \psi^{(n)} \geq 0 \text{ a.e. for } n \geq 1 \}.
\]
The result now follows by the theory developed in [18].

**Lemma 6.2.** Let \( g > 0, \gamma \in \mathbb{R} \) and \( T \) be a selfadjoint operator on \( \mathcal{F}_b(\mathcal{H}) \) such that
\[
T = \bigoplus_{n=0}^{\infty} T^{(n)}.
\]
Assume \( T^{(n)} \) a multiplication operator and \( T^{(n)} \geq \gamma \) for all \( n \in \mathbb{N}_0 \). Assume \( g\varphi(v) \) infinitesimally \( T \)-bounded. Define \( H = T + g\varphi(v) \). Then \( H \) is bounded below, selfadjoint and \( (H - \lambda)^{-1}C_+ \subset C_+ \) for all \( \lambda < \inf(\sigma(H)) \). If \( v \neq 0 \) almost everywhere then \( (H - \lambda)^{-1}C_+ \setminus \{0\} \subset C_{>0} \) for all \( \lambda < \inf(\sigma(H)) \). So if \( \inf(\sigma(H)) \) is an eigenvalue then it is non degenerate and spanned by an element in \( C_{>0} \).
Proof. The Kato Rellich theorem implies $H$ is selfadjoint and bounded below. For $\lambda < -\gamma$ we note that $(T - \lambda)^{-1}$ acts on each particle sector as multiplication with a positive bounded map. Hence it will map $C_+ \ni u \mapsto \mathcal{D}(d\Gamma(\omega))$. Then we have almost everywhere that

\[
\begin{align*}
(h^{(n-1)}(\cdots - a(\psi)))(k_2, \ldots, k_n) &= \sqrt{n} \int_{\mathcal{M}} |v(k)| ((h^{(n)})^* \psi)(k, k_2, \ldots, k_n) dk \\
(h^{(n+1)}(\cdots - a^1(\psi))(\cdots)(k_1, \ldots, k_{n+1}) &= \frac{1}{\sqrt{n + 1}} \sum_{k=1}^{n+1} -h^*(k_1)v(k_1)((h^{(n)})^* \psi^n)(k_1, \ldots, \hat{k}_1, \ldots, k_{n+1})
\end{align*}
\]

which implies $- ga\varphi(v) \psi \in C_+$. In particular we obtain

\[
\begin{align*}
-g\varphi(v)(T - \lambda)^{-1} C_+ &\subset C_+ \\
(1)^n g^n \prod_{k=1}^n a^k(v)(T - \lambda)^{-1} C_+ &\subset C_+.
\end{align*}
\]

where $\mathbf{1}_k$ can be either a $\dagger$ or nothing. For $\lambda \in \mathbb{R}$ sufficiently negative we may expand

\[
(H - \lambda)^{-1} = \sum_{n=0}^{\infty} (T - \lambda)^{-1} (-g\varphi(v)(T - \lambda)^{-1})^n.
\]

Since each term preserves the closed set $C_+$ we find $(H - \lambda)^{-1} C_+ \subset C_+$ for $\lambda$ small enough. Assume now $\nu \neq 0$ almost everywhere. Let $I_n$ denote the integral over $\mathcal{M}^{n}$ with respect to $\mu^{\otimes n}$. For $u \in S_n(H^{\otimes n}) \setminus \{0\}$ with $u \in C_+$ we have

\[
\begin{align*}
(1)^n g^n (T - \mu)^{-1} u \\
= I_n \left( (1)^n g^n (k_1) \cdots v(k_n) u(k_1, \ldots, k_n) \prod_{k=1}^n (T^{(k)}(k_1, \ldots, k_1) - \lambda)^{-1} \right)
\end{align*}
\]

which is strictly positive. Let $u, w \in C_+ \setminus \{0\}$. Pick $n_1$ such that $u^{(n_1)} \neq 0$ and $n_2$ such that $w^{(n_2)} \neq 0$. Consider now the $n = n_1 + n_2$ term in equation (6.3). This term can again be written as a sum of terms of the form (6.2) multiplied to the left by $(T - \lambda)^{-1}$. Since all terms are positivity preserving we find

\[
\langle u, (H - \lambda)^{-1} w \rangle \geq \langle (T - \lambda)^{-1} u, (-ga^1(v)(T - \lambda)^{-1})^{n_1} (-ga(v)(T - \lambda)^{-1})^{n_2} w \rangle \\
= \langle (T - \lambda)^{-1} (-ga(v)(T - \lambda)^{-1})^{n_1} u, (-ga(v)(T - \lambda)^{-1})^{n_2} w \rangle
\]

Since $u - u^{(n_1)} \in C_+$ and $w - w^{(n_2)} \in C_+$ we find the following lower bound:

\[
(T^{(0)} - \lambda)^{-1} (-ga(v)(T - \lambda)^{-1})^{n_1} u^{(n_1)} (-ga(v)(T - \lambda)^{-1})^{n_2} w^{(n_2)}
\]

which is strictly positive by Equation (6.4). Hence we have proven the lemma for $\lambda$ sufficiently negative. Now fix $\lambda$ such that the lemma is true. For any $\mu \in (\lambda, \inf(\sigma(H))]$ we can use standard theory of resolvents to write

\[
(H - \lambda)^{-1} = \sum_{k=0}^{\infty} (\mu - \lambda)^n ((H - \lambda)^{-1})^{n+1}
\]

which is positivity preserving/improving since each term is. $\square$
The following lemma can be found in \[3\].

**Lemma 6.3.** Define $A = \{v \neq 0\}$, $\mu_A(B) = \mu(A \cap B)$ and $\mu_{A^c}(B) = \mu(A^c \cap B)$. Let $\mathcal{H}_1 = L^2(\mathcal{X}, \mathcal{F}, \mu_A)$ and $\omega_1$ be multiplication with $\omega$ but on the space $\mathcal{H}_1$. Assume that $\eta \leq 0$ and $g > 0$. Then 1. $\mathcal{E}_\eta(gv, \omega) = \mathcal{E}_\eta(gv, \omega_1)$ and $\mathcal{E}_\eta(gv, \omega)$ is an eigenvalue for $F_\eta(gv, \omega)$ if and only if $\mathcal{E}_\eta(gv, \omega)$ is an eigenvalue for $F_\eta(gv, \omega_1)$. In this case the dimension of the eigenspace is 1.

2. If $\psi = (\psi^{(n)})_{n=0}^\infty$ is a ground state for $F_\eta(gv, \omega_1)$, then $\psi = (1+\psi^{(n)})_{n=0}^\infty$ is a ground state for $F_\eta(gv, \omega)$.

We can now finally prove Theorem 4.5.

**Proof (Proof of Theorem 4.5).** Statement (1) follows from Lemmas 6.2 and 6.3 since $g\phi(v) = \phi(gv)$ and $\mathcal{H}$ defined in equation (6.1) does not depend on $g$ as long as $g > 0$. To prove statement (2) we let $\psi$ be a ground state for $F_\eta(gv, \omega)$. Define for $\lambda > 0$ and $\ell \in \mathbb{N}$ the operator

$$R_\ell(\lambda) = (F_{\ell-1})\psi(gv, \omega) + \lambda - \mathcal{E}_\eta(gv, \omega)^{-1}.$$ 

This makes sense since $\mathcal{E}_\eta(gv, \omega) \leq \mathcal{E}_{-\eta}(gv, \omega)$ by Proposition 6.1. Using the pull through formula found in [3] we find

$$a(k_1, \ldots, k_n)\psi_{g, \eta} = \sum_{i=1}^n gv(k_i) R_\ell(\omega(k_1) + \cdots + \omega(k_n)) a(k_1, \ldots, k_i, \ldots, k_n) \psi_{g, \eta},$$

where $\hat{k}_i$ means that the variable $k_i$ is omitted and $a(k_1, \ldots, k_n) = a(k_1) \cdots a(k_n)$ (a strict definition of such an expression can be found in [3]). We proceed by induction to show that $\|a(k_1, \ldots, k_n)\psi_{g, \eta}\| \leq g^n \|v(k_1)\| \cdots \|v(k_n)\| \omega(k_1) \cdots \omega(k_n)$. For $k = 1$ this follows since $\mathcal{E}_\eta(gv, \omega) \leq \mathcal{E}_{-\eta}(gv, \omega)$ and so

$$\|a(k)\psi_{g, \eta}\| = \left\| \frac{gv(k)}{F_{-\eta}(gv, \omega) + \omega(k) + \mathcal{E}_\eta(gv, \omega)} \psi_{g, \eta} \right\| \leq g \frac{|v(k)|}{\|\psi_{g, \eta}\|}.$$ 

Using the induction hypothesis we may now compute

$$\|a(k_1, \ldots, k_n)\psi_{g, \eta}\| \leq \sum_{i=1}^n \frac{\omega(k_i)}{\omega(k_1) + \cdots + \omega(k_n)} g^n \frac{|v(k_1)\| \cdots |v(k_n)|}{\omega(k_1) \cdots \omega(k_n)} = g^n \frac{|v(k_1)\| \cdots |v(k_n)|}{\omega(k_1) \cdots \omega(k_n)}.$$ 

Now $\sqrt{n} \|\psi_{g, \eta}^{(n)}(k_1, \ldots, k_n)\| \leq \|a(k_1, \ldots, k_n)\psi_{g, \eta}\|$ and so the desired inequality follows.

Statement (3): By Theorem 3.2 and $N = d\Gamma(1)$ we see that the conclusions about $\phi_{g, \eta}$ follows from those of $F_\eta(gv, \omega)$. It is easily seen that $\phi_{g, \eta} = e^{-\frac{1}{2}g^{2\|v_0\|}}(gv_{-\eta}v)$ and $e(\eta g_{-\eta}v) \in D(f(N)) \iff \alpha_{g, f, v, \omega} < \infty$. This proves the "$\Rightarrow$" part. If $\alpha_{g, f, v, \omega} < \infty$ then we may use the point wise bounds to obtain

$$\sum_{n=0}^{\infty} f(n)^2 \|\psi_{g, \eta}^{(n)}\|^2 \leq \sum_{n=0}^{\infty} \frac{f(n)^2 g^{2n} \|\omega^{-1} v\|^{2n}}{n!} < \infty,$$

which proves the "$\Leftarrow$".
7. Convergence in the massless case

In this section we will assume $\mathcal{H} = L^2(\mathbb{R}^\nu, \mathcal{B}(\mathbb{R}^\nu), \lambda^\nu)$ and that $\omega$ is a selfadjoint, non-negative and injective multiplication operator on this space with $m(0) = 0$. Fix an element $v \in \mathcal{D}((\omega^{-1}) - 1 \{0\})$. In [3] it is proven that if $\eta \leq 0$ then $F_\eta(gv, \omega)$ has a normalised ground state $\psi_g$ for any $g \in \mathbb{R}$ and $\mathcal{E}_\eta(gv, \omega) = \mathcal{E}_{-\eta}(gv, \omega)$. Furthermore we will for $\eta, g \in \mathbb{R}$ write $F_{\eta, g} := F_\eta(gv, \omega)$ and $\mathcal{E}_{\eta, g} := \mathcal{E}_\eta(gv, \omega)$.

**Lemma 7.1.** Assume $\eta \leq 0$. Define $U_g = W(g\omega^{-1}v, 1)$ and $\tilde{\psi}_g = U_g\psi_g$. Then

$$0 \leq \langle \tilde{\psi}_g, d\Gamma(\omega)\tilde{\psi}_g \rangle \leq |\eta|\langle \psi_g, \Gamma(-1)\psi_g \rangle = -\eta\langle \psi_g, \Gamma(-1)\psi_g \rangle,$$

and $(\psi_g, \Gamma(-1)\psi_g)$ converges to 0 for $g$ tending to $\infty$. Furthermore, given any sequence of elements $\{g_n\}_{n=1}^\infty \subseteq \mathbb{R}$ tending to $\infty$ there is a subsequence $\{g_{n_i}\}_{i=1}^\infty$ such that

$$\lim_{i \to \infty} |v(k)|^2|\langle (F_{\eta, g_{n_i}}, \omega(k) - \mathcal{E}_{\eta, g_{n_i}} + \omega(k))^{-1}\psi_{g_{n_i}} - \omega(k)^{-1}\psi_{g_{n_i}} \rangle|^2 = 0$$

almost everywhere.

**Proof.** We have

$$U_g F_{\eta, g} U_g^* + g^2\|\omega^{-1/2}v\|^2 = d\Gamma(\omega) + \eta W(2g\omega^{-1}v, -1) = \tilde{F}_\eta(2g\omega^{-1}v, \omega).$$

Note that

$$\langle \Omega, \tilde{F}_\eta(2g\omega^{-1}v, \omega)\Omega \rangle = \eta \exp(-2g^2\|\omega^{-1/2}v\|^2) \leq 0$$

so $\mathcal{E}_{\eta, g} + g^2\|\omega^{-1/2}v\|^2 \geq \inf(\sigma(\tilde{F}_\eta(2g\omega^{-1}v, \omega))) \leq 0$. This implies

$$0 \leq \langle \tilde{\psi}_g, d\Gamma(\omega)\tilde{\psi}_g \rangle \leq -\eta\langle \psi_g, W(2g\omega^{-1}v, -1)\tilde{\psi}_g \rangle = |\eta|\langle \psi_g, \Gamma(-1)\psi_g \rangle \leq |\eta|.$$

Since $\psi_g \in \mathcal{D}(N^{1/2})$ by Theorem 4.5 we find (see [3])

$$a(k)U_g\psi_g = U_g a(k)\psi_g + gv(k)\omega(k)^{-1}U_g\psi_g,$$

and so the pull through formula from equation (5.4) gives

$$a(k)\tilde{\psi}_g = -gv(k)U_g(F_{\eta, g} - \mathcal{E}_{\eta, g} + \omega(k))^{-1}\psi_g + gv(k)\omega(k)^{-1}U_g\psi_g.$$

Hence we find

$$\langle \tilde{\psi}_g, d\Gamma(\omega)\tilde{\psi}_g \rangle = g^2\int_\mathcal{M} \omega(k)|v(k)|^2|\langle (F_{\eta, g} - \mathcal{E}_{\eta, g} + \omega(k))^{-1}\psi_g - \omega(k)^{-1}\psi_g \rangle|^2dk.$$

Since this remains bounded by $|\eta|$ as $g$ tends to infinity, we conclude that the integral converges to 0 as $g$ tends to infinity. Thus existence of the desired subsequence follows from standard measure theory. Assume now that the conclusion about convergence of $(\psi_g, \Gamma(-1)\psi_g)$ is false. We may then pick $\varepsilon > 0$ and sequence $\{g_n\}_{n=1}^\infty$ such that $-\eta\langle \psi_{g_n}, \Gamma(-1)\psi_{g_n} \rangle \geq \varepsilon$ for all $n$ and

$$\lim_{g \to \infty} |v(k)|^2|\langle (F_{\eta, g} - \mathcal{E}_{g_{n_i}} + \omega(k))^{-1}\psi_{g_{n_i}} - \omega(k)^{-1}\psi_{g_{n_i}} \rangle|^2 = 0$$
for almost every $k \in \mathbb{R}^d$. Let $P_g$ be the spectral measure of $F_{-g} - \mathcal{E}_{-g} = F_{-g} - \mathcal{E}_{-g}$ and define the measure $\mu_g(A) = \langle \psi_g, P_g(A)\psi_g \rangle$. Since $v \neq 0$ we see
\[
\|(F_{-g} - \mathcal{E}_{g,n} + \omega(k))^{-1}\psi_{g,n} - \omega(k)^{-1}\psi_{g,n}\|^2
\]
\[
= \int_{[0,\infty)} \left| \frac{1}{\lambda + \omega(k)} - \frac{1}{\omega(k)} \right|^2 d\mu_g(\lambda)
\]
converges to 0 for some $k \in \mathbb{R}^d$ where $\omega(k) > 0$. Since the integrals above converge to 0, the numbers $\mu_g(\{0, \infty\})$ must converge to 0, as the integrand has a positive lower bound on $[\varepsilon/2, \infty)$. In particular $P_{g,n}(\{0, \infty\})\psi_{g,n} - \psi_{g,n}$ will converge to 0. Hence we find for $n$ larger than some $K$ that
\[
-\eta(P_{g,n}(\{0, \infty\})\psi_{g,n}, \Gamma(-1)P_{g,n}(\{0, \infty\})\psi_{g,n}) \geq \frac{3\varepsilon}{4} \|P_{g,n}(\{0, \infty\})\psi_{g,n}\|^2.
\]
Let $x_n = P_{g,n}(\{0, \infty\})\psi_{g,n}$. By Lemma 2.22 we find $d\Gamma(\omega) + g\varphi(v) + g^2\|\omega^{-1/2}v\|^2 \geq 0$. Using this and $\mathcal{E}_{-g,n} \leq -g^2\|\omega^{-1/2}v\|^2$ we may calculate for $n \geq K$
\[
(\mathcal{E}_{g,n}(v, \omega) + \varepsilon/2)\|x_n\|^2 \geq \langle x_n, F_{-g}x_n \rangle
\]
\[
= -\eta(x_n, \Gamma(-1)x_n) + \mathcal{E}_{-g,n}\|x_n\|^2 + (\eta\langle x_n, d\Gamma(\omega) + g\varphi(v) + g^2\|\omega^{-1/2}v\|^2 \rangle x_n)
\]
\[
- (\mathcal{E}_{-g,n} + g^2\|\omega^{-1/2}v\|^2)\|x_n\|^2
\]
\[
\geq -\eta(x_n, \Gamma(-1)x_n) + \mathcal{E}_{-g,n}\|x_n\|^2
\]
\[
\geq (3\varepsilon/4 + \mathcal{E}_{g,n}(v, \omega))\|x_n\|^2,
\]
which is the desired contradiction. $\square$

**Proof (Proof of Theorem 4.6).** For each $g \geq 0$ we let $\psi_g$ be a ground state eigenvector for $F_{-g}$. Define $U_g = W(g\omega^{-1}w, 1)$ and $\tilde{\psi}_g = U_g\psi_g$. We see that
\[
\|\mathcal{E}_{g} + g^2\|\omega^{-1/2}v\|^2\|\| = \|\langle \tilde{\psi}_g, \tilde{F}_g(2g\omega^{-1}v, \omega)\tilde{\psi}_g \rangle\|
\]
\[
= \eta(\psi_g, \Gamma(-1)\psi_g) + \eta(\psi_g, d\Gamma(\omega)\tilde{\psi}_g)
\]
\[
\leq 2\|\eta(\psi_g, \Gamma(-1)\psi_g),
\]
which converges to 0 for $g$ tending to $\infty$ by Lemma 7.1. It only remains to prove the statement regarding the number operator. Let $\{g_n\}_{n=1}^\infty$ be any sequence converging to $\infty$. Pick a subsequence $\{g_{n_i}\}_{i=1}^\infty$ such that
\[
\lim_{i \to \infty} \|v(k)\|^2 \|(F_{-g} - \mathcal{E}_{-g,n_i} + \omega(k))^{-1}\psi_{g_{n_i}} - \omega(k)^{-1}\psi_{g_{n_i}}\|^2 = 0
\]
almost everywhere. Using equation 5.3, we see that
\[
a(k)\psi_g = -g\varphi(k)(F_{-g} - \mathcal{E}_{-g} + \omega(k))^{-1}\psi_g
\]
and so
\[
\lim_{i \to \infty} \|v(k)\|^2 \|\langle \psi_{g_{n_i}}, N\psi_{g_{n_i}} \rangle - g_{n_i}^2\|\omega^{-1/2}v\|^2\|\| = 0
\]
\[
\leq \int_{M} |v(k)|^2 \|(F_{-g} - \mathcal{E}_{-g,n_i} + \omega(k))^{-1}\psi_{g_{n_i}}\|^2 - \|\omega(k)^{-1}\psi_{g_{n_i}}\|^2|dk,
\]
which goes to 0 as $i$ tends to infinity by dominated convergence. $\square$
8. Proof of Theorem 4.7

In this section we will assume $\mathcal{H} = L^2(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n), \lambda')$ and that $\omega$ is a selfadjoint, non-negative and injective multiplication operator on this space. Then $m_{\text{ess}}(\omega) = m(\omega) := m$ since $\sigma(\omega) = \sigma_{\text{ess}}(\omega)$ (See [3]). Furthermore, we define $P = |\Omega\rangle\langle\Omega|$ and $\overline{P} = 1 - P$. Then $\overline{P}$ clearly reduces $d\Gamma(\omega)$ and $\Gamma(-1)$. Let $d\overline{\Gamma}(\omega)$ and $\overline{\Gamma}(-1)$ denote the restrictions to $\overline{F}_\delta(\mathcal{H}) = \overline{P}F_\delta(\mathcal{H})$. For $v \in \mathcal{H}$ we define $\overline{\varphi}(v)$ as the restriction of $\overline{F}\varphi(v)\overline{P}$ to $\overline{F}_\delta(\mathcal{H})$. Note that it is symmetric and infinitesimally $d\overline{\Gamma}(\omega)$ bounded when $v \in D(\omega^{-1/2})$. Hence we may define

$$\overline{F}_\eta(v, \omega) = d\overline{\Gamma}(\omega) + \eta\overline{\Gamma}(-1) + v,$$

which is selfadjoint on $D(\overline{d\Gamma}(\omega))$ and bounded below when $v \in D(\omega^{-1/2})$. Note $\inf(\sigma(\overline{F}_\eta(v, \omega))) \geq E_\eta(v, \omega)$ by the min-max principle. Furthermore, one may repeat the argument for Lemma 6.2 to show that for every $\lambda < E_\eta(v, \omega)$ we have

$$(\overline{F}_\eta(v, \omega) - \lambda)^{-1}\overline{P}C_+ \subset \overline{P}C_+.$$

To summarise

**Lemma 8.1.** If $v \in D(\omega^{-1/2})$ then $\overline{F}_\eta(v, \omega)$ is selfadjoint selfadjoint and bounded below by $E_\eta(v, \omega)$. Furthermore $(\overline{F}_\eta(v, \omega) - \lambda)^{-1}\overline{P}C_+ \subset \overline{P}C_+$ for every $\lambda < E_\eta(v, \omega)$.

We shall also need the following lemma.

**Lemma 8.2.** For all $\lambda < E_\eta(v, \omega)$ we have

$$0 < \langle \Omega, (\overline{F}_\eta(v, \omega) - \lambda)^{-1}\Omega \rangle = (\eta - \lambda + \langle v, (\overline{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle)^{-1}.$$

**Proof.** Let $\lambda < E_\eta(v, \omega)$. One easily checks that $(\overline{F}_\eta(v, \omega) - \lambda, d\Gamma(\omega) + \eta\Gamma(-1) - \lambda)$ is a Feshbach pair for $\mathcal{P}$. Write $T = d\Gamma(\omega) + \eta\Gamma(-1) - \lambda, H = \overline{F}_\eta(v, \omega) - \lambda$ and $W = H - T = \varphi(v)$. The Feshbach map $F$ is now given by

$$F = PHP - PW\overline{F}_\eta(v, \omega) - \lambda)^{-1}\overline{P}WP$$

$$= (\eta - \lambda)P + \langle v, (\overline{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle P.$$

This is invertible from $\text{Span}(\Omega)$ to $\text{Span}(\Omega)$ since $H$ is invertible. To calculate the inverse using we use the formula in [10] and find

$$F^{-1} = PH^{-1}P = \langle \Omega, (\overline{F}_\eta(v, \omega) - \lambda)^{-1}\Omega \rangle P.$$

If one identifies the the linear maps from $\text{Span}(\Omega)$ to $\text{Span}(\Omega)$ with $\mathcal{C}$ we find the desired equality. Positivity follows since $H^{-1}$ maps $C_+$ into $C_+$, and we know that the matrix element is not zero since the Feshbach map is invertible. □

We may now prove Theorem 4.7. The basic technique for proving this result comes from the paper [24] where it is used for the translation invariant Nelson model.
Proof (Proof of Theorem 4.7). Let \( \eta > 0 \) and assume the conclusion does not hold. Since \( F_\eta(v, \omega) \) has a ground state by Theorem 3.2 the only option is that \( F_\eta(v, \omega) \) does not have a ground state. By Theorems 3.2 and 4.7 we note that \( \mathcal{E}_\eta(v, \omega) = \inf \mathcal{E}_{\text{ess}}(F_\eta(v, \omega)) = \mathcal{E}_{-\eta}(v, \omega) + m \) and that \( F_\eta(v, \omega) \) has a ground state \( \psi \) which has non-zero inner product with \( \Omega \). By Lemma 8.2 we find

\[
\lambda - \eta > \langle v, (\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle
\]

for all \( \lambda < \mathcal{E}_\eta(v, \omega) = \mathcal{E}_{-\eta}(v, \omega) + m \), and so \( \langle v, (\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle \) is uniformly bounded from above for all \( \lambda < \mathcal{E}_{-\eta}(v, \omega) + m \). We shall now prove that this leads to a contradiction with the assumption in equation (4.2). The following pull through formula, holds for \( x \in D(d\Gamma(\omega)) \) such that \( (F_\eta(v, \omega) - \lambda)x \in D(N^{1/2}) \) (see [3])

\[
a(k)x = (F_\eta(v, \omega) + \omega(k) - \lambda)^{-1}a(k)(F_\eta(v, \omega) - \lambda)x - v(k)(F_\eta(v, \omega) + \omega(k) - \lambda)^{-1}.
\]

We note that

\[
(F_\eta(v, \omega) - \lambda)(\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v = \mathcal{P}F_\eta(v, \omega)(\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v + v \in D(N^{1/2}).
\]

Hence we may apply equation (8.1) with \( x = (\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \). Now \( a(k)P = 0 \) so \( a(k)(F_\eta(v, \omega) - \lambda)x = v(k)\Omega \). This implies

\[
\mathcal{P}(k)a(k)(\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v = |v(k)|^2(\mathcal{F}_\eta(v, \omega) + \omega(k) + \lambda)^{-1}\Omega - |v(k)|^2(\mathcal{F}_\eta(v, \omega) + \omega(k) - \lambda)^{-1}(\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v.
\]

Taking the inner product with \( \Omega \), we obtain two terms. Both are non-negative by Lemmas 6.2 and 8.1 so

\[
\langle \Omega, v(k)a(k)(\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle \geq |v(k)|^2\langle \Omega, (\mathcal{F}_\eta(v, \omega) + \omega(k) - \lambda)^{-1}\Omega \rangle \geq |\langle \Omega, \psi \rangle|^2|v(k)|^2(\omega(k) + \mathcal{E}_{-\eta}(v, \omega) - \lambda).
\]

Hence we find

\[
\langle v, (\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle = \int_M \langle \Omega, v(k)a(k)(\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle dk \geq |\langle \Omega, \psi \rangle|^2\int_M |v(k)|^2(\omega(k) + \mathcal{E}_{-\eta}(v, \omega) - \lambda)dk,
\]

which goes to infinity for \( \lambda \) tending to \( \mathcal{E}_{-\eta}(v, \omega) + m \) by the monotone convergence theorem, equation 4.2 and the fact \( |\langle \Omega, \psi \rangle|^2 \neq 0 \). This contradicts the boundedness of \( \langle v, (\mathcal{F}_\eta(v, \omega) - \lambda)^{-1}v \rangle \).

In the special case mentioned, let \( \omega(x_0) = m \) be the global minimum of \( \omega \). Using Taylor approximations there is \( r > 0 \) such that for \( x \in B_r(x_0) \) we have \( 0 \leq |\omega(k) - m| \leq C|k - x_0|^2 \). Switching to polar coordinates yields the result. \( \square \)
A. Various transformation statements.

In this appendix various useful transformation theorems is stated. Sources are [3, 4] and [19].

Lemma A.1. Let $U$ be a unitary operator from $\mathcal{H}$ into some Hilbert space $\mathcal{K}$. Then there is a unique unitary map $\Gamma(U) : F_b(\mathcal{H}) \to F_b(\mathcal{K})$ such that $\Gamma(U)e(g) = \epsilon(Ug)$. If $\omega$ is selfadjoint on $\mathcal{H}$, $V$ is unitary and $f \in \mathcal{H}$ then

$$\Gamma(U)d\Gamma(\omega)\Gamma(U)^* = d\Gamma(U\omega U^*).$$
$$\Gamma(U)W(f,V)\Gamma(U)^* = W(Uf,UVU^*).$$
$$\Gamma(U)\varphi(f)\Gamma(U)^* = \varphi(Uf).$$

Furthermore $\Gamma(U)(f_1 \otimes_s \cdots \otimes_s f_n) = U f_1 \otimes_s \cdots \otimes_s U f_n$ and $U\Omega = \Omega$.

One may transform the field operators and second quantised observables by the Weyl transformations. One then obtains the following important statements that we shall need. The proof is an easy calculation using exponential vectors

Lemma A.2. Let $f, h \in \mathcal{H}$ and $U \in U(\mathcal{H})$. Then

$$W(h,U)\varphi(g)W(h,U)^* = \varphi(Ug) - 2\text{Re}(\langle Ug, h \rangle)$$
$$W(h,U)a(g)W(h,U)^* = a(Ug) - \langle Ug, h \rangle$$
$$W(h,U)a^\dagger(g)W(h,U)^* = a^\dagger(Ug) - \langle h, Ug \rangle.$$}

Furthermore, if $\omega$ is a selfadjoint, non negative and injective operator on $\mathcal{H}$ and $h \in D(\omega U^*)$ then

$$W(h,U)d\Gamma(\omega)W(h,U)^* = d\Gamma(U\omega U^*) - \varphi(U\omega U^*h) + \langle h, U\omega U^*h \rangle$$

on the domain $D(d\Gamma(U\omega U^*))$.

In what follows we consider two fixed Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$. We will need the following two lemmas.

Lemma A.3. There is a unique isomorphism $U : F_b(\mathcal{H}_1 \oplus \mathcal{H}_2) \to F_b(\mathcal{H}_1) \otimes F_b(\mathcal{H}_2)$ such that $U(e(f \oplus g)) = e(f) \otimes e(g)$. The map has the following transformation properties. If $\omega_i$ is selfadjoint on $\mathcal{H}_i$, $V_i$ is unitary on $\mathcal{H}_i$ and $f_i \in \mathcal{H}_i$ then

$$UW(f_1 \oplus f_2, V_1 \oplus V_2)U^* = W(f_1, V_1) \otimes W(f_2, V_2)$$
$$Ud\Gamma(\omega_1 \oplus \omega_2)U^* = d\Gamma(\omega_1) \otimes 1 + 1 \otimes d\Gamma(\omega_2)$$
$$U\varphi(f_1, f_2)U^* = \varphi(f_1) \otimes 1 + 1 \otimes \varphi(f_2)$$
$$Ua(f_1, f_2)U^* = a(f_1) \otimes 1 + 1 \otimes a(f_2)$$
$$Ua^\dagger(f_1, f_2)U^* = a^\dagger(f_1) \otimes 1 + 1 \otimes a^\dagger(f_2).$$

Lemma A.4. There is a unique isomorphism

$$U : \mathcal{F}(\mathcal{H}_1) \otimes \mathcal{F}(\mathcal{H}_2) \to \mathcal{F}(\mathcal{H}_1) \oplus \bigoplus_{n=1}^\infty \mathcal{F}(\mathcal{H}_1) \otimes S_n(\mathcal{H}_2^n).$$
such that
\[ U(w \otimes \{ \psi_2^{(n)} \}_{n=0}^\infty) = \psi_2^{(0)} w \oplus \bigoplus_{n=1}^\infty w \otimes \psi_2^{(n)}. \]
Let \( A \) be a selfadjoint operator on \( \mathcal{F}(\mathcal{H}_1) \) and \( B \) be selfadjoint on \( \mathcal{F}(\mathcal{H}_2) \) such that \( B \) is reduced by all of the subspaces \( S_n(\mathcal{H}_2^\otimes n) \). Write \( B^{(n)} = B \mid_{S_n(\mathcal{H}_2^\otimes n)} \).

Then
\[ U(A \otimes 1 + 1 \otimes B) U^* = A + B^{(0)} \oplus \bigoplus_{n=1}^\infty (A \otimes 1 + 1 \otimes B^{(n)}) \]
\[ U A \otimes B U^* = A \otimes B = B^{(0)} A \oplus \bigoplus_{n=1}^\infty A \otimes B^{(n)}. \]
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