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Abstract

Prior work has shown that Visual Recognition datasets frequently underrepresent bias groups \( B \) (e.g. Female) within class labels \( Y \) (e.g. Programmers). This dataset bias can lead to models that learn spurious correlations between class labels and bias groups such as age, gender, or race. Most recent methods that address this problem require significant architectural changes or additional loss functions requiring more hyper-parameter tuning. Alternatively, data sampling baselines from the class imbalance literature (e.g. Undersampling, Upweighting), which can often be implemented in a single line of code and often have no hyper-parameters, offer a cheaper and more efficient solution. However, these methods suffer from significant shortcomings. For example, Undersampling drops a significant part of the input distribution per epoch while Oversampling repeats samples, causing overfitting. To address these shortcomings, we introduce a new class-conditioned sampling method: Bias Mimicking. The method is based on the observation that if a class \( c \) bias distribution, i.e. \( P_D(B|Y = c) \) is mimicked across every \( c' \neq c \), then \( Y \) and \( B \) are statistically independent. Using this notion, BM, through a novel training procedure, ensures that the model is exposed to the entire distribution per epoch without repeating samples. Consequently, Bias Mimicking improves underrepresented groups’ accuracy of sampling methods by 3% over four benchmarks while maintaining and sometimes improving performance over nonsampling methods. Code: https://github.com/mqraitem/Bias-Mimicking

1. Introduction

Spurious predictive correlations have been frequently documented within the Deep Learning literature [33, 37]. These correlations can arise when most samples in class \( c \) (e.g. blonde hair) belong to a bias group \( s \) (e.g. female). Thus, the model might learn to predict classes by using their membership to their bias groups (e.g. more likely to predict blonde hair if a sample is female). Mitigating such spurious correlations (Bias) involves decorrelating the model’s predictions of input samples from their membership to bias groups. Previous research efforts have primarily focused on model-based solutions. These efforts can be mainly categorized into two directions 1) ensemble-based methods [34], which introduce separate prediction heads for samples from different bias groups 2) methods that introduce additional bias regularizing loss functions and require additional hyper-parameter tuning [12, 15, 25, 26, 32].
Dataset resampling methods, popular within the class imbalance literature [3, 8, 13, 28], present a simpler and cheaper alternative. They do not require hyperparameter tuning or extra model parameters. Therefore, they are faster to train. Moreover, as illustrated in Figure 1(a), they can be extended to Bias Mitigation by considering the imbalance within the dataset subgroups rather than classes. Most common of these methods are Undersampling [3, 13, 28] and Oversampling [34]. They mitigate class imbalance by altering the dataset distribution through dropping/repeating samples, respectively. Another similar solution is Upweighting [4,29], which levels each sample contribution to the loss function by appropriately weighting its loss value. However, these methods suffer from significant shortcomings. For example, Undersampling drops a significant portion of the dataset per epoch, which could harm the models’ predictive capacity. Moreover, Upweighting can be unstable when used with stochastic gradient descent [2]. Finally, models trained with Oversampling, as shown by [34], are likely to overfit due to being exposed to repetitive sample copies.

To address these problems, we propose Bias Mimicking (BM): a class-conditioned sampling method that mitigates the shortcomings of prior work. As shown in Figure 1(b), given a dataset \( D \) with a set of three classes \( C \), BM subsamples \( D \) and produces three different variants. Each variant, \( d_c \subset D \) retains every sample from class \( c \) while subsampling each \( c' \neq c \) such that \( c' \) bias distribution, i.e. \( P_{d_c}(Y|c') \), mimics that of \( c \). For example, observe \( d_{\text{Blonde Hair}} \) in Figure 1(b) bottom left. Note how the bias distribution of class “Blonde Hair” remains the same while the bias distributions of “Black Hair” and “Red Hair” are subsampled such that they mimic the bias distribution of “Blonde Hair”. This mimicking process decorrelates \( Y \) from \( B \) since \( Y \) and \( B \) are now statistically independent as we prove in Section 3.1.

The strength of our method lies in the fact that \( d_c \) retains class \( c \) samples while at the same time ensuring \( P_{d_c}(Y|B) = P_{d_c}(Y) \) in each \( d_c \). Using this result, we introduce a novel training procedure that uses each distribution separately to train the model. Consequently, the model is exposed to the entirety of \( D \) since each \( d_c \) retains class \( c \) samples. Refer to Section 3.1 for further details. Note how our method is fundamentally different from Undersampling. While Undersampling also ensures statistical independence on the dataset level, it subsamples every subgroup. Therefore, the training distribution per epoch is a smaller portion of the total dataset \( D \). Moreover, our method is also different from Oversampling since each \( d_c \) does not repeat samples. Thus we reduce the risk of overfitting.

In addition to proposing Bias Mimicking, another contribution of our work is providing an extensive analysis of sampling methods for bias mitigation. We found many sampling-based methods were notably missing in the comparisons used in prior work [12,32,34]. Despite their shortcomings, we show that Undersampling and Upweighting are surprisingly competitive on many bias mitigation benchmarks. Therefore, this emphasizes these methods’ importance as an inexpensive first choice for mitigating bias. However, in cases where these methods are ineffective, Bias Mimicking bridges the performance gap and achieves comparable performance to nonsampling methods. Finally, we thoroughly analyze our approach’s behavior through two experiments. First, we verify the importance of each \( d_c \) to the model’s predictive performance in Section 4.2. Second, we investigate our method’s sensitivity to the mimicking condition in Section 4.3. Both experiments showcase the importance of our design in mitigating bias.

Our contributions can be summarized as:

• We show that simple sampling methods can be competitive on some benchmarks when compared to non sampling state-of-the-art approaches.
• We introduce a novel resampling method: Bias Mimicking that bridges the performance gap between sampling and nonsampling methods; it improves the average underrepresented subgroups accuracy by > 3% compared to other sampling methods.
• We conduct an extensive empirical analysis of Bias Mimicking that details the method’s sensitivity to the Mimicking condition and uncovers insights about its behavior.

2. Related Work

Documenting Spurious Correlations. Bias in Machine Learning can manifest in many ways. Examples include class imbalance [13], historical human biases [31], evaluation bias [8], and more. For a full review, we refer the reader to [22]. In our work, we are interested in model bias that arises from spurious correlations. A spurious correlation results from underrepresenting a certain group of samples (e.g. samples with the color red) within a certain class (e.g. planes). This leads the model to learn the false relationship between the class and the over-represented group. Prior work has documented several occurrences of this bias. For example, [10,20,30,35] showed that state-of-the-art object recognition models are biased toward backgrounds or textures associated with the object class. [1,7] showed similar spurious correlations in VQA. [37] noted concerning correlations between captions and attributes like skin color in Image-Captioning datasets. Beyond uncovering these correlations within datasets, prior work like [12,34] introduced synthetic bias datasets where they systematically assessed bias effect on model performance. Most recently, [23] demonstrates how biases toward gender are ubiquitous in the COCO and OpenImages datasets. As the authors demonstrate, these artifacts vary from low-level information (e.g., the mean value of the color channels) to the higher level (e.g., pose and location of people).
Figure 2. Given a dataset $D$ with three classes, Bias Mimicking subsamples $D$ and produces three different distributions. Each distribution $d_c \subset D$ retains class $c$ samples while subsampling each $c' \neq c$ to ensure the bias distribution of $c$, i.e. $P_{d_c}(B|Y = c)$ is mimicked in each $c'$. To train an image classification model on the resulting distributions, we binarize each and feed it through a dedicated binary prediction head. Alternatively, we could dedicate a multi-class prediction head for each distribution. However, this alternative will introduce significantly more parameters. Put together, the binary prediction heads are equivalent #parameters wise to a model that uses one multi-class prediction head. To perform inference, we can not use the scores from the binary predictors because they may not be calibrated with respect to each other. Therefore, we train a multi-class prediction head using the debiased feature encoder from Bias Mimicking and freeze the gradient from flowing back to ensure the bias is not relearned.

**Nonsampling solutions.** In response to the documentation of dataset spurious correlations, several model-focused methods have been proposed [12, 15, 25, 27, 32, 34]. For example, [32] presents a metric learning-based method where model feature space is regularized against learning harmful correlations. [34] surveys several existing methods, such as adversarial training, that randomize the relationship between target classes and bias groups in the feature space. They also present a new approach, domain independence, where different prediction heads are allocated for each subgroup. [27] presents GroupDRO (Distributionally Robust Neural Networks for Group Shifts), a regularization procedure that adapts the model optimization according to the worst-performing group. Most recently, [12] extended contrastive learning frameworks on self-supervised learning [6, 9, 14] to mitigate bias. Our work complements these efforts by introducing a hyperparameter-free sampling algorithm that bridges the performance gap between nonsampling and sampling methods.

**Dataset based solutions.** In addition to model-based approaches, we can mitigate spurious correlations by fixing the training dataset distribution. Examples include Oversampling minority classes, Undersampling majority ones, and weighting the loss value of different samples to equalize the contribution of dataset subgroups. These approaches are popular within the class imbalance literature [3, 8, 13, 28]. However, as noted in the introduction, some of these methods have been missing in recent visual Bias Mitigation Benchmarks [12, 32, 34]. Thus, we review these methods and describe their shortcomings in Section 3.2. Alternatively, other efforts attempt to fix the dataset distribution by introducing new samples. Examples include [18], where they introduce a new dataset for face recognition balanced among several race groups, and [24], where they used GANs to generate training data that balance the sizes of dataset subgroups. While our work is a dataset-based approach, it differs from these efforts as it does not generate or introduce new samples. Finally, also related to our work are sampling methods like REPAIR [19], where a function is learned to prioritize specific samples and, thus, learn more robust representations.

### 3. Sampling For Bias Mitigation

In bias mitigation, the goal is to prevent a model from correlating its predictions of samples with their memberships in bias groups (e.g. predicting hair color independently from gender). Formally, assume we have a dataset of image/target/bias-group triplets $(X, Y, B)$. Furthermore, assume that $C$ represents the set of dataset classes, and $S$ represents the set of bias groups. Spurious correlations occur when the samples of a target class $c$ (e.g. blonde hair) are over-represented by one bias group $s$ (e.g. female) rather...
than distributed equally among the dataset bias groups. In other words, assuming \( P_D(X, Y, B) \) is the distribution of the training data, then there exists \( s \in B \) such that \( P_D(B = s|Y = c) \gg \frac{1}{|S|} \) where \(|S|\) denotes the number of bias groups. Consequently, the model may use the signal from \( B \) to predict \( Y \). For example, if most blonde hair samples were female, the model might learn to predict blonde hair every time it sees a female sample. Thus, the goal of this task is to train a model \( M \) such that \( P_M(Y|X, B) = P_M(Y|X) \) where \( Y \) denotes model predictions.

Our work addresses methods that fix spurious correlations by ensuring statistical independence between \( Y \) and \( B \) on the dataset level, i.e., \( P_D(Y|B) = P_D(Y) \). In that spirit, we introduce a new sampling method: Bias Mimicking in Section 3.1. However, as we note in our introduction, some of the popular sampling solutions in class imbalance literature that could also be applied to Bias Mitigation (e.g. Undersampling, Upweighting) are missing from benchmarks used in prior work. Therefore, we briefly review the missing methods in Section 3.2 and describe how Bias Mimicking addresses their shortcomings.

### 3.1. Bias Mimicking

The goal in our method is to decorrelate a model’s predictions of samples \( Y \) from their bias group membership \( B \). Our approach is inspired by Sampling methods, which enforce this independence on the dataset level, i.e., \( P_D(Y|B) = P_D(Y) \). However, simple sampling methods like Oversampling, Undersampling, and Upweighting need to be improved as we discuss in the introduction. We address these shortcomings in our proposed sampling algorithm: Bias Mimicking.

#### Mimicking Distributions

The key to our algorithm is the observation that if the distribution of bias groups with respect to a class \( c \), i.e., \( P_D(B|Y = c) \), was the same across every \( c \in C \), then \( B \) is statistically independent from \( Y \). For example, consider each resulting distribution from our Bias Mimicking process in Figure 2. Note how in each resulting distribution, the distribution of bias group "Gender" is the same across every class "Hair Color" which ensures statistical independence between "Gender" and "Hair Color" on the dataset level. Formally:

**Proposition 1.** Given dataset \( D \), target classes set \( C \), bias groups set \( S \), target labels \( Y \), bias groups labels \( B \), and bias group \( s \in S \) if \( P_D(B = s|Y = i) = P_D(B = s|Y = j) \) \( \forall i, j \in C \), then \( P_D(Y = c|B = s) = P_D(Y = c) \) \( \forall c \in C \).

Note that ensuring this proposition holds for every \( s \in S \) (i.e. the distribution of \( P_D(B|Y = c) \) is the same for each \( c \in C \)) implies that \( P_D(Y|B) = P_D(Y) \). Proving the proposition above is a simple application of the law of total probability. Given \( s \in S \), then

\[
P_D(B = s) = \sum_{c \in C} P_D(B = s|Y = c)P_D(Y = c)
\]

(1)

Given our assumption of bias mimicking, i.e. \( P_D(B = s|Y = i) = P_D(B = s|Y = j) \) \( \forall i, j \in C \), then we can rewrite (1) \( \forall c \in C \) as:

\[
P_D(B = s) = P_D(B = s|Y = c) \sum_{c' \in C} P_D(Y = c') \]

(2)

\[
P_D(B = s) = P_D(Y = c)
\]

(3)

From here, using Bayes’ probability and the result from (3), we can write, \( \forall c \in C \):

\[
P_D(Y = c|B = s) = \frac{P_D(B = s|Y = c)P_D(Y = c)}{P_D(B = s)}
\]

(4)

\[
= \frac{P_D(B = s)P_D(Y = c)}{P_D(B = s)}
\]

(5)

\[
= P_D(Y = c)
\]

(6)

We use this result to motivate a novel way of subsampling the input distribution that ensures the model is exposed to every sample in the dataset. To that end, for every class \( c \in C \), we produce a subsampled version of the dataset \( D \) denoted as \( d_c \subset D \). Each \( d_c \) preserves its respective class \( c \) samples, i.e., all the samples from class \( c \) remain in \( d_c \), while subsampling every \( c' \neq c \) such that the bias distribution in class \( c \); i.e. \( P_{d_c}(B|Y = c) \), is mimicked in each \( c' \). Formally:

\[
P_{d_c}(B = s|Y = c) = P_{d_c}(B = s|Y = c') \quad \forall s \in S. \quad (7)
\]

Indeed, as Figure 2 illustrates, a dataset of three classes will be subsampled in three different ways. In each version, a class bias is mimicked across the other classes. Note that there is not unique solution for mimicking distributions. However, we can constrain the mimicking process by ensuring that we retain the most number of samples in each subsampled \( c' \neq c \). We enforce this constraint naturally through a linear program. Denote the number of samples that belong to class \( c' \) as well as the bias group \( s \) as \( l_{c,s} \). Then we seek to optimize each \( l_{c,s} \) as follows:

\[
\max \sum_{s} l_{c,s}^c
\]

s.t. \( l_{c,s}^c \leq |D_{c,s}| \quad s \in S \) (8)

\[
\sum_{s} l_{c,s}^c = P_D(B = s|Y = c) \quad s \in S \quad (9)
\]

where \( |D_{c,s}| \) represents the number of samples that belong to both class \( c \) and bias group \( s \). This linear program returns
the distribution with most number of retained samples while ensuring that the mimicking condition holds.

Training with Bias Mimicking We use every resulting $d_c \subset D$ to train the model. However, we train our model such that it sees each $d_c$ through a different prediction head to ensure that the loss function does not take in gradients of repetitive copies, thus risking overfitting. A naive way of achieving this is to dedicate a multi-class prediction head for each $d_c$. However, this choice introduces $(|C| - 1)$ additional prediction heads compared to a model that uses only one. To avoid this, we binarise each $d_c$ and then use it to train a one-vs-all binary classifier $BP_c$ for each $c$. Each head is trained on image-target pairs from its corresponding distribution $d_c$, as Figure 2 demonstrates. Note that each binary predictor is simply one output node. Therefore, the binary predictors introduce no extra parameters compared to a multi-class head. Finally, given our setup, a prediction head might see only a small number of samples at certain iterations. We mitigate this problem by accumulating the gradients of each prediction head across iterations and only backpropagating them once the classifier batch is full.

Inference with Bias Mimicking Using the binary classifiers during inference is challenging since each was trained on different distributions, and their scores, therefore, may not be calibrated. However, Bias Mimicking minimizes the correlation between $Y$ and $B$ within the feature space. Thus, we exploit this fact by training a multi-class prediction head over the feature space using the original dataset distribution. However, this distribution is biased; therefore, we stop gradients from flowing into the model backbone when training that layer to ensure that the bias is not learned again in the feature space, as Figure 2 demonstrates.

Cost Analysis Unlike prior work [12, 32], bias mimicking involves no extra hyper-parameters. The debiasing is automatic by definition. This means that the hyper-parameter search space of our model is smaller than other bias mitigation methods like [12, 27]. Consequently, our method is cheaper and more likely to generalize to more datasets as we show in Section 4.1. Moreover, note that the additional input distributions $d_c$ do not result in longer epochs; we make one pass only over each sample $x$ during an epoch and apply its contribution to the relevant $BP_c(s)$. Our only additional cost is solving the linear program \( P.1 \) and training the multi-class prediction head. However, training the linear layer is simple, fast, and cheap since it is only one linear layer. Moreover, the linear program is solved through modern and efficient implementations that take seconds and only needs to be done once for each dataset.

3.2. Simple Sampling Methods

As discussed in the introduction, the class imbalance literature is rich with dataset sampling solutions [3,5,8,13,28]. These solutions address class imbalance by balancing the distribution of classes. Thus, they can be extended to Bias Mitigation by balancing groupings of classes and bias groups (e.g. group male-black hair). Prior work in Visual Bias Mitigation has explored one of these solutions: Oversampling [34]. However, other methods like Undersampling [3,13,28] and Upweighting [4,29] are popular alternatives to Oversampling. Both methods, however, have not been benchmarked in recent Visual Bias Mitigation work [12,32]. We review these sampling solutions below and note how Bias Mimicking addresses their shortcomings.

Undersampling drops samples from the majority classes until all classes are balanced. We can extend this solution to Bias Mitigation by dropping samples to balance dataset subgroups where a subgroup includes every sample that shares a class $c$ and bias group $s$, i.e., $D_{c,s} = \{(x, y, s) \in D \mid Y = c, B = s\}$. Then, we drop samples from each subgroup until each has a size equal to $\min \{D_{c,s}\}$. Thus, in each epoch, the number of samples the model can see is limited by the size of the smallest subgroup. While we can mitigate this problem by resampling the distribution each epoch, the model, nevertheless, has to be exposed to repeated copies of the minority subgroup every time it sees new samples from the majority subgroups, which may compromise the predictive capacity of our model, as our experimental results demonstrate. Bias Mimicking addresses this shortcoming by using each $d_c \subset D$, thus ensuring that the model is exposed to all of $D$ every epoch.

Oversampling solves class imbalance by repeating copies of samples to balance the number of samples in each class. Similarly to Undersampling, it can also be easily extended to Bias Mitigation by balancing samples across sensitive subgroups. In our implementation, we determine the maximum size subgroup (i.e. $\max_{c,s} |D_{c,s}|$) where $D_{c,s} = \{(x, y, s) \in D \mid Y = c, B = s\}$ and then repeat samples accordingly in every other subgroup. However, repeating samples as [34] shows, cause overfitting with overparameterized models like neural nets. Bias Mimicking addresses this problem by not repeating samples in each subsampled version of the dataset $d_c \subset D$.

Upweighting Upweighting levels the contribution of different samples to the loss function by multiplying its loss value by the inverse of the sample’s class frequency. We can extend this process to Bias Mitigation by simply considering subgroups instead of classes. More concretely, assume model weights $w$, sample $x$, class $c$, bias $s$, and subgroup $D_{c,s} = \{(x, y, s) \in D \mid Y = c, B = s\}$, then the model optimizes:

$$L = E_{x,c,s} \left[ \frac{1}{|D_{c,s}|} l(x; c, w) \right]$$

A key shortcoming of Upweighting is its instability when used with stochastic gradient descent [2]. Indeed,
we demonstrate this problem in our experiments in Section 4 where Upweighting does not work well on some datasets. Bias Mimicking addresses this problem by not using weights to scale the loss function.

4. Experiments

We report our method performance on four total benchmarks: three binary and one multi-class classification benchmark in Section 4.1. In addition to reporting our method results, we include vanilla sampling methods, namely Undersampling, Upweighting, and Oversampling, which, as noted in our introduction, have been missing from recent Bias Mitigation work [12,27,34]. Furthermore, we report the averaged performance over all benchmarks to highlight methods that generalize well to all datasets. We then follow up our results with two main experiments that analyze our method’s behavior. The first experiment in Section 4.2 analyzes the contribution of each subsampled version of the dataset: $d_c$ to model performance. The second experiment in Section 4.3 is a sensitivity analysis of our method to the mimicking condition.

4.1. Main Results

Datasets We report performance on three main datasets: CelebA dataset [21] UTKFace dataset [36] and CIFAR-S benchmark [34]. Following prior work [12,32], we train a binary classification model using CelebA where Blond-Hair is a target attribute and Gender is a bias attribute. We use [12] split where they amplify the bias of Gender. Note that prior work [12,32] used the HeavyMakeUp attribute in their CelebA benchmark. However, during our experiments, we found serious problems with the benchmark. Refer to the supplementary for model details. Therefore, we skip this benchmark in our work. For UTKFace, we follow [12] and do the binary classification with Race/Age as the sensitive attribute and Gender as the target attribute. We use [12] split for both tasks. With regard to CIFAR-S, the benchmark synthetically introduces bias into the CIFAR-10 dataset [17] by converting a subsample of images from each target class to a gray-scale. We use [34] version where half of the classes are biased toward color and the other half is biased toward gray where the dominant sensitive group in each target represents 95% of the samples.

Metrics Using Average accuracy on each sample is a misleading metric. This is because the test set could be biased toward some subgroups more than others. Therefore, the metric does not reflect how the model performs on all subgroups. Methods, therefore, are evaluated in terms of Unbiased Accuracy [12], which computes the accuracy of each subgroup separately and then returns the mean of accuracies, and Bias-Conflict [12], which measures the accuracy on the minority subgroups.

Baselines We report several baselines from prior work. First, we report “Bias-Contrastive and Bias-Balanced Learning” (BC + BB) [12], which uses a contrastive learning framework to mitigate bias. Second, domain-independent (DI) [34] uses an additional prediction head for each bias group. GroupDRO [26] which optimizes a worst-group training loss combined with group-balanced
resampling. Adversarial Learning (Adv) w/ uniform confusion [11] introduces an adversarial loss that seeks to randomize the model’s feature representation of $Y$ and $B$. Furthermore, we expand the benchmark by reporting the performance of sampling methods outlined in Section 3. Note that since Undersampling and Oversampling result in smaller/larger distributions per epoch than other methods, we adjust their number of training epochs such that the model sees the same number of data batches throughout the training process as other methods in our experiment. Refer to the Supplementary for further details. Finally, all reported methods are compared to a "vanilla" model trained on the original dataset distribution with a Cross-Entropy loss. All baselines are trained using the same encoder. Refer to the Supplementary for further details.

Results in Table 1 demonstrates how BM is the most robust sampling method. It achieves strong performance on every dataset, unlike other sampling methods. For example, Undersampling while performing well on CelebA (likely because the task of predicting hair color is easy), performs considerably worse on every other dataset. Moreover, Oversampling, performs consistently worse than our method. This aligns with [34] observation that neural nets tend to overfit when trained on oversampled distributions. Finally, while Upweighting maintains strong performance on CelebA and UTK-Face, it falls behind on CIFAR-S. This is because the method struggled to optimize, a property of Upweighting that has been noted and discussed in [2]. BM, consequently, improves over Upweighting on CIFAR-S by over 10% on the Bias Conflict metric.

While our method is the only sampling method that shows consistently strong performance, vanilla sampling methods are surprisingly effective on some datasets. For example, Upweighting is effective on UTK-Face and CelebA, especially when compared to non-sampling methods. Moreover, Undersampling similarly is more effective than non-sampling methods on CelebA. This is evidence that when enough data is available and the task is “easy” enough, then simple Undersampling is effective. These results are important because they show how simply fixing the dataset distribution through sampling methods could be a strong baseline. We encourage future work, therefore, to add these sampling methods as part of their baselines.

With respect to non-sampling methods, our method (BM) maintains strong comparable performance. This strong performance comes with no additional loss functions or any model modification which limits the hyper-parameter space and implementation complexity of our method compared to non-sampling methods. For example, BC+BB [12] requires a scalar parameter to optimize an additional loss. It also requires choosing a set of augmentation functions for its contrastive learning paradigm, which must be tuned according to the dataset. GroupDRO [27], on the other hand, requires careful L2 regularization as well as tuning their “group adjustment” hyper parameter. As a result, BM is faster and cheaper to train.

4.2. The Effect of Each $d_c$ on Model Performance

For each class, $c \in C$, Bias Mimicking returns a subsampled version of the dataset $d_c \subset D$ where class $c$ samples are preserved, and the bias of $c$ is mimicked in the other classes. In this section, we investigate the effect of each $d_c$ on performance. We use the binary classification tasks in Section 4.1. For each task, thus, we have two versions of the dataset $d_{c_1}, d_{c_2}$ where $c_1$ is the first class and $c_2$ is the second. We compare three different models performances: model (1) trained on only $d_{c_1}$, model (2) trained on only $d_{c_2}$, and finally, model (3) trained on both $(d_{c_1}, d_{c_2})$. The last version is the one used by our method. We use the Unbiased Accuracy Metric (UA). We also break down the metric into two versions: UA1 where accuracy is averaged over class 1 subgroups, and UA2 where accuracy is averaged over class 2 subgroups. Observe the results in Table 2. Overall, the model trained on $(d_{c_1})$ performs better at predicting $c_1$ but worse at predicting $c_2$. We note the same trend with the model trained on $(d_{c_2})$ but in reverse. This disparity in performance harms the average Unbiased Accuracy (UA). However, a model trained on $(d_{c_1}, d_{c_2})$ balances both accuracies and achieves the best total Unbiased Accuracy (UA). These results emphasize the importance of each $d_c$ for good performance.

| Table 2. We investigate the effect of each resampled version of the dataset $d_c$ on model performance using the binary classification tasks outlined in Section 4.1. Thus, Bias Mimicking results in two subsampled distributions $d_{c_1}$ and $d_{c_2}$. We then train three different models: 1) a model trained on only $d_{c_1}$, 2) a model trained on only $d_{c_2}$ and a model trained on both (default choice for Bias Mimicking). We use the Unbiased Accuracy metric (UA). Furthermore, we report UA on class 1: UA1 and class 2: UA2 separately by averaging the accuracy over the class’s relevant subgroups. Refer to section 4.2 for discussion. |
|---|---|---|
| (a) Utk-Face/Age | (b) Utk-Face/Race | (c) Celeba/Blonde |
| $UA_{c_1}$ | $UA_{c_2}$ | $UA$ |
| $(d_{c_1})$ | 82.5 | 74.2 | 78.4±0.5 |
| $(d_{c_2})$ | 73.1 | 67.9 | 70.5±2.3 |
| $(d_{c_1}, d_{c_2})$ | 84.4 | 75.3 | 79.8±0.9 |
| $UA_{c_1}$ | $UA_{c_2}$ | $UA$ |
| $(d_{c_1})$ | 90.7 | 85.1 | 87.9±0.5 |
| $(d_{c_2})$ | 84.8 | 91.5 | 88.1±0.6 |
| $(d_{c_1}, d_{c_2})$ | 90.5 | 91.1 | 90.8±0.2 |
| $UA_{c_1}$ | $UA_{c_2}$ | $UA$ |
| $(d_{c_1})$ | 91.5 | 90.3 | 90.9±0.1 |
| $(d_{c_2})$ | 82.2 | 96.5 | 89.3±0.1 |
| $(d_{c_1}, d_{c_2})$ | 88.1 | 94.2 | 90.8±0.4 |
Figure 3. Model Sensitivity to Bias Mimicking We test our method’s sensitivity to the Bias Mimicking condition in Equation 7. To that end, we simulate multiple scenarios where we mimic the bias by $x\% \in \{0, 100\}$ (x-axis) such that 0% represents no modification to the distribution and 100% represents complete Bias Mimicking. We report results on the three binary classification benchmarks defined in Section 4.1. Refer to Section 4.3 for further details and discussion.

4.3. Model Sensitivity to the Mimicking Condition

In this section, we test the model sensitivity to the mimicking condition outlined in Eq. 7. To that end, we consider the binary classification benchmarks in Section 4.1. These benchmarks have two classes, $c_1$ and $c_2$, and two bias groups, $b_1$ and $b_2$. Each class is biased toward one of the bias groups. We vary the mimicking process according to a percentage value where for value $0\%$, the resulting $d_{c}(s)$ are the same as the original training distribution, and for value $x > 0\%$, $d_{c}(s)$ are subsampled from the main training distribution such that the bias is mimicked by $x\%$. Note how, therefore, 100% represents the full mimicking process as outlined in Eq. 7 whereas $x = 50\%$ mimicks the bias by half. Formally, if $c_2$ needs to mimic $c_1$ and $c_1$ is biased toward $b_1$ then

$$P_{d_{c_1}} (B = b_1|Y = c_2) = \frac{1}{2} P_{d_{c_1}} (B = b_1|Y = c_1)$$

Observe the result in Figure 3. Note that as the percentage of bias Mimicked decreases, the BC and UA decrease as expected. This is because $P_D(Y|B) \neq P_D(Y)$ following proposition 1. More interestingly, note how the Bias Conflict (the accuracy over the minority subgroups) decreases much faster. The best performance is achieved when $x\%$ is indeed 100% and thus $P_D(Y|B) = P_D(Y)$. From this analysis, we conclude that the Bias Mimicking condition is critical for good performance.

5. Conclusion

In this paper, we observed that hyper-parameter-free sampling methods for bias mitigation like Undersampling and Upweighting were missing from recent benchmarks. Therefore, we benchmarked these methods and concluded that some are surprisingly effective on many datasets. However, on some others, their performance significantly lagged behind non sampling methods. Motivated by this observation, we introduced a novel sampling method: Bias Mimicking. The method retained the simplicity of sampling methods while bridging the performance gap between sampling and non sampling methods. Furthermore, we extensively analyzed the behavior of Bias Mimicking, which emphasized the importance of our design. We hope our new method can reestablish sampling methods as a promising direction for bias mitigation.

Limitations And Future Work We demonstrated that dataset re-sampling methods are simple and effective tools in mitigating bias. However, we recognize that the explored bias scenarios in prior and our work are still limited. For example, current studies only consider mutually exclusive sensitive groups. Thus, a sample can belong to only one sensitive group at a time. How does relaxing this assumption, i.e. intersectionality, impact bias? Finally, the dataset re-sampling methods presented in this work are effective at mitigating bias when enough samples from all dataset subgroups are available. However, it is unclear how these methods could handle bias scenarios when one class is completely biased by one sensitive group. Moreover, sampling methods require full knowledge of the bias groups labels at training time. Collecting annotations for these groups could be expensive. Future work could benefit from building more robust models independently of bias groups labels.
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