Semi-supervised Image Classification with Grad-CAM Consistency
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Abstract—Consistency training, which exploits both supervised and unsupervised learning with different augmentations on image, is an effective method of utilizing unlabeled data in semi-supervised learning (SSL) manner. Here, we present another version of the method with Grad-CAM consistency loss, so it can be utilized in training model with better generalization and adjustability. We show that our method improved the baseline ResNet model with at least 1.44 % and 0.31 ± 0.59 %p accuracy improvement on average with CIFAR-10 dataset. We conducted ablation study comparing to using only pseudo-label for consistency training. Also, we argue that our method can adjust in different environments when targeted to different units in the model. The code is available: https://github.com/gimme1dollar/gradcam-
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Fig. 1. An overview of consistency training with Grad-CAM loss. While conventional supervised learning algorithms use label for supervision, consistency training uses pseudo-label predicted from original unlabeled image, and train the model to produce consistent result among the original and augmented image. In our setting, the model outputs consistent Grad-CAM results.

I. INTRODUCTION

Deep learning algorithm has become the state-of-the-art in many computer vision tasks, yet demanding a large amount of labeled data [1]. So, semi-supervised learning (SSL) [2] has appeared to be an appealing method of utilizing unlabeled data, and one popular class of SSL method is consistency training [3]. With this method, model obtains a predicted label from an input data, and uses it as pseudo-label on the input perturbed or model modified. Here, we present a method of consistency training with Grad-CAM loss, which has better generalization on prediction and adjustability for different datasets with different properties.

The training scheme with saliency-map consistency constraint has been shown in [4], while it is not fully examined as it uses old explanation method. While [5] uses developed version of class activation map (CAM), this also follows the same issue of old version. In our method, by using Grad-CAM [6], we did not only train the model to produce robust results on perturbation, but also control the training procedure by attaching the Grad-CAM module in different layers. Since Grad-CAM module can be attached in any target layers in the architecture unlike other methods, it can be used to guide the model in different scales.

We conducted several experiments on the baseline model ResNet [7] with and without Grad-CAM consistency loss, and have shown improvement on image classification task. The ablation study is followed to show Grad-CAM consistency loss without any conventional consistency training is useful. Also, examination on the method by targeting different layers suggests better use-case of our method.
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II. RELATED WORKS

Semi-supervised learning is the main paradigm of unlabeled data exploitation. Many SSL applications are based on ‘smoothness assumption’ [8], meaning that similar data would have similar labels. Another example is entropy minimization strategy [9], leveraging ‘low-density assumption’ implying that the decision boundary of trained model does not pass high data-density region in the space. Similarly, ‘manifold assumption’ is also often used for SSL training [10], so that the data is assumed to be lied on a low dimensional manifold.

Consistency training is one of the most popular SSL approaches [11]–[13]. During the training, the model is trained to produce consistent results on inputs with various perturbations (e.g, crop or jittering). This method is under the assumption of the class probability should be same, so minimizing the error between \( ||p(y;x) − p(y;Aug(x))||^2 \) where \( x \) is the input, \( y \) is the output, and \( Aug(\cdot) \) is a stochastic transformation function with invariant label. There can be variety on using the loss function, as cross-entropy loss is chosen in FixMatch [14].

Grad-CAM is a way of visualizing the model decision. With necessity of model explanation, several works have developed method of visualizing saliency-maps via using gradient of model decisions [15], [16], and one of the state-of-the-art approaches [4] leveraged the idea of explanation as the surrogate of causality by exploiting gradient-based saliency-map explanation consistency training. On top of this feasibility test on using saliency-map consistency training, we here show better application by using more advanced method, for example, Grad-CAM.
III. METHOD

The main idea of our method is using Grad-CAM for consistency training. As the second and fourth columns in Figure 1 show, the model outputs different Grad-CAM results from an image with perturbation. Following smoothness assumption, we train the model to output similar results not only on labels but also on Grad-CAM result with specified target layer.

The objective of conventional SSL training can be written as: given model $f(\cdot)$ with labeled dataset $\{(x_i, y_i)\}^N_{i=1}$ and unlabeled dataset $X_U = \{x_j\}^M_{j=1}$,

$$\min_{\theta \in \Theta} \frac{1}{N} \sum_{i=1}^{N} l(f(x_i; \theta), y_i) + \frac{1}{M} \sum_{j=1}^{M} k(x_j, Aug(x_j))$$

where $l, k$ denotes empirical supervised loss and consistency loss (e.g., $L2$-loss), respectively, and $Aug(\cdot)$ is a perturbation function (e.g., adversarial augmentation [13]).

Here, we adopt consistency training with explanation, and let the objective function $k(\cdot)$ be $\frac{1}{M} \sum_{j=1}^{M} (E(x_j; \theta, L) - E(Aug(x_j); \theta, L))^2$ where $E(x; \theta, L)$ captures the Grad-CAM result from the input data $x$ with model parameter $\theta$ and the target layer $L$.

To be more specific, we add additional label consistency loss, meaning negative of cross entropy between predicted labels by the model from the original data and augmented data $\sum_{j=1}^{M} f(x_j) \log(f(Aug(x_j)))$. More detailed algorithm is below.

Algorithm 1 Consistency training with Grad-CAM loss

Initialize model function $f(\cdot)$ with parameter $\theta$
Set training coefficients $\alpha, \beta, \gamma$
Set target layer $L$ for Grad-CAM result
for epoch 1, $E$ do
  for sample 1, N do
    Sample labeled data $(x_i, y_i)$ from $\{X_L, Y_L\}$
    Compute supervised loss $L_S$ from $f(x_i)$ and $y_i$
  end for
  for sample 1, N do $\triangleright$ same number of samples
    Sample unlabeled data $z_u = Aug(x_u)$
    Compute pseudo-label loss $L_P$ from pseudo-label $f(x_u)$ and prediction $f(z_u)$
    Compute Grad-CAM loss $L_G$ from $E(x_u; \theta, L)$ and $E(Aug(z_u); \theta, L)$
    Set overall loss $L = \alpha L_S + \beta L_P + \gamma L_G$
    Update parameter $\theta \leftarrow \theta - \nabla L$
  end for
end for

As the former layers and the latter layers learn features with different scales, i.e., respectively local and global regions, we attempted the model to be trained to output similar output in different scales by targeting different layers of the baseline model.

IV. RESULT

A. Experiment setting

Here, we will explain the experiment setting details, especially on the dataset. ResNet50 was used for the baseline model during the experimentation. The model is trained with CIFAR-10 dataset [17] for image classification.

We used 1/5 of the training data for the validation dataset, and divided the training dataset into labeled training dataset and unlabeled training dataset. To test different ratios, the number of labeled training data was fixed to 5000, so each label contains 100 images on average. For the target ratios of unlabeled to labeled, 0.5, 1.0, 2.0 were selected, meaning 2500, 5000, 10000 images, respectively.

For image augmentation, we used crop, rotation, and color-jitters. In terms of fair comparison, we trained the baseline model with randomly augmented labeled data.

Fig. 2. How Grad-CAM result changes after training. The first row shows the differences between Grad-CAM result from original image and augmented image. The second and third row show how the results become similar. The last column shows the augmented version of Grad-CAM result from original image, so this was used as the pseudo-label. The difference between the second and third row is the target layer. Here, the crop and rotation are only used for augmentation.

Fig. 3. Results from different ratios and target layers with our method of using consistent training with Grad-CAM loss on image classification task. The average results and standard deviations from several tests are stated. Results from ablation study are also shown together for comparison.
### Performance Test on Consistency Training with Grad-CAM

| Ratio | Accuracy [%] |
|-------|--------------|
|       | Layer1 | Layer2 | Layer3 | Layer4 | Baseline |
| 0.5   | 88.87 ± 0.88 | 89.46 ± 1.58 | 89.89 ± 0.41 | 89.63 ± 0.15 |
| 1.0   | 89.35 ± 1.47 | 89.39 ± 1.24 | 90.41 ± 0.12 | 90.10 ± 0.03 |
| 2.0   | 90.48 ± 0.88 | 89.98 ± 0.88 | 90.99 ± 0.88 | 90.43 ± 0.84 |

### Grad-CAM Consistency Training Ablation Test

| Ratio | Accuracy [%] |
|-------|--------------|
|       | Best | Ablation |
| 0.5   | 89.89 ± 1.16 |
| 1.0   | 90.41 ± 1.57 |
| 2.0   | 90.99 ± 1.44 |

#### B. Performance test

Figure 2 shows the Grad-CAM result from two different images became similar as the model gets trained. Comparing to the baseline model, our method showed improved accuracy rate result on image classification task. Table I states the empirical statistics of Grad-CAM consistency loss with test on validation set.

With more unlabeled data, model showed better improvements. This indicates that the use of more training data results in better generalization.

The target layer stated in Table I indicates the last layer of the block (following the implementation of pytorch library [18]). The model showed best performance with the target layer 3, and showed a trend of more improvements as the target goes to the backside. We argue that this result is not arbitrary, but has strong correlation with the label distribution of the dataset.

#### C. Ablation study

Table V-B shows the result of the ablation study, examining how much Grad-CAM consistency along affected the training procedure. For the baseline in this ablation study, we used the combination of supervision loss $L_S$ and pseudo-label loss $L_P$.

To note on the baseline, as we used the loss function of cross-entropy loss, the result was worse than using only supervision loss. Nevertheless, the comparison states the exploitation of Grad-CAM loss guides the model appropriately. We are planning to apply different loss function for the pseudo-label loss.

The best results in the second column of the table shows the best results by using all three losses containing Grad-CAM loss $L_G$ among all different ratios and target layers, showing that the use of Grad-CAM loss results in the improvement.

### V. Conclusion

We have shown that the improvement can be achieved by using Grad-CAM consistency loss comparing to the baseline model or consistency training with only using pseudo-label. With trends in the result shows, the model showed better improvements with more unlabeled data used.

Unlike the latest studies [4] [5], we could develop better use-case of the training method with respect to the adjustability. Here, we address some discussions on how the model could get generalized and how our method can be applied for training different data with enhanced adjustability.
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