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ABSTRACT

We present a methodology based on quantum mechanics for assigning quantum conductivity when an ac field is applied across a variable gap between two plasmonic nanoparticles with an insulator sandwiched between them. The quantum tunneling effect is portrayed by a set of quantum conductivity coefficients describing the linear ac conductivity responding at the frequency of the applied field and nonlinear coefficients that modulate the field amplitude at the fundamental frequency and its harmonics. The quantum conductivity, determined with no fit parameters, has both frequency and gap dependence that can be applied to determine the nonlinear quantum effects of strong applied electromagnetic fields even when the system is composed of dissimilar metal nanostructures. Our methodology compares well to results on quantum tunneling effects reported in the literature and it is simple to extend it to a number of systems with different metals and different insulators between them.
1. INTRODUCTION

Nanoplasmonics has emerged as a burgeoning field of research with potential applications covering broad areas of technology including electronics, medicine, environment and renewable energy. The traditional approach to our understanding of nanoplasmonic systems problems involves comprehensive electromagnetic simulations of the nanostructures using classical expressions for the dielectric response of the materials. The optical or purely electromagnetic properties of plasmonic structures for a wide range of applications have been studied in many publications [1-15]. The classical approach has worked well for many systems whose dimensions are greater than a few nanometers. However, there are proposed systems and applications where the minimum feature sizes are reduced below a nanometer. This situation has triggered greater scrutiny of the assumptions underlying the classical treatment of plasmons.

To overcome the limitations inherent in the classical nanoplasmonic analysis a sub-field of nanophotonics, sometimes referred to as quantum plasmonics, recently emerged. One branch of this sub-field explores the quantum tunneling of electrons between nanostructured metals (plasmonics) that are separated by insulator materials. The quantum techniques range from numerically intensive time-dependent density functional theory to a simple Quantum Correction Model that computes a linewidth factor or spatial dispersion models; the latter approaches are based on the Drude model [16-22]. While electron tunneling is driven by electromagnetic fields, charge exchange limits field enhancement in the gap region between the two metals. In contrast, the purely classical models predict an ever increasing local field enhancement as the gap is reduced. Recent papers in quantum plasmonics have explored the effect of electron tunneling due to metal dimers in vacuum.

Our work draws from the literature developed for metal-insulator-metal (MIM) structures [23-36]. A quantum mechanical model is applied that describes tunneling with an applied time-dependent field. Then a set of frequency-dependent quantum conductivity coefficients is extracted for the nanoplasmonic system. By applying standard quantum mechanical techniques the ac or dc currents enabled via the electron tunneling effect can be estimated by endowing the insulator volume with a set of quantum conductivity functions. We call this approach the Quantum Conductivity Theory (QCT) and it can be applied to nanoplasmonic systems composed of different metals and having different insulator materials separating the metals. Nonlinear
quantum conductivity coefficients will enable harmonic generation and two-photon absorption-like phenomena. QCT can be incorporated into computational electromagnetic models in a straightforward fashion, as we demonstrate in this paper.

To illustrate how the quantum conductivity affects electromagnetic scattering in nanosystems a system of metal dimers is considered. We apply QCT to two geometries of gold dimers immersed in different media with a variable gap between the metal structures. When vacuum surrounds the dimers the results are compared to available simulation data. To establish the versatility of QCT we embed the gold dimers in insulators and the results are strikingly different. We also examine the case of a sodium dimer in vacuum for comparison with recent results and the sodium dimer system is used to demonstrate that nonlinear effects also contribute to diminishing the field enhancement. QCT modifies both the linear and nonlinear absorption of the electromagnetic fields and generates harmonic fields.

2. QUANTUM TUNNELING ANALYSIS

Our analysis begins by considering a free electron wave driven by an applied voltage and moving through a region with a barrier potential. The current is a combination of the electron tunneling probability and the occupation densities of the energy levels. The standard form of Schrödinger’s equation is [37]

$$E\psi = -\frac{\hbar^2}{2m} \nabla^2 \psi + V(x, y, z)\psi.$$  

(1)

We solve Schrödinger’s equation to determine the wave function using the transfer matrix method. Two contributions to the potential are considered [38, 39]. The first is related to the electronic material parameters and the second is the electrostatic force on the tunneling electrons due to the metal walls, so that one can write:

$$V(x, y, z) = V_{\text{material}}(x, y, z) + V_{\text{image}}(x, y, z).$$  

(2)

For the single-electron description the material portion of the potential function is determined by two coefficients. One parameter is the work function, $W$, which is the minimum kinetic energy the electron requires to escape from the metal into the vacuum. The other parameter is the electron affinity, $\Phi$, which measures the ability of the insulator to capture an electron at rest from the vacuum to the bottom of the conduction band. These two parameters are listed for several metals and insulators in Table 1. The values are quoted in electron volts.
Table 1: Selected material property values for metals and insulators [39].

| Metal | $W$ [eV] | Insulator | $\Phi$ [eV] | $K$ |
|-------|----------|-----------|-------------|-----|
| Au    | 5.1      | TiO$_2$   | 3.9         | 7.8 |
| Na    | 2.75 [40]| SiO$_2$   | 0.9         | 2.25|

The barrier height at the interface between the metal and insulator is given by

$$\varphi = W - \Phi$$  \hspace{1cm} (3)$$

The potential barrier due to the materials parameters with the insulator region in the center between two different metals is illustrated in Figure 1. The barrier height is measured from the Fermi energy, which is equal in both metals for the equilibrium case. The applied voltage, $V_d$, is indicated by lowering the Fermi level of one metal, assuming the other metal is grounded. In the following voltages are distinguished from a potential by a bar over the letter $V$.

![Figure 1: Illustration of the potential barrier in the MIM structure. In equilibrium the Fermi energy is the same in both metals. The application of an external voltage depresses the Fermi energy in one metal from its equilibrium value.](image)

We apply our methodology to two metals, gold and sodium, because there are results from prior literature and we can compare our results with them [18, 22]. The electron affinities in Table 1 represent values from zero to a relatively large electron affinity value for titanium dioxide. We note that the sodium work function in Table 1 was selected from published the literature [40], but we found other reported values.

The image potential represents the interaction of the electron in the barrier region with the metal walls. The image potential problem is determined by using an infinite array of charges displaced from one another on a one-dimensional lattice [38, 39].
\[ V_{\text{image}}(x, y, z) = -\frac{e^2}{4\pi K \varepsilon_0} \left[ \frac{1}{2z} + \sum_{n=1}^{\infty} \left( \frac{nd}{(nd)^2 - z^2} - \frac{1}{nd} \right) \right] \approx -\frac{1.15 \ln 2 e^2 d}{8\pi K \varepsilon_0 z(d - z)}, \quad (4) \]

where \( e \) is the charge of the electron, \( \varepsilon_0 \) is the dielectric permittivity of free space, \( K \) is the relative dielectric constant of the insulator, and \( d \) is the gap distance. The relative dielectric constants for two selected insulators are listed in Table 1. The last equality is an approximation that accurately captures the summation. The total potential including the image potential is plotted in Figure 2. It has the effect of rounding the sharp edges of the potential. The two solutions in Eq. (4) for the image charge are close enough to be indistinguishable in the numerical calculations of the current density. Both formulas are easy to implement in numerical calculations.

![Figure 2: An illustration of two potential functions. The potential labeled with the dashed (brown) curve includes the image potential [38, 39]. The potential plotted with the solid line (blue) is the form without the image charge for comparison.](image)

The expression for the current density [38, 39] for one direction of the applied voltage is

\[ J_{\text{dc}}(eV_d) = 4\pi e \frac{m}{h^2} \int_0^\infty dE_z T(E_z) \int_{E_z}^\infty \left( f(E) - f(E + eV_d) \right) dE, \quad (5) \]

where \( E_z \) is the longitudinal energy of the electron and is the total electron energy. The Fermi distribution functions are

\[ f(E) = \frac{1}{e^{(E - E_F)/k_B T} + 1}, \quad (6) \]

where \( E_F \) is the Fermi energy, \( T \) the lattice temperature and \( k_B \) is Boltzmann’s constant. We use room temperature (300 K) in all our calculations.
The Transfer Matrix Method (TMM) is implemented by slicing the potential for any shape potential into a set of segments and in each one the potential is taken as constant. Schrödinger’s equation is solved by applying the boundary conditions at each interface. The result for the wave function is used to calculate the transmission function $T(E_z)$ [36].

Figure 3 is an illustration of the current flow when a voltage bias is applied for gold with three different insulators, namely vacuum, SiO$_2$ and TiO$_2$. The current map plotted in Figure 3 is the unilluminated or dark current characteristic from Eq. (5). The material electron affinities and their dielectric constants are listed in Table 1. The currents are anti-symmetric with respect to the applied voltage sign. The voltage induces a current to flow in one direction or the other by lowering the Fermi energy of one metal. The electrons tunnel through the barrier in one direction inducing a current in the opposite one. The average current depends on the quantum mechanical current weighted by the occupation of the electronic states on both side of the barrier.

We note a difference between the magnitudes of the currents spanned for the first two cases and the third one. This is because the barrier height for vacuum and SiO$_2$ gap is large compared with the one for the TiO$_2$ gap. For vacuum and SiO$_2$ the current density is suppressed until the gap becomes thin enough to produce a high tunneling probability current predominantly caused by a lowering of the barrier due to the electrostatic potential. From Table 1 we note that the larger electron affinity of TiO$_2$ lowers the barrier by 3 eV to almost 4 eV when compared with the two other cases. The barrier reduction dramatically increases the current density for large gap sizes, as seen by the range of current magnitudes in the colorbar scales to the right of each map in Figure 3; the current density for the titanium dioxide case is twenty orders of magnitude larger at the lower end of the scale. Large applied voltages are required to calculate the illuminated current density, as will be seen in the following section.

Figure 3: Maps of the logarithm (base 10) of the tunneling unilluminated current versus applied voltage and gap thickness for three cases: (a) Au/vacuum/Au, (b) Au/SiO$_2$/Au and (c) Au/TiO$_2$/Au (Right). The minimum gap is 0.2 nm.
3. TIME-DEPENDENT CURRENT

Tien and Gordon derived results for a photon-assisted theory of tunneling applied to normal or superconductor MIM structures [42]. It was based on the observation that the wave function for the electrons in the metal on one side of the tunneling barrier may be written as:

\[
\psi(t) = e^{-i\int V(t)dt'/\hbar} \psi_0(t),
\]

where \(\psi_0(t)\) is the solution without the applied electromagnetic field and the field has a dc and harmonic component: \(V(t) = e\overline{V}_d + \left(\frac{e\overline{V}_a}{2} e^{-i\omega t} + \text{c.c.}\right)\) and the complex amplitude is expressed as:

\[
\overline{V}_a = |\overline{V}_a| e^{i\phi}.
\]

The propagator is defined as

\[
U(t) = e^{-i\int V(t)dt'/\hbar},
\]

and it can be written as a product of two terms with the second one being periodic in time

\[
U(t) = U_0 U_p = e^{-ie\overline{V}_d t/\hbar - (\overline{V}_a - \overline{V}_a')/2\hbar} e^{-i(\overline{V}_a - \overline{V}_a')/2\hbar}.\]

The overall phase factor in Eq. (9) can be neglected. Tucker wrote a complete description of the theory and here the elements are written to identify the complex field components of the results [43-45]. The current density using the equilibrium Green function theory can be expressed as:

\[
J(t) = \text{Im} \left\{ \int d\omega' d\omega'' W(\omega') W(\omega'') e^{-i(\omega' - \omega') t} j(\hbar\omega' + e\overline{V}_d) \right\},
\]

where \(j(\hbar\omega' + e\overline{V}_d)\) is the complex current density related to the dc current density by the relationship:

\[
J_d(\hbar\omega' + e\overline{V}_d) = \text{Im} \left\{ j(\hbar\omega' + e\overline{V}_d) \right\}.
\]

The spectral density function, \(W(\omega')\), is related to the propagator by a Fourier transform

\[
U_p(t) = \int_{-\infty}^{\infty} d\omega' W(\omega') e^{-i\omega't},
\]

which for the periodic propagator in Eq. (10) is given by the expression

\[
W(\omega') = \sum_{n=-\infty}^{\infty} J_n(\alpha) e^{i\alpha n} \delta(\omega' - n\omega).
\]

\(J_n(\alpha)\) is the Bessel function of order \(n\). The variable \(\alpha = e\overline{V}_a / \hbar\omega\) appearing in its argument is the ratio of the ac voltage to the photon voltage \((\overline{V}_{\text{photon}} = \hbar\omega / e)\). \(V_\omega\) is the ac voltage across the...
insulator gap of the MIM structure. The potential $V_{\omega}$ is related to the strength of the local electric field, $E_{\omega}$, by the relation

$$V_{\omega} = E_{\omega}d,$$

where $d$ is the thickness of the insulating gap. If the electric field amplitude varies along the path then the voltage may be evaluated as the line integral of the field along the path of the field line. Typically, the variable $\alpha$ is small and an expansion can be made. The result for the time-dependent current density in the form of a Fourier series is:

$$J(t) = \sum_{m=0}^{\infty} \left( \frac{J_{m\omega}}{2} e^{-im\omega t} + c.c. \right) = \text{Re} \left\{ \int d\omega' d\omega" W(\omega')W(\omega") e^{-i(\omega'-\omega")t} J_{dc} (\hbar\omega' + eV_d) \right\}.$$  

(15)

The rectified contribution ($m=0$) to the illuminated tunneling current density is given by

$$J_{rect} = \sum_{n=-\infty}^{\infty} J_n^2 (\alpha) J_{dc} (n\hbar\omega + eV_d),$$

(16)

and the complex, frequency-dependent current amplitudes are expressed in general as

$$J_{m\omega} = \sum_{n=-\infty}^{\infty} J_n (\alpha)[J_{n+m}(\alpha) + J_{n-m}(\alpha)] e^{im\omega t} J_{dc} (n\hbar\omega + eV_d).$$

(17)

For definiteness we write the lowest order contributions for the coefficients of the rectified current. The Bessel functions are expanded to retain all terms up to second order in $\alpha$. The time-averaged current term can be expanded to second order in the applied field by taking three terms in the series $n = 0, 1$ and -1,

$$J_{rect} = J_0^2 (\alpha) J_{dc} (eV_d) + J_1^2 (\alpha) [J_{dc} (\hbar\omega + eV_d) + J_{dc} (-\hbar\omega + eV_d)]$$

$$\approx \left( 1 - \frac{\alpha^2}{2} \right) J_{dc} (eV_d) + \frac{\alpha^2}{4} \left( J_{dc} (\hbar\omega + eV_d) + J_{dc} (-\hbar\omega + eV_d) \right).$$

(18)

The nonlinear rectified current contribution vanishes when no bias voltage is applied and the two metals are identical. Otherwise, the nonlinear response is attributable to a rectification of the illuminated field, which has been applied to calculate the responsivity and energy harvesting efficiency [33-36] of optical rectennas. For the dissipative, in-phase response of the ac current at the fundamental frequency the leading terms to third-order in the applied field are
The first term is linear and it is related to the dissipative power of the MIM diode, but there is a third-order nonlinear dissipative contribution to the current that modulates the current amplitude. The next terms in the series (m=2,3,...) in Eq. (17) are harmonic contributions to the current; the second-harmonic (m=2) and third-harmonic (m=3) contributions are nonlinear and their lowest-order approximations are

\[
J_{2\omega} = \left\{ 2J_0(\alpha)J_2(\alpha)J_{dc}(heV_d) \right. \\
+ J_1(\alpha)(J_3(\alpha) - J_1(\alpha))(J_{dc}(h\omega + eV_d) + J_{dc}(-h\omega + eV_d)) \\
+ J_2(\alpha)(J_4(\alpha) + J_0(\alpha))(J_{dc}(2h\omega + eV_d) + J_{dc}(-2h\omega + eV_d)) \bigg\} e^{2i\omega} \tag{20}
\]

\[
\approx \left\{ \frac{\alpha^2}{4} J_{dc}(eV_d) - \frac{\alpha^2}{4} \left( J_{dc}(h\omega + eV_d) + J_{dc}(-h\omega + eV_d) \right) \right. \\
+ \frac{\alpha^2}{8} \left( J_{dc}(2h\omega + eV_d) + J_{dc}(-2h\omega + eV_d) \right) \bigg\} e^{2i\omega}.
\]

and

\[
J_\omega = \left\{ J_1(\alpha)(J_2(\alpha) + J_0(\alpha))(J_{dc}(\omega + eV_d) - J_{dc}(-\omega + eV_d)) \\
+ J_1(\alpha)J_2(\alpha) \left( J_{dc}(2\omega + eV_d) - J_{dc}(-2\omega + eV_d) \right) \bigg\} e^{i\omega} \\
\approx \left\{ \frac{\alpha^2}{8} \left( J_{dc}(\omega + eV_d) + J_{dc}(-\omega + eV_d) \right) \right. \]

\[+ \frac{\alpha^2}{4} \left( J_{dc}(\omega + eV_d) + J_{dc}(-\omega + eV_d) \right) \bigg\} e^{i\omega}.
\]
\[ J_{3\omega} = \left\{ J_1(\alpha)(J_4(\alpha) + J_2(\alpha))\left( J_{dc}(\hbar \omega + eV_d) - J_{dc}(-\hbar \omega + eV_d) \right) \\
+ J_2(\alpha)(J_5(\alpha) - J_1(\alpha))\left( J_{dc}(2\hbar \omega + eV_d) - J_{dc}(-2\hbar \omega + eV_d) \right) \\
+ J_3(\alpha)(J_6(\alpha) + J_0(\alpha))\left( J_{dc}(3\hbar \omega + eV_d) - J_{dc}(-3\hbar \omega + eV_d) \right) \right\} e^{3\varphi} \]

\[ \approx \frac{\alpha^2}{8} \left( J_{dc}(\hbar \omega + eV_d) - J_{dc}(-\hbar \omega + eV_d) \right) \]

\[ - \frac{\alpha^2}{8} \left( J_{dc}(2\hbar \omega + eV_d) - J_{dc}(-2\hbar \omega + eV_d) \right) \]

\[ + \frac{\alpha^3}{48} \left( J_{dc}(3\hbar \omega + eV_d) - J_{dc}(-3\hbar \omega + eV_d) \right) \] \( e^{3\varphi}. \)

The second-harmonic term vanishes when the bias voltage is zero in a MIM structure made with the same metals. The last term in Eq. (21) would normally be the strongest contribution especially in cases where the photon voltage corresponds to a significant fraction of the applied voltage. The third-harmonic wave is generated even in a MIM made from the same metals and without a bias voltage applied. The asymmetry made by applying a dc field or by using metals with different work functions will lead to a manifestation of nonlinear effects in these and other harmonics. As mentioned above the parameter \( \alpha \) is generally small for these systems even when a nanoscale gap is used between the two metals.

4. QUANTUM CONDUCTIVITY COEFFICIENTS

The current flow induced by an applied field forms the basis for calculating the conductivity of a medium. As we saw in the prior section the current induced from a time varying electromagnetic field is determined from the unilluminated current in Eq. (5). The relation between the current density and the field can be used to identify nonlinear conductivities in the medium. We define the following coefficients:

\[ J_{\text{rect}} = J_{dc}(eV_d) + \sigma_0^{(2)} |E_o|^2, \]

\[ J_{\omega} = \sigma_0^{(1)} E_o + \sigma_1^{(3)} |E_o|^2 E_o, \]

\[ J_{2\omega} = \sigma_{2\omega} E_o^2, \]

\[ J_{3\omega} = \sigma_{3\omega} E_o^3. \]

The five coefficients are directly extracted from Eqs. (18-21):
\[
\sigma^{(2)}_0 = \left( \frac{ed}{2\hbar\omega} \right)^2 \left( J_{dc}(\hbar\omega + e\vec{V}_d) + J_{dc}(-\hbar\omega + e\vec{V}_d) - 2J_{dc}(e\vec{V}_d) \right),
\]
\[
\sigma^{(1)}_0 = \left( \frac{ed}{2\hbar\omega} \right) \left( J_{dc}(\hbar\omega + e\vec{V}_d) - J_{dc}(-\hbar\omega + e\vec{V}_d) \right),
\]
\[
\sigma^{(3)}_0 = \left( \frac{ed}{2\hbar\omega} \right)^3 \left( J_{dc}(2\hbar\omega + e\vec{V}_d) - J_{dc}(-2\hbar\omega + e\vec{V}_d) - J_{dc}(\hbar\omega + e\vec{V}_d) + J_{dc}(-\hbar\omega + e\vec{V}_d) \right),
\]
\[
\sigma^{(2)}_{\omega} = \left( \frac{ed}{2\hbar\omega} \right)^2 \left( \frac{1}{2} J_{dc}(e\vec{V}_d) - (J_{dc}(\hbar\omega + e\vec{V}_d) + J_{dc}(-\hbar\omega + e\vec{V}_d)) \right) + \frac{1}{2} \left( J_{dc}(2\hbar\omega + e\vec{V}_d) + J_{dc}(-2\hbar\omega + e\vec{V}_d) \right),
\]
\[
\sigma^{(3)}_{\omega} = \frac{1}{2} \left( \frac{ed}{2\hbar\omega} \right)^3 \left( \left( J_{dc}(\hbar\omega + e\vec{V}_d) - J_{dc}(-\hbar\omega + e\vec{V}_d) \right) - \left( J_{dc}(2\hbar\omega + e\vec{V}_d) - J_{dc}(-2\hbar\omega + e\vec{V}_d) \right) \right) + \frac{1}{3} \left( J_{dc}(3\hbar\omega + e\vec{V}_d) - J_{dc}(-3\hbar\omega + e\vec{V}_d) \right)
\]

The leading term in brackets has units of inverse electric field strength; the appropriate power of this quantity sets a scale for the nonlinear coefficients. For instance, a wavelength of 1 micron and a gap of 1 nm yield the field strength \( \frac{\hbar\omega}{ed} = 1.24 \times 10^9 \) V/m. This is indeed a large value when compared even against electric field values from intense pulsed laser beams. The linear ac conductivity, \( \sigma^{(1)}_0 \), constitutes a resistive response to the applied electromagnetic field. The nonlinear terms are small, but they can have a strong effect on the field strength in the gap region. There are four nonlinear conductivities in Eqs. (23), but higher order terms can be derived by extension of the field expansion.

The rectification term and the second-harmonic term are both quadratic in the field. The rectification term is used throughout the literature to calculate the change in a dc current under illumination. The term \( \sigma^{(3)}_0 \) has the effect of a two-photon absorption (TPA) contribution in Maxwell’s equations. It is normally positive, which increases the absorption of light. The last two quantum conductivities describe second-harmonic and third-harmonic generation. Higher-order harmonic terms can be derived by extending the expansion and the additional conductivities could be utilized to study high-harmonic generation in nanosystems.

5. RESULTS

5.1 Quantum Conductivities Examples

The current maps in Figure 3 bear out that the current saturates as the gap size vanishes. When the space separating the metals is a vacuum the potential barrier is highest and so the range of current density values also spans many decades over the span of gap sizes. Titanium
dioxide has a high electron affinity and the range of current values for the same span of gaps is greatly reduced; furthermore, the dependence of the current on the gap distance is much weaker.

Similarly, the linear ac conductivity coefficients for gold electrodes with three different insulating layers sandwiched between them have maps that vary over a large range of values (see Figure 4); however, very small values of the conductivities have no discernible effect on the electromagnetic field. It is not until the distance is on the order of a nanometer that the quantum properties become important enough to measurably affect the electromagnetic field; we find that these values of the quantum conductivity are of order 0.1 S/m. The gap distance for such values is around 1 nm for the cases with vacuum and silica, but it extends to larger gap sizes in the titanium dioxide case, as expected from the previous discussion of barrier heights. The range of conductivities in Figure 4, as seen in the colorbars on the right of each map, is much smaller when the insulator is titanium dioxide. As mentioned previously, this is due to the large electron affinity of titanium dioxide.

![Figure 4: Maps of the logarithm (base 10) of the linear ac conductivity, $\sigma_{ac}^{(1)}$, versus applied voltage and gap thickness for three cases: (a) Au/vacuum/Au, (b) Au/SiO$_2$/Au and (c) Au/TiO$_2$/Au. The units of the linear conductivity are S/m.](image)

There are two non-vanishing nonlinear conductivity coefficients in MIM systems made from the same metals. They are the TPA conductivity and the third harmonic generation (THG) conductivity coefficients, which are plotted in Figures 5 and 6. As for the linear ac conductivity coefficient, the maps of the nonlinear conductivities demonstrate the same trend for different insulators. The vacuum and silica insulator cases are similar in both magnitude and wavelength dispersion. Over the range of wavelengths used in the plots, the conductivities show a relatively weak dependence on wavelength across the visible to mid-wave infrared regions when the gap size is small. The results with the dimer immersed in titanium dioxide are quite distinct from the other two host insulators; the minimum values of the conductivities are twenty orders of
magnitude larger in TiO$_2$, but the maxima are smaller by a few orders of magnitude. Most of the differences are directly attributable to the difference in the electron affinity for the three cases, although the dielectric constants play a role in the observed trends too.

Figure 5: Maps of the logarithm (base 10) of the nonlinear TPA conductivity, $\sigma_{\omega}^{(3)}$, versus applied voltage and gap thickness for three cases: (a) Au/vacuum/Au, (b) Au/SiO$_2$/Au and (c) Au/TiO$_2$/Au. The units of the nonlinear conductivity are S m/V$^2$.

Figure 6: Maps of the logarithm (base 10) of the third-harmonic conductivity, $\sigma_{3\omega}$, versus applied voltage and gap thickness for three cases: (a) Au/vacuum/Au, (b) Au/SiO$_2$/Au and (c) Au/TiO$_2$/Au. The units of the nonlinear conductivity are S m/V$^2$.

5.2 Application to Gold Dimers

The application of the quantum conductivities requires endowing the space between the metals with its physical properties. The following simple prescription can be adopted from different directions for assigning the quantum conductivities across the insulator. It is convenient and simple to implement, but not the only way. The gap between two metallic nanostructures is the key parameter for determining the distribution of conductivities. The distance from one point to another on two neighboring metal surfaces can be adopted as an estimate of the quantum conductivities along that line. We assume the following assignment for simple dimers. Lines can
be extended from one metal to another along the symmetry axis; they form annulus-shaped shells in which with quantum conductivities in each shell is determined by the gap distance from one metallic boundary to the other. The width of the annulus is small compared to changes in the quantum conductivity with gap distance. When the gap becomes large enough the quantum conductivities become so small that electronic tunneling is negligible.

Using this procedure several applications of the QCT to nanosystems are considered and we compare our results to relevant literature where possible. The first example is a three-dimensional system of gold cylinder dimers. The total length of the gold cylinder is 100 nm and its radius is 5 nm. There is a gap cut out of its center and the gap is varied between 0.2 nm and 5 nm; the gap is vacuum filled. A plane electromagnetic wave with the electric field parallel to the cylinders’ axis impinges on the antenna as shown in Figure 7(a). The quantum conductivity for gold-vacuum-gold dimer is applied in the gap region and the conductivity is zero outside the gap. The maximum field enhancement in the center of the gap region is evaluated by using the circuit-theory-based procedure outlined in Ref. [46]. Briefly, the intrinsic dipole impedance, $Z_{\text{dip}}$, is first retrieved by exciting the antenna with a delta-gap source [47], i.e., by establishing a constant voltage across the gap and measuring the induced current at the source position. This evaluation is performed with a 2D finite element solver (COMSOL Multiphysics) by taking advantage of the axial symmetry of the cylindrical antenna.

The gap impedance can be straightforwardly written as $Z_{\text{gap}} = -i d / \left( \omega \varepsilon_0 \varepsilon_{\text{gap}}^* \pi r^2 \right)$, where $\varepsilon_{\text{gap}}^* = \varepsilon_{\text{gap}} - i \sigma_{\omega}^{(1)} / (\omega \varepsilon_0)$ is the complex, relative permittivity in the gap region in the quantum regime, $\varepsilon_{\text{gap}}$ is the gap dielectric constant in the classical limit and $\sigma_{\omega}^{(1)}$ is defined in Eq. (23) is also constant in the gap region and taken as zero outside the gap. The electric field in the gap region is given by $E_{\text{gap}} = \nabla_{\text{gap}} / d$. The voltage divider rule is applied in the receiving mode of the antenna (see inset of Figure 7(a)) in order to derive the voltage drop across the gap in the presence of an input plane wave polarized along the antenna axis with electric field amplitude $E_0 = 1 \, \text{V/m}$. Hence the voltage across the gap is $V_{\text{gap}} = V_{\text{OC}} Z_{\text{gap}} / (Z_{\text{gap}} + Z_{\text{dip}})$, where the open circuit voltage $V_{\text{OC}} = E_0 L_{\text{eff}}$ depends on the effective antenna length, defined as in [46].
In Figures 7 (b) and (c) we plot the field enhancement, $E_{\text{gap}} / E_0$, versus gap separation and photon energy. For comparison the classical model results are shown in Figure 7(b) and the quantum corrected results are shown in Figure 7(c). The field enhancement is red shifted and continually increases in magnitude as the gap goes to zero. The QCT results also have a red shift as the gap decreases, but the enhancement factor has a maximum at a finite gap size. The field enhancement maximum is similar in size and value with that reported by Esteban et al. [19]. In our case it occurs at a gap of 0.7 nm and the field enhancement maximum value is 420 at photon energy 2 eV. The field enhancement data for Figure 7(b) and the figures that follow are summarized in Table 2. The gap in our calculations is somewhat longer than the value of 0.5 nm found in Ref [19] and could be attributed to differences in the geometry of the dimers.

Next we consider two parallel, infinitely long, gold cylinders. A plane wave is polarized with the electric field parallel to symmetry axis passing through the centers of the two cylinders and it is incident from the side perpendicular to that axis. Linear and nonlinear conductivities in the gap region are assigned by adopting a simple methodology. We draw straight lines connecting the two gold nanoparticles along the symmetry axis, as illustrated in Figure 8(a). The conductivities on that line are assigned according to its length by identifying the length with the gap parameter; near the symmetry axis the conductivity is highest and so is the tunneling current, which is illustrated as a thick line in Fig. 8(a). The line thickness becomes thinner indicating that the current drops off as the effective gap widens. Under this assumption, the quantum ac...
conductivity defined in Eqs. (23) as a function of the inter-particle distance $d$ and the frequency $\omega$, can be written as $\sigma(\omega, d)$, where $d = s + 2r\left[1 - \cos\left(\sin^{-1}\left(\frac{x}{r}\right)\right)\right]$ and $s$ is the minimum separation (or gap parameter) between the particles, i.e., the inter-particle distance at $x = 0$.

A 2D Comsol finite element solver is used to generate Figures 8 through 10, where the field enhancement is mapped for the gold dimer in vacuum and embedded in two different insulators. The field enhancement for the three cases shows several resonance peaks due to plasmon hybridized excitations [48]. In the hybridation scheme the symmetric resonances are strongly red shifted as the gap is decreased. The peak field enhancement of 420 occurs for the lowest energy hybrid resonance at 2 eV for a gap of 0.7 nm. The field enhancement is quenched below 0.5 nm. Our smallest gap in the figures is 0.2 nm.

![Figure 8: Enhanced field maps for gold 2D dimer cylinders embedded in vacuum.](image)

Figure 8: Enhanced field maps for gold 2D dimer cylinders embedded in vacuum. The cylinder radii are 10 nm. (a) An illustration of a simple method for assigning linear and nonlinear conductivities in the gap region. The quantum conductivity values are assigned along a straight line connecting the cylinders; and the length of the line is set to the corresponding gap parameter. The current is viewed as flowing along the lines connecting the two particles so that thicker arrows show greater current flow that tapers off at the edges due the lower conductivity. (b) Map of the field enhancement using the classical approach. (c) Field enhancement map using QCT. The minimum gap separation is 0.2 nm.

For the gold dimer in vacuum (Figure 8) the lowest energy hybrid resonance displays the same general characteristics as found with the gold nanoantenna in Figure 7. The peak field enhancement red shifted as the gap parameter is reduced and the maximum field enhancement value, 244, is found for photon energy 3.5 eV and gap parameter 0.66 nm; by comparison with
the gold dimer embedded in silica, Figure 9, the resonances are shifted to lower energies due to the dielectric constant of the medium. In this case, even though the electron affinity of silica is small, the peak of the field enhancement is 263 at $d=0.45$ nm and photon energy 2.3 eV. This is a shorter gap parameter than found for the case of the gold dimer in vacuum. These results are summarized in Table 2.

![Figure 9: Enhanced field maps for gold 2D dimer cylinders embedded in silica.](image)

(a) The field enhancement using classical approach. (b) Field enhancement using QCT. The cylinder radii are 10 nm.

For the gold dimer embedded in titanium dioxide the resonance energies are the lowest of the three cases. The multiple resonance structure is retained and the field enhancement is responsible for reducing the potential barrier which increases the quantum ac conductivity. The peaks in the enhancement occur at the edge of our separation boundary of 0.2 nm. The peak value of the field enhancement is 210 at the photon energy 1.7 eV for the second hybridation resonance at a gap parameter at 0.3 nm (Table 2). The maximum field enhancement is lower than we observed for the other cases, but the value depends on the dielectric function of the gold, which is highly dispersive. The lowest energy resonances are found for the gold dimer in titanium dioxide; this is a consequence of the dielectric constant being the largest for titanium dioxide (see Table 1).
5.3 Application to Sodium Dimers

For the next example we apply QCT to the same two-dimensional dimer geometry but now the cylinders are made of sodium. For this study we only consider the vacuum environment. The current density and nonzero conductivities are mapped in Figure 11 as a function of the gap parameter and applied voltage ($J_{dc}$) or wavelength (conductivities). The general characteristics of these physical quantities are similar to the results for gold cylinders. However, sodium has a smaller work function which increases the corresponding dc current densities for the same gap and applied voltage. The smaller work function also produces correspondingly larger quantum conductivities, as well. Ultimately we examine its effect on the electromagnetic properties of the nanostructures.
The sodium quantum conductivities are applied to the two-dimensional system of sodium cylindrical nanowires with radius $r = 4.9 \text{ nm}$. The radius was chosen to correspond to results in Ref. [22]. A plane wave with electric field oriented along the dimer axis, as shown in the inset of Figure 12(a), impinges on the nanoparticles’ system. The results for the field enhancement at the center of the gap under two different situations are presented in Figure 12. In Figure 12(a) the field enhancement in the linear regime, i.e., with low input intensities, for a range of photon energies and gap separations is reported. The peak field enhancement is 55 at the photon energy of 3.22 eV and the gap is 1.1 nm. The results reported by Teperik et al. [22] using time-dependent density functional theory are similar with a field enhancement peaks near 80 at a photon energy near 3 eV with the gap near 0.6 nm. Our gap is somewhat larger than found in their study; the difference may be due to a discrepancy in the value of the work function.

The question as to the size effect of the optical nonlinearities can be answered by incorporating nonlinearities into the Comsol simulation. To showcase an initial nonlinear result we present the effect of the TPA conductivity on the field enhancement. In Fig. 12(b) the
irradiance of the incident field was taken as 1 GW/cm². The field enhancement maximum is reduced to 36 at the photon energy, 3.4 eV, and the peak position has moved to a larger gap size, 1.75 nm (see Table 2). By comparison with the map in Fig. 12(a) representing the linear result the peak was further reduced by 35% due to the quantum nonlinearity. This result is intriguing since it is comparable in magnitude to the nonlinearity effect reported in Ref. [18] for gold nanospheres. However, this topic deserves a more complete and thorough analysis will be reserved for the future.

![Figure 12: Enhanced field maps for sodium dimer cylinders using the quantum conductivity model. (a) The field enhancement using the linear ac quantum conductivity term. The red arrow in the inset shows the electric field polarization of the input plane wave. (b) Field enhancement adding the nonlinear conductivity term, $\sigma^{(3)}$. The applied field irradiance is 1 GW/cm².](image)

| Figure number | $F_{E_{\text{max}}}$ | Gap [nm] | Energy [eV] |
|---------------|---------------------|----------|-------------|
| 7(c)          | 420                 | 0.7      | 2           |
| 8(c)          | 244                 | 0.66     | 3.5         |
| 9             | 263                 | 0.45     | 2.3         |
| 10            | 210                 | 0.3      | 1.7         |
| 12(a)         | 55                  | 1.1      | 3.22        |
| 12(b)         | 36                  | 1.75     | 3.4         |

Table 2: Summary of field enhancement maxima ($F_{E_{\text{max}}}$) data extracted from the maps in the selected figures.
6. CONCLUSIONS

Applying the quantum theory of tunneling for MIM structures we derived a set of linear and nonlinear quantum conductivities that can be employed to predict optical properties of nanoscale plasmonic systems. All physical parameters used in our calculations are extracted from the literature and no additional assumptions or fit parameters are required. Furthermore QCT can provide results for any combinations of metals and insulators, and will enable the design of complex device structures with optimized electromagnetic performance. The quantum conductivities also predict new, nonlinear optical effects, which could be exploited in developing future photonic devices.

Using QCT we derive three new nonlinear ac conductivities that can be detected in carefully designed experiments. The description of nonlinear coefficients can be extended to higher harmonic generation to study its efficiency for EUV production, as well. As a validation of QCT we demonstrated how the linear ac conductivity reduces the field enhancement, which compared favorably with results using different methods that were recently reported in several publications [18-22]. Our nonlinear quantum conductivity for two-photon absorption affects the electromagnetic field in the same way as the linear ac conductivity. Our TPA conductivity coefficient suppresses the field enhancement as the electromagnetic irradiance is increased and it has a similar magnitude to that reported from numerical calculations [18]. In addition we also predict a third-harmonic field can be generated from the quantum tunneling effect. The second-harmonic coefficient vanishes for dimers made with the same metals and no applied field breaks the symmetry, but by breaking this symmetry though a second-harmonic dipolar field can be generated. The third-harmonic term is nonzero for all combinations of metals, insulators and applied field. Future studies need to explore nonlinear phenomena in greater detail.
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