Isogeometric analysis with local adaptivity based on a posterior error estimation for elastodynamics
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Abstract
This paper presents a novel methodology of local adaptivity for the frequency-domain analysis of the vibrations of Reissner-Mindlin plates. The adaptive discretization is based on the recently developed Geometry Independent Field approximaTion (GIFT) framework, which may be seen as a generalisation of the Iso-Geometric Analysis (IGA). Within the GIFT framework, we describe the geometry of the structure exactly with NURBS (Non-Uniform Rational B-Splines), whilst independently employing Polynomial splines over Hierarchical T-meshes (PHT)-splines to represent the solution field. The proposed strategy of local adaptivity, wherein a posteriori error estimators are computed based on inexpensive hierarchical $h$-refinement, aims to control the discretisation error within a frequency band. The approach sweeps from lower to higher frequencies, refining the mesh appropriately so that each of the free vibration mode within the targeted frequency band is sufficiently resolved. Through several numerical examples, we show that the GIFT framework is a powerful and versatile tool to perform local adaptivity in structural dynamics. We also show that the proposed adaptive local $h$-refinement scheme allows us to achieve significantly faster convergence rates than when using a uniform $h$-refinement.
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1. Introduction
Isogeometric analysis (IGA) was proposed in \cite{1} to integrate Computer Aided Design (CAD) and analysis in Computer Aided Engineering (CAE). Due to the high continuity order of NURBS basic functions \cite{1, 2}, NURBS-based IGA has been successfully used to investigate many problems, and in particular problems related to plate vibrations, including Kirchoff plate \cite{3, 4} and ReissnerMindlin plate \cite{5, 6}. The results obtained when using IGA are often more accurate than those obtained using the traditional finite element method (FEM). The previously mentioned studies of plate vibrations with IGA are mostly dedicated to homogeneous structures, whereby the vibrations occur globally so that the uniform refinement of NURBS is an adequate method to control the discretisation error. However, when the dynamic solution exhibits local features, due to e.g. sharp geometrical feature and/or varying material properties, the uniform NURBS-based refinement may become inefficient. This is because NURBS basis functions are defined by a tensor product form, which leads to globally structured grid (see Fig.1(a)), which in turns result in computational wastage when trying to capture the local features of interest.

To overcome these limitations, splines with local refinement properties such as (truncated) hierarchical B-splines \cite{7, 8}, hierarchical NURBS \cite{9}, locally refined (LR) B-splines \cite{10}, T-splines \cite{11, 12}, and polynomial/rational splines over hierarchical T-meshes (PHT/RHT)-splines \cite{13, 14} were developed. In this study, we choose to apply PHT-splines, as they inherit the main merits of both B-splines and T-splines: basis functions can be represented by Bezier-Bernstein polynomials over a set of Hermite finite elements, and mesh refinement is local and simple (as seen in Fig.1(b)). In the recent past, PHT-splines have been successfully used to solve static elastic solid problems. The numerical results of \cite{14} showed that the adaptive PHT refinement delivers a higher convergence rate than uniform NURBS refinement. However, since PHT-splines are polynomial splines...
and not rational splines, they are not able to exactly represent the basic geometrical features, e.g. circles, ellipses, that typically arise in engineering design and analysis. This problem may be circumvented by making use of RHT-splines, as proposed in [14]. However, RHT-splines, unlike NURBS and T-splines, cannot be seamlessly extracted from existing CAD softwares. Besides, in the context of adaptivity, the updating of the weights during the refinement process require dedicated numerical developments. These difficulties prompted us to look into another direction.

Inspired by the work proposed in [15, 16, 17, 18], we will employ the Geometry-Independent Field approximation (GIFT) to deal with the aforementioned issue, by allowing the geometry and solution fields to be described using different functional spaces. The GIFT framework was first developed within the context of the boundary element method [15]. Later, Toshniwal et al. [16] established a scheme for unstructured quadri-lateral meshes, where the space of geometric design $S_D$ and the space of solution analysis $S_A$ were different. The GIFT model, wherein NURBS basis functions are used to describe the geometry without approximation and PHT splines are utilized for analysis, will be used in this paper. This combination is compatible with state-of-the-art CAD technology (the net of control points is inherited from CAD directly), whilst allowing local mesh refinement to take place in a non-degenerate manner. It is worth noticing that the GIFT scheme may not satisfy the isogeometric compatibility condition [16], which requires the solution space to be adequately rich compared to the functional space used to represent the geometry. This is because PHT splines are polynomials while NURBS are rational functions. However, the NURBS/PHT combo has been successfully used to develop (adaptive) GIFT schemes and achieve optimal convergent rates in the context of linear elasticity [18, 17]. It should also be noted that with increasing refinement level of the solution space, the space of PHT-splines will get closer to encompassing the NURBS-based functional space used to represent the geometry.

The main contributions of the paper are twofold. Firstly, we develop a novel methodology of local adaptivity based on GIFT for structural vibration problems. Secondly, we propose a novel frequency-domain adaptation strategy based on a posteriori error estimation and mode sweeping. Closely related to the proposed adaptivity scheme is that described in [19], whereby RHT splines are used to obtain a higher convergence rate of free vibration frequencies when compared to that observed when using tensor-product-based NURBS. However, the local refinement of the aforementioned study is driven by a priori error estimation, which does not provide any quantitative measure of accuracy (i.e. it only provides a spatial map of error sources). We aim to develop a comprehensive refinement strategy, which includes a reliable stopping criterion as provided by a posteriori error estimation (see for instance [20, 21, 22, 23]). More precisely, we will define a hierarchical a posteriori error estimator that makes the best of the PHT-spline local refinement capabilities. More precisely, the accuracy of GIFT solutions will be estimated by computing refined solutions using a finer mesh generated by systematically subdividing every GIFT element. The mesh adaptivity will be performed for every free vibration mode (i.e. frequency and associated mode shape) within a frequency band, sweeping from lower to higher frequencies. The algorithm requires for coarse and fine GIFT estimations of the modes to be put in correspondence in order to be compared. This is not a trivial task. We propose a new algorithm inspired by the Modal Assurance Criterion (MAC) strategy, which is widely used in experimental structural dynamics [24, 25]. We will show that the proposed algorithm is robust with respect to the order of multiplicity of the fine and coarse modes.
The organization of this paper is as follows. In Section 2 and Section 3, we formulate the variational form of the free vibrations of Reissner-Mindlin plates, in the frequency domain. We then describe how to discretise such problems using IGA and GIFT. In Section 4, we describe our proposed error estimation strategy, in the context of the adaptation of one, clearly isolated, free vibration mode. The strategy is then extended to the accuracy control of multiple modes in Section 5, which includes a technical discussion regarding the control of discretisation errors in the context of free vibration modes of order of multiplicity larger than one. In Section 6, several numerical examples are presented to evaluate the efficiency of the proposed methodology, and conclusions are drawn in Section 7.

2. Problem Statement

Let $\Omega \subset \mathbb{R}^2$ represent $x - y$ domain of the middle plane of a typical Mindlin plate, as shown in Fig. 2. The boundary $\partial \Omega$ involves $\partial \Omega_u$, $\partial \Omega_s$ and $\partial \Omega_m$ such that: $\partial \Omega = \overline{\partial \Omega_u \cup \partial \Omega_s \cup \partial \Omega_m}$, $\partial \Omega_u \cap \partial \Omega_s = \emptyset$, $\partial \Omega_u \cap \partial \Omega_m = \emptyset$. The formal statement of governing equation can be expressed as

$$\begin{align*}
\frac{\rho h^3}{12} \ddot{\theta} + L^T M + S &= 0 \quad \text{in } \Omega, \\
-\rho \ddot{w} h + \nabla^T S + q &= 0 \\
w &= \bar{w} \\
\theta &= \bar{\theta} \quad \text{on } \partial \Omega_u, \\
S &= \bar{S} \quad \text{on } \partial \Omega_s, \\
M &= \bar{M} \quad \text{on } \partial \Omega_m.
\end{align*}$$  \hspace{1cm} (1)

The $\rho$ is density and $h$ is thickness. The directions of deflection $w$ and rotation $\theta = (\theta_x, \theta_y)^T$ are presented in Fig. 2. The $q$ is transverse loading, and the operator $L$ is defined as

$$L = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 \\
0 & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{bmatrix}.$$
According to [26], the resultant shear force $S$ and the moment $M$ can be given as follows

$$M = DL\theta,$$
$$S = \kappa Gh(\nabla w - \theta).$$

The elastic matrix $D$ is defined by the assumption of plane stress such that

$$D = D \begin{bmatrix} 1 & \frac{\nu}{1-\nu} & 0 \\ \frac{\nu}{1-\nu} & 1 & 0 \\ 0 & 0 & \frac{1}{2} \end{bmatrix},$$

where the parameter $D = \frac{Eh^3}{12(1-\nu^2)}$ denotes the bending stiffness of the plate, and $E, \nu$ express the Young’s modulus, the Poisson’s ratio, respectively. The shear elastic modulus is $G$, and the constant coefficient $\kappa$ set to be $5/6$ in this study. Substituting Eq.(5) into Eq.(1), we can rewrite Eq.(1) as

$$-\frac{Eh^3}{12} \theta + \int_{\Omega} \delta T^{\top} D \lefthalfcup \theta \righthalfcup d\Omega + \int_{\Omega} \delta \theta^{\top} \kappa G h (\nabla w - \theta) d\Omega = 0,$$
$$-\rho \ddot{w} + \int_{\Omega} \delta \theta^{\top} \kappa G h (\nabla w - \theta) d\Omega + \int_{\Omega} \delta w^{\top} q d\Omega = 0. \tag{6}$$

We now introduce the trial solution space $V$ and test function space $Y$

$$V = \{ u \in H^2(\Omega) : u = \bar{u} \text{ on } \partial \Omega_u \}, \tag{7}$$
$$Y = \{ v \in H^2(\Omega) : v = 0 \text{ on } \partial \Omega_u \}, \tag{8}$$
and for all $[\delta w, \delta \theta]^{\top} \in V, [w, \theta]^{\top} \in V$, we can have the variational form of Eq.(6)

$$-\int_{\Omega} \delta \theta^{\top} \frac{Eh^3}{12} \theta d\Omega + \int_{\Omega} \delta \theta^{\top} \kappa G h (\nabla w - \theta) d\Omega = 0,$$
$$-\int_{\Omega} \delta w^{\top} \rho \ddot{w} d\Omega + \int_{\Omega} \delta w^{\top} \kappa G h (\nabla w - \theta) d\Omega + \int_{\Omega} \delta w^{\top} q d\Omega = 0. \tag{9}$$

We integrate by parts two terms in Eq.(9) such that

$$\int_{\Omega} \delta \theta^{\top} \kappa G h (\nabla w - \theta) d\Omega = -\int_{\Omega} (\nabla \delta w)^{\top} \kappa G h \nabla w d\Omega + \int_{\Omega} (\nabla \delta w)^{\top} \kappa G h \theta d\Omega + \int_{\partial \Omega_u} \delta w^{\top} S d\Omega,$$

$$\int_{\Omega} \delta \theta^{\top} \frac{Eh^3}{12} \theta d\Omega + \int_{\Omega} (\nabla \delta \theta)^{\top} D \lefthalfcup \theta \righthalfcup d\Omega + \int_{\partial \Omega_m} \delta \theta^{\top} \bar{M} d\Omega,$$

$$\int_{\Omega} \delta w^{\top} \kappa G h (\nabla w - \theta) d\Omega = -\int_{\Omega} (\nabla \delta w)^{\top} \kappa G h \nabla w d\Omega + \int_{\Omega} (\nabla \delta w)^{\top} \kappa G h \theta d\Omega + \int_{\partial \Omega_u} \delta w^{\top} \bar{S} d\Omega,$$

where $\bar{M}$ and $\bar{S}$ denote the prescribed moment and shear force respectively. Since only the free vibration analysis is considered in this paper, $\bar{M}, \bar{S}, q$ are all set to be zero. Substitution of Eq.(10) into Eq.(9) gives the weak form of the governing equation as

$$\int_{\Omega} \delta \theta^{\top} \frac{Eh^3}{12} \theta d\Omega + \int_{\Omega} (\nabla \delta \theta)^{\top} D \lefthalfcup \theta \righthalfcup d\Omega + \int_{\Omega} \delta \theta^{\top} \kappa G h \nabla w d\Omega = 0,$$
$$\int_{\Omega} \delta w^{\top} \rho \ddot{w} d\Omega + \int_{\Omega} (\nabla \delta w)^{\top} \kappa G h \nabla w d\Omega - \int_{\Omega} (\nabla \delta w)^{\top} \kappa G h \theta d\Omega = 0. \tag{11}$$

The general time-dependent solution of the free vibration equation can be constructed by assuming

$$u(x,t) = \phi(x) \exp(i\lambda t) = \begin{bmatrix} w \\ \theta \end{bmatrix} = \begin{bmatrix} \phi_w \\ \phi_{\theta} \end{bmatrix} \exp(i\lambda t), \tag{12}$$

where $\lambda$ is the frequency and $\phi$ is the eigenvector. Substituting Eq.(12) in Eq.(11), the weak form becomes an eigenvalue problem as follows

$$-\lambda^2 \int_{\Omega} \delta \phi_{\theta}^{\top} \frac{Eh^3}{12} \phi_{\theta} d\Omega + \int_{\Omega} (\nabla \delta \phi_{\theta})^{\top} D \lefthalfcup \phi_{\theta} \righthalfcup d\Omega + \int_{\Omega} \delta \phi_{\theta}^{\top} \kappa G h \phi_{\theta} d\Omega - \int_{\Omega} \delta \phi_{\theta}^{\top} \kappa G h \nabla \phi_w d\Omega = 0,$$
$$-\lambda^2 \int_{\Omega} \delta \phi_w^{\top} \rho \phi_w d\Omega + \int_{\Omega} (\nabla \delta \phi_w)^{\top} \kappa G h \nabla \phi_w d\Omega - \int_{\Omega} (\nabla \delta \phi_w)^{\top} \kappa G h \phi_{\theta} d\Omega = 0. \tag{13}$$
3. Discretization of the eigenvalue problem using IGA and GIFT

Let \( \mathcal{P} \) be the parametric domain, and the physical domain \( \Omega \) is parametrized on \( \mathcal{P} \) by a geometrical mapping \( F \)
\[
F: \mathcal{P} \rightarrow \Omega, \quad x = F(\xi). 
\]
We assume that the domain \( \Omega \) consists of sub-domains \( \Omega_i \), such that \( \Omega = \bigcup_{i=1}^{N} \Omega_i \). The geometrical map \( F \) is given by a set of basis functions \( N_k(\xi) \) and a set of control points \( P_k \) as
\[
x(\xi) = \sum_{k \in I} N_k(\xi)P_k, 
\]
where \( N_k(\xi) \) is a bivariate tensor product of the univariate basis functions \( N^p_i(\xi), N^q_j(\eta) \) with the orders \( p, q \), such that \( N_k(\xi) = N^p_i(\xi)N^q_j(\eta), (\xi, \eta) \in \xi \). Moreover, \( I \) is introduced as 2-dimensional multi-index \( (i, j) \), and \( k \) is interchangeably regarded as the collapsed notation for \( I \). In what follows, we will refer to the set \( \{N_k(\xi)\}_{k \in I} \) as the geometry basis, and introduce the discretization of the eigenvalue problem via the scheme of IGA and GIFT respectively.

3.1. The framework of IGA

In IGA, the solution field \( \phi = [\phi_w, \phi_\theta]^T \) is represented through the same spline functions which are used for the geometry, i.e.,
\[
\phi = \sum_{k \in I} N_k(\xi)\bar{\phi}_k, 
\]
where \( \bar{\phi}_k \) are unknown control variables. Then the deflection and rotations which serve as components of the solution variable can be denoted in the matrix form
\[
\begin{bmatrix}
\phi_w \\
\phi_\theta
\end{bmatrix} = 
\begin{bmatrix}
N_w & 0 \\
0 & N_\theta
\end{bmatrix}
\begin{bmatrix}
\bar{\phi}_w \\
\bar{\phi}_\theta
\end{bmatrix} = 
\begin{bmatrix}
N_w & 0 & 0 \\
0 & N_\theta_x & 0 \\
0 & 0 & N_{\theta_{xy}}
\end{bmatrix}
\begin{bmatrix}
\bar{\phi}_w \\
\bar{\phi}_x \\
\bar{\phi}_{xy}
\end{bmatrix}, 
\]
Supposed that the test functions \( \delta \phi_w \) and \( \delta \phi_\theta \) are discretized using Eq.(17), the discrete form of Eq.(13) will become
\[
\begin{align*}
\delta \bar{\phi}_\theta & \left( -\lambda^2 \int_{\Omega} N^\theta \rho_h \frac{3}{12} N^\theta d\Omega \right) \bar{\phi}_\theta + \delta \bar{\phi}_\theta \left( \int_{\Omega} (\mathbb{L}N_\theta)^T DLN_\theta d\Omega + \int_{\Omega} N^\theta \kappa G h N_\theta d\Omega \right) \bar{\phi}_\theta \\
& - \delta \bar{\phi}_\theta \left( \int_{\Omega} N^\theta \kappa G h \nabla N_w d\Omega \right) \bar{\phi}_w = 0, \\
\delta \bar{\phi}_w & \left( -\lambda^2 \int_{\Omega} N_w \rho_h N_w d\Omega \right) \bar{\phi}_w - \delta \bar{\phi}_w \left( \int_{\Omega} (\nabla N_w)^T \kappa G h N_\theta d\Omega \right) \bar{\phi}_\theta \\
& + \delta \bar{\phi}_w \left( \int_{\Omega} (\nabla N_w)^T \kappa G h \nabla N_w d\Omega \right) \bar{\phi}_w = 0.
\end{align*}
\]
The Jacobian matrix \( J(\xi) \) of the mapping \( F \) is introduced as
\[
J(\xi) = \frac{\partial x}{\partial \xi} = \sum_{k \in I} P_k \frac{\partial N_k(\xi)}{\partial \xi}, 
\]
We can rewrite Eq.(18) by defining the stiffness \( K \) and mass matrix \( M \) integrated in the parametric space \( \mathcal{P} \) as follows:
\[
K = K_b + K_s,
K_b = \int_{\mathcal{P}} (\mathbb{B}_b N)^T DB_b N |J(\xi)| d\mathcal{P}, \quad \text{bending stiffness}
K_s = \int_{\mathcal{P}} (\mathbb{B}_s N)^T DB_s N |J(\xi)| d\mathcal{P}, \quad \text{shear stiffness}
M = \int_{\mathcal{P}} \rho N^T mN |J(\xi)| d\mathcal{P},
\]
with
\[
\mathbb{B}_b = \begin{bmatrix}
0 & \frac{\partial}{\partial x} & 0 \\
0 & 0 & \frac{\partial}{\partial y} \\
0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{bmatrix}, \quad \mathbb{B}_s = \begin{bmatrix}
\frac{\partial}{\partial x} & -1 & 0 \\
\frac{\partial}{\partial y} & 0 & -1
\end{bmatrix}, \quad \mathbf{m} = \begin{bmatrix}
h & 0 & 0 \\
0 & \frac{h^3}{12} & 0 \\
0 & 0 & \frac{h^3}{12}
\end{bmatrix}.
\] (21)

Then Eq.(18) can be compactly written into the final matrix form of eigenvalue problem by IGA scheme
\[
\delta \bar{\phi}^T (\mathbf{K} - \lambda^2 \mathbf{M}) \bar{\phi} = 0.
\] (22)

### 3.2. The framework of GIFT

A detailed exposition of GIFT is presented in [18]. GIFT allows to choose a solution basis \{\Psi_k(\xi)\}_{k \in J} that can be different from the geometry basis \{N_k(\xi)\}_{k \in I}, but is defined on the physical domain with the help of the same mapping \(F^{-1}\) as in Eq.(14), i.e.,
\[
\Psi_k(\xi) = \Psi_k \circ F^{-1}(x).
\] (23)
Hence, the solution variables \(\phi = [\phi_w, \phi_\theta]^T\) are described accordingly by
\[
\phi = \sum_{k \in J} \Psi_k(\xi) \bar{\phi}_k,
\] (24)

Following the steps of derivation to obtain the statement of matrix form Eq.(22) from the weak form Eq.(13) using IGA method, the discrete eigenvalue equation can be similarly acquired through GIFT as in Eq.(22) with notations
\[
\mathbf{K} = \mathbf{K}_b + \mathbf{K}_s,
\]
\[
\mathbf{K}_b = \int_{\mathcal{P}} (\mathbb{B}_b \Psi)^T \mathbb{D} \mathbb{B}_b \Psi |J(\xi)| \, d\mathcal{P},
\]
\[
\mathbf{K}_s = \int_{\mathcal{P}} (\mathbb{B}_s \Psi)^T \mathbb{D} \mathbb{B}_s \Psi |J(\xi)| \, d\mathcal{P},
\]
\[
\mathbf{M} = \int_{\mathcal{P}} \rho \Psi^T m \Psi |J(\xi)| \, d\mathcal{P}.
\] (25)

**Remark 1.** Despite the use of a different spline basis for assembling within GIFT and IGA (compare Eq.(20) with Eq.(25)), the mapping \(F\) is kept the same for both methods. Therefore, supposed that the geometry is exactly represented by spline basis \(N_k(\xi)\) on the initial (often very coarse) mesh with geometric mapping \(F_0\), the integrals on physical domain, e.g., Eq.(25) can be computed by assuming that the mapping is fixed \((F = F_0)\). It means the generation of new controls points and new geometric basis are not essential any more during the refinement, which is computationally advantageous. It is worth noting that this hypothesis of fixed mapping is satisfied, due to the fact that both \(h\)–refinement and \(p\)–refinement in IGA are with the geometry preserving.

In this work, three kinds of spline basis functions, NURBS, PHT and RHT are applied for IGA and GIFT methods. They are introduced in detail in Appendix A, B and C respectively.

### 3.3. Boundary conditions and multiple patch coupling

Two types of Dirichlet boundary conditions for free vibration are applied in this study
\[
\bar{w} = 0, \quad \bar{\theta}_s = 0, \quad \bar{\theta}_n = 0 \quad \text{clamped},
\]
\[
\bar{w} = 0 \quad \text{simply supported},
\] (26)
where the subscripts \( n \) and \( s \) denote tangent and normal direction, as shown in Fig. 2. Spline basis functions are generally not with interpolatory nature. This does not allow the imposition of Dirichlet boundary condition as straightforward as that in finite element method. Some strategies proposed for the mesh free method, e.g., [27, 28] can be extended to the isogeometric framework, but we desire to seek a more simple method. As presented in Fig. 3, at boundary points of the knot vector \( \Xi = [0, 0.25, 0.5, 0.75, 1] \), only one B-spline basis function is equal to 1, while others are zero. So it is just required to find the control variables related to the non-zeros basis functions, and remove the relevant degrees of freedom. Thus, the boundary conditions in Eq. (26) can be imposed. As the NURBS, PHT-splines and RHT-splines are all based on the B-splines, and refinements do not change the situations on the boundaries mentioned above, imposing the boundary conditions will be direct. Regarding the coupling of multiple patches, we utilize a convenient and robust approach that patches are conforming at interfaces through the imposition which allows the \( C^0 \) continuity by identifying the corresponding degrees of freedom. Owing to the property of local refinement possessed by PHT, it is simple to realize that this process is with minimal additional refinements and computing resources. Besides, other weak coupling methods [29, 30] could also be used without additional difficulties.

4. Adaptivity for one mode

As mentioned in Remark 1 in the GIFT scheme, the refinement is only required for solution space. Therefore, in this section, we are going to present the procedure of PHT mesh adaptivity when a particular mode is targeted.

4.1. Error estimator

Supposed that \( i \) is the mode of interest on current (coarse) mesh \( T \) (\( T \) is a hierarchical T-mesh), we define a corresponding mode \( \tilde{i} \) on refined mesh \( \tilde{T} \), wherein the elements are created by dividing each element in \( T \) into \( 2^d \cdot L_e \) elements, where \( d \) is the dimension of the problem, and \( L_e \) is the level of refinement. Assuming that \( \phi_i^h \) and \( \lambda_i^h \) denote the eigenvector and frequency obtained using \( T \) for mode \( i \), and \( \tilde{\phi}_i \) and \( \tilde{\lambda}_i \) indicate solutions acquired on \( \tilde{T} \) for mode \( \tilde{i} \), then the error estimators for frequency and mode shape can be defined as

\[
|e_i^\lambda| = \left| \log \tilde{\lambda}_i - \log \lambda_i \right|, \quad \delta_i^\phi = \frac{\| e_i^\phi \|_E}{\| \tilde{\phi}_i \|_E} = \frac{\| \tilde{\phi}_i - \phi_i^h \|_E}{\| \tilde{\phi}_i \|_E},
\]

(27)

where \( 100 \% || \cdot ||_E := \left[ \int_\Omega B_b^T(\cdot) \mathbb{D} B_b(\cdot) d\Omega + \int_\Omega B_s^T(\cdot) \mathbb{D} B_s(\cdot) d\Omega \right] ^{\frac{1}{2}} \) is the energy norm. Since \( \phi_i^h \) and \( \tilde{\phi}_i \) are discretized by

\[
\phi_i^h = \mathbf{T} \tilde{\phi}_i, \quad \tilde{\phi}_i = \tilde{T} \phi_i,
\]
where $T$ and $\tilde{T}$ are PHT-spline basis functions defined over spaces $T$ and $\tilde{T}$. In order to compute $\|\tilde{\phi}_i - \phi^h_i\|_E$, the control variables $\phi^h_i$ should be prolonged onto the $\tilde{T}$

$$\tilde{\phi}^h_i \rightarrow \mathbb{P}\tilde{\phi}^h_i$$

(28)

where $\mathbb{P}$ is the prolongation operator. Two strategies are introduced to compute this prolongation in Appendix [D]. One is based on the insertion of control points in PHT refinement, and the other one is based upon the projection. Owing to the features of the isogeometric system that refinement does not change the field, the solution $\phi^h_i$ is preserved exactly after the prolongation, which reads

$$\phi^h_i = T\tilde{\phi}^h_i = \tilde{T}\mathbb{P}\tilde{\phi}^h_i.$$  

(29)

Hence, it yields that

$$\|\tilde{\phi}_i - \phi^h_i\|_E = \left\| (\tilde{\phi}_i - \mathbb{P}\tilde{\phi}^h_i)^T \tilde{K}(\tilde{\phi}_i - \mathbb{P}\tilde{\phi}^h_i) \right\|^{\frac{1}{2}},$$

(30)

where the stiffness matrix $\tilde{K}$ is obtained by the GIFT method

$$\tilde{K} = \int_P [(B_b\tilde{T})^T D_b\tilde{T} + (B_s\tilde{T})^T D_s\tilde{T}] |J(\xi)| dP.$$  

(31)

For the reason that the adaptive mesh requires a local criterion, by referring to $\Omega_e$ as an element-wise physical domain, the local error estimator of eigenvector is posed, i.e.

$$\left\| e_i^\phi(\Omega_e) \right\|_E = \left[ \int_{\Omega_e} (B_b e_i^\phi)^T D_b e_i^\phi d\Omega_e + \int_{\Omega_e} (B_s e_i^\phi)^T D_s e_i^\phi d\Omega_e \right]^{\frac{1}{2}}.$$  

(32)

Letting $N$ denote the total number of elements, it yields

$$\left\| e_i^\phi \right\|_E^2 = \sum_{j=1}^{N} \left\| e_i^\phi(\Omega_e^j) \right\|_E^2.$$  

(33)

4.2. Marking method

In order to take the error contribution by each cell into consideration, the marking strategy is proposed based on the approach [31]. To be specific, we sort the values of $\left\| e_i^\phi(\Omega_e^j) \right\|_E^2$ ($j = 1, 2, \ldots, N$) from large to small. Then mark the set of $N^*$ elements to be refined, if the following criterion is satisfied

$$\sum_{j=1}^{N^*} \left\| e_i^\phi(\Omega_e^j) \right\|_E^2 \geq \tau \left\| e_i^\phi \right\|_E^2,$$

(34)

where $\tau \in (0, 1]$ is the percentage, $N^*$ is the minimum number of elements to satisfy Eq. (34). Each marked element will be subdivided into 4 elements in case of $d = 2, L_e = 1$. The interpretation for the adaptive PHT refinement process is presented in Fig. 4 and more details on PHT refinement can be found in Appendix B.2. The adaptivity for mode $i$ will proceed until both of the following criteria are fulfilled

$$|e_i^\lambda| \leq \tau_{\lambda}, \quad \delta_i^\phi \leq \tau_{\phi},$$

(35)

where $\tau_{\lambda}$ and $\tau_{\phi}$ are error tolerances for the frequency and the eigenvector respectively.

**Remark 2.** In terms of the option for $\tau$ by a given accuracy, there is always a compromise between refinement steps and number of elements to be refined at each step. When $\tau \ll 1$, it may achieve an optimal final mesh, however, it would sacrifice the computational cost due to too many refinement steps. Whilst if $\tau$ is too large, the effect of adaptivity would be diminished, since $\tau = 1$ leads to the uniform refinement. We have found through some experimentations that, $\tau = 0.3$ offers a good balance in the context of this work.
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Figure 4: The schematic illustration for adaptive PHT refinement procedure in parametric domain at mode $i$ in case of $d = 2, L_e = 1$. 
Algorithm 1: Adaptivity process for the single mode $i$

**Input:** $|e^i_\lambda|$ and $\delta^i_\phi$ on coarse mesh $\mathbb{T}$.

**Output:** Updated $\mathbb{T}$ after refinement.

**while** $|e^i_\lambda| \leq \tau_\lambda$, $\delta^i_\phi \leq \tau_\phi$ **do**

  **for** $j \leftarrow 1$ to $N$ **do**

  | Compute $\|e^i_\phi(\Omega^j_e)\|_E^2$ by Eq.(32).

  **end**

  Sort values of $\|e^i_\phi(\Omega^j_e)\|_E^2$ from large to small.

  **for** $j \leftarrow 1$ to $N$ **do**

  | if $\sum_{j=1}^N \|e^i_\phi(\Omega^{j*}_e)\|_E \geq \tau \|e^i_\phi\|_E$ **then**

  | Mark $N^* = j$

  | **break**

  **end**

  **end**

  **for** $j \leftarrow 1$ to $N^*$ **do**

  | Refine element $j$ to update $\mathbb{T}$.

  **end**

  Renew $|e^i_\lambda|$ and $\delta^i_\phi$ by Eq.(27).

**end**

5. Adaptivity for a range of frequencies

Following the section above, we will discuss how to deal with the adaptivity when modes are inside a band of frequencies of interest.

5.1. Algorithm of adaptivity by sweeping modes

As it is shown in Fig.5, suppose that frequencies of interest are inside a band, that is, $\lambda^b_i \in [\lambda_{min}, \lambda_{max}]$ (marked with red dash line), and four modes are involved, with frequencies are $\lambda^b_3$, $\lambda^b_4$, $\lambda^b_5$ and $\lambda^b_6$. We start with the lowest mode (mode 3). Since mode 3 is a single mode by checking the multiplicity, calling the Algorithm 1 directly, the adaptivity for mode 3 will be proceeded. Afterwards, we move to the mode 4. Through multiplicity identification, mode 4 and mode 5 are double modes. It is worth noting that there are no actual double (or multiple) modes. The so-called double (or multiple) modes in our study are numerical. For example, if $|\lambda^b_4 - \lambda^b_5| \leq \tau^mul_\lambda$, where $\tau^mul_\lambda$ is a threshold, the mode 4 and mode 5 are considered as a double mode. Exploiting the Algorithm 5, the adaptivity of double mode (4, 5) can be realized. Thus, by sweeping the modes until mode 6, the adaptivity for the frequencies in the window can be delivered. This algorithm is summarized in Algorithm 2.

5.2. Location of modal correspondence

As we focus on the error estimation and adaptivity in Section 4, mode $i$ and mode $\tilde{i}$ are assumed to be related. But in fact, for example, as illustrated in Fig.5, $\lambda^b_3$ could be related to any mode on $\mathbb{T}$, such as $\lambda_2$, $\lambda_3$, $\lambda_4$, $\tilde{\lambda}_5$ or $\lambda_6$. Therefore, it is required to find the method to recognize this modal resemblance. Two approaches are introduced in the following sections.

5.2.1. Frequency Error Criterion (FEC)

The FEC strategy is to regard the modes, with the closest frequencies, as the related modes. The algorithm is summarized in Algorithm 3. Specifically, when using FEC strategy, first of all, we check the multiplicity of
Double modes

Figure 5: The schematic of adaptivity algorithm for an interval of frequencies of interest by sweeping modes from low to high.

Algorithm 2: Adaptivity for a range of frequencies of interest \( [\lambda_{\text{min}}, \lambda_{\text{max}}] \)

\[
\text{while } \lambda_{\text{min}} \leq \lambda_i \leq \lambda_{\text{max}} \text{ do}
\]

\textbf{Step 1.} Call Algorithm 3 or Algorithm 4 to find the multiplicity \( n \) of mode \( i \) on \( T \), and the related modes on \( \tilde{T} \).

\textbf{Step 2.}

if \( n = 1 \) then

\quad Call Algorithm 1 to perform adaptivity for mode \( i \).

else

\quad Call Algorithm 5 to process adaptivity for \( n \) multiple modes \( \{i, \ldots, i + n - 1\} \).

end

\textbf{Step 3.}

\[
\begin{cases}
  i = i + 1, & \text{for single mode.} \\
  i = i + n, & \text{for } n \text{ multiple modes.}
\end{cases}
\]

end
they are assembled into MAC matrix \( M \) two computational modal shapes. The values of MAC are computed by computational eigenvectors, and then vectors for validation of experiment \([24, 32]\). In this paper, we utilize it to locate the correspondence between

5.2.2. Modal Assurance Criterion (MAC)

Reset \( \tilde{i} \) is the corresponding mode number. We firstly find the mode \( \tilde{i} \) by obtaining the minimum of \( \{ |e_{i,j}| \} \) by Eq. (36). Next, we check the multiplicity of mode \( \tilde{i} \). It is required to check the modes lower than mode \( \tilde{i} \), as well the modes higher than mode \( \tilde{i} \) (look at Fig. 6). By this way, we can have that

\[ |\lambda_{i+1} - \lambda_i| \leq \tau^\text{mul}_\lambda, |\lambda_{i+2} - \lambda_{i+1}| \leq \tau^\text{mul}_\lambda, \ldots, |\lambda_{i+n-1} - \lambda_{i+n-2}| \leq \tau^\text{mul}_\lambda; \]

the multiplicity of mode \( i \) is \( n \).

Then, we have the set of multiple modes \( \{ i, i + 1, \ldots, i + n - 1 \} \).

Now, we need to find the corresponding modes on \( \tilde{T} \). If mode \( i \) is a single mode, we compute the set of absolute values of errors

\[ \{ |e_{i,j}| \} = \{ |\lambda_i - \tilde{\lambda}_i| \}, \forall \tilde{\lambda}_i \in [\lambda_{\min} - a, \lambda_{\max} + a], \tag{36} \]

where the constant \( a \) is to make sure the interval \([\lambda_{\min} - a, \lambda_{\max} + a]\) is wide enough to include the corresponding mode inside. Select the minimum of \( \{ |e_{i,j}| \} \), and then the relevant \( \tilde{i} \) is the corresponding mode number.

When modes \( \{ i, i + 1, \ldots, i + n - 1 \} \) are \( n \) multiple modes, the approach is presented in the Fig. 6. We firstly find the mode \( \tilde{i} \) by obtaining the minimum of \( \{ |e_{i,j}| \} \) by Eq. (36). Next, we check the multiplicity of mode \( \tilde{i} \). It is required to check the modes lower than mode \( \tilde{i} \), as well the modes higher than mode \( \tilde{i} \) (look at Fig. 6).

By this way, we can have that

\[ |\tilde{\lambda}_{i-m_1+2} - \tilde{\lambda}_{i-m_1+1}| \leq \tau^\text{mul}_\lambda, \ldots, |\tilde{\lambda}_i - \tilde{\lambda}_{i-1}| \leq \tau^\text{mul}_\lambda, |\tilde{\lambda}_{i+1} - \tilde{\lambda}_i| \leq \tau^\text{mul}_\lambda, \ldots, |\tilde{\lambda}_{i+m_2-1} - \tilde{\lambda}_{i+m_2-2}| \leq \tau^\text{mul}_\lambda; \]

then, the multiplicity of mode \( \tilde{i} \) is \( m = m_1 + m_2 \).

Reset \( \tilde{i} = \tilde{i} - m_1 + 1 \), and thus we obtain the related multiple modes \( \{ \tilde{i}, \tilde{i} + 1, \ldots, \tilde{i} + m - 1 \} \).

5.2.2. Modal Assurance Criterion (MAC)

The MAC method has been widely used to build correlation between analytical and experimental modal vectors for validation of experiment \([21, 32]\). In this paper, we utilize it to locate the correspondence between two computational modal shapes. The values of MAC are computed by computational eigenvectors, and then they are assembled into MAC matrix \( M \) by using the formula

\[ M_{i,j}(\phi_i, \phi_j) = \int_0^1 \phi_i^T \mathbf{m} \phi_j d\Omega, \frac{\|\phi_i\|^2_m}{\|\phi_j\|^2_m}; \tag{37} \]
Algorithm 3: Identification of mode multiplicity and location of mode correspondence by FEC

Input: $\lambda_i$ and mode $i$ on $T$.

Output: Multiplicity $n$ of mode $i$ and the related set of modes $\{\tilde{i}, \ldots, \tilde{i} + m - 1\}$ on $\tilde{T}$.

$n = 1$, $j = i + 1$.

while $\lambda^h_j \leq \lambda_{\text{max}}$ ; /* Find multiplicity $n$ of mode $i$ */
do
  if $|\lambda^h_j - \lambda^h_{j-1}| \leq \tau_{\text{mul}}^\lambda$ then
    $j = j + 1.$
    $n = n + 1.$
  else
    break
  end
end

The multiplicity of mode $i$ is $n$.

while $\lambda_{\text{min}} - a \leq \lambda^h_i \leq \lambda_{\text{max}} + a$ do
  Compute $\{|e_{i,j}^h|\} = |\lambda^h_i - \tilde{\lambda}_i|$.
  $\tilde{i} = \tilde{i} + 1.$
end

Select the minimum of $\{|e_{i,j}^h|\}$ and mark the relevant $\tilde{i}$.

if $n = 1$ then
  The mode $i$ is related to mode $\tilde{i}$.
else
  $m_1 = 1$, $j = \tilde{i} - 1.$ ; /* Find multiplicity $m$ of mode $\tilde{i}$ */
  while $\lambda_{\text{min}} - a \leq \tilde{\lambda}_j$ do
    if $|\tilde{\lambda}_j - \tilde{\lambda}_{j+1}| \leq \tau_{\text{mul}}^\lambda$ then
      $j = j + 1.$
      $m_1 = m_1 + 1.$
    else
      break
    end
  end
  $m_2 = 1$, $j = \tilde{i} + 1$.

  while $\tilde{\lambda}_j \leq \lambda_{\text{max}} + a$ do
    if $|\tilde{\lambda}_j - \tilde{\lambda}_{j-1}| \leq \tau_{\text{mul}}^\lambda$ then
      $j = j + 1.$
      $m_2 = m_2 + 1.$
    else
      break
    end
  end

  The multiplicity of mode $\tilde{i}$ is $m = m_1 + m_2$.

  Reset $\tilde{i} = \tilde{i} - m_1 + 1$. Then, the multiple modes $\{i, \ldots, i + n - 1\}$ are related to multiple modes $\{\tilde{i}, \ldots, \tilde{i} + m - 1\}$.
end
Also, we use MAC values to recognize the multiplicity of mode $\tilde{m}$ and poor association. Generally, it is accepted that large values denote relatively consistent correlation whilst small value represents poor association.

In the MAC method, for mode $i$ with $\lambda_i^h \in [\lambda_{\text{min}}, \lambda_{\text{max}}]$, if the MAC value $M_{i,i+1} < \tau_{\text{MAC}}$, where $\tau_{\text{MAC}}$ is the tolerance, mode $i$ is interpreted as a single mode. If the modes are multiple, such that

\[
M_{i,i+1} \geq \tau_{\text{MAC}}, \quad M_{i+1,i+2} \geq \tau_{\text{MAC}}, \quad \ldots, \quad M_{i+n-1,i+n-2} \geq \tau_{\text{MAC}},
\]

the multiplicity of mode $i$ is $n$, and the set of multiple modes are $\{i, i+1, \ldots, i-n+1\}$.

The strategy to deal with the multiple modes is similar to the FEC scheme, as shown in Fig.6. The slight difference is that, in MAC method, we find the mode $\tilde{i}$ by the maximum of $\{M_{i,i}\}$, $\forall \lambda_i \in [\lambda_{\text{min}} - a, \lambda_{\text{max}} + a]$. Also, we use MAC values to recognize the multiplicity of mode $\tilde{i}$ by following:

If

\[
M_{\tilde{i}-m+1, \tilde{i}-m+2} \geq \tau_{\text{MAC}}, \quad \ldots, \quad M_{\tilde{i}, \tilde{i}-1} \geq \tau_{\text{MAC}}, \quad M_{\tilde{i}+1, \tilde{i}} \geq \tau_{\text{MAC}}, \quad \ldots, \quad M_{\tilde{i}+m-2, \tilde{i}+m-1} \geq \tau_{\text{MAC}},
\]

the multiplicity of mode $\tilde{i}$ is $m = m_1 + m_2$.

Reset $\hat{i} = \tilde{i} - m_1 + 1$, and then we obtain the related multiple modes $\{\hat{i}, \hat{i} + 1, \ldots, \hat{i} + m - 1\}$.

For instance, an example of MAC matrix $\mathbf{M}$ is illustrated with 3D view in Fig.7. It is obvious that, the single modes 1,2 and 3 on coarse mesh are correlated to the single modes 1,2 and 3 on refined mesh, respectively. In addition, double modes 4 and 5 on $\mathbf{T}$ are associated to the double modes 4 and 5 on $\hat{T}$.

These two schemes, that is, FEC and MAC, will be compared in the numerical examples Section 6.2.

5.3. Adaptivity for multiple modes

In section 4 the adaptivity strategy for a single mode is established. In this section, we intend to propose a methodology to deal with the adaptivity for multiple modes.

Suppose that the $n$ multiple modes $\{i, i+1, \ldots, i+n-1\}$ on coarse mesh $\mathbf{T}$ are related to $m$ multiple modes $\{\tilde{i}, \tilde{i}+1, \ldots, \tilde{i}+m-1\}$ on refined mesh $\hat{T}$. Then all the vectors for modes $\{i, \ldots, i+n-1\}$ are actually defined by the linear combinations of basis eigenvectors $\Phi$ in a eigenspace $\mathcal{P}$

\[
\mathcal{P} = \{\varphi : \varphi = \Phi \alpha, \quad \alpha \in \mathbb{R}^n\},
\]

where $\alpha = (\alpha_i, \ldots, \alpha_{i+n-1})^T$ are arbitrary coefficients. The basis eigenvectors $\Phi$ are defined by

\[
\Phi = (\phi_i^h \ldots \phi_{i+n-1}^h) \in \mathbb{R}^{3 \times n},
\]

where $\phi_i^h = [\phi_{i,w}^h \phi_{i,\theta_z}^h \phi_{i,\theta_y}^h]^T$ is the solution field for mode $i$. Likewise, the eigenspace for multiple modes $\{\tilde{i}, \ldots, \tilde{i}+m-1\}$ is defined by

\[
\hat{\mathcal{P}} = \{\hat{\varphi} : \hat{\varphi} = \hat{\Phi} \hat{\alpha}, \quad \hat{\alpha} \in \mathbb{R}^m\},
\]

where

\[
\hat{\Phi} = (\hat{\phi}_i \ldots \hat{\phi}_{\tilde{i}+m-1}) \in \mathbb{R}^{3 \times m}, \quad \hat{\phi}_i = [\hat{\phi}_{i,w} \hat{\phi}_{i,\theta_z} \hat{\phi}_{i,\theta_y}]^T.
\]
Algorithm 4: Identification of mode multiplicity and location of mode correspondence by MAC

Input: \( \lambda_i \) and mode \( i \) on \( \mathbb{T} \).
Output: Multiplicity \( n \) of mode \( i \) and the related set of modes \( \{\tilde{i}, \ldots, \tilde{i} + m - 1\} \) on \( \mathbb{T} \).

\[
\begin{align*}
n & = 1, \quad j = i + 1 \\
\text{while } \lambda_{\text{min}} \leq \lambda_j \leq \lambda_{\text{max}} ; \\
& \quad \text{do} \\
& \quad \text{Compute } \mathcal{M}(\phi_j^h, \phi_{j-1}^h) \text{ by Eq.}[37]. \\
& \quad \text{if } \mathcal{M}(\phi_j^h, \phi_{j-1}^h) \geq \tau_{\text{MAC}} \text{ then} \\
& \quad \quad j = j + 1. \\
& \quad \quad n = n + 1. \\
& \quad \text{else} \\
& \quad \quad \text{break} \\
& \quad \text{end} \\
& \text{end} \\
\end{align*}
\]

The multiplicity of mode \( i \) is \( n \).

\[
\begin{align*}
\text{while } \lambda_{\text{min}} - a \leq \lambda_{\tilde{i}} \leq \lambda_{\text{max}} + a \text{ do} \\
& \quad \text{Compute } \{\mathcal{M}_{i,\tilde{i}}(\phi_i^h, \tilde{\phi}_{\tilde{i}}^h)\} \text{ by Eq.}[37]. \\
& \quad \tilde{i} = \tilde{i} + 1. \\
& \text{end} \\
\end{align*}
\]

Select the maximum of \( \{\mathcal{M}_{i,\tilde{i}}\} \) and mark the relevant \( \tilde{i} \).

\[
\begin{align*}
\text{if } n = 1 \text{ then} \\
& \quad \text{The mode } i \text{ is related to mode } \tilde{i}. \\
\text{else} \\
& \quad m_1 = 1, \quad j = \tilde{i} - 1. \\
\text{while } \lambda_{\text{min}} - a \leq \lambda_j \leq \lambda_{\text{max}} \text{ do} \\
& \quad \text{Compute } \mathcal{M}(\phi_j^h, \phi_{j+1}^h) \text{ by Eq.}[37]. \\
& \quad \text{if } \mathcal{M}(\phi_j^h, \phi_{j+1}^h) \geq \tau_{\text{MAC}} \text{ then} \\
& \quad \quad j = j - 1. \\
& \quad \quad m_1 = m_1 + 1. \\
& \quad \text{else} \\
& \quad \quad \text{break} \\
& \quad \text{end} \\
& \text{end} \\
& m_2 = 1, \quad j = \tilde{i} + 1. \\
\text{while } \lambda_j \leq \lambda_{\text{max}} + a \text{ do} \\
& \quad \text{if } \mathcal{M}(\phi_j^h, \phi_{j-1}^h) \geq \tau_{\text{mul}} \text{ then} \\
& \quad \quad j = j + 1. \\
& \quad \quad m_2 = m_2 + 1. \\
& \quad \text{else} \\
& \quad \quad \text{break} \\
& \text{end} \\
\text{end} \\
\text{The multiplicity of mode } \tilde{i} \text{ is } m = m_1 + m_2. \\
\text{Reset } \tilde{i} = i - m_1 + 1. \text{ Then, The multiple modes } \{i, \ldots, i + n - 1\} \text{ are related to multiple modes } \{\tilde{i}, \ldots, \tilde{i} + m - 1\}. \\
\text{end}
\]
Figure 7: An example of 3D view for a MAC matrix obtained between coarse and refined meshes. Specially, the blocks of MAC values in red circle mean that double modes arise.

Figure 8: The schematic of the measurement of the error estimator of eigenvectors for multiple modes between $\mathcal{P}$ and $\tilde{\mathcal{P}}$.

Now we aim to define error estimator of eigenvectors $e_{\phi}$, between $\mathcal{P}$ and $\tilde{\mathcal{P}}$. The strategy, briefly summarized, is to project all the vectors in $\mathcal{P}$ onto $\tilde{\mathcal{P}}$, and then compute all the errors between the projected vectors and the vectors in $\tilde{\mathcal{P}}$. Among these errors, the maximum will be regarded as the $e_{\phi}$. This process is presented in Fig.8. As shown in Fig.8, The minimization of the projection and the maximization of the errors can be defined as the following problem

Find $\alpha$ and $\tilde{\alpha}$ such that

\[
e_{\phi} := \max_{\tilde{\alpha}} \min_{\alpha} \| \tilde{\Phi} \tilde{\alpha} - \Phi \alpha \|_E,
\]

with $\|\tilde{\alpha}\|_2 = \sqrt{\tilde{\alpha}^T \tilde{\alpha}} = 1$.

Aiming to solve the problem in Eq.(41), we build a Lagrange function $\mathcal{L}(\cdot)$ such that

\[
\mathcal{L}(\alpha, \tilde{\alpha}, \mu) = \| \tilde{\Phi} \tilde{\alpha} - \Phi \alpha \|_E^2 + \mu \left( \|\tilde{\alpha}\|_2^2 - 1 \right),
\]
where $\| \tilde{\alpha} \|_2 = 1$ specifies the range of vectors $\| \tilde{\varphi} \|$ and $\| \varphi^h \|$. Then the problem defined in Eq.(41) can also be mathematically understood as follows.

Find $(\alpha, \tilde{\alpha}, \mu)$, such that,

$$
\delta_{\alpha} \mathcal{L} = 0, \Rightarrow \delta_{\alpha} \left\| \tilde{\Phi} \tilde{\alpha} - \Phi \alpha \right\|_E^2 = 0, \quad (43)
$$

$$
\delta_{\tilde{\alpha}} \mathcal{L} = 0, \Rightarrow \delta_{\tilde{\alpha}} \left\| \tilde{\Phi} \tilde{\alpha} - \Phi \alpha \right\|_E^2 + \mu \cdot \delta_{\tilde{\alpha}} \left( \| \tilde{\alpha} \|_2^2 - 1 \right) = 0, \quad (44)
$$

$$
\delta_{\mu} \mathcal{L} = 0, \Rightarrow \| \tilde{\alpha} \|_2 = 1. \quad (45)
$$

The basis eigenvectors $\Phi$ and $\tilde{\Phi}$ are discretized by PHT-spline basis functions $T$ and $\tilde{T}$, that is,

$$
\Phi = T \bar{\Phi}, \quad \tilde{\Phi} = \tilde{T} \tilde{\bar{\Phi}}, \quad (46)
$$

where $\bar{\Phi} \in \mathbb{R}^{3k \times n}$ and $\tilde{\bar{\Phi}} \in \mathbb{R}^{3\tilde{k} \times m}$ are control variables of eigenvectors, and $k$ and $\tilde{k}$ are the numbers of control variables over $T$ and $\tilde{T}$, respectively. As discussed in Section 4.1, since refined mesh $\tilde{T}$ is obtained by the hierarchical refinement of coarse mesh $T$, we can have the prolongation of $\bar{\Phi}$ in the $\tilde{T}$, i.e.,

$$
\Phi = T \bar{\Phi} = \tilde{T} \tilde{\bar{\Phi}}. \quad (47)
$$

Substitution of Eq.(46) and Eq.(47) into Eq.(43) and solving the equation, yields

$$
\bar{\Phi} K \bar{\Phi} \alpha = (\bar{\Phi} \bar{\Phi})^T \tilde{\bar{\Phi}} \tilde{\bar{\Phi}} \alpha, \quad (48)
$$

where $K$ and $\tilde{K}$ are the stiffness matrices on $T$ and $\tilde{T}$, defined in Eq.(25). Defining a $n \times m$ matrix $A$, that is,

$$
A := \left( (\bar{\Phi} \bar{\Phi})^T \tilde{\bar{\Phi}} \tilde{\bar{\Phi}} \right)^{-1} \bar{\Phi} K \bar{\Phi},
$$

we can rewrite Eq.(48), which reads

$$
\alpha = A \tilde{\alpha}. \quad (49)
$$

Similarly, substituting Eq.(49) into Eq.(44) and solving the equation, we have an eigenvalue problem for $\tilde{\alpha}$

$$
K^* \tilde{\alpha} = \mu \tilde{\alpha}, \quad (50)
$$

where

$$
K^* = \tilde{\Phi}^T \tilde{\bar{\Phi}} + A^T \tilde{\bar{\Phi}} \tilde{\bar{\Phi}} A - A (\bar{\Phi} \bar{\Phi})^T \tilde{\bar{\Phi}}. \quad (51)
$$

Solving the eigenvalue problem in Eq.(50), $\tilde{\alpha}$ can be obtained. Then, substituting $\tilde{\alpha}$ into Eq.(49), $\alpha$ will be obtained. Furthermore, the error estimator $e_\phi$ in Eq.(41) can be determined. Additionally, the local error estimator $e_\phi(\Omega_c)$ can be given by

$$
e_\phi(\Omega_c) = \left[ \int_{\Omega_c} (\mathcal{B}_i e_\varphi)^T \mathcal{D} \mathcal{B}_j e_\varphi d\Omega_c + \int_{\Omega_c} (\mathcal{B}_s e_\varphi)^T \mathcal{D} \mathcal{B}_s e_\varphi d\Omega_c \right)^{\frac{1}{2}}, \quad (52)
$$

where $e_\varphi = \tilde{\varphi} - \varphi$. The marking strategy has been discussed in Section 4.2. Define the error estimator of frequency and relative error estimator of eigenvector

$$
|e_\lambda| = \frac{1}{n} \sum_{j=1}^{i+n-1} \lambda_j - \frac{1}{m} \sum_{j=1}^{i+m-1} \tilde{\lambda}_j, \quad \delta_\phi = \frac{e_\phi}{\| \tilde{\varphi} \|_E}, \quad (53)
$$

and subsequently, the adaptivity can be conducted until they satisfy the given thresholds

$$
|e_\lambda| \leq \tau_\lambda, \quad \delta_\phi \leq \tau_\phi. \quad (54)
$$

The methodology proposed above is summarized in Algorithm 5.
**Algorithm 5:** Adaptivity process for the \( n \) multiple modes \( \{i, \ldots, i+n-1\} \)

**Input:** Multiple modes \( \{i, \ldots, i-n+1\} \) on \( T \) and \( \{i, \ldots, i-m+1\} \) on \( T' \).

**Output:** Updated \( T \) after refinement.

**Step 1.** Define eigenspaces \( P \) and \( \hat{P} \), and vectors \( \varphi = \Phi \alpha \in P \) and \( \hat{\varphi} = \hat{\Phi} \hat{\alpha} \in \hat{P} \).

**Step 2.** Define the error estimator of eigenvector \( e_\varphi \) in Eq.(41).

**Step 3.** Build a Lagrange function \( \mathcal{L}(\cdot) \) in Eq.(42), and solve it by Eq.(43)-(45) to obtain vectors \( \varphi, \hat{\varphi} \) and \( e_\varphi \).

**Step 4.** Compute \( |e_\lambda| \) and \( \delta_\varphi \) by Eq.(52).

\[
\text{while } |e_\lambda| \leq \tau_\lambda, \delta_\varphi \leq \tau_\varphi \text{ do}
\]

\[
\text{for } j \leftarrow 1 \text{ to } N \text{ do}
\]

\[
\text{Compute } \|e_\varphi(\Omega_j)\|_E^2 \text{ by Eq.(51)}.
\]

\[
\text{end}
\]

\[
\text{Sort values of } \|e_\varphi(\Omega_j)\|_E^2 \text{ from large to small}.
\]

\[
\text{for } j \leftarrow 1 \text{ to } N \text{ do}
\]

\[
\text{if } \sum_{j'=1}^j \|e_\varphi(\Omega_{j'})\|_E^2 \geq \tau e_\varphi^2 \text{ then}
\]

\[
\text{Mark } N^* = j \text{ break}
\]

\[
\text{end}
\]

\[
\text{end}
\]

\[
\text{for } j \leftarrow 1 \text{ to } N^* \text{ do}
\]

\[
\text{Refine element } j \text{ to update } T.
\]

\[
\text{end}
\]

\[
\text{end}
\]

**6. Numerical examples**

In this section, three numerical examples are carried out for the following purposes. The example in Section 6.1 aims to show that the GIFT method (NURBS for design and PHT splines for analysis) delivers the results with good accuracy as those obtained in IGA framework. Afterwards, we use GIFT method for examples in both Section 6.2 and Section 6.3. The example in Section 6.2 presents a comparison between two strategies that is, MAC and FEC proposed in Section 5.2, for modal resemblance determinations. The results illustrate that the shorter the width of frequencies of interest is, the better the MAC method is to be used. Finally, in Section 6.3 we apply MAC method within GIFT framework to study the local adaptivity for structural vibration by sweeping the modes from low to high frequencies.

**6.1. Homogeneous circular plate**

In this example, we compare normalized natural frequency \( \lambda_N \) obtained by IGA(NURBS), IGA(RHT) and GIFT(NURBS+PHT) in case of the vibration of the disk. The \( \lambda_N \) can be expressed as \( \lambda_N = \lambda^h/\lambda_{ext} \), where \( \lambda_{ext} \) is the exact solution obtained from [33]. The material parameters are as follows: Young’s modulus \( E = 1 \), density \( \rho = 1 \), Poisson’s ratio \( \nu = 0.3 \), thickness-span ratios \( h/r \) (\( h \) is the thickness and \( r \) is the radius). As mentioned in Appendix C without any refinement, the initial RHT splines are NURBS so that bi-cubic IGA(RHT) and IGA(NURBS) share the same control points, as shown in Fig.9(b). Whilst in GIFT method, the quadratic NURBS is adopted for geometry as it is precise enough to generate the circular shape, as seen in Fig.9(a), and the cubic PHT splines are exploited to represent solution fields. In terms of the uniform refinement, as it can be seen in Fig11, the PHT and RHT mesh are exactly the same. From the results illustrated in Tab.1, Tab.2 and Fig.12 we can see the results obtained by GIFT method has an excellent agreement with those computed by IGA method, for the first 6 modes with both simply supported and clamped boundary conditions, in case of \( h/r = 0.1 \) and \( h/r = 0.2 \).
Table 1: Comparison of normalized frequency $\lambda_N$ for simply supported circular plates.

| $h/r$ | Method | Dof | Mode number |
|-------|--------|-----|-------------|
|       |        | 1   | 2           | 3           | 4           | 5           | 6           |
| 0.1   | NURBS  | 1.0216 | 1.0801 | 1.0801 | 1.1147 | 1.7991 | 1.7236 |
|       | RHT    | 1.0020 | 1.1569 | 1.1569 | 1.2127 | 1.4319 | 1.4026 |
|       | GIFT   | 1.0051 | 1.2026 | 1.2026 | 1.2418 | 1.5794 | 1.5266 |
|       |        | 1.0002 | 1.0024 | 1.0024 | 1.0052 | 1.0147 | 1.0155 |
|       | RHT    | 1.0006 | 1.0057 | 1.0057 | 1.0036 | 1.0116 | 1.0030 |
|       | GIFT   | 1.0012 | 1.0077 | 1.0077 | 1.0041 | 1.0143 | 1.0037 |
|       |        | 1.0000 | 1.0003 | 1.0003 | 1.0005 | 1.0005 | 1.0005 |
|       | RHT    | 1.0001 | 1.0004 | 1.0004 | 1.0008 | 1.0010 | 1.0009 |
|       | GIFT   | 1.0001 | 1.0005 | 1.0005 | 1.0008 | 1.0010 | 1.0010 |
| 0.2   | NURBS  | 1.0139 | 1.0405 | 1.0405 | 1.0633 | 1.4913 | 1.4551 |
|       | RHT    | 1.0016 | 1.0572 | 1.0572 | 1.0823 | 1.2744 | 1.2616 |
|       | GIFT   | 1.0036 | 1.0737 | 1.0737 | 1.0948 | 1.3626 | 1.3372 |
|       |        | 1.0004 | 1.0014 | 1.0014 | 1.0029 | 1.0063 | 1.0070 |
|       | RHT    | 1.0006 | 1.0026 | 1.0026 | 1.0036 | 1.0051 | 1.0035 |
|       | GIFT   | 1.0008 | 1.0033 | 1.0033 | 1.0039 | 1.0060 | 1.0040 |
|       |        | 1.0003 | 1.0008 | 1.0008 | 1.0014 | 1.0014 | 1.0015 |
|       | RHT    | 1.0004 | 1.0009 | 1.0009 | 1.0015 | 1.0016 | 1.0017 |
|       | GIFT   | 1.0004 | 1.0009 | 1.0009 | 1.0015 | 1.0016 | 1.0017 |

Table 2: Comparisons of normalized frequency $\lambda_N$ for fully clamped circular plates.

| $h/r$ | Method | Dof | Mode number |
|-------|--------|-----|-------------|
|       |        | 1   | 2           | 3           | 4           | 5           | 6           |
| 0.1   | NURBS  | 1.0984 | 1.1702 | 1.1702 | 1.1958 | 2.6834 | 2.4558 |
|       | RHT    | 1.0253 | 1.2405 | 1.2405 | 1.2387 | 2.3174 | 2.1222 |
|       | GIFT   | 1.0489 | 1.2664 | 1.2664 | 1.2635 | 2.4701 | 2.2603 |
|       |        | 1.0013 | 1.0036 | 1.0036 | 1.0048 | 1.0254 | 1.0302 |
|       | RHT    | 1.0020 | 1.0101 | 1.0101 | 1.0027 | 1.0137 | 1.0094 |
|       | GIFT   | 1.0026 | 1.0134 | 1.0134 | 1.0059 | 1.0173 | 1.0125 |
|       |        | 1.0003 | 0.9978 | 0.9978 | 0.9946 | 0.9947 | 1.0010 |
|       | RHT    | 1.0004 | 0.9981 | 0.9981 | 0.9949 | 0.9954 | 1.0016 |
|       | GIFT   | 1.0004 | 0.9981 | 0.9981 | 0.9950 | 0.9955 | 1.0017 |
| 0.2   | NURBS  | 1.0556 | 1.0835 | 1.0835 | 1.0953 | 1.6798 | 1.6112 |
|       | RHT    | 1.0153 | 1.0810 | 1.0810 | 1.0872 | 1.4816 | 1.4279 |
|       | GIFT   | 1.0285 | 1.0973 | 1.0973 | 1.1043 | 1.5594 | 1.4996 |
|       |        | 1.0013 | 0.9991 | 0.9991 | 0.9971 | 1.0041 | 1.0125 |
|       | RHT    | 1.0017 | 1.0012 | 1.0012 | 0.9983 | 1.0000 | 1.0065 |
|       | GIFT   | 1.0019 | 1.0022 | 1.0022 | 0.9993 | 1.0011 | 1.0076 |
|       |        | 1.0011 | 0.9975 | 0.9975 | 0.9941 | 0.9942 | 1.0024 |
|       | RHT    | 1.0011 | 0.9976 | 0.9976 | 0.9942 | 0.9944 | 1.0026 |
|       | GIFT   | 1.0011 | 0.9976 | 0.9976 | 0.9943 | 0.9945 | 1.0027 |
Figure 9: Geometry and initial control points for disk generated by GIFT(a) and IGA(b).

Figure 10: Mesh of solution field with NURBS $(p = 3, q = 3)$.

Figure 11: Mesh of solution field with PHT $(p = 3, q = 3)$ and RHT $(p = 3, q = 3)$.

Figure 12: Convergence of normalized eigenvalue $\lambda_N$ computed by NURBS, RHT and GIFT for vibration of the simply supported circular plate with $h/r = 0.1$. 
6.2. Heterogeneous eye shape with a hole

The geometry of eye shape with a hole and its material property are presented in Fig.13. The boundary condition of the outer edge is simply supported, and the edge of the hole is free. This structure is built by 8 patches, where patch 1 with $E_1 = 0.03, \rho_1 = 0.7$ is softer and lighter than other patches with $E_i = 1, \rho_i = 1$ ($i = 2 \ldots 8$). For all patches, the Poisson’s rate is $\nu = 0.3$ and thickness is $h = 0.1$. The frequencies of interest are in the range of $\lambda_i^b \in [\lambda_{\text{min}}, \lambda_{\text{max}}]$ (see Fig.14) $[\lambda_{\text{min}}, \lambda_{\text{max}}] = [0.15, 0.20]$, where the range is set by a window marked by red dash lines). Define the $\mathcal{I}$, i.e.,

$$
\mathcal{I}(n) = \begin{cases}
  i, & n = 1 \\
i, \ldots, i + n - 1, & n > 1,
\end{cases}
$$

where $n$ is the multiplicity of mode $i$. The adaptive process is based on the Algorithm 2 but there is a slight difference. In this example, the adaptivity is not conducted by sweeping modes from low to high. Instead, at each step of adaptivity, we pick up the mode(s) $\mathcal{I}$ with the maximum of $\delta^\phi_{\mathcal{I}}$ to deliver the adaptivity, where $\delta^\phi_{\mathcal{I}}$ reads

$$
\delta^\phi_{\mathcal{I}(n)} = \begin{cases}
  \delta^\phi_i \text{ in Eq.}(27), & n = 1 \\
  \delta^\phi_\mathcal{I} \text{ in Eq.}(52), & n > 1.
\end{cases}
$$

Accordingly, the error estimator of frequencies is referred as

$$
e^\lambda_{\mathcal{I}(n)} = \begin{cases}
  |e^\lambda_i| \text{ in Eq.}(27), & n = 1 \\
  |e^\lambda_\mathcal{I}| \text{ in Eq.}(52), & n > 1.
\end{cases}
$$

In this case, two schemes, FEC and MAC, proposed in Section 5.2 are compared in order to investigate theirs effects on the adaptivity. As it can be seen in Fig.15(a),(b), it is clear that MAC method has a better convergence than FEC method. The reason can be obtained by tracing the results in Tab.3 and Tab.4. To be specific, the local adaptivity is driven by the error estimation of mode shapes, FEC can not always guarantee to locate the right corresponding modal vector on refined mesh (see Tab.3 that $\phi^\mathcal{I}_2$ and $\phi^\mathcal{I}$ are not consistent until adaptive step 13). Here, $\phi^\mathcal{I}$ is expressed as

$$
\phi^\mathcal{I}(n) = \begin{cases}
  \phi_i \text{ eigenvector}, & n = 1 \\
  \varphi \text{ vector in Eq.(39)}, & n > 1.
\end{cases}
$$

Therefore, It leads to the inefficient adaptive mesh, and furthermore causes that the error estimator $\delta^\phi_{\mathcal{I}}$ is divergent, as shown in Fig.15(b). Only when FEC scheme is able to identify the related mode correctly (from the step 13 and forwards in Tab.3), the error estimators are just convergent accordingly. In contrast, MAC method can find the associated mode accurately at very early stage of adaptivity (at around 6th step displayed in Tab.4 and Fig.15(c)). Therefore, for the given accuracy such as $|e^\lambda_2| \leq 10^{-4}$ and $\delta^\phi_{\mathcal{I}} \leq 10^{-2}$, MAC method is more efficient than FEC method.

As the window expands to cover $\lambda_i^b \in [0.1, 0.2]$ in Fig.16, the advantage of using MAC is not so noticeable that good convergence is achieved by both MAC and FEC, as presented in Fig.17(a),(b). This is because that the modal shapes at low frequency modes are often distinct. If the adaptivity starts from low frequency modes, it is easy to locate the corresponding mode even by FEM scheme. Thus, the precisely adaptive refinement in low modes will help to accurately locate modal correspondence for high frequency modes. Regardless of that, the MAC will be our preference to the remaining computations as it will not make mistakes on modal resemblance recognition in any case. Simultaneously, it is cheap to implement and execute.

Note that the final meshes in both Tab.5 (at step 28) and Tab.4 (at step 24) are close to uniform meshes. This is because the modes of interest are with high frequencies (see Fig.15), the structural vibrations are normally global. If modes of interest are low (as in Fig.18(a)), the refinement will localize around the patch with soft material and the hole (see Fig.18(d)). While as the modes of interest become higher (as shown in Fig.18(b),(c)), with the same number of elements, the adaptive refinements will get closer to uniform refinements, as in Fig.18(e),(f), and the error estimators $|e^\lambda_2|$ and $\delta^\phi_{\mathcal{I}}$ are larger.
The simply supported eye shape with a hole is discretized by 8 patches, with the material parameters that $E_1 = 0.03$, $\rho_1 = 0.7$, $E_i = 1, \rho_i = 1, (i = 2 \ldots 8)$. The geometry is represented by NURBS ($p = 2, q = 2$), and the solution field is approximated by PHT splines ($p = 3, q = 3$).

Figure 13: The simply supported eye shape with a hole is discretized by 8 patches, with the material parameters that $E_1 = 0.03$, $\rho_1 = 0.7$, $E_i = 1, \rho_i = 1, (i = 2 \ldots 8)$. The geometry is represented by NURBS ($p = 2, q = 2$), and the solution field is approximated by PHT splines ($p = 3, q = 3$).

Figure 14: Frequencies of interest in the window with interval $[0.15, 0.2]$.

Figure 15: Comparisons between MAC and FEC methods in a frequency range $[0.15, 0.2]$ in respect of (a) $|\varepsilon_\lambda^2|$, (b) $\delta_\phi^2$, (c) MAC value. Refinement level $L_e$ is chosen to be 1.
Table 3: Targeted mode shapes $\phi_h^I$ at coarse mesh and related mode shapes $\tilde{\phi}_I^h$ over refined mesh, and the adaptive refinement at different steps obtained through FEC.

| Step | $\phi_h^I$ | $\tilde{\phi}_I^h$ | Adaptive mesh |
|------|-------------|---------------------|---------------|
| 2    | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| 4    | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |
| 6    | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |
| 12   | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| 13   | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |
| 28   | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) |
Table 4: Targeted mode shapes $\phi_h^I$ at coarse mesh and related mode shapes $\tilde{\phi}_I$ over refined mesh, and the adaptive refinement at different steps acquired through MAC.

| Step | $\phi_h^I$ | $\tilde{\phi}_I$ | Adaptive mesh |
|------|------------|-------------------|---------------|
| 2    | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| 3    | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |
| 6    | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |
| 13   | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| 24   | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |

Figure 16: Frequencies of interest in the window with interval [0.1, 0.2].
Figure 17: Comparisons between MAC and FEC methods in a frequency band [0.1, 0.2] in terms of (a) $|e_{\lambda}^I|$, (b) $\delta_{\phi}^I$, (c) MAC value.

Figure 18: The Comparison of adaptive refinements among different intervals of frequencies of interest (a)-(c) based on the MAC method. The numbers of elements for the meshes in (d),(e) and (f) are all 1150.
6.3. Heterogeneous square plate with holes

The geometry and discretization of a plate with 9 holes are presented in Fig. 19. The colored patches around holes are softer than black patches. The density is set as \( \rho = 1 \) and thickness is \( h = 0.1 \). The simply supported boundary conditions are imposed at the edges of square plate, and the edges of holes are kept free. As mentioned in Section 5, the GIFT method combined with MAC is applied to guide the adaptivity for the band of frequency in Fig. 20 using Algorithm 2 by sweeping modes. It means that the initial mesh of adaptivity for mode(s) \( (I + 1) \), or \( I + n \) for \( n \) multiple modes, inherits the mesh at completion phase of adaptivity for mode \( I \) (defined in Eq. (54)). Due to the symmetric geometry and material characteristics, it is not difficult to find in Fig. 21 that double modes arise at modes (2,3), modes (7,8) and modes (10,11). Note that although mode 5 and mode 6 are very close, they are not double modes. Besides, it is observed that global modal shapes dominate from 1st to 3rd mode which leads to the nearly global refinement in adaptivity, as shown from Fig. 22(a) to Fig. 22(c). Afterwards, as it can be seen in Fig. 21(d)-(i), local vibration gradually appears, which results in local refinements at areas around the holes. The vibrations at 10th and 11th modes distribute like an orthogonal crossing on the plate (see Fig. 21(j,k)), and then adaptive refinement follows horizontally and vertically at conjunctions of multiple patches in Fig. 22(f). This implies that the accuracy of these \( C^0 \) coupling fields is expected to be improved. The convergence of error estimators \( |e^{2}_e| \) (defined in Eq. (55)) and \( \delta^{\phi}_e \) (defined in Eq. (56)) is investigated, and they both have excellent convergence from low to high modes, as seen in Fig. 23. Note that, the plot of convergence rate for some modes (such as 4th, 6th and 9th modes) is a point, since the \( |e^{2}_e| \) and \( \delta^{\phi}_e \) at these modes have satisfied the tolerances in Eq. (55) at the beginning of the adaptivity. Hence, no refinement is required for these modes. As illustrated in Fig. 24, the convergence obtained by different level of \( \tilde{h} \)—refinements is almost consistent, indicating the precision of the selected level of refinement \( L_e = 1 \) for the computation of error estimators is sufficient. Eventually, Fig. 25 depicts an improved convergent rate achieved by local adaptive refinement, as compared with the global uniform PHT refinement generated in the GIFT framework.

7. Conclusion

In this article, we presented a strategy of local adaptivity for the structural vibrations of Reissner-Mindlin plate. Within the context of the GIFT framework, we may make use of the geometrical descriptors given by CAD directly, and independently apply PHT splines for analysis, which allows for local refinement to be performed without the limitation occurring when using tensor-product-based shape functions. The adaptivity algorithm is fully automatised, and relies on a hierarchical posteriori error estimation strategy that makes the best of the PHT-spline element subdivision capabilities. In the frequency domain, adaptivity is performed in a mode-by-mode manner, sweeping from lower to higher frequencies, and identifying the correspondence between
coarse and fine mesh solutions using a MAC-type approach. As shown in the numerical section of the paper, super convergent solutions are obtained (i.e. faster convergence than that observed when using a uniform $h$–refinement), in particular when the problem exhibits local features that require a local refinement. We are currently working on extending the findings of this paper to the adaptivity of elasto-dynamic solutions in the time domain.
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Appendix A NURBS basis functions

The univariate B-spline functions with $p$ order are defined in a recursive form over a knot vector $\xi$ using the following formula [32]

for $p = 0$

$$B_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise} \end{cases},$$

(A.1)

and $p \geq 1$

$$B_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i}B_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}}B_{i+1,p-1}(\xi).$$

(A.2)

Furthermore, the first derivative of B-spline is also given in a recursive way

$$\frac{d}{d\xi} B_{i,p}(\xi) = \frac{p}{\xi_{i+p} - \xi_i}B_{i,p-1}(\xi) - \frac{p}{\xi_{i+p+1} - \xi_{i+1}}B_{i+1,p-1}(\xi).$$

(A.3)

Thus, univariate NURBS functions are defined as

$$N_{i,p}(\xi) = \frac{B_{i,p}(\xi) w_i}{W(\xi)} = \frac{B_{i,p}(\xi) w_i}{\sum_{i=1}^{n} B_{i,p} w_i},$$

(A.4)
(a) 1st mode, $\lambda_N^1 = 1$

(b) 2nd mode, $\lambda_N^2 = 2.498$

(c) 3rd mode, $\lambda_N^3 = 2.498$

(d) 4th mode, $\lambda_N^4 = 4.013$

(e) 5th mode, $\lambda_N^5 = 4.616$

(f) 6th mode, $\lambda_N^6 = 4.618$

(g) 7th mode, $\lambda_N^7 = 6.166$

(h) 8th mode, $\lambda_N^8 = 6.166$

(i) 9th mode, $\lambda_N^9 = 7.874$

(j) 10th mode, $\lambda_N^{10} = 8.383$

(k) 11th mode, $\lambda_N^{11} = 8.383$

Figure 21: Vibration of mode shapes for structure of plate with 9 holes.
Figure 22: Adaptive refinement process of 1-11th modes for vibration of the plate with holes, with refinement level $L_e = 1$.

Figure 23: The study of convergence of error estimators (a) $|e_2^I|$ and (b) $\delta^I$ from the 1st to the 11th mode of the plate with holes.
Figure 24: The Comparison of error estimators (a) $|e_λ|^I$ and (b) $δφ^I$ at 1st mode obtained by different refinement levels: $L_e = 1, L_c = 2, L_a = 3$.

Figure 25: The Comparison of error estimators (a) $|e_ζ|^I$ and (b) $δφ^I$ at 1st mode obtained by adaptive refinement and uniform refinement.
where \( n \) is the number of basis functions and \( w_i \) are a set of weights. Thereby, the first derivative of NURBS is defined by
\[
\frac{d}{d\xi} N_{i,p}(\xi) = w_i \frac{B'_{i,p}(\xi) W(\xi) - B_{i,p}(\xi) W'(\xi)}{W^2(\xi)},
\]
(A.5)
where
\[
B'_{i,p}(\xi) = \frac{d}{d\xi} N_{i,p}(\xi), \quad W'(\xi) = \sum_{i=1}^{n} B'_{i,p} w_i.
\]
(A.6)

Given a 2D parametric space \([0, 1] \times [0, 1]\), a tensor-product NURBS surface \( \mathbf{S}_{\text{NURBS}} \) can be defined by
\[
\mathbf{S}_{\text{NURBS}} = \sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,j}^{p,q}(\xi, \eta) \mathbf{P}_{i,j} = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{B_{i,p}(\xi) B_{j,q}(\eta) w_{i,j} \mathbf{P}_{i,j}}{\sum_{i=1}^{n} \sum_{j=1}^{m} B_{i,p}(\xi) B_{j,q}(\eta) w_{i,j}}, \quad (\xi, \eta) \in [0,1] \times [0,1].
\]
(A.7)

**Appendix B  PHT-spline basis functions**

The PHT-spline with bi-cubic orders was proposed by Deng et al. in [13], and is developed recently to arbitrary degree by Anitescu et al. in [17]. For brevity, only main properties of the bi-cubic PHT-spline basis functions applied in this paper and the refinement process are introduced.

**B.1 Construction of the PHT-spline basis function**

Given that all elements \( T = \bigcup T_e \) are defined on a hierarchical T-mesh \( T \) on a parameterized domain \( \mathcal{P} \). Then we can define a linear space for PHT-splines [13]
\[
\mathcal{S}(p, q, \alpha, \beta, T) = \{ T(\xi, \eta) \in C^{\alpha,\beta}(\mathcal{P}) | T(\xi, \eta) \in \mathbb{P}_{p,q}, \forall T_e \in T \},
\]
(B.1)
where the space \( \mathbb{P}_{p,q} \) consists of all the bivariate polynomials with degree \( p, q \), and \( C^{\alpha,\beta}(\Omega) \) is the space involving all continuous bivariate spline functions with \( C^\alpha \) in the \( \xi \)-direction and \( C^\beta \) in the \( \eta \)-direction. The dimension equation of spline space \( \mathcal{S}(p, q, \alpha, \beta, T) \) with \( p \geq 2\alpha + 1 \) and \( q \geq 2\beta + 1 \) is presented in [34]. Particularly, the bi-cubic PHT-spline space can be denoted that
\[
\dim \mathcal{S}(3, 3, 1, 1, T) = 4(V^b + V^+).
\]
(B.2)

Here \( V^b \) and \( V^+ \) indicates the number of boundary vertices and interior crossing vertices separately. Supposed that the parametric domain \( \mathcal{P} = [0, 1] \times [0, 1] \) is provided, the tensor-product PHT surface can be defined by
\[
\mathbf{S}_{\text{PHT}} = \sum_{i=1}^{n} \sum_{j=1}^{m} T_{i,j}^{p,q}(\xi, \eta) \mathbf{P}_{i,j}, \quad (\xi, \eta) \in \mathcal{P},
\]
(B.3)
where \( T_{i,j}^{p,q} \) are constructed \( C^{\alpha,\beta} \) continuous PHT-spline functions and \( \mathbf{P}_{i,j} \) are control points. According to the literature [17] [13], the \( T_{i,j}^{p,q} \) is generally computed through Bézier representation, which will be introduced subsequently. Let that \( \hat{\mathcal{F}} \) represents linear mapping from a reference domain \( \hat{\mathcal{P}} \) to parametric domain \( \mathcal{P} \) that
\[
\hat{\mathcal{F}} : \hat{\mathcal{P}} \rightarrow \mathcal{P}, \quad \hat{\mathcal{F}}(\xi, \eta) = (\xi, \eta), \quad \hat{\mathcal{P}} = [-1, 1] \times [-1, 1],
\]
(B.4)
the basis function \( T_{i,j}^{p,q} \) can be rewritten in the form of a linear combination of Bernstein polynomials that
\[
T_{i,j}^{p,q}(\xi, \eta) = \sum_{i=1}^{p+1} \sum_{j=1}^{q+1} b_{i,j} B_{i,j} \circ \hat{\mathcal{F}}^{-1}(\xi, \eta),
\]
(B.5)
where \( B_{i,j}(\xi, \eta) = \hat{B}_i(\xi) \hat{B}_j(\eta) \) are the tensor product of univariate Bernstein functions, which are defined on \( \hat{\mathcal{P}} \) as follows
\[
\hat{B}_i(\xi) = \frac{1}{2^p} \binom{p}{i-1} (1 - \xi)^{p-i+1}(1 + \xi)^{i-1}, \quad i = 1, 2, \ldots, p + 1.
\]
(B.6)
The \( b_{i,j} \) are Bézier ordinates obtained by a recursive method called De Casteljau algorithm, and readers can find the details in [17] [14].
Figure B.1: A typical quadtree system to represent data structure of PHT adaptive mesh. The numbering of elements is executed from coarse to fine level. The numbers in parametric space (on the left) just denote the elements without any children. With the help of quadtree structure, the relationship of all elements is readily observed. For instance, element 1 is the parent of cell 4, and element 4 is inherited by children cells 10, 11, 12, 13. The adjoint cells of element 20 are elements 17,18,21,22.

Figure B.2: An example to present vertices insertion at local refinement on a PHT mesh. Particularly, the blue dots denote boundary vertices, and the green triangles express T-junctions, which are generated when refinements are created between adjacent elements with different levels. It should be noted that T-junctions do not change basis functions until they are transferred to crossing vertices, which are indicated by red squares. A crossing vertex will lead to the truncation over \((\alpha + 1)(\beta + 1)\) Bézier ordinates around, which are set as zeros firstly, and then reset by new values on the updated spline space. (a) The initial mesh, (b) the local refinement in one cell, (c) the local refinement in the adjoint cell.

B.2 Tree structure and local refinement

The data structure of 2D hierarchical T-mesh \(T\) for PHT-splines is stored within the quadtree framework, as shown in Fig.B.1. Every leaf or node of the tree represents one element \(T_e\) at different refinement levels, which reserves all the mandatory information with respect to PHT-spline basis functions, i.e., Bézier ordinates, numbering system of nodes and elements, refinement level, etc.. Furthermore, each leaf or node also preserves hierarchical connectivities applied to trace parent and children elements during the refinement, and adjacent connectivities which combine neighboring elements by pointers. The process of typical vertices insertions during refinements is illustrated in Fig.B.2. More details regarding the principle of the algorithm and implementation can be seen in [9].

Before this tree system is exploited for adaptive refinement, we recall the issue of refinement procedure on PHT mesh affected by the level between the target element and its adjoint elements. As stated in [13], assumed that the level of the element \(T_e\) is \(K\) and maximum level of the neighboring elements is \(K'\). If \(K \geq K' - 1\), the refinement would be straightforward as illustrated in Fig.B.3. Whilst when \(K < K' - 1\), the situation would be a bit more complex but still in a good control with the application of the quadtree configuration, exhibited in Fig.B.4.
Figure B.3: The direct refinement for PHT mesh in case of level $K \geq K' - 1$. The cells 5 and 24 are marked and then refined. Note that refinements are always proceeded from coarse level to fine level in implementation regardless of the order of marking. So the numbering of children elements of cell 5 is smaller than those of cell 24.

Figure B.4: The refinement rule for PHT mesh in terms of level $K < K' - 1$. Assuming that cell 3 is considered to be refined, we have to remove the adjacent elements (26, 27, 28, 29) with level $K'$ temporarily to ensure the updated maximum level $K''$ of neighboring elements satisfies that $K \geq K'' - 1$. Afterwards, refine the cell 3 to obtain the 4 children elements with numbering (26,27,28,29). Ultimately, refine cell 19 again to acquire new children elements (30,31,32,33) as the replacement of removal elements (26,27,28,29) before.
Appendix C  RHT-spline basis functions

The RHT-spline basis functions defined over 2D hierarchical T-mesh \( T \) are computed by \[ R_{i,j}^{p,q} = \frac{T_{i,j}^{p,q}(\xi, \eta)\hat{w}_{i,j}}{\sum_{i=1}^{n} \sum_{j=1}^{m} T_{i,j}^{p,q}(\xi, \eta)\hat{w}_{i,j}}, \quad (\xi, \eta) \in \mathcal{P} = [0, 1] \times [0, 1], \quad (C.1) \]
where \( T_{i,j}^{p,q}(\xi, \eta) \) are PHT-spline basis functions introduced as in Appendix B and \( \hat{w}_{i,j} \) are weights. Accordingly, a RHT-spline surface at level \( k \) mesh is given by
\[ S_{\text{RHT}}^{k} = \sum_{I} R_{I}^{k}(\xi, \eta)P_{I}^{k}, \quad (C.2) \]
where \( I \) is the multi-index, \( R_{I}^{k}(\xi, \eta) \) and \( P_{I}^{k} \) are RHT-spline basis functions and control points at level \( k \) mesh. As mentioned previously, PHT-splines are utilized in the framework of GIFT where there is no need to compute control points as the geometry is characterized by NURBS. The mesh of geometry will stay at the initial stage during the refinement. However, when RHT-splines are employed in IGAs, it is necessary to renew the control points, as well as weights, at each refinement step.

C.1  Update of control points and weights with h-refinement

Following the approach proposed by Deng et al. \[13\] to get the new control points after refinement for the cubic PHT-spline surface, we are going to develop it for a cubic RHT-spline surface. Assuming that the control points \( P_{I}^{k} = (x_{I}, y_{I}, z_{I}) \) are depicted over a 3D Euclidean space, we introduce the homogeneous coordinates \[ (C.1) \]
and the derivatives will vanish in this domain. Simultaneously, due to the geometry preservation during the refinement, it leads to
\[ S_{\text{PHT}}^{k+1}(\xi, \eta) = \sum_{J=N+1}^{(\alpha+1)(\beta+1)} T_{J}^{k+1}(\xi, \eta)\Delta P_{J}^{k+1}(w) = S_{\text{PHT}}^{k}(\xi, \eta). \quad (C.6) \]
In order to compute $\Delta P_j^{k+1(u)}$, we define a linear operator involving the geometric information for the surface $S_{PHT}^{k(u)}(\xi^*, \eta^*)$ such that

$$
\mathcal{G} S_{PHT}^{k(u)}(\xi^*, \eta^*) = \left( S_{PHT}^{k(u)}(\xi^*, \eta^*), \frac{\partial S_{PHT}^{k(u)}}{\partial \xi^*}, \frac{\partial S_{PHT}^{k(u)}}{\partial \eta^*}, \frac{\partial^2 S_{PHT}^{k(u)}}{\partial \xi^* \partial \eta^*} \right),
$$

(C.7)

and then rewrite Eq.(C.6) as

$$
\mathcal{G} S_{PHT}^{k(u)}(\xi^*, \eta^*) = \sum_j \mathcal{G} T_j^{k+1}(\xi^*, \eta^*) \Delta P_j^{k+1(u)} = \mathbb{T} \cdot \Delta P^{k+1(u)}.
$$

(C.8)

Here, in case of cubic basis functions, the matrix $\mathbb{T}$ can be simply represented via the distance between the inserted vertex and the adjacent elements as follows

$$
\mathbb{T}(\Delta u_1, \Delta u_2, \Delta v_1, \Delta v_2) = \begin{pmatrix}
(1 - \lambda)(1 - \mu) & \lambda(1 - \mu) & (1 - \lambda)\mu & \lambda\mu \\
-\alpha(1 - \mu) & \alpha(1 - \mu) & -\alpha\mu & \alpha\mu \\
-\beta(1 - \lambda) & -\beta\lambda & \beta(1 - \lambda) & \beta\lambda \\
\alpha\beta & -\alpha\beta & -\alpha\beta & \alpha\beta
\end{pmatrix},
$$

(C.9)

where $\alpha = \frac{1}{\Delta u_1 + \Delta u_2}$, $\beta = \frac{1}{\Delta v_1 + \Delta v_2}$, $\lambda = \alpha \Delta u_1$, $\mu = \beta \Delta v_1$ can be found in [13]. Thus, $\Delta P_j^{k+1(u)}$ are obtained by

$$
\Delta P^{k+1(u)} = (\mathbb{T})^{-1} \cdot \mathcal{G} S_{PHT}^{k(u)}.
$$

(C.10)

and furthermore the new weighted control points are obtained by

$$
P^{k+1(u)} = P_j^{k+1(u)} + \Delta P^{k+1(u)}.
$$

(C.11)

Consequently, the new control points at level $k + 1$ mesh are updated

$$
P^{k+1(u)} = \mathbb{H}(P^{k+1(u)}).
$$

(C.12)

Note that since PHT-splines are the generation of B-splines on the hierarchical T-mesh, RHT-splines at level 0 mesh are exactly NURBS. Hence, without any refinement at initial stage, a RHT surface is identical to a NURBS surface, that is, $S_{RHT}^0 = S_{NURBS}^0$, where $S_{NURBS}^0$ is defined in Eq.(A.7), with $R_i^j = N_I, P_j^0 = P_I, \hat{w}_j^0 = w_I$. Afterwards, following the deduction from Eq.(C.3) to Eq.(C.12), the added control points and weights for RHT-spline basis functions can be obtained during the hierarchical refinement.

**Appendix D Prolongation of control variables from a coarse mesh to a refined mesh**

Let $\phi^h$ be the solution on a coarse mesh $\mathbb{T}$, which is discretized by PHT-spline basis functions such that $\phi^h = T \phi^h$, where $\phi^h$ are control variables. Now we aim to find the prolongation of $\phi^h$, namely, $\mathbb{P} \phi^h$, on a refined mesh $\mathbb{T}$. Two methods are presented as follows.

**D.1 Update control variables in hierarchical refinement**

As the coarse mesh $\mathbb{T}$ is nested in refined mesh $\mathbb{T}$, namely, $\mathbb{T} \subset \mathbb{T}$, by recalling the algorithm of constructing new control points as from Appendix[C], the generation of projection can be similarly interpreted as the creation of new control points. To be specific, suppose that $\Delta \phi^h$ serves as the added control variables resulting from the increase of the degrees of freedom by refinement. According to the method discussed in appendix[C], it yields

$$
\Delta \phi^h = (\mathbb{T})^{-1} \cdot \mathcal{G} \phi^h.
$$

(D.1)

then the prolongation reads

$$
\mathbb{P} \phi^h = \phi^h + \Delta \phi^h.
$$

(D.2)
D.2 Projection

Assuming that \( \tilde{\phi}^h = \bar{T}\Phi^{\bar{\phi}} \) is the projection of \( \phi^h \) from \( \bar{T} \) onto \( \bar{\bar{T}} \), then the prolongation problem can also be understood that

Find \( \Phi^{\bar{\phi}} \) such that

\[
\max_{\Phi^{\bar{\phi}}} \left\| \phi^h - \bar{T}\Phi^{\bar{\phi}} \right\|_m,
\]

namely,

\[
\delta_{\Phi^{\bar{\phi}}} \left\| \phi^h - \bar{T}\Phi^{\bar{\phi}} \right\|_m^2 = 0,
\]

where the mass norm \( \| \cdot \|_m \) is defined in Eq. (38). The term \( \left\| \phi^h - \bar{T}\Phi^{\bar{\phi}} \right\|_m^2 \) can be extended to

\[
\left\| \phi^h - \bar{T}\Phi^{\bar{\phi}} \right\|_m^2 = \int_{\Omega} (T\phi^h)^T mT\phi^h d\Omega - 2 \int_{\Omega} (T\Phi^{\bar{\phi}})^T mT\Phi^{\bar{\phi}} d\Omega + \int_{\Omega} (\bar{T}\Phi^{\bar{\phi}})^T m\bar{T}\Phi^{\bar{\phi}} d\Omega.
\]

Then Eq. (D.4) is written by

\[
\delta_{\Phi^{\bar{\phi}}} \left\| \phi^h - \bar{T}\Phi^{\bar{\phi}} \right\|_m^2 = \int_{\Omega} T^T m\bar{T}\Phi^{\bar{\phi}} d\Omega - \int_{\Omega} \bar{T}^T m\bar{T}\Phi^{\bar{\phi}} d\Omega = 0.
\]

Define mass matrices \( M_{T,T} = \int_{\Omega} \bar{T}^T mT d\Omega \), \( M_{\bar{T},\bar{T}} = \int_{\Omega} \bar{T}^T m\bar{T} d\Omega \), and we obtain the prolongation as

\[
\Phi^{\bar{\phi}} = M_{T,T}^{-1} M_{\bar{T},T}\Phi^{\bar{\phi}}.
\]

Remark D.1. When computing \( M_{T,T} = \int_{\Omega} \bar{T}^T mT d\Omega \), suppose that the integration is proceeded in \( \bar{\bar{T}} \).

Since the mappings \( x = F(\xi) \) and \( x = \bar{F}(\xi) \) are for \( T \) and \( \bar{T} \) respectively, actually the term \( T(\xi) \) has to be calculated through

\[
T(\xi) = T \circ \bar{F}^{-1}[F(\xi)].
\]

Owing to the geometric preservation by isogeometric method during the refinement, it yields \( \bar{F}^{-1}[F(\xi)] = \xi \), which indicates that \( T(\xi) \) can be computed directly.

Remark D.2. It is worth noting that the presented prolongation method in Appendix D.1 is restricted to cubic PHT-spline basis functions, though, it is computationally cheap. In contrast, because of unavoidable calculation for the inverse matrix \( M_{T,T}^{-1} \), the strategy in Appendix D.2 is more expensive, nevertheless, it is more widely used for any arbitrary degree of PHT-splines or other basis functions.
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