Validation of a secondary dose check tool against Monte Carlo and analytical clinical dose calculation algorithms in VMAT
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Abstract

Purpose: Patient-specific quality assurance (QA) is very important in radiotherapy, especially for patients with highly conformed treatment plans like VMAT plans. Traditional QA protocols for these plans are time-consuming reducing considerably the time available for patient treatments. In this work, a new MC-based secondary dose check software (SciMoCa) is evaluated and benchmarked against well-established TPS (Monaco and Pinnacle3) by means of treatment plans and dose measurements.

Methods: Fifty VMAT plans have been computed using same calculation parameters with SciMoCa and the two primary TPSs. Plans were validated with measurements performed with a 3D diode detector (ArcCHECK) by translating patient plans to phantom geometry. Calculation accuracy was assessed by measuring point dose differences and gamma passing rates (GPR) from a 3D gamma analysis with 3%–2 mm criteria. Comparison between SciMoCa and primary TPS calculations was made using the same estimators and using both patient and phantom geometry plans.

Results: TPS and SciMoCa calculations were found to be in very good agreement with validation measurements with average point dose differences of 0.7 ± 1.7% and −0.2 ± 1.6% for SciMoCa and two TPSs, respectively. Comparison between SciMoCa calculations and the two primary TPS plans did not show any statistically significant difference with average point dose differences compatible with zero within error for both patient and phantom geometry plans and GPR (98.0 ± 3.0% and 99.0 ± 3.0% respectively) well in excess of the typical 95% clinical tolerance threshold.

Conclusion: This work presents results obtained with a significantly larger sample than other similar analyses and, to the authors’ knowledge, compares SciMoCa with a MC-based TPS for the first time. Results show that a MC-based secondary patient-specific QA is a clinically viable, reliable, and promising technique, that potentially allows significant time saving that can be used for patient treatment and a per-plan basis QA that effectively complements traditional commissioning and calibration protocols.
1 | INTRODUCTION

Volumetric-modulated arc radiotherapy (VMAT) is a well-established, efficient, advanced, and complex treatment technique\(^1\) that provides highly conformal dose distributions to target volumes, while minimizing the risk for surrounding organs.\(^2,3\) This is achieved by a simultaneous dynamical modulation of the multileaf collimator (MLC), gantry rotation speed, and dose rate.\(^4\)–\(^6\) The use of such an elaborate dose distribution with steep and sharp gradients requires patient-specific quality assurance (PSQA) in order to carefully verify the dose before treatment delivery.\(^7,8\) and ensure the accuracy and safety of the treatment process.\(^9,10\) It is therefore strongly recommended that PSQA is performed routinely\(^11,12\) for VMAT treatment plans, in order to detect any potential error due for example to inaccurate calculation of the dose distribution by the treatment planning system (TPS) or failure of record-and-verify system, as well as to inaccurate MLC movements.\(^13,14\) Typically, QA protocols compare the dose distribution planned by the TPS with the dose delivered to a homogeneous water-equivalent phantom that contains detectors.\(^15,16\) More specifically, in the pretreatment patient-specific VMAT QA, dose measurements are usually carried out either at the reference point with a small volume air-filled ionization chamber\(^15\) or with 2D devices like film dosimeters\(^17,18\) or 2D detectors like electronic portal imaging devices\(^19,20\) and arrays of ion chambers.\(^21,22\) However, all these methods are not optimal. A single point measurement is insufficient for the verification of the complex dose distributions of VMAT plans. Film dosimetry has a good resolution but requires a time-consuming readout system. Electronic 2D detectors have a rapid response but are usually limited by their low resolution.\(^23\) Gel and plastic dosimeters\(^24,25\) have been developed to enable a full 3D dose verification matching more accurately the patient geometry. Unfortunately, such methods require time-consuming procedures and significant human resources, which are not practical for busy treatment centers.\(^26,27\) Moreover, instabilities caused by storage procedure and manufacturing processes, and limitations in repeated usage have been reported.\(^28,29\) More recently, systems based on 2D measurements that allow pseudo-3D dose reconstruction have been proposed to overcome these limitations.\(^30\) Conventional PSQA procedures are generally not optimal for busy radiation therapy centers, as, typically, data collection and verification of the dose distributions are time-consuming for the clinical staff.\(^31,32\) Moreover, machine time needed by the phantom-based measurements is subtracted to the available patient treatment time. In its Report 83,\(^33\) the International Commission on Radiation Units and Measurements (ICRU) proposes among the recommended PSQA procedures the use of independent absorbed-dose calculations to cross-check the TPS plans, provided that the accuracy of the absorbed-dose calculations are at least equivalent to those of the TPS itself. In the same report, Monte Carlo (MC) algorithms are also indicated as acceptable independent dose calculation methods, especially for determining the absorbed dose in heterogeneous tissues, provided that they are sufficiently well tested and cross-checked against beam commissioning measurements. Sophisticated commercial computer algorithms for secondary dose or Monitor Unit (MU) calculation are becoming available.\(^34,35\) These software packages provide useful dosimetric tools especially in treatment centers with many available treatment machines and a large number of patients treated per day. Among the most used, Mobius3D (Varian/Mobius Medical Systems, Houston, TX, USA)\(^36\) performs a full recalculation of the dose on the patient computed tomography (CT) dataset based on an independent Collapsed Cone Convolution Superposition (CCCS) algorithm.\(^37,38\) the open-source toolkit GATE\(^39\) is a Geant4-based\(^40\) MC platform typically used for dose calculations and features 3D simulation and parallel computation\(^41\); MUCheck is an EGSnrc-based\(^42\) MC calculation system used as secondary MU check method for VMAT plans.\(^35\)

In this study, the recently released SciMoCa software package (version 1.4.2, Scientific RT GmbH, Munich, Germany),\(^43\) a MC secondary check and plan verification software, is validated against a CCS algorithm and, to our knowledge for the first time, against a widely used MC software. The CCS algorithm is implemented in the Pinnacle\(^4\) TPS,\(^44\) while the MC calculations are available in the Monaco TPS,\(^45\) which are used to generate the primary treatment plans. The dose distributions independently re-calculated with SciMoCa are compared with reference primary treatment plans calculated with the CCS and MC methods, by measuring the dose distributions with an ionization chamber and an ArcCHECK (Sun Nuclear Corporation, Melbourne, FL, USA)\(^46\) diode array.

2 | MATERIALS AND METHODS

2.1 | The SciMoCa software package

The main SciMoCa algorithm has been described in detail by Hoffmann et al.\(^47\) It exploits the source modeling concept\(^48,49\) to develop a clinical beam model specific for each treatment machine. SciMoCa is able to reconstruct 3D dose distributions from the CT dataset associated with the plan using the DICOM image datasets, the RT structure set, and the RT plan information returned by the TPS. The user is free to select the grid resolution (minimum 0.5 mm, maximum 10 mm per dimension), the statistical uncertainty (0.5%, 1%, 1.5%, 2%) and dose-to-water or dose-to-medium calibration. In general, in MC-based algorithms the statistical uncertainty controls the level of statistical noise remaining within the final calculation. A decrease in
the statistical uncertainty value leads to an increase in the number of simulated histories, resulting in a lower level of statistical noise present in the computation. It is therefore assumed to understand that this factor is related to the dose calculation accuracy and calculation time.

2.B | Linac calibration in SciMoCa

An Elekta Synergy Linac equipped with Elekta Beam Modulator MLC, with 80 leaves 4 mm wide at isocenter, was selected for this study. To model the accelerator head, SciMoCa has been commissioned using the same set of measurements used to commission the reference TPS (Monaco, version 5.11.02, by Elekta, Stockholm, Sweden, and Pinnacle³, version 9.10, by Philips Radiation Oncology Systems, Fitchburg, USA). A similar procedure was followed to load the Hounsfield Units to mass density calibration curve, obtained using 14 materials ranging from air to aluminum including six organic compound types (lung, adipose, breast, brain, liver, and bone). The 6MV beam delivered by Synergy has been commissioned on the basis of 11 depth dose curves and cross-profiles measured at five depths (15, 50, 100, 200, 300 mm) for square and rectangular fields (from 16 × 16 mm² to 210 × 160 mm²); output factors have been measured for 10 square fields in the range 8 × 8 mm² to 160 × 160 mm².

2.C | Patient selection, treatment planning, and phantom measurements

2.C.1 | Cohort of patients

Fifty VMAT treatment plans were randomly selected from the clinical database at the Radiotherapy Department of University Hospital Careggi, Florence, Italy. The patients are grouped into six classes identified by Central Nervous System (CNS), Head and Neck (H&N), Breast, Lung, Prostate, and Bone Metastasis treatment regions. Thirty plans (five per class) were generated with Monaco TPS. The remaining twenty treatment plans (10 each for CNS and Breast classes) were created with the Auto-Planning SmartArc module provided by Pinnacle³. These plans are referred to as "phantom plans" in the following. The selected groups represent the most common sites treated in our department. Furthermore, these sites are very interesting because of their heterogeneous characteristics like large density differences from lung to bone, complex interfaces between air and tissues, deep and near skin tumors, small and large treatment regions, spherical and concave volumes, as well as large modulation of photon fluence.

2.C.2 | Patient and phantom plans

A CT scan with 3 mm slice thickness was used for all VMAT plans. The contours were drawn manually by expert physicians and the planning goals were considered achieved when the prescribed dose covered to at least 95% of the target volume. Collimator angles of 0° or 3°, leaf motion constraints of 0.2 mm per degree of gantry rotation, one control point every 2° and a minimum segment size of 2 cm² have been set for Pinnacle³ TPS. The parameters used for Monaco TPS were 21 mm maximum leaf travel per second, 5.5° maximum gantry travel per second, 256 control points and a minimum segment width of 1 cm. The same calculation parameters have been set for SciMoCa and reference TPS; in particular, a grid size of 2 mm (in all directions) has been used. For the two systems based on MC algorithms, the dose has been reported as dose-to-medium, and a statistical uncertainty of 0.5% has been selected.

To compare the software also with direct measurements, each of the 50 treatment plans was translated into a phantom verification plan. The verification plans were created by transferring with unaltered parameters the arcs fulfilling the dosimetric criteria for planning treatment volume (PTV) and organs at risk (OAR) to a phantom geometry and recalculating the dose distributions. The phantom used for the verification plans was the ArcCHECK diode array. These plans are referred to as "phantom plans" in the following. Dose calculations were performed only for a single fraction of the original plans. An initial ArcCHECK absolute dose calibration was performed before plan delivery, and corrections for daily variations of linac efficiency were subsequently applied. A cylindrical ionization chamber (EXRadin A1SL, 0.057 cm³; Standard Imaging, Middleton, WI) was used to obtain the point dose measurements at the center of the phantom placed at linac isocenter and both ArcCHECK and the ionization chamber were irradiated with 200 MU with a 10 × 10 cm² field size at a gantry angle of 0°. The reading of the ionization chamber was corrected for the radiation quality, pressure and temperature, polarity, and recombination.⁵⁰,⁵¹

2.D | Comparison of SciMoCa and primary TPS plans

In order to validate the accuracy of SciMoCa second-check dosimetry system, the obtained results were checked both against the TPS plans and direct measurements. At present, only partial sets of clinical action levels and/or tolerance guidelines are available for SciMoCa calculations. Therefore, the two most commonly used metrics were applied in the comparison tests: the isocenter point dose difference and the gamma analysis, following well established PSQA action levels in published Ref. [52] The relative isocenter point dose difference %Ddiff was calculated using the following equation:

\[
\%D_{\text{diff}} = 100 \times (D_{\text{test}} - D_{\text{ref}})/D_{\text{ref}} [\%]
\]

where \(D_{\text{ref}}\) is the reference dose and \(D_{\text{test}}\) is the evaluated dose. The action level chosen for %Ddiff was 3%, following well-established procedures.⁷ The dose difference was averaged over each patient class (see Section 2.C.1) and the statistical significance of the difference between the means was assessed with the Mann–Whitney U test (p < 0.05). The dose distributions were compared performing a gamma comparison and checking the gamma passing rate (GPR), assuming global normalization in absolute dose, dose difference


\[ \Delta D = 3\% \text{ and distance to agreement DTA} = 2 \text{ mm, with a low-dose region exclusion threshold of 10\% (100\% is the maximum dose) as recommended for rotational IMRT QA in Ref. [10].} \]

Following the protocol adopted in our department, a plan was considered acceptable if GPR was above a tolerance level of 95\%. The action level was set at 9\% based on clinical experience. The average, the standard deviation and the maximum and minimum obtained values over each patient class were calculated for each metric. Several authors suggest that the degree of modulation is one of the parameters that best describes complexity of VMAT treatments and has an impact on the precision and accuracy of beam delivery. This could be quantified by the gamma analysis\(^5^4\)–\(^5^6\). Following the definition of Masi et al.,\(^5^7\) the modulation complexity score for VMAT (MCSv) was introduced to evaluate the plan complexity level. MCSv ranges from 0 to 1 where MCSv = 0 means no modulation, while it approaches 0 for increasing modulation. In this work, a Pearson correlation coefficient was used to identify and assess a possible correlation between the modulation complexity of each treatment plans and the corresponding output of the gamma analysis.

### 2.E Dose calculation systems and dose measurements

In a first set of tests, SciMoCa and TPS results were independently cross-checked against measurements performed on the phantom as described in Section 2.C.2. The isocenter point dose, obtained from the calibrated ionization chamber was used to validate the TPS and SciMoCa absolute dose calculations, whereas the gamma analysis allowed the estimation of errors in the correct modeling and movement of the MLC leaves, and in positioning and irradiation geometry.\(^5^8\)

As for D\(_{\text{diff}}\), the reference and the test doses were the measured and calculated doses, respectively. The agreement between the measured and software-calculated dose distributions was instead evaluated with SNC Patient software (v6.4.1, Sun Nuclear Corporation, Melbourne, FL, USA).\(^5^9\) The measured dose distributions were selected as reference set, whereas software-calculated dose distributions as evaluation set.

### 2.F SciMoCa and primary TPSs

A second test was performed comparing the SciMoCa-reconstructed 3D dose distributions with those produced by the two TPS both on patient and phantom CT images. As for D\(_{\text{diff}}\), the reference dose was the TPS dose, whereas the test dose was the SciMoCa dose. The comparison between TPS-planned and SciMoCa-computed dose distributions was made using the commercial software myQA iON (IBA Dosimetry GmbH, Schwarzenbruck, Germany),\(^6^0\) by performing a 3D gamma analysis over the entire volume provided by the dose matrix on all 50 plans. In this case, the evaluated and the reference datasets were SciMoCa-computed and TPS-planned dose distributions, respectively.

3 RESULTS

### 3.A SciMoCa beam model validation

Figures 1 and 2 show the results for the validation of SciMoCa commissioning. In Fig. 1 measured and calculated square fields output factors (OF) are reported. In Fig. 2 the measured and calculated percentage depth dose (PDD) and beam profiles are shown for three different square fields, 32 \( \times \) 32 mm\(^2\), 104 \( \times \) 104 mm\(^2\) and 160 \( \times \) 160 mm\(^2\), (top, middle, bottom plots, respectively). The results are obtained at a source to surface distance (SSD) of 100 cm and a depth of 10 cm. An absolute dosimetry calibration was performed in reference conditions 104 \( \times \) 104 mm\(^2\) field, SSD 100 cm, depth 10 cm.\(^5^7\) The simulation was found to yield a dose value in agreement with the measured one within \( \sim 0.1\% \). Except for small regions at the boundaries of the beam profile with high-dose gradients, a very good agreement between SciMoCa calculations and direct measurements is found, with a difference between the two profiles within 2\%.

### 3.B Comparison against measurements

The results of the validation of SciMoCa and the two reference TPSs against direct measurements are summarized in Table 1. The average, the standard deviation, and the maximum and minimum measured values over each patient class are reported for each metric. The average values over Monaco and Pinnacle\(^3\) plans and for the full dataset are also given. The full set of measurements is reported in
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**Fig. 1.** Output Factors. Comparison of measured and calculated output factors for square fields. The reference field is 104 \( \times \) 104 mm\(^2\) and the measurements are carried out at SSD 100 cm and depth 10 cm. The blue full triangles are the values calculated with SciMoCa; the red full circles are the measured values. The blue dashed and red full lines are intended to guide the reader’s eye.
Fig. 3, where the 2D scatter plot of $\%D_{\text{diff}}$ for SciMoCa and TPS measurements is shown. Both TPSs and SciMoCa show very good agreement with ionization chamber point dose measurements with average $\%D_{\text{diff}}$, values compatible with zero within the uncertainty (Table S1), possibly with a slight bias toward overestimated doses. All calculated dose differences are within the chosen clinical action threshold of $\pm 3\%$, except for a lung plan made with Monaco, where both Monaco and SciMoCa show a relatively large deviation of the order of $7\%$, with respect to the desired zero difference. In this specific plan, the isocenter was placed in a high-dose gradient region because of the peculiar shape of the target. This data point was therefore not considered in the average.

The spread $\delta_{\%D_{\text{diff}}}$ of the values around the average is very similar for the TPSs and SciMoCa showing therefore a similar statistical behavior. The data in Fig. 3 show also a moderate linear correlation between SciMoCa and the primary TPSs, with Pearson’s correlation coefficients $R_p$ of 0.55 and 0.88 and adjusted determination coefficients $R^2_{\text{adj}}$ of 0.28 and 0.77 for Monaco and Pinnacle$^3$, respectively.
TABLE 1 Calculations vs. measurements. Gamma analysis results of validation of SciMoCa and TPS plans against dose measurements. The average, the standard deviation and the maximum and minimum measured values over each patient class are reported for each metric. Average values over Monaco and Pinnacle3 plans and for the full dataset are also given.

| Patient Class | GPR(%) | (min:max) | GPR(%) | (min:max) |
|---------------|--------|-----------|--------|-----------|
|               | (GPR) ± σGPR |          | (GPR) ± σGPR |          |
| SciMoCa vs. dose measurement (Monaco plans) | TPS vs. dose measurement (Monaco plans) | | | |
| SciMoCa vs. dose measurement (Pinnacle3 plans) | TPS vs. dose measurement (Pinnacle3 plans) | | | |
| CNS           | 96 ± 3 | (91,99)   | 95 ± 2 | (92,98)   |
| Breast        | 98 ± 2 | (95,100)  | 97 ± 1 | (95,98)   |
| Lung          | 95 ± 3 | (90,98)   | 96 ± 3 | (93,100)  |
| Prostate      | 98 ± 1 | (97,99)   | 98 ± 2 | (95,100)  |
| H&N           | 96 ± 3 | (93,99)   | 98 ± 3 | (92,100)  |
| Bones         | 94 ± 2 | (92,97)   | 98 ± 1 | (98,100)  |
| Average       | 96 ± 3 | (90,100)  | 97 ± 2 | (92,100)  |

FIG. 3. TPSs and SciMoCa vs. measurements dose difference. Relative dose difference %ΔDME at the plan isocenter between calculated and measured dose distributions for TPSs and SciMoCa. The results of a Pearson’s correlation test are also shown. Black full squares: Monaco plans; red full circles: Pinnacle3 plans; black solid line: Pearson’s test for Monaco plans; red dashed line: Person’s test for Pinnacle3 plans.

The comparison between the computed and the measured 3D dose distributions performed with the SNC Patient gamma analysis shows a similar level of agreement for both TPSs and SciMoCa. The GPR average values are all above or compatible with the chosen clinical tolerance threshold of 95% and all the values are found to be above the minimum acceptable threshold of 90%.

3.C | Comparison between SciMoCa and primary TPSs

The results of the comparison of SciMoCa with the two primary TPSs and SciMoCa vs. measurements dose difference. The average, the standard deviation, and the maximum and minimum measured values over each patient class are reported for each metric. Average values over Monaco and Pinnacle3 plans and for the full dataset are also given.

TABLE 2 SciMoCa vs. TPS plans. Gamma analysis results of the comparison of SciMoCa simulated patient and phantom plans with plans from the primary TPSs. The average, the standard deviation and the maximum and minimum measured values over each patient class are reported for each metric. Average values over Monaco and Pinnacle3 plans and for the full dataset are also given.

| Patient class | GPR(%) | (min:max) | GPR(%) | (min:max) |
|---------------|--------|-----------|--------|-----------|
|               | (GPR) ± σGPR |          | (GPR) ± σGPR |          |
| SciMoCa vs. Monaco patient plans | SciMoCa vs. Monaco phantom plans | | | |
| SciMoCa vs. Pinnacle3 patient plans | SciMoCa vs. Pinnacle3 phantom plans | | | |
| CNS           | 98 ± 3 | (92,100)  | 99.7 ± 0.4 | (99,100) |
| Breast        | 95 ± 4 | (90,98)   | 98 ± 2 | (95,99)   |
| Lung          | 99 ± 1 | (97,100)  | 99.7 ± 0.3 | (99,100) |
| Prostate      | 99.2 ± 0.5 | (99,100) | 99.8 ± 0.3 | (99,100) |
| H&N           | 96 ± 2 | (94,98)   | 98 ± 1 | (97,99)   |
| Bones         | 96 ± 5 | (89,100)  | 97 ± 4 | (92,100)  |
| Average       | 97 ± 3 | (89,100)  | 99 ± 2 | (92,100)  |
| Global average | 98 ± 3 | (89,100)  | 99 ± 2 | (92,100)  |
metric. The average values over Monaco and Pinnacle\textsuperscript{3} plans and for the full dataset are also given.

The full set of measurements is reported in Fig. 4 where the 2D scatter plot of $%D_{\text{diff}}$ between SciMoCa and TPS patient and phantom plans is shown. A good agreement is observed between the two sets of calculations for both patient and phantom geometries (Table S2). Almost all measurements are within the clinical action threshold of 3\% except for a few outliers which are just above threshold (the same observations made before for the anomalous Monaco lung plan hold here). However, a clear bias toward negative $%D_{\text{diff}}$ is visible, pointing to a slight underestimation of the point dose by SciMoCa with respect to the primary TPSs.

This bias is consistent for all Monaco plans in both patient and phantom geometries. For Pinnacle\textsuperscript{3} plans, instead, phantom doses are consistently underestimated while patient doses appear to be largely unbiased. Nevertheless, the statistical significance of these qualitative observations is not sufficient to draw any firm conclusion. This is confirmed by the Mann–Whitney U test ($p<0.05$) performed on all the four sets of comparison measurements in Tables 1 and 2. No statistically significant difference between SciMoCa and TPS calculations is found with this method (Table S3).

This bias is consistent for all Monaco plans in both patient and phantom geometries. For Pinnacle\textsuperscript{3} plans, instead, phantom doses are consistently underestimated while patient doses appear to be largely unbiased. Nevertheless, the statistical significance of these qualitative observations is not sufficient to draw any firm conclusion. This is confirmed by the Mann–Whitney U test ($p<0.05$) performed on all the four sets of comparison measurements in Tables 1 and 2. No statistically significant difference between SciMoCa and TPS calculations is found with this method (Table S3).

The gamma analysis of the 3D dose distributions shows on average a good agreement between SciMoCa and TPSs with GPR values well above the clinical tolerance threshold of 95\%, with patient plans showing slightly worst performance, as expected. However, the single measurements have a fairly large spread, especially in patient’s plans. In two cases, a Monaco breast plan and a Monaco bone plan, GPR is very close to the 90\% action level. In these specific cases, the suboptimal GPR is due both to the presence of superficial targets and tissue inhomogeneity which involve many build-up and build-down regions and, presumably, due to corresponding complex dose distributions.

### 3.D Analysis of correlations with MCSv

The distributions of the VMAT modulation complexity scores MCSv for the plans of the two TPSs considered in this work are shown in Fig. 5, whereas Fig. 6 shows GPR for the four comparison tests discussed above as a function of MCSv. A Pearson’s correlation analysis has been performed to search for correlations between the MCSv and GPR, motivated by the intuitive expectation that high modulation plans tend yield low MCSv and could consequently give lower GPR values, while for decreasing modulation MCSv and GPR both should move toward higher values. The Pearson’s and adjusted determination coefficients reported in Table 3 indicate consistently only a mild positive correlation between MCSv and GPR for SciMoCa calculations, showing that plan complexity does not seem to affect significantly the calculation accuracy.

### 3.E Computing resources

MC simulations require a careful optimization of computing resources. While they are required to be robust and accurate, they necessarily involve tradeoffs between computing speed and accuracy. The dose calculation accuracy is largely determined by the number of simulated particles which is directly proportional to the CPU time needed for the calculation. Computing resources are also affected by the dose grid resolution; for example, increasing the grid size from 1 mm to 2 mm reduces the memory consumption by a factor 8 while going from 2 mm to 3 mm yields only a factor 3 reduction, indicating that a careful optimization of these parameters is very important. In this study, the statistical uncertainty for SciMoCa

![Fig. 4. SciMoCa vs. TPS dose difference. Relative dose difference $%D_{\text{diff}}$ between SciMoCa and TPS calculations for patient and phantom geometries. Black full squares: Monaco plans; red full circles: Pinnacle\textsuperscript{3} plans.](image1)

![Fig. 5. MCSv distribution. Box plot of the MCSv distributions for Monaco and Pinnacle\textsuperscript{3} VMAT plans. The whiskers correspond to fifth and ninety-fifth percentiles. The empty square marker is the mean of the distribution. Outliers are plotted separately.](image2)
simulation was set to 0.5%, corresponding to $10^{10}$ simulated particles and the observed computing time for dose calculations using the QA system was on average 30/12 minutes per treatment plan, with a fairly large spread between 11 and 52 min, on a workstation with an Intel Core i7-6500 U CPU, 2.59 GHz clock, and 16 GB RAM. An optimization of SciMoCa in terms of accuracy and computing resources was outside the scope of this work but would certainly deserve a detailed dedicated study. Nevertheless, the measured computing time appears to be fully manageable and can be easily improved with even a moderately higher performance hardware.

4 | DISCUSSION

The validation measurements performed using the phantom yielded very good results both for the primary Monaco and Pinnacle3 TPSs and for SciMoCa. Point dose difference was below the action level of 3% for all 50 plans (except for the previously mentioned exception). A global average GPR value greater than 96% was found by running the SNC-Patient gamma analysis over all 50 plans for both primary TPSs and SciMoCa. The spread of the observed values is not large (a global standard deviation of $\pm 2\%$ is found) and the few values below the 95% threshold or close to the 90% lower limit were singularly studied in more detail. In most cases, the largest deviations have been observed in the low-dose regions where the calculated dose distributions tend to underestimate the measured values. A more precise tracking of the error sources would require an accurate absolute calibration of the measurement system as well as the machine settings which is not motivated within the scope of this work given the observed very good overall agreement between calculations and measurements. SciMoCa agrees very well with the two considered primary TPSs over a large variety of treatment sites. The results obtained indicate that a MC-based approach for secondary check of VMAT plans provides useful and accurate outcomes. The average agreement of the point dose difference with TPS calculation for all groups was below 3%, both for Monaco and Pinnacle3 and for patient and phantom CT-datasets. The small set of 11 plans slightly exceeding the 3% clinical action threshold set for $D_{\text{95\%}}$ and the single case below the 90% threshold set for GPR were studied in detail. In all cases clear reasons for degraded calculation performance were identified, mainly consisting of irradiation of very inhomogeneous tissue regions or small irradiation fields. While both SciMoCa and Monaco implement MC algorithms, the difference between them seems to be on average slightly larger than the difference between SciMoCa and Pinnacle3, both for patient and phantom plans, although with low statistical significance. This could be traced back to the higher degree of modulation of Monaco with respect

---

**Fig. 6.** GPR vs. MCSv. GPR as function of MCSv for (left) Monaco and (right) Pinnacle3 plans.

**Table 3** Pearson’s correlation test. Results of the Pearson’s correlation test of GPR and MCSv distributions.

|                  | Monaco R_P  | Monaco R^2 adj | Pinnacle3 R_P | Pinnacle3 R^2 adj |
|------------------|-------------|----------------|--------------|------------------|
| TPS - SciMoCa (Patient) | 0.51 | 0.23 | 0.41 | 0.12 |
| TPS - SciMoCa (Phantom) | 0.52 | 0.24 | 0.42 | 0.13 |
| TPS - Measurements | 0.22 | 0.02 | 0.85 | 0.71 |
| SciMoCa - Measurements | 0.11 | 0.02 | 0.27 | 0.02 |
to Pinnacle plans, visible also in Fig. 5. Residual deviations between the TPSs and SciMoCa can be attributed to different calculation algorithms and other factors that might affect the quality of the comparison by introducing some additional uncertainties could be the CT slice thickness and the voxel size. In particular, SciMoCa implements new generation MC algorithms with a more detailed handling of particle generation and transport through the materials, as well as a slightly different modeling of linac head with respect to previous generation software like Monaco. However, the statistics used in this study is not sufficient to evaluate the observed tiny differences between SciMoCa and the two primary TPSs considered, which can be the subject of a future more accurate study. A search for a possible correlation between the plan complexity and SciMoCa performance was also carried out as described in Section 3.D. The analysis was motivated by the observation that, generally, in treatment plans with higher modulation, small average leaf separation and small leaf positioning errors or wrong leaf calibration in the dose calculator, can lead to large discrepancies in fluence and extreme dose gradients due to large spatial variation in the fluence map. No evidence of a significant strong correlation was found between plan complexity, measured by the MSCv value and SciMoCa calculation accuracy, measured by the GPR value. Based on the results found in this work, it appears therefore possible to replace measurement-based PSQA with SciMoCa. However, it is important to notice here that not all aspects of PSQA can be checked with a software-based system like, for example, all the plan transfer and delivery steps as well as linac hardware. Therefore, software-based PSQA must be complemented by an accurate, stringent, and robust protocol to ensure stable machine performances. However, software-based secondary dose check systems offer some important advantages. First, they allow recalculating independently the planned dose on patient images taking properly into account the complex tissue heterogeneity of the human body, which is inevitably simplified in the phantoms. Second, they allow the treatment center personnel to save significant QA time, which can be profitably devoted to patient treatment. In addition, given the affordable calculation times, software-based PSQA can be in principle applied on a per-plan basis.

Several authors have conducted studies to evaluate and validate secondary dose calculation systems. Results found in literature, considering only those which are based on the same acceptance criteria used in this work (3%/2mm for global normalization) are summarized here. Nelson et al.64 tested Mobius3D (v1.3.1) against Pinnacle and measurements with a solid water phantom. Over 12 VMAT plans they obtained $\%D_{\text{eff}} = 2.2 \pm 1.2\%$, $1.5 \pm 1.0\%$ and $0.7 \pm 0.8\%$ for TPS — phantom, Mobius — phantom and Mobius — TPS comparisons, respectively, and, correspondingly, $\text{GPR} = 96.6 \pm 4.2\%$, $97.0 \pm 5.6\%$ and $98.1 \pm 5.3\%$. McDonald et al.65 validated Mobius3D (v1.5.3) against the Acuros XB algorithm (v11) implemented in Eclipse TPS (Varian Medical Systems, Palo Alto, USA) and phantom measurements. The results of the comparison with measurements were $\%D_{\text{eff}} = -2.2 \pm 0.7\%$ and $0.2 \pm 1.3\%$ for AcurosXB and Mobius, respectively, whereas the comparison between Mobius3D and AcurosXB yielded $\%D_{\text{eff}} = 1.7 \pm 0.5\%$ and $\text{GPR} = 96 \pm 2\%$. Hoffmann et al.47 compared SciMoCa and AcurosXB (v13.7). The comparison comprised 10 VMAT plans and the obtained results were $\%D_{\text{eff}} = -0.2 \pm 1.2\%$ and $\text{GPR} = 99.6 \pm 0.5\%$. The above results show a general good agreement between secondary independent software-based dose checking methods and primary TPS and follow a similar methodology as the present work. However, this study is the first based on a considerably larger dataset and, to the authors’ knowledge, the first comparing SciMoCa with another MC-based dose calculation TPS.

5 CONCLUSION

A comparison of the SciMoCa Monte Carlo secondary dose check system with Monaco and Pinnacle TPSs has been performed on a sample of 50 treatment plans evenly distributed over six treatment sites, also making the first comparison of SciMoCa with another MC-based TPS (Monaco). SciMoCa and the TPSs have been validated against direct dose measurements with a phantom. Very good agreement between SciMoCa and the TPSs has been observed. A study of a possible correlation between plan complexity, quantified by the VMAT modulation complexity score and SciMoCa calculation accuracy, estimated with the gamma analysis GPR index, showed that the accuracy of SciMoCa calculations is not significantly affected by the plan complexity. The results of this work show that MC-based PSQA is clinically viable and provides a useful independent secondary dose verification system for VMAT plans. MC-based PSQA can therefore potentially provide a fast and reliable system for a per-plan PSQA, complementing the necessary traditional global QA and calibration protocols, allowing significant saving of time that can be devoted to patient treatment. In perspective, in the context of the growing importance of personalized medicine SciMoCa could also be useful in adaptive RT for rapid and repeated check of the treatment plans to take into account daily patient anatomy modifications.
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**SUPPORTING INFORMATION**

Additional supporting information may be found online in the Supporting Information section at the end of the article.

**Table S1** Calculations vs. measurements. Point dose difference results of validation of SciMoCa and TPS plans against dose measurements. The average, the standard deviation, and the maximum and minimum measured values over each patient class are reported for each metric. Average values over Monaco and Pinnacle\(^3\) plans and for the full dataset are also given.

**Table S2** Calculations vs. measurements. Point dose difference results of the comparison of SciMoCa simulated patient and phantom plans with plans from the primary TPSs. The average, the standard deviation, and the maximum and minimum measured values over each patient class are reported for each metric. Average values over Monaco and Pinnacle\(^3\) plans and for the full dataset are also given.

**Table S3** P-value of the Mann–Whitney U test. p-value of the Mann–Whitney U test on the point dose differences for SciMoCa and TPSs.