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Abstract

A path separator of a graph $G$ is a set of paths $\mathcal{P} = \{P_1, \ldots, P_t\}$ such that for every pair of edges $e, f \in E(G)$, there exist paths $P_e, P_f \in \mathcal{P}$ such that $e \in E(P_e)$, $f \notin E(P_e)$, $e \notin E(P_f)$ and $f \in E(P_f)$. The path separation number of $G$, denoted $\text{psn}(G)$, is the smallest number of paths in a path separator. We shall estimate the path separation number of several graph families – including complete graphs, random graph, the hypercube – and discuss general graphs as well.
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1. Introduction

Separation of combinatorial objects is a well-studied question in mathematics and engineering, dating back to at least Rényi \cite{Renyi55}. In fact the notion goes by many terms: identification or, in engineering, testing are also used for the same idea \cite{Bollobas16, Chung97, Chung96, Chung95}. Let $\mathcal{H} = (X, E)$ be a hypergraph with ground set $X$ and edge set $E$. We say that $L \subset E$ is a weak separating system if for all $x, y \in X$, $x \neq y$ there exists an $A \in L$ such that either...
$x \in A$ or $y \in A$, but $\{x, y\} \not\subset A$. Similarly, $L$ is a strong (or complete) separating system if for all $x, y \in X$, $x \neq y$ there exist $A_x, A_y \in L$ such $x \in A_x$ and $y \in A_y$, but $x \notin A_y$ and $y \notin A_x$, as defined by Dickson [3]. Observe that any strong separating system is also a weak separating system. In several applications $X$ is just the vertices or edges of a certain graph $G$, while $E$ can be a set of closed neighborhoods, cycles, closed walks, paths, etc. of $G$, see e.g. [8, 6, 12, 19].

In this paper we consider strong separation of the edges of graphs by paths. Since we deal with strong separation in this paper, we will just use the term “separating system” or “separator” when referring to a strong separating system. Let $G$ be a graph with at least two edges. A path separator of $G$ is a set of paths $P = \{P_1, \ldots, P_t\}$ such that for every pair of distinct edges $e, f \in E(G)$, there exist paths $P_e, P_f \in S$ such that $e \in E(P_e)$ and $f \in E(P_f)$ but $e \notin E(P_f)$ and $f \notin E(P_e)$. The path separation number of $G$, denoted $psn(G)$, is the smallest number of paths in a path separator. If $G$ has exactly one edge then we say that $psn(G) = 1$ and if $G$ is empty then we say that $psn(G) = 0$.

Rényi [18] conjectured that $O(n)$ paths suffice for the weak separation in any graph with $n$ vertices. This problem is still unsolved, although Falgas-Ravry, Kittipassorn, Korándi, Letzer and Narayanan [8] recently made some progress for proving it for trees and certain random graphs. We propose the stronger Conjecture [11] below: $O(n)$ paths are sufficient even for strong separation.

In this paper we prove this conjecture for complete graphs (Theorem 4), forests (Theorem 5), higher dimensional cubes (Theorem 8), and not too sparse random graphs (Theorem 9). It is somehow surprising since generally strong separation may need many more paths than weak separation, as we remark following Theorem 8.

Denote $H_2(x)$ to be the binary entropy function, i.e. $H_2(x) = -x \log_2 x - (1-x) \log_2 (1-x)$, where $x \in (0,1)$. Denote $K_n$ to be the complete graph and $P_n$ to be the path on $n$ vertices. The parameters $\delta(G)$ and $\Delta(G)$ denote the minimum and maximum degree of $G$, respectively.

Fact 1 follows from the fact that the edge set itself is a path separator if there are at least 2 edges and $psn(G) = m$ if $m = 1$ or $m = 0$.

**Fact 1.** Let $G$ be a graph with $m$ edges. Then $psn(G) \leq m$.

Because of Fact 2 below, we will always assume that the graph $G$ that we are working with is connected.

**Fact 2.** If $G$ is a graph that is the vertex-disjoint union of graphs $G_1$ and $G_2$ then $psn(G) = psn(G_1) + psn(G_2)$.

When $G$ is a forest we determine $psn(G)$ in Theorem 8, otherwise Theorem 3 estimates it. Note that the proof of the lower bound in Theorem 3 does not use the structure of paths, only that a path has at most $n - 1$ edges.
Theorem 3. Let $G$ be a graph on $n \geq 4$ vertices and $m \geq 2(n-1)$ edges, then

$$\frac{m \ln m}{n \ln(en/2)} < \frac{\log_2 m}{H_2((n-1)/m)} \leq \text{psn}(G) \leq 4n\lceil \log_2 \left( \frac{m}{n} \right) \rceil + 2n < 5n \log_2 n.$$

Theorem 3 establishes that the path separation number of the complete graph is at most $2n + 4$ and Theorem 3 implies that it is at least $(1 - o(1))n$. Of course, the bound $2n + 4$ is not sharp even for $n = 5$ or 6, since by Fact 1 we have that $\text{psn}(K_n) \leq n(n-1)/2 < 2n + 4$ in these cases.

Theorem 4. For $n \geq 10$ we have $\text{psn}(K_n) \leq 4\lceil n/2 \rceil + 2 \leq 2n + 4$.

Theorem 5 gives an explicit formula for the path separation number of a forest $F$ depending only on the degree sequence and the number of connected components of $F$ that are, themselves, paths. A path-component of a graph is a connected component that is a path.

Theorem 5. Let $F$ be a forest with $v_1$ vertices of degree 1, $v_2$ vertices of degree 2 and $p$ path-components. Then $\text{psn}(F) = v_1 + v_2 - p$.

Corollary 6. The smallest path separation number for a tree $T$ on $n$ vertices is $\lceil n/2 \rceil + 1$. This is achieved with equality if and only if (a) $n$ is even and all the degrees of $T$ are either 1 or 3 or (b) $n$ is odd, $T$ has one vertex of degree either 2 or 4 and all other vertices have degree either 1 or 3.

Corollary 7. If $G$ is a tree with $n$ vertices then $\text{psn}(G) = n - 1$ if and only if $G$ is a subdivided star.

Theorem 8 considers the graph of the $d$-dimensional hypercube $Q_d$, whose path separation number shows different behavior from our previous results.

Theorem 8. For $d \geq 2$, let $Q_d$ denote the $d$-dimensional hypercube. Then $\frac{d^2}{4 \ln d} \leq \text{psn}(Q_d) \leq 3d^2 + d - 4$.

Theorem 8 also demonstrates the difference between weak and strong separation: Honkala, Karpovsky and Litsyn proved in [12] that essentially $d + \log_2 d$ cycles are necessary and sufficient for a weak separation of the edges of the hypercube, which easily translates to a weak path separator having essentially at most $2(d + \log_2 d)$ paths, that is, much less than what is required in any strong separating system.

In Theorem 9 we address the Erdős-Rényi random graph in which each pair of vertices is, independently, chosen to be an edge with probability $p$. We say that a sequence of random events occurs with high probability if the probability of the events approaches 1 as $n \to \infty$. 
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Theorem 9. Let \( p = p(n) > 1000 \log n / n \) and \( s = 4 \log n / \log (pn / \log n) \). Then \( \text{psn}(G(n, p)) = O(\text{psn}) \) with high probability.

In particular, for \( \alpha > 0 \) and \( p = p(n) > n^{\alpha-1} \) this gives \( \text{psn}(G(n, p)) = \Theta(pn) \) with high probability and for \( p = p(n) > 10 \log n / n \) it yields that \( \text{psn}(G(n, p)) = O(pn \log n) \), with high probability.

Although Theorem 8 establishes that \( \text{psn}(G) = O(n \log n) \) for any graph \( G \) on \( n \) vertices, it is not clear that the path separation number of a graph is that large. We can ensure that there are graphs \( G \) on \( n \) vertices with \( \text{psn}(G) \geq (2 - o(1))n \), which is larger than the lower bound in Theorem 4. We prove Theorem 10 as a remark in the proof of Theorem 3 because the techniques are similar.

Theorem 10. Let \( K_{a,b} \) denote the complete bipartite graph with \( a \) vertices in one part and \( b \) in the other. Fix \( \varepsilon \in (0, 1/2) \). For \( n \) sufficiently large, \( \text{psn}(K_{\varepsilon n, (1-\varepsilon)n}) > 2(1-2\varepsilon)n \).

In the rest of the paper we shall prove the above theorems. We close Section 1 with the following conjecture (a weaker version of it, for weakly separating systems, was formulated in [6]).

Conjecture 11. There exists a constant \( C \) such that for every positive integer \( n \) and for every graph \( G \) on \( n \) vertices \( \text{psn}(G) \leq Cn \).

Of course, since Fact 1 gives an upper bound of \( m \) on the path separation number, Conjecture 11 is satisfied for any graph with \( O(n) \) edges. From Theorem 10, we know that there are graphs that have path separation number arbitrarily close to \( 2n \).

2. Proofs

2.1. Proof of Theorem 3

We note that there is a trivial lower bound of \( \lceil \log_2 m \rceil \) which follows from the fact that if \( P = \{P_1, \ldots, P_t\} \) is a path separator, then each edge has a different nonzero indicator vector \( (X_1, \ldots, X_t) \) where \( X_i = 1 \) if the edge is in \( P_i \) and 0 otherwise. Since \( H_2(x) \leq 1 \), the lower bound in Theorem 3 strictly improves on this trivial bound.

Proof of Theorem 3. Lower bound. We use the entropy method. For facts about the entropy method, see Section 22 of Jukna [13]. The entropy of discrete random variable \( Y \) is \( H_2(Y) := \sum_{i} - \Pr(Y = y_i) \log_2 \Pr(Y = y_i) \), where \( \{y_i\}_i \) is the range of values of \( Y \). The notation \( H_2(p) \) denotes \( -p \log_2 p - (1-p) \log_2 (1-p) \) if \( p \) is a real number in \( (0,1) \) and \( H_2(Y) \) denotes the entropy of random variable \( Y \). The use will be clear from the context. Note also that if \( X \) is a Bernoulli(p) random variable, then \( H_2(X) = H_2(p) \).
If $Y$ is a random variable that takes on $m$ values, each with equal probability, then $H_2(Y) = \log_2 m$. The subadditivity property of entropy says that if $Y$ can be expressed as the ordered tuple of random variables $(X_1, \ldots, X_t)$, then $H_2(Y) \leq \sum_{i=1}^{t} H_2(X_i)$.

Let $\pi_1, \ldots, \pi_t$ be the paths of a path separator of graph $G$. Let $X_i$ be the event that a randomly-chosen edge is in path $\pi_i$. Since the joint distribution $(X_1, \ldots, X_t)$ takes on $m$ values each of which being equally likely, $H_2(X_1, \ldots, X_t) = \log_2 m$. Using the subadditivity property,

$$\log_2 m = H_2(X_1, \ldots, X_t) \leq \sum_{i=1}^{t} H_2(X_i) = \sum_{i=1}^{t} H_2 \left( \frac{\ell(\pi_i)}{m} \right) \leq t H_2 \left( \frac{n-1}{m} \right),$$

(1)

because every path has length at most $n-1$. In the last inequality we also used the fact that $H_2(p)$ is increasing for $p \in (0, 1/2)$ together with the condition $m \geq 2(n-1)$.

Writing $x = (n-1)/m$ we have

$$t \geq \frac{\log_2 m}{H_2 \left( \frac{m-1}{m} \right)} \geq \frac{\ln m}{-x \ln x + (1-x) \ln(1-x)} \geq \frac{\ln m}{-x \ln x + x} = \frac{m \ln m}{n-1} \frac{1}{\ln \left( \frac{m}{n-1} \right) + 1} \geq \frac{m \ln m}{n-1} \frac{1}{\ln \left( \frac{\ln m}{\ln n} \right) + 1} = \frac{m \ln m}{(n-1) \ln(en/2)}.$$

**Remark 12 (Proof of Theorem 10).** For the proof of this result, we use (1) to conclude that $t > \frac{\ln m}{-x \ln x + x}$ where $m = \varepsilon (1-\varepsilon)n^2$ and $x = (\varepsilon n + 1)/m$ because the length of any path in $K_{\varepsilon n,(1-\varepsilon)n}$ is at most $\varepsilon n + 1$. For fixed $\varepsilon$, the fraction $\frac{\ln m}{-x \ln x + x}$ goes to $2(1-\varepsilon)n$ as $n \to \infty$. Thus for $n$ large enough, the lower bound $2(1-2\varepsilon)n$ suffices.

**Proof of Theorem 3 Upper bound.** We use a classical theorem of Lovász [15]:

**Theorem 13 (Lovász [15]).** The edges of a graph on $n$ vertices can be covered by at most $\left\lfloor \frac{n}{2} \right\rfloor$ edge-disjoint paths and cycles.

Since any cycle can be partitioned into two paths we obtain the following corollary.

**Corollary 14.** The edges of a graph on $n$ vertices can be covered by at most $n$ edge-disjoint paths.

Returning to Theorem 3 apply Corollary 14 to $G$ and partition $E(G)$ into at most $n$ paths, $P_1', \ldots, P_k'$, $k \leq n$. We shall cut each path that is longer than $m/n$ into paths of length $\lceil m/n \rceil$ and possibly one shorter path. The number of such paths is

$$\sum_{i=1}^{k} \left\lceil \frac{|P_i'|}{m/n} \right\rceil \leq \sum_{i=1}^{k} \frac{n|P_i'|}{m} \leq \sum_{i=1}^{k} \left( \frac{n|P_i'|}{m} + 1 \right) \leq 2n.$$
where $|P_i|$ is the length (number of edges) of $P_i$. So we have that the new family $\mathcal{P}$ consists of at most $2n$ paths.

For each path $P \in \mathcal{P}$ label the edges of $P$ by binary vectors. Specifically, take an injective function $b_P : E(P) \to \{0, 1\}^t$, where $t = \lceil \log_2 \left( \frac{m}{n} \right) \rceil$. For each $i \in [t]$ define the graph $G_i$ whose vertex set is $V(G)$ and whose edge set consists of edges of each path $P \in \mathcal{P}$ whose $i$-th digit in its vector is 1. We apply Corollary 14 to each $G_i$, giving a path partition $\mathcal{P}_i$ of cardinality at most $2n$. Analogously, for each $i \in [t]$ define the graph $G'_i$ whose vertex set is $V(G)$ and whose edge set consists of edges of path $P \in \mathcal{P}$ whose $i$-th digit in its vector is 0. Applying Corollary 14 to each $G'_i$ gives a path partition $\mathcal{P}'_i$ of cardinality at most $2n$. Observe that $\cup \mathcal{P}_i \cup \mathcal{P}'_i \cup \mathcal{P}$ is a path-separating system. Since $\mathcal{P}$ is a path-cover, it suffices to just consider edges $e, f$ that are in the same $P \in \mathcal{P}$. As such, the map $b_P$ ensures that the edges will differ in one coordinate, say $i$, and so without loss of generality $e \in E(G_i) - E(G'_i)$ and $f \in E(G'_i) - E(G_i)$. Thus, the path covers of $G_i$ and $G'_i$ suffice to separate $e$ and $f$.

The final inequality comes from using $m \leq \binom{n}{2}$. As such, $n \geq 4$ gives

$$4n \lceil \log_2 \left( \frac{m}{n} \right) \rceil + 2n \leq 4n \lceil \log_2 \left( \frac{(n-1)/2}{2} \right) \rceil + 2n < 5n \log_2 n.$$ 

This concludes the proof of Theorem 3. \hfill \Box

2.2. Proof of Theorem 4

We start with a corollary of Theorem 3. The edges of $K_n$ can be covered by at most \( \left\lceil \frac{n}{2} \right\rceil \) edge-disjoint paths.

Note that Lovász [15] proved this when $n$ is even. For $n$ odd, Theorem 3 implies the existence of a partition of $K_n$ into $\left\lfloor n/2 \right\rfloor$ Hamiltonian cycles but one can check that it is always possible to choose one edge from each Hamilton cycle so that these edges could be covered with one additional path.

Denote such a collection of $\left\lfloor n/2 \right\rfloor$ edge-disjoint paths by $\mathcal{P}_1 = \{P_1, \ldots, P_{\left\lfloor n/2 \right\rfloor}\}$. Select three random permutations $\alpha$, $\beta$ and $\gamma$ uniformly and independently of each other from $S_n$, the set of $n$-element permutations. Let $\mathcal{P}_\alpha$, $\mathcal{P}_\beta$ and $\mathcal{P}_\gamma$ be the images of $\mathcal{P}_1$ under the permutations $\alpha$, $\beta$ and $\gamma$, respectively. That is, if $P_1 = \{i_1, \ldots, i_n\} \in \mathcal{P}_1$ then, say, $\alpha(P_1) = \{\alpha(i_1), \alpha(i_2), \ldots, \alpha(i_n)\}$, assuming $V(K_n) = [n]$.

If a pair of edges $e, f$ are in different paths in $\mathcal{P}_1$ then they are separated by $\mathcal{P}_1$. Otherwise the probability that they are not separated by $\mathcal{P}_\alpha$ is at most $2/(n-2)$. The separations by $\mathcal{P}_\alpha$, $\mathcal{P}_\beta$ and $\mathcal{P}_\gamma$ are independent of each other, i.e. the probability that $e$ and $f$ are not separated by the system of paths

$$\mathcal{P} = \mathcal{P}_1 \cup \mathcal{P}_\alpha \cup \mathcal{P}_\beta \cup \mathcal{P}_\gamma$$

is at most $\left( \frac{2}{(n-2)} \right)^3$. The number of pairs that are not separated by $\mathcal{P}_1$ is at most $\binom{n-1}{2} \left\lceil \frac{n}{2} \right\rceil$ and so the expected number of pairs not separated by $\mathcal{P}$ is less than $\left( \frac{2}{(n-2)} \right)^3 \binom{n-1}{2} \left\lceil \frac{n}{2} \right\rceil < 3$.
for $n \geq 10$. We can finish the path separator with two additional paths that separate the remaining two pairs of edges. □

2.3. Proof of Theorem 5

First we prove that $\text{psn}(P_k) = k - 1$, where $P_k$ is a path with $k$ vertices $x_1, \ldots, x_k$ and edge set $\{x_1x_2, x_2x_3, \ldots, x_{k-1}x_k\}$. For the upper bound observe that the edge set itself is a path separator of size $k - 1$. For the lower bound, one observes that $\{x_{k-1}, x_k\}$ must be a member of any path separator, otherwise the edge $x_{k-1}x_k$ cannot be separated from $x_{k-2}x_{k-1}$. Any path separator of $\{x_1, \ldots, x_{k-1}\}$ has size at least $k - 2$ and the lower bound follows. Let $v_i$ be number of vertices of degree $i$. By Fact 2 it is sufficient to prove only that $\text{psn}(T) = v_1 + v_2$ for any tree $T$, provided $T$ is different from a path.

Let us start with the upper bound. Let $T$ be a non-path tree on $n \geq 4$ vertices with $v_1$ leaves and $v_2$ vertices of degree 2. Add an extra vertex (we may call it $\infty$) that is incident to all of the leaves of $T$. Call the new graph $T^\infty$. This graph is planar and we can form a path for every face of the embedding of $T^\infty$ into the plane that begins and ends at a leaf and contains every vertex (other than “$\infty$”) of the face. Each leaf will be the endpoint of exactly two such paths. For each vertex $w$ of degree 2, take one of these paths that passes through it and partition it into two subpaths (that is subgraphs that are themselves paths), both of which have $w$ as an endpoint. We continue this process until we have separated all edges incident to the same degree-2 vertex. In other words, the degree-2 vertices are ‘cut points’ of these paths.

The size of this family of paths is $v_1 + v_2$. This family clearly separates any pair of edges that are not on the same two faces (each edge is on exactly two faces). If two edges, $e$ and $f$, share the same pair of faces then there must be a path of degree 2 vertices (possibly without any additional edges, but containing at least one vertex) connecting them. But by the partition of the paths at vertices of degree 2, one of the original paths containing $e$ and $f$ was partitioned into at least two paths, one that contains $e$ but not $f$ and another that contains $f$ but not $e$.

For the lower bound, we proceed by induction on the order of $T$. For the base case, the smallest tree which is not a path is a star on 4 vertices; easily a separating system of size 3 exists. If a leaf edge is covered by only one path then this path necessarily has length 1. If there is a leaf that is covered by a path of length 1 then both the leaf from the tree and the path from the system can be removed. Assume that there is a tree $T$ with a minimum-sized path separator $\{P_1, \ldots, P_t\}$ such that no leaf is in exactly one path. In this case we use a simple discharging argument. Let us give each $P_i$ a charge of 1 and discharge 1/2 to each of its endpoints in $T$. Every degree-2 vertex $w$ must receive a charge of at least 1, otherwise the incident edges of $w$ are not separated. Every leaf $x$ must receive a charge of at least 1 because there are at least 2 paths that contain the edge incident to $x$. Thus the number of paths is at least $v_1 + v_2$. □
2.4. Proof of Corollary 6

Lemma 15 with Theorem 5 implies that the smallest path separation number for a tree on \( n \) vertices is \( \lceil n/2 \rceil + 1 \).

**Lemma 15.** Let \( T \) be a tree on \( n\geq 2 \) vertices with \( v_1 \) vertices of degree 1 and \( v_2 \) vertices of degree 2. Then \( v_1 + v_2 \geq \lceil n/2 \rceil + 1 \). This is achieved with equality if and only if (a) \( n \) is even and all the degrees of \( T \) are either 1 or 3 or (b) \( n \) is odd, then \( T \) has one vertex of degree either 2 or 4 and all other vertices have degree either 1 or 3.

2.5. Proof of Lemma 15

Let us use the notation that \( v_i \) denotes the number of vertices of degree \( i \) in \( T \) in which case \( \sum v_i = n \) and \( \sum iv_i = 2n - 2 \). This gives \( 3 \sum v_i - \sum iv_i = n + 2 \). Rearranging,

\[
2v_1 + 2v_2 = n + 2 + v_2 + \sum_{i\geq 3}(i-3)v_i \geq n + 2. \tag{2}
\]

Hence, \( \text{psn}(T) = v_1 + v_2 \geq n/2 + 1 \).

Now we investigate the case where \( v_1 + v_2 = \lceil n/2 \rceil + 1 \). If \( n \) is even, then (2) gives that \( v_2 + \sum_{i\geq 3}(i-3)v_i = 0 \), implying that \( v_i = 0 \) for \( i = 2 \) and \( i \geq 4 \). In addition, it gives \( v_1 = n/2 + 1 \).

If \( n \) is odd, then (2) gives that \( v_2 + \sum_{i\geq 3}(i-3)v_i = 1 \), implying either that \( v_2 = 1 \), \( v_1 = (n+1)/2 \), and \( v_i = 0 \) for \( i \geq 4 \) or that \( v_4 = 1 \), \( v_1 = (n+3)/2 \), and \( v_i = 0 \) for \( i = 2 \) and \( i \geq 5 \). \( \square \)

2.6. Proof of Theorem 8

For the lower bound we use Theorem 3 noting that \( Q_d \) has \( 2^d \) vertices and \( d2^{d-1} \) edges:

\[
\text{psn}(Q_d) \geq \frac{\log_2(d2^{d-1})}{H_2((2^d - 1)/d2^{d-1})}. \tag{3}
\]

If \( d = 2 \), then it is easy to see that \( \text{psn}(Q_2) = 4 > \frac{2^2}{4\ln 2} \approx 1.44 \).

If \( d = 3 \), then (3) gives \( \text{psn}(Q_3) \geq \frac{\log_2(12)}{H_2(7/12)} > 3.6 > \frac{3^2}{3\ln 3} \approx 2.05 \).

If \( d \geq 4 \), then \( H_2((2^d - 1)/d2^{d-1}) \leq H_2(2/d) \leq \frac{2^d}{\ln^2 2} (1 - \ln(2/d)) \). Therefore

\[
\text{psn}(Q_d) > \frac{\log_2(d2^{d-1})}{H_2(2/d)} \geq \frac{\ln(d2^{d-1})}{(2/d)(1 - \ln(2/d))} = \frac{d^2}{2\ln d} \left( \frac{d}{d - 1} \ln 2 + \frac{\ln d}{\ln d} \right) \tag{4}
\]

\[
> \frac{d^2}{2\ln d} \left( \frac{\ln 2}{1 + 1 - \ln 2 \ln 4} \right) > \frac{d^2}{4\ln d}.
\]
The second inequality follows from $H_2(x) \geq x(1 - \ln x)$, which holds for $x \leq 0.65$. The term in parentheses in [4] is in fact larger than the lower bound of 1/2 that eventually results. However, it is easy to verify this bound and we have no interest in optimizing the constant.

Consider the upper bound. We will show by induction on $d$ that $f(d) = 3d^2 + d - 4$ paths suffice. As we have established above, $\text{psn}(Q_2) = 4$. It is helpful to view the vertices of $Q_d$ as $\{0,1\}$-vectors of dimension $d$. Let $Q^i$ denote the $(d - 1)$-dimensional subcube whose vertices have $i$ in the $d$th coordinate for $i = 0,1$. Edges between vertices in $Q^i$ are called $i$-interior edges for $i = 0,1$. Edges with one endvertex in $Q^0$ and the other in $Q^1$ are called crossing edges. Consider an edge $e^0$ in $Q^0$ and an edge $e^1$ in $Q^1$. We call such edges mirror images if the endvertices of $e^0$ can be made into the endvertices of $e^1$ simply by changing the $d$th coordinate from 0 to 1. For a path in $Q^0$ the mirror image path is defined in an analogous way. We construct three different types of paths.

**Type 1:** By the inductive hypothesis, $Q^0$ has a path separation set of size $f(d - 1)$. Construct it and its mirror image in $Q^1$. Then for each pair of mirrored paths, connect their final endpoints via a crossing edge. There are $f(d - 1)$ paths of Type 1.

With this set of paths, the following pairs of edges $(e', e'')$ are separated: (1) if both are 0-interior edges or both are 1-interior edges or (2) if $e'$ is 0-interior and $e''$ is 1-interior but they are not mirror images.

So there are only three types of pairs of edges $(e', e'')$ that are not separated: (3) if $e'$ and $e''$ are mirror images or (4) if $e'$ is a crossing edge and $e''$ is an interior edge or (5) if both $e'$ and $e''$ are crossing edges.

**Type 2:** Construct an arbitrary system of paths that covers the edges of $Q^0$. It is easy to prove by induction that there is such a system consisting of $d$ paths. Construct the set of mirror image paths in $Q^1$. There are $2d$ paths of Type 2.

The set of Type 2 paths separates pairs of mirror image edges (thus satisfying (3) above). Furthermore, for every crossing edge $e'$ and interior edge $e''$ there is a path in this second group containing $e''$ but not $e'$. So they will be used to aid in separation of the pairs in (4).

**Type 3:** Construct a system of paths via a separating family of the $2^{d-1}$ crossing edges of size $2d - 2$. That is, sets $S_1, S_2, \ldots, S_{2d-2}$ of crossing edges so that for each pair of crossing edges there is an $S_i$ that contains the first but not the second and an $S_j$ that contains the second but not the first.

For each $S_j$ we will construct two paths utilizing a Hamilton path $v_0^1, \ldots, v_N^1$ in the $(d-1)$-dimensional hypercube $Q^0$ and its mirror image in $Q^1$. Here $N = 2^{d-1}$. (Hypercubes

---

[^footnote]: A (strong) separating family, $F_0 \cup F_1$, of a set $\Sigma$ of size $n$ can be found as follows: Assign a binary codes of length $\lceil \log_2 n \rceil$ to each member of $\Sigma$. Place it into the $j$th member of $F_0$ if and only if the $j$th bit of its code is 0. Place it into the $j$th member of $F_1$ if and only if the $j$th bit of its code is 1. Each of $F_0$ and $F_1$ is a weak separating family and their union is a strong separating family. The size of $F_0 \cup F_1$ is $2\lceil \log_2 n \rceil$ and the sizes of the sets are at most $n/2$. 
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of dimension at least 2 are well-known to be Hamiltonian. According to [7], this fact goes back to 1872 [10].

Let $S_j = \{v_{i_1}^0 v_{i_2}^0, v_{i_2}^0 v_{i_3}^1, \ldots, v_{i_N}^0 v_{i_1}^1\}$ with $i_1 < i_2 < \cdots < i_N$. The first of the two paths related to $S_j$ will begin by traversing the Hamilton path in $Q^0$ crossing at the first opportunity and then traversing the mirror image Hamilton path in $Q^1$ crossing at the next opportunity and continuing in $Q^0$. We continue this until we finish in $Q^0$:

$$v_1^0, \ldots, v_i^0, v_{i+1}^1, \ldots, v_{i-1}^1, v_i^0, v_{i+1}^0, \ldots, v_{i-1}^0, v_i^0, v_{i+1}^1, \ldots, v_{i-1}^1, v_i^0.$$ 

The second path is a mirror image:

$$v_1^1, \ldots, v_i^1, v_{i+1}^0, \ldots, v_{i-1}^0, v_i^1, v_{i+1}^1, \ldots, v_{i-1}^1, v_i^1, v_{i+1}^0, \ldots, v_{i-1}^0, v_i^1,$$

This group of paths is of size $2(2d - 2)$ and separates pairs of crossing edges; that is, those pairs in (5).

To complete the separation of the paths in (4), we need that for every crossing edge $e'$ and interior edge $e''$ there is a path containing $e'$ but not $e''$. If we call $S_0$ the set of all crossing edges, we can construct two additional paths. Add two new (Hamiltonian) paths to our system, first starting the alternating path from an $x^0 \in Q^0$, then from $x^1 \in Q^1$. These paths contain every crossing edge $e'$ but every interior edge $e''$ is left out from at least one of those. There are $2(2d - 2) + 2 = 4d - 2$ paths of Type 3.

The total number of paths in the three groups is $f(d - 1) + 2d + 4d - 2 = f(d - 1) + 6d - 2$. Setting $f(d) = 3d^2 + d - 4$ satisfies $f(2) = 4$ and $f(d) = f(d - 1) + 6d - 2$.

Remark 16. We believe that the lower bound is correct in the sense that $\text{psn}(Q_d) = O(d^2/\log d)$. We think that a proof is likely in the same vein as the proof of the upper bound of $\text{psn}(K_n)$. Note that $E(Q_d)$ can be covered by $d$ paths as we have described in the above proof. Fix such a path system $P = P_1, \ldots, P_d$. Now choose, randomly and independently, $100d/\log d$ automorphisms of $Q_d$ and apply it to $P$. This will give a path system $P^*$ of size $100d^2/\log d$. The system $P$ does not separate at most $d2^d$ pairs of edges, the ones which are in the same path $P_i$ for some $i$. Unfortunately we do not have a good estimate on the probability that a pair of edges $(e', e'')$ are not separated in $P^*$, unless we know that no $P_i$ contains more than $O(d/\log d)$ edges that are crossing with respect to a given partition.

2.7. Proof of Theorem \[4\]

The idea of the proof is to partition $G(n, p)$ into several random graphs such that every pair of edges should be separated by them and every pair of edges should be in several of the random graphs. Then by Vizing’s theorem, we partition the edges of each of the random graphs into matchings and using some other random graphs we connect them into paths.
Let $G$ be a graph chosen according to the distribution $G(n, p)$. First we partition $E(G)$ into four random graphs. Let $f : E(G) \rightarrow \{1, 2, 3, 4\}$ be a function so that each $f(e)$ is chosen uniformly from $\{1, 2, 3, 4\}$ independently. Let $E_i : \{e : f(e) = i\}$ for $1 \leq i \leq 4$.

Next we form six random subgraphs with the same vertex set $V(G)$ and with edge sets as follows: $E(G^1) = E_1 \cup E_2$, $E(G^2) = E_3 \cup E_4$, $E(G^3) = E_1 \cup E_3$, $E(G^4) = E_2 \cup E_4$, $E(G^5) = E_1 \cup E_4$, $E(G^6) = E_2 \cup E_3$. These six random subgraphs have the property that for any pair of edges $e, f \in E(G)$ there is an $i, j$ that $e, f \in E(G^1_i)$.

Now fix a pair of indices $(i, j)$. Without loss of generality, assume $i = j = 1$ and consider $G^1$. Note that $G^1$ is itself a random graph distributed according to $G(n, p/2)$. We will further partition the edge-set of $G^1$ into random subgraphs.

Fix $r = \lceil 3pn/(64 \log n) \rceil > 40$ and let $g : E(G^1) \rightarrow \{1, \ldots, r\}$ be a function so that each $g(e)$ is chosen uniformly from $\{1, \ldots, r\}$ independently. Repeat this process for $s = \lceil 6 \log n / \log(pn/\log n) \rceil$ times. Because $p > 1000 \log n / n$, we have $sr \leq \frac{6 \log n}{\log(pn/\log n)} \cdot \frac{3pn}{64 \log n} = O(n)$ subgraphs $H_1, \ldots, H_{sr}$, each of which is a copy of $G(n, p/(2r))$.

The set of graphs $\{H_\alpha : \alpha = 1, \ldots, s\}$ will separate every pair of edges with high probability. To see this, the union bound gives

$$\mathbb{P}(\exists e, f \in E(G^1) : \text{no } H_\alpha \text{ separates } e, f) \leq \sum_{e, f \in E(G^1)} \mathbb{P}(\text{no } H_\alpha \text{ separates } e, f) \leq \binom{n}{2} \left(\frac{1}{r}\right)^s \leq \exp(4 \log n - s \log r) = O\left(n^{-2}\right).$$

Furthermore, with high probability, all of the graphs $H_\alpha$ have maximum degree less than $2n \frac{p}{2r} \leq 25 \log n$, noting that the average degree is $n \frac{p}{2r}$. By a Chernoff bound (Page 12 of Bollobás [2]) and the union bound

$$\mathbb{P}(\exists \alpha : \Delta(H_\alpha) \geq pn/r) \leq \sum_\alpha \sum_{v \in V(H_\alpha)} \mathbb{P}(\deg(v) \geq pn/r) \leq srn \exp\left\{-\frac{t^2}{2(\mu + t/3)}\right\},$$

where $\mu = \mathbb{E}[\deg(v)] = n \frac{p}{2r}$ and $t = \frac{pn}{r} - \mu = \frac{nm}{2r}$. Hence,

$$\mathbb{P}(\exists \alpha : \Delta(H_\alpha) \geq pn/r) \leq srn \exp\left\{-\frac{3pn}{16r}\right\} = O(n^2 \exp\{-4 \log n\}) = O(n^{-2}).$$

The idea for the rest of the proof is that by Vizing’s theorem with high probability, $H_\alpha$ can be partitioned into at most $25 \log n \geq \Delta(H_\alpha) + 1$ matchings and by using edges of another subgraph of $G^2$, we connect them into paths. The total number of paths used will be at most

$$\binom{25 \log n}{s} \cdot s \cdot pn/\log n = 25spn. \quad (5)$$
We will need an additional notion. Let \( D(n, p) \) be the oriented directed graph on \( n \) vertices; i.e. for every ordered pair \((x, y)\), we draw an edge with probability \( p \) independently of each other. McDiarmid showed in [16] that the probability of the existence of a Hamiltonian cycle in \( D(n, p) \) is not less than the same in \( G(n, p) \), that is

\[
P(G(n, p) \text{ is Hamiltonian}) \leq P(D(n, p) \text{ is Hamiltonian}).
\]

In order to lower bound the probability that a random graph is Hamiltonian, we need to investigate more carefully the results that establish the threshold for Hamiltonicity. Although the paper of Komlós and Szemerédi [14] provides a very precise threshold, the classical paper of Pósa [17] suffices for our needs and provides a simpler argument. (The point at which the evolution of the random graph achieves Hamiltonicity was established independently by Ajtai, Komlós and Szemerédi [1] and by Bollobás [4]. See also Chapter 8 of Bollobás [2].)

Pósa’s argument can be slightly modified to obtain that if \( p \geq (30 + 9\alpha) \ln n/n \), then \( P(G(n, p) \text{ is Hamiltonian}) \geq 1 - n^{-\alpha} \). In particular,

\[
p \geq 100 \ln n/n \quad \implies \quad P(G(n, p) \text{ is Hamiltonian}) \geq 1 - O\left(n^{-7}\right), \tag{6}
\]

So apply Vizing’s theorem and decompose, say \( H_i \), into \( \Delta_0 + 1 := \Delta(H_i) + 1 \) matchings, where of course \( \Delta(H_i) \leq 25\log n \) with high probability. Label these matchings as \( M_1, \ldots, M_{\Delta_0+1} \). Then for each \( i \in \{1, \ldots, \Delta_0 + 1\} \) we form a separating matching system \( M_i^1, \ldots, M_i^t \) for each \( M_i \), where \( t = 2\lfloor \log_2(\Delta_0 + 1) \rfloor \). I.e., for every pair of edges in \( M_i \) there is a pair \( \{M_i^{j1}, M_i^{j2}\} \) such that one edge is in \( M_i^{j1} - M_i^{j2} \) and the other is in \( M_i^{j2} - M_i^{j1} \). A separating matching system of this size is possible, as we saw in the proof of Theorem 5.

Now for each \( i \in [\Delta_0 + 1] \) and \( j \in [t] \) we find a path containing the edges of \( M_i^j \subset E(G_i^1) \) connected by the edges of \( G_i^2 \). For this we define an auxiliary oriented directed graph \( D \). The vertex set of \( D \) will be the union of \( M_i^j \) and \( V(G) - V(M_i^j) \). The edge set will be defined as follows: First assign an arbitrary orientation to the edges of \( M_i^j \). For (oriented) edges \((xy), (uv) \in M_i^j \) we have the edge \((xy)(uv) \in E(D) \) if \( yu \in E(G_i^2) \) and the edge \((uv)(xy) \in E(D) \) if \( vx \in E(G_i^1) \). For an (oriented) edge \( xy \in M_i^j \) and \( u \in V(G) - V(M_i^j) \) we have in \( D \) the oriented edge \((xy)u \) if \( yu \in E(G_i^2) \) and we have the oriented edge \( u(xy) \) if \( xu \in E(G_i^1) \). If \( wz \in E(G) - V(M_i^j) \), then both oriented edges \( (wz) \) and \( (zw) \) are in \( E(D) \) if \( wz \in E(G_i^2) \).

The key property of \( D \) is that if it contains a Hamilton path, then \( M_i^j \cup E(G_i^2) \) will contain the desired path. If \( m \) denotes the number of vertices in \( D \), then \( n/2 \leq m \leq n \). Each directed edge in \( D \), however, is present with probability \( p/2 \). To see this, observe that given any orientation of \( M_i^j \), edges of the form \((xy)(uv)\), the form \((xy)u\), the form \((uv)\) and the form \((vu)\) depend on the presence of \( yu \in E(G_i^2) \). The probability that \( yu \) is present in \( E(G_i^2) \) is \( p/2 \). So, the edge probability in \( D \) is the same as in \( D(m, p/2) \), which is at least
that of $G(m, p/2)$, therefore it contains a Hamilton path with probability at least $1 - n^{-7}$ by [6].

As we see in [5], since the total number of such paths is at most $25spn = O(n \log n)$, the union bound gives that all of these paths can be constructed with probability at least $1 - O(\log n/n^6)$, which concludes the proof. $\square$

**Added in proof.** Around the time that we were finishing writing up our results, a similar paper appeared in the arXiv by Falgas-Ravry, Kittipassorn, Korándi, Letzter, and Narayanan [6]. Their work is independent from ours, and they consider a different separation: for each pair of edges they are interested to find a separating set which contains exactly one of them. In many of the cases (like trees), this leads to a different behavior. In some other cases, similar proof techniques as in our paper might be applied.

**Acknowledgements.** We appreciate the hard work of referees who uncovered some errors in the original manuscript.
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