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Abstract—Deep neural networks (DNNs) are capable of perfectly fitting the training data, including memorizing noisy data. It is commonly believed that memorization hurts generalization. Therefore, many recent works propose mitigation strategies to avoid noisy data or correct memorization. In this work, we step back and ask the question: Can deep learning be robust against massive label noise without any mitigation? We provide an affirmative answer for the case of symmetric label noise: We find that certain DNNs, including under-parameterized and over-parameterized models, can tolerate massive symmetric label noise up to the information-theoretic threshold. By appealing to classical statistical theory and universal consistency of DNNs, we prove that for multiclass classification, \(L_1\)-consistent DNN classifiers trained under symmetric label noise can achieve Bayes optimality asymptotically if the label noise probability is less than \(\frac{K-1}{K}\), where \(K\geq 2\) is the number of classes. Our results show that for symmetric label noise, no mitigation is necessary for \(L_1\)-consistent estimators. We conjecture that for general label noise, mitigation strategies that make use of the noisy data will outperform those that ignore the noisy data.
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1 INTRODUCTION

Consider the classical classification setup [1, p2]: Let \((X, Y), (X_1, Y_1), \ldots, (X_n, Y_n) \sim F_{X,Y}\), where feature vector \(X\) lives in \(\mathbb{R}^d\) and class label \(Y\) lives in \([K]\) = \([1, \ldots, K]\). Denote the training data by \(\mathcal{T}_n = \{(X_i, Y_i) : i = 1, \ldots, n\}\). Our goal is to learn a classifier \(g : \mathbb{R}^d \times [K] \to [K]\) using \(\mathcal{T}_n\) to predict the true but unobserved class label \(Y\) based on the observed test feature vector \(X\). Performance is measured by the conditional probability of error,

\[
L(g) = \mathbb{P}[g(X; \mathcal{T}_n) \neq Y | \mathcal{T}_n].
\]

Now consider the setting wherein we do not observe the \(Y_i\) but rather noisy labels \(Z_i\). For \(P_i \in [0, 1]\), let noisy class label \(Z_i\) be given by \(P[Z_i = Y_i] = 1 - P_i\) and \(Z_i\) distributed on \([K]\) \setminus \{Y_i\}\) with probability \(P_i\); \(P_i = 0\) means no noise in the \(Z_i\) and \(P_i = (K-1)/K\) means no information in the noisy labels \(Z_i\). Common label noise structures include class-dependent noise and incident-dependent noise. Class-dependent noise assumes \(P_i\) is the same for all instances in the same class, which can be modeled by a noise transition matrix \(A \in \mathbb{R}^{K \times K}\), where \(P[Z_i = \ell | Y_i = k] = A_{kl}\); Symmetric label noise further assumes that \(A\) is symmetric with diagonal entries as \(1 - \alpha\), off-diagonal entries as \(\alpha/(K-1)\).

Thus, we have \((X_i, Y_i, Z_i, P_i) \sim F_{X,Y,Z,P}\). Again: \(X\) is the feature vector and \(Y\) is the true class label; now \(Z\) is the noisy class label and \(P\) characterizes the label noise. The classifier \(g\) is trained on the noisy dataset \(\mathcal{Z}_n = \{(X_1, Z_1), \ldots, (X_n, Z_n)\}\), and evaluated on the clean sample

\[
L(\hat{g}) = \mathbb{P}[g(X; \mathcal{Z}_n) \neq Y | \mathcal{Z}_n].
\]

It is well known that the optimal classifier is given by the Bayes decision rule

\[
g^*(x) = \arg \max_{1 \leq k \leq K} \mathbb{P}[Y = k | X = x],
\]

with the Bayes error given by

\[
L(g^*) = \mathbb{P}[g^*(x) \neq Y] = 1 - \mathbb{E}[\max_k p_k(X)],
\]

where \(p_k(x) = \mathbb{P}[Y = k | X = x]\) for \(k \in [K]\) denotes the a posteriori probabilities.

One natural decision rule is to approximate the a posteriori probability given the training data. In the non-noisy setting, it is well known that if the posterior estimates are \(L_1\) (or \(L_2\)) consistent, then the plug-in Bayes classifier (that maximizes the a posteriori probabilities) is consistent [1, Section 2.5]. However, in the noisy label dataset, one can only hope to estimate the noisy label posterior \(q_k(x) = \mathbb{P}[Z = k | X = x]\) via empirical distribution \(\hat{q}_n(x)\). Consider the plug-in classifier again but from noisy \(\mathcal{Z}_n\),

\[
\hat{g}_n(x) = \arg \max_k \hat{q}_n(x).
\]

If the posterior estimates are \(L_1\)-consistent yet for the noisy label posterior \(q_k(x)\), how well does the noisy plug-in classifier \(\hat{g}_n(x)\) compared to the Bayes optimal classifier? Remarkably, for binary classification with symmetric label noise, the Bayes decision rule based on noisy posterior \(q_k(x)\) remains the same as that of the clean posterior \(p_k(x)\) up to the information-theoretic threshold \(P_i = 1/2\) [2, 3, 4]. Thus, if \(\hat{q}_n(x)\) is a \(L_1\)-consistent estimator of \(q_k(x)\), then \(\hat{g}_n(x)\) yields Bayes-optimal performance asymptotically [2].
We now turn to deep neural network classifiers (DNNs) and ask the same question: How well does the noisy plug-in DNN compared to the Bayes optimal classifier? In other words, can DNNs be robust against massive label noise while using noisy posteriors without any mitigation? Empirically, DNNs can memorize arbitrary noisy labels during training and may generalize poorly. This phenomenon motivates many follow-up works to design robust deep learning models by mitigating the effect of label noise, including model-free methods that do not explicitly model the noise structure, and model-based methods that assume or estimate the label noise structure (see [7] for a recent survey).

**Related work.** In the model-free literature, recent theoretical results show that imposing regularization on DNNs, such as early stopping [8] or weight regularizations [9], [10], constrains the model to ignore noisy labels during gradient updates and thus mitigate the effect of label noise. More precisely, [5] showed that, with early stopping, one hidden-layer fully-connected neural network is robust to label noise up to $1/(K-1)$ class-dependent noise probability. Their analysis relies on the key assumption that the Jacobian of the network has a low-rank structure, which implies the network “fits the correct labels essentially ignoring the noisy labels.” as stated in [8]. However, they conjecture that the tolerance bound can be improved up to the order of $n$ noisy labels. Similarly, [9] observed that “...early in training, the gradients corresponding to the correctly labeled examples dominate the dynamics—leading to early progress towards the true optimum—but that the gradients corresponding to wrong labels soon become dominant” and proposed regularization to prevent memorization of noisy labels.

In the model-based literature, the most relevant work is [11], which shows that by performing loss correction, DNNs can tolerate label noise as long as the noise transition matrix $A$ is invertible (i.e., tolerance threshold up to $K-1$ for symmetric noise); Such tighter bound compared to [8] is obtained with the extra assumption that the label noise is known or can be perfectly estimated from the data.

**Our contribution** In this paper, we show that when the symmetric label noise is bounded by $K-1$, DNNs trained with noisy data can achieve Bayes optimal performance asymptotically, without the need for any label noise mitigation. The key observation is that DNNs are universally consistent [12], [13], [14] and thus $L_1$-consistent. This allows us to make use of a generalized version of results in [2] extending from the binary setting to the multiclass setting for symmetric label noise. We answer the conjecture in [8] affirmatively in the special setting of symmetric label noise, without requiring the restrictive assumption in [11] to perfectly estimate the noise structure. Our results also hold for other $L_1$-consistent estimators, which may be of independent interest.

1. Assume that $K$-class labels lie in $[-1, 1]$ and labels from different classes have Euclidean distance at least $\delta$ (i.e., $\delta \leq \frac{1}{\sqrt{K-1}}$). Theorem 2.2 in [5] proves robustness up to noise probability $\frac{\delta}{2} \leq \frac{1}{\sqrt{K-1}}$.

**2 Main Results**

To prove DNNs trained from symmetric noisy labels can achieve Bayes optimality asymptotically, we first generalize the characterization in [2] Theorem 2.3 for binary classification to multiclass classification. We then proceed to show that DNNs are $L_1$-consistent estimator of the (noisy) posteriors based on the universal consistency results of DNNs from [12], [13], [14].

To present our main results, we recall the following definitions and key results from [2].

**Definition 1 (Consistency).** Consider the setup introduced in Section 4. A sequence of posterior estimates $\{q_{kn}\}$ is called $L_1$-consistent for a certain distribution $F_{XY}$ if

$$\lim_{n \to \infty} E \left( \sum_{k=1}^{K} |q_{kn}(X) - q_k(X)| \right) = 0. \quad (6)$$

It is called $L_2$-consistent for a certain distribution $F_{XY}$ if

$$\lim_{n \to \infty} E \left( \sum_{k=1}^{K} (q_{kn}(X) - q_k(X))^2 \right) = 0. \quad (7)$$

Universal consistency requires consistency to hold for all distributions $F_{XY}$ with $E(Y^2) < \infty$.

**Theorem 2.2, 2.3 in [2].** Consider the binary classification setting, where $\alpha, \beta$ denote the label noise probability for class 0,1 respectively. Let the classifier $\tilde{g}_n(x)$ be defined as (5), which uses maximizing a posteriori (MAP) decision rule on a $L_1$-consistent estimator $q_{kn}(X)$. Assume $\max(\alpha, \beta) < 1/2$. Asymptotically, if $\alpha, \beta$ are known, then

$$L(\tilde{g}_n) \to L(g^*); \quad (8)$$

If $\alpha, \beta$ are unknown, then

$$L(\tilde{g}_n) \to L(g^*) \left[ 1 + \frac{2|\alpha - \beta|}{1 - 2\max(\alpha, \beta)} \right]. \quad (9)$$

In practice, $\alpha, \beta$ are typically unknown. Yet for symmetric label noise (i.e., $\alpha = \beta$), $\tilde{g}_n(x)$ is asymptotically Bayes-optimal until the noise probability exceeds 0.5. On the other hand, for class-dependent label noise, higher asymmetry implies worse performance — a constant times the Bayes risk. Therein, we refer to the maximum label noise threshold that preserves Bayes optimality as the statistical limit.

We are ready to present our main results, which extend the binary setting in [2] to the multiclass setting for symmetric label noise.

**Theorem 1.** Consider the multiclass classification setting with $K \geq 2$ classes and symmetric label noise with noise probability $\alpha$. Let the classifier $\tilde{g}_n(x)$ be defined as (5) which uses MAP on a $L_1$-consistent estimator $q_{kn}(X)$. If $\alpha < \frac{K-1}{K}$, then as $n \to \infty$, for both known and unknown $\alpha$,

$$L(\tilde{g}_n) \to L(g^*). \quad (10)$$

**Proof.** Let $\alpha$ denote the noisy label probability (i.e., $P[Z_i = Y_i] = 1 - \alpha$). Observe that the symmetric noise transition matrix is given by

$$A_{ij} = \begin{cases} 1 - \alpha, & \text{if } i = j \\ \frac{\alpha}{K-1}, & \text{otherwise.} \end{cases} \quad (10)$$
In the case where $\alpha$ is known (and thus $A$ is known), observe that the noisy posteriors and the true posteriors are related by
\[
[q_1(x), \ldots, q_K(x)] = [p_1(x), \ldots, p_K(x)]A.
\] (11)

Therefore, the invertibility of $A$ yields sufficient and necessary condition for estimating the true posteriors $p_k(x)$ from noisy posteriors $q_k(x)$ and thus obtaining the Bayes optimal decision. Further observe that for symmetric label noise,
\[
A = \frac{\alpha}{K - 1}1_{K \times K} + (1 - \alpha - \frac{\alpha}{K - 1})I,
\]
where $1_{K \times K}$ denotes the all-ones matrix in $\mathbb{R}^{K \times K}$. Thus, $A$ is invertible if and only if $1 - \alpha - \frac{\alpha}{K - 1} > 0$. In other words, the noisy plug-in classifier can tolerate label noise up to the breakdown point at $\alpha = \frac{K - 1}{K}$. When $K = 2$, we recover eqn (8) in [2] Theorem 2.2.

In the case where $\alpha$ and thus $A$ are unknown (while the form of $A$ is known as eqn (10)), we can write the true posterior as a function of the noisy posterior using eqn (11).

\[
p_k(x) = (1 - \alpha - \frac{\alpha}{K - 1})^{-1}(q_k(x) - \frac{\alpha}{K - 1}).
\] (12)

When $\alpha < \frac{K - 1}{K}$, the coefficient $(1 - \alpha - \frac{\alpha}{K - 1})^{-1} > 0$ and so $p_k(x)$ is monotonically increasing with $q_k(x)$. Therefore, by monotonicity, if we know the noisy posteriors such that $q_1(x) \geq \ldots \geq q_K(x)$, then $p_1(x) \geq \ldots \geq p_K(x)$. In other words, the noisy decision coincides with the Bayes decision $\arg\max_{k \in [K]} q_k(x) = \arg\max_{k \in [K]} p_k(x)$. Now, since the classifier $g_n(x)$ is a $L_1$-consistent estimator, then the empirical noisy posterior $q_n(x) \rightarrow q(x)$ when $n \rightarrow \infty$, so we can estimate the noisy posterior perfectly in the asymptotic limit, and obtain the Bayes optimal performance.

Remark 1. Even when the noise probability is unknown, symmetric label noise (up to the information-theoretic threshold) effectively maintains the ordering of the true posteriors, and therefore leads to Bayes optimality based on the noisy posteriors. However, class-dependent label noise typically leads to sub-optimality, as shown in eqn (9) for binary classification and further discussed in [15]. A natural mitigation strategy relies on estimating $A$ from data [4], [11]: if $A$ can be perfectly recovered from data, then it is possible to achieve Bayes optimality for unknown, class-dependent label noise, as shown in [11] Thm 3.

Remark 2. Theorem 1 is applicable for any $L_1$-consistent estimator. For example, AdaBoost is universally consistent when using appropriate early-stopping and sufficiently rich base learners [16]. Therefore it can tolerate massive symmetric label noise. However, AdaBoost without consistency guarantees is highly susceptible to symmetric label noise [17].

Remark 3. Although $L_1$-consistency is sufficient to derive robustness against label noise, it is not necessary. For example, [18] show that decision tree based on Gini impurity splitting can achieve the label noise tolerance up to the statistical limit, while such estimator is not universally consistent [4] P338.

It remains to show that DNNs are $L_1$-consistent. Observe that $L_2$-consistency implies $L_1$-consistency [1 DGL Cor 6.2], since for each $k \in [K]$,
\[
\mathbb{E}(|q_{kn}(X) - q_k(X)|) = \int_{\mathbb{R}^d} |q_{kn}(x) - q_k(x)| \mu(dx)
\leq \left( \int_{\mathbb{R}^d} (q_{kn}(x) - q_k(x))^2 \mu(dx) \right)^{1/2}.
\] (13)

Thus, our results are immediate from the ($L_2$) universal consistency results of DNNs from [12], [13], [14]. More precisely, universal consistency of under-parameterized neural networks was established in [12], [19] for fully-connected neural networks and for convolutional neural networks (CNNs), whereby under-parameterized we mean that in the asymptotic limit, the ratio of the number of parameters of the DNN and the number of data samples is less than 1. This is in contrast to the over-parameterized networks where such ratio is greater than 1. Remarkably, [14] recently show that even over-parameterized networks can also be universally consistent, given proper setup in the gradient descent optimization (e.g., initialization, step size, and the number of iterations). To conclude, we establish the following:

Corollary 1. Consider the $K$-class classification setting in Theorem 1 where the classifier $g_n(x)$ is a $L_1$-consistent deep neural network (DNN). If the symmetric noise probability $\alpha < \frac{K - 1}{K}$, then such DNN trained from noisy data without mitigation can achieve Bayes optimality asymptotically.

3 Numerical Evidence

To demonstrate our results, we conduct numerical simulations on training CNNs on noisy benchmark datasets (see Appendix A for full details). As shown in Figure 1 when training with symmetric label noise, the classification performance degrades very slowly until the statistical limit $(K - 1)/K$ (yellow dotted line), whereas the tolerance bound $1/4(K - 1)$ (grey dotted line) in [8] is much looser. Similar empirical evidence can be found in [19] that shows variational auto-encoder classifiers are robust to symmetric label noise up to the statistical limit.

Fig. 1. CNNs trained with symmetric label noise on MNIST and CIFAR10 datasets. Experimental results agree with the statistical analysis, and demonstrate deep learning models can be surprisingly robust against massive symmetric label noise.
As discussed in Remark 1, class-dependent label noise can be more harmful than symmetric label noise. We illustrate such phenomenon in Figure 2, where the class-dependent noise transition matrix is given by

\[
A_{ij} = \begin{cases} 
1 - \alpha, & \text{if } i = j \\
\alpha, & \text{if } j = (i + 1) \mod 10 \\
0 & \text{otherwise.}
\end{cases}
\] (14)

Note that each row of \( A \) in (14) only has two nonzero entries, and thus such class-dependent noise effectively reduces the multiclass problem to the binary setting (conditional on each class). Yet when \( K = 2 \), the statistical limit 1/2 is still more optimistic than the tolerance bound 1/4 in [8], and achievable as shown in Figure 2.

4 Discussion

This short note establishes the statistical limits of deep learning classifiers trained with label noise: Deep neural networks can be surprisingly robust against symmetric label noise without mitigation. Such robustness guarantees hold for any \( L_1 \)-consistent DNN, including both under-parameterized and over-parameterized models. Empirical simulations confirm that the statistical limit is achievable.

We hope that the statistical limit might provide an impetus for efforts to understand deep learning against label noise. One interesting direction is to investigate whether we can relax the \( L_1 \)-consistency necessary condition. Our numerical experiments suggest this is plausible (\( L_1 \)-consistency was not enforced in the models), and Remark 3 points out a potential path by connecting ReLU-based DNNs to partition-based methods such as decision trees.

In future work, we aim to study the statistical limit under general label noise structure, including class-dependent and incident-dependent noise. Based on our current results, we conjecture that mitigation strategies that make use of the noisy data, such as using them to estimate the noise structure, will outperform those that ignore the noisy data.
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APPENDIX A

EXPERIMENT SET-UP

To empirically verify the tightness of the statistical limit, we use the following standard datasets and convolutional neural network architectures for image classification with symmetric label noise.

MNIST [21].
- Data: The collection of grey-scale handwritten digit images (10-class) of size 28x28, with a training set of 60000 examples and a test set of 10000 examples.
- Architecture: CNNs with two convolution layers followed by two fully connected layers.

CIFAR10 [22].
- Data: Labeled subset (10-class) of the 80 million color images of size 32x32, with a training set of 50000 examples and a test set of 10000 examples.
- Architecture: CNNs with three convolutional blocks (each consists of two convolutional layers and one pooling layer) followed by three fully connected layers.

Label noise. We use the following sequence of label noise probabilities:
- Symmetric: \{0, 0.05, 0.1, 0.15, 0.2, 0.4, 0.5, 0.6, 0.7, 0.8, 0.85, 0.9, 0.95, 1\};
- Class-dependent: \{0, 0.2, 0.3, 0.45, 0.55, 0.6, 0.8\}.

Training and Evaluation. The transformation for the input images follow the recommended steps for pre-trained models in PyTorch [23]. For all experiments, we use stochastic gradient descent with batch size of 64, learning rate of 0.01. For MNIST, the networks are trained for 3 epochs using momentum 0.5; For CIFAR10, the networks are trained for 10 epochs using momentum 0.99. We evaluate the trained models on the original test dataset without label noise.