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1 Introduction

Various types of indexes play an indispensable role in modern computational systems to enable fast information retrieval. As a traditional one, inverted index [8] has been widely used in web search, e-commerce search, recommendation and advertising in the past few decades. Recently, with the advent of the deep learning era, embedding indexes [6, 15], which embed user/query and item in a latent vector space, show excellent performance in many industrial retrieval systems [14, 20, 26]. Embedding index enjoys several appealing advantages: a) the embeddings can be learned to optimize downstream retrieval task of interests, and b) efficient algorithms for maximum inner product search (MIPS) or approximate nearest neighbors (ANN), such as LSH [7], Annoy [3] and state-of-the-art product quantization (PQ) based approaches [11, 17, 18], can be leveraged to retrieve items in a few milliseconds.

Embedding indexes, however, also suffer from a few drawbacks. The major one resides in the separation between model training and index building, which results in extra index building time and decayed retrieval accuracy. Thus, recently, there is a new trend of abandoning separately built embedding indexes but embracing jointly learned structural indexes which have shown improved performance than the former. In general, the approaches with joint learning structure can be summarized into two types, tree based ones [27, 28] and PQ based ones [4, 19, 25]. Those tree based approaches normally require special approximate training techniques, whose complications slow down their wide adoptions. Those existing PQ based approaches are designed for only small computer vision tasks, such as retrieval from tens of thousands of images, thus inapplicable to large scale information retrieval tasks with at least millions of items, such as what we have in a real-world industrial retrieval system.

In this paper, we advance the approach of product quantization based embedding index jointly trained with deep retrieval model. It is not trivial and we have to overcome a few hurdles by appropriate techniques: 1) the quantization steps, as the core of PQ based embedding indexes, have non-differentiable operations, such as arg min, which disable the standard back propagation training. Thus, we leverage the gradient straight-through estimator [2] to bypass the non-differentiability in order to achieve end-to-end training. 2) The randomly initialized quantization centroids lead to very sparse centroid assignments, low parameter utilization and consequently higher quantization distortion. Thus, we introduce a warm start strategy to achieve more uniform distributed centroid assignments. 3) The standard optimized product quantization (OPQ) [9] algorithm, which rotates the space by an orthonormal matrix to further reduce PQ distortion, can not iteratively run together with the joint model.
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training. Thus, we develop a steepest block coordinate descent algorithm with Givens rotations [10] to learn the orthonormal matrix in this end-to-end training.

As a result, our proposed method Poem, which stands for product quantization based embedding index jointly trained with deep retrieval model, enjoys advantages of almost no index building time and no decayed retrieval accuracy. Aiming at a more practical approach ready for wide adoptions, our method is encapsulated in a standalone indexing layer, which can be easily plugged into any embedding retrieval models.

2 Method

2.1 Revisiting Retrieval Model

A standard embedding retrieval model, as shown at the left side of Figure 1, is composed of a query tower $Q$ and an item tower $S$. Thus, for a given query $q$ and an item $s$, the scoring output of the model is

$$ f(q, s) = F(Q(q), S(s)) $$

(1)

where $Q(q) \in \mathbb{R}^d$ denotes query tower output embeddings in $d$-dimensional space. Similarly, $S(s) \in \mathbb{R}^d$ denotes an item tower output in the same dimensional space. The scoring function $F(\cdot, \cdot)$, usually inner product or cosine value, computes the final score between the query and item, and has been proven to be successful in many applications [6, 14, 26]. After the model is trained, traditional approaches still require an additional step – computing item embeddings and building an embedding index for them – before it is ready for online serving. However, this additional step not only spends extra time to build index, but also causes decay of recall rate [17]. In the following sections, we will present our approach to the rescue of these two shortcomings.

2.2 Embedding Indexing Layer

Figure 1 illustrates an overview of the proposed embedding indexing layer inside a typical deep retrieval model. Formally, the indexing layer defines a full quantization function $T : \mathbb{R}^d \to \mathbb{R}^d$ that maps an input embedding $x$ to an output embedding $T(x)$, which can be decomposed into four functions: a coarse quantization function $\psi$, a product quantization function $\phi$ and a decoder function $\rho$, and a rotation function with an orthonormal matrix $R$. Note that we are using orthonormal matrix and rotation matrix interchangeably. Now let’s explain in detail these operations in the following sections.

The coarse quantization function $\psi : \mathbb{R}^d \to \{1, \ldots, J\}$, which maps a continuous vector $x$ into a $J$-way discrete coarse code $r$ by a coarse centroid matrix $v \in \mathbb{R}^{J \times d}$, can be defined as follows

$$ \psi(x) = r = \arg\min_k \text{dist}(x, v_k) $$

(2)

where $\text{dist}(\cdot, \cdot)$ stands for a distance measure, typically $L_2$ distance, between two vectors, and the vector $v_k \in \mathbb{R}^d$ stands for the $k$-th centroid, i.e., $k$-th row in $v$. It is not hard to see that this function just finds the nearest centroid for a given input vector $x$, and outputs the centroid index. Thus, a coarse quantization residual exists, formally as follows,

$$ y = x - v_r. $$

We will further deal with it by product quantization.

The product quantization (PQ) function $\phi : \mathbb{R}^d \to \{1, \ldots, K\}^D$, which maps the above residual vector $y$ into a $K$-way $D$-dimensional PQ code $c$, can be defined as follows. First, we denote the vector $y$ as concatenation of $D$ subvectors:

$$ y = [y^1, \ldots, y^D]. $$

(3)

For simplicity, it is a common practice to divide the original dimension $d$ evenly. In other words, each subvector is $y^j \in \mathbb{R}^{d/D}$. The Cartesian product $C = C^1 \times \cdots \times C^D$ is the set in which a PQ code $c \in C$ is formed by concatenating the $D$ sub-codewords: $c = [c^1, \ldots, c^D]$, with each $c^j \in C^j$. Note that the $D$ codes can be computed independently as follows

$$ c^j = \arg\min_k \text{dist}(y^j, v^j_k) $$

(4)

where $v^j_k$ stands for the $k$-th centroid for the $j$-th subvectors. Finally, we can define the function $\phi$ as follows

$$ \phi(y) = [c^1, \ldots, c^D]. $$

(5)

The decoder function

$$ \rho : \{1, \ldots, J\} \times \{1, \ldots, K\}^D \to \mathbb{R}^d $$

that maps the discrete codes back to a continuous vector, can be formally defined as follows,

$$ \rho(r, [c^1, \ldots, c^D]) = v_r + [v^1_{c^1}, \ldots, v^D_{c^D}] $$

which sums over the coarse quantized vector $v_r$, and the concatenation of product quantized vector $v^j_{c^j}$.

The rotation function by an orthonormal matrix $R$, also known as optimized product quantization (OPQ) [9], rotates the input embedding $x$ by

$$ x' = Rx $$

to further reduce the quantization distortion. Since the rotation allows product quantization to operate in a transformed space, thus relaxes the constraints on PQ centroids. For example, note that any reordering of the dimensions can be represented by a rotation matrix.

After the above decoder function, we can also “rotate back” to the original space by $R^{-1}$, so that this rotation is fully encapsulated inside the standalone indexing layer. Also note that the inverse of an orthonormal matrix is just its transpose [10], i.e., $R^{-1} = R^T$, which is very cheap to compute.

Finally, with the above four functions, we can now define the full quantization function $T$ as follows

$$ T(x) = R^T \rho(\psi(x'), \phi(x' - v(\psi(x')))) $$

(6)

where $x' = Rx$.

2.3 Training Algorithm

2.3.1 Loss Function Straightforward optimization of the above embedding indexing layer by the standard back propagation algorithm is infeasible, as the $\arg\min$ operation in Eqs. (2) and (4) is non-differentiable. In fact, this is the difficulty that prevents previous researchers from training embedding indexes jointly with retrieval model. Here we propose to leverage the gradient straight-through estimator [2] by adjusting the original quantization function $T$ in Eq. (6) as follows

$$ \mathcal{H}(x) = x - s g(x - T(x)) $$

(7)

where $g$ is the stop gradient operation. During the forward pass, the quantized embedding $T(x)$ is emitted; During the backward pass, the gradient is passed to the original embedding $x$ directly,
bypassing the entire quantization function $\mathcal{T}$. Note that Eq. (7) only approximates gradient for original embedding $x$, does not update the quantization parameters (centroids) in the back propagation. Similar as previous works [5, 22], we add a regularization term into the loss function to minimize the quantization distortion as follows,

$$L_{reg} = \sum_{x} ||\mathcal{T}(x) - \sigma(g(x))||^2$$

which essentially updates the coarse and PQ centroids to be arithmetic mean of their members.

### 2.3.2 Warm Start Centroids

In practice, we find that random initialization of the quantization parameters (the centroids $v_k$ and $v'_k$ in Eqs. (2) and (4)) results in very sparse centroid assignments, which consequently hurts the retrieval quality (see experiments, Section 3.3). Fortunately, we are able to overcome this hurdle by simply warm starting the centroids. In detail, we train the model without the above indexing layer for a number of warm-start steps, then plug in the indexing layer with centroids initialized by a standard k-means clustering.

### 2.3.3 Givens Rotation

Learning the optimal rotation matrix with fixed embeddings $x$, previously formulated as the Orthogonal Procrustes problem [9, 21], is incompatible with our end-to-end training, since the embeddings $x$ is not fixed. Owing to the previous work [16] which shows that any rotation matrix can be represented by a product of Givens rotations [10], we are able to jointly learn the rotation matrix by a steepest block coordinate descent algorithm [1, 24] with each coordinate as a specific Givens rotation within two axes.

### 3 Experiment

#### 3.1 Setup

In Table 1, we evaluate our methods on three datasets: a JD.com search click log data where a user input query is used to retrieve items, and two public datasets of MovieLens [12] and Amazon Books [13] where user historical behavior is used to retrieve next behavior. We evaluate retrieval accuracy by precision@k ($p@k$) and recall@k ($r@k$) metrics, which are standard retrieval quality metrics.

| Dataset | # Examples | # Users | # Items |
|---------|------------|---------|---------|
| Private | 9,989,135  | 1,031,583 | 1,541,673 |
| MovieLens | 9,939,873  | 129,797 | 20,709 |
| Amazon Books | 8,654,619 | 294,739 | 1,477,922 |

We implement Poeem in Tensorflow 1.15, and train models in a single machine with 4 Nvidia V100 GPU cards, and evaluate all methods in a 48-cores CPU machine. A typical set of parameters are as follows: a two-tower retrieval model with cosine scoring and hinge loss of margin 0.1, embedding size 512 for private dataset, 128 for MovieLens and 128 for Amazon Books, Adagrad optimizer with learning rate 0.01, and batch size 1024.

#### 3.2 Comparison with Offline Indexing

Table 2 presents comparison results with the baseline methods, offline indexing with LSH [7], Annoy [3], ScaNN [11] and Faiss [18]. To conduct fair comparisons, Faiss uses the index type of IVFPQ which shares the same product quantization parameters as Poeem. Since other baselines do not have similar product quantization structure, we choose parameters which have the same retrieval time cost as Poeem. We can observe that the proposed Poeem outperforms all the baseline methods by precision@100 and recall@100.

Figure 2 shows the recall@100’s trend with varying values of $J$, $K$ and $D$, with or without $R$. It is clear that Poeem outperforms the baseline for all different parameter values. In detail, firstly, the rotation matrix has a positive impact on recall@100. Secondly, we can see a trend that, with smaller parameters, the gap between the proposed method and baseline is enlarged. This indicates that the best scenario of the proposed method is for indexes of large dataset where
3.3 Effects of Warm Start Centroids

Figure 3a illustrates the effect of warm-start centroids, where we can observe that the retrieval quality significantly improves with warm started centroids over cold started centroids, but only slightly improves with more warm-up steps. Note that the warm-up steps 0 corresponds to cold start where the centroids are actually randomly initialized, which results in sparse utilization of both coarse centroids and PQ centroids. In a typical run as shown in Figure 3b, the coarse centroid assignments with warm start distribute more uniformly than those with cold start. In more detail, only 67 out of 1024 cold start centroids are actually used by coarse quantization, which spikes to 1004 out of 1024 for warm start centroids.

3.4 Computational Cost

Extensive experiments show that the training time of the proposed method slightly increases by around 1%. And we do not observe any significant memory increasing since the coarse centroids and PQ centroids are negligible compared to the other part of retrieval model. As for the indexing time, the proposed method only needs to save items’ coarse codes and PQ codes into index file. Thus, for 1 million 512-dimensional embeddings, Poeem only needs 5 seconds of indexing time compared to 641 seconds of Faiss, 101 seconds of ScaNN, 93 seconds of Annoy, and 4.6 seconds of LSH.

3.5 Ablation Study

To have an intuitive understanding of how Poeem works, Figure 4 shows 2-D t-SNE [23] visualizations on randomly chosen items from top 15 popular categories in our private dataset. Figures 4a and 4e show the same figure of raw item embedding distribution from the two-tower retrieval model, which serves as the best scenarios since there is no quantization distortion. Figures 4b to 4d illustrate the progressive quantization distortion effect with decreasing parameter $D$ for Faiss, and Figures 4f to 4h illustrate that for Poeem.

For both Faiss and Poeem, we can observe that product quantization has the effect of “shrinking” and “collapsing” those normally distributed clusters, with the progress that the well distributed cluster is first divided into sub-clusters, which then further shrink into much smaller ones. This effect makes sense if we consider that the product quantization forces those embeddings to share the same set of subvector centroids. Thus, those nearby embeddings are “pulled” closer if they are assigned to the same subvector centroid.

With the above observation, we can now see that the proposed method Poeem improves on the baseline Faiss, by slowing down the progress of “shrinking” and “collapsing” those clusters. While the parameter $D$ is decreasing, Poeem maintains the cluster’s normally distributed shape much better than Faiss, especially for those outskirt clusters where the comparison is clear.
4 Conclusion
In this paper, we have proposed a novel method called Poeem to learn embedding indexes jointly with any deep retrieval models. We introduce an end-to-end trainable indexing layer composed of space rotation, coarse quantization and product quantization operations. Experimental results show that the proposed method significantly improves retrieval metrics over traditional offline indexing methods, and reduces the index building time from hours to seconds.
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