ADAPTIVE LOCAL IMPLICIT IMAGE FUNCTION FOR ARBITRARY-SCALE SUPER-RESOLUTION
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ABSTRACT

Image representation is critical for many visual tasks. Instead of representing images discretely with 2D arrays of pixels, a recent study, namely local implicit image function (LIIF), denotes images as a continuous function where pixel values are expansion by using the corresponding coordinates as inputs. Due to its continuous nature, LIIF can be adopted for arbitrary-scale image super-resolution tasks, resulting in a single effective and efficient model for various up-scaling factors. However, LIIF often suffers from structural distortions and ringing artifacts around edges, mostly because all pixels share the same model, thus ignoring the local properties of the image. In this paper, we propose a novel adaptive local image function (A-LIIF) to alleviate this problem. Specifically, our A-LIIF consists of two main components: an encoder and a expansion network. The former captures cross-scale image features, while the latter models the continuous up-scaling function by a weighted combination of multiple local implicit image functions. Accordingly, our A-LIIF can reconstruct the high-frequency textures and structures more accurately. Experiments on multiple benchmark datasets verify the effectiveness of our method. Our codes are available at https://github.com/LeeHW-THU/A-LIIF.

Index Terms—image super-resolution, implicit image function, image restoration, deep learning

1. INTRODUCTION

Deep neural networks (DNNs) have been widely and successfully adopted in many applications, such as image super-resolution. Currently, most existing main-stream DNN-based super-resolution methods treat images as discrete 2D arrays and learn an encoder-decoder style model for each up-scaling ratio. As such, developers need to retrain or adopt different networks for different up-scaling ratios.

Recently, the local implicit image function (LIIF) [1] explores this task from another perspective, opening the new era of image super-resolution. Specifically, LIIF [1] shows that high-resolution (HR) images can be learned as continuous functions of low-resolution (LR) features and pixel coordinates, where the function can be easily modeled by a simple multi-layer perception (MLP). Due to its continuous manner, users can exploit LIIF [1] for arbitrary-scale super-resolution, without creating and training different models.

However, we observe that LIIF [1] often generates ringing artifacts around edges, especially when the resolution scale is relatively large (as shown in Figure 1 (b)). This problem is mainly because all predicted pixels share the same MLP whereas pixels from different regions (such as smooth and edge areas) may have different characteristics. It motivates us to predict pixels by considering the pixel characteristics.

In this paper, we propose an adaptive local image function (A-LIIF) by automatically modeling pixel differences with multiple MLPs. As shown in Figure 2, our A-LIIF mainly consists of encoder, expansion network, and multiple MLPs. Specifically, we design an expansion network to generate $K$
different adaptive scores of each element in the feature map, where $K$ is the expansion rate. After that, the predicted pixel is produced by a weighted linear combination of $K$ MLPs with the adaptive scores. Unlike the LIIF [1] that suffers from ringing artifacts, our A-LIIF can relieve such problem and reconstruct the details more accurately (seen in Figure 1(c)).

In conclusion, the main contributions of this paper can be summarized as follows:

- We reveal that LIIF [1] usually suffers from structural distortions and ringing artifacts around edges, mostly because all pixels share the same MLP.
- We propose an adaptive local image function (A-LIIF) by modeling pixel differences with multiple MLPs automatically to alleviate artifacts.
- We conduct extensive experiments on five benchmark datasets to verify the effectiveness of our A-LIIF.

2. RELATED WORKS

This section provides a brief overview of recent work on implicit neural representations, expansion network, basis, and various super-resolution methods related to our work.

2.1. Single Image Super-Resolution

Super-resolution is one of the low-level vision tasks that has been explored in our vision field for decades, especially single image super-resolution (SISR). With the rapid advancement of deep learning techniques, super-resolution models implemented based on deep learning are also in the process of breakthrough. Different types of deep learning strategies are widely applied to target super-resolution related problems. The earliest were adopted CNN algorithms SRCNN [2], and later, networks with larger residual structures [VDSR [3], IRCNN [4], SRResNet [5], EDSR [6], RDN [7]], while the concept of non-localization is also very prevalent [SENet [8], Non-local [9], SAN [10]] taking the SR quality to a new level, all these works have actively explored the field of SR.

2.2. Arbitrary-Scale Super-Resolution

Arbitrary-scale super-resolution methods hold great promise for research. The emergence of traditional single-image super-resolution methods, whose models can only be used at a single scale, a phenomenon that makes it difficult to land super-resolution modeling methods commercially in real life, greatly surpasses previous SISR work in terms of convenience. The earliest arbitrary-scale super-resolution methods can be traced back to MetaSR [11], which was the first CNN-based arbitrary-scale SR method. The recent SOTA work LIIF [1] proposes a new framework for arbitrary-scale super-resolution using implicit neural representations, where feature maps, coordinates, and scaling factors are input to the MLP after Encoder for computation to obtain RGB values.

3. THE PROPOSED METHOD

Our work is inspired by NeRF [13], which demonstrates that 3D scenes with fine textures can be rendered with a neural rendering approach. A recent work named LIIF [1] further demonstrates that implicit image functions can recover images at arbitrary scales of super-resolution with accurate details. However, the LIIF [1] approach usually suffers from ringing artifacts by using a shared MLP for every pixel point. Thus, a natural question arises: does it use the same implicit neural function even for very different edge features? For this purpose, we design a novel adaptive local image function (A-LIIF) to relieve such problem, which mainly consists of expansion network and multiple MLPs modules. Besides, our method demonstrates that for each pixel point a different MLPs should be used to recover high frequency textures. The main diagram of our method is shown in Figure 2, which is detailed in the following sections.

3.1. Expansion Network

The edge features of all pixel points are different when recovering an image, however LIIF [1] ignores this importance and directly for all pixel points is recovered using a shared implicit image function. We empirically note that these cases of structural distortion and apparent artifacts arising from neural representations can be resolved if an adaptive MLP layer is used. So our A-LIIF feeds the output of backbone into the expansion network to adaptively expansion $K$ (1).

$$\omega^i_K = N (P (\tau, \xi), \xi \propto x - x_r). \quad (1)$$

where $\tau$ refers to the feature map output by backbone, $\xi$ refers to the normalized distance between the target pixel location $x$ and the reference feature location $x_r$, $P$ refers to our expansion network, and $N$ refers to the fact that we normalize the output of the expansion network so that the sum is guaranteed to be 1. So the final output $\omega^i_K$ refers to the $K$ expansion values of the current $i$-th pixel point. Here our expansion network uses a 5-layer MLP for expansion.

3.2. Multiple MLPs

The expansion network generates $K$ different adaptive scores of each element in the feature map. After that, the predicted pixel is produced by a weighted linear combination of $K$ MLPs with the adaptive scores. This is combined with the $K$ designed basis, and this fusion ensures that all pixel points are the result of the adaptive combination of the $K$ basis (2).

$$SR = ReLU (\sum_K \tau \cdot (\omega^i_K \times f(\theta_K))). \quad (2)$$
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Fig. 2: The main pipeline of our A-LIIF. The red dots are the positions of targeted pixels that we need to render.

Table 1: Quantitative comparison on DIV2K [12] validation set (PSNR (dB)). $\phi$ indicates ours implementation. EDSR-baseline [6] trains different models for different scales.

| Method                              | In-distribution $\times2$ | $\times3$ | $\times4$ | Out-of-distribution $\times6$ | $\times12$ | $\times18$ | $\times24$ | $\times30$ |
|-------------------------------------|---------------------------|-----------|-----------|-------------------------------|------------|-----------|-----------|-----------|
| bicubic [6]                         | 31.01                     | 28.22     | 26.66     | 24.82                        | 22.27      | 21.00     | 20.19     | 19.59     |
| EDSR-baseline [6]                   | 34.56                     | 30.82     | 28.84     | -                            | -          | -         | -         | -         |
| EDSR-baseline-LIIF [1] $^\phi$      | 33.57                     | 29.93     | 28.14     | 26.02                        | 23.17      | 21.74     | 20.83     | 20.19     |
| A-LIIF                              | 34.65                     | 30.95     | 28.99     | 26.75                        | 23.71      | 22.18     | 21.18     | 20.48     |

4. EXPERIMENTS

In this section, we describe the training details and dataset used for our experiments. We then demonstrate the performance of our A-LIIF by comparing it with other models.

4.1. Dataset

We use the DIV2K [12] dataset from the NTIRE 2017 challenge to train and evaluate the model. In this, we use 800 images from the DIV2K [12] training set for training and 100 images from the validation set for testing. Following much of the previous work, our model also compares performance on the [Set5 [14], Set14 [15], B100 [16], Urban100 [17]] benchmark dataset. Finally, we use the widely adopted PSNR as an evaluation metric for the model.

4.2. Training Details

In training A-LIIF, we follow the setup of the LIIF [1] model. We uniformly down-sampled the GT HR images from the training set of 800 images in DIV2K [12] by bicubic [6] interpolation ($x2$-$x4$) as our LR training set. For the input model, we randomly crop the LR images into 48x48 patches, collect 2304 random pixels on the HR images, and use L1 loss to invert the ground truth. For the choice of optimizer, we use an ADAM optimizer like LIIF [1]. The initial learning rate is set to 10$^{-4}$ and decays by half every 200 calendars. We will train for 10-3 calendar times and perform 10-3 iterations per calendar time. For the Encoder selection, we use EDSR [6] as our Encoder. For the design of the expansion network, we use a 5-layer 256-neuron MLP with $K$ outputs of 10 expansion values. For the multi-MLP design, we use a 5-layer 16-neuron MLP for each pixel point. Since our model has 16 neurons for each pixel, we set the number of neurons in the later MLP layers to 16 when replicating the LIIF [1].

4.3. Main Results

Table 1 compares the performance of LIIF [1] and our A-LIIF at different resolution scales on DIV2K [12]. We note that the PSNR results of our model are consistently higher than those of LIIF [1] at all scales.

We use the red box areas in Figure 1 as an example to compare LIIF and our methods via SSIM and PSNR. The SSIM of LIIF and our method are 0.8572 and 0.8802, respectively. The PSNR of LIIF and our method are 22.1157 and 22.8543, respectively. These results quantitatively verify that LIIF usually suffers from distortions or ringing artifacts around edges whereas our method is not.

In Table 2, we also compare A-LIIF with other methods on four standard benchmark datasets: Set5 [14], Set14 [15], B100 [16] and Urban100 [17]. We again demonstrate the superiority of our A-LIIF, and our model outperforms both
Table 2: Quantitative comparison on benchmark datasets (PSNR (dB)). ϕ indicates ours implementation. EDSR-baseline [6] trains different models for different scales.

| Dataset | Method                  | In-distribution | Out-of-distribution |
|---------|-------------------------|-----------------|---------------------|
|         |                         | x2   | x3   | x4 | x6 | x8 |
| Set5 [14] | EDSR-baseline [6]       | 34.99 | 31.07 | 29.14 | 27.83 | 26.1 |
|         | EDSR-baseline-LIIF [1]φ | 36.99 | 33.08 | 30.91 | 27.83 | 26.1 |
|         | A-LIIF (ours)           | **37.96** | **34.39** | **32.19** | **28.89** | **26.97** |
| Set14 [15] | EDSR-baseline [6]       | 31.41 | 28.21 | - | - |
|         | EDSR-baseline-LIIF [1]φ | 32.73 | 29.47 | 27.78 | 25.65 | 24.32 |
|         | A-LIIF (ours)           | **33.64** | **30.36** | **28.65** | **26.47** | **24.92** |
| B100 [16] | EDSR-baseline [6]       | 30.47 | 27.64 | 26.31 | - | - |
|         | EDSR-baseline-LIIF [1]φ | 31.47 | 28.49 | 27.05 | 25.40 | 24.41 |
|         | A-LIIF (ours)           | **32.18** | **29.11** | **27.60** | **25.84** | **24.80** |
| Urban100 [17] | EDSR-baseline [6]  | 27.91 | 25.00 | 23.59 | - | - |
|         | EDSR-baseline-LIIF [1]φ | 29.98 | 26.46 | 24.74 | 22.82 | 21.71 |
|         | A-LIIF (ours)           | **32.09** | **28.19** | **26.14** | **23.80** | **22.47** |

Fig. 3: Qualitative comparison between LIIF [1] and A-LIIF.

EDSR [6] and LIIF [1] in all experiments, even though EDSR [6] trains a dedicated model for each scale. Finally, we show a qualitative comparison between LIIF [1] and A-LIIF, as shown in Figure 3. Our A-LIIF avoids the effect of LIIF [1] structure loss with high frequency textures by using a fusion of expansion network and basis for each pixel.

We also compare our method on RDN [7] backbone. We only train models 100 epochs instead of 1,000 epochs. The PSNR of RDN-LIIF, and RDN-A-LIIF (Ours) are 27.94 and 28.73, respectively. These results show that our method is still better than LIIF [1].

Fig. 4: The choice of hyper-parameter K.

4.4. The Ablation Study

In our ablation study, we trained several models in which we gradually added our new design and explored the choice of hyper-parameter K. For a fair comparison, we used EDSR [6] as our encoder in all models. The training setup was kept constant, where the same ADAM optimizer, learning rate, scheduler, and training length were used. The overall results are shown in Fig 4, Table 1-2 demonstrates that using a shared MLP layer for all pixel points for recovery does not work well, but using an adaptive MLP for each pixel point leads to promising results.

5. CONCLUSION

In this paper, we introduced a novel arbitrary-scale super-resolution model, dubbed A-LIIF, that combined implicit image functions with an expansion network and the depth of multiple MLPs. It revealed the importance of using different MLPs for different pixel points. We also verified the importance of using non-shared MLPs by experiments.
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