An Intrinsic Entropy Model for Exchange-Traded Securities
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Abstract: This paper introduces an intrinsic entropy model which can be employed as an indicator for gauging investors’ interest in a given exchange-traded security, along with the state of the overall market corroborated by individual security trading data. Although the syntagma of intrinsic entropy might sound somehow pleonastic, since entropy itself characterizes the fundamentals of a system, we would like to make a clear distinction between entropy models based on the values that a random variable may take, and the model that we propose, which employs actual stock exchange trading data. The model that we propose for the intrinsic entropy does not include any exogenous factor that could influence the level of entropy. The intrinsic entropy signals if the market is either inclined to buy the security or rather to sell it. We further explore the usage of the intrinsic entropy model for algorithmic trading, in order to demonstrate the value of our model in assisting investors’ intraday stock portfolio selection, along with timely generated signals for supporting the buy/sell decision-making process. The test results provide empirical evidence that the proposed intrinsic entropy model can be used as an indicator for evaluating the direction and the intensity of intraday trading activity of an exchange-traded security. The data employed for testing consisted of historical intraday transactions executed on The Bucharest Stock Exchange (BVB).
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1. Introduction and Context

Investing in stocks or any other exchange-traded securities is a decision-making process under risk. Therefore, investors may have some knowledge regarding the probability of price rise or fall for a given stock. This knowledge is achieved through data analysis, taking into account information available to investors from various sources:

- global, regional or national reports regarding the general state of the economic environment;
- company financial reporting, the basis of fundamental analysis for any exchange-listed company;
- specific market news regarding a certain economic sector, activity or company [1,2];
- stock exchange transaction data, disseminated to investors mainly through electronic data feeds and consisting in prices, volumes, timestamps of executed trades [3].

In this paper we investigate how the latter source of information, the trade data, can offer itself an insightful perspective upon investors’ interest in buying or selling a listed stock. Historical data shows us that stock prices cannot be consistently predicted for a long period of time, whether we
consider Fama’s efficient-market hypothesis (EMH) being at work or not [4]. For those involved in trading activity, either as investors or as specialists in algorithmic trading, the ability to react promptly to market changes is critical. For risk mitigation purpose, such ability ranks higher in investors’ priorities than striving to discover patterns that may potentially lead to anticipate market changes. In order to assist investors with such ability, of reacting promptly to market evolution, we propose in this paper an intrinsic entropy model for exchange-traded securities, based on intraday trade data generated by the stock exchange. In addition, we used this intrinsic entropy model for algorithmic trading, in order to demonstrate the value of our model in assisting investors’ intraday stock portfolio selection, along with timely generated signals for supporting the buy/sell decision-making process. The intrinsic entropy signals if the market is either inclined to buy the security or rather to sell it. The test results provide empirical evidence that the proposed intrinsic entropy model can be used as an indicator for evaluating the direction and the intensity of intraday trading activity of an exchange-traded security. Our intrinsic entropy model starts from the observation that if we divide the quantity executed through each individual transaction \( q \) to the cumulated executed quantity \( (Q) \) up to given moment in time \( (t) \) during the trading session:

\[
Q = \sum_{i=1}^{t} q_i
\]

We obtain fractions \( \frac{q_i}{Q} \) that may play the role of probabilities in the standard entropy model. If we take into account also the prices at which the trades are made, then these probabilities could be considered as degrees of confidence that investors give to each price level.

Although the concept of entropy originated in physics, it has been constantly extended and employed in numerous other disciplines, ranging from statistical mechanics and information theory, to economics and biology. However, there is neither a unique nor a unified interpretation of the entropy concept. Even within the same domain, entropy can be defined differently, depending on different contexts. Most of the entropy models are defined in terms of probabilities. Nevertheless, even when entropy is delineated in terms of probabilities, these could be either interpreted as chances of occurrence for a physical phenomenon, or credences, as degrees of belief provided by the subjects of a sociological sample [5].

Since its inception, Shannon’s [6] seminal concept of information entropy has known multiple interpretations and has seen various extensions. Naming it after Boltzmann’s H-theorem [7,8], Shannon denoted the entropy \( H \) of a discrete random variable \( X \) with possible values \( \{x_1, x_2, ..., x_n\} \) as:

\[
H(X) = E(I(X))
\]

where \( E \) is the expected value and \( I \) is the information content of \( X \).

\( I(X) \) is itself a random variable. If \( p \) denotes the probability mass function of \( X \), then entropy can explicitly be written as:

\[
H(X) = \sum_{i=1}^{n} p(x_i)(\log_b \frac{1}{p(x_i)}) = \sum_{i=1}^{n} p(x_i)\log_b \frac{1}{p(x_i)} = -\sum_{i=1}^{n} p(x_i)\log_b p(x_i)
\]

where \( b \) is the base of the logarithm used. Common values of \( b \) are 2, Euler’s number e, and 10. Correspondingly, the unit of measure for entropy is bit for \( b = 2 \), nat for \( b = e \), and digit for \( b = 10 \) [9].

If there are cases where \( p_i = 0 \), then the value of the corresponding summand \( (\theta \log_0 \theta) \) becomes zero as well. Applying l’Hôpital’s rule to the following limit, the proof can be obtained immediately:

\[
\lim_{p \to 0^+} p \log p = \lim_{p \to 0^+} \frac{\log p}{1/p} = \lim_{p \to 0^+} \left( \frac{1/p}{-1/p^2} \right) = \lim_{p \to 0^+} (-p) = 0
\]

It can be shown that, for a given number of system states \( n \) (meaning that \( n \) is fixed), along with their associated probability of occurrence, the uncertainty \( H \) reaches its maximum value only when the states are equally probable \( (EP) \) [9,10]. ‘Equally probable’ means that \( p_i = 1/n \). Therefore, if we substitute this into the entropy Equation (3), we obtain:
\[ H_{EP} = - \sum_{i=1}^{n} \frac{1}{n} \log \frac{1}{n} \]  

(5)

Since \( n \) is not a function of \( i \), we can pull it out of the sum:

\[ H_{EP} = - \left( \frac{1}{n} \log \frac{1}{n} \right) \sum_{i=1}^{n} 1 = - \left( \frac{1}{n} \log \frac{1}{n} \right) n = -\log \frac{1}{n} = \log n \]  

(6)

During the early 1970s, entropy and information theory analysis experienced a brief surge in interest in finance and economics literature [11–14].

Around the middle of 1970s, Horowitz and Horowitz questioned the underlying basis of employing entropy analysis in economics and finance [15]. They attempted to conclude whether entropy analysis measures worthwhile information which wouldn’t be otherwise available to standard statistical techniques, such as variance or correlation analysis. Philippatos and Wilson argue in their papers [16,17] that entropy is a better statistical measure of risk than variance, since entropy does not make assumptions regarding the underlying probability distribution. In contrast, White argued that, since entropy analysis is not integrated into economic theory, including the theory of choice under uncertainty, it should not be used in studying economic and financial phenomena [18].

The information entropy proposed by Shannon and its developments in the economics literature generally uses the convention of having \( C \) for the original Boltzmann constant \( k_B \) equal to 1.

\[ H = -C \sum_{i=1}^{n} p_i \log p_i = - \sum_{i=1}^{n} p_i \log p_i \quad (C = 1) \]  

(7)

From this general method of computing the entropy, in 1986 Nawrocki and Harding introduced the concept of weighted entropy [19]. They noted that there appears to be no \textit{a priori} reason why \( C \) should be constant for all the observed or considered system states.

In 1988 Tsallis introduced the framework for generalizing the standard statistical mechanics [20], and proposed a generalization of the standard Boltzmann–Gibbs entropy [21–23].

In their study of 2002, Maasoumi and Racine inferred that the evidence in favour of conditional predictability of stock returns is non-robust with respect to period of analysis and data frequency [24]. Ausloos and Ivanova proposed in 2003 a model encompassing Tsallis nonextensive statistics and bringing about to evolution equations of the Langevin and Fokker-Planck type [25].

More recently, Zhou et al. reviewed in 2013 the concepts and the principles concerning entropy models, along with their applications in the field of finance, especially in portfolio selection and asset valuation [26–29]. Li et al. employed transfer entropy to study the interbank contagion, exploiting the market information based on stock prices [30]. Cerqueti et al. adopted entropies as measures for evaluating the concentration in the market, namely a joint copula-entropy approach [31]. When it comes to using entropy for measuring diversification and corporate growth, Ceptureanu et al. employed an adapted Jacquemin–Berry entropy index, to study both product and international diversification [32].

The intrinsic entropy model that we introduce here relates to the concept of weighted entropy approach proposed by Nawrocki and Harding. The probabilities are weighted with the price variation of the individual trades, from a chosen reference price. The novelty of our intrinsic entropy is underpinned by the interpretive model that we propose for the probabilities. We consider the probabilities employed in the intrinsic entropy computation as degrees of confidence that investors give to trade price levels.
2. The Proposed Intrinsic Entropy Model and Computation Methodology

The purpose of the intrinsic entropy model proposed in this paper is for gauging the investors’ interest in some given listed stocks. Furthermore, the intrinsic entropy provides an indication regarding the direction and the intensity of the interest, either in buying or selling the exchange-traded security.

A trading day, for each exchange-listed security, consists in a succession of transactions, generated by the exchange matching engine, when buy and sell orders meet the conditions for being partially or entirely executed [33].

The stock market can be considered as an open system, which has as inputs the buy/sell orders placed by the participants, and as outputs the trade data generated and based on the exchange matching algorithm, as illustrated in Figure 1.

![Figure 1. Trade generation processes within a stock exchange, based on buy and sell orders placed by investors.](image)

Each individual transaction, namely a trade, consists of the following information:

- the price at which the trade was made;
- the executed quantity, i.e., the quantity that could be put in correspondence by the exchange matching engine from one buy and one sell orders already placed on the market;
- the timestamp at which the order matching occurred and the trade was generated.

Building the intrinsic entropy model starts from the following observations relative to intraday transactions executed on a stock exchange. For any given exchange-listed stock, a trade made on the market at a certain price level is interpreted as follows:

(a) the quantity executed through that transaction, relative to the total quantity executed for the considered stock, up to the moment of the intrinsic entropy calculation \( q_i \) represents the degree of confidence or support that the market provides to the price level at which the trade was made;
(b) the price at which the order matching occurs, relative to a certain reference price, offers an indication about the inclination of the investors towards buying or selling the considered stock.

Taking into account these aspects, the intraday intrinsic entropy model that we propose in this paper has the following formalization:

\[
H^X_t = - \sum_{i=1}^n \left( \frac{p_i}{P_{ref}} - 1 \right) \frac{q_i}{Q} \ln \left( \frac{q_i}{Q} \right) \quad (8)
\]

\( H^X_t \) being the entropy computed for symbol \( X \) at moment \( t \), and the components are:
\( n \) - total number of trades executed for symbol \( X \) in the current trading session up to moment \( t \\
\( i \) - ordinal trade number \\
\( q_i \) - trade quantity i.e., number of shares of trade \( i \) for symbol \( X \\
p_i \) - trade price i.e., the price of trade \( i \) for symbol \( X \\
Q \) - total traded quantity i.e., the number of shares traded during the day for symbol \( X \) up to moment \( t \\
Q = \sum_{i=1}^{n} q_i \\
p_{\text{ref}} \) - reference price for symbol \( X \), corresponding to the trading data prior to the moment \( t \\
\) Regarding the employed reference prices, we experimented with:

(a) the opening price of the current trading day,  
(b) the price of the preceding transaction, constructing thereby a Markov chain,  
(c) and the volume weighted average price (VWAP), computed with trading data executed over the day up to, and including, the preceding transaction [34].

Operating with the opening price as reference, or any other pegged price for that matter, could generate a decoupling between the evolution of intrinsic entropy and price variation over the day. For example, the stock prices could stay throughout the day below the previous day’s closing price, while they may actually go up from a low opening price.

Choosing the volume weighted average price as reference means that, if we consider the trade \( n \) for the intrinsic entropy computation, then the VWAP is calculated up to, and including the trade \( n-1 \):

\[
p_{\text{ref}} = VWAP = \frac{\sum_{i=1}^{n-1} p_i q_i}{\sum_{i=1}^{n-1} q_i}
\]  

where \( q_i \) and \( p_i \) are the quantity and the price, respectively, corresponding to the \( i \) ordinal trade of the day. Since the entropy is computed every time a new trade is made, then the value for \( t \) coincides with the ordinal trade number \( i \).

The fractions \( \frac{q_i}{Q} \) can be assimilated to probabilities, namely the probability of having generated the trade \( i \) at a certain price level. In addition to this interpretive model, the following condition has to be satisfied:

\[
\sum_{i=1}^{n} \frac{q_i}{Q} = 1
\]

Employing the price of the preceding transaction as reference price preserves the atomicity of each trade within the overall pool of transactions that constitute the trading day on a stock exchange. We are constructing thereby a Markov chain, in which the price of trade is compared only to the price of the preceding trade. Consequently, the price variation weights \( \frac{p_i}{p_{n-1}} - 1 \) applied to the probabilities \( \frac{q_i}{Q} \) reflect local micro changes within the system, and offer the intrinsic entropy model the ability to accrue organically these micro changes, regardless the global indicators, such as the VWAP. Figure 2 illustrates a comparative evolution of the intraday intrinsic entropy, depending of the price chosen as reference: the opening price, the price of the preceding trade and the VWAP. The trade data for the symbol BRD samples of transactions executed throughout the day of December 19, 2018.
Figure 2. A comparative evolution of the intraday intrinsic entropy, depending on the chosen reference price for the day of December 19, 2018 (symbol BRD).

Therefore, what particularizes the proposed intraday intrinsic entropy is the fact that it is computed solely based on the actual trading data. The required data for computing $H^X_t$ consists of:

(a) number of trades—number of generated executions by the exchange matching engine per symbol, during the trading day;
(b) trade executed quantity;
(c) trade executed price;
(d) overall traded volume per symbol, during the day.

From this perspective, we can refer to the $H^X_t$ measure as the intrinsic entropy of a traded stock, or any exchange-traded security: currencies, bonds, exchange-trades funds, exchange-trades notes, etc. Although the syntagma “intrinsic entropy” might sound somehow pleonastic, since the entropy itself characterizes the fundamentals of a system, our intention is to make a clear distinction between entropic models based on the values that a random variable may take, and the model that we propose in this paper, which employs actual stock exchange trading data. There is no explicit exogenous factor to impact the level of entropy in our model. Any external influences are embedded, already contained in the trading data (volume, price, trade frequency, number of transactions), and therefore quantified in the intrinsic entropy.

3. Results and Interpretation

In the intrinsic entropy model, the probabilities represented by the fractions $q_i/Q$ (executed quantity of trade $i$, relative to the overall executed quantity during the day, up to the trade $i$), are weighted with the price variation, in terms of the weighted entropy concept introduced by Nawrocki and Harding [19]. The perspective that we propose is slightly different, though. Our interpretive model assimilates these probabilities as degrees of confidence that the market gives to a certain stock price level and, subsequently, to the price variation relative the chosen reference price. Table 1 samples the type of input data that is employed here for computing the intrinsic entropy. It is historical production data, containing intraday trades from December 2018, namely the executed quantity, the executed price, and the timestamp, for a given listed stock on the BVB.
Table 1. Trade data for the symbol BRD representing samples of transactions executed during December 19, 2018. Intraday trades executed between 10:00 and 18:00.

| Timestamp       | Traded Symbol | Trade Quantity (no of Shares) | Trade Price |
|-----------------|---------------|------------------------------|-------------|
| 19 December 2018 10:00 | BRD           | 57,795                       | 12          |
| 19 December 2018 10:00 | BRD           | 55                           | 12          |
| 19 December 2018 10:00 | BRD           | 300                          | 12.54       |
| 19 December 2018 10:00 | BRD           | 60                           | 12          |
| 19 December 2018 10:00 | BRD           | 210                          | 11.9        |
| 19 December 2018 10:00 | BRD           | 220                          | 11.9        |
| 19 December 2018 10:00 | BRD           | 2                            | 11.9        |
| 19 December 2018 10:00 | BRD           | 94                           | 11.9        |
| ...             | ...           | ...                          | ...         |
| 19 December 2018 17:56 | BRD           | 350                          | 11.14       |
| 19 December 2018 17:56 | BRD           | 60                           | 11.14       |
| 19 December 2018 17:56 | BRD           | 1000                         | 11.14       |
| 19 December 2018 17:56 | BRD           | 100                          | 11.14       |
| 19 December 2018 17:57 | BRD           | 448                          | 11.14       |
| 19 December 2018 17:57 | BRD           | 1000                         | 11.14       |
| 19 December 2018 17:58 | BRD           | 1                            | 11.14       |

Based on the sampled data, Figure 3 shows the intraday evolution of the entropy for the BVB-listed symbol BRD (BRD – Groupe Société Générale), during 19th of December 2018, along with the evolution of the stock price, traded volume and the values of the entropy components. It has to be noted that the absolute values for the boundaries of the intrinsic entropy are still given by (2) and (3).

![Figure 3](image_url)

Figure 3. Price variation, entropy, entropy component values and trade volumes for the day of December 19, 2018 (symbol BRD).

In order to avoid the impact of the price level on the values of the intrinsic entropy $H_{X}^{T}$ we opted for the relative price variation, rather than the absolute price variation from the reference. This
One of the salient characteristics of the intrinsic entropy that we introduce in this paper is that it may have either negative or positive values. The absolute value of the intrinsic entropy measures the level of uncertainty that investors assign to an exchange-traded stock. In addition to that, the fact that this intrinsic entropy may have positive or negative values it is meaningful as well. Using historical production intraday executions, our empirical tests show that having the intrinsic entropy entering in the negative territory signifies an inclination of the market towards selling the considered instrument. Reciprocally, the intrinsic entropy has positive values when the market shows a preference for buying the considered exchange-traded instrument.

We consider the intrinsic entropy as an indicator for anticipating the market interest in a given traded stock, interest that can make stock prices go above or below the VWAP.

The absolute value of the intrinsic entropy is explained by the following two underlying phenomena:

(a) the entropy components keep accruing during the day, when execution prices move consistently in a certain direction, up or down;
(b) a high number of transactions, when the stock is heavily traded, suggests that the market, is keenly interested in the security, and this high number of states, and their associated probabilities, support the direction of price evolution.

Regarding the reference price, we determined empirically that a moving reference price reflects more accurately the price weights in the intrinsic entropy model, as is illustrated in Figure 4. The test data consists of trades executed on the BVB for the symbol TGN (Transgaz) throughout the day of December 19, 2018. The price of the preceding transaction turned out to provide the best local indication of the price direction change, with each executed trade, or considered state, in terms of Gibbs entropy.

Relative price variation \( \left( \frac{p_i}{p_{n-1}} - 1 \right) \) provides both:

(a) anchoring to the probability provided by the fraction \( \frac{q_i}{q} \);
(b) indication regarding the direction for the trading activity of a given stock, up to the point in time when the entropy is computed.

If it had not been for the price variation weight, the sum \( -\sum_{i=1}^{n} \frac{q_i}{q} \ln \left( \frac{q_i}{q} \right) \) would have been positive.

The price variation weight \( \left( \frac{p_i}{p_{n-1}} - 1 \right) \) has the following implications on the intrinsic entropy, leaving aside the probability \( \frac{q_i}{q} \) associated to the price change occurrence:

(a) if, predominantly, \( \left( \frac{p_i}{p_{n-1}} - 1 \right) > 0 \) then there is a high probability that the computed intrinsic entropy is positive, \( H_t^X > 0 \);
(b) if, predominantly, \( \left( \frac{p_i}{p_{n-1}} - 1 \right) < 0 \) then there is a high probability that the computed intrinsic entropy is negative, \( H_t^X < 0 \).

The absolute value of the intrinsic entropy is an indication of the interest that the investors manifest, relative to security \( X \) up to the moment \( t \). A high absolute value of the intrinsic entropy suggests a great market interest in the given security, either in buying or selling it. Conversely, a low absolute value of the stock intrinsic entropy, a value remaining around zero, indicates a low interest showed by the investors in the considered security. Small or non-existent price variation means that \( \left( \frac{p_i}{p_{n-1}} - 1 \right) \) approaches zero. This suggests a great indeterminacy in investors' trading intention toward the stock under consideration [35,36].
Figure 4. Negative entropy values signal prevailing inclination of the market to sell; later on, the stock price follows and goes under the VWAP of the day of December 19, 2018 (symbol TGN).

Figures A2 and A3 (Appendix A) provide data supplemental to the empirical results obtained by computing the intrinsic entropy for additional couple of symbols listed on the BVB. The historical production data represent transactions executed on the BVB in December 2018. We want to emphasize that the computed intrinsic entropy goes into the negative territory well in advance the moment trade price goes under the VWAP line. The continuous negative values for the intrinsic entropy signal the investors inclination to sell the considered stock, a tendency that is later confirmed by the trade prices reaching levels below VWAP.

4. Employing the Proposed Intrinsic Entropy in Algorithmic Trading

In order to demonstrate the usability of our intrinsic entropy model for practitioners, we designed and implemented two intraday trading algorithms:

(1) one that makes decisions based on the values of the computed entropy along with the VWAP;
(2) one that uses only the VAWP in the decision-making process.

The VWAP is widely used by investors as a moving price reference for intraday trading to estimate the yield of transaction [37]. We test both trading algorithms against historical data consisting of trades executed on the BVB throughout 19th of December, 2018. It is was day following the announcement made by the Romanian Finance Minister regarding the introduction of a “greed tax” for banks, capping the gas price for three years and lowering the commission for private pension fund administrators. These had been measures among others included in an emergency ordinance that would have been adopted by the government toward the end of the year. That particular day was a very turbulent one, and had the highest number of transactions executed in a single day on the BVB since 2008 financial crisis. Therefore, it provides a suitable data set for our purpose of having available a high number of trades executed in a single day.

Both algorithms use the same strategy: buy at a lower price than the VWAP and then sell at a higher price than the VWAP, if an opportunity arises. If the stock did not sell at a better price than
the VWAP by the end of the day, then close the position at the last price of the day. Both algorithms allow for at least 10 trades to be made the exchange for the given stock, in order to compute the intrinsic entropy and the VWAP based on a reasonable number of transactions. Furthermore, the algorithms generate buy and respectively sell orders with quantity (numbers of shares) equal to 1.

For a given stock listed on the BVB, both trading algorithms determine:

(a) whether to buy the stock or not;
(b) when to buy it;
(c) when to sell by the end of the trading day.

The trading algorithm that uses the intrinsic entropy, we compute 3 variants of it:

(1) the intrinsic entropy that uses the opening price of the day as reference \((H_1)\);
(2) the intrinsic entropy that uses the price of the proceeding trade as reference \((H_2)\);
(3) the intrinsic entropy that uses the VWAP computed for the previous trade as reference \((H_{vwap})\).

The following pseudo-code describes the algorithm that employs the intrinsic entropy. For making the decision to buy a given symbol then at least one of the three variants of computed entropy have to be positive and the buy price has to be lower than the VWAP. If we have a buy trade for the considered symbol, then the algorithm sells it either when all the three variants of the intrinsic entropy have negative values or when the stock is traded at higher price than the VWAP.

Initialization: \(S\) = the set of all symbols tradable on the BVB
// \(S\) can be initialized also with a subset of symbols selected by investor
\(s\) = first symbol in \(S\)
while \((s = next\ symbol\ in\ S)\) do

\(N = n\) // \(n\) is the no. of trades executed for symbol during the day
buyFlag = False
sellFlag = False
buyTradeNo = 0
Initialize the list of trade prices for \(s\)
Initialize the list of moving VWAP for \(s\)
Initialize the list of intrinsic entropy values \(H_1\) for \(s\)
Initialize the list of intrinsic entropy values \(H_2\) for \(s\)
Initialize the list of intrinsic entropy values \(H_{vwap}\) for \(s\)
for \(i=10\) to \(N\) do
    if \(((H_1[i] > 0)\ or\ (H_2[i] > 0)\ or\ (H_{vwap}[i] > 0))\ and\ (\(p[i] < VWAP[i]\))\ and\ (buyFlag\ is\ False)\) then
        Buy symbol \(s\)
buyFlag = True
buyTradeNo = \(i\)
    end if
    if \((1 > buyTradeNo)\ and\ (((H_1[i] < 0)\ and\ (H_2[i] < 0)\ and\ (H_{vwap}[i] < 0))\ or\ (\(p[i] < VWAP[i]\))\ or\ (1 >= N-1))\ and\ (buyFlag\ is\ True)\ and\ (sellFlag\ is\ False)\) then
        Sell symbol \(s\)
sellFlag = True
    end if
end for
end while

On the BVB are listed 83 companies (as of November 15 2019). For both algorithms we use a set \((S)\) of 29 most traded stocks on the BVB on 19th of December 2018. The algorithm employing the intrinsic entropy model chose to buy and sell 11 symbols out of 29. Table A1 (Appendix A) shows all the symbols that were taken into account. The ones that were not traded did not satisfy the buy condition of having at least one of the three variants of computed entropy positive. The Table 2 summarizes only the symbols that were traded through the trading algorithm based on the intrinsic entropy model proposed in this paper.
Table 2. The list of trades created by the trading algorithm that employs the intrinsic entropy model; trade data executed on the BVB on December 19, 2018.

| No. | Symbol | Trade Side | Buy Trade No. | Buy Price | Buy VWAP | Trade Side | Sell Trade No. | Sell Price | Sell VWAP | Return (%) |
|-----|--------|------------|---------------|-----------|----------|------------|----------------|------------|-----------|------------|
| 1   | CMP    | BUY        | 12            | 0.87      | 0.908    | SELL       | 35            | 0.88       | 0.892     | 1.1494     |
| 2   | ALU    | BUY        | 30            | 0.65      | 0.67     | SELL       | 33            | 0.665      | 0.67      | 2.077      |
| 3   | BRD    | BUY        | 10            | 11.7      | 11.999   | SELL       | 11            | 12         | 11.998    | 2.5641     |
| 4   | CEON   | BUY        | 10            | 0.3       | 0.301    | SELL       | 15            | 0.3        | 0.299     | 0          |
| 5   | COTE   | BUY        | 62            | 75.2      | 76.864   | SELL       | 63            | 77         | 76.869    | 2.3936     |
| 6   | SIF2   | BUY        | 11            | 1.13      | 1.156    | SELL       | 13            | 1.17       | 1.156     | 3.5398     |
| 7   | SNG    | BUY        | 95            | 32.75     | 32.77    | SELL       | 508           | 31.7       | 31.482    | −3.2061    |
| 8   | SNN    | BUY        | 29            | 9.01      | 9.466    | SELL       | 30            | 9.5        | 9.466     | 5.4384     |
| 9   | SNP    | BUY        | 12            | 0.32      | 0.33     | SELL       | 14            | 0.33       | 0.33      | 3.125      |
| 10  | TGN    | BUY        | 11            | 320       | 322.692  | SELL       | 12            | 325        | 322.731   | 1.5625     |
| 11  | TRP    | BUY        | 36            | 0.259     | 0.259    | SELL       | 37            | 0.26       | 0.259     | 0.3861     |

Cumulated return 19.2605
The following pseudo-code describes the algorithm that is based only on the VWAP. For making the decision to buy a given symbol then the buy price has to be lower than the VWAP. If we have a buy for the considered symbol, then the algorithm sells it when the stock is traded at higher price than the VWAP.

Initialization: \( S = \) the set of all symbols tradable on the BVB
// \( S \) can be initialized also with a subset of symbols selected by investor
\( s = \) first symbol in \( S \)

while \((s = \) next symbol in \( S) \) do

\( N = n \) // \( n \) is the no. of trades executed for symbol \( s \) during the day

buyFlag = False
sellFlag = False
buyTradeNo = 0
Initialize the list of trade prices for \( s \)
Initialize the list of moving VWAP for \( s \)

for \( i=10 \) to \( N \) do

if \((\text{p}[i] < \text{VWAP}[i]) \) and \( (\text{buyFlag} \text{ is False}) \) then
Buy symbol \( s \)
buyFlag = True
buyTradeNo = \( i \)

end if
if \((i > \text{buyTradeNo}) \) and \( ((\text{p}[i] < \text{VWAP}[i]) \text{ or } (i \geq N-1)) \) and \( (\text{buyFlag} \text{ is True}) \) and \( (\text{sellFlag} \text{ is False}) \) then
Sell symbol \( s \)
sellFlag = True

end if

end for

end while

The algorithm based only on the VWAP chose to buy and sell the all 29 stocks from the test data set. Table A2 (Appendix A) shows all the symbols that were taken into account. Table 3 summarizes only the symbols that were traded also by the algorithm that employs the intrinsic entropy model in order to compare the returns generated by both algorithms for the same traded symbols.

Table 3. The list of trades created by the trading algorithm based only on the VWAP; trade data executed on the BVB on December 19, 2018.

| No. | Symbol | Trade Side | Buy Trade No. | Buy Price | Buy VWAP | Trade Side | Sell Trade No. | Sell Price | Sell VWAP | Return (%) |
|-----|--------|------------|---------------|-----------|----------|------------|---------------|------------|-----------|------------|
| 1   | CMP    | BUY        | 12            | 0.87      | 0.908    | SELL       | 43            | 0.822     | 0.886    | -5.5172    |
| 2   | ALII   | BUY        | 10            | 0.66      | 0.68     | SELL       | 19            | 0.68      | 0.676    | 3.003      |
| 3   | BRD    | BUY        | 10            | 11.7      | 11.999   | SELL       | 11            | 11.999    | 2.5641    |
| 4   | CEON   | BUY        | 10            | 0.3       | 0.301    | SELL       | 15            | 0.3       | 0.299    | 0          |
| 5   | COTE   | BUY        | 11            | 78        | 78.5     | SELL       | 63            | 77        | 76.864   | -1.2821    |
| 6   | SIF2   | BUY        | 10            | 1.124     | 1.177    | SELL       | 13            | 1.17      | 1.156    | 4.0925     |
| 7   | SNG    | BUY        | 95            | 32.75     | 32.772   | SELL       | 508           | 31.7      | 31.482   | -3.2061    |
| 8   | SNN    | BUY        | 10            | 9.46      | 9.577    | SELL       | 30            | 9.5       | 9.466    | 0.4228     |
| 9   | SNP    | BUY        | 10            | 0.322     | 0.33     | SELL       | 14            | 0.33      | 0.33     | 2.4845     |
| 10  | TGN    | BUY        | 10            | 320       | 322.82   | SELL       | 12            | 325       | 322.692  | 1.5625     |
| 11  | TRP    | BUY        | 10            | 0.256     | 0.257    | SELL       | 12            | 0.258     | 0.257    | 0.7813     |

Cumulated return 4.9326

The comparison between the returns generated by these two trading algorithms shows the following:

- the trading algorithm that uses only the VWAP generates a cumulated return of 4.93%, or 0.448% in average for the 11 traded symbols;
- the trading algorithm that employs the intrinsic entropy model that we propose here produces a cumulated return of 19.26%, or 1.75% in average for the 11 traded symbols.

We obtained a 3.9 times higher return by incorporating the intrinsic entropy model in an otherwise simple VWAP based trading algorithm.

When computed for each instrument listed on the BVB, the intrinsic entropy can provide a synthetic perspective of the overall market performance. In order to further assist the practitioners in
selecting a specific subset of the listed stocks for a certain trading algorithm, we create the intrinsic entropy market map [38]. The map allows for timely assessing the investors’ interest in the securities listed on the BVB. Details are shown in Figure A1 (Appendix A). Each rectangle on the map represents a listed company on the BVB. The size of the rectangle is proportionally determined, based on the relative weight of the individual market cap of a company in the overall market capitalization. The rectangles are coloured based on the value of intrinsic entropy computed for each stock:

- nuances of red for negative entropies;
- black for entropy levels around zero;
- nuances of green for positive entropy levels.

5. Conclusions and Further Research

In this paper we introduce an entropic model which can be employed for gauging the investors’ interest in a given exchange-traded security, along with the state of the overall market, corroborated by the individual security trading data.

The data employed for testing consisted of historical intraday transactions executed on the BVB. The empirical test results prove that the proposed intrinsic entropy model can be used as an indicator for evaluating the direction and the intensity of intraday trading activity of an exchange-traded security. The intrinsic entropy signals if the market is either inclined to buy the security or rather to sell it. The model that we propose does not include any exogenous factor. Any external factors likely to influence the intrinsic entropy are embedded. The trading data (volume, price, trade frequency and the number of trades) already contains them, and they are quantified within the intrinsic entropy model. The intrinsic entropy signals if the market is either inclined to buy the security or rather to sell it. We further explore the usage of the intrinsic entropy model for algorithmic trading and demonstrate the value of our model in assisting investors’ intraday stock portfolio selection, along with timely generated signals for supporting the buy/sell decision-making process. The data employed for testing consisted of historical intraday transactions executed on the BVB.

In order to demonstrate the usability of our intrinsic entropy model for practitioners, we designed and implemented two intraday trading algorithms: one that makes decisions based on the values of the computed entropy along with the VWAP, and another one that uses only the VAWP in the decision-making process. The comparison between the returns generated by the two trading algorithms shows obtained a return 3.9 times higher by incorporating the intrinsic entropy model in an otherwise simple VWAP based trading algorithm. In addition to these results, it has to be noticed that the trading algorithm based on the intrinsic entropy provided an embedded mechanism for stock portfolio selection: it traded 11 out of 29 considered stocks.

When computed for each instrument listed on the BVB, the intrinsic entropy can provide a synthetic perspective of the overall market performance. In order to further assist the practitioners in selecting a specific subset of the listed stocks for a certain trading algorithm, we create the intrinsic entropy market map. The map allows for timely assessing the investors’ interest in the securities listed on the BVB.

We are aware that the intrinsic entropy model that we propose here may provide less support when built over consecutive trading days. Nevertheless, having given the relatively low number of transactions per day executed on the BVB for each listed stock, a longer time frame would provide more data for supporting more recent activity. For instance, even for intraday computed intrinsic entropy, it would be advantageous not to start from zero at the beginning of the trading day, but to potentially carry over some market information from the previous day. Yet, the focus should be on the most recent data, which we consider to have a greater relevance for the intrinsic entropy.

There are further usages to be investigated for this intrinsic entropy model. For example, the Black-Scholes-Merton (BSM) model estimates the variation over time of financial instruments such as stocks, and using the implied volatility of the underlying security derives the price of a call option. The intrinsic entropy model might prove to be a better anchored substitute for the implied volatility used in the BSM model, since it is computed based on the actual trading data of the underlying stock.
This paper presents the early results of our research, and we expect the scientific community to identify other new usages of the intrinsic entropy model for exchange-traded securities.
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**Appendix A**

![Market Map (BVB)](image)

*Figure A1.* Stock Intrinsic Entropy Market Map for The Bucharest Stock Exchange (BVB) for the day of 18 December 2018.
Table A1. The list of all the symbols considered and the trades generated by the trading algorithm that employs the intrinsic entropy model; trade data executed on the BVB on December 19, 2018.

| No. | Symbol | Trade Side | Buy Trade No. | Buy Price | Buy VWAP | Trade Side | Sell Trade No. | Sell Price | Sell VWAP | Return (%) |
|-----|--------|------------|---------------|-----------|---------|------------|---------------|------------|---------|------------|
| 1   | CMP    | BUY        | 12            | 0.87      | 0.908   | SELL       | 35            | 0.88      | 0.892   | 1.1494     |
| 2   | ALR    |            |               |           |         |            |               |           |         |            |
| 3   | ALU    | BUY        | 30            | 0.65      | 0.67    | SELL       | 33            | 0.665    | 0.67    | 2.3077     |
| 4   | ATB    |            |               |           |         |            |               |           |         |            |
| 5   | BRD    | BUY        | 10            | 11.7      | 11.999  | SELL       | 11            | 12        | 11.998  | 2.5641     |
| 6   | BVB    |            |               |           |         |            |               |           |         |            |
| 7   | CEON   | BUY        | 10            | 0.3       | 0.301   | SELL       | 15            | 0.3       | 0.299   | 0          |
| 8   | COTE   | BUY        | 62            | 75.2      | 76.864  | SELL       | 63            | 77        | 76.869  | 2.3936     |
| 9   | EBS    |            |               |           |         |            |               |           |         |            |
| 10  | DIGI   |            |               |           |         |            |               |           |         |            |
| 11  | EL     |            |               |           |         |            |               |           |         |            |
| 12  | ELMA   |            |               |           |         |            |               |           |         |            |
| 13  | FP     |            |               |           |         |            |               |           |         |            |
| 14  | M      |            |               |           |         |            |               |           |         |            |
| 15  | PBK    |            |               |           |         |            |               |           |         |            |
| 16  | ROCE   |            |               |           |         |            |               |           |         |            |
| 17  | SIF1   |            |               |           |         |            |               |           |         |            |
| 18  | SIF2   | BUY        | 11            | 1.13      | 1.156   | SELL       | 13            | 1.17      | 1.156   | 3.5398     |
| 19  | SIF3   |            |               |           |         |            |               |           |         |            |
| 20  | SIF4   |            |               |           |         |            |               |           |         |            |
| 21  | SIF5   |            |               |           |         |            |               |           |         |            |
| 22  | SNG    | BUY        | 95            | 32.75     | 32.77   | SELL       | 508           | 31.7      | 31.482  | −3.2061    |
| 23  | SNN    | BUY        | 29            | 9.01      | 9.466   | SELL       | 30            | 9.5       | 9.466   | 5.4384     |
| 24  | SNP    | BUY        | 12            | 0.32      | 0.33    | SELL       | 14            | 0.33      | 0.33    | 3.125      |
| 25  | TBM    |            |               |           |         |            |               |           |         |            |
| 26  | TEL    |            |               |           |         |            |               |           |         |            |
| 27  | TGN    | BUY        | 11            | 320       | 322.692 | SELL       | 12            | 325       | 322.731 | 1.5625     |
| 28  | TLV    |            |               |           |         |            |               |           |         |            |
| 29  | TRP    | BUY        | 36            | 0.259     | 0.259   | SELL       | 37            | 0.26      | 0.259   | 0.3861     |
Table A2. The list of all the symbols considered and the trades generated by the trading algorithm based only on the VWAP; trade data executed on the BVB on December 19, 2018.

| No. | Symbol | Trade Side | Buy Trade No. | Buy Price | Buy VWAP | Trade Side | Sell Trade No. | Sell Price | Sell VWAP | Return (%) |
|-----|--------|------------|---------------|-----------|----------|------------|---------------|------------|----------|------------|
| 1   | CMP    | BUY        | 12            | 0.87      | 0.908    | SELL       | 43            | 0.822     | 0.886    | -5.5172    |
| 2   | ALR    | BUY        | 10            | 3.28      | 3.351    | SELL       | 26            | 3.28      | 3.267    | 0          |
| 3   | ALU    | BUY        | 10            | 0.66      | 0.68     | SELL       | 19            | 0.68      | 0.676    | 3.0303     |
| 4   | ATB    | BUY        | 10            | 0.479     | 0.481    | SELL       | 14            | 0.486     | 0.48     | 1.4614     |
| 5   | BRD    | BUY        | 10            | 11.7      | 11.999   | SELL       | 11            | 12        | 11.999   | 2.5641     |
| 6   | BVB    | BUY        | 10            | 22.1      | 22.273   | SELL       | 18            | 22.2      | 22.192   | 0.4525     |
| 7   | CEON   | BUY        | 10            | 0.3       | 0.301    | SELL       | 15            | 0.3       | 0.299    | 0          |
| 8   | COTE   | BUY        | 11            | 78        | 78.5     | SELL       | 63            | 77        | 76.864   | -1.2821    |
| 9   | EBS    | BUY        | 10            | 139.05    | 141.371  | SELL       | 29            | 149       | 139.265  | 7.1557     |
| 10  | DIGI   | BUY        | 10            | 25.6      | 26.295   | SELL       | 21            | 26        | 25.84    | 1.5625     |
| 11  | EL     | BUY        | 11            | 10.7      | 10.81    | SELL       | 265           | 9.98      | 10.045   | -6.729     |
| 12  | ELMA   | BUY        | 10            | 0.141     | 0.143    | SELL       | 21            | 0.146     | 0.141    | 3.5461     |
| 13  | FP     | BUY        | 10            | 0.92      | 0.923    | SELL       | 87            | 0.914     | 0.911    | -0.6522    |
| 14  | M      | BUY        | 10            | 26.9      | 27.005   | SELL       | 13            | 27        | 26.899   | 0.3717     |
| 15  | PBK    | BUY        | 10            | 0.071     | 0.075    | SELL       | 21            | 0.074     | 0.072    | 4.8159     |
| 16  | ROCHE  | BUY        | 10            | 0.11      | 0.113    | SELL       | 15            | 0.118     | 0.113    | 7.2727     |
| 17  | SIFI1  | BUY        | 10            | 2.2       | 2.216    | SELL       | 11            | 2.26      | 2.216    | 2.7273     |
| 18  | SIFI2  | BUY        | 10            | 1.124     | 1.177    | SELL       | 13            | 1.17      | 1.156    | 4.0925     |
| 19  | SIFI3  | BUY        | 10            | 0.207     | 0.209    | SELL       | 24            | 0.207     | 0.207    | 0          |
| 20  | SIFI4  | BUY        | 10            | 0.6       | 0.603    | SELL       | 128           | 0.574     | 0.58     | -4.3333    |
| 21  | SIFI5  | BUY        | 10            | 2.05      | 2.061    | SELL       | 44            | 2.05      | 2.044    | 0          |
| 22  | SNG    | BUY        | 95            | 32.75     | 32.772   | SELL       | 508           | 31.7      | 31.482   | -3.2061    |
| 23  | SNN    | BUY        | 10            | 9.46      | 9.577    | SELL       | 30            | 9.5       | 9.466    | 0.4228     |
| 24  | SNP    | BUY        | 10            | 0.322     | 0.33     | SELL       | 14            | 0.33      | 0.33     | 2.4845     |
| 25  | TBM    | BUY        | 10            | 0.205     | 0.214    | SELL       | 15            | 0.22      | 0.213    | 7.3171     |
| 26  | TEL    | BUY        | 10            | 22.25     | 22.373   | SELL       | 51            | 22.2      | 22.111   | -0.2247    |
| 27  | TGN    | BUY        | 10            | 320       | 322.82   | SELL       | 12            | 325       | 322.692  | 1.5625     |
| 28  | TLV    | BUY        | 10            | 2.045     | 2.05     | SELL       | 146           | 2.04      | 2.026    | -0.2445    |
| 29  | TRP    | BUY        | 10            | 0.256     | 0.257    | SELL       | 12            | 0.258     | 0.257    | 0.7813     |
Figure A2. Price variation, entropy, entropy component values and trade volumes for the day of December 19, 2018, symbol SNG (Romgaz).

Figure A3. Price variation, entropy, entropy component values and trade volumes for the day of December 19, 2018, symbol SNP (OMV Petrom).
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