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Abstract—Incomplete multi-view clustering, which aims to solve the clustering problem on the incomplete multi-view data with partial view missing, has received more and more attention in recent years. Although numerous methods have been developed, most of the methods either cannot flexibly handle the incomplete multi-view data with arbitrary missing views or do not consider the negative factor of information imbalance among views. Moreover, some methods do not fully explore the local structure of all incomplete views. To tackle these problems, this paper proposes a simple but effective method, named localized sparse incomplete multi-view clustering (LSIMVC). Different from the existing methods, LSIMVC intends to learn a sparse and structured consensus latent representation from the incomplete multi-view data by optimizing a sparse regularized and novel graph embedded multi-view matrix factorization model. Specifically, in such a novel model based on the matrix factorization, a norm based sparse constraint is introduced to obtain the sparse low-dimensional individual representations and the sparse consensus representation. Moreover, a novel local graph embedding term is introduced to learn the structured consensus representation. Different from the existing works, our local graph embedding term aggregates the graph embedding task and consensus representation learning task into a concise term. Furthermore, to reduce the imbalance factor of incomplete multi-view learning, an adaptive weighted learning scheme is introduced to LSIMVC. Comprehensive experimental results performed on six incomplete multi-view databases verify that the performance of our LSIMVC is superior to the state-of-the-art IMC approaches.
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I. INTRODUCTION

REAL-WORLD data has increased dramatically not only in scale but also in modalities in recent years. Just like in daily life, we are used to describing a person from different aspects, namely height, weight, grades, income, and so on. Multi-view data from various perspectives or sources is able to represent richer semantic features of observation objects than single-view data [1]–[3]. In the area of data analysis, multi-view clustering has aroused extensive research enthusiasm [4]–[7], and researchers have developed a large amount of multi-view clustering methods in the last few years. For instance, multi-view k-means inspired by single-view k-means exploits the centroid matrices belonging to all views to jointly learn a consistent clustering indicator matrix [8]. Originated from single-view spectral clustering method, Li et al. proposed an efficient multi-view spectral clustering method, which focuses on constructing the bipartite graph with respect to the salient points and original points [9]. Another multi-view subspace clustering based method focuses on obtaining the consensus representation from the Laplacian graphs of all views, in which the Laplacian graphs are adaptively constructed from every view via the representation based self-reconstruction technique [10].

Remarkably, existing multi-view clustering methods are based on such an ideal case, where each sample has corresponding feature instances in all views. Whereas, in real practice, it might be difficult to collect the complete multi-view data whose all views are fully observed for all samples. For example, text, picture, video or audio record may be missing to varying degrees when reviewing course content [11], [12]. In the process of medical data collection, doctors will prescribe different examinations for patients according to different conditions, which means that it is difficult for us to obtain comprehensive examination data, such as magnetic resonance imaging (MRI) data and blood test reports [13]. Incomplete multi-view data brings great challenges to effective clustering [14], [15]. From the perspective of samples, the difference in the number of the available instances for all views directly leads to an imbalance in the total amount of information among samples and views. From the perspective of views, the unpaired missing views dramatically weaken the complementary information among multiple views, especially in the case where massive instances are missing. Therefore, incomplete multi-view clustering (IMC) needs to divide the samples into the corresponding categories as much as possible with the condition of insufficient and unbalanced semantic information, which is a challenging task in comparison with the conventional complete multi-view clustering methods.

Doubtlessly, traditional multi-view clustering algorithms are powerless when facing incomplete multi-view data. In this situation, a few IMC approaches have been developed to cope with the above problems. For instance, the kernel canonical correlation analysis with incomplete views (KCCA-IV) based method [16] calculates the correlation of each view in the projection space, which is superior to the state-of-the-art IMC approaches.
by restoring the kernel matrix corresponding to the incomplete view. Whereas, one obvious drawback is that the KCCA-IV needs at least one intact view with all instances. Many multi-view kernel learning-based methods [17], [18] were proposed, which redefine IMC as a joint mission (i.e., clustering and kernel matrix imputation tasks). However, these methods depend greatly on the quality of the kernels. Another strategy based on matrix factorization is gaining popularity. For example, Li et al. proposed partial multi-view clustering (PMVC) [14] that is committed to constructing the unified representation of different views in a common latent subspace by combining non-negative matrix factorization (NMF) technique. Incomplete multi-modal visual data grouping (IMG) [19] imposes the graph Laplacian constraint on the common representation to reserve the proximity relations within multiple views while getting rid of non-negative constraints. Partial multi-view subspace clustering (PMSC) [20], which is also based on PMVC like IMG, seeks to indirectly learn the self-representation from the public latent subspace instead of the initial data, expecting to reduce the impact of low-quality data on self-representation. However, these methods clearly require that part of the samples contain all view information, and another part contains only one view. To tackle the more general case of missing data, multiple incomplete views clustering (MIC) [21] forces the learning of the latent representation of all instances (including missing instances) on each view and then aggregates all individual representations to consensus latent subspace representations across all views based on the known missing distribution. Similar to MIC, online multi-view clustering (OMVC) [22] tends to fill the incomplete views with mean vectors, and then dynamically weights each instance in learning a common feature representation according to informative estimations. However, the filling strategy adopted by the above two methods may introduce additional noise. Doubly aligned incomplete multi-view clustering (DAIMC) [23] proposes a dual alignment consensus representation learning model based on the weighted matrix decomposition, that is, in addition to aligning the latent feature spaces of different views, the basis matrices are also aligned based on regularized regression.

In recent years, some view recovery based IMC methods have been designed, which provide a new strategy to address the partial multi-view learning problem. Representatively, Wang et al. provided a cycle generative adversarial network (GAN) [24] to recover the missing features and obtain the consensus clustering result simultaneously. Another deep method named COMPLETER [2] attempts to directly maximize the two views’ information entropies and their mutual information to obtain more informative representation, and a dual prediction mechanism is designed to recover the missing views. Wen et al. proposed a unified embedding alignment framework named UEAF [25], which retains the localized structure across multi-view in subspace learning by introducing a reversal graph learning model. Whereas, the UEAF assumes that the data dimension is much larger than the number of categories; the COMPLETER can only handle two-view data; and the cyclic GAN model requires sufficient paired data to learn cluster centroids. These restrictions on data greatly limit their practical applications.

To remedy aforementioned issues, we creatively propose an IMC method, named localized sparse incomplete multi-view clustering (LSIMVC) in this work. Different from many existing IMC methods, including PMVC, which have some requirements on data distribution, LSIMVC can cope with the incomplete multi-view data with all kinds of view-missing cases, where both the views and the samples can be incomplete. Specifically, the overall objective model of our LSIMVC consists of three major parts: individual sparse representation learning, adaptive multi-view learning, and graph regularized consensus representation learning. Most notably, for the designed graph embedded consensus representation learning model, we cleverly integrate the graph embedding term and consensus representation learning term into one term, which is very different from the existing works. With these three components, LSIMVC is empowered to obtain a sparse and structured consensus representation from the partial multi-view dataset for clustering. Overall, we can summarize our major contributions as follows:

1) We propose a novel and flexible IMC model named LSIMVC, which is able to cope with all types of partial multi-view data. And sufficient experimental results on six databases illustrate that LSIMVC performs better than other state-of-the-art methods.

2) In our method, a novel and effective graph regularized consensus representation learning term is designed for IMC. Specifically, very different from the existing works which use two individual terms for consensus representation learning and the exploration of local structure information of data, our graph regularized consensus representation learning term incorporates the above two tasks into one concise term. Moreover, the graph constraint is imposed on the discrepancy between the unified representation and individual representations, which is beneficial to obtain a more discriminative unified representation for a better performance.

We arrange the remaining parts of our paper as follows: In Section II, two typical IMC methods are briefly introduced: KCCA-IV and PMVC, which are related to our work. Section III first describes the proposed LSIMVC, optimization procedure, and finally further analyzes the algorithm complexity. In Section IV, comprehensive experiments confirm the effectiveness of the proposed approach. Section V gives a succinct conclusion to our work.

II. RELATED WORKS AND PRELIMINARY

Some studies have tried to deal with IMC from multiple perspectives. In this section, we first define some global notations, and then introduce two related methods, namely KCCA-IV [16] and PMVC [14]. Due to these two methods holding the specific limitations on the incompleteness of samples, we will elaborate further below.

A. Notations

For the convenience of introduction, we define some frequently-used symbols in this subsection. We let $X^{(v)} \in \mathbb{R}^{m_v \times n_v} = [x_1^{(v)}, x_2^{(v)}, \ldots, x_{n_v}^{(v)}]$ denote the input data of the $v$-th view. $n_v$ is the number of available instances in view $v$ and $m_v$ is the dimension of the $v$-th view. $X = \{X^{(v)}\}_{v=1}^{l}$ denotes the dataset, where $l$ is the number of views. $P^{(v)}$ and $U^{(v)}$ are the low-dimensional representation matrix and basis
matrix w.r.t view \( v \), respectively. And \( Q \) is the consensus representation matrix of all views. \( G^{(v)} \) represents the prior missing indicator matrix of the \( v \)-th view and \( P_{a_{i}}^{(v)} \) is the vector corresponding to the \( i \)-th sample of \( P^{(v)} \). Besides, we define operations \( \{ \| A \|_{F} = \sqrt{\sum_{i=1}^{a} \sum_{j=1}^{b} |A_{i,j}|^2}, A \in \mathbb{R}^{a \times b} \} \) as the Frobenius norm of matrix \( A \) and \( \| A \|_{1} = \sum_{i=1}^{a} \sum_{j=1}^{b} |A_{i,j}| \) as the \( l_1 \) norm of matrix \( A \) [26], [27].

B. KernelCCA With Incomplete Views (KCCA-IV)

Canonical correlation analysis (CCA) [28], [29] is a popular method for analyzing correlations between two groups of variables, but it cannot handle nonlinear data. To deal with lots of non-linear data in the real-world, the kernel CCA first utilizes the kernel method to map the features to the high-dimensional space and then maximizes the correlation of different views in the high-dimensional space [30]–[32]. For incomplete view data, the KCCA-IV requires at least one complete view (here we assume \( X^{(1)} \) is a complete view with \( n_c + n_m \) available instances and \( X^{(2)} \) is the incomplete view with \( n_c \) available instances) as basic information for incomplete kernel recovery. In KCCA-IV, the kernel matrix \( K_2 \) corresponding to \( X^{(2)} \) can be constructed as follows:

\[
K_2 = \begin{bmatrix}
K_{21}^{n_c \times n_c} & K_{21}^{n_c \times n_m} \\
(K_{21}^{n_c \times n_m})^T & K_{22}^{n_m \times n_m}
\end{bmatrix},
\]

where \( n_c \) and \( n_m \) are the number of available instances and missing instances in \( X^{(2)} \), respectively. Next, the KCCA-IV reconstructs the complete \( K_2 \) by Laplacian regularization:

\[
\min_{K_2 \succeq 0} \text{tr}(L_1 K_2) \\
\text{s.t. } K_2(i,j) = K_2^{n_c \times n_c}(i,j), \forall 1 \leq (i,j) \leq n_c,
\]

where \( L_1 = D_1 - K_1 \), and \( D_1 \) is a diagonal matrix consisting of the sum of each row in \( K_1 \). \( K_{21}^{n_c \times n_m} \in \mathbb{R}^{n_c \times n_m} \) (i.e., the upper left sub-block of \( K_2 \)) is the kernel matrix corresponding to the available instances of \( X^{(2)} \). After obtaining the complete \( K_2 \) (including all \( n_c + n_m \) instances), this approach performs the kernel CCA based on the aligned \( K_1 \) and \( K_2 \) to extract consistent low-dimensional features for subsequent clustering. Obviously, the KCCA-IV is powerless in the case where all views are incomplete.

C. Partial Multi-View Clustering

PMVC is another popular method for IMC, which is based on NMF [14]. This method divides each view into aligned and unaligned parts to construct the consensus representation learning model:

\[
\min_{P_c, \hat{P}^{(1)}, \hat{P}^{(2)}} \left\| X^{(1)} - U^{(1)} \left[ P_c, \hat{P}^{(1)} \right] \right\|_F^2 + \lambda \left\| \left[ P_c, \hat{P}^{(1)} \right] \right\|_1 + \lambda \left\| \left[ X^{(2)} - U^{(2)} \left[ P_c, \hat{P}^{(2)} \right] \right] \right\|_F^2
\]

s.t. \( U^{(1)} \geq 0, U^{(2)} \geq 0, \hat{P}^{(1)} \geq 0, \hat{P}^{(2)} \geq 0 \),

where \( X^{(1)} = [X^{(1)}, \hat{X}^{(1)}] \in \mathbb{R}^{m_1 \times (n_c + n_m)} \) and \( X^{(2)} = [X^{(2)}, \hat{X}^{(2)}] \in \mathbb{R}^{m_2 \times (n_c + n_m)} \) denote all available instances from two views, respectively. \( X^{(1)} \in \mathbb{R}^{m_1 \times n_c} \) and \( X^{(2)} \in \mathbb{R}^{m_2 \times n_c} \) denote the paired instances. \( \hat{X}^{(1)} \in \mathbb{R}^{m_1 \times n_m} \) and \( \hat{X}^{(2)} \in \mathbb{R}^{m_2 \times n_m} \) denote the unpaired instances of two views. It is no doubt that the total number of samples is \( n = n_c + n_m + n_{m2} \). \( P_c \in \mathbb{R}^{d \times n_c} \) is the common latent representation shared by \( n_c \) paired samples across two views, where \( d \) represents the dimension of latent common subspace. Similarly, \( P^{(1)} \in \mathbb{R}^{d \times n_m} \) and \( P^{(2)} \in \mathbb{R}^{d \times n_m} \) are the low-dimensional representation of the exclusive instance of view 1 and view 2, respectively. The hidden basis matrices of all views are denoted as \( U^{(1)} \in \mathbb{R}^{m_1 \times d} \) and \( U^{(2)} \in \mathbb{R}^{m_2 \times d} \).

Since the samples are divided into two parts, PMVC splits the internal structure of each view and learns common low-dimensional representations mainly based on paired samples. Besides, the performance of PMVC is, to a large extent, dependent on the number of available samples on all views. In other words, PMVC is ineffective when there are few or no available shared samples between incomplete views.

III. THE PROPOSED METHOD

As presented in the related works, PMVC and KCCA-IV are inflexible and have a very strict requirement for the processed incomplete multi-view data. In this section, we provide a novel and flexible IMC model, named LSIMVC, for the arbitrary IMC tasks with all kinds of view-missing cases. The framework of LSIMVC is shown in Fig. 1. Different from the other IMC methods, our LSIMVC focuses on learning a sparse and structured consistent latent representation from the partial multi-view data for data clustering.

A. Learning Model of LSIMVC

The NMF technique is widely used to obtain the low-dimensional representation of the original data in the field of IMC. According to the statistics, there are two approaches to calculate such a common representation across all views. The one approach directly factorizes the raw multi-view data into a unified representation based on the weighted matrix factorization model with the prior missing-view indicator matrix as weights, where the representative works are OMVC and DAIMC. In another approach, the original multi-view data are decomposed into several individual representations concerning all views and then these individual representations are put towards a consensus representation. The representative works belonging to the second approach are MIC and Graph regularized partial multi-view clustering (GPMVC) [33]. Generally speaking, the second approach provides more freedom than the first approach in learning the clustering-friendly consensus representation. Specifically,
I, ∈ is the pre-constructed index matrix based on the cX and can and n are the feature dimension and the number of samples in common subspace, respectively. Q is the common consistency representation, and G(v) is the pre-constructed index matrix based on the vth view’s prior missing information.

For the incomplete multi-view data, a naive framework for learning the consensus representation from the individual representations of different views can be expressed as the following matrix factorization model:

\[
\begin{align*}
\min_{\{P^{(v)}, U^{(v)}\}} \sum_{v=1}^{V} \left( \|X^{(v)} - U^{(v)}P^{(v)}\|_F^2 + \lambda \|P^{(v)} - QG^{(v)}\|_F^2 \right) \\
\text{s.t. } U^{(v)}U^{(v)\top} = I,
\end{align*}
\]

(4)

where \(X^{(v)} \in \mathbb{R}^{m_v \times n_v}\) represents the existing instances of the v-th view, \(m_v\) and \(n_v\) are the feature dimension and the number of un-missing instances from the v-th view, respectively. \(I\) is the number of views, \(U^{(v)} \in \mathbb{R}^{m_v \times c}\) and \(P^{(v)} \in \mathbb{R}^{c \times n_v}\) denote the basis matrix for latent subspace and the corresponding low-dimensional representation of the v-th view, respectively. \(c\) is the number of clusters and \(Q\) is the common consistency representation. \(G^{(v)}\) is the pre-constructed index matrix for the v-th view.

As shown in (4), with the constraint of \(G^{(v)}\), the individual representations \(P^{(v)}\) of all views can be aggregated into the consensus representation \(Q\). And by introducing the orthogonal basis matrix constraint, the trivial solution of \(U^{(v)}\) can be avoided. Generally speaking, the practical significance of multi-view clustering comes from the diversity of sample descriptions in the real-world. It is worth noting that different views may have different emphasis on the observation of the same object.

Moreover, for incomplete multi-view data, the numbers of the available instances in different views may vary greatly. These indicate that the discriminabilities of information from different views may be unbalanced. In addition, it is easy to observe that the zero-one label matrix widely used in the pattern classification or clustering tasks is actually a very sparse matrix, which reflects a good distinction between different classes. So it is beneficial to obtain sparse representations for different views. To this end, we transform model (4) into the following new model by taking into account the factor of information imbalance among views [34] and sparse representation properties:

\[
\begin{align*}
\min_{\{P^{(v)}, U^{(v)}\}} \sum_{v=1}^{V} \left( \|X^{(v)} - U^{(v)}P^{(v)}\|_F^2 + \beta \|P^{(v)}\|_1 + \lambda \|P^{(v)} - QG^{(v)}\|_F^2 \right) \\
\text{s.t. } U^{(v)}U^{(v)\top} = I, \quad \alpha_v = 1, 0 \leq \alpha_v \leq 1,
\end{align*}
\]

(6)
where $\alpha_v$ is the weight of the $v$-th view. Parameter $r > 1$ is introduced to control the smooth distribution of weights. And $\beta$ is defined as a positive penalty parameter for the corresponding regularization item.

Importantly, the manifold structure information of individual view can guide the learning of consensus representations effectively, which is widely used in many clustering methods [4], [33], [35]. Conventional approach generally imposes a Laplacian constraint on the consensus representation or individual representations of all views based on the nearest neighbor graph. For example, GPMVC introduces the constraint $\lambda_1 Tr(P^{(v)} L^{(v)} P^{(v)T})$ to capture the local structures of all views, where $L^{(v)}$ denotes the Laplacian graph based on the prebuilt K-nearest neighbor graph from the present instances of the $v$-th view. Different from this conventional graph embedding constraint, we introduce a new fusion graph embedding constraint on the consensus representation learning term to preserve the local structure of all views. As a result, the new objective function of our LSIMVC is rewritten as follows:

$$
\min_{\Psi} \sum_{v=1}^{l} \alpha_v \left( \left\| X^{(v)} - U^{(v)} P^{(v)} \right\|_F^2 + \beta \left\| P^{(v)} \right\|_1 \right)
$$

s.t. $U^{(v)T} U^{(v)} = I$, $0 \leq \alpha_v \leq 1$, $\sum_{v=1}^{l} \alpha_v = 1, \quad (7)$

where $\Psi = \{\{U^{(v)}, P^{(v)}\}_{v=1}^{l}, \alpha, Q\}$ represents the set of unknown variables. $W^{(v)}$ is a fused graph composed of an identity matrix and a similarity graph whose elements represent the similarity degree of the corresponding two samples. Let $S^{(v)} \in \mathbb{R}^{n_v \times n_v}$ $(W_{i,j}^{(v)} = 0)$ be the prebuilt similarity graph of the $v$-th view, we can obtain the fused graph $W^{(v)}$ as follows:

$$W^{(v)} = \gamma S^{(v)} + I, \quad (8)$$

where $\gamma$ is a fusion weight with positive value.

Our graph embedding constraint is motivated by the following observation: if instances $x_i^{(v)}$ and $x_j^{(v)}$ are nearest neighbors, then their new representations $\{P_{i,j}^{(v)}, P_{j,i}^{(v)}\}$ and the corresponding consensus representations $\{Q G_{i,j}^{(v)}, Q G_{j,i}^{(v)}\}$ should also be nearest neighbors to each other in the subspace. Interestingly, if we set $\gamma = 0$, then model (7) will degrade to the previous model (6). With a positive weight $\gamma > 0$, model (7) can explore the structure information stored in the graph $S^{(v)}$ to acquire a more discriminative structured representation for clustering. For simplicity, we set $\gamma = 1$ in model (8). Moreover, it is easy to observe a different point between the proposed graph embedding approach and the conventional graph embedding approach: our graph is imposed on the distance of cross-view-representation (i.e., between each individual representation and the consensus representation) rather than just on the individual representations or consensus representation of the same sample, which is beneficial to obtain a more discriminative structured consensus representation. In particular, in our work, we simply choose the well-known ‘Gaussian kernel’ to generate the similarity graph $W^{(v)}$, in which the $(i, j)$-th element can be calculated as follows:

$$W_{i,j}^{(v)} = \begin{cases} 1, & i = j \\ k \left( x_i^{(v)}, x_j^{(v)} \right), & i \neq j, \end{cases} \quad (9)$$

where $x_i^{(v)}$ and $x_j^{(v)}$ denote the $i$-th and $j$-th available instance of $v$-th view, $k(x_i^{(v)}, x_j^{(v)}) = e^{-\frac{\|x_i^{(v)} - x_j^{(v)}\|^2}{2\sigma^2}}$ is the Gaussian kernel function for measuring the distance between $x_i^{(v)}$ and $x_j^{(v)}$, where $\sigma$ is a scale parameter.

B. Solution to LSIMVC

Problem (7) is a representative constrained multi-variables optimization problem concerning variables $\{U^{(v)}, P^{(v)}\}_{v=1}^{l}, \alpha, \text{and } Q$. In our work, we provide an iterative algorithm that alternately solves the local optimal solution. And then the difficult optimization problem (7) is decomposed into four simple subproblems with respect to these variables as follows:

1. $P_{\text{w.r.t. } U^{(v)}}$: According to the alternating iterative optimization algorithm, we can set variables $\{P^{(v)}\}_{v=1}^{l}, \{U^{(v)}\}_{v=1}^{l}, \alpha, \text{and } Q$, and $\lambda$ as the given constants and then solve the following subproblem with respect to variable $U^{(v)}$:

$$\min_{U^{(v)T} U^{(v)} = I} \left\| X^{(v)} - U^{(v)} P^{(v)} \right\|_F^2, \quad (10)$$

According to the orthogonal constraint $U^{(v)T} U^{(v)} = I$, problem (10) can be converted to the following formula:

$$\max_{U^{(v)T} U^{(v)} = I} Tr \left(U^{(v)T} X^{(v)} P^{(v)T}\right), \quad (11)$$

Following [36], [37], we can obtain the optimal $U^{(v)}$ as follows:

$$U^{(v)} = M^{(v)} N^{(v)T}. \quad (12)$$

where $M^{(v)}$ and $N^{(v)}$ are the singular matrices obtained by conducting the singular value decomposition (SVD) on matrix $X^{(v)} P^{(v)T}$, i.e., $X^{(v)} P^{(v)T} = M^{(v)} \Sigma N^{(v)T}$, where $\Sigma$ is a diagonal matrix whose diagonal elements denote the singular values of matrix $X^{(v)} P^{(v)T}$.

2. $P_{\text{w.r.t. } P^{(v)}}$: Similar to Step 1, we can fix variables $\{P^{(k)}\}_{k \neq v, k=1}^{l}, \{U^{(v)}\}_{v=1}^{l}, \alpha, \text{and } Q$, and then solve the following subproblem with respect to variable $P^{(v)}$:

$$\min_{P^{(v)}} \left\| X^{(v)} - U^{(v)} P^{(v)} \right\|_F^2 + \beta \left\| P^{(v)} \right\|_1 + \lambda \sum_{i=1}^{n_v} \sum_{j=1}^{n_v} \left\| P_{i,j}^{(v)} - Q G_{i,j}^{(v)} \right\|_2^2 W_{i,j}^{(v)}, \quad (13)$$

For the last term of problem (13), the following equivalent formula satisfies:

$$\sum_{i=1}^{n_v} \sum_{j=1}^{n_v} \left( T r \left(P_{i,j}^{(v)} P_{i,j}^{(v)T} \right) W_{i,j}^{(v)} - 2 T r \left(P_{i,j}^{(v)} G_{i,j}^{(v)} Q_{i,j}^{(v)T} \right) W_{i,j}^{(v)} + T r \left(Q G_{i,j}^{(v)} G_{i,j}^{(v)T} W_{i,j}^{(v)} \right) \right)$$
\[\begin{align*}
&= \text{Tr} \left( P^{(v)} D^{(v)} P^{(v)T} \right) + \text{Tr} \left( Q G^{(v)} D^{(v)} G^{(v)T} Q^T \right) \\
&\quad - 2 \text{Tr} \left( P^{(v)} W^{(v)} G^{(v)T} Q^T \right),
\end{align*}\]  

(14)

where \(D^{(v)}\) is a diagonal matrix calculated as \((D^{(v)})_{i,i} = \sum_{i=1}^{n_v} W_{i,j} = \sum_{j=1}^{n_v} W_{i,j}\) since graph matrix \(W^{(v)}\) has a symmetric structure [38].

Substituting (14) into (13), the following equivalent problem can be obtained:

\[
\begin{align*}
&\min_{P^{(v)}} \left\| X^{(v)} - U^{(v)} P^{(v)} \right\|^2_F + \beta \left\| P^{(v)} \right\|_1 \\
&\quad + \lambda \left( \text{Tr} \left( P^{(v)} D^{(v)} P^{(v)T} \right) - 2 \text{Tr} \left( P^{(v)} W^{(v)} G^{(v)T} Q^T \right) \right) \\
&\quad \Rightarrow \min_{P^{(v)}} \text{Tr} \left( X^{(v)} X^{(v)T} \right) + \text{Tr} \left( P^{(v)} P^{(v)T} \right) \\
&\quad - 2 \text{Tr} \left( P^{(v)} X^{(v)T} U^{(v)} \right) + \beta \left\| P^{(v)} \right\|_1 \\
&\quad + \lambda \left( \text{Tr} \left( P^{(v)} D^{(v)} P^{(v)T} \right) - 2 \text{Tr} \left( P^{(v)} W^{(v)} G^{(v)T} Q^T \right) \right) \\
&\quad \Rightarrow \min_{P^{(v)}} \text{Tr} \left( P^{(v)} \left( I + \lambda D^{(v)} \right) P^{(v)T} \right) + \beta \left\| P^{(v)} \right\|_1 \\
&\quad - 2 \text{Tr} \left( P^{(v)} X^{(v)T} U^{(v)} \right) + \lambda W^{(v)} G^{(v)T} Q^T \\
&\quad \Rightarrow \min_{P^{(v)}} \text{Tr} \left( P^{(v)} H^{(v)} P^{(v)T} \right) + \beta \left\| P^{(v)} \right\|_1 \\
&\quad - 2 \text{Tr} \left( P^{(v)} B^{(v)} \right),
\end{align*}\]  

(15)

where \(H^{(v)} = I + \lambda D^{(v)}\) and \(B^{(v)} = X^{(v)T} U^{(v)} + \lambda W^{(v)} G^{(v)T} Q^T\). Interestingly, we can find that \(H^{(v)}\) is also a diagonal matrix with all diagonal elements greater than 0. Therefore, we can equivalently convert problem (15) to problem (16):

\[
\begin{align*}
&\min_{U^{(v)}} \text{Tr} \left( P^{(v)} \left( H^{(v)} \right)^{\frac{1}{2}} P^{(v)T} \right) + \beta \left\| P^{(v)} \right\|_1 \\
&\quad - 2 \text{Tr} \left( P^{(v)} \left( H^{(v)} \right)^{\frac{1}{2}} \left( H^{(v)} \right)^{\frac{1}{2}} B^{(v)} \right) \\
&\quad \Rightarrow \min_{P^{(v)}} \text{Tr} \left( P^{(v)} \left( H^{(v)} \right)^{\frac{1}{2}} - B^{(v)T} \left( H^{(v)} \right)^{\frac{1}{2}} B^{(v)} \right) + \beta \left\| P^{(v)} \right\|_1 \\
&\quad \Rightarrow \min_{P^{(v)}} \sum_{i=1}^{n_v} \text{Tr} \left( P^{(v)}_i - B^{(v)T}_i \right) + \beta \left\| P^{(v)}_i \right\|_1 \\
&\quad \Rightarrow \min_{P^{(v)}} \sum_{i=1}^{n_v} \frac{\beta}{2H_{i,i}} \left\| P^{(v)}_i \right\|_1 + \frac{1}{2} \left\| \left( P^{(v)}_i - B^{(v)T}_i \right)_i \right\|_2^2.
\end{align*}\]  

(16)

Problem (16) can be regarded as \(n_v\) sparse regularized optimization problems with respect to all columns of \(P^{(v)}\). For each subproblem with respect to any columns of \(P^{(v)}\) in problem (16), we can formulate the closed-form solution as follows based on the shrinkage operator [39], [40]:

\[
P^{(v)}_{i,:} = \max \left( 0, \frac{\left( B^{(v)T}_i \right)_i}{H_{i,i}} - \frac{\beta}{2H_{i,i}} \right)
\]

\[
+ \min \left( 0, \frac{\left( B^{(v)T}_i \right)_i}{H_{i,i}} + \frac{\beta}{2H_{i,i}} \right).
\]  

(17)

where \(\max (0, a)\) sets all elements in vector \(a\) less than 0 to 0. \(\min (0, a)\) sets all elements in vector \(a\) larger than 0 to 0. 

**P3 w.r.t. \(Q\):** Similarly, by ignoring the items that are unrelated to variable \(Q\), we can obtain the following subproblem:

\[
\min_{Q} \sum_{v=1}^{l} \alpha_v \left( \sum_{i=1}^{n_v} \sum_{j=1}^{n_v} \left\| P^{(v)}_i \right\|_2 \right) W_{i,j}^{(v)}.
\]  

(18)

Substituting (14) into (18) and further removing the irrelevant items to variable \(Q\), we obtain:

\[
\min_{Q} \sum_{v=1}^{l} \alpha_v \left( \text{Tr} \left( Q G^{(v)} D^{(v)} G^{(v)T} Q^T \right) - 2 \text{Tr} \left( P^{(v)} W^{(v)} G^{(v)T} Q^T \right) \right)
\]

\[
\Rightarrow \min_{Q} \text{Tr} \left( Q \left( \sum_{v=1}^{l} \alpha_v G^{(v)} D^{(v)} G^{(v)T} \right) Q^T \right) \\
\quad - 2 \text{Tr} \left( Q^T \sum_{v=1}^{l} \alpha_v P^{(v)} W^{(v)} G^{(v)T} Q^T \right).
\]  

(19)

From problem (19), we can first calculate its partial derivative w.r.t. variable \(Q\) and then set that partial derivative to zero. As a result, the optimal solution of (19) is:

\[
Q = \left( \sum_{v=1}^{l} \alpha_v P^{(v)} W^{(v)} G^{(v)T} \right)^{-1} \left( \sum_{v=1}^{l} \alpha_v G^{(v)} D^{(v)} G^{(v)T} \right)^{-1}.
\]  

(20)

**P4 w.r.t. \(\alpha\):** We first suppose:

\[
e_v = \left\| X^{(v)} - U^{(v)} P^{(v)} \right\|^2_F + \beta \left\| P^{(v)} \right\|_1 \\
\quad + \lambda \sum_{i=1}^{n_v} \sum_{j=1}^{n_v} \left\| P^{(v)}_{i,:} - Q G^{(v)}_{i,:} \right\|_2^2 W_{i,j}^{(v)},
\]  

and then we can obtain the following optimization subproblem by fixing all the other variables:

\[
\min_{\alpha} \sum_{v=1}^{l} \alpha_v e_v
\]

s.t. 1 \geq \alpha_v \geq 0, \sum_{v=1}^{l} \alpha_v = 1.

(22)

For problem (22), it is effortless for us to acquire the following closed-form solution [40]:

\[
\alpha_v = \frac{e_v^{1/(1-r)}}{\sum_{v=1}^{l} e_v^{1/(1-r)}}.
\]  

(23)
Algorithm 1: LSIMVC (Solving (7))

Input: Incomplete multi-view data \( \{X^{(v)}\}_{v=1}^{t} \) with view-presence information, parameters \( \lambda, \beta, \) and \( r \).

Initialization: Construct \( \{G^{(v)}\}_{v=1}^{t} \) according to the view-presence information and construct the similarity graph \( \{W^{(v)}\}_{v=1}^{t} \) according to the k-nearest neighbor graph construction scheme. Initialize \( \{U^{(v)}\}_{v=1}^{t} \) as an orthogonal matrix with random values and set \( P^{(v)} = U^{(v)T}X^{(v)} \). Set \( \alpha = 1 \) with all elements as 1.

while not converged do
1: Update \( Q \) using (20).
2: Update \( \{U^{(v)}\}_{v=1}^{t} \) by solving (11).
3: Update \( \{P^{(v)}\}_{v=1}^{t} \) using (17).
4: Update \( Q \) using (23).
end while

Output: \( U \)

According to the popular alternating optimization scheme, by iteratively calculating the above variables via the above four steps, i.e., P1-P4, we can obtain the local optimal solutions for problem (7). The whole procedures for optimizing objective problem (7) are summarized in the following Algorithm 1.

### C. Computational Complexity Analysis

For the optimization algorithm listed in Algorithm 1, its computational complexity is the summation of the computational complexities with respect to steps P1-P4. For step P1, the major computational operation is SVD on matrix \( X^{(v)}P^{(v)T} \), which costs about \( O(m_v^2c^2) \) for the \( v \)-th view. Therefore, the computational complexity of P1 for all views is about \( O(\sum_{v=1}^{t} m_v^2c^2) \). For P2 and P4, it is obvious that there are no high computational operations in the two steps and thus we can ignore their computational complexities. For P3 w.r.t. \( Q \), there is a matrix inverse operation with the computational complexity of about \( O(n^3) \) for the matrix \( \sum_{v=1}^{t} \alpha_v G^{(v)}D^{(v)}G^{(v)T} \) with the size of \( n \times n \). But interestingly, matrix \( \sum_{v=1}^{t} \alpha_v G^{(v)}D^{(v)}G^{(v)T} \) is a positive diagonal matrix indeed and its inverse matrix can be efficiently obtained by computing the reciprocal of the diagonal elements, so we also consider the computational complexity of P3 to be negligible. Finally, the total computational complexity of Algorithm 1 is about \( O(t \sum_{v=1}^{t} m_v^2c^2) \), where \( t \) denotes the convergent step or the maximum iteration number.

IV. EXPERIMENTS AND ANALYSIS

In this section, we compare multiple top-performing IMC methods on diverse datasets to verify the effectiveness of the LSIMVC.

### A. Experiment Settings

**Compared methods:** We select eleven popular methods in the field of IMC to compare with our model. In addition to MIC [21], OMVC [22], DAIMC [23], UEAF [25], and COMPLETER [2]

### TABLE I

| Database   | # Class | # View | # Samples | # Features |
|------------|---------|--------|-----------|------------|
| Handwritten| 10      | 5      | 2000      | 76216/64/240/47 |
| BBCSport   | 5       | 4      | 116       | 1991/2063/2113/2158 |
| 3 Sources  | 6       | 3      | 169       | 3560/363/3068 |
| Caltech7   | 7       | 6      | 1474      | 48/40/254/1984/512/928 |
| NH_face    | 5       | 3      | 4660      | 6750/2000/5304 |
| Animal     | 50      | 2      | 10158     | 4096/4096 |

mentioned in the introduction, the other five methods are as follows:

1) Best single view (BSV) [19]: As a common baseline method, BSV does nothing to the missing instances except populate them with the average instance calculated by other available instances of the same view. Then, k-means is performed on each view separately and the optimal clustering result is selected.

2) Concat [19]: Concat is another typical baseline approach based on a naive information fusion strategy, which first aligns all views with the same filling method as the BSV and splices all instances belonging to the same sample directly to get a unified representation.

3) One-pass incomplete multi-view clustering (OPIMC) [41]: OPIMC attempts to combine regularized matrix factorization and weighted matrix factorization to learn a common clustering indicator matrix (consensus representation), and proposes a chunk optimization method to reduce computational and storage complexity in larger datasets.

4) Multiple kernel k-means with incomplete kernels (MKKM-IK-MKC) [18]: MKKM-IK-MKC can simultaneously perform kernel completion and clustering instead of two-stage, and it does not need at least one complete kernel.

5) Perturbation-oriented incomplete multi-view clustering (PIC) [42]: PIC learns the consensus Laplacian matrix of multiple views according to spectral perturbation theory and partitions data by spectral clustering method to get the final clustering result.

6) Robust multi-view clustering with incomplete information (SURE) [43]: SURE is a unified deep framework, based on noise-robust contrastive learning, for view-misalignment and view-incompleteness problems in multi-view clustering.

The above comparison methods, except BSV, Concat, COMPLETER, and SURE, belong to three types of typical IMC methods, i.e., multi-kernel learning based method (MKKM-IK-MKC), spectral clustering based method (PIC), and matrix decomposition based method (MIC, OMVC, OPIMC, etc.). It should be pointed out that the COMPLETER and SURE are only applicable to the two-view incomplete dataset, so we just evaluate their performance on the Animal dataset. The specific evaluation results are given in the next subsection.

**Datasets:** In this paper, we select six multi-view datasets to verify the effectiveness of our proposed method. The detailed information of these datasets is listed in Table I.

1) Handwritten digit [44]: The Handwritten digit dataset has gradually become one of the most popular datasets for IMC tasks. It contains 2000 images, with 10 categories from ‘0’ to “Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
‘9’ and each image is observed from six perspectives. In this paper, we select five views, whose dimensions are 76, 216, 64, 240, and 47, to evaluate those approaches.

2) **BBCSport** [45]: The BBCSport dataset comes from the BBCSport website and includes 773 documents covering five sports. And each document is divided into four parts, namely four views. In our experiments, we select 116 documents from the original dataset as our evaluation data.

3) **3 Sources** [45]: The original 3 Sources dataset contains 948 texts divided into six categories, which is from 3 text databases such as the BBC. In the paper, we experiment on a subset with 169 samples covering all three views.

4) **Caltech7** [8]: Caltech7 is derived from Caltech101 [46], which contains 1474 images with seven categories, such as ‘dollar bill,’ ‘Garfield,’ ‘stop sign,’ ‘Snoopy,’ ‘faces,’ ‘motorbikes,’ and ‘Windsor chair’. All images were featured in six ways, i.e., LBP, Gist [47], Hog [48], Cenhist, Gabor, and wavelet-moments.

5) **NH_face** (Notting Hill face) [49]: As a subset of the NH database derived from the movie ‘Notting Hill,’ NH_face is composed of 4660 samples from five persons [50], and each image, with the size of 40×50, is described by three kinds of features, i.e., Gabor, gray pixels features, and LBP.

6) **Animal** [46], [51]: The Animal is a large database with 10158 images across 50 classes. There are two types of features extracted by deep neural networks, i.e., DECAF [52] and VGG19 [53], in the Animal database.

**Incomplete multi-view data construction**: The above six databases are all complete multi-view data. In the experiment, we adopt two approaches to construct incomplete data for evaluation. We randomly select 30%, 50%, and 70% instances of each view for the Handwritten database and 10%, 30%, and 50% of each view’s instances for the BBCSport, 3 Sources, Caltech7, and NH_face databases as the missing instances. And we guarantee that at least one view is available for any samples. Since the Animal database contains only two views, it is difficult to build a large proportion of incomplete data (i.e., the maximum missing proportion is 50%) while maintaining the same amount of available samples [54]. A better option is to construct a special incompleteness case where some samples are view-complete. We randomly select 30%, 50%, and 70% samples with the complete view (named paired samples) and randomly delete one view of the remaining samples on the premise that the number of available instances from each view is approximately equal.

**Evaluation**: Same as other IMC works [8], [23], [33], we also adopt clustering accuracy (ACC), normalized mutual information (NMI), and purity as metrics to evaluate the performance of the aforementioned methods. Simply put, the higher the values of the metrics, the better the clustering effect. Taking into account the parameter sensitivity of these methods, we iteratively search for the optimal parameters one by one in a given set of parameters. Meanwhile, in order to avoid the randomness of the results to the greatest extent, we randomly generate a group of masks for each original database at each missing rate and calculate the average performance of the methods on these incomplete databases as the final results.

**B. Experimental Results and Analysis**

Table II- Table IV list the experimental results on different incomplete datasets, including the mean and standard deviation value of ACC (%), NMI (%), and purity (%). We can further obtain the following observations and analysis from the tables.

1) Obviously, by comparing the state-of-the-art methods listed in tables, our proposed method almost achieves the best performance. For example, on the widely used Handwritten database with a 30% missing rate, the proposed method achieves approximately 10%, 3%, and 8% performance improvements over the second-best method (i.e., PIC) in terms of ACC, NMI, and purity, respectively. In addition, on the large-scale Animal dataset with 70% paired samples, the proposed method is also far superior to the second place in the three measures, i.e., 8.41% ACC over DAIMC, 7.22% NMI over BSV, and 7.05% purity over DAIMC.

2) In addition to our LSIMVC, PIC and UEAF also exhibit competitive performance on different databases. The PIC and UEAF exploit local information of data to varying degrees in the process of consensus representation learning. Specifically, PIC transforms the problem from feature missing into similarity information missing of graph space; UEAF utilizes the non-negative similarity graph which preserves the similarity of any two samples to induce low-dimensional representation learning. Therefore, we can confirm that taking full advantage of the internal structure of the data plays a positive role in improving the performance of IMC.

3) It can be clearly observed from tables that the experimental results of all methods have the same law, that is, for the Animal database, all three indicators’ values increase with the increase of the rate of paired samples, and for other databases with randomly removed samples, the indicators show a downward trend as the view missing rate increases. This phenomenon demonstrates that it becomes more and more difficult to learn and represent the consistent information shared among multi-view as the view missing rate increases.

4) Both deep methods (COMPLETER and SURE) show unsatisfactory performance on the Animal dataset, especially on the ACC metric, although we experiment with the open-source codes of these two methods and fine-tune them based on the recommended parameters (For SURE, the result we obtained is better than that in [43]). We consider the following two possible reasons: On the one hand, since both views of the Animal dataset are the high-level features extracted from the deep neural network, overfitting occurs on the two deep methods using autoencoders; on the other hand, the contrastive learning strategy adopted by these two methods destroys the original nearest neighbor structure of the dataset.

As shown in Fig. 4, in order to observe their clustering performance more intuitively, we represent the final clustering representation of different approaches via t-SNE [55] on the Handwritten database when 30% of instances are removed. Obviously, from the distribution of the samples, the representation obtained by our method shows better intra-class compactness and inter-class separation, which benefits from our method’s ability to preserve the original structure of the data. It should
**TABLE II**

| Dataset       | Method/Model | Accuracy (%) | NMI (%) | Parity (%) |
|---------------|--------------|--------------|----------|------------|
| BBCSport      | BSV          | 58.62±2.94   | 51.31±3.53 | 44.05±1.78 |
|               | ConCat       | 70.69±7.76   | 58.12±2.87 | 18.51±1.19 |
|               | MIC          | 51.21±4.21   | 46.21±4.70 | 37.69±4.08 |
|               | DADMC        | 68.24±2.59   | 43.95±1.50 | 36.89±5.99 |
|               | OMVC         | 53.33±6.63   | 51.86±5.06 | 49.78±10.91|
| MEK-IK-MKC    | 77.15±1.01   | 75.66±3.01   | 67.07±3.51 |            |
| PICS          | 75.52±1.37   | 74.48±2.32   | 69.48±6.02 |            |
| USEAP         | 78.29±2.94   | 77.52±1.08   | 73.07±4.85 |            |
| Ours          | 80.99±3.69   | 78.79±1.68   | 72.07±2.25 |            |

**TABLE III**

| Dataset       | Method/Model | Accuracy (%) | NMI (%) | Parity (%) |
|---------------|--------------|--------------|----------|------------|
| 3Sources      | BSV          | 50.96±2.69   | 47.38±1.07 | 39.24±1.08 |
|               | ConCat       | 53.54±5.80   | 46.76±1.99 | 36.78±4.43 |
|               | MIC          | 41.13±2.63   | 36.76±1.61 | 29.83±4.38 |
|               | DADMC        | 56.33±3.24   | 52.63±4.63 | 50.73±3.87 |
|               | OMVC         | 49.37±9.57   | 41.11±4.31 | 39.93±6.63 |
| MEK-IK-MKC    | 54.44±1.03   | 50.49±5.81   | 47.24±2.68 |            |
| PICS          | 71.81±4.59   | 70.29±4.25   | 65.50±4.35 |            |
| USEAP         | 68.02±2.73   | 53.65±2.60   | 53.42±4.35 |            |
| Ours          | 74.79±1.44   | 74.32±2.45   | 67.57±4.17 |            |

**TABLE IV**

| Dataset       | Method/Model | Accuracy (%) | NMI (%) | Parity (%) |
|---------------|--------------|--------------|----------|------------|
| Handwritten   | BSV          | 51.49±2.29   | 38.24±2.21 | 27.15±1.31 |
|               | ConCat       | 55.48±2.15   | 42.19±3.90 | 28.10±1.75 |
|               | MIC          | 73.29±3.41   | 61.27±3.16 | 41.34±2.69 |
|               | DADMC        | 86.73±0.79   | 71.89±2.08 | 60.44±4.86 |
|               | OMVC         | 55.00±0.06   | 36.00±3.40 | 29.80±6.03 |
| MEK-IK-MKC    | 74.33±0.74   | 70.34±1.95   | 67.15±3.22 |            |
| PICS          | 83.00±0.71   | 70.68±2.43   | 55.50±3.19 |            |
| USEAP         | 58.30±1.47   | 55.11±1.86   | 55.89±3.11 |            |
| Ours          | 59.23±2.37   | 57.61±1.45   | 54.67±1.97 |            |

| Animal        | BSV          | 42.05±2.20   | 38.42±1.87 | 27.51±1.31 |
|               | ConCat       | 42.07±2.00   | 38.42±1.75 | 27.51±1.31 |
|               | MIC          | 43.28±4.38   | 38.42±1.75 | 27.51±1.31 |
|               | DADMC        | 50.18±2.18   | 53.37±1.36 | 56.21±1.75 |
|               | OMVC         | 54.21±2.18   | 53.37±1.36 | 56.21±1.75 |
| MEK-IK-MKC    | 51.77±0.48   | 57.78±3.08   | 61.18±1.50 |            |
| PICS          | 59.94±0.78   | 68.64±1.55   | 57.67±1.03 |            |
| USEAP         | 47.53±1.12   | 51.86±1.68   | 58.19±3.04 |            |
| Ours          | 50.77±2.68   | 53.84±2.75   | 56.92±1.95 |            |

**TABLE V**

| Dataset       | Method/Model | Accuracy (%) | NMI (%) | Parity (%) |
|---------------|--------------|--------------|----------|------------|
| Handwritten   | BSV          | 71.93±1.77   | 69.53±1.37 | 66.87±1.11 |
| Animal        | BSV          | 42.05±2.20   | 38.42±1.87 | 27.51±1.31 |
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database with 30% and 50% absence rates, respectively. Obviously, our LISMVC can achieve a satisfactory clustering result on the BBCSport database if we set parameter $r$ from $[2, 7]$. And on the Caltech7 database, the selection of parameter $r$ can hardly cause fluctuations of ACC.

Since there are significant differences in not only the description objects but also the feature extraction approaches, the optimal parameter combination of the same model presents diversity distribution on different databases. For example, it is not appropriate to impose a relatively large smoothing parameter when the database has views that are equally discriminating. To the best of our knowledge, How to adaptively select the most appropriate parameters according to the characteristics of different datasets to obtain the best clustering results is still worth exploring. Typically, we search for the optimal value of each parameter in its predefined parameter spaces by fixing the other parameters in the combination.

D. Ablation Experiments

To verify the effectiveness of each component of our LISMVC, we conduct ablation experiments on the BBCSport and 3Sources databases. On the basis of (7), we respectively remove the adaptive weighted coefficient $\alpha^r$, the sparse constraint term $\beta\|P^{(v)}\|_1$, and the graph embedding constraint by simply setting $W_{i,j}^{(v)}$ to construct the according degraded methods, i.e., ‘LSIMVC w/o Weight,’ ‘LSIMVC w/o Sparsity,’ and ‘LSIMVC w/o Graph’. As shown in Table V, all three degraded methods achieve lower performance than the complete LSIMVC. And it is easy to find that the performance of the LSIMVC without graph embedding constraint is greatly lower than that of the complete method, which indicates that learning the local structure within view can significantly improve the clustering performance. Overall, above phenomena fully verify the effectiveness of the three components in our LSIMVC.

E. Convergence Analysis

Theoretical: Recalling the optimization steps in Section III, we divide the optimization problem of the target model (7) with variables $\{U^{(v)}, P^{(v)}\}_{v=1}^{L}, Q, R$ into four sub-problems, and iteratively optimize $U^{(v)}, P^{(v)}, Q$, and $R$ in turn. For each optimization subprocess, we optimize the objective function with a single variable so that the value of the objective function is monotonically non-increasing. Therefore, during the complete iterative optimization process, the value of the objective function is monotonically non-increasing with 0 as the lower bound.

Experimental: Fig. 5 shows the changing trend of the objective function value and ACC with the number of iterations on the BBCSport database and Caltech7 database where the missing-view rates are set as 30% and 50%, respectively. From Fig. 5, we can observe that as the number of iterations increases, the objective function value decreases rapidly, and the ACC presents a significant upward trend and quickly reaches a stable level. It is worth noting that in Fig. 5(a), the upward trend of the ACC curve is not strictly monotonically increasing. This is because in the step-by-step optimization process, the variables

C. Parameter Sensitivity Analysis

In addition to the parameter $\gamma$, which is set to 1, the proposed LSIMVC contains three adjustable parameters, i.e., $\lambda$, $\beta$, and $r$, where $\lambda$ and $\beta$ are penalty parameters, and $r$ is a smoothing parameter. In order to obtain the optimal parameters, we conduct the grid parameters search approach on each database [56]. In this subsection, we analyze the sensitivity of ACC w.r.t. these three parameters on two incomplete multi-view datasets, i.e., the BBCSport with a 30% missing rate and Caltech7 with a 50% missing rate.

For parameters $\lambda$ and $\beta$, we define candidate sets $\{10^0| - 7 \leq x \leq 5, x \in Z\}$ and $\{10^2| - 8 \leq x \leq 5, x \in Z\}$, respectively. Fig. 2 shows the relationship between ACC (%) and the two penalty parameters on the two databases by fixing parameter $r$. For instances, on the BBCSport database, we can obtain relatively optimal clustering results when selecting parameters $\lambda \in [10^{-1}, 10^0]$ and $\beta \in [10^{-8}, 10^{-2}]$, respectively. For the Caltech7 database, when parameters $\lambda$ and $\beta$ locate in the range of $[10^{-7}, 10^0]$ and $\in [1, 10^0]$, respectively, it is easier for us to obtain a satisfied clustering performance. The above experiments show that the proposed LISMVC is insensitive to the penalty parameters $\lambda$ and $\beta$ to some extent.

For smoothing parameter $r$, we select parameter $r$ from the candidate set $\{2, 3, 5, 7, 9, 11, 13, 15\}$ and fix the other penalty parameters. Fig. 3 reports the changing trend of ACC with different parameters $r$ on the BBCSport database and the Caltech7 database with 30% and 50% absence rates, respectively. Obviously, our LISMVC can achieve a satisfactory clustering result on the BBCSport database if we set parameter $r$ from $[2, 7]$. And on the Caltech7 database, the selection of parameter $r$ can hardly cause fluctuations of ACC.

Since there are significant differences in not only the description objects but also the feature extraction approaches, the optimal parameter combination of the same model presents diversity distribution on different databases. For example, it is not appropriate to impose a relatively large smoothing parameter when the database has views that are equally discriminating. To the best of our knowledge, How to adaptively select the most appropriate parameters according to the characteristics of different datasets to obtain the best clustering results is still worth exploring. Typically, we search for the optimal value of each parameter in its predefined parameter spaces by fixing the other parameters in the combination.

D. Ablation Experiments

To verify the effectiveness of each component of our LISMVC, we conduct ablation experiments on the BBCSport and 3Sources databases. On the basis of (7), we respectively remove the adaptive weighted coefficient $\alpha^r$, the sparse constraint term $\beta\|P^{(v)}\|_1$, and the graph embedding constraint by simply setting $W_{i,j}^{(v)}$ to construct the according degraded methods, i.e., ‘LSIMVC w/o Weight,’ ‘LSIMVC w/o Sparsity,’ and ‘LSIMVC w/o Graph’. As shown in Table V, all three degraded methods achieve lower performance than the complete LSIMVC. And it is easy to find that the performance of the LSIMVC without graph embedding constraint is greatly lower than that of the complete method, which indicates that learning the local structure within view can significantly improve the clustering performance. Overall, above phenomena fully verify the effectiveness of the three components in our LSIMVC.

E. Convergence Analysis

Theoretical: Recalling the optimization steps in Section III, we divide the optimization problem of the target model (7) with variables $\{U^{(v)}, P^{(v)}\}_{v=1}^{L}, Q$ into four sub-problems, and iteratively optimize $U^{(v)}, P^{(v)}, Q$, and $\alpha$ in turn. For each optimization subprocess, we optimize the objective function with a single variable so that the value of the objective function is monotonically non-increasing. Therefore, during the complete iterative optimization process, the value of the objective function is monotonically non-increasing with 0 as the lower bound.

Experimental: Fig. 5 shows the changing trend of the objective function value and ACC with the number of iterations on the BBCSport database and Caltech7 database where the missing-view rates are set as 30% and 50%, respectively. From Fig. 5, we can observe that as the number of iterations increases, the objective function value decreases rapidly, and the ACC presents a significant upward trend and quickly reaches a stable level. It is worth noting that in Fig. 5(a), the upward trend of the ACC curve is not strictly monotonically increasing. This is because in the step-by-step optimization process, the variables

C. Parameter Sensitivity Analysis

In addition to the parameter $\gamma$, which is set to 1, the proposed LSIMVC contains three adjustable parameters, i.e., $\lambda$, $\beta$, and $r$, where $\lambda$ and $\beta$ are penalty parameters, and $r$ is a smoothing parameter. In order to obtain the optimal parameters, we conduct the grid parameters search approach on each database [56]. In this subsection, we analyze the sensitivity of ACC w.r.t. these three parameters on two incomplete multi-view datasets, i.e., the BBCSport with a 30% missing rate and Caltech7 with a 50% missing rate.

For parameters $\lambda$ and $\beta$, we define candidate sets $\{10^0| - 7 \leq x \leq 5, x \in Z\}$ and $\{10^2| - 8 \leq x \leq 5, x \in Z\}$, respectively. Fig. 2 shows the relationship between ACC (%) and the two penalty parameters on the two databases by fixing parameter $r$. For instances, on the BBCSport database, we can obtain relatively optimal clustering results when selecting parameters $\lambda \in [10^{-1}, 10^0]$ and $\beta \in [10^{-8}, 10^{-2}]$, respectively. For the Caltech7 database, when parameters $\lambda$ and $\beta$ locate in the range of $[10^{-7}, 10^0]$ and $\in [1, 10^0]$, respectively, it is easier for us to obtain a satisfied clustering performance. The above experiments show that the proposed LISMVC is insensitive to the penalty parameters $\lambda$ and $\beta$ to some extent.

For smoothing parameter $r$, we select parameter $r$ from the candidate set $\{2, 3, 5, 7, 9, 11, 13, 15\}$ and fix the other penalty parameters. Fig. 3 reports the changing trend of ACC with different parameters $r$ on the BBCSport database and the Caltech7 database with 30% and 50% absence rates, respectively. Obviously, our LISMVC can achieve a satisfactory clustering result on the BBCSport database if we set parameter $r$ from $[2, 7]$. And on the Caltech7 database, the selection of parameter $r$ can hardly cause fluctuations of ACC.

Since there are significant differences in not only the description objects but also the feature extraction approaches, the optimal parameter combination of the same model presents diversity distribution on different databases. For example, it is not appropriate to impose a relatively large smoothing parameter when the database has views that are equally discriminating. To the best of our knowledge, How to adaptively select the most appropriate parameters according to the characteristics of different datasets to obtain the best clustering results is still worth exploring. Typically, we search for the optimal value of each parameter in its predefined parameter spaces by fixing the other parameters in the combination.

D. Ablation Experiments

To verify the effectiveness of each component of our LISMVC, we conduct ablation experiments on the BBCSport and 3Sources databases. On the basis of (7), we respectively remove the adaptive weighted coefficient $\alpha^r$, the sparse constraint term $\beta\|P^{(v)}\|_1$, and the graph embedding constraint by simply setting $W_{i,j}^{(v)}$ to construct the according degraded methods, i.e., ‘LSIMVC w/o Weight,’ ‘LSIMVC w/o Sparsity,’ and ‘LSIMVC w/o Graph’. As shown in Table V, all three degraded methods achieve lower performance than the complete LSIMVC. And it is easy to find that the performance of the LSIMVC without graph embedding constraint is greatly lower than that of the complete method, which indicates that learning the local structure within view can significantly improve the clustering performance. Overall, above phenomena fully verify the effectiveness of the three components in our LSIMVC.
V. CONCLUSION

In this paper, a novel IMC framework named LSIMVC is proposed. Different from existing methods, the proposed method comprehensively takes into account the sparse representations of individual views, the consensus representation with localized structured information, and the discriminating abilities of different views. Importantly, by dexterously integrating the fusion graph embedding constraint into the consensus representation learning, our method can preserve the localized structure within the views in the common low-dimensional representation, which is of great benefit to acquire a discriminative common representation for clustering. In addition, incomplete multiple views, with different contributions to the consistent learning result, are adaptively weighted to match the corresponding discriminability during joint learning. These simple but influential approaches greatly enhance the performance and generalization capability of our method. Extensive experimental results conducted on six incomplete multi-view databases illustrate that the performance of our method exceeds the compared state-of-the-art IMC methods.

In the future, we consider expanding the proposed core idea to construct a deep learning model, which is expected to mine high-level semantic information [57]–[59] of incomplete multi-view features to cope with the data from more complex sources [60]–[62]. In addition, how to improve the performance and stability of the algorithm on high missing rates and large datasets is also a crucial problem.
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