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ABSTRACT Georeferenced digital trace data offer unprecedented flexibility in migration estimation. Because of their high temporal granularity, many migration estimates can be generated from the same data set by changing the definition parameters. Yet despite the growing application of digital trace data to migration research, strategies for taking advantage of their temporal granularity remain largely underdeveloped. In this paper, we provide a general framework for converting digital trace data into estimates of migration transitions and for systematically analyzing their variation along a quasi-continuous time scale, analogous to a survival function. From migration theory, we develop two simple hypotheses regarding how we expect our estimated migration transition functions to behave. We then test our hypotheses on simulated data and empirical data from three platforms in two internal migration contexts: geotagged Tweets and Gowalla check-ins in the United States, and cell-phone call detail records in Senegal. Our results demonstrate the need for evaluating the internal consistency of migration estimates derived from digital trace data before using them in substantive research. At the same time, however, common patterns across our three empirical data sets point to an emergent research agenda using digital trace data to study the specific functional relationship between estimates of migration and time and how this relationship varies by geography and population characteristics.
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Introduction

Issues of data availability and comparability have long hampered quantitative migration research. Missing or incomplete data is a common problem, and inconsistencies in how migration is defined by institutions can make migration estimates from traditional sources such as population censuses, administrative records, or survey data difficult to synthesize across context (de Beer et al. 2010; Rogers et al. 2003). Faced with a persistent lack of comprehensive migration data, demographers and other social scientists have begun to draw on new sources of digital data for the study of migration. Among the promising new sources are digital trace data (Deville et al. 2014; Frias-Martinez et al. 2012; Hawelka et al. 2014). Generated as a byproduct of everyday information technology use, digital trace data consist of individual-level records of digital behavior, which may include information on a person’s physical location (Menchen-Trevino
With the global proliferation of digital technology, digital trace data are increasingly common and are available in a wide range of forms that are potentially useful to migration scholars, such as metadata associated with cellular calls and texts, GPS information captured passively by smartphone applications, and geotags posted to social media or other location-based social networks (LBSNs) (Girardin et al. 2008).

However, in their raw, unprocessed state, locational digital trace data do not correspond to any meaningful measure of migration. Instead, they represent millions upon millions of high-resolution locational traces, each of which is a record of a unique individual at a particular place at a particular time. This fundamental characteristic of digital trace data both poses challenges and offers new opportunities for research. There are no standards or best practices for how to convert highly granular locational trace information into estimates of migration transitions or events. Not all moves are migrations. Thus, how researchers choose to operationalize the largely ambiguous distinction between migration and other kinds of movement (e.g., long-distance commuting, tourism, seasonal travel) will greatly affect the consistency of migration estimates generated from digital trace data. Although it is well-established that these new forms of data come with bias, linking digital trace estimates of migration with traditional survey or administrative estimates is not necessarily the only validation strategy. As we demonstrate in this paper, much can be learned about the bias and coverage of these data by systematically assessing the consistency of migration estimates with respect to definition parameters.

Although analyzing digital trace data poses methodological challenges, the unique granularity of these data also provides researchers with a novel opportunity to address substantive questions about the spatial and temporal dimensions of migration phenomena. Much of this work is well underway. For example, research on internal migration has historically been limited by inconsistent and arbitrary subnational administrative geographies, such as state or province borders that bisect metropolitan regions or important rural-urban gradients contained within a single administrative region (Niedomysl et al. 2017). By mining for patterns in individual mobility traces or activity spaces, researchers have developed a number of approaches that exploit the high spatial resolution of digital trace data to reveal more meaningful spatial scales that define different kinds of movement (Jones and Pebley 2014; Palmer et al. 2013). But as we argue in this paper, the granularity of digital trace data is not limited to spatial granularity. The temporal definitions used in migration research can also be inconsistent or arbitrary. Thus, much can be learned about the temporal scales that define certain kinds of movement by leveraging the temporal granularity offered by these new kinds of data.

In this paper, we offer a general framework for converting digital trace data into migration estimates. Conceptually coherent and simple to implement, the goal of the framework is to produce migration estimates that follow the logic and structure of migration transition data—that is, to estimate the share of individuals in a population who undergo a transition from one place of residence to another over a given time interval.

When implemented systematically, our framework has two applications. First, it can be used to evaluate the consistency of migration estimates derived from a given source of digital trace data. Second, provided that the digital trace migration estimates are deemed to be of sufficient quality, this framework can be used to investigate
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substantive issues related to population movement and time. The strategy in both applications is to generate many different estimates of migration from the same data source and then to assess how the estimates vary with respect to a quasi-continuous time parameter.

This kind of analysis should look familiar to demographers because it resembles a survival function—that is, the proportion of a population who become migrants (or remain nonmigrants) with increasing time—and it can be used to test simple hypotheses. Migration researchers have long theorized that migration rates should go up with increased exposure to the risk of moving (Rees 1977). A five-year rate is almost always higher than a one-year rate in surveys that collect migration data using both intervals. However, by systematically applying our framework to digital trace data, we can produce many intermediate estimates and empirically investigate the cumulative effect of exposure to the risk of migration for different populations and geographies. This kind of approach is novel in migration research. Moreover, if we find that our migration estimates are inconsistent with respect to time (e.g., if a migration flow between two regions defined by a span of 12 months differs considerably from the flow defined by the same 12-month span plus two weeks), we can consider this evidence that our data and our definition of migration are producing problematic estimates and that we need to do more to identify and parse out short-term moves (e.g., travel) in the estimation procedure. We show how this can be done by adjusting the temporal place of residency criterion.

In the sections that follow, we begin by outlining the conceptual difficulties involved in defining migration with respect to time as well as the related challenges that can arise when studying migration with digital trace data. We introduce our framework for converting digital trace data into migration transition data and discuss our hypotheses. To provide a heuristic against which to compare our empirical results, we propose a simple stochastic model and evaluate its properties with microsimulation. We then apply our method to three unique data sets in two internal migration contexts: call detail record (CDR) data in Senegal, and Twitter and Gowalla data in the United States. Finally, we briefly demonstrate one way that our method could be used to compare and contrast the geographic patterns of short-term mobility and long-term migration flows.

Because digital trace research is novel and data coverage remains an issue, we do not attempt to draw definite substantive conclusions from our findings. Instead, by applying our method to three data sets of varying quality from different contexts, we focus on the kinds of insights that this framework can reveal. Nevertheless, our findings should be of interest to researchers involved in developing standards for inferring migration from digital trace data and in deepening our understanding of the spatial and temporal dimensions of migration phenomena and migration measurement. In this era of continuously changing and increasingly heterogeneous spatial-temporal patterns of population movement, it is unlikely that the data problems migration researchers face will be resolved easily. However, when analyzed using the framework introduced in this paper, digital trace data can provide timely insights at a level of detail and with a degree of flexibility that can greatly improve efforts to infer migration patterns and advance our understanding of complex migration phenomena.
Background

Studying migration entails measuring the movement of people in space and time. However, distinguishing migration from other kinds of mobility can be difficult and ultimately depends on the purpose of the measurement. In terms of space, defining migration is complicated by the varying social, political, and economic meanings of the different geographic units between which people move. International migration is important for political reasons and is simple to conceptualize as a relocation across a national border. However, internal migration is more common globally and can have causes and effects similar to those of international migration (Ellis 2012; King and Skeldon 2010). The task of identifying meaningful geographies of migration at subnational scales is not straightforward, and comparisons of internal migration patterns across contexts are often hampered by differing standards (Bell et al. 2015; Long et al. 1988).

In terms of time, defining migration is complicated by the varying frequencies with which people move. People may engage in return or onward migration or move around for short periods as evidenced by the growing phenomena of circulation and short-term or temporary mobility (Hannam et al. 2006; King 1978; Rogers 1995). There is no theoretically grounded definition of permanence (Williams and Hall 2002). Even individuals who have lived away from their country of birth for many years might someday return (Cassarino, 2004), and increasing numbers of people split their time between multiple locations (Gössling et al. 2009). To determine when a person becomes a migrant, rather than temporary visitor, governments often rely on a length-of-stay criterion, such as 12 months. However, such criteria are arbitrary and differ from context to context.

Scholars of migration have long been aware of the complexities of measuring migration, but their ability to systematically investigate this issue has been constrained by a lack of high-quality longitudinal data. Because most survey data are cross-sectional, these data can generally be used to estimate migration at no more than one or two intervals (e.g., the place of residence at the time of the survey is compared with the reported place of residence one year ago or five years ago). This limitation has the effect of masking the degree and the character of short-term mobility and repeat migration behavior.

In some cases, researchers have used panel survey data to study the characteristics of repeat migrants. For example, using data from the Panel Study on Income Dynamics, DaVanzo (1983) found that migrants with higher levels of education are less likely to return and more likely to move onward to a third location. Although panel survey data are valuable for understanding cohort and life course migration dynamics, they typically cannot be used to provide estimates of population-level migration trends because of their small sample sizes. Administrative data such as address registries or tax records can be used to investigate the spatial and temporal dynamics of migration measurement. For example, Goldstein (1964) used Danish registry data to demonstrate that repeat migration behavior is common among young adults. More recently, Weber and Saarela (2019) used linked registry data from Finland and Sweden to show that many moves among young adults are temporary and short term. In general, however, access to population registry data is difficult to obtain, and not all countries keep accurate administrative records.
Challenges of Measuring Migration With Digital Trace Data

Given the limitations of traditional migration data, georeferenced digital trace data are a boon to migration scholars because of their size, simple structure, and high spatial and temporal resolution. These data come from many sources and have become increasingly abundant with the growing adoption of telecommunication technologies across the globe. Digital trace data can be collected actively when people post their location using LBSNs, such as Yelp, Foursquare, or Instagram; or passively when people use telecommunication technology to make calls, send text messages, or use smartphones and web applications. The structure of these data—that is, tuples consisting of individual ID, timestamp, and location—is the same regardless of the platform or service from which they originate, and the levels of spatial and temporal detail that they provide afford researchers a high degree of flexibility in deciding how to measure migration. However, using digital trace data in migration research poses conceptual challenges that reflect both the longstanding definitional issues discussed earlier and the indirect manner in which the data are collected.

Defining Place of Residence

An obvious problem that can arise when estimating migration using georeferenced digital trace data is that these data contain no direct information on an individual’s place of residence. Unlike a survey (which might ask respondents about their residential history) or an administrative records system (which requires individuals to register each change of address), digital trace data simply log the location of an individual at a particular moment in time. Without further context-specific information, it is difficult to determine whether the position of a given individual corresponds to place of residence. Thus, to determine whether an individual is a migrant, it is first necessary to make some inferences about where the individual typically spends time.

In recent years, published studies have provided techniques for inferring residency from georeferenced digital trace data. Gonzalez et al. (2008) used a sample of 100,000 mobile-phone users to demonstrate the regularity with which most individuals spend time at home and work. These regular patterns made it possible to assign individuals to well-defined areas. The authors offered one method for doing so: namely, summarizing the location of each individual during a specified period and calculating radius of gyration and center of mass defined by their movement trajectory. Others have taken this idea further, attempting to use digital trace data to generate separate inferences regarding an individual’s home, work, and other ancillary locations. For example, to estimate the home location of individuals from a sample of 3 million mobile-phone users in Singapore, Jiang et al. (2017) restricted each individual’s set of positions to those occurring at night (from 7 p.m. to 7 a.m.). Then, having linked each mobile-phone user to a home location, the authors demonstrated how to identify different kinds of daily mobility trajectories, ranging from staying home to moving between several places throughout the city.

The decision about how locational information should be summarized depends on the quality of the data and the research objectives. Although researchers would ideally have access to information about the daily activity spaces of individuals in a
given sample, this may not be feasible if individuals are irregularly observed or if the geographic information is coarse, as is the case with many social media–generated geotags (Stock 2018). Moreover, for the purposes of migration research, daily activity information is often unnecessary and can make the desired migration behavior more difficult to parse. Not all administrative units are arbitrary, and there are ways to make use of the spatial and temporal granularity that these new data provide without using them to estimate activity spaces. Nevertheless, because digital trace data contain no direct information on an individual’s place of residence, researchers will always need to group multiple observations to infer the place of residence regardless of whether the strategy is to map activity spaces or simply to assign each individual to their most frequented administrative unit.

**Issues With Coverage Bias**

The more commonly discussed challenge that can arise when using digital trace data is coverage bias. The penetration of various digital technologies and platforms is uneven. In many cases, digital trace data are not accompanied by additional demographic information. Moreover, it can be difficult to assess the one-to-one relationship between a user ID number and an individual. Cell-phone sharing is common (Blumenstock et al. 2010), and social media data can contain bots and business accounts. Complicating matters further, digital trace data can also produce biased estimates of migration if the platform or service through which they are generated is associated with certain kinds of mobility behavior. For example, Bojic et al. (2015) showed that because geotags from Flickr (a photo-sharing social media platform) tend to capture travel and vacation activity, it is difficult to use these data to accurately identify the user’s home location.

Separating issues of bias with respect to digital trace data from the conceptual ambiguities that complicate migration measurement, however, is important regardless of the data source. Even if it were possible to obtain digital trace data containing the accurate location of every individual at every minute of the day, a person’s migration behavior would not be self-evident. In this scenario of total surveillance, there would still be a need to apply methods, rooted in migration theory, to determine which kinds of mobility behavior in the data meet which definitions of migration.

A potential upside of digital trace data is that they can still be useful in migration research even if they are of lower quality. For many applications, the individual-level accuracy of digital trace data is arguably less important than the population-level migration signal. The field of demography has a long history of working with biased or incomplete data, and as we argue in the following section, the bias of a given digital trace data set can be evaluated by assessing the extent to which it produces migration estimates that are consistent.

**Conceptual Framework and Method**

In this section, we introduce our framework for converting digital trace data into estimates of migration. The overarching goal of the framework is to isolate three interre-
lated but distinct temporal dimensions that define a migration transition estimate: the *start* or reference point, the temporal *buffer* or residency window, and the *interval* or exposure period. By systematically altering each dimension, researchers can assess the consistency or sensitivity of the migration estimates generated from a given digital trace data set. Based on migration theory, we develop two simple hypotheses for how we expect migration estimates to behave. Testing these hypotheses has applications for both data quality assurance and substantive analysis. Before we introduce the framework, we explain our decision to estimate migration transitions.

**Event Data and Transition Data**

In the migration literature, researchers make a distinction between event data and transition data. Event data consist of information pertaining to relocations that have occurred over a given period. Transition data consist of information on the population that has relocated over a given period (Rogers et al. 2010). As we have discussed, unprocessed digital trace data meet neither of these definitions. Each observation is simply a record of an individual in a specific location at a specific time. Because transition data are more commonly estimated in survey data and used by demographers to study population change (Haenszel 1967), we propose a framework for estimating transitions. Going forward, unless otherwise specified, a *migration* refers to a transition, and a *migrant* refers to a person who has transitioned. A *migration rate* refers to the proportion of people who have migrated.

We estimate transitions rather than events to simplify the conceptual scope of the problem. Estimating a transition involves determining whether an individual’s place of residence at time \( t \) is different from place of residence at some interval \( u \) in the future. By making this our goal, we avoid trying to determine how many migrations have occurred within a digital trace data set over a specified period. If an individual moves more than once over an interval, a given estimate of migration will capture one move at most. If this individual is a return migrant, having moved away and come back over the interval, then we would count that person (incorrectly) as a nonmigrant. Our argument is that by varying the specification—producing many migration estimates with a range of intervals—we can assess the effect of return migration on the population-level migration signal.

**The Start, Buffer, and Interval Approach**

The logic of our framework is simple. First, we specify a reference date or *start*. Then, for all individuals in the data, we infer the person’s residency for some specified window or temporal *buffer* around the start. Next, we select as a second reference date some specified period or *interval* in the future and infer the person’s residency around that date using a temporal buffer of the same size. Finally, with estimates of each individual’s place of residence at two distinct points in time to compare—one at the start and the other at the end of the interval—we determine whether the individual is a migrant or nonmigrant. Figure 1 illustrates the implementation of our framework to a hypothetical timeline corresponding to an individual who travels back and forth...
between two U.S. states, New York (NY) and Florida (FL). In the top row of each panel, the specification of the start, the buffer and the interval are the same. In the bottom row, we show how one dimension can be changed while the other two are held fixed.

The strength of this framework is its flexibility. As long as digital trace data exist for a population and period of interest, many different estimates of migration can be calculated by systematically changing the start-buffer-interval specification. The only
rule that must be followed when using this approach is that the interval must be of greater length than the buffer size. If, for example, we want to estimate the number of transitions over a three-month interval, we cannot use six months of data to estimate the place of residence at the beginning and the end of the interval. To do so would result in a double counting of observations and a conflation of the effects of interval and the buffer size. Nevertheless, by isolating three distinct temporal dimensions of migration measurement, our framework makes it possible to assess the consistency of estimates generated from a given set of digital trace data in a conceptually coherent way: (1) the start measures the effects of seasonal or period trends; (2) the buffer measures the sensitivity to temporal residency criteria; and (3) the interval measures the effects of exposure to the risk of migrating.

**Evaluating the Consistency of Digital Trace Migration Estimates**

Now that we have established how our framework can be used to generate many different estimates of migration from the same set of digital trace data, the question becomes how to evaluate the output. Our strategy is to analyze migration estimates in a manner equivalent to that of a survival function. This strategy involves assessing how the number of estimated migrants changes as the interval changes. In other words, we identify the specific set of individuals observed living in place $i$ at reference point $t$ and then evaluate the proportion of individuals in this population who have left place $i$ as the interval, $u$, increases. This simple analytic strategy leads us to propose two interrelated hypotheses about regularities in migration measurement.

**Consistency and Interval**

First, we expect to find that migration estimates increase as the interval increases. The logic behind this expectation is straightforward. As the population that resides in a particular place is exposed to the risk of migrating, the number of people who migrate away should also increase. Although this hypothesis might seem so obvious as to be of little value, testing it on a given set of digital trace data is useful for assessing data quality. If the data coverage is poor or if the underlying behaviors that generate the data are biased toward other kinds of mobility (such as travel), then the migration estimates will likely be irregular with respect to interval. Thus, instead of observing a slow increase in the rate of migration, we might see sharp spikes or a multimodal trend line as the migration signal is obscured by periodic short-term mobility and returns.

Moreover, if the digital trace data are deemed to be of sufficient quality, then analyzing the relationship between the migration estimates and the interval will provide useful and novel information for characterizing migration dynamics. Although migration estimates have long been theorized to increase with increased exposure to the risk of moving, empirical data on the precise functional relationship between migration estimates and intervals are scarce. Based on data from surveys that estimated migration using both a one-year and a five-year interval, migration scholars have observed that the relationship is nonlinear: that is, five-year estimates tend to
be higher than one-year estimates but are not five times as high (Kitsul and Philipov 1981; Rees 1977). Moreover, considerable variation in the relationship between one- and five-year estimates has been observed across contexts (Rogers et al. 2003), and evidence of inconsistencies between the spatial structure of migration measured with one-year and five-year intervals suggests that there are different patterns of return and onward migration (Rogerson 1990). By leveraging the temporal granularity of digital trace data, our framework can provide insight into this so-called one-year/five-year problem in migration estimation.

**Consistency and Buffer**

Second, we expect to find that migration estimates are higher and more inconsistent when they are produced with smaller temporal buffers. The logic behind this expectation follows that of the first. Measuring migration transitions using digital trace data requires us to infer each individual’s place of residence at two points in time and then to determine how many individuals have relocated over the interval. If we use a very small window of time on either side of the interval to infer each individual’s place of residence, we would expect to capture both short-term moves (i.e., tourism; long-distance commuting; or travel for work, education, or family) and long-term moves (i.e., migration) in our estimate. This would make the estimate higher than if we use a larger buffer size to screen out short-term moves (Bell 2004). Moreover, because short-term moves are characterized by return behavior—it is only a short-term emigration if the person comes back—we expect to find that small buffer estimates are multimodal with respect to the interval. For example, the number of people observed at a location other than their place of residence might spike during a holiday period and then decline as most of these people return to their place of residence when the holiday is over.

This hypothesis might seem self-evident, but it also has valuable applications for assessing data quality. As researchers have begun exploring the use of digital trace data in migration research, a common validation goal has been to compare digital trace estimates with traditional survey or administrative estimates of migration. However, the best way to produce comparable estimates has yet to be established. For example, if a survey conducted on March 1, 2015, asked respondents where they currently reside and where they resided one year prior, producing a similar digital trace estimate for validation would entail inferring the place of residence on March 1, 2014, and March 1, 2015, for each individual in the data set. Although this may seem straightforward, it is unclear how much data on either of the intervals is needed to sufficiently screen out short-term moves occurring around those two dates. Using only the locational information from one day at either end of the interval—March 1, 2014, and March 1, 2015—would likely be insufficient. Would it be better to use a week? Two weeks? A whole month? The answer to this line of inquiry will depend on the quality of a given data set, and we argue that investigating the relationship between temporal buffer size and the consistency of migration estimates will help make these kinds of determinations.

Studying the effect of the buffer size also provides a useful framework for evaluating different residency criteria and residency inference methods. As we stated
previously, because of the fundamentally atomistic nature of digital trace data, we can make inferences about each individual’s place of residence only by grouping some of her observations. This is true regardless of whether the geography of residence is predefined (e.g., national borders) or mined from the data (such as an activity space, established by individual commuting trajectories). The simplicity of the buffer concept means that any number of functions can be used to infer residency within a buffer, or to compare buffers to assess whether a migration has occurred. For example, following Roseman (1971), we could extract the spatial polygon defining each user’s activity space within a buffer and then identify migrants as those whose activity spaces at either end of the interval fail to overlap. How migration estimates vary with respect to buffer size can provide information on how different residency inference methods perform. It is possible, for example, that with only one day’s worth of information on either end of an interval, most methods for inferring residency will perform the same. However, as the buffer size is increased and more data is incorporated in the inference procedure, the differences between methods should become more pronounced. Because the quality of digital trace data can vary considerably, this kind of analysis would be useful for justifying a particular analytical approach.

Research Questions

Our two research questions extend from our discussion of interval and buffer size. These research questions, which are simple and easy to evaluate, represent the primary application of our framework.

- **Research Question 1: Do migration estimates increase as the interval increases?** We expect to find that the number of people who migrate from their place of residence will increase as the interval increases because of their added exposure to the risk of migration. Although the strength of this relationship should diminish at long intervals because of return migration, we expect to observe a largely positive relationship between the interval and the migration estimate.

- **Research Question 2: Do migration estimates decrease and become more consistent as the buffer size increases?** We expect to find that the number of people who have migrated from their place of residence will decrease as buffer size increases. With larger buffer sizes comes a larger amount of data that can be used to infer location at either end of the interval, increasing our ability to accurately estimate long-term relocations by screening out short-term moves.

How a particular digital trace data set performs with respect to these research questions will provide useful information on the suitability of the data for migration research. Moreover, once it has been established that the data are of sufficient quality, studying the specific relationship between migration estimates and interval or buffer size will deepen our understanding of the temporal complexities of migration phenomena and their measurement. Empirical data on how migration estimates change with respect to a quasi-continuous time interval could be used to address the one-year/five-year problem by allowing researchers to chart the specific functional relationship between
population-level migration behavior and exposure to the risk of migrating. At the same
time, empirical data on how migration estimates change with respect to buffer size
could be used to evaluate different techniques for inferring residency and provide a
basis for further analysis of the relationship between patterns of short-term mobility and
patterns of long-term migration.

Answering these research questions does not, however, entail validating digital
trace migration estimates using traditional estimates or assessing bias using some
external source of more trusted data. Although this kind of validation can be seen as
an essential component of any substantive digital trace migration research, we argue
that it unnecessary for the purposes of demonstrating the utility of our framework. This
argument rests on two points. First, given the lack of standards governing how highly
granular digital trace data should be converted into migration estimates, we suggest
that evaluating the consistency of such estimates should be considered a preliminary
step to validating with traditional survey or administrative estimates. Only after it has
been established that a given data set produces consistent estimates should an attempt
be made to link these data to any other kind of data. Second, we expect that most digi-
tal trace data biases would not hamper our ability to validate the internal consistency
of the migration estimates they produce. For example, even if the users on a particu-
lar social media platform are disproportionately young, we would still hypothesize that
estimates of their migration activity will increase as the interval increases. It is for this
latter reason that we apply our method to simulated data and empirical data of varying
quality and from different contexts. Although we expect that both of our hypotheses
will be confirmed using these different kinds of data, precisely how well they perform
is a key insight that will be provided by the application of our framework.

The Simulation Model

Having outlined our framework and our research questions, we present a simple sim-
ulation model to produce data that will meet our stated expectations. The goal of the
model is not to simulate a specific context or replicate precise patterns in our empiri-
cal data. Instead, the purpose of the model is to explore, using simple behavioral
assumptions, how short-term mobility and migration might be manifested within
individual-level time-and-place data. The simulated data will provide a point of ref-
ERENCE against which we can evaluate the patterns observed in the empirical data
introduced in the next section.

Strategy

We simulate data that take the form of tuples (individual ID, timestamp, and location).
The structure of each tuple is simple and mimics the format of the locational digital
trace data discussed in this paper. A single tuple does not provide much information
about where a given individual resides. However, a series of these tuples over time
for the same individual offers insights into patterns of residency and into patterns
of mobility and migration between different places. The underlying assumption of
our model is that each individual has a latent characteristic: namely, a home location
(such as a U.S. state) that conditions the individual’s mobility behavior. Individuals will be observed most often in their home locations; however, individuals who are observed away from their homes for a sufficiently long period may be assumed to have changed their home locations.

In our approach, we simulate timelines for a population of $m$ individuals. Each individual has known location $l_i$ at each unit of time $1, 2, \ldots, t$ such that individual $i$ can be represented by a vector:

$$\{l_{i,1}, l_{i,2}, \ldots, l_{i,t}\},$$

where $l_{i,t}$ is the location of individual $i$ at time $t$.

We then build a model in which units of time are equivalent to one week (i.e., an individual is observed only once per week), with only two possible locations, 1 or 0. The probability that individual $i$ is observed at either 1 or 0 at time $t$ is represented by a simple Bernoulli random variable conditional on the individual’s “home” attribute, which can also only be 1 or 0. This gives us two conditions:

$$P(l_{i,t}|\text{home}=1) = \begin{cases} p, & \text{for } l_{i,t} = 1 \\ 1 - p, & \text{for } l_{i,t} = 0 \end{cases}$$

and

$$P(l_{i,t}|\text{home}=0) = \begin{cases} p, & \text{for } l_{i,t} = 0 \\ 1 - p, & \text{for } l_{i,t} = 1 \end{cases}.$$  

Although the decision to use independent Bernoulli random trials to model short-term mobility rests on strong assumptions, we chose this method for its simplicity. Empirical evidence has demonstrated that the duration of temporary moves skews heavily toward shorter lengths of time (Bell 2004), and that the probability of observing consecutive Bernoulli values reasonably replicates the smaller likelihood of taking extended trips (e.g., three months) relative to taking shorter trips (e.g., one week). In future research, more realistic distributions of short-term mobility could be inferred directly from the empirical data. But given that here we are using our model only as a heuristic for evaluating our empirical data, we argue that relying on a Bernoulli distribution will suffice for now.

To model long-term relocation, we add an additional feature. If an individual is observed “away” from “home” for $k$ consecutive weeks, then the probabilities associated with being observed in the location designated as “away” become those previously associated with being in the location once designated as “home”:

if $l_{i,t+1} = \ldots = l_{i,t+k} = 0|\text{home} = 1$, then $0 \rightarrow \text{home}$

if $l_{i,t+1} = \ldots = l_{i,t+k} = 1|\text{home} = 0$, then $1 \rightarrow \text{home}$.

For example, take a scenario in which we observe a set of individuals for whom the probability of being home in a given week, $p$, is equal to .7, and the threshold of relocation, $k$, is equal to 4. If we observe these individuals for 100 weeks, then the rate of transition should be approximated by the probability of a streak of four or
more consecutive weeks away occurring in 100 Bernoulli trials. This value can be obtained using recursion with the following formula:

\[ S(N, K) = (1 - p)^K + \sum_{j=1}^{K} (1 - p)^{j-1}pS(N - j, K), \]

where \((1 - p)\) is the probability of being observed away from home on a given week, \(S(N, K)\) is the probability of being observed \(K\) or more consecutive weeks away from home out of \(N\) weeks, and \(j\) is the position of the first week an individual is observed at home (Greenberg 1970). Either we observe an individual away from home \(K\) consecutive weeks in the first \(K\) weeks (which has the probability \((1 - p)^K\)), or we observe the individual at home at least once in the first \(K\) weeks (at position \(j\)). In the latter case, the probability of going away for \(K\) or more weeks is equal to the probability of doing so following the \(j\)th week. Using the values from our example, this formula returns a value of .433.

A Simulated Outcome

Continuing with the preceding example, we simulate 1,000 individual timelines with the probability of being home on a given week, \(p\), equal to .7; and the long-term move threshold, \(k\), equal to 4. Each individual is observed for 100 weeks. We then derive many different migration rates from the simulated data by systematically changing the start-buffer-interval specification. As we would do when using empirical data, we estimate that a simulated individual is a migrant if place of residence at the start of the interval is not the same as place of residence at the end of the interval. In this case, we infer the place of residence by calculating the modal location—either at home or away from home—during the buffer. If there is a tie, we take the first location to hit the maximum.

In each of the three panels in Figure 2, we track how the migration rate changes as the interval increases, while holding the buffer fixed at one of three different values: 1, 4, or 12 “weeks.” The \(y\)-axis is the proportion of movers—the migration rate—and the \(x\)-axis is time. A line represents a set of rates derived using a common start, which, when followed left to right, tracks the proportion of migrants as the interval grows. (For a schematic, refer to the right-hand panel of Figure 1.) The lines are plotted such that their position over the \(x\)-axis corresponds to the date associated with the end of the interval, and shading indicates start date, with later starts being darker. The start value is also plotted at the base of each line.

Figure 2 illustrates how we expect migration estimates to vary as we systematically change the buffer and interval size. When the buffer is small, at either 1 (left panel) or 4 (center panel), the observed rates of migration are high and multimodal. We set the conditions of our model \((p = .7)\) such that individuals exhibit a high degree of short-term mobility. Although the overall rates appear to increase slightly as the interval increases, the rate of long-term relocation is somewhat masked by the short-term noise. When the buffer is increased to 12 (right panel), the signal associated with short-term mobility is mostly removed. Very few individuals are observed away from home more than 6 times in 12 tries unless they have relocated; thus, less short-term return migration is observed. In this plot, the trend lines start lower but rise consistently as the interval increases. Taken together, the three panels of Figure 2 illustrate what we expect to find in our empirical data. As the buffer size increases, the high
levels of migration and multimodality resulting from short-term mobility are reduced. Thus, we see a consistent, positive relationship with respect to interval.

Data

The empirical portion of the analysis is conducted on three data sets: call detail records (CDR) in Senegal from the telecommunication company Orange-Sonatel; and two sets of social media data in the United States, one from Twitter and other from Gowalla. In this section, we describe the three data sets and how the differences between them could affect our estimation. Because a major motivation for developing our framework is to take advantage of the temporal granularity of digital trace data, we downplay the potential uses of the spatial granularity of these data in our subsequent demonstration and analysis. However, as we noted previously, any number of sophisticated spatial techniques could be used within a buffer to infer location. For all three data sets, we infer the place of residence by simply assigning individuals to the administrative unit in which they most frequently observed—their modal administrative unit. In the case of a tie, we assign the individual to the first administrative unit to achieve the maximum level observed.

Orange-Sonatel

Our analysis makes use of anonymized CDRs obtained via the Orange-Sonatel 2014 Data for Development (D4D) Challenge. These data consist of phone calls and SMS exchanges between more than nine million Orange-Sonatel customers in Senegal between January 1, 2013, and December 31, 2013. The specific data set used in this paper is a subset of the CDRs corresponding to a random sample of 150,000 subscribers. Only the 146,352 users meeting the following criteria were included in the sample:

1. Users having interactions on more than 75% of days in the given period.
2. Users having had an average of fewer than 1,000 interactions per week (given that users with more than 1,000 interactions per week were presumed to be machines or shared phones) (de Montjoye et al. 2014).
The data consist of roughly 561 million CDRs representing all the interactions (voice call or SMS) placed or received by these users in the 2013 calendar year (Figure 3). Each record provides a numerical pseudonym representing the user, the timestamp of the call, and the *arrondissement* (third administrative level) in which the user was located when the interaction took place. The D4D data set divides Senegal’s territory into 123 *arrondissements*, which can be grouped into 45 *départements* or 14 *régions*. The latter, the 14 *régions* of Senegal, are the geographic units used in this paper. We define migrant as an individual who changes *régions* over a given interval. Because these administrative units are so small, especially relative to the U.S. administrative units used in the Twitter and Gowalla analysis, we may expect much higher estimates of migration and mobility in Senegal. On the other hand, the consistency with which the cell-phone users are observed might make the estimates derived from this data set more stable.

**Twitter**

We also analyze a large set of Twitter data extracted from a long-term archive of the 1% Twitter stream sample (Archive.org 2016). Only Twitter accounts with at least one tweet geotagged within the United States between January 2011 and December 2014 are included. Because of top-down changes Twitter made in early 2015 to the kinds of locational information contained within tweets, the data collected after 2014 are not directly comparable and are therefore excluded from the analysis (Tasse et al. 2017). We use the latitude and the longitude associated with each tweet to place it in one of nine U.S. Census divisions,¹ and we define migration as a change in residency with respect to these divisions.

The Twitter data consist of roughly 447 million geolocated tweets from 1.9 million Twitter users spanning 2011–2014 (Figure 3). The mean number of geotagged tweets

---

¹ See https://www2.census.gov/geo/pdfs/maps-data/maps/reference/us_regdiv.pdf.
per user is 267, but the users are not necessarily observed every week. On average, a user’s tweets appear in 24 weeks, spread over a range of about one year. Sporadic tweeting means that under certain migration specifications, some user timelines will exhibit either left- or right-censoring. In cases in which data are missing at either or both ends of an interval given a particular buffer, the user is excluded from both the numerator and the denominator for that particular migration estimate. Unlike for the Orange-Sonatel CDR data, we make no effort to limit our sample to those individuals who were consistently observed over the period. Instead, we take a maximalist approach to see how well our hypotheses hold up when our framework is applied to a very imperfect data set. Thus, we are interested in determining the extent to which we can use increased buffer size to screen out short-term mobility.

**Gowalla**

Finally, we analyze geolocated data captured through the check-in feature of the mobile geosocial network Gowalla. Similar to the more familiar check-in app Foursquare, Gowalla was a short-lived platform on which users shared their locations. For each post, Gowalla stored user ID information, a timestamp, and latitude/longitude coordinate data—sufficient information for estimating how many users changed location over time. These lesser-known Gowalla data have also been used by other researchers, including Cho et al. (2011), who used the check-ins to conduct an analysis of short-term mobility and social networks. This data set includes 6,442,890 check-ins generated from 107,092 unique users between November 2010 and October 2011. The mean number of check-ins per user is 60. On average, a user’s check-ins appear in nine weeks, spread across three months. As with the U.S. Twitter data, we use U.S. Census divisions as the geographic unit of analysis, and we estimate internal migration that occurred between divisions. Like for the Twitter data, we make no exclusions based on how consistently the users are observed in the data set. Instead, we are interested in determining whether our hypotheses still hold when applied to a small, noisy data set.

**Empirical Results**

In the following section, we first compare broad patterns from our empirical results with the patterns from our simulation model. We then describe the differences between the empirical results. Finally, we briefly discuss how short-term mobility estimates might be used to indirectly infer long-term migration.

**Comparison With Simulated Results**

We perform the same start-buffer-interval analysis on our empirical data that we previously performed on our simulated data. Results are presented in Figure 4. The rows correspond to the three data sets: CDRs from Orange-Sonatel in Senegal; geotagged tweets from Twitter in the United States; and Gowalla check-ins, also from the United States. Each column shows a set of migration estimates produced while holding the buffer fixed at 1 week, 4 weeks, or 12 weeks, respectively. In each panel,
the y-axis is migration rate, and the x-axis is the time in weeks. Followed left to right, each line tracks the proportion of movers as the interval grows from a common start. Although there are 9 U.S. Census divisions and 14 régions in Senegal, we calculate a total migration rate as the proportion of all individuals observed at a given start who changed location (division or région) over a given interval.

We are encouraged to report that the patterns that emerge from all three data sets are broadly similar and that our two expectations are generally confirmed. First, the level of migration observed increases as the interval increases. Although the trend is less obvious with a smaller buffer, it is still apparent. Second, increasing the buffer size both lowers the rates and reduces their multimodality with respect to time.

There is one obvious difference between these findings and our simulated results. In our model, the levels of migration estimated with a small buffer are consistently elevated, and the effect of increasing the buffer size is dramatic. Although we find some evidence of lower rates due to increases in the buffer size in the empirical data, smaller buffer estimates are not as consistently high. This discrepancy is partially due to the unrealistic assumption in the simulation of a uniform likelihood of short-term mobility. There are clear seasonal patterns, particularly in the Twitter estimates, that show when temporary mobility is more likely. If further simulation models are to be developed, more sophisticated strategies for modeling short-term mobility will be needed.

Fig. 4 Estimates from the three empirical data sets of change in the rate of migration with increases in the interval from a specific start, while the buffer is held fixed at 1 week, 4 weeks, and 12 weeks.
Comparisons Across Data Sets

Given the differences in the contexts, the platforms, and the quality of the data in the three data sets, some interesting comparisons between them can be made. The smoothness of the estimates from Orange-Sonatel is surprising given that the administrative geography of the Senegalese *régions* is more fine-grained than that of the U.S. Census divisions. If short-term mobility is conditioned by distance, then we would expect to observe higher and more multimodal patterns of migration when the total distance an individual needs to cross a boundary is smaller. This is clearly not the case when we look at the results from Orange-Sonatel. Unlike the noisier estimates derived from Twitter and Gowalla, the Orange-Sonatel estimates lose their multimodal pattern as the buffer increases from one week to four weeks, likely because the regularity with which Orange-Sonatel users are observed makes it easier to remove the short-term mobility signal from the migration estimates.

The nearly four-year span of the Twitter data demonstrates that it is possible to analyze longer-term patterns and seasonal regularities. Across all three panels of Twitter estimates, it is apparent that there are seasonal bumps in short-term mobility. The consistency of these patterns is especially notable considering that the total number of Twitter users generating the data grew steadily over span of the data. A visual inspection of the broader trend in the Twitter data indicates that the relationship between migration level and the length of the interval is positive and almost linear, with the longest observed migration rates increasing as the interval grows, regardless of the choice of buffer size. This near-linear trend suggests little long-term *return* migration among our sample of Twitter users. As some individuals return to the place where they were first observed, we would expect the rate of increase with respect to interval to diminish. After all, survey and administrative data suggest that five-year migration estimates are almost always less than five times the corresponding one-year estimates (Rees 1977). In comparison, the smooth hump in the Orange-Sonatel estimates (Figure 4, top center and top right) resembles the pattern we would expect to observe as return migration diminishes the rate of increase, ultimately lowering the rate of migration observed with increased interval. Because the Orange-Sonatel data span just one calendar year, we can draw no conclusions about longer-term trends in the Senegalese context. However, results from this analysis show how short-term seasonal migration behavior in Senegal impacts the relationship between the migration estimate and the interval. Meanwhile, although the Gowalla estimates do not prove any additional insight per se, they do suggest that even sparse, low-quality digital trace data can contain an internally consistent migration signal.

Figure 5 examines the geography of short-term and long-term mobility across the three data sets. Bilateral emigration rates are estimated for each possible pair of administrative units in the U.S. and Senegal contexts, respectively, using two temporal specifications: one month-over-month rate (e.g., place of residence in January vs. place of residence in February) and one six-month-over-six-month rate (e.g., place of residence from January to June vs. place of residence from July to December). This gives a short-term and a long-term estimate for 72 bilateral emigration flows in the United States (nine divisions × eight divisions) and for 182 bilateral emigration flows in Senegal (14 *régions* × 13 *régions*). When we plot the six-month rates against the one-month rates, we see a positive linear trend across all three data sets. If relatively few people in region *i* moved to region *j* over a one-month span, it is likely that relatively few people would have moved from *i* to *j* over a six-month span. Although this finding
is preliminary, it suggests the novel possibility of modeling long-term rates between regions, which are harder to observe, using short-term rates. Our framework provides the conceptual flexibility necessary for investigating the relationship between short-term and long-term patterns of migration.

**Discussion and Next Steps**

Migration data are expensive to collect, and different institutions use different temporal definitions of migration to meet their various needs. The harmonization of migration values estimated using different temporal definitions is difficult, which hampers the study of migration phenomena. These harmonization challenges arise in large part from complications due to return migration (i.e., the one-year/five-year problem) or temporary mobility (i.e., difficulties reconciling migration data defined by a different lengths of stay). Although our understanding of the temporal complexities of migration phenomena and measurement has historically been limited by scarce data, the availability of novel and increasingly prevalent forms of digital data creates opportunities for new research. In this paper, we have provided a series of methodological and theoretical advances that will make it easier to use digital trace data in migration research while leveraging their temporal granularity.

We developed a flexible method for converting georeferenced digital trace data, such as LBSN data or CDR data, into migration transition data. To address the growing number of *ad hoc* approaches in the literature, our method contributes a much-needed general terminology—*start, buffer, interval*—for this kind of inference.
procedure. We argue that these concepts refer to three distinct temporal dimensions of migration measurement: \textit{start measures} seasonal- or period-specific effects; \textit{buffer} measures residency criteria effects; and \textit{interval} measures cumulative temporal effects. Because of the atomistic and indirect quality of digital trace data, all three concepts must be addressed to produce migration transition estimates, regardless of the quality or the geographic coverage of the data.

We then proposed an approach to assessing the quality and the characteristics of the migration signal present in a data source by systematically changing the temporal dimensions of the migration definition. In essence, this approach can be used to produce sets of estimates that track levels of migration along a quasi-continuous time scale analogous to a survival function. We applied this approach to simulated data as well as three empirical data sets from three platforms in two internal migration contexts. Our analysis addressed two research questions, premised on two hypotheses related to migration measurement.

First, we asked how measures of migration vary with respect to the time interval. Based on the literature on the one-year/five-year problem in migration measurement, we expected to find that migration estimates with larger intervals would be higher than the estimates with smaller intervals. Our simulation model illustrated this intuition, and our empirical analysis of three data sets confirmed it. At first blush, this finding may seem self-evident. However, because estimating migration along a pseudo-continuous time scale has never been done before, this result has important implications for further research. Now that we have demonstrated that migration rates increase as the interval increases, we can begin asking questions about the specific functional form of this relationship and about the extent to which it varies by geography or population characteristics. This approach also provides a means for assessing the temporal stability of migration estimates drawn from digital trace data. Technology platforms and their user bases are in constant flux. Any unexpected patterns with respect to the interval size should be treated as a red flag when they are found in specific data.

Second, we asked how measures of migration vary with respect to temporal residence criteria, which we called the \textit{buffer}. Any research that uses digital trace data to measure migration will have to deal with questions about how to account for travel or temporary mobility, which may complicate the validity of migration estimates. We expected that migration data estimated with larger buffers would be less multimodal (i.e., noisy) than data estimated with smaller intervals. As in the case of our first research question, our simulation model illustrated this idea, and our empirical analysis confirmed it. Short-term travel is more common than long-term travel. Thus, as we increased the size of the buffer used to infer residency at either end of the interval, our migration estimates became smoother and more stable. Again, this finding may seem self-evident at first, but it demonstrates that by systematically varying the buffer, migration researchers can evaluate where the cut-off between travel and long-term relocation lies—a cutoff that will vary based on context and the purpose of the measurement. In our empirical analysis, we showed that the high degree of accuracy and the volume of CDR data from Orange-Sonatel makes it relatively easy to isolate long-term mobility from travel. As we increased the buffer from one week to four, the short-term spikes in migration disappeared from our plot. For the CDR data, we recommend using a buffer of at least four weeks to estimate migration. By contrast, the irregularity of the Twitter and Gowalla data made it more difficult to distinguish the
migration signal from travel-related noise. Even when a buffer of 12 weeks was used, the plots from Twitter and Gowalla still exhibited some instability. For unprocessed social media data, we recommend using a buffer greater than 12 weeks to estimate migration. More research is needed to determine what the acceptable level of travel-related noise should be, but our method clearly provides a conceptual and methodological framework for systematically addressing this issue. Our findings point to an emergent research agenda using digital trace data to map the relationship between different kinds of migration estimates. Yet further work must be done to validate mobility and migration estimates by linking them to traditional data. Because our conceptual focus was on identifying internal consistencies within a series of migration estimates generated from the same data, we did not attempt to assess the external validity of these estimates. However, such an analysis is clearly needed. In the U.S. context, interdivisional migration rates from Twitter or Gowalla data could be linked to Internal Revenue Service or American Community Survey estimates. Overall, we are encouraged by other studies that have demonstrated the validity of migration estimates from digital trace data by linking them to traditional sources (e.g., Deville et al. 2014).

Additionally, more research is needed to confirm the fundamental results reported here. Although the simplicity of our framework and the intuitiveness of our findings suggest strong consistencies in how measurements of migration vary with the temporal definition, we tested for these consistencies using just three sets of data. Because the analysis presented here was limited to internal migration data, collecting and analyzing relevant data from international contexts in particular is essential. Moreover, research should be conducted to assess the robustness of the approach by leveraging migration corridors with well-known features. For example, flows between the United Kingdom and Spain certainly contain a very high proportion of travelers. Examining the sensitivity of international migration into and out of the United Kingdom estimated from digital trace data would both validate our method and characterize U.K. migration in- and out-flows in new and interesting ways.
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