An Empirical Comparison of Portuguese and Multilingual BERT Models for Auto-Classification of NCM Codes in International Trade
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Abstract: The classification of goods involved in international trade in Brazil is based on the Mercosur Common Nomenclature (NCM). The classification of these goods represents a real challenge due to the complexity involved in assigning the correct category codes especially considering the legal and fiscal implications of misclassification. This work focuses on the training of a classifier based on Bidirectional Encoder Representations from Transformers (BERT) for tax classification of goods with NCM codes. In particular this article presents results from using a specific Portuguese Language tuned BERT model as well results from using a Multilingual BERT. Experimental results justify the use of these models in the classification process and also that the language specific model has a slightly better performance.
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1. Introduction

The Mercosur Common Nomenclature (NCM) is a system used by the South American trade bloc Mercosur to categorize goods in international trade and to facilitate customs control according to [16]. The NCM is divided into 96 Chapters which contain more than 10,000 unique NCM codes. An NCM code is an 8-digit numeric code that represents the goods and is required in the process of importing products in Brazil. Although it’s a necessity the process of classifying goods can constitute a real challenge due to the complexity involved in assigning the right code to each imported good giving the substantial number of codes and their technical details. During the import process one of the first documents required by Brazil is the Import Declaration in which the NCM code must be assigned to the product. In the case of a missing document or a misclassification of the NCM Code, the fine can achieve up to 75% of product price according to Brazilian Law 9430/1996 Art. 44. This makes classification a key challenge. Since the proposition of the Transformers in [22] the Natural Language Processing (NLP) area was hugely impacted by a model that didn’t need the recurrences layers and was based only on attention mechanisms. BERT was proposed two years later by [11] stacking only encoder layers from the
Transformers and achieving state of the arts results in eleven Natural Language Processing tasks in the GLUE Benchmark and thus allowing many NLP tasks to take advantage of this approach. Regarding the international trade data, the Brazilian Revenue Service maintains a system called Siscori that currently contains all data relative to Brazilian imports and exports, including a detailed description of the goods and their respective NCM Code. The focus of this work is to use this international trade data to fine-tune a classifier using the BERT model. The Multilingual BERT model proposed in [11] and the Portuguese BERT (BERTimbau) proposed in [21] will be used an empirical comparison between the performance of the two models will be given.

2. Materials and Methods

2.1 Mercosur Common Nomenclature

The Mercosur Common Nomenclature (NCM) was created with the aim of standardizing the classification of goods and to facilitate customs control among the countries that belong to the Mercosur: Argentina, Brazil, Paraguay, Uruguay, and Venezuela [16]. The NCM is based on the Harmonized System (HS) which is maintained by the World Customs Organization (WCO) [19]. The 8-digit code is composed by the Harmonized System 6-digit code extended by two additional codes as illustrated in Figure 1.

![Figure 1: Composition of the NCM Code](image)

The composition of the NCM code starts with the first two digits from the HS code that specify the Chapter followed by two digits that refer to the Position. The next two codes are related to the Sub-Position and the last two digits represents the Item and the Sub-item. According to [16] the addition of the last two digits allows for a more detailed specification of the goods based on each countries specific needs.

2.2 Tax Classification of Goods

The main use for the NCM codes in Brazil is for the tax classification of goods. Fees and taxes will be applied in the import process according to the code assigned to the good. According to the Brazilian Revenue Service, the NCM is also used in customs valuation, in statistical data involving import and export data and in import licenses, for special customs regimes such as goods identification, amongst other use cases.

The classification of goods, which is the focus of this work, is the process of assigning an NCM code to the good according to its technical features and characteristics. The NCM codes are maintained in an NCM table provided by the Brazilian Revenue Service which aggregates more than 10,000 codes distributed in 21 sections and 96 chapters. The chapters start with a chapter for live animals and end with a chapter for art works like paintings [19]. An example is shown in Figure 2 which shows chapter 90 which is related to photographic and cineographic products.
[7] states that the main purpose of NCM classification is the collection of the Import Tax, which is based on the Mercosur’s Common External Tariff (CET), as well as the establishment of commercial defense rights, such as in the case of anti-dumping. Thus, the correct identification of the NCM code in the Import Declaration (DI) is necessary to guarantee the correct collection of taxes, as well as the surcharges that guarantee commercial defense.

As stated, the NCM code is necessary in the registration of the import license, a mandatory document in the import process in Brazil. According to Brazilian Law 6.759/2009 Art. 706, which regulates the administration of customs activities and the inspection, control, and taxation of foreign trade operations, a 30% fine on the imported good price can be applied if the license is required and not presented during the import process.

An incorrect classification of the goods in the NCM code can also lead to the application of fines. In accordance with Brazilian Law 6.759/2009 Art. 711, a 1% fine is applied on the customs value of the goods if there is an incorrect classification of the NCM code. In addition, Brazilian Law 9,430/1996 Art. 44 states that, in cases of issue of the Official Letter, fines of 75% will be applied on the total or difference of tax or contribution in cases of lack of payment or tax collection, lack of declaration and in cases of inaccurate declaration.

2.3 Data Classification

The process of Data Classification involves assigning categories to each of the objects or entities involved, also known as classes. [1] defines the data classification process mathematically:

For a given matrix $D$ of training of size $n \times d$ and classes with values between 1…$k$, associate each of the $n$ rows in $D$, create a training model $M$ that can be used to predict the
class of a dimension record $d$ where the record $y \in D$. According to [8], classification problems are one of the most common applications in data mining and these tasks are also quite frequent in everyday life.

Classification problems are said to be supervised when the relationship of training data with the class itself is learned [1]. Thus, after the training, a classifier will serve to classify new records in those predefined classes, whose learning took place based on the labelled training data. Finally, the new records that will be provided to the classifier for class determination are called test data and are used to measure the classifier’s performance on unknown records.

2.4 BERT

The BERT (Bidirectional Encoder Representations from Transformers) model proposed by [11] is based on a bidirectional multilayer Transformer encoder from the original implementation of Transformers proposed by [22]. BERT works by pre-training deep bidirectional representations from unlabeled data in both context directions. Thus, once pre-trained, a fine-tuning procedure can be performed on top of the model by adding a layer thereby allowing its use in a wide variety of tasks [11].

According to [11] the procedure with BERT is composed of two steps: a pre-training step followed by a fine-tuning step. In the pre-training stage, the model is trained in unlabeled databases in two large tasks called Masked Language Model (MLM) and Next Sentence Prediction (NSP). At the end, in the fine-tuning step, the model is first initialized with the pre-training parameters, and then later has its weights updated based on the training using labelled data for the specific task.

The fine-tuning step tends to be much faster and straightforward than the training process: if it’s a classification task, for example, there’s simply a need to add a classification layer to the pre-trained model, which will result in all parameters being adjusted for the new task. In this case, these tasks are called downstream, as they present themselves as supervised learning tasks that use a pre-trained model or component. Figure 3 adapted from [2] illustrates the fine-tuning process on a BERT model for the classification of NCM codes from product descriptions, which is the focus of this work.

![Figure 3: Fine-tuning process](image-url)

In summary, after the pre-training phase, the model will have the idea of language and context, and after fine tuning it will be provided with the means to solve the specific problem e.g., a problem of classification. This approach is referred in [11] as knowledge transfer and its relevance has already been proved in the computer vision field and has
also brought state-of-the-art results in a series of NLP tasks. It has helped in the dissemination of models that use Transformers for a series of applications, as it enables the achievement of results with reduced training time, since it already starts from a pre-trained model as a basis.

2.4.1 Multilingual BERT

Combined with the BERT model originally trained in English, [11] also make available the Multilingual BERT uncased, a pre-trained model in 102 different languages, which can be used in the same way as the single language model. According to the authors, this model exists allows the use of several languages, since it is no practically feasible to maintain so many isolated language models. However, a disadvantage of the multi-language model is that, according to its documentation, it can underperform single-language models, particularly in feature-rich languages. In that case, language-specific pre-training is indicated for increased performance.

2.4.2 Portuguese BERT

[21] presented a BERT model trained entirely in Brazilian Portuguese, which they nicknamed BERTimbau. According to the authors, the Portuguese model replicates the pre-training procedures with just a few changes and is available in two sizes with the same number of layers and parameters as the original BERT: Base and Large. According to [21], the training was based on the brWaC Corpus, web as corpus in Brazilian Portuguese and the model was evaluated in three distinct downstream tasks: Sentence Textual Similarity, Recognizing Textual Entailment and Named Entity Recognition, outperforming multilingual model in both sizes results.

3. Procedures

3.1 Data Selection

The data used in this work was obtained from “Siscori” which is a website provided by the Brazilian Revenue Service that currently contains all data on the import and export of goods from 2016 to 2021. The data records include a detailed description on the good (with a maximum of 250 characters), country of origin, country of destination, related costs and the NCM code which the good was classified as well as other information that was not relevant to this work.

| NCM CODE   | PRODUCT DESCRIPTION                                                                 |
|------------|--------------------------------------------------------------------------------------|
| 9027009    | DISPOSITIVO DE CONTAGEM DE CELULAS DE USO EXCLUSIVO EM EQUIPAMENTO DE ANÁLISES VI(...) |
| 90292010   | 84713545 INDICADOR DE VELOCIDADE DE ETAQUÍMETRO                                      |
| 90299010   | 07210000 CARCAÇA DO PAINEL DE INSTRUMENTOS, FABRICADA EM PLÁSTICO E APLICADA (...)     |
| 90304090   | 2097251 - EQUIPAMENTO DE TESTE DE CABO IQ CIQ 100 PARA QUALIFICAÇÃO DE REDE DE DATO(...) |
| 90308990   | 5285669 - VERIFICADOR DE CABO MICROSCANNER POE PARA ETHERNET INDUSTRIAL               |
| 9038990    | SENSOR ELEITROEUMÁTICO DO SISTEMA DE AR CONDICIONADO DA AERONAVE - LOTE: 190U(...)     |
| 9038990    | 050389P - SENSOR DE TEMPERATURA PARA LOUVORAS DE 2KG DE CAPACIDADE                     |
| 9038990    | PAPELÃO PARA MEDIDA DA ISOLAÇÃO ELÉTRICA (RGEZY DIELETRÍCA) DAS CONDUITORES ES(...)   |
| 9038990    | SENSOR MAGNÉTICO(A) PARA MEDIR A VELOCIDADE EM MOTOR DE IGNICAÇÃO POR COMPRESSA(...) |
| 9038990    | SENSOR DE TEMPERATURA DA ÁGUA, **SUFRAMA**SENSOR DE TEMPERATURA DA ÁGUA, DO GAL(...)  |
| 9038990    | EEA97948B: PLACA DE CIRCUITO ELETRÔNICO UTILIZADO NO SISTEMA PALTRONIC, CÓDIGO EEA97(...) |

Figure 4. Chapter 90 import data sample.

Since this paper makes use of the BERT model to train a classifier that aims to classify descriptions on its respective NCM code, only the good/product description and NCM code columns were selected for this work. Whereas the amount of NCM codes is
over 10,000 and it’s currently divided into 96 chapters, the focus of the classifier developed in this paper will be to predict NCM codes inside a single chapter.

Regarding the choice of the chapter, [12] present in their work a classifier to the Harmonized System (HS) codes using Background Nets with a focus on Chapters 22 and 90 since both these chapters were more prone to classification errors in daily classification tasks made by international business analysts than any other chapter. [4] present a classifier for NCM codes using Naïve Bayes algorithm and focuses on the chapters 22 and 90 referred by [12] as the most likely to practical errors.

Given that the difference in the amount of NCM codes in Chapter 90 is more than ten times the amount of NCM codes in Chapter 22, this paper will focus only on Chapter 90 since it tends to have more difficulties involved. As mentioned, the Siscori website provides Brazilian import data from 2016 to 2021, and the import data from January 2019 through August 2021 was selected in this experiment, making a total of 7,645,573 records.

3.2 Data Pre-processing

Since the data was obtained from the official imports and exports Siscori website, there was some noise that needed to be removed in a cleaning process before beginning to train the model. At first, as shown in Figure 4, most of the goods description are in upper case and only a few of them come cased as regular sentences, so initially all records were converted to lower case.

Using Regular Expressions, production and manufacturing dates were removed, as well as product batches and their abbreviations and numbers, since these data are not relevant to the distinction between classes and can interfere in the training. Besides that, codes and terms related to billing and part number (PN) were also removed, since they are specific codes for each company. In addition, extra spaces and some special characters present in the sentences that would not contribute to the learning process and these were also removed.

After the data cleaning phase records that had duplicate descriptions, this is data which most likely come from the same importing companies. After the cleaning and removal of duplicate records, the database was reduced from 7,645,573 records to a total of 3,481,090.

Table 1. Data Records

|                        | No. of Records | No. of Classes |
|------------------------|----------------|---------------|
| Original import data.  | 7,645,573      | 325           |
| After cleaning and duplicate removal. | 3,481,090 | 325           |
| After undersampling.   | 265,818        | 325           |

Since the processing of this amount of data would still be significant an undersampling technique was carried out with Imblearn’s Random Undersampler. Giving that the dataset was unbalanced, the undersampling process for this research kept a ratio of 1:300 samples between the minority and majority classes. The minority class presented only 4 records so the majority class would present 1200 records giving the chosen ratio with the samples being selected randomly. After the undersampling process, the database
was reduced from 3,481,090 to 265,818 records keeping the original number of classes of 325. All the pre-processing steps are summarized in Table 1.

3.3 Data Transformation

This paper code was written in Python and the main library used to fine-tune the BERT model was Simple Transformers, by Thilina Rajapakse. For multiclass classification, the format of training and testing data required by the library states that classes must be provided as integers starting from 0 to n. Therefore, this simple transformation of the NCM codes and adaptation of the column names according to the documentation was performed. The NCM codes and their respective indexes were also stored in a dictionary, for later referral after the prediction process.

For this work, the selected Multilingual BERT model proposed by [11] was the un-cased version on the base form (12 layers). Regarding Portuguese BERT (BERTimbau), since only the cased version was available it was chosen also on its base form. In this case, it is important to emphasize that for the BERT model to perform tasks called downstream, such as classification, the Simple Transformer library provides models with a classification layer already implemented on top of it. Besides that, Simple Transformers allow the model to be supplied with a list of weights to be assigned to each class in the case of unbalanced datasets. As the database contains real Brazilian import data and presents a considerable difference in the amount of some goods in relation to others with respect to NCM codes, it’s clearly a highly unbalanced base. To make use of this configuration allowed by Simple Transformers, the weights were calculated inversely proportional to the number of records per class and provided to the model as a parameter, to be used in the loss calculation during training and evaluation, thus minimizing the effects of the unbalanced dataset.

3.4 Hyperparameter Tuning

Having defined the parameters referred to the model itself, in addition to parameters such as seed to allow the replication of results later, some hyperparameters used in the BERT model were defined as well. [11] specify that most hyperparameters used in fine tuning are the same as in pre-training, except for batch size, learning rate and number of training epochs. Along these lines, the authors suggest some values that, based on the experiments, have shown to work well for different types of tasks.

For this, [11] suggests values for batch size as 16 or 32, for learning rate as 5e-5, 3e-5, 2e-5, as well as training epochs of 2, 3 and 4. The authors also reiterate that during their experiments, it was noticed that for large databases (+100,000 labelled data), the model was far less sensitive to the change on these parameters than on smaller databases. Thus, [11] also amend that because the fine-tuning process is relatively fast, it is suggested to carry out an exhaustive search among these parameters to find those that best fit the model. Considering the suggestion, a grid search was performed on the training of the classifier of Chapter 90 comprising all 18 scenarios for each BERT model (Multilingual and Portuguese).

3.5 Hardware and Platform

Since Transformers allow parallelization and thus their use with the proper hardware is very important. For the execution of this work, the code developed in the Python language was executed in a notebook on Google Colab, an interactive environment that is
easy to configure and share. For the execution of the experiments used in this research, Google Colab in its Pro version was used due to the availability of fast GPUs and large amounts of RAM. In this case, all 36 scenarios in this experiment were run on Google Colab Pro and a Tesla P100 PCIe 16GB GPU was assigned for the notebook.

3.6 Model Training and Validation

In order to evaluate the classifier, the training and validation processes were performed using k-fold cross-validation. This is illustrated in Figure 5 in a 4-fold Cross-validation which was the number of folds used in this paper’s experiments. In [8] defines that in k-fold cross-validation, if the database comprises N instances, these are divided into k equal parts, where k is usually a small number, such as 5 or 10. With the database separated into parts a series of k executions is performed using one of the k parts as a test base and the other (k-1) parts as a training base.

Thus, after k executions, [8] defines that the total number of correctly classified instances is divided by the total number of instances N, resulting in an overall accuracy of the model. One of the variations of cross-validation is the stratified cross-validation, which, according to [1], uses a representation proportional to each class in the different folds and generally provides less pessimistic results. As the database used is quite unbalanced, the stratified cross-validation was run in all experiments with the different hyperparameters, to ensure more consistent results. There are other scenarios and applications as described in [25].

3.7 Metrics Selection

To analyze the performance of the classifier, three different metrics were used, as some are more adequate to the characteristics of the database used in this work: accuracy, cross-entropy loss, and Mattews Correlation Coefficient (MCC).

3.7.1 Accuracy

Accuracy represents the number of instances correctly classified in relation to the total number of instances evaluated. According to [15], although accuracy has been shown to be the simplest and most widespread measure in the scientific literature, it presents some problems in cases in which the performance of unbalanced databases is evaluated. According to the authors, there is an accuracy problem in not being able to distinguish well between different distributions of wrong classifications.

3.7.2 Cross-Entropy Loss

The Cross-Entropy Loss configures a loss function commonly used in classification tasks, being a performance measure of models, whose output involves probability values. In this case, the Cross Entropy Loss increases as the predicted probability diverges from the real
one, and therefore the objective is for its value to be as close to zero as possible. To calculate the Cross Entropy Loss in the multiclass case, according to [24] the expression can be written for each instance, where \( y(k) \) has the value 0 or 1, indicating whether the class \( k \) is the correct classification for the prediction \( \hat{y}(k) \), in the form:

\[
L(\hat{y}, y) = -\sum_{k} y(k) \log \hat{y}(k)
\]

[10] define that the Class-Balanced Loss introduces a weight factor that is inversely proportional to the number of instances of a class and is used precisely to address the problem of unbalanced databases. Thus, as this work deals with this case of unbalance and the Simple Transformers library allows the supply of a vector of weights for the model, these weights are used as multipliers in the Cross Entropy Loss function.

### 3.7.3 Matthews Correlation Coefficient

The Matthews Correlation Coefficient (MCC) is calculated directly from the confusion matrix, and its values range between -1 and +1. A +1 coefficient represents a perfect prediction, 0 an average prediction, and -1 an inverse prediction. [13] presents its generalized form for the multiclass case, in which \( C_{kl} \) are the elements of the confusion matrix:

\[
MCC = \frac{\sum_{klm} C_{kk} C_{lm} - C_{kl} C_{mk}}{\sqrt{\sum_{k} (\sum_{l} C_{kl}) \left( \sum_{l'} C_{k'l'} \right)} \sqrt{\sum_{l} (\sum_{k} C_{lk}) \left( \sum_{k'} C_{l'k'} \right)}}
\]

[15] refer to the MCC in their work as a performance measure of a multiclass classifier, and point out that, in the most general case, the MCC presents a good harmonization between discrimination, consistency and consistent behaviors with a varied number of classes and unbalanced databases. In addition, [15] show that the behavior of the MCC remains consistent both in cases of binary and multiclass classifiers.

In their work on binary classifications, [9] point out that due to its mathematical properties, the MCC incorporates database unbalance. At this point, [9] reiterate the fact that the MCC criterion is quite direct and intuitive regarding its score: for a high score it is necessary that the classifier correctly predicts most negative classes and most positive classes, regardless of their proportions to the database.

Thus, despite the work of [9] focusing on binary classification, the main differential of the MCC becomes clear: it benefits and penalizes for each class, since a good performance of the classifier will occur when it has a good predictive power for each of the classes together. In this sense, regardless of the number of instances of a class being much lower than another (in the case of unbalanced databases), the MCC maintains its performance evaluation power consistently, while classification errors in classes are not significant in relation to the quantity total instances could go unnoticed in other metrics. In [26] metrics and applications for different scenarios are defined.

### 4. Experimental Results

Both Multilingual BERT and Portuguese BERT experiments were carried out on a grid search comprising all 18 scenarios that encompasses the combinations of parameters
for batch size, epochs and learning rate suggested in [12]. A 4-fold stratified cross-validation was performed and the results presented on Table 2 and Table 3 for cross-entropy loss, accuracy, and Matthews Correlation Coefficient are averaged among each fold. Both Table 2 and Table 3 are sorted by highest MCC result first, since it’s the most suitable metric for the unbalanced database.

The experiments regarding Multilingual BERT demonstrated that the best result regarding MCC metric was the one presented where the batch size hyperparameter was set to 16, learning rate to 5.00E-05 and total epochs of 4. This best combination of hyperparameter resulted on a MCC of 0.8362, an accuracy result of 0.8369 and a cross-entropy value of 0.7326 as shown on Table 2.

Table 2. Multilingual BERT Results for Chapter 90

| Batch Size | Epochs | Learning Rate | Cross-entropy Loss | Accuracy   | MCC       |
|------------|--------|---------------|--------------------|------------|-----------|
| 16         | 4      | 5.00E-05      | 0.7326             | 0.8369     | 0.8362    |
| 16         | 4      | 3.00E-05      | 0.7398             | 0.8341     | 0.8334    |
| 32         | 4      | 5.00E-05      | 0.7339             | 0.8341     | 0.8307    |
| 16         | 3      | 5.00E-05      | 0.7580             | 0.8249     | 0.8242    |
| 16         | 4      | 2.00E-05      | 0.7716             | 0.8246     | 0.8239    |
| 32         | 4      | 3.00E-05      | 0.7778             | 0.8206     | 0.8199    |
| 16         | 3      | 3.00E-05      | 0.7827             | 0.8192     | 0.8185    |
| 32         | 3      | 5.00E-05      | 0.7853             | 0.8152     | 0.8145    |
| 16         | 3      | 2.00E-05      | 0.8360             | 0.8062     | 0.8055    |
| 32         | 4      | 2.00E-05      | 0.8475             | 0.8040     | 0.8032    |
| 16         | 2      | 5.00E-05      | 0.8390             | 0.8020     | 0.8013    |
| 32         | 3      | 3.00E-05      | 0.8475             | 0.8015     | 0.8007    |
| 16         | 2      | 3.00E-05      | 0.8876             | 0.7917     | 0.7909    |
| 32         | 2      | 5.00E-05      | 0.8995             | 0.7866     | 0.7857    |
| 32         | 3      | 2.00E-05      | 0.9497             | 0.7807     | 0.7798    |
| 16         | 2      | 2.00E-05      | 0.9718             | 0.7750     | 0.7741    |
| 32         | 2      | 3.00E-05      | 1.0014             | 0.7665     | 0.7656    |
| 32         | 2      | 2.00E-05      | 1.1658             | 0.7379     | 0.7369    |

In the work of [4] for the experiment with Chapter 90 without duplicates which is the most similar to this paper experiment, the classifier presented an average accuracy of 0.8338. In the same scenario, but with terms in English and considering the Harmonized System (HS) classification, the classifier developed by [12], obtained an average accuracy of 0.8330. The result from the Multilingual BERT experiment of 0.8362 outperformed both works with a BERT model that was pretrained in 102 languages. Figure 6 shows the hyperparameters optimization process on Multilingual BERT experiment with 18 scenarios using Weight & Biases to illustrate different scenarios.
The experiments on Portuguese BERT were also carried out 18 times, for each possible combination of parameters suggested in [11]. The results showed that the greatest MCC achieved was 0.8491 for a batch size value of 16, 4 epochs and learning rate of 5.00E-05. In this empirical comparison, a lower batch size and higher epochs and learning rates has shown to be the best combination for fine tuning a BERT model using this data for both Multilingual and Portuguese models. For the best-case scenario in Portuguese BERT model experiment, the MCC presented a value of 0.8491, accuracy reached out 0.8497 as cross-entropy loss was 0.6941.

Table 3. Portuguese BERT Results for Chapter 90.
Table: Portuguese BERT Hyperparameter Tuning.

| Batch Size | Epochs | Learning Rate | Cross-entropy Loss | Accuracy | MCC  |
|------------|--------|---------------|--------------------|----------|------|
| 16         | 4      | 5.00E-05      | 0.6941             | 0.8497   | 0.8491|
| 16         | 4      | 3.00E-05      | 0.7047             | 0.8432   | 0.8426|
| 32         | 4      | 5.00E-05      | 0.6946             | 0.8424   | 0.8418|
| 16         | 3      | 5.00E-05      | 0.7054             | 0.8392   | 0.8385|
| 16         | 4      | 2.00E-05      | 0.7414             | 0.832    | 0.8313|
| 16         | 3      | 3.00E-05      | 0.742              | 0.8291   | 0.8284|
| 32         | 4      | 3.00E-05      | 0.7434             | 0.8288   | 0.8281|
| 32         | 3      | 5.00E-05      | 0.7358             | 0.8281   | 0.8274|
| 16         | 2      | 5.00E-05      | 0.7707             | 0.8184   | 0.8176|
| 16         | 3      | 2.00E-05      | 0.8001             | 0.815    | 0.8142|
| 32         | 3      | 3.00E-05      | 0.8079             | 0.8114   | 0.8106|
| 32         | 4      | 2.00E-05      | 0.8165             | 0.8106   | 0.8098|
| 16         | 2      | 3.00E-05      | 0.8331             | 0.8046   | 0.8038|
| 32         | 2      | 5.00E-05      | 0.8308             | 0.8039   | 0.8032|
| 32         | 3      | 2.00E-05      | 0.9161             | 0.7877   | 0.7869|
| 16         | 2      | 2.00E-05      | 0.9309             | 0.7847   | 0.7839|
| 32         | 2      | 3.00E-05      | 0.9481             | 0.779    | 0.7782|
| 32         | 2      | 2.00E-05      | 1.1177             | 0.7459   | 0.7449|

1 Tables may have a footer.

Portuguese BERT results outperformed Multilingual BERT MCC results in all 18 scenarios shown. In this case, the model also improves results when comparing to [4] accuracy results for Chapter 90 with no duplicates and [12] results for the same chapter and scenario 90 but for Harmonized System (HS). Figure 7 also presents the hyperparameter tuning process illustrated using Weight & Biases for the Portuguese BERT model experiment.

Figure 7. Portuguese BERT Hyperparameter Tuning.
Having presented the results, mainly about the Matthews correlation coefficient (MCC), it was noticed that with little computational cost it became possible to train a relevant performance classifier, mainly due to the knowledge transfer process that the BERT model allows. Thus, with the process of fine-tuning for the classification of product descriptions in their respective NCM codes, it was successfully executed leading to results such as 0.8491 using the Portuguese pre-trained model for the MCC in a task with 325 distinct classes.

6. Conclusion

Given the difficulties in the classification of goods in Brazil and the expensive fines for classification errors, the use of the developed classifier as a suggestion or starting point in this classification process is obviously an important and relevant result. Considering that Chapter 90 type goods have one of the greatest errors in the literature related to foreign trade, the classifier could be useful for supporting foreign trade analysts’ decisions when classifying goods, mainly in chapters that require more technical knowledge and details.

Regarding the model comparisons, as BERT Multilingual documentation stated, specific-language methods tend to have better results particularly in feature-rich languages like Portuguese, which is proven in the empirical comparison made in this paper. The Portuguese BERT outperformed Multilingual BERT, meanwhile the results with Multilingual BERT are encouraging considering the training in 102 languages and even outperformed related work on same scenarios.

The knowledge transfer process in models such as BERT combined with the availability of import and export records by the Brazilian Revenue Service has made the development of classifiers like this possible. The possibility of fine-tuning the model, as well as its parallel nature allow for a reduction in training time and make it feasible to run it on local machines or notebooks running in the cloud as shown in this research. In addition to this, the availability of open-source libraries and models allows the sharing of knowledge and the implementation of solutions using state-of-the-art technologies by developers worldwide, as is the case of the Multilingual BERT proposed in [11] and Portuguese BERT proposed by [21]. In future works, we intend to expand the tests on large-scale shared data, one option is the use of algorithms and BIGDATA. Simulations with different data structures and metrics is also intended to broaden the spectrum of research and contributions.
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