Abstract—The exceptional capabilities of the human brain provide inspiration for artificially intelligent hardware that mimics both the function and structure of neurobiology. In particular, the recent development of nanodevices with biomimetic characteristics promises to enable the development of neuromorphic architectures with exceptional computational efficiency. In this work, we propose biomimetic neurons comprised of domain wall-magnetic tunnel junctions that can be integrated into the first trainable CMOS-free recurrent neural network with biomimetic components. This paper demonstrates the computational effectiveness of this system for benchmark tasks, as well as its superior computational efficiency relative to alternative approaches for recurrent neural networks.

Index Terms—DW-MTJ (domain wall-magnetic tunnel junction), Hopfield network, neuromorphic computing, recurrent neural network, spintronics.

I. INTRODUCTION

Recurrent neural networks (RNN) are computationally-powerful structures that can solve complex tasks that are challenging for conventional von Neumann systems. Their unique problem-solving capabilities have led to their widespread use in areas such as image recognition, classification, and artificial intelligence. However, as data sets become larger and tasks become harder, the cost to run and train software RNNs increases to impractical levels [1], [2].
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An answer to these issues is to redesign networks using analog circuits instead of the current software implementations that are inefficiently mapped to CMOS von Neumann hardware. Inspiration can be drawn from the brain: an analog machine that efficiently solves problems that are challenging for modern computers [3]. Research shows that the brain accomplishes this through a diverse system of neurons woven together in a complex web of specialized bio-circuitry that cascades together to solve tasks [3]. By emulating neuronal behavior and cytoarchitecture, efficient circuits can be designed that bolster the capabilities of neural networks.

As conventional CMOS devices do not naturally mimic the physics of the brain, alternative switching elements have been proposed for neuromorphic computing based on emerging device technologies. Hysteretic devices such as memristors [4]–[9] and spintronic devices [10]–[17] have received particular interest, as hysteresis is a critical component of neurobiological learning. RNNs have been proposed based on a hybrid of memristors and CMOS, [18]–[23] and fully spintronic reservoir computers have also been designed [24]–[36]: however, the hybrid systems utilize a significant amount of inefficient CMOS, detracting from the benefits of using emerging device technologies, while the spintronic reservoir utilizes no CMOS elements but does not provide the ability to train the weights.

This paper therefore proposes the first CMOS-free trainable RNN with biomimetic components. Leveraging the domain wall-magnetic tunnel junction (DW-MTJ) [37]–[41], this efficient and flexible RNN system is composed solely of spintronic devices and allows trained weights to be written into the system. This system mirrors the function, structure, and asynchronous nature of biological neurons, and is able to recover corrupted versions of patterns with high accuracy at higher speeds and with less power than alternative architectures.

II. BACKGROUND

The direct implementation of RNNs in efficient hardware circuits requires the interconnection of hysteretic switching elements that can drive other hysteretic switching elements. Unlike CMOS transistors that do not store information in a non-volatile manner, the DW-MTJ can store a non-volatile state with a programmable domain wall position. This non-volatility enables low-energy computing in which power is only dissipated when retrieving or storing a state, in contrast to other devices that also need power to maintain a state. Moreover, these devices can be easily chained together, without
A Hopfield network can be represented as a fully connected graph of neurons, where each neuron $i$ has an excitation state $S_i$; ON (1) or OFF (0). Each neuron $i$ also sends an output ($O_{ij}$) to every other neuron $j$ in the network based on its current state and the synaptic weight ($W_{ij}$) between the pair of neurons

$$O_{ij} = S_i \times W_{ij}.$$  

As the network runs forward in time, each neuron’s state is updated based on its inputs according to the following expressions:

$$S_t = \begin{cases} 1 & \text{if } \sum_{j=0}^{N-1} O_{ji} > \theta \\ S_i & \text{if } \sum_{j=0}^{N-1} O_{ji} = \theta \\ 0 & \text{otherwise} \end{cases}$$

where $\theta$ is some threshold value. The network can be trained to remember a certain pattern by updating the weights using the following equation:

$$W_{ij} = (2S_i' - 1)(2S_j' - 1),$$

where $S_i'$ is the state of the $i$th bit of the training pattern, resulting in $W_{ij} = \pm 1$.

B. Four-Terminal Domain Wall-Magnetic Tunnel Junction

The DW-MTJ is a spintronic device that has been used to implement non-volatile logic as well as neuronal and synaptic functions, offering improvements in efficiency and the ability to cascade into large-scale networks. As shown in Fig. 2, a four-terminal DW-MTJ is composed of an MTJ atop a DW track separated by an electrically insulating layer. The top ferromagnet’s magnetization is fixed while the bottom ferromagnet is coupled with the DW track’s magnetization directly beneath the MTJ. The MTJ resistance is larger when the two ferromagnets are in an antiparallel state relative to a parallel state. Thus, the resistance of the MTJ is directly controlled by the DW’s position in the track.

An input excitation such as a magnetic field or spin-transfer current can move the DW along its track length. When the DW passes the MTJ position, the MTJ free ferromagnet magnetically realigns itself with the track below, switching the MTJ between high and low resistive states.

III. SPINTRONIC RNN WITH BIOMIMETIC NEURONS

This paper proposes the first CMOS-free trainable RNN with biomimetic components, leveraging the hysteretic and analog properties of DW-MTJs in a novel biomimetic neuron structure comprising multiple DW-MTJs. We further propose that recurrent networks can be realized by interconnecting synaptic outputs to dendritic inputs in fully-spintronic RNNs with high computational efficiency.

A. Biomimetic Neuron Structure & Function

In neurobiological systems, a neuron continually stores and updates its state based on input excitations and transmits output signals as a function of that state; our biomimetic neuron is analogous both functionally and structurally to...
biological neurons, as illustrated in Fig. 3. The state of the neuron is represented in its body—hereafter referred to as soma—and updated by integrating the inputs it receives at its dendrite from pre-synaptic neurons. If the soma is sufficiently excited (i.e., its threshold is surpassed), a signal is fired to the several branches of the neuron’s axon. The signal is modified by the synapses at the end of each axon, and propagated to the dendrites of post-synaptic neurons.

1) Dendrite: In biological neurons, the dendrite is a branching structure that receives the synaptic output, represented as voltage differentials, of spatially distributed neurons [48]. In our structure, the communication between neurons is represented as current levels. As such, the dendrite is an electrical node connected to each of the pre-synaptic neurons’ synaptic outputs.

2) Soma: In the proposed biomimetic neuron, the soma is a single DW-MTJ that integrates input from the neuron’s dendrite and sends signals to its axons through its MTJ. The soma’s excitation state is physically determined by the location of the DW with respect to the MTJ—left of the MTJ corresponds to an off state, and right to an on state. Current through the DW track moves the DW in either direction, dependent on the direction of the input current. In an on state, the magnetization of the free and fixed ferromagnets are parallel across the MTJ, sending a high current signal to the axons. In an off state, the magnetic orientations are anti-parallel across the MTJ, sending a smaller signal and relaxing the axons.

When it is directly beneath the MTJ, the output signal is in an intermediate state between its high and low signals; to prevent the DW from staying in this intermediate state, the soma of the artificial neuron employs a leaking factor that relaxes the DW toward one edge of the track when no input is applied. Analogous to the method by which biological neurons maintain homeostasis with ion leakage channels to create a leaky integrate-and-fire system, our biomimetic neuron can perform leaking via a dipolar magnetic field, an anisotropy gradient, or a shape gradient [15], [16], [46]. This leaky integrate-and-fire system helps modulate the neuron’s excitation when insufficiently stimulated and serves as a means of temporal coincidence detection between stimuli [49].

3) Axons: All axon branches are DW-MTJs connected to the soma’s MTJ, as shown in Fig. 3. In order for a change in state to propagate between neurons, a soma’s axons must mirror the soma’s state. While a high current causes the soma to pull its axons into the parallel state, a low current does not push the axons’ DWs towards the anti-parallel state. An appropriate threshold leaking force is used instead [15], [16], [46] that outweighs the low current signal, moving the axon’s DW towards an anti-parallel state. In contrast, a high current signal is greater than the leaking force, and thus pushes the DW towards a high state. In a high state, the axon fully fires its weighted connection toward another neuron.

4) Synapse: The synaptic weight voltages on top of the axons function as the synapses, as these are where the connection weights are manipulated. A positive voltage value corresponds to an excitatory relation with the post-synaptic neuron, while a negative voltage value corresponds to an inhibitory relation. This is analogous to the brain, where information is stored not in the neurons themselves, but in the synaptic connections between them [50]. As such, the synaptic weight is represented by the MTJ voltage and is set externally during training.

B. Spintronic RNN

These biomimetic neurons can be directly interconnected to form an RNN, without requiring any CMOS or other circuitry. A simple RNN, the Hopfield network, is illustrated in Fig. 4 with all-to-all connectivity. In this case of all-to-all connectivity, every neuron in an N-neuron network has one soma and N-1 axons. In total, an N-neuron Hopfield network consists of N^2 DW-MTJ devices.

Training is performed offline according to [5], with the resulting weights applied as synapse voltages of ±W. For multiple patterns, the formula is applied individually for each and then the weight matrices are summed to form the final set.

To perform a computational task on a particular input, the network states can be initialized to an input pattern using voltage sources of constant ±V_C. After the network reaches a relaxed state, these sources are disconnected from the network and the synaptic weight voltages are connected to the axons. The network then converges to the nearest trained pattern.

IV. COMPUTATIONAL CAPABILITIES & EFFICIENCY

To demonstrate the computational capabilities of this spintronic biomimetic RNN, three distinct tasks were carried out by this network: convergence to random patterns from random states, restoration of distorted image patterns, and determination of the max-cut division of a graph. In all three cases, the network successfully performed the tasks with accuracy and efficiency superior to the best previously-proposed RNNs. Our network was found to generate solutions quicker and with less energy than the alternatives technologies.

The RNNs were simulated in Cadence using a SPICE model of the DW-MTJ that incorporates its electric and magnetic behavior with the parameters listed in Table I [41], [51], [52]. In order to ensure that the axon mirrors the state of the soma, the value for V_DW was selected with the following design rule:

Fig. 3: A spintronic neuron with two axon branches. Input signals come through the dendrite, flow into the soma, and then into each axon. Each axon fires a synapse-weighted output of ±W_{ij}.
Fig. 4: Schematic of a three-neuron spintronic Hopfield network showing neuron interconnection. $I_n$ is the external input to neuron $i$, $V_{DW}$ is the soma-to-axon voltage, and $W_{ij}$ is the synaptic weight between neurons $i$ and $j$. The neurons are connected in an all-to-all scheme, affecting each other over time through their weighted connections and eventually converging to a stable state.

Fig. 5: Bitwise convergence accuracy for random pattern recall.

$$V_{DW} = -\frac{L_{\text{SYN}}R_P}{k}(N - 1)(1 + \frac{T}{2})$$  \hspace{1cm} (4)

As network sizes larger than 20 neurons require prohibitively long simulation times, a simplified simulation technique was developed for those larger networks and validated against SPICE simulations.

A. Computational Accuracy

When evaluating the accuracy of an RNN, it is critical to note that the weight matrix of a Hopfield network is identical when storing a pattern or its inverse. For example, storing the pattern “110” or its inverse “001” results in identical Hopfield networks [44]. Therefore, in simulations, an output was considered accurate if it matched the desired pattern or its inverse. With this criteria and the parameters detailed in the appendix, our system was found to exhibit exceptional accuracy in both the recall of distorted memories and the calculation of approximate solutions to the max-cut problem.

1) Random Pattern Recall: In this task, the Hopfield network is programmed to recall random patterns, and then provided with random input patterns; the network is considered successful if it converges to any one of the programmed patterns or their inverse. Networks of up to 29 neurons had their accuracy averaged across 1,000 test cases with a randomly

| Symbol | Parameter                  | Value | Units |
|--------|----------------------------|-------|-------|
| $g$    | Landé factor               | 2.1   | -     |
| $P$    | Polarization constant      | 0.7   | -     |
| $M_{\text{SAT}}$ | Saturation magnetization | $8 \times 10^5$ | A/m |
| $A$    | Cross sectional area       | 50    | nm$^2$|
| $L_{\text{EN}}$ | DW track length | 100   | nm    |
| $MTJW$ | MTJ width                  | 50    | nm    |
| $MTJ$  | MTJ placement              | 50    | %     |
| $L_{\text{SYN}}$ | Axon leak speed | $-5$  | m/s   |
| $L_{\text{AXON}}$ | Soma leak speed | 0.2   | m/s   |
| $R_P$  | MTJ parallel resistance    | 500   | $\Omega$ |
| $R_{\text{AP}}$ | MTJ antiparallel resistance | 2000 | $\Omega$ |
| $R_{\text{M}}$ | Metal layer resistance    | 2000  | $\Omega$ |
| $V_c$  | Charge-up voltage          | 0.1   | V     |
| $W$    | Synaptic weight magnitude  | 0.1   | V     |
| $V_{DW}$ | Soma to axon voltage | Varies with N | V |
selected pattern and input. Due to the number of input and test pattern pairs growing with $2^n$, a random sampling test procedure was used to determine the accuracy across a large number of neurons.

As shown in the results of Fig. 5, the network achieved perfect accuracy for all single-pattern cases. Accurate recall was also achieved when two patterns were programmed into the network, eventually approaching 99% bit accuracy. With three patterns, an average of more than 96% of the bits in a pattern were resolved for all networks larger than 17 neurons.

2) Distorted Image Recall: One of the many uses of Hopfield networks is the reconstruction of images distorted by noise. As a test case, the three 10x10 binary images shown in Fig. 6(a) were programmed into a network. Each image was then subjected to distortion with varying percentages of flipped bits, as illustrated in Fig. 6(b). These distorted images were then fed into the network; the network was considered successful if it converged to the original image. A distortion of 0.5, or flipping half the bits, is the greatest possible amount of distortion, as inverse patterns are intrinsically programmed.

The average accuracy of the spintronic network as a function of distortion level is shown in Fig. 6(c). Perfect recall was achieved for low levels of distortion, and the spintronic network was able to converge to nearly-correct patterns even when provided with extremely high levels of distortion. At distortion levels of 0.33 or more, the pattern can become unrecognizable or closer to a different pattern, causing false convergences and lower accuracy. When distortion increases past 0.35, the “T” pattern accuracy increases while all other letters’ accuracies decrease; due to the nature of this set of images, the network interprets noise as a “T” pattern.

3) Max-Cut: The max-cut problem is a well known NP-complete problem in which the nodes of a simple, undirected graph are divided into two sets such that the weights of the edges between the sets are maximized [53]. It is often useful to provide a fast approximate solution [54].

Our biomimetic RNN architecture was used to find approximate max-cut solutions for undirected graphs. Each neuron corresponds to a graph node, such that a network requires the same number of neurons as nodes in the graph. The weights between neurons representing disconnected nodes were set to $+W$, while weights between connected nodes were set to $-1.05W$; this 5% difference was chosen empirically to introduce asymmetry and maximize accuracy. The initial states of all the neurons’ DW-MTJs were set to the anti-parallel state before release. After network convergence, the set to which each neuron belongs is represented by the state of its DW-MTJ.

Fig. 7 shows the average max-cut score of our algorithm normalized by the total number of connections for a 50% connected graph of varying sizes. This is compared against the optimal solution and that of a naive 0.5-approximation algorithm. Across all sizes, our network greatly outperformed the 0.5-approximation algorithm, and averaged a 9.02% difference from the optimal solution.
B. Computational Efficiency

In addition to accuracy, the efficiency of a computing system is a critical metric of its utility. While area is important, this study focuses on the time-to-solution, power dissipation, and energy consumption.

The time-to-solution is calculated as the time between when the network starts to load the initial state and when all of its DWs are stationary post-convergence. We have approximated the energy consumption of the network based on the assumption that half of its MTJs are in the parallel state and half are in the anti-parallel state; all power calculations are then performed by dividing the total energy use by the total run time across all trials.

1) Random Pattern Recall: The single pattern associative memory task achieved a fast time-to-solution: over 100 trials, a 60-neuron spintronic Hopfield network reached an approximate solution after an average of 81.2 ns, with no trial taking longer than 113 ns to converge. The approximate average power dissipation of the network was 44.3 mW, and the average energy consumption was 3.60 nJ; the worst-case energy consumption was 5.23 nJ.

2) Distorted Image Recall: While similar to the random pattern recall procedure, the binary image distortion task required a 100-neuron spintronic Hopfield network. While the convergence time was slightly faster, the larger network resulted in greater energy consumption. Over 1000 trials restoring the "U", "T" and "D" images with the varying distortion levels shown in Fig. 6, the network consumed an average of 11.04 nJ over 78.14 ns.

3) Max-Cut: For max-cut simulations, ten standard 50% connected graphs in the Biq Mac Library [55] were used as inputs to a 60-neuron spintronic Hopfield network. Across all runs, the spintronic network found a solution after an average of 344 ns. The spintronic network also consumed minimal energy, with an average of 50.6 mW of power dissipation and 17.4 nJ of energy consumption. This task took longer to converge compared to the memory-based ones, due primarily to the uniformly anti-parallel starting state of the neurons: the smaller currents associated with the anti-parallel state result in slower DW motion until the neurons begin to flip into the parallel state.

V. COMPARISON & OPTIMIZATION

To evaluate its utility in neural network applications, this spintronic RNN was compared to alternative architectures, leading to the conclusion that the spintronic RNN reaches a solution of similar quality in less time, with less power, and with less energy. Furthermore, we analyzed the impact of the synaptic weight voltage on energy consumption and convergence time, enabling system optimization for maximum efficiency.

A. Comparison to Alternative Approaches

A recent study [34] described a Hopfield network that used memristors to find solutions to the max-cut problem (alongside a required co-processor, presumably requiring CMOS). In this work, a switch matrix and driver circuit was used to select rows of a memristor array to perform multiplication. The result was then filtered to produce a threshold function, and then fed back into the input/output buffers to be loaded in during the next cycle. They estimate that for a network of 60 neurons with 50% connectivity, 50 cycles of the device would require 72 nJ over 600 ns. These values correspond to a probability of converging to the correct solution of between 30% and 40%.

In contrast, our spintronic network does not include cycles, and is composed solely of DW-MTJ devices and voltage sources. This allows for a faster convergence time and less energy use. Compared to the quicker of their two configurations of the memristive Hopfield network, the spintronic network converged 74.4% faster. The spintronic network also uses less energy, consuming 24.4% less energy. The spintronic network’s worst-case energy consumption, out of the ten trials, is an outlier at 47.6 nJ, but still lower than the memristive network’s.

Another work has modeled a Hopfield network based on memristive SONOS transistors [23]. For the same Biq Mac library and network size, their energy consumption was 33 nJ, which is 89.7% greater than our proposed spintronic network. Their work also requires external circuitry to read the output of each cycle in order to feed it as input to the next cycle. While their work did not specify the cycle time, it mentions a SONOS ramp-up time of 1 ms for a different demonstration. We therefore suspect that our network is significantly faster.

B. Network Optimization

The efficiency of the spintronic network depends on both device parameters and voltage levels. Device variables such as...
the MTJ dimensions, metal track resistance, and TMR depend on manufacturing technology and are difficult to tune. On the other hand, voltage levels in the inputs and weights are easily modified. The synaptic weight magnitude levels can drastically affect power consumption, as illustrated in Fig. In general, increased synaptic weight voltages benefit the network by increasing convergence speed but require greater power consumption. For the parameters tested, the minimum energy-delay product (EDP) is at approximately $W = 0.04$ V with a value of 0.16 aJ-s.

VI. CONCLUSION

This paper presents a biologically inspired, asynchronous, fully spintronic recurrent neural network built solely from DW-MTJs. Neurons are cascaded into a Hopfield network, demonstrating the first biomimetic, CMOS-free RNN with reconfigurable weights. The network successfully performed associative memory and max-cut problems in SPICE simulations, while converging faster and requiring less energy consumption than previously-proposed approaches. This spintronic RNN thus makes effective use of biomimicry with spintronic devices to provide a promising approach for artificially intelligent systems with exceptional efficiency.
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