Experiments and Numerical Simulations of Pressure Effects in Apartment Fires
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Abstract. The fire induced pressure and its influence on ventilation flows within a compartment have not been studied in detail previously. In this research work, we have investigated the development of gas pressure and the resulting flows in compartment fires first experimentally, by burning a series of heptane pool and polyurethane mattress fires inside a real, 58.6 m² by 2.57 m high, apartment and then by carrying out numerical simulations of the experiments with the FDS code. The experiments were conducted with three different ventilation duct configurations to simulate three different airtightness conditions. The peak heat release rates were less than 1 MW and the burning times were about 180 s. The experimental results indicate that the gas pressure in relatively closed apartment can become high enough to revert the flows of the ventilation system, prevent escape through inwards-opening doors, and even break some structures. The peak gas temperatures under the ceiling of the burn room were about 300°C. The pool fires remained well-ventilated. The pressure ranges encountered in the experiments were between 100 Pa to 1650 Pa and the pressure occurred within 50 s of ignition. We also report the FDS validation for this type of simulations and discuss the process of modelling the ventilation system and leakages.
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1. Introduction

In early 2014, a group of professional fire fighters from the Southwest Finland Emergency Services, city of Turku, was rehearsing a situation where they ignited a fire inside an apartment of an abandoned building, closed the door and tried to attack the fire after a moment to suppress it. To their surprise, two firemen could not open the inner door of the apartment (many Finnish apartments have double doors to the corridor) due to the high pressure inside the apartment. This led to the questions: What if there was an occupant trying to escape the burning apartment? Can the pressure be high enough to prevent escape?

Thermal expansion of gas during a fire will result in increased pressure if the fire takes place in a relatively closed compartment [1]. The phenomenon has received only little attention in the history of fire science because most studies have been performed in enclosures with large opening to ambient. This has been well-justified from the viewpoint of structural safety, as only a long-lasting fire can cause high temperatures that pose a risk to the fire resistance. Also, the need to
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[1] The fire induced pressure and its influence on ventilation flows within a compartment have not been studied in detail previously.
ensure the availability of air has affected the experimental design of fire dynamics research. The smoke management calculations typically assume that pressure differences across the vents are dominated by the hydrostatic pressures, order of few tens of Pa at most.

Hägglund et al. [2, 3] have measured the pressures resulting from liquid pool fires in a compartment with only one, relatively small vent to ambient. They reported over and under pressure peaks as high as 1200 Pa and 1800 Pa respectively. By adding a mechanical ventilation to the same configuration, the over pressures were changed to 900 Pa and under pressures to −1200 Pa. They observed that even the mechanically driven ventilation flows were reverted according to the direction of the pressure. Unfortunately, neither the heat release nor the mass loss rate of the fire were measured, thus limiting the possibility of quantitative analyses, such as a code validation.

More recently, the experiments within the OECD PRISME programme [4] have produced detailed information about the development of compartment pressure, ventilation flows and liquid pool fire dynamics in a very air-tight compartment, reported in numerous articles [5–8]. Prêtrel et al [5, 6] investigated the influence of the enclosure airtightness on pressure using experiments and theoretical analysis. They found that closing the ventilation paths, and exhaust ducts in particular, during the fire increased the pressure significantly. The fuel mass loss rate was reduced simultaneously, though. As high as 3000 Pa over pressures were observed with fires of about 1 MW [7]. The effect of the mechanical ventilation flows on the natural flows through the multi-room compartment doorways were investigated in [8]. The results from the PRISME project cannot be directly transferred to the residential conditions due to the highly specialized construction, but they have already been used to validate the pressure and ventilation flow simulations of the Fire Dynamics Simulator [9] (FDS) software by Wahlqvist and van Hees [10]. They concluded that the airtight envelopes with small fires can create a significant positive pressure and this pressure can induce reverse flows through the ventilation networks and also threaten structural integrity. They identified the pressure to be a important issue for fire safety.

Fourneau et al. [11] used zone modelling to investigate the influence of the energy efficiency fire safety by comparing the modelling results in traditional and modern air-tight buildings (Passivhaus). They observed a significant difference in pressure rise (10 Pa vs. 450 Pa) and concluded that the high pressure can lead to a reverse flow in the supply ventilation system and possible pollution of other living areas. They did not recognize the pressure rise as a risk for the escape as such.

The main objectives of the current study were to quantify the pressures in fires taking place in closed residential compartments, to evaluate the potential risks for life and property, and to validate FDS for the simulation of such fires. Through the simulation capability, we will later evaluate the different ventilation arrangements and means for pressure management. By doing so, we want to bring more insight into the potential fire and evacuation safety issues related to the mechanically ventilated, air-tight enclosures that are currently being built due to the energy efficiency requirements and the trend of high-rise construction.
To meet the objectives we performed a series of fire experiments in a typical Finnish apartment, measuring the gas temperatures, pressures and gas species concentrations, as well as ventilation flows. The experimental setup is described in Section 2. The experiments were simulated with FDS, paying attention to the characterization of the building features that have the most influence on the pressure, such as envelope leakage. The simulation model is presented in the third section of this article, and the results reported in the fourth section. As the experiments were performed in a real apartment building, all the experimental uncertainties could not be ruled out, and they are discussed in the end of the article.

2. Experimental Study

2.1. Geometry

The experiments were conducted in a 1970s apartment building in the city of Kurikka, Finland. The building had three floors and a basement. The test apartment included a living room, bedroom, kitchen, bathroom, aisle and a closet, and was located in the first floor of the building. The apartment floor area was 58.6 m² with a ceiling height of 2.57 m. The envelope area $A_{env}$ was 165 m², including the floor and the ceiling. A floor plan is shown in Figure 1.

The concrete walls that were shared with the adjacent apartments were approximately 0.16 m thick. The walls to the exterior were around 0.20 m thick. The walls towards the outside consisted of concrete-insulation elements and three-glass windows. The wall from the living room to the balcony had a light-weight structure with wooden frame. The apartment had the typical Finnish two door system with the inner door opening inwards and outer door opening towards the staircase.

2.2. Ventilation Configuration

The apartment had three ventilation exhaust vents, one in the bathroom, one in the closet, and one in the kitchen hood. The kitchen hood was closed during the experiments. The bathroom and closet vents were connected to 160 mm diameter ducts leading to the roof of the building. The dimensions of the vertical section between the 160 mm duct and the roof are not known. There was a small replacement air vent in the living room to provide make-up air for the ventilation, but this valve was closed tightly during the experiments to enable accurate characterization of the ventilation flows. The ventilation had originally been designed to be buoyancy-driven, but a roof fan had been installed to the bathroom duct at some point during the building use.

Thirteen experiments were performed with three different configurations of two the exhaust ducts:

1. open duct,
2. normal configuration with the original valves installed on the ducts, and
3. ducts closed with metal foil and tape.
Photographs of the duct conditions are shown in Figure 2. The ventilation configurations are summarized in Table 1. Test numbering corresponds to the order of the experiments, except for Test 12 which was in fact the last test of the campaign.

The roof fan connected to the bathroom exhaust was operating except for the tests 3, 4 and 10, where it was switched off. The solid fuel tests were performed under the normal operating conditions of the exhaust ducts with the roof fan running and the kitchen duct tightly sealed.

**Figure 1. Floor plan of the test apartment and measurements.**
2.3. Leakages

The air-tightness of the apartment boundaries was measured using a Blower door test according to the standard SFS-EN 13829 [13]. A powerful fan was attached to the door leading from the living room to the balcony, and the other vents of the apartment were closed tightly. The door from the stairway to outside was kept open so that the staircase was at the ambient pressure. The fan was used to create a pressure difference between the apartment and the ambient. The amount of air flow through the fan was measured at different pressure differences. The normal practice in the energy efficiency studies is to report the leakage at 50 Pa underpressure in a form of a volumetric flow rate $\dot{V}_{50}$, air permeability $q_{50}$ or air exchange rate $n_{50}$. The air permeability is calculated by dividing the flow rate with the envelope area ($q_{50} = \dot{V}_{50}/A_{env}$), and the air exchange rate by dividing the flow rate with volume ($n_{50} = \dot{V}_{50}/V$). In this work, the leakage measurements were

**Figure 2.** The three ventilation duct configurations used in the experiments—Open, Normal and Closed (left to right).

**Table 1**

| Test | Fuel     | Ducts | Roof fan | Comments                                      |
|------|----------|-------|----------|-----------------------------------------------|
| 1    | heptane 3.2 L | Open  | ON       |                                               |
| 2    | heptane 3.0 L | Open  | ON       | Repeat of Test 1                              |
| 3    | heptane 3.0 L | Open  | OFF      |                                               |
| 4    | heptane 3.0 L | Open  | OFF      | Repeat of Test 3                              |
| 5    | heptane 3.0 L | Normal | ON       |                                               |
| 6    | heptane 3.0 L | Normal | ON       |                                               |
| 7    | heptane 3.0 L | Normal | ON       |                                               |
| 8    | heptane 3.0 L | Closed | ON       |                                               |
| 9    | heptane 3.0 L | Closed | ON       |                                               |
| 10   | heptane 3.0 L | Closed | OFF      |                                               |
| 11   | PUF 3.82 kg  | Normal | ON       |                                               |
| 12   | PUF 3.82 kg + wood | Normal | ON       | Fire in closet. Closet exhaust velocity measurement was removed. Last test of the series |
| 13   | PUF 2.65 kg + 2.60 kg | Normal | ON       |                                               |

Note that tests 12 and 13 were performed in reverse order.
made at both under and over-pressures in a range 30...70 Pa. The measurement uncertainty for $\dot{V}$ was $\pm 0.6\%$, and for $q_{50}$ it was $\pm 4\%$. The apartment temperature at the time of the measurements was only 16°C, as it had been out of use for weeks.

The measured flow rates through the apartment boundaries are shown in Table 2. The measured $q_{50}$ values indicate that the building would comply with the requirements of the Finnish building code (Part D3, 2012) for new buildings ($q_{50} \leq 4 \text{ m}^3/\text{hm}^2$). However, the building is less air tight than the building code’s recommended level ($q_{50} \leq 1 \text{ m}^3/\text{hm}^2$).

Another way of characterizing the envelope air tightness is to calculate the effective leakage area. Assuming that the leakage behaves as a flow through a sharp-edged orifice, the leakage area $A_{\text{leak}}$ can be solved from the following equation

$$\dot{V}_{|\Delta p|} = C_d A_{\text{leak}} \left( \frac{2|\Delta p|}{\rho} \right)^{0.5}$$

where $\dot{V}$ is the leakage flow rate, $C_d$ is the discharge coefficient, $A_{\text{leak}}$ is the leakage area, $\rho$ is the density, and $\Delta p$ is the pressure difference at which the leakage rate was measured. Assuming $C_d = 0.6$, $\rho = 1.3 \text{ kg/m}^3$ and $\Delta p = 50 \text{ Pa}$, for which $\dot{V} = 0.12 \text{ m}^3/\text{s}$, gives $A_{\text{leak}} = 0.023 \text{ m}^2$. Dividing the leakage area by the apartment envelope area gives the corresponding leakage ratio of $1.4 \times 10^{-4}$. From the viewpoint of smoke management technologies, the building would be classified to the average class (NFPA 92, 2012, Table A.4.6.1). Comparing the leakage areas obtained at different pressures (Table 2) in the range $-70...70 \text{ Pa}$, we can observe that the leakage area is weakly dependent on the absolute value of the pressure, but the values obtained at under and over pressures were clearly different.

Before the fire experiments, the kitchen and bathroom drains were tightly sealed to avoid the situation where the over-pressure would push the water out of the water lock, thus creating an additional, uncontrolled leakage path to the apartment.

| Table 2 | Results of the Leakage Tests |
|--------------------------------|---------------------------------|----------------|----------------|----------------|----------------|
| Direction | $\Delta p$ | $\dot{V}_{|\Delta p|}$ | $q_{|\Delta p|}$ | $n_{|\Delta p|}$ | $A_{\text{leak}}$ | $A_{\text{leak}}/A_{\text{env}}$ |
| Underpressure | $-30$ | 0.047 | 1.0 | 1.1 | 0.011 | $0.70 \times 10^{-4}$ |
| Underpressure | $-50$ | 0.078 | 1.7 | 1.9 | 0.015 | $0.89 \times 10^{-4}$ |
| Underpressure | $-70$ | 0.10 | 2.2 | 2.4 | 0.016 | $0.97 \times 10^{-4}$ |
| Overpressure | $30$ | 0.091 | 2.0 | 2.2 | 0.022 | $1.4 \times 10^{-4}$ |
| Overpressure | $50$ | 0.12 | 2.7 | 2.9 | 0.023 | $1.4 \times 10^{-4}$ |
| Overpressure | $70$ | 0.15 | 3.3 | 3.6 | 0.024 | $1.5 \times 10^{-4}$ |
2.4. Fire Loads

The experiments were conducted in two phases based on the type of fuel: In the first phase (tests 1–10), 3.0 L (3.2 L in Test 1) of n-Heptane was burned in a 0.7 m × 0.7 m steel pan with a free height of 21 cm. The fuel was poured on a water layer to stabilize the burning and to provide uniform thickness of heptane. The position of the pan is shown in Figure 1. In the second phase, polyurethane foam (PUF) mattress were used. Test 12 was performed in the closet of the apartment, and it was the last test of the campaign.

2.5. Measurements

The quantities that were measured during the experiments were gas pressure, gas temperature, O\textsubscript{2}, CO\textsubscript{2} and CO concentrations and the gas velocity and temperatures in the exhaust ducts. The measurement locations are shown in Figure 1. The pressure difference between the apartment gas space and ambient was measured in two locations (one in living room, other in kitchen) at height 1.8 m using Furness FCO 0508264-9 pressure transmitters and metal ducts connecting them to the measurement positions. The calibration uncertainties of the transmitters were about 1%.

For the exhaust gas velocity measurement, additional 0.5 m sections of the ventilation duct were attached in front of the exhaust vents to facilitate the placement of instruments and to improve the reliability of the velocity measurements. Although the length of the tubes was insufficient for achieving fully developed flow profiles, they were expected to make the flow more uniform at the measurement location. Flow velocities were measured using bi-directional probes with calibration uncertainty of about 2%.

Gas temperatures were measured using two trees of five K-type thermocouples (1.5 mm diameter) with 0.5 m vertical separation. One tree of thermocouples was placed in the corner of the fire room, and the other tree in the centre of the kitchen. Thermocouples were also placed in the exhaust ducts for measuring the exhaust gas temperatures.

The gas concentrations were measured through a probe placed 1.7 m from the floor in the living room corner next to the thermocouple tree. The sampling line was lead to the gas analysers outside thr apartment. The delay due to the length of the line was 16 s. In Test 13, the CO\textsubscript{2} and CO levels exceeded the corresponding analyser ranges.

The heptane pan mass was measured using a load cell. The mass loss rate \( \dot{m}(t) \) was calculated from the mass data using by piecewise least squares fitting technique using finite interval method [12]. Second order Hermite polynomials were fitted to the mass data, thus providing the mass-loss rate as the first derivative. Heat release rate was calculated from \( \dot{m}(t) \) assuming complete combustion of flammable vapors

\[ \dot{Q}(t) = \dot{m}(t) \Delta H_c \]  

(2)

where \( \Delta H_c \) is the net heat of combustion of n-Heptane (43.5 MJ/kg).
The mass measurements were not performed in the PUF fires due to the potential risk to the load cell. The HRR curve of Test 11 was estimated from the measured gas temperatures using inverse modelling. According to a classical room fire correlation [16], the temperature rise in a compartment fire is proportional to $\dot{Q}^{2/3}$. The coefficient of proportionality was obtained from the heptane pool fires and then used to obtain a rough estimate of the PUF HRR.

The tests were recorded using video cameras placed inside the fire room and in the balcony.

2.6. Experimental Procedure

In the heptane pool fire tests (Tests 1–10), the experiment started by turning on the data loggers and closing the doors of the apartment. A fireman wearing a breathing apparatus poured the heptane into the pool, waited for a few seconds for the mass reading to stabilize, and then ignited the fire using a gas torch. The fireman stayed inside the apartment for the whole duration of the fire.

In the PUF fires, the door was kept open at the time of ignition, and the fireman left the apartment closing the doors behind, except for Test 13, where he stayed inside to test the possibility of door opening. Test 12 ended with an intentional intervention by the fire brigade.

3. Numerical Simulations

3.1. Numerical Method

FDS is a Large Eddy Simulation (LES) based Computational Fluid Dynamics software which solves the low mach number combustion equations on a rectilinear grid over time [9].

FDS has a dedicated module for modelling Heating, Ventilation and Air-conditioning (HVAC) systems connected to the gas space of the fire simulation. The ventilation network is described as a series of ducts and nodes. The nodes are placed at points where ducts intersect each other or the CFD computational domain. The ducts are uninterrupted domains of fluid flow which can encompass elbows, expansion/contraction fittings and various other fittings. The losses due to friction and various other duct fittings are assigned as dimensionless loss numbers to the ducts. The node losses are attached to the ducts as loss terms only appear in the duct equations [14]. The module does not presently store any mass. Therefore, mass flux into a duct is equal to the mass flux out of the duct. The nodal conservation equations for mass, energy and momentum equations are as follows:

$$\sum_j \rho_j u_j A_j = 0$$  \hspace{1cm} (3)

$$\sum_j \rho_j u_j A_j h_j = 0$$  \hspace{1cm} (4)
\[
\rho_j L_j \frac{du}{dt} = (P_i - P_k) + (\rho g \Delta z)_j + \Delta P_j + 0.5K_j u_j |u_j| 
\]  

where \(\rho\) is the density, \(u\) is the duct velocity, \(A\) is the cross sectional area of the duct, \(h\) is enthalpy of fluid in the duct, \(P\) is the pressure and \(K\) is the dimensionless loss coefficient of the duct. The subscripts \(j\) indicates the ducts in the calculation, \(i\) and \(k\) indicate the nodes of the duct [14].

### 3.2. Simulation Model

The simulation model is based on the apartment layout and floor area shown in Figure 1. The simulation model geometry is shown in Figure 3. Simulations were carried out with 0.05 m and 0.10 m mesh resolutions, and the results were not found to be sensitive to the resolution. Comparisons of the ceiling temperatures and peak pressures obtained with the two mesh resolutions are shown in Figures 7 and 13. The fuel pan was modelled as a 0.7 m \(\times\) 0.7 m burner with a specified mass loss rate (MLR) according to the measurements. The combustion reaction was that of n-Heptane, with soot and CO yields of 3.7 % and 1 %, respectively.

Leakage modelling was one of the critical aspects of the simulation. FDS provides two different methods for the leakage modelling: The Bulk Leakage—method assigns the leakages onto large segments of the compartment boundaries. In our case, entire interior surface was used as a leakage path. The flow is driven by the difference between the background pressures inside and outside the compartment, at floor level. The Localized Leakage—method assigns the leakages to smaller locations of the boundary, and is suitable if the exact location of the leakages can be identified. The pressure difference is based on the local pressure averaged over the surface area, and includes the contribution of the perturbation pressure provided by the hydrodynamic solver. In this work, this

---

**Figure 3.** Simulation model of the apartment. The fuel pan is illustrated as the brown obstructions around the fuel vent (red). The model was built using a single mesh of 0.10 m resolution.
method was also used although the exact locations of the leakages were not known. In both methods, the leakage flow is calculated by the HVAC solver. The Bulk leakage method requires a leak path to be specified, and the wall with the window was here considered as the main leak path. Similarly, the localized leakage was assigned on a 3.6 m $\times$ 2 m area around the living room window.

One challenge of the leakage modelling is that the pressure differences during fires can be an order of magnitude higher than the pressure differences used in the leakage tests. There is no guarantee that the gaps and cracks of the building envelope and the flows through them behave in a similar manner in these two situations. For example, assuming a 1 mm gap size indicates that the flow Reynolds number is less than 1000 at 50 Pa but about 2000 at 500 Pa difference, thus indicating a transition from laminar to turbulent flow. In this situation, both $C_d$ and the exponent of the pressure in Equation 1 can be different. In addition, the high pressure differences can cause deformations in the structures, thus changing the effective leakage area.

The performance characteristics of the roof fan are not know, and the fan model parameters were estimated based on the duct velocity measurements and expected normal mode operation. A stalling pressure of 200 Pa was assumed and the flow rate at ambient conditions was set to 200 L/s. To avoid spurious pressure fluctuations the time stepping (DT_HVAC) of the HVAC network model was set to 2 seconds.

The ventilation ducts leading from the closet and bathroom to the roof were modelled as systems of two or three duct sections. The first section (length $L_1$) represents the additional duct fitted in front of the actual duct for measurements. It was assumed to have no flow loss. The second section represents the duct leading from the apartment to the roof. The bathroom duct was connected to a third section which contained the fan, was assumed to be 1 m long and connected to an ambient node. All the ducts had a roughness of 0.001 m. The duct lengths, areas and loss coefficients are listed in Table 3. The loss of the ventilation system was expected to be mainly due to the valve in the node connecting the duct to the room. The valves are adjustable, and the values of $K_2$ were chosen to reproduce their expected normal-model operation. In the case of open configuration, very small losses were assumed to the system.

| Ventilation configuration | $L_1$ (m) | $L_2$ (m) | $L_3$ (m) | $A_1, A_2$ (m$^2$) | $A_3$ (m$^2$) | $K_1$ | $K_2$ | $K_3$ |
|--------------------------|-----------|-----------|-----------|-------------------|----------------|------|------|------|
| Bathroom duct            |           |           |           |                   |                |      |      |      |
| Open                     | 0.4       | 10        | 1.0       | 0.01227           | 0.049          | 0    | 3    | 1    |
| Normal                   | 0.4       | 10        | 1.0       | 0.01227           | 0.049          | 0    | 38   | 1    |
| Closet duct              |           |           |           |                   |                |      |      |      |
| Open                     | 0.4       | 10        |           | 0.01227           | 0              | 0    | 2    |      |
| Normal                   | 0.4       | 10        |           | 0.01227           | 0              | 0    | 70   |      |
The thickness of the concrete walls was set to 0.20 m for external walls and 0.16 m for internal walls. The conductivity, specific heat and density of the concrete were set to 0.7 W/(m K), 0.75 kJ/(kg K) and 2200 kg/m³, respectively.

The simulations were carried out using the FDS version 6.3.2 using a single mesh and 6 OpenMP threads [14] on a personal computer with a 3.2 GHz Intel Xeon processor and 32 GB ram. The CPU time for a single simulation of 300 s was approximately 8 hours.

4. Results and Discussion

4.1. General Observations

Two main observations are of general interest:

1. In few seconds after the ignition and door closing, the over-pressure inside the apartment was observed as a strong, high-pitch noise. In Test 13, the fireman who stayed inside after igniting the fire with a torch, tried to open the inwards-opening door by pulling the handle. He could not pull the door open using his own force. After a few attempts, the other firemen were able to push and bend the door from the staircase side, relieving pressure and the door opening became possible.

2. In Test 12, the light-weight wall between the living room and the balcony failed structurally. The window frame was seen to move already in Test 11 and 13, after being exposed to about 1650 Pa pressure difference. In Test 12 about 60 s after the ignition, the pressure, unexpectedly, pushed the window frame out of the wall. At the moment of this structural failure, the pressure difference was about 1400 Pa. (For comparison, the typical wind loads on the envelope are of the same order of magnitude with these pressures.) The event was preceded by a low squeaky noise heard from outside for about one second. Visual inspection of the structures after the fire showed no sign of thermal damage. The pressure of the apartment was thus relieved before the fire fighters could intervene.

4.2. Heat Release Rates

The heat release rates (HRR) of the liquid pool fires were obtained from the measured mass loss rate curves. The measured HRR in the three experiments with different ventilation configurations are shown in Figure 4 as solid lines. As can be seen, the burning behaviour of the pool fire was not affected by the ventilation configuration. There were no differences between the sets of tests with nominally identical conditions, thus indicating a good repeatability of the experiments. The measured HRR curves were prescribed HRR inputs to the FDS simulations. It has to be noted that the heat of combustion used in estimating the HRR assumed a complete combustion whereas FDS includes the production of CO and soot. The simulated HRR curves reproduce the initial transient and peak value of the experimental curves, but the decay-phase HRR is higher in the simulations. This
can be partially due to the coarse estimation of the experimental HRR curve in the FDS input ramp.

As the measured HRR was not available for the PUF fire (Test 11), a rough estimate of the HRR curve was first developed using the inverse method. Then, the HRR curve was manually adjusted to reach a good agreement between measured and simulated gas temperatures. The resulting HRR curve is shown in Figure 4. These temperature results cannot be used for validating the temperature predictions. However, we will use the pressure results to supplement the heptane pool fire results, but the nature of the validation for Test 11 must be considered qualitative.

4.3. Gas Temperatures

The gas temperatures measured close to the living room ceiling are shown in Figure 5. The figure on the left shows the results for three heptane fires with different ventilation arrangements. We can observe that the repeatability of the pool fires is very good, and that the ventilation arrangement has no influence on the gas temperatures inside the burning room. The figure on the right shows the corresponding data for the three PUF fires. Here the repeatability is not observed, as the fire
sources were different. In addition, the fire source of Test 12 was placed in the closet, hence showing a delay in the temperature rise.

The errobars in Figure 5 represent a combination of the statistical random component (standard deviation between the three tests) and the thermocouple measurement uncertainty of 5%. For the errobars in the solid fuel tests, only the measurement uncertainty is considered as the random uncertainty is very high between each test.

Experimental (solid lines) and simulated (dashed lines) temperatures at different heights are compared in Figure 6. The simulation results are shown for the 0.10 m mesh resolution. The method of leakage modelling did not have any significant influence on temperature predictions. Hence only the temperatures from the Bulk Leakage method are presented here.

The agreement between the measured and simulated temperatures in the heptane pool fires (Tests 3, 5, and 8) is within the model uncertainty estimated from other similar experiments [15]. The experimental results indicate a stronger stratification of the gas temperature profile than the FDS simulations. Underprediction of temperatures can be noticed in the three highest thermocouple positions (150 cm, 200 cm and 250 cm) and an overprediction in the two lowest thermocouples (50 cm and 100 cm). It seems that the mixing of the hot and cold gases in the smoke layer and due to the plume entrainment may be overestimated. The overall energy production seems to be reproduced well.

The results of Test 11 (PUF fire) cannot be considered validation. They are presented for the sake of comparison and to provide basis for further use in pressure validation. The errors in the simulated temperatures in Test 11 are combinations of the true model uncertainties and the HRR input uncertainty.

The sensitivity of the FDS temperature predictions on the mesh resolution was investigated by performing the simulations with both 0.05 m and 0.10 m mesh resolutions (Figure 7). The simulations with 5 cm resolution did not run into completion due to the limitations of the computing environment, but the 5 cm -results

Figure 5. Measured experimental gas temperatures in heptane pool fires (left) and PU foam fires (right). The ceiling temperatures for Tests 3, 5 and 8 with errorbars.
before about 80 s show a slight improvement in the temperature transient. The improvement is very modest in comparison to the large increase in computational time.

4.4. Gas Concentrations

The measured volume fraction of oxygen in the fire room is shown in Figure 8. The fires are generally well ventilated, and the heptane fire results (left figure) show a good repeatability and independence of the ventilation configuration. This indicates that the ventilation flow rates in Tests 3 and 5 are too small to influence the fire room gas concentrations within the observed time scale (Figure 9). Only Test 12 (closet fire with additional solid fuels) can be considered underventilated. However, the measurements are affected by the window breakage and fire brigade intervention. The significantly different fire development of Test 12 is visible in CO concentrations (Figure 10) as well. The peak CO concentrations are about 300 ppm in the heptane pool fires and between few hundred and 2000 ppm in the PUF fires. In Test 12, the CO concentration exceeded the analyzer range of 5000 ppm.

The comparison of measured and simulated gas concentration for O₂ and CO are presented in Figures 9 and 11, respectively. The minimum O₂ concentrations are predicted accurately but the experimental concentrations are found to decrease...
faster than the simulated ones. The CO production was simulated as a constant fraction of the fuel burning rate. During the fire, the assumed CO-yield value of 0.01 is shown to produce 50% lower CO concentrations than what was measured, but the values after fire suppression are very close to each other. Assuming a higher yield could improve the predictions, but the post-fire results do not justify such a global adjustment. A closer investigation of the fire plume dynamics and CO kinetics may be needed to explore the reasons behind these observations.

4.5. Gas Pressures

The recorded pressures in the liquid and solid fuel tests are shown in Figure 12. The left figure shows the pressures in heptane pool fires for all the three ventilation configurations. The errorbars indicate a combined statistical and measurement uncertainty. The ventilation configuration is shown to have a significant impact on the pressure rise. As the open ducts (Test 2–4) were changed to normal dampers (Tests 5–7), the peak over-pressures increased from about 300 Pa to 600 Pa. Closing the ducts completely increased the peak pressures further to about 900 Pa. On the other hand, the influence of the roof fan position (ON or OFF) was found to be smaller than the measurement uncertainty. After the fuel burnout at 170 s, there is an under-pressure peak of $-200$ to $-400$ Pa, but the

Figure 7. Comparison of measured and simulated ceiling temperatures for 5 cm and 10 cm mesh resolutions in heptane pool fires.
difference between the normal and closed ventilation configurations cannot be observed as in the overpressures.

In the PUF fires (Figure 12, right), the over-pressures are significantly higher than in the heptane pool fires, ranging from about 1400 Pa in Test 12 to 1650 Pa

Figure 8. Measured oxygen volume fractions in heptane pool fires (left) and PU foam fires (right).

Figure 9. Comparison of the measured and simulated O₂ concentrations in heptane pool fires.
or Tests 11 and 13. The pressure values follow the fuel burning behaviours and the changes in geometrical conditions. In Test 11, the fire decreased in size after about 40 s but increased again at 60 s as a pool of melt PU was formed on the

![Figure 10. Measured CO concentrations in heptane pool fires (left) and PU foam fires (right).](image)

![Figure 11. Comparison of the measured and simulated CO concentrations in heptane pool fires.](image)
floor. In Test 13, opening of the door by the firemen is seen as short reduction in pressure at about 30 s. Both tests show a negative peak after fuel burnout. In Test 12, a rapid decay of pressure is shown at 80 s when the external wall was broken, and consequently no negative pressure peak appears.

The experimental pressures and FDS predictions with the two leakage modelling methods are compared in Figure 13. The pressure predicted by FDS was smoothed over 5 datapoints using moving average method to remove some noise from the plots. For Test 3 (open ducts), FDS overpredicts the peak overpressures, but for the normal and closed configurations (Tests 5 and 8), the experimental pressure peaks are between the predictions given by the two leakage modelling methods. This indicates that in reality, either the ventilation system of Tests 2–4 has even lower total flow loss than what is expected in the FDS model, or the effective leakage area is higher than what was found in the air-tightness tests. Allocation of the system losses between the exhaust vent valves and the other parts of the systems was based on the very limited knowledge of the system geometry and the expected fan pressure level and normal flow conditions.

The FDS predictions with the bulk leakage modelling and 0.05 m resolution are shown in Figure 13 as well. The results with 0.05 m resolution were only obtained to about 90 seconds, but the main aspects of the pressure peaks were already achieved within that duration. The effect of the resolution is found to be insignificant in comparison to other sources of uncertainty.

The localized leakage method gives lower pressure than the bulk leakage modelling method for all four tests shown in Figure 13. The result can, at least partially, be explained by the fact that the bulk leakage is calculated from the pressure difference measured at the bottom of the pressure zone formed by the simulated compartment, while the localized leakage is based on the local pressure. In local pressure, the hydrostatic effect and the perturbation components can increase the pressure difference, which results in higher leakage and lower overall pressure.
4.6. Ventilation Flows

The recorded flow velocities in Tests 3 and 5 are shown in Figures 14 and 15, respectively. The FDS predictions with the two leakage methods are also shown in the figures. The bathroom duct velocities are shown on the left and the closet duct velocities on the right. Positive direction means out of the compartment.

In both tests, the flow in the closet’s exhaust duct is shown to be initially in inwards direction. In Test 3 (Fan off), also the bathroom duct has initial inwards flow. The negative flow can be caused by three factors: First, the routes of make-up air in the original gravity-based ventilation seem to have been insufficient, and the system has been seriously unbalanced. Secondly, the cooling of the compartment, which was heated by the previous tests, before the ignition can cause an initial under-pressure. Third, the kitchen hood exhaust, although closed, may have had some leakages and small exhaust. Measurement errors may be involved as well, due to low flow speeds and the long tube lines between the bi-directional probes and the pressure transducers. The roles of these and possible other factors cannot be accurately confirmed.

The open configuration has clearly higher ventilation speeds than the normal configuration with outlet valve. FDS is shown to capture the shape and magni-

Figure 13. Comparison of simulated and measured gas pressures for heptane pool fires (Test 3, 5 and 8) and PU foam fires (Test 11).
tude of the outwards flow, but the magnitude of reverse flow after the fire burnout is underestimated by the model.

4.7. Uncertainties and Limitations

The main sources of the experimental uncertainty are the uncertain ventilation system configuration, lack of direct HRR measurement and the problematic quantification of additional leakage. The duct sizes and the network layout of the ventilation system were not known precisely because the original HVAC drawings of the building were not available. The duct diameters were estimated from the visible sections, but the details behind the structures could not be confirmed. The model of the unknown part of the ducting was based on the standard construc-

Figure 14. Comparison of measured and simulated ventilation flow speed in Bathroom (left) and Closet (right) exhaust in Test 3 (Open ducts).

Figure 15. Comparison of measured and simulated ventilation flow speed in Bathroom (left) and Closet (right) exhaust in Test 5 (Normal ducts).
tion practices during the 1970s. The roof fan characteristics were not known either.

The HRR was not measured directly in these experiments, but the fuel mass was measured using a load cell and used to calculate HRR. The HRR uncertainty is induced from the polynomial least squares fitting for the MLR and the assumed yields of the incomplete combustion products.

The leakage area at 30–70 Pa may not be fully representative to the leakage that occurs at fire pressures. Extrapolating the linear increase of the effective leakage area from the range 30–70 Pa (Table 2) to 1000 Pa would indicate a factor of three higher leakage area. The true leakage area corresponding to the fire peak pressures cannot be quantified without a leakage measurement system capable to significantly higher pressures. The direction of the leakage was found to have a significant effect on the leakage area.

The experiments were planned to give insight into the pressures and ventilation flows during apartment fires. The direct utilization of the results in any wider context is limited by at least two aspects of the experiments: First, both fire types increased in power very quickly after ignition. In fact, they could be classified ultra-fast fires in terms of the fire safety engineering design fires. The best way to extrapolate the results to lower growth rates is to use the simulation model which has now been validated. Second, in real fires, the high over-pressure can push out the water from the water locks of the kitchen and bathroom drains. The influence is difficult to estimate at this stage. Simulations can be used to examine this effect, but it requires hydraulic characterization of the drain systems for air flow.

Due to the observed uncertainty in the estimated leakages, we investigated the sensitivity of the peak pressure predictions to the leakage area using the bulk leakage version of the model. Table 4 compares the experimental values to the predictions using the nominal leakage area and a leakage area increased by 10%. When the leakage area was increased, the peak pressures decreased 17% in average, being much closer to the experimental values. However, at the same time the temperatures were reduced as well, indicating that the leakage area cannot be adjusted arbitrarily for better pressure predictions.

The model uncertainty metrics for three predicted quantities were calculated using the methods proposed in the FDS Validation Guide [15]. The data consisted of three peak values from Tests 3, 5 and 8. The resulting values for the model bias $\delta$ and relative standard deviation $\bar{\sigma}_M$ are reported in Table 5. The table also lists the relative standard deviations of the experimental values $\bar{\sigma}_E$, both as a-priori

### Table 4

**Peak Pressure (Pa) Sensitivity to the Leakage Area Using Bulk Leakage Method in FDS**

|                 | Experimental | Nominal leakage | 1.1 × Nominal leakage |
|-----------------|--------------|-----------------|-----------------------|
| Test 3          | 359          | 535             | 381                   |
| Test 5          | 628          | 710             | 616                   |
| Test 8          | 876          | 957             | 867                   |


expected values and as resulting from the current data. The expected experimental errors are combinations of the corresponding measurement errors and the propagated input uncertainty. They are higher than the values used in [15] because the HRR was not directly measured, and due to the previously mentioned leakage uncertainties. In case of gas temperature, the data indicates a similar uncertainty as what we expected. For oxygen concentration and pressure, however, the data suggest that the errors are in fact smaller than our uncertainty estimates.

Despite the small number of data points, these uncertainty metrics can be used to evaluate the quality of the validation with respect to the published FDS validation data [15]. For the peak temperatures, the model bias in the current simulations is smaller than in the large body of validation cases in [15]. For the minimum oxygen concentration, the biases are slightly greater (here 0.94 and 0.97 vs. 0.99 in [15]) but satisfactory, considering the uncertainty in HRR specification. Indeed, the low biases of temperature and oxygen concentration indicate that the HRR has been reliably estimated. For the peak pressure, the biases of the current simulations (1.21 for the bulk leakage and 0.96 for the localized leakage) are greater than in [15], where the bias of the similar simulations is only 1.02.

The two leakage methods were found to produce quite different pressures. Given the simplicity of the bulk leakage method and the fact that the predictions were in all cases equal or higher than the measured pressure, it can be considered a recommended method for this type of application. It would still be possible to model individual, known leakages such as window or door cracks using the localized method.

The conditions after the fire burnout were not in the focus of this study, and the relatively higher uncertainties of the negative pressure peaks have not been investigated.

### Table 5

**Uncertainty Metrics of Computed Quantities of Tests 3, 5 and 8**

| Quantity                                   | $\sigma_E$  | $\sigma_M$  | Model bias, $\delta$ |
|--------------------------------------------|-------------|-------------|----------------------|
| Peak gas temperature, bulk leakage        | 0.08        | 0.08        | 0.17                 | 1.04         |
| Peak gas temperature, localized leakage   | 0.08        | 0.08        | 0.17                 | 1.04         |
| Min. O$_2$ concentration, bulk leakage    | 0.1         | 0.01        | 0.01                 | 0.97         |
| Min. O$_2$ concentration, localized leakage| 0.1         | 0.03        | 0.03                 | 0.94         |
| Peak pressure, bulk leakage               | 0.2         | 0.09        | 0.09                 | 1.21         |
| Peak pressure, localized leakage           | 0.2         | 0.14        | 0.14                 | 0.96         |

5. Conclusions

A set of fire experiments was conducted in an apartment building under different ventilation conditions to understand the pressure rise in compartments and its effects on the ventilation flows. The main finding was that the heptane pool and
Polyurethane foam fires in relatively closed compartments can lead to very high over- and under-pressures. The recorded over-pressures were between 100 Pa and 1650 Pa, and they occurred in less than 50 s from the ignition. The two experimental parameters, ventilation system configuration and fuel type, were both found to have a significant influence on the pressure magnitude. We demonstrated that during the period of high over-pressure, it is impossible to open an inwards-opening door of the apartment by pulling from inside. In addition, we observed that the pressure resulting from a polyurethane foam fire can cause structural damage to the building.

The experimental campaign was followed by the FDS simulations of the experiments to validate the predictive capability and the process of modelling the leakages and simple ventilation systems. The uncertainties of the numerical simulations in reproducing the thermal, chemical and pressure conditions within the apartment were estimated. For gas temperature and oxygen concentrations, the uncertainties were found to be close to the previously published validations under similar fire conditions. For the peak over-pressure, the simulations using the Bulk leakage method resulted in values that were 21 % too high in average. When the Localized leakage method was used, the peak pressures were underpredicted by 4 %, but the scattering of the results was more pronounced. The predicted ventilation flows were in a good qualitative agreement with the experimental results.

Based on the experimental and simulation results, we can conclude that the effect of the ventilation configuration (or effective leakage) on the pressure rise in the compartment is significant and should be taken into account during the fire safety design process. Fire-induced over-pressure must be recognized as a potential risk for evacuation because it can prevent the occupants from escaping from spaces with inward opening doors. In addition, the fire-induced pressure can cause severe structural damage and significantly modify the fire dynamics through the additional source of air. For instance, the fire spread along the building facade can be accelerated due to the envelope failures. In case of the failing internal structure, such as the wall between the burning apartment and the building’s evacuation route, the smoke spread to the evacuation route would follow and the evacuation of the whole building put in danger.

The fire simulations can be used to investigate the pressure rise and its consequences during the fire safety design or fire investigations. More work is needed to quantify the uncertainties of the ventilation flows, but the current simulations were already able to capture the qualitative flow behaviour. For performing such simulations, it is important to characterize the building air-tightness and the ventilation configuration. Moreover, the measurements of the air-tightness of the internal structures, such as doors and wall elements, would be needed for the evaluation of the pressure effects in a wider context because the leakages are generally measured for the entire building envelope, if at all.
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