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Abstract—Decision and control are core functionalities of high-level automated vehicles. Current mainstream methods, such as functional decomposition and end-to-end reinforcement learning (RL), suffer high time complexity or poor interpretability and adaptability on real-world autonomous driving tasks. In this article, we present an interpretable and computationally efficient framework called integrated decision and control (IDC) for automated vehicles, which decomposes the driving task into static path planning and dynamic optimal tracking that are structured hierarchically. First, the static path planning generates several candidate paths only considering static traffic elements. Then, the dynamic optimal tracking is designed to track the optimal path while considering the dynamic obstacles. To that end, we formulate a constrained optimal control problem (OCP) for each candidate path, optimize them separately, and follow the one with the best tracking performance. To unload the heavy online computation, we propose a model-based RL algorithm that can be served as an approximate-constrained OCP solver. Specifically, the OCPs for all paths are considered together to construct a single complete RL problem and then solved offline in the form of value and policy networks for real-time online path selecting and tracking, respectively. We verify our framework in both simulations and the real world. Results show that compared with baseline methods, IDC has an order of magnitude higher online computing efficiency, as well as better driving performance, including traffic efficiency and safety. In addition, it yields great interpretability and adaptability among different driving scenarios and tasks.

Index Terms—Automated vehicle, decision and control, model based, reinforcement learning (RL).

I. INTRODUCTION

INTELLIGENCE of automobile technology and driving assistance system has great potential to improve safety, reduce fuel consumption, and enhance traffic efficiency, which will completely change road transportation. Decision and control are indispensable for high-level autonomous driving, which is in charge of computing the expected instructions of steering and acceleration relying on the environment perception results. It is generally believed that there are two technical routes for the decision and control of automated vehicles: 1) decomposed scheme and 2) end-to-end scheme.

The decomposed scheme splits the decision and control functionality into several serial submodules, such as scene understanding, prediction, behavior selection, trajectory planning, and control [1]. Scene understanding is to dig more relevant information from perception to help the following processes [2]. Prediction is to predict the future trajectory of traffic participants to determine the feasible region in the future [3]. It is further decomposed into behavior recognition [4], [5] and trajectory prediction [6], [7]. Since prediction algorithms usually work on each surrounding vehicle, the more vehicles, the more computation is needed. Behavior selection then chooses a high-level driving behavior relying on an expert system in which integrates many designed rules. Typical methods include finite-state machine [8] and decision tree [9]. Based on the selected behavior, a collision-free spacetime curve satisfying vehicle dynamics is calculated by the trajectory planning submodule, according to predicted trajectories and road constraints. Two main categories of the planning algorithms include optimization-based and search-based. Optimization-based methods formulate the planning problem into an optimization problem, where specific aspects of trajectory are optimized and constraints are considered [10]–[13]. However, it suffers from high computational complexity for large-scale nonlinear and nonconvex problems. The search-based methods represented by A* and rapidly exploring random tree are more efficient [14]–[16]. Still, they usually lead to low-resolution paths and can barely consider dynamic obstacles. Xin et al. [17] proposed a combination of the optimization-based and search-based methods, where a trajectory is searched in the spacetime by A* and then smoothed by model predictive control (MPC), yielding the best
performance in terms of planning time and comfort. Finally, the controller is used to follow the planned trajectory and calculate the expected controls [18], [19]. The decomposed scheme requires a large amount of human design, but it is still hard to cover all possible driving scenarios due to the long tail effect. Besides, it cannot guarantee real-time performance because it is time consuming to complete all the works serially in a limited time for industrial computers.

The end-to-end scheme computes the expected instructions directly from inputs given by the perception module using a policy usually carried out by a deep neural network (NN). Reinforcement learning (RL) methods do not rely on labeled driving data but learn by trial and error in real world, or a high fidelity simulator [20]–[22]. Early RL applications on autonomous driving mainly focus on learning a single driving behavior, e.g., lane keeping [23], lane changing [24], or overtaking [25]. They usually employ deep Q-networks [26], [27] or deep deterministic policy gradient method [28] to learn policy in discrete or continuous domain. Besides, they own different reward functions for their respective goals. Recently, RL has been applied in certain driving scenarios. Duan et al. [29] realized decision making under a virtual two-lane highway using hierarchical RL, which designs complicated reward functions for its high-level maneuver selection and three low-level maneuvers, respectively. Guan et al. [30] achieved centralized control in a four-leg single-lane intersection with sparse rewards, in which only eight cars are considered. Chen et al. [31] designed a bird-view representation and used visual encoding to capture the low-dimensional latent states, solving the driving task in a roundabout scenario with dense surrounding vehicles in a high-definition driving simulator. However, they reported limited safety performance and poor learning efficiency. Current RL methods mostly work on a specific task, in which a set of complicated reward functions is required to offer guidance for policy optimization, such as distance traveled toward a destination, collisions with other road users or scene objects, and maintaining comfort and stability while avoiding extreme acceleration, braking, or steering. It is nontrivial and needs a lot of human effort to tune, causing poor adaptability among driving scenarios and tasks. Besides, the outcome of the policy is hard to interpret, which makes it barely used in real autonomous driving tasks. Moreover, they cannot deal with safety constraints explicitly and suffer from low convergence speed.

This article proposes an integrated decision and control (IDC) framework for automated vehicles, which has great interpretability and online computing efficiency and is applicable in different driving scenarios and tasks. The contributions emphasize in three parts which are described as follows.

1) We proposed an IDC framework for automated vehicles, which decomposes driving tasks into static path planning and dynamic optimal tracking hierarchically. The high-level static path planning is used to generate multiple paths only considering static constraints, such as road topology and traffic lights. The low-level dynamic optimal tracking is used to select the optimal path and track it considering dynamic obstacles, wherein a finite-horizon-constrained optimal control problem (OCP) is constructed and optimized for each candidate path. The optimal path is selected as the one with the lowest optimal cost function. Compared to existing functional decomposition methods, the IDC is much more efficient in computation because it unloads the heavy online optimizations of the constrained OCPs in offline using RL. As a result, two NNs called value and policy are solved for online path selecting and tracking, respectively. On the other hand, compared to the end-to-end scheme, it is interpretable because the value and policy NNs are the approximation for the optimal cost and action of the constrained OCP, which makes the result more explicit to understand and predict. Moreover, instead of designing and tuning case by case, the formulated OCP in the IDC is task independent with tracking objective and safety constraints, making it applicable among a variety of scenarios and tasks.

2) We develop a model-based RL algorithm called the generalized exterior point method (GEP) to solve OCP with large-scale statewise constraints approximately. The GEP is an extension of the exterior point method in the optimization domain to the field of NN, where it first constructs an extensive problem involving all the candidate paths and transforms it into an unconstrained problem with a penalty on safety violations. Then, the approximate feasible optimal control policy is obtained by alternatively performing gradient descent and enlarging the penalty. Existing methods are mainly proposed to solve constrained Markov decision processes (MDPs), whose format is only with a single constraint. In contrast, the GEP can explicitly deal with problems with large-scale statewise constraints and efficiently update NNs with the guidance of the model. Besides, it relaxes the convergence condition of the exterior point method so that the global minimum in each gradient descent step is not required. To the best of our knowledge, GEP is the first model-based solver for OCPs with large-scale statewise constraints that NNs parameterize.

3) We evaluate the proposed method extensively in both simulations and in a real-world road to verify online computing efficiency, safety, task adaptation, etc. The results show the method’s potential to be applied in real-world autonomous driving tasks.

II. INTEGRATED DECISION AND CONTROL FRAMEWORK

This section introduces the framework of IDC. As shown in Fig. 1, the framework consists of two layers: 1) static path planning and 2) dynamic optimal tracking. Unlike existing schemes, the upper layer aims to generate multiple candidate paths only considering static information, such as road structure, speed limit, traffic signs, and lights. Note that these paths will not include time information. Each candidate path is attached with an expected velocity determined by rules from human experience. Similar to existing trajectory planning methods, there is no optimality guarantee with the path generation. However, the time complexity of the path selection in our approach remains unchanged.
with the growth of the candidate path set. Therefore, we can increase the number of reference paths according to our demand until the required performance is met. For example, at an intersection, the candidate path can be as many as the exit lanes; on the highway, the candidate path can include the centerline of the current and adjacent lanes, etc.

The lower layer further considers the candidate paths and the dynamic information, such as surrounding vehicles, pedestrians, and bicycles. A constrained OCP is formulated and optimized for each candidate path to choose the optimal path and find the control command. The objective function minimizes the tracking error within a finite horizon, and the constraints characterize safety requirements. The optimal path is chosen with the lowest optimal cost function in each time step and then tracked. The core of our method is to substitute all the expensive online optimizations with feedforward of two NNs trained offline by RL. Precisely, we first formulate a complete RL problem considering all the candidate paths. And then, we develop a model-based RL algorithm to solve this problem to obtain a policy NN called actor capable of tracking different shapes of paths while maintaining the ability to avoid collisions. Meanwhile, a value NN called critic is learned to approximate the optimal cost of following separate candidates. And the path tracking result is expected to be the date path with the least optimal objective value among all the candidates. And the path tracking result is expected to be the optimal action of the OCP corresponding to the optimal path. These results can be understood from the construction of the OCPs and exactly predicted using MPC methods.

### III. Static Path Planning

This module aims to generate multiple candidate paths for optimal tracking of the lower layer while maintaining high computational efficiency. For that purpose, given the road map, we generate multiple paths only considering static traffic information, such as road topology, traffic rules, etc. Each path is a set of points that composed of vertical coordinate $p_{y}^{\text{ref}}$, horizontal coordinate $p_{x}^{\text{ref}}$, and its direction $\phi^{\text{ref}}$. We summarize two strategies to generate candidate paths. One is the pregenerating method, in which these paths are produced in advance and do not change with the riding of the ego vehicle. A convenient way to generate these paths is to discretize the centerline of each lane, where $(p_{x}^{\text{ref}}, p_{y}^{\text{ref}})$ is the coordinate of each discrete lane point and the direction $\phi^{\text{ref}}$ is aligned with the lane direction. In scenes without lanes, such as intersections, a virtual lane is constructed to connect each allowable pair of entrance lanes and exit lanes. The other strategy is the real-time generating method, where the paths are planned in real time and
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Fig. 1. Illustration of the IDC framework.
always start from the ego vehicle. For this one, the third-order Bezier curve connects the ego vehicle and the centerline of the available target lanes. The control points enforce the direction of the start point and the end point to align with the ego heading and the target lane direction, respectively. The former is convenient and straightforward to be directly embedded in the map and has higher efficiency because it only needs to read the prestored paths every step. In contrast, the latter has higher flexibility and may conduct more complex driving behaviors, but its online computing efficiency will be lower than the former. Both methods will be much more efficient than currently existing methods as they generate regular candidate paths without considering collision avoidance with dynamic obstacles. The resulting paths do not incorporate dynamic information, such as global routing no matter which strategy we use. Therefore, an upstream routing module is necessary to further provide local path filtering for the current ego vehicle state before being sent to the lower layer. For example, we would only consider the left-turn paths in the lower layer when the left-turn instruction is given; or we would only consider the centerlines of the neighbor lanes when the lane-change request is launched. Note that these filtered paths only serve as references for the lower layer. The actual traveled path can be essentially different due to further considerations on dynamic obstacles.

As for the expected velocity, we heuristically assign different speed levels concerning road regions, traffic signals, and traffic rules, such as speed limits or stop signs, which can be quickly designed according to human knowledge. An example is shown in Fig. 1. The expected velocity provides a goal for the lower layer to track like the candidate paths. Still, it does not necessarily follow strictly so that the ego vehicle seeks to minimize the tracking error while satisfying safety constraints. It can be simply a fixed value, and the lower layer will still always learn a driving policy to balance the safety requirements and tracking errors.

IV. DYNAMIC OPTIMAL TRACKING

A. Problem Formulation

\[
\begin{align*}
\min_{u_{ij}, i=0: T-1} & \quad J = \sum_{i=0}^{T-1} \left( x_{ij}^\text{ref} - x_{ij} \right)^\top Q \left( x_{ij}^\text{ref} - x_{ij} \right) + u_{ij}^\top R u_{ij} \\
\text{s.t.} & \quad x_{i+1|j} = F_{\text{ego}}(x_{ij}, u_{ij}) \\
& \quad x_{i+1|j} = F_{\text{pred}}(x_{ij}) \\
& \quad (x_{ij} - x_{ij}^\text{ref})^\top M (x_{ij} - x_{ij}) \geq D_{\text{veh}}^\text{safe} \\
& \quad (x_{ij} - x_{ij}^\text{road})^\top M (x_{ij} - x_{ij}^\text{road}) \geq D_{\text{road}}^\text{safe} \\
& \quad x_{ij} \leq L_{\text{stop}}, \text{if light=red} \\
& \quad x_{0|0} = x, x_{0|0}^\text{ref} = x_{0}, u_{0|0} = u_0 \\
& \quad i = 0 : T - 1, j \in I.
\end{align*}
\]

In each time step \( t \), provided multiple candidate paths generated, the lower layer is designed to first select an optimal path \( \tau^* \in \Pi \) according to a particular criterion, where \( \Pi \) denotes a collection of \( N \) candidate paths. And then, it obtains the control quantities \( u_t \) by optimizing a finite-horizon-constrained OCP, in which the objective is to minimize the tracking error as well as the control energy, and the constraints are to keep a safe distance from obstacles, as shown in (1). \( T \) is the prediction horizon, \( x_{ij} \) and \( u_{ij} \) are the ego vehicle state and control in the virtual predictive time step \( i \) starting from the current time step \( t \), where “virtual” means the time steps within the predictive horizon. \( x_{ij}^\text{ref} \) and \( x_{ij}^\text{road} \) are the closest point from \( x_{ij} \) on the selected reference \( \tau^* \) and on the road edge, respectively. \( x_{ij}^\text{ref} \) is the state of the \( j \)th vehicle in the interested vehicle set \( I \), \( Q, R, \) and \( M \) are positive-definite weighting matrices. \( F_{\text{ego}} \) represents the bicycle vehicle dynamics with linear tire model [34]. \( F_{\text{pred}} \), on the other hand, is the surrounding vehicle prediction model, which is a simple deduction from the current state with constant speed and turning curvature depending on the driving scenarios. Besides, \( D_{\text{veh}}^\text{safe} \) and \( D_{\text{road}}^\text{safe} \) denote the safe distance from other vehicles and the road edge. \( L_{\text{stop}} \) is the position of the stop line. Note that in (1), the virtual states are all produced by the dynamics model and the prediction model except that the \( x_{0|0} \) is assigned with the current real state \( x_t \). The variables and functions in (1) are further defined as follows:

\[
\begin{align*}
\tau^* &= \arg \min_{\tau} \left\{ J^\tau | \tau \in \Pi \right\} \\
\end{align*}
\]

where \( p_x \) and \( p_y \) are the position coordinates, for ego and other vehicles, it is the position of their respective center of gravity (CG), \( v_{\text{lon}} \) and \( v_{\text{lat}} \) are the longitudinal and lateral velocities, \( \phi \) is the heading angle, \( \omega \) is the yaw rate, and \( \delta \) and \( a \) are the front-wheel angle and the acceleration commands, respectively.

The optimal path is chosen as the one with the best tracking performance while satisfying the safety requirements, i.e.,

\[
\begin{align*}
\tau^* &= \arg \min_{\tau} \left\{ J^\tau | \tau \in \Pi \right\} \\
\end{align*}
\]

where \( J^\tau \) is the optimal cost of the path \( \tau \). This means that for each path candidate \( \tau \in \Pi \), we ought to construct such an OCP (1) and to optimize it to obtain its optimal cost \( J^\tau \). Such a criterion of path selection is consistent with the objective of the OCP (1) in the sense that it optimizes the problem concerning paths within the candidate path set, compared to control quantities in the original optimization.

In such a framework of selecting and tracking, the lower layer can well determine a control quantity that yields good driving efficiency and, meanwhile, the safety guarantee. The OCPs can be solved by classical control methods, such as Pontryagin’s maximum principle or the direct shooting method. However, each OCP has a high-dimensional nonlinear system with hundreds of variables and thousands of constraints, leading to high time complexity for online optimization. Therefore, we employ RL to unload the online
optimization burden. Specifically, we show that this framework naturally corresponds to the actor–critic architecture of RL, where the critic, with the function of judging state goodness, can be served as the path selector while the actor is in charge of action output and used for tracking. With a paradigm of offline training and online application, we can almost nearly eliminate the computation burden in the lower layer. A similar idea for online computing efficiency can be found in [35] and [36].

B. Offline Training

1) Preliminaries: RL considers an MDP where an agent interacts with its environment with the aim of learning utility-minimizing behavior. At each discrete-time step, with a given state $s \in S$, the agent selects actions $u \in U$ with respect to its policy $\pi : S \rightarrow U$, receiving an utility $l(s, u)$ and the new state of the environment $s' = f(s, u)$, where $l : S \times U \rightarrow \mathbb{R}$ denotes the utility function and $f : S \times U \rightarrow S$ denotes the system model. The value function $v^{\pi} : S \rightarrow \mathbb{R}$ is defined as the expected sum of utilities obtained from the input state $s$ and using $\pi$, i.e., $v^{\pi}(s) = \{ \sum_{t=0}^{T-1} l(s_t, u_t) \} |_{s_0 = s}$. RL aims to find the optimal parameterized policy $\pi_{\theta}$ called actor to minimize the expected sum of utilities, i.e., $E_{s \sim d} [v^{\pi}(s)]$, where $d$ is a state distribution. Also, it optimizes a parameterized value function $V_w$ called critic to approximate the true value function. $\theta$ and $w$ are parameters to be optimized.

2) Complete RL Problem Formulation: We aim to solve the path selecting and path tracking problems (1) and (3) by RL. Notice that there are several significant differences between the OCP (1) and RL problems, originating from the online or offline optimizations. The OCP, designed for online optimization, seeks to find a single optimal control quantity of a single state given a specific path at time step $t$. On the other hand, RL problems aim to solve the parameters of the optimal actor and critic, i.e., $\theta$ and $w$, in an offline style. In addition, the objective function and constraints of RL are not about a single state but distribution in the state space. The state $s$ should contain the necessary information to determine driving actions. Except for the knowledge of the ego vehicle and surrounding vehicles, we also incorporate the path information as a part of states to obtain a policy that can handle tracking tasks for different paths, denoted by $s_t \leftarrow \{ \tau, x_t, x'_t, j \in I \}$. The resulting RL problem is shown as follows:

$$s_{0|t} = s_t \sim d,$$
$$i = 0 : T - 1$$

where $l(s_{ij}, \pi_{\theta}(s_{ij})) = (x_{ij}^{ref} - x_{ij})^T Q(x_{ij}^{ref} - x_{ij}) + \pi_{\theta}^T (s_{ij}) R \pi_{\theta}(s_{ij})$. $f$ is an aggregation of the $F_{\text{ego}}$ and $F_{\text{pred.}}$, $e \in E$ denotes all the constraints about the state $s_{ij}$, including that with other vehicles, road, and traffic rules. $\pi_{\theta}$ and $V_w$ are generally in form of NNs. Detailed design of MDP elements is in Section V-B, including state, action, utility, constraints, etc. From the results of [37], given overparameterized NNs, the optimal policy $\pi_{\theta_{\text{opt}}}$ of (4) maps to an optimal action of the original OCP (1) with arbitrary initial state $s_t$. Consequently, the optimal value $J^* \text{ of } (1)$, of course, would be equal to the one mapped by the optimal value function $V_{w_{\text{opt}}}$ of (5) from $s_t$, i.e.,

$$u^*_t = \pi_{\theta_{\text{opt}}}(s_t) \ \forall s_t \in S,$$
$$J^* = V_{w_{\text{opt}}}(s_t) \ \forall s_t \in S.$$ (6)

In other words, the optimal policy and value function can output the optimal control and value under arbitrary states, i.e., arbitrary combinations of paths, ego state, and surrounding vehicle states.

3) Generalized Exterior Point Method: We adopt the policy iteration framework to solve the converted RL problem, wherein policy evaluation and policy improvement are alternatively performed to update the critic and the actor. Since the critic update is an unconstrained problem that can be optimized by ordinary gradient descent methods, we mainly focus on the actor update, which is quite challenging because of its large-scale parameter space, nonlinear property, and the infinite number of state constraints. To tackle this, we propose a model-based RL algorithm called GEP adapted from the one in the optimization field. It first transforms the constrained problem (4) into an unconstrained one by the exterior penalty function, shown as follows:

$$\min_{\theta} J_{\text{p}} = J_{\text{actor}} + \rho J_{\text{penalty}}$$

$$= E_{s_{ij}|\theta} \left\{ \sum_{i=0}^{T-1} l(s_{ij}, \pi_{\theta}(s_{ij})) \right\} + \rho E_{s_{ij}} \left\{ \sum_{i=0}^{T-1} \psi_i(\theta) \right\}$$

s.t. $s_{i+1|t} = f(s_{ij}, \pi_{\theta}(s_{ij}))$
$$g_e(s_{ij}) \geq 0, \ \forall e \in E$$
$$s_{0|t} = s_t \sim d,$$
$$i = 0 : T - 1$$

$$\min_{w} J_{\text{critic}} = E_{s_{ij}|\theta} \left\{ \sum_{i=0}^{T-1} l(s_{ij}, \pi_{\theta}(s_{ij})) - V_w(s_{0|t}) \right\}^2$$

s.t. $s_{i+1|t} = f(s_{ij}, \pi_{\theta}(s_{ij}))$

$$s_{0|t} = s_t \sim d,$$
$$i = 0 : T - 1$$

(7)

where $\psi$ is the penalty function and $\rho$ is the penalty factor. After that, we alternatively optimize the policy parameters by performing $m$ iterations of gradient descent and increase the penalty factor by multiplying a scalar $c > 1$. We call the former the optimizing procedure and the latter the amplifying procedure. Different from the exterior point method, the optimizing procedure of GEP does not necessarily find the optimal solution of the unconstrained problem (7), but we will prove that GEP still converges to the optimal policy under certain conditions. GEP is simple to implement and is powerful in dealing with large-scale parameter space facilitated by
Algorithm 1 Dynamic Optimal Tracking-Offline Training

Initialize: critic network \( V_w \) and actor network \( \pi_\theta \) with random parameters \( w, \theta \), buffer \( B \leftarrow \emptyset \), learning rates \( \beta_w, \beta_\theta \), penalty factor \( \rho = 1 \), penalty amplifier \( c \), update interval \( m \) for each iteration \( i \) do

// Sampling (from environment)
Randomly select a path \( \tau \in \Pi \), initialize ego state \( x_t \) and vehicle states \( x^j_t, j \in I \)

for each environment step do

\( s_t \leftarrow \{ \tau, x_t, x^j_t, j \in I \} \)
\( B \cup \{ s_t \} \)
\( u_t = \pi_\theta(s_t) \)
Apply \( u_t \) to observe \( x_{t+1} \) and \( x^j_{t+1}, j \in I \)

end for

// Optimizing (GEP)
Fetch a batch of states from \( B \), compute \( J_{\text{critic}} \) and \( J_p \) by \( f \) and \( \pi_\theta \)

PEV: \( w \leftarrow w - \beta_w \nabla w J_{\text{critic}} \)
PIM: if \( i \mod m; \rho \leftarrow c \rho; \; \theta \leftarrow \theta - \beta_\theta \nabla_\theta J_p \)

end for

Then, \( \delta_1 < 0 \) holds by Assumption 1 and the convergence of \( \delta_k \) naturally holds by

\[
\lim_{k \to \infty} \delta_k = \lim_{k \to \infty} \delta_{k-1} - \sum_{i=1}^{k-1} \Delta_i = \delta_1 - \lim_{k \to \infty} \sum_{i=1}^{k-1} \Delta_i = 0. \tag{11}
\]

Next, we first prove the following two lemmas about the unconstrained objective.

Lemma 2: For the solution sequence generated after each round \( \{ \theta_k \} \), we have

\[
J_p(\theta_{k+1}, \rho_{k+1}) - J_p(\theta_k, \rho_k) \geq J_p(\theta_k, \rho_k) - \Delta_k, \tag{12}
\]

Proof: By \( J_p(\theta, \rho) = J_{\text{actor}}(\theta) + \rho J_{\text{penalty}}(\theta) \) and \( \rho_{k+1} > \rho_k \)

\[
J_p(\theta_{k+1}, \rho_{k+1}) = J_{\text{actor}}(\theta_{k+1}) + \rho_{k+1} J_{\text{penalty}}(\theta_{k+1}) \\
\geq J_{\text{actor}}(\theta_{k+1}) + \rho_k J_{\text{penalty}}(\theta_{k+1}) \\
= J_p(\theta_{k+1}, \rho_k). \tag{13}
\]

Then, by Assumption 1, for \( \forall \theta, J_p(\theta, \rho_k) \geq \min J_p(\theta, \rho_k) \geq J_p(\theta_k, \rho_k) - \Delta_k \), thus we have

\[
J_p(\theta_{k+1}, \rho_{k+1}) \geq J_p(\theta_k, \rho_k) - \Delta_k, \tag{14}
\]

Lemma 3: Suppose \( \theta_* = \arg \min_\theta J_{\text{actor}}(\theta) \), then for \( \forall k \geq 1 \)

\[
J_{\text{actor}}(\theta_k) - \delta_{k+1} \geq J_p(\theta_k, \rho_k) - \delta_k \geq J_{\text{actor}}(\theta_k) - \delta_k. \tag{15}
\]

Proof: Because \( \theta_* \) is the optimal solution of the problem (4), it has \( J_{\text{penalty}}(\theta_*) = 0 \). Then, from Assumption 1, the first inequality is obtained as follows:

\[
J_{\text{actor}}(\theta_k) = J_p(\theta_k, \rho_k) \geq \min_\theta J_p(\theta, \rho_k) \geq J_p(\theta_k, \rho_k) - \Delta_k \\
J_{\text{actor}}(\theta_k) - \delta_{k+1} \geq J_p(\theta_k, \rho_k) - \delta_k. \tag{16}
\]

The second inequality is obtained by \( \rho_k J_{\text{penalty}}(\theta_k) \geq 0 \)

\[
J_p(\theta_k, \rho_k) = J_{\text{actor}}(\theta_k) \geq J_{\text{actor}}(\theta_k). \tag{17}
\]

The convergence can be revealed by Theorem 1.

Theorem 1: Assume that \( J_{\text{actor}} \) and \( J_{\text{penalty}} \) are continuous functions defined on the parameter space. Suppose \( \{ \theta_k \} \) is the solution sequence generated after each round. The limit of any of its convergent subsequence is the optimal solution.

Proof: Suppose \( \{ \theta_{k_j} \} \) is an arbitrary convergent subsequence of \( \{ \theta_k \} \) with the limit \( \tilde{\theta} \). By the continuity of \( J_{\text{actor}} \), \( \lim_{j \to \infty} J_{\text{actor}}(\theta_{k_j}) = J_{\text{actor}}(\tilde{\theta}) \). Define \( J^*_{\text{actor}} = \min_\theta J_{\text{actor}}(\theta) \) as the optimal value of the problem (4). From Lemmas 2 and 3, we can see that \( \{ J_p(\theta_k, \rho_k) - \delta_k \} \) is a nonincreasing sequence with upper limit \( J^*_{\text{actor}} \), therefore

\[
\lim_{k_j \to \infty} (J_p(\theta_{k_j}, \rho_{k_j}) - \delta_{k_j}) = \lim_{k_j \to \infty} J_p(\theta_{k_j}, \rho_{k_j}) = J^*_{\text{actor}} \leq J^*_p. \tag{18}
\]

Then, because \( J_p(\theta_{k_j}, \rho_{k_j}) = J_{\text{actor}}(\theta_{k_j}) + \rho_{k_j} J_{\text{penalty}}(\theta_{k_j}) \)

\[
\lim_{k_j \to \infty} \rho_{k_j} J_{\text{penalty}}(\theta_{k_j}) = J^*_p - J_{\text{actor}}(\tilde{\theta}). \tag{19}
\]

The gradient descent technique. Besides, from the form of (7), numerous state constraints can be handled naturally by regarding the constraint violation as a term of utility multiplied by \( \rho \). The training pipeline is shown in Algorithm 1.

Next, we present the convergence proof of GEP. We say a “round” completes when an optimizing procedure is finished. Since the optimizing procedure only improves (7) a fixed number of times to obtain a fair solution but does not necessarily find the optimal one, we first give an assumption about how well the solution is.

Assumption 1: After the round \( k \) completes, we have the penalty factor \( \rho_k \) and an optimized policy parameter \( \theta_k \). We assume that \( \theta_k \) satisfies

\[
J_p(\theta_k, \rho_k) \leq \min_\theta J_p(\theta, \rho_k) + \Delta_k, \quad k = 1, 2, \ldots \tag{8}
\]

where \( \Delta_k \geq 0, k \geq 1 \) is a positive nonincreasing sequence that has finite series, i.e., \( \Delta_k \geq \Delta_{k+1}, \sum_{i=0}^{\infty} \Delta_i < \infty \).

Assumption 1 describes that with the convergence of NNs, the gap between the solution of the optimizing procedure and the optimal one is gradually eliminated, i.e., \( \lim_{k \to \infty} \Delta_k = 0 \), as indicated by the finite series. About the gap, we have the following Lemma.

Lemma 1: There exists a positive nonincreasing sequence \( \delta_k, k \geq 1 \) that satisfies

\[
\Delta_k = \delta_k - \delta_{k+1} \\
\delta_k \geq \delta_{k+1}, \lim_{k \to \infty} \delta_k = 0. \tag{9}
\]

Proof: We can construct such a sequence by setting

\[
\delta_1 = \sum_{i=1}^{\infty} \Delta_i, \quad \delta_{k+1} = \delta_k - \Delta_k, \quad k \geq 1. \tag{10}
\]
by \( J_{\text{penalty}}(\theta_k) \geq 0, \rho_k \to \infty \) and the continuity of \( J_{\text{penalty}} \), we have

\[
\lim_{k \to \infty} J_{\text{penalty}}(\theta_k) = J_{\text{penalty}}(\bar{\theta}) = 0 \tag{20}
\]

which indicates that the limit \( \bar{\theta} \) is a feasible solution. Furthermore, by Lemma 3, \( J_{\text{actor}}(\bar{\theta}_k) \leq J^*_{\text{actor}}, \) together with the continuity of \( J_{\text{actor}} \), we have

\[
J_{\text{actor}}(\bar{\theta}) \leq J^*_{\text{actor}} \Rightarrow J_{\text{actor}}(\bar{\theta}) = J^*_{\text{actor}} \tag{21}
\]

where the equation holds by the definition of \( J^*_{\text{actor}} \). Equation (21) indicates the optimality of the limit \( \bar{\theta} \).

### C. Online Application

Ideally, we expect an optimal policy to output the optimal action within the safety action space at any given point in the state space. Unfortunately, it is impossible to acquire such a policy in theory and practice. First, the converted RL problem (4) enforces constraints on every single state point, leading to an infinite number of constraints in the continuous state space. Nevertheless, when we solve the equivalent unconstrained problem (7), we approximate the expectation by an average of samples, which means we only consider finite constraints of the set of samples that can vary in different iterations. That is why there is no strict safety guarantee of the policy but only an approximately safe performance. Second, the condition of (6) that the approximation function has infinite fitting power cannot be established in practice, resulting in a suboptimal solution without a safety guarantee. To ensure safety performance, we adopt a multistep safety shield after the output of the policy.

1) **Multistep Safety Shield**: The safety shield aims to find the nearest actions in the safe action space in state \( s_t \), which is formulated as a quadratic programming problem

\[
u^\text{safe}_t = \begin{cases} u^*_t, & \text{if } u^*_t \in U^\text{safe}(s_t) \\ \arg \min_u U^\text{safe}(s_t) \| u - u^*_t \|_2^2, & \text{else} \end{cases} \tag{22}
\]

where \( u^*_t \) is the policy output. Rather than designing \( U^\text{safe}(s_t) \) to guarantee the safety of only the next state, we design it to guarantee that the next \( n_{ss} \) prediction states are safe, i.e., collision free with the surrounding vehicles and road edges. Formally

\[
U^\text{safe}(s_t) = \{ u \| g_r(s_{ij}) \geq 0, \ i = 1, \ldots, n_{ss}, \ e \in E \}. \tag{23}
\]

2) **Algorithm for Online Application**: We first construct a set of states for different paths given the trained policy and value functions. Then, we pass them to the trained value function to select the one with the lowest value, which is next passed to the trained policy to obtain the optimal control, as summarized in Algorithm 2.

### V. Simulation Verification

#### A. Scenarios

We carried out simulation experiments on two scenarios. The first scenario is a four-lane highway shown in Fig. 2(a). We mainly investigate the basic functionalities of the learned policy in this scenario. The second one is a regular signalized four-way intersection, where the roads in different directions are all the six-lane dual carriageway, as shown in Fig. 2. Each intersection entrance has three lanes for turning left, going straight, and turning right, respectively.

Moreover, a two-phase traffic signal controls the traffic flow of turning left and going straight. In this scenario, we verify our algorithm in three tasks: 1) turn left; 2) go straight; and 3) turn right. In each task, the ego vehicle is initialized randomly from the south bound and is expected to drive safely and efficiently to pass the intersection. For both scenarios, we generate a dense traffic flow of 800 vehicles per hour on each lane with SUMO [38]. These vehicles are controlled by the car-follow and lane-change models in the SUMO, producing a variety of traffic behaviors.

#### B. Implementation of Training Algorithm

1) **State Design**: As mentioned in Section IV-B2, the state should be designed to include information of the ego vehicle, the surrounding vehicles, and the reference path, i.e.,

\[
\mathbf{s} = [s^{\text{ego}}, s^{\text{other}}, s^{\text{ref}}] \quad \tag{24}
\]

where \( s^{\text{ego}} \) is the ego vehicle state \( x \) defined in Section IV-A, and \( s^{\text{other}} \) is the concatenation of the interested surrounding vehicle list \( l \)

\[
s^{\text{other}} = [\mathbf{p}^l, \mathbf{v}^l, \mathbf{\phi}^l, \mathbf{\psi}^l, \mathbf{v}^l_{\text{lon}}]_{j \in l}, \quad \tag{25}
\]

\( I \) is an ordered list of vehicles that have potential conflicts with the ego, which is different in different scenarios and tasks. For highway scenario

\[
I = [\text{LF}, \text{LB}, \text{CF}, \text{CB}, \text{RF}, \text{RB}] \quad \tag{26}
\]

where \( L, C, \) and \( R \) represent the left/current/right lane and \( F \) and \( B \) means the front/back vehicle. For the intersection scenario, take the left-turn task as an example

\[
I = [\text{SW1, SW2, SN1, SN2, NS1, NS2, NW1, NW2}] \quad \tag{27}
\]
is further scaled to $[-0.4, 0.4]$ rad while the acceleration is further scaled and shifted to $[-3, 1.5]$ m/s$^2$.

3) Utility and Objective Design: The utility is already defined in Section IV-B2 for equivalent problem conversion, as shown as follows:

$$l(s, u) = (x_{\text{ref}} - x)^\top Q (x_{\text{ref}} - x) + u^\top R u.$$  \hspace{1cm} (30)

Here, we further design the weighting matrices in it as $Q = \text{diag}(0.04, 0.04, 0.01, 0.01, 0.1, 0.02)$ and $R = \text{diag}(0.1, 0.005)$. Expanding the utility we have the following result:

$$l(s, u) = 0.04\delta_p^2 + 0.01\delta_v^2 + 0.1\delta_\phi^2 + 0.1\delta^2 + 0.005a^2. \hspace{1cm} (31)$$

The utility indicates the tracking errors and the control energy consumption yielded in a step time. The tracking errors include the weighted squared errors in position, heading, and speed. The control energy, on the other hand, contains the weighted squared quantities in terms of steering and acceleration.

As indicated by (4), the objective is to minimize the sum of utilities within the predictive horizon, i.e., the sum of tracking errors and control energy consumption. The predictive horizon $T$ is set to be 25, which is 2.5 s in practice.

4) Constraint Design: Slightly different from the one in (1), we further refine the constraint in a way that represents the ego vehicle and each of the surrounding vehicles by two covered circles. Then, in each time step, we impose four constraints for each vehicle between each center of the ego circle and that of the other vehicle. Similar are the constraints between the ego and the road edge.

5) Training Settings: We implement the offline training algorithm (Algorithm 1) in an asynchronous learning architecture proposed in [39]. For value function and policy, we use a multilayer perceptron (MLP) with two hidden layers, consisting of 256 units per layer, with exponential linear units (ELUs) in each layer [40]. The Adam method [41] with a polynomial decay learning rate is used to update all the parameters. Specific hyperparameter settings are listed in Table II. We train five different runs with different random seeds on a single computer with a 2.4 GHz 50 core Inter Xeon CPU, with evaluations every 100 iterations.

C. Simulation Results

The static path planning result is shown in Fig. 3(a). We also demonstrate the tracking and safety performances at the intersection during the training process in Fig. 3, indicated
### Table II

**Hyperparameters**

| Hyperparameters       | Value                      |
|-----------------------|----------------------------|
| Optimizer             | Adam \(\beta_1 = 0.9, \beta_2 = 0.999\) |
| Approximation function | MLP                        |
| Number of hidden layers | 2                         |
| Number of hidden units | 256                       |
| Nonlinearity of hidden layer | ELU            |
| Replay buffer size | 5e5                       |
| Batch size            | 1024                      |
| Policy learning rate  | Linear decay 3e-4 \rightarrow 1e-5 |
| Value learning rate   | Linear decay 8e-4 \rightarrow 1e-5 |
| Penalty amplifier \(c\) | 1.1                      |
| Total iteration       | 200000                    |
| Update interval \(m\) | 10000                     |
| Safety shield \(n_{se}\) | 5                        |
| Number of Actors      | 4                         |
| Number of Buffers     | 4                         |
| Number of Learners    | 30                        |

---

**Fig. 3.** Results of static path planning and dynamic optimal tracking. (a) Planned paths for each task. (b) Tracking performance during the training process. (c) Safety performance during the training process. (d) Value loss during the training process. For (b)–(d), the solid lines correspond to the mean and the shaded regions correspond to 95% confidence interval over five runs.

by \(J_{\text{actor}}\) and \(J_{\text{penalty}}\), respectively, and the value loss \(J_{\text{critic}}\) to exhibit the performance of the value function.

Along the training process, the policy loss, the penalty, and the value loss decrease consistently for all the tasks, indicating an improving tracking and safety performance. Especially, the penalty and value loss decrease to zero approximately, proving the effectiveness of the proposed RL-based solver for constrained OCPs. In addition, the convergence speed, variance across different seeds, and the final performance vary with tasks. That is, because the surrounding vehicles that have potential conflicts with the ego are different across tasks, leading to differences in task difficulty.

---

**D. Experiment 1: Performance of GEP**

To verify GEP’s control precision and computing efficiency on the constrained optimization problem, we compare it with the classic MPC solver. Formally, the problem (1) is defined on one particular path, and thus MPC method solves the same number of problems as that of candidate paths. Then, the optimal path is selected by the minimum cost function, and its corresponding action is used as the input signal of the ego vehicle. Here, we adopt the Ipopt solver to obtain

We visualize the decision and control process of the trained policy in highway and intersection, respectively, as shown in Figs. 4 and 5. Benefiting from the interpretability, we can explain the resulting driving behaviors. For the highway scenario, the ego is initialized on the rightmost lane and aims to drive as fast as possible under the premise of security and compliance. When the front car of the ego rides at a lower speed which may cause the collision, the ego vehicle will steer itself toward its left lane and then choose it as the optimal path and finish the first lane change. After that, the ego vehicle will accelerate along the current lane with a distance until its speed is larger than the front vehicle again. Then, the ego will choose its left lane with a sparse traffic flow and accomplishment the second lane change. Due to the high speed of the ego, a little overshoot occurs in this process, and the ego vehicle will adjust quickly to track the current optimal path.

For the intersection scenario, we visualize one typical left-turn case where dense traffic and different phases of a traffic light are included, as shown in Fig. 5. When the traffic light is red, the ego pulls up to avoid collision to meet the safety constraints. Then, when the light turns green, the ego starts off to track the expected velocity. After entering the junction, it meets several straight-go vehicles from the opposite direction. Therefore, the ego chooses the upper path and slows down to bypass the first one. Notice that the safety shield works here to avoid potential collisions. After that, it speeds up to follow the middle path, the one with the lowest value in that case, with which it can go first and meanwhile avoid the right-turn vehicles so that it can essentially reduce the velocity tracking error. The computing time in each step is under 10 ms, making our method considerably fast to be applied in the real world.
the exact solution of the constrained OCP, a popular package for nonlinear optimization problems. Fig. 6 demonstrates the comparison of our algorithm on control effect and computation time. Results show that the optimal path of the two methods are identical and the output actions (steer wheel and acceleration) have similar trends, which indicates our proposed algorithm can approximate the solution of MPC with a small error. Also, it proves the solved policy and value are the optimal action and the optimal cost function of the problem (1), which is substantial evidence of the interpretability of our method. Although MPC can find the optimal solution through online optimization, its computation time also increases sharply with the number of constraints, probably violating the real-time requirements of autonomous driving.

E. Experiment 2: Comparison of Driving Performance

We compare our method with a rule-based approach and a model-free RL method. The rule-based method is a combination of graph-search-based methods and optimization-based methods [17]. It first searches a spatiotemporal trajectory using the A* algorithm. Then, a locally convex feasible driving area is designed, and optimization is applied to further smooth the trajectory with consideration of vehicle kinematics and the feasible area. It is reported to beat the other methods [42]–[44] in terms of the average planning time. The model-free RL uses a punish and reward system to learn a policy for maximizing the long-term reward (+100 if the ego vehicle passes safely; otherwise −100 whenever a collision happens) [45]. To evaluate the three algorithms, we choose six indicators, including computing time, comfort, travel efficiency, collisions, failure rate, and driving compliance. Comfort is reflected by the mean root square of lateral and longitudinal acceleration. Travel efficiency is evaluated by the average time used to pass the intersection. Failure rate means the accumulated times of that decision signal is generated for more than one second and driving compliance shows times of breaking red light. The results of 100 simulations are shown in Table III. The rule-based method is more likely to stop and wait for other vehicles, leading to lower passing efficiency but better safety and comfort. However, it takes much more time to give a control signal in the dense traffic flow and suffers the highest failure rate. Model-free RL is eager to achieve the goal but incurs the most collisions and decision incompliance due to its lack of safety guarantee. Benefiting from the framework design, the computational efficiency of our method remains as fast as the model-free approach, and the driving performance, such as safety, compliance, and failure rate, is better than the other two approaches.

F. Experiment 3: Application of Distributed Control

We also apply our trained policies in multiple vehicles for distributed control. Our method yields a surprisingly good
performance by showing a group of complex and intelligent driving trajectories (Fig. 7), which demonstrates the potential of the proposed method to be extended to the distributed control of large-scale connected vehicles. More videos are available online (https://youtu.be/J8aRgcjJukQ).

**VI. Test on Real-World Roads**

**A. Scenario and Equipment**

In the real-world test, we choose an intersection of two-way streets, where the east–west street has an eight-lane dual carriageway from both directions, while the north–south street has a four-lane dual carriageway. To comply with legal requirements, we did not utilize the intersection’s natural traffic flow and traffic signals. Instead, these traffic elements are designed and provided by SUMO. The control flow of different modules is shown in Fig. 8. The computer is KMDA-3211 with a 2.6 GHz Intel Core i5-6200U CPU. The ego vehicle must complete the left-turn, straight-go, and right-turn tasks under signal control and a virtual dense traffic flow.

**B. Experiment 1: Functionality Verification**

This experiment aims to verify the functionality of the IDC framework under different tasks. In total, we carry out nine
runs, three for each task. The ego vehicle and the surrounding vehicles are initialized with random states in each run. Following the diagram in Fig. 8, the run keeps going on until the ego passes the intersection without colliding with obstacles or breaking traffic rules. The diversity among different runs is guaranteed by using different random seeds. All the videos are available online (https://youtu.be/adqjor5KXxQ).

We visualize one of the left runs by snapshotting its featured time steps shown in Fig. 9 and drawing the critical parameters in Fig. 10. In the beginning, the ego pulls up before the stop line, waiting for the green light [Fig. 9(a)]. When that comes, the ego accelerates into the intersection to reduce the velocity tracking error [Fig. 9(b)]. In the center of the intersection, it encounters a straight-go vehicle with high speed from the opposite direction. In order to avoid the collision, the ego slows itself down and switches to path 4, with which it can bypass the vehicle from the back [Fig. 9(c)]. However, another straight-go vehicle comes over after the previous one passes through, but with a relatively low speed. This time, the ego chooses to accelerate to pass first. Interestingly, as the vehicle approaches, the optimal path is automatically selected away from it, i.e., changing from path 4 to path 3 and finally the path 2, to minimize the tracking errors [Fig. 9(c) and (d)]. Following path 2, the ego finally passes the intersection successfully. The computing time of all steps is within 15 ms, showing the superiority of our method in terms of online computing efficiency.

### C. Experiment 2: Robustness to Noise

This experiment aims to compare the driving performance under different noise levels added manually to verify the robustness of the trained policies. Referring to [46], we take a similar measure to divide the noises into seven levels, i.e., 0–6, where all the noises are in the form of Gaussian white noise with different variances varying with the level and are applied in several dimensions of RL states, as shown in Table IV.

#### Table IV

| Noise level | 0  | 1  | 2  | 3  | 4  | 5  | 6  |
|-------------|----|----|----|----|----|----|----|
| $\delta_\theta$ [m] | 0.017 | 0.033 | 0.051 | 0.068 | 0.085 | 0.102 | 0.102 |
| $\delta_\phi$ [\degree] | 0.017 | 0.033 | 0.051 | 0.068 | 0.085 | 0.102 | 0.102 |
| $p_x, p_y$ [m] | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.30 |
| $v_{x,y}$ [m/s] | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.30 |
| $\phi^d$ [\degree] | 1.4 | 2.8 | 4.2 | 5.6 | 7.0 | 8.4 |

Fig. 9. Featured time steps of the left run. (a) $t = 0$ s, pulling up and waiting for the green signal light. (b) $t = 28$ s, accelerating into the intersection. (c) $t = 34$, slowing down to avoid collision and switching path. (d) $t = 36$ s, accelerating to pass first when selecting a safer path. (e) $t = 41$ s, fixing the path and tracking it. (f) $t = 51$ s, passing the intersection successfully.
We choose the left-turn task to perform seven experiments. For each noise level, i.e., each experiment, we make statistical analysis on the parameters related to vehicle stability, namely, the yaw rate and lateral speed, and the control quantities, i.e., steering angle and acceleration, as shown in Fig. 11. Our method is rather robust to low-level noises (0–3) in which the distribution parameters, including the median value, the standard variance, the quantile values, and the bounds, have no significant change. However, these parameters, especially the variance and the bounds, are inevitably enlarged if we add stronger noise. The fluctuations of the lateral velocity and the yaw rate are mainly caused by the sensitivity of the steering wheel because large noises tend to yield a large variance of the steering angle, which further leads to the swing of the vehicle body. Nevertheless, the stability bounds always remain in a reasonable range, proving the robustness of the proposed method.

D. Experiment 3: Robustness to Human Disturbance

The experiment is to verify the ability of our method to cope with human disturbance. We also use a left-turn case, in which we perform two times of human interventions on the steering wheel. We draw the states of the ego vehicle in Fig. 12, where the colored region is when the human disturbance is acted on. The first one is acted on 10 s when the ego just enters the crossroad, and we turn the steering wheel left to 100° from 0° to make the ego head to the left. After that, the driving system immediately turns the steering wheel right to correct the excessive ego heading. The second one happens at 16 s when the ego is turning to the left to pass the crossroad. We turn the steering wheel right from 90° to 0° to interrupt the process. After the takeover, the driving system is able to turn the steering wheel left to 240° right away to continue to complete the turn left operation. Results show that the proposed method is capable of dealing with the abrupt human disturbance on the steering wheel by quick responses to the interrupted state after taking over.

VII. Conclusion

In this article, we propose the IDC framework for automated vehicles to build an interpretable learning system with high online computing efficiency and applicability among different driving tasks and scenarios. The framework decomposes the driving task into static path planning and dynamic optimal tracking hierarchically. The former generates multiple paths considering static constraints, which are then sent to the latter to be selected and tracked. The latter first formulates the selecting and tracking problem as constrained OCPs mathematically to consider dynamic obstacles. It then solves the problem offline by a model-based RL algorithm to seek an approximate solution in the form of NNs. Notably, these solved approximation functions, namely, value and policy, have a natural correspondence to the selecting and tracking problems, which originates the interpretability. Finally, the value and policy functions are used online instead, releasing the heavy computation in online optimizations. We verify our framework in both simulations and a real-world intersection. Results show that our method owns an order of magnitude higher online computing efficiency compared with the traditional rule-based method. In addition, it yields better driving performance in terms of traffic efficiency and safety and shows great interpretability and adaptability among different driving tasks. About the future work, we will extend the IDC framework to more driving scenarios, including roundabouts, ramps, and realistic urban roads, to further verify its effectiveness. Besides, a suitable state representation will be developed to improve the lower layer’s tracking ability and solution precision among paths in different scenarios.
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