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Abstract

Causal variance decompositions for a given disease-specific quality indicator can be used to quantify differences in performance between hospitals or health care providers. While variance decompositions can demonstrate variation in quality of care, causal mediation analysis can be used to study care pathways leading to the differences in performance between the institutions. This raises the question of whether the two approaches can be combined to decompose between-hospital variation in an outcome type indicator to that mediated through a given process (indirect effect) and remaining variation due to all other pathways (direct effect). For this purpose, we derive a causal mediation analysis decomposition of between-hospital variance, discuss its interpretation, and propose an estimation approach based on generalized linear mixed models for the outcome and the mediator. We study the performance of the estimators in a simulation study and demonstrate its use in administrative data on kidney cancer care in Ontario.
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1 Introduction

Quality of healthcare can be compared between institutions such as hospitals or individual health care providers using disease specific quality indicators (QIs). These measure structural, process or outcome elements related to the care of a particular condition (Donabedian, 1988). The resulting comparison in terms of outcome type measures is commonly referred to as hospital/provider profiling; with statistical methods for this discussed for example by Goldstein and Spiegelhalter (1996); Racz and Sedransk (2010). The comparisons typically require case-mix or risk adjustment to account for different patient populations treated by the different institutions/providers, with common methods reviewed by Shahian and Normand (2008). Such comparisons can also be framed counterfactualy in a causal inference framework, comparing the quality of care the patient would receive if treated by a different institution/provider. For instance, Varewyck et al. (2014) used the potential outcomes framework (Rubin and Rosenbaum, 1983) to represent patient outcomes indexed by hospital, considering the hospital index as a multicategory categorical treatment/exposure variable. The resulting standardized hospital-specific mean outcomes can then be compared pairwise, ranked, or compared to average performance in the health care system. To reduce the number of comparisons, Chen et al. (2020) proposed a causal variance decomposition which characterizes the overall between-hospital variation through a variance component with a specific causal interpretation. Variance decompositions in profiling health care providers have also been considered outside the causal modeling framework by e.g. Xia et al. (2020). While variance decompositions can demonstrate differences between the hospitals, causal mediation analysis can be used to study care pathways leading to the differences in performance between the hospitals. In particular, if between-hospital variation is found in an outcome type indicator, this raises the question of whether this can be explained by between-hospital variation in a process type indicator. For instance, Daignault et al. (2019) explained the observed variation of length of the stay after radical nephrectomy for early-stage (T1-T2) kidney cancer patients by between-hospital variation in minimally invasive surgery (MIS) rates, with the pathway through MIS understood as the indirect (mediated) effect, and all other pathways as the direct effect.

The potential outcomes mediation analysis framework (e.g. VanderWeele and Vansteelandt, 2009; VanderWeele et al., 2014) can be adapted to between-hospital comparisons by decomposing each pairwise comparison between two hospitals into natural indirect effect and natural direct effect. However, with a large number of hospitals, the pairwise comparisons may not all be of interest. Alternatively, it would be possible to decompose the contrast to the average performance, reducing the number of comparisons. Indirect standardization is commonly used in hospital comparisons, with the standardized mortality/morbidity ratio (SMR) used as the effect measure. Daignault et al. (2019) proposed a causal mediation analysis decomposition for the SMR. The difference to a directly standardized quantity is that it uses the entire combined patient population as the standard population, whereas with SMR each comparison is conditional on the patient population of the given hospital. The number of the comparisons in the SMR mediation analysis is equal to the number of the number of hospitals, and while this is less than the number of pairwise hospital comparisons, there may still be limited statistical power to detect mediation, especially for small volume hospitals. This motivates the question of whether between-hospital variance in an outcome
type indicator can be decomposed in causal mediation analysis sense.

In the psychometric literature, mediation analysis is usually based on the classical [Baron and Kenny, 1986] approach. In that field, several different effect size and variance explained/$R^2$ type measures have been proposed for quantifying mediation in the linear structural equation modeling framework [Fairchild et al., 2009; de Heus, 2012; Miočević et al., 2018; Lachowicz et al., 2018]. The general challenge in quantifying mediation in terms of variance explained is that both direct and indirect effect are due to the treatment/exposure variable, making them dependent since they have to add up to the total effect (de Heus, 2012). In principle, the total effect variance explained can be decomposed, but the decomposition has three terms, including a covariance type term between the direct effects and the indirect effects. This has motivated a number of single number effect measures that are not directly based on such a decomposition, reviewed by Miočević et al. (2018) and Lachowicz et al. (2018). However, because these proposals are specific to the linear structural equation framework, we proceed to further consider the three-way decomposition of the total effect variance explained. We will argue that this is meaningful especially with multi-category categorical exposures. However, to understand the causal interpretation of the decomposition and to generalize it, we have to derive it in the potential outcomes framework. Because we aim for decomposition on the scale of the outcome variable, our approach will also allow incorporation of link functions and exposure-mediator interactions.

We make a distinction between the present framework, and methods that have been proposed for multilevel mediation analysis [Preacher et al., 2010; Tofighi and Thoemmes, 2014; Zigler and Ye, 2019], which refers to mediation analysis in the presence of clustered data, in particular when some of the variables are measured at the cluster rather than at individual level. This is different from the present problem, where although clusters are present as the hospitals, they are directly used as the categorical exposure variable. In our case the mediator and outcome variable, which are patient outcomes and processes of care used to construct QIs, are measured at individual level, and thus we aim for individual-level causal interpretation. We would be in the multilevel mediation setting if we were interested in some structural characteristic of the hospitals, such as academic affiliation, as the exposure, but we do not consider this here. However, in the discussion we consider briefly how our proposal can be generalized in the presence of multiple layers of exposures, such as surgeons within hospitals.

Based on the objectives motivated above, the structure of the paper is as follows. In Section 2, we review the previous measures in the mediation analysis. In Section 3.2, we introduce the potential outcomes (Rubin’s) causal model and its extension to mediation analysis and relevant assumptions. In Section 3.3, we review our previously proposed three-way causal decomposition for the observed variation in care received, and propose the causal mediation analysis decomposition of the between-hospital variance. We further investigate its interpretation and special cases in Sections 3.4 and 3.5. We propose model-based estimation methods in Section 4 and investigate their performance through a simulation study and illustrate their use in a real data analysis in Sections 5 and 6. Finally, we discuss the limitations and future research directions in Section 7.
2 Previously proposed measures

2.1 Natural direct and indirect effects

We first introduce the necessary notation. Let \( Y \) be the observed real-valued outcome used to construct a QI (say, log length of stay after radical nephrectomy), \( Z \in \{1, \ldots, q\} \) indicator for the hospital where the patient received treatment, \( M \in \{0, 1\} \) and the observed binary mediator (say, indicator for minimally invasive surgery versus open surgery), and \( X = (X_1, \ldots, X_p) \) be a vector of patient case-mix variables. The potential version of the mediator is \( M_z \), giving the mediator level had the patient been treated in hospital \( z \in \{1, \ldots, q\} \). Similarly, \( Y_{zm} \) is the potential outcome of the same patient received surgical treatment \( m \in \{1, 0\} \) via hospital \( z \). \( Y_{zM}^* \) is the potential outcome had the patient been treated in \( z \) but setting the mediator to the level it would have taken in hospital \( z^* \), without fixing it to a specific value. The total effect of the comparison of an index hospital \( z \) to a reference hospital \( z^* \) can be decomposed as

\[
TE_{z,z^*} = E[Y_{zM}] - E[Y_{zM^*}]
= (E[Y_{zM}] - E[Y_{zM^*}]) + (E[Y_{zM^*}] - E[Y_{zM^*}])
= NIE_{z,z^*} + NDE_{z,z^*},
\]

where \( TE, NIE, \) and \( NDE \) represent the total effect, natural indirect effect, and natural direct effect, respectively. The expected potential outcomes can be estimated through the mediation formula, resembling direct standardization. Due to the multi-category categorical exposure, there are \( q(q-1)/2 \) pairwise comparisons (e.g. 3160 pairwise comparisons when \( q = 80 \)). Alternatively, it would be possible to decompose the contrast to the average performance \( E[Y_{zM}] - E[Y_{ZM}] = E[Y_{zM}] - E[Y] \), as

\[
TE_z = E[Y_{zM}] - E[Y_{ZM}]
= (E[Y_{zM}] - E[Y_{ZM}]) + (E[Y_{ZM}] - E[Y_{ZM}])
= NIE_z + NDE_z,
\]

resulting in \( q \) comparisons. An alternative decomposition with a slightly different interpretation could be obtained by introducing the term \( E[Y_{ZM}] \) instead of \( E[Y_{ZM}] \) in the second equality. Daignault et al. (2019) proposed a causal mediation analysis decomposition for the SMR as follows. Let \( A \in \{1, \ldots, q\} \) be a hypothetical “randomized” target assignment regime used for random draws of potential outcomes. The SMR can be decomposed as

\[
SMR_z^{TE} = \frac{E[Y_{zM} | Z = z]}{E[Y_{MA} | Z = z]} \times \frac{E[Y_{AM} | Z = z]}{E[Y_{MA} | Z = z]}
= SMR_z^{NIE} \times SMR_z^{NDE},
\]

where \( SMR_z^{TE}, SMR_z^{NIE}, \) and \( SMR_z^{NDE} \) represent the total effect, the natural indirect effect, and the natural direct effect SMR, respectively.
2.2 Mediation analysis decomposition of $R^2$

In the linear modeling framework, de Heus (2012) considered mediation analysis decomposition of $R^2$. Taking $Z$ to be dichotomous, specify the three linear regression models

$$E[Y \mid Z = z, X = x] = \alpha_1 + \beta_1 z + \gamma_1 x,$$

$$E[Y \mid Z = z, M = m, X = x] = \alpha_2 + \beta_2 z + \beta_3 m + \gamma_2 x,$$

$$E[M \mid Z = z, X = x] = \alpha_3 + \beta_4 z + \gamma_3 x. \quad (1)$$

In the Baron and Kenny (1986) approach, assuming that conditioning on $X$ is sufficient to control for confounding, the regression coefficient $\beta_1$ represents the total effect of $Z$ on $Y$, $\beta_2$ represents the direct effect of $Z$ on $Y$, and $\beta_3\beta_4$ or $\beta_1 - \beta_2$ represents the indirect effect of $Z$ on $Y$ via $M$ (product and subtraction methods).

If the variables have been standardized, the total variance of $Y$ explained by $Z$ is the square of the regression coefficient $\beta_1 = \beta_{\text{total}}$. For this, one can write

$$R^2 = \beta_{\text{total}}^2 = (\beta_{\text{direct}} + \beta_{\text{indirect}})^2 = \beta_{\text{direct}}^2 + \beta_{\text{indirect}}^2 + 2\beta_{\text{direct}}\beta_{\text{indirect}}. \quad (2)$$

Here the terms $\beta_{\text{direct}}^2 = \beta_2^2$ and $\beta_{\text{indirect}}^2 = (\beta_3\beta_4)^2$ are due to the direct and indirect effects of $Z$, but the presence of the third term $\beta_{\text{direct}}\beta_{\text{indirect}}$, which can also be negative, means that the dependency of the direct and indirect effects cannot be ignored (de Heus 2012).

3 Proposed measures

3.1 Motivating context

We will discuss the concepts in the context of the running example where $Y$ is (log-transformed) length of stay after radical nephrectomy used as primary treatment for early stage kidney cancer, $M$ is minimally invasive (laparoscopic or robotic) vs open surgical approach, and $Z$ is the hospital index. However, generally for the subsequent development, the outcome and mediator can be any of dichotomous, count or continuous variables. We will revisit some of these situations in Section 4. The hypothesized causal relationships are illustrated in the directed acyclic graph (DAG) in Figure 1. Here we are interested whether between-hospital variation in length of stay after radical nephrectomy for kidney cancer patients is explained by between-hospital variation in minimally invasive vs open surgery. Hence, we are interested in decomposing between-hospital variation in length of stay to that mediated through surgical approach (indirect effect: $Z \rightarrow M \rightarrow Y$) and remaining variation due to all other pathways (direct effect: $Z \rightarrow Y$). The relevant covariates $X = (X_1, X_2, X_3)$ can be classified into the three categories shows in the DAG, namely demographic factors (e.g. age, sex), comorbidities (e.g. Charlson score) and tumor characteristics/disease progression (e.g. T-stage). These can all be already imbalanced between the treating hospitals (e.g. more complicated cases may be referred to high volume cancer centers), so they are considered potential confounders of all the considered relationships ($Z \rightarrow M$, $Z \rightarrow Y$ and $M \rightarrow Y$).
Figure 1: Example DAG where a process of care is mediating the hospital effect on outcome. The arrows $Z \rightarrow M$ and $M \rightarrow Y$ reflect the part of the hospital effect that is mediated by the process (indirect effect), while the arrow $Z \rightarrow Y$ reflects the hospital effect due to all other causal pathways (direct effect).

### 3.2 Causal assumptions

The observed variables $Y$ and $M$ are linked to their potential counterparts under the counterfactual consistency/stable unit treatment value assumption (SUTVA), by $Y = Y_Z = Y_{Z,M_z}$ and $M = M_Z$. Causal inferences on the controlled direct hospital effects on the outcome are possible under the assumption of strong ignorability of the joint hospital and mediator assignment mechanism, which states that $0 < P(Z = z, M = m \mid X = x) < 1$ for all $z \in \{1, \ldots, q\}$, $m \in \{1, 0\}$ and $x$ (positivity) and $Y_{zm} \perp \perp (Z, M) \mid X$ (conditional exchangeability). Additionally, we need to assume $M_z \perp \perp Z \mid X$ (conditional exchangeability with respect to the mediator) and $Y_{zm} \perp \perp M_z^* \mid X$ (no exposure-induced confounders of the mediator-outcome relationship) to identify the natural indirect and natural direct effects, as defined in Section 2.

### 3.3 Causal mediation analysis decomposition of between-hospital variance

We first decompose the observed variance in outcome, $V[Y]$, to that causally explained by the differences between hospitals, by individual-level case-mix factors, and residual varia-
tion. Under the counterfactual consistency, \( V[Y] = V[Y_Z] = V[Y_{ZM_x}] \). We introduce the shorthand notations \( e(z; X) = P(Z = z \mid X) \) for the hospital assignment probabilities. In Chen et al. (2020), we derived a three-way causal variance decomposition in care received,

\[
V[Y] = V_X \left\{ \sum_z E(Y_z \mid X) e(z; X) \right\} + E_X \left\{ \sum_z \left[ E(Y_z \mid X) - \sum_{z^*} E(Y_{z^*} \mid X) e(z^*; X) \right]^2 e(z; X) \right\} + E_X \left\{ \sum_z V(Y_z \mid X) e(z; X) \right\}. \tag{3}
\]

The first and third variance terms here represent the case-mix and residual variance, respectively. The second term represents the average squared difference from the average outcome in the health care system; we take this to be the causal quantity of interest representing between-hospital variation for similar patients. The inside of this term can be further expanded to introduce the mediator \( M \) as

\[
\sum_z \left[ E(Y_z \mid X) - \sum_{z^*} E(Y_{z^*} \mid X) e(z^*; X) \right]^2 e(z; X) = \sum_z \left[ E(Y_{zM_x} \mid X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right]^2 e(z; X)
\]

\[
= \sum_z \left\{ \left[ E(Y_{zM_x} \mid X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right] \right\}^2 e(z; X)
\]

\[
+ \sum_z \left\{ \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right\}^2 e(z; X)
\]

\[
= \sum_z \left[ E(Y_{zM_x} \mid X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right]^2 e(z; X)
\]

\[
+ \sum_z \left( \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right)^2 e(z; X)
\]

\[
+ \sum_z 2 \left[ E(Y_{zM_x} \mid X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right] \times \left[ \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) - \sum_{z^*} E(Y_{z^*M_x} \mid X) e(z^*; X) \right] e(z; X). \tag{4}
\]

Thus, the between-hospital variance can be decomposed into three parts, weighted average of the squared natural indirect effects (compared to the average level of the mediator across the hospitals), weighted average of the squared natural direct effects (hospital effects at the average level of the mediator), and a covariance type term between the indirect and direct
effects. The last term can also be negative because the indirect and direct effects can work to opposite directions, making the hospitals more similar than the squared terms would imply. The last term is of interest in its own right because it can tell whether hospitals that perform poorly in terms of the mediator are also performing worse in other respects.

### 3.4 Causal interpretation of the decomposition

We note that in the absence of (additive) hospital-mediator interaction the hospital $z$ specific indirect effect can be written as

$$E(Y_{zMz} \mid X) - \sum_{z^*} E(Y_{zMz^*} \mid X)e(z^*; X)$$

$$= \sum_{z^*} [E(Y_{zMz} \mid X) - E(Y_{zMz^*} \mid X)] e(z^*; X)$$

$$= \sum_{z^*} [E(Y_{zMz} \mid X) - E(Y_{z'Mz} \mid X)] e(z^*; X)$$

and the direct effect as

$$\sum_{z^*} E(Y_{zMz^*} \mid X)e(z^*; X) - \sum_{z^*} E(Y_{z'Mz^*} \mid X)e(z^*; X)$$

$$= \sum_{z^*} [E(Y_{zMz} \mid X) - E(Y_{z'Mz} \mid X)] e(z^*; X)$$

$$= \sum_{z^*} [E(Y_{zMz} \mid X) - E(Y_{z'Mz} \mid X)] e(z^*; X)$$

for any $z' \in \{1, \ldots, q\}$. Thus, the expected (over $z$) indirect and direct effects become

$$\sum_z \left\{ E(Y_{zMz} \mid X) - \sum_{z^*} E(Y_{z'Mz^*} \mid X)e(z^*; X) \right\} e(z; X)$$

$$= \sum_z \left\{ \sum_{z^*} [E(Y_{zMz} \mid X) - E(Y_{z'Mz^*} \mid X)] e(z^*; X) \right\} e(z; X)$$

$$= \sum_z E(Y_{zMz} \mid X)e(z; X) - \sum_{z^*} E(Y_{z'Mz^*} \mid X)e(z^*; X) = 0$$

and

$$\sum_z \left\{ \sum_{z^*} E(Y_{zMz^*} \mid X)e(z^*; X) - \sum_{z^*} E(Y_{z'Mz^*} \mid X)e(z^*; X) \right\} e(z; X)$$

$$= \sum_z \left\{ \sum_{z^*} [E(Y_{zMz} \mid X) - E(Y_{z'Mz^*} \mid X)] e(z^*; X) \right\} e(z; X)$$

$$= \sum_z E(Y_{zMz} \mid X)e(z; X) - \sum_{z^*} E(Y_{z'Mz^*} \mid X)e(z^*; X) = 0$$
Thus, under the no-interaction assumption, the terms in the decomposition are directly the variance of the hospital-specific indirect effects, variance of the direct effects and two times the covariance of the indirect and direct effects. However, decomposition can be defined and estimated without making this assumption. In the presence of hospital-mediator interaction, because the hospital-specific direct and indirect effects are weighted averages of the pairwise indirect and direct effects, the interactions can contribute to both of these.

To understand the causal interpretation of the new decomposition, it is also helpful to consider the special case of two hospitals. With two hospitals indexed by \( z = 0, 1 \) and letting the propensity score \( e(1; X) = \pi(X) \), the first term of the decomposition (weighted average of squared indirect effects) becomes

\[
\sum_{z=0}^{1} \left[ E(Y_{zM_z} | X) - \sum_{z^*=0}^{1} E(Y_{z^*M_{z^*}} | X)e(z^*; X) \right]^2 e(z; X) \\
= \pi(X)(1 - \pi(X)) \left[ E(Y_{1M_1} | X) - E(Y_{1M_0} | X) \right]^2 (1 - \pi(X)) \\
+ [E(Y_{0M_1} | X) - E(Y_{0M_0} | X)]^2 \pi(X)
\]

the second term of the decomposition (weighted average of squared direct effects) becomes

\[
\sum_{z=0}^{1} \left[ \sum_{z^*=0}^{1} E(Y_{z^*M_{z^*}} | X)e(z^*; X) - \sum_{z^*=0}^{1} E(Y_{z^*M_{z^*}} | X)e(z^*; X) \right]^2 e(z; X) \\
= \pi(X)(1 - \pi(X)) \left[ E(Y_{1M_0} | X) - E(Y_{0M_0} | X) \right]^2 (1 - \pi(X)) \\
+ [E(Y_{1M_1} | X) - E(Y_{0M_1} | X)]^2 \pi(X)
\]

the last term of the decomposition (representing the covariance between the indirect and direct effects) becomes

\[
\sum_{z=0}^{1} 2 \left[ E(Y_{zM_z} | X) - \sum_{z^*=0}^{1} E(Y_{z^*M_{z^*}} | X)e(z^*; X) \right] \\
\times \left[ \sum_{z^*=0}^{1} E(Y_{z^*M_{z^*}} | X)e(z^*; X) - \sum_{z^*=0}^{1} E(Y_{z^*M_{z^*}} | X)e(z^*; X) \right] e(z; X) \\
= 2\pi(X)(1 - \pi(X)) \\
\left[ [E(Y_{1M_1} | X) - E(Y_{1M_0} | X)][E(Y_{1M_0} | X) - E(Y_{0M_0} | X)](1 - \pi(X)) \\
+ [E(Y_{0M_0} | X) - E(Y_{0M_1} | X)][E(Y_{0M_1} | X) - E(Y_{1M_1} | X)]\pi(X) \right].
\]

In the special case of two hospitals, all of the three terms are functions of pairwise causal contrasts. For further interpretation, we consider three relevant scenarios based on the relationships between \( Y, Z, X \) and \( M \) in Figure.
Scenario 1. In the absence of the arrows \( Z \rightarrow M \), which implies \( Z \perp M \mid X \), we have that 
\[
E(Y_{1M_1} \mid X) = E(Y_{1M_0} \mid X) \quad \text{and} \quad E(Y_{0M_1} \mid X) = E(Y_{0M_0} \mid X).
\]
The first and last terms are equal to 0, which implies that there is no indirect between-hospital effect on the length of stay via mediator. The between-hospital variance reduces to the second term
\[
\pi(X)(1 - \pi(X)) \left[ (E(Y_{1M_1} \mid X) - E(Y_{0M_1} \mid X))^2(1 - \pi(X)) + (E(Y_{1M_1} \mid X) - E(Y_{1M_0} \mid X))^2\pi(X) \right],
\]
which demonstrates that it is fully due to the direct between-hospital effect on the length of stay.

Scenario 2. In the absence of the arrow \( M \rightarrow Y \), which implies \( Y \perp M \mid (Z,X) \), we have that 
\[
E(Y_{1M_1} \mid X) = E(Y_{1M_0} \mid X) \quad \text{and} \quad E(Y_{0M_1} \mid X) = E(Y_{0M_0} \mid X).
\]
The interpretations of the three terms in the decomposition are the same as in Scenario 1.

Scenario 3. In the absence of the arrow \( Z \rightarrow Y \), which implies \( Y \perp Z \mid (M,X) \), we have that 
\[
E(Y_{1M_1} \mid X) = E(Y_{1M_0} \mid X) \quad \text{and} \quad E(Y_{1M_0} \mid X) = E(Y_{0M_0} \mid X).
\]
The second and last terms are equal to 0, which implies there is no direct between-hospital effect on the length of stay. The between-hospital variance reduces to the first term
\[
\pi(X)(1 - \pi(X)) \left[ (E(Y_{1M_1} \mid X) - E(Y_{1M_0} \mid X))^2(1 - \pi(X)) + (E(Y_{0M_1} \mid X) - E(Y_{0M_0} \mid X))^2\pi(X) \right],
\]
which demonstrates that it is fully due to the indirect between-hospital effect on the length of stay via the mediator.

3.5 Hypothetical assignment mechanism

Because the between-hospital variance in Equation (3) was derived for the observed marginal variance of the outcome, the causal mediation decomposition depends on the hospital assignment probabilities \( e(z;X) \). However, we can also consider decomposition under hypothetical “randomized” assignment mechanism, where for example each hospital treats similar kind of patient population, and/or similar patient volume. Let \( A \) represent a random draw from such a hypothetical assignment mechanism with probabilities \( \tilde{e}(a;X) = P(A = a \mid X) \), chosen so that the causal assumptions in Section 3.2 are satisfied. The variance decomposition can then be written for the marginal variance \( V[Y_{A}] \), which will be of the same form as (3), but with the assignment probabilities \( e(z;X) \) replaced with \( \tilde{e}(a;X) \). Choosing for example \( \tilde{e}(a;X) = P(Z = a \mid X) \) would give the same decomposition, while choosing \( \tilde{e}(a;X) = 1/q \) would correspond to a mechanism where each hospital treats similar patient population of the same size. In the latter case the between-hospital variance component would have a causal interpretation similar to the model reliance metric considered in a machine learning context.
by Fisher et al. (2019). Now, the causal mediation decomposition for the between-hospital variance can be written as

$$
\sum_a \left[ E(Y_a \mid X) - \sum_{a^*} E(Y_{a^*} \mid X) \tilde{e}(a^*; X) \right]^2 \tilde{e}(a; X)
$$

$$
= \sum_a \left[ E(Y_{a,M_a} \mid X) - \sum_{a^*} E(Y_{a^*,M_a} \mid X) \tilde{e}(a^*; X) \right]^2 \tilde{e}(a; X)
+ \sum_a \left[ \sum_{a^*} E(Y_{a,M_a^*} \mid X) \tilde{e}(a^*; X) - \sum_{a^*} E(Y_{a^*,M_a^*} \mid X) \tilde{e}(a^*; X) \right]^2 \tilde{e}(a; X)
+ \sum_a 2 \left[ E(Y_{a,M_a} \mid X) - \sum_{a^*} E(Y_{a^*,M_a^*} \mid X) \tilde{e}(a^*; X) \right]
\times \left[ \sum_{a^*} E(Y_{a,M_a^*} \mid X) \tilde{e}(a^*; X) - \sum_{a^*} E(Y_{a^*,M_a^*} \mid X) \tilde{e}(a^*; X) \right] \tilde{e}(a; X).
$$

(5)

To understand the connection of the $R^2$ type mediation decomposition in Equation (2), it is helpful to consider a special case of two hospitals with the setting the assignment probabilities as $\tilde{e}(a; X) = 1/2$. Now, the between-hospital variation becomes

$$
\frac{1}{4} \left[ E(Y_0 \mid X) - E(Y_1 \mid X) \right]^2.
$$

The indirect effect term becomes

$$
\frac{1}{8} \left[ E(Y_{1,M_1} \mid X) - E(Y_{1,M_0} \mid X) \right]^2 + \left[ E(Y_{0,M_1} \mid X) - E(Y_{0,M_0} \mid X) \right]^2,
$$

the direct effect term becomes

$$
\frac{1}{8} \left[ E(Y_{1,M_0} \mid X) - E(Y_{0,M_0} \mid X) \right]^2 + \left[ E(Y_{1,M_1} \mid X) - E(Y_{0,M_1} \mid X) \right]^2,
$$

and the covariance term between the indirect and direct effects becomes

$$
2 \times \frac{1}{8} \left[ E(Y_{1,M_1} \mid X) - E(Y_{1,M_0} \mid X) \right][E(Y_{1,M_0} \mid X) - E(Y_{0,M_0} \mid X)]
+ \left[ E(Y_{0,M_0} \mid X) - E(Y_{0,M_1} \mid X) \right][E(Y_{0,M_1} \mid X) - E(Y_{1,M_1} \mid X)].
$$

Under the causal assumptions of Section 3.2 and the three linear models in [1]

$$
E(Y_0 \mid X = x) = E[Y_0 \mid A = 0, X = x]
= E[Y_0 \mid Z = 0, X = x]
= E[Y \mid Z = 0, X = x]
= \alpha_1 + \gamma_1 x,
$$
and \( E(Y_1 \mid X = x) = \alpha_1 + \beta_1 + \gamma_1 x \). Also, we have

\[
E(Y_{1M_0} \mid X = x) = \int_m E[Y_{1m} \mid X = x] f_M(m \mid X = x) \, dm
\]

\[
= \int_m E[Y \mid Z = 1, M = m, X = x] f_M(m \mid Z = 0, X = x) \, dm
\]

\[
= \int_m (\alpha_2 + \beta_2 + \beta_3 m + \gamma_2 x) f_M(m \mid Z = 0, X = x) \, dm
\]

\[
= \alpha_2 + \beta_2 + \beta_3 E[M \mid Z = 0, X = x] + \gamma_2 x
\]

\[
= \alpha_2 + \beta_2 + \beta_3(\alpha_3 + \gamma_3 x) + \gamma_2 x.
\]

Similarly, we have

\[
E(Y_{0M_0} \mid X = x) = \alpha_2 + \beta_3(\alpha_3 + \gamma_3 x) + \gamma_2 x,
\]

\[
E(Y_{0M_1} \mid X = x) = \alpha_2 + \beta_3(\alpha_3 + \beta_4 + \gamma_3 x) + \gamma_2 x,
\]

\[
E(Y_{1M_1} \mid X = x) = \alpha_2 + \beta_2 + \beta_3(\alpha_3 + \beta_4 + \gamma_3 x) + \gamma_2 x.
\]

Substituting the above results into the components of causal mediation decomposition, the total between-hospital variance, the total effect becomes \( \frac{1}{q} \beta^2_1 \) and the three terms on the right hand side become \( \frac{1}{q} (\beta_3 \beta_4)^2, \frac{1}{q} \beta^2_2, \) and \( 2 \times \frac{1}{q} \beta_2 \beta_3 \beta_4 \). Hence, we have \( \beta^2_1 = \beta^2_2 + (\beta_3 \beta_4)^2 + 2 \beta_2 \beta_3 \beta_4 \), which is same as equation \( (2) \). This shows that the decomposition discussed by de Heus (2012) in the linear structural equation modeling framework is a special case of the our decomposition \( (4) \) expressed in terms of potential outcomes, obtained in the case of identity link and in the absence of exposure-mediation interaction.

4 Estimators

4.1 Point estimation

We note that due to the counterfactual consistency, we have that \( E[Y_{zM_z} \mid X] = E[Y_z \mid X], E[Y_{zMZ} \mid X] = E[Y_{zM} \mid X] \) and \( E[Y_{ZMZ} \mid X] = E[Y \mid X] \), and thus estimation of the decomposition \((4)\) could in principle be based on modeling the quantities \( E[Y \mid Z, X], E[Y \mid Z, M, X], E[M \mid X] \) and \( E[Y \mid X] \). However, with a view of estimating also decompositions of the type \((5)\), and to enable estimation of uncertainty based on factorization of the likelihood (Section 4.2), we propose an estimation approach based on fitting a hospital, mediator and case-mix conditional outcome model for \( E[Y \mid Z, M, X] \), a hospital and case-mix conditional mediator model for \( E[M \mid Z, X] \), and a case-mix conditional hospital assignment model for \( P(Z \mid X) \), under the causal assumptions listed in Section 3.2.

As an example we consider a conditional structural model for the outcome which under the strong ignorability assumption can be specified as

\[
E[Y_{zm} \mid X = x; \theta_1, \theta_2] = E[Y \mid Z = z, M = m, X = x; \theta_1]
\]

\[
= g^{-1}(\beta_0 + \beta_z + \beta_{q+1} m + \beta_x',(q+2),(q+2+p)x), \quad (6)
\]
where $\beta_{(q+2):(q+2+p)} = (\beta_{q+2}, \ldots, \beta_{q+2+p})$, $\theta_1 = (\beta_0, \beta_1, \ldots, \beta_q, \beta_{q+1}, \beta_{q+2}, \ldots, \beta_{q+2+p})$, and $q$ is an arbitrary link function. The hospital level intercept terms $\beta_z, z \in \{1, \ldots, q\}$ are either taken to be fixed effects, with $\beta_1 = 0$, or follow $\beta_{q+1} \sim N(0, \tau^2_i)$ in a random intercept model, in which case (6) still applies conditional on the true values of the random effects. $\beta_{q+1}$ represents the mediator effects on the outcome. Interaction terms could be added to the model as needed.

Under strong ignorability, a conditional structural model for the mediator can be specified as

\[
E[M_z \mid X = x; \theta_2] = E[M \mid Z = z, X = x; \theta_2]
= h^{-1} \left( \gamma_0 + \gamma_z + \gamma_{(q+1):(q+1+p)} x \right), \tag{7}
\]

where $\gamma_{(q+1):(q+1+p)} = (\gamma_{q+1}, \ldots, \gamma_{q+1+p})$, $\theta_2 = (\gamma_0, \gamma_1, \ldots, \gamma_q, \gamma_{q+1}, \ldots, \gamma_{q+1+p})$, and $h$ is an arbitrary link function. The hospital level intercept terms $\gamma_z, z \in \{1, \ldots, q\}$ are either fixed, with $\gamma_1 = 0$, or follow $\gamma_z \sim N(0, \tau^2_i)$ in random intercept model.

With a binary mediator, using the link $h(.) = \logit(.)$, combining (6) and (7), the covariate conditional expected potential outcomes at different levels of $z$ (direct) and $z^*$ (indirect) can be calculated as

\[
E(Y_{z,M_*} \mid X = x, \theta_1, \theta_2) = E_{M_* \mid X} \{E(Y_{z,M_*} \mid M_{z_*}, X = x, \theta_1, \theta_2)\}
= \sum_{m=0}^{1} E[Y_{zm} \mid X = x; \theta_1] P[M_{z_*} = m \mid X = x; \theta_2]
= \sum_{m=0}^{1} E[Y \mid Z = z, M = m, X = x; \theta_1]
\times P[M = m \mid Z = z^*, X = x; \theta_2]
= g^{-1} \left( \beta_0 + \beta_z + \beta_{q+1}m + \beta_{(q+2):(q+2+p)} x \right)
\times \expit \left( \gamma_0 + \gamma_{z^*} + \gamma_{(q+1):(q+1+p)}^* x \right)
+ g^{-1} \left( \beta_0 + \beta_z + \beta_{(q+2):(q+2+p)} x \right)
\times \left[ 1 - \expit \left( \gamma_0 + \gamma_{z^*} + \gamma_{(q+1):(q+1+p)}^* x \right) \right], \tag{8}
\]

where the second and third equalities follows from the third and fourth causal assumptions.

For a continuous mediator we have instead

\[
E(Y_{z,M_*} \mid X = x, \theta_1, \theta_2) = \int_m E[Y_{zm} \mid X = x; \theta_1] f_{M_*}(m \mid X = x; \theta_2) \, dm
= \int_m E[Y \mid Z = z, M = m, X = x; \theta_1]
\times f_M(m \mid Z = z^*, X = x; \theta_2) \, dm, \tag{9}
\]

where $f_M(m \mid Z = z^*, X = x; \theta_2)$ is the density function of mediator based on a distributional assumption, such as normally distributed residuals in a linear regression model.
For the hospital assignment mechanism, we fit a multinomial logistic regression model

$$e(z, x; \theta_3) = \begin{cases} \frac{1}{1 + \sum_{j=2}^{q} \exp(\psi_j + \phi_j x)} & z = 1 \\ \frac{1}{\exp(\psi_1 + \phi_1 x)} & z \neq 1, \end{cases}$$

(10)

where $\theta_3 = (\psi_2, \ldots, \psi_q, \phi_2, \ldots, \phi_q)$.

Further, we denote $\omega_0(\theta_1, \theta_2, \theta_3), \omega_1(\theta_1, \theta_2, \theta_3)$, $\omega_2(\theta_1, \theta_2, \theta_3)$ and $\omega_3(\theta_1, \theta_2, \theta_3)$ as the parametrized versions of the total between-hospital variance and the three additive terms in the decomposition (4). Hence, we have $\omega_0(\theta_1, \theta_2, \theta_3) = \omega_1(\theta_1, \theta_2, \theta_3) + \omega_2(\theta_1, \theta_2, \theta_3) + \omega_3(\theta_1, \theta_2, \theta_3)$. We introduce the shorthand notations $\mu(z, m, x; \hat{\theta}_1) = E[Y_i \mid Z_i = z, M_i = m, Z_i = x; \hat{\theta}_1]$ and $\eta(m; z, x; \theta_2) = P[M_i = m \mid Z_i = z, X_i = x; \hat{\theta}_2]$.

The between-hospital variance can be estimated by

$$\omega_0(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \sum_{z} \left[ \sum_{m=0}^{1} \mu(z, m, x; \hat{\theta}_1) \eta(m, z, x; \hat{\theta}_2) \right] \right. \left. - \sum_{z} \sum_{m=0}^{1} \mu(z^*, m, x; \hat{\theta}_1) \eta(m, z^*, x; \hat{\theta}_2) e(z^*, x; \hat{\theta}_3) \right\}^2 e(z, x; \hat{\theta}_3).$$

The indirect effect term can be estimated by

$$\omega_1(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \sum_{z} \left[ \sum_{m=0}^{1} \mu(z, m, x; \hat{\theta}_1) \eta(m, z, x; \hat{\theta}_2) \right] \right. \left. - \sum_{z} \sum_{m=0}^{1} \mu(z, m, x; \hat{\theta}_1) \eta(m, z^*, x; \hat{\theta}_2) e(z^*, x; \hat{\theta}_3) \right\}^2 e(z, x; \hat{\theta}_3).$$

The direct effect term can be estimated by

$$\omega_2(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \sum_{z} \left[ \sum_{z^*} \sum_{m=0}^{1} \mu(z, m, x; \hat{\theta}_1) \eta(m, z^*, x; \hat{\theta}_2) e(z^*, x; \hat{\theta}_3) \right] \right. \left. - \sum_{z^*} \sum_{m=0}^{1} \mu(z^*, m, x; \hat{\theta}_1) \eta(m, z^*, x; \hat{\theta}_2) e(z^*, x; \hat{\theta}_3) \right\}^2 e(z, x; \hat{\theta}_3).$$

The covariance term between the indirect and direct effects can be estimated as

$$\omega_3(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3) = \omega_0(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3) - \omega_1(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3) - \omega_2(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3).$$

By the continuous mapping theory and the law of large numbers, if the parametric models can be consistently estimated such that $\hat{\theta}_j \xrightarrow{p} \theta_j$ for $j \in \{1, 2, 3\}$, then the variance component estimators $\omega_s(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3)$ for $s \in \{0, 1, 2, 3\}$ will be also consistent. We will investigate their finite sample behaviour in the simulation study in Section 5.
4.2 Variance estimation

The estimators proposed in section 4.1 are fully model-based. We can evaluate their uncertainty via approximate Bayesian inference by factorization of the likelihood. We can draw the samples from the joint posterior distribution of \( \theta_j \) for \( j \in \{1, 2, 3\} \),

\[
\begin{align*}
f(\theta_1, \theta_2, \theta_3 | Y, Z, M, X) &= \frac{f(Y, Z, M | X, \theta_1, \theta_2, \theta_3) f(\theta_1 | X) f(\theta_2 | X) f(\theta_3 | X)}{f(Y, Z, M | X)} \\
&= \frac{f(Y | Z, M, \theta_1) f(\theta_1 | X) f(M | Z, \theta_2) f(\theta_2 | X) f(Z | X, \theta_3) f(\theta_3 | X)}{f(Y | Z, M, X) f(M | Z, X) f(Z | X)} \\
&= f(\theta_1 | Y, Z, M, X) f(\theta_2 | Z, M, X) f(\theta_3 | Z, X),
\end{align*}
\]

where we assumed that \( \theta_1, \theta_2 \) and \( \theta_3 \) are a priori independent given \( X \). If the parameters are estimated through Markov chain Monte Carlo, the resulting posterior samples can be directly used for inferences on the variance components. Alternatively, the posterior distributions can be approximated asymptotically, in the sense of Bernstein-von Mises theorem (Van der Vaart, 2000, Chapter 10), as normal distributions centered at the maximum likelihood estimator and variance covariance matrix given by the inverse Fisher information. Bootstrap-based approximation of posterior distributions is also possible (Newton and Raftery, 1994). We sample the parameter \( \theta_j \) (\( j \in \{1, 2, 3\} \)) from their approximate posterior distribution, and recalculate the variance components \( \omega_k(\theta_1, \theta_2, \theta_3) \) (\( k \in \{0, 1, 2, 3\} \)) for each draw. For the outcome model parameter \( \theta_1 \) and the mediator model parameter \( \theta_2 \), we use the parametric bootstrapping to approximate their posterior distribution. We resample the outcomes/mediators from the fitted models, refit the models, and then calculate the new fitted values. For the hospital assignment parameters \( \theta_3 \), we use the normal approximation to sample them from the multivariate normal distributions \( \theta_3 \sim MVN(\hat{\theta}_3, V(\hat{\theta}_3)) \), where \( \hat{\theta}_3 \) are the maximum likelihood estimators and \( V(\hat{\theta}_3) \) are their asymptotic variance-covariance matrix from the multinomial logistic model fit.

5 Simulation study

5.1 Generating mechanism

We demonstrated the performance of the estimators via a simulation study, using a data generating mechanism similar to the one in Figure 1. The objectives for the simulation study were to (a) study the finite sample properties of the proposed point estimators for both continuous and binary outcomes under different \( n \) (total number of patients) and \( q \) (number of hospitals), (b) to check the performance of the point estimators in the cases zero and non-zero covariance between the indirect and direct effects, and (c) to check the performance of the point estimators when in the absence of the mediator effects on the outcomes directly (absence the arrow \( M \rightarrow Y \) in Figure 1). The asymptotic behavior of the estimators was studied by varying the total number of hospitals \( m \) and the total number of patients \( n \). To begin with, we generated two patient case-mix factors, \( X_1 \sim N(0, 1) \) and \( X_2 \sim Bernoulli(0.5) \). The hospital \( (Z) \) assignment was generated based on multinomial
logistic model with the two case-mix factors, where the hospital-specific intercepts were generated from $N(0, 0.25)$ and coefficients were generated from $N(0, 0.5)$, specifying the parameter vector $\theta_3$. A latent continuous mediator $M_z$ was generated from a mean structure model

$$E[M_z \mid X] = \gamma_z + X_1 + 1.5X_2,$$

(11)

where $\gamma_z$ is the effect of hospital $z$ on the mediator. The outcomes were simulated as $M_z = E[M_z \mid X] + \varepsilon$, where $\varepsilon \sim \text{Logistic}(0, 1)$. The binary mediator $M^*_z$ was generated via dichotomizing the continuous mediator as $M^*_z = 1_{\{M_z \geq 0\}}$. Only the dichotomized version of the mediator was used for the simulation studies. The continuous outcomes were generated from the mean structure model

$$E[Y_{zm} \mid X] = \beta_z + \beta_{q+1}m + X_1 + 2X_2,$$

(12)

where $\beta_z$ is the effect of hospital $z$ on the outcome, and $\beta_{q+1}$ is the mediator effect on the outcome. The outcomes were simulated as $Y_{zm} = E[Y_{zm} \mid X] + \xi$, where $\xi \sim \text{Logistic}(0, 1)$, with the observed outcome generated as $Y = Y_{zM^*_z}$ given the observed values $Z$ and $M^* = M^*_Z$ of the hospital assignment and binary mediator, respectively. The binary outcomes $Y^*_zm$ were generated via dichotomizing the continuous outcome as $Y^*_zm = 1_{\{Y_{zm} \geq 0\}}$.

The hospital effects on the mediator and the outcome were generated from

$$\begin{bmatrix} \gamma_z \\ \beta_z \end{bmatrix} \sim \text{MVN} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 4 & \sigma \\ \sigma & 4 \end{bmatrix} \right)$$

(13)

for $z = 1, \ldots, q$, where we chose $\sigma = 0$ to produce a scenario where the indirect and direct effects are uncorrelated, and $\sigma = 2$ for a scenario where these were correlated. The mediator effect on the outcome $\beta_{q+1}$ was varied from 7, 4.7, and 0 for the continuous outcome, binary outcome, and absence of mediator effects on the outcome scenarios, respectively.

In the simulation study, we considered sampling variation generated by independent samples of patients being treated in the same hospitals (e.g. over a given time period). Thus, the hospital coefficients were sampled only once for each simulation scenario and then fixed across the replications, while an independent sample of patients was generated in each replication. This corresponds to the administrative data setting of Section 6 where all the hospitals of the administrative region are observed, along with patients in a given time period, with the inferences then corresponding to an unobserved ‘long run’ performance of these hospitals. For the same reasons, we only considered random effects models as means for estimation, rather than data generating mechanisms, as we are not considering random samples of hospitals from a population of hospitals. Random effect models were fitted to data simulated from the fixed effect generating mechanism using functions in the R package lme4 (Bates et al., 2015), with the resulting empirical Bayes predictions (e.g. Skrondal and Rabe-Hesketh, 2004, Chapter 7) used as estimates for the hospital effects in equations (6) and (7). All the other parameters were substituted with their maximum likelihood estimates.

5.2 Computation of true values of the variance components based on the generating mechanism

The parameters specified in the generating distributions specify the true values of the variance components of interest, but the latter are fairly complicated functions of the former. To
To clarify this connection, we derived the formulas for the three variance components as functions of the generating mechanism in the binary mediator and continuous outcome case. Because the outcome model is a linear function of the mediator, some simplifications are possible. Firstly, we substituted the models (11) and (12) into Equation (8), and summing over the mediator levels, the true value of the covariate conditional expected potential outcome at different levels of \( z \) (direct) and \( z^* \) (indirect) is given by

\[
E(Y_{z M_{z^*,i}} | x_i) = \beta_z + \beta_{q+1} \times \expit(\gamma_{z^*} + x_{1,i} + 1.5x_{2,i}) + x_{1,i} + 2x_{2,i},
\]

(14)

Then, we substituted (14) into the equation (4). Due to most of terms in the outcome model cancelling out from the differences, the true values of the indirect effect, direct effect, and covariance terms given the simulated covariate distribution are given by

\[
\beta_{q+1}^2 \sum_{i=1}^{n} \left\{ \sum_{z} \left[ \expit(\gamma_z + x_{1,i} + 1.5x_{2,i}) - \sum_{z^*} \expit(\gamma_{z^*} + x_{1,i} + 1.5x_{2,i}) \bar{e}(z^*, x_i; \theta_3) \right]^2 \bar{e}(z, x_i; \theta_3) \right\},
\]

\[
\frac{1}{n} \sum_{i=1}^{n} \left\{ \sum_{z} \left[ \beta_z - \sum_{z^*} \beta_{z^*} e(z^*, x_i; \theta_3) \right]^2 \bar{e}(z, x_i; \theta_3) \right\},
\]

and

\[
\frac{2\beta_{q+1}}{n} \sum_{i=1}^{n} \left\{ \sum_{z} \left[ \expit(\gamma_z + x_{1,i} + 1.5x_{2,i}) - \sum_{z^*} \expit(\gamma_{z^*} + x_{1,i} + 1.5x_{2,i}) e(z^*, x_i; \theta_3) \right] \left[ \beta_z - \sum_{z^*} \beta_{z^*} e(z^*, x_i) \right] e(z, x_i; \theta_3) \right\},
\]

respectively. Because the hospital effects and assignment probabilities were recreated for each simulation scenario with different numbers of hospitals, the true values of the components varied across the simulation scenarios. As noted at the end of the previous section, the hospital effects were fixed in the data generating mechanism, and thus the above expressions corresponding to fixed effects models were also used as the true values when comparing to estimators given by random effects models. We note that if all the hospitals had the same assignment probability \( 1/q \) (no case-mix differences between the hospitals), or we were considering the decomposition under such a hypothetical assignment mechanism, the direct effect term would converge to \( V(\beta_z) = 4 \) in (13) when \( q \to \infty \), which is expected as under the linear outcome model without exposure-mediator interaction, the hospital effects \( \beta_z \) directly represent the direct effects.

### 5.3 Results: continuous outcomes

Figure 2 shows the simulated sampling distribution means for the total between-hospital variance, the indirect effect term, the direct effect term, and the covariance term for the
continuous outcomes, under different combinations of \( n \) (total number of patients), \( q \) (number of hospitals), and with \( \sigma = 0 \), based on 1000 replications. The white bars and gray bars represent the estimates from the fixed- and random-effect models. The dots indicate the true value, and the error bars with wide caps show the 95% quantile interval of the sampling distribution. The 95% confidence interval for the mean is represented by the error bars with narrow caps, reflecting the Monte Carlo error in the estimated mean of the sampling distribution. We note that the Monte Carlo error is so small relative to the scale of the plot that the latter bars often appear as a single line.

From the plot, we observe that the total between-hospital variance, the indirect effect term, the direct effect term, and the covariance term are well estimated with both fixed and random effect models when the per hospital number of patients is sufficiently large. However, some positive small sample bias is present in the indirect effect estimates when this is small, in particular in the scenario \( n = 500, q = 25 \), when there is on average only 20 patients per hospital. We note that the different values of \( q \) all represent different scenarios of the data generating mechanism, so the true values of the components are different on the left hand column, but are the same in the right hand column (can be compared across rows). Also, while the hospital effects for the outcome and the mediator were simulated from a joint distribution with zero correlation, the sample correlation of these in the simulation scenarios may be non-zero, which is reflected by the different true values for the covariance term.

Figure 3a shows the density plots for the simulated sampling distributions of the indirect and direct effect variance components with a continuous outcome, based on 1000 replications. We observe that the densities are fairly symmetric, and become more concentrated when \( n \) increases, reflecting the consistency of the estimators. Figure 3b shows simulated sampling distribution means for the decomposition of between-hospital variance in the continuous outcomes between scenarios where \( \sigma = 0 \) and \( \sigma = 2 \), based on 1000 replications. We observe that the covariance term estimates are close to 0 when there is no correlation between the direct and indirect effects in the data generating mechanism, and close to the true value of 4 when these are correlated. Figure 4 shows the simulated sampling distribution means for the variance components under the fixed- and random-effect models for the continuous outcomes under the different total number of patients \( n \) in the scenario with \( \beta_{q+1} = 0 \) (absence of the arrow \( M \rightarrow Y \) in Figure 1), based on 1000 replications. From the plot, we can observe that the indirect effect term and the covariance term estimate to close to 0, and the total between-hospital variance is fully contributed by the direct effect.

The computation of the variance estimator proposed in Section 4.2 was slow and thus we did not implement it across all of the scenarios. However, to investigate its performance in a scenario that most closely resembles the real data application in Section 6 (continuous outcome, estimation based on mixed effect models, \( n = 5000, q = 50 \)), we ran 50 additional simulation rounds and compared the resulting Monte Carlo standard deviations of the point estimates to the average standard errors obtained from 50 draws of the approximate Bayesian procedure for each simulation round. The average standard errors of the total between-hospital variance, the indirect effect term, the direct effect term, and the covariance term were 0.4359, 0.3428, 0.1370, and 0.3289, respectively, compared to the corresponding Monte Carlo standard deviations 0.4312, 0.3423, 0.1372, and 0.3295. As the results were very close, together with the small bias of the point estimators and a symmetric sampling distribution of these, with large enough sample size normal approximation based intervals could
Figure 2: Simulated sampling distribution means for the variance components under fixed and random effect models for the continuous outcomes under different combinations of $n$ (total number of patients) and $q$ (total number of hospitals), based on 1000 replications. The dots indicate the true values. The wide error bar represents the 95% quantile interval of the sampling distribution. The narrow error bar represents the 95% confidence interval for the mean, reflecting the Monte Carlo error. The right hand panels represent the same simulation scenario (are comparable), while the left hand panels represent different scenarios.
be calculated using the variance estimates. However, with a small sample we recommend using more draws in the approximate Bayesian procedure and calculating quantile-based intervals.

Figure 3: Panel (a): Density plots for the simulated sampling distributions of the indirect and direct effect components with a continuous outcome, based on 1000 replications. The red vertical line indicates the true value. Panel (b): Simulated sampling distribution means for the decomposition of between-hospital variance in the continuous outcomes, based on 1000 replications. The top and bottom plots show the covariance between the indirect and direct effects is equal to zero and non-zero in the data generation (13) (\(\sigma = 0\) and \(\sigma = 2\)). The dots indicate the true values. The wide error bar represents the 95% quantile interval of the sampling distribution. The narrow error bar represents the 95% confidence interval for the mean, reflecting the Monte Carlo error.

5.4 Results: binary outcomes

Figure 5 shows the simulated sampling distribution means for the total between-hospital variance, the indirect effect term, the direct effect term, and the covariance term for the binary outcomes, under different combinations of \(n\) (total number of patients) and \(q\) (total number of hospitals), and with \(\sigma = 0\), based on 1000 replications. From the plots, we can observe that the performance of the estimators is good for the scenarios where the per hospital number of patients is sufficiently large. However, some small sample bias in the
estimated direct effect presents (overestimated in the fixed-effect model and underestimated in the random effect model) with the small number of patients per hospital (top-right panel 500/25=20 patients per hospital on average), which disappears with the increasing number of patients. This is more pronounced for binary compared to continuous outcomes. The density plots in figure 6a show that the uncertainty of the indirect effect and direct effect terms is driven by the total number of patients, with convergence towards the true value observable when \( n \) increases. From figure 6b, we observe that the covariance term estimates are close to 0 when \( \sigma = 0 \) in the data generating mechanism, non-zero when \( \sigma = 2 \) in the data generating mechanism. From figure 7, we again observe that the estimated direct effect term and the estimated covariance term disappear when the direct mediator effect on the outcome was absent (\( \beta_{q+1} = 0 \)) in the data generation.

6 Illustration in real data

To demonstrate and test the methods, we used population-level Ontario datasets housed at the Institute for Clinical Evaluative Sciences (ICES) on kidney cancer care, which comprises
more than 10,000 nephrectomy patients in Ontario identified from the hospital Discharge Abstract Database (DAD) from 1995-2014. This dataset was cross-linked to kidney cancer diagnosis in the Ontario Cancer Registry and corresponding Ontario Health Insurance Plan (OHIP) billings, as well as to abstracted pathology reports. There is evidence to show that the early-stage radical nephrectomy patients with minimally invasive surgery experienced a shorter length of stay than the patients with open surgery (Semerjian et al., 2015; Bragayar et al., 2016; Daignault et al., 2019). Our aim was to determine how much of the between-hospital variation in the length of stay is due to the proportion of the minimally invasive surgery (MIS) performed and how much is due to all other hospital-level practices.

We identified a cohort of 4139 early-stage (T1-T2) radical nephrectomy patients treated in 72 different hospitals in Ontario who had complete data on the covariates (age, sex, income quintile, Charlson comorbidity score, ACG comorbidity score, presence of chronic kidney disease risk factors, days from diagnosis to treatment, year of diagnosis, tumor size, T stage). The average of the log value of the length of stay was 1.67 with a range from 0 to 5.12, while the overall proportion of patients receiving minimally invasive surgery was 63.82%. For the hospital assignment model, we used R package VGAM (Yee et al., 2015) to fit a multinomial logistic assignment model for the hospital assignment. Because this model is only used for weighting the variance contributions rather than for case-mix adjustment, we estimated only intercept terms for hospitals that had treated less than 40 patients over the study period to avoid empty covariate categories for the small volume hospitals. For the log-transformed outcome, we used R package lme4 (Bates et al., 2015) to fit a mixed-effect linear model, adjusting for the mediator MIS and aforementioned covariates. For the binary mediator model, we fitted a mixed-effect logistic regression model adjusting the aforementioned covariates.

Table 1 shows a summary table of the effects of case-mix factors for the log value of Length of stay (outcome model) and MIS (mediator model). Here $\chi^2$ represents the likelihood ratio test for the between-hospital effects (random effect variance with one degree of freedom). The $\chi^2$ values in the likelihood ratio test indicate statistically significant between-hospital variation in Length of stay and MIS. The numbers in the table are the regression coefficients (t-values) for the log value of Length of Stay and log-odds ratios (z-scores) for the MIS. MIS has very strong negative effects on the length of stay, which provides evidence that the early-stage radical nephrectomy patients with minimally invasive surgery experienced a shorter length of stay than the patients with open surgery. Also, older patients with higher Charlson scores had a longer average length of stay after radical nephrectomy. Moreover, patients diagnosed later had a higher chance to receive minimally invasive surgery, and experienced a shorter average time stay at the hospital after the surgery. Furthermore, patients with a larger tumor size had a higher chance of receiving open surgery rather than minimally invasive surgery.

Table 2 shows how the estimated between-hospital variance in Length of stay decomposes into mediated through the MIS (indirect effect), direct effect through the all other pathways, and the covariance term between indirect and direct effect, along with the corresponding 95% credible interval using the approximate Bayesian method described in Section 4.2. From the results, we observe that most of the between-hospital variation is due to mediation through MIS (50.86%). The direct effect (36.21%) and the covariance between direct and indirect effects (12.93%) had relatively smaller contribution. These results are consistent with the
Table 1: A summary table of the effects of case-mix factors for the log value of Length of stay (outcome model) and MIS (mediator model). The numbers are the regression coefficients (t-values) for the log value of Length of Stay and the log-odds ratios (z-scores) for the MIS, while \( n \) and \( q \) represent the number of patients and the number of hospitals. \( \chi^2 \) represents the likelihood ratio test for the between-hospital effects (one degree of freedom). dx stands for diagnosis and tx for treatment (surgery).

hospital-specific results of Daignault et al. (2019), but with the proposed approach we are able to summarize the hospital-specific mediation with a single mediation decomposition for the between-hospital variance.

Table 2: The estimated values of the between-hospital variance in Length of stay decomposed into mediated through the MIS (indirect effect), remaining variation due to all other pathways (direct effect), and the covariance between indirect and direct effect. Note: 95% CI= 95% credible interval.

7 Discussion

To determine whether the performance differences between hospitals are explained by differences in a given process of care, we formulated a causal mediation analysis decomposition for total between-hospital variance. Although the decomposition is not a true variance decomposition (as it involves a potentially negative term), each component in this decomposition is interpretable. Such a mediation analysis enables targeting quality of care interventions to processes that show mediation. Compared with previously proposed effect size or \( R^2 \) type measures for mediated effects in the structural linear modeling framework, our decomposition
is causally interpretable as it is defined using the potential outcomes notation, and the estimation methods allow the choice of link function and can accommodate exposure-mediator interactions.

For the estimation of the causal variance mediation decomposition, we used both random and fixed effect models. Because both of these were correctly specified in our simulation study, the two modeling approaches performed similarly in large samples, demonstrating consistency of the estimators. However, some differences were observed in small samples, especially when the number of patients per hospital was small (in the $n = 500$ and $q = 25$ scenario this was only 20). In such scenarios with the binary outcome, the estimates for the direct effect component indicated some bias, which was smaller with the random effect model. The uncertainty in the estimates was also smaller with the random effect model. This suggests that the added shrinkage has a stabilizing effect on the hospital effect estimates when small volume hospitals are present and there is limited information to estimate the hospital-specific coefficients in a fixed effects model. On the other hand, the random effect model may not produce consistent estimates if the random effect distribution is misspecified. However, we did not test misspecification scenarios herein. In the mediation analysis the choice between fixed and random effects can also be different for the outcome and mediator models, i.e. it is possible to specify a random effect model for one of these and a fixed effects model for the other. As noted in Section 5.1 we used random effect models for estimation purposes, while true causal quantities were defined in terms of fixed effects. Thus, we did not explicitly try to establish a connection between the causal variance components and random effect variance parameters, although we noted a certain connection in a particular special case in Section 5.2. Generalizing this connection could suggest measures that are based on transformations of the estimated random effect variances, analogous to the median odds ratio (Larsen and Merlo, 2005). We leave this to be pursued in further work.

Here we focused on mediation analysis with a dichotomous mediator. However, in principle the approach generalizes to continuous mediators, as in Equation (9). Instead of specifying parametric models for the mediator, in this case we might be interested in more flexible distribution free model specifications. For this purpose, the semi-parametric model of Liu et al. (2017) based on ordinal regression might provide an alternative. Because of the hospital comparison context, herein we focused on multi-category categorical exposures. However, in principle the variance decomposition approach is also generalizable to continuous exposures.

There are several possible extensions based on the current research. Effect decompositions can be formulated for multiple causal mediators that are either sequential or causally unrelated (Lange et al., 2014; Loeys et al., 2017). Methods have also been proposed in the literature for the analysis of high-dimensional mediators, usually based on latent variable dimension reductions as mediators, where the resulting the multiple mediators are unrelated to each other (Derkach et al., 2019). In the hospital comparison context we might be interested in multiple sequential mediators representing different processes on the care pathway.

As noted in Section 1 the present problem is distinct from multilevel mediation analysis, since herein the clusters (hospitals) are directly used as levels of the categorical exposure. However, in the hospital comparisons context further clustering may be present for example through surgeons nested within the hospitals. In Chen and Saarela (2020) we proposed a four-way hierarchical causal variance decomposition for settings where such a nested exposure hierarchy is present. Because the within-hospital between-surgeon variance component
appears in this decomposition as a separate component of the between-hospital variance (i.e. it is entirely part of the residual variance of the three-way decomposition discussed in the present work), it is possible to further decompose the between-surgeon variance component in the mediation analysis sense using the same approach we proposed herein. Separate mediation analyses would then be carried out at the hospital and at the surgeon level.
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Figure 5: Simulated sampling distribution means for the variance components under the fixed- and random-effect models for the binary outcomes under different combinations of $n$ (total number of patients) and $q$ (total number of hospitals), based on 1000 replications. The red dots indicate the true variances. The 95% quantile interval of the sampling distribution is represented by the black error bar. The 95% confidence interval for the mean is represented by the blue error bar, reflecting the Monte Carlo error in the estimated mean of the sampling distribution. The right hand panels represent the same simulation scenario (are comparable), while the left hand panels represent different scenarios.
Figure 6: Panel (a): Density plots for the simulated sampling distributions of the indirect and direct effect variance components with a binary outcome, based on 1000 replications. The red vertical line indicates the true value. Panel (b): Simulated sampling distribution means for the decomposition of between-hospital variance in the binary outcomes, based on 1000 replications. The top and bottom plots show the covariance between the indirect and direct effects is equal to zero and non-zero in the data generation (σ = 0 and σ = 2). The red dots indicate the true variances. The 95% quantile interval of the sampling distribution is represented by the black error bar. The 95% confidence interval for the mean is represented by the blue error bar, reflecting the Monte Carlo error in the estimated mean of the sampling distribution.
Figure 7: Simulated sampling distribution means for the variance components under the fixed- and random-effect models for the binary outcomes under the different total number of patients $n$, based on 1000 replications. The direct mediator effect on the outcome was absent in the data generation. The red dots indicate the true variances. The 95% quantile interval of the sampling distribution is represented by the black error bar. The 95% confidence interval for the mean is represented by the blue error bar, reflecting the Monte Carlo error in the estimated mean of the sampling distribution.
References

Baron RM, Kenny DA (1986) The moderator-mediator variable distinction in social psychological research: Conceptual, strategic, and statistical considerations. Journal of Personality and Social Psychology 51(6):1173–1182

Bates D, Mächler M, Bolker B, Walker S (2015) Fitting linear mixed-effects models using lme4. Journal of Statistical Software 67(1):1–48, 10.18637/jss.v067.i01

Bragayrac LAN, Abbotoy D, Attwood K, Darwiche F, Hoffmeyer J, Kauffman EC, Schwaab T (2016) Outcomes of minimal invasive vs open radical nephrectomy for the treatment of locally advanced renal-cell carcinoma. Journal of Endourology 30(8):871–876

Chen B, Saarela O (2020) Hierarchical causal variance decomposition for institution and provider comparisons in healthcare. arXiv preprint arXiv:200507314

Chen B, Lawson KA, Finelli A, Saarela O (2020) Causal variance decompositions for institutional comparisons in healthcare. Statistical Methods in Medical Research 29(7):1972–1986

Daignault K, Lawson KA, Finelli A, Saarela O (2019) Causal mediation analysis for standardized mortality ratios. Epidemiology 30(4):532–540

Derkach A, Pfeiffer RM, Chen T, Sampson JN (2019) High dimensional mediation analysis with latent variables. Biometrics 75(3):745–756

Donabedian A (1988) The quality of care. How can it be assessed? JAMA 260(12):1743–1748

Fairchild AJ, MacKinnon DP, Taborga MP, Taylor AB (2009) R 2 effect-size measures for mediation analysis. Behavior Research Methods 41(2):486–498

Fisher A, Rudin C, Dominici F (2019) All models are wrong, but many are useful: Learning a variable’s importance by studying an entire class of prediction models simultaneously. Journal of Machine Learning Research 20(177):1–81

Goldstein H, Spiegelhalter DJ (1996) League tables and their limitations: statistical issues in comparisons of institutional performance. Journal of the Royal Statistical Society, Series A 159:385–443

de Heus P (2012) R squared effect-size measures and overlap between direct and indirect effect in mediation analysis. Behavior Research Methods 44(1):213–221

Lachowicz MJ, Preacher KJ, Kelley K (2018) A novel measure of effect size for mediation analysis. Psychological Methods 23(2):244

Lange T, Thygesen LC, Rasmussen M (2014) Assessing natural direct and indirect effects through multiple pathways. American Journal of Epidemiology 179(4):513–518

Larsen K, Merlo J (2005) Appropriate assessment of neighborhood effects on individual health: integrating random and fixed effects in multilevel logistic regression. American Journal of Epidemiology 161(1):81–88
Liu Q, Shepherd BE, Li C, Harrell FE (2017) Modeling continuous response variables using ordinal regression. Statistics in Medicine 36(27):4316–4335

Loeys T, Moerkerke B, Vansteelandt S, Steen J (2017) Flexible mediation analysis with multiple mediators. American Journal of Epidemiology 186(2):184–193

Mićević M, O’Rourke HP, MacKinnon DP, Brown HC (2018) Statistical properties of four effect-size measures for mediation models. Behavior Research Methods 50(1):285–301

Newton MA, Raftery AE (1994) Approximate bayesian inference with the weighted likelihood bootstrap. Journal of the Royal Statistical Society: Series B (Methodological) 56(1):3–26

Preacher KJ, Zyphur MJ, Zhang Z (2010) A general multilevel sem framework for assessing multilevel mediation. Psychological Methods 15(3):209

Racz MJ, Sedransk J (2010) Bayesian and frequentist methods for provider profiling using risk-adjusted assessments of medical outcomes. Journal of the American Statistical Association 105:48–58

Rubin DB, Rosenbaum PR (1983) The central role of the propensity score in observational studies for causal effects. Biometrika 70(1):41–55

Semerjian A, Zettervall SL, Amdur R, Jarrett TW, Vaziri K (2015) 30-day morbidity and mortality outcomes of prolonged minimally invasive kidney procedures compared with shorter open procedures: National surgical quality improvement program analysis. Journal of Endourology 29(7):830–837

Shahian DM, Normand SLT (2008) Comparison of “risk-adjusted” hospital outcomes. Circulation: Journal of the American Heart Association 117:1955–1963

Skrondal A, Rabe-Hesketh S (2004) Generalized latent variable modeling: Multilevel, longitudinal, and structural equation models. CRC Press

Tofghi D, Thoemmes F (2014) Single-level and multilevel mediation analysis. The Journal of Early Adolescence 34(1):93–119

Van der Vaart AW (2000) Asymptotic statistics, vol 3. Cambridge university press

VanderWeele T, Vansteelandt S (2009) Conceptual issues concerning mediation, interventions and composition. Stat Interface 2:457–468

VanderWeele T, Vansteelandt S, Robins J (2014) Effect decomposition in the presence of an exposure-induced mediator-outcome confounder. Epidemiology 25(2):300–306

Varewyck M, Goetghebeur E, Eriksson M, Vansteelandt S (2014) On shrinkage and model extrapolation in the evaluation of clinical center performance. Biostatistics 15(4):651–664

Xia L, He K, Li Y, Kalbfleisch J (2020) Accounting for total variation and robustness in profiling health care providers. Biostatistics (Oxford, England)
Yee TW, Stoklosa J, Huggins RM (2015) The VGAM package for capture-recapture data using the conditional likelihood. Journal of Statistical Software 65(5):1–33, http://www.jstatsoft.org/v65/i05/

Zigler CK, Ye F (2019) A comparison of multilevel mediation modeling methods: Recommendations for applied researchers. Multivariate Behavioral Research 54(3):338–359