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Big data technology has greatly promoted the construction of intelligent administrative management and improved the decision-making ability continuously. Data mining also lays a solid foundation for the construction of administrative management platform and reflects the potential value of data. In this study, an intelligent management platform based on big data is designed and implemented. First, the problems of the intellectualization of administrative management are discussed, and the big data platform and functional framework of administrative management are introduced. Second, in order to apply data mining to administrative management, the object of data mining in administrative management is defined, and a data mining system is designed. Finally, the application of machine learning methods such as cluster analysis in administrative management is analyzed in detail. The research results show that the application of intelligent management platform based on big data can promote the construction of intelligent administration and lay a good foundation for the development of more perfect intelligent administrative management.

1. Introduction

With the rise of Internet and big data technology, human society is gradually developing into an interconnected and highly integrated society [1]. Big data makes the development of social, economic, and political life full of new vitality and has become a powerful engine to promote the intellectualization of administrative management [2]. Big data can provide strong technical support for the intellectualization of administrative management. Due to the fragmentation of traditional administration and other reasons, it is impossible to comprehensively and effectively grasp social problems such as social risks [3, 4]. Therefore, applying big data platform and its information processing system to administrative management and realizing multiagent collaborative governance is one of the ways to realize low-cost, fast, and effective management [5]. In intelligent administration, information technology promotes a more reasonable organizational structure of departments through self-iterative upgrading. It will make the governance behavior more efficient and optimized [6]. Accordingly, with the help of the information technology platform, relevant departments have realized the efficient combination of work organization and work process. It also provides transparent and high-quality services for the whole society, so as to achieve integrated governance [7]. Big data can easily and quickly collect and analyze a wide range of data information and apply it to administrative management. Thus, the administrative department can accurately grasp the goal of social public opinion and realize social risk prediction and real-time optimization of events. In addition, due to the rapid and accurate prediction of risks, the ability of the government or enterprises to control risks is greatly enhanced. This helps to formulate the corresponding treatment plan at the first time, complete the decision more efficiently according to the latest information and development trends, and improve the timeliness, pertinence, and foresight of its response [8]. How to fully explore and realize the value of big
data in administrative management has gradually become a topic of common concern to scholars. It is very necessary to build a reasonable and scientific intelligent management platform based on big data.

In general, domestic and foreign countries have done a lot of research on the definition of the concept, business processes, and mechanism guarantee of big data administrative management platform [9]. However, there is still much room for improvement if we put the development of the management platform into the context of social development and government innovation. It is mainly reflected in the following aspects. First of all, the research on the development of big data administrative platform and the promotion of overall government construction is relatively weak [10]. At present, the construction of the platform is more aimed at the optimization of its own internal business processes, while the research on how to break the shackles of the traditional management system and departmentalism for the platform and realize the integration and optimization of governance resources of various departments is relatively scarce and vague. Second, as a product of the application of big data technology in the field of public management, the government management big data platform is lack of sensitivity and responsiveness to the arrival of the big data era [11]. The powerful data collection, collation, and analysis capabilities of big data will, to a considerable extent, break through the ministry pattern and information island phenomenon and directly promote the transformation of government decision-making mode and business process reengineering. Therefore, the research and application of related aspects are still in the ascendant [12].

The specific contributions of this study are as follows:

(1) This paper analyzes the problems existing in the intellectualization of administrative management and constructs the big data platform of administrative management.

(2) Process the data of big data platform, build the functional framework of the platform, and establish the administrative management system structure.

(3) Applying data mining technology to administrative management, this paper constructs the administrative data warehouse system, explains the objects of data mining, and focuses on the data preprocessing module and data mining module.

(4) Cluster analysis is applied to administrative management, and the application of clustering algorithm in text analysis is analyzed.

The rest of the paper is organized as follows. Section 2 discusses related studies, and Section 3 introduces the construction of administrative big data platform. Section 4 describes application of data mining in administration chiefly. Application of cluster analysis in administration is discussed in Section 5, and Section 6 serves as a conclusion, providing the summary and future directions of research.

2. Related Work

With the practical application of big data and the development of social diversity, the exploration and research on the intellectualization of administrative management have attracted extensive attention of scholars. Especially in developed countries, through the introduction of big data and artificial intelligence technology, the government and academia have effectively improved the efficiency of administrative management in dealing with complex social issues such as public safety, social security, medical, and health care. Some experts and scholars believe that big data will shape the political phenomenon in the new information age and transform the behavior patterns and relationships of political actors such as government, citizens, and political parties. Koren et al. [13] applied the classical K-means algorithm to both numeric and categorical attributes in big data platforms. They first presented an algorithm that handled the problem of mixed data. Then they used big data platforms to implement the algorithm. In terms of administration, the wide application of big data in the field of administration makes it more convenient, intelligent, and efficient. Zhao et al. [14] suggested that big data has great potential in improving policy description and strengthening policy prediction ability. Pintye et al. [15] studied the relevant policy framework of big data and proposed that the whole social governance, policies, and aspects closely related to big data should be considered as a complete system, involving user privacy, data accuracy, data collection methods, and social equity.

Zhang [16] employed the future development of intelligent administrative management, believed that the current development of modern social governance is driven by the integration of social Internet and big data, and emphasized how to establish a modern social governance working mechanism by using big data technology to effectively promote and promote administrative management. Seop and Lee [17] pointed out that at present, the application and embedding of big data in promoting administrative management has built a certain material and technical foundation for the government information system and formed an integrated development mechanism combining government public service information disclosure and policy public service supply. Zhou et al. [18] suggested that appropriate governance technology is an effective medium for the modernization of governance system and the modernization of governance ability. Big data can optimize the ecological environment of governance process and expand the elastic space of system design. It is a good opportunity to induce institutional innovation and governance transformation [19]. Big data technology has broad application prospects in the intellectualization of administrative management. Dong [20] pointed out that the sharing and interworking of data is the key in the intellectualization of administrative management and put forward the innovative development strategy of system and mechanism, so as to promote the interworking and cooperation of information and data. On the basis of in-depth study of the historical background,
3.1. Administration Platform. The realization of intelligent administrative management depends on the big data platform with excellent design and perfect functions. The two ends of the platform are connected with data business and data application, respectively. The general big data platform is composed of data layer, application layer, and cloud platform. The cloud platform includes Software Defined Data Center (SDDC) and intelligent computer room. The data engine is mainly composed of data acquisition layer, data storage layer, data management layer, data subject layer, and data service layer. It is mainly responsible for data collection, data storage, the establishment of data warehouse and data packaging, operation, and maintenance. The platform has analysis and display functions, such as the analysis of big data by terminal and application layer, which is realized by application layer and application layer. In addition, data engine management can also be divided into operation and maintenance management, data quality management, metadata management, and security management to complete core services such as data storage, processing, and protection. Users can obtain, store, and analyze data on the platform through client software, so as to apply it to specific businesses. The overall structure of the big data platform is shown in Figure 1.

3.2. Technology Architecture. Big data involves the process of data collection, management, storage, analysis, and visualization. According to the processing stage of big data, big data technology can be divided into data collection, and structured, semi-structured, and unstructured data can be collected through crawler or other system interfaces; data cleaning, processing repeated data and noise data, standardizing data, storing data, storing data in data warehouse, distributed database, etc. Data analysis: analyze the collected and processed data, such as basic analysis, multidimensional analysis, or use data mining technology for analysis; data application and visualization: the platform can be used for marketing, report making, operation, and index application by analyzing the data [29, 30]. Based on this, this paper proposes a process based big data technology architecture, as shown in Figure 2.

3.3. Administrative Big Data Integration Technology. Data integration is mainly the ETL work of data, which transforms heterogeneous data into isomorphic data under data warehouse through data extraction, data transformation, and data loading [31–35]. The main function of data extraction is to collect data from the data source and provide it to the subsequent data warehouse environment. After the data are successfully extracted, it can be transformed and loaded into the data warehouse. The extraction-transformation-loading (ETL) architecture is shown in Figure 3.

For the collection of government data, it is necessary to first clarify the data to be collected and then use big data-related technologies to collect and store the data scattered in departments at all levels. It includes actual data acquisition, batch data acquisition, and data filling, as described below:

(1) Real time data acquisition: for the business generated in real time such as personnel travel and requiring high timeliness, the real-time data acquisition mechanism is selected and then the changed data resources are collected and published through Kafka component. Finally, the front-end database stores the data in the form of subscription to complete the real-time data acquisition.

(2) Batch data acquisition: for the business data generated by the daily business of each department with low requirements for data timeliness, select the data batch acquisition mechanism, use ETL tools such as kettle to configure the data collection task regularly,
and periodically push the business data to the front database.

(3) Data reporting: for departments with low development of data intelligence and no independent business system, select the data reporting mechanism to directly report the data stored in the form of electronic documents and paper documents to the front-end database through the data reporting system.

By integrating administrative data resources, we can accurately record the data resource structure of each department and business system and better realize the integration and sharing of administrative data resources. In addition, the data resource directory is the centralized embodiment of data resource integration, and its specific structure is as follows:

(1) Department directory. According to the department to which the data belongs, the data of departments and departments at all levels are divided. Different departments connect different front-end databases. In order to facilitate the maintenance and management of data, the department data directory is directly oriented to governments or enterprise departments at all levels.

(2) Business system directory. According to the business system to which the data belongs, divide the data and classify the different business data in the directory, which helps to improve the business collaboration efficiency between different departments and improve the convenience of data use.
(3) Thematic data directory. According to the thematic indicators corresponding to different data, the fused data are removed from the departments and business systems for directory division. The division of thematic data directory is conducive to the in-depth integration of administrative data.

3.4. Functional Framework of Administrative Big Data Platform. The application function framework of administrative big data platform mainly includes infrastructure, data standards and specifications, directory management platform, data sharing demand management subsystem, shared exchange platform, government big data resource pool, data governance subsystem, data service platform, big data analysis and application platform, visual implementation, and application support platform. Relying on the above functional framework, the platform can provide data governance services, data sharing services, etc. As the main body of data resources of the administrative big data platform, the government big data resource pool provides unified and standardized storage support and update management for the data resources of the platform. The government information resource sharing and exchange platform implements data exchange within the response time of business needs to data definition, so as to ensure the data timeliness of the resource pool of the administrative big data platform. The data management subsystem is used to comprehensively improve the data quality and ensure the availability of data in the resource pool. The data service platform encapsulates the data service interface based on the timely government data in the government big data resource pool and provides data services for various business management systems and application support platforms. The data service itself belongs to one of the three ways of sharing and exchanging government information resources. By using the government information resource sharing and exchange platform, the data will be decrypted and shared to the big data analysis and application platform on the premise of ensuring data security. Subsequently, these data can be used for various thematic and thematic data analysis and support various business applications, auxiliary decision-making, and macro analysis. The functional architecture of the administrative big data platform is shown in Figure 4.

3.5. Administrative Management System Structure. The functional modules of the administrative management architecture mainly include several modules as follows: data collection, data aggregation, data storage, data governance, data directory, data standard, data service, and data visualization.

The data acquisition system is the unified data entry of the whole big data platform, which realizes the management of heterogeneous data sources, the configuration and management of data acquisition services and so on. The data aggregation system realizes the data collection and aggregation under the complete transaction from the source data to the target through data collection and outputs the calculation results to the target of data service. The data directory system is the organization and description of all the data of the platform. The data entering the platform first need to be registered and catalogued in the directory system. In addition, combined with the scientific simulation model, it can realize the three-dimensional presentation of the description object and relationship model, realize the whole domain digitization, and at the same time, it can be goal oriented and provide various detection, evaluation, and reports based on the template. With the increasing number of data resources and the change of business form, it is necessary to establish a complete data governance system from the perspective of
data quality improvement and data governance, ensure the quality of data content, improve the platform’s ability of data management and governance, and effectively mine data value. The data storage system builds an accurate, complete, consistent, and logically unified data storage system around the process of planning, construction, warehousing, storage, update, and management of information resources, focusing on the construction and use of databases, and realizing the unified storage planning management and external services of the platform.

The data service system is to provide data services for all kinds of data and applications of the data center internally and externally through different service methods, such as industry departments or the public, and open it to the society and industrial chain. Through data services, it can drive the overall development of the upstream and downstream of the data industrial chain, promote information consumption, and drive the development of big data industry.

The data visualization system realizes the visual display of data and the release of applications and other related functions. Through data modeling and visualization tools, it shows the application of each system and monitors the business collaboration, support relationship, and operation status between each system, as shown in Figure 5.

The long-term and stable operation of the data center is inseparable from efficient and scientific management mechanism and management measures. From the perspective of management, it is necessary to realize all-round integrated management control, so as to improve the management level and ability of the big data platform. At present, the business of data management has problems such as unknown resources, uncontrollable data, and lack of supervision of data. It is necessary to establish a data control system, fully realize the control intervention and scheduling of each component system by the platform, improve the control level and data control efficiency of the administrative big data platform, and realize the long-term and stable operation of the data center.

4. Application of Data Mining in Administration

4.1. Data Mining and Knowledge Discovery. Data mining (DM) is a process of extracting hidden, unknown but potentially useful information and knowledge from a large number of incomplete, noisy, fuzzy, and random data. Knowledge discovery (KDD) is the process of transforming information into knowledge. Data mining is an important part of knowledge discovery. It can extract useful information and knowledge from a large number of incomplete and fuzzy data by using some specific algorithms. KDD flow chart is shown in Figure 6.

The process of knowledge discovery is to connect multiple stages and conduct human-computer interaction for many times. The specific process is as follows:

1. Identify the areas to learn: knowledge and objectives;
2. Establishment of target data set: focus on one data set or subsets of multiple data sets;
3. Data cleaning and preprocessing: use specific algorithms to remove noisy, irrelevant data and blank data space;
4. Data conversion: convert or merge data to form a description form suitable for data processing;
Select data mining algorithms according to features such as summary, clustering, classification, and regression;

Implementing data mining: mining out potentially useful information;

Using interpretation mode to extract the information people need and then transform it into knowledge;

Conduct knowledge evaluation and study and demonstrate the extracted knowledge in practice.

4.2. Government Data Warehouse. Data mining is completed in data warehouse. For data mining, database is a data source with rich data. Generally, intelligent decision-making is implemented under the following steps:

1. Multidimensional analysis of administrative data warehouse;

2. Carry out administrative data mining on the extracted data. The technology of data mining breaks through the traditional data query and finds the value of data at a deeper level.

The data warehouse architecture in administrative management is shown in Figure 7.

The detailed data processed by ETL are stored in the data warehouse and classified according to the subject. Operational data store (ODS) is an optional part of data warehouse structure. ODS has some characteristics of data warehouse and OLTP (on line transaction processing) online transaction processing system. It is “subject oriented, integrated, current, or close to current and changing” data.

4.3. Objects of Administrative Management Mining. Data mining is widely used in administrative system. Different businesses have different data structures, such as hierarchical
data, network data, relational data, and object-oriented data. The mining object of administrative management should be determined according to the knowledge content and form required to process data in the administrative business process. Its processing objects mainly face the following aspects:

1. Relational database. Relational database is the most complete and abundant database system in administrative management, from which a large amount of relevant knowledge can be mined. Therefore, it is the main data form of administrative data mining.

2. Transaction database. Transaction databases usually consist of files, and records represent transactions. Transactions usually contain only the transaction flag and the list of items that make up the transaction. Therefore, transaction database is the largest part of data mining.

3. Data warehouse. Data warehouse is the main object of data mining. It is a collection of multiple data elements collected and sorted in the same topic. Thus, data mining from data warehouse can reduce a lot of data preparation time and workload.

4.4. Design of Data Mining System. The overall design of data mining is mainly divided into two parts: data preprocessing module and data mining module. First, preprocess the data input into the system, including data cleaning, data integration, data conversion, etc., and then analyze and process the data through data mining algorithms such as decision tree analysis, multidimensional analysis, and aggregation analysis. The overall framework of data mining is shown in Figure 8.

4.4.1. Data Preprocessing Module. Data preprocessing is the basis of data mining. In this module, first collect various data according to the needs and then find out the relationship between data through data mining. Data preprocessing mainly includes data cleaning, data integration, and data conversion. The processed high-quality data are a good foundation for data mining.

Data cleaning: data cleaning mainly solves incomplete, wrong, and repeated data by filling in missing values, smoothing noise data, identifying or deleting outliers, so as to make the data consistent.
Data integration: data integration is the logical or physical integration of data from different sources, formats, and characteristics. It can provide comprehensive data sharing, including periodic integration, real-time integrations, batch integration, and change data capture integration.

Data conversion: data conversion operations convert or merge data to obtain a form suitable for data processing. Data conversion includes smoothing processing, total processing, data generalization processing, formatting, and attribute construction.

4.4.2. Data Mining Module. Data mining refers to the process of revealing hidden, previously unknown and potentially valuable information from a large number of data in the database. Through data mining, governments, or enterprises can automatically analyze data and conduct inductive reasoning to mine potential patterns. Thus, it can help them adjust management strategies, reduce risks, and make correct decisions. The specific steps are as follows:

1. Clarify the purpose of excavation. Before starting to mine knowledge, understand the characteristics of data, use these professional background knowledge, clarify the problems to be solved, and determine the objectives to be mined, so as to select the data to be mined from the massive administrative information database.

2. Data preparation. Data preparation must focus on the variables defined in a certain target stage to prepare data, remove redundant, invalid and irrelevant data in the data, and provide high-quality data.

3. Data conversion. Convert the obtained data into a format acceptable to data mining software and a form of computer data storage.

4. Build the model. According to the actual situation of the data, select the appropriate mining technology and establish the corresponding model. Modeling is an iterative process. We need to carefully examine different models to determine which model is the most suitable.

5. Result analysis. Confirm and analyze the mining results and evaluate their value.

There is a large amount of data in the administrative database, which contains a wealth of knowledge. However, it is difficult to find the value of the data and extract useful information from a large amount of data for predicting the development trend or making decisions. Therefore, data mining technology is used to extract these relationships from a large amount of data. It is of great significance to apply it to administration.

5. Application of Cluster Analysis in Administration

The traditional classified catalogue system of administrative information resources is no longer suitable for the management and application needs of government big data. Information mining, dynamic resource analysis, and personalized directory generation of cluster analysis can better meet this development demand.

5.1. Comparison of Clustering Analysis Algorithms. Cluster analysis is a process of dividing data objects into different classes or clusters according to their characteristic attributes according to the principle of "similarity compatibility," so that data objects in the same cluster have greater similarity and objects in different clusters have greater dissimilarity. The process of cluster analysis is to find out some statistical values that can measure the similarity between objects or variables according to multiple observation indexes of data objects, take them as the classification basis, aggregate some objects with high similarity of features into one class, and aggregate other objects with high similarity of features into another class until all objects are aggregated to form a classification system.

Cluster analysis is a method of collecting objects through data modeling. The traditional statistical cluster analysis methods include systematic clustering or hierarchical clustering, decomposition, addition, dynamic clustering, ordered sample clustering, overlapping clustering, and fuzzy clustering. The following is the performance of different clustering algorithms on the toy data set, as shown in Figure 9. The last data set shows a special case of null, and the data are isomorphic. According to the intuition in the figure, the clustering algorithm with better effect is DBSCAN and average linkage algorithm, which can better cluster 2D data, but this intuitive method is not suitable for high-dimensional data. At the same time, the application of clustering algorithm also needs to be selected according to specific conditions.

There is plenty of unstructured text information in administrative management. Cluster analysis divides a large number of detected core or subject words into several groups by tracking the information of each information source and then counts their feature series for calculation and processing. Several main clustering methods are partition method, hierarchy method, density method, grid method, and model-based method.

5.2. The Value of Cluster Analysis in Administration. In the field of administrative management, cluster analysis can be used for big data analysis and auxiliary decision making. At present, the amount of data shows an exponential growth trend with the development of social information and business. If there is no good method to analyze the data, it will cause a phenomenon of "data explosion and information scarcity." In view of this situation, scholars have proposed many clustering algorithms to solve the problem of big data feature collection. Cluster analysis can be used for hot spot clustering of all contents collected by the resource engine, or hot spots in a field, a vertical system, a comprehensive department, etc. In many people's livelihood decisions, hot events and hot issues are usually direct driving factors.
From the perspective of time series, the initiation, initiation, development, growth, and extinction of many social events, industrial and economic phenomena have a complete life cycle, which not only conforms to the general cycle law but also has its unique characteristics. The occurrence, evolution, and extinction of some important events will be reflected in various public media and will enter the administrative big data platform through the resource engine. Through information clustering, decision makers can judge the development trend of hot information according to the trend of hot information and take appropriate measures at the appropriate time. At the same time, decision-makers often have to review and refer to the handling of similar events in history and the correctness and suitability of response measures, so as to summarize experience and lessons and make the current decision making more scientific, timely, and reasonable. For example, the course and measures taken by various countries to deal with major epidemics such as SARS, mad cow disease, highly pathogenic avian influenza, and COVID-19 can be used for reference. Therefore, when making decisions, it is often necessary to cluster the information flow of similar events in history, find out its evolution context, and evaluate various coping strategies, measures, and performance at that time, so as to reduce the current decision-making risk. Therefore, finding and analyzing the causes of hot spots and tracking their development are of great significance for scientific decision making, formulating policies, and taking measures.

In the field of administrative management, the advantage of clustering analysis is that it can simply and intuitively obtain useful information from massive data and transform it into knowledge resources. Then, the knowledge resources of decision analysis are established to help decision makers have an overall insight into the overall situation and form an overall view and depth view. Then, it automatically identifies and tracks the beginning, development, and trend of various events, as well as the evolution process of various themes or the integration with other factors. Finally, help decision-makers establish links between seemingly isolated events and eliminate the knowledge gap. It can find and count some key signal words and subject words in time and respond to the changes of various macro resource gathering.

5.3. Application of Clustering Algorithm in Text Analysis. There are a large number of types of rich data in administrative management, such as text data, and multimedia data, different algorithms should be selected for different types of data. Because there are a lot of unstructured text information in administrative management, clustering text information can find hot events and hot issues, judge their development trend according to the trend, and take corresponding measures. Therefore, this paper gives an example of the application of clustering algorithm in text information.

5.3.1. Text Similarity Calculation. The similarity measurement of text is generally divided into two steps: text vectorization representation and similarity calculation [36]. Text vectorization representation is to transform the text
into points in high-dimensional vector space and use high-
dimensional vectors to represent the text; similarity calcu-
lation is based on the representation form of high-dimen-
sional vectors to calculate the distance between vectors.

The text space vector model is as follows:

(1) Document: generally refers to general text or frag-
ments in text. Generally refers to an article, repre-
sented by $D$.

(2) Item: the content features of a text are often repre-
sented by the basic language units, such as words
and phrases. These basic language units are collect-
ively referred to as the item of the text, which is represen-
ted as $D(t_1, t_2, \ldots, t_n)$, where $t_k$ is the item and
$1 \leq k \leq n$.

(3) Item weight: for text $D(t_1, t_2, \ldots, t_n)$ with $n$ items, $t_k$
is often given a certain weight. $w_k$ represents its
importance in the text, which is recorded as
$D = D(t_1w_1, t_2w_2, \ldots, t_nw_n)$ and abbreviated as
$D = D(w_1, w_2, \ldots, w_n)$. At this time, the weight of
item $t_k$ is $w_k$, $1 \leq k \leq n$, and $D = D(w_1, w_2, \ldots, w_n)$
is the vector representation of text $D$.

(4) Similarity: the content correlation between two texts
$D_1$ and $D_2$ is usually measured by similarity
$\text{Sim}(D_1, D_2)$, and the inner product between com-
mon vectors represents the text similarity:

$$\text{Sim}(D_1, D_2) = \sum_{k=1}^{n} W_{1k}W_{2k}. \quad (1)$$

Also, it can be expressed by cosine value of included angle:

$$\text{Sim}(D_1, D_2) = \cos \theta = \frac{\sum_{k=1}^{n} W_{1k}W_{2k}}{\sqrt{\sum_{k=1}^{n} W_{1k}^2} \sqrt{\sum_{k=1}^{n} W_{2k}^2}}. \quad (2)$$

The more representative the items selected in the text
are, the higher the language level is, the richer the in-
formation they contain. Because vocabulary is the most
basic representation item of the text, its occurrence
frequency is high in the text and presents a certain
statistical law, so words or phrases are selected as feature
items, and the more important items account for more
weight. For specific government affairs, dealing with
similar texts often requires high interpretability of
cluster results.

Therefore, the method based on word bag should be
selected for text vector representation, and the TF-IDF
weight calculation can be defined as $W_{ik} = tf_{ik} \cdot idf_k$. The
common calculation method is given by

$$W_{ik} = tf_{ik} \cdot \log \left( \frac{N}{N_k} + 0.01 \right), \quad (3)$$

where $tf_{ik}$ represents the number of occurrences of item $t_k$
in text $D_i$ and $idf_k$ is an indicator of the frequency of $t_k$ in
a document set according to document statistics. Besides, $N$
represents the number of texts in all training sets, and $N_k$
represents the frequency of $t_k$ in training texts.

Considering the influence of text length on the weight, it
should also be normalized to between $[0, 1]$. Thus, the TF-
IDF weight can be obtained by

$$W_{ik} = \frac{tf_{ik} \cdot \log (N/N_k + 0.01)}{\sqrt{\sum_{k=1}^{n} (tf_{ik})^2 \cdot \log^2 (N/N_k + 0.01)}}. \quad (4)$$

5.3.2. K-Means Clustering Algorithm. K-means clustering is
a typical clustering algorithm based on partition. It calculates
the distance between the sample points and the cluster
centroid and the sample points close to the cluster centroid
are divided into the same cluster. K-means measures the
similarity between samples by the distance between them.
The farther the distance between two samples, the lower the
similarity, otherwise the higher the similarity.

In the K-means algorithm, $k$ clustering centroids
$\mu_1, \mu_2, \ldots, \mu_k \in R^n$ are randomly selected for each
$x^{(i)} \in R^n$ of the training sample $\{x^{(1)}, \ldots, x^{(m)}\}$. Then, for
each sample, calculate the class it should belong to:

$$c^{(i)} = \arg \min_j ||x^{(i)} - \mu_j||^2.$$

For each class $j$, recalculate the
centroid $\mu_j = \sum_{i=1}^{m} c^{(i) = j} x^{(i)} / \sum_{i=1}^{m} c^{(i) = j}$ of the
class and repeat the above process until convergence. When
$k = 3$, the K-means clustering effect is shown in Figure 10.

5.3.3. Canopy Clustering Algorithm. However, K-means
algorithm has the problem that the initial clustering center
point is sensitive, so it often uses the mixed form of canopy+
K-means algorithm for model construction: first use canopy
algorithm for rough clustering to get clustering center points
and then use K-means algorithm to take $k$ clustering center
points as the initial center points for fine clustering [37].

Canopy algorithm has fast execution speed, does not
need a given value, and has many application scenarios. It
can alleviate the sensitivity of K-means algorithm to the
initial clustering center point. Therefore, it is often selected
as the acceleration scheme of K-means algorithm. The
application flow of canopy algorithm in text clustering is
shown in Figure 11. After receiving a new text, the system
first converts the text into TF-IDF vector in high-dimen-
sional space. Next, we need to search the data close to the
vector from the historical data, use canopy algorithm for
rough clustering, and screen out a few candidate data from
the massive historical data. Then calculate the cosine sim-
ilarity of TF-IDF vector with the new text, respectively. If the
similarity of candidate data is greater than the threshold, the
new text will be classified into the category to which the data
belongs. Otherwise, a new category will be created, and the
new text will be used as the initial member of the new
category.

Canopy algorithm is a coarse clustering algorithm with
fast execution speed but low accuracy. The execution steps of
the algorithm are as follows:

(1) Given sample list $L = x_1, x_2, \ldots, x_m$ and a priori
value $T_1, T_2$ ($T_1 > T_2$);
(2) Obtain a node P from the list L, calculate the distance from P to all cluster centers and select the minimum distance $D(P, a_j)$;

(3) If the distance $D$ is less than $T_1$, it means that the node belongs to the cluster and is added to the cluster list;

(4) If the distance $D$ is less than $T_2$, update the center point of the cluster to the center point of all samples of the cluster and delete P from the list L;

(5) If the distance $D$ is greater than $T_1$, node P forms a new cluster and deletes P from list L;

(6) Execute the loop operation until the element data in list L are no longer changed or the number of elements is 0.

The clustering process of canopy algorithm is shown in Figure 12:

Administrative management involves a large number of complex problems in different forms, such as science and technology and production. Cluster analysis has broad application space for this. But at the same time, because the problem types of government design are complex, cluster analysis should have good scalability to ensure the clustering effect; the field of administration needs to deal with various types of data and should also have the ability to deal with different types of data; minimize the domain knowledge that determines the input parameters and reduce the burden and time cost of users; and it has the ability to process noise data and reduce the sensitivity of the algorithm to noise data. At the same time, users often hope that the cluster analysis results are interpretable, understandable, and useable. Therefore, the visual display of cluster analysis results in intuitive, dynamic, multifactor, plane, and three-dimensional forms that will achieve better results.

6. Conclusion and Future Work

In this study, an intelligent management platform based on big data is designed and implemented. The platform can effectively solve the problem of information’s island and fragmentation, promote data sharing, realize the connection between information resources and management platform, and reduce the interference of human factors on data information. We analyzed the application of data mining technology in administration, analyzed the objects of data mining, and designed a data mining system to analyze and process data. In the interim, it mainly includes data preprocessing module and data mining module. Effectively integrate structured, semi-structured, and unstructured data, analyze, and tap its potential value, so as to effectively improve administrative efficiency and competitiveness. Finally, this paper also introduces the application of cluster analysis in administrative management and expounds the value of cluster analysis. Because government data contain a lot of text information, this paper applies clustering algorithm to the text analysis of big data platform. In terms of demand analysis and big data platform construction, some
details need to be further studied. In the future work, we will further improve and optimize the system, carry out clustering analysis for specific businesses, and continue to explore other efficient clustering algorithms.
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