Inexact Proximal Gradient Methods for Non-convex and Non-smooth Optimization

Bin Gu
Zhouyuan Huo
Heng Huang

Department of Computer Science and Engineering
University of Texas at Arlington

Abstract

Non-convex and non-smooth optimization plays an important role in machine learning. Proximal gradient method is one of the most important methods for solving the non-convex and non-smooth problems, where a proximal operator need to be solved exactly for each step. However, in a lot of problems the proximal operator does not have an analytic solution, or is expensive to obtain an exact solution. In this paper, we propose inexact proximal gradient methods (not only a basic inexact proximal gradient method (IPG), but also a Nesterov’s accelerated inexact proximal gradient method (AIPG)) for non-convex and non-smooth optimization, which tolerate an error in the calculation of the proximal operator. Theoretical analysis shows that IPG and AIPG have the same convergence rates as in the error-free case, provided that the errors decrease at appropriate rates.
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1. Introduction

Non-convex and non-smooth optimization plays an important role in machine learning. In particular, we consider the composite non-convex and non-smooth optimization problems of the form

$$\min_{x \in \mathbb{R}^N} f(x) = g(x) + h(x)$$

(1)

where $g : \mathbb{R}^N \to \mathbb{R}$ is smooth and possibly non-convex, $h : \mathbb{R}^N \to \mathbb{R}$ is non-smooth and possibly non-convex. In machine learning, the function $g(x)$ is usually related to the loss term, such as least squares loss [Friedman et al., 2001], Huber loss [Friedman et al., 2001], correntropy induced loss [He et al., 2011], and so on. Note that among these, a lot of loss terms are non-convex. For example, the correntropy induced loss [He et al., 2011; Feng et al., 2015; Chen and Wang, 2016] are non-convex and smooth, which are frequently used for robust regression or classification. The loss term in semi-supervised SVM [Chapelle and Zien, 2005; Chapelle et al., 2006] is non-convex due to the symmetric (sigmoid) loss on the unlabeled samples. The function $h(x)$ is related to the regularization term, such as $l_1$-norm [Tibshirani, 1996], Capped-$l_1$ penalty [Zhang, 2010], nuclear-norm [Hsieh and Olsen, 2014] and so on, which may be convex, also could be non-convex.
Proximal gradient method is one of the most important methods for solving the above mentioned problems. There have been several works for proximal gradient methods. For convex problems, the basic proximal gradient (PG) method (Beck and Teboulle, 2009) has the convergence rate $O\left(\frac{1}{T}\right)$, and the Nesterov’s accelerated proximal gradient (APG) method has the convergence rate $O\left(\frac{1}{T^2}\right)$ (Beck and Teboulle, 2009), where $T$ is the number of iterations. For non-convex problems, Ghadimi and Lan (2016) considered that only $g(x)$ is non-convex, and proved that the convergence rate of APG method. Bot et al. (2016) considered that both of $g(x)$ and $h(x)$ are non-convex, and proved the convergence rate of PG method. Li and Lin (2015) considered that both of $g(x)$ and $h(x)$ are non-convex, and proved the convergence rate of APG method. In addition to the above batch proximal gradient methods, there are also stochastic and online proximal gradient methods (Duchi and Singer, 2009; Xiao and Zhang, 2014) which are not the focus of this paper.

The key of the proximal gradient method is to solve a proximal operator exactly for each step, as following

$$\text{Prox}_t(y) = \arg \min_{x \in \mathbb{R}^N} \frac{1}{2\gamma} \|x - y\|^2 + h(x)$$

(2)

where $\gamma$ is the step size and determined by line search. However, the proximal operator does not have an analytic solution, or is expensive to obtain the solution exactly, in a lot of problems such as the overlapped group Lasso (Jacob et al., 2009; Jenatton et al., 2010), nuclear-norm minimization (Hsieh and Olsen, 2014), OSCAR (Zhong and Kwok, 2012) and so on. In order to handle the complex proximal operators in the above problems, Schmidt et al. (2011) proposed inexact proximal gradient (IPG) and inexact Nesterov’s accelerated proximal gradient (IAPG) methods for the convex problems, and proved the convergence rates. Later, Villa et al. (2013) proposed an accelerated and inexact forward-backward splitting method (AIFB, actually AIFB is IAPG) and proved the convergence rates. As mentioned previously, non-convex and non-smooth optimization is important in machine learning. To the best of our knowledge, extending IPG and IAPG methods to non-convex and non-smooth problems and providing the corresponding convergence analysis is still an open problem.

Table 1: Representative (exact and inexact) proximal gradient algorithms. (C and NC are the abbreviations of convex and non-convex respectively.)

| Algorithm   | Proximal | Accelerated | $g(x)$ | $h(x)$ | Reference               |
|------------|----------|-------------|--------|--------|-------------------------|
| PG+APG     | Exact    | Yes         | C      | C      | Beck and Teboulle (2009) |
| APG        | Exact    | Yes         | C+NC   | C      | Ghadimi and Lan (2016)   |
| PG         | Exact    | No          | NC     | NC     | Bot et al. (2016)        |
| APG        | Exact    | Yes         | C+NC   | C+NC   | Li and Lin (2015)        |
| IPG+IAPG   | Inexact  | Yes         | C      | C      | Schmidt et al. (2011)    |
| AIFB       | Inexact  | Yes         | C      | C      | Villa et al. (2013)      |
| IPG+IAPG   | Inexact  | Yes         | C+NC   | C+NC   | Ours                    |

To address the open problem as mentioned above, in this paper, we extend IPG and IAPG methods to non-convex and non-smooth problems, which tolerate an error in the
calculation of the proximal operator. We also provide the theoretical analysis to show that IPG and AIPG have the same convergence rates as in the error-free case, provided that the errors decrease at appropriate rates.

We organize the rest of the paper as follows. In Section 2, we give some preliminaries. In Section 3, we propose our IPG and AIPG algorithms. In Section 4, we prove the convergence rates for IPG and AIPG for the non-convex and non-smooth problems. Finally, we give some concluding remarks in Section 5.

2. Preliminaries

In this section, we introduce the Lipschitz smooth, \( \varepsilon \)-approximate subdifferential and \( \varepsilon \)-approximate Kurdyka-Łojasiewicz (KL) property, which are critical to the convergence analysis of IPG and IAPG methods for non-convex and non-smooth problems.

Lipschitz smooth: For the smooth functions \( g(x) \), we have the Lipschitz constant \( L \) for \( \nabla g(x) \) as following.

**Assumption 1** \( L \) is the Lipschitz constant for \( \nabla g(x) \). Thus, \( \forall x \) and \( \forall y \), \( L \)-Lipschitz smooth can be presented as

\[
\| \nabla g(x) - \nabla g(y) \| \leq L \| x - y \| \quad (3)
\]

Equivalently, \( L \)-Lipschitz smooth can also be written as the formulation (4).

\[
g(x) \leq g(y) + \langle \nabla g(y), x - y \rangle + \frac{L}{2} \| x - y \|^2 \quad (4)
\]

\( \varepsilon \)-approximate subdifferential: Because inexact proximal gradient is used in this paper, an \( \varepsilon \)-approximate proximal operator may produce an \( \varepsilon \)-approximate subdifferential. In the following, we give the definition of \( \varepsilon \)-approximate subdifferential [Bertsekas et al., 2003] which will be used in the analysis for the case that \( h(x) \) is convex.

**Definition 1** Given a convex function \( h(x) : \mathbb{R}^N \rightarrow \mathbb{R} \) and a positive scalar \( \varepsilon \), the \( \varepsilon \)-approximate subdifferential of \( h(x) \) at a point \( x \in \mathbb{R}^N \) (denoted as \( \partial_{\varepsilon} h(x) \)) is

\[
\partial_{\varepsilon} h(x) = \{ d \in \mathbb{R}^N : h(y) \geq h(x) + \langle d, y - x \rangle - \varepsilon \} \quad (5)
\]

Based on Definition 1, if \( d \in \partial_{\varepsilon} h(x) \), we say that \( d \) is an \( \varepsilon \)-approximate subgradient of \( h(x) \) at a point \( x \).

\( \varepsilon \)-approximate KL property: Originally, KL property is introduced to analyze the convergence rate of exact proximal gradient methods for non-convex and non-smooth problems [Li and Lin, 2015; Bot et al., 2016]. Because this paper focuses on the inexact proximal gradient methods, correspondingly we give the \( \varepsilon \)-approximate KL property as following. In **Definition 2** the function \( \text{dis}(x, S) = \min_{y \in S} \| x - y \| \), where \( S \) is a subset of \( \mathbb{R}^N \).

**Definition 2** A function \( f(x) = g(x) + h(x) : \mathbb{R}^N \rightarrow (-\infty, +\infty] \) is said to have the \( \varepsilon \)-KL property at \( u \in \{ x \in \mathbb{R}^N : \nabla g(u) + \partial_{\varepsilon} h(u) \neq \emptyset \} \), if there exists \( \eta \in (0, +\infty] \), a neighborhood \( U \) of \( u \) and a function \( \varphi \in \Phi_{\eta} \), such that for all \( u \in U \cap \{ u \in \mathbb{R}^N : f(\overline{u}) < f(u) < f(\overline{u}) + \eta \} \), the following inequality holds

\[
\varphi'(f(u) - f(\overline{u})) \text{dist}(0, \nabla g(u) + \partial_{\varepsilon} h(u)) \geq 1 \quad (6)
\]
where $\Phi_\eta$ stands for a class of functions $\varphi : [0, \eta) \to \mathbb{R}^+$ satisfying: (1) $\varphi$ is concave and continuously differentiable function on $(0, \eta)$; (2) $\varphi$ is continuous at 0, $\varphi(0) = 0$; and (3) $\varphi'(x) > 0$, $\forall x \in (0, \eta)$.

3. Algorithms

To make the paper self-contained, we present IPG (i.e., Algorithm 1) and IAPG (i.e., Algorithm 2). Actually, IPG is exactly same with the one in (Schmidt et al., 2011). To provide the convergence rate of IAPG for the non-convex case, we give a different version of IAPG with the one used in (Schmidt et al., 2011). And, the framework of IAPG is used in (Li and Lin, 2015) for the non-convex optimization, in which we replace the exact proximal operator with an inexact proximal operator.

3.1 Basic inexact proximal gradient method

We first present the basic inexact proximal gradient method (i.e. IPG). The framework of IPG is same with the one of PG. As mentioned previously, the key of PG is to compute an exact proximal operator in each step. Correspondingly, the key of IPG is to compute an inexact proximal operator for each step as following

$$x \in \text{Prox}^\varepsilon_\gamma(y) = \left\{ z \in \mathbb{R}^N : \frac{1}{2\gamma} \|z - y\|^2 + h(z) \leq \varepsilon + \min_x \frac{1}{2\gamma} \|x - y\|^2 + h(x) \right\} (7)$$

where $\varepsilon$ denote an error in the proximal operator. As discussed in (Tappenden et al., 2016), there are several methods to compute the inexact proximal operator, in which the most popular method is using a primal dual algorithm to control the dual gap.

**Algorithm 1 Basic inexact proximal gradient method (IPG)**

**Input:** $m, \varepsilon_k (k = 1, \cdots, m)$, $\gamma < \frac{1}{L}$.

**Output:** $x_m$.

1: Initialize $x_0 \in \mathbb{R}^d$.
2: for $k = 1, \cdots, m$ do
3: \hspace{1em} Compute $x_k \in \text{Prox}^\varepsilon_\gamma(x_{k-1} - \gamma \nabla g(x_{k-1}))$.
4: end for

3.2 Accelerated inexact proximal gradient method

As we known, APG and IAPG uses a momentum term to accelerate the proximal gradient method for the convex optimization. However, as mentioned in (Li and Lin, 2015), traditional Nesterov’s accelerated method may encounter a bad momentum term for the non-convex optimization. To address the bad momentum term, Li and Lin (2015) added a proximal operator as a monitor to make the objective function sufficient descent. To make our IAPG works well for the non-convex optimization, our IAPG follows the framework of APG used in (Li and Lin, 2015). Thus, we compute two inexact proximal operators $z_{k+1} \in \text{Prox}^\varepsilon_\gamma(y_k - \gamma \nabla g(y_k))$ and $v_{k+1} \in \text{Prox}^\varepsilon_\gamma(x_k - \gamma \nabla g(x_k))$, where $v_{k+1}$ is a monitor to make the objective function sufficient descent. Specifically, our IAPG is presented in Algorithm 2.
Theorem 3

If convex optimization (Theorem 3) if different to the one in (Schmidt et al., 2011), we also prove the convergence rate for AIPG in the non-convex optimization (Theorem 7). In addition, because our AIPG is when the errors decrease at an appropriate rate. Then, we prove that the convergence rates in the convex and non-convex optimization (Theorem 3) if.

Thus, we have that

\[
\sum \text{convex optimizations if } \sum \text{optimization. Specifically, we first prove that IPG and AIPG converge to a critical point for the convex or non-convex optimization.}
\]

Algorithm 2 Accelerated inexact proximal gradient method (AIPG)

\begin{algorithm}
\textbf{Input:} \( m, \varepsilon_k (k = 1, \cdots, m), t_0 = 0, t_1 = 1, \gamma < \frac{1}{L} \).
\textbf{Output:} \( x_{m+1} \).

1: Initialize \( x_0 \in \mathbb{R}^d \), and \( x_1 = z_1 = x_0 \).
2: for \( k = 1, 2, \cdots, m \) do
3: \( y_k = x_k + \frac{t_{k-1}}{t_k}(z_k - x_k) + \frac{t_{k-1}}{t_k}(x_k - x_{k-1}) \).
4: Compute \( z_{k+1} \) such that \( z_{k+1} \in \text{Prox}_{\varepsilon_k g}(y_k - \gamma \nabla g(y_k)) \).
5: Compute \( v_{k+1} \) such that \( v_{k+1} \in \text{Prox}_{\varepsilon_k g}(x_k - \gamma \nabla g(x_k)) \).
6: \( t_{k+1} = \frac{\sqrt{2t_k^2 + 1}}{2} \).
7: \( x_{k+1} = \begin{cases} z_{k+1} & \text{if } f(z_{k+1}) \leq f(v_{k+1}) \\ v_{k+1} & \text{otherwise} \end{cases} \)
8: end for
\end{algorithm}

4. Convergence Analysis

In this section, we prove the convergence rates of our IPG and AIPG for the non-convex optimization. Specifically, we first prove that IPG and AIPG converge to a critical point in the convex and non-convex optimization (Theorem 3) if \( \sum_{k=1}^{m} \varepsilon_k < \infty \). Next, we then prove that IPG has the convergence rate \( O(\frac{1}{T}) \) for the non-convex optimization (Theorem 4) when the errors decrease at an appropriate rate. Then, we prove that the convergence rates for AIPG in the non-convex optimization (Theorem 7). In addition, because our AIPG is different to the one in (Schmidt et al., 2011), we also prove the convergence rate \( O(\frac{1}{T^2}) \) for the convex optimization (Theorem 5) when the errors decrease at an appropriate rate.

We first prove that IPG and AIPG converge to a critical point for the convex or non-convex optimization (Theorem 3) if \( \sum_{k=1}^{m} \varepsilon_k < \infty \).

**Theorem 3** If \( \{\varepsilon_k\} \) is a decreasing sequence and \( \sum_{k=1}^{m} \varepsilon_k < \infty \), we have \( 0 \in \lim_{k \to \infty} \nabla g(x_k) + \partial h_k(x_k) \) for IPG and AIPG in the convex and non-convex optimizations.

**Proof** We prove that \( 0 \in \lim_{k \to \infty} \nabla g(x_k) + \partial h_k(x_k) \) for AIPG in the convex and non-convex optimizations if \( \sum_{k=1}^{m} \varepsilon_k < \infty \). The proof for IPG can be provided similarly.

According to line 5 in Algorithm 1 and 2, we have that

\[
\langle \nabla g(x_k), v_{k+1} - x_k \rangle + \frac{1}{2\gamma} \|v_{k+1} - x_k\|^2 + h(v_{k+1}) \leq h(x_k) + \varepsilon_k \tag{8}
\]

Thus, we have that

\[
f(v_{k+1}) = g(v_{k+1}) + h(v_{k+1}) \tag{9}
\]

\[
\leq g(x_k) + \langle \nabla g(x_k), v_{k+1} - x_k \rangle + \frac{L}{2} \|v_{k+1} - x_k\|^2 + h(x_k) - \langle \nabla g(x_k), v_{k+1} - x_k \rangle - \frac{1}{2\gamma} \|v_{k+1} - x_k\|^2 + \varepsilon_k
\]

\[
= f(x_k) - \left( \frac{1}{2\gamma} - \frac{L}{2} \right) \|v_{k+1} - x_k\|^2 + \varepsilon_k
\]

5
If \( f(z_{k+1}) \leq f(v_{k+1}) \), we have \( x_{k+1} = z_{k+1} \) and \( f(x_{k+1}) = f(z_{k+1}) \leq f(v_{k+1}) \). If \( f(z_{k+1}) > f(v_{k+1}) \), we have \( x_{k+1} = v_{k+1} \) and \( f(x_{k+1}) = f(v_{k+1}) \). Thus, we have that

\[
f(x_{k+1}) \leq f(x_k) - \left( \frac{1}{2\gamma} - \frac{L}{2} \right) \|v_{k+1} - x_k\| + \varepsilon_k \tag{10}
\]

By summing the inequality \( \text{(10)} \) over \( k = 1, \cdots, m \), we obtain

\[
f(x_{m+1}) \leq f(x_0) - \left( \frac{1}{2\gamma} - \frac{L}{2} \right) \sum_{k=1}^{m} \|v_{k+1} - x_k\| + \sum_{k=1}^{m} \varepsilon_k \tag{11}
\]

Same with the analysis for \( \text{(27)} \) in Theorem \( \text{23} \), we have that

\[
\sum_{k=1}^{m} \|v_{k+1} - x_k\|^2 \leq \frac{1}{2\gamma} - \frac{L}{2} \left( f(x_0) - f(x^*) \right) + \frac{1}{2\gamma} - \frac{L}{2} \sum_{k=1}^{m} \varepsilon_k \tag{12}
\]

We assume that \( \sum_{k=1}^{m} \varepsilon_k < \infty \). Thus, \( \sum_{k=1}^{m} \|v_{k+1} - x_k\|^2 \leq \frac{1}{2\gamma} - \frac{L}{2} \left( f(x_0) - f(x^*) \right) + \frac{1}{2\gamma} - \frac{L}{2} \sum_{k=1}^{m} \varepsilon_k < \infty \). So we have that

\[
\lim_{k \to \infty} \|v_{k+1} - x_k\|^2 = 0 \tag{13}
\]

In addition, we have \( \lim_{k \to \infty} \varepsilon_k = 0 \). Because \( v_{k+1} \) is a \( \varepsilon_k \)-optimal solution to the proximal problem \( \text{(7)} \), according to Lemma 2 in Schmidt et al. (2011), there exists \( f_k \) such that \( \|f_k\| \leq \sqrt{2\gamma} \varepsilon_k \) and

\[
0 \leq \frac{1}{\gamma} (x_k - v_{k+1} - \gamma \nabla g(x_k) - f_k) - \partial_{\varepsilon_k} h(v_{k+1}) \tag{14}
\]

Thus, we have

\[
\frac{1}{\gamma} (x_k - v_{k+1} - f_k) - \nabla g(x_k) + \nabla g(v_{k+1}) \in \nabla g(v_{k+1}) + \partial_{\varepsilon_k} h(v_{k+1}) \tag{15}
\]

In addition, we have

\[
\left\| \frac{1}{\gamma} (x_k - v_{k+1} - f_k) - \nabla g(x_k) + \nabla g(v_{k+1}) \right\| \leq \left( \frac{1}{\gamma} + L \right) \|x_k - v_{k+1}\| + \frac{\sqrt{2\varepsilon_k}}{\gamma} \tag{16}
\]

Thus, we have

\[
\lim_{k \to \infty} \left\| \frac{1}{\gamma} (x_k - v_{k+1} - f_k) - \nabla g(x_k) + \nabla g(v_{k+1}) \right\| \leq \lim_{k \to \infty} \left( \left( \frac{1}{\gamma} + L \right) \|x_k - v_{k+1}\| + \frac{\sqrt{2\varepsilon_k}}{\gamma} \right) = 0 \tag{17}
\]
Based on (15) and (17), we have that
\[ 0 \in \lim_{k \to \infty} \nabla g(v_k) + \partial_{\varepsilon_k} h(v_k) \] (18)

Because \( \lim_{k \to \infty} \| v_{k+1} - x_k \|^2 = 0 \) as proved in (13), we have that
\[ 0 \in \lim_{k \to \infty} \nabla g(x_k) + \partial_{\varepsilon_k} h(x_k) \] (19)

This completes the proof.

4.1 IPG for nonconvex optimization

Based on (15), we similarly have
\[ \frac{1}{\gamma} (x_{k-1} - x_k - f_k) - \nabla g(x_{k-1}) + \nabla g(x_k) \in \nabla g(x_k) + \partial_{\varepsilon_k} h(x_k) \] (20)

for IPG. Further, similar with (16), we have
\[ \left\| \frac{1}{\gamma} (x_{k-1} - x_k - f_k) - \nabla g(x_{k-1}) + \nabla g(x_k) \right\| \leq \left( \frac{1}{\gamma} + L \right) \| x_k - x_{k-1} \| + \sqrt{\frac{2\varepsilon_k}{\gamma}} \] (21)

Thus, we have that
\[ \frac{1}{m} \sum_{k=1}^{m} \min_{d_k \in \partial_{\varepsilon_k} h(x_k)} \| \nabla g(x_k) + d_k \|^2 \leq \frac{1}{m} \sum_{k=1}^{m} \left( \left( \frac{1}{\gamma} + L \right) \| x_k - x_{k-1} \| + \sqrt{\frac{2\varepsilon_k}{\gamma}} \right) \] (22)

Based on (22), we use \( \frac{1}{m} \sum_{k=1}^{m} \| x_k - x_{k-1} \|^2 \) to analyze the convergence rate in the nonconvex setting.

**Theorem 4** For \( g(x) \) is nonconvex, and \( h(x) \) is convex or nonconvex, we have the following results for IPG:

1. If \( h(x) \) is convex, we have that
\[ \frac{1}{m} \sum_{k=1}^{m} \| x_k - x_{k-1} \|^2 \leq \frac{1}{m} \left( 2A_m + \sqrt{\frac{1}{\gamma - \frac{\gamma}{2}}} (f(x_0) - f(x^*)) + \sqrt{B_m} \right) \] (23)

where \( A_m = \frac{1}{2} \sum_{k=1}^{m} \frac{1}{\gamma - \frac{\gamma}{2}} \sqrt{\frac{2\varepsilon_k}{\gamma}} \) and \( B_m = \frac{1}{\gamma - \frac{\gamma}{2}} \sum_{k=1}^{m} \varepsilon_k \).

2. If \( h(x) \) is non-convex, we have that
\[ \frac{1}{m} \sum_{k=1}^{m} \| x_k - x_{k-1} \|^2 \leq \frac{1}{m} \left( \frac{1}{\gamma - \frac{\gamma}{2}} \left( f(x_0) - f(x^*) + \sum_{k=1}^{m} \varepsilon_k \right) \right) \] (24)
Proof We first give the proof for the case that \( h(x) \) is convex. Since \( x_k \in \text{Prox}_{\gamma g}(x_{k-1} - \gamma \nabla g(x_{k-1})) \), according to Lemma 2 in (Schmidt et al., 2011), there exists \( f_k \) such that \( \|f_k\| \leq \sqrt{2\gamma \varepsilon_k} \) and

\[
\frac{1}{\gamma} (x_{k-1} - x_k - \gamma \nabla g(x_{k-1}) - f_k) \in \partial_{\varepsilon_k} h(x_k)
\]

We have that

\[
f(x_k) = g(x_k) + h(x_k)
\]

\[
\leq g(x_{k-1}) + \langle \nabla g(x_{k-1}), x_k - x_{k-1} \rangle + \frac{L}{2} \|x_k - x_{k-1}\|^2 + h(x_{k-1}) - \left( \nabla g(x_{k-1}) + \frac{1}{\gamma} (x_k - x_{k-1} + f_i), x_k - x_{k-1} \right) + \varepsilon_k
\]

\[
= f(x_{k-1}) - \frac{1}{\gamma} \|x_k - x_{k-1}\|^2 + \frac{L}{2} \|x_k - x_{k-1}\|^2 - \left( \frac{1}{\gamma} f_i, x_k - x_{k-1} \right) + \varepsilon_k
\]

\[
\leq f(x_{k-1}) - \left( \frac{1}{\gamma} - \frac{L}{2} \right) \|x_k - x_{k-1}\|^2 + \sqrt{\frac{2\varepsilon_k}{\gamma}} \|x_k - x_{k-1}\| + \varepsilon_k
\]

where the first inequality uses (25), the convexity of \( h \) and (26). By summing the the inequality (26) over \( k = 1, \ldots, m \), we obtain

\[
f(x_m) \leq f(x_0) - \left( \frac{1}{\gamma} - \frac{L}{2} \right) \sum_{k=1}^m \|x_k - x_{k-1}\|^2 + \sum_{k=1}^m \frac{2\varepsilon_k}{\gamma} \|x_k - x_{k-1}\| + \sum_{k=1}^m \varepsilon_k
\]

According to (27), we have that

\[
\|x_m - x_{m-1}\|^2 \leq \frac{1}{\gamma - \frac{L}{2}} \left( f(x_0) - f(x_m) + \sum_{k=1}^m \varepsilon_k \right) + \sum_{k=1}^m \frac{1}{\gamma - \frac{L}{2}} \sqrt{\frac{2\varepsilon_k}{\gamma}} \|x_k - x_{k-1}\|
\]

According to Lemma 1 in (Schmidt et al., 2011), we have that

\[
\|x_m - x_{m-1}\|^2 \leq \frac{1}{2} \sum_{k=1}^m \lambda_k + \left( A + \left( \frac{1}{2} \sum_{k=1}^m \lambda_k \right)^2 \right)^{\frac{1}{2}}
\]

\[
= \frac{1}{2} \sum_{k=1}^m \frac{1}{\gamma - \frac{L}{2}} \sqrt{\frac{2\varepsilon_k}{\gamma}} + \left( \frac{1}{\gamma - \frac{L}{2}} \sum_{k=1}^m \varepsilon_k + \sum_{k=1}^m B_m + \left( \frac{1}{\gamma - \frac{L}{2}} \sum_{k=1}^m \frac{1}{2} \sum_{k=1}^m \frac{1}{\gamma - \frac{L}{2}} \sqrt{\frac{2\varepsilon_k}{\gamma}} \right)^{\frac{1}{2}} \right)^{\frac{1}{2}}
\]

\[
\leq A_m + \left( \frac{1}{\gamma - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m + A_m^2 \right)^{\frac{1}{2}}
\]
Because $A_k$ and $B_k$ are increasing sequences, $\forall k \leq m$, we have that

$$\|x_k - x_{k-1}\|$$

$$\leq A_m + \left( \frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m + A_m^2 \right)^{\frac{1}{2}}$$

$$\leq A_m + \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m + A_m}$$

$$\leq 2A_m + \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m}$$

According to (27) and (30), we have that

$$\sum_{k=1}^{m} \|x_k - x_{k-1}\|^2$$

$$\leq \frac{1}{\gamma} - \frac{L}{2} (f(x_0) - f(x_0)) + B_m + 2A_m \left( 2A_m + \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m} \right)$$

$$\leq \frac{1}{\gamma} - \frac{L}{2} (f(x_0) - f(x^*)) + 2\sqrt{B_m} \left( \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m} \right)$$

$$+ 2A_m \left( 2A_m + \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m} \right)$$

$$= \left( 2A_m + \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m} \right)^2$$

Based on (31), we have that

$$\frac{1}{m} \sum_{k=1}^{m} \|x_k - x_{k-1}\|^2 \leq \frac{1}{m} \left( 2A_m + \sqrt{\frac{1}{\frac{1}{\gamma} - \frac{L}{2}} (f(x_0) - f(x^*)) + B_m} \right)^2$$

This completes the conclusion for the case that $h(x)$ is convex.

Next, we give the the proof for the case that $h(x)$ is non-convex. According to line 3 in Algorithm 1 and (7), we have that

$$\langle \nabla g(x_k), x_k - x_{k-1} \rangle + \frac{1}{2\gamma} \|x_k - x_{k-1}\|^2 + h(x_k) \leq h(x_{k-1}) + \varepsilon_k$$

Thus, we have that

$$f(x_k) = g(x_k) + h(x_k)$$
\[ g(x_{k-1}) + \langle \nabla g(x_{k-1}), x_k - x_{k-1} \rangle + \frac{L}{2} \| x_k - x_{k-1} \|^2 \\
+ h(x_{k-1}) - \langle \nabla g(x_{k-1}), x_k - x_{k-1} \rangle - \frac{1}{2\gamma} \| x_k - x_{k-1} \|^2 + \varepsilon_k \\
= f(x_{k-1}) - \left( \frac{1}{2\gamma} - \frac{L}{2} \right) \| x_k - x_{k-1} \|^2 + \varepsilon_k \]

By summing the inequality (34) over \( k = 1, \ldots, m \), we obtain

\[ f(x_m) \leq f(x_0) - \left( \frac{1}{2\gamma} - \frac{L}{2} \right) \sum_{k=1}^{m} \| x_k - x_{k-1} \|^2 + \sum_{k=1}^{m} \varepsilon_k \quad (35) \]

Based on (35), we have that

\[ \frac{1}{m} \sum_{k=1}^{m} \| x_k - x_{k-1} \|^2 \leq \frac{1}{m \left( \frac{1}{2\gamma} - \frac{L}{2} \right)} \left( f(x_0) - f(x^*) + \sum_{k=1}^{m} \varepsilon_k \right) \quad (36) \]

This completes the proof.

**Remark 5** Theorem 4 implies that IPG has the convergence rate \( O\left( \frac{1}{T} \right) \) for the non-convex optimization without errors. If \( \left\{ \sqrt{\varepsilon_k} \right\} \) is summable and \( h(x) \) is convex, we can also have that IPG has the convergence rate \( O\left( \frac{1}{T} \right) \) for the non-convex optimization. If \( \left\{ \varepsilon_k \right\} \) is summable and \( h(x) \) is non-convex, we can also have that IPG has the convergence rate \( O\left( \frac{1}{T} \right) \) for the non-convex optimization.

### 4.2 AIPG

In this section, we prove that the convergence rates for AIPG in the non-convex optimization (Theorem 7). In addition, we prove the convergence rate \( O\left( \frac{1}{T^2} \right) \) for the convex optimization (Theorem 8) when the errors decrease at an appropriate rate.

#### 4.2.1 Nonconvex Optimization

To prove the convergence rate of AIPG for nonconvex optimization, we first give Lemma 6. Lemma 6 is an \( \varepsilon \) approximate version of uniformized KL property which can be proved similarly with the analysis of Lemma 6 in [Bolte et al., 2014]. Based on Lemma 6, we prove the convergence rate of AIPG for non-convex optimization (Theorem 7).

**Lemma 6** Let \( \Omega \) be a compact set and let \( f(x) : \mathbb{R}^N \to (-\infty, +\infty] \) be a proper and lower semicontinuous function. Assume that \( f(x) \) is constant on \( \Omega \) and satisfies the \( \varepsilon \)-KL property at each point of \( \Omega \). Then there exists \( \varepsilon > 0 \), \( \eta > 0 \) and \( \varphi \in \Phi_\eta \), such that for all \( \bar{u} \in \Omega \) and all \( u \) in the following intersection

\[ \{ u \in \mathbb{R}^N : \text{dist}(u, \Omega) < \varepsilon \} \cap \{ u \in \mathbb{R}^N : f(\bar{u}) < f(u) < f(\bar{u}) + \eta \} \quad (37) \]

the following inequality holds

\[ \varphi'(f(u) - f(\bar{u})) \text{dist}(0, \nabla g(u) + \partial_x h(u)) \geq 1 \quad (38) \]
Theorem 7 Assume that \( g \) is a nonconvex function with Lipschitz continuous gradients, \( h \) is a proper and lower semicontinuous function. If the function \( f \) satisfies the \( \varepsilon \)-KL property, \( \varepsilon_k = \alpha \|v_{k+1} - x_k\|^2 \), \( \alpha \geq 0 \), \( \frac{1}{2\gamma} - \frac{L}{2} - \alpha \geq 0 \) and the desingularising function has the form \( \varphi(t) = \frac{C}{t^\theta} \) for some \( C > 0 \), \( \theta \in (0,1) \), then

1. If \( \theta = 1 \), there exists \( k_1 \) such that \( f(x_k) = f^* \) for all \( k > k_1 \) and AIPG terminates in a finite number of steps, where \( \lim_{k \to \infty} f(x_k) = f^* \).

2. If \( \theta \in [\frac{1}{2},1) \), there exists \( k_2 \) such that for all \( k > k_2 \)

\[
\begin{align*}
    f(x_k) - \lim_{k \to \infty} f(x_k) &\leq \left( \frac{d_1 C^2}{1 + d_1 C^2} \right)^{k-k_2} (f(v_k) - f^*) \\
    \text{where } d_1 &= \left( \frac{\frac{1}{2\gamma} + \frac{\sqrt{2\gamma}}{2} - \alpha}{\frac{1}{2\gamma} - \frac{L}{2} - \alpha} \right)^2.
\end{align*}
\]

3. If \( \theta \in (0,\frac{1}{2}) \), there exists \( k_3 \) such that for all \( k > k_3 \)

\[
\begin{align*}
    f(x_k) - \lim_{k \to \infty} f(x_k) &\leq \left( \frac{C}{(k-k_3) d_2 (1-2\theta)} \right)^{\frac{1}{1-2\theta}} \\
    \text{where } d_2 &= \min \left\{ \frac{1}{2d_1 C}, \frac{C}{1-2\theta} \left( \frac{2\theta^2}{2\theta} - 1 \right) (f(v_0) - f^*)^{2\theta-1} \right\}.
\end{align*}
\]

Proof We first give the upper bounds for \( \|v_{k+1} - x_k\|^2 \) and \( \text{dist}(0, \nabla g(v_{k+1}) + \partial \varepsilon_k h(v_{k+1})) \) respectively. From (26) and \( f(x_k) \leq f(v_k) \), we have that

\[
\begin{align*}
    f(v_{k+1}) &\leq f(v_k) - \left( \frac{1}{2\gamma} - \frac{L}{2} \right) \|v_{k+1} - x_k\|^2 + \varepsilon_k \\
    &= f(v_k) - \left( \frac{1}{2\gamma} - \frac{L}{2} - \alpha \right) \|v_{k+1} - x_k\|^2.
\end{align*}
\]

Thus, we have that \( f(v_{k+1}) \leq f(v_k) \) and

\[
\|v_{k+1} - x_k\|^2 \leq \frac{f(v_k) - f(v_{k+1})}{\frac{1}{2\gamma} - \frac{L}{2} - \alpha}
\]

From (33), we have that

\[
\begin{align*}
    \text{dist}(0, \nabla g(v_{k+1}) + \partial \varepsilon_k h(v_{k+1})) &\leq \left( \frac{1}{\gamma} + L \right) \|x_k - v_{k+1}\| + \sqrt{\frac{2\varepsilon_k}{\gamma}} \leq \left( \frac{1}{\gamma} + L + \sqrt{\frac{2\alpha}{\gamma}} \right) \|x_k - v_{k+1}\|
\end{align*}
\]

According to (33), we known \( \{x_k\} \) and \( \{v_k\} \) convergence to the same points. Let \( \Omega \) be the set that contains all the convergence points of \( \{x_k\} \) (also \( \{v_k\} \)). Because \( f(v_{k+1}) \leq f(v_k) \), \( \{f(v_k)\} \) is a monotonically decreasing sequence. Thus, \( f(v_k) \) has the same value at all the convergence points in \( \Omega \), which is denoted as \( f^* \).
Because \( \{f(v_k)\} \) is a monotonically decreasing sequence, there exists \( \hat{k}_1 \) such that \( f(v_k) \leq f^* + \eta, \forall k > \hat{k}_1 \). On the other hand, because \( \lim_{k \to \infty} \text{dis}(v_k, \Omega) = 0 \), there exists \( \hat{k}_2 \) such that \( \text{dis}(v_k, \Omega) < \epsilon, \forall k > \hat{k}_2 \). Let \( k > k_0 = \max\{\hat{k}_1, \hat{k}_2\} \), we have

\[
v_k \in \{v : \text{dist}(v, \Omega) < \epsilon\} \cap \{v : f^* < f(v) < f^* + \eta\}
\]  

(44)

From Lemma 6 there exists a concave function \( \varphi \) such that

\[
\varphi'(f(v_k) - f^*)\text{dist}(0, \nabla g(v_k) + \partial_z h(v_k)) \geq 1
\]

(45)

Define \( r_k = f(v_k) - f^* \). According to (42), (43) and (45), we have that

\[
1 \leq (\varphi'(r_k))^2 \frac{1}{\gamma} + L + \sqrt{\frac{2\alpha}{\gamma}} \|x_{k-1} - v_k\|^2
\]

\[
\leq (\varphi'(r_k))^2 \frac{1}{\gamma} + L + \sqrt{\frac{2\alpha}{\gamma}} \frac{f(v_{k-1}) - f(v_k)}{\frac{1}{2\gamma} - \frac{1}{2} - \alpha}
\]

\[
= d_1 (\varphi'(r_k))^2 (r_{k-1} - r_k)
\]

for all \( k > k_0 \), where \( d_1 = \frac{4 + L + \sqrt{8\alpha}}{2 \gamma - \frac{1}{2} - \alpha} \). Because \( \varphi \) has the form of \( \varphi(t) = \frac{C}{t^{\theta - 1}} \), we have \( \varphi'(t) = Ct^{\theta - 2} \). Thus, according to (46), we have that

\[
1 \leq d_1 C^2 t^{2\theta - 2} (r_{k-1} - r_k)
\]

(47)

Next, we consider the three cases, i.e., \( \theta = 1, \theta \in \left[\frac{1}{2}, 1\right) \) and \( \theta \in (0, \frac{1}{2}) \), which are also considered in (Li and Lin, 2015). Same with the analysis of Theorem 3 in (Li and Lin, 2015), we can have the conclusions in Theorem 7. This completes the proof.

4.2.2 Convex optimization

In this section, we prove the convergence rate \( O(1/t^\theta) \) for the convex optimization (Theorem 8) when the errors decrease at an appropriate rate.

**Theorem 8** Assume that \( f \) is convex. For AIPG, we have that

\[
f(x_{k+1}) - f(x^*) \leq \frac{2L}{(m+1)^2} \left( \|x_0 - x^*\| + 2A_m + \sqrt{B_m} \right)^2
\]

(48)

where \( A_m = \frac{1}{2} \sum_{k=1}^{m} 2\gamma t_k \sqrt{2\frac{\alpha}{\gamma} \varepsilon_k} \), \( B_m = 2\gamma \sum_{k=1}^{m} t_k^2 \varepsilon_k \).

**Proof** We have that

\[
f(z_{k+1}) = g(z_{k+1}) + h(z_{k+1})
\]

(49)

\[
\leq g(y_k) + \langle \nabla g(y_k), z_{k+1} - y_k \rangle + \frac{L}{2} \| z_{k+1} - y_k \|^2 + h(z_{k+1})
\]
\[
\begin{aligned}
\quad & = g(y_k) + \langle \nabla g(y_k), x - y_k \rangle + \langle \nabla g(y_k), z_{k+1} - x \rangle + \frac{L}{2} \| z_{k+1} - y_k \|^2 + h(z_{k+1}) \\
\leq & g(x) + \langle \nabla g(y_k), z_{k+1} - x \rangle + \frac{L}{2} \| z_{k+1} - y_k \|^2 + h(z_{k+1}) \\
\leq & g(x) + \langle \nabla g(y_k), z_{k+1} - x \rangle + \frac{L}{2} \| z_{k+1} - y_k \|^2 \\
& + h(x) - \left( \nabla g(y_k) + \frac{1}{\gamma} (z_{k+1} - y_k + f_k), z_{k+1} - x \right) + \varepsilon_k \\
= & f(x) + \frac{L}{2} \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (z_{k+1} - y_k), z_{k+1} - y_k + y_k - x \right) + \left( \frac{1}{\gamma} f_k, x - z_{k+1} \right) + \varepsilon_k \\
= & f(x) - \left( \frac{1}{\gamma} - \frac{L}{2} \right) \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (z_{k+1} - y_k), y_k - x \right) + \left( \frac{1}{\gamma} f_k, x - z_{k+1} \right) + \varepsilon_k \\
\leq & f(x) - \frac{1}{2\gamma} \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (z_{k+1} - y_k), y_k - x \right) + \left( \frac{1}{\gamma} f_k, x - z_{k+1} \right) + \varepsilon_k \\
\end{aligned}
\]

where the first inequality uses [11], the second inequality uses the convexity of \( g(x) \), the third inequality uses the convexity of \( h(x) \) and [25], the final inequality uses \( \gamma < \frac{1}{L} \). Let \( x = x_k \) and \( x^* \), we have

\[
\begin{aligned}
\quad & f(z_{k+1}) - f(x_k) \leq -\frac{1}{2\gamma} \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (z_{k+1} - y_k), y_k - x_k \right) + \left( \frac{1}{\gamma} f_k, x - z_{k+1} \right) + \varepsilon_k (50) \\
\quad & f(z_{k+1}) - f(x^*) \leq -\frac{1}{2\gamma} \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (z_{k+1} - y_k), y_k - x^* \right) + \left( \frac{1}{\gamma} f_k, x^* - z_{k+1} \right) + \varepsilon_k (51)
\end{aligned}
\]

Multiplying \( (50) \) by \( t_k - 1 \) and adding \( (51) \), we have

\[
\begin{aligned}
& t_k f(z_{k+1}) - (t_k - 1) f(x_k) - f(x^*) \\
\leq & -\frac{t_k}{2\gamma} \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (\varepsilon_{k+1} - y_k), (t_k - 1) (y_k - x_k) + y_k - x^* \right) \\
& + \left\langle \frac{1}{\gamma} f_k, (t_k - 1) (x_k - z_{k+1}) + x^* - z_{k+1} \right\rangle + t_k \varepsilon_k (52)
\end{aligned}
\]

Thus, we have

\[
\begin{aligned}
& t_k (f(z_{k+1}) - f(x^*)) - (t_k - 1) (f(x_k) - f(x^*)) \\
\leq & -\frac{t_k}{2\gamma} \| z_{k+1} - y_k \|^2 - \left( \frac{1}{\gamma} (z_{k+1} - y_k), (t_k - 1) (y_k - x_k) + y_k - x^* \right) \\
& + \left\langle \frac{1}{\gamma} f_k, (t_k - 1) (x_k - z_{k+1}) + x^* - z_{k+1} \right\rangle + t_k \varepsilon_k (53)
\end{aligned}
\]

Multiplying both sides of \( (53) \) by \( t_k \) and using \( t_k^2 - t_k = (t_k - 1)^2 \) in Algorithm \( 2 \) we have that

\[
\begin{aligned}
& t_k^2 (f(z_{k+1}) - f(x^*)) - t_k^2 (f(x_k) - f(x^*)) \\
\leq & -\frac{t_k^2}{2\gamma} \| z_{k+1} - y_k \|^2 - \left( t_k \frac{1}{\gamma} (z_{k+1} - y_k), (t_k - 1) (y_k - x_k) + y_k - x^* \right) (54)
\end{aligned}
\]
Combining (57) and (58), we have

\[ f_k \leq f_{k+1} = \frac{1}{\gamma} f_k, (t_k - 1) (x_k - z_{k+1}) + x^* - z_{k+1} + t_k^2 \varepsilon_k \]

\[ = -\frac{t^2}{2\gamma} \|z_{k+1} - y_k\|^2 - \left\langle t_k \frac{1}{\gamma} (z_{k+1} - y_k), t_k y_k - (t_k - 1) x_k - x^* \right\rangle + \left\langle t_k \frac{1}{\gamma} f_k, (t_k - 1) x_k - t_k z_{k+1} + x^* \right\rangle + t_k^2 \varepsilon_k \]

\[ = \frac{1}{2\gamma} \left( \| t_k - 1 \| x_k - t_k y_k + x^* \|^2 - \| (t_k - 1) x_k - t_k z_{k+1} + x^* \|^2 \right) \]

\[ + \left\langle t_k \frac{1}{\gamma} f_k, (t_k - 1) x_k - t_k z_{k+1} + x^* \right\rangle + t_k^2 \varepsilon_k \]

Define \( U_{k+1} = t_k z_{k+1} - (t_k - 1) x_k - x^* \). Because \( y_k = x_k + \frac{t_k - 1}{t_k} (z_k - x_k) + \frac{t_{k-1} - 1}{t_k} (x_k - x_{k-1}) \), we have that

\[ z_k = \frac{t_k}{t_k - 1} y_k + 1 - \frac{t_k}{t_k - 1} x_k + \frac{t_k - 1}{t_k - 1} x_{k-1} \quad (55) \]

Thus, we have that \( U_k = t_k z_k - (t_k - 1) x_{k-1} - x^* = t_k y_k - (t_k - 1) x_k - x^* \). Substitute \( U_{k+1} \) and \( U_k \) into (54), we have that

\[ t_k^2 \left( f(z_{k+1}) - f(x^*) \right) - t_{k-1}^2 \left( f(x_k) - f(x^*) \right) \]

\[ \leq \frac{1}{2\gamma} \left( \| U_k \|^2 - \| U_{k+1} \|^2 \right) - \left\langle t_k \frac{1}{\gamma} f_k, U_{k+1} \right\rangle + t_k^2 \varepsilon_k \]

If \( f(z_{k+1}) \leq f(v_{k+1}) \), we have \( x_{k+1} = z_{k+1} \). Thus,

\[ t_k^2 \left( f(x_{k+1}) - f(x^*) \right) - t_{k-1}^2 \left( f(x_k) - f(x^*) \right) \leq \frac{1}{2\gamma} \left( \| U_k \|^2 - \| U_{k+1} \|^2 \right) - \left\langle t_k \frac{1}{\gamma} f_k, U_{k+1} \right\rangle + t_k^2 \varepsilon_k \]

If \( f(z_{k+1}) > f(v_{k+1}) \), we have \( x_{k+1} = v_{k+1} \). Thus,

\[ t_k^2 \left( f(x_{k+1}) - f(x^*) \right) - t_{k-1}^2 \left( f(x_k) - f(x^*) \right) \leq \frac{1}{2\gamma} \left( \| U_k \|^2 - \| U_{k+1} \|^2 \right) - \left\langle t_k \frac{1}{\gamma} f_k, U_{k+1} \right\rangle + t_k^2 \varepsilon_k \]

Combining (57) and (58), we have

\[ t_k^2 \left( f(x_{k+1}) - f(x^*) \right) - t_{k-1}^2 \left( f(x_k) - f(x^*) \right) \leq \frac{1}{2\gamma} \left( \| U_k \|^2 - \| U_{k+1} \|^2 \right) - \left\langle t_k \frac{1}{\gamma} f_k, U_{k+1} \right\rangle + t_k^2 \varepsilon_k \]

\[ \leq \frac{1}{2\gamma} \left( \| U_k \|^2 - \| U_{k+1} \|^2 \right) + \frac{t_k}{\gamma} \varepsilon_k \| U_{k+1} \| + t_k^2 \varepsilon_k \]
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According to Lemma 1 in (Schmidt et al., 2011), we have that
\[ t_m^2 (f(x_{k+1}) - f(x^*)) = t_m^2 (f(x_{k+1}) - f(x^*)) - t_0^2 (f(x_1) - f(x^*)) \leq \frac{1}{2\gamma} \left( \|U_1\|^2 - \|U_{m+1}\|^2 \right) + \sum_{k=1}^{m} t_k \sqrt{\frac{2\gamma}{2m}} \|U_{k+1}\| + \sum_{k=1}^{m} t_k^2 \varepsilon_k \]

According to (60) and (63), we have that
\[ \|U_{m+1}\|^2 \leq \|U_1\|^2 + 2\gamma \sum_{k=1}^{m} t_k \varepsilon_k + \sum_{k=1}^{m} 2\gamma t_k \sqrt{\frac{2\gamma}{2m}} \|U_{k+1}\| \] (61)

According to Lemma 1 in (Schmidt et al., 2011), we have that
\[ \|U_{m+1}\| \leq \frac{1}{2} \sum_{k=1}^{m} \lambda_k + \left( A + \left( \frac{1}{2} \sum_{k=1}^{m} \lambda_k \right)^2 \right)^{\frac{1}{2}} \]

\[ = \frac{1}{2} \sum_{k=1}^{m} 2\gamma t_k \sqrt{\frac{2\gamma}{2m}} \varepsilon_k + \left( \|U_1\|^2 + 2\gamma \sum_{k=1}^{m} t_k^2 \varepsilon_k + \left( \sum_{k=1}^{m} 2\gamma t_k \sqrt{\frac{2\gamma}{2m}} \|U_{k+1}\| \right) \right)^{\frac{1}{2}} \]

\[ \leq A_m + \left( \|U_1\|^2 + B_m + A_m^2 \right)^{\frac{1}{2}} \]

Because \( A_k \) and \( B_k \) are increasing sequences, \( \forall k \leq m \), we have that
\[ \|U_k\| \leq A_m + \left( \|U_1\|^2 + B_m + A_m^2 \right)^{\frac{1}{2}} \leq A_m + \|U_1\| + \sqrt{B_m} + A_m \] (63)

According to (60) and (63), we have that
\[ t_m^2 (f(x_{k+1}) - f(x^*)) \leq \frac{1}{2\gamma} \left( \|U_1\|^2 - \|U_{m+1}\|^2 \right) + \sum_{k=1}^{m} t_k^2 \varepsilon_k + \sum_{k=1}^{m} t_k \sqrt{\frac{2\gamma}{2m}} \|U_{k+1}\| \]

\[ \leq \frac{1}{2\gamma} \|U_1\|^2 + \frac{1}{2\gamma} B_m + \frac{1}{\gamma} A_m \left( 2A_m + \|U_1\| + \sqrt{B_m} \right) \]

\[ \leq \frac{1}{2\gamma} \left( 2A_m + \|U_1\| + \sqrt{B_m} \right)^2 \]

Because \( t_{k+1} = \frac{\sqrt{4t_k^2 + 1} + 1}{2} \), it is easy to verify that \( t_k \geq k^{\frac{1}{2}} \). Thus, we have
\[ f(x_{k+1}) - f(x^*) \leq \frac{2L}{(m+1)^2} \left( \|x_0 - x^*\|^2 + 2A_m + \sqrt{B_m} \right)^2 \] (65)
This completes the proof.

5. Conclusion

In a lot of problems the proximal operator does not have an analytic solution, or is expensive to obtain an exact solution. In this paper, we propose inexact proximal gradient methods (not only a basic inexact proximal gradient method (IPG), but also a Nesterov’s accelerated inexact proximal gradient method (AIPG)) for non-convex and non-smooth optimization, which tolerate an error in the calculation of the proximal operator. Theoretical analysis shows that IPG and AIPG have the same convergence rates as in the error-free case, provided that the errors decrease at appropriate rates.
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