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ABSTRACT

Future generations of radio interferometers targeting the 21 cm with $N \gg 1000$ antennas could face a significant computational challenge in building correlators with the traditional architecture, whose computational resource requirement scales as $O(N^2)$ with array size. The fundamental output of such correlators are the cross-correlation products of all antenna pairs in the array. The FFT-correlator architecture reduces the computational resources scaling to $O(N \log_2 N)$ by computing cross-correlation products through a spatial Fourier transform. However, the output of the FFT-correlator is meaningful only when the input antenna voltages are gain- and phase-calibrated. Traditionally, interferometric calibration has used the $O(N^2)$ cross-correlations produced by a standard correlator. This paper proposes calibration schemes for a real-time calibrator that could work in parallel with an FFT-correlator as a self-contained $O(N \log_2 N)$ correlator system that can be scaled to large-N redundant arrays. We discuss two calibration schemes that be employed by this calibrator, and compare their performance and scalability. We find that both the calibration schemes presented in this paper result in gain variance that decreases as $1/\log_2(N)$ with increase in the size of the array.
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1 INTRODUCTION

Traditional correlator architectures that have been used for most radio interferometers from the Very Large Array (VLA; Thompson et al. 1980) to the Atacama Large Millimeter Array (ALMA; Escoffier et al. (2007)), require computational resources that scale as $O(N^2)$ with the number of antennas. More recently, there has been a renewed interest in correlator architectures which require computational resources that scale less steeply with array size, for low-frequency radio astronomy applications that require a large collecting area. The Hydrogen Epoch of Reionization Array (HERA; DeBoer et al. 2017), the Canadian Hydrogen Intensity Mapping Experiment (CHIME; Bandura et al. 2014; Newburgh et al. 2014), the Murchison Widefield Array (MWA; Tingay et al. 2013), LOw Frequency ARray (LOFAR; van Haarlem et al. 2013) and MITEoR (Zheng et al. 2014) are all built with relatively cheap antennas that can scale to large-N arrays. At the low radio frequencies that these telescopes operate at, the signal chain can also be relatively inexpensive because cryogenic cooling of receivers is not essential. Receivers are sky-noise dominated at low radio frequencies (Ellingson et al. 2005), decreasing the need to lower thermal-noise. If the correlator architecture can also scale up to large-N arrays, it will be more cost-efficient to build the collecting area required through numerous small antennas.

In a traditional correlator architecture, the signal from every antenna is cross-correlated with the signal from every other antenna in the array. The product of individual cross-correlations are called visibilities and the set of visibilities from different baselines in the array is called the visibility matrix. Panel (a) of Figure 1 shows the architecture of a traditional FX-correlator. The first stage performs a spectral Fourier transform, computing a spectrum of the time-varying voltage signal from antennas. The second stage computes the cross-correlation of all antenna pairs producing a time-integrated visibility matrix. The computational resources required to generate the visibility matrix and, to store and process the output data products scale as $O(N^2)$ with the number of antennas in the array. For large-N arrays, this cost can dominate the entire cost of the array and
has been one of the limiting factors for interferometers built in the previous decade.

For interferometers with antennas on a regular grid, Daishido et al. (1991); Tegmark & Zaldarriaga (2009, 2010) have proposed FFT-correlators or FFT imagers as a potential solution to this steep scaling in cost- and computational-resources. Instead of cross-correlating antenna pairs, an FFT-correlator produces visibilities through a spatial Fourier transform. If the visibilities of redundant baselines, produced by an FX-correlator, can be averaged these two methods are equivalent by the convolution theorem (see Tegmark & Zaldarriaga 2009, 2010). By the nature of the Fast Fourier transform algorithm (Cooley & Tukey 1965) FFT-correlators only scale as $O(N \log_2 N)$, decreasing the number of computations performed in the correlator.

An important difference between FX-correlators and FFT-correlators is that the spatial Fourier transform averages redundant visibilities. Antenna gain- and phase-calibration, prior to the spatial Fourier transform, is essential to avoid signal-loss from averaging dissimilar redundant visibilities. In principle, two antenna-pairs that are separated by the same distance and have the same orientation, measure the same visibility and are said to be redundant visibilities. However, in practice, redundant visibilities are different due to differences in the signal chain, structure of the dish, varying cable-lengths etc. If antenna voltages are not calibrated prior to the spatial Fourier transform step in FFT-correlators, dissimilar redundant visibilities are averaged, making post-processing correction impossible as well.

An FFT-correlator that implements the design proposed by Tegmark & Zaldarriaga (2009), is the one built by Foster et al. (2014) on the BEST-2 array at Medicina, Italy. They demonstrated that the visibilities produced by the FFT-correlator and the redundant-averaged visibilities of an FX-correlator are similar when all the antennas are calibrated before the spatial Fourier transform. However, they used a traditional FX-correlator working in parallel to generate all the visibilities required for point-source calibration. This is not a scalable solution for calibrating large-N arrays since building an FX-correlator may not be viable.

A more generic alternative to the FFT-correlator, discussed by Thyagarajan et al. (2017), is a direct-imaging correlator called the E-field Parallel Imaging Correlator (EPIC) that has now been deployed on the LWA (Kent et al. 2019). It works like a Modular Optimal Frequency Fourier (MOFF; Morales 2011) correlator, where antenna voltages are gridded before a spatial Fourier transform produces an electric-field image. Unlike the FFT-Correlator, EPIC can also be implemented on non-redundant arrays, including arrays where the antenna beams are non-identical. For highly redundant arrays with identical antenna beams, EPIC becomes equivalent to the FFT-correlator. Beardsley et al. (2017) propose an iterative sky-based calibration algorithm, EPICal, for such a correlator that does not require generating real-time visibility products and scales as $O(N)$. However, EPICal requires prior knowledge of antenna beams which can be difficult to model or measure in situ at low radio frequencies. Moreover, the lack of accurate diffuse-sky models that also account for polarisation at these frequencies could make it harder to decouple the sky-signal from beam models. In this paper, we choose to discuss only redundant array layouts where the redundancy can be exploited for calibration.

Liu & Shaw (2019, § 9) summarise calibration methods that can be applied to redundant arrays. An ideal calibration scheme for FFT-correlators, must be capable of minimising the scatter in redundant visibilities because any residual scatter will become additional noise on the visibility returned by the correlator. Additionally, the calibration scheme must produce an output that can be applied to antenna voltages. Redundant-baseline calibration (Wieringa 1992; Liu et al. 2010; Noorishad et al. 2012; Martí & Chengalur 2014), that has been used to calibrate the Donald C. Backer Precision Array for Probing the Epoch of Reionization (PAPER; Parsons et al. 2010; Ali et al. 2015; Koliopanis et al. 2019), LOFAR (Noorishad et al. 2012), MITeOR (Zheng et al. 2014, 2017) and HERA (Dillon et al. 2020), results in complex antenna gains that can be applied to antenna voltages. The multiplicative antenna gains are computed by solving a system of equations that minimise the scatter in calibrated redundant visibilities.

A known caveat of redundant-baseline calibration is that it can only yield relative antenna gains (Liu et al. 2010; Dillon et al. 2018) i.e., the equations can constrain the ratio of antenna gains but cannot determine their actual value. The system of equations has a null space with four degenerate parameters including the absolute amplitude and the phase of antenna gains. However, this is not a problem for calibrating voltages for the purpose of FFT-correlation since it requires only relative calibration of antennas so that visibilities of redundant baselines can be averaged coherently. Absolute calibration to determine the degenerate parameters can still be performed offline with the visibilities generated by the FFT-correlator.

Applications of redundant-baseline calibration, so far, had the full visibility matrix available for constructing the system of equations for calibration. However, redundant-baseline calibration does not inherently require all $N(N−1)/2$ visibilities measured at high signal-to-noise ratio (SNR). This paper explores two redundant-baseline calibration schemes that can use $O(N \log_2 N)$ visibility computations for calibration and are henceforth referred to as reduced redundant-baseline calibration schemes.

The FFT-correlator architecture assumed in this paper is similar to the one proposed in Zheng et al. (2014). This is shown in Panel (b) of Figure 1. The first stage, computing a spectrum of antenna voltages, is similar to the FX-correlator architecture. The yellow boxed region shows the FFT-correlation where a spatial Fourier transform on calibrated voltages results in the time-integrated unique visibilities of the array. Notice that the FFT-correlator does not produce the full visibility matrix; the redundant baselines are averaged by the spatial Fourier transform.

The blue boxed region in Figure 1 shows the calibrator, which is the main focus of this paper. It performs two functions: (a) cross-correlate the baselines required for calibration in a manner similar to the second stage of an FX-correlator and (b) compute antenna gains by applying one of the two reduced redundant-calibration schemes on this set of visibilities. The computation- and resource-intensive stage of the calibrator is the first step of cross-correlating antenna pairs. The number of baselines that need to be cross-correlated in a given integration cycle determines the
computational resources required by this stage of the calibrator. The reduced redundant-baseline calibration scheme employed by the calibrator dictates the set of visibilities that need to be cross-correlated and hence determines the size of the calibrator. Both the calibration schemes discussed in this paper can be applied to $O(N \log_2 N)$ visibility computations, keeping the size of the calibrator comparable to the size of the FFT-correlator.

In the first reduced redundant-baseline calibration scheme, low-cadence calibration, the calibrator computes the visibilities of all baselines in the array by cycling through baseline pairs. As an extreme example, imagine that only a pair of antennas are cross-correlated at a given time and the correlator cycles through all antenna-pairs until the full visibility matrix is obtained. This visibility matrix is then used for redundant-baseline calibration. Since the complete set of visibilities might only be available at a lower time cadence for redundant-baseline calibration, this calibration technique is called low-cadence calibration.

The second reduced redundant-baseline calibration scheme, subset redundant calibration\(^1\), is a generalisation of hierarchical redundant-baseline calibration described by Zheng et al. (2014) (see Appendix A). In subset redundant calibration, the calibrator computes the visibilities of only a limited set of antenna pairs and uses these for redundant-baseline calibration. For example, in highly redundant arrays the shortest baselines involve all the antennas in the array. Hence, it is often possible to compute all the antenna gains by performing redundant-baseline calibration on just the shortest baselines. Since only a subset of the complete visibility matrix is generated for the purpose of calibration, this technique is called subset redundant calibration.

In the rest of this paper we attempt to show that the gains estimated using either low-cadence calibration or subset redundant calibration, are capable of minimising the scatter in the visibilities of redundant baselines. We lay out metrics for comparing the two reduced redundant-baseline calibration schemes and assessing their scalability to large-$N$ arrays. Ultimately, we attempt to show that the calibrator design proposed here makes self-contained $O(N \log_2 N)$ correlators conceivable for future generation large-$N$ arrays.

The layout of the rest of the paper is as follows: Section 2 quantifies the parameters that are important for understanding the performance of either reduced redundant-baseline calibration method in our simulations (Section 3). Sections 4 and 5 examine low-cadence calibration and subset redundant calibration, respectively, and discuss the limits within which they result in convergent gain solutions. Section 6 compares the performance of both methods for arrays of various sizes and discusses the limitations and advantages of employing either method for calibrating large-$N$ arrays. Section 7 presents the conclusions of this paper.

---

\(^1\) Shortened from subset redundant-baseline calibration
2 METRICS TO EVALUATE REDUCED REDUNDANT-BASELINE CALIBRATION

Redundant-baseline calibration computes per-antenna complex gains by minimising the scatter in the visibilities of redundant baselines, which makes it a suitable calibration scheme for FFT-correlators. It relies on the fact that pairs of antennas with the same beam patterns, spaced at equal distances, measure the same visibility. If \( V_{ij} \) is the visibility product of two antennas spaced a distance \( d \) apart in the East-West direction, then the visibility measured by two different antennas, \( V_{km} \), is the same as \( V_{ij} \) if they are also spaced a distance \( d \) apart in the same direction. In practice, this is often not true because of variations in amplifier gain, timing differences originating in the correlator, cable delays etc., that need to be calibrated. By comparing visibilities that are theoretically identical, it is possible to infer the calibration parameters for the antennas involved.

In the case of highly redundant arrays such as HERA, PAPER, CHIME, and the MWA Phase-II hexes, there are many more visibility measurements than unique baselines. This allows one to build a system of equations, which can be solved to estimate all the antenna calibration parameters. For the array layout shown in Figure 2, the system of equations can be constructed as2:

\[
\begin{align*}
V_{01}^{\text{meas}} &= g_{01}^* V_{01}^{\text{true}} + n_{01} \\
V_{12}^{\text{meas}} &= g_{12}^* V_{12}^{\text{true}} + n_{12} \\
&\vdots \\
V_{04}^{\text{meas}} &= g_{04}^* V_{04}^{\text{true}} + n_{04} \\
&\vdots \\
V_{05}^{\text{meas}} &= g_{05}^* V_{05}^{\text{true}} + n_{05} \\
&\vdots \\
V_{02}^{\text{meas}} &= g_{02}^* V_{02}^{\text{true}} + n_{02} \\
&\vdots \\
\end{align*}
\]

where \( V_{ij}^{\text{true}} \) is the unknown, model true visibility of all the baselines with a displacement vector \( \mathbf{d}_a \), \( V_{ij}^{\text{true}} \) is the unknown model true visibility of baselines with displacement vector \( \mathbf{d}_b \) and so on. Baselines with the same displacement vector are said to be of the same baseline-type. \( V_{ij}^{\text{meas}} \) is the visibility measured by the pair of antennas \((i,j)\) in the field, and \( n_{ij} \) is the noise in that measurement. The per-antenna, complex gains denoted by \( g_i \) represent the calibration parameters of the antennas involved in measuring this visibility.

The redundant-baseline calibration process estimates the gains and model true visibilities that best describe the measured visibilities. When the full visibility matrix \( V^{\text{full}} \) is used for the set of measured visibilities \( V^{\text{meas}}_{ij} \), the \( V^{\text{true}}_{ij} \) returned by the redundant-baseline calibration process represents the minimum-scatter average visibility for that unique baseline-type.

The system of equations in Equation 1 can also be built using the visibility matrix computed by the calibrator \( v^{\text{reduced}} \). In the case of low-cadence calibration, this set of equations may have a lower SNR than the full visibility matrix due to smaller integration times in the calibrator. In case of subset redundant calibration, this set of visibilities is smaller than the full visibility matrix (but sufficient to determine and over-constrain all the variables in the system of equations) due to fewer cross-correlations computed by the calibrator. The \( V_{ij}^{\text{true}} \) estimated by either reduced redundant-baseline calibration schemes are discarded and only the antenna gains are used to calibrate voltages for the spatial Fourier transform. The redundant-baseline averaged visibilities for all unique baseline-types are computed by the FFT-correlator.

For the purpose of this paper, it is useful to consider an intermediate hypothetical step in the spatial Fourier transform where the redundant baselines have not yet been averaged. At this stage, the visibilities in the FFT-correlator would be equivalent to the calibrated visibilities of an FX-correlator. The baseline averaging stage within the FFT-correlator, that generates \( V^{\text{cal}}_{ij} \), can be written in terms of the full visibility matrix as:

\[
V^{\text{true}}_{ij} = \frac{1}{N_{ij}} \sum_{(r,s)\in \text{baseline-type}} V^{\text{full}}_{rs} g_{rs}
\]

where \( N_{ij} \) is the number of redundant baselines that contribute to that baseline-type. Since it is easier to quantify the effect of calibration on visibilities than on voltages, we use this equation to represent the process of calibration in the FFT-correlator.

Another difference between traditional redundant-baseline calibration and reduced redundant-baseline calibration, that is evident from Equation 2, is that the latter estimates antenna gains from a different set of visibilities \( V^{\text{reduced}} \) than what they are finally applied to \( V^{\text{full}} \). In this section we discuss two metrics that will help in evaluating the effect of this: (a) the uncertainty in estimated antenna gains and (b) scatter in visibilities calibrated by a reduced redundant-baseline calibration process.

The uncertainty in antenna gains has to decrease or remain constant with increase in array size, for the reduced redundant-baseline calibration scheme, and consequently the calibrator design, to be scalable to large arrays. Moreover, the uncertainty in the estimated gains can be expressed in terms of the SNR of the measured visibilities and the number of baselines used in the calibration process, providing us with a convenient metric to directly compare low-cadence calibration and subset redundant calibration. The overall uncertainty in the redundant-baseline averaged calibrated visibilities comes from both the noise in the measured visibilities and the uncertainty in the estimated gains. A quantitative measure of the antenna gain uncertainty will help us estimate the contribution of gain errors to the overall error in the calibrated visibilities.

The scatter in visibilities post-calibration is a direct probe of the effectiveness of the reduced redundant-baseline
calibration process in estimating gains that can calibrate antenna voltages for the FFT-correlation. The spatial Fourier transform averages the visibilities of redundant baselines (Equation 2) converting any residual scatter into noise in the estimated visibilities. Hence, quantifying the post-calibration scatter will help us evaluate the performance of either reduced redundant-baseline calibration scheme with respect to traditional redundant-baseline calibration.

An important mathematical detail, before delving into the metrics that assess reduced redundant-baseline calibration schemes, is that the system of equations represented by Equation 1 is not linear. Wieringa (1992) suggests a logarithmic approach to linearizing which can be written as:

$$\ln V_{ij}^{\text{meas}} = \ln g_i + \ln g_j + \ln V_{ij}^{\text{true}} + n_{ij}^{\prime}$$

(3)

The noise parameter $n_{ij}^{\prime}$ evaluates to a non-Gaussian error that depends on the SNR of the measured visibilities. Liu et al. (2010) discuss the noise-bias in antenna gains due to this non-Gaussianity, and propose another approach based on Taylor expanding the variables around a starting point. This paper employs a widely used third approach, called omni-cal, that was originally developed for the MITEoR experiment (Zheng et al. 2014; Ali et al. 2015; Li et al. 2018; Dillon et al. 2020). We use the logarithmic approach to make theoretical arguments about the nature of gain solutions since constant coefficients make the system of equations easier to analyse. However, simulations run to test these arguments and the plots shown in this paper have been generated by employing the omni-cal algorithm that is not noise-biased. In general, most of the results presented in this paper are not dependent on the solving technique used.

### 2.1 Uncertainty in Antenna Gains

The uncertainty in the antenna gains, estimated by solving a system of equations, is given by the variance-covariance matrix (covariance matrix henceforth). The linearized system of equations shown in Equation 3 can be written in matrix notation as $\mathbf{A} \mathbf{x} + \mathbf{n} = \mathbf{b}$ where $\mathbf{A}$ is a constant complex-valued matrix of dimensions $N_m \times N_v$ ($N_m$ is the number of measured visibilities and $N_v$ is the number of variables). $\mathbf{x}$, $\mathbf{b}$ and $\mathbf{n}'$ are one-dimensional matrices of the variables (log-gains and log-unique-visibilities), measured quantities (log-visibilities) and noise in each measurement respectively. The covariance matrix $\mathbf{C}$ (of dimensions $N_v \times N_v$) for the estimated variables is given by:

$$\mathbf{C} = \left( \mathbf{x} \mathbf{x}^{\dagger} \right) = \left( \mathbf{A}^{\dagger} \mathbf{N}^{-1} \mathbf{A} \right)^{-1}$$

(4)

The diagonal of the covariance matrix gives the variance in estimated variables, including antenna gains. The noise covariance matrix ($\mathbf{N} = \left( \mathbf{n} \mathbf{n}^{\dagger} \right)$), is a statistical estimate of the noise in the measurement matrix $\mathbf{b}$. The matrix $\mathbf{n}$ cannot be measured and can only be estimated from the thermal noise expected in the measurements.

The covariance matrix $\mathbf{C}$ reflects the covariance between all variables returned by the reduced redundant-baseline calibration process. Since the calibrator uses only the antenna gains and discards the model visibilities estimated by redundant-baseline calibration, the covariance matrix of interest is the marginalised covariance ($\mathbf{C}'$) of just the antenna gain solutions. Assuming all variables are normally distributed, the marginalised covariance matrix for a subset of variables is given by the rows and columns of the variables of interest. Hence, the marginalised covariance matrix of the gain solutions is given by the first $N$ rows and columns of the covariance matrix in Equation 4, where $N$ is the number of antennas in the array.

Liu et al. (2010, § 2.4) derive the noise covariance matrix for the logarithmic approach to linearizing (Equation 3) under the assumptions that the measured visibilities have a high SNR, and that the noise in the measured visibilities is uncorrelated between baselines. Gaussian in nature and similar across all baseline-types. This noise covariance matrix evaluates to:

$$\mathbf{N} \approx (\text{SNR})^{-2} \mathbf{I}$$

(5)

under the additional assumption that all the baselines in the array have the same average SNR. In general, this assumption does not hold when observing a real sky. However, in this paper, we only use SNR in the context of other array-averaged parameters, for which this assumption is justified. Since we have assumed that the noise is uncorrelated between baselines, the noise covariance matrix is just proportional to the identity matrix $\mathbf{I}$.

Substituting the noise covariance matrix into Equation 4, and taking the first $N$ rows and columns of the covariance matrix, which we denote by $\left( \mathbf{A}^{\dagger} \mathbf{A} \right)^{-1}_{[N \times N]}$, we get the covariance of antenna gains. The diagonal of this matrix represents the variance or uncertainty in the estimated antenna gains.

$$\sigma_g^2 \approx (\text{SNR})^{-2} \text{diag} \left[ \left( \mathbf{A}^{\dagger} \mathbf{A} \right)^{-1}_{[N \times N]} \right]$$

(6)

The two reduced redundant-baseline calibration schemes effect the uncertainty in gains according to the above equation. In low-cadence calibration, the lower SNR of visibilities in the calibrator result in higher gain variance as compared to traditional redundant-baseline calibration. In subset redundant calibration, only a sub-matrix of $\mathbf{A}$ is used for calibration, again resulting in antenna gains with a higher variance.

The matrix $(\mathbf{A}^{\dagger} \mathbf{A})$ is nearly diagonal (small off-diagonal terms), with each entry equal to the number of equations in which the corresponding variable is involved. When redundant-baseline calibration is performed using the full visibility matrix, the first $N$ diagonal entries of this matrix are each equal to $N$ since every antenna is involved in $N$ equations. At constant SNR, this results in the following scaling for gain variance:

$$\sigma_g^2 \approx \frac{1}{N}$$

(7)

In Sections 4 and 5 we derive a scaling relation for the variance in gains estimated using a $O(N \log_2 N)$ calibrator that implements low-cadence calibration and subset redundant calibration respectively, and compare it with the above relation.
2.2 Scatter in Visibilities of Redundant Baselines

The spatial Fourier transform in an FFT-correlator, which decreases the computational scaling from $O(N^2)$ to $O(N \log_2 N)$, averages the visibilities of redundant baselines. Hence, the post-calibration residual scatter in redundant visibilities is an important metric for assessing the gains estimated by a reduced redundant-baseline calibration process.

The scatter in redundant visibilities is quantified by the reduced $\chi^2$ of antenna gains and model visibilities ($\chi^2_{\text{r}}$) which is given by:

\[
\chi^2_{\text{r}} = \frac{1}{\text{DoF}} \sum_{(i,j) \in \text{East-West}} \frac{(v_{ij}^{\text{meas}} - g(i) \cdot v_{ij}^{\text{true}})^2}{\sigma^2_{ij}}
\]

where $\sigma^2_{ij}$ is the variance of the noise in measured visibilities, $n_{ij}$ in Equation 1. DoF is the degrees of freedom in this system of equations given by:

\[
\text{DoF} = N_{\text{obs}} - N - N_{\text{abl}} + 2
\]

$N_{\text{obs}}$ is the total number of cross-correlations computed (or number of visibility measurements), $N$ is the number of antennas in the array and $N_{\text{abl}}$ is the number of unique baseline-types in the system of equations. The additional offset by two accounts for the number of degenerate parameters in the system of equations representing a single-polarisation (Dillon et al. 2018, 2020).

The reduced redundant-baseline calibration process within the calibrator is setup to minimise the $\chi^2_{\text{r}}$ between the visibility matrix computed by the calibrator $V_{\text{reduced}}$ and the estimated gains and model true visibilities. In an array with identical antennas and perfect redundancy, we expect this $\chi^2_{\text{r}}$ to evaluate to one.

The estimated gains, however, apply to antenna voltages prior to the spatial Fourier transform which computes a different visibility matrix $V_{\text{unique}}$ than that used in the reduced redundant-baseline calibration process. Hence, the $\chi^2_{\text{r}}$ evaluated using the gains estimated by the reduced redundant-baseline calibration process, model visibilities computed by the FFT-correlator (estimated using Equation 2) against the $V_{\text{meas}}^{\text{full}}$ drawn from the full visibility matrix computed by an FX-correlator, is a useful a metric to assess the effectiveness of the estimated gains in calibrating the whole array.

In Section 6, we use the $\chi^2_{\text{r}}$ computed in this way to compare the performance of reduced redundant-baseline calibration to traditional redundant-baseline calibration with the full visibility matrix.

3 SIMULATION

In the following sections, we discuss the performance of low-cadence calibration and subset redundant calibration using simulated visibilities and antenna gains. The array layout we use is shown in Figure 2, and is loosely based on the HERA layout (see Dillon & Parsons (2016)). We assume perfect redundancy in the array and identical antenna beams.

The simulations start by generating a set of true visibilities for all the unique baseline-types and a set of gains for all the antennas in the array. These simulated true visibilities have a constant average amplitude across all baseline-types, are constant in time and uncorrelated between baseline-types. While this does not reflect a real sky signal, it is sufficient for the purpose of this paper because redundant-baseline calibration only has a weak dependence on the actual signal observed. The simulated antenna gains are Gaussian-distributed, with an average amplitude of 1. The antenna-to-antenna variation, or gain scatter, is assumed to be at the ~10% level.

The process of calibration in the FFT-correlator (first step in the yellow boxed region of Figure 1), is simulated by applying the estimated gains to the full visibility matrix. This is equivalent to applying the gains to individual antenna voltages and cross-correlating them. The full visibility matrix computed by an FX-correlator, $V_{\text{full}}$, is generated by multiplying the simulated gains and true visibilities and adding Gaussian random noise. In the simulations where an explicit SNR for the visibilities is not mentioned, we have assumed an SNR of 10 even though a more favourable SNR is expected in practice. The visibilities produced by the FFT-correlator $V_{\text{unique}}$ are generated by applying the gains estimated by one of the reduced redundant-baseline calibration processes to this full visibility matrix (Equation 2).

For low-cadence calibration, the visibility matrix computed within the calibrator, $V_{\text{reduced}}$, is generated by adding higher amplitude Gaussian noise to the multiplied gains and true visibilities. For subset redundant calibration, this visibility matrix is generated by choosing the visibilities of the selected antenna pairs from the full visibility matrix. Reduced redundant-baseline calibration is performed on this visibility matrix using the omnical algorithm, with a damping factor of 0.3 and convergence criteria of $10^{-10}$. The amplitude and phase degeneracies of the resulting gains are...
4 LOW-CADENCE CALIBRATION

Low-cadence calibration is a reduced redundant-baseline calibration scheme that estimates antenna gains from visibilities that have been computed in a round-robin fashion. The calibrator in Figure 1 cross-correlates the baselines required for calibration, but the computational resources allocated to it cannot scale faster than $O(N \log_2 N)$. The computational resources required to compute visibilities is determined by the number of baselines that need to be cross-correlated simultaneously. By decreasing the number of antenna pairs that need to be correlated at a time, the computational resources required by the calibrator can be reduced. The full visibility matrix is populated after a few cycles and this is used to redundantly calibrate the array. Since redundant-baseline calibration can only be performed once in a given number of cross-correlation cycles, this calibration scheme is called low-cadence calibration.

The size of a low-cadence calibrator is determined by two parameters—the time period available for generating the full visibility matrix within the calibrator ($t_{cal}$) and the integration time allotted to each cycle ($t_{int}$). These are related by the equation:

$$t_{cal} = N_{cycle} \times t_{int}$$  \hspace{1cm} (10)

where $N_{cycle}$ is the number of integration cycles taken by the calibrator to populate the full visibility matrix. The size of the low-cadence calibrator is inversely proportional to $N_{cycle}$ i.e., for a small calibrator size we require a large $t_{cal}$ and a small $t_{int}$.

Redundant-baseline calibration operates under the assumption that antenna gains and true visibilities are constant during the time period required to compute all the visibilities involved in the system of equations. For an FX-correlator, this is equal to the integration time of the full visibility matrix which is usually smaller than the inherent gain variability, and necessarily smaller than the time period over which the visibilities evolve due to a constantly rotating sky. For a low-cadence calibrator, the constancy of antenna gains and true visibilities within a calibration cycle has to be manually enforced.

The upper limit of $t_{cal}$ is set by the inherent gain variability of the array, which could depend on numerous factors including the analog signal chain, the radio frequency interference environment and the precision of antenna gains required for the science application. If the time taken to generate the full visibility matrix is larger than the interval within which gains can be assumed to be constant, redundant-baseline calibration can result in erroneous gain solutions. If the time period of gain variability is large, it is possible that the true visibilities change within this period. However, to preserve redundancy we only require that all pairs of antennas with the same baseline be correlated simultaneously. Since this is necessarily always less than $N$ visibilities, a calibrator which can cross-correlate at least $N$ baselines can accommodate the largest redundant-baseline group in the array and satisfy this condition.

A realistic lower limit for $t_{cal}$ is the integration time of visibilities in the FFT-correlator. Within this period, the assumption of constant antenna gains and true visibilities holds and redundant-baseline calibration can be solved using the algorithms currently available. While $t_{cal}$ can theoretically be set to a smaller value, it could unnecessarily increase the size of the calibrator by decreasing $N_{cycle}$ for a given $t_{int}$.

4.1 Scaling in Gain Variance with Integration Time

The relationship between integration time and SNR of a measured visibility is given by the radiometer equation (see Thompson, Moran & Swenson 2017, Appendix 1.1). Substituting the radiometer equation into the variance of antenna gains in Equation 6 we get:

$$\sigma_g^2 = (SNR)^{-2} \text{diag} \left( \left( A^t A \right)^{-1} \right)_{(N \times N)}$$

$$\propto \left( \frac{1}{t_{int}} \right)^2 \text{diag} \left( \left( A^t A \right)^{-1} \right)_{(N \times N)} \propto \frac{1}{t_{cal}}$$

which quantifies the variance of the antenna gains estimated by performing redundant-baseline calibration on visibilities integrated for a given duration. A shorter integration time leads to lower SNR in the measured visibilities and consequently, a higher variance in the antenna gains.

Figure 3 shows the trend in estimated gain variance with the average SNR of all the visibilities in an array. Each data point in the figure has been generated assuming that all the baseline-types in the array have the same specified SNR. When the average SNR of visibilities is high, the estimated antenna gain variance follows the expected inverse square relationship. At low SNR, when the theoretical gain variance estimated using Equation 6 becomes comparable to the antenna-to-antenna scatter in gains squared (~0.01 for this simulation), redundant-baseline calibration fails at estimating antenna gains. Below a threshold SNR, that is set by the gain scatter, the inverse square relationship breaks down and the variance of estimated antenna gains becomes dependent on the solver. That is, the logarithmic approach, Taylor expansion approach, and mechanical algorithms of linearizing the system of equations, result in different deviations from the given trend. This is because each algorithm minimises $\chi^2$ in a different way and none of them are effective at converging on the solution.

4.2 Scaling in Gain Variance with an $O(N \log_2 N)$ Calibrator

Figure 4 shows the trend in gain variance with SNR of measured visibilities for hexagonal layouts with different number of antennas. The variance is suppressed by a factor of $N$ as
When the theoretical gain diverges from the theoretical prediction, changes with the SNR of measured visibilities is less than one. The number of antennas in the array. When the theoretical gain variance follows the theoretical trend even when the number of antennas in the array increase, because of the error in estimated variance. The threshold SNR, below which the gain variance deviates from the theoretical trend, is dependent on the error in estimated variance. The threshold SNR below which the gain variance diverges from the theoretical prediction, changes with the number of antennas in the array. When the theoretical gain variance is less than the square of the expected gain scatter, the gain variance follows the inverse square relationship even when the SNR of measured visibilities is less than one. This result is important because it allows low-cadence calibration to be scaled to extremely large arrays.

Say, the computational resources allocated to the calibrator are restricted to scale similarly as the FFT-correlator. The calibrator cross-correlates $pN \log_2 N$ baselines in each integration cycle, where $p$ is a pre-factor (like a proportionality constant) to convert the $O(N \log_2 N)$ scaling into number of baselines. A larger pre-factor would be a larger calibrator size. For a fixed interval of calibration $t_{cal}$, the integration time is smaller for larger arrays according to the scaling:

$$t_{cal} = \left( \frac{pN \log_2 N}{N^2/2} \right) \frac{1}{t_{cal}} = \left( \frac{2p \log_2 N}{N} \right) \frac{1}{t_{cal}}$$

Hence, even if the interval of calibration is large, the multiplying factor might become small enough to push the SNR of measured visibilities to less than one. Substituting the result of Equation 12 into Equation 11, we get:

$$\sigma_g^2 \propto \left( \frac{N}{2p \log_2 N} \cdot \frac{1}{t_{cal}} \right) \frac{1}{N} \propto \left( \frac{1}{p \log_2 N} \right) \frac{1}{t_{cal}}$$

which shows that the antenna gain variance improves with array size even at constant $t_{cal}$. That is, even though the SNR of measured visibilities might decrease to a value less than one, the antenna gain variance decreases. The price that one pays for not using $O(N^2)$ resources for calibration is that the precision in antenna gains scales more slowly as compared to that of redundant-baseline calibration with the full visibility matrix which is given by Equation 7.

Low-cadence calibration is a calculated way of trading computational resources for precision in the antenna gain solutions. As long as the size of the calibrator scales faster than $O(N)$ with the size of the array, the variance in antenna gains decreases with increase in the number of antennas. A potential drawback of low-cadence calibration, especially when applied to arrays with over 10,000 antennas, is the time taken by a linearized solver to result in convergent gains. Dillon et al. (2020) show that the time taken by the omnical algorithm scales as $O(N^2)$ when the solver has to optimise $N^2$ baselines. If the time interval between calibration cycles $t_{cal}$ can be proportionally decreased, it might still be possible to obtain real-time solutions. However, $t_{cal}$ is usually set by the inherent gain variability in the array which might not be scalable with array size. One way of addressing this issue, is to look at redundant-baseline calibration with a limited set of baselines.

5 Subset Redundant Calibration

The spatial Fourier transform in an FFT-correlator averages visibilities of redundant baselines. Traditional redundant-baseline calibration assumes that all the $\sim N^2/2$ cross-correlation products are available for calibration, which could be non-viable to compute for large-N arrays. Subset redundant calibration is a reduced redundant-baseline calibration scheme that attempts to estimate antenna gains from visibilities of only a limited set of baseline-types. This section
examines the effect of not using all baselines for redundant-baseline calibration on the variance of estimated antenna gains.

While considering baselines for subset redundant calibration, it is useful to distinguish between baseline-types (or unique baselines) and redundant baseline groups. A baseline-type that a particular antenna pair belongs to is specified by the displacement vector between the two antennas. A redundant baseline group consists of all the antenna-pairs that have the same baseline vector. For instance, Figure 2 shows three different baseline-types with displacement vectors pointing East (grey), Southeast (blue) and Southwest (orange). Each baseline-type has 30 different antenna pairs in its redundant baseline group, marked in arrows of the same colour.

### 5.1 Brief Discussion on Using Short Baselines

The short baseline-types are important in subset redundant calibration for two main reasons: (a) they involve all the antennas in the array, allowing redundant-baseline calibration on just these visibilities to estimate all the antenna gains and (b) the redundant baseline groups of these baseline-types are larger than the longer baseline-types. For example, in the layout shown in Figure 2, there are 30 baselines in each of the redundant baseline groups that belong to the shortest three baseline-types, while there are only 4 baselines that belong to the group formed by the baseline-type like (0, 31). This is important for subset redundant calibration because every new baseline-type added to the system of equations requires a new variable in the form of the unique visibility for that baseline-type. Since the short baselines have a higher ratio of redundant baselines (measurements) to unique visibilities (variables), they contribute more to constraining the gain solutions.

In addition to this, at low radio frequencies, the short baselines pick up the bright diffuse emission from our galaxy and have high SNR visibilities. As shown in Equation 6, this suppresses gain variance and results in higher precision gain solutions. Orosz et al. (2018) discuss other advantages of using only short baselines from the perspective of non-degradabilities in a realistic array layout. They argue that calibration errors affect the inferred power spectrum, and contamination worsens when longer baselines are included in the redundant-baseline calibration process. Li et al. (2018) point out that redundant-baseline calibration performs better than sky-based calibration at low radio frequencies, partly because short baselines have to be ignored for sky-based calibration due to poor diffuse sky models. On the other hand, the shorter baselines are more susceptible to systematic errors like antenna cross-coupling (Kern et al. 2019) and may be more non-redundant than the longer baselines (Dillon et al. 2020) in a realistic array layout.

A practical subset redundant calibrator would cross-correlate a combination of short and long baselines that produces the best estimate of antenna gains for the array. Since the voltages from all the antennas are available to the subset redundant calibrator, the combination of baselines that it needs to compute can also dynamically change with time/day of observation. In this paper, the baselines used to perform subset redundant calibration are considered in the order of baseline length from shortest to longest. That is, a smaller calibrator preferentially cross-correlates only the shorter baselines. However, the results presented in this section apply to combinations of short and long baselines as well.

### 5.2 Degeneracy Criterion

When using a limited set of baselines for redundant-baseline calibration, it is important to ensure that there are sufficient number of measurements to determine all the variables. The solution space of Equation 1 has a null space with four degenerate parameters (Wieringa 1992; Liu et al. 2010; Dillon et al. 2018) — (a) the absolute amplitude of the gains (or the sum of all gains), (b) the absolute phase of the gains (or the sum of all gain phases), (c) the phase slope of the gains in the x direction and (d) the phase slope of the gains in the y direction.

When selecting baselines for subset redundant calibration, it is important to verify that the null space of the solution set is restricted to these four degenerate parameters. Introducing more degeneracies allows the gain solutions to vary in that dimension and could require future corrections. If the additional degeneracy does not have a physical interpretation this may not even be possible. For a hexagonal layout like the one shown in Figure 2, a minimum of three unique baseline-types, with displacement vectors in the directions marked in the figure, are required to satisfy the degeneracy requirement.

### 5.3 Scaling in Gain Variance with Number of Baselines

Figure 5 shows the relationship between number of baselines used in subset redundant calibration and the corresponding variance in the estimated gains. The number of baselines are shown in terms of a fraction of the total baselines in the array. The black points with associated errorbars are the results of simulation (see Section 3). The x-axis from left to right, represents baselines added to the subset redundant calibration system in ascending order of baseline length (starting with the minimum required to satisfy the degeneracy criterion). For each baseline-type added to the system, it is assumed that all the redundant baseline pairs that contribute to that baseline-type are used for calibration. The SNR of visibilities is assumed to be similar for all baseline-types (unlike for a real sky), and constant through the simulation. The errorbars associated each variance measurement, which represent the antenna-to-antenna variation within a simulation, are larger than the case of low-cadence calibration. This is addressed in more detail in Section 5.4.

The solid line, in blue, represents the inverse of the total number of baselines per antenna ($N_{bl,ant}$) that are used to perform subset redundant calibration.

$$N_{bl,ant} = \frac{N_{obs}}{N} \approx \frac{f N^2/2}{N} = f \frac{N}{2}$$

Here $f$ represents the fraction of all baselines used in subset redundant calibration. When the fraction of baselines used in subset redundant calibration is high, the gain variance asymptotes to the inverse of the total number of measurements-per-antenna in the system of equations. This
The gain variance depends on the total number of measurements per antenna (N_{\text{bl;ant}}); this trend is expected from the Gaussian noise in visibility measurements; each new measurement added to the system contributes to decreasing the noise in the estimated gains.

When the fraction of baselines used in estimating antenna gains is small, the gain variance depends on the number of unique visibilities per antenna used in calibration (N_{\text{ubl;ant}}); this trend is shown by the dashed green line. When a large fraction of baselines are used for calibration, the gain variance depends on the total number of measurements per antenna (N_{\text{bl;ant}}); shown by the solid blue line.

\[ N_{\text{ubl;ant}} = \frac{1}{N} \sum_{\alpha} N_{\text{ant}}[ \in V_{\alpha} ] \]  

(15)

In the above equation, the variable being summed is the number of antennas that are involved in forming redundant baselines of the baseline-type \( V_\alpha \). The summation runs over all the baseline-types that are used in subset redundant calibration and \( N \) is the total number of antennas in the array. Consider the case where all the baseline-types used in subset redundant calibration have redundant baselines involving all the antennas in the array (for instance, when only the shortest 3-6 baseline-types are used for calibration). In such a system, \( N_{\text{ubl;ant}} \) simply evaluates to the total number of baseline-types (or unique visibilities) used in the calibration process. If some of the baseline-types used in subset redundant calibration involve only a couple of antennas, \( N_{\text{ubl;ant}} \) is smaller than the total number of unique visibilities in the system of equations.

Empirically, we find that the relationship between gain variance and the average number of unique visibilities per antenna is a power law with a slope around \(-1.5\) for hexagonal and square layouts. This power law trend is shown by the dashed green line in Figure 5. The large antenna-to-antenna variation in this regime makes it difficult to determine the exact slope or understand the origin of this power law. We suspect that it originates in the way gain error propagates from antenna to antenna.

In summary, for a subset redundant calibration system that uses only a small fraction of the total baselines in the array, gain variance improves when baseline-types with larger redundant groups are used for calibration.

### 5.4 Covariance in Estimated Gains

The improvement in gain variance obtained when using a higher number of unique baselines per antenna, can also be explained through the gain covariance. When the fraction of baselines used in calibration is small, in addition to high variance, the gains also have a relatively high covariance. The covariance in gains is given by the off-diagonal terms of the marginalised covariance matrix:

\[ C' \approx \text{SNR}^{-2} \left( \mathbf{A}^\dagger \mathbf{A} \right)^{-1}_{(\text{NNN})} \]  

(16)

Both the diagonal and off-diagonal terms of the matrix \( \left( \mathbf{A}^\dagger \mathbf{A} \right)_{(\text{NNN})} \) change when only a subset of baseline-types are used for redundant calibration. Inverting this matrix changes the covariance in the resulting gains.

Figure 6 shows the marginalised covariance matrices for three different subset redundant calibration systems (for the hexagonal array layout in Figure 2). The logarithmic approach to linearizing, shown in Equation 3, naturally results in separating the amplitude and phase of gains into the real and imaginary parts of the logarithm respectively. Hence, using the real (imaginary) part of the matrix \( \mathbf{A} \) gives the gain covariance in the amplitude (phase) of gains. All the covariance matrices are normalised by the thermal noise in the visibilities used for redundant-baseline calibration.

Panel (a) of Figure 6 shows the covariance matrices for the case where redundant-baseline calibration is performed using the full visibility matrix. The variance in antenna gains, given by the diagonal of the matrix, has an average value of \( 1/N \) as predicted by Equation 7. Though not evident in the figure, this variance is weakly dependent on antenna location as shown by Dillon \& Parsons (2016). There is a small but non-zero covariance in the antenna gains.

Panel (b) of Figure 6 shows the covariance matrices for the extreme case where only the shortest three baselines (the minimum baseline-types required to satisfy the degeneracy criterion) are used in redundant-baseline calibration. Notice that the variance is nearly an order of magnitude higher than the first case and clearly dependent on antenna location. The covariance between antennas is non-negligible and higher between antennas that have a high variance.

Panel (c) of Figure 6 shows the covariance matrices for the case where more than half the baselines are used in subset redundant calibration. This is the threshold at which gain variance starts following the inverse measurements per antenna trend in Figure 5. Even though the variance is still antenna location dependent and the covariance has a differ-
Figure 6. Covariance in the amplitude and phase of antenna gains for subset redundant calibration performed on the hexagonal layout of Figure 2. Panel (a) shows the marginalised covariance for the case where redundant-baseline calibration is performed using the full visibility matrix. Panel (b) shows the covariance matrix when subset redundant calibration is performed with just the shortest three baselines required to satisfy the degeneracy criterion. In addition to higher gain variance, the antennas have also have a high covariance. Panel (c) is the covariance matrix for subset redundant calibration performed using more than half of the total baselines in the array. Both the variance and the covariance are comparable to that of redundant-baseline calibration performed with the full visibility matrix even though the covariance has a different structure compared to panel (a), and the variance is still dependent on antenna location.

ent structure, they are comparable to the case of redundant-baseline calibration with the full visibility matrix.

When the subset redundant calibration system involves a larger number of unique baselines, there are more independent constraints on the gain of each antenna. This decreases the average gain variance, covariance between antennas and also the antenna-location dependence of the variance. In Figure 5, the errorbars associated with the gain variance estimated in simulation, represent the antenna-to-antenna variation within the simulation. Hence, the errorbars are larger for the gains estimated using a smaller fraction of baselines.

This dependence of antenna gain variance and covariance on the number of independent constraints per antenna is more evident in Figure 7 which shows four different rows of the covariance matrix in Panel (b) of Figure 6 in an exaggerated manner. In this case, subset redundant calibration is performed with just the shortest three baseline-types required to satisfy the degeneracy criterion. The covariance and variance of edge antennas is higher than that of centrally placed antennas because the corner antennas participate in fewer cross-correlations (three for the antenna in the top left panel, four for the antenna in the top right) than centrally placed antennas (six each for the antennas in the bottom two panels). Hence, there are fewer independent constraints for the edge antennas leading to a higher variance in their estimated gains.

5.5 Scaling in Gain Variance with an $O(N \log_2 N)$ Calibrator

Figure 8 extends the relationship between gain variance and fraction of baselines used in subset redundant calibration to hexagonal layouts with larger number of antennas. The four different colours represent four different array sizes. Within each colour, the points show an ensemble average of the variance in the estimated gains and the coloured region shows the associated error in the variance (see Section 3). The solid lines represent an the inverse measurements per antenna trend $\left( N_{\text{bl;ant}}^{-1} \right)$ and the dashed lines show a power law relationship between gain variance and number of unique visibilities per antenna $\left( N_{\text{bl;ant}}^{-1.5} \right)$. It is evident that the two asymptotes to the gain variance, shown in Figure 5, hold with changing array size.

When a large fraction of baselines are used for subset redundant calibration, the gain variance depends on the total number of baselines used for calibration. At a constant fraction of baselines, the number of baselines formed by an antenna is proportional to the number of antennas in the array as shown in Equation 14. The four solid lines show a scaling in gain variance by this factor. When the fraction of baselines used for calibration is small, the gain variance does not necessarily decrease with increase in array size. The
The fraction of baselines used in subset redundant calibration, for hexagonal array layouts of various sizes (shown in different colours). The points show ensemble averaged gain variance estimated from simulation, and the coloured region shows the associated error in the estimated variance. The solid lines represent an inverse trend of baselines per antenna \(N_{\text{ant}}^{-1}/2\). The dashed lines show a power law dependence on the number of different baseline-types per antenna \(N_{\text{ant}}^{-1} \log_2 N\) used for calibration. The small black crosses represent the fraction of baselines that can be cross-correlated by a calibrator that can process \(N \log_2 N\) baselines.

\[
\sigma_g^2 \propto N_{\text{blant}}^{-1} \propto \frac{1}{f} \propto \frac{1}{p \log_2 N}
\]  

(18)

The scaling in gain variance with array size, using subset redundant calibration, is similar to that obtained using low-cadence calibration (Equation 13). In both cases, the price one pays for not using \(O(N^2)\) baselines for calibration is that the gain variance scales slower than the case where redundant calibration is performed using the full visibility matrix (Equation 7).

Subset redundant calibration leverages the higher constraining power of some baseline-types, by allocating computational resources of the calibrator to preferentially cross-correlating those redundant baselines. The least number of baselines that need to be considered is set by the null space of the solution to the redundant-baseline calibration equations. However, using a small fraction of baselines can result in antenna gains that have a non-negligible covariance and location-dependent variances. If the fraction of baselines cross-correlated by a subset redundant calibrator can scale as \(O(N \log_2 N)\) or faster, the gain variance decreases with the increase in array size and scaling in gain variance is similar to that of low-cadence calibration.

## 6 COMPARISON BETWEEN THE PERFORMANCE OF LOW-CADENCE CALIBRATION AND SUBSET REDUNDANT CALIBRATION

Low-cadence calibration and subset redundant calibration are two potential solutions to calibrating FFT-correlators for redundant array layouts without computing \(O(N^2)\) cross-correlations. In low-cadence calibration, the calibrator computes the visibilities of all baselines through a round-robin of antenna pairs and spends a shorter amount of time on each visibility measurement. As a consequence, the SNR of measured visibilities is lower and leads to a higher variance in the estimated gains. In subset redundant calibration, the calibrator computes the correlations of only a few baselines (preferentially the shorter baseline pairs) and uses these visibilities to estimate the antenna gains. In this case, having fewer measurements leads to higher variance in the estimated gains.

### 6.1 Scaling in Gain Variance

Figure 9 compares the scaling in the variance of gains estimated using either reduced redundant-baseline calibration method to the scaling in the variance of gains estimated using redundant-baseline calibration on the full visibility matrix measured at high SNR. For both low-cadence calibration and subset redundant calibration, we assume that the pre-factor \(p = 1\) and use only \(N \log_2 N\) visibility measurements to estimate antenna gains.

For low-cadence calibration, the interval between calibration cycles, \(t_{\text{cal}}\) is assumed to be constant for all array sizes. The integration time \(t_{\text{int}}\) has been scaled down according to Equation 12 to keep the size of the calibrator at an...
Variance in antenna gains estimated using low-cadence calibration (lowcadcal), subset redundant calibration (subredcal) and traditional redundant-baseline calibration (redcal) for hexagonal layouts of various sizes. Both, the low-cadence calibrator and the subset redundant calibrator, cross-correlate \(-N \log_2 N\) baselines for each array size. Traditional redundant-baseline calibration assumes that the complete visibility matrix with \(-N^2/2\) baselines is available for calibration. The markers show the result of simulation and the errorbars represent the antenna-to-antenna variation within each simulation. The dashed lines represent the theoretically derived trends (Equations 7, 13, 18). The scaling expected from the theoretical trends holds up for all the array sizes simulated. Low-cadence calibration consistently yields lower gain variance than subset redundant calibration for similar calibrator sizes.

\[ O(N \log_2 N) \] scaling. As predicted, the variance in the estimated antenna gains scales according to Equation 13 and is shown by the dashed green line in Figure 9.

For subset redundant calibration, the SNR of measured visibilities is assumed to be constant for all array sizes. The number of baselines used in the calibration process for a given array size is the closest whole number, to the fraction given by Equation 17, that accounts for an integer number of redundant baseline groups in ascending order of their baseline length. That is, baseline-types are considered in the order of their baseline length and added to the subset redundant calibration system only if all the redundant baselines that contribute to that baseline-type can be considered. This causes a non-uniform increase in the number of baseline-types used for calibration as the array size increases. The overall trend in gain variance follows the scaling predicted by Equation 18 and is shown by the dashed orange line in Figure 9.

Subset redundant calibration results in a higher gain variance than low-cadence calibration because, as shown in Figure 8, the approximation of inverse measurements per antenna (Equation 18) underestimates the gain variance when the pre-factor is unity. However, the scaling predicted by that approximation holds true for all the simulated array sizes. A subset redundant calibrator has to cross-correlate more baselines than a low-cadence calibrator to achieve the same gain variance.

Redundant-baseline calibration on the full visibility matrix, measured at high SNR results in a 1/N scaling as predicted by Equation 7. and shown by the black dashed line in Figure 9. Such a calibration method requires a calibrator with \(O(N^2)\) computational resources that may not be viable for large arrays. Moreover, the high precision in gains obtained using the full visibility matrix might not be necessary for decreasing the scatter in calibrated redundant visibilities.

### 6.2 Variance in Calibrated Redundant Visibilities

The visibilities of redundant baselines, that have been calibrated using a reduced redundant-baseline calibration process, are averaged by the spatial Fourier transform. This converts any post-calibration residual scatter in redundant visibilities into additional noise on the unique visibilities returned by the FFT-correlator.

If the estimated antenna gains are exactly the true gains, the scatter in redundant-baseline averaged visibilities is given by \(\sigma^2/N_a\), assuming that the variance in the thermal noise of visibilities is similar for all baselines and represented by \(\sigma^2\). However, gains estimated using redundant-baseline calibration diverge from the true gains with an average scatter that is given by Equation 6. Hence, the calibrated redundant visibilities have a residual scatter that comes from both the thermal noise in the measurements and the variance in the estimated gains.

The variance in calibrated visibilities can be derived using Equation 2 and the first order approximation for the variance of non-linear functions. In this derivation, we have assumed that the calibrated visibilities are not correlated with each other. Moreover, since the gains estimated using reduced redundant-baseline calibration are applied to a different set of visibilities that those used to estimate them, we can also ignore the covariance between visibilities and gains. The multiplying antenna gains, however, have a non-negligible covariance that is represented by the terms \(P_{\alpha \beta}\) in the following equation. This represents the off-diagonal components in the covariance matrix \(C'\) in Equation 16.

\[
\sigma^2_{\text{vis}} \approx \frac{1}{N_a} \sum_{(i,j) \in \alpha} \left[ \frac{\sigma^2_{ij}}{|V_{ij}|^2} + \frac{\sigma^2_{ij}}{|g_i|^2} + \frac{\sigma^2_{ij}}{|g_j|^2} + 2P_{\alpha \beta} \right]
\]

We can simplify this further under the assumptions that the average amplitude of all antenna gains is close to one (\(|g_i|^2 \approx 1\)) and that the gain variance of all antennas is similar and given by \(\sigma^2_g\). Note that the relative variance of visibilities is just the inverse squared SNR.

\[
(SNR)_{\text{vis}}^2 \approx \frac{1}{N_a} \left[ (SNR)_{\text{full}}^2 + 2\sigma^2_g + \sum_{(i,j) \in \alpha} P_{\alpha \beta} \right]
\]

This equation gives the acceptable range of gain variance and covariance for the gains estimated using redundant-baseline calibration. When the gain variance and covariance is much smaller than the thermal noise in visibilities, the first term dominates the residual scatter. If this is satisfied, lowering gain variance by using a larger calibrator will not improve the variance in calibrated visibilities.
6.2.1 Variance in Redundant Visibilities Calibrated using Low-cadence Calibration

The variance in antenna gains estimated using low-cadence calibration depends on the SNR of the visibility computed in the calibrator which in turn depends on the integration time (Equation 11) available for each cycle of computation. The relationship between the SNR of the full visibility matrix and that of the reduced visibility matrix computed in by calibrator, that scales as $O(N \log_2 N)$, can be written using Equation 12 as:

$$\frac{(SNR)^2_{\text{full}}}{(SNR)^2_{\text{reduced}}} = \frac{t_{\text{int;full}}}{t_{\text{int;full}}} \left( \frac{2p \log_2 N}{N} \right) \frac{t_{\text{cal}}}{t_{\text{cal}}}$$ (21)

where $t_{\text{int;full}}$ is the integration time used in an FX- or FFT-correlator. Substituting the above relation into Equation 6, we can write the variance in estimated gains in terms of the SNR of the visibility matrix that the gains calibrate.

$$\sigma_g^2 = (SNR)^2_{\text{reduced}} \left( A^T A \right)^{-1}$$

$$= (SNR)^2_{\text{full}} \left( \frac{N}{2p \log_2 N} \right) \frac{t_{\text{int;full}}}{t_{\text{cal}}} \frac{1}{N/2}$$

$$= (SNR)^2_{\text{full}} \left( \frac{1}{p \log_2 N} \right) \frac{t_{\text{int;full}}}{t_{\text{cal}}}$$ (22)

When $t_{\text{cal}}$ is large, the SNR of the reduced visibility matrix is larger and the corresponding gain variance is smaller. Assuming the case where the interval of calibration is same as the integration time in the FFT correlator and substituting the above equation into Equation 20 we get the following for the variance in redundant visibilities:

$$\sigma_{\text{g; unique}}^2 = \frac{(SNR)^2_{\text{full}}}{N \sigma} \left[ 1 + \left( \frac{2}{p \log_2 N} \right) \right]$$ (23)

When redundant-baseline calibration is performed with the full visibility matrix, the gain covariance terms in Equation 20 are around an order of magnitude smaller than the variance term so we drop term for clarity. In large arrays, where an FFT-correlator architecture would be preferable to an FX-correlator, the contribution of gain variance (second term) to the variance in calibrated redundant visibilities is smaller than the thermal noise in the measured visibilities (first term). Hence, the precision in gain variance obtained from using an $O(N \log_2 N)$ calibrator is sufficient for the purpose of calibrating voltages for an FFT-correlator.

6.2.2 Variance in Redundant Visibilities Calibrated using Subset Redundant Calibration

In subset redundant calibration, the integration time does not change between the calibrator and the FFT-corrector. Consequently, the SNR of measured visibilities is the same for both data sets. However, the number of baselines used in the calibration process is lower, resulting in a higher variance in the estimated gains. For a calibrator that scales as $O(N \log_2 N)$ with array size, the relationship between gain variance and number of baselines is given by Equation 18 where the proportionality constant is the SNR of visibilities. Substituting Equation 18 into Equation 20 we get:

$$\sigma_{\text{g; unique}}^2 = \frac{(SNR)^2_{\text{full}}}{N \sigma} \left[ 1 + \left( \frac{2}{p \log_2 N} \right) \sum_{(i,j) \in \rho_{\text{cal}}} \rho_{\text{cal;ij}} \right]$$ (24)

The gain covariance terms $\rho_{\text{cal;ij}}$, for gains estimated using subset redundant calibration, are sometimes comparable to the gain variance terms. When the pre-factor $(p)$ is small, the amplitude of the covariance scales similarly to the gain variance with increase in size of the array. This effectively doubles the contribution of the variance term in the above equation. When the pre-factor is large, the covariance is only a small fraction of the gain variance and can be ignored. Overall, the contribution of the second and third terms in the above equation is much smaller than the thermal noise in measured visibilities for any reasonably large array. Hence, the precision in gains estimated using subset redundant calibration is also sufficient for the purpose of calibrating voltages for an FFT-correlator.

Figure 9 might give a misleading impression that traditional redundant-baseline calibration is superior to either of the reduced redundant-baseline schemes, by providing gains that have orders-of-magnitude lower variance. However, this additional gain precision comes at a high computational cost and might not be necessary for large arrays where the contribution of gain variance to the overall scatter in redundant visibilities is only a small fraction of the thermal noise.

6.3 Bias in Estimated Variables

The gains estimated using either reduced redundant-baseline calibration process are unbiased estimates of the true value. This can be verified through simulations that have constant underlying gains and visibilities, and different realisations of the noise in the measured visibilities. Averaging the solutions obtained over multiple such simulations decreases the noise in the estimated parameters and can expose an underlying bias, if any. Figure 10 shows the deviation in averaged gains from the input true gains, normalised by the variance expected in the gains. The errorbars represent the antenna-to-antenna variation which also averages down. Gains that have been averaged over $N_{\text{sim}}$ independent noise realisations have a factor of $1/N_{\text{sim}}$ smaller deviation, which is expected when the estimated gains differ from truth only within the Gaussian random noise in the measurement. This trend is marked by the dashed black line in the figure. A bias in gains, within the precision exposed by averaging down noise, would have resulted in a deviation from this trend.

The visibilities computed by the FFT-correlator $\mathbf{u}_{\text{unique}}$ are also unbiased when the visibility matrix used for reduced redundant-baseline has a high SNR. The deviation of the calibrated and redundant-baseline averaged visibilities from the simulated input, averages down according to the trend expected for Gaussian random noise. However, empirically, we find that the calibrated visibilities are sometimes biased when the variance in estimated gains is larger than $\sim 10^{-3}$. It is possible that there is a low level of bias, that is not exposed by averaging over $N_{\text{sim}} = 4096$ simulations, in the visibilities calibrated with lower variance gains. Assuming this limit in gain variance is real, it translates to a requirement of an...
SNR $\gtrsim 20$ in the measured visibilities for a 300 antenna array when implementing low-cadence calibration, and higher when implementing subset redundant calibration. This minimum SNR requirement decreases as $1/\sqrt{N}$ with increase in array size and may not be an issue for large-$N$ arrays.

This requirement of a minimum SNR in the reduced visibility matrix could be due to two possible reasons— (a) if the assumption that the non-linear equations of redundant-baseline calibration can be optimised by solving the linearized system of equations, does not hold at this limit or (b) if the product of gains form an asymmetric distribution about their mean value, and do not average down. If the former is true, a linearized solver of Equation 1 would result in a biased solution when the noise in measured visibilities is high. However, we find that linearization based on Taylor expansion of variables and omni-cal always result in unbiased gains and visibilities irrespective of the SNR in the measured visibilities.

The more favourable explanation seems to be latter. As shown by O’Donoughue & Moura (2012), the probability distribution function (PDF) of the product of two complex Gaussian random variables is not a simple Gaussian distribution. Moreover, the resulting distribution can be asymmetric if two complex random variables are drawn from a non-zero mean Gaussian, as is the case with antenna gains.

$\chi^2_r$ of Estimated Gains and Visibilities

As was discussed in Section 2.2, the gains computed using a reduced redundant-baseline calibration scheme, are estimated from the visibility matrix $\mathbf{v}_{\text{reduced}}$ but applied to a different visibility matrix $\mathbf{v}_{\text{unique}}$. The redundant-baseline calibration process is designed to minimise the $\chi^2_r$ between the visibility matrix used for calibration and the estimated variables. In the case of reduced redundant-baseline calibration, this is the $\chi^2_r$ evaluated between the estimated gains, model visibilities that are discarded by the calibrator and the reduced visibility matrix. In Figure 11, this $\chi^2_r$ is represented by hollow orange and green markers for subset redundant calibration and low-cadence calibration respectively, and has the expected value of one.

The $\chi^2_r$ estimated using gains computed by the reduced redundant-baseline calibration process, unique visibilities computed by the FFT-correlator and the full visibility matrix is a better metric to assess the effectiveness of the calibration process. This $\chi^2_r$ is represented by the solid orange and green points in Figure 11, for subset redundant calibration and low-cadence calibration respectively. Both the reduced redundant-baseline calibration schemes yield a $\chi^2_r$ that is close to one, indicating that the estimated parameters are a reasonable fit to the full visibility matrix. The larger $\chi^2_r$ of subset redundant calibration as compared to low-cadence calibration is a direct consequence of the higher gain variance in the former compared to the latter. The non-smooth trend in $\chi^2_r$ is due to a non-uniform increase in the size of the calibrator used in simulation. The jump in $\chi^2_r$ of low-cadence calibration is correlated with the increase in number of unique-baseline types processed by the calibrator.
Reduced chi-squared as a function of the computational resources allocated to a reduced redundant calibrator for a 331 antenna array. The size of the calibrator is marked in the fraction of baselines that can be processed for subset redundant calibration (bottom axis) or the fraction of integration time that can be spent on each baseline for low-cadence calibration (top axis). The vertical dotted line marks the size of a calibrator that can cross-correlate exactly $N \log_2 N$ baselines, which was the assumption throughout this paper, low-cadence calibration yields better gain estimates. This calibrator size is marked by a vertical dotted line in the figure. However, at larger calibrator sizes, subset redundant calibration yields better gain estimates than low-cadence calibration.

because this leads to a jump in the integration time available to each cycle of correlation in the calibrator.

Figure 12 compares the performance of low-cadence calibration to subset redundant calibration for calibrators of various sizes operating a fixed array size. When the resources allocated to the calibrator are sufficient to cross-correlate exactly $N \log_2 N$ baselines, which was the assumption throughout this paper, low-cadence calibration yields better gain estimates. This calibrator size is marked by a vertical dotted line in the figure. However, at larger calibrator sizes, subset redundant calibration performs better than low-cadence calibration. This is because the subset redundant calibrator preferentially spends time on baselines that have a higher constraining power and integrates them to a higher SNR than a low-cadence calibrator of a similar size.

7 CONCLUSION

Low frequency radio interferometers with $N \gg 1000$ antennas are being proposed for targeting the 21 cm signal at cosmological distances. These arrays will face a significant computational cost in building traditional FX-correlators that scale as $O(N^2)$ with the number of antennas in the array. FFT-correlators attempt to decrease this scaling to $O(N \log_2 N)$, thereby decreasing the cost of the correlator backend. However, FFT-correlators only produce meaningful output when the input antenna voltages are calibrated. In the past, the few experiments that have used FFT-correlators on redundant arrays had an FX-correlator working in parallel for computing the visibilities required for calibration. This is, however, a non-scalable solution for large-N arrays. In this paper we propose a $O(N \log_2 N)$ calibrator design that can operate in parallel with the FFT-correlator, forming a self-contained correlator system that can be scaled to large-N arrays built on a regular grid. We discuss two calibration algorithms, that can be employed by such a calibrator, which are modifications of redundant-baseline calibration.

In low-cadence calibration, antenna pairs are cross-correlated in a round-robin fashion over multiple integration cycles, producing the full visibility matrix once every given number of cycles. However, the time period between two calibration cycles $t_{cal}$ is fixed by the inherent gain variability of the array. This leads to a decrease in the integration time available for each cycle as the array size increases. A decrease in integration time results in lower SNR visibilities within the calibrator, and consequently a higher variance in the estimated gains. For a calibrator that is restricted to an $O(N \log_2 N)$ scaling, the gain variance scales as $1/\log_2 N$ with increasing array size. The contribution of this gain variance to the overall variance in the visibilities computed by the FFT-correlator is much smaller than the contribution of thermal noise in measurements. Hence, low-cadence calibration is a suitable calibration scheme to estimate gains that are effective in calibrating voltages for the FFT-correlator.

In subset redundant calibration, the calibrator computes the visibilities of only a few baseline groups without compromising on their SNR. By nature of the system of equations solved by redundant-baseline calibration, the larger baseline groups contribute higher constraining power to antenna gains. Subset redundant calibration exploits this property and computes cross-correlations of only these baseline groups. The minimum number of baseline-types that need to be considered for subset redundant calibration is determined by the null space of the solution set, which should ideally not have more than the four known degeneracies. However, using only a small fraction of all the baselines, that satisfy this degeneracy criterion, could still result in antenna gains that have a high variance and covariance. A calibrator that can cross-correlate $N \log_2 N$ baselines, results in antenna gains that have a $1/\log_2 N$ scaling in variance as well. As in the case of low-cadence calibration, the variance of the estimated antenna gains forms only a small fraction of the total scatter in visibilities computed by the FFT-correlator. Hence, subset redundant calibration is also a suitable scheme of calibration for estimating gains that can minimise scatter in redundant visibilities.

The gains, estimated using either reduced redundant-baseline calibration method, are unbiased and converge to the true value when noise averaged. When comparing low-cadence calibration and subset redundant calibration, we find that low-cadence calibration consistently yields lower variance antenna gains when the size of the calibrator is held constant. This consequently leads to a better fit to measured visibilities and the $\chi^2$ estimated using the variables computed by low-cadence calibration is lower than that of subset redundant calibration. However, for large-N arrays low-cadence calibration could involve optimising over a few hundred thousand equations which could potentially hamper the real-time nature of the calibration parameters required. If the calibrator for a given array has more computational resources, subset redundant calibration can result in better antenna gain estimates. Ultimately, the calibration method that is suitable for a large array depends on the antenna de-
sign parameters, the array layout, computational resources available and the science goal at hand.
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APPENDIX A: HIERARCHICAL CALIBRATION

Hierarchical redundant-baseline calibration was originally presented by Zheng et al. (2014, appendix B). It is based on separating a redundant array into sub-arrays and cross-correlating all the antenna pairs in each sub-array. Antenna gains are estimated by performing redundant-baseline calibration on each sub-array independently. The degenerate parameters of each sub-array are tied together by choosing one antenna from each sub-array and redundantly calibrating the array they form. For redundant arrays where the correlator also operates hierarchically (Tegmark & Zaldarriaga 2010), such a calibrator system would parallel the correlator layout in the field and reduce networking. However, this is not an optimal calibration solution for FFT-correlators that operate on the entire array.

The spatial Fourier transform in an FFT-correlator can only be performed on a machine containing the voltages of all antennas in the array. This requires a large corner-turn as no FX-correlators, where the voltages from all antennas over a narrow bandwidth are collected at a central server using an Ethernet switch or a similar device. When data from all the antennas is available at a central location, the baselines that yield optimal gain solutions can be chosen in any fashion for the purpose of calibration. While hierarchical calibration has the potential to simplify the networking required for large arrays, the networking required for FFT-correlators renders this simplification moot. For this reason, hierarchical calibration has been classified as a special case of subset redundant calibration and is not presented in more detail.
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