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ABSTRACT
In the field of data science, and for academics in general, the Python programming language is a popular choice, mainly because of its libraries for storing, manipulating, and gaining insight from data. Evidence includes the versatile set of machine learning, data visualization, and manipulation packages used for the ever-growing size of available data. The Zen of Python is a set of guiding design principles that developers use to write acceptable and elegant Python code. Most principles revolve around simplicity. However, as the need to compute large amounts of data, performance has become a necessity for the Python programmer. The new idea in this paper is to confirm whether writing the Pythonic way peaks performance at scale. As a starting point, we conduct a set of preliminary experiments to evaluate nine Pythonic code examples by comparing the performance of both Pythonic and Non-Pythonic code snippets. Our results reveal that writing in Pythonic idioms may save memory and time. We show that incorporating list comprehension, generator expression, zip, and itertools.zip_longest idioms can save up to 7,000 MB and up to 32.25 seconds. The results open more questions on how they could be utilized in a real-world setting. The replication package includes all scripts, and the results are available at https://doi.org/10.5281/zenodo.5712349
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1https://www.anaconda.com/state-of-data-science-2021
2https://www.tiobe.com/tiobe-index/
3https://octoverse.github.com/#top-languages-over-the-years
4https://www.kaggle.com/
as Scikit-learn, TensorFlow, and Keras). With the increase in software artifacts becoming available on sites such as GitHub, the Pythonic programmer need to handle size, complexity and memory constraints.

The new idea in this paper is to start preliminary investigations into the performance of Pythonic code in terms of memory and execution. In a case study of nine Pythonic idioms (i.e., list comprehension, dict comprehension, generator expression, yield, lambda, defaultdict, deque, zip, zip_longest), we run a performance test under different input level settings (up to 100,000 integer instances) to test memory and execution usage. Results indicate that some performance benefits are realized at larger computations for some idioms. Encouraged by the results, our future plan includes empirical evaluation on real-world applications.

2 A CATALOG OF NINE PYTHONIC IDIOMS

We target nine Pythonic idioms identified in prior works [4, 5] and acknowledged to have performance benefits through a literature review and developer interviews. We now explain each idiom and show its example.

1. List comprehension is a concise way of constructing new lists from other sequences, such as applying an operation to each element (similar to ‘map’ in other languages).

```
# Note: n is integer
result_list = [el for el in range(n)]
```

2. Dict comprehension is similar to list comprehension but is used for constructing dictionaries, e.g., ‘Maps’ in other languages.

```
# Note: n is integer
dict_compr = {k: k*2 for k in range(n)}
```

3. Generator expression is also similar to a list comprehension, but for lazily generating sequences.

```
# Note: n is integer
result = sum((k*2 for x in range(n)))
```

4. yield. creates generators instead of utilizing return. It is an easier way to write generators than to build an iterator (using the __next__ magic method).

```
# Note: n is integer
def two_times_range(n):
    for it in range(n):
        yield it*2
```

5. lambda. implements anonymous functions.

```
# Note: n is integer
# n_list is list of n integer elements
result = sum(map(lambda it: it*2 + 1, n_list))
```

6. collections.defaultdict. is similar to a simple dictionary, but when accessing a non-existent key, a default value is added and returned in place of raising an exception.

```
# Note: n is integer
# n_list is list of n integer elements
from collections import defaultdict
def add_new_value_in_dict_pythonic(n_list):
    num_dict = defaultdict(int)
    for key in n_list:
        num_dict[key] = key
    return num_dict
```

7. collections.deque is a generalization of constructing stacks and queues.

```
# Note: n is integer
from collections import deque
def add_new_value_in_queue_pythonic(n):
    num_queue = deque()
    for num in range(n):
        if num % 4 == 0:
            num_queue.appendleft(num)
        elif num % 4 == 1:
            num_queue.appendleft(num)
        elif num % 4 == 2:
            num_queue.popleft()
        else:
            num_queue.popleft()
    return num_queue
```

8. zip. accepts two or more iterables and returns a new iterator where each i-th element yielded is a tuple containing the i-th elements of each input.

```
# Note: n is integer
# a_list is list of n integer elements
# b_list is list of n/2 integer instances
from itertools import zip_longest
for a, b in zip(a_list, b_list):
    result = min(a, b)
```

9. itertools consist of several functions such as zip_longest, starmap, tee, and groupby.

```
# Note: n is integer
# a_list is list of n integer elements
# b_list is list of n/2 integer instances
from itertools import zip_longest
for a, b in zip_longest(a_list, b_list, fillvalue = -1):
    result = min(a, b)
```

3 EXPERIMENT SETUP

We now describe our experiment setup used for the study. As aforementioned, we provide scripts and datasets as a replication package.

3.1 Tools for measurements

For our experiment environment, we implemented a framework to measure memory usages and execution times. Using the memory-profiler library [2], we measured the full memory usage of a Python process with the execution timestamp.

For the environment specification, we used a single machine with AMD Ryzen Threadripper 3970X CPU and 128 GB of DDR4 RAM. Note that our framework was executed on Ubuntu 20.04 operating system with CPython version 3.9.7 and used only a single process per execution.

3.2 Input Parameters

For the experiment, we performed at total of 9 runs, each time increasing the input size of the computation. Hence, for each of the nine Pythonic and non-Pythonic code, we input a list of integer instances from 1 and multiply it by 10 up to 10^6 (i.e., in total 9 different input sizes). Each run was labeled as Run = 1 to 9 respectively. This way, the highest setting is 100,000,000 of random numbers in the single list. Due to the fact that each run could be non-deterministic and other factors that may impact the run time, we repeat each run experiment for 100 times.

---

1. https://scikit-learn.org
2. https://www.tensorflow.org
3. https://keras.io
4. These examples were synthesized from an online catalog of Pythonic idioms provided by Alexandru et al. [4]: https://pythonic-examples.github.io

---
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To calculate the improvements, we find the difference in medians of both memory usage and execution time for each run. Note that we only report if there is improvement over the non-Pythonic code. Overall, we find that the improvements in both megabytes (MB) and seconds increase as the runs increase, as is shown by Table 1.

**Observation 1:** Results indicate that performance differences become apparent at higher input computations.

### 3.3 Data Analysis

For the rest of the analysis, we focus on the highest run setting (i.e., Run = 9). We then report the median and mean memory (in megabytes MB) and execution times (in seconds).

In order to statistically validate the differences between the performance of Pythonic and Non-Pythonic codes, we apply an independent sample t-test [12]. We test the null hypothesis that "the performance of Pythonic and Non-pythonic codes are the same". The parameters are set the effect size using Cohen’s d which indicate differences between two means based on the standard deviation of the population. The interpretation is listed as follows: (1) $0 \leq d < 0.1$ as Very small, (2) $0.1 \leq d < 0.35$ as Small, (3) $0.35 \leq d < 0.65$ as Medium, (4) $0.65 \leq d < 0.9$ as Large, or (5) $d \geq 0.9$ as Very large. For a statistical test, we use NumPy [6], SciPy [14], and researchpy [3].

### 4 ANALYSIS 1 - MEMORY CONSUMPTION

Table 2 shows the summary statistics of memory usage for each Pythonic and Non-pythonic code at the highest input points (size is in Run = 9). Under these settings, we find that five out of nine Pythonic idioms had significant memory performance improvements when compared to the Non-pythonic counterparts (i.e., high-lighted in green). The Pythonic idiom that peak performance is List comprehension, Generator expression, yield, lambda, collections.deque, zip and itertools.zip_longest. We also find that using itertools.zip_longest can save more memory than other idioms (i.e., a median difference of 6,965.85 MB, an effect size is in Run = 9). Under these settings, we find that eight out of nine Pythonic idioms were faster in execution than the Non-pythonic counterparts at scale. (i.e., List comprehension, Dict comprehension, generator expression, yield, lambda, collections.deque, zip and itertools.zip_longest).

6.1 Limitations

A key limitation of this work is that our code examples may not reflect what is practiced in real-world application. Furthermore, we are unsure the extent to which we could find and replace the use a multiple iterators in parallel, so it does not allocate extra space for pairing those items in the lists.

**Observation 2:** Five out of nine Pythonic idioms statistically significantly consume less memory than their Non-Pythonic counterparts. (i.e., List comprehension, dict comprehension, generator expression, yield, lambda, zip and itertools.zip_longest)

### 5 ANALYSIS 2 - EXECUTION TIME

Table 3 shows summary statistics for execution times at the highest setting (Run = 9). Here we find that eight out of nine Pythonic idioms improve the execution times (i.e., statistically significant difference and have very large effect size are highlighted in green in the Table). The Pythonic idioms are List comprehension, Dict comprehension, Generator expression, yield, lambda, collections.deque, zip and itertools.zip_longest. We can see that using Pythonic idiom can save up to 32.25 seconds (i.e., from itertools.zip_longest).

Also from Table 3, we find that collections.defaultdict took more execution times than Non-pythonic code style (i.e., 25.41 seconds > 18.57 seconds, highlighted in yellow). As stated in the official Python document, defaultdict is a subclass of the built-in dict class. We suspect that the new mechanism of defaultdict causes the slower speed than the built-in dict, even though it helps developers write a shorter code. Note that with our experiment setup, the time differences are still within one minute.

**Observation 3:** Eight out of nine idioms were faster in execution than the Non-pythonic counterparts at scale. The only exception was the collections.defaultdict idiom.

### 6 IMPLICATIONS AND FUTURE CHALLENGES

We now discuss the implications and challenges for our research directions.

#### 6.1 Limitations

A key limitation of this work is that our code examples may not reflect what is practiced in real-world application. Furthermore, we are unsure the extent to which we could find and replace the

Table 1: Summary statistics of median improvement of Pythonic code over Non-Pythonic code in terms of memory usages and execution times (MB | seconds) from Run = 1 to 9 (i.e., $10^9$ to $10^8$ integer instances). "." refers to no improvement.

| Runs (MB|secs) | List comprehension | Dict comprehension | Generator expression | yield | lambda | collections.defaultdict | collections.deque | zip | itertools.zip_longest |
|------------|--------------------|--------------------|----------------------|--------|--------|--------------------------|-------------------|-----|-----------------------|
| @1         | 0.05               | -                  | -                    | 0.02   | -      | -                        | -                 | -   | -                     |
| @2         | -                  | -                  | -                    | -      | -      | -                        | -                 | -   | -                     |
| @3         | -                  | -                  | -                    | 0.02   | -      | -                        | -                 | -   | -                     |
| @4         | -                  | -                  | -                    | -      | 0.07   | 0.01                      | 0.02              | 0.06 | 0.05                  |
| @5         | -                  | -                  | -                    | 0.02   | 0.01   | 0.02                      | 0.06              | 0.58 | 0.05                  |
| @6         | -                  | -                  | -                    | 0.03   | -      | -                        | -                 | -   | -                     |
| @7         | -                  | -                  | -                    | 0.03   | 0.21   | 3.82                      | 38.61             | 0.01 | 386.36               |
| @8         | -                  | -                  | -                    | -      | 0.04   | -                        | -                 | -   | -                     |
| @9         | -                  | -                  | -                    | 0.04   | 0.19   | 4.10                      | 38.92             | 0.02 | 386.58               |
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We envision that all these limitations open up future avenues for exploring in the future.

### 6.2 Implications

The main takeaway message for the paper is that writing Pythonic code does matter at scale. We are not sure to what extent that this may relate to real-world examples but shows that it is worth exploring in the future.

For Python programmers, our results are encouraging for data scientist and other Python programmers that deal with large computations and limited memory and time. Furthermore, as a community, it is another reason to encourage newcomers to exploit the benefits of writing the Pythonic way. For instance, it is worthwhile to incorporate list comprehension, generator expression, zip and itertools.zip_longest as they save both time and memory. One example of a set of Pythonic programs would be the maintainers of PyPi libraries that deal with large datasets.

For researchers, based on these results similar to [10], tool support could be used to assist with suggestions to change non-Pythonic to their Pythonic versions. The tool could be helpful for novices, or for developers that programming in multiple languages and are unaware of the Pythonic way.

For educators, it would be useful to introduce such idioms to students that would like to fully maximize their usage of the language. We suggest that this could be part of the more advanced level of usage of the Python programming language.

### 6.3 Challenges and Future Directions

We identify three key challenges for future research directions. The first challenge is to detect and retrieve Pythonic idioms in the wild. The second challenge for analyzing Python code in the wild is automatic compiling real-world code. The final challenge is to evaluate whether or not the savings in performance makes a difference in that certain scenario. In this case, we would have to conduct a user study to get developer perspectives. Also, we would have to focus on specific tasks such as machine learning models to concretely evaluate the benefits. Apart from analyzing source code of software projects, we also would like to explore other sources such as the Kaggle dataset for data scientists.
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