Patient, interrupted: MEG oscillation dynamics reveal temporal dysconnectivity in schizophrenia
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ABSTRACT

Current theories of schizophrenia emphasize the role of altered information integration as the core dysfunction of this illness. While ample neuroimaging evidence for such accounts comes from investigations of spatial connectivity, understanding temporal disruptions is important to fully capture the essence of dysconnectivity in schizophrenia. Recent electrophysiology studies suggest that long-range temporal correlation (LRTC) in the amplitude dynamics of neural oscillations captures the integrity of transferred information in the healthy brain.

Thus, in this study, 25 schizophrenia patients and 25 controls (8 females/group) were recorded during two five-minutes of resting-state magnetoencephalography (once with eyes-open and once with eyes-closed). We used source-level analyses to investigate temporal dysconnectivity in patients by characterizing LRTCs across cortical and sub-cortical brain regions. In addition to standard statistical assessments, we applied a machine learning framework using support vector machine to evaluate the discriminative power of LRTCs in identifying patients from healthy controls.

We found that neural oscillations in schizophrenia patients were characterized by reduced signal memory and higher variability across time, as evidenced by cortical and subcortical attenuations of LRTCs in the alpha and beta frequency bands. Support vector machine significantly classified participants using LRTCs in key limbic and paralimbic brain areas, with decoding accuracy reaching 82%. Importantly, these brain regions belong to networks that are highly relevant to the symptomology of schizophrenia. These findings thus posit temporal dysconnectivity as a hallmark of altered information processing in schizophrenia, and help advance our understanding of this pathology.

1. Introduction

Schizophrenia is a debilitating disorder that is accompanied with severe cognitive, behavioral and functional impairments. Worldwide, ~21 million people suffer from psychotic illnesses yet, progress in understanding the pathophysiological mechanisms that underlie the symptoms of schizophrenia is relatively slow. For over 20 years, it has been suggested that dysconnectivity [disconnection syndrome (Friston and Frith, 1995; Weinberger et al., 1992) or cognitive dysmetria (Andreasen et al., 1998)], at the anatomical and functional levels, is the core dysfunction that underlines schizophrenia clinical symptoms (Friston et al., 2016).

Abbreviations: ASRM, Altman self-rating mania scale; BDI, Beck’s depression inventory; LRTCs, Long-range-temporal-correlations; MEG, Magnetoencephalography; SANS, Scale for the assessment of negative symptoms; SAPS, Scale for the assessment of positive symptoms; SVM, Support vector machine.
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The idea of neural dysconnectivity (i.e. the failure of functional integration in the brain) relies on the assumption that disorganization is a key characteristic of schizophrenia. According to this theory, schizophrenia is marked by patterns of symptoms involving errors in predictive coding (leading to delusions and hallucinations), lack of language and thought organization, and, in some cases, motor disorganization. Neural dysconnectivity is thought to arise from aberrant synaptic plasticity, which has been attributed in part to abnormal modulation of N-methyl-D-aspartate (NMDA) receptors by neurotransmitters such as serotonin, dopamine and acetylcholine (Stephan et al., 2009). A recent study (Shaw et al., 2019) has shown that this atypical functioning of NMDA receptors is linked to altered gamma-band oscillations in schizophrenia. Moreover, it has been proposed that these abnormal neural connections occur within (and in-between) distinct brain regions (Végainel-Doost et al., 2011), and thereby lead to clusters of cognitive, affective and motor symptoms.

Functional magnetic resonance imaging (fMRI) (e.g., Alderson-Day et al., 2015; Karbasforoushan and Woodward, 2012; Narr and Leaver, 2015; Ramani, 2015; Rotarska-Jagiela et al., 2016; Yu et al., 2013) and electrophysiological studies (e.g., Joannides et al., 2004; Sponheim et al., 1994; Uhlhaas and Singer, 2010) have probed structural and functional alterations among schizophrenia patients and have found significant and consistent differences in terms of the physical properties and connectivity patterns of their neural signal compared to controls (multimodal reviews: Alamian et al., 2017; Ćurić-Blake et al., 2016; Pettersson-Yeo et al., 2011). Among others, some of the most commonly reported differences occur within the frontal cortices, within the thalamo-cortical pathway and between dorso-lateral prefrontal areas and amygdala (Alamian et al., 2017; Anticevic et al., 2018). While the input from fMRI has been crucial in understanding the anatomical (spatial) disruptions and task-related changes occurring in schizophrenia, the picture remains unclear about how neural dysconnectivity occurs at the fast temporal scale of neural communication. Specifically, while details on alterations of the anatomical connections between brain areas among schizophrenia patients have been reported (e.g., Cheung et al., 2008; Wagner et al., 2015) there remains an important gap in understanding how the integrity of the neural signal is changed over time, across multi-scaled windows. This type of evidence is key for understanding whether proper information integration has taken place (Henry et al., 2019; Hirvonen et al., 2017; Houck et al., 2016).

In recent years, there has been an increasing interest in investigating the temporal dynamics of neural oscillation amplitudes (Brookes et al., 2015; Cetin et al., 2016; Sanfratello et al., 2019). An approach for quantifying the properties of rhythmic brain activity is by exploring long-range temporal correlation (LRTC) in the amplitude dynamics of different frequency bands (Linkenkaer-Hansen et al., 2001; Nikulin et al., 2012; Palva et al., 2013). One way to measure LRTCs is by applying Detrended Fluctuation Analysis (DFA) on either the raw electrophysiological signal, or on the envelope (i.e. amplitude) of a given frequency band, using a sliding window of a given length (Kantelhardt et al., 2001; Peng et al., 1995). The LRTC metric quantifies the self-similarity of a signal across time. Its presence is an indication that electrophysiological signal decays slowly over time, and it is thought to speak of the temporal integrity of transferred information (Linkenkaer-Hansen et al., 2001). Interestingly, the strength of oscillatory LRTCs have been found to be highly interdependent (~60%, Linkenkaer-Hansen et al., 2007) and, importantly, to be altered by disease, such as psychosis (Fountas et al., 2013).

To date, a few studies have evaluated LRTCs using DFA on resting-state EEG signal in schizophrenia. These papers showed that, while the overall temporal structure of the neural signal was maintained over time for both schizophrenia and healthy controls, it was more random in schizophrenia. Specifically, LRTCs were attenuated in the beta-band (Sun et al., 2014a, 2014b; Moran et al., 2019; Nikulin et al., 2012) and alpha-band oscillatory envelopes (Nikulin et al., 2012). The present study is based on the premise that LRTCs provide an efficient marker of altered information integration over time in schizophrenia. We propose that measuring LRTCs in cortical and subcortical brain areas, with the high temporal and spatial resolution of source-space magnetoencephalography (MEG), could provide evidence for the dysconnectivity theory of schizophrenia from a temporal point of view.

The goals of this study were to investigate how intrinsic neurophysiologic LRTCs differ among schizophrenia patients compared to healthy controls across cortical and subcortical brain areas. Moreover, we measured the relevance of these alterations in their ability to discriminate schizophrenia patients from healthy controls using a machine-learning framework. We hypothesized that the temporal properties of neural dynamics are affected by the illness and that, consequently, LRTCs as measured by DFA would be significantly diminished among schizophrenia patients compared to controls in both cortical and subcortical brain regions.

2. Materials and methods

Data collection was conducted at the Cardiff University Brain Research Imaging Centre (CUBRIC) in Wales, U.K., while the following analyses were conducted at the University of Montreal (Q.C., Canada). Ethics approval for the collection of data was obtained according to the guidelines of the NHS ethics Board in the U.K, the Cardiff University School of Psychology Ethics Board (EC.12.07.03.3164), and the Ethics Research Committee of the University of Montéal (CERAS-2018-19-069-D).

2.1. Participants

Neuroimaging and behavioural data of 26 schizophrenia patients and 28 healthy controls were collected. Control participants were neurologically and psychology healthy, and matched patients on age and gender. Patients were recruited through the Cognition and Psychosis study (i.e., from the Schizophrenia Working Group of the Psychiatric Genomics Consortium; details of the case sample recruitment and procedures are provided in (Lynham et al., 2018)), while controls were primarily recruited through ads using the Cardiff University Noticeboard and opportunistically from CUBRIC, Cardiff University. One patient was excluded due to the quality of their recording, and three controls were excluded due to the lack of a complete set of recording conditions. The final sample size included 25 schizophrenia patients and 25 controls.

Diagnosis confirmation was obtained for patients through the Schedule for Clinical Assessment in Neuropsychiatry (SCAN) interview. For both groups, participants were included in the study if they were between the ages of 16–75, had English as their first language, and normal or corrected vision. Controls were excluded if they had any history of neuropsychiatric disorders as measured by the MINI International Neuropsychiatric Interview (Sheehan et al., 1998). Participants were excluded if they had a history of drug or alcohol abuse, a diagnosis of epilepsy, head injury or stroke, metal present in their bodies or the use of mood stabilizing drugs. All participants were asked to refrain from the use of alcohol and drugs two days prior to testing.

Note that the sample size for this study was calculated taking into account the fact that we planned to use a machine learning framework. Based on the literature (i.e. multiple studies using machine learning to classify schizophrenia and controls), we expected classification decoding accuracies to roughly lie between 70 and 75%. Assuming a binomial cumulative distribution of the decoding error, and a p-value threshold of 0.001, the number of samples corresponding to a significant classification of 70 or 75% is 40 or 60 respectively (Combrinck and Jerbi, 2015). Our sample size of 50 participants fits within this interval.

2.2. Demographic and clinical data

Demographic information about each participant was collected,
including their age, gender, depression score on the Beck Depression Inventory – II (BDI-II (Beck et al., 1996)), and mania score on the Altman Self-Rating Mania Scale (ASRM (Altman et al., 1997)). In addition, for the patient group, scores on the Scale of the Assessment of Positive Symptoms (SAPS) and the Scale of the Assessment of Negative Symptoms (SANS) (Kay et al., 1987) were derived from the psychosocial-subsection of the MINI International Neuropsychiatric Interview. Finally, information on antipsychotic doses were obtained and standardized using olanzapine equivalents (Gardner et al., 2010). The data was anonymized such that no identifiable information of participants was associated with their data nor subsequent analyses. Table 1 summarizes the demographic information of each subject group and average clinical scores on the BDI, ASRM, SANS, SAPS and medication dosage.

Aside for BDI-II scores (independent t-test, t(46) = 4.94, p = 0.000011), no significant group differences were observed. According to their scores on the BDI-II, schizophrenia patients presented on average with mild-depression, compared to controls who showed negligible signs of depression. In terms of ASRM scores, neither group showed any symptom that could correlate with mania. Finally, in terms of scores on the SANS and SAPS, patients generally appeared asymptomatic.

2.3. MEG and MRI experimental designs

Two five-minute resting-state MEG scans were recorded in each participant, once with eyes-closed and once with eyes-open, with a 275-channel (first-order gradiometers) CTF machine located at the CUBRIC in Wales, U.K. During the eyes-open recording, participants were instructed to fixate a red square projected in front of them. During both resting-state conditions, participants let their mind wander for the duration of the recordings. Reference channels were placed at fixed distances from the nasion, the left and right pre-auricular points. In addition, five electrodes were placed above and below the center of the left eye, under the left and the right temple and behind the left ear, to record eye movements/potential artifacts (Messeritaki et al., 2017). The raw MEG signal was recorded at a frequency sampling of 1200 Hz. In addition to the MEG data acquisition, an anatomical-T1 MRI scan was acquired for all participants to help with the MEG source reconstruction.

2.4. Data preprocessing and MEG source reconstruction

An in-house open-source python pipeline NeuroPycon (Meunier et al., 2020) was used for the preprocessing and source-reconstruction analysis. The continuous raw data was filtered with a zero-phase bandpass using a finite impulse response filtering (FIR 1, order = 3) between 0.1 Hz and 150 Hz, and a Hamming window. The default values for lower and upper transition bandwidths and filter length were used. The data was down-sampled from 1200 Hz to 600 Hz. Independent component analysis (ICA) was then used to remove blinks, eye movements, heartbeat, and external artefacts from the MEG signal using the routine provided by the MNE-python package (Gramfort et al., 2013; Hyvarinen, 1999).

The anatomical MRI information of each participant was segmented with the FreeSurfer software package (Fischl, 2012) to generate an anatomical source-space that included both the cortical surface and the subcortical regions modelled as volumes. Given that each participant had different source-space dimensions, we next morphed and projected individual source spaces onto fsaverage (standardized space) of FreeSurfer (Greve et al., 2013). The mixed source space obtained in this manner consisted of 8196 nodes on the cortical surface, where each voxel was 5 mm apart from one another. For subcortical structures, we applied a region-of-interest (ROI) transformation and extracted the following volumes using FreeSurfer: Amygdala, Caudate, Hippocampus, Thalamus and Cerebellum. On average, these regions contained 27, 51, 73, 130 and 875 voxels, respectively.

The lead field matrix was computed using the single layer model boundary element method implemented in MNE-python (Gramfort et al., 2013). Finally, the inverse solution was computed using the inverse pipeline provided by NeuroPycon (Meunier et al., 2020) where we chose the weighted Minimum Norm Estimate (Dale and Sereno, 1993; Hamalainen and Ilmoniemi, 1994; Hincapié et al., 2016), implemented in the MNE-python package (Gramfort et al., 2013; Hyvarinen, 1999). The dipoles of the cortical source-space were constrained to have an orientation normal to the surface, while the dipoles of the subcortical volumes were left with free orientation. In total, we extracted 8196 time-series at the cortical level, and 3 time-series per source in subcortical regions.

2.5. Measuring LRTC using DFA

To quantify LRTCs in the structure of the amplitudes of each frequency band, we used a standard procedure based on Detrended Fluctuation Analysis (DFA) (Kantelhardt et al., 2001; Peng et al., 1995), in line with previous research (Linkenkaer-Hansen et al., 2001; Nikulin et al., 2012; Nikulin and Brismar, 2005).

Briefly, DFA measures the fluctuation of linearly detrended signal as a function of a sliding time-window. The DFA scaling exponent reflects the slope of this fluctuation function, and is often referred to as the self-similarity parameter (Lux and Marchesi, 1999). It can take on a value between 0 and 1, where a value between 0 and 0.5 represents negative temporal correlation (i.e. anti-persistence of the signal in time), 0.5 represents a random (uncorrelated) signal, and a value between 0.5 and 1 represents a positive temporal correlation (correlation of the signal in time) (Hardstone et al., 2012). Simply put, in a persistent signal, large fluctuations are likely to be followed by large fluctuations and small energy fluctuations are likely to be followed by small energy fluctuations. Conversely, in an anti-persistent signal (negative correlation) large fluctuations are likely to be followed by small fluctuations and small fluctuations are likely to be followed by large fluctuations. In other words, if the scaling (DFA) exponent decreases from a value close to 1 down to a value closer to 0.5, then the temporal correlations are considered to be less persistent in time (i.e. they decay faster in time).

In order to obtain a measure of LRTC in the MEG signal, instantaneous amplitude of the MEG signals was computed in the delta (1–4 Hz), theta (4–7), alpha (8–13 Hz), beta (15–25 Hz), and gamma (30–60 Hz) frequency bands. To this end, the raw MEG signal was first filtered using a finite impulse response filtering (FIR1, order = 3), and then we computed the Hilbert transform (Foster et al., 2016; Le Van Quyen et al., 2001). Next, DFA values were calculated for each of the 8196 nodes of the cortex for the length of the recording as described in (Linkenkaer-Hansen et al., 2001; Peng et al., 1995). In terms of deep structures, DFA was computed for each of the 3 time-series of each source, and then averaged across the 3 in order to obtain a single time-series per deep source. For the present study, DFA was used to analyze the decay of temporal auto-correlations, for each eyes-open and eyes-closed
condition, in the time range of 5–33 s (or 3000–20000 samples) over consecutive windows for the full 5 min of MEG recording.

2.6. Statistics and machine-learning analyses

2.6.1. Conventional statistics and correlation analyses

Group statistical analyses were conducted between schizophrenia patients and matched-controls to test for group-level differences in (a) LRTC scaling exponents (calculated on spectral amplitudes) (b) spectral amplitudes (amplitude envelope of band-passed signals), and (c) demographic and clinical data. To do so, we used non-parametric statistical tests (two-tailed, unpaired, pseudo t-tests), corrected with maximum statistics using permutations (n = 1000, p < 0.001) (Nichols and Holmes, 2001; Pantazis et al., 2005). Two-tailed, paired, t-tests were also used (within each group) to test for changes between the eyes-open and eyes-closed conditions (both for spectral amplitude and LRTC exponents). Moreover, Pearson correlation with False Discovery Rate (FDR) correction (Genovese et al., 2002) were used to explore the relationship between cortex-level LRTCs and scores on the BDI, ASRM, SANS and SAPS, as well as to investigate the link between age, gender and medication dosage and values of LRTCs. This was also repeated for correlations between amplitude and clinical scores. FDR correction (Benjamini-Hochberg) was applied to each p-value (computed for each of the 8196 nodes), and Bonferroni correction was then applied to account for all the frequency bands (5) and correlational analyses (7) to achieve a significance threshold of p < 0.05 corrected.

2.6.2. Machine learning analyses

MEG signal classification was conducted using a support vector machine model and a stratified 10-fold cross-validation scheme to evaluate the discriminative power of LRTC in objectively classifying patients and controls. To do so, the DFA exponent features for each source were split into 10 folds while respecting the balance between the two classes (schizophrenia, controls). Then, the classifier was trained on the data from nine of the folds and tested on the remaining fold (test set). The classification performance was assessed using the decoding accuracy (DA) on the test set (i.e., percentage of correctly classified participants across the total number of participants in the test set). This operation was iteratively repeated until all folds were used as test sets. The mean DA was used as the classification performance metric. In order to infer the statistical significance of the obtained DAs, permutations tests were applied to derive a statistical threshold as described in (Combrisson and Jerbi, 2015). This method consists of generating a null-distribution of DAs obtained by running multiple instances of the classification (n = 1000), each time randomly shuffling class labels. Maximum statistics were applied across all sources in order to control for multiple comparisons (Nichols and Holmes, 2001; Pantazis et al., 2005). The same procedure was also applied to the comparison of spectral amplitudes between the groups. Finally, we used Visbrain for the visualizations of all cortical results (Combrisson et al., 2019).

2.7. Data availability

The code used throughout this study relies on open tools available to the community, including primarily the following python tools (NeuroPy, MNE, visbrain) which can be downloaded from Github. The functions for DFA and the SVM classifiers trained in this study can be made available upon reasonable request.

3. Results

The following sections describe the results obtained with the eyes-closed resting-state MEG protocol. The summary of the results obtained in the eyes-open condition are provided in the supplementary material and are summarized at the end of the Results section.

3.1. Group comparisons of LRTCs

Fig. 1 shows the results of group-averaged LRTCs in cortical source-space in the schizophrenia patient group and the control group, for each frequency band. Overall, LRTCs were attenuated in patients, compared to controls, across the cortex in the theta, alpha and beta frequency bands. Interestingly, in the delta and gamma frequency bands (1st and last row of Fig. 1), certain areas showed LRTCs to be enhanced in patients compared to controls. These differences were however non-significant when using conventional t-tests and corrected for multiple-comparison (p > 0.05 for two-tailed tests). In Fig. 1, the t-values reflect both the magnitude of the effect and the direction of the group differences in terms of LRTC values, with the negative (blue) t-values showing brain areas where patients have reduced LRTC values compared to controls, and the positive (red) t-values showing brain areas where patients have increased LRTC values compared to controls. By contrast, when applying a machine-learning approach to test for out-of-sample generalization in the same data, we found that LRTCs in the alpha and beta bands in multiple brain regions led to statistically significant classification of the two subject groups with up to 82% decoding accuracy (Fig. 2, max statistics correction, p < 0.005). More specifically, using source-space alpha-band LRTCs as a decoding feature led to statistically significant discrimination of schizophrenia and controls in the precentral, central and postcentral gyri and sulci, the right frontal gyrus, the left temporal gyrus, the bilateral temporal poles and sulci and the medical parts of parahippocampal gyr (Fig. 2a). Meanwhile, using source-space beta-band LRTCs as a decoding feature let to statistically significant classification of schizophrenia patients and controls in the bilateral orbitofrontal cortices, the right parahippocampal gyrus, bilateral orbital gyri, bilateral anterior cingulate gyri and sulci and left insular sulcus (Fig. 2b). To illustrate how the classifier was able to successfully separate patients from controls, we computed individual LRTC values, averaged in each subject across all brain sites that exhibited successful decoding. These were computed separately for alpha and beta-band LRTCs and are presented in a scatter plot (Fig. 3a). For comparison, Fig. 3b shows individual alpha and beta amplitude values averaged over the same brain regions. As can be seen, amplitude values in the alpha and beta bands in the same nodes do not allow for a clear separation of the groups. This provides further qualitative confirmation that the LRTC-based classification results are not driven by changes in amplitude. Fig. 4 shows the classification results of schizophrenia and controls using the estimated alpha-band and beta-band LRTCs from the estimated time-series in deep structures. In terms of subcortical structures, statistically significant classification (max statistics correction, p < 0.001) of schizophrenia versus controls was obtained with alpha-band LRTC features from the combination of the left and right amygdala, the left hippocampus, the left thalamus and the combination of the left and right cerebellum (Fig. 4a). In the beta frequency band, the right amygdala, the combination of the left and right amygdala, the combination of the left and right caudate, and the combination of the left and right thalamus were able to statistically significantly (max statistics correction, p < 0.001) discriminate the two groups with a success rate of up to 74% (Fig. 4b). No other frequency band’s LRTCs led to significant classification.

3.2. Group comparisons of spectral amplitude

To appreciate the putative value of LRTC features, we also computed the same contrasts and classification using, the more standard, spectral amplitude as feature. Fig. 5 shows both increased and decreased oscillatory amplitudes among schizophrenia patients compared to controls. Conventional t-tests of the amplitude did not yield any significant group differences after multiple comparison correction in any of the frequency bands (p > 0.05 for two-tailed tests). Nevertheless, Fig. 5 shows the t-values to indicate the magnitude and direction of the group differences in terms of amplitude magnitude, with the negative (blue) t-values...
showing brain areas where patients have reduced amplitude compared to controls, and the positive (red) t-values showing brain areas where patients have increased amplitude compared to controls. This was also the case when using SVM classification in all frequency bands, except for the gamma-band oscillatory amplitude, which led to a statistically significant classification (Fig. 6). In particular, gamma-band oscillations led to statistically significant discrimination in the orbital sulci and gyri, parahippocampal gyri, temporal poles, left superior temporal sulcus, and left temporal gyrus, with patients showing higher spectral amplitude levels in these given brain structures. The highest discrimination occurred in the left temporal pole with a decoding accuracy of 84% (Fig. 6, max statistics correction, p < 0.005).

Fig. 7 shows the classification results of schizophrenia and controls using the alpha (Fig. 7a), beta (Fig. 7b) and gamma (Fig. 7c) bands oscillatory amplitude in the deep structures. In terms of subcortical structures, the gamma-band amplitude of the left caudate significantly
decoded the two groups, as well as the amygdala (using the left, right, and both hemispheres), hippocampus (using the left and both hemispheres) and cerebellum (using both hemispheres) (72–79%, max statistics correction, p < 0.001, Fig. 7c).

3.3. Correlations with clinical and demographic information

The investigation of the potential correlations between LRTCs and demographic and clinical information yielded no significant results across the five frequency bands. However, the analysis of correlation between amplitude of different frequency bands and schizophrenia patients’ negative symptom scores yielded a highly statistically significant result in the theta band (Fig. 8). Specifically, spectral amplitude of the delta (Fig. 8a) and theta band (Fig. 8b) correlated positively with schizophrenia patients’ scores on the SANS clinical scale (max correlation $r = 0.81$, p < 0.05, corrected for multiple comparisons).

3.4. Summary of eyes-open resting-state condition results

Similarly to the eyes-closed resting-state condition, LRTCs appeared to be attenuated in schizophrenia patients in the theta, alpha and beta frequency bands, and slightly enhanced in the gamma band, compared to controls (Supplementary Fig. 1). With our machine-learning approach, patients and controls were again significantly classified using LRTCs in the alpha and beta frequency bands with up to 79% decoding accuracy (max statistics correction, p < 0.005, permutation tests and max statistics correction). Specifically, using source-space alpha-band LRTCs as a decoding feature led to statistically significant discrimination of schizophrenia and controls in the postcentral gyri and sulci, and in the superior temporal gyri and sulci (bilaterally). Moreover, using source-space beta-band LRTCs as a decoding feature let to statistically significant classification of schizophrenia patients and controls in the right precentral gyrus and sulcus, right central sulcus, right postcentral gyrus, right superior-frontal gyrus and paracentral lobules. In terms of subcortical structures, SVM significantly classified (max statistics correct, p < 0.001) the two groups using alpha-band LRTCs in the left amygdala, left hippocampus and the combination of the left and right hippocampi (Fig. 9c and Supplementary Fig. 2).

The examination of spectral amplitude in the eyes-open condition showed increased oscillatory amplitude in patients in the delta, theta and gamma bands, while a trend of decreased amplitude was seen in the alpha and beta bands (Supplementary Fig. 3). Statistical analyses of the amplitude did not reveal any significant group differences in any of the frequency bands. However, machine-learning classification of
the eyes-closed condition than the eyes-open condition for both amplitude magnitudes of the alpha-band were substantially higher in and visual cortices, as expected. This difference was even bigger in schizophrenia patients and healthy controls, particularly in the temporal and parieto-occipital sulci and the right temporal pole; in theta-band oscillations in the left parieto-occipital sulcus; in the beta-band in the right orbital gyrus, orbital sulci and left parahippocampal gyrus. Supplementary Fig. 4 shows the classification results of schizophrenia and controls using the alpha, beta and gamma bands oscillatory amplitude in the deep structures. Beta-band amplitude of the right hippocampus significantly decoded the two groups (74%, max statistics correction, p < 0.001). In terms of gamma oscillations, significant classification (74-78%, max statistics correction, p < 0.001, Fig. 9d and Supplementary Fig. 4) of patients and controls were observed in the amygdala (using the left and both hemispheres), the hippocampus (using the left, right, and both hemispheres) and the cerebellum (using the left, right, and both hemispheres).

Finally, in terms of correlation analyses between LRTCs/spectral amplitude and patients’ clinical scores, significant correlational results between theta-amplitude and SANS scores were observed, similar to those in the eye closed condition (max correlation $r = 0.81$, p < 0.05, corrected for multiple comparison, Fig. 9e).

3.5. Comparison of eyes-closed and eyes-open resting-state conditions

Within-group, statistical comparisons of the eyes-open and eyes-closed conditions revealed a cortex-wide attenuation of LRTC values in the alpha and beta band for controls in the eyes-open condition, compared to eyes-closed (paired t-tests, max stat correction, 1000 permutations, p < 0.05). However, in the case of schizophrenia patients, this LRTC difference between eyes open and closed was not statistically significant, although it did appear that LRTC values were higher in the eyes-closed than in the eyes-open condition.

In terms of amplitudes differences, paired t-tests showed that amplitude magnitudes of the alpha-band were substantially higher in the eyes-closed condition than the eyes-open condition for both schizophrenia patients and healthy controls, particularly in the temporal and visual cortices, as expected. This difference was even bigger in schizophrenia patients, as the occipital lobe differences were statistically significant after multiple-comparison correction (p < 0.05, max stat, 1000 permutations).

4. Discussion

Although widely studied, the neural mechanisms underpinning the symptomatology of schizophrenia are still somewhat elusive. Given that correct diagnosis and early treatment is crucial for medication adherence and good prognosis, the clinical research community has focused on identifying characteristics that are unique to this pathology. To address this, the leading theory of neural dysconnectivity has been explored extensively in the spatial domain, but very little has been discussed in terms of temporal dysconnectivity in schizophrenia. The aim of this study was to explore whether schizophrenia-specific differences exist within the temporal structure of neural oscillations, during resting-state, using MEG measurements to probe both cortical and subcortical brain regions. Our results show that this is indeed the case. This finding corroborates and extends previous studies that have observed both healthy and pathological brain-signals to exhibit DFA exponents that corroborate and extend previous studies that have observed both healthy and pathological brain-signals to exhibit DFA exponents that were between 0.5 and 1 (Berthouze et al., 2010; Fedele et al., 2016; Linkenkaer-Hansen et al., 2004, 2001; Nikulin and Brismar, 2005, 2004). While the resting neural system exhibited temporal persistence (scaling exponent above 0.5), indicating that the structure of the brain signal was maintained through time for both groups, the weaker exponents found in schizophrenia patients suggest a loss in persistence (or memory) in the signal. This drop from values close to 1 towards 0.5 is reflective of near-uncorrelated signals (Linkenkaer-Hansen et al., 2001; Peng et al., 1995) and has often been thought to be indicative of diminished regularity (Beggs and Timme, 2012) and a change in the neuronal excitability-inhibitory balance (La Rocca et al., 2018; Poil et al., 2012). This might be due to changes in NMDA-receptor conductance, which in-turn would increase the variability of a signal, decrease the stability of the signal’s memory, and increase the chance for a change in state (e.g. order to disorder) (Loh et al., 2007; Rolls et al., 2008).

Furthermore, the attenuated temporal auto-correlations in schizophrenia were confined to the alpha and beta envelopes in distinct cortical and subcortical areas. Indeed, single-feature SVM classification was able to successfully differentiate the two groups with up to 82% decoding accuracy, solely based on the measure of LRTCs. In the alpha-
band, the brain areas that significantly contributed to the classification of patients and controls included the pre and post central gyri and sulci, temporal poles, temporal gyrus and the parahippocampal gyri. In the beta-band, these regions included the orbitofrontal cortices, the anterior cingulate gyri and sulci, the left insula and the right parahippocampal gyrus. Structural (Ohi et al., 2016) and functional (Wang et al., 2015) alterations of the temporal lobe have been previously highlighted (e.g., reduced grey matter volume). Moreover, the paralimbic areas mentioned above seem to be involved in hallucinations (Silbersweig et al., 1995), as well as the cognitive hypofunctioning in schizophrenia that occurs due to early neurodevelopmental deficits (Isomura et al., 2017; Liao et al., 2015; Xu et al., 2017).

Importantly, the unprecedented analyses of LRTC alterations in subcortical substructures reported here provides the first evidence that LRTC values computed on alpha and beta band-limited envelopes in deep structures are altered in schizophrenia, to the extent that they allow for robust discrimination between patients and controls in an out-of-sample generalization context (cross-validated machine learning

---

Fig. 5. Source-level results of spectral amplitude of patients and controls. Columns 1 and 2 show averaged amplitude values for each group at each node (A=m*10^12). Column 3 shows T-values based on the unpaired t-tests (non-significant).
framework). More specifically, statistically significant predictions (schizophrenia patient vs healthy control) was possible using alpha-band LRTC in the amygdala, left hippocampus, left thalamus and cerebellum, and using beta-band LRTC in the amygdala, caudate and thalamus. Our control analyses of spectral amplitude showed that the observed LRTC alterations were not confounded by differences in oscillatory power. Moreover, the lack of statistical difference in age or gender suggests that the results were not mediated by these demographic parameters. Despite being a recognized challenge, MEG studies increasingly report activity in subcortical structure (Rivolta et al., 2015; Yousoofzadeh et al., 2018) including the amygdala (Lu et al., 2012; Nugent et al., 2015). Alterations in subcortical structures in schizophrenia have been reported in the literature; It is well-known that schizophrenia is associated with pathological changes in thalamic activity (Giraldo-Chica and Woodward, 2016; Woodward et al., 2012). Specifically, the thalamo-cortical dysconnectivity has been pinned as a key player in the cognitive symptoms of patients e.g. (Chen et al., 2019; Uhlhaas et al., 2013). In addition, a number of fMRI resting-studies studies have discussed the implication of the hippocampus, amygdala, caudate and cerebellum in the pathophysiology of schizophrenia. Of particular interest, the observed beta-band LRTC alterations in the amygdala is consistent with previously reported amygdala changes at the structural (Rajarethinam et al., 2001; Velakoulis et al., 2006) and functional/connectivity levels (Mukherjee et al., 2013). This limbic area is implicated in social cognition (Adolphs, 2002) and damage to it can lead to aberrant social judgement, similar to what is seen in schizophrenia.

With respect to spectral amplitude, our findings confirm previous studies that observed increased power in resting-state MEG gamma-band oscillations in schizophrenia patients (Andreou et al., 2015, Fig. 6. Significant classification of schizophrenia patients and healthy controls based on amplitude. SVM in the spectral amplitude of gamma at the cortical-level significantly classified groups. The images are thresholded at statistically significant decoding accuracy (p < 0.005, permutation tests and max statistics correction). DA = decoding accuracy, SVM = support vector machine.
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SVM was able to successfully classify the two participant groups based on LRTCs and amplitude, respectively, at the cortical level ($p < 0.005$, permutation tests and max statistics correction). SVM was able to successfully classify the two participant groups based on LRTCs and amplitude, respectively, at the subcortical level. Statistically significant decoded ROIs are indicated with a star ($p < 0.001$). The suffix “-lh” indicates left hemisphere, “-rh” indicates right hemisphere, and no suffix reflects classification using both left and right hemispheres. Correlational analyses looking at LRTCs and patients’ clinical information yielded no significant results. In terms of amplitude however, we observed a strong positive correlation between the theta-band amplitude and SANS score. The brain regions involved in this finding were comprised of the parieto-temporal lobes, bilaterally. This result is in-line with previous studies that have observed enhanced resting low-frequency activity (Chen et al., 2016; Fehr et al., 2003, 2001; Sperling et al., 2002; Wienbruch et al., 2003), as well as positive correlations between low frequency oscillations and patients’ negative symptoms (Chen et al., 2016; Fehr et al., 2003; Jandl et al., 2005; Venables et al., 2009; review: Boutros et al., 2014). Unlike the recent publication by (Zeev-Wolf et al., 2018), however, correlations between alpha or beta-band power and patients’ symptoms scores were not significant. This
could be due to the way the authors divided their patient group into high and low negative scores, and high and low positive scores, while we did not perform such separation of our participants, particularly since our patient group was fairly asymptomatic. It is also possible that this difference is due to our smaller sample size, or our statistical thresholds and the strict correction that we applied for our comparisons.

Our robust and statistically significant machine-learning findings highlight the potential of using scaling dynamics as an early biomarker of schizophrenia. During typical development, LRTCs appear to increase and strengthen during the transition from childhood to adolescence (Smitt et al., 2011). This phase is also a critical period during which psychopathologies typically arise (van den Heuvel and Kahn, 2011). Thus, we hypothesized that diminished LRTCs in patho-relevant areas could potentially reflect neural alterations during brain maturation among schizophrenia patients that parallel those of excess synaptic-pruning, which lead to reduced gray matter volume (Uhlhaas, 2011). Indeed, both reduced gray matter volume (Witthaus et al., 2009) and white matter (Quan et al., 2013) have been reported in the same brain regions where we found diminished LRTCs (e.g., inferior frontal gyrus, which is thought to relate to core executive functions, such as inhibitory response) (Swick et al., 2008). Future longitudinal research that includes MEG recordings in large cohorts of individuals at-risk of developing psychosis is recommended to further the findings of the present study.

Comparison of the eyes-open and eyes-closed conditions revealed that LRTC values were overall higher in the eyes-closed than in the eyes-open condition, particularly for healthy controls and less so for schizophrenia patients. This result is opposite to the one reported by (Sun et al., 2014a, 2014b), who did not find significant differences between eyes open and closed in healthy controls’ LRTCs. With respect to schizophrenia patients, their LRTC values were more similar, perhaps because the reported LRTC values were lower to begin with (and already close to the lower-bound value of 0.5) compared to controls. Interestingly, our LRTC findings in the beta-band (eyes-open condition) were consistent with that of a recent EEG paper by (Moran et al., 2019). While it is unclear why substantial differences in LRTC values exist in the eyes-open and eyes-closed conditions, we hypothesize that differential neural mechanisms are at work, and thus bring about differences in the temporal structure of neural activity. It is tempting to hypothesize that when healthy participants close their eyes, they reach a more relaxed state, which in turn allows for better signal memory and autocorrelation in the system. Conversely, this state is perhaps harder to attain for schizophrenia patients who exhibit more neuronal excitability (scaling exponents closer to 0.5) with their eyes closed. This may partly be in line with the prevalence of sleep-related disorder among schizophrenia patients (Monti and Monti, 2005). It is also noteworthy that the type of instructions given to participants prior to resting-state recordings can influence their neural dynamics (Benjamin et al., 2010; Kawagoe et al., 2018). In the present study, participants let their mind wander during the eyes-open and eyes-closed recordings, thus allowing for a more natural baseline state of rest, compared to potentially more effortful instructions (e.g., “try not to think of anything”, Kawagoe et al., 2018). Taken together, the results of this study characterize, for the first time, temporal dysconnectivity in schizophrenia patients at both the cortical and subcortical levels using MEG. In addition, the machine-learning findings provide good evidence for the use of resting-state LRTCs in alpha and beta frequency bands to confidently discriminate patients from controls.

5. Conclusion

In summary, this study shows that models such as the cognitive dysmetria and the disconnection syndrome can be probed, confirmed and extended using electrophysiological measures of resting neural dynamics (Smart et al., 2015). Indeed, the observed attenuation in temporal autocorrelation in the envelopes of the alpha and beta-band oscillations among schizophrenia patients supports the theory of dysconnectivity from a temporal angle. Taken together, this new approach for the quantification of (temporal) dysconnectivity could lead to new venues of research, early diagnosis and treatment for schizophrenia patients.
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