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1. Introduction

Induction Motors (IM) are known to lag behind the rated speed when operating at different loads. In this context, controllers gain importance. This problem has attracted the attention of many scientists from past to present. In this study, it was carried out to increase the speed control performance of IM. Scalar Control (SC) method is used in the speed control of IM. Variable Frequency Control (VFC) technique was preferred in SC. Thus, frequency change will be performed for the IM, which must operate at different loads, to reach the rated speed. In the study, some Curve Fitting (CF) methods included in numerical solution methods are used to provide frequency variation. These are the Polynomial, Fourier and Gaussian methods. These methods calculate the frequency required for the IM operating at different loads to operate at rated speed and transmit it to the drive. The study has been tested in Matlab/Simulink program. The results obtained from the tests showed that the proposed techniques respond quickly to different speed and load changes, provide a more precise and stable speed control and produce successful results. Among the methods producing similar results, Polynomial curve fitting (PC IM) performed the best performance. The obtained results show that curve fitting methods can be used as direct controller.

1.1 Induction Motors

Induction Motors (IM) are known to lag behind the rated speed when operating at different loads. The fact that they are easy to maintain and their cost is low can be shown among the main reasons for this situation [1,2]. On the other hand, the variability of load speed and/or mains frequency adversely affects motor performance [3]. This situation is among the issues that have been researched from the past to the present, suggestions have been made, solution methods have been produced, and are still up-to-date [4].

In this context, controllers gain importance. This problem has attracted the attention of many scientists from past to present. In this study, it was carried out to increase the speed control performance of IM. Scalar Control (SC) method is used in the speed control of IM. Variable Frequency Control (VFC) technique was preferred in SC. Thus, frequency change will be performed for the IM, which must operate at different loads, to reach the rated speed. In the study, some Curve Fitting (CF) methods included in numerical solution methods are used to provide frequency variation. These are the Polynomial, Fourier and Gaussian methods. These methods calculate the frequency required for the IM operating at different loads to operate at rated speed and transmit it to the drive. The study has been tested in Matlab/Simulink program. The results obtained from the tests showed that the proposed techniques respond quickly to different speed and load changes, provide a more precise and stable speed control and produce successful results. Among the methods producing similar results, Polynomial curve fitting (PC IM) performed the best performance. The obtained results show that curve fitting methods can be used as direct controller.

1.1 Induction Motors

Induction Motors (IM) are known to lag behind the rated speed when operating at different loads. The fact that they are easy to maintain and their cost is low can be shown among the main reasons for this situation [1,2]. On the other hand, the variability of load speed and/or mains frequency adversely affects motor performance [3]. This situation is among the issues that have been researched from the past to the present, suggestions have been made, solution methods have been produced, and are still up-to-date [4].

Classical (scalar and vector) methods are used for speed control of IMs [2,5]. It is expected from control systems to respond quickly and accurately to variable speed and load situations, and to provide sensitive and stable control [6]. While SC is sufficient in low performance applications, vector control is preferred in high performance, variable load and speed applications [7,8]. Looking at the literature, it is seen that it is used together with Proportional–Integral–Derivative (P–PI–PID) control methods to increase the performance of classical control methods [9]. It is understood that the performance of these control methods decreases in case the motor parameters change, and the P, PI or PID control parameters should be changed [10].

In the literature, there are studies suggesting controls such as torque, flux, etc. to increase speed control performance [11]. In addition to the classical control methods; There are methods such as Kalman Filter [12], field orientation [13], position [14], adaptive [15], finite elements [16], finite differences [17], logic [18]. Also, such as state feedback [19], stator voltage [20], observer-based [21], matrix theory [22], sliding mode [23], digital signal processor [24], sensor-less [25] robust control [26] many methods are suggested [2,27]. When the studies in recent years are examined, we come across studies in which intelligent control methods (Artificial Neural Networks (ANN), Fuzzy Logic (FL), Genetic Algorithms (GA), Artificial Intelligence (AI) etc.) are developed and these methods are used together with classical methods. While there are studies that are used together with classical methods, we also see studies that use only intelligent control methods [28–30].

Numerical analysis methods is used to solve many problems that cannot be solved analytically in engineering [31]. These problems are solved depending on a certain error range or by finding unknown values with the help of known values. These problems, which are difficult to solve, are made with the help of computers [32]. The reason why it is not often used in the field of speed control may be the low processor speed of the computers to date. However, nowadays, computers with very high processor speed take place in our lives. Looking at the literature; We see that numerical analysis methods are used in many engineering fields such as Electrical-Electronics, Machinery, Construction, Chemistry etc. [33–35]. Some of the numerical
analysis methods are used directly in speed control: Newton–Raphson (NR) [35], Interpolation techniques [34], Least squares [36] etc. In [37], the least squares method is proposed, which minimizes the estimation error in the Luenberger observer’s equation, considering the rotor flux uncertainty, and experimental results show that this algorithm produces positive results in terms of performance at very low speed and zero speed. In [38,39], the study with the finite element method was tested, and it was stated that the results found matched with the results of the study. In [40], they calculated and compared the current in high performance drives with wide speed range designed for permanent magnet synchronous motor with conventional methods and numerical analysis methods. It has been seen that the proposed calculation method can be used. When the literature is examined, it is understood that curve fitting methods are used in many fields of electric motors for comparison and verification purposes [41]. These studies are torque and flux control [42], curve fitting and calculation [43], parameter definition and control [41], position control [44], speed estimation [45]. Similarly, there are studies such as motor parameter estimation [46], voltage monitoring based motor control [47], tuning of PID control [48].

There is no control method in the literature in which curve fitting methods are used as direct controllers. In the study, curve fitting methods were used in motor control. This situation reveals the original side of the study. Moreover, the aim of this study is not to reveal the positive and negative aspects of the known methods, but to use the methods known in the literature in a different area and to reveal different solution methods. In this study, Polynomial, Fourier and Gaussian methods, which are known as curve fitting methods in the literature, were used directly in the velocity control of IM. These methods were evaluated as finding unknown values from known value ranges [49]. In this sense, the frequency control of the VFC will be performed with the proposed curve fitting methods. With the help of the changed frequency, it will be ensured that the IM is at the nominal speed or at the desired speed. Matlab software was used to show the results and numerical simulations were performed.

2. Material and method

The mathematical expressions and parameters of the motor, driver and suggested methods used in the study are presented below.

2.1. Variable frequency drive model

It is known that the synchronous speed of an IM is frequency dependent. In this sense, IM speed will be controlled by changing Pulse Width Modulation (PWM) frequency with VFC. Speed equations [50];

\[
\omega_c = \frac{120f}{p} \\
\omega_c = 2\pi f_c
\]

The mathematical model of the three-phase voltage source used in the simulation is given in Equation (2) [4]. The value of \(\omega_c\) in the equation is taken from Equation (1). The \(f\) value calculated by curve fitting methods changes the value of Equation (1). Thus, the desired speed value is obtained.

\[
\begin{align*}
V_a &= V_m \cos(\omega_c t) \\
V_b &= V_m \cos(\omega_c t + \theta) \\
V_c &= V_m \cos(\omega_c t - \theta)
\end{align*}
\]

2.2. Dynamic model of IM

Axis transformation equations known in the literature were used in simulation and test studies. With the help of these equations, the dynamic model of IM is created [4]. The block diagram of the study is given in Figure 1. IM parameters are given in Table 1.

2.3. Suggested curve fitting techniques

Generally, the data obtained as a result of experimental studies are point values. There is no continuous function definition between the data. In this sense, the data \((x_1, y_1), \ldots, (x_n, y_i)\) are given or obtained as pairs of points. Here, it is desired to find the \(f(x)\) function such that \(f(x_i) \approx y_i\) for every \(i = 1, \ldots, n\). The process of determining another function closest to the function at given point values or searching for new functions that can facilitate real calculations is called “curve fitting”. Although it is seen that many methods are used in the literature, Polynomial, Fourier and Gaussian curve fitting methods are emphasized in this study. The methods proposed in this study are described below [49,51].

2.3.1. Polynomial curve fitting

In general, the expression for a polynomial of degree \(i\) is as follows.

\[
f(x) = a_0 + a_1x + a_2x^2 + a_3x^3 + \ldots + a_ix^i
\]

Table 1. Parameters of IM.

| Parameters | Value | Unit |
|------------|-------|------|
| \(R_s\)    | 4.85  | \(\Omega\) |
| \(R_r\)    | 3.81  | \(\Omega\) |
| \(L_s\)    | 0.274 | \(H\) |
| \(L_r\)    | 0.274 | \(H\) |
| \(L_m\)    | 0.258 | \(H\) |
| \(j\)      | 0.031 | \(kgm^2\) |
| \(P\)      | 1.5   | kW   |
| \(p\)      | 4     | –    |
| \(\omega_c\)| 1500  | rpm  |

Here; \(R_s\): Stator resistance, \(R_r\): Rotor resistance, \(L_s\): Stator inductance, \(L_r\): Rotor inductance, \(L_m\): Mutual inductance, \(j\): Inertia, \(P\): Power of the motor, \(p\): number of poles.
Here, it is necessary to determine the most suitable coefficients for the curve depending on the data. The curve that gives the \( f(x) \) values with the minimum error in the equation is described as the "best" curve. The following equation is used for the error:

\[
e = \sum a_i^2 = (y_1 - f(x_1))^2 + (y_2 - f(x_2))^2 + (y_3 - f(x_3))^2
\]

Where \( n \) is the number of data points (each data point is an \( x, y \) pair), \( f(x) \) is the function that defines our optimal polynomial curve. The error equation can be written as:

\[
e = \sum_{i=1}^{n} (y_i - (a_0 + \sum_{j=0}^{k} a_j x^j))^2
\]  

(5)

To find the minimum of this error function, its derivative is taken. Once the error is determined, an equation for the slope is obtained. The minimum error here indicates that the slope is "zero". The unknown arises according to the degree of the polynomial. Assuming there are \( k \) unknowns, there will be unknowns such as \( a_0, a_1, \ldots, a_k \). Here, the derivative of each equation is taken separately. Unknowns are obtained by transforming the obtained equations into matrix form.

\[
\begin{bmatrix}
  n \\
  \sum x_i \\
  \sum x_i^2 \\
  \sum x_i^3 \\
  \vdots \\
  \sum x_i^j \\
  \sum y_i \\
  \sum x_i y_i \\
  \vdots \\
  \sum x_i^j y_i
\end{bmatrix} = A
\]

\[
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
\vdots \\
a_j
\end{bmatrix} = x,
\]

\[
\begin{bmatrix}
  \sum y_i \\
  \sum x_i y_i \\
  \vdots \\
  \sum x_i^j y_i
\end{bmatrix} = B
\]

\[
A \cdot x = B
\]

\[
x = A^{-1} \cdot B
\]  

(6)

2.3.2. Fourier curve fitting

The Fourier Series is the trigonometric expression of functions in terms of sine and cosine functions. Most of the single-valued functions that occur in practice can be expressed as a Fourier series in terms of sines and cosines.

Fourier series: It is a function \( f(x) \) in the range \( k \leq x \leq k + 2\pi \). In this case, the general expression is;

\[
f(x) = \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos nx + b_n \sin nx)
\]  

(8)

Here,

\[
a_0 = \frac{1}{\pi} \int_{k}^{k+2\pi} f(x) \, dx
\]

\[
a_n = \frac{1}{\pi} \int_{k}^{k+2\pi} f(x) \cos nx \, dx
\]  

\[
b_n = \frac{1}{\pi} \int_{k}^{k+2\pi} f(x) \sin nx \, dx
\]

The given expressions \( a_0, a_n, b_n \) are known as Euler equation. Here, the unknown occurs according to the number of terms. The unknowns are obtained by solving the Euler equations.

2.3.3. Gaussian curve fitting

The Gaussian model is adapted to the peaks and expressed as follows.

\[
y = \sum_{i=1}^{n} a_i \exp[-(x - b_i/c)^2]
\]  

(10)

Here \( a \) is the amplitude, \( b \) is centre of gravity or position, \( c \) is the peak width. \( n \) is the appropriate number of peaks depending on \( 1 \leq n \leq 8 \). The solution is obtained according to the number of terms. For example, the following equation is used to solve a 2-term Gaussian equation.

\[
y = f(x) = a_1 \exp[-(x - b_1/c_1)^2] + a_2 \exp[-(x - b_2/c_2)^2] + a_3 \exp[-(x - b_3/c_3)^2]
\]  

(11)

The unknowns are obtained by transforming the given equation into matrix form. Thus, the curve equation closest to the solution of the problem is obtained.
3. Studies performed and findings obtained

3.1. Scalar control and simulink test studies

The simulation study made in the Matlab/Simulink program is given in Figure 2. The SC method was applied while detecting the speed error at different torque values of the motor.

According to Figure 2, the nominal speed of the IM was determined as 1500 rpm and the variation of the speed according to the torque that may occur in the motor was examined. Thus, the loss of rotation of the motor speed was determined. The additional frequency values required to eliminate the loss of speed were determined by the tests carried out. The obtained values are given in Table 2.

The additional frequency (Δf) values given in Table 2 are the additional frequency values required for the motor to reach 1500 rpm per minute. The frequency value required for torque 0 Nm and 1500 rpm is 50 Hz. As the torque value increases, losses occur in the speed value. The frequency is increased to tolerate these losses. N parameter given in Table 2 is the desired speed value. The speed loss (speed error) and error percentage experienced as the torque increases are given in Table 3.

When Table 3 is examined, speed errors and error percentage are seen according to the increasing torque values of the motor. The points used in obtaining the curves are the torque and Δf values given in Table 2. In the equations created, x values correspond to torque values, y = f(x) values correspond to Δf values. The curve equations and coefficients are as follows. The error N given in Table 3 is the speed error percentage of the motor.

3.2. Polynomial method

The calculations required for the polynomial were performed with the curve fitting toolbox. The optimal curve equation was obtained with a 5th degree polynomial. The equation of the polynomial and the calculated coefficients are as follows.

\[ f(x) = p_1x^5 + p_2x^4 + p_3x^3 + p_4x^2 + p_5x + p_6 \]  

The coefficients calculated here are;

\[ p_1 = 1.385e^{-08}, \quad p_2 = -1.684e^{-06}, \quad p_3 = 7.362e^{-05}, \]
\[ p_4 = -0.001143, \quad p_5 = 0.0353, \quad p_6 = -0.001276 \]

The graph obtained according to the polynomial equation curve is given in Figure 3. In Figure 3 f represents Δf.

3.3. Fourier method

Calculations required for Fourier were performed with the Curve fitting toolbox. The number of terms of the
optimal curve equation is 3. The Fourier equation and the calculated coefficients are as follows.

\[
f(x) = a_0 + a_1 \cos(xw) + b_1 \sin(xw) + a_2 \cos(2xw) + b_2 \sin(2xw) + a_3 \cos(3xw) + b_3 \sin(3xw)
\]

The coefficients calculated here are;

- \(a_0 = 1.051\), \(a_1 = -1.079\), \(b_1 = -0.2868\),
- \(a_2 = -0.06152\), \(b_2 = 0.3523\), \(a_3 = 0.08931\),
- \(b_3 = 0.009753\), \(w = 0.06139\)

The graph obtained according to the Fourier equation curve is given in Figure 4.

### 3.4. Gaussian method

The calculations required for Gaussian were performed with the Curve fitting toolbox. The number of terms of the optimal curve equation is 3. The Gaussian equation and the calculated coefficients are as follows.

\[
f(x) = a_1 \exp\left(-\frac{(x - b_1/c_1)^2}{2}\right) + a_2 \exp\left(-\frac{(x - b_2/c_2)^2}{2}\right) + a_3 \exp\left(-\frac{(x - b_3/c_3)^2}{2}\right)
\]

The coefficients calculated here are;

- \(a_1 = 2.197\), \(b_1 = 60.11\), \(c_1 = 23.93\),
- \(a_2 = 0.5561\), \(b_2 = 28.42\), \(c_2 = 14.99\),
- \(a_3 = 0.1633\), \(b_3 = 12.01\), \(c_3 = 7.837\)

The graph obtained according to the Gaussian equation curve is given in Figure 5.

In addition, the best fit values calculated are given in Table 4. Here, SSE: Sum of Squares Error, RMSE: Root Mean Squared Error.

### 3.5. Test results

The results obtained from the simulation tests are given in Figures 6–8. Here, the results of Polynomial Control (PC), Fourier Control (FC) and Gaussian Control (GC) methods are shown, respectively.

When the PC graphics given in Figure 6 are examined, it is seen that the torque value is more optimal and the expected speed value is obtained. When the FC graphics given in Figure 7 are examined, it is seen that the torque value is more optimal and the expected speed value is obtained. When the GC graphics given in
Figure 7. FC<IM> results (25 Nm – 1500 rpm).

Table 5. PC<IM> test results.

| Torq (Nm) | Ref. Speed N (rpm) | PC Obtained N (rpm) | Error N (%) |
|-----------|--------------------|---------------------|-------------|
| 0         | 1500               | 1500                | 0.00%       |
| 5         | 1500               | 1500                | −0.07%      |
| 10        | 1500               | 1500                | 0.00%       |
| 15        | 1500               | 1500                | 0.00%       |
| 20        | 1500               | 1500                | 0.00%       |
| 25        | 1500               | 1500                | 0.00%       |
| 30        | 1500               | 1500                | 0.00%       |
| 35        | 1500               | 1500                | 0.00%       |
| 40        | 1500               | 1500                | 0.00%       |
| 45        | 1500               | 1499                | 0.07%       |
| 50        | 1500               | 1500                | 0.00%       |

Figure 8 are examined, it is seen that the torque value is more optimal and the expected speed value is obtained.

In Table 5, the test results performed with the PC<IM> method for all experimental values are given. In the table, 1501 rpm with 5 Nm torque and 1499 rpm with 45 Nm torque are obtained. The PC<IM> method produced incorrect results on two values.

In Table 6, the test results performed with the FC<IM> method for all experimental values are given. In the table, 1499 rpm with 20 Nm torque, 1501 rpm with 30 Nm torque, 1499 rpm with 45 Nm torque are obtained. The FC<IM> method produced incorrect results on three values.

In Table 7, the test results performed with the GC<IM> method for all experimental values are given. In the table, 1502 rpm with 0 Nm torque, 1499 rpm with 5 Nm torque, 1501 rpm with 10 Nm torque, 1499 rpm with 20 Nm torque, 1501 rpm with 30 Nm torque, 1499 rpm with 40 Nm torque are obtained. The GC<IM> method produced 6 incorrect results.

When Figures 6–8 are examined together, it is seen that similar results are obtained. It can be said that...
Numerical solutions produce similar solutions. This can be explained by the fact that the values given in Table 5 are close to each other.

Figures 9 and 10 show the performance of the IM versus variable torque values. Since the proposed methods produce similar results, the responses of the system against variable torque values are evaluated only according to the PC_IM method.

The performance of the motor with torque values of 25 and 40 Nm is shown in Figure 9. The motor started with 25 Nm and increased to 40 Nm in 1st second. According to the SC method, the speed of the IM was measured to be 1455 rpm at 25 Nm and 1425 rpm at 40 Nm. According to the PC method, the IM speed is 1500 rpm at both torque values.

The performance of the motor with torque values of 40 and 25 Nm is shown in Figure 10. The motor started with 40 Nm and was reduced to 25 Nm in 1st second. According to the SC method, the speed of the IM was measured to be 1425 rpm at 40 Nm and 1455 rpm at 25 Nm. According to the PC method, the IM speed is 1500 rpm at both torque values.

In Figure 11, apart from the test values given in Table 2, test results for two different torque values are given. Here, the performance of the IM for randomly selected 27 and 43 Nm torque values is examined. The speed of the IM was measured as 1451 rpm at 27 Nm and 1419 rpm at 43 Nm according to the SC method. According to the PC method, the IM speed is 1500 rpm at both torque values.
4. Conclusion

In this study, in which scalar velocity control was performed using different curve fitting methods for IM, the following results were obtained.

- The proposed PC_IM, FC_IM and GC_IM techniques have increased the rate control performance of IM. In this sense, they produced more successful results than SC_IM (Figures 6–8).
- When the proposed techniques were evaluated among themselves, it was seen that all techniques responded to torque changes in a shorter time than the SC_IM method (Figures 6–8).
- It is understood that the proposed methods are more successful in gradual torque increase (Figures 9 and 10).
- It was observed that the proposed methods were more successful in the tests performed with values other than the data obtained with the experimental results (Table 2) (Figure 11).
- When the proposed methods are evaluated in themselves, it can be said that the PC_IM method produces the most successful results. The worst results belong to the GC_IM method. In this sense, when Table 7 is examined, six erroneous results are seen. This is two in PC_IM and three in FC_IM (Tables 5 and 6).
- When Tables 4–6 are examined, it is seen that all errors are at a negligible level and the rate of errors is between 0.07% and 0.13%.

In this study, curve fitting methods, one of the numerical solution methods, were used directly under the control of a controller and it was determined that the results could make positive contributions to the literature. Considering the studies in this field, it is understood that many more studies can be done.

This study shows that numerical solution methods can be used as a controller. Different solutions can be produced in different applications. These proposed methods can be used in the control of other electric motors and different studies can be done on these issues.
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