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Abstract

An overlapped continuous model framework, for the Helmholtz wave propagation problem in unbounded regions comprising bounded heterogeneous media, was recently introduced and analyzed by the authors (J. Comput. Phys., 403, 109052, 2020). The continuous Helmholtz system incorporates a radiation condition (RC) and our equivalent hybrid framework facilitates application of widely used finite element methods (FEM) and boundary element methods (BEM), and the resulting discrete systems retain the RC exactly. The FEM and BEM discretizations, respectively, applied to the designed interior heterogeneous and exterior homogeneous media Helmholtz systems include the FEM and BEM solutions matching in artificial interface domains, and allow for computations of the exact ansatz based far-fields. In this article we present rigorous numerical analysis of a discrete two-dimensional FEM-BEM overlapped coupling implementation of the algorithm. We also demonstrate the efficiency of our discrete FEM-BEM framework and analysis using numerical experiments, including applications to non-convex heterogeneous multiple particle Janus configurations. Simulations of the far-field induced differential scattering cross sections (DSCS) of heterogeneous configurations and orientation-averaged (OA) counterparts are important for several applications, including inverse wave problems. Our robust FEM-BEM framework facilitates computations of such quantities of interest, without boundedness or homogeneity or shape restrictions on the wave propagation model.
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1 Introduction

Simulation of scattered acoustic and electromagnetic fields, and hence understanding the impact of refractive indices of wave propagation media, are crucial for a large class of applications [6,24,31,33]. The term Janus particles was mentioned in a Nobel Prize lecture [9] about three decades ago, and since then additional interests include understanding the effect of a class of piecewise-continuous heterogeneous refractive indices induced Janus configurations. A simple Janus particle is designed by combining two distinct homogeneous refractive indices, and Janus configurations in general may comprise multiple particles or complex structures with heterogeneous material properties. The example configuration $\Omega_0$, of the type illustrated in Figure 1, has been investigated for synthesis and applications, see for example [29,34,38,39].

Developing numerical methods to understand scattering effects by Janus configurations (even with simple structures) has been an active area of research, see for example the Janus spherical acoustic configuration effect research [21,33] published in 2020 and references therein. Motivated by details in the book [33], authors of [21] numerically investigated scattering effects of homogeneous spheres with two standard (sound-soft and transmission) boundary properties, leading to solving the Helmholtz equation with two distinct boundary conditions and the Sommerfeld radiation condition (SRC), for the unknown scattered- and far-fields.

As described in [21,33], to understand the impact of Janus-type wave configurations, accurate simulations of certain quantities of interests (QoI) are important. The two key QoI are the far-field intensity based differential scattering cross sections (DSCS) and also the configuration orientation effect QoI, the orientation-averaged (OA) DSCS. Simulation of the OA-DSCS is equivalent to simulating far-fields generated by the configuration, such as $\Omega_0$ in Figure 1, with the incident wave $u^{inc}$ impinging $\Omega_0$ from hundreds of directions surrounding the configuration. The key numerical tool in [21] is the stable far-fields based T-matrix framework that was analyzed (with a priori bounds) and implemented in [13,14]. For nonlinear inverse problems based
applications that use the far-field (with phase or phase-less DSCS) data, efficient simulation of far-fields (such as at each Newton-type iterations) are important, see for example the 2019 book [6] and extensive references therein.

Far-field computations based numerical schemes for such QoI and tools, in general, do not allow for configurations with heterogeneous structures and unbounded regions. This is mainly because numerical partial differential equation (PDE) algorithms mainly apply either the ubiquitous finite element method (FEM) or the boundary element method (BEM). The FEM requires a bounded domain for finite number of tessellations, and the BEM requirement of the fundamental solution is practical mainly for a homogeneous medium PDE. The FEM is applied to a variational formulation equation of the PDE that involves domain integrals, and the BEM discretizes an equivalent boundary integral equation (BIE) for the boundary unknown in a chosen ansatz for the scattered field, in conjunction with the fundamental solution [6,31].

Accordingly for wave propagation models with a bounded heterogeneous medium (Ω0), to apply the FEM, an artificial truncation of the unbounded region using, typically, a polygonal boundary Σ (as in Figure 1) is introduced and a wave absorbing boundary condition (ABC) on Σ is imposed, ignoring the SRC. The standard variational formulation on the boundary polygonal domain (such as Ω2 in Figure 1) for the heterogeneous Helmholtz PDE with ABC on Σ is sign-indefinite [16,24] and this non-coercive restriction was removed recently by developing, analyzing, and implementing a new sign-definite variational formulation [17]. Another option to exactly incorporate the SRC is, for example, by ignoring the heterogeneity and consider instead the homogeneous model exterior to the polygonal boundary Σ or exterior to a smooth boundary Γ (as in Figure 1). The artificial smooth boundary choice is especially suitable for developing high-order spectrally accurate approximation of the scattered field in the homogeneous medium using high-order BEMs.

For Janus-type configurations, it is important to avoid restrictions in either of the above two options by using both the FEM and BEM. This can be achieved by appropriately coupling the FEM and BEM solutions, depending on the choices of the artificial boundaries to compute the interior (heterogeneous) and exterior (homogeneous) media solutions. Such FEM-BEM coupling mathematical frameworks have been developed and analyzed only by a few authors, but several researchers implemented the associated FEM-BEM computational frameworks.

The widely used FEM-BEM coupling is obtained by choosing one artificial (FEM appropriate) polygonal boundary Σ, see for example the review article [36] and references therein. In addition to analysis difficulties [36], this approach introduces restricted regularity for the solution exterior to Σ. The high-order regularity based (BEM appropriate) single smooth boundary choice Γ was subsequently developed in [26,27]. For recent implementations of the single artificial boundary based FEM-BEM framework with high-order accuracy we refer to [15,16,19], and associated analysis issues are highlighted in [15, Section 6]. Using two artificial interfaces a mathematical framework was developed over four decades ago in [25] and was subsequently used in [8,22]. A domain-overlapped framework [illustrated in Figure 1 with overlapped region (\(\mathbb{R}^2 \setminus \Omega_1 \cap \Omega_2\)) was developed recently by the authors in [10] that takes advantage of a polygonal boundary (Σ) required for a wide-class FEM, and a smooth boundary (Γ) for high-order spectral BEM. Mathematical analysis of the continuous framework in [10] establishes the equivalence and regularity of the decomposed model.

In this work we present rigorous numerical analysis of the FEM-BEM adaptive coupling framework introduced in [10] for solving the Helmholtz acoustic/electromagnetic wave propagation problem on the plane with a bounded heterogeneous region, and demonstrate efficiency
of the numerical algorithm for complex Janus-type heterogeneous configurations with computational experiments. The algorithm works on a suitable partition of the plane defined from a polygonal domain containing a smooth curve that surround all heterogeneity. The overlapped partition is made up of the bounded polygonal domain containing the heterogeneity, and the unbounded homogeneous region exterior to the smooth curve.

On the bounded domain of the partition we approximate the solution by a FEM with classical continuous piecewise polynomials on triangular grids, whereas a high-order Nyström BEM is used to compute the scattered wave in the unbounded region. Both solutions are coupled by demanding to coincide in the two artificial boundaries that ensures the FEM and BEM solutions matching in the intersecting common domain of the partition. We prove that the convergence of the scheme in natural norms is of the same order as the best approximations of the projection in the FEM and BEM finite dimensional spaces. In addition, since the Nyström method is super-algebraically convergent, only a relatively few degrees of freedom are required in the BEM solver to keep the error of the same order as the FEM solution, and hence the algorithm facilitates accurate far field, DSCS, and OA-DSCS computations.

The rest of this article is organized as follows: In Section 2, we recall the Helmholtz model and an equivalent decomposition framework, both at continuous level. In Section 3 we setup a discrete counterpart of the decomposition framework and the overlapped FEM-BEM algorithm. Rigorous numerical analysis of the FEM-BEM algorithm establishing optimal order convergence, of the hybridized numerical solutions, in Section 4 forms the main theoretical contribution of the article that include references to several results proven in the two Appendix sections of this article. In Section 5, we computationally demonstrate the described algorithm and theoretically analysis using three distinct sets of experiments, in conjunction with the theory and practical applicability, including implementation of the algorithm for multiple-particle Janus-type configurations with non-smooth solutions, and also for complex structured heterogeneous regions.

2 Helmholtz model and decomposition framework

Throughout the article, let \( n \) be a piecewise-continuous refractive index with heterogeneity restricted to a bounded domain \( \Omega_0 \subset \mathbb{R}^2 \), and in the exterior we take \( n|_{\overline{\Omega}_0} \equiv 1 \) so that the exterior \( \Omega_0^c := \mathbb{R}^2 \setminus \overline{\Omega}_0 \) is a free-space unbounded medium.

The scattered field \( u^s \) is induced by an incident wave \( u^{inc} \) (with wavenumber \( k > 0 \)) from the exterior region impinging on the heterogeneous medium \( \Omega_0 \). It is convenient to assume that that incident field satisfies the homogeneous Helmholtz equation \( \Delta v + k^2 n^2 v = 0 \) in all of the plane \( \mathbb{R}^2 \), although it is sufficient to take it to satisfy outside of a compact set in \( \mathbb{R}^2 \) containing, say, a point-source. Physically appropriate incident waves such as the plane-wave and point-source have these properties.

We seek the total wave field \( u := u^s + u^{inc} \in H^1_{loc}(\mathbb{R}^2) \), representing acoustic or electromagnetic fields, satisfying the uniquely solvable problem governed by the variable coefficient Helmholtz equation and the SRC (with \( \hat{x} := x/|x| \in S^1 \)):

\[
\begin{align*}
\Delta u + k^2 n^2 u &= 0, \quad \text{in } \mathbb{R}^2, \\
\partial_{\hat{x}} u^s - ik u^s &= o(|x|^{-1/2}), \quad \text{as } |x| \to \infty.
\end{align*}
\] (2.1)

We note that in the heterogeneous medium \( \Omega_0 \), \( u^s \) is the interior unknown field and is the solution of inhomogeneous Helmholtz equation with inhomogeneous term \( f = -(\Delta u^{inc} + k^2 n^2 u^{inc}) \).
For the unknown scattered field \( u^s \) exterior to \( \Omega_0 \), in (2.1), the SRC

\[
\lim_{|x| \to \infty} |x|^{1/2} \left( \frac{\partial u^s(x)}{\partial n} - iku^s(x) \right) = 0.
\]  

(2.2)

holds uniformly in all directions \( \hat{x} = x/|x| \in S^1 \). The scattered field \( u^s \) is a radiating field and, as a consequence of the SRC, its behavior at infinity is captured by the far-field \( u^\infty \in L^2(S^1) \), where

\[
u^\infty(\hat{x}) = \lim_{|x| \to \infty} |x|^{1/2} e^{-ik|x|} u^s(x).
\]  

(2.3)

For the total field \( u \) induced by a plane wave with incident direction \( \hat{d} \in S^1 \), it is appropriate to denote the associated far-field as \( u^\infty(\hat{x}; \hat{d}) = u^\infty(\theta; \phi) \), with \( \hat{x} = (\cos \theta, \sin \theta) \) and \( \hat{d} = p(\phi) = (\cos \phi, \sin \phi) \), for some \( \theta, \phi \in [0, 2\pi) \). The single-incident plane wave QoI OA-DSCS and multiple-incident plane waves QoI OA-DSCS are then given by \([21,33]\)

\[
u_{DSCS}(\theta; \phi) = |u^\infty(\theta; \phi)|^2; \quad \nu_{O\Delta}(\theta; \phi) = \frac{1}{2\pi} \int_0^{2\pi} |u^\infty(\theta; \phi)|^2 d\phi.
\]  

(2.4)

Clearly, computation of the \( \nu_{O\Delta}^{DSCS} \) with high-accuracy requires discretization of the above integral with over thousand discrete incident direction angles \( \phi \), leading to solving the same number of Helmholtz model (2.1)-(2.2) for many distinct inputs. This motivates the difficulty of evaluating \( \nu_{O\Delta}^{DSCS} \) Janus-type configurations with piecewise-continuous refractive indices defined on non-trivial geometries.

For the given wave propagation problem (2.1), next we recall an equivalent decomposition framework introduced and analyzed in [10]. The framework introduce two artificial curves \( \Gamma \) and \( \Sigma \) with interior \( \Omega_1 \) and \( \Omega_2 \), respectively, satisfying \( \overline{\Omega_0} \subset \Omega_1 \subset \overline{\Omega_2} \subset \Omega_2 \), with the assumption that \( \Gamma \) is smooth and \( \Sigma \) is a polygonal boundary. A sketch of the different domains is displayed in Figure 1. We denote henceforth \( \Omega_1^* := \mathbb{R}^2 \setminus \overline{\Omega_1} \). At continuous level, it is convenient to consider the decomposition framework using operators defined on classical Sobolev spaces. To this end, for a general domain \( D \in \mathbb{R}^2 \) with boundary \( \partial D \) and for real \( m \), let \( H^m(D) \) denote the classical Sobolev space.

We also consider \( H^s(\partial D) \) which is well defined for any \( s \) if \( D \) is smooth. Recall that in this case the trace operator \( \gamma_\partial : H^{s+1/2}(D) \to H^s(\partial D) \) is continuous for any \( s > 0 \) as consequence of the Sobolev Trace Theorems, see for example [7] or [30, Ch 4].

For Lipschitz domains \( \Omega \) with boundary \( \Sigma = \partial \Omega \), such as the chosen polygonal domain \( \Omega_2 \), \( H^s(\Sigma) \) is defined only for \( s \in [-1, 1] \) \([1,20,30]\). We then commit a (slight) abuse of notation and set for \( s > 1 \)

\[
H^s(\Sigma) = \{ \gamma_\Sigma u : u \in H^{s+1/2}(D) \}.
\]  

(2.5)

In (2.5) the open domain \( D \) is chosen such that \( \Sigma \subset \overline{D} \), and the space is endowed with the image norm. It is known that the space is independent of \( D \) and, for \( s \in (0, 1) \), it is a classical Sobolev space. Thus, using the definitions, the trace operator \( \gamma_\Sigma : H^{s+1/2}(D) \to H^s(\Sigma) \) is continuous for \( s \in (0, 1) \cup (1, \infty) \).

The decomposition framework starts with an interior and an exterior Helmholtz problem:

- **(Interior Dirichlet Helmholtz problem in \( \Omega_2 \) with polygonal boundary \( \Sigma \)):**
  
  Given \( f_\Sigma \in H^{1/2}(\Sigma) \), find \( \omega_{\text{int}} \in H^1(\Omega_2) \) so that

\[
\begin{align*}
\Delta \omega_{\text{int}} + k^2\mu^2 \omega_{\text{int}} &= 0, & \text{in } \Omega_2, \\
\gamma_\Sigma \omega_{\text{int}} &= f_\Sigma.
\end{align*}
\]  

(2.6)
• (Exterior Dirichlet Helmholtz problem in $\Omega_1^c$ with smooth boundary $\Gamma$):

Given $f_\Gamma \in H^{1/2}(\Gamma)$, find $\omega_{\text{ext}} \in H^1_{\text{loc}}(\Omega_1^c)$ so that

\[
\begin{array}{c}
\Delta \omega_{\text{ext}} + k^2 \omega_{\text{ext}} = 0, \quad \text{in } \Omega_1^c, \\
\gamma_{\text{ext}} = f_\Gamma, \\
\partial_\delta \omega_{\text{ext}} - ik \omega_{\text{ext}} = o(|x|^{-1/2}).
\end{array}
\] (2.7)

The SRC in (2.7) ensures that the exterior Dirichlet problem is uniquely solvable [6,31] for all wavenumbers $k$. For the interior Dirichlet Helmholtz problem (2.6) the well-posedness does not hold for all wavenumbers $k$ [24], and throughout this article we assume that the wavenumber $k$ is such that $\omega_{\text{int}}$ is the unique solution of (2.6). The well-posedness assumption for the interior Dirichlet Helmholtz problems in $\Omega_2$ (and in the overlapped region $\Omega_{12} := \Omega_1^c \cap \Omega_2$) can be easily avoided, for example, by modifying the artificial boundaries $\Sigma$ and $\Gamma$ [10, Section 2.1].

It is convenient to use operators to describe the continuous decomposition framework. To this end, corresponding to the interior Dirichlet problem (2.6) we consider two operators $K_{\Omega_2 \Sigma}$, $K_{\Gamma \Sigma}$; and associated with the exterior problem (2.7) we consider two operators $K_{\Omega_1^c \Gamma}$, $K_{\Sigma \Gamma}$.

These pairs of operators are defined, using the unique solution $\omega_{\text{int}}$ of (2.6) and $\omega_{\text{ext}}$ of (2.7) and their traces respectively on $\Gamma$ and $\Sigma$, as follows:

\[
K_{\Omega_2 \Sigma} f_\Sigma = \omega_{\text{int}}, \quad K_{\Gamma \Sigma} f_\Sigma = \gamma_{\text{int}}, \quad K_{\Omega_1^c \Gamma} f_\Gamma = \omega_{\text{ext}}, \quad K_{\Sigma \Gamma} f_\Gamma = \gamma_{\text{ext}}.
\] (2.8)

In [10], the authors proved that the unique solution $u$ of (2.1) can be constructed in two steps as follows:

1. Find $f_\Sigma : \Sigma \to \mathbb{C}$ and $f_\Gamma : \Gamma \to \mathbb{C}$ so that

\[
\begin{array}{c}
f_\Sigma - K_{\Sigma \Gamma} f_\Gamma = \gamma_{\text{inc}}, \\
-K_{\Gamma \Sigma} f_\Sigma + f_\Gamma = -\gamma_{\text{inc}}.
\end{array}
\] (2.9a)

2. Construct

\[
u = \begin{cases}
K_{\Omega_2 \Sigma} f_\Sigma, & \text{in } \Omega_2, \\
K_{\Omega_1^c \Gamma} f_\Gamma + u_{\text{inc}}, & \text{in } \Omega_1^c.
\end{cases}
\] (2.9b)

The boundary unknowns system (2.9a) can be written in matrix-valued operator form as

\[
(I - K) \begin{bmatrix}
f_\Sigma \\
f_\Gamma
\end{bmatrix} = \begin{bmatrix}
\gamma_{\text{inc}} \\
-\gamma_{\text{inc}}
\end{bmatrix}, \quad K := \begin{bmatrix}
K_{\Omega_2 \Sigma} & K_{\Gamma \Sigma}
\end{bmatrix}.
\] (2.10)

($I$ is obviously the identity matrix operator.) It is not difficult to see that the off-diagonal block $K : H^s(\Sigma) \times H^s(\Gamma) \to H^s(\Sigma) \times H^s(\Gamma)$ is continuous for any $s \geq 0$ [10].

The following result summarizes the equivalence of the decomposition framework to the original problem (2.1) at the continuous level.

**Theorem 2.1.** Assume that the only solution to problem

\[
\begin{array}{c}
\Delta v + k^2 v = 0, \quad \text{in } \Omega_{12} = \Omega_1 \cap \Omega_2, \\
\gamma v = 0, \quad \gamma_{\Sigma} v = 0
\end{array}
\] (2.11)

is the trivial one. Then $I - K : H^s(\Sigma) \times H^s(\Gamma) \to H^s(\Sigma) \times H^s(\Gamma)$ is invertible for any $s \geq 0$. Therefore (2.9a) is uniquely solvable. Furthermore, $u$ defined by (2.9b) is the unique solution of the full Helmholtz problem (2.1).
Proof. This result is proven in [10]. We will give here a sketch of the proof for the sake of completeness. By Fredholm alternative it suffices to show that \( I - K \) is one-to-one. We note that any if \((f_\Sigma^*, f_\Gamma^*) \in N(I - K)\) then \( \omega_{12} := (K_{\Omega_2 \Sigma} f_\Sigma^* - K_{\Omega_1 \Gamma} f_\Gamma^*)|_{\Omega_{12}} \) is a solution for (2.11). By hypothesis, \( \omega_{12} = 0 \). Hence, \( u \) in (2.9b) is well defined for \( u^{inc} = 0 \). The well-posedness of the scattering problem (2.1), implies that \( u = 0 \). In particular, \( K_{\Omega_1 \Gamma} f_\Gamma^*|_{\Omega_2} = 0 \), and from the analytic continuation principle \( K_{\Omega_2 \Sigma} f_\Sigma^*|_{\Omega_{12}} = 0 \) and hence \((f_\Sigma^*, f_\Gamma^*) = 0\). \( \square \)

Remark 2.2. For the OA-DSCS calculations with a large number of incident plane waves \( u^{inc} \), a marked advantage of our equivalent formulation (2.9a)-(2.9b) compared to the original model problem (2.1) [with a large number of inhomogeneous terms \( f = -(\Delta u^{inc} + k^2 n^2 u^{inc}) \) in \( \Omega_0 \)] is that the interior and exterior homogeneous problems \( K_{\Omega_2 \Sigma} f_\Sigma, K_{\Omega_1 \Gamma} f_\Gamma \) (and hence their traces \( K_{\Gamma \Sigma} f_\Sigma, K_{\Sigma \Gamma} f_\Gamma \)) can be setup independently of the incident waves. Since the unknowns \( f_\Sigma \) and \( f_\Gamma \) are defined, respectively, only on boundary curves \( \Sigma \) and \( \Gamma \), these unknowns can represented by a few boundary unknowns (or boundary basis functions) and hence the associated Helmholtz problems setup \( K_{\Omega_2 \Sigma} f_\Sigma, K_{\Omega_1 \Gamma} f_\Gamma \) is a naturally parallel process for computational purposes.

3 Discrete decomposition FEM-BEM framework

The numerical discretization of the continuous decomposition framework (2.9) is essentially obtained by replacing the four continuous operators in (2.8) using appropriate FEM and BEM based discrete counterparts. For \( K_{\Omega_2 \Sigma} \) we will use the standard FEM with continuous piecewise polynomial elements on a triangular conformal mesh of \( \Omega_2 \) [24]. For the BEM certainly an extensive range of methods is at our disposal in the literature [6, 31]. We will restrict ourselves to the spectrally accurate Nyström method [6, 28]. This scheme provides a discretization of the key boundary integral operators of the associated Calderon calculus; in this article we will use only make use of the discrete Single- and Double-Layer operators that converge super-algebraically, and it is not difficult to implement. A disadvantage of the Nyström method is that it requires an accurate differentiable parameterization of the boundary. This is because the method is based on splitting the integral operators into regular and singular parts for which appropriate decompositions and factorizations of the kernels of the operators are needed. This is not a severe restriction in our case since \( \Gamma \) is an auxiliary user-chosen artificial curve and therefore can be taken to be simple and smooth.

In the next two subsections we recall the standard FEM and Nyström procedure and conclude this section with the discrete FEM-BEM decomposition framework required for the main focus of this work on the numerical analysis of the FEM-BEM algorithm [10] .

The FEM procedure

Let \( \{T_h\}_h \) be a sequence of regular triangular meshes with \( h \) denoting the discrete parameter, the diameter of the largest element of the grid. We then write \( h \to 0 \) to mean that the maximum of the diameters of the elements tends to 0. A technical mesh assumption, not restrictive in practice, described in detail in Assumption 1 below, will be used in our proofs to ensure (i) a faster convergence of the FEM in stronger norms around \( \Gamma \) (see Theorem B.1 in Appendix); and (ii) the stability of the full method.
On $\mathcal{T}_h$, we construct the finite dimensional FEM space

$$\mathbb{P}_{h,d} := \{ v_h \in C^0(\Omega_2) : \ u_h|_{T_h} \in \mathbb{P}_d, \ \forall T_h \in \mathcal{T}_h \},$$

where $\mathbb{P}_d$ is the space of bivariate polynomial of degree $d$. Then given $f^h_\Sigma \in \gamma_\Sigma \mathbb{P}_{h,d}$, we define

$$K^h_{\Omega_2\Sigma} : \gamma_\Sigma \mathbb{P}_{h,d} \rightarrow \mathbb{P}_{h,d}$$

as $K^h_{\Omega_2\Sigma}f^h := u_h$ that is the unique of the standard FEM discrete system:

$$\begin{cases}
    u_h \in \mathbb{P}_{h,d} \\
    b_{k,n}(u_h, v_h) = 0, \ \forall v_h \in \mathbb{P}_{h,d} \cap H^1_0(\Omega_2) \\
    \gamma_\Sigma u_h = f^h_\Sigma,
\end{cases}$$

(3.1)

It is well known that $K^h_{\Omega_2\Sigma}$ [24] is well defined for any sufficiently fine mesh. Notice also that $K^h_{\Omega_2\Sigma}$ is defined on the discrete space $\gamma_\Sigma \mathbb{P}_{h,d}$, the trace finite element space on the boundary $\Sigma$. Hence, with the help of

$$Q^h_\Sigma : C^0(\Sigma) \rightarrow \gamma_\Sigma \mathbb{P}_{h,d},$$

(3.2)

the nodal interpolation operator on $\gamma_\Sigma \mathbb{P}_{h,d}$ defined by the finite element space, we have

$$K^h_{\Omega_2\Sigma}Q^h_\Sigma \approx K_{\Omega_2\Sigma},$$

providing an optimal approximation in $\mathbb{P}_{h,d}$ for sufficiently smooth Dirichlet data $f^h_\Sigma$ (see Theorem 4.1 in the next section).

The BEM procedure

Let

$$x = (x_1(t), x_2(t)) : \mathbb{R} \rightarrow \Gamma$$

(3.3)

be a smooth $2\pi-$periodic parameterization of $\Gamma$. We denote by SL$_k$, DL$_k$, the (parameterized) layer potentials, defined for $z \in \mathbb{R}^2 \setminus \Gamma$ as,

$$(\text{SL}_k \varphi_{\text{per}})(z) := \int_{0}^{2\pi} \Phi_k(z - x(t)) \varphi_{\text{per}}(t) \, dt,$$

$$(\text{DL}_k g_{\text{per}})(z) := \int_{0}^{2\pi} \left( \nabla_y \Phi_k(z - y) \right) \left| y = x(t) \right. \cdot \nu(t) g_{\text{per}}(t) \, dt,$$

where $\Phi_k = \frac{i}{4} H_0^{(1)}(k | \cdot |)$ is the fundamental solution for the constant coefficient Helmholtz operator in $\mathbb{R}^2$ with wavenumber $k$; $\nu(t) := (x'_2(t), -x'_1(t))$ is a non-normalized normal vector. Observe that $|x'(t)| > 0$ is then incorporated to the density in SL$_k$ and to the kernel in DL$_k$. We follow the same convention for the single and double boundary operator defined for $2\pi$-periodic densities $\varphi_{\text{per}}$ and $g_{\text{per}}$ as

$$(V_k \varphi_{\text{per}})(s) := (\gamma_T \text{SL}_k \varphi_{\text{per}})(x(s)) = \int_{0}^{2\pi} \Phi_k(x(s) - x(t)) \varphi_{\text{per}}(t) \, dt,$$

(3.4)

$$(K_k g_{\text{per}})(s) := \pm \frac{i}{2} g_{\text{per}}(s) + (\gamma_T \text{DL}_k g_{\text{per}})(s) = \int_{0}^{2\pi} \left( \nabla_y \Phi_k(x(s) - y) \right) \left| y = x(t) \right. \cdot \nu(t) g_{\text{per}}(t) \, dt.$$
The Brakhage-Werner formulation, first introduced in [3] (see also [6, 31]) provides a robust representation for the solution of the exterior Dirichlet solution for the Helmholtz problem (2.7):

$$K_{\Omega \Gamma} f_{\Gamma} = (D_k - i k S L_k)(\frac{1}{2} I + K_k - i k V_k)^{-1}(f_{\Gamma} \circ \mathbf{x}),$$  \hspace{1cm} (3.6)

with $I$ obviously being the identity operator. The above representation of the exterior scattered field, satisfying the SRC, provides an exact ansatz for the associated far-field as $$(F \varphi_{\text{per}})(\hat{z})$$, where

$$\hat{z} \in \mathbb{S}^1$$ defined, using the boundary density $\varphi_{\text{per}} = (\frac{1}{2} I + K_k - i k V_k)^{-1}(f_{\Gamma} \circ \mathbf{x})$ [6]:

$$(F \varphi_{\text{per}})(\hat{z}) := \sqrt{\frac{k}{8\pi}} \exp \left(-\frac{1}{4} \pi i \right) \int_0^{2\pi} \exp(-i k(\hat{z} \cdot \mathbf{x}(t))) \left[ \hat{z} \cdot (x_2'(t), -x_1'(t)) + 1 \right] \varphi_{\text{per}}(t) \, dt. \hspace{1cm} (3.7)$$

Thus accurate computational approximations of $\varphi_{\text{per}}$ provide spectrally accurate approximations for both the scattered and the far-field. For computing $\varphi_{\text{per}}$, the Nyström BEM solver makes use of a decomposition of the single- and double-layer operator into logarithmic and regular parts:

$$(V_k \varphi_{\text{per}})(s) = \int_0^{2\pi} A(s, t) \log \sin^2 \frac{s-t}{2} \varphi_{\text{per}}(t) \, dt + \int_0^{2\pi} B(s, t) \varphi_{\text{per}}(t) \, dt,$$

$$(K_k g_{\text{per}})(s) = \int_0^{2\pi} C(s, t) \log \sin^2 \frac{s-t}{2} g_{\text{per}}(t) \, dt + \int_0^{2\pi} D(s, t) g_{\text{per}}(t) \, dt.$$

Functions $A$, $B$, $C$, $D$ are smooth and $2\pi$-biperiodic.

Next with $N$ being a positive integer BEM discretization parameter, we consider the grid

$$\{t_j\}_{j \in \mathbb{Z}} \subset \mathbb{R}, \quad t_j := \frac{j\pi}{N},$$

and the $2N$-dimensional space of trigonometric polynomials defined by

$$T_N := \text{span}\{e_\ell : \ell \in \mathbb{Z}_N\}, \quad e_\ell(t) := \exp(it) \hspace{1cm} (3.8)$$

where $\mathbb{Z}_N = \{-N + 1, -N + 2, \ldots, N\}$. The interpolation operator for $2\pi$-periodic functions $\varphi_{\text{per}}$

$$T_N \ni q_N \varphi_{\text{per}} \quad \text{s.t.} \quad (q_N \varphi_{\text{per}})(t_j) = \varphi_{\text{per}}(t_j),$$

is known to be well defined.

The Nyström method is based on the following approximations for the single- and double-layer operators:

$$(V_k^N \varphi_{\text{per}})(s) := \int_0^{2\pi} q_N(A(s, \cdot) \varphi_{\text{per}})(t) \log \sin^2 \frac{s-t}{2} \, dt + \int_0^{2\pi} q_N(B(s, \cdot) \varphi_{\text{per}})(t) \, dt,$$

$$(K_k^N g_{\text{per}})(s) := \int_0^{2\pi} q_N(C(s, \cdot) g_{\text{per}})(t) \log \sin^2 \frac{s-t}{2} \, dt + \int_0^{2\pi} q_N(D(s, \cdot) g_{\text{per}})(t) \, dt.$$

We stress that the integrals above can be computed exactly. Indeed,

$$-\frac{1}{2\pi} \int_0^{2\pi} \log \sin^2 \frac{t}{2} \, e_n(t) \, dt = -\frac{1}{2\pi} \int_0^{2\pi} \log \sin^2 \frac{t}{2} \cos(nt) \, dt = \begin{cases} \log|4|, & n = 0 \\ \frac{1}{|n|}, & n \neq 0 \end{cases}$$
and
\[
\int_0^{2\pi} (Q_N g_{\text{per}})(t) \, dt = \pi \frac{2N-1}{N} \sum_{j=0}^{2N-1} (Q_N g_{\text{per}})(t_j) = \pi \sum_{j=0}^{2N-1} g_{\text{per}}(t_j),
\]
i.e., for the regular part the suggested approximation yields the trapezoidal/rectangular rule for $2\pi$–periodic functions.

The evaluation of the potentials, as integral operators with smooth kernel, is carried out in a similar way:
\[
\begin{align*}
(SL^N_k \varphi_{\text{per}})(z) &:= \int_0^{2\pi} Q_N(\Phi_k(z - x(\cdot))\varphi_{\text{per}})(t) \, dt \quad (3.9) \\
(DL^N_k g_{\text{per}})(z) &:= \int_0^{2\pi} Q_N\left(\left(\nabla_y \Phi_k(z - y)\right)|_{y=x(\cdot)} \cdot \nu(\cdot) g_{\text{per}}\right)(t) \, dt.
\end{align*}
\]

We are ready to present the discrete version for $K^h_{\Omega\Gamma}$. Hence, in view of
\[
K_{\Omega\Gamma} f_{\Gamma} = (DL_k - i k SL_k) L_k (f_{\Gamma} \circ x), \quad \text{with} \quad L_k := \left(\frac{1}{2} I + K_k - i k V_k\right)^{-1},
\]
we define for $f_{\text{per}} := f_{\Gamma} \circ x$
\[
K^N_{\Omega\Gamma} f_{\text{per}} := (DL^N_k - i k SL^N_k) L_k^N f_{\text{per}}, \quad \text{with} \quad L^N_k := \left(\frac{1}{2} I + K^N_k - i k V^N_k\right)^{-1}.
\]
Hence $\varphi^N_{\text{per}} := L^N_k f_{\text{per}}$ is the spectrally accurate approximation to the density $\varphi = L_k f_{\Gamma}$. In addition, we can also introduce the associated far-field approximation, see (3.7), as
\[
(F^N_{\text{per}} \varphi_{\text{per}})(\hat{z}) := \sqrt{\frac{k}{8 \pi}} \exp\left(-\frac{1}{4} \pi i\right) \frac{\pi}{N} \sum_{j=-N+1}^{N} \exp(-ik(\hat{z} \cdot x(t_j))) \left[\hat{z} \cdot (x_2'(t_j), -x_1'(t_j)) + 1\right] \varphi_{\text{per}}(t_j).
\]

**Remark 3.1.** It is not difficult to show that
\[
\varphi^N_{\text{per}} = L^N_k f_{\text{per}} \quad \Rightarrow \quad Q_N \varphi^N_{\text{per}} = Q_N L^N_k Q_N f_{\text{per}}.
\]

We note that only pointwise values of the density $\varphi_{\text{per}}$ are used for computation of the BEM-based potentials and QoI. Accordingly, we can conclude that the true unknowns of the Nyström method are the values of the density at the grid points $\{\varphi_{\text{per}}(t_j)\}_{j \in \mathbb{Z}}$ and that such values are computed by the algorithm using only the values of the right-hand-side $f_{\text{per}}$ at the same grid.

**The BEM-FEM coupling method**

Let
\[
K^N_{\Sigma \Gamma} := \gamma_{\Sigma} K^N_{\Omega\Gamma}, \quad K^h_{\Sigma \Gamma} := (\gamma_{\Gamma} K^h_{\Omega_2 \Sigma}) \circ x,
\]
be the discrete counterparts of $K_{\Sigma \Gamma}$ and $K_{\Gamma \Sigma}$. That is, the first operator computes the BEM solution and evaluate on the outer polygonal domain $\Sigma$, whereas the second one solves the FEM problem and evaluates it on the interior and smooth $\Gamma$.

Then our coupled FEM-BEM algorithm is:
• Solve
\[
(f_h^h, f_{\text{per}}^N) \in \gamma_{\Sigma}^2 \times T_N \quad \text{s.t.} \\
(I - \begin{bmatrix} Q_h^h & Q_h^N \end{bmatrix} \begin{bmatrix} f_h^h \\ f_{\text{per}}^N \end{bmatrix}) = \begin{bmatrix} Q_h^\Sigma \gamma_\Sigma u^{\text{inc}} \\ -Q_N \gamma_T (u^{\text{inc}} \circ x) \end{bmatrix}.
\] (3.13a)

• Construct
\[
w_h = K_h^h f_h^h \quad \omega_N = K_N^N f_N^N \quad u_{h,N} = \begin{cases} w_h, & \text{in } \Omega_2, \\
\omega_N + u^{\text{inc}}, & \text{in } \Omega_1^{\Gamma}. \end{cases}
\] (3.13b)

**Remark 3.2.** In view of Remark 3.1, for implementation of the above algorithm, the pointwise values of the numerical solution \((f_h^h, f_{\text{per}}^N)\) at the boundary nodes (of the FEM and BEM grids on \(\Sigma\) and \(\Gamma\)) are the true unknowns. Hence (3.13a) leads to a relatively small algebraic system.

We also note that, in view of the first-stage coupled and constrained solutions in (3.13a), the overlapped algorithm is designed in such a way that for sufficiently fine grids, the final-stage FEM and BEM parts of the algorithm in (3.13b) lead to two numerically coinciding solutions in \(\Omega_{12} = \Omega_1^{\Gamma} \cap \Omega_2\). (We demonstrate this property using numerical experiments.)

### 4 Numerical analysis of overlapped FEM-BEM algorithm

We analyze the above FEM-BEM scheme through rigorous derivation of the stability and convergence estimates in appropriate Sobolev norms. For the polygonal region we keep using the standard space \(H^s(\Omega_1)\) and \(H^s(\Sigma)\) (with the convention (2.5) for \(s > 1\)). For the smooth boundary \(\Gamma\), since we switch to the parameterized spaced (via \(x\)), we will work with \(2\pi\)-periodic Sobolev spaces. To this end, we define
\[
H_{\text{per}}^s := \{ \varphi_{\text{per}} \in D'(\mathbb{R}) : \varphi_{\text{per}} = \varphi_{\text{per}}(\cdot + 2\pi), \| \varphi_{\text{per}} \|_{H_{\text{per}}^s} < \infty \}. \quad (4.1)
\]

In (4.1), the distribution elements in the space are continuous linear functionals on \(D(\mathbb{R})\) (where \(D(\mathbb{R})\) is the space of the smooth compactly supported functions in \(\mathbb{R}\) endowed with its natural topology), and the space is equipped with the norm
\[
\| \varphi_{\text{per}} \|_{H_{\text{per}}^s}^2 = |\varphi_{\text{per}}(0)|^2 + \sum_{n \neq 0} |n|^{2s} |\hat{\varphi}_{\text{per}}(n)|^2, \quad (4.2)
\]
where \(\hat{\varphi}_{\text{per}}(n)\) is the \(n\)th Fourier coefficient:
\[
\hat{\varphi}_{\text{per}}(n) := \int_0^{2\pi} \varphi_{\text{per}}(t) e^{-n(t)} dt.
\]

It is a well established result that \(H^s(\Gamma)\) and \(H_{\text{per}}^s\) are isomorphic via the composition with \(x\) (see for example [28, Th. 8.13]).
4.1 Interpolation and some projection operators on the discrete spaces

For the implementation as well as for the theoretical analysis, we need some projections onto the discrete spaces defined on the boundaries \( \Sigma \) and \( \Gamma \). In the first case we have already introduced the Lagrange interpolation operator in \( \mathbb{P}_{h,d} \) (see (3.2)). For such operators it can be shown, as consequence of well-known results, that

\[
\|Q^h \Sigma f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq Ch^s \|f_\Sigma \|_{H^s(\Sigma)}
\]

(4.3a)

where \( C \) depends only on \( \Sigma \), \( s \in [0,1] \) and \( s \leq t < d + 1 \) and \( t > 1/2 \). Here and in what follows \( h_\Sigma \) is the maximum of the diameters of elements in \( \Sigma \) induced by the mesh \( T_h \). The convergence of order \( h^{d+1-s} \) can be attained if we assume an extra regularity for \( f_\Sigma \). For any \( s \in [0,1] \) and \( t > d + 1 \), there exists \( C \) so that

\[
\|Q^h \Sigma f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq Ch^{d+1-s} \|f_\Sigma \|_{H^s(\Sigma)}.
\]

(4.3b)

We refer the reader to Appendix A for proofs of such results. In this section we also introduce a more flexible projection on \( \gamma_\Sigma \mathbb{P}_{h,d} \), which will be required for analysis purposes. Roughly speaking this is a consequence of carrying out the analysis in \( H^1(\Omega) \) and \( H^{1/2}(\Sigma) \) norms which, although are the natural ones for the FEM method, contains discontinuous functions and for which the action of \( Q^h \Sigma \) cannot be therefore considered. Hence, we claim that there exists \( P^h : H^{1/2}(\Sigma) \to \gamma_\Sigma \mathbb{P}_{h,d} \) a projection on \( \gamma_\Sigma \mathbb{P}_{h,d} \) satisfying

\[
\|P^h \Sigma f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq Ch^s \|f_\Sigma \|_{H^s(\Sigma)}, \quad 0 \leq s < 1, \quad s \leq t < d + 1, \quad t \geq 1/2.
\]

(4.4a)

\[
\|P^h \Sigma f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq Ch^{d+1-s} \|f_\Sigma \|_{H^s(\Sigma)}, \quad 0 \leq s < 1, \quad t > d + 1.
\]

(4.4b)

Proofs of the estimates (4.3) and (4.4) are given in Proposition A.1 and A.3 respectively in Appendix A.

The convergence of the trigonometric interpolation operator in the Sobolev frame is a well known result, see for example, [35, Th. 8.3.1]:

\[
\|Q_N \varphi_{\text{per}} - \varphi_{\text{per}}\|_{H^s_{\text{per}}} \leq CN^{s-t} \|\varphi_{\text{per}}\|_{H^s_{\text{per}}},
\]

(4.5)

for any \( t \geq s \geq 0 \) and \( t > 1/2 \), where \( C \) depends only on \( s, t \). For similar reasons, and again only for our analysis, we use the \( L^2 \)-projection, which turns out to be the \( H^s \)-orthogonal projection for any \( s \), on \( \mathbb{T}_N \):

\[
\mathbb{T}_N \ni P_N \varphi_{\text{per}}, \quad \text{s.t.} \quad P_N \varphi_{\text{per}}(n) = \hat{\varphi}_{\text{per}}(n), \quad n \in \mathbb{Z}_N.
\]

It is straightforward to show that for any \( t \geq s \),

\[
\|P_N \varphi_{\text{per}} - \varphi_{\text{per}}\|_{H^s_{\text{per}}} \leq N^{s-t} \|\varphi_{\text{per}}\|_{H^s_{\text{per}}}.
\]

(4.6)

With the help of these two projections we define

\[
K_{h,N} := [Q_N K^h \Sigma \mathbb{P}^h \Sigma K^N \Sigma P_N]
\]

(4.7)

so that the (3.13a) can be set up as

\[
(I - K_{h,N}) \begin{bmatrix} f_\Sigma \\ f_{\text{per}} \end{bmatrix} = \begin{bmatrix} g_\Sigma \\ g_{\text{per}} \end{bmatrix}
\]
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for appropriate \((g_{\Sigma}, g_{\text{per}})^{\top} \in H^{1/2}(\Sigma) \times H_{\text{per}}^{1/2}\). Observe that in the case that the right-hand-side \((g_{\Sigma}, g_{\text{per}})\) belongs to the discrete space \(\gamma_{\Sigma}P_{h,d} \times T_{N}\) (as in (3.13a)), so is the solution \((f_{\Sigma}, f_{\text{per}})\). In this case, \(P_{\Sigma}^{h}\) and \(P_{N}\) in (4.7) are already acting on elements on the discrete space and can safely removed. Thus the role of these projections is to facilitate the analysis by setting up the equation in the continuous framework.

### 4.2 Convergence for the FEM scheme

We recall some classical convergence results as well as superconvergence phenomenon for the FEM solution in the following theorem.

**Theorem 4.1.** For fixed \(g_{\Sigma} \in H^{1/2}(\Sigma), g_{\Sigma}^{h} \in \gamma_{\Sigma}P_{h,d},\) let

\[
u := K_{\Omega,\Sigma}g_{\Sigma}, \quad u_{h} := K_{h,\Sigma}^{h}g_{\Sigma,}^{h},
\]

be the solution of the interior Helmholtz problem (2.6) and the approximation given by the FEM (3.1). Then there exists \(C > 0\) independent of \(g_{\Sigma}, g_{\Sigma}^{h}\) and \(h\) so that

\[
\|u - u_{h}\|_{H^{1}(\Omega_{2})} \leq C\left[\inf_{v_{h} \in P_{h,d}} \|u - v_{h}\|_{H^{1}(\Omega_{2})} + \|g_{\Sigma} - g_{\Sigma}^{h}\|_{H^{1/2}(\Sigma)}\right].
\]  

(4.8)

Furthermore, let \(D'\), \(D\) be domains with \(D' \subset \overline{D}' \subset D \subset \overline{D} \subset \Omega_{2} \setminus \overline{\Omega}_{0}\) and \(\{T_{h}\}_{h}\) be a sequence of regular grids with \(h \rightarrow 0\) which are quasi-uniform in \(D\), that is

\[
\min_{K \in T_{h}} h_{K} \geq c \max_{M \in T_{h}} h_{M},
\]  

(4.9)

for some constant \(c\) independent of levels of discretization. Then there exists \(\delta \in (1/2, 1]\) such that for any \(\varepsilon \in [0, 1/2)\) and for any fine enough grid \(T_{h}\),

\[
\|u - u_{h}\|_{H^{1+\varepsilon}(D')} \leq C\left[(h_{D}^{\delta}h_{D}^{\varepsilon} + h_{D}^{1-\varepsilon})\|u - u_{h}\|_{H^{1}(\Omega_{2})} + h_{D}^{\varepsilon}\|g_{\Sigma} - g_{\Sigma}^{h}\|_{L^{2}(\Sigma)} + h_{D}^{1-\varepsilon}\|u\|_{H^{1+\varepsilon}(\overline{D})}\right]
\]  

(4.10)

with \(C > 0\) depending on \(\varepsilon, D\) and \(D'\), and \(h_{D}\) being the maximum of the diameters of the elements of the grid contained in \(D\).

**Proof.** For (4.8) we refer to [37] (see also [11]). Estimate (4.10) can be derived using the superconvergence of the FEM solution in the interior of the computational domain where the solution is smooth (actually analytic) cf. [32]. We give a proof of these results in Corollary B.3 in Appendix B for the sake of completeness. 

Let us point out that the constant \(\delta \in (1/2, 1]\) in (4.10) depends on the regularity of the dual problem with homogeneous Dirichlet condition and a right-hand-side in \(L^{2}(\Omega)\). Therefore, for convex polygonal domains in \(\mathbb{R}^{2}\), we can take \(\delta = 1\) [20].

**Assumption 1** Assume that for some open domain \(D \subset \Omega_{2} \setminus \overline{\Omega}_{0}\) with \(\Gamma \subset D\) there exists \(\varepsilon_{0} > 0\) such that the sequence of grids \(\{T_{h}\}_{h}\) is quasi-uniform in \(D\) and satisfies

\[
h_{D}^{1/2}h_{D}^{\varepsilon_{0}} \rightarrow 0
\]

where \(h_{D}\) is the maximum of the diameters of the elements of the grid \(T_{h}\) having non-empty intersection with \(D\). 

\[\square\]
We note that this assumption allows locally refined grids but introduces a very weak restriction on the ratio between the larger element in \( \Omega \) and the smaller element in \( D \). However, since the exact solution is smooth on \( D \), it is reasonable to expect that small elements are not going to be used in this subdomain.

**Lemma 4.2.** Let \( D \) and the sequence of grids \( \{T_h\} \) be as in Assumption 1. Then, for any open subset \( D' \) of \( D \) containing \( \Gamma \) and for any \( \varepsilon \in [0, 1/2) \), there exists \( C > 0 \) such that

\[
\|K_{\Gamma \Sigma} f_\Sigma - K^h_{\Gamma \Sigma} P^h_{\Sigma} f_\Sigma\|_{H^{1/2+\varepsilon}_{\per}} \leq C h^{1/2} h_D^{-\varepsilon} \left[ \inf_{v_h \in \mathbb{P}_{h,d}} \|K_{\Omega \Sigma} f_\Sigma - v_h\|_{H^1(\Omega_\Sigma)} + \|f_\Sigma - P^h_{\Sigma} f_\Sigma\|_{H^{1/2}(\Sigma)} \right]
\]

\[
+ C h_D^{d-\varepsilon} \|f_\Sigma\|_{L^2(\Sigma)}.
\]

Proof. Notice that

\[
\|f_\Sigma - P^h_{\Sigma} f_\Sigma\|_{L^2(\Sigma)} = \|f_\Sigma - P^h_{\Sigma}(f_\Sigma - P^h_{\Sigma} f_\Sigma)\|_{L^2(\Sigma)} \leq C h^{1/2} \|f_\Sigma - P^h_{\Sigma} f_\Sigma\|_{H^{1/2}(\Sigma)}.
\]

Take \( D' \) so that \( \Gamma \subset D' \subset \overline{T}' \subset D \). We claim that there exist \( C \) independent of \( f_\Sigma \), so that

\[
\|K_{D' \Sigma} f_\Sigma\|_{H^{\varepsilon+1}(D')} \leq C \|f_\Sigma\|_{L^2(\Sigma)}.
\]

This can be seen as consequence of that the differential equations in \( D \) becomes the homogeneous Helmholtz equation and \( \Gamma \) is sufficiently far away from the boundary of \( D \).

The continuity of the trace operator \( \gamma_{\Gamma} : H^{1+\varepsilon}(D') \to H^{1/2+\varepsilon}(\Gamma) \sim H^{1/2+\varepsilon}_{\per} \) and a direct application of (4.8-4.10) yield

\[
\|K_{\Gamma \Sigma} f_\Sigma - K^h_{\Gamma \Sigma} P^h_{\Sigma} f_\Sigma\|_{H^{1/2+\varepsilon}_{\per}} \leq C (h^{d-\varepsilon} h_D^{-\varepsilon} + h_D^{1/2-\varepsilon}) \left[ \inf_{v_h \in \mathbb{P}_{h,d}} \|K_{\Omega \Sigma} f_\Sigma - v_h\|_{H^1(\Omega_\Sigma)} + \|f_\Sigma - P^h_{\Sigma} f_\Sigma\|_{H^{1/2}(\Sigma)} \right]
\]

\[
+ C h_D^{d-\varepsilon} \|f_\Sigma\|_{L^2(\Sigma)}.
\]

Using that \( \delta \geq 1/2 \) the result is proven. \( \square \)

We are ready to prove the convergence, in operator norm, of the first off diagonal block in (4.7) to the corresponding one in (2.10)

**Proposition 4.3.** For any \( 0 < \varepsilon \leq \varepsilon_0 \) and for any \( t \geq 0 \) there exists \( C > 0 \) independent of \( f_\Sigma \), \( h \) and \( N \) such that

\[
\|K_{\Gamma \Sigma} f_\Sigma - Q_N K^h_{\Gamma \Sigma} P^h_{\Sigma} f_\Sigma\|_{H^{1/2}_{\per}} \leq C \left( 1 + N^{-\varepsilon} h_D^{-\varepsilon} \right) h^{1/2} \left[ \inf_{v_h \in \mathbb{P}_{h,d}} \|K_{\Omega \Sigma} f_\Sigma - v_h\|_{H^1(\Omega_\Sigma)} + \|f_\Sigma - P^h_{\Sigma} f_\Sigma\|_{H^{1/2}(\Sigma)} \right]
\]

\[
+ C (N^{-\varepsilon} h_D^{d-\varepsilon} + h_D^d + N^{-t}) \|f_\Sigma\|_{L^2(\Sigma)}.
\]

In particular, we have the convergence in operator norm:

\[
\|K_{\Gamma \Sigma} - Q_N K^h_{\Gamma \Sigma} P^h_{\Sigma}\|_{H^{1/2}(\Sigma) \to H^{1/2}_{\per}} \to 0 \quad \text{as} \quad (N, h) \to (\infty, 0).
\]
Proof. The identity
\[ K_{\Gamma\Sigma} - Q_N K_{\Gamma\Sigma}^h P_{\Sigma}^h = (I - Q_N) K_{\Gamma\Sigma} + (I - Q_N) (K_{\Gamma\Sigma}^h P_{\Sigma}^h - K_{\Gamma\Sigma}) + (K_{\Gamma\Sigma} - K_{\Gamma\Sigma}^h P_{\Sigma}^h), \] (4.14)
and the estimates
\[
\|(I - Q_N) K_{\Gamma\Sigma} f_{\Sigma}\|_{H_{per}^{t/2}} \leq C N^{-t}\|K_{\Gamma\Sigma} f_{\Sigma}\|_{H_{per}^{t+1/2}} \leq C' N^{-t}\|f_{\Sigma}\|_{L^2(\Sigma)}
\]
\[
\|(I - Q_N) (K_{\Gamma\Sigma}^h P_{\Sigma}^h - K_{\Gamma\Sigma}) f_{\Sigma}\|_{H_{per}^{t/2}} \leq C \varepsilon_1 N^{-\varepsilon_1} \|(K_{\Gamma\Sigma}^h P_{\Sigma}^h - K_{\Gamma\Sigma}) f_{\Sigma}\|_{H_{per}^{t/2+\varepsilon_1}},
\]
which are consequences of (4.5) and (4.11), yield
\[
\|K_{\Gamma\Sigma} f_{\Sigma} - Q_N K_{\Gamma\Sigma}^h P_{\Sigma}^h f_{\Sigma}\|_{H_{per}^{t/2}} \leq C \varepsilon_1 N^{-\varepsilon_1} \|(K_{\Gamma\Sigma}^h P_{\Sigma}^h - K_{\Gamma\Sigma}) f_{\Sigma}\|_{H_{per}^{t/2+\varepsilon_1}} + C' N^{-t}\|f_{\Sigma}\|_{L^2(\Sigma)} + \|(K_{\Gamma\Sigma}^h P_{\Sigma}^h - K_{\Gamma\Sigma}) f_{\Sigma}\|_{H_{per}^{t/2}}
\]
Applying Lemma 4.2 twice (with \(\varepsilon = \varepsilon_1\) for the first term and \(\varepsilon = 0\) for the third one) yield (4.12). Consequently, (4.13) follows.

\[ \square \]

### 4.3 Convergence for the BEM scheme

The inverse inequality
\[ \|\varphi_{per}^N\|_{H_{per}^t} \leq N^{t-s} \|\varphi_{per}^N\|_{H_{per}^s}, \quad t \geq s, \quad \forall \varphi_{per}^N \in T_N, \] (4.15)
that is straightforward to derive from (3.8) and (4.2), will be used repeatedly in this section.

The first result in this subsection summarizes the convergence of the BEM solver in a format that will be used later. This is based on the convergence in norm of the approximation operator \(L_k^N\) to the continuous counterpart. We recall that \(L^s_k : H_{per}^s \to H_{per}^s\) is continuous for any \(s \in \mathbb{R}\).

**Theorem 4.4.** Fix \(t \geq s > 1/2\). Then, there exists \(C > 0\) such that for any \(N\) large enough and for any \(f_{per} \in H_{per}^t\),
\[ \|L_k f_{per} - L_k^N f_{per}\|_{H_{per}^t} \leq C N^{s-t-\alpha} \|f_{per}\|_{H_{per}^t}, \quad \text{with} \ \alpha = \min\{s, 1\}. \] (4.16)

Therefore, \(L_k^N : H_{per}^s \to H_{per}^s\) is uniformly continuous in \(N\) for any \(s > 1/2\).

Moreover, for \(s, t \geq 0\), with \(t \geq \max\{s - 1, 0\}\) there exits \(C > 0\) such that, for \(N\) large enough,
\[ \|Q_N L_k P_N f_{per} - Q_N L_k^N P_N f_{per}\|_{H_{per}^s} \leq C N^{s-t-\alpha} \|P_N f_{per}\|_{H_{per}^s} \leq C N^{s-t-\alpha} \|f_{per}\|_{H_{per}^s}. \] (4.17)

**Proof.** The estimates, recall (3.10) and (3.11),
\[
\|K^N_k - K_k\|_{H_{per} \to H_{per}} + \|V^N_k - V_k\|_{H_{per} \to H_{per}} \leq C N^{s-t-\alpha}
\]
with \(s, t, \alpha\) as in the statement of the Theorem (see Chapter 12 and 13 in [28] or, for a more detailed proof, [12, Th. 3.1]) proves that \(L_k^N : H_{per}^s \to H_{per}^s\) for \(s > 1/2\) is well defined, for \(N\) large enough, and it is uniformly bounded. Estimate (4.16) follows now from the identity
\[ L_k - L_k^N = L_k^N \left( (L_k^N)^{-1} - L_k^{-1} \right) L_k = L_k^N \left( (K^N_k - K_k) - i(k(V^N_k - V_k))L_k \right). \]
To prove the second estimate (4.17), we proceed in two steps: For \( s \in [1, \infty) \), \( t \geq s - 1 \) we have

\[
\| Q_N L_k^N P_N f_{\text{per}} - Q_N L_k P_N f_{\text{per}} \|_{H^s_{\text{per}}} \leq C \|(L_k^N - L_k)P_N f_{\text{per}}\|_{H^s_{\text{per}}} \leq C' N^{s-t-2}\|P_N f_{\text{per}}\|_{H^{s+1}_{\text{per}}} \leq C' N^{s-t-1}\|P_N f_{\text{per}}\|_{H^s_{\text{per}}},
\]

(4.18)

(Notice that in the last step we have used the inverse inequality (4.15).) On the other hand, for \( s \in [0, 1] \) and \( t \geq 0 \), we make use of the bound \( \|Q_N g_{\text{per}}\|_{H^0_{\text{per}}} \leq C\|g_{\text{per}}\|_{H^s_{\text{per}}} \) to derive

\[
\| Q_N L_k^N P_N f_{\text{per}} - Q_N L_k P_N f_{\text{per}} \|_{H^s_{\text{per}}} \leq C \|(L_k^N - L_k)P_N f_{\text{per}}\|_{H^s_{\text{per}}} \leq C' N^{-t-1}\|P_N f_{\text{per}}\|_{H^{s+1}_{\text{per}}} \leq C' N^{-t}\|P_N f_{\text{per}}\|_{H^s_{\text{per}}},
\]

(4.19)

Estimates (4.18) and (4.19) yield the desired result (4.17).

\[ \square \]

**Lemma 4.5.** For any domain \( D \) with \( \overline{D} \cap \Gamma = \emptyset \) and any \( r \), \( s \) there exists \( C > 0 \) such that for any \( N \) and \( \varphi^N_{\text{per}} \in T_N \),

\[
\| DL_k^N \varphi^N_{\text{per}} - DL_k \varphi^N_{\text{per}} \|_{H^s(D)} + \| SL_k^N \varphi^N_{\text{per}} - SL_k \varphi^N_{\text{per}} \|_{H^s(D)} \leq C N^{-r}\|\varphi^N_{\text{per}}\|_{H^0_{\text{per}}}. \tag{4.20}
\]

**Proof.** Since the kernels of the integral operators are smooth, the estimate follows from the aliasing effect of the trapezoidal rule for periodic functions. Indeed, for \( |n| \leq N \) we have for any \( \varphi \) smooth enough

\[
\left| \frac{1}{N} \sum_{j=0}^{2N-1} g_{\text{per}}(t_j)e^{-n(t_j)} - \int_0^{2\pi} g_{\text{per}}(t)e^{-n(t)} \, dt \right| \leq \frac{1}{2\pi} \sum_{\ell \neq 0} \left| \widehat{g}_{\text{per}}(n+2\ell N) \right| e_n(t) := \exp(\text{int}) \]

(see for instance [28,35]). Hence, for any \( \varphi^N_{\text{per}} \in T_N \)

\[
\left| \frac{1}{N} \sum_{j=0}^{2N-1} g_{\text{per}}(t_j)\varphi^N_{\text{per}}(t_j) - \int_0^{2\pi} g_{\text{per}}(t)\varphi^N_{\text{per}}(t) \, dt \right| \leq \frac{1}{2\pi} \sum_{\ell \neq 0} \sum_{n \in \mathbb{Z}_N} \left| \widehat{\varphi}_{\text{per}}(n) \right| \left| \widehat{g}_{\text{per}}(-n+2\ell N) \right|.
\]

The last term can be easily bounded using the Cauchy-Schwarz inequality:

\[
\sum_{n \in \mathbb{Z}_N} \left| \varphi^N_{\text{per}}(n) \right| \sum_{\ell \neq 0} \left| \widehat{g}_{\text{per}}(-n+2\ell N) \right| \leq (2N)^{-r}\|\varphi^N_{\text{per}}\|_{H^0_{\text{per}}} \sum_{n \in \mathbb{Z}_N} \left( \sum_{\ell \neq 0} \frac{1}{\ell - n/(2N)^2} \right) =: C_r(n/(2N)^2)
\]

\[
\times \left( \sum_{\ell \neq 0} \left| - n + 2\ell N \right|^2 \left| \widehat{g}_{\text{per}}(-n+2\ell N) \right|^2 \right)^{1/2} \]

\[
\leq C_r N^{-r}\|\varphi^N_{\text{per}}\|_{H^0_{\text{per}}} \|g_{\text{per}}\|_{H^s_{\text{per}}},
\]

which is valid for any \( r > 1/2 \). (We have used above that the series function \( C_r(z) \) is bounded for \( |z| \leq 1/2 \))

\[ \square \]

**Corollary 4.6.** For any \( s \geq 0 \), there exists \( C > 0 \) so that for any \( N \),

\[
\| Q_N L_k^N P_N f_{\text{per}} \|_{H^s_{\text{per}}} \leq C \|P_N f_{\text{per}}\|_{H^s_{\text{per}}} \leq C \|f_{\text{per}}\|_{H^s_{\text{per}}},
\]
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Proof. The identity
\[ \mathcal{L}_k = 2I - M_k, \quad M_k := 2\mathcal{L}_k(\mathcal{L}_k^{-1} - \frac{1}{2}I) = 2\mathcal{L}_k(K_k - iKV_k) \]  
and the mapping properties \( V_k - iK_k : H^s_{per} \to H^{s+1}_{per} \) (see for instance, [35, Section 6.2]) yield
\[ \|Q_N\mathcal{L}_k^N P_N f_{per} - \mathcal{L}_k P_N f_{per}\|_{H^s_{per}} = \|Q_N M_k P_N f_{per} - M_k P_N f_{per}\|_{H^s_{per}} \leq C'N^{-1} \|M_k P_N f_{per}\|_{H^{s+1}_{per}} \leq C N^{-1} \|f_{per}\|_{H^s_{per}} \]  
where we have used also (4.5) and (4.6). The result follows readily from the decomposition
\[ \|Q_N\mathcal{L}_k^N P_N f_{per}\|_{H^s_{per}} \leq \|\mathcal{L}_k P_N f_{per}\|_{H^s_{per}} + \|Q_N\mathcal{L}_k^N P_N f_{per} - Q_N \mathcal{L}_k P_N f_{per}\|_{H^s_{per}} + \|Q_N \mathcal{L}_k P_N f_{per} - \mathcal{L}_k P_N f_{per}\|_{H^s_{per}}, \]  
and the estimates (4.22) and (4.17) in Theorem 4.4. \( \square \)

We are ready to prove the convergence of the corresponding block in (4.7).

Proposition 4.7. For any \( t \geq 0 \), there exists \( C > 0 \) such that for any \( h, N \) and \( f_{per} \in H^t_{per} \),
\[ \|K_{\Sigma} f_{per} - Q_N K_{\Sigma}^N P_N f_{per}\|_{H^{1/2}(\Sigma)} \leq C(N^{-t}\|f_{per}\|_{H^t_{per}} + h^{d+1/2}\|f_{per}\|_{H^0_{per}}). \]  
In particular, we have the convergence in operator norm:
\[ \|K_{\Sigma} f_{per} - Q_N K_{\Sigma}^N P_N f_{per}\|_{H^{1/2}_{per} \to H^{1/2}(\Sigma)} \to 0 \quad \text{as} \quad (N, h) \to (\infty, 0). \]  

Proof. For the purpose of this proof, we define
\[ R_{\Sigma} := \gamma_{\Sigma}(DL_k - i k SL_k), \quad R_{\Sigma}^N := \gamma_{\Sigma}(DL_k^N - i k SL_k^N). \]  
Clearly \( R_{\Sigma} : H^0_{per} \to H^t(\Sigma) \) is continuous, for any \( t \), and, from Lemma 4.5, (see also (3.10))
\[ \|R_{\Sigma} Q_N \varphi_{per} - R_{\Sigma}^N Q_N \varphi_{per}\|_{H^{m}(\Sigma)} \leq C t N^{-t}\|Q_N \varphi_{per}\|_{H^0_{per}} \]  
for any \( t \) and \( m \), with \( C \) independent of \( \varphi_{per} \) and \( N \). We also have for any compact domain \( D \) far away from \( \Gamma \) and for any \( t \geq 0 \),
\[ \|R_{\Sigma} \varphi_{per}\|_{H^m(D)} \leq C \|\varphi_{per}\|_{H^t_{per}} \]  
which in particular implies cf. (4.3b)
\[ \|(I - Q_N^\Sigma) R_{\Sigma} \varphi_{per}\|_{H^{1/2}(\Sigma)} \leq C h^{d+1/2}\|\varphi_{per}\|_{H^{1/2}_{per}}, \quad \|Q_N^\Sigma R_{\Sigma} \varphi_{per}\|_{H^{1/2}(\Sigma)} \leq C \|\varphi_{per}\|_{H^{1/2}_{per}}. \]  

Write now
\[ K_{\Sigma} - Q_N^\Sigma K_{\Sigma}^N P_N = R_{\Sigma} \mathcal{L}_k - Q_N^\Sigma R_{\Sigma}^N Q_N \mathcal{L}_k^N P_N \]
\[ = (I - Q_N^h) R_{\Sigma} \mathcal{L}_k + Q_N^h R_{\Sigma}^N Q_N \mathcal{L}_k P_N \]
\[ + Q_N^h R_{\Sigma} (I - Q_N) \mathcal{L}_k P_N + Q_N^h R_{\Sigma}^N (Q_N \mathcal{L}_k - Q_N \mathcal{L}_k^N) P_N \]
\[ =: L_1^h + L_2^h + L_3^h + L_4^h + L_5^h. \]
Let us bound these terms now. From (4.28) and the continuity $\mathcal{L}_k : H^s_{\text{per}} \to H^s_{\text{per}}$,
\[
\|L_1^h f_{\text{per}}\|_{H^{1/2}(\Sigma)} \leq C h^{d+1/2} \|L_k f_{\text{per}}\|_{H^s_{\text{per}}} \leq C h^{d+1/2} \|f_{\text{per}}\|_{H^0_{\text{per}}}.
\]
Proceeding similarly we derive from (4.6),
\[
\|L_2^h f_{\text{per}}\|_{H^{1/2}(\Sigma)} \leq C \|(I - P_N) f_{\text{per}}\|_{H^s_{\text{per}}} \leq C N^{-t} \|f_{\text{per}}\|_{H^0_{\text{per}}},
\]
and, by (4.5),
\[
\|L_3^h f_{\text{per}}\|_{H^{1/2}(\Sigma)} \leq C \|(I - Q_N) L_k P_N f_{\text{per}}\|_{H^0_{\text{per}}} \leq C N^{-t} \|f_{\text{per}}\|_{H^0_{\text{per}}}.
\]
The fourth term is bounded using (4.17) in Theorem 4.4,
\[
\|L_4^h f_{\text{per}}\|_{H^{1/2}(\Sigma)} \leq C \|(Q_N L_k P_N - Q_N L_k^N P_N) f_{\text{per}}\|_{H^0_{\text{per}}} \leq C N^{-t} \|f_{\text{per}}\|_{H^0_{\text{per}}}.
\]
Finally, (4.28) again, (4.26) with Corollary 4.6 yield,
\[
\|L_5^h f_{\text{per}}\|_{H^{1/2}(\Sigma)} \leq C N^{-t} \|Q_N L_k^N P_N f_{\text{per}}\|_{H^0_{\text{per}}} \leq C N^{-t} \|f_{\text{per}}\|_{H^0_{\text{per}}}.
\]
Gathering these bounds yields the estimate (4.23), and consequently (4.24) holds.

4.4 Convergence of the full scheme

We are ready to prove the main result of this paper: stability and convergence for the FEM-BEM numerical algorithm.

**Theorem 4.8.** For any $N$ large enough and $T_h$ sufficiently fine satisfying Assumption 1, the mapping
\[
\mathcal{I} - \mathcal{K}_{h,N} : H^{1/2}(\Sigma) \times H^{1/2}_{\text{per}} \to H^{1/2}(\Sigma) \times H^{1/2}_{\text{per}}
\]
is uniformly bounded, invertible and with inverse uniformly bounded.

Moreover, if $(f_{\Sigma}, f_{\Gamma})$ is the solution of (2.9a) and $(f^h_{\Sigma}, f^N_{\text{per}})$ that of (3.13a), then for any $r \geq 0$ and $0 < \varepsilon \leq \varepsilon_0$, with $\varepsilon_0$ as in Assumption 1, we have the following estimate, with $f_{\text{per}} = f_{\Gamma} \circ x$,
\[
\|f_{\Sigma} - f^h_{\Sigma}\|_{H^{1/2}(\Sigma)} + \|f_{\text{per}} - f^N_{\text{per}}\|_{H^{1/2}_{\text{per}}}
\leq C \left[\|\gamma_{\Sigma} u^{\text{inc}} - Q_N^h \gamma_{\Sigma} u^{\text{inc}}\|_{H^{1/2}(\Sigma)} + \|u^{\text{inc}} \circ x - Q_N u^{\text{inc}} \circ x\|_{H^{1/2}_{\text{per}}}
+ (h^{-\varepsilon} D^{-\varepsilon} + 1) h^{1/2} \left[\inf_{v_h \in \mathcal{P}_h, a} \|K_{\Omega_2} f_{\Sigma} - v_h\|_{H^{1}(\Omega_2)} + \|f_{\Sigma} - P^h_{\Sigma} f_{\Sigma}\|_{H^{1/2}(\Sigma)}\]
+ (N^{-\varepsilon} h^{d-\varepsilon} + h^d + N^{-r}) \|f_{\Sigma}\|_{L^2(\Sigma)} + (N^{-t} + h^{d+1/2}) \|f_{\text{per}}\|_{H^0_{\text{per}}}\right]
\]
with $C$ independent of $f_{\Sigma}$, $f_{\text{per}}$, $h$ and $N$.

**Proof.** From (4.13) and (4.24) in Propositions 4.3 and 4.7 we conclude
\[
\|\mathcal{K} - \mathcal{K}_{h,N}\|_{H^{1/2}(\Sigma) \times H^{1/2}_{\text{per}} \to H^{1/2}(\Sigma) \times H^{1/2}_{\text{per}}} \to 0, \quad \text{as } (h, N) \to (0, \infty)
\]
which proves the first part of the theorem.

On the other hand, for small enough $c > 0$, independent of $h$ and $N$, it holds

$$c(\|f^\Sigma - f^h_{\Sigma}\|_{H^{1/2}(\Sigma)} + \|f_{\text{per}} - f^N_{\text{per}}\|_{H^{1/2}_{\text{per}}}) \leq \left\| (I - K_{h,N}) \left[ f^\Sigma - f^h_{\Sigma} \right] \right\|_{H^{1/2}(\Sigma) \times H^{1/2}_{\text{per}}} \leq \left\| \gamma_{\Sigma} u_{\text{inc}} - Q_{\Sigma} f^h_{\Sigma} \right\|_{H^{1/2}(\Sigma)} + \left\| (K - K_{h,N}) \left[ f^\Sigma - f^h_{\Sigma} \right] \right\|_{H^{1/2}(\Sigma) \times H^{1/2}_{\text{per}}},$$

and the estimate (4.30) follows from Propositions 4.3 and 4.7.

**Theorem 4.9.** Let $(u, \omega) = (K_{\Omega; \Sigma} f^\Sigma, K_{\Omega; \Gamma} f^\Gamma)$ be the exact solution of (2.9), and let $(u_h, \omega_N) := (K_{h; \Sigma} f^h_{\Sigma}, K_{h; \Gamma} f^N_{\text{per}})$ be that of the FEM-BEM system (3.13). Then, for any compact set $D \subset \mathbb{R}^d \setminus \Omega_1$, $r > 0$, $t > d + 1/2$ there exist $C$ such that

$$\|u - u_h\|_{H^r(\Omega_2)} + \|\omega - \omega_N\|_{H^r(D)} \leq C \left( h^{d-\varepsilon} N^{-\varepsilon} + h^{d+1/2} + N^{-t} + h_{\Sigma}^d \right) \|u_{\text{inc}}\|_{H^{t+1}(\Omega_2)} + C \inf_{t_h \in F_h} \|u - v_h\|_{H^t(\Omega_2)}.$$  

**Proof.** Notice that as consequence of Theorem 2.1, and with $f_{\text{per}} = f \circ x$ as before,

$$\|f^\Sigma\|_{H^{1/2}(\Sigma)} + \|f_{\text{per}}\|_{H^{1/2}_{\text{per}}} \leq C t \|u_{\text{inc}}\|_{H^{t+1}(\Omega_2)},$$

and, cf. (4.3) and (4.5),

$$\|\gamma_{\Sigma} u_{\text{inc}} - Q_{\Sigma} f^h_{\Sigma}\|_{H^{1/2}(\Sigma)} \leq C h_{\Sigma}^{d+1/2} \|u_{\text{inc}}\|_{H^{t+1}(\Omega_2)},$$

and

$$\|u_{\text{inc}} \circ x - Q_N u_{\text{inc}} \circ x\|_{H^{1/2}_{\text{per}}} \leq C N^{-t} \|u_{\text{inc}}\|_{H^{t+1}(\Omega_2)}.$$

Since

$$\|f^\Sigma - f^h_{\Sigma}\|_{H^{1/2}(\Sigma)} \leq C' \inf_{t_h \in F_h} \|f^\Sigma - p_h\|_{H^{1/2}(\Sigma)} \leq C' \|f^\Sigma - f^h_{\Sigma}\|_{H^{1/2}(\Sigma)},$$

the estimate (4.30) yields

$$\|f^\Sigma - f^h_{\Sigma}\|_{H^{1/2}(\Sigma)} + \|f_{\text{per}} - f^N_{\text{per}}\|_{H^{1/2}_{\text{per}}} \leq c(h, N) \|f^\Sigma - f^h_{\Sigma}\|_{H^{1/2}(\Sigma)} + C \left( h^{d-\varepsilon} N^{-\varepsilon} + h_{\Sigma}^d + N^{-t} + h_{\Sigma}^{d+1/2} \right) \|u_{\text{inc}}\|_{H^{t+1}(\Omega_2)} + C' \inf_{v_h \in F_h} \|u - v_h\|_{H^t(\Omega_2)},$$

with $c(h, N) \to 0$ as $(h, N) \to (0, \infty)$. (Actually $C'$ above can be shown to tend to zero as $(h, N) \to (0, \infty)$). Taking $h$ sufficiently small and $N$ large enough, say such that $c(h, N) < 1/2$, the estimate for the error $u - u_h$ follows from (4.8) in Theorem 4.1.

Regarding the other term, we notice that by Lemma 4.5

$$\|\omega - \omega_N\|_{H^r(D)} \leq \|(DL_k - i k S_l) L_k f_{\text{per}} - (DL_k^N - i k S_l^N) Q_N L_k f^N_{\text{per}}\|_{H^r(D)} \leq C \left( \|L_k f_{\text{per}} - Q_N L_k f_{\text{per}}\|_{H^0_{\text{per}}} + \|Q_N L_k f_{\text{per}} - Q_N L_k f^N_{\text{per}}\|_{H^0_{\text{per}}} \right).$$

(4.34)
Recalling that \( M_k \) in (4.21) is a pseudo-differential operator of order \(-1\), we obtain the bound
\[
\| \mathcal{L}_k f_{\text{per}} - Q_N \mathcal{L}_k f_{\text{per}} \|_{H^0_{\text{per}}} = \| (I - Q_N) M_k f_{\text{per}} \|_{H^0_{\text{per}}} \leq C N^{-3/2} \| f_{\text{per}} \|_{H^{1/2}_{\text{per}}}.
\]
Next, we claim that for the second term in (4.34) the following bound holds
\[
\| Q_N \mathcal{L}_k f_{\text{per}} - Q_N \mathcal{L}_k^N f^N_{\text{per}} \|_{H^0_{\text{per}}} \leq C \| P_N f_{\text{per}} - f^N_{\text{per}} \|_{H^{1/2}_{\text{per}}} + N^{-t-1/2} \| f_{\text{per}} \|_{H^{t+1/2}_{\text{per}}}
\]  
(4.35)
which, with estimate (4.33), should prove the result. Indeed, writing
\[
Q_N \mathcal{L}_k f_{\text{per}} - Q_N \mathcal{L}_k^N f^N_{\text{per}} = Q_N \mathcal{L}_k (f_{\text{per}} - P_N f_{\text{per}}) + (Q_N \mathcal{L}_k P_N f_{\text{per}} - Q_N \mathcal{L}_k^N P_N f_{\text{per}}) + Q_N \mathcal{L}_k^N (P_N f_{\text{per}} - f^N_{\text{per}}),
\]
and using
\[
\| Q_N \mathcal{L}_k (f_{\text{per}} - P_N f_{\text{per}}) \|_{H^0_{\text{per}}} \leq \| \mathcal{L}_k (f_{\text{per}} - P_N f_{\text{per}}) \|_{H^0_{\text{per}}} + C N^{-1} \| \mathcal{L}_k (f_{\text{per}} - P_N f_{\text{per}}) \|_{H^1_{\text{per}}}
\]
\[
\leq C' N^{-t-1/2} \| f_{\text{per}} \|_{H^{t+1/2}_{\text{per}}}
\]
for the first term, (4.17) in Theorem 4.4 (with \( s = \alpha = 0 \)) for the second one and Corollary 4.6 for the third term, (4.35) follows.

5 Numerical experiments

This section comprises three sets of numerical experiments to demonstrate our FEM-BEM algorithm and analysis. As proved in Theorem 4.9, convergence of the FEM-BEM numerical solution is dictated by the best approximation last term in (4.32). The best approximation accuracy depends on the smoothness of the exact solution \( u \) of (2.1), induced by smoothness of the refractive index \( n \) in the heterogeneous region.

The first set of experiments is for the smooth solution case to observe the fast convergence of our method under optimal conditions. Motivation for the second and third set of experiments are from the Janus particle configurations with non-smooth (only piecewise-continuous) refractive indices. For the second and third experiments, the total wave has limited regularity and belongs to \( H^2(\Omega_2) \setminus H^{5/2}(\Omega) \). The discontinuity of the refractive index \( n \) in \( \Omega_2 \) leads to the interior wave-field limitation that \( \Delta u \notin H^{1/2}(\Omega_2) \). For the latter cases, we also demonstrate that our FEM-BEM algorithm converges, with lower convergence rates, and good accuracy can be obtained using high-order finite elements (such as the FEM space spanned by quadratic or cubic splines). In particular for the multi-particle Janus-type configuration experiments, we demonstrate that even quadratic FEM is not sufficient, highlighting the difficulty associated with Janus configurations for wave propagation models and the need for efficient high-order FEM-BEM to compute approximations for the practical QoI such as the DSCS and OA-DSCS. We recall that these QoI are defined in (2.4) and in the algorithm, the far-field is computed using the density based ansatz in (3.12).

Basic setup of the three sets of experiments is similar. Starting from an initial, coarse mesh \( \mathcal{T}_H \), we consider a set of meshes \( \mathcal{T}_H \subset \mathcal{T}_{H/2} \subset \cdots \subset \mathcal{T}_{h} \subset \mathcal{T}_{h/2} \subset \cdots \subset \mathcal{T}_{h_e} \) obtained from successive uniform refinement where each triangle is divided into four elements. For the BEM solver we proceed analogously, consider an initial, relatively low number \( N = N_0 \), and then we double the points: \( \{ N_0, 2N_0, \ldots, N_e \} \).
One of aims of the numerical experiments is to demonstrate the error estimates proved in Theorem 4.9. This is carried out as follows: Let $\mathcal{T}_h$ be the finest of the chosen finite element grids and let $N_e$ be the largest of the chosen BEM discrete parameters. We then compute the solution $(u_{h_e}/2, \omega_{2N_e})$ using next refinement steps. We will use this pair as our reference exact solution, i.e. with the notation of Theorem 4.9, $(u_{h_e}/2, \omega_{2N_e}) \approx (u, \omega)$ so that we compute

$$\|u_h - u_{h_e}/2\|_{H^1(\Omega_2)}; \quad \|Q_{h_e}/2(\omega_N - \omega_{2N_e})\|_{H^1(D)},$$

as the $H^1$-error for the finite element solution (total wave) and boundary element solution (scattered wave). Here, $Q_{h_e}/2$ is the Lagrange interpolation operator on $\mathbb{P}_{h_e}/2,d$ which means $Q_{h_e}/2u_{h_e}/2 = u_{h_e}/2$ and $Q_{h_e}/2u_h = u_h$ for any $u_h$ in our list of experiments. Since both $\omega_N$ and $\omega$ are smooth functions as long as $\overline{D} \subset \text{ext}(\Gamma)$ (the region exterior to $\Gamma$), such a strategy gives a sufficiently good estimate for the true error of the numerical solution.

In our computations we have taken $D$ in (5.1) to be $\mathcal{T}_{h_e}/2 \cap \text{Ext}(r\Gamma) \cap \Omega_2$, with $r = 1.1$ to ensure no instabilities for evaluation of potentials in (3.11). Mesh generation in our experiments were obtained using the open-source package GMSH [18], that is efficient for generation of triangular meshes on complex geometries $\Omega_0$. Our choice of a complex $\Omega_0$ for the third set of experiments is inspired by the complex structure of Baby-Yoda (apprentice Grogu from Disney’s Mandalorian TV series), and we use this geometry as an illustration of the flexibility and efficiency of our FEM-BEM approach, and the ability to approximate non-smooth fields from complex heterogeneous media. The total field induced by the Baby-Yoda based piecewise continuous refractive index illustrates the complexity of the wave propagation model (2.1).

We simulated numerical experiments using the quadratic ($\mathbb{P}_2$) and cubic ($\mathbb{P}_3$) spline elements for FEM, and for several different values for the BEM parameter $N$. Thus the number of BEM degrees of freedom (DoF) for the $\Gamma$ boundary unknown function is $2N$ and, throughout this section, we denote $L$ as the FEM DoF in $\Omega_2$ and $M$ as the number of Dirichlet constrained nodes on $\Sigma$. Clearly $M << L$ (since $M \approx \sqrt{L}$), and because $\Gamma$ is smooth boundary, the spectral accuracy of the Nyström BEM implies that $2N << M$. Our FEM-BEM framework involving only relatively small algebraic linear systems (3.13a), for the $(2N + M)$ boundary unknowns, were solved iteratively using GMRES with a very low tolerance of $10^{-3}$, to ensure that the reported errors corresponds to the method itself and not from an approximation of the algebraic system solutions.

For a desired level of accuracy, choices of the discretization parameters crucially depend on the wavelength of the problem, which in turn depends on the variable coefficient $k^2n^2$ of the model (2.1) and the size of computational regions for the main unknowns (that determine the DoF in algebraic systems). For the heterogeneous and unbounded region model problem (2.1), our efficient FEM-BEM framework reduces the computational regions to just bounded regions $\Omega_2$ and $\Sigma$. We recall that if $\Omega_{2,diam}$ denotes the diameter of the domain $\Omega_2$ and $n_{\text{max}}$ is the maximum value of the refractive index $n$, for our FEM-BEM framework, the FEM interior problem wavelength is $(k \times n_{\text{max}} \times \Omega_{2,diam})/(2\pi)$; and the BEM exterior problem wavelength is $(k \times \Gamma_{\text{diam}})/(2\pi)$, where $\Gamma_{\text{diam}}$ is the length of the artificial boundary curve $\Gamma$. 21
5.1 Experiment #1 (Smooth refractive index and smooth solution)

In the first set of experiments we choose the example refractive index induced by a Gaussian smoothing window function in the radial variable \( r = |x|, \ x = (x, y) \in \mathbb{R}^2 \):

\[
\begin{align*}
n^2(x, y) &\equiv n^2(r) = \\
1 + 1.5 \exp(-40r^2), &\quad r \in [0, 1], \\
1, &\quad r > 1.
\end{align*}
\]

Since the value above function at \( r = 1 \) is less than \( 1 + \epsilon \) (where \( \epsilon \) is the machine-epsilon), the refractive index can be considered as numerically smooth. This example function and our numerical experiments FEM-BEM decomposition framework with artificial curves are demonstrated in Figure 2. For the first set of experiments to demonstrate accuracy of the FEM-BEM approximations, the incident wave is a plane wave with wavenumber \( k = 5 \) and direction \( \hat{d} = (1, 0) \). The rounded-square smooth curve \( \Gamma \) in Figure 2 is obtained using the \( 2\pi \)-periodic parametrization

\[
x(t) = \frac{4}{5\sqrt{2}}((1 + \cos^2 t) \cos t + (1 + \sin^2 t) \sin t, -(1 + \cos^2 t) \cos t + (1 + \sin^2 t) \sin t), \quad t \in [0, 2\pi].
\]

The initial (coarsest) grid comprise 4,512 triangles for both \( P_2 \) and \( P_3 \) elements and we used up to five uniform refinements. For \( N \), the discrete parameter for the BEM part, the initial value \( N_0 = 20 \) was refined five times (by doubling). Accuracy of the the first set of simulated FEM and BEM solutions in the \( H^1 \)-norm are displayed in Table 1. According to Theorem 4.9, for the Experiment #1 choices, the estimated rate of convergence of the combined FEM-BEM solution in the \( H^1 \)-error is dominated by the optimal rate \( h^d \) in the \( P_d \) element space for \( d = 2, 3 \).

For fixed and sufficiently high \( N(= 160) \) case, this estimated convergence can be observed from the last row in Table 1, as the FEM mesh size \( h \) is reduced by two with mesh refinement (and corresponding \( L \) increase) the FEM solution errors decrease approximately by \((1/2)^d\)-times, for
The spectral accuracy of the BEM solution can be observed from the last column in Table 1 with high accuracy achieved using relative small BEM DoF. For the first set of experiments, the GMRES iterations convergence was attained using a small number \((m)\) of iterations with \(16 \leq m \leq 20\).

| \(L\) | \(N\) | \(FEM\) | \(BEM\) | \(FEM\) | \(BEM\) | \(FEM\) | \(BEM\) | \(FEM\) | \(BEM\) | \(FEM\) | \(BEM\) |
|------|------|------|------|------|------|------|------|------|------|------|------|
| 9,185 | 2.4e-01 | 6.4e-02 | 6.1e-02 | 5.5e-02 | 1.5e-02 | 5.4e-02 | 3.7e-03 | 5.4e-02 | 2.2e-05 | 5.4e-02 |
| 36,417 | 2.4e-01 | 3.7e-02 | 6.1e-02 | 5.7e-03 | 1.5e-02 | 7.0e-04 | 3.7e-03 | 3.6e-04 | 2.1e-05 | 3.5e-04 |
| 145,025 | 2.4e-01 | 2.8e-02 | 6.1e-02 | 4.3e-03 | 1.5e-02 | 4.6e-04 | 3.7e-03 | 6.7e-05 | 2.1e-05 | 4.8e-06 |
| 578,817 | 2.4e-01 | 2.7e-02 | 6.1e-02 | 2.7e-03 | 1.5e-02 | 2.4e-04 | 3.7e-03 | 3.2e-05 | 2.1e-05 | 2.5e-06 |
| 2,312,705 | 2.4e-01 | 2.7e-02 | 6.1e-02 | 2.7e-03 | 1.5e-02 | 2.4e-04 | 3.7e-03 | 3.2e-05 | 2.1e-05 | 2.5e-06 |

Table 1: Experiment \#1 results \((k = 5)\). Estimated \(H^1\)– error for total wave in \(\Omega_2\) \((FEM\text{-}part)\) and for scattered wave away from \(\Gamma\) \((BEM\text{-}part)\) for \(P_2\) (top), \(P_3\) (bottom) elements.

For the case \(k = 5\), the Experiment \#1 interior problem wavelength is approximately 6.2. We also performed higher frequency simulations, with \(k = 10, 20\), we observed similar FEM-BEM convergence rates similar to that in Table 1 for the smooth solution Experiment \#1. For the non-smooth solution cases, as we shall demonstrate below for \(k = 5, 10, 20\) cases, sufficiently fine FEM mesh and also high-order finite elements are required to obtained good accuracy.

### 5.2 Experiment \#2 (Janus-type configuration non-smooth solution)

For this set of experiments, a disconnected heterogeneous medium illustrated in Figure 3, is induced by a collection of non-smooth (polygonal) Janus particles of different sizes, and each particle is designed using two distinct materials/liquids [34]. As described in Section 1, this is a model problem for the so-called Janus configuration which has received much attention in recent years. For the Figure 3 Janus configuration based second set of numerical experiments, we used the following non-smooth (piecewise-continuous) refractive index function, defined in the full unbounded wave propagation medium, for \((x, y) \in \mathbb{R}^2\), as

\[
n(x, y) = \begin{cases} 
1.333 & (x, y) \in \text{first halves of Janus particles}, \\
1.496 & (x, y) \in \text{second halves of Janus particles}, \\
1 & \text{Outside the collection of Janus particles}.
\end{cases}
\]

In (5.3), we recall that the numbers 1.333 and 1.496 correspond to, respectively, the refractive index of water and toluene at 20C; such two chemicals mix have been used in the literature to build Janus configurations [34]. Janus configuration based numerical investigations [21, 29, 33, 34, 38, 39] have been mainly restricted to simple shapes, and results in this section further demonstrate that such (shape, size, and number of particles) restrictions can be removed.
Figure 3: Experiment #2 setup comprises a Janus-type configuration with 16 Janus particles (each having a local piecewise-constant refractive index) of distinct sizes and non-smooth shapes. The FEM octagonal shaped polygonal domain $\Omega_2$, with artificial boundary $\Sigma$, is centered at origin and has circumradius 3.5. The BEM smooth artificial boundary $\Gamma$ is an elliptical curve and the ellipse circumscribes the multi-particle heterogeneous Janus configuration.

using efficient algorithms that can accommodate complex heterogeneous structures with efficient decomposition framework. The simulated Experiment #2 configuration with a decomposition framework is depicted in Figure 3.

For these experiments we chose medium and high frequencies with $k = 5, 10, 20$ (corresponding to, respectively, approximate interior problem wavelengths 8.3, 16.6, 33.2) with the coarse mesh for FEM comprising 1401 triangles. For a fixed incident plane wave case, we took the direction to be $\hat{d} = (1, 0)$. For simulating the OA-DSCS of the Janus configuration, we chose one thousand equally-spaced incident directions $\hat{d}(\phi)$ surrounding the configuration that corresponds to one thousand of the configuration orientations, with equally spaced orientation angles $\phi \in [0, 2\pi)$, starting from the initial Janus configuration in Figure 3 (with $\phi = 0$).

The choice of equally spaced direction angles facilitates high-order approximations to the integral in (2.4) to compute the OA-DSCS using the rectangle quadrature. We recall Remark 2.2 to highlight that our discrete FEM-BEM algorithm is efficient for computing solutions with a large number of incident waves. The first set of experiments for the Janus configuration is performed with $\phi=0$ to ensure that high-order approximations of the DSCS integrand in (2.4) can be computed using our FEM-BEM algorithm. We recall that computation of the far-field in (2.4) is a smooth post-processing of the field density on $\Gamma$, and hence we expect that the accuracy of far-field approximations should be better, after ensuring convergence and good accuracy of the Janus configuration based FEM-BEM solution.

Our simulation results (for $k = 5, 10, 20$), demonstrating the FEM-BEM solution accuracy for the ($\phi=0$) Janus configuration in Figure 3, obtained using the $P_2$ elements are in Table 2, and the counterpart $P_3$ elements results are in Table 3. Because of the restricted regularity of the exact scattered field induced by only piecewise-continuity of the refractive index in (5.3), it can be observed from Tables 2-3, the limited (second-order) rate of convergence of the FEM solution does not improve by using $P_3$ elements compared to that for $P_2$ elements. However, because of the restricted regularity, it is important to use high-order $P_3$ elements especially
| $L$ | $N$ | 5,531 | 21,981 | 87,641 | 350,001 | 1,398,881 |
|-----|-----|-------|---------|---------|-----------|-----------|
|     | FEM | BEM   | FEM     | BEM     | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       |
| 020 | 1.6e+00 | 2.0e+00 | 3.2e-01 | 2.7e-01 | 7.8e-02 | 2.3e-01 | 1.9e-02 | 2.3e-01 | 5.2e-03 | 2.3e-01 |
| 040 | 1.6e+00 | 1.9e+00 | 3.2e-01 | 1.3e-01 | 7.8e-02 | 1.3e-02 | 1.9e-02 | 1.2e-03 | 4.7e-03 | 6.1e-04 |
| 080 | 1.6e+00 | 1.8e+00 | 3.1e-01 | 1.2e-01 | 7.7e-02 | 9.6e-03 | 1.9e-02 | 8.7e-04 | 4.7e-03 | 8.4e-05 |
| 160 | 1.6e+00 | 1.8e+00 | 3.1e-01 | 1.1e-01 | 7.7e-02 | 7.6e-03 | 1.9e-02 | 7.9e-04 | 4.7e-03 | 5.4e-05 |

| $L$ | $N$ | 5,531 | 21,981 | 87,641 | 350,001 | 1,398,881 |
|-----|-----|-------|---------|---------|-----------|-----------|
|     | FEM | BEM   | FEM     | BEM     | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       |
| 020 | 7.9e+01 | 7.8e+01 | 4.9e+01 | 4.4e+01 | 4.3e+01 | 4.0e+01 | 4.0e+01 | 4.0e+01 | 1.6e+01 |
| 040 | 7.2e+01 | 5.5e+01 | 1.7e+01 | 1.7e+01 | 5.3e+00 | 5.7e+00 | 5.6e-01 | 5.6e-01 | 5.4e-01 | 3.8e-02 |
| 080 | 7.3e+01 | 5.5e+01 | 1.6e+01 | 1.7e+01 | 5.1e+00 | 5.4e+00 | 4.8e-01 | 4.8e-01 | 4.8e-01 | 3.2e-02 |
| 160 | 7.3e+01 | 5.6e+01 | 1.6e+01 | 1.7e+01 | 4.8e+00 | 5.1e+00 | 4.5e-01 | 4.5e-01 | 4.5e-01 | 2.8e-02 |

| $L$ | $N$ | 5,531 | 21,981 | 87,641 | 350,001 | 1,398,881 |
|-----|-----|-------|---------|---------|-----------|-----------|
|     | FEM | BEM   | FEM     | BEM     | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       | FEM       | BEM       |
| 020 | 6.0e+02 | 2.3e+02 | 1.5e+03 | 5.75e+02 | 1.1e+03 | 4.6e+02 | 1.6e+03 | 6.3e+02 | 1.4e+03 | 5.4e+02 |
| 040 | 4.5e+02 | 1.5e+02 | 2.8e+02 | 1.35e+02 | 3.6e+02 | 1.7e+02 | 1.3e+03 | 7.2e+02 | 1.6e+03 | 8.5e+02 |
| 080 | 3.3e+02 | 1.2e+02 | 2.3e+02 | 1.14e+02 | 4.1e+01 | 2.2e+01 | 1.2e+01 | 4.7e+00 | 1.2e+00 | 4.6e-01 |
| 160 | 3.2e+02 | 1.2e+02 | 2.4e+02 | 1.17e+02 | 4.0e+01 | 2.2e+01 | 1.2e+01 | 4.5e+00 | 1.1e+00 | 4.2e-01 |

Table 2: Experiment #2 results using $P_2$ elements with $k = 5$ (top), $k = 10$ (mid), and $k = 20$ (bottom). Estimated $H^1$–error for the total wave in $\Omega_2$ (FEM-part) and for the scattered wave away from $\Gamma$ (BEM-part).

for the higher frequency ($k > 10$) cases. This is because, for example with $k = 20$ (despite using over one million FEM DoF $L$), the $P_2$ elements based FEM solutions with over 100% errors observed in the last row of Table 2 are not acceptable, and for the same situation the $P_3$ elements provide much better accurate solutions.

In Figure 4 we visualize the total field in $\Omega_2$ and the scattered field in the overlapped region ($\mathbb{R}^2 \setminus \Omega_1 \cap \Omega_2$, and in Figure 5, we demonstrate the constraint of (numerically) matching the FEM and BEM solutions in the overlapped region by plotting the error in the region in log-scale. These sets of experiments illustrate the computational difficulties associated with Janus configurations based wave models, especially taking into account that linear $P_1$ elements are standard for pure FEM algorithms (that do not satisfy the SRC) [24].

Further advantages of our FEM-BEM algorithm to compute high-order approximations to smooth far-fields, and hence the DSCS (with fixed incident direction angle $\phi = 0$), are demonstrated in Table 4. Recall that the far-field is a smooth function defined on $S^1$, and the uniform norm errors in the far-field were approximated by evaluating the DSCS at 1440 equally distributed points in $S^1$. Because of the smooth post-processing of the FEM-BEM solutions to compute far-fields, similar to the $k = 5$ results in Table 4, we observed higher accuracy for the $k = 10, 20$ cases compared to the FEM-BEM solutions accuracy. We conclude the Experiment #2 results in Figure 6 showing the OA-DSCS as a function of the observed scattering DSCS angles (in degrees) for $k = 5, 10, 20$. 


### Table 3:

Experiment #2 results using $P_3$ elements with $k = 5$ (top), $k = 10$ (mid), and $k = 20$ (bottom). Estimated $H^1$ error for the total wave in $\Omega_2$ (FEM-part) and for the scattered wave away from $\Gamma$ (BEM-part).

| $N$ | 12,391 | 49,351 | 196,981 | 787,081 | 3,146,641 |
|-----|--------|--------|---------|---------|-----------|
| $L$ |        |        |         |         |           |
| FE  | BEM    | FE  | BEM    | FE  | BEM    | FE  | BEM    | FE  | BEM    |
| 020 | 1.4e-01 | 3.3e-01 | 1.7e-02 | 3.1e-01 | 3.1e-03 | 3.1e-01 | 2.1e-03 | 3.1e-01 | 2.9e-03 | 3.1e-01 |
| 040 | 1.3e-01 | 9.4e-02 | 1.7e-02 | 5.2e-03 | 2.3e-03 | 8.2e-04 | 3.9e-04 | 8.0e-04 | 7.9e-05 | 8.0e-04 |
| 080 | 1.3e-01 | 7.8e-02 | 1.7e-02 | 4.2e-03 | 2.3e-03 | 2.1e-04 | 3.9e-04 | 1.1e-05 | 7.9e-05 | 1.5e-06 |
| 160 | 1.3e-01 | 7.8e-02 | 1.7e-02 | 3.7e-03 | 2.3e-03 | 2.0e-04 | 3.9e-04 | 1.2e-05 | 7.9e-05 | 1.5e-06 |

| $N$ | 12,391 | 49,351 | 196,981 | 787,081 | 3,146,641 |
|-----|--------|--------|---------|---------|-----------|
| $L$ |        |        |         |         |           |
| FE  | BEM    | FE  | BEM    | FE  | BEM    | FE  | BEM    | FE  | BEM    |
| 020 | 4.9e+01 | 5.7e+01 | 4.3e+01 | 5.2e+01 | 4.3e+01 | 5.2e+01 | 4.3e+01 | 5.2e+01 | 4.3e+01 | 5.2e+01 |
| 040 | 8.3e+00 | 1.2e+01 | 9.8e-01 | 1.3e+00 | 5.2e-02 | 5.8e-02 | 7.5e-03 | 9.6e-03 | 5.2e-03 | 8.9e-03 |
| 080 | 7.9e+00 | 1.1e+01 | 1.0e+00 | 1.4e+00 | 4.1e-02 | 3.7e-02 | 4.3e-03 | 1.3e-03 | 5.8e-04 | 7.8e-05 |
| 160 | 8.0e+00 | 1.1e+01 | 9.6e-01 | 1.3e+00 | 4.0e-02 | 3.5e-02 | 4.2e-03 | 6.5e-04 | 5.8e-04 | 5.0e-05 |

| $N$ | 12,391 | 49,351 | 196,981 | 787,081 | 3,146,641 |
|-----|--------|--------|---------|---------|-----------|
| $L$ |        |        |         |         |           |
| FE  | BEM    | FE  | BEM    | FE  | BEM    | FE  | BEM    | FE  | BEM    |
| 020 | 1.5e+03 | 6.7e+02 | 2.5e+03 | 1.2e+03 | 1.4e+03 | 6.7e+02 | 1.4e+03 | 6.5e+02 | 1.4e+03 | 6.5e+02 |
| 040 | 9.6e+02 | 5.3e+02 | 7.5e+02 | 4.1e+02 | 1.5e+03 | 1.0e+03 | 1.6e+03 | 1.1e+03 | 1.6e+03 | 1.1e+03 |
| 080 | 6.3e+02 | 3.8e+02 | 6.3e+01 | 4.1e+01 | 1.4e+00 | 6.9e-01 | 7.9e-02 | 2.5e-02 | 1.4e-02 | 6.5e-03 |
| 160 | 6.6e+02 | 3.9e+02 | 6.0e+02 | 3.9e+01 | 1.4e+00 | 7.3e-01 | 7.7e-02 | 2.4e-02 | 8.2e-03 | 9.9e-04 |

### Table 4:

Experiment #2 estimated DSCS uniform norm errors, for $k = 5$, with $P_2$ (top) and $P_3$ (bottom) elements and $\phi = 0$ (i.e., with $d = (1,0)$ in the incident plane wave).

| $N/L$ | 12,391 | 49,351 | 196,981 | 787,081 | 3,146,641 |
|-------|--------|--------|---------|---------|-----------|
| 010   | 1.55e+00 | 4.91e+00 | 4.89e+00 | 4.89e+00 | 4.89e+00 |
| 020   | 4.37e-01 | 2.77e-02 | 3.14e-03 | 1.65e-03 | 1.33e-03 |
| 040   | 4.12e-01 | 2.53e-02 | 1.04e-03 | 2.93e-04 | 3.34e-05 |
| 080   | 4.08e-01 | 2.60e-02 | 1.58e-03 | 1.26e-04 | 2.76e-05 |
| 160   | 4.04e-01 | 2.58e-02 | 1.67e-03 | 1.39e-04 | 2.83e-05 |

| $N/L$ | 12,391 | 49,351 | 196,981 | 787,081 | 3,146,641 |
|-------|--------|--------|---------|---------|-----------|
| 010   | 4.89e+00 | 4.89e+00 | 4.89e+00 | 4.89e+00 | 4.89e+00 |
| 020   | 5.01e-03 | 1.17e-03 | 1.31e-03 | 1.36e-03 | 1.36e-03 |
| 040   | 1.03e-02 | 4.89e-04 | 2.15e-05 | 3.87e-07 | 7.79e-08 |
| 080   | 1.23e-02 | 4.47e-04 | 3.18e-05 | 7.21e-07 | 8.25e-08 |
| 160   | 1.30e-02 | 3.45e-04 | 3.88e-05 | 1.07e-06 | 4.94e-08 |
Figure 4: Experiment #2 (k = 20). Computed total wave (left) and scattered wave (right) using $P_3$-finite elements with 698,880 elements and 1,398,881 nodes, and using a spectral BEM with $N = 80$.

Figure 5: Experiment #2 (with parameter values as in Figure 4. Absolute difference in log-scale between BEM-computed and FEM-computed approximation solutions in the overlapped region $(\mathbb{R}^2 \setminus \overline{\Omega}_1) \cap \Omega_2$. 
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Figure 6: Orientation-Averaged DSCS for Experiment #2
5.3 Experiment #3 (A Baby-Yoda shaped heterogeneous region)

In this set of experiments, we demonstrate flexibility of our FEM-BEM algorithm with complex structured heterogeneous regions. To this end, we consider a Baby-Yoda like domain, depicted in Figure 7 on which the refraction index function is defined. The function is taken to be piecewise-constant at distinct parts of the domain with values indicated in Figure 7, leading to the total field solution $u$ with limited regularity. In Figure 7 we also show the curve $\Gamma$ taken for our BEM computations, which is similar to the smooth curve in Experiment #1 with some rescaling; and the choice of $\Sigma$ is such that the FEM computational domain $\Omega_2$ is a rectangle. Similar to the first two sets of experiments, we simulate the model with wavenumbers $k = 5, 10, 20$, and for the configuration in Figure 7 these values respectively correspond to 9.2, 18.4, 36.8 interior wavelengths region $\Omega_2$.

![Figure 7: Experiment #3 setup with Baby-Yoda heterogeneous region.](image)

Similar to the first two sets of experiments, sample results in Table 5 demonstrate the power of our overlapped FEM-BEM algorithm even for the case of simulation of non-smooth wave fields induced by only piecewise-continuous refractive index in complicated heterogeneous regions. Another marked advantage of our FEM-BEM algorithm is the low number of iterations required for convergence of the GMRES to iteratively solve the resulting interface algebraic linear systems (3.13a). In particular, as can be observed in Table 6, for each fixed wavenumber $k$ the number of required GMRES iterations is independent of the numbers of FEM-BEM DoFs (level of discretizations). In addition, even as the frequency is doubled the required iterations grow only mildly (to achieve a fixed error tolerance), and because of the well-conditioning the interface system (3.13a), even for the high-frequency case, less than 100 GMRES iterations are required without using any preconditioner. We conclude the numerical experiments section with visualizations in Figure 8 for (i) the total field in $\Omega_2$; (ii) the scattered field in the overlapped region $\Omega_{12} = (\mathbb{R}^2 \setminus \Omega_1) \cap \Omega_2$; and (iii) accurate matching of the FEM and BEM solutions in the overlapped region in Figure 9.
Table 5: Experiment #3 results using $P_3$ elements with $k = 5$ (top), $k = 10$ (mid), and $k = 20$ (bottom). Estimated $H^1-$ error for the total wave in $\Omega_2$ (FEM-part) and for the scattered wave away from $\Gamma$ (BEM-part).
Figure 8: Experiment #3 ($k = 20$). Computed total wave (left) and scattered wave (right) using $\mathbb{P}_3$-finite elements with 478,464 elements and 1,821,961 nodes, and using a spectral BEM with $N = 80$.

Figure 9: Experiment #3 (with parameter values as in Figure 8. Absolute difference in log-scale between BEM-computed and FEM-computed approximation solutions in the overlapped region $\Omega_{12} = (\mathbb{R}^2 \setminus \overline{\Omega}_1) \cap \Omega_2$. 
| $N$ | $L$ | $k=5$ | $k=10$ | $k=20$ | $k=5$ | $k=10$ | $k=20$ | $k=5$ | $k=10$ | $k=20$ |
|-----|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 020 | 48,137 | 22 | 38 | 40 | 22 | 38 | 40 | 22 | 38 | 40 |
| 040 | 192,153 | 22 | 38 | 67 | 22 | 38 | 67 | 22 | 38 | 67 |
| 080 | 767,825 | 22 | 38 | 67 | 22 | 38 | 67 | 22 | 38 | 67 |
| 160 | 3,069,729 | 22 | 38 | 67 | 22 | 38 | 67 | 22 | 38 | 67 |

Table 6: Experiment #3. Total number of GMRES iterations for convergence (with tolerance $10^{-8}$) using $P_2$ (top) and $P_3$ (bottom) elements. For each fixed $k$, the total number of required GMRES iterations is independent of $N$ and $L$ and grows mildly with respect to increase in the wavenumber $k$.
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A Sobolev convergence estimates for some projections

In this section we collect some useful results for projections on finite element spaces. The first set of results is concerned with finite element spaces on polygonal compact closed boundaries in \( \mathbb{R}^2 \). There finite element spaces are inherited by taking Dirichlet trace of finite element spaces on triangular meshes. We finish this section proving a commutation property for Scott-Zhang type projections, which is required in Appendix B for deriving superconvergence results of the finite element solution in stronger norms that are also valid in three dimensions. We think that most of the described results here belong to the folklore in finite element analysis. We include results below for the sake of completeness.

A.1 Projections on polygonal boundary finite element spaces

Let \( \Sigma \) be a polygonal simply connected closed curve with interior \( \Omega \subset \mathbb{R}^2 \). We consider \( \{ T_h \}_{h \geq 0} \) a sequence of regular triangular meshes of \( \Omega \) and denote by \( \{ \tau_h \}_{h \geq 0} \) that inherited on \( \Sigma \). Without loss of generality we can assume that \( h_{\Sigma} \approx h \), where \( h_{\Sigma} \) and \( h \) are the maximum, respectively, of the diameters of the elements of the grids \( T_h \) and \( \tau_h \). In addition, let

\[ P_{h,d} : \{ u_h \in C^0(\Omega) : u_h|_{T_h} \in P_d \} \]

\[ \gamma_\Sigma P_{h,d} \]

deny the space of continuous finite elements space in \( \Omega \) and its boundary \( \Sigma \). We denote by

\[ Q_h : C(\Omega) \to P_{h,d}, \quad Q_{\Sigma}^h : C(\Sigma) \to \gamma_\Sigma P_{h,d} \]

the corresponding nodal (Lagrange) interpolation operators. Note that

\[ \gamma_\Sigma Q_h u_h = Q_{\Sigma}^h \gamma_\Sigma u_h, \quad \forall u_h \in P_{h,d}. \]

Our objectives in this section are twofold: (a) derive convergence estimates in the Sobolev norms \( \| \cdot \|_{H^s(\Sigma)} \) for \( Q_{\Sigma}^h \) and \( s \geq 0 \) (see (2.5) for the definition we have taken for these spaces for \( s > 1 \)); (b) define an alternative stable and convergent projection in weaker norms. In particular, we are interested in working with functions \( H^{1/2}(\Sigma) \), the trace space, for which the interpolant cannot be defined since the space contains discontinuous functions. Next, we start with the first objective:

**Proposition A.1.** For any \( s \in [0, 1] \) and \( s \leq t < d + 1 \) with \( t > 1/2 \) there exists \( C > 0 \) such that

\[ \| Q_{\Sigma}^h f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq C h_{\Sigma}^{t-s} \| f \|_{H^t(\Sigma)} \]  

(A.1)

Furthermore, for any \( t > d + 1 \)

\[ \| Q_{\Sigma}^h f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq C h_{\Sigma}^{d+1-s} \| f \|_{H^t(\Sigma)} \]  

(A.2)

with \( C > 0 \) depending only on \( s \in [0, 1] \) and \( t \).

**Proof.** We start with a classical result: for \( s \in \{0, 1\} \) and \( t > \max \{1/2, s\} \) [5, Th. 3.1.6]

\[ \| Q_{\Sigma}^h f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq C h_{\Sigma}^{t-s} \| f_\Sigma \|_{H^t(\Sigma)} \]

where \( \{ \Sigma_\ell \}_{\ell} \) are the edges of \( \Sigma \) and \( H^t(\Sigma_\ell) \) the corresponding classical Sobolev space, and

\[ \| f_\Sigma \|^2_{H^t(\Sigma)} := \sum_{\ell} \| f_\Sigma \|^2_{H^t(\Sigma_\ell)}. \]
For $t > 0$, with $t \neq 1, 2, \ldots$, we then use that the trace operator is also continuous in this norm
\[
\|\gamma_\Sigma u\|_{H^t(\Sigma)} \leq C\|u\|_{H^{t+1/2}(\Omega)}, \quad \forall u \in H^{t+1/2}(\Omega)
\] (A.3)
cf. [20, Th. 1.5.2.8] (the bound in (A.3) breaks precisely for $t = 0, 1, 2 \ldots$; see also [23, Th. 4.2.7]) which proves (A.1) for the considered non-integer values of $t$. By interpolation of Sobolev spaces, we can extend the result for any $t < d + 1$ and $s \in [0, 1]$, and hence (A.1) holds.

The bound (A.2) can be proven by starting from
\[
\|Q_h^\Sigma f_\Sigma - f_\Sigma\|_{H^s(\Sigma)} \leq C h^{d+1-s}\|f_\Sigma\|_{H^{d+1+s}(\Sigma)},
\]
with $\varepsilon \in (0, 1)$ and again using (A.3). \hfill \square

We will focus next on constructing a projection $P_h^\Sigma : H^{1/2}(\Sigma) \to \gamma_\Sigma \mathbb{P}_{h,d}$ with same convergence rates in an extended Sobolev scale. A key fact in this construction is the existence of a Scott-Zhang-type projection cf. [37] (see also [11]). Specifically, there exists a continuous linear mapping $\Pi_h^d : H^s(\Omega) \to \mathbb{P}_{h,d}$, with $s > 1/2$, satisfying
1. $\Pi_h$ is a projection:
\[
\Pi_h v_h = v_h, \quad \forall v_h \in \mathbb{P}_{h,d}.
\] (A.4a)
2. The image of any element with null trace has null trace as well:
\[
\gamma_\Sigma \Pi_h v = 0, \quad \text{if} \quad \gamma_\Sigma v = 0.
\] (A.4b)
3. It is quasi-local: for any triangle $K \in \mathcal{T}_h$,
\[
\Pi_h v \big|_T = 0, \quad \text{if} \quad v \big|_{S_T} = 0, \quad \text{with} \quad S_T := \bigcup_{T' \in \mathcal{T}_h, T' \cap T \neq \emptyset} T'.
\] (A.4c)

Furthermore, for any $0 \leq s \leq t$ with $s \in [0, 3/2)$ and $1/2 < t \leq d + 1$ there exists $C = C(s, t)$ so that
\[
\|\Pi_h v - v\|_{H^s(T)} \leq C h^{t-s} \|v\|_{H^t(S_T)}.
\] (A.4d)
The constant $C(s, t)$ depends only on the chunkiness parameter of the grid. As consequence of (A.4d) we have
\[
\left[ \sum_{T \in \mathcal{T}_h} h_T^{2(s-t)} \|\Pi_h v - v\|_{H^s(T)}^2 \right]^{1/2} \leq C \|v\|_{H^t(\Omega)}.
\] (A.4e)

Since for $s \in [0, 1/2) \cup [1, 3/2)$, we have
\[
\|v\|_{H^s(\Omega)} \leq C \left[ \sum_{T \in \mathcal{T}_h} \|v\|_{H^s(T)}^2 \right]^{1/2},
\] (A.5)
the simpler estimate
\[
\|\Pi_h v - v\|_{H^s(\Omega)} \leq C h^{t-s} \|v\|_{H^t(\Omega)}.
\] (A.6)
can be derived from (A.4d), first for $s \in [0, 1/2) \cup [1, 3/2)$, and then can be extended for $s \in [1/2, 1)$ by interpolation of Sobolev spaces.
Remark A.2. The proof of (A.5) is based on working with the Slobodeckij form of the Sobolev norm: for non-integer \( s > 0 \) and for any Lipschitz domain \( D \subset \mathbb{R}^m \)

\[
\|u\|_{H^s(D)}^2 = \|u\|_{H^s(D)}^2 + \sum_{|\alpha| = 2} \int_D \int_D \frac{|\partial_\alpha u(x) - \partial_\alpha u(y)|}{|x - y|^{m+2(s-2)}} \, dx \, dy,
\]

where \( s \) is the largest integer less than \( s \). Then, for \( t \in (0, 1/2) \), it is easy to derive the estimate

\[
\|v\|_{H^t(\Omega)}^2 \leq C_L \Omega \left[ \sum_{t \in T_h} \|v\|^2_{H^t(T)} + \int_T \frac{|v(x)|^2}{\rho(x, \partial T)^{2t}} \, dx \right]
\]

where

\[
\rho(x, \partial T) = \inf_{y \in \partial T} |x - y|.
\]

A Hardy-type inequality (see [30, Lemma 3.32]) allows to bound the above integral term by

\[
\int_T \frac{|v(x)|^2}{\rho(x, \partial T)^{2t}} \, dx \leq C \|v\|^2_{H^t(T)}.
\]

The constant \( C \) appearing above depends on \( t \) and on the chunkiness parameter of \( T \). This inequality does not hold for \( t \in [1/2, 1] \) since the last integral in the left hand side is expected to be non-convergent. The result for \( t > 1 \) is a simple extension of this argument.

The last ingredient is a right inverse of the trace operator \( R_{\Sigma \Omega} : H^s(\Sigma) \to H^{s+1/2}(\Omega) \) for \( s \in (0, 1] \). For instance, one can take

\[
R_{\Sigma \Omega} g_\Sigma := u, \quad \text{with } u \text{ satisfying } \Delta u = 0, \quad \gamma_\Sigma u = g_\Sigma,
\]

the Dirichlet solution for the Laplace operator. Such operator is continuous, not only for \( s \in (0, 1) \), but it attains the end point \( s = 1 \) as well (cf. [30, Chapter 6]; see Theorem 6.12 and the discussion following it).

We are ready to define the desired projection on the finite element space on the boundary \( \gamma_{\Sigma \Omega} P_{h,d} \). To this end, we first set

\[
P_{\Sigma}^h := \gamma_{\Sigma \Omega} P_{h,d} R_{\Sigma \Omega}.
\]

**Proposition A.3.** Let \( P_{\Sigma}^h : H^s(\Sigma) \to \gamma_{\Sigma \Omega} P_{h,d} \) as above. Then

\[
\|P_{\Sigma}^h f_\Sigma - f_\Sigma\|_{H^s(\Sigma)} \leq C h_\Sigma^{d-s} \|f_\Sigma\|_{H^s(\Sigma)}, \quad 0 \leq s < 1, \quad s \leq t < d + 1, \quad t > 0, \tag{A.7}
\]

where \( C \) is independent of \( f_\Sigma \) and \( h \). Furthermore, for any \( s \in [0, 1) \) and \( t > d + 1 \), there exists \( C > 0 \) such that

\[
\|P_{\Sigma}^h f_\Sigma - f_\Sigma\|_{H^s(\Sigma)} \leq C h_\Sigma^{d+1-s} \|f_\Sigma\|_{H^s(\Sigma)}. \tag{A.8}
\]

**Proof.** By construction, \( P_{h} \) is a projection. Indeed, if \( Q_{h} : C(\Omega) \to P_{h,d} \) is the nodal \( d \)-Lagrange interpolation operator, and since \( \gamma_{\Sigma \Omega} Q_{h} = Q_{\Sigma}^h \gamma_{\Sigma} \), we have that

\[
\gamma_{\Sigma \Omega} P_{h,d} R_{\Sigma \Omega} f_{\Sigma}^h - f_{\Sigma}^h = \gamma_{\Sigma} (P_{h} - Q_{h}) R_{\Sigma \Omega} f_{\Sigma}^h = \gamma_{\Sigma} P_{h} (I - Q_{h}) R_{\Sigma \Omega} f_{\Sigma}^h = 0
\]

by (A.4b).
On the other hand, for \( t \in (1/2, 1] \) with \( t \geq s \), and \( s \in (0, 1) \), and by the continuity of the trace operator,
\[
\| \Pi_h f_\Sigma - f_\Sigma \|_{H^s(\Sigma)} \leq C \| \Pi_h R_{\Sigma \Omega} f_\Sigma - R_{\Sigma \Omega} f_\Sigma \|_{H^{s+1/2}(\Omega)} \\
\leq C'h_\Sigma^{l-s} \| R_{\Omega \Sigma} f_\Sigma \|_{H^{s+1/2}(\Omega)} \leq C'h_\Sigma^{l-s} \| f_\Sigma \|_{H^1(\Sigma)}.
\]

(A.9)

To prove the estimate in \( H^0(\Sigma) = L^2(\Sigma) \) we recall the trace inequality cf [4, Th. 1.6.6]
\[
\| \gamma_\Sigma u \|_{L^2(\Sigma)} \leq C(\| u \|_{L^2(\Omega)} + \| u \|_{H^1(\Omega)}) \leq C(1 + \frac{1}{2}h_\Sigma^{-1}) \| u \|^2_{L^2(\Omega)} + \frac{1}{2}Ch_\Sigma \| u \|^2_{H^1(\Omega)}
\]
which yields
\[
\| \Pi_h^h f_\Sigma - f_\Sigma \|_{L^2(\Sigma)} \leq Ch_\Sigma^{1/2} \| \Pi_h R_{\Omega \Sigma} f_\Sigma - R_{\Omega \Sigma} f_\Sigma \|_{H^1(\Omega)} + Ch_\Sigma^{-1/2} \| \Pi_h R_{\Omega \Sigma} f_\Sigma - R_{\Omega \Sigma} f_\Sigma \|_{H^0(\Omega)} \\
\leq C'h_\Sigma^{s} \| R_{\Omega \Sigma} f_\Sigma \|_{H^{1/2}(\Omega)} \leq C'h_\Sigma^{s} \| f_\Sigma \|_{H^1(\Sigma)}.
\]

We have then proved (A.7) for \( 0 \leq s < 1 \) and \( \max\{s, 1/2\} < t \leq 1 \) and therefore it only remains to extend this result for \( t > 1 \). But,
\[
\| \Pi_h^h f_\Sigma - f_\Sigma \|_{H^t(\Sigma)} = \| \Pi_h^h (f_\Sigma - Q_h^h f) - (f_\Sigma - Q_h^h f) \|_{H^t(\Sigma)} \leq Ch_\Sigma^{l-s} \| f_\Sigma - Q_h^h f_\Sigma \|_{H^1(\Sigma)}
\]
and the result follows from Proposition A.1.

\[\square\]

\subsection{Commutator properties for Scott-Zhang projections}
We end this section showing a commutation property for \( \Pi_h \). We stress out that the result is also valid in 3D for tetrahedral meshes with minor but direct modifications.

\begin{lemma}
For any \( \varpi \in C^\infty(\Omega) \) there exists \( C > 0 \) so that for \( d \geq 2 \) and \( s \in [0, 3/2) \)
\[
\| \Pi_h (\varpi w_h) - \varpi w_h \|_{H^s(\Omega)} \leq C h \| w_h \|_{H^s(\Omega)}, \quad \forall w_h \in P_{h,d}.
\]

For \( d = 1 \) (linear finite elements), we have instead
\[
\| \Pi_h (\varpi w_h) - \varpi w_h \|_{H^s(\Omega)} \leq C h^{\min\{1,2-s\}} \| w_h \|_{H^s(\Omega)}, \quad \forall w_h \in P_{h,1}.
\]
\end{lemma}

\begin{proof}
Consider \( Q_h : C^0 \to P_{h,d} \) the classical nodal interpolant on \( P_{h,d} \) which satisfies
\[
\| u - Q_h u \|_{H^s(T)} \leq C_{s,t} h_T^{l-s} \| u \|_{H^t(T)}, \quad \forall T \in T_h
\]
for any \( 0 \leq s < 3/2 \), and \( s \leq t \leq d+1 \) with \( t > 1 \) for triangular meshes in bidimensional polygonal domains (\( t > 3/2 \) for 3D polygonal domains). In (A.10), \( h_T \) is the diameter of the element \( T \), and \( C_{s,t} \) is a constant independent of \( T \) and \( u_h \).

Recall also the inverse inequalities which hold locally on each triangle:
\[
\| w_h \|_{H^s(T)} \leq C_{s,t} h_T^{l-s} \| w_h \|_{H^t(T)}, \quad \forall w_h \in P_{h,d}
\]

(A.11)
with $C$ depending again only on $d$, $s \geq t$ and the chunkiness parameter of the grid. Then, locally on each element it holds

$$\|\varpi_h w_{h}\|_{H^{s+1}(T)} \leq C_w \|w_h\|_{H^{s+1}(T)} = C_w \|w_h\|_{H^{s}(T)} \leq C_{w,s} h_T^{s-d+1} \|w_h\|_{H^{s}(T)}$$

for any $s \in [0, d]$.

We start with the $s \in [0, 1/2]$ case. Using (A.5), the convergence properties of $\Pi_h$ (A.4d), the interpolant operator $Q_h$ and the inverse inequality (A.11),

$$\|\Pi_h(\varpi_h w_h) - \varpi w_h\|_{H^{s}(\Omega)}^2 \leq C_s \sum_{T \in \mathcal{T}_h} \|\Pi_h(\varpi w_h - Q_h(\varpi w_h)) - (\varpi w_h - Q_h(\varpi w_h))\|_{H^{s}(T)}^2$$

$$\leq C'_s \sum_{T \in \mathcal{T}_h} h_T^{2s-2s} \|\varpi w_h - Q_h(\varpi w_h)\|_{H^{s}(T)}^2 \leq C_{s} \sum_{T \in \mathcal{T}_h} h_T^{2d+2-2s} \|\varpi w_h\|_{H^{s+1}(T)}^2$$

$$\leq C'_{s,w} \sum_{T \in \mathcal{T}_h} h_T^2 \|w_h\|_{H^{s}(T)}^2 \leq C'_{s,w} h^2 \|w_h\|_{H^{s}(\Omega)}^2.$$ 

For $s \in [1, 3/2)$, we proceed in a similar manner: Using the stability of the Scott-Zhang type projection

$$\|\Pi_h(\varpi w_h) - \varpi w_h\|_{H^{s}(\Omega)}^2 \leq C_s \|Q_h(\varpi w_h) - \varpi w_h\|_{H^{s}(\Omega)}^2$$

$$\leq C'_{s} \sum_{T \in \mathcal{T}_h} h_T^{2s-2d-2s} \|\varpi w_h\|_{H^{s+1}(T)}^2 \leq C_{s, w} \sum_{T \in \mathcal{T}_h} h_T^{2d-2s} \|w_h\|_{H^{s}(T)}^2.$$ 

The result follows now using either the direct bound

$$\|w_h\|_{H^{s}(T)} \leq \|w_h\|_{H^{s}(T)}, \text{ for } d = 1,$$ 

or the inverse inequality (A.11) for $d \geq 2$.

We have then proven the result for $s \in [0, 1/2) \cup [1, 3/2)$. For the intermediate values of $s \in (1/2, 1]$ we just invoke the Interpolation Theory of Sobolev spaces. 

Remark A.5. We note that in [2] the weaker estimate is proven:

$$\|\Pi_h(\varpi v_h) - \varpi v_h\|_{H^{s}(\Omega)} \leq C h^s \|v_h\|_{H^{s}(\Omega)}, \forall v_h \in \mathbb{P}_{h,d}$$

for $s \in (1/2, 1]$ and for any projection on finite element spaces satisfying rather general assumptions which include, in particular, our case.

## B Convergence/superconvergence of FEM in stronger norms

In this appendix $\Omega$ is a polygonal domain with boundary $\Sigma$ in both $\mathbb{R}^m$ with $m = 2, 3$ and

$$b_{n,\Omega}(u, v) := (\nabla u, \nabla v)_{\Omega} - (u, v)_{n,\Omega} := \int_{\Omega} \nabla u \cdot \nabla v - \int_{\Omega} n uv$$

is the bilinear form associated to the Dirichlet problem

$$\begin{align*}
\Delta u + nu &= f \\
\gamma_\Sigma u &= g_\Sigma.
\end{align*}$$
Here $1-n$ is a $L^2$–function with compact support $\Omega_0$ in $\Omega$. As before we consider a sequence of regular grids made up of conformal triangular/tetrahedral elements $T_h$. The parameter $h$ refers again to the maximum of the diameters of the elements in such a way that we write $h \to 0$ to mean that the diameters of the elements tend to zero. On $T_h$ we construct a continuous finite element space of the elements which are polynomials of degree $d$ on each $T \in T_h$ and denote it by $\mathbb{P}_{h,d}$.

We will work with the numerical solution given by the usual FEM scheme:

$$\begin{align*}
  u_h & \in \mathbb{P}_{h,d} \\
  b_{\cdot,\Omega}(u_h, v_h) & = -(f, v_h)_\Omega, \quad \forall v_h \in \mathbb{P}_{h,d} \cap H^1_0(\Omega) \\
  \gamma_\Sigma u & = g^h_\Sigma.
\end{align*}$$

Here, $\gamma_\Sigma \mathbb{P}_{h,d} \ni g^h_\Sigma \approx g_\Sigma$. Some preliminary results can be listed at this point. Provided that $g_\Sigma \in H^{1/2}(\Sigma)$, $f \in L^2(\Omega)$ then $u \in H^1(\Omega)$ with

$$\|u\|_{H^1(\Omega)} \leq C\left(\|f\|_{L^2(\Omega)} + \|g_\Sigma\|_{H^{1/2}(\Sigma)}\right).$$

We recall the standard error result [11,37]

$$\|u - u_h\|_{H^1(\Omega)} \leq C \left[ \inf_{v_h \in \mathbb{P}_{h,d}} \|u - v_h\|_{H^1(\Omega)} + \|g_\Sigma - g^h_\Sigma\|_{H^{1/2}(\Omega)} \right]$$

which gives us a convergence estimate in the natural norm. We however want to explore convergence estimates in stronger norms in the subdomains where the solution $u$ is more regular. The following theorem presents the main result of this appendix. The proof of this result uses similar ideas as those presented in [32] for proving superconvergence in $H^1$ for a more general class of partial differential equations. We include it in this work for the sake of completeness.

**Theorem B.1.** Let $D'$, $D$ be two domains with $D' \subset \overline{D'} \subset D \subset \overline{D} \subset \Omega \setminus \Omega_0$ and let $\{T_h\}$ be a sequence of regular grids with $h \to 0$ which are quasi-uniform in $D'$ cf. (4.9). Then for any $\varepsilon \in [0,1/2)$, $u \in H^{r+1}(D')$ with $r \in [\varepsilon,d]$, there exists $C > 0$ depending on $\varepsilon$, $r$, $D$, $D'$ so that for any grid fine enough $T_h$ it holds

$$\|u - u_h\|_{H^{r+\varepsilon}(D')} \leq C \left[ h_D^{-\varepsilon} \|u - u_h\|_{H^r(D')} + h_D^{-\varepsilon} \|u\|_{H^{r+1}(D')} + h_D^{-\varepsilon} \|u - u_h\|_{H^1(D')} \right] \quad (B.1)$$

where $h_D$ is the maximum of the diameters of the elements contained in $D$.

**Proof.** Let $\Pi_h$ be a Scott-Zhang type projection satisfying (A.4), and hence the commutator property stated in Lemma A.4. Take a smooth cut-off function $\varpi$ satisfying

$$\begin{align*}
  \varpi|_{D'} & = 1, \quad \supp \varpi \subset D, \\
  \Pi_h(\varpi v_h)|_{D'} = v_h|_{D'}, \quad \forall v_h \in \mathbb{P}_{h,d}, \quad \Pi_h(\varpi v)|_D \in H^1_0(D), \quad \forall v \in H^1(D).
\end{align*}$$

We consider the $H^1(D)$ inner product

$$\beta_D(u,v) := (\nabla u, \nabla v)_D + (u,v)_D,$$

and set

$$e_h := u - u_h, \quad \bar{e}_h := \Pi_h(\varpi u) - \Pi_h(\varpi u_h) \in \mathbb{P}_{h,d}, \quad \bar{e}^h := \varpi u - \Pi_h(\varpi u).$$
Using (B.2),
\[ \omega e_h|_{D'} = (\tilde{e}_h + \tilde{e}^h)|_{D'}. \] (B.3)

Then
\[ \|e_h\|_{H^{1+\varepsilon}(D')} \leq \|\omega e_h\|_{H^{1+\varepsilon}(D)} \leq \|	ilde{e}_h\|_{H^{1+\varepsilon}(D)} + \|	ilde{e}^h\|_{H^{1+\varepsilon}(D)}, \] (B.4)

For bounding the first term we start applying the inverse inequality
\[ \|	ilde{e}_h\|_{H^{1+\varepsilon}(D)} \leq C \|e^\varepsilon_D\|_{H^{1}(D)} = C \|e^\varepsilon_D\|_{H^{1}(D)} \beta_D(\tilde{e}_h, v_h), \] with \( v_h = \frac{1}{\|	ilde{e}_h\|_{H^{1}(D)}^2} \tilde{e}_h \in \mathbb{P}_{h,d} \cap H^1_0(D), \)
and continue applying the decomposition
\[ \tilde{e}_h = (\omega u - \omega u_h) + (\Pi_h - I)(\omega u - \omega \Pi_h u) + (\Pi_h - I)(\omega \Pi_h u - \omega u_h). \]

Hence,
\[ \|	ilde{e}_h\|_{H^{1+\varepsilon}(D)} \leq C \|e^\varepsilon_D\|_{H^{1}(D)} \left( \beta_D(\omega u - \omega u_h, v_h) + \beta_D((\Pi_h - I)(\omega u - \omega \Pi_h u), v_h) \right) \]
\[ \leq C \|e^\varepsilon_D\|_{H^{1}(D)} \left( \beta_D(\omega e_h, v_h) + \| (\Pi_h - I)(\omega u - \omega \Pi_h u) \|_{H^1(D)} \right) \]
\[ \leq C \|e^\varepsilon_D\|_{H^{1}(D)} \left( \beta_D(\omega e_h, v_h) + \| \omega u - \omega \Pi_h u \|_{H^1(D)} + h_D \| (\Pi_h - I)(\omega u - u) \|_{H^1(D)} \right) \]
\[ \leq C \|e^\varepsilon_D\|_{H^{1}(D)} \left( \beta_D(\omega e_h, v_h) + \| \Pi_h u - u \|_{H^1(D)} + h_D \| e_h \|_{H^1(D)} \right), \] (B.6)

where to bound the last term, we used the the commutator property, cf. Lemma A.4 with \( w_h = \Pi_h u - u_h. \) Next, we consider the first term in (B.6) and obtain a bounding estimate. Observe that
\[ \beta_D(\omega e_h, v_h) = \int_D e_h \nabla \omega \cdot \nabla v_h - \int_D v_h \nabla e_h \cdot \nabla \omega + \beta_D(e_h, \omega v_h) \]
\[ = 2 \int_D e_h \nabla \omega \cdot \nabla v_h + \int_D v_h e_h \Delta \omega \]
\[ + \beta_D(e_h, \omega v_h - \Pi_h(\omega v_h)) + \beta_D(e_h, \Pi_h(\omega v_h)). \]

Thus, and after applying again Lemma A.4 to the third term above,
\[ \beta_D(\omega e_h, v_h) \leq C \|e_h\|_{L^2(D)} + C h_D \|e_h\|_{H^1(D)} + \beta_D(e_h, \Pi_h(\omega v_h)). \] (B.7)

Finally, using the orthogonality relation for the Galerkin solution,
\[ \beta_D(e_h, \Pi_h(\omega v_h)) = \int_\Omega \nabla e_h \cdot \nabla \Pi_h(\omega v_h) - \int_\Omega n e_h \Pi_h(\omega v_h) + \int_D (1 + n) e_h \Pi_h(\omega v_h) \]
\[ \leq C \|e_h\|_{L^2(D)} \| \omega v_h \|_{L^2(\Omega)} \leq C \|e_h\|_{L^2(D)}. \] (B.8)

Plugging (B.8) in (B.7) and next (B.7) in (B.6) yield
\[ \|	ilde{e}_h\|_{H^{1+\varepsilon}(D')} \leq C \|e^\varepsilon_D\|_{H^{1}(D)} + \| \Pi_h u - u \|_{H^1(D)} + h_D \| e_h \|_{L^2(D)} \] (B.9)
Therefore, (B.9) with (B.4) prove
\[
\|e_h\|_{H^{1+\epsilon}(\Omega)} \leq C_\epsilon (h_D^{-\epsilon}\|e_h\|_{L^2(D)} + h_D^{-\epsilon}\|\Pi_h u - u\|_{H^1(D)} + \|\Pi_h (\omega u - \omega u)\|_{H^{1+\epsilon}(D)}),
\]
(B.10)
for any \(\epsilon \in [0, 1/2)\). The result follows readily from the convergence estimates for \(\Pi_h\).

A convergence estimate in \(L^2(\Omega)\) is needed to obtain a convergence result of the finite element solution in \(D\). This is done next using a variant of the classical Aubin-Nitsche argument

**Lemma B.2 (Aubin-Nitsche trick).** Then for \(\delta \in (1/2, 1]\) it holds
\[
\|u - u_h\|_{L^2(\Omega)} \leq C \left[ h^\delta \|u - u_h\|_{H^1(\Omega)} + \|g_{\Sigma} - g_{\Sigma}^h\|_{L^2(\Sigma)} \right]
\]
where \(h\) denotes the maximum of the diameters of the elements of the mesh \(T_h\) of \(\Omega\).

**Proof.** Let us denote as before \(e_h := u - u_h\) and take \(w\) the (unique) solution of
\[
\begin{align*}
\Delta w + n w &= -e_h \\
\b_{\Omega,n}(w, e_h) &= (e_h, v)_{\Omega}, \quad \forall v \in H^1_0(\Omega).
\end{align*}
\]
It is known that there exists \(\delta \in (1/2, 1]\) such that
\[
\|w\|_{H^{1+\delta}(\Omega)} \leq C_\delta \|e_h\|_{L^2(\Omega)}
\]
with \(C_\delta\) independent of \(e_h\).

Then
\[
\begin{align*}
\|e_h\|_{L^2(\Omega)}^2 &= (e_h, e_h)_\Omega = -\int (\Delta w + n w, e_h)_{\Omega} \\
&= \b_{\Omega,n}(w, e_h) + \int_{\Sigma} \partial_n w e_h = \b_{\Omega,n}(w - \Pi_h w, e_h) + \int_{\Sigma} \partial_n w e_h
\end{align*}
\]
where we have made use of the Galerkin orthogonality of the discrete solution and the fact that \(\Pi_h w \in \cP_{h,d} \cap H^1_0(\Omega)\) for \(w \in H^1_0(\Omega)\). Notice that from the trace theorem
\[
\|\partial_n w\|_{L^2(\Sigma)} \leq \|\gamma_{\Sigma}\nabla w\|_{L^2(\Sigma)} \leq C\|w\|_{H^{1+\delta}(\Omega)}.
\]
Therefore,
\[
\begin{align*}
\|e_h\|_{L^2(\Omega)}^2 &\leq C \left[ \|w - \Pi_h w\|_{H^1(\Omega)} \|e_h\|_{H^1(\Omega)} + \|w\|_{H^{1+\delta}(\Omega)} \|e_h\|_{L^2(\Sigma)} \right] \\
&\leq C' \left[ h^\delta \|e_h\|_{H^1(\Omega)} + \|g_{\Sigma} - g_{\Sigma}^h\|_{L^2(\Sigma)} \right] \|w\|_{H^{1+\delta}(\Omega)} \\
&\leq C'' \left[ h^\delta \|e_h\|_{H^1(\Omega)} + \|g_{\Sigma} - g_{\Sigma}^h\|_{L^2(\Sigma)} \right] \|e_h\|_{L^2(\Sigma)}.
\end{align*}
\]
The proof is now completed.

The parameter \(\delta\) in Lemma B.2 is nothing but the extra regularity grade, from a Sobolev point of view, of the homogeneous Dirichlet problem
\[
\Delta w + n w = g, \quad \gamma_{\Sigma} w = 0.
\]
It is a very well established result, see for instance [20], that \(\delta \in (1/2, 1]\) and it attains to be 1 for convex polygons in \(\mathbb{R}^2\).
Corollary B.3. Under the same assumptions as those taken in Theorem B.1 and Lemma B.2, we have that for any $\varepsilon \in [0, 1/2)$

$$\|u - u_h\|_{H^{1+\varepsilon}(D')} \leq C((h^\delta h_D^{-\varepsilon} + h_D^{1-\varepsilon})\|u - u_h\|_{H^1(\Omega)} + h_D^{\varepsilon}\|g_\Sigma - g_{\Sigma}^h\|_{L^2(\Sigma)} + h_D^{\varepsilon}\|u\|_{H^{1+\varepsilon}(D)}).$$

In particular, if $h^\delta h_D^{-\varepsilon} \to 0$ and $g_{\Sigma}^h$ is taken satisfying

$$h_D^{-\varepsilon}\|g_\Sigma - g_{\Sigma}^h\|_{L^2(\Sigma)} \leq C(h)\|g_\Sigma - g_{\Sigma}^h\|_{H^{1/2}(\Sigma)}$$

with $C(h) \to 0$ as $h \to 0$, there exists $\eta(h)$ with $\eta(h) \to 0$ as $h \to 0$ such that

$$\|u - u_h\|_{H^{1+\varepsilon}(D')} \leq \eta(h)\left( \inf_{v_h \in V_{h, d}} \|u - v_h\|_{H^1(\Omega)} + \|g_\Sigma - g_{\Sigma}^h\|_{H^{1/2}(\Sigma)} \right). \quad \text{(B.11)}$$