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Abstract

Metaphors are widely used in political rhetoric as an effective framing device. While the efficacy of specific metaphors such as the war metaphor in political discourse has been documented before, those studies often rely on small number of hand-coded instances of metaphor use. Larger-scale topic-agnostic studies are required to establish the general persuasiveness of metaphors as a device, and to shed light on the broader patterns that guide their persuasiveness. In this paper, we present a large-scale data-driven study of metaphors used in political discourse. We conduct this study on a publicly available dataset of over 85K posts made by 412 US politicians in their Facebook public pages, up until Feb 2017. Our contributions are threefold: we show evidence that metaphor use correlates with ideological leanings in complex ways that depend on concurrent political events such as winning or losing elections; we show that posts with metaphors elicit more engagement from their audience overall even after controlling for various socio-political factors such as gender and political party affiliation; and finally, we demonstrate that metaphoricity is indeed the reason for increased engagement of posts, through a fine-grained linguistic analysis of metaphorical vs. literal usages of 513 words across 70K posts.

Metaphorical expressions arise in the presence of systematic metaphorical associations, or conceptual metaphors, mapping one concept or domain to another (Lakoff and Johnson 1980). For instance, when we talk about “curing juvenile delinquency” or “diagnosing corruption”, we view crime (the target domain) in terms of a disease (the source domain) and map various elements of the disease knowledge system to our reasoning about crime. Since recognizing metaphorical expressions is critical in order to correctly interpret their intended meanings, computational approaches to metaphor detection has long been an active area of research in Natural Language Processing (NLP) (Shutova 2010). While recent research has achieved great advances in automatic metaphor detection performance (Gutiérrez et al. 2016; Bulat, Clark, and Shutova 2017; Rei et al. 2017; Gao et al. 2018; Dankers et al. 2019), not much research has investigated whether metaphor detection, when employed at scale, could help answer some of the fundamental questions in social sciences about metaphors and their ability to shape the public discourse.

Social scientists have demonstrated the importance of metaphors in political rhetoric — their role as a framing technique (Lakoff 1991; Tannen 1993; Entman 2003), their tendency to elicit stronger emotions than their literal counterparts (Citron and Goldberg 2014), and their effectiveness in influencing decision-making (Thibodeau and Boroditsky 2011). For instance, metaphors help with the framing of an issue by selecting and emphasising its facets that reinforce a particular point of view (Lakoff 1991; Musolf 2000; Lakoff and Wehling 2012). Discussing war as a competitive game emphasizes the victory vs. defeat aspect of war, while neglecting its human cost, a strategy politicians could use to arouse a pro-war sentiment in the public (Lakoff 1991). While the role metaphors play in shaping the public discourse has been documented before, these qualitative studies are often limited to a few specific domains or topics (e.g., the war domain above) and the metaphors used in them.

In this paper, aided by a neural network based metaphor detection approach, we present a large-scale domain-agnostic study of the effects of metaphors in political discourse. Our study is conducted on a dataset of 85K Facebook status message posts made by 412 US politicians over a period of around nine years. Our three main findings are:

• We find that politicians’ rate of metaphor use is correlated with their ideological leanings in complex ways that depend on contemporaneous political events. Specifically, our analysis found that Democratic politicians used significantly more metaphors during the three months immediately after the 2016 election loss, compared to themselves in prior months, as well as to Republican politicians during the same period of time or prior months.

• We find that politicians’ posts that include metaphorical language tend to have significantly higher engagement from their audience. The scale of our study enabled us to control for various socio-political factors, such as gender and party affiliation, strengthening our findings compared to prior studies.

• We also conduct a finer-grained linguistic analysis that reveals (1) that metaphorical uses of source domain words
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lead to a higher engagement than their literal usage, and (2) aspects of target domains (i.e. specific political issues) that receive a greater engagement when described metaphorically, as compared to literally.

To our knowledge, this is the first computational study of this scale on the impact of metaphor use in political communication in a topic-agnostic manner.

Related Work

Computational social scientists have demonstrated the impact language use has on the reaction it can evoke on its audience in large-scale data-driven studies. For instance, (Danescu-Niculescu-Mizil et al. 2012) demonstrated that lexical distinctiveness — i.e., using less common word choices, while relying on common syntactic patterns — boosts the memorability of movie quotes. Others have studied how linguistic features and techniques shape the perception of helpfulness of online product reviews (Danescu-Niculescu-Mizil et al. 2009), persuasiveness of funding requests (Yang et al. 2019), and virality of social media posts (Guerrini, Strapparava, and Ozbal 2012; Tan, Lee, and Pang 2014). Studies have also looked into the effects of usage of titles, names etc. (Lakkaraju, McAuley, and Leskovec 2013) for better social media targeting. Computational linguistics analysis has also been employed to study various aspects of political speech, for instance, persuasiveness (Guerrini, Strapparava, and Stock 2008), charisma (Rosenberg and Hirschberg 2009), and power dynamics (Prabhakaran, John, and Seligmann 2013; Prabhakaran, Arora, and Rambow 2014). Our work is situated within this line of computational inquiries that look into the social effects of linguistic patterns used in political speech. Specifically, we study the use of metaphors in political discourse.

Political science offers a rich literature on the value of metaphor in political rhetoric. Studies have documented the effectiveness of metaphors as a framing technique (Lakoff 1991; Tannen 1993; Entman 2003) that shapes public sentiment by exposing desired aspects of an issue, while seamlessly concealing the less desired ones (Musolff 2000; Lakoff and Wehling 2012). Metaphors have also been found to express and elicit stronger emotions than literal expressions (Crawford 2009; Citron and Goldberg 2014; Mohammad, Shutova, and Turney 2016); e.g., the phrase “a tsunami of immigrants” portrays immigration as a threat and spurs fear, as compared to “high numbers of immigrants”.

Studies have also documented differences in the metaphors used across communities with different political views. For instance, (Lakoff 2002) shows that two conflicting instantiations of the NATION IS A FAMILY metaphor, using nurturing-parent vs. strict-father family models, explain the liberal-conservative divide in the US politics. (Lakoff and Wehling 2012) show that the two models are consistent with both the parties’ rhetoric and their policies, and can be used to promote liberal vs. conservative values. Taking a step further, (Thibodeau and Boroditsky 2011) investigated how metaphors affect our decision-making. In their experiment, two groups of subjects were primed by two different metaphors for crime: crime is a virus vs. crime is a beast and then asked how crime should be tackled. They found that the first group tended to opt for preventive measures and the second group for punishment-oriented ones. According to the authors, their results demonstrate the influence that metaphors have on how we conceptualize and act with respect to societal issues.

Drawing inspiration from this line of research, we demonstrate through a large-scale domain-agnostic study that automatic metaphor detection could help us better understand the broader patterns that guide the impact of metaphor in political discourse.

Data

We use the dataset of Facebook posts made by US politicians in their public Facebook pages created by (Voigt et al. 2018). The dataset contains over 399K posts, all made in English, by 402 politicians who were either a US House Representative or a US Senator at the time of data collection. The dataset captures the politicians’ binary-gender (306 male and 96 female) and party affiliation. The dataset also contains the statistics on the number of reactions each post got (Like, Love, Haha, Wow, Angry, and Sad), the number of times it was shared, and the comments it received.

Of all the posts, about 85K were text-only status messages. We limit our study to this subset of the data since we are interested in understanding the impact of language use specifically, and the presence of images, videos and links makes it difficult to tease that apart. As our dataset contains only US politicians, our study is limited to the English language and to the sociopolitical context of the US. Follow up work may investigate whether our findings extend to other geographic regions, cultural contexts, and languages.

Metaphor Identification

Metaphors are frequently used in political discourse. For instance, the following three sentence fragments from our dataset demonstrate literal vs. metaphorical description of the same concept, economy:

1. **My top priority is to improve the local economy and create jobs.**
2. **it’s time to jumpstart the economy and put it to work for the middle-class**
3. **we need to stop stifling our own economy**

In (1), the politician is describing the term economy literally by using the verb improve, whereas in (2) and (3), the politician uses the verbs jumpstart and stifle to metaphorically describe the term economy. The verb jumpstart evokes the frame of economy being like a car that has broken down, while the verb stifle evokes the frame of economy being a person who is suffocated or restrained. We are interested in studying the patterns associated with metaphor use in political discourse, and whether they result in increased engagement with the audience. We start by automatically identifying metaphors in our data.
Background

Corpus linguistics studies have long documented that a large majority of metaphors involve metaphorically-used verbs, with adjectives being another frequent category (Cameron 2003; Shutova 2011). Motivated by their frequency in metaphorical constructions, we focus on metaphorically-used verbs and adjectives in our study. Our decision is also in part driven by the availability of resources for these types of metaphors (Tsvetkov et al. 2014; Gutiérrez et al. 2016; Mohammad, Shutova, and Turney 2016). Specifically, we study verb–noun metaphors in both subject-verb and verb-direct object phrases. In addition, we also study adjective-noun metaphors, which are relatively rare in our corpus compared to metaphorical uses of verbs (similar to previous corpus studies mentioned above).

Early research on automatic metaphor detection in text used supervised learning methods with hand-engineered features, encoding lexico-syntactic patterns (Mohler et al. 2013; Dunn 2013; Tsvetkov et al. 2014; Beigman Klebanov et al. 2016); topical structure (Heintz et al. 2013; Strzalkowski et al. 2013); topic-based frame templates (Jang et al. 2017; Jang 2017); selectional preferences (Wilks et al. 2013; Shutova 2013); and psycholinguistic features e.g. abstractness (Turney et al. 2011) and imageability (Strzalkowski et al. 2013). More recent approaches use distributed representations and neural models (Gutiérrez et al. 2016; Bular, Clark, and Shutova 2017; Rei et al. 2017; Gao et al. 2018; Dankers et al. 2019).

In this work, we employed the neural framework of (Rei et al. 2017), where a metaphor classifier takes a word pair, such as (cure, crime) or (blind, hope), as input and returns a score between 0 and 1 indicating the likelihood that the pair is a metaphorical rather than literal usage. The method builds on the idea that cosine similarity between the embeddings of two words is indicative of metaphoricity (Shutova, Kiela, and Maillard 2016), and extends it to a supervised version of similarity optimized for metaphor detection using annotated examples.

We opted for the model of (Rei et al. 2017) for a number of reasons. This model achieves (near) state-of-the-art performance on two metaphor identification benchmarks: (Tsvetkov et al. 2014) and (Mohammad, Shutova, and Turney 2016). Since it is applied to individual word pairs, it is likely to be less sensitive to domain shifts than the models that process complete sentences. This domain robustness is critical for our study, since in-domain (i.e., in political discourse) metaphor annotations are not available. In contrast, alternative models of metaphor (Gao et al. 2018; Dankers et al. 2019) were trained on the VU Amsterdam Metaphor Corpus (Steen et al. 2010), which focuses on historical aspects of metaphor and includes a high number of highly conventionalised and dead metaphors (e.g. prepositions used metaphorically). Such metaphors are less interesting in our study as we focus on contemporary and productive metaphor use, which are best captured by the model of (Rei et al. 2017) due to their choice of training data. Furthermore, the code and trained models of (Rei et al. 2017) are publicly available, which facilitates replicability of our experiments.

Model and Training

We now describe our metaphor detection model, along with the experiments we conducted, as well as the configurations we used for training. We train two metaphor classifiers following the architecture described by (Rei et al. 2017). The model is designed to take a word pair, such as (cure, crime) or (blind, hope), as input and return a score indicating whether the corresponding phrase is metaphorical or literal.

The network takes as input two words and maps them to their corresponding word embeddings \(x_1\) and \(x_2\). Next, the representation of the first word is used to apply gating on the second word:

\[
g = \sigma(W_g x_1 + b_g)
\]

\[
\tilde{x}_2 = g \odot x_2
\]

where \(W_g\) is a weight matrix, \(b_g\) is a bias vector and \(\odot\) is element-wise multiplication. This is designed to mimic the interaction between the domains of the two words and how the meaning of the target word can change in a metaphorical phrase depending on the context in which it appears.

Each word representation is then mapped to a new space using a \(\tanh\) layer:

\[
z_1 = \tanh(W_{z_1} x_1 + b_{z_1})
\]

\[
z_2 = \tanh(W_{z_2} \tilde{x}_2 + b_{z_2})
\]

where \(W_{z_1}\) and \(W_{z_2}\) are weight matrices, \(b_{z_1}\) and \(b_{z_2}\) are bias vectors.

The original input embeddings are trained with the skip-gram objective (Mikolov et al. 2013) on Wikipedia. By learning this explicit mapping, we allow the model to find a new space that takes advantage of the pre-training but also better captures the differences between metaphorical and literal meanings. Importantly, the mappings are position-specific; each word in the pair is treated differently depending on its linguistic role in the phrase.

Finally, the two word representations are combined through element-wise multiplication and passed through a hidden layer, which allows the model to learn a supervised approximation of cosine similarity for this task. The output prediction is made through a logistic activation function.

\[
d = \tanh(W_d(z_1 \odot z_2) + b_d)
\]

\[
\tilde{y} = \sigma(W_y d + b_y)
\]

where \(W_d\) and \(W_y\) are trainable weight matrices, \(b_d\) and \(b_y\) are bias vectors and a high output value \(\tilde{y}\) indicates a metaphorical phrase.

The model parameters are optimized using a hinge loss described by (Rei et al. 2017), which only trains using datapoints selected based on their distance from the decision boundary. We train two versions of this architecture:

1. Detecting metaphors in adjective–noun phrases, trained using the combined datasets of (Tsvetkov et al. 2014) and (Gutiérrez et al. 2016).

2. Detecting metaphors in verb–subject and verb–direct object word pairs, trained using the dataset from (Mohammad, Shutova, and Turney 2016).
These two models are applied at the same time in order to detect metaphors of both types in Facebook posts. While the architecture by (Rei et al. 2017) also used attribute-based vectors as input, we train the model only with skip-gram embeddings. The attribute vectors are very large and need to be pre-calculated for a specific vocabulary. By using skip-gram embeddings instead, we are able to apply the model to a wider range of text.

The 100-dimensional input word embeddings were pretrained on Wikipedia and are kept fixed while the rest of the model is optimized, to prevent overfitting. The mapped representations \( z_1 \) and \( z_2 \) have size 300, layer \( d \) has size 50. The input word embeddings have a vocabulary size of 184,805, resulting in a total of 18,480,500 fixed parameters. The network itself contains 85,801 trainable parameters. The network was optimized using AdaDelta (Zeiler 2012) on a single Titan Xp GPU and training was stopped based on performance on the respective development splits for each dataset.

### Evaluation

Metaphor detection on the (Mohammad, Shutova, and Turney 2016) dataset is normally evaluated with cross-validation, but in order to train a single model that can be applied on the Facebook dataset we split this dataset into 517/65/65 instances for train/dev/test. To evaluate the classifier for adjective–noun metaphors the combined training data contains 9,880 examples and the (Tsvetkov et al. 2014) dev/test sets contain 200 examples each. The verb–argument classifier has 73.85% accuracy on the dev set and 75.38% accuracy on the test set of the (Mohammad, Shutova, and Turney 2016) dataset. The adjective–noun classifier achieves 85.71% F-score on the (Tsvetkov et al. 2014) dev set and 86.73% F-score on the test set.

### Metaphoricity of Facebook Posts

We parse the text of each Facebook post in our data using the spaCy tool (Honnibal and Johnson 2015) to identify the candidate verb–subject, verb–object, and adjective–noun pairs, which are then passed to the corresponding classifier. We use a threshold of 0.7 for the score (ranging between 0 and 1) for a word pair to be considered a metaphor (as used in the evaluation described above).\(^1\) We define the metaphoricity of a post as the number of metaphors present in it. Only 17% of posts in our corpus had a non-zero metaphoricity of a post as the number of metaphors present in it. Only 17% of posts in our corpus had a non-zero metaphoricity, and 96% of them were between 1 and 3. Note that longer posts are likely to contain more metaphors; so we control for post length in all our analyses.

#### Study 1: Usage Analysis

Does the frequency of metaphors used by politicians depend on their gender and political party affiliation? Figure 1 shows the box plots of differences in metaphor use across gender and party affiliation.\(^2\) We found no significant difference across gender, while we found that Democratic politicians used significantly more metaphors in our data.

Our next question was how the political events may shape the use of metaphors. For instance, winning or losing an election may influence one’s need to evoke emotional responses. To answer this question, we analyzed the metaphor use differences in the months leading up to and after the Nov 2016 US elections. For this subset of the study, we limit our analysis to only 8K posts made between 07 Feb 2016 and 06 Feb 2017, divided into 4 quarters --- three quarters \((Q_{−3}, Q_{−2}, Q_{−1})\) prior to the election, and one quarter \((Q_{+1})\) after the election.

After controlling for post length, we found no significant difference in metaphoricity across gender \((b=.025, t(1.411), p=0.158)\) or party \((b=.0260, t(1.648), p=0.099)\), reconfirming the results from above. However, the difference in metaphor use along party affiliation was present on in \(Q_{+1}\). A one-way ANOVA showed significant differences \((p < 0.001)\) in metaphoricity of posts across quarters, while a two-way ANOVA revealed a significant interaction \((p < 0.05)\) between the party and the quarter, suggesting that Democrats and Republicans differed in their metaphor use across the quarters. Figure 2 shows average metaphoricity of posts across both parties in different quarters. The main significant shift was in terms of Democratic politicians using more metaphors in \(Q_{+1}\) than other quarters and than Republicans. In fact, a post-hoc analysis using Tukey’s pairwise HSD test revealed that it was the only group of posts that significantly differed from all other groups.

We speculate that this difference in behavior between Republicans and Democrats is caused by the increased emotions on the Democratic side in response to the election loss. While establishing the underlying reason for this difference is outside the scope of this paper, this finding demonstrates that it is important to account for the contemporaneous political wins and setbacks while analysing differences in language use across party lines.

#### Study 2: Engagement Analysis

We now turn to studying how much engagement the politicians’ posts generate and whether the use of metaphors may be associated with increased engagement. One of the core reasons politicians engage in social media is to engage with
their constituents, and the larger electorate of the country. The level of engagement generated in terms of number of likes, comments etc. have been used in the past for measuring the level of engagement social media personalities manage to elicit from their followers (Guerin, Strapparava, and Ozbal 2012; Cviijkic and Michaelides 2013; Muhiz et al. 2019; Heiss, Schmuck, and Matthes 2019). For our study, we define five engagement metrics for each post:

- **PARTICIPATION**: audience engaging in discussion; measured \(\log(x + 1)\) where \(x\) is the number of direct comments in response to the post.
- **PROPAGATION**: audience propagating the message in the post; measured \(\log(x + 1)\) where \(x\) is the no. of times the post was shared.
- **ACCEPTANCE**: audience accepting or agreeing with the post, measured as \(\log(x + 1)\) where \(x\) is the no. of Like reactions the post received.
- **POSPROVOCATION**: \(\log(x + 1)\) where \(x\) is the number of positive reactions (Love, Haha, Wow).
- **NEGPROVOCATION**: \(\log(x + 1)\) where \(x\) is the number of negative reactions (Angry, Sad).

Note that we use the \(\log(x + 1)\) value for each engagement metric in order to account for zero-metaphorism. Since Facebook launched the Love, Haha, Wow, Angry, and Sad reactions only in Feb 2016, we limit any analysis involving POSPROVOCATION and NEGPROVOCATION to only those posts authored on or after 01 Mar ’16.

**Post-level Engagement Analysis**

Do posts with higher metaphoricity result in more engagement from readers? Figure 2 shows the regression plots of post-level engagement features with respect to metaphority of posts. To control for the post length (since longer substantive posts may generate more engagement), we normalized the metaphoricity value by dividing them by the number of words in the posts. As can be seen from the figure, metaphoricity has a significant positive association with all three engagement features: PARTICIPATION, PROPAGATION, and ACCEPTANCE. However, the POSPROVOCATION and NEGPROVOCATION features did not show a significant association, which may in part be due to the limited statistical power for those analyses, as described above.

**Word-level Engagement Analysis**

While the previous section finds that posts with metaphors are associated with higher engagement, it does not prove that the increased engagement is owing to the metaphorical use alone. For instance, it may be the case that some words have high engagement potential (due to the topics they are associated with, e.g., law, economy) and they happen to be often used in metaphorical contexts. To account for this issue, we need to compare the engagements in posts where a word is used metaphorically vs. where it is used literally.

To do this, we first identify all lemmas in our corpus that were used in at least 10 posts metaphorically and 10 posts literally. This ensures a sufficient number of occurrences (\(N >\))
Figure 3: Regression plots showing post-level engagement differences depending on Metaphoricity. The metaphoricity of a post is normalized w.r.t. post length (number of words), denoted by Metaphoricity_Norm.

| Metric          | Verbs  | Adjectives | Nouns  |
|----------------|--------|------------|--------|
| PARTICIPATION  | 0.20***| 0.08       | 0.10***|
| PROPAGATION    | 0.12***| -0.01      | 0.05*  |
| ACCEPTANCE     | 0.12***| -0.02      | 0.10***|
| PosPROVOCATION | 0.04   | -0.05      | 0.07   |
| NegPROVOCATION | 0.03   | -0.11      | 0.07   |

Table 2: Coefficients on mixed effects linear model at lemma level, controlling for post length, gender, party, and random effect for each lemma (similar results with random effect for each politician). Significance values (*: $p < 0.05$; **: $p < 0.01$; ***: $p < 0.001$) after Bonferroni correction.

As Table 2 shows, we find that when target domains (i.e., nouns) are described metaphorically, they generate significantly more engagement than the literal sense of the same word. For nouns, this tests whether they evoke more engagement when described metaphorically, than when described literally.

Next, we inspect how individual words’ engagement scores differ depending on whether they are used in metaphorical vs. literal sense. Figure 4 shows the point plots for PARTICIPATION, PROPAGATION, and ACCEPTANCE for a few verbs and nouns with the most difference (chosen from
Figure 4: Point plots of Engagement features for some verbs and nouns chosen from those with the highest difference across metaphorical (green) vs. literal (red) use.

Discussion

In this paper, we demonstrated the positive effect of metaphor use in generating engagement in political discourse. We used an NLP-based metaphor detection approach that allowed us to perform a large-scale data-driven topic-agnostic study, unlike previous work on this topic. Our results hold true despite controlling for gender and party affiliation of politicians. Furthermore, since longer posts are more likely to contain more interesting content that may drive engagement, we control for post length (i.e., the number of words) in all our analyses. This way, we ensure that our results hold true regardless of the length of the posts. Where applicable, we also control for the random effects due to individual politicians using a mixed effects model to ensure that the increased engagement we find in posts with more metaphoricity is not driven by a handful of politicians who use more metaphors or happen to have more engaging followers. These controls are also applied to our word-level engagement analysis, which goes one step further to test the difference in engagement when the same word is used literally vs. metaphorically.

In addition to the above controls, we performed further post-hoc analyses to eliminate other potential confounds. First, we already found that metaphor use was higher after the elections (especially for Democrats), and it is possible that the election loss could have caused high engagement. So the association we find between engagement and metaphoricity may be mediated by the election result (i.e., both positively impacted by the election). To ensure that this is not solely driving our findings, we first re-ran our analyses only on posts authored prior to election results, and verified that our findings do indeed hold true for that subset of the data. To further understand the effect of election results, we introduced a binary variable denoting whether a post was made prior to or after the election as an extra control into our post-level mixed effects analyses. As expected,
we found that the engagement metrics had a positive association with whether the post was made after the elections (e.g., $b = 1.225, t(0.066), p < 0.001$ for PARTICIPATION). However, our findings on the impact of metaphoricity on engagement metrics (Table 1) stayed stable across all analyses (i.e., direction of relationship and statistical significance), although the effect size was reduced marginally. We did not find any interaction effects between these variables. In other words, while the posts made after the election resulted in higher engagement, the relationship between metaphoricity and engagement metrics holds true regardless of whether the post was made before or after elections.

Another interesting question is whether the engagement patterns in response to metaphoricity differs based on the posters’ political affiliation. In order to test this, we tested for interaction effects between political affiliation of the poster and metaphoricity of the post on the engagement metrics (retaining the other controls as in previous analyses). We found no significant interaction effects between the two. In other words, political affiliation do not have a significant effect on how metaphoricity impacts engagement.

**Conclusion**

We presented a large-scale domain-agnostic study of the use and impact of metaphors in political discourse, using a dataset of Facebook posts made by US politicians. We showed that posts with metaphors exhibit higher engagement from their audience. We further performed a finer-grained analysis of over 500 words’ metaphorical vs. literal usage across 70K posts to demonstrate that metaphorical uses/expressions do indeed generate more engagement than the corresponding literal ones. We also found interesting nuances in how words of different parts of speech tags, and of different domains/topics pattern differently in their engagement potential with regard to metaphoricity. To our knowledge, this is the first large-scale study of the efficacy of metaphor use in eliciting engagement in political discourse.

Our topic-agnostic method of studying metaphor use in political discourse may aid in further studies on how politicians’ speech can evoke actions from their followers. While we focused on the online engagement metrics measured through shares, comments and reactions, future work could also study how metaphors may evoke offline engagements and actions in followers, such as turning out for elections, violent protests and insurrections etc. This may be an especially important aspect to study, as politicians across the world are increasingly using social media to interact with and influence their electorate.

Future work may also look further into the semantic and topical regularities in these phenomena, as we observed in Figure 4. Understanding what kinds of metaphors are likely to elicit higher engagement might be of importance to political scientists and strategists. Such word level analyses will also aid in studying how certain types of metaphors might evoke certain kinds of offline reactions in followers; for instance, are certain kinds of metaphors more likely to evoke the followers to turn to violent acts offline?

Another direction of future work is to extend the study to other domains, such as brand management and advertisement, to see if the patterns we observe in this study do transfer to other domains. Future work should also look into whether these findings extend to other geographies, cultures, and languages.
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