CONVERGENCE AND ANALYTIC DECOMPOSITION OF QUANTUM COHOMOLOGY OF TORIC BUNDLES

YUKI KOTO

Abstract. We prove that the equivariant big quantum cohomology $\hat{Q}H^*_T(E)$ of the total space of a toric bundle $E \to B$ converges provided that the big quantum cohomology $QH^*(B)$ converges. The proof is based on Brown’s mirror theorem for toric bundles [5]. It has been observed by Coates, Givental and Tseng that the quantum connection of $E$ splits into copies of that of $B$ [10]. Under the assumption that $QH^*(B)$ is convergent, we construct a decomposition of the quantum D-module of $E$ into a direct sum of that of $B$, which is analytic with respect to parameters of $\hat{Q}H^*_T(E)$. In particular, we obtain an analytic decomposition for the equivariant/non-equivariant big quantum cohomology of $E$.
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1. Introduction

Quantum cohomology and mirror symmetry for toric varieties have been investigated in depth by many researchers. Studies include Givental’s mirror theorem [13] (the equality between the $I$-function and the $J$-function), Landau-Ginzburg mirror symmetry [3, 8, 11, 13], and analyticity of quantum cohomology [18]. Some of these studies have been extended to a relative setting, namely to toric bundles $E \to B$ which are given as fiberwise GIT quotients of direct sums of line bundles over $B$. Brown [5] introduced the $I$-function for such toric bundles as a hypergeometric modification of the $J$-function of the base $B$, and proved a generalization of Givental’s mirror theorem. Brown’s work has been further generalized to higher genera by Coates, Givental and Tseng [10]. Based on Brown’s result, Lee, Lin and Wang [22] proved a quantum Leray-Hirsch theorem, which relates quantum differential equations of $E$ to those of $B$. These results imply that Gromov-Witten theory of $E$ is closely related to that of $B$.

The analyticity of quantum cohomology is significant in Gromov-Witten theory, mirror symmetry and birational geometry. For instance, Ruan [23] proposed the crepant transformation conjecture, which says that the quantum cohomology of two $K$-equivalent projective manifolds are related via analytic continuation in the quantum parameters. As mentioned above, it is known that quantum cohomology of toric varieties is convergent. Thus, it is natural to expect that quantum cohomology of $E$ is convergent if we assume the analyticity of that of $B$.

In this paper, we discuss the convergence and an analytic decomposition of the quantum cohomology (and the quantum connection) of toric bundles $E \to B$. Our main results are stated as follows.

Theorem 1.1 (Corollary 5.15, Theorem 6.19). Assume that the big quantum cohomology $\text{QH}^* (B)$ of the base $B$ has convergent structure constants.

1. The big equivariant quantum cohomology $\text{QH}^*_T (E)$ of the total space $E$ has convergent structure constants.

2. The equivariant quantum connection of $E$ is gauge equivalent to a direct sum of the quantum connection of $B$ via an analytic gauge transformation and an analytic variable change.

We explain a more precise meaning of Theorem 1.1. Let $E \to B$ be a bundle with toric fiber $X$ constructed by a fiberwise GIT quotient of a direct sum of line bundles over $B$. Note that $E$ and $X$ are naturally endowed with a torus action; we denote this torus by $T$ and the fixed point set of the $T$-action on $X$ by $F$. Quantum cohomology $(\text{QH}^* (B), \star_B)$ of $B$ is a deformation of the ring structure of $H^* (B)$ parametrized by $\tau \in H^* (B, \mathbb{C})$ and the Novikov variables $Q \in H^2 (B, \mathbb{C} \times \mathbb{R})$. For $\alpha \in F$, we also denote by $\alpha$ the section $B \to E$ corresponding to $\alpha$. The structure constants of $\star_B$ are a priori defined as formal power series in $\tau$ and $Q$; we assume that they are convergent. Similarly, the $T$-equivariant quantum cohomology $(\text{QH}^*_T (E), \star_E)$ is a deformation of the ring structure of $H^* (E)$ parametrized by $\hat{\sigma} \in H^* (E, \mathbb{C})$, $(q, Q) \in H^2 (X, \mathbb{C} \times \mathbb{R}) \times H^2 (B, \mathbb{C} \times \mathbb{R}) \cong H^2 (E, \mathbb{C} \times \mathbb{R})$ and the equivariant parameter $\lambda \in \text{Lie}(T)$. Here $q$ and $Q$ are the Novikov variables of the fiber $X$ and the base $B$ respectively. In this notation, Theorem 1.1 (1) states that the structure constants of $\star_E$ are convergent as power series of $(\lambda, q, Q, \hat{\sigma})$. 

1. This is a redundant parametrization. We will introduce a modified parameter in Section 2.

2. This isomorphism is not canonical. We need to specify a splitting of the sequence $0 \to H^2 (B) \to H^2 (E) \to H^2 (X) \to 0$. 

Theorem 1.2

The equivariant quantum product $\star_E$ defines the *equivariant quantum connection* $\nabla^E$, which is, roughly speaking, a family of flat partial connections on the trivial $H^*(E)$-bundle over an open neighborhood of $0 \in H^*(E) \times \text{Spec} \mathbb{C}[q,Q]$ parametrized by $\text{Lie}(T) \times \mathbb{C}^\times$. It is given as follows:

$$\nabla^E = d + z^{-1} \sum_a (e_a \star_E) d\hat{\sigma}_a$$

where $\{e_a\}$ is a (homogeneous) basis of the vector space $H^*(E)$ and $\{\hat{\sigma}_a\}$ are linear coordinates dual to $\{e_a\}$. Since $\nabla^E$ does not contain the derivatives in the Novikov variables, we call it a partial connection. We define the *analytic equivariant quantum D-module* $\text{QDM}^\text{an}_T(E)$ as the pair of this bundle and $\nabla^E$. We also define the (formal) equivariant quantum $D$-module $\text{QDM}_T(E)$ by restricting $\text{QDM}^\text{an}_T(E)$ to the formal neighborhood of the origin of $H^*(E) \times \text{Spec} \mathbb{C}[q,Q]$. See Section 2.2 for details. In the same manner, we can define $\text{QDM}^\text{an}_T(B)$ and $\text{QDM}_T(B)$. (Here we consider the trivial $T$-action on $B$.) After localizing with respect to $\lambda$, we can construct the following formal decomposition.

**Theorem 1.2 (Theorem 4.10).** There exist a formal change of variables $\hat{\tau}_\alpha(\lambda, \hat{\sigma})$ and a matrix-valued formal power series $\hat{R}(\lambda, \hat{\sigma}, z) = \bigoplus_{\alpha \in F} \hat{R}_\alpha$ of the form

$$\begin{align*}
\hat{\tau}_\alpha - \hat{\tau}_\alpha^{\text{exc}} & \in H^*(B) \otimes \mathbb{C}(\lambda)[[q,Q,\hat{\sigma}]], \\
\hat{R}_\alpha & \in \frac{1}{\sqrt{e_\alpha}} \cdot \text{Hom}(H^*(E), H^*(B)) \otimes \mathbb{C}(\lambda)[[q,Q,\hat{\sigma},z]],
\end{align*}$$

which give an isomorphism

$$\hat{R}: \text{QDM}_T(E) \cong \bigoplus_{\alpha \in F} \hat{\tau}_\alpha^* \text{QDM}_T(B).$$

Here $\hat{\tau}_\alpha^{\text{exc}}$ is a certain cohomology class of $H^*(B)$ with coefficients holomorphic functions in $\lambda$ and $e_\alpha \in H^*_T(B)$ is the equivariant Euler class of the normal bundle of $\alpha$ in $X$.

**Remark 1.3.** Coates, Givental and Tseng have shown a decomposition of the fundamental solution of $\nabla^E$ [10] Proposition 3.1. Theorem 1.2 can be said to be a reformulation of their decomposition in terms of quantum $D$-modules. Note that they directly construct the decomposition by the virtual localization formula, while we construct the decomposition via an intermediate connection which is obtained by Brown’s $I$-function. We will also confirm that the decomposition $\hat{R}$ is compatible with additional structures of the quantum $D$-modules, pairing and grading (see Section 2.2 for definition).

**Theorem 1.1 (2) is an analytic refinement of the formal decomposition (1).** We remark that the convergence domains of $\hat{\tau}_\alpha$ and $\hat{R}$ are not so simple as in Theorem 1.1 (1). Let $\mathcal{U} \subset \text{Spec} \mathbb{C}[\lambda, q]$ and $\mathcal{V} \subset \text{Spec} \mathbb{C}[Q, \hat{\sigma}]$ be analytic open neighborhoods of the origin such that $QH_T^*(E)$ converges on $\mathcal{U} \times \mathcal{V}$. Let $\text{QDM}^\text{an}_T(\cdot)$ be the completion of $\text{QDM}^\text{an}_T(\cdot)$ with respect to $z$. We prove the following:

---

3In Section 2.2 we include equivariant parameters in the base space of $\text{QDM}_T(E)$. In addition, we endow the quantum $D$-module with a pairing and a grading structure.
There exists an analytic hypersurface \((0 \in \mathcal{D} \subset \mathcal{U})\) such that the isomorphism \((1)\) can be analytically continued to a multi-valued analytic isomorphism over an open neighborhood \(\mathcal{W}\) of \((\mathcal{U} \setminus \mathcal{D}) \times \{0\}\) in \((\mathcal{U} \setminus \mathcal{D}) \times \mathcal{V}\):

\[
\hat{R}: \text{QDM}^{\text{an}}_{T}(E) \cong \bigoplus_{\alpha \in F} \hat{\tau}_{\alpha}^{*} \text{QDM}^{\text{an}}_{T}(B)
\]

Here the hypersurface \(\mathcal{D}\) does not entirely contain the space \((\lambda = 0)\), and hence we can take the non-equivariant limit of this isomorphism:

\[
\hat{R}|_{\lambda=0}: \text{QDM}^{\text{an}}_{T}(E) \cong \bigoplus_{\alpha \in F} (\hat{\tau}_{\alpha}|_{\lambda=0})^{*} \text{QDM}^{\text{an}}_{T}(B)
\]

Remark 1.5. As in the formal case, the decomposition \(\hat{R}\) preserves the additional structures of analytic quantum \(D\)-modules. In particular, in the non-equivariant setting, \(\hat{R}|_{\lambda=0}\) also preserves the connection in \(z\)-direction.

The entries of the matrix \(\hat{R}\) in this theorem are in general divergent formal power series in \(z\) with coefficients multi-valued analytic functions in \((\lambda,q,Q,\hat{\sigma})\). This is why we take the \(z\)-adic completion of the quantum \(D\)-modules. As a corollary, we also obtain a decomposition for equivariant/non-equivariant quantum cohomology, which is given by the Jacobian matrices \(J_{\hat{\tau}_{\alpha}}\) of \(\hat{\tau}_{\alpha}\). Let \(J_{\hat{\tau}} := \bigoplus_{\alpha \in F} J_{\hat{\tau}_{\alpha}}\).

Corollary 1.6 (Corollary [5,20]). (1) The map \(J_{\hat{\tau}}\) gives an analytic decomposition of quantum cohomology algebra \(QH^*_T(E)_{\lambda,\hat{\sigma}}\) into a direct sum \(\bigoplus_{\alpha \in F} QH^*_T(B)_{\lambda,\hat{\tau}_{\alpha}}\).

(2) The map \(\hat{\tau}|_{\lambda=0}: H^*(E) \rightarrow \bigoplus_{\alpha \in F} H^*(B)\) gives a local isomorphism of quantum cohomology \(F\)-manifolds with Euler vector fields when we specialize all Novikov variables to 1.

When we take the classical limit \((q,Q) = 0\), the decomposition of \(QH^*(E)\) coincides with the localization isomorphism for (classical) equivariant cohomology. Therefore, the map \(J_{\hat{\tau}}\) can be viewed as a generalization of the localization isomorphism.

This paper is organized as follows. In Section 2, we briefly review the genus-zero Gromov-Witten theory and related concepts including (equivariant) quantum cohomology, (equivariant) quantum \(D\)-module and Givental’s Lagrangian cone. In Section 3, we review Brown’s work [5], which introduce the \(I\)-function for \(E\) and relate it to the \(J\)-function for \(B\) via the Landau-Ginzburg mirror of the fiber \(X\). In Section 4, we prove the formal decomposition theorem of \(\text{QDM}^{\text{an}}_{T}(E)\) discussed above. We also introduce an intermediate \(D\)-module between \(\text{QDM}^{\text{an}}_{T}(E)\) and \(\bigoplus_{\alpha \in F} \text{QDM}_{T}(B)\) by using Brown’s \(I\)-function, and split the problem into two steps. We deal with these two steps in Section 5 and Section 6 respectively. The proof of Theorem 1.1 (1) is in Section 5, and that of Theorem 1.1 (2) (Theorem 1.4) is in Section 6.
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2. Genus-Zero Gromov-Witten Theory

In this section, we review non-equivariant/equivariant quantum cohomology, quantum \(D\)-module and related objects without proofs.
2.1. Quantum Cohomology. Let $M$ be a smooth projective variety, and $\overline{\mathcal{M}}_{0,n}(M,d)$ be the moduli space of stable maps from $n$-pointed genus-zero nodal curves to $M$ representing the class $d \in H_2(M,\mathbb{Z})$. The moduli space $\overline{\mathcal{M}}_{0,n}(M,d)$ is constructed as a Deligne-Mumford stack, and is endowed with the evaluation maps $\text{ev}_i: \overline{\mathcal{M}}_{0,n}(M,d) \to M$ ($1 \leq i \leq n$). There exist natural tautological line bundles $\mathcal{L}_i$ ($1 \leq i \leq n$) on $\overline{\mathcal{M}}_{0,n}(M,d)$, whose fiber at a point $[f: (\Sigma, x_1, \ldots, x_n) \to M]$ is given by the cotangent line to $\Sigma$ at $x_i$. Let $\psi_i = c_1(\mathcal{L}_i)$. For $\alpha_1, \ldots, \alpha_n \in H^*(M)$ and $k_1, \ldots, k_n \in \mathbb{Z}_{\geq 0}$, we define genus-zero descendant Gromov-Witten invariants of $M$ as follows:

$$\left\langle \alpha_1 \psi^{k_1}, \ldots, \alpha_n \psi^{k_n} \right\rangle_{0,n,d}^M := \int_{[\overline{\mathcal{M}}_{0,n}(M,d)]^{\text{vir}}} \prod_{i=1}^n \text{ev}_i^*(\alpha_i) \psi_i^{k_i}$$

where $[\overline{\mathcal{M}}_{0,n}(M,d)]^{\text{vir}}$ is the virtual fundamental class.

Choose a homogeneous basis $\phi_0 = 1, \phi_1, \ldots, \phi_r, \phi_{r+1}, \ldots, \phi_s$ of $H^*(M)$ such that $\phi_1, \ldots, \phi_r$ are nef classes in $H^2(M)$ and generate $H^2(M)$. Let $\tau_0, \ldots, \tau_s$ be linear coordinates of $H^*(M)$ dual to the basis $\{\phi_j\}^s_{j=0}$, and let $Q_1, \ldots, Q_r$ be the Novikov variables dual to $\{\phi_j\}^r_{j=1}$.

Let $(\cdot, \cdot)^M$ be the Poincaré pairing on $H^*(M)$:

$$(\alpha, \beta)^M := \int_M \alpha \cup \beta.$$ 

We write $Q^D := \prod_{j=1}^r Q_j^{(\phi_j, D)}$ for $D \in H_2(M, \mathbb{Z})$. Then Gromov-Witten invariants define the quantum product:

$$(\alpha \star_M \beta, \gamma)^M := \sum_{n \geq 0} \sum_{D \in \text{Eff}(M)} \frac{Q^D}{n!} \langle \alpha, \beta, \gamma, \tau, \ldots, \tau \rangle_{0,n+3,D}^M \in \mathbb{C}[Q][\tau]$$

Using the string equation and the divisor equation, we can rewrite this formula as

$$(\alpha \star_M \beta, \gamma)^M = \sum_{n \geq 0} \sum_{D \in \text{Eff}(M)} \frac{Q^D e^{(\tau, D)}}{n!} \langle \alpha, \beta, \gamma, \tau', \ldots, \tau' \rangle_{0,n+3,D}^M$$

where $\tau' = \sum_{j=r+1}^s \tau_j \phi_j$. This is a redundant parametrization in the sense that $Q_j$ always appears with $e^{\phi_j}$. To avoid the redundancy, we also use the following modified variables:

$$x = (x_0, x_1, \ldots, x_r, x_{r+1}, \ldots, x_s) := (\tau_0, Q_1 e^{\tau_1}, \ldots, Q_r e^{\tau_r}, \tau_{r+1}, \ldots, \tau_s).$$

Writing in these variables, we can see that $(\alpha \star_M \beta, \gamma)^M \in \mathbb{C}[x]$. We define the quantum cohomology of $M$ as follows:

$$QH^M := (H^*(M) \otimes \mathbb{C}[x], \star_M).$$

This is an associative and commutative graded ring with extra grading

$$\deg x_j = \begin{cases} \langle c_1(M), \phi_j \rangle^M & 1 \leq j \leq r \\ 1 - \frac{1}{r} \deg \phi_j & \text{otherwise} \end{cases}$$

where $\{\phi_j\}^s_{j=0}$ is the basis of $H^*(M)$ dual to $\{\phi_j\}^s_{j=0}$ with respect to the Poincaré pairing of $M$.

We can generalize these constructions to the equivariant setting \cite{12}. Let $T_C = (\mathbb{C}^*)^N$ be an algebraic torus and $T = (S^1)^N$ be the maximal compact subgroup of $T_C$. Suppose that
$M$ is endowed with an algebraic $T_\mathbb{C}$-action. Then the equivariant cohomology $H^*_T(M)$ is a free $H^*_T(pt)$-module \cite{17} and there exists a non-canonical isomorphism $H^*_T(M) \cong H^*(M) \otimes H^*_T(pt)$. The torus $T$ naturally acts on the moduli space $\overline{M}_{0,n}(M,d)$, and we can define the \textit{equivariant genus-zero Gromov-Witten invariants} by using the equivariant integrals; for $\alpha_1, \ldots, \alpha_n \in H^*(M)$ and $k_1, \ldots, k_n \in \mathbb{Z}_{\geq 0}$, define

$$
\langle \alpha_1 \psi^{k_1}, \ldots, \alpha_n \psi^{k_n} \rangle_{T,M}^{0,n,d} := \int_{[\overline{M}_{0,n}(M,d)]^{\operatorname{virt}}} \prod_{i=1}^n \ev_i^*(\alpha_i) \psi^{k_i} \in H^*_T(pt)
$$

Note that these invariants can be computed by the virtual localization formula.

Let $\langle \cdot, \cdot \rangle^M_T$ be the equivariant Poincaré pairing on $H^*_T(M)$. (We will omit the subscript $T$ when no confusion is likely.) We take a $H^*_T(pt)$-basis of $H^*_T(M)$ by choosing a homogeneous lift of $\{\phi_j\}_{j=0}^r$, and denote it by the same symbol. As in the non-equivariant case, we define $H^*_T(pt)$-linear coordinates $\tau_0, \ldots, \tau_s$ on $H^*_T(M)$ and introduce the modified variables $x$ by the same formula. We define the \textit{equivariant quantum product} as

$$
\langle \alpha \star_M \beta, \gamma \rangle^M_T := \sum_{n \geq 0} \sum_{D \in \operatorname{Eff}(M)} \frac{Q^D}{n!} \langle \alpha, \beta, \gamma, \tau, \tau \rangle^{T,M}_{0,n+3,D} \in H^*_T(pt)[x],
$$

and define the \textit{equivariant quantum cohomology} of $M$ as

$$
QH^*_T(M) := (H^*_T(M)[x], \star_M).
$$

Note that $QH^*_T(M)$ again becomes an associative and commutative graded ring with the same grading.

\section{Quantum D-modules.}

Let us consider the equivariant situation. Since $H^*_T(M)$ is a free $H^*_T(pt)$-module, we can regard it as a trivial vector bundle $H_T(M)$ over $\operatorname{Spec} H^*_T(pt)$ of rank $\dim H^*(M)$. We consider the vector bundle:

\begin{equation}
H_T(M) \times_{\operatorname{Spec} H^*_T(pt)} \operatorname{Spec}(H^*_T(pt)[x,z]) \rightarrow \operatorname{Spec}(H^*_T(pt)[x,z])
\end{equation}

The equivariant quantum product defines a meromorphic flat partial connection on this bundle restricted to $\operatorname{Spec}(H^*_T(pt)[z][x])$, which is called \textit{equivariant quantum connection}, as follows:

$$
\nabla^M := d + z^{-1} \sum_{j=0}^s (\phi_j \star_M) d\tau_j
$$

$$
= d + z^{-1} dx_0 + z^{-1} \sum_{j=1}^r (\phi_j \star_M) \frac{dx_j}{x_j} + z^{-1} \sum_{j=r+1}^s (\phi_j \star_M) dx_j
$$

where the first term $d$ is the relative differential over $\operatorname{Spec} H^*_T(pt)[z]$. The term "partial" implies that $\nabla^M$ does not contain the derivatives with respect to $z$ or the equivariant parameters. Let us translate the connection $\nabla^M$ as the operators acting on the module $H^*_T(M)[z][x]$, which is the module of the sections of the bundle (2) restricted to $\operatorname{Spec}(H^*_T(pt)[z][x])$. We can regard $\nabla^M_{\frac{\partial}{\partial \tau_j}} (0 \leq j \leq s)$ as the operator on this module:

$$
\nabla^M_{\frac{\partial}{\partial \tau_j}} : H^*_T(M)[z][x] \rightarrow H^*_T(M)[z][x]
$$
We introduce the Euler vector field $E^M$:

$$E^M := C_0(\lambda) \frac{\partial}{\partial \tau_0} + \sum_{j=1}^{r} C_j \frac{\partial}{\partial \tau_j} + \sum_{j=0}^{s} \left( 1 - \frac{1}{2} \deg \phi_j \right) \tau_j \frac{\partial}{\partial \tau_j} + \sum_{i=1}^{N} \lambda_i \frac{\partial}{\partial \lambda_i}$$

where $\lambda_1, \ldots, \lambda_N$ are $T$-equivariant parameters and $C_0(\lambda), C_1, \ldots, C_r$ are the coefficients of the $T$-equivariant first Chern class of $M$:

$$c^T_1(M) = C_0(\lambda) \phi_0 + \sum_{j=1}^{r} C_j \phi_j.$$ 

This is a vector field on $H_T(M)$. The grading operator $\text{Gr}^M \in \text{End}_\mathbb{C}(H^*_T(M)[z][x])$ is defined by

$$\text{Gr}^M := E^M + z \frac{\partial}{\partial z} + \text{Gr}^M_0 - \frac{1}{2} \dim M$$

where $\text{Gr}^M_0$ is the $H^*_T(\text{pt})[z][x]$-linear operator given by

$$\text{Gr}^M_0(\phi_j) = \left( \frac{1}{2} \deg \phi_j \right) \phi_j.$$

**Remark 2.1.** (1) Some literature uses a different Euler vector field from $E^M$. In [8], for example, Euler vector field is defined as (3) without the first term, and this makes a subtle difference in the grading structures. For instance, $\tau_0$ is homogeneous with respect to the grading in [8], whereas $\tau_0 - C_0(\lambda) \log C_0(\lambda)$ is homogeneous in our situation.

(2) The grading operator here is also different from an ordinary one. In many papers, it is defined as (4) without the last term. Since we need to compare grading operators for manifolds of different dimensions, it turns out that it is natural to subtract the term $\frac{1}{2} \dim M$.

Finally, we define the $H^*_T(\text{pt})[x][x]$-bilinear pairing on $H^*_T(M)[z][x]$, which is denoted by $P^M$, induced by the Poincaré paring:

$$P^M(\alpha(z), \beta(z)) := \langle \alpha(-z), \beta(z) \rangle^M \in H^*_T(\text{pt})[z][x].$$

The pairing $P^M$ satisfies the following equations:

$$\frac{\partial}{\partial \tau_j} P^M(\alpha(z), \beta(z)) = P^M \left( (\nabla^M_{z \rightarrow -z})_{\tau_j} \alpha(z), \beta(z) \right) + P^M \left( \alpha(z), \nabla^M_{\tau_j} \beta(z) \right)$$

$$\left( E^M + z \frac{\partial}{\partial z} \right) P^M(\alpha(z), \beta(z)) = P^M (\text{Gr}^M \alpha(z), \beta(z)) + P^M (\alpha(z), \text{Gr}^M \beta(z)).$$

We define the equivariant quantum $D$-module of $M$ as the quadruple

$$\text{QDM}_T(M) := (H^*_T(M)[z][x], \nabla^M, \text{Gr}^M, P^M).$$

By taking the non-equivariant limit, we also define the (non-equivariant) quantum $D$-module of $M$ as

$$\text{QDM}(M) := (H^*(M)[z][x], \nabla^M, \text{Gr}^M, P^M).$$
In the non-equivariant case, we can extend the connection $\nabla^M$ to the $z$-direction. By abuse of notation, we denote by $E^M$ the non-equivariant limit of $\langle 3 \rangle$, and let $E^M$ be the element of $\text{QDM}(M)$ corresponding to $E^M$:

$$E^M = c_1(M) + \sum_{j=0}^{s} \left( 1 - \frac{1}{2} \deg \phi_j \right) \tau_j \phi_j.$$ 

We define the connection in the $z$-direction as

$$\nabla^z := z \frac{\partial}{\partial z} - \frac{1}{z} (E^M \ast_M) + \text{Gr}_0^M - \frac{1}{2} \dim M = \text{Gr}^M - \nabla E^M.$$ 

We consider a fundamental solution $L_M \in \text{End}_{H^*_T(pt)}(H^*_T(M))[Q][\tau, z^{-1}]$ of the connection $\nabla^M$, which is uniquely determined by the following conditions $[14]$:

$$L_M(\tau, z) \circ \nabla^M_{\tau_j} = \frac{\partial}{\partial \tau_j} \circ L_M(\tau, z) \quad 0 \leq j \leq s,$$

$$e^{-r/z} L_M \in \text{End}_{H^*_T(pt)}(H^*_T(M))[x, z^{-1}], \quad (e^{-r/z} L_M)|_{Q=0} = \text{Id}.$$ 

This fundamental solution can be given explicitly by Gromov-Witten invariants:

$$L_M(\tau, z) \phi_i := \phi_i + \sum_{n, D, j} \frac{Q^D}{n!} \left< \phi_i, \frac{\phi_j}{z - \psi}, \tau, \ldots, \tau \right> T_{0, n+2, D}^M \phi_j$$

$$= e^{\tau/z} \phi_i + \sum_{n, D, j} \frac{Q^D(e^{\tau D})}{n!} \left< \phi_i, \frac{\phi_j}{z - \psi}, \tau', \ldots, \tau' \right> T_{0, n+2, D}^M e^{(\tau - \tau')/z} \phi_j$$

The second equality follows from the string equation and the divisor equation. The matrix $L_M$ satisfies the following unitarity condition $[14]$.

**Proposition 2.2.**

$$\langle L_M(\tau, -z) \alpha, L_M(\tau, z) \beta \rangle^M = \langle \alpha, \beta \rangle^M \quad \alpha, \beta \in H^*_T(M)$$

We define the $J$-function of $M$ as:

$$J_M(\tau, z) = z L_M(\tau, z) \phi_0$$

$$= z + \tau + \sum_{n, D, j} \frac{Q^D}{n!} \left< \phi_j, \frac{1}{z - \psi}, \tau, \ldots, \tau \right> (T_{0, n+1, D}^M) \phi_j$$

From $\langle 3 \rangle$, we have

$$L_M = \left( \frac{\partial}{\partial \tau_0} J_M \cdots \frac{\partial}{\partial \tau_s} J_M \right)$$

We end this section by introducing an analytic version of $\text{QDM}_T(M)$. Recall that $\lambda = (\lambda_1, \ldots, \lambda_N)$ are the $T$-equivariant parameters. Suppose that the structure constants of $\ast_M$ are convergent and analytic over an (analytic) open neighborhood $U$ of the origin in $\text{Spec} \mathbb{C}[\lambda, x]$. Then $\text{QDM}_T(M)$ can be extended to $U \times \text{Spec} \mathbb{C}[z]$. We define the analytic equivariant quantum $D$-module as

$$\text{QDM}^\text{an}_T(M) := (H^*_T(M) \otimes \mathcal{O}_U^\text{an}[z], \nabla^M, \text{Gr}^M, P^M).$$
Here we regard $H^*_T(M) \otimes \mathcal{O}^\text{an}_U[z]$ as a sheaf of modules on $U$. We denote by $\overline{\text{QDM}}^\text{an}(M)$ the $z$-adic completion of $\text{QDM}^\text{an}(M)$:

$$\overline{\text{QDM}}^\text{an}(M) := (H^*_T(M) \otimes \mathcal{O}^\text{an}_U[z], \nabla^M, \text{Gr}^M, P^M).$$

The non-equivariant version of these objects, denoted by $\text{QDM}^\text{an}(M)$ and $\overline{\text{QDM}}^\text{an}(M)$ respectively, are defined as their non-equivariant limits.

Although we do not give a strict definition of the categories in which each quantum $D$-module lives, we will consider direct sums and pullbacks of them in Section 4 and later. If there is a morphism $f: \mathcal{B} \rightarrow \text{Spec}(H^*_T(\text{pt})[[x]])$, we can naturally pullback $\text{QDM}_T(M)$ along this morphism except for the grading structure. In order to define a pullback of $\text{Gr}^M$, let $\mathcal{B}$ be endowed with a vector field $\mathcal{E}^\mathcal{B}$ and assume that $f_!\mathcal{E}^\mathcal{B} = \mathcal{E}^M$ as global sections of $f_!\Theta$, where $\Theta$ is the tangent sheaf of $\text{Spec}(H^*_T(\text{pt})[[x]])$. Then we can define the pullback of $\text{Gr}^M$ by

$$f^* \text{Gr}^M = \mathcal{E}^\mathcal{B} + z \partial_z + \text{Gr}^M_0.$$

It is easy to see that $f^* \circ \text{Gr}^M = f^* \text{Gr}^M \circ f^*$. We can also define a direct sum of $D$-modules over a fixed base space with a fixed Euler vector field.

### 2.3. Givental Lagrangian Cone

We describe a symplecto-geometric interpretation of genus-zero Gromov-Witten theory introduced by Givental [15, 16]. We will follow the formalism introduced in [8]. Let $\mathcal{H}$ be the vector space

$$\mathcal{H} := H^*_T(M) \otimes_{H^*_T(\text{pt})} \text{Frac}(H^*_T(\text{pt}))[[z]][Q].$$

Define the symplectic form $\Omega$ on $\mathcal{H}$ as

$$\Omega(f, g) = -\text{Res}_{z=\infty} (f(-z), g(z))^M dz.$$

We consider the following decomposition $\mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_-$:

$$\mathcal{H}_+ = H^*_T(M) \otimes_{H^*_T(\text{pt})} \text{Frac}(H^*_T(\text{pt}))[[z]][Q], \quad \mathcal{H}_- = z^{-1} \cdot H^*_T(M) \otimes_{H^*_T(\text{pt})} \text{Frac}(H^*_T(\text{pt}))[[z^{-1}]][Q].$$

Since these are isotropic subspaces, we can identify $\mathcal{H}$ with the cotangent bundle $T^*\mathcal{H}_+$. We define the equivariant Givental cone $\mathcal{L}_M \subset \mathcal{H}$ as the graph of the differential of the genus-zero descendant potential $\mathcal{F}$ defined over the formal neighborhood of $-z \in \mathcal{H}_+$. Let $t_1, \ldots, t_N$ be formal variables. A $\text{Frac}(H^*_T(\text{pt}))[[Q]][t_1, \ldots, t_N]$-valued point on $\mathcal{L}_M$ is a point of the form:

$$-z + t(z) + \sum_{n, \phi_j} \frac{Q^D}{n!} \left\langle \frac{\phi_j}{-z - \psi}, t(\psi), \ldots, t(\psi) \right\rangle_{0, n+1, D}^{\mathcal{L}_M},$$

where $t(z) \in \mathcal{H}_+[t_1, \ldots, t_N]$ with $t(z)|_{(Q,t)=(0,0)} = 0$. For instance, the $J$-function $J_M(\tau, -z)$ (with sign of $z$ flipped) is a $\text{Frac}(H^*_T(\text{pt}))[[Q]][\tau]$-valued point on $\mathcal{L}_M$. We will refer to $\mathcal{L}_M$ as Lagrangian cone, and will write, for example, $J_M(\tau, -z)$ lies in $\mathcal{L}_M$.

The potential $\mathcal{F}_M$ satisfies certain partial differential equations called the topological recursion relations, the string equation and dilaton equation. These equations lead to special geometric properties of $\mathcal{L}_M$ [16]. In fact, $\mathcal{L}_M$ becomes a over-ruled Lagrangian cone, that is, each tangent space $L$ of $\mathcal{L}_M$ is tangent to $\mathcal{L}_M$ along $\mathcal{L}_M \cap L = zL$. In particular, $\mathcal{L}_M$ satisfies the following properties.
The tangent space $L$ of $L_M$ at an $\operatorname{Frac}(H^*_T(pt))[Q][t]$-valued point is freely generated over $\operatorname{Frac}(H^*_T(pt))[Q][t]$ by the derivatives of the $J$-function $J_M(\tau, -z)$ for some $\tau \in H^*_T(M) \otimes H^*_T(pt)$ $\operatorname{Frac}(H^*_T(pt))[Q][t]$ with $\tau|_{(Q,t)=0}$.

3. Toric Bundles

In this section we introduce toric bundles and summarize the result of Brown \cite{2}. We refer to \cite{2} for toric geometry.

3.1. Construction. We first review the basic material on projective toric manifolds as found in \cite{2}. Then we explain the construction of toric bundles and introduce some important equivariant cohomology classes on them introduced by Brown \cite{3}.

Let $X$ be a smooth projective toric manifold. It is known that $X$ can be obtained as the Geometric Invariant Theory (GIT) quotient of a vector space $\mathbb{C}^N$ by a torus $K_C = (\mathbb{C}^\times)^k$, where $K_C$ acts on $\mathbb{C}^N$ via an injective homomorphism $K_C \rightarrow T_C = (\mathbb{C}^\times)^N$. That is to say, there exists an open dense subset $U_X \subset \mathbb{C}^N$, defined as the complement of a union of certain coordinate subspaces, on which $K_C$ acts freely such that $X = U_X/K_C$. We may assume that $U_X$ is 2-connected (i.e. the complement of $U_X$ does not contain a hyperplane) by changing the GIT data if necessary. We denote by $K = (S^1)^k$ and $T = (S^1)^N$ the maximal compact subgroups of $K_C$ and $T_C$ respectively. The tori $T_C$ and $T$ naturally act on $X$.

Under the assumption that $U_X$ is 2-connected, we have an identification of $H^2(X, \mathbb{R})$ with $\operatorname{Lie}^*(K)$ which induces an isomorphism between $H^2(X, \mathbb{Z})$ and the integral character lattice $\operatorname{Lie}^*_\mathbb{Z}(K)$ of $\operatorname{Lie}^*(K)$. This identification is given as follows:

\[
\operatorname{Lie}^*_\mathbb{Z}(K) \xrightarrow{\cong} H^2(X, \mathbb{Z}) \quad m \mapsto c_1(L_m)
\]

where $L_m$ is the line bundle constructed as the quotient $(U_X \times \mathbb{C})/K_C \rightarrow U_X/K_C = X$ of the space $U_X \times \mathbb{C}$ on which $K_C$ acts by $t \cdot (z, u) = (t \cdot z, m(t)^{-1} \cdot u)$. We sometimes regard a class in $H^2(X)$ as an element of $\operatorname{Lie}^*(K)$, and vice versa.

We endow $L_m$ with the $T$-action $s \cdot [z, u] = [s \cdot z, u]$. Let $-p_1, \ldots, -p_k \in H_T^2(X)$ denote the $T$-equivariant first Chern classes of the $T$-line bundles $L_{e_1}, \ldots, L_{e_k}$ associated with the standard basis of $\mathbb{Z}^k = \operatorname{Lie}^*_\mathbb{Z}(K)$. We define the integer $k \times N$ matrix $c = (c_{ij})$ to be the matrix representing the projection $\mathbb{R}^N = \operatorname{Lie}^*(T) \rightarrow \mathbb{R}^k = \operatorname{Lie}^*(K)$. Then the $T$-equivariant Poincaré dual $u_j$ of the toric divisor $\{[z_1, \ldots, z_N] \mid z_j = 0\} \subset X$ is given by

\[
u_j = \sum_{i=1}^k c_{ij} p_i - \lambda_j \quad 1 \leq j \leq N
\]

where $\lambda_j$ represents the $j$-th equivariant parameter of $H^*_T(pt) = \mathbb{C}[\lambda_1, \ldots, \lambda_N]$. The equivariant first Chern class of $X$ is given by $c^T_1(X) = u_1 + \cdots + u_N$.

Let $F$ be the set of fixed points for the torus action on $X$. Each fixed point $[z_1, \ldots, z_N] \in F$ determines a $k$-element subset $\alpha = \{i \mid z_i \neq 0\}$ of $\{1, \ldots, N\}$. By this correspondence, we identify an element of $F$ with the corresponding $k$-element subset $\alpha$.

Let $N$ be the cone in $\operatorname{Lie}^*(K)$ corresponding to the nef cone of $X$ via the identification \eqref{7}. We can describe $N$ in terms of $c$ and $F$ as

\[
N = \bigcap_{\alpha \in F} c_\alpha(\mathbb{R}^k_+)
\]
where \( c_\alpha \) is the \( k \times k \) submatrix \( (c_{ij} | 1 \leq i \leq k, j \in \alpha) \) of \( c \). Changing the identification of \( K \) with \((S^1)^k\) if necessary, we may assume that the classes \( p_i \) are nef. This condition can be rephrased in the following way.

**Lemma 3.1.** The classes \( p_1, \ldots, p_k \) are nef if and only if all entries of \( c_\alpha^{-1} \) are non-negative for all \( \alpha \in F \).

**Proof.** The cone \( N \) contains the class \( p_i \) if and only if \( c_\alpha(\mathbb{R}^k_+) \) does for all \( \alpha \in F \). The latter condition is equivalent to \( c_\alpha^{-1}(p_i) \) being contained in \( \mathbb{R}^k_+ \) for all \( \alpha \in F \). Since \( c_\alpha^{-1}(p_i) \) is the \( i \)-th column of the matrix \( c_\alpha^{-1} \), this proves the equivalence. \( \square \)

Let \( B \) be a smooth projective manifold and \( L_1, \ldots, L_N \) be line bundles over \( B \). The torus \( T_C \) naturally acts fiberwise on the vector bundle \( \bigoplus_{i=1}^N L_i \). Performing a fiberwise GIT quotient by the torus \( K_C \), we obtain a *toric bundle* \( E \rightarrow B \) with fiber \( X \). More concretely, there exists an open dense subset \( U_E \) of \( \bigoplus_{i=1}^N L_i \), whose fibers can be identified with \( U_X \), such that \( E = U_E/K_C \). Note that \( E \) is endowed with a fiberwise action of \( T \).

We can construct \( T \)-line bundles over \( E \) from elements of \( \text{Lie}_Z^e(K) \) as in the case of the toric manifold \( X \). For \( m \in \text{Lie}_Z^e(K) \), we define the line bundle \( L^E_m \) to be the quotient \((U_E \times \mathbb{C})/K_C \rightarrow U_E/K_C = E \), with \( K_C \)-action on \( U_E \times \mathbb{C} \) given by \( t \cdot (z, u) = (t \cdot z, m(t)^{-1} \cdot u) \). We endow this line bundle with the \( T \)-action \( s \cdot [z, u] = [s \cdot z, u] \).

We denote by \(-P_1, \ldots, -P_k \in H^2_T(E)\) the \( T \)-equivariant first Chern classes of the \( T \)-line bundles \( L^E_{e_1}, \ldots, L^E_{e_k} \) corresponding to the standard basis of \( \mathbb{Z}^k = \text{Lie}_Z^e(K) \). They restrict to \(-p_1, \ldots, -p_k \) on the fibers. Define

\[
\Lambda_j := c_1(L_j^y) \in H^2(B), \quad U_j := \sum_{i=1}^k c_{ij}p_i - \Lambda_j - \lambda_j \in H^2_T(E) \quad 1 \leq j \leq N.
\]

We remark that the \( T \)-equivariant first Chern class of \( L_j^y \) is \( \Lambda_j + \lambda_j \), and that \( U_j \) is the \( T \)-equivariant first Chern class of the \( T \)-line bundle \((U_E \times_B L_j)/K_C \rightarrow U_E/K_C \). In other words, \( U_j \) is the \( T \)-equivariant Poincaré dual of the divisor \((U_E \cap \bigoplus_{i \neq j} L_i)/K_C \) of \( E \). This divisor restricts to a toric divisor of the fibers, and hence we call it a *toric divisor* of \( E \).

From the construction each fixed locus is isomorphic to the base \( B \) and is labeled by \( \alpha \in F \), a fixed point of the fiber \( X \). Let \( \alpha : B \rightarrow E \) denote the embeddings of the fixed component labeled by \( \alpha \) and \( B^\alpha \) be the image. We will describe the restrictions \( P_1^\alpha := \alpha^*P_1 \) and \( \alpha^*U_j \) of the classes \( P_i \) and \( U_j \) to the fixed locus \( B^\alpha \). Since \( B^\alpha \) is disjoint from the \( j \)-th toric divisor for \( j \not\in \alpha \), it follows that:

\[
\alpha^*U_j = \sum_{i=1}^k c_{ij}P_i^\alpha - \Lambda_j - \lambda_j = 0 \quad j \in \alpha.
\]

These equations determine \( P_i^\alpha \) for \( 1 \leq i \leq k \) in terms of \( \Lambda_j \) and \( \lambda_j \), and thus \( \alpha^*U_j \) for \( j \not\in \alpha \). A straightforward calculation shows the following:
Lemma 3.2.

\[ P_\alpha^i = \sum_{n \in \alpha} (c^{-1}_\alpha n_i (\Lambda_n + \lambda_n)) \quad 1 \leq i \leq k, \]
\[ \alpha^* U_j = \sum_{n \in \alpha} (c^{-1}_\alpha c)_{nj} (\Lambda_n + \lambda_n) - \Lambda_j - \lambda_j \quad j \notin \alpha. \]

In particular, when \( B \) is a point,

\[ p_\alpha^i := \alpha^* p_i = \sum_{n \in \alpha} (c^{-1}_\alpha n_i \lambda_n) \quad 1 \leq i \leq k, \]
\[ \alpha^* u_j = \sum_{n \in \alpha} (c^{-1}_\alpha c)_{nj} \lambda_n - \lambda_j \quad j \notin \alpha. \]

We shall use the classes \( P_1, \ldots, P_k \) to measure the degree of curves. For this purpose, it is convenient to choose a GIT presentation for \( E \) such that \( P_1, \ldots, P_k \) are nef. The set of classes of effective curves on \( E \) is given by

\[ \text{Eff}(E) = \sum_{\alpha \in F} \alpha^* \text{Eff}(B) + \text{Eff}(X). \]

We have already assumed that \( P_1|_X = p_i \) is nef, and therefore \( P_i \) is nef if and only if \( P_i \) pairs non-negatively with curves in \( B^\alpha \), or equivalently, \( P_i^\alpha \) is nef for all \( \alpha \in F \).

It is easy to see that, for any line bundle \( A \) over the base \( B \) and for any \( x \in \mathbb{Z}^k = \text{Lie}_\mathbb{Z}(K) \), the different set of line bundles over \( B \)

\[ L_i' = L_i \otimes A^{\otimes (c^*(x)_i)} \quad 1 \leq i \leq N \]

gives rise to the same toric bundle \( E \), where \( c^*: \mathbb{Z}^k = \text{Lie}_\mathbb{Z}(K) \to \mathbb{Z}^N = \text{Lie}_\mathbb{T}(T) \) is the dual map of \( c \). The classes \( P_i \) are then transformed into

\[ P_i' = P_i - x_i \pi^* c_1(A), \quad 1 \leq i \leq k \]

where \( \pi: E \to B \) is the projection. By choosing \( A \) to be ample and \( x_i \in \mathbb{Z} \) to be sufficiently negative, we can ensure that \( \alpha^* P_i' \) is nef for all \( \alpha \in F \). Hence we may assume the following:

Assumption 3.3. The classes \( P_1, \ldots, P_k \) are all nef on \( E \).

Applying the localization theorem [1,4] (see also [2, Theorem VI.3.16]) for equivariant cohomology to the toric bundle \( E \), we obtain the following:

Proposition 3.4. The \( \text{Frac}(H^*_T(\text{pt})) \)-module homomorphism

\[ \Xi: H^*_T(E) \otimes \text{Frac}(H^*_T(\text{pt})) \to \bigoplus_{\alpha \in F} H^*(B) \otimes \text{Frac}(H^*_T(\text{pt})) \quad x \mapsto (\alpha^* x)_{\alpha \in F} \]

is an isomorphism. The inverse map is given by

\[ (x_\alpha) \mapsto \sum_{\alpha \in F} \alpha_\alpha \left( \frac{x_\alpha}{e_T(N^\alpha)} \right) \]

where \( e_T(N^\alpha) = \prod_{j \notin \alpha} \alpha^* U_j \) is the \( T \)-equivariant Euler class of the normal bundle \( N^\alpha \) to \( B^\alpha \) in \( E \).
3.2. Gromov-Witten Theory for Toric Bundles. We choose a homogeneous \( C \)-basis \( \phi_0 = 1, \phi_1, \ldots, \phi_r, \phi_{r+1}, \ldots, \phi_s \) of \( H^*(B) \) such that \( \phi_1, \ldots, \phi_r \) are nef classes in \( H^2(B) \), and \( \phi_{r+1}, \ldots, \phi_s \) are basis of \( H^{2,1}(B) \). Let \( \tau_0, \ldots, \tau_s \) be linear coordinates of \( H^*(B) \) dual to the basis \( \{ \phi_j \}_{j=0}^s \) and let \( Q_1, \ldots, Q_r \) be the Novikov variables dual to \( \{ \phi_j \}_{j=1}^r \). We decompose the \( J \)-function of \( B \) as

\[
J_B(\tau, z) = \sum_{D \in \text{Eff}(B)} J_D(\tau, z)Q^D.
\]

The \( I \)-function of \( E \) is defined to be:

\[
I_E(t, \tau, z) := e^{P t/z} \sum_{d \in \mathbb{Z}^k, D \in \text{Eff}(B)} \frac{\prod_{j=1}^N \prod_{m=\infty}^{0}(U_j + mz)}{\prod_{j=1}^N \prod_{m=\infty}^{D_j}(U_j + mz)} J_D(z, \tau)Q^D q^d e^{dt},
\]

where:

\[
q := (q_1, \ldots, q_k), \quad t := (t_1, \ldots, t_k), \quad U_j(D) := \sum_{i=1}^k c_{ij}d_i - \Lambda_j(D),
\]

\[
q^d := \prod_{i=1}^k q_i^{d_i}, \quad P t := \sum_{i=1}^k P_i t_i, \quad dt := \sum_{i=1}^k d_i t_i.
\]

**Remark 3.5.** We consider that \( (q, Q) \) represent Novikov variables for \( E \) by associating \( q_1^{P_1(D)} \cdots q_k^{P_k(D)} \cdot Q_1^{\tau \phi_1(D)} \cdots Q_r^{\tau \phi_r(D)} \) to \( D \in \text{Eff}(E) \). We also remark that this representation depends on the choice of \( P_1, \ldots, P_k \). From the nef assumption on \( P \), it follows that \( P(D) \in \mathbb{Z}^k \geq 0 \) and the summation range of \( I_E \) reduces to \( d \in \mathbb{Z}^k \geq 0 \).

**Remark 3.6.** We will regard \( I_E \) as an element of several different spaces depending on the context. By the localization isomorphism in Proposition 3.4, we see that

\[
I_E \in H^*_{T \times C^*_z}(E)_{\text{loc}}[q, Q, t, \tau] := \left( H^*_{T \times C^*_z}(E) \otimes H^*_{T \times C^*_z}(pt) \frac{\text{Frac}(H^*_{T \times C^*_z}(pt))}{q, Q, t, \tau} \right)[q, Q, t, \tau]
\]

since \( \alpha^*I_E \) belongs to \( H^*(B) \otimes \frac{\text{Frac}(H^*_{T \times C^*_z}(pt))}{q, Q, t, \tau} \) for all \( \alpha \in F \). Expanding the term \( 1/(U_j + mz) \) as \( \sum_{n=0}^{\infty}(-U_j)^n(mz)^{-n-1} \), or equivalently, taking the Laurent expansion at \( z = \infty \), we can regard \( I_E \) as an element of the space \( H^*_T(E)\langle z^{-1} \rangle[q, Q, t, \tau] \). On the other hand, by taking the Laurent expansion at \( z = 0 \), we can regard \( I_E \) as an element of the space \( H^*_T(E)_{\text{loc}}(z)\langle z^{-1} \rangle[q, Q, t, \tau] \). In the statement of the following theorem, we take the first viewpoint.

**Theorem 3.7** ([5 Theorem 1]). The family \( (t, \tau) \mapsto I_E(t, \tau, -z) \in H^*_T(E)(\langle z^{-1} \rangle)\langle [q, Q, t, \tau] \) lies in the Lagrangian cone \( \mathcal{L}_E \).

This theorem was established by showing that \( I_E \) satisfies certain conditions that characterize elements lying on the cone \( \mathcal{L}_E \). The conditions require that the localizations \( \alpha^*I_E \) must lie in the Lagrangian cone of \( B \) twisted by the normal bundle of \( B^\alpha \) (in the sense of Coates-Givental [9]) and that their residues at simple poles in \( z \) satisfy certain recursion relations. Brown checked the former condition by using Theorem 3.11 below, which gives a relationship between \( \alpha^*I_E \) and \( J_B \). This theorem and its variants play an important role in our proof of convergence.
3.3. Equivariant Mirror of Toric Manifold. We introduce a Landau-Ginzburg model associated to the toric manifold $X$. We set $\mathcal{M} = (\mathbb{C}^\times)^k \times \mathbb{C}^N_\lambda$ and $\hat{\mathcal{M}} = \mathbb{C}_q^k \times \mathbb{C}^N_\lambda$. Let $Y$ be the subvariety of $\mathcal{M} \times (\mathbb{C}^\times)^N_\xi$ defined by the equations

$$
\prod_{j=1}^N \xi_j^{c_{ij}} = q_i \quad 1 \leq i \leq k
$$

where $c = (c_{ij})$ is the matrix appearing in the subsection 3.1. We denote by $Y_{q,\lambda}$ the fibers of the projection $Y \hookrightarrow \mathcal{M} \times (\mathbb{C}^\times)^N_\xi \to \mathcal{M}$. Define the equivariant phase function $W(q, \lambda, \xi)$ on $Y$ to be

$$
W(q, \lambda, \xi) := \sum_{j=1}^N (\xi_j + \lambda_j \log \xi_j).
$$

This is a multi-valued analytic function on $Y$. Let $W_{q,\lambda}$ denote the restriction of $W$ to the fiber $Y_{q,\lambda}$.

We introduce a critical branch $\rho^\alpha(q, \lambda)$ of the phase function $W_{q,\lambda}$ corresponding to a fixed point $\alpha \in F$. Let $D_\alpha \subset \mathbb{C}^N_\lambda$ be the subset defined by the equation $\prod_{j \notin \alpha} \alpha^* u_j = 0$, and $D$ be the union of $\{D_\alpha\}_{\alpha \in F}$. We take an open neighborhood $U$ of $\{0\} \times (\mathbb{C}^N_\lambda \setminus D)$ in $\hat{\mathcal{M}}$, and set $U^* = U \cap \mathcal{M}$.

**Proposition 3.8.** Shrinking $U$ if necessary, we have a unique analytic family of critical points $\rho^\alpha(q, \lambda)$ of $W_{q,\lambda}$ parametrized by $(q, \lambda) \in U^*$ such that

$$
\lim_{q \to 0} \rho^\alpha_j(q, \lambda) = \alpha^* u_j \quad 1 \leq j \leq N.
$$

Moreover, $\rho^\alpha : U^* \to \mathbb{C}^N$ can be extended to an analytic function on $U$.

Before proceeding to the proof, we introduce a coordinate chart of $Y$ associated with the fixed point $\alpha \in F$. Let $T_\alpha \cong (\mathbb{C}^\times)^{N-k}$ denote the algebraic torus with coordinates $\{\xi_j\}_{j \notin \alpha}$. Then the projection $Y \hookrightarrow \mathcal{M} \times (\mathbb{C}^\times)^N_\xi \to \mathcal{M} \times T_\alpha$ is an isomorphism and gives a coordinate chart of $Y$. In fact, we can express the coordinate $\xi_n$ with $n \in \alpha$ in terms of $\{\xi_j\}_{j \notin \alpha}$ by solving the equations (8) as follows.

$$
\xi_n = \prod_{i=1}^k (q_i)^{(c^-_\alpha)^{-1}} \prod_{j \notin \alpha} \xi_j^{-c^-_\alpha e_{nj}}
$$

where we note that the exponent $(c^-_\alpha)^{-1}$ of $q_i$ in this expression is non-negative by Lemma 3.1 and that at least one of $(c^-_\alpha)^{-1}$ is positive. We also introduce a modified phase function $W^\alpha$ on $V$ adapted to this coordinate chart.

$$
W^\alpha(q, \lambda, \xi) := W(q, \lambda, \xi) - \sum_{i=1}^k p_i^\alpha \cdot \log q_i
$$

$$
= \sum_{j \notin \alpha} (\xi_j - \alpha^* u_j \cdot \log \xi_j) + \sum_{n \in \alpha} \xi_n
$$

When written in the coordinates $(q, \lambda, \{\xi_j\}_{j \notin \alpha})$, $W^\alpha$ has a well-defined limit as $q_i \to 0$; this follows from the fact that $\xi_n$ with $n \in \alpha$ contains only non-negative powers of $q_i$ and the fact
that the terms \( \log q_i \) in \( W^\alpha \) cancel by Lemma 3.2. We also note that \( W^\alpha|_{V_{q, \lambda}} \) and \( W_{q, \lambda} \) have the same critical points in common.

**Proof of Proposition 3.8.** We work with the coordinate chart \((q, \lambda, \{\xi_j\}_{j \notin \alpha})\) of \( V \). The critical points of \( W_{q, \lambda} \) are given by the equations

\[
0 = \xi_j \frac{\partial W^\alpha}{\partial \xi_j} = \xi_j - \alpha^* u_j - \sum_{n \in \alpha} (c_\alpha^{-1} c)_{nj} \xi_n \quad j \notin \alpha
\]

where \( \xi_n \) with \( n \in \alpha \) are expressed in terms of \( \{\xi_j\}_{j \notin \alpha} \) as in [2]. These equations make sense at the limit point \( q = 0 \) and have a unique solution \( (\rho^\alpha_j(0, \lambda))_{j \notin \alpha} \in T_{\alpha} \) when \( \lambda \notin D_{\alpha} \):

\[
\rho^\alpha_j(0, \lambda) = \alpha^* u_j.
\]

The condition \( \lambda \notin D_{\alpha} \) ensures that \( \rho^\alpha_j(0, \lambda) = \alpha^* u_j \) is non-zero. We also have \( \rho^\alpha_{ij}(0, \lambda) = 0 = \alpha^* u_n \) for \( n \in \alpha \). We can easily see that this critical point is non-degenerate by computing the Hessian matrix of \( W^\alpha|_{q=0} \). Therefore, we can find a unique branch of (non-degenerate) critical points \( \rho^\alpha(q, \lambda) \) which converges to \( \rho^\alpha(0, \lambda) \) as \( q \to 0 \) and is defined over an open neighborhood \( U \) of \( \{0\} \times (\mathbb{C}^N \setminus D) \) in \( \hat{\mathcal{M}} \).

Since \( \{\rho^\alpha(0, \lambda)\}_{\alpha \in F} \) differ from each other, the critical branches \( \{\rho^\alpha(q, \lambda)\}_{\alpha \in F} \) also do. For later use, we expand \( \rho^\alpha(q, \lambda) \) with respect to \( q \) and describe properties of its coefficients.

**Definition 3.9.** We define \( R_{\lambda} \) to be the ring \( \mathbb{C}[\lambda, \{(\alpha^* u_j)^{\pm}\}_{j \notin \alpha, \alpha \in F}] \subset \mathbb{C}(\lambda) \).

**Corollary 3.10.** The critical branch \( \rho^\alpha_j(q, \lambda) \) admits a Taylor expansion of the form

\[
\rho^\alpha_j(q, \lambda) = \alpha^* u_j + \sum_{d \neq 0} \rho^\alpha_{j,d}(\lambda) q^d
\]

with \( \rho^\alpha_{j,d}(\lambda) \in R_{\lambda} \). It is homogeneous of degree 1 with respect to the grading \( \deg \lambda_j = 1 \) and \( \deg q_i = \int_{p_i} c_1(X) \).

**Proof.** This follows immediately by substituting the above expansion into the equations \( (\xi_j \frac{\partial W^\alpha}{\partial \xi_j} = 0)_{j \notin \alpha} \) and solving it inductively on \( d \).

We introduce the following oscillating integrals:

\[
\Gamma(\nu, z) := \int_C e^{-\xi + \nu \log \xi}/z d\log \xi
\]

\[
\mathcal{T}_\alpha(q, \lambda, z) := \int_{C^\alpha_{q, \lambda}} \bigwedge_{j \notin \alpha} e^{W^\alpha(q, \lambda) \xi_j}/z d\log \xi_j
\]

where \( C \) is a descending Morse cycle of \( \mathbb{R}((-\xi + \nu \log \xi)/z) \) from the unique critical point \( \xi = \nu \), and \( C^\alpha_{q, \lambda} \) is that of \( \mathbb{R}(W^\alpha/z) \) from the critical point \( \rho^\alpha(q, \lambda) \). Note that \( \Gamma(\nu, z) \) is related to the Euler’s Gamma function, and that \( \mathcal{T}_\alpha(q, \lambda, z) \) is the equivariant mirror of the toric manifold \( X \) introduced by Givental [13].

We then consider their stationary phase asymptotics. In general, oscillatory integrals admit asymptotic expansions of the form:

\[
\int_C e^{f(x)/z} g(x) dx_1 \cdots dx_n \sim (-2\pi z)^{n/2} \frac{1}{\sqrt{\det(\mathcal{F}_{ij}(p))}} e^{f(p)/z} \sum_{n \geq 0} a_n z^n
\]
as \( z \to 0 \) along some angular sector, see [24]. Here \( C \) is a descending Morse cycle of \( \mathbb{R}(f) \) from a critical point \( p \) and \((f_z(p)) = (\partial_x \partial_y f(p)) \) is the Hessian matrix at \( p \). The coefficients \( a_n \) can be determined algebraically from the Taylor coefficients of the functions \( f(x), g(x) \) at \( p \). See [8] Section 6.2 for details. In general, the power series \( \sum_{n \geq 0} a_n z^n \) does not converge and the product \( e^{L(p)/z} \sum_{n \geq 0} a_n z^n \) does not make sense even as a Laurent series of \( z \); it should be interpreted as \( e^{L(p)/z} \left( \sum_{n=0}^m a_n z^n + O(z^{m+1}) \right) \) for all \( m \geq 0 \).

Define \((-2\pi z)^{(N-k)/2} \tilde{I}_\alpha(q, \lambda, z) \) and \( \sqrt{2\pi z} \cdot \tilde{\Gamma}(\nu, z) \) to be the stationary phase asymptotics of the oscillating integrals \( I_\alpha(q, \lambda, z) \) and \( \Gamma(\nu, z) \) respectively. By explicit computation, one obtains that

\[
\tilde{\Gamma}(\nu, z) = \frac{1}{\nu} e^{(\nu \log \nu - \nu)/z} \exp \left[ \sum_{m=1}^{\infty} \frac{B_{2m}}{2m(2m-1)} \left( \frac{z}{\nu} \right)^{2m-1} \right]
\]

where \( B_{2m} \) are the Bernoulli numbers. We set \( \tilde{I}_\alpha(\lambda, z) \) to be \( \prod_{j \not\in \alpha} \tilde{I}(\alpha U_j, -z) \). Finally, we define \( \partial_{\lambda_j} \) to be the vector field on the \( \tau \)-space \( H^*(B) \) satisfying \( \partial_{\lambda_j} \tau = \Lambda_j \). Brown showed that:

**Theorem 3.11** ([5 Corollary 10]).

\[
\tilde{I}_\alpha(q e^t, \lambda + z \partial_{\lambda}, z) J_B(Q_\alpha, \tau_\alpha, z) = \alpha^* I_E(t, \tau, z) \tilde{I}_\alpha(\lambda, z)
\]

where the variables \( Q_\alpha \) and \( \tau_\alpha \) are related to \( Q \) and \( \tau \) by

\[
(Q_\alpha)^D = q^{P_\alpha(D)} Q^D \quad \text{for } D \in \text{Eff}(B), \quad \tau_\alpha = \tau + \alpha^* t.
\]

**Remark 3.12.** (1) The above equation is slightly different from the one given by Brown. This is due to the difference in the definition of \( \tilde{I}_\alpha(q, \lambda, z) \). If we set \( \tilde{I}_\alpha^{\text{Br}}(q, \lambda, z) \) to be the stationary phase asymptotics appearing in [3], we have \( \tilde{I}_\alpha^{\text{Br}}(q, \lambda, z) = (-2\pi z)^{(N-k)/2} e^{\nu \log q/z} \tilde{I}_\alpha(q, \lambda, z) \) and

\[
q^{-P_\alpha/z} \tilde{I}_\alpha^{\text{Br}}(q e^t, \lambda + z \partial_{\lambda}, z) J_B(Q_\alpha, \tau_\alpha, z) = (-2\pi z)^{(N-k)/2} \tilde{I}_\alpha(q e^t, \lambda + z \partial_{\lambda}, z) J_B(Q_\alpha, \tau_\alpha, z).
\]

(2) Since both sides contain the terms \( \log \lambda, \sqrt{\lambda} \) and \( \sqrt{z} \), we should be careful where this equation is considered. We should interpret them as elements of the space \( \text{Exc}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau] \), where

\[
\text{Exc}_\alpha(\lambda, z) = \prod_{j \not\in \alpha} \frac{1}{\sqrt{\alpha^* U_j}} e^{(\alpha^* U_j - \alpha^* u_j \log \alpha^* U_j)/z}.
\]

Since \( \alpha^* u_j |_{\lambda+\Lambda} = \alpha^* U_j \) (Lemma 3.2), we have

\[
\text{Exc}_\alpha(\lambda + \Lambda, z) = \prod_{j \not\in \alpha} \frac{1}{\sqrt{\alpha^* U_j}} e^{(\alpha^* U_j - \alpha^* u_j \log \alpha^* U_j)/z}.
\]

Although the product of \( \text{Exc}_\alpha(\lambda + \Lambda, z) \) and an element of \( H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau] \) does not make sense as a formal power series, we can naturally factor out \( \text{Exc}_\alpha(\lambda + \Lambda, z) \) from both sides and the identity makes sense in the ring \( H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau] \).

We explain this interpretation for each side. For the right-hand side, we regard \( \alpha^* I_E \) as an element of \( H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau] \) by taking the Laurent expansion at \( z = 0 \) (see Remark 3.6), and \( \text{Exc}(\lambda + \Lambda, z)^{-1} \tilde{I}_\alpha(\lambda, z) \) as an element of \( H^*(B) \otimes R_\lambda(\langle z \rangle) \) naturally. For the left-hand
side, we give a detailed computation, which we also need in Section 5.2. Write the stationary phase asymptotics \( \tilde{I}_\alpha(q, \lambda, z) \) as

\[
\tilde{I}_\alpha(q, \lambda, z) = \frac{1}{\sqrt{\det(W_{ij}(\rho^a))}} e^{W^\alpha(q, \lambda, \rho^a)/z} \sum_{n \geq 0} a_n^\alpha(q, \lambda) z^n
\]

\[
= \text{Exc}_\alpha(\lambda, z) e^{F^\alpha(q, \lambda)/z} \sum_{n \geq 0} A_n^\alpha(q, \lambda) z^n
\]

where we set

\[
F^\alpha(q, \lambda) = W^\alpha(q, \lambda, \rho^a) - \sum_{j \notin \alpha} (\alpha^* u_j - \alpha^* u_j \log \alpha^* u_j), \quad A_n^\alpha(q, \lambda) = \sqrt{\frac{\prod_{j \notin \alpha} \alpha^* u_j}{\det(W_{ij}(\rho^a))}} \cdot a_n^\alpha(q, \lambda).
\]

By a direct calculation along with Corollary 3.10 we can see that \( F^\alpha(q, \lambda) \) and \( A_n^\alpha(q, \lambda) \) are holomorphic functions on \( U \), and the coefficients of their Taylor expansion at \( q = 0 \) belong to the ring \( R_\lambda \). We also note that they have the following asymptotics:

\[
(10) \quad F^\alpha(0, \lambda) = 0, \quad A_0^\alpha(0, \lambda) = 1.
\]

Consequently, the only thing we need to check is that \( \text{Exc}_\alpha(\lambda + z \partial_\lambda, z) J_B(Q, \tau, z) \) belongs to the space \( \text{Exc}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau] \).

We decompose \( \text{Exc}_\alpha(\lambda + z \partial_\lambda, z) \) into two parts:

\[
\text{Exc}_\alpha(\lambda + z \partial_\lambda, z) = \left[ \text{Exc}_\alpha(\lambda, z) \cdot \prod_{j \notin \alpha} e^{-\partial_{\alpha,j} \log \alpha^* u_j} \right]
\]

\[
\cdot \left[ \prod_{j \notin \alpha} \left( 1 + \frac{z \partial_{\alpha,j}}{\alpha^* u_j} \right)^{-\frac{1}{2}} \cdot e^{\left\{ z \partial_{\alpha,j} - (\alpha^* u_j + z \partial_{\alpha,j}) \log \left( 1 + \frac{z \partial_{\alpha,j}}{\alpha^* u_j} \right) \right\}/z} \right]
\]

where \( \partial_{\alpha,j} \) is the vector field on \( H^*(B) \) such that \( \partial_{\alpha,j} \tau = \alpha^* U_j - \alpha^* u_j =: \alpha^* U_j^\circ \). The former part transforms \( J_B(\tau, z) \) as

\[
\text{Exc}_\alpha(\lambda, z) e^{-\sum_{j \notin \alpha} \partial_{\alpha,j} \log \alpha^* u_j} J_B(\tau, z) = \text{Exc}_\alpha(\lambda, z) J_B(\tau - \sum_{j \notin \alpha} \alpha^* U_j^\circ \log \alpha^* u_j, z)
\]

\[
= \text{Exc}_\alpha(\lambda, z) \left[ \prod_{j \notin \alpha} e^{-\alpha^* U_j^\circ \log \alpha^* u_j/\bar{\alpha} \cdot u_j} \right] \cdot J_B(\tau, z) \bigg|_{Q^D \to (\alpha^* u_j)^{-\alpha^* U_j(D)} Q^D} = \left[ \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^* u_j}} e^{(\alpha^* u_j - \alpha^* U_j \log \alpha^* u_j)/\bar{\alpha} \cdot u_j} \right] \cdot J_B(\tau, z) \bigg|_{Q^D \to (\alpha^* u_j)^{-\alpha^* U_j(D)} Q^D}.
\]

This belongs to the space

\[
\left[ \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^* u_j}} e^{(\alpha^* u_j - \alpha^* U_j \log \alpha^* u_j)/\bar{\alpha} \cdot u_j} \right] \cdot H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau].
\]
We note that, since \( \alpha^*U_j - \alpha^*u_j \in H^2(B) \) is nilpotent, this is the same as the space \( \text{Exc}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R_\lambda((z))[q, Q, t, \tau] \). On the other hand, \( J_B(\tau, z) \) transformed by the latter part belongs to the ring \( H^*(B) \otimes R_\lambda((z))[q, Q, t, \tau] \).

4. Formal Decomposition of \( \text{QDM}(E) \)

Let \( E \rightarrow B \) be a toric bundle with toric fiber \( X \) as in Section 3.1. We first introduce the big version of \( I_E \) and use it to construct a formal decomposition of \( \text{QDM}(E) \). As we remarked in Remark 4.3, this decomposition is implicitly observed in [10, Proposition 3.1]. In addition to their work, we will confirm that this decomposition is compatible with the pairings and the grading operators.

4.1. Big \( I \)-function of \( E \). Note that the \( I \)-function \( I_E \) has \( \dim H^*(B) + \dim H^2(X) \) number of parameters \((t, \tau)\) whereas the rank of \( H^*(E) \) is \( \dim H^*(B) \cdot \dim H^*(X) \). We add parameters \( \sigma_{i,j} \) to \( I_E \) so that the number of parameters equals the rank of \( H^*(E) \). We note that similar big \( I \)-functions have been introduced in [19, Example 4.14], [6].

As \( H^*(X) \) is generated by \( H^2(X) \), one can take monomials \( T_{k+1}, \ldots, T_l \) in \( k \)-variables such that

\[
p_0 = 1, p_1, \ldots, p_k, p_{k+1} = T_{k+1}(p_1, \ldots, p_k), \ldots, p_l = T_l(p_1, \ldots, p_k)
\]

form a basis of \( H^*(X) \). We also set \( T_0 = 1 \) and \( T_i(p_1, \ldots, p_k) = p_i \) for \( 1 \leq i \leq k \) so that \( T_0(p), T_1(p), \ldots, T_l(p) \) give a basis of \( H^*(X) \). We give a \( H^*_T(pt) \)-basis of \( H^*_T(E) \) as follows:

\[
\{e_{i,j} = T_i(P_1, \ldots, P_k) \phi_j \mid 0 \leq i \leq l, 0 \leq j \leq s\}.
\]

Define the big \( I \)-function [19, Example 4.14], [6] of \( E \) as follows:

\[
I^\text{big}_E(t, \tau, \sigma, z) := \Delta(\sigma)I_E(t, \tau, z),
\]

where \( \Delta(\sigma) \) is the differential operator

\[
\Delta(\sigma) = \left[ \prod_{(i,j) \in S} \exp \left( \sigma_{i,j} \frac{\partial}{\partial \tau_j} T_i \left( z \frac{\partial}{\partial t_1}, \ldots, z \frac{\partial}{\partial t_k} \right) \right) \right],
\]

\[S = \{(i, j) \mid 1 \leq i \leq l, 1 \leq j \leq s\} \cup \{(i, 0) \mid k + 1 \leq i \leq l\}.
\]

We use the following coordinates:

\[
x = (x_0, x_1, \ldots, x_r, x_{r+1}, \ldots, x_s) := (\tau_0, Q_1 e^{r_1}, \ldots, Q_r e^{r_r}, \tau_{r+1}, \ldots, \tau_s)
\]

(11) \[y = (y_{i,j} \mid 0 \leq i \leq l, 0 \leq j \leq s), \quad y_{i,j} := \begin{cases} q_i e^{r_i} & 1 \leq i \leq k, j = 0 \\ x_j & i = 0, 0 \leq j \leq s \\ \sigma_{i,j} & \text{otherwise} \end{cases}
\]

As in Remark 3.6 the function \( I^\text{big}_E(t, \tau, \sigma, z) \) can be interpreted in two ways; an element of \( H^*_T(E)(\langle z^{-1} \rangle)[q, Q, t, \tau, \sigma] \) or that of \( H^*_T(E)_\text{loc}((z))[q, Q, t, \tau, \sigma] \). We note that \( I^\text{big}_E(t, \tau, \sigma, -z) \) interpreted in the former manner lies in the Lagrangian cone \( L_E \). This follows immediately from the next lemma due to Coates and Givental.
Lemma 4.1 ([9]; see also [7] in the proof of Theorem 4.6]). Let \( Y \) be a smooth projective variety, \( I(\tau_1, \ldots, \tau_n, z) \) be a family of elements lying in the Lagrangian cone \( \mathcal{L}_Y \) of \( Y \), and \( \Phi(x, z) \) be any formal power series in \( z \) with coefficients polynomials in \( x_1, \ldots, x_n \). Then the family
\[
\widetilde{I}(v, \tau, z) = \exp \left( v \Phi(z \partial_\tau, z)/z \right) I(\tau, z)
\]
also lies in \( \mathcal{L}_Y \).

We have an equation for \( I^\text{big}_E(t, \tau, \sigma, z) \) similar to Theorem 3.11.

**Proposition 4.2.**
\[
\alpha^* I^\text{big}_E(t, \tau, \sigma, z) \Gamma_\alpha(\lambda, z) = \Delta(\sigma) \hat{\Gamma}_\alpha(qe^t, \lambda + z\partial_\lambda, z) J_B(Q_\alpha, \tau_\alpha, z)
\]
in the space \( \text{Ex}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R_\lambda(\{z\})[q, Q, t, \tau, \sigma] \).

**Proof.** Apply the differential operator \( \Delta(\sigma) \) to the equation in Theorem 3.11. Note that \( \hat{\Gamma}_\alpha(\lambda, z) \) is independent of \( t \) and \( \tau \), hence commutes with \( \Delta(\sigma) \). \( \square \)

4.2. **Formal Decomposition.** In this subsection, we construct a formal decomposition of the quantum connection \( \nabla^E \) of the total space \( E \).

In order to distinguish parameters appearing in each connection, we will use the parameters \( t, \tau, \sigma \) for the connection obtained by \( I^\text{big}_E \), and the parameter \( \hat{\sigma} \) for the quantum connection \( \nabla^E \). These parameters are related by some mirror transformation.

Define the matrix \( L_I(t, \tau, \sigma, z) \) to be
\[
L_I(t, \tau, \sigma, z) e_{i,j} := \begin{cases} 
\frac{\partial}{\partial t} I^\text{big}_E(t, \tau, \sigma, z) & 1 \leq i \leq k, j = 0 \\
\frac{\partial}{\partial \tau} I^\text{big}_E(t, \tau, \sigma, z) & i = 0, 0 \leq j \leq s \\
\frac{\partial}{\partial \sigma} I^\text{big}_E(t, \tau, \sigma, z) & \text{otherwise}
\end{cases}
\]

As in the case of \( I^\text{big}_E \), the matrix \( L_I \) can be interpreted as an element of the rings
\[
\text{End}_{\mathbb{C}[\lambda]}(H^*(E))(\{z^{-1}\})[q, Q, t, \tau, \sigma] \quad \text{or} \quad \text{End}_{\mathbb{C}[\lambda]}(H^*(E)_{\text{loc}})((z))[q, Q, t, \tau, \sigma].
\]
Similarly, the matrix \( e^{(-t-\tau)/z} L_I \) can be interpreted as an element of the rings
\[
\text{End}_{\mathbb{C}[\lambda]}(H^*(E))(\{z^{-1}\})[y] \quad \text{or} \quad \text{End}_{\mathbb{C}[\lambda]}(H^*(E)_{\text{loc}})((z))[y].
\]

**Proposition 4.3.** There exists a unique factorization of the form
\[
L_I(t, \tau, \sigma, z) = L_E(\hat{\sigma}, z) \hat{R}(\lambda, y, z)
\]
where
\[
\hat{\sigma}(\lambda, t, \tau, \sigma) \in H^*_T(E)[y], \quad \hat{\sigma}|_{(q, Q)=0} = \sigma,
\]
\[
\hat{R}(\lambda, y, z) \in \text{End}_{\mathbb{C}[\lambda]}(H^*_T(E))[y], \quad \hat{R}(\lambda, y, z)|_{(q, Q)=0} = \text{Id}.
\]

**Proof.** Performing the Birkhoff factorization of \( L_I(t, \tau, \sigma, z) \) in the \((q, Q)\)-adic topology, we have a unique decomposition of the form
\[
L_I(t, \tau, \sigma, z) = L_- (t, \tau, \sigma, z) \hat{R}(\lambda, y, z)
\]
where \( L_- (t, \tau, \sigma, z) \in \text{End}_{\mathbb{C}[\lambda]}(H^*_T(E))[q, Q, t, \tau, \sigma, z^{-1}] \) with \( L_- |_{z^{-1}=0} = \text{Id} \), and \( \hat{R}(\lambda, y, z) \) is a matrix satisfying the desired condition. As \( I^\text{big}_E(t, \tau, \sigma, z) \) lies in the Lagrangian cone \( \mathcal{L}_E \) of
elements by \( \alpha \) connection matrices in Section 5 and Section 6. Fix a total order on the set \( \set{\alpha} \). By Proposition 4.3, \( \hat{\alpha} \) is obtained as the coefficient of the \( z^{-1} \)-term of \( \lambda, z \) coordinate change is compatible with the Euler vector fields and the matrix \( \hat{R} \) is also homogeneous.

**Proposition 4.4.** (1) The map \( \hat{\alpha} \) is homogeneous:

\[
\hat{\alpha} \mathcal{E}^E = \hat{\mathfrak{c}}^E(q, t, \tau, \sigma, z) \equiv \sum_{i,j} \left( 1 - \frac{1}{2} \deg e_{i,j} \right) \hat{\alpha}_{i,j} \frac{\partial}{\partial \hat{\alpha}_{i,j}} + \sum_{j=1}^{N} \lambda_j \frac{\partial}{\partial \lambda_j}
\]

where \( \hat{\mathfrak{c}}^E \) is the vector field satisfying \( \hat{\mathfrak{c}}^E \hat{\alpha} = c^E_1(E) \) and \( \hat{\mathfrak{c}}^E \lambda_j = 0 \).

(2) The matrix \( \hat{R} \) is homogeneous of degree zero with respect to \( \mathrm{Gr}^E \):

\[
\mathrm{Gr}^E \circ \hat{R} = \hat{R} \circ \mathrm{Gr}^E.
\]

The matrix \( L_I \) defines the connection \( \nabla^I \) by

\[
\nabla^I = d + z^{-1} A^I, \quad A^I(q, t, \tau, \sigma, z) = zL_I(q, t, \tau, \sigma, z)^{-1}dL_I(q, t, \tau, \sigma, z).
\]

Then, the matrix \( \hat{R} \) gives a formal gauge transformation between \( \nabla^E \) and \( \nabla^I \). We shall write the connection matrix of \( A^I \) as

\[
A^I = \sum_{i=1}^{k} A^I_{i}(0) dt_i + \sum_{j=0}^{s} A^I_{(i,j)} d\tau_j + \sum_{(i,j) \in S} A^I_{(i,j)} d\sigma_{i,j}.
\]

**Proposition 4.5.** All entries of the connection matrix \( A^I_{(i,j)} \) belong to the ring \( \mathbb{C}[\lambda, z][y] \).

**Proof.** By Proposition 4.3, \( A^I \) can be written as

\[
A^I = R^{-1} A^E R + zR^{-1} dR.
\]

Since \( A^E_{(i,j)} \in \mathrm{End}_{\mathbb{C}[\lambda]}(H^2_I(E))[y] \) and \( \hat{R} \), \( \hat{R}^{-1} \in \mathrm{End}_{\mathbb{C}[\lambda]}(H^2_I(E))[z][y] \), entries of \( A^I_{(i,j)} \) are elements of \( \mathbb{C}[\lambda, z][y] \). \( \square \)

We will relate \( L_I \) and \( L_B^{\oplus |F|} \) as mentioned at the beginning of this section. For this purpose, we introduce a new matrix \( M \). This also plays an important role in giving estimates of connection matrices in Section 5 and Section 6. Fix a total order on the set \( F \), and denote its elements by \( \alpha_0, \ldots, \alpha_l \). Let \( M \) be the block matrix:

\[
M = \begin{pmatrix}
M_{\alpha_0,0} & \cdots & M_{\alpha_0,l} \\
\vdots & \ddots & \vdots \\
M_{\alpha_l,0} & \cdots & M_{\alpha_l,l}
\end{pmatrix} = \begin{pmatrix}
- & M_{\alpha_0} & - \\
& \vdots & \\
- & M_{\alpha_l} & -
\end{pmatrix}
\]

where \( M_{\alpha,i} : H^*(B) \to \mathrm{Exc}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R(\lambda, z)[g, Q, t, \tau, \sigma] \) is given by

\[
M_{\alpha,i} = T_i \left( z \frac{\partial}{\partial t} \right) \Delta(\sigma) \hat{\mathfrak{c}}_{\lambda}(q e^t, \lambda + z \partial_\Lambda, z) L_B(Q, \tau_\alpha, z).
\]
We regard $M = (M_\alpha)_{\alpha \in F}$ as the matrix representing the following $H^*_T(pt)$-linear morphism:

$$M: H^*_T(E) \to \bigoplus_{\alpha \in F} \text{Exc}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau, \sigma]$$

$$e_{i,j} \mapsto (M_\alpha e_{i,j})_{\alpha \in F}$$

$$M_\alpha: H^*_T(E) \to \text{Exc}_\alpha(\lambda + \Lambda, z) \cdot H^*(B) \otimes R_\lambda(\langle z \rangle)[q, Q, t, \tau, \sigma]$$

$$e_{i,j} \mapsto M_{\alpha,i} \phi_j$$

From Proposition 4.2, we have

$$M = \Gamma \Xi \Lambda$$

where $\Xi$ is the isomorphism introduced in Proposition 3.4, and $\Gamma$ is the block matrix:

$$\Gamma = \begin{pmatrix} \hat{\Gamma}_{\alpha_0} & O \\ & \ddots & \ddots \\ O & \hat{\Gamma}_{\alpha_l} \end{pmatrix}.$$ 

Note that $M$ determines the same connection as $L_I$ does, that is,

$$A^I = zM^{-1}dM.$$

The following proposition follows from the argument similar to Proposition 4.3 along with the computation in Remark 3.12.

**Proposition 4.6.** There exists a unique factorization of the form

$$\Delta(\sigma)\hat{\mathcal{J}}_\alpha(qe^t, \lambda + z\partial_\Lambda, z)J_B(Q, \tau, z) = L_B(Q, \tau, z)R^*_\alpha(\lambda, y, z)$$

where

$$\tau^*_\alpha = \left[ \tau_\alpha + \sum_{j \notin \alpha} (\alpha^*u_j - \alpha^*U_j \log \alpha^*u_j) \right] \in H^*(B) \otimes R_\lambda[y],$$

$$\tau^*_\alpha|_{(q, Q)=0} = \alpha^*\sigma + \sum_{j \notin \alpha} (\alpha^*u_j - \alpha^*U_j \log \alpha^*u_j),$$

$$R^*_\alpha(\lambda, y, z) \in \left( \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^*u_j}} \right) \cdot \text{End}(H^*(B)) \otimes R_\lambda[y, z],$$

$$R^*_\alpha(\lambda, y, z)|_{(q, Q)=0} = \left( \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^*u_j}} \right) \cdot \text{Id}.$$ 

**Proof.** From Remark 3.12 and Lemma 4.1, we can see that the family

$$\left[ \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^*u_j}} e^{(\alpha^*u_j - \alpha^*U_j \log \alpha^*u_j)/z} \right]^{-1} \Delta(\sigma)\hat{\mathcal{J}}_\alpha(qe^t, \lambda + z\partial_\Lambda, z)J_B(Q, \tau, z) \bigg|_{Q^D \to (\alpha^*u_j)^{\alpha^*U_j(D)Q^D}}$$

lies in the Lagrangian cone $L_B$. The argument similar to Proposition 4.3 gives the desired factorization.

As in the case of $\hat{\sigma}$ and $\hat{\mathbf{R}}$, we have homogeneity results for them.
Proposition 4.7.  1) The morphism $\tau^*_\alpha$ is homogeneous:

$$\tau^*_\alpha \mathcal{E}^E = \partial c_1(B) + \sum_j \left(1 - \frac{1}{2} \deg \phi_j \right) \tau^*_\alpha \frac{\partial}{\partial \tau^*_j} + \sum_{j=1}^N \lambda_j \frac{\partial}{\partial \lambda_j}$$

where $\partial c_1(B)$ is the vector field satisfying $\partial c_1(B) \tau^*_\alpha = c_1(B)$ and $\partial c_1(B) \lambda_j = 0$.

2) The matrix $R^*_\alpha$ is homogeneous with respect to $(\tau^*_\alpha)^* \text{Gr}^B$:

$$(\tau^*_\alpha)^* \text{Gr}^B \circ R^*_\alpha = R^*_\alpha \circ \left((\tau^*_\alpha)^* \text{Gr}^B + \frac{1}{2} \dim B - \frac{1}{2} \dim E\right).$$

Proof. Since $\deg^E((\alpha^* u_j) - \alpha^* U_j(D)) Q^D e(\tau_\alpha, D)) = \deg^B(Q^D e(\tau_\alpha, D))$, the matrix

$$e^{-\tau_\alpha/z} \left[ \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^* u_j}} e^{(\alpha^* u_j - \alpha^* U_j) \log \alpha^* u_j}/z \right]^{-1} \Delta(\sigma) \mathcal{L}_\alpha(qe^t, \lambda + z \partial \Lambda, z) \mathcal{L}_B(Q_\alpha, \tau_\alpha, z)$$

is homogeneous of degree zero with respect to the grading $\mathcal{E}^E + z \frac{\partial}{\partial z} + \text{Gr}^B$, and hence the matrices obtained by the Birkhoff decomposition are also homogeneous of degree zero. Therefore, we only need to calculate $\mathcal{E}^E(\tau^\text{exc}_\alpha)$ where $\tau^\text{exc}_\alpha$ is the exceptional part of $\tau^*_\alpha$:

$$\tau^\text{exc}_\alpha := \sum_{j=0}^r \tau_j \phi_j + \alpha^* t + \sum_{j \notin \alpha} (\alpha^* u_j - \alpha^* U_j) \log \alpha^* u_j).$$

Since $c_1^T(E) = c_1(B) + \sum_{j=1}^N U_j$, we have

$$\mathcal{E}^E(\tau^\text{exc}_\alpha) = \tau_0 + c_1(B) + \sum_{i=1}^k p_i \tau_i + \sum_{j \notin \alpha} (\alpha^* u_j - \alpha^* U_j) \log \alpha^* u_j)$$

and hence

$$\mathcal{E}^E(\tau^\text{exc}_{\alpha,0}) = \tau^\text{exc}_{\alpha,0}, \quad \sum_{j=1}^r \mathcal{E}^E(\tau^\text{exc}_{\alpha,j}) \phi_j = c_1(B).$$

Proposition 4.8.  The Birkhoff factorization of the matrix $M$ is of the form:

$$M = \begin{pmatrix}
L_B(Q_{\alpha_0}, \tau^*_{\alpha_0}, z) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & L_B(Q_{\alpha_1}, \tau^*_{\alpha_1}, z)
\end{pmatrix} R^*$$

Proof. From Proposition 4.6, we have a factorization of $M_{\alpha,0}$:

$$M_{\alpha,0}(t, \tau, \sigma, z) = L_B(Q_{\alpha}, \tau^*_{\alpha}, z) R^*.$$

Since $L_B$ is a fundamental solution for the connection $\nabla^B = d + z^{-1} A_B$, we have

$$z \frac{\partial}{\partial t_m} \circ L_B(Q_{\alpha}, \tau^*_{\alpha}, z) = L_B(Q_{\alpha}, \tau^*_{\alpha}, z) \circ \left(z \frac{\partial}{\partial t_m} + \sum_{0 \leq n \leq s} \frac{\partial \tau_{\alpha,n}^*}{\partial t_m} (A_B)_n(\tau^*_\alpha) \right)$$
Hence $M_{\alpha,j}$ is decomposed as

$$M_{\alpha,j}(t, \tau, \sigma, z) = T_j \left( z \frac{\partial}{\partial t} \right) M_{\alpha,0}(t, \tau, \sigma, z)$$

$$= T_j \left( z \frac{\partial}{\partial t} \right) L_B(Q_\alpha, \tau_\alpha^*, z) R^*_\alpha$$

$$= L_B(Q_\alpha, \tau_\alpha^*, z) T_j \left( z \frac{\partial}{\partial t} + \sum_{0 \leq n \leq s} \frac{\partial \tau_\alpha^*, n(\hat{A}_B)_n(\tau_\alpha^*)}{\partial t} \right) R^*_\alpha.$$

Let $R^*$ be

$$(14) \quad R^* = \left( \begin{array}{ccc} R^*_{0,0} & \cdots & R^*_{0,l} \\ \vdots & \ddots & \vdots \\ R^*_{l,0} & \cdots & R^*_{l,l} \end{array} \right), \quad R^*_{i,j} := T_j \left( z \frac{\partial}{\partial t} + \sum_{0 \leq n \leq s} \frac{\partial \tau_\alpha^*, n(\hat{A}_B)_n(\tau_\alpha^*)}{\partial t} \right) R^*_\alpha.$$

We then obtain the desired formula. □

In summary, the relations among the matrices and the connections appearing in this subsection are as shown in the following diagram:

$$L_E(\hat{\delta}, z) \quad L_I(t, \tau, \sigma, z) \quad M(t, \tau, \sigma, z) \quad \bigoplus_{\alpha \in F} L_B(Q_\alpha, \tau_\alpha^*, z)$$

$$\nabla E \quad \hat{R} \quad \nabla I \quad \nabla I \quad R^* \quad (\nabla^B)^{\otimes l}$$

We define the compositions of these transformations:

$$(15) \quad \hat{\tau}_\alpha := \tau_\alpha^* \circ \hat{\sigma}^{-1}, \quad \hat{R} := R^* \circ \hat{R}^{-1}$$

Combining Proposition 4.3, Proposition 4.6 and Proposition 4.8 we obtain their asymptotics:

$$\hat{\tau}_\alpha - \left[ \alpha^* \hat{\tau} + \sum_{j \notin \alpha} (\alpha^* u_j - \alpha^* U_j \log \alpha^* u_j) \right] \in H^*(B) \otimes R_\lambda[\hat{y}],$$

$$\hat{\tau}_\alpha|_{(q, Q) = 0} = \alpha^* \hat{\sigma} + \sum_{j \notin \alpha} (\alpha^* u_j - \alpha^* U_j \log \alpha^* u_j),$$

$$\hat{R}(\lambda, y, z) \in \bigoplus_{\alpha \in F} \left( \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^* u_j}} \right) \cdot \text{End}_{C[\lambda]}(H^*_T(E), H^*_T(B)) \otimes_{C[\lambda]} R_\lambda[y, z],$$

$$\hat{\hat{R}}(\lambda, y, 0)|_{(q, Q) = 0}(e) = \left( \prod_{j \notin \alpha} \frac{1}{\sqrt{\alpha^* u_j}} \cdot \alpha^* e \right)_{\alpha \in F} \quad e \in H^*_T(E).$$
We write the Euler vector fields for $\text{Spec}(H^*_T(pt)[\hat{y}])$ and $\text{Spec}(H^*_T(pt)[\bar{x}_\alpha])$

\[
\hat{\mathcal{E}}^E := \hat{\partial}_{c_1(E)} + \sum_{i,j} \left(1 - \frac{1}{2} \deg e_{i,j}\right) \hat{\sigma}_{i,j} \frac{\partial}{\partial \hat{\sigma}_{i,j}} + \sum_{j=1}^N \lambda_j \frac{\partial}{\partial \lambda_j},
\]

\[
\hat{\mathcal{E}}^B := \hat{\partial}_{c_1(B)} + \sum_{j} \left(1 - \frac{1}{2} \deg \phi_j\right) \hat{\tau}_{\alpha,j} \frac{\partial}{\partial \hat{\tau}_{\alpha,j}} + \sum_{j=1}^N \lambda_j \frac{\partial}{\partial \lambda_j},
\]

where $\hat{\partial}_{c_1(B)}$ is the vector field satisfying $\hat{\partial}_{c_1(B)} \hat{\tau}_{\alpha} = c_1(B)$ and $\hat{\partial}_{c_1(B)} \lambda_j = 0$. From Proposition 4.4 and Proposition 4.7, we can see that $\hat{\tau}_{\alpha}$ and $\hat{\mathbf{R}}$ are homogeneous.

**Proposition 4.9.** (1) The morphism $\hat{\tau}_{\alpha}$ is homogeneous:

$$
\hat{\tau}_{\alpha}^* \hat{\mathcal{E}}^E = \hat{\mathcal{E}}^B.
$$

(2) The matrix $\hat{\mathbf{R}}$ is homogeneous:

$$
\hat{\mathbf{R}} \circ \text{Gr}^E = \bigoplus_{\alpha \in F} \hat{\tau}_\alpha^* \text{Gr}^B \circ \hat{\mathbf{R}}.
$$

We also have the following formal decomposition of QDM$_T(E)$.

**Theorem 4.10.** The matrix $\hat{\mathbf{R}}$ gives the following isomorphism of quantum D-modules which is compatible with pairing and grading:

$$
\hat{\mathbf{R}}: \text{QDM}_T(E) \cong \bigoplus_{\alpha \in F} \hat{\tau}_\alpha^* \text{QDM}(B).
$$

**Proof.** It is enough to check that $\hat{\mathbf{R}}$ preserves the pairings. More precisely, we will check that

$$
\langle \omega_1(-z), \omega_2(z) \rangle^E = \sum_{\alpha \in F} \langle \text{R}_\alpha(-z) \omega_1(-z), \text{R}_\alpha(z) \omega_2(z) \rangle^B
$$

for $\omega_1, \omega_2 \in H^*_T(E)_{\text{loc}}[\hat{y}]$. For $\eta_1 = (\eta_1^\alpha)_{\alpha \in F}, \eta_2 = (\eta_2^\alpha)_{\alpha \in F} \in \bigoplus_{\alpha \in F} H^*(B)$, we have

$$
\langle \Xi^{-1} \Gamma(-z)^{-1} \eta_1, \Xi^{-1} \Gamma(z)^{-1} \eta_2 \rangle^E = \sum_{\alpha \in F} \left(\alpha_\ast \left(\frac{\hat{\Gamma}_\alpha(-z)^{-1} \eta_1^\alpha}{e_T(N^\alpha)}\right) \right) \left(\alpha_\ast \left(\frac{\hat{\Gamma}_\alpha(z)^{-1} \eta_2^\alpha}{e_T(N^\alpha)}\right) \right)^E
$$

$$
= \sum_{\alpha \in F} \int_{E} \alpha_\ast (\eta_1^\alpha \cup \eta_2^\alpha)
$$

$$
= \sum_{\alpha \in F} \langle \eta_1^\alpha, \eta_2^\alpha \rangle^B.
$$

Here we used $(\hat{\Gamma}_\alpha(-z) \hat{\Gamma}_\alpha(z))^{-1} = e_T(N^\alpha)$ and the projection formula:

$$
\alpha_\ast \omega_1 \cup \alpha_\ast \omega_2 = \alpha_\ast (\omega_1 \cup \alpha^* \alpha_\ast \omega_2) = \alpha_\ast (\omega_1 \cup \omega_2 \cup e_T(N^\alpha)).
$$
Hence, from Proposition 2.2
\[ \langle \omega_1(-z), \omega_2(z) \rangle^E = (L_E(\hat{\sigma}, -z)\omega_1(-z), L_E(\hat{\sigma}, z)\omega_1(z))^E \]
\[ = \sum_{\alpha \in F} \langle L_B(Q_\alpha, \bar{\tau}_\alpha, -z)\tilde{R}_\alpha(-z)\omega_1(-z), L_B(Q_\alpha, \bar{\tau}_\alpha, z)\tilde{R}_\alpha(z)\omega_2(z) \rangle^B \]
\[ = \sum_{\alpha \in F} \langle \tilde{R}_\alpha(-z)\omega_1(-z), \tilde{R}_\alpha(z)\omega_2(z) \rangle^B. \]

\[ \square \]

Under the assumption that the big quantum cohomology \( QH^*(B) \) is analytic, we will prove the analyticity of \( \hat{\sigma} \) and \( \tilde{R} \) in Section 5 and that of \( \tau^* \) and \( R^* \) in Section 6.

5. Convergence of \( \tilde{R} \)

Henceforth we assume that the big quantum cohomology \( QH^*(B) \) of the base \( B \) converges. Under this assumption, we will prove that the map \( \hat{\sigma}(q, Q, \lambda, t, \tau, \sigma) \) and the gauge transformation \( \tilde{R}(\lambda, y, z) \), defined only formally in section 4.2, are in fact analytic. The key ingredient is the gauge fixing theorem, which says that a logarithmic flat connection with nilpotent residue can be transformed to a \( z \)-independent form by a unique gauge transformation with good estimate if its connection matrix satisfies good estimate. Our plan is as follows. We first estimate the matrix \( M \) by explicit calculation, and then estimate the matrix \( A^l \). Finally, we apply the gauge fixing theorem to \( A^l \) and prove the analyticity of \( \hat{\sigma} \) and \( \tilde{R} \).

5.1. Gauge Fixing. Denote by \( \mathcal{O}_{C^N} \) the analytic structure sheaf of the complex manifold \( C^N \).

For any multi index \( m = (m_1, \ldots, m_a) \in \mathbb{Z}_{\geq 0}^a \), we define \( |m| := \sum_{i=1}^a m_i \).

**Definition 5.1** (Compare [18, Section 4], [8, Definition 7.1]). Let \( U \) be an open subset of \( C^N \). Define \( \mathcal{O}_{\lambda,y,z}^0(U) \) to be the subspace of the ring \( \mathcal{O}_{C^N}(U)(z)[[y]] \) consisting of series \( \sum_{m,n} a_{m,n}(\lambda) y^m z^n \) such that there exist a positive continuous function \( C: U \to \mathbb{R} \) and a positive constant \( C' \) satisfying

1. \( a_{m,n}(\lambda) = 0 \) for \( n < -C'(|m| + 1) \) and,
2. the following estimate:

\[ |a_{m,n}(\lambda)| \leq C(\lambda)^{|m|+|n|+1} \begin{cases} n! & n \geq 0 \\ 1/(-n)! & n < 0 \end{cases} \]

for any \( \lambda \in U \).

Similarly, define \( \mathcal{O}_{\lambda,y,z}^1(U) \) to be the subspace of the ring \( \mathcal{O}_{C^N}(U)[[y,z]] \) consisting of series \( \sum_{m,n} a_{m,n}(\lambda) y^m z^n \) such that there exists a continuous function \( C: U \to \mathbb{R} \) satisfying the estimate

\[ |a_{m,n}(\lambda)| \leq C(\lambda)^{|m|+n+1}|m|^n \]

for any \( \lambda \in U \). Here we define \( |m|^n = 1 \) if \( |m| = n = 0 \).
Remark 5.2. (1) Take $a \in O_{\lambda}^{y,z,z^{-1}}(U)$ and consider a constant $C'$ and a function $C : U \to \mathbb{R}$ which satisfies the condition for $a$ in Definition 5.1. It is clear that we can assume that $C' \geq 1$ and $C(\lambda) \geq 1$ for $\lambda \in U$. When $C(\lambda) \geq 1$, it follows that

$$C(\lambda)^n \leq C(\lambda)^m$$

if $n \leq m$. Since we will use this kind of inequality many times, we often assume that positive constants or continuous functions are not less than one to avoid any confusion.

(2) In order to avoid complicated notation, we use the following notation as the extension of the factorial; for $n \in \mathbb{Z}$, we define

$$n! = \begin{cases} n! & n \geq 0, \\ 1/(-n)! & n < 0. \end{cases}$$

This is not a standard notation, but it is useful in some situations. For instance, it follows that, for any $n, m \in \mathbb{Z}$,

$$n!m! \leq 2^{\lvert n \rvert + \lvert m \rvert}(n + m)!.$$  

Lemma 5.3. Let $U$ be an open subset of $\mathbb{C}_N^\lambda$. Then the spaces $O_{\lambda}^{y,z,z^{-1}}(U)$ and $O_{\lambda}^{y,z}(U)$ are both rings.

Proof. Take two elements $a = \sum_{m,n} a_{m,n}(\lambda) y^m z^n$ and $b = \sum_{m,n} b_{m,n}(\lambda) y^m z^n$ in $O_{\lambda}^{y,z,z^{-1}}(U)$. Let $C : U \to [1, +\infty)$ and $C' \geq 1$ be a continuous function and a positive constant respectively that satisfy the condition $(1)$ and $(2)$ in Definition 5.1 for $a$ and $b$ simultaneously. We have

$$ab = \sum_{m,n} c_{m,n}(\lambda) y^m z^n, \quad c_{m,n} = \sum_{m_1,m_2,m_1+m_2=m} \sum_{n_1,n_2,n_1+n_2=n} a_{m_1,n_1}(\lambda)b_{m_2,n_2}(\lambda)$$

and $\lvert c_{m,n}(\lambda) \rvert$ can be estimated as follows:

$$\lvert c_{m,n}(\lambda) \rvert \leq C(\lambda)^{|m|+|n|+2} \sum_{m_1,m_2,n_1,n_2} n_1!n_2!$$

$$\leq C(\lambda)^{|m|+|n|+2} \cdot 2^{|m|} (n + C'|m| + 2C') \cdot 2^{|n|}.$$  

Hence $ab$ belongs to $O_{\lambda}^{y,z,z^{-1}}(U)$, which shows that $O_{\lambda}^{y,z,z^{-1}}(U)$ is a ring.

The proof that $O_{\lambda}^{y,z}(U)$ is a ring is almost the same as above. \qed

Lemma 5.4 ([13] Lemma 4.5), [3] Lemma 7.6). Let $U$ be an open subset of $\mathbb{C}_N^\lambda$, and $a(\lambda, y, z) = \sum_{m,n} a_{m,n}(\lambda) y^m z^n$ be an element of $O_{\lambda}^{y,z}(U)$. If $a_{0,0}(\lambda) \in O_{C_N^\lambda}(U)$, then $a(\lambda, y, z)$ is invertible in $O_{\lambda}^{y,z}(U)$.

Proof. Let $a = \sum_{m,n} a_{m,n}(\lambda) y^m z^n$ be an element of $O_{\lambda}^{y,z}(U)$ with $a_{0,0}(\lambda) \in O_{\lambda}^{y,z}(U)$, and let $C(\lambda)$ be a continuous function on $U$ which is not less than one such that $\lvert a_{m,n}(\lambda) \rvert \leq C(\lambda)^{|m|+n+1} |m|^n$ for any $\lambda \in U$. Since $a_{0,0}(\lambda)$ is invertible, we can take its inverse $a^{-1}$ in the ring $O_{\lambda}^{y,z}(U)[y, z]$. We may assume $a_{0,0}(\lambda) = 1$. Then we have

$$a^{-1} = 1 + \sum_{m \neq 0,n} y^m z^n \sum_{l=1}^{|m|} (-1)^l \sum_{l,m,n} \prod_{i=1}^l a_{m_i,n_i}(\lambda)$$

and...
where the symbol $\sum_{i,m,n}'$ means the sum over all $m_1, \ldots, m_l$ and $n_1, \ldots, n_l$ such that $\sum_{i=1}^l m_i = m$ and $\sum_{i=1}^l n_i = n$. The coefficient of $y^m z^n$ can be estimated as

$$\left| \sum_{i=1}^l (-1)^l \sum_{l,m,n} \prod_{i=1}^l a_{m_i,n_i}(\lambda) \right| \leq \sum_{l=1}^m C(\lambda)^{|m|+n} \sum_{l,m,n} \prod_{i=1}^l |m_i|^{n_i} \leq C(\lambda)^{|m|+n} \sum_{l=1}^m \sum_{l,m,n}' 1.$$

It is easy to see that $\sum_{i=1}^m |m_i| \sum_{l,m,n}' 1 \leq C'|m|+n$ for some constant $C' \geq 1$. This implies that $a^{-1}$ belongs to $O^h_z(U)$. $\square$

We can now state the gauge fixing theorem.

**Theorem 5.5** (gauge fixing theorem, [18 Proposition 4.8], [8 Theorem 7.13]). Let $U$ be a neighborhood of $0 \in C^\infty$, and let $\nabla$ be a logarithmic flat connection of the form

$$\nabla = d + z^{-1} \sum_a A_a \frac{dy_a}{y_a}$$

such that $A_a(\lambda, y, z) \in \text{Mat}_n(O^h_z(U))$ is a square matrix of size $n$ with all entries in $O^h_z(U)$. Suppose that the residue matrices $A_a(0,0, z)$ are nilpotent. Then, after shrinking $U$ if necessary, there exists a unique gauge transformation $R(\lambda, y, z) \in \text{Mat}_n(O^h_z(U))$ with entries in $O^h_z(U)$ such that $R(\lambda, 0, z) = \text{Id}$ and $A'_a := R^{-1} z y_a \frac{\partial R}{\partial y_a} + R^{-1} A_a R$ is independent of $z$ for all $a$. In particular, $A'_a$ is convergent and analytic on $U \times V$ for some open neighborhood $V$ of $y = 0$.

**Remark 5.6.** Since this theorem is stated and proved in a general setting, it may be applicable to other situations as well. We will apply this to a connection over the $(x, \sigma)$-space instead of the $y$-space in Section 6.

5.2. **Estimate for $M$.** In this subsection, we estimate the matrix $M$. Recall that $M$ consists of the matrices

$$M_{\alpha,i} = T_i \left( z \frac{\partial}{\partial t} \right) \Delta(\sigma) \hat{T}_\alpha(q \epsilon^t, \lambda + z \partial\lambda, z) L_B(Q, \tau, \alpha, z),$$

whose entries are elements of $\text{Exc}_\alpha(\lambda + \Lambda, z) \cdot R_\lambda([z])[q, Q, t, \tau, \sigma]$. Here the exceptional term $\text{Exc}_\alpha(\lambda, z)$, defined in Remark 5.3, is

$$\text{Exc}_\alpha(\lambda, z) = \prod_{j \neq \alpha} \frac{1}{\alpha^* u_j} e^{(\alpha^* u_j - \alpha^* u_j \log \alpha^* u_j)/z}.$$ 

Define $\hat{M}_{\alpha,i}$ to be the matrix $(\text{Exc}_\alpha(\lambda + \Lambda, z) e^{\tau_\alpha/z})^{-1} \cdot M_{\alpha,i}$. It is easy to see that

$$\hat{M}_{\alpha,i} \in \text{End}(H^*(B)) \otimes O_{C^\infty}(D^c(([z]) [y])$$

where $D^c := C^\infty \setminus D$ and $D \subset C^\infty$ is the union of subspaces defined in Section 5.3. We will show that:

**Proposition 5.7.** All entries of $\hat{M}_{\alpha,i}$ belong to the ring $O^{h,z}_{\lambda,z}((D^c))$. 

First we decompose $L_B$ as:

$$L_B = e^{\tau/z} \sum_{m,n \geq 0} L_{m,n}^B x^m z^{-n}. $$

From the convergence assumption of $QH^*(B)$, we have an estimate for $L_{m,n}^B$.

**Lemma 5.8** ([IS Lemma 4.1]). There exist a constant $C_1 > 1$ such that

$$\|L_{m,n}^B\| \leq C_1^{[m]+n+1} \frac{1}{n!}. $$

Secondly, we estimate $\hat{I}_\alpha(q, \lambda, z)$. In Section [88], $\hat{I}_\alpha(q, \lambda, z)$ is defined as the asymptotic expansion of the oscillatory integral $I_\alpha(q, \lambda, z)$ divided by $(-2\pi z)^{(N-k)/2}$. Write

$$\hat{I}_\alpha(q, \lambda, z) = \text{Exc}_\alpha(\lambda, z)e^{F_\alpha(q, \lambda)/z} \sum_{n \geq 0} A_n^\alpha(q, \lambda)z^n. $$

Note that $F_\alpha(q, \lambda)$ and $A_n^\alpha(q, \lambda)$ are holomorphic functions on the domain $U \subset \hat{M}$, which is introduced in Proposition [88].

**Lemma 5.9** ([8 Lemma 7.10]). Let $f(\xi)$ and $g(\xi)$ be holomorphic functions on a domain $U \subset \mathbb{C}^m$, and $p \in U$ be a non-degenerate critical point of $f$. Let

$$f(p + \xi) = \sum_I a_I^f \xi^I, \quad g(p + \xi) = \sum_I a_I^g \xi^I $$

be the Taylor expansions of $f$ and $g$, and

$$\int e^{f(\xi)/z} g(\xi) d\xi_1 \cdots d\xi_n \sim (-2\pi z)^{n/2} e^{f(p)/z} \sum_{n \geq 0} a_n z^n $$

be the oscillatory integral and its formal expansion at $p$. Then, if $C'$ is the positive constant satisfying $\max(|a_I^f|, |a_I^g|) \leq (C')^{|I|+1}$, the coefficients $a_n$ satisfy the following estimate

$$|a_n| \leq C^{n+1} n! $$

for some positive constant $C$ depending continuously on $C'$.

**Lemma 5.10.** There exists a continuous function $C_2(q, \lambda)$ on $U$ such that

$$|A_n^\alpha(q, \lambda)| \leq C_2(q, \lambda)^{n+1} n! \quad \forall (q, \lambda) \in U. $$

Proof. Apply the $(q, \lambda)$-parametrized version of Lemma 5.9 to the oscillatory integral $I_\alpha(q, \lambda, z)$.

**Lemma 5.11.** Let $U$ be an open subset of $\mathbb{C}^N_\lambda$. The operators $z \frac{\partial}{\partial y_i}$ and $\Delta(\sigma)$ preserve the ring $O_{\lambda}^{y,z,z^{-1}}(U)$.

Proof. Take $a(\lambda, y, z) = \sum_{m,n} a_{m,n}(\lambda) y^m z^n \in O_{\lambda}^{y,z,z^{-1}}(U)$. Let $C: U \to [1, +\infty)$ be a continuous function satisfying $|a_{m,n}(\lambda)| \leq C(\lambda)^{|m|+n+1} n!$, and let $C' \geq 1$ be a constant such that $a_{m,n}(\lambda) = 0$ if $n < -C'(|m| + 1)$. It is easy to see that

$$z \frac{\partial}{\partial y_i} a(\lambda, y, z) = \sum_{m,n} a_{m,n-1}(\lambda) m_i y^m z^n $$
Proof of Proposition 5.7. We will show that $\exp(\sigma_{i,j} \partial / \partial t_j T_i(z \partial / \partial t)) \cdot a(\lambda, y, z) \in \mathcal{O}^{y,z} (U)$. This is sufficient since $\Delta(\sigma)$ is the product of exponentials of this form. Let $d = \deg T_i$ be the degree of the monomial $T_i$. We first assume that $j = 0$ or $j > r$. Then we have

$$\exp \left( \sigma_{i,j} \frac{\partial}{\partial t_j} T_i \left( z \frac{\partial}{\partial t} \right) \right) \sum_{m,n} a_{m,n}(\lambda) y^m z^n$$

$$= \sum_{m,n} \left[ \sum_{l \geq 0} \frac{1}{l!} \frac{(m_{0,j} + l)!}{m_{0,j}!} T_i(m_{0,0})^l a_{m + l e_{0,j} - l e_{i,j}, n - dl}(\lambda) \right] y^m z^n$$

The coefficient of $y^m z^n$ can be estimated as follows:

$$\left| \sum_{0 \leq l \leq d^{-1} (n+C'(|m|+1))} \frac{1}{l!} \frac{(m_{0,j} + l)!}{m_{0,j}!} T_i(m_{0,0})^l a_{m + l e_{0,j} - l e_{i,j}, n - dl}(\lambda) \right|$$

$$\leq 2m_{0,j}^{-1} + d^{-1} (n+C'(|m|+1)) \sum_{l \geq 0} \max_{l \geq 0} |m|^d |a_{m + l e_{0,j} - l e_{i,j}, n - dl}(\lambda)|$$

$$\leq 2m_{0,j}^{-1} + d^{-1} (n+C'(|m|+1)) \sum_{l \geq 0} |m|^d |a_{m + l e_{0,j} - l e_{i,j}, n - dl}(\lambda)|$$

for some continuous function $C''(\lambda) \geq 1$ on $U$. Here the last inequality follows from the following estimate:

$$|m|^d |a_{m + l e_{0,j} - l e_{i,j}, n - dl}(\lambda)| \leq C(\lambda) |m|^{n+1} d!(n - dl)!$$

$$\leq C''(\lambda) |m|^{n+1} n!$$

The case $1 \leq j \leq r$ can be shown in a similar way.

Proof of Proposition 5.7. We have

$$\hat{\mathcal{M}}_{a,i} = (\text{Exc}_a(\lambda + \Lambda, z) e^{\tau_0/z})^{-1} T_i \left( z \frac{\partial}{\partial t} \right) \Delta'(\sigma) \hat{\mathcal{M}}_{a,i}(\lambda + \Lambda, z) L_B(Q, \tau, z)$$

$$= T_i \left( z \frac{\partial}{\partial t} + P^a \right) \Delta'(\sigma) (\text{Exc}_a(\lambda + \Lambda, z) e^{\tau_0/z})^{-1} \hat{\mathcal{M}}_{a,i}(\lambda + \Lambda, z) L_B(Q, \tau, z)$$

$$= T_i \left( z \frac{\partial}{\partial t} + P^a \right) \Delta'(\sigma) \left[ (\text{Exc}_a(\lambda + \Lambda, z) e^{\tau_0/z})^{-1} \hat{\mathcal{M}}_{a,i}(\lambda + \Lambda, z) L_B(Q, \tau, z) \right]_{Q \rightarrow Q_{a,\tau} \rightarrow \tau_a}.$$
where \( m' \in \mathbb{Z}^r \cong H_2(B) \) is the degree of \( x^m z^{-n} \) in \( Q \). Therefore, \( N^\alpha \) is computed as

\[
N^\alpha = e^{-\tau/z} \frac{\text{Exc}_\alpha(\lambda + z\partial_\lambda, z)}{\text{Exc}_\alpha(\lambda + \Lambda, z)} e^{F^{\alpha}(q e^t, \lambda + z\partial_\lambda)/z} \left[ \sum_{a \geq 0} A^\alpha_a(q e^t, \lambda + z\partial_\lambda) z^a \right] e^{\tau/z} \sum_{m, n \geq 0} L^B_{m, n} x^m z^{-n}
\]

\[
= \sum_{m, n \geq 0} \frac{\text{Exc}_\alpha(\lambda + \Lambda + z\Lambda(m'), z)}{\text{Exc}_\alpha(\lambda + \Lambda, z)} e^{F^{\alpha}(q e^t, \lambda + \Lambda + z\Lambda(m'))/z} \left[ \sum_{a \geq 0} A^\alpha_a(q e^t, \lambda + \Lambda + z\Lambda(m')) z^a \right] L^B_{m, n} x^m z^{-n}
\]

\[
= \left( \sum_{a, d, n} \sum_{d+|n|+|m'|+n_E-n} A_{a, d, n} \cdot F_{d, n} (\lambda, m') \cdot E_n (\lambda, m') \cdot L^B_{m, n} \right) \bigg|_{\lambda \to \lambda + \Lambda}
\]

where we set

\[
A^\alpha_a(q, \lambda + z\Lambda(m')) = \sum_{d, n \geq 0} A_{a, d, n} (\lambda, m') q^d z^n,
\]

\[
e^{F^{\alpha}(q, \lambda + z\Lambda(m'))/z} = \sum_{d, n \geq 0} F_{d, n} (\lambda, m') q^d z^n,
\]

\[
\frac{\text{Exc}_\alpha(\lambda + z\Lambda(m'), z)}{\text{Exc}_\alpha(\lambda, z)} = \sum_{n \geq 0} E_n (\lambda, m') z^n.
\]

We claim that the coefficients satisfy the following estimates:

\[
\| A_{a, d, n} (\lambda + \Lambda, m') \| \leq C_3(\lambda)^{n + \sum |\lambda| + |\Lambda| + |m'| + n! (a + n)!},
\]

\[
\| F_{d, n} (\lambda + \Lambda, m') \| \leq C_3(\lambda)^{d + \sum |\lambda| + |m'| + n! (a + n)!},
\]

\[
\| E_n (\lambda + \Lambda, m') \| \leq C_3(\lambda)^{n + \sum |\lambda| + |m'| + n! (a + n)!},
\]

for some continuous function \( C_3(\lambda) : \mathcal{D}^r \to [1, +\infty) \). Note that it is sufficient to show the same estimates for \( |A_{a, d, n} (\lambda, m')|, |F_{d, n} (\lambda, m')|, |E_n (\lambda, m')| \) instead of \( \|A_{a, d, n} (\lambda + \Lambda, m')\|, \|F_{d, n} (\lambda + \Lambda, m')\|, \|E_n (\lambda + \Lambda, m')\| \) since \( \Lambda_j \in H^2(B) \) is nilpotent.

We first confirm the estimate for \( A_{a, d, n} (\lambda, m') \). From Lemma 5.10 along with the Cauchy integral formula, there exists a real continuous function \( C_4(\lambda) \geq 1 \) such that

\[
\left| \frac{\partial^d}{\partial^d \lambda} A^\alpha_a (0, \lambda) \right| \leq C_4(\lambda)^{n + \sum |\lambda| + |m'| + n!} a! d! n!.
\]

Taking the Taylor expansion for \( A^\alpha_a \), we have

\[
A^\alpha_a (q, \lambda + z\Lambda(m')) = \sum_{d \in \mathbb{N}^r, I, I' \in \mathbb{N}} \frac{\partial^d}{\partial^d \lambda} A^\alpha_a (0, \lambda) \cdot \frac{\partial^d}{\partial^d \lambda} \Lambda^{I'} I' \cdot z^{|I|} \sum_{|I| = n} \frac{\partial^d}{\partial^d \lambda} A^\alpha_a (0, \lambda) \cdot \frac{\Lambda^{I'} I'}{d! n!}.
\]
Let $C_5 \geq 1$ be a constant such that $\max_j |A_j(D)| \leq C_5 |D|$ for any $D \in \mathbb{E}(B)$. Then we have

$$|A_{d,n}(\lambda, m')| \leq 2^{N+n} \max_{I \in \mathbb{N}^{|I|=n}} \left| \frac{\partial_q \partial_{\lambda} A_d(0, \lambda)}{d! l!} \right| \cdot |A((m')^l)|$$

$$\leq 2^{N+n} \cdot C_4(\lambda)^{|d|+n+1} |m'|^n$$

This estimate along with the inequality $|m'|^n \leq e^{|m'|n!}$ shows (16).

Similarly, by choosing a larger $C_4(\lambda)$ if necessary, we have the following estimates for the coefficients of the expansion of $F^\alpha$:

$$F^\alpha(q, \lambda + zA(m')) = \sum_{d \neq 0, n \geq 0} F_{d,n}(\lambda, m') q^d z^n, \quad |F_{d,n}(\lambda, m')| \leq C(\lambda)^{|d|+n+1} |m'|^n.$$  \hspace{1cm} (19)

Here we used $F^\alpha(0, 0) = 0$. We decompose $e^{F^\alpha z}$ into three parts as

$$e^{F^\alpha(q, \lambda + zA(m'))/z} = \exp \left[ \sum_{d \neq 0, n \geq 0} F_{d,n}(\lambda, m') q^d z^{n-1} \right]$$

$$= \exp \left[ \sum_{d \neq 0} F_{d,0}(\lambda) q^d z^{-1} \right] \cdot \exp \left[ \sum_{d \neq 0} F_{d,1}(\lambda, m') q^d \right]$$

$$\cdot \exp \left[ \sum_{d \neq 0, n \geq 1} F_{d,n+1}(\lambda, m') q^d z^n \right]$$

The third exponential is expanded as

$$\exp \left[ \sum_{d \neq 0, n \geq 1} F_{d,1+n}(\lambda, m') q^d z^n \right] = \sum_{m \geq 0} \frac{1}{m!} \left[ \sum_{d \neq 0, n \geq 1} F_{d,1+n}(\lambda, m') q^d z^n \right]^m$$

$$= 1 + \sum_{d \neq 0, n \geq 1} q^d z^n \left[ \sum_{m=1}^{n} \frac{1}{m!} \sum_{d,n,m} F_{d,n+1}(\lambda, m') \prod_{i=1}^{m} F_{d_i,n_i+1}(\lambda, m') \right]$$

where the symbol $\sum_{d,n,m}$ means the sum over all $d_i, \ldots, d_m \in \mathbb{N}^k$ and $n_1, \ldots, n_m \in \mathbb{N}$ such that $n_1 \geq 1, \ldots, n_m \geq 1$, $\sum_{i=1}^{m} d_i = d$ and $\sum_{i=1}^{m} n_i = n$. We estimate the coefficient of $q^d z^n$ for $d \neq 0$ and $n \geq 1$ by using (19) as

$$\left| \sum_{m=1}^{n} \frac{1}{m!} \sum_{d,n,m} F_{d,n+1}(\lambda, m') \prod_{i=1}^{m} F_{d_i,n_i+1}(\lambda, m') \right| \leq 2^{|d|+(k+1)n} \sum_{m=1}^{n} \frac{1}{m!} C(\lambda)^{|d|+n+2m} |m'|^{n+m}$$

$$\leq 2^{|d|+(k+1)n} C(\lambda)^{|d|+3n} |m'|^n \sum_{m=1}^{n} \frac{|m'|^m}{m!}$$

$$\leq 2^{|d|+(k+1)n} C(\lambda)^{|d|+3n} |m'|^n e^{|m'|}$$

Hence the third exponential satisfies the estimate of the form (17). In the same way, we can show the same estimates for the remaining two exponentials, which shows the estimate (17).
Finally, we confirm (18). We decompose $\text{Exc}_\alpha(\lambda + z^\Lambda(m'), z)/\text{Exc}_\alpha(\lambda, z)$ into two parts:
\[
\frac{\text{Exc}_\alpha(\lambda + z^\Lambda(m'), z)}{\text{Exc}_\alpha(\lambda, z)} = \left[ \prod_{j \notin A} \frac{\alpha^* u_j - \alpha^* U_j(m')}{\alpha^* u_j} \right] \cdot e^{E'(\lambda, z^\Lambda(m'))/z}
\]
where
\[
E'(\lambda, z^\Lambda(m')) = \sum_{j \notin A} \left[ z \cdot \alpha^* U_j(m') - (\alpha^* u_j + z \cdot \alpha^* U_j(m')) \log \left( 1 + \frac{z \cdot \alpha^* U_j(m')}{\alpha^* u_j} \right) \right].
\]
The former part satisfies the estimate of the form (18). On the other hand, we have the following expansion of $E'(\lambda, z^\Lambda(m'))$ and estimate of its coefficients:
\[
z^{-1} E'(\lambda, z^\Lambda(m')) = \sum_{n \geq 1} E'_n(\lambda, m') z^n, \quad |E'_n(\lambda, m')| \leq C_4(\lambda)^{n+1} |m'|^n.
\]
As in the case of $\exp(\sum_{d \neq 0, n \geq 1} F_{d,n+1}(\lambda, m') q^d z^n)$, we can estimate this exponential and show (18).

Finally, we estimate $N^\alpha$. Expand $N^\alpha$ as $N^\alpha = \sum_{d,m,n} N^\alpha_{m,n}(\lambda)(q e^t)^d x^m z^n$. Then we have
\[
N^\alpha_{m,n} = \sum_{a \geq 0} \sum_{dA, dF, dA+dF = d} \sum_{n \geq 0} \sum_{n \geq 0} \sum_{n \geq 0} A_{a,dA,nA} \cdot F_{dA,nA} \cdot E_{nF} \cdot L^B_{m,a+nA+nF+nE-n}.
\]
Since $L^B_{m,n} = 0$ for $n > 0$, the effective summation range is a finite set with cardinality less than $C_6^{|d|+n+1}$ for some constant $C_6$. From the estimates (16) (17) (18), there exist real functions $C(\lambda), C'(\lambda)$ such that
\[
\|N^\alpha_{m,n}\| \leq C(\lambda)^{|d|+|m|+n+1}(a + nA)! \cdot nF! \cdot nE! \cdot (n - a - nA - nF - nE)!
\leq C'(\lambda)^{|d|+|m|+n+1}n!.
\]
This shows $N^\alpha \in O^{\psi; z^{-1}}(D^c)$.

5.3. Estimate for $A^I$. In this subsection, we will estimate the connection matrix $A^I$ of the connection $\nabla^I$. Recall that there are two ways to construct $A^I$, that is,
\[
A^I = z M^{-1} dL_I = z M^{-1} dM.
\]
Let $\langle \cdot, \cdot \rangle^E$ and $\langle \cdot, \cdot \rangle^B$ be the equivariant Poincaré pairings on the corresponding spaces. We define the pairing $\langle \cdot, \cdot \rangle$ by
\[
\langle \omega_1, \omega_2 \rangle := \langle L_I(-z) \omega_1, L_I(z) \omega_2 \rangle^E \quad \omega_1, \omega_2 \in H^*_T(E).
\]
As we will see below, this pairing does not contain negative powers of $z$ due to the Lagrangian property of the cone. Furthermore, this pairing satisfies certain estimates.

**Proposition 5.12.** (1) For any $\omega_1, \omega_2 \in H^*_T(E)$,
\[
\langle \omega_1, \omega_2 \rangle = \sum_{\alpha \in F} (M_\alpha(-z) \omega_1, M_\alpha(z) \omega_2)^B.
\]
(2) The pairing $\langle \cdot, \cdot \rangle$ is non-degenerate and takes values in the ring $O^{\psi; z}(\mathcal{V})$ for some open neighborhood $\mathcal{V}$ of $0 \in \mathbb{C}_\lambda$. 
Since \( \omega \) follows from (1) that
\[
\langle \mathbf{E}_1^{(z)} \rangle = \sum_{n \in \mathbb{Z}^*} \langle \mathbf{E}_1(n) \rangle,
\]
we see in the proof of Theorem 4.10 that, for \( \mathbb{L} \)
\[
\deg_m(a) = \sum_{n \in \mathbb{Z}^*} \langle \mathbf{L}_n \rangle = \sum_{n \in \mathbb{Z}^*} \langle \mathbf{L}_n \rangle_B.
\]
Hence,
\[
\langle \omega_1, \omega_2 \rangle = \langle \mathbf{E}_1^{(z)} \rangle = \sum_{n \in \mathbb{Z}^*} \langle \mathbf{E}_1(n) \rangle_B.
\]

In order to prove (2), we first show that \( \langle \omega_1, \omega_2 \rangle \) is contained in the rings \( \mathbb{C}[\mathbb{L}, \mathbb{Z}] [y] \) and \( \mathbb{O}^{y, z, x - 1}(\mathbb{D}^c) \). From Proposition 2.2 and Proposition 4.3, we have
\[
\langle \omega_1, \omega_2 \rangle = \langle \mathbf{E}_1^{(z)} \rangle = \sum_{n \in \mathbb{Z}^*} \langle \mathbf{E}_1(n) \rangle_B.
\]
Since \( \mathbf{E}_1 \in \text{End}(\mathbb{H}^*(\mathbb{E})) \otimes \mathbb{C}[\mathbb{L}, \mathbb{Z}] [y] \), \( \langle \omega_1, \omega_2 \rangle \) belongs to \( \mathbb{C}[\mathbb{L}, \mathbb{Z}] [y] \). On the other hand, it follows from (1) that
\[
\langle \omega_1, \omega_2 \rangle = \langle \mathbf{E}_1^{(z)} \rangle = \sum_{n \in \mathbb{Z}^*} \langle \mathbf{E}_1(n) \rangle_B.
\]
This calculation along with Proposition 5.7 shows \( \langle \omega_1, \omega_2 \rangle \in \mathbb{O}^{y, z, x - 1}(\mathbb{D}^c) \).
We may assume \( \omega_1, \omega_2 \in \mathbb{H}^*(\mathbb{E}) \) to be homogeneous elements. Let
\[
\langle \omega_1, \omega_2 \rangle = \sum_{m, n \geq 0} a_{m,n} \langle m \rangle y^{m} z^{n}.\]
Since \( \langle \omega_1, \omega_2 \rangle \in \mathbb{C}[\mathbb{L}, \mathbb{Z}] [y] \cap \mathbb{O}^{y, z, x - 1}(\mathbb{D}^c) \), the coefficients \( a_{m,n} \) are polynomials and satisfy
\[
|a_{m,n}(\lambda)| \leq C(\lambda)^{|m| + n + 1}! \quad \text{for } \lambda \in \mathbb{D}^c
\]
for some real positive continuous function \( C(\lambda) \geq 1 \) on \( \mathbb{D}^c \). Since the degree of \( \langle \omega_1, \omega_2 \rangle \) equals \( \deg \omega_1 + \deg \omega_2 - \dim E = C \), we have \( \deg a_{m,n}(\lambda) + \deg y^m + n = C \) for any \( m, n \) with \( a_{m,n}(\lambda) \neq 0 \). It follows from \( a_{m,n} \in \mathbb{C}[\lambda] \) that \( \deg a_{m,n}(\lambda) \geq 0 \) and hence \( n \leq C_1 - \deg y^m \leq |C_1| + C_2 |m| \) for some constant \( C_2 > 0 \). Combining these inequalities, we obtain
\[
|a_{m,n}(\lambda)| \leq C(\lambda)^{|m| + n + 1}!(|C_1| + C_2 |m|)^n \leq C'(\lambda)^{|m| + n + 1}|m|^n \quad \text{for } m \neq 0, \lambda \in \mathbb{D}^c
\]
for \( C'(\lambda) = (|C_1| + C_2) \cdot C(\lambda) \). We claim that \( a_{0,n}(\lambda) = 0 \) for \( n > 0 \). This implies that the above estimate holds for any \( m, n \) and that \( \langle \omega_1, \omega_2 \rangle \) is contained in \( \mathbb{O}^{y, z}(\mathbb{D}^c) \). Since \( L_1(z) \rangle_{q=0} = e^{(t+\tau)z}/z \cdot \mathbb{I}d \), it follows that
\[
\langle \omega_1, \omega_2 \rangle_{q=0} = \langle e^{-(t+\tau)z}/z \omega_1, e^{(t+\tau)z}/z \omega_2 \rangle^E = \langle \omega_1, \omega_2 \rangle^E.
\]
Therefore $\langle \omega_1, \omega_2 \rangle|_{y=0}$ is independent of $z$, that is, $a_{0,n} = 0$ for $n > 0$. Note that this equation along with Lemma 5.11 implies non-degeneracy of the pairing.

Finally, we show that $\langle \omega_1, \omega_2 \rangle \in O^{y,z}_\lambda(V)$ for some open neighborhood $V$ of $\lambda = 0$. Choose a compact set $K \subset D^c$ such that the polynomially convex hull $\overline{K^p}$ of $K$ in $\mathbb{C}_\lambda^N$ contains the origin in its interior, and take $V \subset \text{int}(\overline{K^p})$ to be a neighborhood of the origin. Then we have the following estimate

$$|a_{m,n}(\lambda)| \leq C'(\lambda)|m|^{n+1}|m|^n \quad \text{for} \quad \lambda \in V,$$

which implies $\langle \omega_1, \omega_2 \rangle \in O^{y,z}_\lambda(V)$.

We estimate the connection matrix $A^I$ by using this pairing. To simplify notation, let us introduce the following temporary notation; for $0 \leq i \leq l, 0 \leq j \leq s$,

$$\sigma_{i,j} = \begin{cases} t_i & 1 \leq i \leq k, j = 0, \\ \tau_j & i = 0, 0 \leq j \leq s, \\ \sigma_{i,j} & \text{otherwise.} \end{cases}$$

This notation will be used only in the rest of this section.

**Proposition 5.13.** There exists an open neighborhood $V \subset \mathbb{C}_\lambda^N$ of the origin such that all entries of $A^I_a$ belong to the ring $O^{y,z}_\lambda(V)$.

**Proof.** Let $V$ be the set introduced in the previous proposition. Write

$$\nabla^I_{\overline{a}b} e_b = z^{-1} \sum_c (A^I_a)_b^c (\lambda, y, z)e_c$$

Set $g_{ab} := \langle e_a, e_b \rangle \in O^{y,z}_\lambda(V)$. Since the pairing $\langle \cdot, \cdot \rangle$ is perfect, the matrix $(g_{ab})$ is invertible in $\text{Mat}((l+1)(s+1), O^{y,z}_\lambda(V))$. We denote the entries of $(g_{ab})^{-1}$ by $g^{cd} \in O^{y,z}_\lambda(V)$. Then $(A^I_a)_b^c$ can be written as

$$(A^I_a)_b^c = \langle e^c, A^I_a e_b \rangle = \sum_d g^{cd} \langle e_d, A^I_a e_b \rangle.$$ 

Therefore, it is sufficient to prove $\langle e_a, A^I_a e_c \rangle \in O^{y,z}_\lambda(V)$. Since $A^I = zL^{-1}dL_I = zM^{-1}dM$, $\langle e_a, A^I_a e_c \rangle$ coincides with

$$\left\langle L_I(-z)e_a, z\frac{\partial L_I}{\partial \sigma_b}(z)e_c \right\rangle^E = \sum_{\alpha \in F} \left\langle M_\alpha(-z)e_a, z\frac{\partial M_\alpha}{\partial \sigma_b}(z)e_c \right\rangle^B.$$ 

From Proposition 4.15 we can see that $\langle e_a, A_a^I e_c \rangle$ is contained in $C[\lambda, z][y]$. On the other hand, from the right-hand side, we find that $\langle e_a, A^I_a e_c \rangle$ is in $O^{y,z}_{\lambda,-1}(D^c)$. In the same way as the proof of Proposition 5.12 we obtain the result. \qed

Expand the map $\hat{\sigma}$ and the matrix $\hat{R}$ as follows.

$$\hat{\sigma} = \sum_a \hat{\sigma}_a(\lambda, t, \tau, \sigma)e_a, \quad \hat{R}(\lambda, y, z)e_a = \sum_b \hat{R}_a^b(\lambda, y, z)e_b.$$
Proposition 4.3 says that \( \hat{\sigma}_a(\lambda, t, \tau, \sigma) - \sigma_a \in \mathbb{C}[\lambda][[y]] \) and \( \hat{R}_a^b(\lambda, y, z) \in \mathbb{C}[\lambda, z][[y]] \). In order to apply the gauge fixing theorem (Theorem 5.5) to the connection \( \nabla^I \), we rewrite \( \nabla^I \) as follows:

\[
(20) \quad \nabla^I = d + z^{-1} \sum_a \tilde{A}_a^I(\lambda, y, z) \frac{dy_a}{y_a}, \quad \tilde{A}_a^I := \begin{cases} A_a^I & \text{if } e_a \in H_T^2(E) \\ y_a A_a^I & \text{if } e_a \notin H_T^2(E). \end{cases}
\]

We also introduce notation which is similar to (11):

\[
(\hat{y}_{i,j} | 0 \leq i \leq l, 0 \leq j \leq s), \quad \hat{y}_{i,j} = \begin{cases} q_i e^{\tilde{\sigma}_{i,0}} & 1 \leq i \leq k, j = 0, \\
Q_j e^{\tilde{\sigma}_{0,j}} & i = 0, 1 \leq j \leq r, \\
\tilde{\sigma}_{i,j} & \text{otherwise}. \end{cases}
\]

It is easy to see that \( \hat{y}_a \in \mathbb{C}[\lambda][[y]] \).

**Theorem 5.14.** (1) The coefficients \( \hat{\sigma}_a - \sigma_a \in \mathbb{C}[\lambda][[y]] \) are convergent and analytic in a neighborhood of \( \lambda = 0 \) and \( y = 0 \). In particular, the map \( (\lambda, y) \mapsto (\lambda, \hat{y}) \) is biholomorphic near \( (\lambda, y) = (0, 0) \).

(2) The coefficients \( \hat{R}_a^b(\lambda, y, z) \) lie in the ring \( \mathcal{O}_{\lambda}^{y,z}(V) \) for some open neighborhood \( V \) of \( 0 \in \mathbb{C}^N \). In particular, they are formal power series in \( z \) with coefficients in analytic functions of \( (\lambda, y) \) defined in a uniform neighborhood of \( \lambda = 0 \) and \( y = 0 \).

**Proof.** We first verify that the connection \( \nabla^I \) satisfies the assumption required by Theorem 5.3. Proposition 5.13 implies that \( \hat{A}_a^I(\lambda, y, z) \) is analytic in \( z \), hence we need only to confirm that \( \hat{A}_a^I(0,0,z) \) are nilpotent for any \( a \). From (20), we see that \( \hat{A}_a^I(0,0,z) = 0 \) if \( e_a \notin H_T^2(E) \). Since \( \hat{R} \) intertwines the connection \( \nabla^I \) with \( \hat{\sigma}^* \nabla^E \), it follows that

\[
(21) \quad \sum_b \frac{\partial \hat{\sigma}^b}{\partial \sigma^a} \cdot \hat{A}_b^I(\lambda, y) = \hat{R} \cdot \hat{A}_a^I(\lambda, y, z) \cdot \hat{R}^{-1} - z \frac{\partial \hat{R}}{\partial \sigma^a} \cdot \hat{R}^{-1}.
\]

From Proposition 4.3 we have \( \frac{\partial \hat{\sigma}^b}{\partial \sigma^a}|_{y=0} = \delta_{ab} \cdot \hat{y}_a|_{y=0} = 0 \) and \( \hat{R}(0,0,z) = \text{Id} \). Since \( A^E \) is the quantum connection of \( E \), \( A^E_a(0,0) \) is equal to \( e_a \cup \), the non-equivariant ordinary cup product. If \( e_a \in H_T^2(E) \), then \( \frac{\partial}{\partial \sigma^a} = y_a \frac{\partial}{\partial y_a} \) and hence \( \frac{\partial \hat{R}}{\partial \sigma^a}(0,0,z) = 0 \). Therefore, when \( e_a \in H_T^2(E) \) and \( \lambda = y = 0 \), the equation (21) becomes \( \hat{A}_a(0,0,z) = e_a \cup \), which implies that \( \hat{A}_a(0,0,z) \) is nilpotent since \( e_a \in H^2(E) \).

Consequently, we can apply the gauge fixing theorem to \( \nabla^I \). Then (2) follows immediately from the uniqueness of a gauge transformation. Sending \( 1 \in H_T^2(E) \) by (21), we have

\[
\frac{\partial \hat{\sigma}}{\partial \sigma^a} = (\hat{R} \cdot A_a^I \cdot \hat{R}^{-1})(1) + O(z).
\]

The left-hand side is independent of \( z \), and hence equals \( (\hat{R} \cdot A_a^I \cdot \hat{R}^{-1})(1)|_{z=0} \). On the other hand, since all entries of the matrices \( \hat{R}, A_a^I \) and \( \hat{R}^{-1} \) belong to \( \mathcal{O}_{\lambda}^{y,z}(V) \), it follows that \( (\hat{R} \cdot A_a^I \cdot \hat{R}^{-1})(1) \in \mathcal{O}_{\lambda}^{y,z}(V) \). Therefore, \( \frac{\partial \hat{\sigma}}{\partial \sigma^a} \) is analytic in \( (\lambda, y) \) for all \( a \) and \( b \), which shows (1).

\( \square \)

**Corollary 5.15.** The big equivariant quantum cohomology \( QH^*_T(E) \) has convergent structure constants.
Proof. By the discussion in the proof of Theorem 5.14, the equation (21) becomes
\[ \sum_b \frac{\partial \sigma_b}{\partial \sigma^a} \cdot \mathbf{A}^E_b(\lambda, \hat{y}) = (\hat{R} \cdot \mathbf{A}^I_a(\lambda, y, z) \cdot \hat{R}^{-1})|_{z=0}, \]
and this is analytic in a neighborhood of \((\lambda, y) = (0, 0)\). Since the matrix \((\frac{\partial \sigma_b}{\partial \sigma^a})\) is nonsingular near \((\lambda, y) = (0, 0)\), all entries of \(\mathbf{A}^E_b(\lambda, \hat{y})\), and therefore entries of \(\mathbf{A}^E_b(\lambda, y)\), are analytic in a neighborhood of \((\lambda, y) = (0, 0)\). \(\square\)

6. Convergence of \(\mathbf{R}^*\)

In this section, we will show the convergence of \(\tau^*_\alpha\) and \(\mathbf{R}^*\). Recall that \(\mathbf{R}^*\) is the block matrix (14). By the proof of Proposition 4.8, \(\mathbf{R}^*\) can be computed from \(\tau^*\) and \(\mathbf{R}^*_{\alpha,0}\), which appear in the Birkhoff factorization of the matrix \(\mathbf{M}_{\alpha,0}\) (13):
\[ \mathbf{M}_{\alpha,0}(q, Q, \lambda, \tau, \sigma, z) = L_B(Q_{\alpha}, \tau^*_\alpha)\mathbf{R}^*_{\alpha,0}(\lambda, y, z). \]

6.1. Definitions. We write
\[ \pi: \widehat{\mathcal{M}} \times \mathbb{C}^k \to \widehat{\mathcal{M}} \quad (q, \lambda, t) \mapsto (qe^t, \lambda), \]
and set \(\mathcal{O}'\) to be the sheaf on \(\widehat{\mathcal{M}}\) whose value on an open set \(U\) is \(\pi^*(\mathcal{O}_{\widehat{\mathcal{M}}}(U)) \subset \mathcal{O}_{\widehat{\mathcal{M}}\times\mathbb{C}^k}(\pi^{-1}U)\). We remark that, though \(\mathcal{O}'\) is isomorphic to \(\mathcal{O}_{\widehat{\mathcal{M}}}\) as sheaves, they are different in the sense that we view sections of \(\mathcal{O}'\) as functions of \(\widehat{\mathcal{M}} \times \mathbb{C}^k\).

**Definition 6.1.** Let \(U\) be an open subset of \(\widehat{\mathcal{M}}\). Define \(\mathcal{O}^{\tau,\sigma,z}(U)\) to be the subset of the ring \(\mathcal{O}'(U)[[z]][x, \sigma]\) consisting of series \(\sum I, m, n a_I, m, n(qe^t, \lambda)\sigma x^m z^n\) such that there exist a positive continuous function \(C: U \to \mathbb{R}\) and a positive constant \(C'\) satisfying
\[ (1) \quad a_{I, m, n}(q, \lambda) = 0 \quad \text{for} \quad n < -C'(|I| + |m| + 1), \]
\[ (2) \quad \text{the following estimate for coefficients:} \]
\[ |a_{I, m, n}(q, \lambda)| \leq C(q, \lambda)^{|I|+|m|+|n|+1}(|I| + |m|)^n \]
for any \((q, \lambda) \in U\).

Here we set \((|I| + |m|)^n = 1\) if \(|I| = |m| = 0\) and \(n \leq 0\). Define \(\mathcal{O}_{qe^t, \lambda}^{\tau,\sigma,z}(U)\) to be the intersection of the rings \(\mathcal{O}^{\tau,\sigma,z}(U)\) and \(\pi^*(\mathcal{O}_{\widehat{\mathcal{M}}}(U))[x, \sigma, z]\).

Note that the estimates imposed on elements of \(\mathcal{O}^{\tau,\sigma,z}(U)\) are nothing but the estimates required by the gauge fixing theorem.

**Remark 6.2.** We impose different types of estimates on series in \(\mathcal{O}^{\tau,\sigma,z}(U)\) and those in \(\mathcal{O}_{qe^t, \lambda}^{\tau,\sigma,z}(U)\).

**Lemma 6.3.** \(\mathcal{O}_{qe^t, \lambda}^{\tau,\sigma,z}(U)\) and \(\mathcal{O}_{qe^t, \lambda}^{\tau,\sigma,z}(U)\) are rings.

This lemma can be shown by the same strategy as the proof of Lemma 5.3, but it requires more complicated calculation. A proof is given in Appendix A.
6.2. Critical Branches of Equivariant Toric Mirror. In this subsection, we study the relative critical scheme of the equivariant phase function $W: Y \to \mathbb{C}$ appearing in Section 3.3. We will follow the notation used there. We refer the reader to [18, Section 5.4], [20, Section 3.2] for non-equivariant case.

\[ Y \xrightarrow{W} \mathbb{C} \]

pr

\[ Y \to \mathcal{M} \]

We fix $\alpha \in F$ and take the coordinate chart of $Y$ associated to $\alpha$ described below Proposition 3.3. By this coordinate chart, we identify $Y$ with $\mathcal{M} \times T_\alpha$, and regard $W(q, \lambda, \xi)$ as a function on the latter space. We set $\text{Crit}_{Y/\mathcal{M}}(W)$ to be the relative critical scheme of $W$ with respect to $\text{pr}: Y \to \mathcal{M}$:

\[ \text{Crit}_{Y/\mathcal{M}}(W) = \text{Spec} \mathbb{C}[q^\pm, \lambda, \{\xi_j^\pm\}_{j \notin \alpha}] / \left\langle \xi_j \frac{\partial W}{\partial \xi_j} \mid j \notin \alpha \right\rangle. \]

We introduce the non-degeneracy condition at infinity [21, 1.19] for $N - k$ Laurent polynomials $F_1, \ldots, F_{N-k} \in \mathbb{C}[\{\xi_j^\pm\}_{j \notin \alpha}]$.

**Definition 6.4.** Let $F_1, \ldots, F_{N-k}$ be Laurent polynomials in $\{\xi_j\}_{j \notin \alpha}$. Set

\[ F_i = \sum_{n \in \text{Hom}(T_\alpha, \mathbb{C}^\times)} a_{i,n} \xi^n, \]

\[ S_F = \{ n \in \text{Hom}(T_\alpha, \mathbb{C}^\times) \mid a_{i,n} \neq 0 \quad 1 \leq i \leq N - k \}, \]

\[ \hat{S}_F = (\text{the convex hull of } S_F) \subset \text{Hom}(T_\alpha, \mathbb{C}^\times) \otimes \mathbb{R}. \]

The Laurent polynomials $F_1, \ldots, F_{N-k}$ are non-degenerate at infinity if, for every proper face $\Delta$ of $\hat{S}_F$, the Laurent polynomials $(F_i)_{\Delta} := \sum_{n \in \Delta} a_{i,n} \xi^n$ do not vanish at the same time on $T_\alpha$.

The following proposition is an equivariant version of [18, Proposition 5.11], [20, Proposition 3.10(ii)].

**Proposition 6.5.** There exists an open dense subset $\mathcal{M}^\text{ss}$ of $\mathcal{M}$ such that

- $\mathcal{M}^\text{ss} \cap \{\lambda = 0\}$ is open and dense in $\mathcal{M} \cap \{\lambda = 0\}$.
- the morphism $\text{pr}: \text{Crit}_{Y/\mathcal{M}}(W)|_{\mathcal{M}^\text{ss}} \to \mathcal{M}^\text{ss}$ is finite and étale of degree $(N-k)! \text{Vol}(\hat{S}_X)$ where $\hat{S}_X$ is the convex hull of the primitive integral generators of the rays of the fan $\Sigma_X$ corresponding to $X$.

**Proof.** Set $F_j = \xi_j \cdot \partial W_{q,\lambda}/\partial \xi_j$ for $j \notin \alpha$. We view $F_j$ as a family of Laurent polynomials in $\{\xi_j\}_{j \notin \alpha}$ parametrized by $(q, \lambda) \in \mathcal{M}$. From the definition, the polyhedron $\hat{S}_F$ coincides with $\hat{S}_X$ and the origin 0 of $\text{Hom}(T_\alpha, \mathbb{C}^\times) \otimes \mathbb{R}$ belongs to the interior of $\hat{S}_F$. For every proper face $\Delta$ of $\hat{S}_F$, $(F_j)_{\Delta}$ are independent of $\lambda$ and $(F_j)_{\Delta} = \xi_j \cdot \partial (W_{q,0})_{\Delta}/\partial \xi_j$. Since $(W_{q,0})_{\Delta}$ is a Laurent polynomial in $\{\xi_j\}_{j \notin \alpha}$, the same argument in [21, 6.3] implies that $\{F_j\}_{j \notin \alpha}$ are non-degenerate at infinity for generic $q$ and every $\lambda$. We write $\mathcal{M}'$ for the open dense subspace consisting of all $(q, \lambda) \in \mathcal{M}$ at which $\{F_j\}_{j \notin \alpha}$ are non-degenerate at infinity. Due to Kouchnirenko’s theorem
analytic functions and introduce the associated gauge transformation obtained from there exists a dense subset is smooth. By Sard-Beritini’s theorem (generic smoothness theorem in algebraic geometry),

Remark 6.6. This representation of the differential operator $\Delta(\sigma)\tilde{\alpha}(q,\lambda)$ is slightly different from that appearing in Remark 3.12. The functions $G^\alpha(q,\lambda)$ and $H_n^\alpha(q,\lambda)$ are multi-valued on $\mathcal{U}$ whereas $F^\alpha(q,\lambda)$ and $A_0^\alpha(q,\lambda)$ are single-valued on $\mathcal{U}$; also, $G^\alpha(q,\lambda)$ and $H_n^\alpha(q,\lambda)$ can be analytically continued along the path $\gamma$ to points with $\lambda = 0$ whereas $F^\alpha(q,\lambda)$ and $A_0^\alpha(q,\lambda)$ cannot be.

6.3. Convergence of $\mathbf{R}^{**}$. Recall that the matrix $M_{n,0}$ was obtained from $L_B$ by applying the differential operator $\Delta(\sigma)\tilde{\alpha}(q,\lambda)$. In this subsection, we will consider the matrix $L$ obtained from $L_B$ by applying $\Delta(\sigma)e^{G^\alpha(q,\lambda,\lambda+z\partial_\Lambda)}$, which is a factor of $\Delta(\sigma)\tilde{\alpha}(q,\lambda)$. We will discuss the convergence of $\mathbf{R}^{**}$. This gives an intermediate step towards proving the convergence of $\mathbf{R}^{*}$. 
We fix an open set $\mathcal{W}$ explained at the end of the previous subsection. Define the matrix $L^*$ and the connection $\nabla^*$ associated to $L^*$ as follows.

$$L^* = \Delta(\sigma)e^{G^\alpha(qe^t, \lambda + z\partial_\lambda)/z}L_B(Q_\alpha, \tau_\alpha, z),$$

$$\nabla^* = d + z^{-1}A^*,$$

$$A^* = \sum_{j=0}^s A^*_{(0,j)}d\tau_j + \sum_{(i,j) \in S} A^*_{(i,j)}d\sigma_{i,j},$$

$$A^*_{(0,j)} = z(L^*)^{-1}\frac{\partial L^*}{\partial \tau_j} \quad 0 \leq j \leq s,$$

$$A^*_{(i,j)} = z(L^*)^{-1}\frac{\partial L^*}{\partial \sigma_{i,j}} \quad (i, j) \in S.$$ 

We view the matrix $\tilde{L}^* = \exp(-(\tau_\alpha + G^\alpha(qe^t, \lambda))/z)L^*$ as an element of the ring $\text{End}(H^*(B)) \otimes \mathcal{O}^*(\mathcal{W})(z)[x, \sigma]$. 

Note that $L^*$ is related to $M_{\alpha,0}$ as follows:

$$M_{\alpha,0} = \Delta(\sigma)\left(\sum_{n \geq 0} H^\alpha_n(qe^t, \lambda + z\partial_\lambda)z^n\right)\Delta(-\sigma) \cdot L^*. \quad (22)$$

We will study the matrix $L^*$ in the rest of this subsection, and the operator $\Delta(\sigma)(\sum_{n \geq 0} H^\alpha_n(qe^t, \lambda + z\partial_\lambda)z^n)\Delta(-\sigma)$ in the next subsection. The following two propositions are analogues of Propositions 4.6 and 4.5.

**Proposition 6.7.** There exists a unique Birkhoff factorization of the form

$$L^* = L_B(Q_\alpha, \tau^*_\alpha, z)R^*_\alpha(\lambda, y, z)$$

where

$$\tau^*_\alpha = \tau^*_\alpha(q, Q, \lambda, t, \tau, \sigma), \quad \tau^*_\alpha - \tau_\alpha \in H^*(B) \otimes \mathcal{O}^*(\mathcal{W})[x, \sigma],$$

$$R^*_\alpha(\lambda, y, z) \in \text{End}(H^*(B)) \otimes \mathcal{O}^*(\mathcal{W})[x, \sigma, z], \quad R^*_\alpha|_{x=\sigma=0} = \text{Id}. \quad \text{Furthermore, } \tau^*_\alpha \text{ satisfies that } (\tau^*_\alpha - \tau_\alpha)|_{Q=\sigma=0} = G^\alpha(qe^t, \lambda + \Lambda).$$

**Proposition 6.8.** All entries of the connection matrix $A^*_{(i,j)}$ belong to the ring $\mathcal{O}^*(\mathcal{W})[x, \sigma, z]$.

**Proof of Propositions 6.7 and 6.8.** The argument is almost the same as in Propositions 4.6 and 4.5. Here we only check the computation of $(\tau^*_\alpha - \tau_\alpha)|_{Q=\sigma=0}$. The details are left to the reader.

When $Q = \sigma = 0$, the matrix $\tilde{L}^*$ is equal to

$$e^{-\tau_\alpha/z} \cdot e^{-G^\alpha(qe^t, \lambda)/z} \cdot \Delta(\sigma)|_{\sigma=0} \cdot e^{G^\alpha(qe^t, \lambda + z\partial_\lambda)/z} \cdot L_B(Q_\alpha, \tau_\alpha, z)|_{Q=0}$$

$$= e^{-\tau_\alpha/z} \cdot e^{-G^\alpha(qe^t, \lambda)/z} \cdot \text{Id} \cdot e^{G^\alpha(qe^t, \lambda + z\partial_\lambda)/z} \cdot e^{\tau_\alpha/z}$$

$$= e^{-G^\alpha(qe^t, \lambda)/z} \cdot e^{G^\alpha(qe^t, \lambda + \Lambda)/z}$$

and hence the Birkhoff factorization of $L^*$ is of the form $e^{\tau_\alpha + G^\alpha(qe^t, \lambda + \Lambda)/z} \cdot \text{Id}$. This shows that $(\tau^*_\alpha - \tau_\alpha)|_{Q=\sigma=0}$ equals $G^\alpha(qe^t, \lambda + \Lambda)$.

$\square$
Remark 6.9. We will later see that $\tau_\alpha^*$ coincides with $\tau_\alpha^*$.  

In order to estimate the matrix $\widetilde{L}$, we need the following lemma.

Lemma 6.10. The operator $\Delta''(\sigma) := \Delta(\sigma)\big|_{z \frac{\partial}{\partial t} + z \frac{\partial}{\partial t} + \frac{\partial G^\alpha}{\partial t} + P^\alpha} : z \frac{\partial}{\partial t} + z \frac{\partial}{\partial t} + \phi$ preserves the ring $H_1^*(B) \otimes O^{x,\sigma,z,z^{-1}}_{qe^t,\lambda}(W)$.

Proof. Let $a = \sum_{I,m,n} a_{I,m,n}(q \sigma^t, \lambda) \sigma^t x^m z^n \in O^{x,\sigma,z,z^{-1}}_{qe^t,\lambda}(W)$. By definition, there exist a positive function $C: W \to [1, +\infty)$ and a positive constant $C' \geq 1$ such that

- $a_{I,m,n} = 0$ if $n < -C'(|I| + |m| + 1)$, and
- $|a_{I,m,n}| < C(q, \lambda)|I| + |n| + 1(|I| + |m|)^n$.

We fix $(i, j) \in S$ and let $J$ to be the multi-degree of the monomial $T_i$, which is introduced in Section 4.1. We prove that the series

$$\tilde{a} := \exp\left(\sigma_{i,j} z^{-1} \left( z \frac{\partial}{\partial t} + \frac{\partial G^\alpha}{\partial t} + P^\alpha \right) \cdot \left( \frac{\partial}{\partial t} + \phi_j \right) \right) \cdot a$$

belongs to the ring $H_1^*(B) \otimes O^{x,\sigma,z,z^{-1}}_{qe^t,\lambda}(W)$. Note that it follows from this fact that $\Delta''(\sigma) \cdot a$ belongs to $O^{x,\sigma,z,z^{-1}}_{qe^t,\lambda}(W)$ since the operator $\Delta''(\sigma)$ is a product of such exponentials. We will show it only for the case of $j = 0$ or $j > r$, which is a condition equivalent to $\phi_j \notin H^2(B)$. Note that it can be shown for the case of $1 \leq j \leq r$ in a similar way.

Write $\tilde{a} = \sum_{\alpha} \tilde{a}_{I,m,n}(q \sigma^t, \lambda) \sigma^t x^m z^n$ and compute the coefficients $\tilde{a}_{I,m,n}$. We first expand $\tilde{a}$:

$$\tilde{a} = \sum_{k=0}^{\infty} \sum_{I,m,n} \frac{1}{k!} \left( z \frac{\partial}{\partial t} + \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^k \left( \frac{\partial}{\partial t} + \phi_j \right)^k a_{I,m,n}(q \sigma^t, \lambda) \sigma^t x^m z^n.$$  

We remark that $z \frac{\partial}{\partial t}$ and $\frac{\partial G^\alpha}{\partial t}$ are non-commutative, and we can see that, for any holomorphic function $f(t)$,

$$\left\| \left( z \frac{\partial}{\partial t} + \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^J f(t) \right\| \leq \sum_{K,K',K+K'=J} \left\| \left( \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^K a_{I-k \epsilon, e, j, m+k' \epsilon, e, n+k''-|K|} \right\|.$$  

By a similar observation, it follows that $\|\tilde{a}_{I,m,n}(q \sigma^t, \lambda)\|$ is less than

$$\sum_K \frac{1}{K!} \frac{(k \cdot J)!}{K!K''!} \frac{k!}{k!k''!} \frac{(m_j + k')!}{m_j!} \left\| \phi_j^{k''} \left( \frac{\partial}{\partial t} \right)^k \left( \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^K a_{I-k \epsilon, e, j, m+k' \epsilon, e, n+k''-|K|} \right\|$$

$$= \sum_K \frac{1}{K!} \frac{(k \cdot J)!}{K!K''!} \frac{k!}{m_j!k''!} \left\| \phi_j^{k''} \left( \frac{\partial}{\partial t} \right)^K \left( \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^K a_{I-k \epsilon, e, j, m+k' \epsilon, e, n+k''-|K|} \right\|,$$

where the set $K$ consists of all tuples $(k, k', k'', K', K'')$ of non-negative integers such that $k \leq |I|$, $k'' \leq \dim C B$, $k' + k'' = k$ and $K + K' = k \cdot J$. It is easy to see that $\|\tilde{a}_{I,m,n}(q \sigma^t, \lambda)\| = 0$ if $n < -C'(|I| + |m| + 1)$. Since $|K|$ is finite and is upper-bounded by $(\dim C B + 1) \cdot 2^{[|J|]}$, we
have

\[ \|a_{I,m,n}(qe^t, \lambda)\| \leq (\dim C B + 1) \cdot 2^{[I|J]} \cdot 2^{[I|J]} |m|+|I| \]

\[
\cdot \max_K \left\{ \left\| \phi_j^{k''} \left( \frac{\partial}{\partial t} \right)^K \left[ \left( \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^{K'} a_{I-k-e_{i,j},m+k'_{e_j,n+k''-|K|}} \right] \right\} \right\} \]

We can see from the Cauchy integral formula and the estimate for \(a_{I,m,n}\) that

\[
\left\| \phi_j^{k''} \left( \frac{\partial}{\partial t} \right)^K \left[ \left( \frac{\partial G^\alpha}{\partial t} + P^\alpha \right)^{K'} a_{I-k-e_{i,j},m+k'_{e_j,n+k''-|K|}} \right] \right\| \leq C_1(qe^t, \lambda)^{|I|+|m|+|n|+1}
\]

\[
\cdot K!(|I| + |m| - k''n+k''-|K|),
\]

for some continuous function \(C_1 : \mathcal{W} \rightarrow [1, +\infty)\). It follows that \(K! \leq |J|^{[I|J]}|I|^{[K]}\) from \(|K| \leq |I|\), and

\[
(|I| + |m| - k''n+k''-|K|) \leq (\dim C B + 1)|n|+|I|(|I| + |m|)^{n-|K|}
\]

from \(k'' \leq \dim C B\). Using these inequalities, we can see that

\[
\max_K \left\{ K!(|I| + |m| - k''n+k''-|K|) \right\}
\]

\[
\leq |J|^{[I|J]}(|I| + |m|)^{\dim C B (\dim C B + 1)|n|+|I|}|J| \max_K \left\{ |I|^{[K]}(|I| + |m|)^{n-|K|} \right\}
\]

\[
\leq C_2(|I|+|m|+|n|+1)(|I| + |m|)^n
\]

for sufficiently large positive constant \(C_2 \geq 1\). Combining these estimate, we have

\[
\|\tilde{a}_{I,m,n}(qe^t, \lambda)\|
\]

\[
\leq (\dim C B + 1) \cdot 2^{[I|J]} 2^{[I|J]} 2^{[I|J]} C_1(qe^t, \lambda)^{|I|+|m|+|n|+1} \max_K \left\{ K!(|I| + |m| - k''n+k''-|K|) \right\}
\]

\[
\leq C_3(qe^t, \lambda)^{|I|+|m|+|n|+1}(|I| + |m|)^n
\]

for some continuous function \(C_3 : \mathcal{W} \rightarrow [1, \infty)\). These observations show that \(\tilde{a}\) belongs to the ring \(H^*_B(B) \otimes \mathcal{O}_{qe^t, \lambda}^{\sigma, \sigma, z, z^{-1}}(\mathcal{W})\).

\[\Box\]

**Proposition 6.11.** All entries of the matrix \(\tilde{L}^*\) belong to the ring \(\mathcal{O}_{qe^t, \lambda}^{\sigma, \sigma, z, z^{-1}}(\mathcal{W})\).

**Proof.** Let \(L_B(Q, \tau, z) = e^{t/z} \sum_{m,n} L_{m,n} B_{m,n} x^m z^n\). We first estimate the matrix

\[
L' = e^{-(\tau + G^\alpha(qe^t, \lambda) + \Lambda)/z} e^{G^\alpha(qe^t, \lambda + z\partial_z)/z} L_B(Q, \tau, z).
\]

Set \(L' = \sum_{m,n} L'_{m,n} (qe^t, \lambda) x^m z^n\). We have

\[
L'_{m,n}(t=0) = \sum_{m,n} e^{(G^\alpha(q, \lambda + z\Lambda - G^\alpha(q, \lambda + \Lambda))/z)} L_{m,n} B^{P^\alpha(m')} x^m z^n
\]

where \(m' \in \mathbb{Z}^* \cong H_2(B)\) is the degree of \(x^m z^n\) in \(Q\). We will estimate each term of this formula. From Lemma 5.8 it follows that \(\|L_{m,n}\| \leq C_1^{(|m|+|n|+1)/n!}\). The term \(q_i^{P^\alpha(m')}\) satisfies
the estimate \( |q_i^{P_\alpha(m')}| \leq (\max\{|q_i|, 1\})^{C_2|m|} \) for a sufficiently large constant \( C_2 \geq 1 \) satisfying \( P_\alpha(m') \leq C_2|m| \) for all \( m \). For the exponential \( e^{(G^\alpha(q, \lambda + \Lambda(m')) - G^\alpha(q, \lambda))/z} \), we consider the expansion of the following form

\[
e^{(G^\alpha(q, \lambda + \Lambda(m')) - G^\alpha(q, \lambda))/z} = \sum_{n \geq 0} G_n^\alpha(q, \lambda, m') z^n.
\]

We claim that the coefficients satisfy the estimate

\[
\|G_n^\alpha(q, \lambda + \Lambda, m')\| \leq C_3(q, \lambda)^{n+1}|m'|^n
\]

for some continuous function \( C_3 : \mathbb{W} \to [1, +\infty) \). This follows from the calculation similar to the calculation for the estimate of \( F_\alpha^{d,n} (\lambda, m') \) appearing in the proof of Proposition 5.7. The details are left to the reader. Combining these estimates, we obtain the estimate of \( L'_{m,n} \):

\[
\|L'_{m,n}(qe^t, \lambda)\| = \left\| \sum_{n_1, n_2: n_1 + n_2 = n} G_n^\alpha(qe^t, \lambda, m') \cdot L^{B}_{m-n_2} \cdot (qe^t)^{P_\alpha(m')} \right\|
\]

\[
\leq C_4(qe^t, \lambda)^{n+1} \sum_{n_1, n_2: n_1 + n_2 = n, n_1 \geq 0, -C'(m)+1 \leq n_2 \leq 0} |m|^{n_1} \cdot n_2!
\]

\[
\leq C_5(qe^t, \lambda)^{n+1+1} \cdot (C'(m)+1) e^{|m|} |m|^n
\]

where \( C_4 : \mathbb{W} \to [1, +\infty) \) and \( C_5 : \mathbb{W} \to [1, +\infty) \) are sufficiently large continuous functions. Here we use the following inequality; \( n_2! \leq e^{|m|} |m|^{n_2} \) if \( n_2 \leq 0 \).

Now we consider the matrix \( \bar{L}^* \), which is related to \( L' \) as follows.

\[
\bar{L}^* = e^{-(\tau_\alpha + G^\alpha(qe^t, \lambda))/z} \Delta(\sigma)e^{(\tau_\alpha + G^\alpha(qe^t, \lambda))/z} \cdot e^{(G^\alpha(qe^t, \lambda + \Lambda) - G^\alpha(qe^t, \lambda))/z} L'.
\]

The exponential \( \exp((G^\alpha(qe^t, \lambda + \Lambda) - G^\alpha(qe^t, \lambda))/z) \) is expanded to a polynomial in \( z^{-1} \) with coefficients in \( \mathcal{O}_\mathcal{M}(\mathbb{W}) \) since \( \Lambda_j \in H^2(\mathbb{B}) \) is nilpotent, and hence belongs to the ring \( \mathcal{O}_\mathcal{M}^{x, \sigma, z, z^{-1}}(\mathbb{W}) \). From Lemma 6.10 it follows that the entries of \( \bar{L}^* \) belong to \( \mathcal{O}_qe^t, \lambda, \sigma, z, z^{-1}(\mathbb{W}) \).

We define the pairing \( \langle \cdot, \cdot \rangle^* \) by

\[
\langle \phi_i, \phi_j \rangle^* := \langle L^*(z) \phi_i, \bar{L}^*(z) \phi_j \rangle \quad \phi_i, \phi_j \in H^*(\mathbb{B})
\]

**Proposition 6.12.** The pairing \( \langle \cdot, \cdot \rangle^* \) is non-degenerate and takes values in the ring \( \mathcal{O}_qe^t, \lambda, \sigma, z, z^{-1}(\mathbb{W}) \).

**Proof.** Due to the previous proposition and the Lagrangian property of the cone, \( \langle \phi_i, \phi_j \rangle^* \) belongs to the ring \( \mathcal{O}_qe^t, \lambda, \sigma, z, z^{-1}(\mathbb{W}) \cap \mathcal{O}(\mathbb{W})[x, \sigma, z] = \mathcal{O}_qe^t, \lambda, \sigma, z, z^{-1}(\mathbb{W}) \). Since \( L^*|_{Q=\sigma=0} \) is equal to \( e^{(\tau_\alpha + G^\alpha(qe^t, \lambda))/z} \cdot \text{Id} \), it follows that

\[
\langle \phi_i, \phi_j \rangle^*|_{Q=\sigma=0} = \left\langle e^{-(\tau_\alpha + G^\alpha(qe^t, \lambda))/z} \phi_i, e^{(\tau_\alpha + G^\alpha(qe^t, \lambda))/z} \phi_j \right\rangle^B = \langle \phi_i, \phi_j \rangle^B.
\]
In order to apply Theorem 5.5 to the connection to show that

\[ \langle \langle \tau(23) \rangle \rangle \]

for

\[ a / (1) \]

we can write

\[ \langle \langle \rangle \rangle \]

Proof. By setting \( g_{ij} := \langle \langle \phi_i, \phi_j \rangle \rangle \ast \) \( \in \mathcal{O}_{q e^t, \lambda}^{x, \sigma, z}(W) \) and \( g^{ij} \in \mathcal{O}_{q e^t, \lambda}^{x, \sigma, z}(W) \) be the entries of \((g_{ij})^{-1}\), we can write \((A^\ast_a)^{ij}_i\) as

\[ (A^\ast_a)^{ij}_i = \langle \langle \phi^j, A^\ast_a \phi_i \rangle \rangle \ast = \sum_k g^{jk} \langle \langle \phi_k, A^\ast_a \phi_i \rangle \rangle \ast \]

for \( a \in S \cup \{(0, j) \mid 0 \leq j \leq s\} \). Since \((A^\ast_a)^{ij}_i \in \mathcal{O}'(W) \) from Proposition 6.8 it suffices to show that \( \langle \langle \phi_i, A^\ast_a \phi_j \rangle \rangle \ast \in \mathcal{O}_{q e^t, \lambda}^{x, \sigma, z, z^{-1}}(W) \). From the definition of \( A^\ast \), we have

\[ \langle \langle \phi_i, A^\ast_a \phi_j \rangle \rangle \ast = \left( L^*(z) \phi_1, z \frac{\partial L^*}{\partial \sigma_a}(z) \phi_j \right)^B \]

for \( a \in S \). This equation and Proposition 6.11 imply that \( \langle \langle \phi_i, A^\ast_a \phi_j \rangle \rangle \ast \in \mathcal{O}_{q e^t, \lambda}^{x, \sigma, z, z^{-1}}(W) \). The case \( a \notin S \) is exactly the same. \( \square \)

Expand the map \( \tau_{\alpha}^{\ast\ast} \) and the matrix \( R_{\alpha}^{\ast\ast} \) from Proposition 6.7 as follows.

\[ \tau_{\alpha}^{\ast\ast} = \sum_j \tau_{\alpha, j}^{\ast\ast} \phi_j, \quad R_{\alpha}^{\ast\ast} \phi_i = \sum_j (R_{\alpha}^{\ast\ast})^j_i(q e^t, \lambda, x, \sigma, z) \phi_j. \]

In order to apply Theorem 5.5 to the connection \( \nabla^\ast \), we rewrite \( \nabla^\ast \) as follows:

\[ \nabla^\ast = d + z^{-1} \sum_{a \in S^*} A^\ast_a(\lambda, y, z) \frac{dy_a}{y_a}, \quad \bar{A}^\ast_a := \begin{cases} A^\ast_a \\ y_a A^\ast_a \end{cases} \text{ if } a = (0, j) \text{ with } 1 \leq j \leq r, \]

where we set \( S^* = S \cup \{(0, j) \mid 0 \leq j \leq s\} \). We also introduce the following notation:

\[ (x_{\alpha, j} \ast \mid 0 \leq j \leq s), \quad x_j^{\ast\ast} = \begin{cases} (Q_{\alpha})_j e^{\tau_{\alpha, j}^{\ast\ast}} \\ \tau_{\alpha, j}^{\ast\ast} \end{cases} \text{ if } 1 \leq j \leq r, \]

otherwise.

It is easy to see that \( x_j^{\ast\ast} \in \mathcal{O}'(W)[x, \sigma] \). After shrinking the neighborhood \( W \) of the path \( \gamma \) if necessary, we have the following convergence result similar to Theorem 5.14.

Theorem 6.14. (1) The coefficients \( \tau_{\alpha, j}^{\ast\ast} - \tau_{\alpha, j} \in \mathcal{O}'(W)[x, \sigma] \) are convergent and analytic on \( W \times V \) where \( V \) is a sufficiently small neighborhood of \((x, \sigma) = (0, 0)\).

(2) The coefficients \((R_{\alpha}^{\ast\ast})^j_i\) lie in the ring \( \mathcal{O}_{q e^t, \lambda}^{x, \sigma, z}(W) \). In particular, they are formal power series in \( z \) with coefficients in analytic functions of \( q e^t, \lambda, x, \sigma \) defined on \( W \times V \) where \( V \) is a sufficiently small neighborhood of \((x, \sigma) = (0, 0)\).

Proof. We first verify that the connection \( \nabla^\ast \) has nilpotent residues at \( x = \sigma = 0 \) and then apply the gauge fixing theorem (Theorem 5.5); see also Remark 5.6. From the definition, when \( x = \sigma = 0, A^\ast_a = 0 \) for \( a \in S \) and \( a = (0, j) \) with \( j = 0 \) or \( r + 1 \leq j \leq s \). Since \( R_{\alpha}^{\ast\ast} \) intertwines the connection \( \nabla^\ast \) with \( (\tau_{\alpha}^{\ast\ast})^{(B)} \nabla^B \), we have

\[ \sum_{0 \leq j \leq s} \frac{\partial \tau_{\alpha, j}^{\ast\ast}}{\partial \tau_i} \cdot A^B_j(x_{\alpha}^{\ast\ast}) = R_{\alpha}^{\ast\ast} \cdot A^*_{(0, i)}(q e^t, \lambda, x, \sigma, z) \cdot (R_{\alpha}^{\ast\ast})^{-1} - z \frac{\partial R_{\alpha}^{\ast\ast}}{\partial \tau_i} \cdot (R_{\alpha}^{\ast\ast})^{-1} \]
for any \(1 \leq i \leq r\). From Proposition \([6.7]\), it follows that \(R_{α}^{α}|_{x=σ=0} = \text{Id}\) and
\[
\frac{∂τ^{α}}{∂τ_α}|_{Q=σ=0} = δ_{ij}, \quad x^{α}|_{Q=σ=0} = 0, \quad A^B_j(x^{α})|_{Q=σ=0} = φ_j ∪ \]
for \(1 ≤ i ≤ r\) and \(0 ≤ j ≤ s\). Combining these along with \((25)\), we obtain \(A^{α}_{(0,i)} = φ_i ∪\) for \(1 ≤ i ≤ r\) when \(x = σ = 0\), which is nilpotent.

We can now apply Theorem \([5.5]\) to the connection \(∇^α\). As a result, we can say that, for any \(p ∈ W\), there exists an open neighborhood \(U_p\) of \(p\) such that \((R_{α}^{α})^j_i\) belongs to \(O^{χ,σ,z}_q(ν,λ)(U_p)\). This implies that \((R_{α}^{α})^j_i ∈ O^{χ,σ,z}(W)\). Sending \(1 ∈ H^α(B)\) by \((25)\), we have
\[
\frac{∂τ^{α}}{∂τ_α} = [R^{α} · A^{α}_{(0,i)} · (R_{α}^{α})^{-1}]|_{z=0}.
\]
Since all entries of the matrices \(R^{α}, A^{α}_{(0,i)}\) and \(R_{α}^{α}\) belong to the ring \(O^{χ,σ,z}(W)\), the right-hand side also does. Therefore, \(\frac{∂τ^{α}}{∂τ_α}\) belongs to the ring \(O^{χ,σ,z}(W) ∩ O'(W)[x, σ]\). This shows \((1)\).

\(\square\)

6.4. \textbf{Convergence of} \(R^α\). In this subsection, we study the operator \(\Delta(σ)(∑_{n≥0} H^α_n(qτ, λ + z∂_λ)z^n)Δ(−σ)\) and compute how this operator affects \(τ^{α}\) and \(R^{α}\). As a result, we will derive the convergence of \(τ^{α}\) and \(R^{α}\).

We set
\[
s = \sum_{(i,j) ∈ S} σ_{i,j} · T_i \left( z \frac{∂}{∂t} \right) · \frac{∂}{∂τ_j},
\]
\[
H^α(qτ, λ, σ, z, z \frac{∂}{∂τ}, z \frac{∂}{∂τ}) = e^s · \left[ ∑_{n≥0} H^α_n(qτ, λ + z∂_λ)z^n \right] · e^{-s}.
\]

The operator \(H^α\) is interpreted as an element of the non-commutative ring \(O'(W)[z \frac{∂}{∂τ}, z \frac{∂}{∂τ}]\) (later we see that \(H^α\) in fact belongs to \(O'(W)[z \frac{∂}{∂τ}, z \frac{∂}{∂τ}]\). We will see that the conjugation by \(e^s\) is equivalent to \textit{shifting each} \(t_i\) by \([s, t_i]\). Note that \([s, t_i]\) may contain differential operators, and does not commute with \(t\) in general. We first explain the meaning of shifts by non-commutative elements.

Let \(f(x_1, \ldots, x_n)\) be a holomorphic function on \(U ⊂ C^n\), and \(a_1, \ldots, a_n\) be elements of \(C[z \frac{∂}{∂z}]\). We assume the following two conditions:

\[
\text{(27) The constant term of} \ a_i \ \text{as a polynomial in} \ z \frac{∂}{∂z} \ \text{is 0.}
\]
\[
\text{(28)} \ [a_i, a_j] = 0, \ [a_i, x_j] = [a_j, x_i] \ \text{for any} \ i, j
\]
Note that the latter condition guarantees that \([x_i + a_i, x_j + a_j] = 0\). We define an infinite-order differential operator \(f(x + a)\) as follows. Let \(p ∈ U\) and take the Taylor expansion of \(f(x)\) at \(p ∈ U\):
\[
f(x) = ∑_{J ∈ N^n} \frac{∂^J f}{J!} (p)(x - p)^J.
\]
We then replace each \((x_i - p_i)\) in this formula by \((x_i - p_i + a_i)\) and rewrite it in normal ordering; the normal ordering is the ordering such that differential operators always appear to the right of functions:

\[
\sum_{J \in \mathbb{N}^n} \frac{1}{J!} \frac{\partial^J f}{\partial x^J}(p) (x - p + a)^J = \sum_{m \geq 0} \sum_{I \in \mathbb{N}^n} \sum_{K \in \mathbb{N}^n} c_{m,I,K}^J \cdot (x - p)^K \sum_{m \in \mathbb{N}^n} z^m \left( z \frac{\partial}{\partial x} \right)^I
\]

where \(c_{m,I,K}^J\) is given by the coefficient of \((x - p + a)^J\):

\[
(x - p + a)^J = \sum_{m \geq 0} \sum_{I \in \mathbb{N}^n} \sum_{K \in \mathbb{N}^n} c_{m,I,K}^J \cdot (x - p)^K z^m \left( z \frac{\partial}{\partial x} \right)^I
\]

Note that \(c_{m,I,K}^J\) do not depend on \(p \in U\). Since \((x_i + a_i)\)'s are commutative, the left-hand side of the formula is unambiguous regardless of the order of the product \((x - p)^I\). Finally, we define \(f(x + a)\) by substituting \(p = x\) in the above formula:

\[
f(x + a) := \sum_{m \geq 0} \sum_{I \in \mathbb{N}^n} \sum_{J \in \mathbb{N}^n} c_{m,I,J}^0 \cdot \frac{\partial^J f}{\partial x^J}(x) \sum_{m \in \mathbb{N}^n} z^m \left( z \frac{\partial}{\partial x} \right)^I.
\]

From the condition (27), for fixed \(m\) and \(I\), \(c_{m,I,0}^J\) equals 0 when \(|J|\) is sufficiently large. Hence the coefficient of \(z^m(z\partial/\partial x)^I\) is a finite sum and becomes a holomorphic function on \(U\).

**Remark 6.15.** (1) The conditions (27) (28) are written in the case of shifting with respect to \(x\). The shifting we will consider is, however, for variables that are different from \(x\). Thus we need to replace the variables in (27) (28) appropriately when we refer to these conditions.

(2) More generally, we can define shifting by \(a_i \in \mathcal{O}_{C^n}(U) \langle z \frac{\partial}{\partial z} \rangle\) without the assumption (27) in a similar way. In this case, we need to shrink the domain \(U\). We let \(a_0_i(x) \in \mathcal{O}_{C^n}(U)\) be the constant term of \(a_i\) with respect to \(z\). If we take an open set \(V \subset U\) so that \(\phi(V) \subset U\) where the map \(\phi\) is given by

\[
\phi: U \to C^n \quad x \mapsto (x_1 + a_{0,1}(x), \ldots, x_n + a_{0,n}(x)),
\]

then we can define the differential operator \(f(x + a)\) over \(V\). We can find such \(V\) whenever there exists \(p \in U\) such that \(a_{0,1}(p), \ldots, a_{0,n}(p) = 0\).

(3) In the following, we will deal with shifting by more general elements (in the sense that \(a_i\) contains other variables commuting with \(z \frac{\partial}{\partial z}\)), but we do not repeat the definition since it should be clear from the context.

We now return to examine \(\mathcal{H}_0\). Let \(a_i := [s, t_i] \in \mathbb{C}[\sigma, z \frac{\partial}{\partial z}, z \frac{\partial}{\partial x}]\). Since \(a_i\)'s satisfy the condition (27) (28) (for the variables \(t\)), we can define \(f(\sigma z^{t+\lambda})\) for \(f(\sigma z^t, \lambda) \in \mathcal{O}(W)\) in a similar way. Here we work in the \(\sigma\)-adic topology, and regard \(f(\sigma z^{t+\lambda})\) as an element of the ring \(\mathcal{O}(W) \langle z \frac{\partial}{\partial z} \rangle\). In this setting, we can state the equivalence between the conjugation by \(e^s\) and the shifting \(t_i\)'s by \(a_i\)'s as follows:

**Proposition 6.16.** Let \(f(\sigma z^t, \lambda) \in \mathcal{O}(W)\). Then the equality

\[
e^s \cdot f(\sigma z^t, \lambda) \cdot e^{-s} = f(\sigma z^{t+\lambda}, \lambda)
\]

holds in the space \(\mathcal{O}(W) \langle z \frac{\partial}{\partial z} \rangle\). This is an immediate consequence of the following lemma.
Lemma 6.17.

\[ e^s \cdot t_i^n \cdot e^{-s} = (t_i + a_i)^n \]

Proof. It suffices to prove the equality when \( n = 1 \). Since \( s \) commutes with \( a_i \), we have

\[ s^n t_i = t_i s^n + ns^{n-1}a_i, \]

and hence

\[ e^s \cdot t_i = \sum_{n \geq 0} \frac{1}{n!} s^n t_i = t_i \cdot e^s + \sum_{n \geq 1} \frac{1}{(n-1)!} s^{n-1}a_i = (t_i + a_i) \cdot e^s. \]

\[ \square \]

Applying Proposition 6.16 to the operator \( \mathcal{H}^\alpha \), we obtain

\[ (30) \quad \mathcal{H}^\alpha \left( qe^t, \lambda, \sigma, z, z \frac{\partial}{\partial t}, z \frac{\partial}{\partial \tau} \right) = \sum_{n \geq 0} H_n^\alpha(qe^{t+n}, \lambda + z\partial_\Lambda)z^n. \]

In particular, \( \mathcal{H}^\alpha \) belongs to \( \mathcal{O}'(\mathcal{W}) [z, \partial_\sigma, \partial_\tau] \).

We now consider the effect of \( \mathcal{H}^\alpha \) on \( \tau_\alpha^{**} \) and \( \mathbf{R}_\alpha^{**} \). Recall that \( \tau_\alpha^* \) and \( \mathbf{R}_\alpha^* \) appeared in the Birkhoff factorization of \( \mathbf{M}_{\alpha,0} \) (Proposition 4.6), which is related to \( \mathbf{L}^* \) as (22), that is,

\[ \mathbf{M}_{\alpha,0} = \mathcal{H}^\alpha \left( qe^t, \lambda, \sigma, z, z \frac{\partial}{\partial t}, z \frac{\partial}{\partial \tau} \right) \cdot \mathbf{L}^*. \]

By using the Birkhoff factorization of \( \mathbf{L}^* \) (Proposition 6.7) and the property of the fundamental solution (5), the right-hand side can be written as

\[ \mathcal{H}^\alpha \left( qe^t, \lambda, \sigma, z, z \frac{\partial}{\partial t}, z \frac{\partial}{\partial \tau} \right) \cdot \mathbf{L}_B(Q_{\alpha, \tau_\alpha^{**}}, z) \mathbf{R}_\alpha^{**} = \mathbf{L}_B(Q_{\alpha, \tau_\alpha^{**}}, z) \cdot \left[ \sum_{n \geq 0} H_n^\alpha(qe^{t+n}, \lambda + b_\alpha)z^n \right] \mathbf{R}_\alpha^{**} \]

where \( \tilde{a}_i = a_i |_{z = \partial_\sigma} \) and \( \tilde{b}_j = ((\tau_\alpha^{**})^* \nabla^B)z\partial_\lambda_j \). Here we use the equation (30) and shifting explained in Remark 6.15 (2). Since \( \mathcal{H}^\alpha \) belongs to \( \mathcal{O}'(\mathcal{W}) [z, \partial_\sigma, \partial_\tau] \) and in particular contains no negative powers of \( z \), this also gives the Birkhoff factorization of \( \mathbf{M}_{\alpha,0} \).

From the uniqueness of the factorization, \( \tau_\alpha^* \) and \( \mathbf{R}_\alpha^* \) can be written as

\[ (31) \quad \tau_\alpha^* = \tau_\alpha^{**}, \quad \mathbf{R}_\alpha^* = \left[ \sum_{n \geq 0} H_n^\alpha(qe^{t+n}, \lambda + \tilde{b})z^n \right] \mathbf{R}_\alpha^{**}. \]

We expand \( \tau_\alpha^* \) and \( \mathbf{R}_\alpha^* \) in the same way as we did for \( \tau_\alpha^{**} \) and \( \mathbf{R}_\alpha^{**} \) (see (23)):

\[ \tau_\alpha^* = \sum_j \tau_{\alpha,j}^* \phi_j, \quad \mathbf{R}_\alpha^* \phi_i = \sum_j (\mathbf{R}_\alpha^*)_i^j(qe^t, \lambda, x, \sigma, z)\phi_j. \]

Then we can state the convergence result for \( \tau_\alpha^* \) and \( \mathbf{R}_\alpha^* \).

Theorem 6.18. (1) The coefficients \( \tau_{\alpha,j}^* - \tau_{\alpha,j} \in \mathcal{O}'(\mathcal{W})[x, \sigma] \) are convergent and analytic on \( \mathcal{W} \times \mathcal{V} \) where \( \mathcal{V} \) is a sufficiently small neighborhood of \( (x, \sigma) = (0,0) \).

(2) The coefficients \( (\mathbf{R}_\alpha^*)_i^j \) lie in the ring \( \mathcal{O}'(\mathcal{W} \times \mathcal{V})[z] \).
Proof. Since $\tau^*_\alpha = \tau^*_\alpha$, (1) follows from Theorem 6.14 (1). By Theorem 6.14 (2), $R^*_{a,\alpha}$ belongs to $\text{End}(H^*(B)) \otimes O(V \times V)[z]$. On the other hand, the operator $\sum_{n \geq 0} H_n^\alpha(qe^{t+\bar{z}}, \lambda + b)z^n$ belongs to the space $\text{End}(H^*(B)) \otimes O(V \times V)[z, \frac{\partial}{\partial z}, \frac{\partial}{\partial \bar{z}}]$ when written in normal ordering. These observations imply that $R^*_{a,\alpha} \in \text{End}(H^*(B)) \otimes O(V \times V)[z]$. \hfill $\square$

6.5. Analytic Decompositions. Combining Theorem 5.14 and Theorem 6.18, we will prove the main result. Let $\hat{U} \subset \hat{M} = \text{Spec} \mathbb{C}[\lambda, q]$ and $\hat{V} \subset \text{Spec} \mathbb{C}[Q, \{\tilde{a}_a\}_{a \in S}]$ be analytic open neighborhoods of the origins such that the equivariant quantum product $*_{E}$ converges over $\hat{U} \times \hat{V}$; this is possible thanks to Theorem 5.14. Recall that the mirror map $(\lambda, y) \mapsto (\lambda, \hat{y})$ in Theorem 5.14 is biholomorphic. By setting $t = 0$ and $\tau = 0$, the mirror map can be also regarded as the isomorphism from an open neighborhood $W_0$ of $0 \in \text{Spec} \mathbb{C}[\lambda, q, Q, \sigma]$ to $\hat{U} \times \hat{V}$, which we will write as $\Phi$. Let $\pi_1$ be the projection map $\hat{U} \times \hat{V} \to \hat{U}$, and $\hat{U}'$ be an image by the map $\pi_1 \circ \Phi$ of $(W_0 \cap (\{Q, \sigma\} = 0)) \cap (\mathcal{M}_E \cup \mathcal{N})$. Then, from Theorem 6.18, there exists an open neighborhood $W$ of $\hat{U}' \times \{0\}$ in $\hat{U} \times \hat{V}$ such that the map $\tau^*_\alpha$ and the matrix $R^*$ can be extended analytically over $W$. Denote by $\hat{W}$ the universal cover of $W$.

Theorem 6.19. The isomorphism in Theorem 6.10 can be extended analytically over $\hat{W}$:

$$R: QDM^\text{aff}(E) \cong \bigoplus_{\alpha \in F} \tau^*_\alpha QDM^\text{aff}(B)$$

Furthermore, we can take the non-equivariant limit of this isomorphism:

$$R|_{\lambda = 0}: QDM^\text{aff}(E) \cong \bigoplus_{\alpha \in F} \tau^*_\alpha QDM^\text{aff}(B)$$

Corollary 6.20. Let $J_\tau$ be the Jacobian matrix of $\tau$.

(1) For $(\lambda, q, Q, \tilde{\sigma}) \in \hat{W}$, the map $J_\tau$ gives the ring isomorphism

$$J_\tau: QH^\tau_\lambda(E)_{\lambda, q, Q, \tilde{\sigma}} \cong \bigoplus_{\alpha \in F} QH^\tau_\lambda(B)_{\lambda, Q, \tilde{\sigma}}$$

(2) For $(0, q, Q, \tilde{\sigma}) \in \hat{W} \cap (\lambda = 0)$, the map $J_\tau$ gives the ring isomorphism

$$J_\tau|_{\lambda = 0}: QH^\ast(E)_{q, Q, \tilde{\sigma}} \cong \bigoplus_{\alpha \in F} QH^\ast(B)_{Q, \tilde{\sigma}}$$

(3) The map $\hat{\tau}$ gives an local isomorphism between $QH^\ast(E)$ and $\bigoplus_{\alpha \in F} \tau^*_\alpha QH^\ast(B)$ as $F$-manifolds with Euler vector fields.

Remark 6.21. Even if the fiber $X$ is not compact, our argument still works in some situation except for the argument that takes the non-equivariant limit. We assume that the total space $E$ is semiprojective and the base space $B$ is compact. We can define the equivariant Gromov-Witten invariants for $E$ via the virtual localization theorem. Since $E$ is semiprojective, the evaluation maps $ev_i$ for the moduli space $\overline{M}_{0,n}(E, D)$ become proper and hence we can consider the non-equivariant limit of $QDM^\tau_T(E)$ and $QH^\ast_\tau(T)$ [5]. Brown’s mirror theorem holds in this setup, with the same proof. The argument up to Section 5 holds true and in particular the structure constants of $QH^\tau_\lambda(E)$ are convergent. The discussion in Section 6 is true for non-compact $E$ if we restrict all open sets appearing there to the set $(\lambda \neq 0)$. As a result, the can obtain the decompositions of $QDM^\text{aff}_T(E)$ and $QH^\ast_\tau(T)$ similar to Theorem 6.19 and Corollary 6.20. These decompositions do not admit non-equivariant limits in general.
6.6. Examples. Finally, we give three examples of the analytic decomposition of the small quantum cohomology algebra $QH^*_T(E)$. These examples may be helpful to understand our main theorem and why the decomposition for $QH^*_T(E)$ becomes multi-valued.

Example 6.22. We first consider the case that the base space $B$ is just a point. In this case, the total space $E = X$ is a toric variety and the torus action on $E$ is a usual one. Quantum cohomology of toric varieties has already been studied extensively by many researchers. We study it from the perspective of the decomposition.

Let $X (= E)$ be a projective space $\mathbb{P}^{N-1}$. Then the small quantum cohomology can be described as

$$QH^*_T(E) \cong \mathbb{C}[p, \lambda, q] / \left( \prod_{j=1}^{N} (p - \lambda_j) - q \right)$$

where $p$ corresponds to a standard generator of $H^2(\mathbb{P}^{N-1})$. If the point $(\lambda, q)$ does not belong to the discriminant locus of the equation $f(x) = \prod_{j=1}^{N} (x - \lambda_j) - q = 0$, the ring $QH^*_T(E)_{\lambda, q}$ is isomorphic to $\mathbb{C}^N$, that is, the direct sum of $QH^*(pt)$. This decomposition corresponds to the semisimplicity of the quantum cohomology. It is known that an arbitrary smooth projective toric manifold has generically semisimple quantum cohomology [18, Corollary 5.12].

Example 6.23. Let $B = \mathbb{P}^n$, $X = \mathbb{P}^{N-1}$ and $V$ be a vector bundle $O_{\mathbb{P}^n}^{\oplus N-1} \oplus O_{\mathbb{P}^n}(-1)$ over $B$. By definition, the total space $E$ is a projectivized bundle of $V$, which is a $\mathbb{P}^{N-1}$-bundle over $\mathbb{P}^n$. (Note that $E$ is isomorphic to a blow up of $\mathbb{P}^{n+N-1}$ along $\mathbb{P}^{N-2}$) We remark that $E$ is itself a toric manifold, and the torus $T = (\mathbb{C}^\times)^N$ acts on $E$ fiberwise.

The $T$-equivariant cohomology of $E$ can be described as follows:

$$H^*_T(E) \cong \mathbb{C}[\phi, P, \lambda] / \left( \phi^{n+1}, \prod_{j=1}^{N} U_j \right)$$

where $\phi \in H^2(B)$ be a standard generator, $P \in H^2_T(E)$ be the class defined in Section 3 and $U_1, \ldots, U_N \in H^2_T(E)$ be the toric divisors:

$$U_j = \begin{cases} P - \lambda_j & 1 \leq j \leq N-1, \\ P - \phi - \lambda_N & j = N. \end{cases}$$

Since Brown’s $I$-function for $E$ is equal to the $J$-function, we can use $I_E(t, \tau, z)$ to compute quantum differential equations and the quantum cohomology explicitly. We have

$$QH^*_T(B) \cong \mathbb{C}[\phi, \lambda, Q] / (\phi^{n+1} - Q),$$

$$QH^*_T(E) \cong \mathbb{C}[\phi, P, \lambda, q, Q] / \left( \phi^{n+1} - Q \cdot U_N, q - \prod_{j=1}^{N} U_j \right).$$

We focus on the ring $QH^*_T(E)_{\lambda, q, Q}$. We first consider the case that $Q = 0$. For generic $(\lambda, q)$, the equation $\prod_{j=1}^{N} U_j = q$ for $P$ has $N$ solutions over the ring $H^*(B)$ whose constant terms are different from each other. Then from the Chinese remainder theorem, we have

$$QH^*_T(E)_{\lambda, q, 0} \cong \bigoplus_{j=1}^{N} H^*(\mathbb{P}^n).$$
We now proceed to the case where $0 < |Q| \ll 1$. The above decomposition can be extended to a decomposition over the formal power series ring $\mathbb{C}[Q]$, and we have a map $\tilde{\tau}$ satisfying

$$QH^*_T(E)_{\lambda,q,Q} \cong \bigoplus_{j=1}^N QH^*(\mathbb{P}^n)_{Q_j,\tilde{\tau}_j}.$$ 

A computation of the map $\tilde{\tau}$ for $(n,N) = (1,2)$ will be given in the next example. From Theorem 6.18 we know that the formal power series $\tilde{\tau}$ is convergent near $Q = 0$. The figure below illustrates how $\text{Spec}(QH^*_T(E)_{\lambda,q,Q})$ is deformed in $\text{Spec} \mathbb{C}[\phi,P]$ for the case of $(n,N) = (2,5)$.

![Figure 1. The deformation of the decomposition of Spec(QH^*(\mathbb{P}(O_{\mathbb{P}^2} \oplus O_{\mathbb{P}^2}(-1)))_{\lambda,q,Q}).](image)

**Example 6.24.** Let $E$ be the toric bundle considered in the previous example with $(n,N)$ set to $(1,2)$. (This is the Hirzebruch surface $F_1 = \mathbb{P}(\mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(-1)).$) We want to describe explicitly the map $\tilde{\tau}$ and the decomposition of $QH^*_T(E)$. For simplicity, we will perform all calculations over $K = \mathbb{C}[Q]/(Q^2)$ in this example. Let $D$ be a discriminant locus of $(x - \lambda_1)(x - \lambda_2) - q = 0$, that is,

$$D = \{ (\lambda,q) \in \mathcal{M} \mid (\lambda_1 - \lambda_2)^2 + 4q = 0 \}.$$

We label the fixed points of $\mathbb{P}^1$, $[1,0]$ and $[0,1]$, as $\alpha$ and $\beta$ respectively. Let $s_\alpha(\lambda,qe^t)$ and $s_\beta(\lambda,qe^t)$ be solutions of $(x - \lambda_1)(x - \lambda_2) - qe^t = 0$ for $(\lambda,qe^t) \in \mathcal{M} \setminus D$. We remark that these are locally single-valued functions away from $D$. By direct calculation, we can see that
the map \( \tilde{\tau} \) has the following form:
\[
\tilde{\tau}_\alpha = (\tau_0 + \lambda_1 t + 2s_\alpha - \lambda_1 - \lambda_2 - (\lambda_1 - \lambda_2) \log(s_\alpha - \lambda_2)) + (\tau_1 + \log(s_\alpha - \lambda_2)) \phi \\
- \frac{s_\alpha - \lambda_2}{2(2s_\alpha - \lambda_1 - \lambda_2)} Qe^{\tau_1} + \frac{(s_\alpha - \lambda_2)(6s_\alpha - 5\lambda_1 - \lambda_2)}{12(2s_\alpha - \lambda_1 - \lambda_2)^3} Qe^{\tau_1} \phi,
\]
\[
\tilde{\tau}_\beta = (\tau_0 + \lambda_2 t + 2s_\beta - \lambda_1 - \lambda_2 - (\lambda_2 - \lambda_1) \log(s_\beta - \lambda_1)) + (\tau_1 + t - \log(s_\beta - \lambda_1)) \phi \\
- \frac{s_\beta - \lambda_2}{2(2s_\beta - \lambda_1 - \lambda_2)} Qe^{\tau_1} + \frac{(s_\beta - \lambda_2)(6s_\beta - 5\lambda_1 - \lambda_2)}{12(2s_\beta - \lambda_1 - \lambda_2)^3} Qe^{\tau_1} \phi.
\]
To simplify notation, we set \( t = \tau_1 = 0 \) from now on. Note that we can recover the original \( J_\tau \) from \( J_\tau|_{t=\tau_1=0} \) since \( t \) and \( \tau_1 \) always appear in the map \( J_\tau \) in the form of \( qe^t \) and \( Qe^{\tau_1} \). As written in the previous example, small quantum cohomology \( QH^*_T(F_1) \) and \( QH^*_T(\mathbb{P}^1) \) can be described as
\[
QH^*_T(F_1)_{\lambda,q,Q} \cong K[\phi,P] \big/ \left( \phi^2 - Q(P - \phi - \lambda_2), (P - \lambda_1)(P - \phi - \lambda_2) - q \right),
\]
\[
QH^*_T(\mathbb{P}^1)_{\lambda,Q_0,\tau} \cong K[\phi] \big/ (\phi^2 - Q(s_\alpha - \lambda_2)), \quad Q_\alpha = Q,
\]
\[
QH^*_T(\mathbb{P}^1)_{\lambda,Q_0,\tau} \cong K[\phi] \big/ (\phi^2 - Q(s_\beta - \lambda_2)), \quad Q_\beta = qQ.
\]
Via these identifications, the decomposition
\[
J_\tau : QH^*_T(F_1)_{\lambda,q,Q} \to QH^*_T(\mathbb{P}^1)_{\lambda,Q_0,\tau} \oplus QH^*_T(\mathbb{P}^1)_{\lambda,Q_0,\tau}
\]
can be represented as follows:
\[
J_{\tilde{\tau}_\gamma}(\phi) = \frac{\partial \tilde{\tau}_\gamma}{\partial t} = \phi - \frac{s_\gamma - \lambda_2}{2(2s_\gamma - \lambda_1 - \lambda_2)} Q + \frac{(s_\gamma - \lambda_2)(6s_\gamma - 5\lambda_1 - \lambda_2)}{12(2s_\gamma - \lambda_1 - \lambda_2)^3} Q \phi
\]
\[
J_{\tilde{\tau}_\gamma}(P) = \frac{\partial \tilde{\tau}_\gamma}{\partial t} = s_\gamma + \frac{s_\gamma - \lambda_1}{2s_\gamma - \lambda_1 - \lambda_2} \phi + \frac{q(\lambda_1 - \lambda_2)}{2(2s_\gamma - \lambda_1 - \lambda_2)^3} Q - \frac{q(12q + (\lambda_1 - \lambda_2)(4s_\gamma - 5\lambda_1 + \lambda_2))}{12(2s_\gamma - \lambda_1 - \lambda_2)^5} Q \phi
\]
for \( \gamma \in \{\alpha, \beta\} \). Note that we can define \( J_\tau \) when \( q = 0 \), though we may not be able to define \( \tau \) at \( q = 0 \). It is easy to check that the decomposition \( J_\tau \) coincides with the localization isomorphism for \( H^*_T(F_1) \) when we set the Novikov variables \( q = Q = 0 \).

Finally, we describe the non-equivariant limit of the decomposition \( J_\tau \). In the non-equivariant case, \( s_+(q) := s_\alpha(0,q) \) and \( s_-(q) := s_\beta(0,q) \) become the solutions of \( x^2 - q = 0 \), and we write \( s_\pm(q) = \pm q^{1/2} \). By setting \( \lambda \) to be zero in the above discussion, we obtain the following description for non-equivariant quantum cohomology:
\[
QH^*(F_1)_{q,Q} \cong K[\phi,P] \big/ \left( \phi^2 - Q(P - \phi), (P - \phi) - q \right),
\]
\[
QH^*(\mathbb{P}^1)_{q_\pm,\tau_\pm} \cong K[\phi] \big/ (\phi^2 \mp q^{1/2} Q).
\]
We also obtain the decomposition for the non-equivariant quantum cohomology:
\[
J_\tau : QH^*(F_1)_{q,Q} \to QH^*(\mathbb{P}^1)_{q_+,\tau_+} \oplus QH^*(\mathbb{P}^1)_{q_-,\tau_-}
\]
\[
J_{q_+}(\phi) = \phi - \frac{1}{4} Q \pm \frac{1}{16} q^{-\frac{1}{2}} Q \phi, \quad J_{q_+}(P) = \pm q^{\frac{1}{2}} + \frac{1}{2} \phi \mp \frac{1}{32} Q \phi.
\]
Again, we see from Theorem 6.18 that the map $\hat{\tau}$ and the decomposition $J_{\hat{\tau}}$ are convergent with respect $Q$.

**Appendix A. Proof of Lemma 6.3**

In this appendix, we will prove that $\mathcal{O}^{x,\sigma,z,-1}_{q^e,\lambda}(U)$ and $\mathcal{O}^{x,\sigma,z}_{q^e,\lambda}(U)$, which are defined in Definition 6.1, are rings. Here $U$ is an open subset of $\hat{\mathcal{M}} = \mathbb{C}^\times_q \times \mathbb{C}^N_\lambda$. It is enough to confirm that the former is a ring since $\mathcal{O}^{x,\sigma,z}_{q^e,\lambda}(U)$ consists of elements of $\mathcal{O}^{x,\sigma,z,-1}_{q^e,\lambda}(U)$ which are non-negative power series for $z$.

Let $a = \sum I, m, n a_I, m, n \sigma^I x^m z^n$ and $b = \sum I, m, n b_I, m, n \sigma^I x^m z^n$ belong to $\mathcal{O}^{x,\sigma,z,-1}_{q^e,\lambda}(U)$. It is easy to see that $a + b \in \mathcal{O}^{x,\sigma,z,-1}_{q^e,\lambda}(U)$ and thus we only need to check that $a \cdot b$ also belongs to $\mathcal{O}^{x,\sigma,z,-1}_{q^e,\lambda}(U)$. Since $a, b \in \mathcal{O}^{x,\sigma,z,-1}_{q^e,\lambda}(U)$, there exist a positive continuous function $C : U \rightarrow [1, +\infty)$ and a positive constant $C^\prime \geq 1$ satisfying

- $a_I, m, n(q, \lambda) = b_I, m, n(q, \lambda) = 0$ for $n < -C^\prime(|I| + |m| + 1)$, and
- the following estimate for coefficients:

$$\max\{|a_I, m, n(q, \lambda)|, |b_I, m, n(q, \lambda)|\} \leq C(q, \lambda)|I| + |m| + 1) + 1, (|I| + |m|)^n$$

for any $(q, \lambda) \in U$.

If we write $a \cdot b = \sum I, m, n (a \cdot b)I, m, n(q, \lambda) \sigma^I x^m z^n$, we have

$$(a \cdot b)_I, m, n(q, \lambda) = \sum_{I_1, I_2, I_1 + I_2 = I} \sum_{m_1, m_2, m_1 + m_2 = m} \sum_{n_1, n_2, n_1 + n_2 = n} a_{I_1, m_1, n_1}(q, \lambda) \cdot b_{I_2, m_2, n_2}(q, \lambda).$$

**Lemma A.1.** The coefficients $(a \cdot b)_I, m, n$ equal zero if $n < -2C^\prime(|I| + |m| + 1)$.

**Proof.** If $n$ is less than $-C^\prime(|I| + |m| + 2)$, it follows that $n_1 < -C^\prime(|I_1| + |m_1| + 1)$ or $n_2 < -C^\prime(|I_2| + |m_2| + 1)$ and hence $(a \cdot b)_I, m, n = 0$. In particular, $(a \cdot b)_I, m, n = 0$ if $n < -2C^\prime(|I| + |m| + 1)$.

Now we estimate the coefficients $|(a \cdot b)_I, m, n|$. We have

$$|(a \cdot b)_I, m, n| \leq \sum_{I_1, I_2, I_1 + I_2 = I} \sum_{m_1, m_2, m_1 + m_2 = m} \sum_{n_1, n_2, n_1 + n_2 = n} |a_{I_1, m_1, n_1}(q, \lambda) \cdot b_{I_2, m_2, n_2}(q, \lambda)|.$$

Note that $|a_{I_1, m_1, n_1}(q, \lambda) \cdot b_{I_2, m_2, n_2}(q, \lambda)| = 0$ if $n_1 < -C^\prime(|I_1| + |m_1| + 1)$ or $n_2 < -C^\prime(|I_2| + |m_2| + 1)$. The number of non-zero terms of the right-hand side of this inequality is not greater than $\max\{2|I| + |m| + 2C^\prime(|I| + |m| + 1)\}$. Therefore, if we write

$$M(q, \lambda) = \max\{|a_{I_1, m_1, n_1}(q, \lambda) \cdot b_{I_2, m_2, n_2}(q, \lambda)| \mid I_1 + I_2 = I, m_1 + m_2 = m, n_1 + n_2 = n\},$$

then we have

$$|(a \cdot b)_I, m, n(q, \lambda)| \leq \max\{2|I| + |m| + 2C^\prime(|I| + |m| + 1)\} \cdot M(q, \lambda) \leq C_1^{|I| + |m| + |n| + 1} \cdot M(q, \lambda)$$

for some positive constant $C_1 \geq 1$. 


Using the properties of $|a_{I,m,n}(q, \lambda)|$ and $|b_{I,m,n}(q, \lambda)|$, we have

\[ |a_{I,m_1,n_1}(q, \lambda) \cdot b_{I_2,m_2,n_2}(q, \lambda)| \leq C(q, \lambda) |I|^{1+|I|+|n_1|+|n_2|+2} (|I_1| + |m_1|)^n_1 (|I_2| + |m_2|)^n_2 \]

\[ \leq C_2(q, \lambda) |I|^{1+|I|+|n_1|+1} (|I_1| + |m_1|)^n_1 (|I_2| + |m_2|)^n_2 \]

for some positive function $C_2(q, \lambda)$. To obtain an estimate for $M(q, \lambda)$, we calculate the maximum of $(|I_1| + |m_1|)^n_1 (|I_2| + |m_2|)^n_2$.

**Lemma A.2.** Let $m$ be a non-negative integer and $n$ be an integer. Define a subset $A_{m,n} \subset \mathbb{Z}^4$ consisting of quadruples $(m_1, m_2, n_1, n_2)$ which satisfy the following condition:

- $m_1 \geq 0$, $m_2 \geq 0$,
- $m_1 + m_2 = m$, $n_1 + n_2 = n$,
- $n_1 \geq -C'(m_1 + 1)$, $n_2 \geq -C'(m_2 + 1)$.

Then, there exists a constant $C_0 \geq 1$ such that

\[ \max_{A_{m,n}} (m_1^{n_1} m_2^{n_2}) \leq C_0^{m+|n|+1} m^n. \]

**Proof.** By symmetry, we can assume $m_1 \geq m_2$, or equivalently $m_1 \geq m/2 \geq m_2$. In this case, the larger $n_1$ is, the larger $m_1^{n_1} m_2^{n_2}$ is. From the assumption, $n_1$ is no more than $n + C'(m_2 + 1)$ and we have

\[ m_1^{n_1} m_2^{n_2} \leq \left( \frac{m_1^{n+1}}{m_2^{C'(m_2 + 1)}} \right)^{C'(m_2 + 1)}. \]

If $m = 0$, then $(m_1, m_2) = (0, 0)$ and $m_1^{n_1} m_2^{n_2} \leq 1$. In the case that $m = 1$, we have $(m_1, m_2) = (1, 0)$ and $m_1^{n_1} m_2^{n_2} \leq 1$. Hereafter, we assume that $m \geq 2$. We define the real function $f(x)$ to be

\[ f(x) = (n + C'x + C') \log(m - x) - (C'x + C') \log x, \quad 0 < x \leq \frac{m}{2} \]

and set $f(0) := (n + C') \log m$. This function satisfies that

\[ \left( \frac{m_1^{n+1}}{m_2^{C'(m_2 + 1)}} \right)^{-1} = e^{f(m_2)}, \]

thus we only have to estimate $M_f := \max \{ f(x) \mid x \in \mathbb{Z}, 0 \leq x \leq m/2 \}$.

We have

\[ M_f \leq \max \left\{ f(0), f(1), f \left( \frac{m}{2} \right) \right\} \cup \left\{ f(\alpha) \mid f'((\alpha) = 0, 1 \leq \alpha < \frac{m}{2} \}. \right. \]

Since $f(0) = (n + C') \log m$, $f(1) = (n + 2C') \log (m - 1)$ and $f(m/2) = n \log (m/2)$, we have

\[ e^{f(0)} = m^{n+C'} \leq C_3^m m^n, \]

\[ e^{f(1)} = (m - 1)^{n+2C'} \leq C_3^m |n| m^n, \]

\[ e^{f\left( \frac{m}{2} \right)} = \left( \frac{m}{2} \right)^n \leq 2 |n| m^n \]

for some positive constant $C_3 \geq 1$. 

We proceed to estimate the critical values of the function $f(x)$. Let $\alpha$ be a critical point of $f$. Since
\[
f'(x) = C' \log \frac{m - x}{x} - \frac{1}{x(m - x)} [(n + C'm)x + C'm],
\]
we have
\[
C' \log \frac{m - \alpha}{\alpha} = \frac{1}{\alpha(m - \alpha)} [(n + C'm)\alpha + C'm].
\]
Using this equation, the critical value can be written as follows:
\[
f(\alpha) = n \log(m - \alpha) + (\alpha + 1) \cdot C' \log \frac{m - \alpha}{\alpha} + \frac{(n + C'm)\alpha + C'm}{m - \alpha}.
\]
Since $1 \leq \alpha \leq m/2$, we have
\[
\begin{align*}
n \log(m - \alpha) & \leq |n| \log 2 + n \log m, \\
\frac{\alpha + 1}{\alpha} & \leq 2, \\
\frac{(n + C'm)\alpha + C'm}{m - \alpha} & \leq \frac{(|n| + C'm) \cdot \frac{m}{2} + C'm}{m - \alpha} \\
& \leq |n| + C'm + 2C'.
\end{align*}
\]
Combining these inequalities, we have
\[
f(\alpha) \leq |n| \log 2 + 2(|n| + C'm + 2C') + n \log m,
\]
and therefore we obtain the following estimate:
\[
e^{f(\alpha)} \leq 2^{|n|} e^{2(|n| + C'm + 2C')} m^n.
\]
Finally, we estimate $\max A_{m,n}(m_1^{n_1}m_2^{n_2})$ as follows:
\[
\max A_{m,n}(m_1^{n_1}m_2^{n_2}) \leq e^{M_f} \\
\leq \max \left\{ e^{f(0)}, e^{f(1)}, e^{f \left( \frac{m}{2} \right)}, 2^{|n|} e^{2(|n| + C'm + 2C')} m^n \right\} \\
\leq C_0^{n+|n|+1} m^n
\]
for some positive constant $C_0 \geq 1$.

By this proposition, there exists a positive constant $C_4 \geq 1$ such that
\[
(|I_1| + |m_1|)^{n_1}(|I_2| + |m_2|)^{n_2} \leq C_4^{(|I|+|m|)+|n|+1} (|I|+|m|)^n.
\]
Using this inequality, we obtain the following estimates:
\[
M(q, \lambda) \leq (C_4 \cdot C_2(q, \lambda))^{(|I|+|m|)+|n|+1} (|I|+|m|)^n,
\]
\[
|(|a \cdot b)|,m,n(q, \lambda)| \leq (C_1 C_4 \cdot C_2(q, \lambda))^{(|I|+|m|)+|n|+1} (|I|+|m|)^n.
\]
The latter inequality and Lemma [A.4] indicate that $a \cdot b \in O_{q,e^t,\lambda}^{x,\sigma,z,z^{-1}}(U)$. 
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