Abstract—In this paper, throughput achieved in cognitive radio channels with finite blocklength codes under buffer limitations is studied. Cognitive users first determine the activity of the primary users’ through channel sensing and then initiate data transmission at a power level that depends on the channel sensing decisions. It is assumed that finite blocklength codes are employed in the data transmission phase. Hence, errors can occur in reception and retransmissions can be required. Primary users’ activities are modeled as a two-state Markov chain and an eight-state Markov chain is constructed in order to model the cognitive radio channel. Channel state information (CSI) is assumed to be perfectly known by either the secondary receiver only or both the secondary transmitter and receiver. In the absence of CSI at the transmitter, fixed-rate transmission is performed whereas under perfect CSI knowledge, for a given target error probability, the transmitter varies the rate according to the channel conditions. Under these assumptions, throughput in the presence of buffer constraints is determined by characterizing the maximum constant arrival rates that can be supported by the cognitive radio channel while satisfying certain limits on buffer violation probabilities. Tradeoffs between throughput, buffer constraints, coding blocklength, and sensing duration for both fixed-rate and variable-rate transmissions are analyzed numerically. The relations between average error probability, sensing threshold and sensing duration are studied in the case of variable-rate transmissions.
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I. INTRODUCTION

The main goal of the cognitive radio technology is to improve the efficiency in the use of limited, temporally and spatially under-utilized licensed radio frequency spectrum. A cognitive radio was first introduced by Mitola in [1] as a smart wireless device, which senses the environment, learns and automatically adapts its transmission parameters without changing any hardware structure. Through such cognition and the reconfigurability features, cognitive radio systems enable cognitive users (unlicensed or secondary users) to perform spectrum sensing and access the channels based on the sensing results. Hence, the spectrum can be utilized opportunistically by allowing the cognitive users to either use the channel if there is no activity of primary users (licensed users) [2] or share the spectrum with primary users under certain interference constraints. Motivated by the concept of a cognitive radio for efficient spectrum management, IEEE recently published IEEE 802.22 standard for wireless regional area networks (WRAN), which is the first cognitive radio based standard for using spectrum holes in TV broadcast bands by cognitive users [3]. It is required that cognitive users’ transmission does not degrade the performance of primary users, such as TV users, through harmful interference.

The performance of cognitive radio systems has been extensively studied in order to obtain more insights regarding their potential applications. In particular, the performance limits of spectrum-sharing schemes were studied in [4] by deriving the capacity of non-fading AWGN and fading channels under peak and average received-power constraints at the primary receiver. In addition to interference power constraints, peak and average transmit power constraints were taken into consideration in [5], where the authors determined the optimal power allocation strategies for the ergodic and outage capacity of a secondary user fading channel under spectrum sharing system subject to different combinations of these constraints. In practical scenarios, errors in channel sensing are inevitable because of uncertainties in a communication channel, e.g., noise and fading. Therefore, the authors in [6] considered the impact of imperfect channel sensing results on the ergodic capacity subject to average interference and transmit power constraints. Moreover, the outage capacity and truncated channel inversion with fixed rate (TIFR) capacity were studied in the presence of sensing errors in [7]. The work in [8] investigated the optimal sensing duration that maximizes the achievable throughput of the secondary users. On the other hand, to overcome the problem of sensing-throughput tradeoff, the authors in [9] proposed a novel cognitive radio system in which spectrum sensing and data transmission are performed at the same time by using the novel receiver structure based on perfect cancellation of the secondary signal. Recently, the authors in [10] proposed optimal power allocation schemes to minimize the average bit error rate subject to peak/average transmit power and peak/average interference power constraints in spectrum sharing systems.

All of the above works assume the availability of perfect channel side information (CSI) of the interference channel between the secondary transmitter and primary receiver as well as the transmission channel between the secondary transmitter and the secondary receiver. However, in practice it is not an easy task to obtain perfect knowledge of the fading realizations. Therefore, the authors in [11–14] consider the capacity of cognitive radio systems under imperfect channel side information. In [11], ergodic capacity was analyzed under average-received power and peak-received power constraints in the pres-
ence of only channel estimation error of the link between the secondary transmitter and primary receiver. Another capacity metric, namely secondary user mean capacity, was investigated in [12] with partial CSI knowledge of the interference channel under a peak interference constraint. Recently, the authors in [13] provided unified expressions of the ergodic capacity for different CSI level of the transmission link between the secondary transmitter and secondary receiver, and the interference link between the secondary transmitter and primary receiver subject to an average or a peak transmit power constraint together with an interference outage constraint. Different from these works, the authors in [14] also considered a minimum signal-to-interference noise ratio (SINR) constraint for the primary user and the interference from the primary transmitter on the secondary user mean capacity under different level of channel knowledge of the link between the primary transmitter and the primary receiver, and the link between the secondary transmitter and the primary receiver.

Another important consideration for cognitive radio systems especially in streaming and interactive multimedia applications is to support quality-of-service (QoS) requirements of secondary users in terms of buffer or delay constraints. In this respect, the authors in [15] obtained the optimal power adaptation policy to maximize the effective capacity subject to a given QoS constraint in multichannel communications. In [16], the optimal rate and power allocation strategy for the ergodic capacity in Nakagami fading channels was investigated under statistical delay QoS constraints. Moreover, the recent work in [17] mainly focused on the impact of adaptive M-QAM modulation on the effective capacity of secondary users under interference power and delay-QoS constraints.

Notably, in most studies as also seen in the aforementioned works, it is implicitly assumed that channel codes with arbitrarily long codewords can be used for transmission and consequently the well-known logarithmic channel capacity expressions of Gaussian channels are employed for analysis. In this paper, we depart from this idealistic assumption and assume that finite blocklength codes are used by the cognitive secondary users for sending messages. Hence, in our setup, transmission rates are possibly less than the channel capacity and errors can occur leading to retransmission requests. We further assume that the cognitive users operate under QoS constraints imposed as limitations on the buffer violation probability. The secondary users first detect the primary user activity, which is modeled as two-state Markov chain with busy and idle states. Subsequently, depending on the sensing result, the secondary user adapts its transmission power and rate and sends the data. Channel between the secondary users is assumed to be a block-fading channel in which the fading coefficient remains constant within each frame during the transmission. We first consider the scenario with perfect CSI at the secondary receiver and no CSI at the secondary transmitter. In this case, transmission is performed at two constant rate levels, depending on the sensing decision. In the second scenario, CSI is assumed to be available at both the secondary transmitter and receiver, enabling the secondary user to adapt its transmission rate according to the channel conditions. Under these assumptions, we analyze the throughput in the presence of buffer constraints by making use of the effective capacity formulation [18], [19], [20] and the recent results in [21].

The analysis described above is conducted for a cognitive radio system model in which we have a single secondary transmitter, a single secondary receiver, and one or more primary users.

The rest of this paper is organized as follows: We introduce the system model in the next section. Section II provides preliminaries regarding the channel capacity with finite blocklength codes and effective throughput under statistical QoS constraints. In Section III we study effective throughput under the following two assumptions: CSI is known perfectly by either the receiver only or both the transmitter and receiver. The numerical results are presented and discussed in Section IV followed by conclusions in Section V.

II. SYSTEM MODEL

In the cognitive radio model we consider, secondary users first determine the channel status (i.e., idle or busy) through spectrum sensing and then enter into data transmission phase with rate and power that depend on the sensing decision. Secondary users are allowed to coexist with primary users in the channel as long as their interference level does not deteriorate the performance of primary users. We also assume that channel sensing and data transmission are performed in frames of T seconds. Duration of first N seconds is allocated to channel sensing in which the secondary users observe either primary users’ faded sum signal plus Gaussian background noise or just Gaussian background noise, and make a decision on primary user activity. In the remaining T − N seconds, data transmission is performed over a flat-fading channel with additive Gaussian background noise and possibly additive interference arising due to transmissions from active primary users.

A. Markov Model for Primary User Activity

It is assumed that the primary users’ activity in the channel remains the same during the frame duration of T seconds. On the other hand, activity from one frame to another or equivalently the channel being busy or idle is modeled as a two-state Markov chain depicted in Figure 1. The busy state indicates that primary users are active in the channel whereas idle state represents no primary user activity. In Fig. 1, $P_{i,j}$, with $i, j \in \{I, B\}$, denotes the transition probability from state $i$ to state $j$, satisfying $\sum_j P_{i,j} = 1$. Note that we set $P_{B,I} = s$ and $P_{I,B} = q$.

![Fig. 1. Two-state Markov chain to model the primary user activity.](image-url)
Given the above two-state Markov chain, we can easily determine the prior probabilities that the channel is busy and idle, denoted by $\Pr(H_1)$ and $\Pr(H_0)$, respectively, as follows:

$$\Pr(H_1) = \frac{P_{I,B}}{P_{I,B} + P_{D,B}} = \frac{q}{q + s}, \quad \Pr(H_0) = \frac{P_{D,I} + P_{I,I}}{P_{D,I} + P_{I,I}} = \frac{s}{s + q}$$

with notations $H_0$ and $H_1$ described below.

### B. Channel Sensing

Channel sensing is performed in the first $N$ seconds. The remaining duration of $T - N$ seconds is reserved for data transmission. As in [20], we formulate channel sensing as a binary hypothesis testing problem:

$$H_0 : y_i = n_i \quad i = 1, 2, \ldots, NB$$

$$H_1 : y_i = s_i + n_i \quad i = 1, 2, \ldots, NB$$

where $n_i$ denotes complex circularly symmetric background Gaussian noise samples with mean zero and variance $\mathbb{E}[|n_i|^2] = \sigma_n^2$, i.e., $n \sim \mathcal{CN}(0, \sigma_n^2)$. $s_i$ denotes the primary users’ faded sum signal at the cognitive secondary receiver and can, for instance, be expressed as

$$s_i = \sum_{j=1}^{K} g_{ps,j} u_j$$

where $K$ is the number of active primary transmitters, $u_j$ is the $j^{th}$ primary user’s transmitted signal and $g_{ps,j}$ denotes the fading coefficient between the $j^{th}$ primary transmitter and the secondary receiver. Therefore, hypothesis $H_0$ above corresponds to the case in which primary users are inactive in the channel whereas hypothesis $H_1$ models the presence of active primary users. Above, $B$ denotes the bandwidth of the system and therefore we have $NB$ complex signal samples in the sensing duration of $N$ seconds.

We further assume that $\{s_i\}$ is an independent and identically distributed (i.i.d.) sequence of circularly symmetric, complex Gaussian random variables with mean zero and variance $\mathbb{E}[|s_i|^2] = \sigma_s^2$, i.e., $s \sim \mathcal{CN}(0, \sigma_s^2)$. The optimal Neyman-Pearson energy detector is employed for channel sensing, and under the above-mentioned statistical assumptions, the test statistic is the total energy gathered in $N$ seconds, which is compared with a threshold $\lambda$:

$$T(y) = \frac{1}{NB} \sum_{i=1}^{NB} |y_i|^2 \geq_{H_0} \lambda$$

Above, $T(y)$ is the sum of $NB$ independent $\chi^2$-distributed complex random variables and hence is itself $\chi^2$-distributed with $2NB$ degrees of freedom. With this characterization, the false alarm and detection probabilities can be expressed as

$$P_f = \Pr(T(y) > \lambda | H_0) = \Pr(H_0 | H_0) = 1 - P\left(\frac{NB\lambda}{\sigma_n^2}, NB\right),$$

$$P_d = \Pr(T(y) > \lambda | H_1) = \Pr(H_1 | H_1) = 1 - P\left(\frac{NB\lambda}{\sigma_n^2 + \sigma_s^2}, NB\right)$$

where $P(s, x) = \frac{\gamma(s,x)}{\Gamma(s)}$ is the regularized Gamma function [22, eq. 6.5.1], $\gamma(s,x)$ is the lower incomplete Gamma function [22, eq. 6.5.2], and $\Gamma(s)$ is the Gamma function [22, eq. 6.1.1]. Additionally, $H_1$ and $H_0$ denote busy and idle sensing decisions, respectively. We further express the rest of the conditional probabilities of channel sensing decisions given channel true states, i.e., $\Pr(H_i | H_j)$, in terms of $P_d$ and $P_f$, as follows:

$$\Pr(H_i | H_j) = \begin{cases} 1 - P_d & \text{if } j = 1, i = 0 \\ 1 - P_f & \text{if } j = 0, i = 0 \end{cases}$$

Combining (5) – (7) and applying the Bayes’ rule, we can obtain the probabilities of channel being sensed to be busy and idle as

$$\Pr(H_i) = \frac{q}{q + s} P_d + \frac{s}{s + q} P_f,$$

$$\Pr(H_0) = \frac{q}{q + s} (1 - P_d) + \frac{s}{s + q} (1 - P_f).$$

Finally, we would like to note that channel sensing can be performed by either the secondary receiver or transmitter, and we have implicitly assumed that the secondary receiver performs this task. In such a case, we further assume that the binary sensing decision made by the secondary receiver is reliably fed back to the secondary transmitter through a low-rate control channel.

### C. Data Transmission Parameters, Interference Management, and Channel Model

1) **Data Transmission Power and Rate:** Following channel sensing, secondary users initiate the data transmission phase in the remaining $T - N$ seconds. They adapt transmission rates and power levels depending on the channel sensing decision and availability of channel side information (CSI). More specifically, in the absence of CSI at the secondary transmitter, fixed-rate transmission is performed with constant power level while in the presence of perfect CSI, data is sent at a variable rate. Additionally, the average power is $\overline{P_1}$, and transmission rate is $r_1$ in the case of channel being sensed to be busy, and average power is $\overline{P_2}$ and transmission rate is $r_2$ in the case of channel being sensed to be idle.

2) **Interference Management:** The two-level transmission scheme described above is adopted to limit the interference inflicted on the primary users. Therefore, we in general have $\overline{P_1} \leq \overline{P_2}$. If cognitive users are not allowed to transmit when the primary user activity is detected in the channel, then we set $\overline{P_1} = 0$. In general, power $\overline{P_1}$ should be below a certain threshold in order to limit the interference inflicted on the primary users. Note that when the transmission power is $\overline{P_1}$, the average interference experienced by a primary user is $\overline{I_1E[|g_{sp}|^2]}$ where $g_{sp}$ is the fading coefficient of the channel between the secondary transmitter and primary receiver. Then, an upper bound on the transmission power $\overline{P_1}$ can be expressed as

$$\overline{P_1} \leq \frac{I_0}{\max_j \mathbb{E}[|g_{sp,j}|^2]}$$

where $I_0$ is the maximum average interference power that the primary users can tolerate and $|g_{sp,j}|^2$ is the channel gain.
between the secondary transmitter and the $j$th primary receiver. However, this may not provide sufficient protection in the presence of sensing errors since primary receivers are disturbed with average transmission power of $P_2$ in the case of misdetections. Therefore, as an additional mechanism to control the interference, an upper bound on the probability of miss detection or equivalently a lower bound on the detection probability should be imposed in cognitive radio systems so that misdetections occur rarely.

Yet, another method to limit the average interference power experienced by the primary users is to impose the following constraint on the transmission powers:

$$P_d P_1 + (1 - P_d) P_2 \leq \frac{I_0}{\max_j \mathbb{E}\{|g_{sp,j}|^2\}}$$

(11)

together with possibly peak constraints $P_1 \leq P_{\text{peak},1}$ and $P_2 \leq P_{\text{peak},2}$. Above, $P_d$ is the detection probability in channel sensing. Note that primary receiver is disturbed with transmissions of power $P_1$ and $P_2$ with probabilities $P_d$ and $(1 - P_d)$, respectively, which are the probabilities of correct detection and miss-detection events. Hence, average interference power is proportional to $P_d P_1 + (1 - P_d) P_2$. We note that such an average interference power constraint was, for instance, considered in [6].

Finally, we remark that the analysis in Section IV is conducted for given power constraints and given signal-to-noise ratios. Therefore, any of the interference constraints discussed above can be easily be accommodated in the subsequent throughput analysis.

3) Channel Model: Next, we describe the channel model. The channel between the secondary users is assumed to experience flat fading. We also consider the block-fading assumption in which the fading coefficients are constant within the frame of $T$ seconds and change independently between the frames. Under these assumptions, the complex input–complex output relationship is

$$y = \begin{cases} hx + n & \text{in the absence of primary user activity,} \\ hx + n + s & \text{in the presence of primary user activity.} \end{cases}$$

(12)

Above, $h$ is the circularly-symmetric complex fading coefficient with a finite variance, i.e., $\mathbb{E}\{|h|^2\} < \infty$. $x$ and $y$ are the $(T - N)B$-dimensional complex channel input and output vectors, respectively. Since we assume that transmissions are power constrained by $P_1$ or $P_2$, the average energy available in the data transmission period of $(T - N)$ seconds is $(T - N)P_i$ for $i = 1, 2$, and hence $\mathbb{E}\{|x|^2\} = (T - N)P_i$. With energy uniformly distributed across input symbols, the average energy per symbol becomes $\mathbb{E}\{|x|^2\} = \frac{I_0}{\max_j \mathbb{E}\{|g_{sp,j}|^2\}}$.

In (12), $n$ denotes the vector of i.i.d. noise samples that are circularly symmetric, Gaussian random variables with mean zero and variance $\mathbb{E}\{|n|^2\} = \sigma_n^2$, and $s$ again represents the vector of active primary users’ faded sum signal received at the secondary receiver similarly as in [4]. We again assume that the components of $s$ are i.i.d. Gaussian random variables with mean zero and variance $\mathbb{E}\{|s|^2\} = \sigma_s^2$.

III. PRELIMINARIES

In this section, we briefly review rates achieved with finite blocklength codes and effective throughput under statistical QoS constraints.

A. Transmission Rate in the Finite Blocklength Regime

In [21], Polyanskiy, Poor and Verdú studied the channel coding rate achieved with finite blocklength codes and identified a second-order expression for the channel capacity of the real additive white Gaussian noise (AWGN) channel in terms of the coding blocklength $(T - N)B$, error probability $\epsilon$, and signal-to-noise ratio (SNR). As done in [23], this result can be slightly modified to obtain the following approximate expression for the instantaneous channel capacity of a flat-fading channel attained in the data transmission duration of $(T - N)B$ symbols:

$$r = \log_2(1 + \text{SNR}|h|^2) - \sqrt{\frac{1}{(T - N)B} \left(1 - \frac{1}{\text{SNR}|h|^2 + 1}\right) Q^{-1}(\epsilon) \log_2 e}$$

(13)

where $Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt$ is the Gaussian Q-function and SNR denotes the signal-to-noise ratio which can be expressed as average energy per symbol normalized by the variance of the noise random variable. The above expression provides the rate that can be achieved with error probability $\epsilon$ for a given fading coefficient $h$ and signal-to-noise ratio SNR. Note that as the blocklength $(T - N)B$ grows without bound, the second term on the right-hand side of (13) vanishes and transmission rate $r$ approaches the instantaneous channel capacity $\log_2(1 + \text{SNR}|h|^2)$ for any arbitrarily small $\epsilon > 0$.

Equivalently, we can also conclude from (13) that transmission with a given fixed rate $r$ can be supported with error probability

$$\epsilon_{|h|^2} = Q\left(\frac{\log_2(1 + \text{SNR}|h|^2) - r}{\sqrt{\frac{1}{(T - N)B} \left(1 - \frac{1}{\text{SNR}|h|^2 + 1}\right) \log_2 e}}\right)$$

(14)

where the dependence of the error probability on fading is made explicit by expressing $\epsilon$ with subscript $|h|^2$.

In order to observe the effect of finite-length codewords on the reliability of transmissions, in Fig. 2 we display the error probability vs. transmission rate when the transmitter is assumed to employ finite-length codewords together with the asymptotical behavior as the codeword length grows without bound. According to the Shannon capacity limit, when the codeword length increases without bound, we can achieve reliable transmission with no decoding errors (i.e., $\epsilon = 0$).
for any transmission rate less than the instantaneous channel capacity, i.e., \( r < C = \log_2(1 + \text{SNR}|h|^2) \), whereas reliable communication is not possible when \( r \geq C \). Indeed, as noted in \cite{25}, by the strong converse, when \( r > C \), probability of error goes exponentially to 1 as the blocklength increases. Therefore, we have the sharp cutoff at the instantaneous capacity in Fig. 2 for the asymptotic scenario of codewords of infinite length. Close inspection of (14) leads to the same conclusion as well. Let \( r > \log_2(1 + \text{SNR}|h|^2) \). Then, as the blocklength \( (T-N)B \) increases to infinity, the term \( \frac{1}{(T-N)B} \left( 1 - \frac{1}{\text{SNR}|h|^2+1} \right)^2 \) vanishes and in the limit, we have \( \epsilon_{|h|^2} = Q(-\infty) = 1 \). If \( r < \log_2(1 + \text{SNR}|h|^2) \), we asymptotically have \( \epsilon_{|h|^2} = Q(\infty) = 0 \).

On the other hand, for finite-length codewords, when we plot (14), we see that we have a relatively smooth transition. This behavior indicates that for transmissions with rates less than the instantaneous capacity, we can still have errors, albeit with relatively small probabilities, while transmission rates above the instantaneous capacity can lead to successful transmissions but again only with small probability.

B. Throughput under Buffer Limitations

In \cite{18}, Wu and Negi defined the effective capacity as the maximum constant arrival rate that a given service process can support in order to guarantee a statistical QoS requirement characterized by the QoS exponent \( \theta \). If we define \( Q \) as the stationary queue length, then \( \theta \) is the decay rate of the tail of the distribution of the queue length \( Q \):

\[
\lim_{q \to \infty} \frac{\log P(Q \geq q)}{q} = -\theta.
\]

Therefore, for large \( q_{\text{max}} \), the buffer overflow probability can be approximated as exponentially decaying at a rate \( \theta \):

\[
P(Q \geq q_{\text{max}}) \approx e^{-\theta q_{\text{max}}}.
\]

Hence, larger values of \( \theta \) represent more strict QoS constraints whereas lower values of \( \theta \) indicate looser QoS guarantees.

The effective capacity, which quantifies the throughput under a buffer constraint in the form of (16), is given by (18, 19)

\[
R_E = \lim_{t \to \infty} \frac{1}{t} \log_2 \mathbb{E}[e^{-\theta S(t)}] = \frac{\Lambda(-\theta)}{\theta}
\]

where \( \Lambda(\theta) = \lim_{t \to \infty} \frac{1}{t} \log_2 \mathbb{E}[e^{\theta S(t)}] \), \( S[t] = \sum_{i=1}^{t} r_i \) is the time-accumulated service process and \( \{r_i, i = 1, 2, \ldots\} \) denotes the discrete-time stationary and ergodic stochastic service process. In the remainder of the paper, \( R_E \) will be referred as the effective rate rather than the effective capacity since we study the performance in the finite blocklength regime.

C. Impact of Finite-Blocklength Analysis in Cognitive Radio Channels under Buffer Limitations

Before a detailed analysis, we in this subsection briefly describe the impact of considering finite-blocklength regime in the throughput analysis of cognitive radio channels in the presence of buffer constraints. As pointed out in Section III-A, the critical difference from the studies with infinite-blocklength codes is that we now have non-zero error probabilities even if the transmission rates are less than the instantaneous capacity. Moreover, we observe from (14) that error probabilities, for fixed-rate transmissions, fluctuate depending on the channel conditions. In general, such error events will be reflected in the subsequent analysis by the presence of OFF states in which reliable communication is not achieved due to errors and consequently retransmissions are required. This potentially has significant impact in buffer-limited systems as frequent communication failures and retransmission requests can easily lead to buffer overflows. Therefore, coding rates and error probabilities in the finite-blocklength regime should be judiciously analyzed and optimal transmission parameters should be identified. Situation is further exacerbated in cognitive radio systems in which channel sensing is performed imperfectly and interference constraints are imposed. Firstly, time allocated to channel sensing results in reduced transmission duration, leading to reduced codeword blocklength with consequences on both the rates and error probabilities. Additionally, false-alarm and miss-detections, experienced due to imperfect sensing, cause over- or underestimations of the channel, and resulting mismatches cause transmission rates and/or error probabilities to exceed or be lower than required or target levels (for instance, as will be discussed in Section IV-B1).

IV. STATE TRANSITION MODEL FOR THE COGNITIVE RADIO CHANNEL AND EFFECTIVE THROUGHPUT

In this section, we first construct an eight-state Markov chain in order to model the cognitive radio channel, and then derive the corresponding state transition probabilities when CSI is assumed to be perfectly known either at the receiver only or at both the receiver and transmitter. Subsequently, we analyze the throughput achieved with finite blocklength codes in the presence of buffer constraints under these two assumptions.

A. Perfect CSI at the Receiver Only

It is assumed that perfect knowledge of fading realizations is available at the secondary receiver, but not at the secondary
transmitter. Therefore, the transmitter performs data transmission with constant rate of $r_1$ or $r_2$ based on the sensing decision about the channel occupancy by the primary users.

1) State Transition Model: Before analyzing the throughput achieved by the secondary users with finite blocklength codes under buffer constraints, we construct a state transition model for the cognitive radio channel. First, we list the four possible scenarios, together with corresponding signal-to-noise ratio expressions, arising as a result of different channel sensing decisions and the true nature of primary users’ activity:

- **Scenario I** (Correct-detection denoted by joint event $(\mathcal{H}_1, \mathcal{H}_1)$):
  - Busy channel is sensed as busy and $\text{SNR}_1 = \frac{T}{(\sigma_n^2 + \sigma_d^2)}$.
- **Scenario II** (Miss-detection denoted by $(\mathcal{H}_1, \mathcal{H}_0)$):
  - Busy channel is sensed as idle and $\text{SNR}_2 = \frac{T}{2\sigma_n^2}$.
- **Scenario III** (False-alarm denoted by $(\mathcal{H}_0, \mathcal{H}_1)$):
  - Idle channel is sensed as busy and $\text{SNR}_3 = \frac{1}{2\sigma_n^2}$.
- **Scenario IV** (Correct-detection denoted by $(\mathcal{H}_0, \mathcal{H}_0)$):
  - Idle channel is sensed as idle and $\text{SNR}_4 = \frac{1}{2\sigma_n^2}$.

Additionally, transmission rate is $r_1$ bits/s/Hz in scenarios 1 and 3 above, and is $r_2$ bits/s/Hz in scenarios 2 and 4. When codewords of length $(T-N)B$ are used to send the data at these fixed rates, we know from the discussion in Section III-A that information is received reliably with probability $(1 - \epsilon_d(|h|^2))$ while errors occur and retransmission is needed with probability $\epsilon_d(|h|^2)$ as formulated in (14). More specifically, the error probabilities in scenarios 1 and 3 are

$$
\epsilon_d(|h|^2) = Q\left(\frac{\log_2(1 + \text{SNR}_d|h|^2) - r_1}{(T-N)B\left(1 - \frac{1}{(\text{SNR}_d|h|^2+1)^7}\right)}\right)
$$

for $d = 1$ and 3, respectively. Similarly, we have

$$
\epsilon_l(|h|^2) = Q\left(\frac{\log_2(1 + \text{SNR}_l|h|^2) - r_2}{(T-N)B\left(1 - \frac{1}{(\text{SNR}_l|h|^2+1)^7}\right)}\right)
$$

in scenarios 2 and 4 for $l = 2$ and 4, respectively. Above, we see that error probability is a function of the fading coefficient $|h|$ and SNR. From this discussion, we conclude that the channel can be either in the ON state (in which information is reliably received) or the OFF state (in which erroneous reception occurs) in each scenario. Hence, we have eight states in total in the Markov model for the cognitive radio channel as depicted in Fig. 3. Note that since reliable communication cannot be achieved in the OFF states, the transmission rate is effectively zero and the data has to be retransmitted in these states. Therefore, the service rates (in bits/frame) in four scenarios can be expressed, respectively, as

$$
R_d = \begin{cases} 
0 & \text{with probability } \epsilon_d(|h|^2) \\
(T-N)B r_1 & \text{with probability } (1 - \epsilon_d(|h|^2)) 
\end{cases}
$$

$$
R_l = \begin{cases} 
0 & \text{with probability } \epsilon_l(|h|^2) \\
(T-N)B r_2 & \text{with probability } (1 - \epsilon_l(|h|^2)) 
\end{cases}
$$

for $d = 1, 3$ and $l = 2, 4$.

Next, we identify the transition probabilities from state $i$ to state $k$ denoted by $p_{ik}$ in the eight state transition model of the cognitive radio channel. We initially analyze in detail $p_{11}$, the probability of staying in the topmost ON state. We can first express $p_{11}$ as in (22) shown at the top of the next page. Subsequently, we can write (23) by noting that channel being actually busy in the current frame depends on its state in the previous frame due to the two-state Markov chain, and channel being detected as busy in the $i^{th}$ frame depends only on the true state of the channel being busy or idle in the $i^{th}$ frame and not on previous true states and sensing decisions since channel sensing is performed in each frame independently. Moreover, channel being ON does not depend on the sensing decisions and channel being ON or OFF in the previous frames due to the block-fading assumption. Finally, we have (24) by observing that the first probability in (23) is $P_{B_i:B} = 1 - s$ in the Markov chain, the second probability is the correct detection probability $P_d$ in channel sensing, and channel is ON with probability $(1 - \epsilon_1(|h|^2))$ as discussed above.

By following the same steps, transition probabilities from all eight states to state 1 can be found as

$$
p_{k1} = p_{11} = p_{21} = p_{31} = p_{41} = (1 - s)P_d(1 - \epsilon_1(|h|^2)), \\
p_{k1} = p_{51} = p_{61} = p_{71} = p_{81} = qP_d(1 - \epsilon_1(|h|^2)).
$$

The channel is busy in the first four states and we see that the transition probabilities from these four states to the first state are the same. The channel is idle in the last four states and similarly their transition probabilities are equal. Hence, (25) shows that
we can group the transition probabilities into two with respect to the true nature of the channel, i.e., busy or idle. The rest of the transition probabilities between each state can be derived in a similar fashion and the overall result can be listed as follows for \( i = 1, 2, 3, 4 \) and \( k = 5, 6, 7, 8 \):

\[
\begin{align*}
p_{12} &= (1-s)P_d(1-\epsilon_1(|h|^2)) \\
p_{13} &= (1-s)(1-P_d)(1-\epsilon_2(|h|^2)) \\
p_{14} &= (1-s)(1-P_d2)(1-\epsilon_2(|h|^2)) \\
p_{23} &= q_dP_d(1-\epsilon_2(|h|^2)) \\
p_{24} &= q_d(1-P_d)(1-\epsilon_2(|h|^2)) \\
p_{34} &= sP_d2(1-\epsilon_3(|h|^2)) \\
p_{44} &= (1-q_d)P_d2(1-\epsilon_3(|h|^2)) \\
p_{45} &= sP_d2(1-\epsilon_3(|h|^2)) \\
p_{46} &= (1-q_d)P_d2(1-\epsilon_3(|h|^2)) \\
p_{57} &= s(1-P_d2)(1-\epsilon_4(|h|^2)) \\
p_{58} &= (1-q_d)(1-P_d2)(1-\epsilon_4(|h|^2)) \\
p_{87} &= (1-q_d)(1-P_d2)(1-\epsilon_4(|h|^2)) \\
p_{88} &= (1-q_d)(1-P_d2)(1-\epsilon_4(|h|^2)) \\
\end{align*}
\]

The set of transition probabilities can be expressed in an \( 8 \times 8 \) state transition matrix

\[
R = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{18} \\
p_{41} & p_{42} & \cdots & p_{48} \\
p_{51} & p_{52} & \cdots & p_{58} \\
p_{81} & p_{82} & \cdots & p_{88} \\
\end{bmatrix} = \begin{bmatrix}
p_{11} & \cdots & p_{18} \\
p_{41} & \cdots & p_{48} \\
p_{51} & \cdots & p_{58} \\
p_{81} & \cdots & p_{88} \\
\end{bmatrix}
\] (27)

Note that the rank of \( R \) is 2 since it has only two linearly independent column vectors.

2) Throughput Under Buffer Limitations: In this subsection, we determine the throughput achieved with finite blocklength codes subject to buffer constraints by obtaining the effective rate of the cognitive radio channel with the state-transition model constructed in Section [IV-A1]. The approach and techniques in this section closely follow [20] with the difference that we now consider performance in the finite blocklength regime. In [24], Chap. 7, Example 7.2.7], it is shown for Markov modulated processes that

\[
\frac{\Lambda(\theta)}{\theta} = \frac{1}{\theta} \log_e sp(\phi(\theta)R)
\] (28)

where \( \Lambda(\theta) \) is defined underneath (17), \( sp(\phi(\theta)R) \) is the spectral radius or the maximum of the absolute values of the eigenvalues of the matrix \( \phi(\theta)R \), \( R \) is the transition matrix of the underlying Markov process, and \( \phi(\theta) = \text{diag} (\phi_1(\theta), \ldots, \phi_M(\theta)) \) is a diagonal matrix whose components are the moment generating functions of the processes in \( M \) states (\( M = 8 \) in our model). In our case, we have

\[
\phi(\theta) = \text{diag} (e^{\theta(T-N)Br_1}, 1, e^{\theta(T-N)Br_2}, 1, e^{\theta(T-N)Br_1}, 1, e^{\theta(T-N)Br_2}, 1), \text{ and (29)}
\]

\[
\phi(\theta)R = \begin{bmatrix}
e^{\theta(T-N)Br_1} p_{11} & \cdots & e^{\theta(T-N)Br_1} p_{18} \\
p_{11} & \cdots & p_{18} \\
e^{\theta(T-N)Br_1} p_{41} & \cdots & e^{\theta(T-N)Br_1} p_{48} \\
p_{41} & \cdots & p_{48} \\
e^{\theta(T-N)Br_1} p_{51} & \cdots & e^{\theta(T-N)Br_1} p_{58} \\
p_{51} & \cdots & p_{58} \\
e^{\theta(T-N)Br_1} p_{81} & \cdots & e^{\theta(T-N)Br_1} p_{88} \\
p_{81} & \cdots & p_{88} \\
\end{bmatrix}
\] (30)

Note that \( \phi(\theta)R \) is a rank-2 matrix as well. As the \( n \)-rowed principal minors of \( \phi(\theta)R \) are zero, the coefficients of the characteristic polynomial of the matrix \( \phi(\theta)R \) can be found in terms of adding only the 1-rowed and 2-rowed principal minors, then the maximum root of this polynomial gives the spectral radius \( sp(\phi(\theta)R) \), which is expressed in (31) on the next page. Now, combining (17), (28), and (31), we can easily express the effective rate of the cognitive channel as in (32) on the next page. Note that \( R_E(\text{SNR}, \theta) \) in (32) characterizes the maximum constant arrival rates that the cognitive radio channel can support in the finite blocklength regime under buffer limitations characterized by the QoS exponent \( \theta \). Note that this throughput is maximized over transmission rates \( r_1 \) and \( r_2 \).

Throughput in the absence of any buffer constraints, which can be easily determined by letting \( \theta \to 0 \) in \( R_E(\text{SNR}, \theta) \), is given in (33).

B. Perfect CSI at both the Receiver and Transmitter

Instead of CSI known by the receiver only, we in this section consider that both the secondary transmitter and receiver have access to perfect CSI. Therefore, in contrast to Section [IV-A1] the secondary transmitter can adapt its transmission scheme by varying the rate depending on the instantaneous values of the fading coefficient \( |h| \).

1) State Transition Model: Under the assumption of perfect CSI at the transmitter, the eight-state Markov model for the cognitive radio channel with four possible scenarios and ON/OFF states is unchanged as we defined in Section [IV-A1]. Additionally, the SNR expressions in each scenario are still the same. In contrast to fixed-rate transmission schemes, for a given fixed target error probability \( \epsilon \), the secondary transmitter now varies its transmission rate according to the channel conditions and channel sensing decision. More specifically, in the case of channel being sensed as busy, the secondary transmitter initiates
channel, we have the following transmission rate

\[ sp(\phi(\theta)R) = \frac{1}{2} \left[ \phi_1(\theta)p_{i1} + \cdots + \phi_4(\theta)p_{i4} + \phi_5(\theta)p_{k5} + \cdots + \phi_8(\theta)p_{k8} \right] \]

Before specifying the transition probabilities of the cognitive

On the other hand, if no primary user activity is sensed in the

In scenario 2 (in which we have missed detection), due to the primary user activity and the resulting interference on secondary users, the actual channel rate associated with

\[ R_E(\text{SNR}, \theta) = \max_{r_1, r_2 \geq 0} -\frac{1}{\theta T B} \log_e E_{|h|^2} \left( \frac{1}{2} \left( (p_{i1} + p_{k5})e^{-\theta(T-N)Br_1} + (p_{i3} + p_{k7})e^{-\theta(T-N)Br_2} + p_{i2} + p_{i4} + p_{k6} + p_{k8} \right) \right. \]

\[ + \left. \frac{1}{2} \left[ (p_{i1} + p_{k5})e^{-\theta(T-N)Br_1} + (p_{i3} + p_{k7})e^{-\theta(T-N)Br_2} + p_{i2} + p_{i4} - p_{k6} - p_{k8} \right]^2 \right] \]

\[ + 4(p_{k1}e^{-\theta(T-N)Br_1} + p_{k2} + p_{k3}e^{-\theta(T-N)Br_2} + p_{k4}) \times (p_{i5}e^{-\theta(T-N)Br_1} + p_{i6} + p_{i7}e^{-\theta(T-N)Br_2} + p_{i8}) \]

\[ + \frac{1}{2} \left( (1 - s)(3q - s) + 4sq \right) \left( 1 - E_{|h|^2} \{ \epsilon_1(|h|^2) \} \right) \]

\[ + \frac{(T - N)r_2(1 - P_f)}{2T(s + q)} \left( 1 - s)(3q - s) + 4sq \right) \left( 1 - E_{|h|^2} \{ \epsilon_2(|h|^2) \} \right) \]

\[ + \frac{(T - N)r_2(1 - P_f)}{2T(s + q)} \left( 1 - s)(3q - s) + 4sq \right) \left( 1 - E_{|h|^2} \{ \epsilon_3(|h|^2) \} \right) \]

\[ \left( 1 - s)(3q - s) + 4sq \right) \left( 1 - E_{|h|^2} \{ \epsilon_4(|h|^2) \} \right) \]

data transmission with rate

\[ r_1(\text{SNR}_1, |h|^2) = \log_2(1 + \text{SNR}_1|h|^2) \]

\[ - \sqrt{\frac{1}{(T - N)B} \left( 1 - \frac{1}{(\text{SNR}_1|h|^2 + 1)^2} \right)} Q^{-1}(\epsilon) \log_2 e. \]  \hspace{1cm} (34) \]

On the other hand, if no primary user activity is sensed in the channel, we have the following transmission rate

\[ r_2(\text{SNR}_4, |h|^2) = \log_2(1 + \text{SNR}_4|h|^2) \]

\[ - \sqrt{\frac{1}{(T - N)B} \left( 1 - \frac{1}{(\text{SNR}_4|h|^2 + 1)^2} \right)} Q^{-1}(\epsilon) \log_2 e. \]  \hspace{1cm} (35) \]

Before specifying the transition probabilities of the cognitive radio channel, we initially determine the error probabilities in each scenario that are associated with the transmission rates

\[ r_1(\text{SNR}_1, |h|^2) \text{ or } r_2(\text{SNR}_4, |h|^2) \]

error probability \( \epsilon \)

\[ \log_2(1 + \text{SNR}_2|h|^2) = \sqrt{\frac{1}{(T - N)B} \left( 1 - \frac{1}{(\text{SNR}_2|h|^2 + 1)^2} \right)} \times Q^{-1}(\epsilon) \log_2 e. \]  \hspace{1cm} (36) \]

However, the secondary users do not know the true state of the channel, and they only have the imperfect channel sensing result. In this case, the channel is detected as idle even if the primary users are active. Hence, for the given target error probability \( \epsilon \), the secondary users send data with rate \( r_2(\text{SNR}_4, |h|^2) \), which is obviously higher than the actual rate in (30) that the channel actually supports with error probability \( \epsilon \).

As a result, we have in fact higher error probability \( \epsilon'' \) (compared to the given target error probability \( \epsilon \)) when the transmission rate is \( r_2(\text{SNR}_4, |h|^2) \). Equating the transmission rate \( r_2(\text{SNR}_4, |h|^2) \) to that in (30), and rearranging the terms, the final expression of the actual error probability \( \epsilon'' \) can be found as (37) shown at the top of next page.
\[ \epsilon''_{|h|^2} = Q \left( \log_2 \frac{1+\text{SNR}_3|h|^2}{1+\text{SNR}_4|h|^2} + \sqrt{\frac{1}{(T-N)B} \left( 1 - \frac{1}{(\text{SNR}_3|h|^2+1)^2} \right)} \frac{Q^{-1}(\epsilon) \log_2 e}{\log_2 e} \right). \] (37)

- In scenario 3 (in which we have false alarm), for a given error probability \( \epsilon \), the channel supports the rate

\[
\log_2(1 + \text{SNR}_3|h|^2) - \sqrt{\frac{1}{(T-N)B} \left( 1 - \frac{1}{(\text{SNR}_3|h|^2 + 1)^2} \right)} \times Q^{-1}(\epsilon) \log_2 e
\]

which is higher than the rate \( r_1(\text{SNR}_1, |h|^2) \) because there is actually no interference from the primary users, i.e., \( \text{SNR}_1 < \text{SNR}_3 \). Therefore, the error probability that can be attained with this transmission rate is less than the given fixed target error probability \( \epsilon \). Following the same approach adopted in scenario 2, the actual error probability \( \epsilon''_{|h|^2} \) can be expressed as (39) shown at the top of next page. Note that, the error probability \( \epsilon''_{|h|^2} \) again varies with the fading coefficient \( |h| \).

- In scenario 4, the constant error probability \( \epsilon \) is attained with rate \( r_2(\text{SNR}_4, |h|^2) \).

By combining the above error probability expressions, the average probability of error for variable-rate transmissions is given by

\[
\epsilon_{\text{avg}} = \Pr(H_1, \hat{H}_1)\epsilon + \Pr(H_1, \hat{H}_0)\mathbb{E}_{|h|^2}\{\epsilon''_{|h|^2}\} + \Pr(H_0, \hat{H}_1)\mathbb{E}_{|h|^2}\{\epsilon''_{|h|^2}\} + \Pr(H_0, \hat{H}_0)\epsilon.
\]

(40)

We can further express \( \epsilon_{\text{avg}} \) by using the prior probabilities of the channel state given in (1) and the probabilities of channel sensing decisions in (5) - (7) as follows:

\[
\epsilon_{\text{avg}} = \frac{q}{q + s} \frac{P_d \epsilon}{q} + \frac{q}{q + s} (1 - P_d) \mathbb{E}_{|h|^2}\{\epsilon''_{|h|^2}\} + \frac{s}{q + s} P_f \mathbb{E}_{|h|^2}\{\epsilon''_{|h|^2}\} + \frac{s}{q + s} (1 - P_f) \epsilon.
\]

(41)

Now we can obtain the transition probabilities in a similar fashion as in Section [IV-A1] for \( i = 1, 2, 3, 4 \) and \( k = 5, 6, 7, 8 \):

\[
\begin{align*}
p_{11} &= (1 - s) P_d (1 - \epsilon), & p_{16} &= s P_f \epsilon'_{|h|^2} \\
p_{12} &= (1 - s) P_d \epsilon, & p_{17} &= s (1 - P_f) (1 - \epsilon'_{|h|^2}) \\
p_{13} &= (1 - s) (1 - P_d) (1 - \epsilon'_{|h|^2}), & p_{18} &= s (1 - P_f) \epsilon \\
p_{14} &= (1 - s) (1 - P_d) \epsilon''_{|h|^2}, & p_{19} &= s q (1 - P_f) \epsilon''_{|h|^2} \\
p_{15} &= s P_f (1 - \epsilon'_{|h|^2}), & p_{110} &= s q (1 - P_f) (1 - \epsilon'_{|h|^2}) \\
p_{16} &= s P_f \epsilon'_{|h|^2}, & p_{111} &= s q (1 - P_f) \epsilon''_{|h|^2} \\
p_{17} &= s (1 - P_f) (1 - \epsilon), & p_{112} &= s q (1 - P_f) (1 - \epsilon'), \\
p_{18} &= s (1 - P_f) \epsilon, & p_{113} &= s q (1 - P_f) \epsilon.
\end{align*}
\]

(42)

V. NUMERICAL RESULTS

In this section, the results of numerical computations are illustrated. More specifically, we numerically investigate optimal transmission parameters such as optimal fixed transmission rates and optimal target error probabilities in variable-rate transmissions. Furthermore, we analyze the impact sensing parameters and performance (e.g., sensing duration and threshold, and detection and false-alarm probabilities), different levels of QoS constraints, and codeword blocklengths on the throughput in cognitive radio systems. Numerically, we provide characterizations for key tradeoffs.

2) Throughput Under Buffer Limitations: We will use the same techniques described in Section [IV-A2] since service rates in ON states are functions of the fading coefficient in variable-rate transmission, the only difference comes from the moment generating functions of the processes in ON states as follows:

\[
\phi(\theta) = \text{diag}\left\{\mathbb{E}_{|h|^2}\{e^{\theta(T-N)B r_1(\text{SNR}_1, |h|^2)}\}, 1, \mathbb{E}_{|h|^2}\{e^{\theta(T-N)B r_2(\text{SNR}_4, |h|^2)}\}, 1, \mathbb{E}_{|h|^2}\{e^{\theta(T-N)B r_3(\text{SNR}_3, |h|^2)}\}, 1, \mathbb{E}_{|h|^2}\{e^{\theta(T-N)B r_4(\text{SNR}_2, |h|^2)}\}, 1\right\}.
\]

(43)

Then, the approach given in Section [IV-A2] can be applied to obtain the effective rate under QoS constraints as in (44) on the next page. The target error probability \( \epsilon \) can be optimized to maximize the effective throughput. When the cognitive radio channel is not subject to any buffer constraints, hence QoS exponent \( \theta \to 0 \), we have the effective rate expression given in (45).

A. Fixed-Rate Transmissions

In Fig. 4 the effective rate \( R_E \) is plotted as a function of fixed transmission rates \( r_1 \) and \( r_2 \). The QoS exponent \( \theta \) is set
the probabilities of false alarm and detection, the probability of idle detection \(P_{d}\) as a function of the channel sensing duration \(N\) for \(\lambda = 0.05, 0.1\) and 0.2. The QoS exponent \(\theta\) is set to 0.001. Again, fixed-rate transmissions are considered and the effective rate is maximized over transmission rates. For \(\lambda = 0.05\), the false alarm and detection probabilities increase to 1 and approximately 0.5, respectively with increasing \(N\). Since the false alarm probability is higher, we have lower probability of detecting channel as idle as seen in the lower right
figure. Hence, the channel is not efficiently utilized by cognitive users due to imperfect channel sensing decisions. Therefore, the effective rate is small. On the other hand, when $\lambda = 0.2$, we have lower false alarm and detection probabilities since the threshold level in hypothesis testing is higher. The probabilities of false alarm and detection diminish to 0 as $N$ increases. Thus, the secondary user senses the channel as idle more frequently and performs data transmission with higher average power level, which leads to higher effective rate. But, this comes at the expense of higher interference on the primary users, which may be prohibitive since primary users’ transmission cannot be sufficiently protected. If we impose the average interference power constraint in (11) with $\max_i E[|g_{SP,j}|^2] = 7 \text{ dB}$, and peak transmission power constraints 0 dB and 10 dB for $P_1$ and $P_2$, respectively, the power level is limited by the interference constraint for lower values of detection probability. Hence, we have lower effective rate with power control imposed through the constraint in (11) when $\lambda = 0.2$. As a result, we provide effective protection for primary users. In the case of $\lambda = 0.1$, reliable channel sensing is achieved since the probabilities of false alarm and detection approach 0 and 1, respectively. The effective rate increases until a certain threshold due to reliable channel sensing. However, after that threshold, the effective rate decreases with increasing channel sensing duration. The reason is that as channel sensing takes more time, less time is available for data transmission. Additionally, shorter coding blocklength for data transmission further affects adversely, leading to lower effective throughput. Thus, there is a more intricate tradeoff between channel sensing duration and throughput in the finite blocklength regime.

In order to analyze the impact of the choice of the sensing threshold on the effective rate, in Fig. 6 we plot the effective rate, probabilities of false alarm and detection, probabilities of idle and busy detection vs. sensing threshold $\lambda$ for the values of QoS exponent $\theta = 0$, $5 \times 10^{-5}$ and $10^{-4}$ in the fixed-rate transmission case. Since the channel sensing method is independent of $\theta$, we display the behavior of the above-mentioned probabilities without any buffer limitations in the lower subfigures. The effective rate is again maximized with respect to transmission rates. Initially, as $\lambda$ increases, the probability of false alarm starts to diminish. This improves the detection performance, and hence secondary users obtain more accurate channel sensing results. Therefore, the effective rate starts increasing. As $\lambda$ continues to increase, the false alarm probability approaches 0 and the probability of detection starts to decrease as well. Hence, the cognitive users fail to detect the primary users’ activity even if they are active in the channel (i.e., we have higher miss detection probability), and use the channel more frequently by transmitting data with higher average power level, which explains the second increase in the effective rate. However, experiencing significant interference can deteriorate the primary users’ data transmission. To avoid this harmful interference caused by the secondary user, the lower bound on the detection probability can be imposed, i.e., $P_d \geq 0.6$. Also, the transmission power $P_2$ can be limited by the average interference constraint in (11) with $\max_i E[|g_{SP,j}|^2] = 7 \text{ dB}$, which leads to decreasing effective rate as the secondary users fail to detect the primary users’ activity. In the figure, we also see that effective rate decreases with increasing $\theta$. Thus, the effective rate takes the highest values in the absence of QoS constraints, i.e., when $\theta = 0$.

### B. Variable-Rate Transmissions

![Fig. 7. The effective rate $R_{E}$ vs the probability of error $\epsilon$ for different values of QoS exponent $\theta$ in variable-rate transmission.](image)

In Fig. 7 we consider variable-rate transmissions, and display numerical results for the effective rate as a function of the target error probability $\epsilon$ for $\theta = 0, 0.01$ and 0.1. As larger values of the error probability $\epsilon$ indicate that cognitive users’ data transmission is subject to more errors, they enter into OFF states frequently, where rate of reliable transmission is effectively zero. Therefore, effective rate decreases as $\epsilon$ increases beyond a threshold. We also observe that effective rate is maximized at a unique optimal error probability $\epsilon$. Moreover, effective rate
decreases as QoS constraints become more stringent (i.e., for larger values of $\theta$).

The tradeoff between the blocklength and effective rate in variable-rate transmission is analyzed. Hence, in Fig. 8 we display the behavior of the optimized error probability and effective rate as a function of the code blocklength $(T - N)B$ for $\theta = 0, 0.001, 0.005, 0.01$. In the lower subfigure we see that as the code blocklength increases, the optimal error probability, which maximizes the effective rate, decreases for given $\theta$ values. In the upper subfigure, we observe that if there is no such buffer limitation, effective rate increases with increasing blocklength. However, under buffer constraints with $\theta = 0.005$ and 0.01, as code blocklength increases until a certain threshold, data transmission is performed with decreasing error probability $\epsilon$, which improves the system performance because longer codewords are transmitted more reliably. On the other hand, the effective rate starts to decrease after the threshold. This is due to our assumption that fading stays constant over the frame of $T$ seconds. As the blocklength and hence the value of $T$ increase, cognitive users experience slower fading. Therefore, possible unfavorable deep fading lasts longer, leading to degradation in performance. In order to avoid buffer overflows, secondary transmitter becomes more conservative and supports only smaller arrival rates.

In Fig. 9 we plot the average error probability $\epsilon_{\text{avg}}$, which maximizes the effective rate in variable-rate transmission and the probabilities of detection and false alarm vs. sensing threshold $\lambda$ for sensing duration of $N = 6$ ms and 10 ms. In the presence of CSI knowledge at the transmitter, secondary transmitter performs variable-rate data transmission with given fixed target error probability $\epsilon = 0.001$ and $\theta = 0.001$. As we know from the analysis in Section IV-B1, error probability does not stay fixed at the target level of $\epsilon$ in scenarios 2, 3 where busy channel is sensed as idle and idle channel is sensed as busy, respectively. As $\lambda$ increases, the probability of false alarm starts decreasing. Hence, average error probability decreases. When the probability of detection and the probability of false alarm approach 1 and 0, respectively (in the case of perfect channel sensing), the average error probability is equal to the fixed target error probability $\epsilon = 0.001$. As $\lambda$ continues to increase, the detection probability diminishes and miss detection (scenario 2) occurs more frequently, resulting in error probabilities greater than $\epsilon$. Cognitive users can experience frequent errors in miss detections with variable error probability $\epsilon'_{\lambda|\theta}$, which is larger than the fixed target error probability of $\epsilon$. Therefore, we have higher average error probability. We can see that channel sensing plays a critical role on the average error probability in variable-rate transmissions. Finally we note that as sensing duration increases, the probabilities of false alarm and detection decrease with higher slopes as threshold increases. We also note that lower average error probability is achieved with larger $N$ values when $0.05 < \lambda \leq 0.14$.

Next, we analyze the tradeoff between the reliability of the variable-rate transmission and the sensing duration. In Fig. 10 we plot the average error probability $\epsilon_{\text{avg}}$ and probabilities of false alarm, detection vs. channel sensing duration $N$. 

![Fig. 8. The effective rate $R_E$ and the probability of error $\epsilon$ vs. blocklength $(T - N)B$ in variable-rate transmission.](image)

![Fig. 9. The average error probability $\epsilon_{\text{avg}}$ and probabilities of false-alarm, detection vs. sensing threshold $\lambda$.](image)

![Fig. 10. The average error probability $\epsilon_{\text{avg}}$ and probabilities of false-alarm, detection vs. channel sensing duration $N$.](image)
the average probability of error $\epsilon_{avg}$, which achieves the highest effective rate, the probabilities of detection and false alarm are given as a function of sensing duration $N$ for $\lambda = 0.05, 0.1$ and $0.2$. The target error probability $\epsilon$ is fixed to 0.001. When $\lambda = 0.05$, the detection probability approaches 1 and the false alarm probability approaches 0.5 as sensing duration increases. Thus, cognitive users detect the channel as busy more and transmit data with fixed error probability $\epsilon$ or variable error probability $\epsilon'[h]^2$ (scenario 1 and scenario 3, respectively). The average error probability decreases when channel sensing takes more time and approaches approximately $\epsilon$. For $\lambda = 0.1$, cognitive users almost perfectly sense the channel with false alarm and detection probabilities approaching 0 and 1, respectively with increasing sensing duration. Thus, average error probability decreases and approaches $\epsilon = 0.001$. Therefore, data transmission is performed at the target error rate. If $\lambda$ is chosen as 0.2, error probability increases until a certain threshold since we have lower false alarm and detection probabilities and the channel is detected as idle even though it is occupied by primary users, where cognitive users’ transmission rate is achieved with error rate $\epsilon'[h]^2$ that is much bigger than the target error probability $\epsilon$. After that threshold, less time is allocated for data transmission. Therefore, lower transmission rates are supported, yielding more reliable data transmission, and hence decreasing the average error probability.

C. Fixed-Rate vs. Variable-Rate Transmissions

In this subsection, we compare the effective rate achieved under fixed-rate and variable-rate transmission schemes.

![Graph](image)

**Fig. 11.** The effective rate $R_E$ vs. QoS exponent $\theta$ for fixed-rate and variable-rate transmission for different $T$ values.

In Fig. 11 we display numerical results for the effective rate vs. QoS exponent $\theta$ in fixed-rate and variable-rate transmissions for $T = 200$ ms, $N = 1$ ms and $T = 1$ s, $N = 1$ ms. Larger values of $\theta$ indicate that data transmission is performed under more strict QoS constraints. We see that increasing $\theta$ diminishes the effective rate $R_E$ for both transmission schemes. The variable-rate transmission achieves better performance when $T = 1$ s, $N = 1$ ms for all values of $\theta$. On the other hand, fixed-rate transmission outperforms for low values of $\theta$ when $T = 200$ ms, $N = 1$ ms. Under more strict buffer limitations (higher values of $\theta$), cognitive users send data with lower rates. Thus, the reliability of transmission becomes more important. Therefore, instead of sending data at constant rates, transmitter benefits more by varying the rate.

![Graph](image)

**Fig. 12.** The effective rate $R_E$ vs. blocklength $(T−N)B$ for fixed-rate and variable-rate transmission, $\theta = 1$.

Effective rate $R_E$ is given as a function of blocklength $(T−N)B$ for fixed-rate and variable-rate transmissions in Fig. 12. We previously observed that effective rate increases until a certain threshold with increasing code blocklength. After that threshold, effective rate starts to diminish. The reason of this trend is explained in Fig. 8 for variable-rate transmission. In this figure, we also see that the same behavior is observed for fixed-rate transmission. We interestingly note that transmitting with constant rates leads to higher effective rate compared to varying the rate based on channel conditions when code blocklength is less than 1500 complex signal samples. When $(T−N)B$ is increased beyond 1500 complex signal samples, keeping the error probability constant and performing data transmission with variable rate result in better performance.

VI. CONCLUSION

In this paper, we have analyzed the throughput of cognitive radio systems in the finite blocklength regime under buffer constraints. Through the effective capacity formulation, we have characterized the maximum constant arrival rates that the cognitive radio channel can support with finite blocklength codes while satisfying statistical QoS constraints imposed as limitations on the buffer violation probability. We have first focused on the scenario in which the CSI of the secondary link is assumed to be perfectly known at the secondary receiver only. In this case, the secondary transmitter sends the data at two different constant rate levels, which depend on the channel sensing decision, and error rates vary with the channel conditions. In the second scenario, perfect CSI is available at
both the secondary transmitter and receiver. Under this assumption, the secondary transmitter, considering a target error rate level, varies its transmission rate according to the time-varying channel conditions. For both scenarios, we have determined the throughput as a function of state transition probabilities of the cognitive radio channel, prior probabilities of idle/busy state of primary users, sensing decisions and reliability, the block error probability, QoS exponent, frame and sensing durations.

We have investigated the interactions and tradeoffs between different buffer, sensing, transmission, and channel parameters and the throughput. Through the numerical results, we have demonstrated that sensing threshold, duration and reliability have significant impact on the performance. In particular, we have observed that highly inaccurate sensing can either lead to inefficient use of resources and low throughput or cause possibly high interference on the primary users. We have also noted that sensing-throughput tradeoff is more involved since increasing the sensing duration for improved sensing performance not only decreases the time allocated to data transmission but also results in shorter codewords being sent, lowering the transmission reliability. Additionally, we have seen in the case of variable transmission-rate that average error probability can deviate significantly from the target error rate due to imperfect sensing. Moreover, we have remarked that throughput generally decreases as the QoS exponent \( \theta \) increases (i.e., as QoS constraints become more stringent), and variable-rate transmissions have better performance under more strict QoS restrictions while fixed-rate transmissions lead to higher throughput under looser QoS constraints.
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