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Wireless sensor networks have been widely applied to various application domains such as environmental monitoring and surveillance. Because of reliance on the open transmission media, a sensor network may suffer from radio jamming attacks, which are easy to launch but difficult to defend. Attacked by jamming signals, a sensor network may experience corrupted packets and low network throughput. A number of defense techniques have been proposed. However, each defense technique is suitable for only a limited range of network and jamming conditions. This paper proposes an adaptive approach to antijamming for sensor networks by combining the strength of state-of-the-art antijamming techniques, which enables each node to adaptively select the optimal antijamming technique for different jamming conditions. The great challenge is that the sensor network undergoes varying jamming conditions over time. We address this challenge by formulating the antijamming problem of the sensor network as a Markov decision process and propose an efficient algorithm for computing the best antijamming strategy. By comprehensive simulation experiments, we demonstrate that a sensor network using the derived antijamming strategy can well defend from radio jamming attacks and in the meanwhile retain high energy efficiency.

1. Introduction

With the appealing characteristics of low-cost, easy to deploy, and unattended operation and the ability of withstanding harsh environmental conditions, wireless sensor networks have been implemented in a wide range of applications, such as environment monitoring [1] and event detection [2].

Sensor networks transmit wireless signals over the open shared media. This leaves a sensor network vulnerable to radio jamming attacks. In [3, 4], several jamming attacks have been explored, which corrupt control packets, such as RTS (Request-to-Send) and CTS (Clear-to-Send). The jammer just keeps sending packets like RTS to prevent transmission of legitimate packets. These methods are usually based on the statistics of packet transmission history and can cause severe damage to the sensor network with only modest overhead.

Thus, antijamming is enormously important for secure operation of sensor networks. As being well known, sensor nodes are typically powered by batteries and hence limited in power supply. This has been generally accepted as one of the crucial issues of the sensor network. Therefore, antijamming needs to be energy efficient.

A number of antijamming methods have been proposed, such as channel surfing [5], error correction codes and transmission power adjustment. However, these existing countermeasures of jamming attacks are usually suitable for a limited range of jamming conditions with varying operation cost. In the real world scenario, jamming attacks may be very different in nature and may change over time. In addition, radio signals are unstable as many factors may cause jamming signal attenuated in different ways for different environments. As a result, different nodes suffer different degrees of radio jamming. Thus, it is inefficient for a whole sensor network simply to apply a single antijamming technique. This may result in poor performance of antijamming and/or still suffer serious performance degradation of energy consumption.

As shown in Figure 1, sensor nodes in the jamming area may experience different degrees of jamming attack.
Thus, the quality of different links varies. For ease of understanding, we show only two levels of jamming signal strength and result in two regions: severely jammed and slightly jammed. In the severely jammed area, the nodes must adopt a heavy antijamming technique in order to transmit a packet successfully. Such a technique usually requires a high energy consumption rate. In the slightly jammed area, the link may experience lower delivery ratio but is still able to deliver data. In this case, a light antijamming technique may be employed for improving the link quality.

This paper focuses on proposing an adaptive approach to antijamming for sensor networks, by combining the strength of different antijamming techniques. With this solution, a sensor node is able to select the best antijamming techniques for different jamming conditions. The challenge is that the sensor network may undergo different jamming conditions over time. As a result, an antijamming technique that is good for the present may produce poor performance after the network condition changes. Importantly, the overhead for a sensor node switching from one antijamming technique to another is usually nonnegligible. In this paper, we solve this challenging issue by formulating the antijamming problem of the sensor network as a Markov decision process and propose an algorithm for computing the best antijamming strategy. Conclusive performance results demonstrate that our approach with the derived antijamming strategy allows a sensor network to perform well against radio jamming attacks.

The rest of this paper is organized as follows. In Section 2, we present the related work. The system model and problem formulation are described in Section 3. In Section 4, we elaborate the design of our MDP-based algorithm and the determination of the optimal antijamming strategy. We present some discussion issues on the design in Section 5. The evaluation results are discussed in Section 6. We finally conclude the paper in Section 7.

2. Related Work

Since radio jamming attacks have been recognized as a crucial issue in sensor networks, a plenty of research has been conducted. A good survey for radio jamming attacks and counter measures against radio jamming in sensor networks can be found in [6].

2.1. Jamming Attacks. In the literature, many possible jamming attacks have been studied or even implemented in the context of wireless sensor networks.

In [7], it is pointed out that jamming attacks can effectively cause a denial of service of either transmission or reception functionalities. These attacks can easily be accomplished by emitting a radio signal on a particular channel. Different jamming attacks may be posed against a sensor network.

In [8], the authors introduce four different jamming attack models. They explore various detecting techniques for jamming attacks in sensor networks. The packet delivery ratio (PDR) is used to classify a poor radio link, and then a consistency check is performed to make sure whether it is caused by jamming or not. This method is very efficient in identifying the adversary. Nevertheless, it does not provide effective countermeasures against jamming.

In [3], it shows that encrypting packets help to prevent jammers from launching attacks based on the content of the packets. However, temporal intervals of packets induced by the nature of the protocol may release patterns. Such patterns can be exploited by jammers even when packets are encrypted. The authors study packet interarrival times of three representative MAC protocols, S-MAC, LMAC, and B-MAC. And they develop several jamming attacks that allow a jammer to compromise S-MAC, LMAC, and B-MAC in a energy-efficient fashion.

In [9], the authors investigate a scenario where a radio jammer is strategic, meaning that the jammer controls the probability of jamming and the transmission range to maximize the damage to the sensor network in terms of the number of corrupted links. The jammer stops jamming attacks when it is detected by a monitoring node.

In [4], the authors analyze the effect of radio jamming against a sensor network. When the jamming is on the physical layer, the analysis shows that the loss is proportional to the jammer power. On the other hand, the jamming can be launched on the link layer or able to exploit the semantics of MAC-layer packet transmissions. For example, when CSMA/CA is used as the MAC protocol, the jammer could detect transmissions of RTS and CTS frames. Thus, the jammer can selectively jam those control frames.

In [10], reactive jamming is studied, by which a jammer only targets to jam packets already on the air. When jamming only selected packets, the risk of the jammer being detected by the sensor network is minimized. Previously, it was thought that reactive jamming is too challenging for an attacker to implement. The authors demonstrate that flexible and reliable software-defined reactive jamming is practical and easy to implement.

2.2. Antijamming Techniques. Due to the serious threats that may be caused by radio jamming attacks, a number of antijamming techniques have been proposed.
In [11], the paper focuses on the performance analysis of various error control codes in terms of BER performance and power consumption. The authors implement different error control codes using VHDL on FPGA and ASIC. In addition, the energy consumption for different error control codes is also measured. BER is the performance metric, evaluated by transmitting randomly generated data through a Gaussian channel. They found that binary-BCH codes with ASIC implementation are best suitable for wireless sensor networks. In the presence of jamming attacks, the channel condition becomes worse, and error control codes can help reduce BER.

One possible solution to cope with radio jamming is to adapt the transmission power of nodes with respect to the power of the jamming radio [12]. It is found that the effect of jamming upon source-receiver communications is not isotropic. The effect of jamming is studied by improving the transmission power on a testbed with Mica2 motes.

In [9], the author formulates the jamming issue as an optimization problem. By solving the optimization problem at both the network and jammers, they can control their probability to transmit the radio signals, so as to achieve the optimal jamming and defense effectiveness. This work studied the interaction between jammer and the nodes in the networks.

In [13], the author proposes a fast jamming detection algorithm in wireless sensor networks. It collectively evaluates the PDR in a given area instead of a pair of nodes, where the nodes totally make different kinds of quantity. Thus, we make the objective by minimizing the product of cost and reward.

In [14], jamming attacks from insiders are studied. An attacker may gain the common cryptographic information through those compromised nodes and then launch jamming attacks. The paper then proposes a compromise-resilient antijamming scheme to deal with the insider jamming problem. According to the scheme, the physical channel used by a sensor network is determined by the group key shared by the sensor nodes.

A technique called channel surfing [15, 16] is developed to cope with the jamming interference, by which the sensor nodes change the communication channel when they detect jamming attacks. Two channel surfing methods are explored. One is coordinated channel switching, in which the entire sensor network changes the radio channel. The other is spectral multiplexing, in which the nodes in the jammed area change the radio channel and the nodes on the boundary act as relays.

In [17], a jammed area detecting and mapping service is developed. As a result, this service allows network applications to reason about the region as an entity. Evaluation results show that regions can be mapped in 1–5 seconds.

2.3. Summary. This paper complements the existing work of antijamming by combining the strength of different anti-jamming techniques and proposes an adaptive antijamming solution to wireless sensor networks.

3. Model and Problem Formulation

In this section, we first present the performance description and then introduce the antijamming techniques considered in this paper. Note that it is possible to include more antijamming techniques and the proposed algorithm is still valid.

3.1. Problem Description. In a wireless sensor network, there are a set of nodes, denoted as N and a set of a few jammers in the environment, denoted as J. For each node, there are K antijamming techniques available for different jamming conditions.

Since the jamming signal is not constant but varying over time, the node periodically evaluates the channel condition, $\varphi_n(t)$. The period is denoted as $\tau$. Based on $\varphi_n(t)$, the node chooses the proper antijamming technique to deal with different jamming signal. For the node, each antijamming technique has different cost, $C_k$. Focusing on the energy efficient purpose, we evaluate this cost as a function of the energy that the node will consume in the next period. Consider

$$C_k(t) = f\left(\frac{E_k(t)}{\tau}\right).$$

In the following period, the performance reward of the node using specific antitechnique is the improvement of the communication between the nodes. Consider

$$R_k(t) = (Q(t)) = Q(t + \tau) - Q(t),$$

where $R_k(t)$ is the performance reward, and $Q(t)$ is the communication quality.

The objective of the nodes is to choose the proper antijamming techniques, which considers both the reward and the cost. From the definition earlier, we know that $C_k(t)$ and $R_k(t)(Q(t))$ are different kinds of quantity. Thus, we make the objective by minimizing the product of cost and reward. We focus on a relatively long time period, denoted as $T$, so the nodes totally make $\lfloor T/\tau \rfloor$ decisions. Then, we formulate the overall objective as:

$$\min_{k(t)\in K} \sum_{i=0}^{\lfloor T/\tau \rfloor} R_k(t)(Q(t))C_k(t).$$

3.2. Antijamming Techniques. There are a number of different antijamming techniques in the literature. Without loss of generality, this paper assumes that each sensor node is capable of applying three representative antijamming techniques.

3.2.1. Transmission Power Adjustment. With this technique, a sender node increases its transmission power, and thus
obtains an optimal policy for antijamming. In this section, we present our algorithm in detail, which formulates the problem as a Markov decision process and increases the SNR at the receiver node [12]. This technique is suitable under a slight jamming condition, for example, at the periphery of the jamming area. In that area, the jamming signal is relatively weak, so the nodes usually only need to raise its transmission power by one or two levels. This technique introduces modest energy cost.

3.2.2. Error-Correcting Code. An error-correcting code [11] is used for correcting some error bits that occurred during transmission. Before transmission, the node encodes the packet. When the receiver has received the packet, the decoding process is capable of correcting some error bits by using the redundancy information contained in the encoded packet (under a certain condition, e.g., the number of error bits is smaller than a given threshold).

Applying error-correcting codes as an antijamming technique is energy efficient as it largely relies on computation and transmission of extra bits. Many error-correcting codes have been proposed. This paper chooses Reed-Soloman code as an example. Other codes can similarly work with our algorithm.

3.2.3. Channel Hopping. With this technique [16], a sensor node will change the working channel when it detects strong jamming signals in the current channel. As shown in Figure 2, node B in the shaded area is jammed. Node A is an intermediate node which works on two channels. It switches between the two channels, so it can keep the network connected. When it changes its working channel, it will notify its neighbor working on the same frequency immediately. The schedule of the intermediate nodes is shown in the right of Figure 2. When nodes B and C transmit periodically, and the schedule of Node A is appropriate, there will be no packet loss.

Thus, each sensor node has a set of available antijamming techniques, denoted as $\Delta = \{\delta_0, \delta_1, \delta_2, \delta_3\}$, representing null technique, transmission power adjustment, error-correcting code, and channel hopping, respectively.

4. Optimal Adaptive Antijamming

In this section, we present our algorithm in detail, which formulates the problem as a Markov decision process and obtains an optimal policy for antijamming.

We formulate the problem as a 4-tuple: $(S, \Delta, P, C)$, where $S$ is the set of all the node states that describe the channel conditions, $\Delta$ is the set of antijamming techniques, $P_\delta(s, s')$ is the probability that the node state becomes $s'$ after technique $\delta$ is performed at state $s$, and $C$ is the cost of the antijamming technique. In the following, we introduce these four components in detail.

4.1. System States. The system states denote the channel conditions $\varphi_n(t)$, which describe the different degrees of the jamming conditions.

In [8], the authors use PDR and RSSI (Received Signal Strength Indicator) to denote jamming signals with good accuracy. In our algorithm, however, the antijamming strategy affects the value of PDR. It will not be so accurate for using those two parameters to describe the current channel condition. We will use a method that considers the current antijamming strategy as well.

Considering the limited computing ability of the sensor nodes, it is important to reduce the complexity of the algorithm. Therefore, we use only four states, denoted as $S = \{0, 1, 2, 3\}$, which represent four different jamming conditions and correspond to the three antijamming strategies plus the case requiring no countermeasures. For the same reason, we use five levels for RSSI. As Algorithm 1 shows, functions $\Pi(CAS, PDR)$ and $\Gamma(RSSI)$ output the system state depending on the current countermeasure. For each countermeasure, it is suitable for a certain level of jamming, so there is a correspondence between states and countermeasures. Thus, when the PDR value is high enough, it indicates that the current antijamming strategy is effective. Then, function $\Pi(CAS, PDR)$ outputs the corresponding state. For the transmitting power of the node is always the same, the RSSI value will be in a certain level of the normal case. When the jammer is present, the RSSI value will also rise. Under different jamming levels, the RSSI value will be different. Making this correspondence between RSSI and the jamming conditions, we realize function $\Gamma(RSSI)$. There is a special interval of RSSI value, which is below the normal signal strength, meaning that the link is weak. In that case, the algorithm will return a normal state, because a low PDR value is not caused by radio jamming.

![Figure 2: Illustration of the channel hopping technique.](image-url)
Since the state of nodes changes due to the varying jamming conditions, the transition probability of the states also describes the variation of jamming signals.

The transition probability is acquired by analyzing historical data. The nodes record number $k_i\delta_j$ jamming signals. The probability of the states also describes the variation of due to the varying jamming conditions, the transition probability can be calculated as

$$P_\delta(S(t-\tau), S(t)) = \frac{Pr(S(t-\tau), S(t), \delta)}{Pr(S(t-\tau), \delta)}$$

$$= \frac{k_{i-j}^{\delta}}{k_{i}^{\delta}} = \frac{k_{i-j}}{k_{i}},$$

where $k_i$ is the total number of nodes that reach the state $i$.

### 4.3. Cost of Antijamming Techniques

The cost function is about the energy consumption caused by the antijamming techniques.

#### 4.3.1. Adjusting Transmission Power

The cost of increasing transmission power is easy to compute. It is the raised power multiplied by the packet transmission time,

$$C_t = \sum_{i=1}^{n} P_{tx} L_{pkt} = \sum_{i=1}^{n} \frac{P_{tx} L_{pkt}}{R_{bits}},$$

where $C_t$ is the cost of the increasing power action; the time of transmitting every packet is $t_{pkt}$; $L_{pkt}$ and $R_{bits}$ represent packet length and the bits transmission rate, respectively; $n$ is the total number of packets within one period $\tau$ when the node is performing that technique.

#### 4.3.2. Error-Correcting Codes

The energy consumed by this technique is the power used for the encoding and decoding process and transmitting the redundant bits. For the error-correcting codes has to be undertaken by both of the communicating nodes, the notification process also consumes extra energy.

As the notification process is all the same and will not change, therefore, the energy expended is a constant. With this information, we have the cost function of the error-correcting codes technique as

$$C_{EC} = \sum_{i=1}^{n} \left( \frac{P_{tx} L_{EC}}{R_{bits} + E_{dec}} \right) + E_{noti}.$$

$L_{EC}$ is the length of the encoded packets. Since there are more bits than the normal packets, $L_{EC}$ will be bigger than $L_{pkt}$.

For this method, the nodes transmit the signals in a normal level of power. The first component of (6) is the energy for transmitting the packets. $E_{dec}$ is the energy spent for decoding the packets or correcting the errors of the received signal. In [18] the author gives a method to calculate the computing energy cost.

$E_{noti}$ is the energy expended for the notification process. Because this process is invariable, it just equals the multiplication of the normal power level and the time spent for this process.

Added up this tree part of the energy, we will get the total energy consumed by the error-correcting strategy.

#### 4.3.3. Channel Surfing

The nodes also transmit their signals in normal power in this technique. As the error-correcting code strategy, the nodes have to notify the neighbors that it will change to another channel, for the neighbors undertaking the same strategy to keep the connectivity of the network. Secondly, when the nodes take this strategy, the intermediate nodes also need to send some packets when it switches to each channel. The total cost could be

$$C_{CS} = \sum_{i=1}^{m} \frac{P_{tx} L_{noti}}{R_{bits}} + \sum_{i=1}^{n} \frac{P_{tx} L_{pkt}}{R_{bits}} + E_{noti}.$$

$E_{noti}$ is just like the error-correcting codes, for the notification process is all the same. In this strategy, the node has to inform the neighbors when it goes to a new channel. The $P_{tx} L_{noti}/R_{bits}$ is the energy expended to send those packets. $m$ means the total channel switches. The energy consumed by data packets is the second part in (7).

#### 4.4. Policy Determination

In the following, we use PDR to describe performance reward,

$$R_{\delta(t-\tau)}(Q(t-\tau)) = PDR(t) - PDR(t-\tau),$$

and we define:

$$\gamma_{\delta} = 1 - \lambda_{\delta}(S(t)),$$

$$\lambda_{\delta} = \gamma_{\delta} C_{\delta},$$

where $\lambda_{\delta}$ is the cost of technique $\delta$ at state $i$.

Because $\gamma_{\delta}$ is a coefficient of the cost, (9) makes the more effective technique that has higher reward and less energy cost. It results in a smaller $\gamma_{\delta}$ when the jamming is severe. Then, the cost $\lambda_{\delta}$ will become less than the techniques with less energy cost, for the value $\gamma_{\delta}$ of the lighter technique is probably greater than one. Therefore, the node is more likely to perform a more effective technique to guarantee a certain communication quality. On the other hand, when the jamming is not serious, a heavy technique does not gain so much reward that makes the cost less than the lighter ones. In such a case, the technique with less energy cost is preferred.

Based on the previous definitions, we devise the policy improvement algorithm to solve the MDP problem. The details of this algorithm are explained as follows.
We denote the total expected cost of the node beginning in state \( i \) and evolving for \( n \) periods by \( \epsilon_i^n(D) \), where \( D \) is the related policy. Then, we have

\[
\epsilon_i^n(D) = \lambda_\delta + \sum_{j=1}^{M} P_\delta (i, j) \epsilon_j^{n-1}(D), \quad \text{for } i = 1, 2, \ldots, M,
\]

(11)

where \( \lambda_\delta \) is the cost introduced in the first period. The second part of the equation is the cost of the next \( n \) period. There are \( M \) states in total. The long run expected average cost per unit time could be expressed as

\[
\zeta(D) = \sum_{j=1}^{M} \pi_j \lambda_\delta,
\]

(12)

where \( \pi_j \) is the steady distribution of the states. We can have an approximate relationship when \( n \) is large as follows:

\[
\epsilon_i^n(D) \approx n \zeta(D) + \epsilon_i(D).
\]

(13)

We can consider \( \epsilon_i(D) \) as the effect on the total expected cost due to beginning in state \( i \). After substituting (13) into (11), we get

\[
\zeta(D) = \lambda_\delta + \sum_{j=1}^{M} P_\delta (i, j) \epsilon_j(D) - \epsilon_i(D), \quad i = 1, 2, \ldots, M.
\]

(14)

The policy improvement algorithm starts by choosing an arbitrary policy \( D_n \) and set \( \epsilon_M(D_n) = 0 \). Then, it solves (14) to \( \zeta(D_n), \epsilon_1(D_n), \epsilon_2(D_n), \ldots, \epsilon_M(D_n) \). We use \( \epsilon_i(D_n) \) to find another policy \( D_{n+1} \) such that for each state \( i \),

\[
\min_{\delta \in \Delta} \lambda_\delta + \sum_{j=1}^{M} P_{ij}(\delta) \epsilon_j(D) - \epsilon_i(D),
\]

(15)

where \( \delta = d_i(D_{n+1}) \). When \( D_{n+1} \) and \( D_n \) are identical, this iteration process will stop. Otherwise, it sets \( n = n + 1 \) and this process continues.

4.5. Algorithm Framework. The framework of the optimal antijamming algorithm is shown in Algorithm 2.

Considering the jamming pattern may change over time, each policy has an effective period, as shown in Algorithm 2. When the effective period runs up, the nodes will determine a new policy to make sure that the current policy is suitable for the jamming pattern. After the policy is acquired, the nodes begin to communicate with each other. The communication period allows a node to obtain PDR. The node then determines the state using the algorithm introduced before. Then, it updates the transition probabilities, which is for later policy determination. Before the next period of communication, the nodes choose a proper antijamming strategy based on the current policy, and it will send a notification to make sure the nodes are using the same antijamming strategy.

### Algorithm 2: Antijamming algorithm framework.

```plaintext
while (1) do
  while (PolicyEndureTime) do
    while (CommunicationPeriod) do
      Nodes Communicate;
      end while
      GetPDR();
      DetermineNodeState();
      UpdateTransitionProbabilities();
      ChooseStrategy(Policy, State);
      SendNotification();
    end while
  DeterminePolicy();
end
```

5. Discussions

In this section, we discuss two important design issues when designing the adaptive antijamming techniques for wireless sensor networks.

5.1. Integration of Multiple Antijamming Techniques. It is important for individual sensor nodes in a sensor network to work collaboratively as a whole. Since multiple antijamming techniques are equipped, sensor nodes in the network may be using different antijamming techniques. This may cause network disconnections to the sensor network, resulting in failed packet delivery. For example, when the technique of channel surfing is adopted, two neighboring nodes may be using different channels and make the link between the two nodes broken.

Thus, it is important to develop a coordination protocol which ensures that the network connectivity is maintained even the sensor nodes are using different antijamming techniques. The design of such a protocol is beyond the scope of the paper and is subject to future research.

5.2. Exploiting More Antijamming Techniques. In this paper, we have discussed three typical antijamming techniques. However, as mentioned in the Section of Related Work, there are many more antijamming techniques. Then, it is an important problem on what antijamming techniques should be equipped on sensor nodes. Note that the increasing number of equipped antijamming techniques may consume more resources such as memory and energy. More importantly, it may also increase the design complexity of the coordination protocol mentioned previously. Thus, the selection of the antijamming techniques should balance the advantage brought by more antijamming techniques and the overhead introduced.

6. Performance Evaluation

In this section we first present the performance evaluation metrics and the simulation setup and then discuss the evaluation results.
Table 1: Simulation parameters.

| Parameter       | Value               |
|-----------------|---------------------|
| Region          | 40 m by 40 m        |
| Propagation model | Large-scale path loss |
| Loss component n | 4                   |
| Transmission power | $-5$ dBm          |
| Adjusted power  | $-3$ dBm            |
| $I_{tx}$        | 13.9 mA             |
| $I_{rx}$        | 19.7 mA             |
| Voltage         | 3 v                 |
| Data packet length | 50 Bytes         |
| Ack packet length | 20 Bytes           |
| Transmission rate | 250 Kb/s           |

6.1. Methodology and Simulation Setup. We have developed a discrete event driven simulator for simulating jamming attacks and antijamming operations of a sensor network. More specifically, we simulate the details of radio propagation of sensor nodes. The main simulations parameters are listed in Table 1.

We adopt the following simulation setting. The sensor nodes are uniformly distributed in a square area of 40 m by 40 m. We use the large-scale path loss model to describe the attenuation of a radio signal. The parameters of energy consumption are compatible with the CC2420 Chip. The nodes in the network transmit signals with the power of $-5$ dBm, and the jammer randomly chooses the power from $(0, -1, -3, -5, -7, -10, -15, -25)$ dBm. The raised power is $-3$ dBm, which is one level higher. The current for transmission is $I_{tx} = 13.9$ mA, and the current for reception is $I_{rx} = 19.7$ mA. The typical voltage is $V = 3$ v. The jammer with higher power means that the nodes near the jammer will suffer more severe damage. The jammer is placed in the middle of the network so that it jams as many nodes as possible. For the large scale path loss model, we set the value of the path loss exponent $n = 4$, and the reference distance $d_0 = 1$. The packet length $L_{ACK}$ is 25 Bytes, and $L_{data}$ is 50 Bytes. These values comply with the IEEE 802.15.4 Standard. They are convenient for the error-correcting codes, which is RS (31, 25, 3). The bit transmission rate $R_{bits}$ is 250 Kb/s.

6.2. Packet Delivery Ratio. We first study the packet delivery ratio of different antijamming strategies. Figure 3 shows the effectiveness of the computed antijamming strategies in terms of packet delivery rate. As the normal condition, the nodes that are within 8 meters from the jammer have lost more than 50% packets, which make it difficult for effective communication in sensor networks. The strategy of raising the transmission power can improve the situation, but there are still a lot of nodes which severely suffer from packet loss. As BER affects PDR significantly, we can see that the curve of the strategy of using error-correcting Code is much better than the former two strategies. The channel surfing strategy lets the nodes work on another channel which experiences no jamming attack, so the nodes can communicate with each other properly. It is also effective and can maintain the communication quality.

6.3. Energy Efficiency. Next, we investigate the energy efficiency of different strategies. Figure 4 shows the energy consumption of the nodes. We evaluate the energy efficiency of the antijamming strategies by measuring the energy consumed by information bits excluding notification packets and coding redundancy. In the figure, we can find that the computed strategy by our algorithm expends 20% less energy...
we can see that our adaptive antijamming strategy introduces a latency slightly longer than that of ECC. The channel surfing strategy introduces a much longer latency because it takes a long time for the nodes to change the communication channel. When no antijamming strategy is used in the sensor network, the latency is long because it needed many retransmissions before the packet is successfully delivered.

6.5. Scalability. We finally investigate the scalability of different antijamming strategies. In Figure 6, we show the packet delivery ratio when the number of nodes is varied from 50 to 100. We can see that as the number of nodes increases in the network, the delivery ratio of each antijamming scheme slightly drops since there is higher contention for accessing the media. However, we can see that the delivery ratio performance of our adaptive scheme only has a modest drop in packet delivery ratio when there are more sensor nodes in the network. This shows that our adaptive scheme is scalable to the increasing scale of the network.

7. Conclusion

We have presented the algorithm for selecting the best antijamming strategy for a sensor network, in which different sensor nodes may experience different degrees of jamming attacks. We propose an approach for combining the strength of several jamming countermeasures and allow a sensor node to adopt the best antijamming technique. Sensor nodes in the sensor network can adaptively change their antijamming methods as the jamming condition changes over time. The comprehensive simulation experiments have demonstrated that our algorithm achieves good performance in terms of successful delivery rate and at the meanwhile consumes slightly more energy.
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