Popularity bias is the idea that a recommender system will unduly favor popular artists when recommending artists to users. As such, they may contribute to a winner-take-all marketplace in which a small number of artists receive nearly all of the attention, while similarly meritorious artists are unlikely to be discovered. In this paper, we attempt to measure popularity bias in three state-of-the-art recommender system models (e.g., SLIM, Multi-VAE, WRMF) and on three commercial music streaming services (Spotify, Amazon Music, YouTube). We find that the most accurate model (SLIM) also has the most popularity bias while less accurate models have less popularity bias. We also find no evidence of popularity bias in the commercial recommendations based on a simulated user experiment.

2. RELATED WORK

In 2004, when Chris Anderson published his seminal article "The Long Tail" in Wired Magazine [1], he predicted that streaming music services, by providing listeners with on-demand access to millions of songs, would create a more equitable marketplace for musicians. He argued that hit songs and albums were artifacts of inefficient cultural markets since retail shelf space was limited and, as a result, only a limited number of physical albums could be made available for consumption.

However, in a recent article by Emily Blake in Rolling Stone [2], she finds that the opposite has occurred: streaming music services have created an even steeper long-tail distribution in which a smaller number of superstar artists receive even more attention from listeners when compared to physical album sales.

There could be many reasons this growing inequity is found on music streaming services. First, commercial services employ music recommendation systems to create personalized playlists and radio streams for their listeners. Recent research on fairness in recommender systems has revealed that many recommender system algorithms are subject to popularity bias [3,4]. That is, recommender systems re-enforce a feedback cycle in which popular items get recommended disproportionately more often and thus become even more popular.

Another potential cause of popularity bias may be related to the streaming service business practices. For example, record labels can pay streaming services to play songs by their artists. It should be noted that this business practice, known as payola, is currently prohibited on AM/FM radio in the United States by the Federal Communicators Act of 1934 [5] but not for streaming music services. Similarly, one can imagine that a streaming service would be incentivized to feature songs for which they pay less (or nothing at all) in terms of licensing fees, or get paid to feature them on hand-curated playlists [6] or through automated personalized recommendation.

Regardless of the cause, popularity bias, when combined with the concept of the mere exposure effect in which listeners prefer familiar songs [7, 8], leads to a rich-get-richer marketplace for music consumption. That is, songs with unfair initial exposure get picked up by listeners and crowd out other songs which may have been preferred by the listener in a counterfactual setting [9]. This limits consumer awareness and prevents a larger group of artists from being discovered and supported.

In this paper, we attempt to measure popularity bias both in state-of-the-art music recommender system algorithms and on popular music streaming services. Our goal is to gain a better understanding of how much popularity bias is likely caused by algorithmic bias, and how much popularity bias may be attributed to other non-algorithm factors.
different protected groups of individuals based on gender, minority status, sexual orientation, etc.

In the context of music recommendation [10], we can think of both listeners and artists as being stakeholders in a multi-sided marketplace. While there are many potential forms of unfair bias, such as gender bias [11,12], our work specifically focuses on popularity bias [13–15] in both recommender system models and commercial streaming sites.

We have long known that music consumption follows a long-tail distribution [1] in which a small group of artists receive the vast majority of the attention from listeners. Early work by Celma and Cano [16] showed that recommendations based on collaborative filtering created a bias towards recommending popular artists. On the other hand, Levy and Bosteels [13] conducted an analysis of the effect of music recommendations from Last.fm on user listening habits and found little evidence that users were biased towards listening to music by more popular artists. Building on this initial work, we update and expand the research on popularity bias in commercial streaming services by directly comparing multiple modern services (Spotify, YouTube, Amazon Music) using a simulator user experimental design [11].

More recently, Kowald et al. [15] explored both popularity bias and recommendation accuracy for different groups of users based on how mainstream or niche users’ listening habit were. They found that while neighborhood-based recommender system algorithms had high popularity bias and low accuracy, recommendation using non-negative matrix factorization was the most accurate and had little or no popularity bias. In this paper, we extend their work by using state-of-the-art models based on deep learning (Multi-VAE [17]) and matrix factorization (SLIM [18], WRMF [19]). We also evaluate our model using a rank-based metrics (AUC) which is more appropriate for modeling implicit data (i.e., positive & unknown observations) as opposed to error-based metrics (RMSE, MAE) which are typically used for explicit feedback (e.g., positive, negative, & unknown ratings) [19].

3. POPULARITY BIAS IN RECOMMENDER SYSTEM MODELS

In this section, we describe our experimental design for evaluating different recommender system algorithms in terms of both the accuracy and popularity bias using a subset of the Last.fm 1-Billion (LFM-1b) dataset [15,20].

3.1 Dataset Information

For our analysis, we used a subset of the LFM-1B dataset [20] from Kowald et al. [15] which will be referred to as the LFM-1B-Subset. The LFM-1B-Subset contains 352,805 unique artists and 1,755,361 non-negative user-artists pairs over the 3000 users. The 3000 users evenly partitioned into three groups of 1000 users: low-mainstream listeners, medium-mainstream listeners, and high-mainstream listeners [15]. We can think of high-mainstream users as listening to mostly popular artists, while low-mainstream users as listening to mainly niche artists.

However, when we randomly mask (temporarily hide) part of the user-artists interactions during hyperparameter tuning and evaluation, we only retain approximately 305,000 artists since about two-thirds of the artists only appear in one user profile. That is, if an artist does not appear in the training set, there is no way the model can learn to recommend them.

![Figure 1. Long-tail distribution of artist popularity in the LFM-1B-Subset.](image)

In order to measure popularity bias, we compare the difference in popularity between artists users have previously listened to with artists that are recommended to them. We start by defining a statistic called Group Average Popularity (GAP) for a set of users:

\[ GAP(g) = \frac{\sum_{u \in g} \sum_{a \in P_u} \phi(a)}{|g|} \]

where \( g \) is the set of users, \( P_u \) is a set of artists associated with user \( u \), and \( \phi(a) \) is a measure of artist popularity. In most of our work, \( \phi(a) \) is the proportion of users who have listened to artist \( a \) in the the LFM-1B-Subset. In Section 4 we also consider Spotify’s proprietary artist popularity score to be an alternative \( \phi(a) \) function.

We calculate one GAP statistic, denoted as \( GAP_p \), to measure the average popularity of the artists in a set of user profiles. A user profile is represented as a list of artists that a user listens to and is the input to a recommender system. We also calculate a second GAP statistic, \( GAP_r \) to
measure the average popularity of the artists that are recommended to a set of users. The artists recommended to a user represent the output from the recommender system.

To measure the change of the average popularity between the user profile inputs and the recommendation outputs, we compute \( \Delta GAP \), which is defined as the popularity lift in artists recommended over artists in the user profiles. \( \Delta GAP \) is calculated as [4]:

\[
\Delta GAP(g) = \frac{GAP(g)r - GAP(g)p}{GAP(g)p},
\]

We would expect \( \Delta GAP \) to be 0 when the average popularity of the artists recommended by the model (outputs) is equal to the average popularity of artists the users listen to. \( \Delta GAP \) will be greater than 0 when there is popularity bias in the model since the model is recommending more popular artists than the users listen to.

To measure recommendation accuracy, we mask 20% of the artists in each user profile. We then rank order all of the artists that are either masked or not in the user profile. The best ranking would be to place the masked artists at the top of this ranking. We then compute a standard ranked-based evaluation metric: Area Under the ROC curve (AUC) [21]. An ROC curve is a plot of the true positive rate as a function of the false positive rate as we move down this ranked list of recommended artists for a single user. The AUC is found by integrating the ROC curve. It is upper-bounded by 1.0 for a perfect ranking in which all relevant items are recommended first. Randomly ranking the artists will result in an expected AUC of 0.5. We then compute a mean AUC by averaging the computed AUCs over all 3000 users or a subsets of 1000 users.

### 3.3 Recommender System Models

Over the past decade, there has been significant interest in developing novel recommender system models. In this section, we compare three recommendation models and two baseline models both in terms of accuracy and popularity bias. Two algorithms, SLIM & MultiVAE, were recently identified by Dacrema et al. [22] as top performing matrix factorization and deep learning models for various recommendation domains (movie, website, shopping). We also compare an early matrix factorization algorithm, WRMF, since it is popular for modeling implicit feedback [19].

**SLIM** [18]: A Sparse Linear Method (SLIM) was introduced in 2011 by Ning and Karypis. The model generates top-N recommendations using sparse matrix factorization with \( l_1 \) and \( l_2 \) regularization over the model parameters. When tuned properly, Dacrema et al. [22] showed that this matrix factorization model would outperform a number of newer models based on deep learning.

**Multi-VAE** [17]: Multi-VAE is an algorithm by Liang et al. in 2018 which applies variational autoencoders to collaborative filtering for implicit feedback. In the algorithm, a generative model with multinomial likelihood is built and Bayesian inference is used for estimating parameters. Dacrema et al. [22] showed that this was the only deep learning model that could outperform SLIM on a Netflix movie recommendation task.

**WRMF** [19]: Hu, Koren, and Volinsky proposed their Weight-Regularized Matrix Factorization (WRMF) model in 2008 as one of the first recommendation models that focused on implicit feedback. It is similar to the classic SVD++ [23] but optimizes a loss function over the entire user-item matrix instead of just the known positive and negative rating that are typical with explicit feedback setup.

**Popularity**: A non-personalized baseline model that ranks all artists by popularity. This model will often be surprisingly accurate due to the fact that many users have mostly popular artists in their profiles. That is, the more extreme the drop off in the long-tail distribution, the better the popularity model will perform. However, this model will also have extremely high popularity bias and serves as an upper bound for \( GAP_r \).

**Random**: A baseline that randomly shuffles all artists instead of ranking them. This model represents a realistic lower-bound on accuracy. It will often have negative \( \Delta GAP \) for long-tail distributed data since the vast majority of randomly selected artists will have very low popularity scores (i.e., small \( GAP_r \)).

### 3.4 Recommendation Procedure

To generate recommendations, we utilize two Python-based recommender system frameworks: Rectorch [2] for SLIM and Multi-VAE, and Implicit [3] for WRMF. We train our models on a user-artist matrix where the value at row \( u \) and column \( a \) is the number of times a user \( u \) has listened to that artist \( a \).

We then applied our recommender system models to the LFM-1B-Subset dataset, using 80% of the non-zero user-item pairs for training and hyperparameter tuning, and mask (i.e., temporally hide) the remaining 20% of user-artist pairs for model evaluation. To improve the accuracy of each model, model hyperparameters were tuned on a subset of the training data. The performance of model for given settings of the hyperparameters were evaluated based on average precision at 5000 recommendations (AP@5000). The hyperparameter settings with the largest AP@5000 were selected and the models are trained a final time on the training set.

During evaluation, we score and rank all artists for each user after removing the artists which were in the user’s profile (i.e., non-zero values in the row associated with the user) during training. We use this ranking to calculate the user’s AUC and retain the popularity of the top-10 recommended artists for later use in calculating \( GAP_r \). We then calculate the mean AUC and the \( \Delta GAP \) for a given set of users.

---

1. https://makgyver.github.io/rectorch/
2. https://implicit.readthedocs.io/en/latest/
3.5 Discussion of Results

Table 1 shows the results from our comparison sorted in decreasing model accuracy (mean AUC). The standard error for the mean AUCs for all 3000 users is 0.001 or less and for subsets of 1000 users is 0.002 or less. As such, the differences in mean AUC between all five model for all users are statistically significant (i.e., more than two standard errors apart.) SLIM is the most accurate model but also has the highest popularity bias of the three recommender system models. Multi-VAE performs slightly worse than SLIM but has much less popularity bias. WRMF only slightly outperforms the popularity baseline but this is to be expected due to the extreme long-tail distribution of artists as shown in figure[1].

Finally, we do not see large discrepancy in mean AUC across the different subsets of low, medium, and high mainstream users suggesting that quality of the recommendation is roughly equitable across these different types of users. However, ∆GAP does vary across these different user groups. We might expect ∆GAP to be larger for low mainstream group since they have a lower GAPp value. However, we note that ∆GAP increases with the WRMF model for the more mainstream user subsets.

The high ∆GAP (6.169) for the popularity baseline represents the upper bound on popularity bias since the baseline picks the most popular artists that were not in the user’s profile. This upper bound is largest for the low mainstream users (7.232) since GAPp is smallest for these users. Conversely, there is a negative ∆GAP for the random baseline since the vast majority of artists are very unpopular and as such GAPp will be small for randomly selected subsets of artists.

4. POPULARITY BIAS IN STREAMING MUSIC SERVICES

In the previous section, we attempted to measure the recommendation accuracy and popularity bias for state-of-the-art recommender system models. In this section, we turn our attention to measuring popularity bias in commercial streaming services using a simulated user-based experiment [3]. We note that it is not possible for us to evaluate the recommendation accuracy of the streaming services using this experimental design since our simulated users do not have a notion of artist preference.

4.1 Simulated User Experiment

We considered the most popular streaming services in the United States based on data we gathered from Statista[4]. These services are Spotify, Amazon Music, and YouTube Music. We also considered Apple Music and Pandora, but their user interaction models prevented us from being able to create user profiles with sets of specific artists.

For each streaming service, we created twelve simulated user accounts based on real user data from the LFM-1B-Subset. Within these twelve accounts, we had four randomly-selected users within each of the three subgroups: low mainstream, medium mainstream, and high mainstream users. For each user, we gathered the top most-listened to artists and used them as the seed artists for each of the twelve simulated user profiles.

The protocol for each of these simulated user accounts was first to make an account with the three streaming service. From there, each of these simulated user accounts followed the top ten seed artists of random LFM-1B-Subset users. If a seed artist was not found on a particular streaming platform, or if there were multiple artists with the same name, the next top artist was used until there were a total of ten seeds for each simulated user account. From there, each simulated user account listened to the seed artist’s top song once through. If a particular top song had more than one artist listed, the simulated user was to listen to their next most popular song where the seed artist was listed as the only artist. If all of the listed popular songs featured another artist, the simulated user was to pick the top result that had the seed artist listed as the first artist. After listening to these ten songs once, the account was logged out of and returned to the next day to analyze the given recommendations.

In a round robin style, we took note of the top artists for each of the generated mixes (e.g., Daily Mix on Spotify) for a given account. We start with mix one and take note of the first recommended artist. We then would go to the next mix and note the first recommended artist from that mix. This would be repeated for all of the generated mixes. After one pass through, we would return to the first mix and take note of the second recommended artist. This process was repeated until there were a total of ten recommended artists for each simulated user account. We skip
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4. [https://www.statista.com/statistics/758875/consumers-use-music-streaming-download-services/](https://www.statista.com/statistics/758875/consumers-use-music-streaming-download-services/) on May 15, 2021
a recommended artist if a seed artist co-wrote a song or if a recommended song had one of the artists in the user’s profile listed as the first artist. If a recommended song had multiple artists listed, only the first one was noted.

Once 10 recommended artists were collected, we were able to quantify the popularity of these artists using two values. We recorded each artist’s Spotify popularity score\(^5\) which ranges from 0 to 100. We also recorded the artist popularity \(\phi(a)\) from the LFM-1B-Subet (see Section 3.1) which represents the proportion of users who had listened to artist \(a\) out of the 3000 users in the data set.

Using these two measures of popularity, we then compare the group average popularity (GAP) between the artists in the user profile (\(GAP_p\)) and the recommended artists (\(GAP_r\)), and determine the popularity bias in terms of \(\Delta GAP\) (see Equation 1).

### 4.2 Discussion of Results

As shown in Table 2, our simulated user experiment reveals that there is a slight negative popularity bias according to the LFM-1B-Subet based \(\Delta GAP\) metric for each of the three music streaming services. Furthermore, when using the Spotify-based popularity, there is no observed popularity bias for Spotify or Amazon Music and only a slight popularity bias for YouTube Music. The magnitudes are especially small when compared the \(\Delta GAP\) values reported in Table 1 that compare our recommender system models.

This pattern was also consistent across the three types of low, medium, and high mainstream users with the only exception of slight popularity bias YouTube Music for low mainstream users (both measures of popularity) and medium mainstream users (Spotify popularity only). However, the magnitude for low mainstream users on YouTube (average Spotify popularity of 52.8 for user inputs vs. 58.0 for recommendation outputs) is not statistically significant (p=0.09, 1-tailed t-test) suggesting that this difference may be due to random variation. To summarize, we do not find any evidence to support the hypothesis that a subgroup of users is likely to experience popularity bias (i.e., positive \(\Delta GAP\)) on any of the streaming music services.

### 5. DISCUSSION

Our motivation for conducting this research was to find evidence to support the hypothesis that personalized music recommendation plays a role in accelerating the rich-get-richer phenomenon in the marketplace of music consumption as described by Blake’s recent article in Rolling Stone magazine.\(^6\) However, one main finding of our work is that we did not find a significant amount of popularity bias in music recommendations from the commercial streaming services (Section 3.1). This result seems consistent with the finding from Levy and Bosteels who similarly found little evidence of popularity bias in music consumption from Last.fm radio listeners.

Table 2. Popularity Bias in three Commercial Streaming Services (Spotify, Amazon Music, YouTube Music). The Overall \(\Delta GAP\) scores are calculated from 12 simulated users. Simulated users are created from randomly selected real users in the LFM-1B-Subet. We select four users from each of three user types based on if the user tends to listen to low, medium, and high mainstream (MS) music. We report the \(\Delta GAP\) calculated using the proprietary Spotify artist popularity score and the popularity of the artists in the LFM-1B-Subet.

Our second main finding is that state-of-the-art recommendation models do produce significant popularity bias. We found that our most accurate model (SLIM) also had the most popularity bias, and our least accurate model (WRFM) had the least amount of popularity bias on the LastFM-1B-Subet data set.

Taken together, these two conclusions paint a confusing picture. If we assume that a top commercial stream service is employing state-of-the-art recommendation models, we would also expect to see this popularity bias in their recommendations. However, this does not appear to be the case based on our research. This may be due to various limitations in our experimental design. First, we have a relatively small data set in terms of both users and artists compared to the amount of data that is collected by Spotify, Amazon Music, and YouTube Music on a daily basis. Similarly, our simulated user experiment involved creating simplistic user profiles with a small amount of short-term artist preference information. While we do not have a detailed understanding of the proprietary process for generating music recommendations on each commercial music service, we suspect that there are many more inputs beyond simple artist listening histories (such as contextual information), and that there may be many stages of pre- and post-processing involved in generating music recommendations.

Our future work will involve looking at approaches for limiting popularity bias in recommender system models. For example, we could develop post-processing techniques that re-ranks artists using relevant popularity information. Alternatively, we are interested in developing recommendation models that incorporate popularity information into their objective functions so that we can more directly trade-off accuracy and popularity bias.

---

5 See the ArtistObject at [https://developer.spotify.com/documentation/web-api/reference/#objects-index](https://developer.spotify.com/documentation/web-api/reference/#objects-index)
6. REPRODUCIBILITY

In effort to make our research both fully reproducible and transparent, all data and calculations from our simulated user experiment will be made publicly available in the form of a spreadsheet. We will also publicly release our Jupyter Notebook code that loads the publicly-available LastFM-1B-Subset [15], imports two open-source Python-based recommender systems libraries (RecTorch [25], Implicit), and runs our experiments.

7. REFERENCES

[1] C. Anderson, “The long tail,” Wired Magazine, 2004. [Online]. Available: http://www.wired.com/wired/archive/12.10/tail.html

[2] E. Blake, “Data shows 90 percent of streams go to the top 1 percent of artists,” Rolling Stone, 2020. [Online]. Available: https://www.rollingstone.com/pro/news/top-1-percent-streaming-1055005/

[3] D. Jannach, L. Lerche, I. Kamekhkosh, and M. Juvovac, “What recommenders recommend: an analysis of recommendation biases and possible countermeasures,” User Modeling and User-Adapted Interaction, vol. 25, no. 5, pp. 427–491, 2015.

[4] H. Abdollahpour, M. Mansouy, R. Burke, and M. Mobasher, “The unfairness of popularity bias in recommendation,” arXiv preprint arXiv:1907.13286, 2019.

[5] P. Schildkraut, S. Alfonso-Frank, and D. Pae, “Recording and broadcast radio industries put on notice: Fcc shows renewed interest in payola,” Arnold and Porter, November 2019. [Online]. Available: https://www.arnoldporter.com/en/perspectives/publications/2019/11/recording-and-broadcast-radio

[6] L. Pelly, “The secret lives of playlists,” Cash Music, June 21. 2017. [Online]. Available: https://watt.cashmusic.org/writing/thesecretlivesofplaylists

[7] I. Peretz, D. Gaudreau, and A.-M. Bonnel, “Exposure effects on music preference and recognition,” Memory & cognition, vol. 26, no. 5, pp. 884–902, 1998.

[8] A. C. Green, K. B. Børrentsen, H. Stødkilde-Jørgensen, A. Roepstorff, and P. Vuust, “Listen, learn, like! dorso-lateral prefrontal cortex involved in the mere exposure effect in music,” Neurology research international, vol. 2012, 2012.

[9] M. J. Salganik, P. S. Dodds, and D. J. Watts, “Experimental study of inequality and unpredictability in an artificial cultural market,” science, vol. 311, no. 5762, pp. 854–856, 2006.

[10] M. Schedl, P. Knees, B. McFee, D. Bogdanov, and M. Kaminskas, “Music recommender systems,” in Recommender systems handbook. Springer, 2015, pp. 453–492.

[11] M. Eriksson and A. Johansson, “Tracking gendered streams,” Culture Unbound. Journal of Current Cultural Research, vol. 9, no. 2, pp. 163–183, 2017.

[12] A. Epps-Darling, R. T. Bouyer, and H. Cramer, “Artist gender representation in music streaming,” in Proceedings of the 21st International Society for Music Information Retrieval Conference (Montréal, Canada)(ISMIR 2020). ISMIR, 2020, pp. 248–254.

[13] M. Levy and K. Bosteels, “Music recommendation and the long tail,” in 1st Workshop On Music Recommendation And Discovery (WOMRAD), ACM RecSys, 2010, Barcelona, Spain. Citeseer, 2010.

[14] O. Celma, “Music recommendation,” in Music recommendation and discovery. Springer, 2010, pp. 43–85.

[15] D. Kowald, M. Schedl, and E. Lex, “The unfairness of popularity bias in music recommendation: A reproducibility study,” in European Conference on Information Retrieval. Springer, 2020, pp. 35–42.

[16] Ó. Celma and P. Cano, “From hits to niches? or how popular artists can bias music recommendation and discovery,” in Proceedings of the 2nd KDD Workshop on Large-Scale Recommender Systems and the Netflix Prize Competition, 2008, pp. 1–8.

[17] D. Liang, R. G. Krishnan, M. D. Hoffman, and T. Jebara, “Variational autoencoders for collaborative filtering,” in Proceedings of the 2018 world wide web conference, 2018, pp. 689–698.

[18] X. Ning and G. Karypis, “Slim: Sparse linear methods for top-n recommender systems,” in 2011 IEEE 11th International Conference on Data Mining. IEEE, 2011, pp. 497–506.

[19] Y. Hu, Y. Koren, and C. Volinsky, “Collaborative filtering for implicit feedback datasets,” in 2008 Eighth IEEE International Conference on Data Mining. Ieee, 2008, pp. 263–272.

[20] M. Schedl, “The lfm-1b dataset for music retrieval and recommendation,” in Proceedings of the 2016 ACM International Conference on Multimedia Retrieval, 2016, pp. 103–110.

[21] H. Schütze, C. D. Manning, and P. Raghavan, Introduction to information retrieval. Cambridge University Press Cambridge, 2008, vol. 39.

[22] M. F. Dacrema, P. Cremonesi, and D. Jannach, “Are we really making much progress? a worrying analysis of recent neural recommendation approaches,” in Proceedings of the 13th ACM Conference on Recommender Systems, 2019, pp. 101–109.

[23] S. Funk, “Netflix update: Try this at home,” 2006. [Online]. Available: https://sifter.org/simon/journal/20061211.html
[24] M. Kaminskas and F. Ricci, “Contextual music information retrieval and recommendation: State of the art and challenges,” Computer Science Review, vol. 6, no. 2-3, pp. 89–119, 2012.

[25] M. Polato, “rectorch: pytorch-based framework for top-N recommendation,” May 2020. [Online]. Available: https://doi.org/10.5281/zenodo.153841898991