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ABSTRACT. We construct the non-linear Markov process connected with biological model of bacterial genome recombination. The description of invariant measures of this process gives us the solution of one problem in elementary probability theory.

The genetic recombination in bacteria can be formally described in the following way [5]. Let $\Lambda = \{1, 2, \ldots, n\}$ be a finite set and for any $i \in \Lambda$ we have a finite alphabet $K_i$. We call by genomes elements of the set $X = \prod_{i \in \Lambda} K_i$, i. e. words in the alphabet depending on $i$. Suppose we have a set $J$ of subsets $I \subset \Lambda$. These subsets we call frames. A system of frames is called the $T_0$-system if for any $i \neq j \in \Lambda$ there is a frame $I \in J$ for which either $i \in I$, $j \notin I$ or $j \in I$, $i \notin I$.

This property we named $T_0$ by the analogue with Kolmogorov’s $T_0$-axiom in the general topology.

The restriction of a word $x = \{x_i, i \in \Lambda\}$ on a subset $M \subset \Lambda$ we denote by $x_M$.

**Definition 1.** The transform of a word $x = (x_I, x_{\Lambda \backslash I})$ to the word $\tilde{x} = (y_I, x_{\Lambda \backslash I})$ is called the $I$-recombination of the word $x$ with the word $y$.

Let us suppose that for any $I \in J$ we have a similarity function $\phi_I(x_I, y_I)$ which we suppose to be symmetric ($\phi_I(x_I, y_I) = \phi_I(y_I, x_I)$) and strictly positive. For given $I$ we consider the symmetric matrix $\Phi_I = (\phi_I(x_I, y_I))$. The set of matrices $R = \{\Phi_I, I \in J\}$ we call the legend of recombination.

Suppose we have a probability measure $\mu$ on the space $X$. A non-linear Markov process [1] of recombination is defined by its transition rates. By definition, for each $I \in J$ the transition rate $\lambda_I(x, \tilde{x}, \mu)$ of the word $x = (x_I, x_{\Lambda \backslash I})$ to the word $\tilde{x} = (y_I, x_{\Lambda \backslash I})$ equals $\phi_I(x_I, y_I)\mu_I(y_I)$. (Here and below we denote by $\mu_I$ the corresponding marginal distribution, i. e. the projection of the measure $\mu$).

We suppose that we have the initial measure $\mu^0$, i. e. the distribution of the word $x(0)$, and for $t > 0$ transition rates $\lambda_I(x, \tilde{x}, \mu^t)$ are defined by the measure $\mu^t$, which is the distribution of the word $x(t)$. So, the distribution $\mu^t$ satisfies the nonlinear differential equations:

$$
\frac{d\mu(x)}{dt} = \sum_I \sum_{y_I} (\phi_I(y_I, x_I)\mu_I(x_I)\mu(x_{\Lambda \backslash I}, y_I) - \phi_I(x_I, y_I)\mu_I(y_I)\mu(x)).
$$

For a given legend $R$ let us define the following properties of the measure $\mu$.

**Definition 2.** Probability measure $\mu$ is called

a) $R$-stable, if it is a fixed point for equation (1).

b) $J$-separated, if for any $I \in J$ two sets of random variables $x_I$ and $x_{\Lambda \backslash I}$ are independent with respect to measure $\mu$.

**Theorem 1.** The measure $\mu$ is $R$-stable if and only if it is $J$-separated.

We supposed that $J$ is $T_0$-system (for Theorem 1 this condition can be omitted, see Remark 2).

The “if” part of Theorem 1 is trivial: any $J$-separated measure $\mu$ is $R$-stable. Indeed, if the measure $\mu$ is $J$-separated, then $\mu(x_{\Lambda \backslash I}, y_I) = \mu_{\Lambda \backslash I}(x_{\Lambda \backslash I})\mu(y_I)$, and $\mu(x) = \mu_{\Lambda \backslash I}(x_{\Lambda \backslash I})\mu(x_I)$. Therefore, by the symmetry of the function $\phi_I$, all the summands in the r. h. s. of differential equation (1) are 0.
Now we derive Theorem 1 in direction “only if” from the stronger theorem.

**Theorem 2.** Let \( \mu^0 \) be an arbitrary probability measure on \( X \). Then the trajectory \( \mu^t \) in the space of measure (the solution of differential equation (1) with the initial condition \( \mu^0 \)) for \( t \to \infty \) tends to the set to of the \( J \)-separated measures \( \nu \) such that \( \nu = \prod_i \mu_i^0 \).

**Remark 1.** As we will see later if \( J \) is \( T_0 \)-system, then this set of \( J \)-separated measures consist of the unique point \( \nu = \prod_i \mu_i^0 \).

**Proof of Theorem 2.** The proof is based on Lyapunov method.

For the Lyapunov function we take the Shannon entropy of the measure \( \mu \) (with the minus sign) \( H(\mu) = \sum_x \mu(x) \ln \mu(x) \).

For a given frame \( I \subseteq J \) let us consider the differential equation containing only the summands with this \( I \):

\[
\frac{d\mu(x)}{dt} = \sum_{y I} \left( \phi_I(y I, x I) \mu(x I) \mu(x \Lambda I, y I) - \phi_I(x I, y I) \mu(x I) \mu(I) \right).
\]

Summing this equation over \( x I \), we get \( \frac{d\mu_I}{dt} = 0 \). So, \( \mu_I \) does not depend on time, and the right-hand side of (2) we can consider as the direct Kolmogorov equation (i.e. the linear differential equation for the measure) for the Markov process with constant transition rates \( x = (x I, x \Lambda I) \to \bar{x} = (y I, x \Lambda I) \) equal to \( \lambda_I(x I, y I) = \phi_I(x I, y I) \mu_I(y I) \).

This process does not change \( x \Lambda I \), but it changes the mutual distribution of \( x I \) and \( x \Lambda I \). For fixed \( x \Lambda I \), it is irreducible continuous time Markov chain on the set \( \text{supp} \mu_I \). We suppose also that \( \mu_{\Lambda I}(x \Lambda I) > 0 \).

Consider the process with fixed \( x \Lambda I \), the previous transition rates \( \lambda_I(x I, y I) = \phi_I(x I, y I) \mu_I(y I) \) and an arbitrary “wrong” initial distribution \( \tilde{\mu}_I \) on the set \( \text{supp} \mu_I \). It is well known [2], that due to the irreducibility the distribution of this Markov process converges to \( \mu_I \) as \( t \to \infty \).

Moreover, the Kullback–Leibler divergence \( H(\tilde{\mu} || \mu) = \sum_{x I} \tilde{\mu}_I(x I) \ln \frac{\tilde{\mu}_I(x I)}{\mu_I(x I)} \) has the strictly negative time derivative via the direct Kolmogorov equation for this process [1, 3, 5]. Thus if we set \( \tilde{\mu}_I = \frac{\mu_I(x I, x \Lambda I)}{\mu_{\Lambda I}(x \Lambda I)} \), then for the evolution governed by equation (2) the (minus-)entropy

\[
H(\mu) = \sum_{x I, x \Lambda I} \mu(x I, x \Lambda I) \ln \mu(x I, x \Lambda I) = \\
= \sum_{x I, x \Lambda I} \mu_{\Lambda I}(x \Lambda I) \frac{\mu_I(x I, x \Lambda I)}{\mu_{\Lambda I}(x \Lambda I) \mu_I(x I)} \ln \frac{\mu_I(x I, x \Lambda I)}{\mu_{\Lambda I}(x \Lambda I) \mu_I(x I)} + \\
+ \sum_{x I} \mu_I(x I) \ln \mu_I(x I) + \sum_{x \Lambda I} \mu_{\Lambda I}(x \Lambda I) \ln \mu_{\Lambda I}(x \Lambda I)
\]

has a strictly negative time derivative if \( \mu_I(x I, x \Lambda I) \) does not coincide with \( \mu_I(x I) \mu_{\Lambda I}(x \Lambda I) \).

(Here \( 0 \ln 0 = 0 \).) For the complete equation (1) the (minus-)Shannon entropy has a strictly negative time-derivative if the equality \( \mu_I(x I, x \Lambda I) = \mu_I(x I) \mu_{\Lambda I}(x \Lambda I) \) is violated for some \( I \in J \).

So, any trajectory of equation (1) converges to the set of \( J \)-separated measures as \( t \to \infty \).

Moreover, if \( i \in I \), then \( \mu_i \) does not change via equation (2), since \( \mu_i \) is the projection of \( \mu_I \). The same holds for \( i \notin I \) because \( \mu_i \) is the projection of \( \mu_{\Lambda I} \). Therefore \( \mu_i \) is not time depended for any solution (1). Thus, any limit point of a solution of this equation is a \( J \)-separated measure \( \nu \) with marginal distributions \( \nu_i = \mu_i^0 \).

Let us describe this set of measures \( \nu \) and prove the statement of Remark 1. That follows from the next Theorem.
**Theorem 3.** Let \( \xi_i, i \in \Lambda \) be the random variables. Suppose for any \( i, j \), there is a subset \( I \subset \Lambda \) containing exactly one element from \( \{i, j\} \) and such that \( \xi_I = \{\xi_i, i \in I\} \) and \( \xi_{\Lambda \setminus I} = \{\xi_i, i \in \Lambda \setminus I\} \) are independent. Then all variables \( \xi_i, i \in \Lambda \) are independent.

**Proof.** The collection of subsets \( I \) (frames) is \( T_0 \)-system in the sense of the definition above. For any \( \Lambda \) and \( M \subset \Lambda \) by \( J_M \) we denote the set of frames \( I \cap M \) on the set \( M \) for \( I \in J \). It is evident that \( J_M \) is a \( T_0 \)-system if \( J \) is a \( T_0 \)-system. Now we use the induction on the cardinality of \( \Lambda \). For \( |\Lambda| = 1 \) the statement is trivial. Let \( |\Lambda| > 1 \). Fix some frame \( M \in J \) which is a proper subset of \( \Lambda \). Then \( J_M \) and \( J_{\Lambda \setminus M} \) are \( T_0 \)-systems. Cardinalities of \( M \) and \( \Lambda \setminus M \) are less than the cardinality of \( \Lambda \). So we can apply the induction hypothesis and conclude that the random variables \( x_i, i \in M \), are mutually independent and random variables \( x_i, i \in \Lambda \setminus M \), are mutually independent. But these two sets of random variables are independent by the condition of the theorem. So all random variables \( x_i, i \in \Lambda \), are mutually independent. By the induction the theorem follows.

An example of an application of this Theorem following statement.

**Corollary 1.** If there is a random matrix \( \xi_{i,j} \) such that its columns are independent and its rows are independent. Then all elements \( \xi_{i,j} \) are independent.

The description of limit measure \( \nu \) implies the following statement.

**Corollary 2.** If \( \mathcal{Y} = \{x^1, \ldots, x^m\} \) is a set of words such that all letters \( x^i \) for given \( i \) take all values from \( K_i \), then any word \( x \in X \) can be obtained from words of the set \( \mathcal{Y} \) by the finite sequence of recombinations.

Informally, from the set of genoms having all possible letters on any place we can obtain any genom by recombinations.

**Proof.** Consider the non-linear Markov recombination process with the initial measure \( \mu^0 \) such that \( \text{supp} \mu^0 = \mathcal{Y} \). Then as \( t \) tends to infinity the measure \( \mu^t \) tends to the product measure with strictly positive marginals. So the measure \( \mu^t \) is strictly positive for sufficiently large \( t \). Thus just means that any word can be obtained from the words of the set \( \mathcal{Y} \) by the same finite sequence of recombination.

This Corollary can also be proved without probability arguments using the induction on the cardinality as in the proof of Theorem 3.

From Corollary 2 it easily follows the next statement.

**Corollary 3.** If \( J \) is \( T_0 \)-system and all the projections \( \mu^0_j \) are strictly positive then \( \text{supp} \mu^t = X \).

**Remark 2.** Let the system \( J \) be not a \( T_0 \)-system. We say that two points \( i, j \in \Lambda \) are equivalent if for any \( I \in J \) either \( i \in I, j \in I \) or \( i \notin I, j \notin I \).

Then the set \( \Lambda \) is divided on equivalence classes \( \Lambda = \sqcup \Lambda_j, j \in \tilde{\Lambda} \), where by \( \tilde{\Lambda} \) we denote the set of equivalence classes. The system \( J \) defines the system of frames \( J' \) on \( \tilde{\Lambda} \), which comes to be \( T_0 \)-system.

Now \( X = \prod_j \tilde{K}_j \) where \( \tilde{K}_j = \prod_{i \in \Lambda_j} K_i \). This construction evidently reduces the proof of Theorem 1 for arbitrary system \( J \) to the case of \( T_0 \)-system. It easy to formulate Theorem 2 for this case. The invariant measure \( \nu \) which is a limit of the solution of (1) is \( \prod_{j \in \tilde{\Lambda}} \mu^0_j \), where \( \mu^0_j \) is marginal distribution of \( \mu^0 \) on the set \( \Lambda_j \).
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