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ABSTRACT. We study Gorenstein flat objects in the category $\text{Rep}(Q, R)$ of representations of a left rooted quiver $Q$ with values in $\text{Mod}(R)$, the category of all left $R$-modules, where $R$ is an arbitrary associative ring. We show that a representation $X$ in $\text{Rep}(Q, R)$ is Gorenstein flat if and only if for each vertex $i$ the canonical homomorphism $\varphi_i^X : \oplus_{a \in Q_1} X(s(a)) \to X(i)$ is injective, and the left $R$-modules $X(i)$ and $\text{Coker} \varphi_i^X$ are Gorenstein flat. As an application of this result, we show that there is a hereditary abelian model structure on $\text{Rep}(Q, R)$ whose cofibrant objects are precisely the Gorenstein flat representations, fibrant objects are precisely the cotorsion representations, and trivial objects are precisely the representations with values in the right orthogonal category of all projectively coresolved Gorenstein flat left $R$-modules.

INTRODUCTION

The study of the module-valued representations of quivers is an important topic in current research in representation theory of groups and algebras. Our present work is motivated by a series of results on module-valued representations over left rooted quivers. Before introducing the results that inspired us, let us introduce some necessary notation. Throughout this section, $Q = (Q_0, Q_1)$ is a left rooted quiver, where $Q_0$ and $Q_1$ are the sets of all vertices and arrows in $Q$, respectively. Denote by $\text{Rep}(Q, R)$ the category of representations of $Q$ with values in $\text{Mod}(R)$. For every vertex $i \in Q_0$ and every representation $X$ in $\text{Rep}(Q, R)$, there exists a canonical homomorphism

$$\varphi_i^X : \oplus_{a \in Q_1} X(s(a)) \to X(i),$$

where $s(a)$ is as usual the source of the arrow $a \in Q_1$.

Enochs and Estrada gave in [5 thm. 3.1] the characterization of a projective representation by showing that a representation $X$ in $\text{Rep}(Q, R)$ is projective if and only if $\varphi_i^X$ is a monomorphism, and the left $R$-modules $X(i)$ and $\text{Coker} \varphi_i^X$ are projective for each vertex $i \in Q_0$. A similar characterization for flat representations (colimits of projective representations) was proved by Enochs, Oyonarte and Torrecillas in [10 thm. 3.7]. They are exactly the representations $X$ in $\text{Rep}(Q, R)$...
for which $\varphi^X_i$ is a monomorphism, and the $R$-modules $X(i)$ and $\text{Coker} \varphi^X_i$ are flat for all vertex $i \in Q_0$.

As two primary generalizations of modules having Gorenstein dimension 0 introduced by Auslander and Bridger [1] to modules that are not finitely generated, Gorenstein projective modules and Gorenstein flat modules were introduced by Enochs, Jenda and Torrecillas in [7] and [9], and further treated by Holm in [10]. Eshraghi, Hafezi and Salarian gave in [11, thm. 3.5.1] the structure of a Gorenstein projective representation in $\text{Rep}(Q, R)$. Surprisingly, the characterization of Gorenstein projective representations carries over the form of the above projective ones without more assumptions. They showed that a representation $X$ in $\text{Rep}(Q, R)$ is Gorenstein projective if and only if $\varphi^X_i$ is a monomorphism, and the left $R$-modules $X(i)$ and $\text{Coker} \varphi^X_i$ are Gorenstein projective for all vertex $i \in Q_0$.

In the present paper, we study Gorenstein flat representations in $\text{Rep}(Q, R)$. The first step in describing Gorenstein flat representations is to identify the notion of tensor products in $\text{Rep}(Q, R)$. Let $X$ be a representation in $\text{Rep}(Q, R)$. Inspired by the work of Salarian and Vahed [21], we construct a tensor product functor $- \otimes_Q X$ (see 2.1), which has enough nice expected attributes. For example, a representation $X$ in $\text{Rep}(Q, R)$ is flat if and only if the functor $- \otimes_Q X$ is exact; see Theorem 1.8. With the notion of tensor products in hand, we can give the definition of Gorenstein flat representations in $\text{Rep}(Q, R)$ in the routine way; see Definition 3.2. Our first main result asserts that a Gorenstein flat representation in $\text{Rep}(Q, R)$ can be described similarly as follows.

**Theorem A.** Let $Q$ be a left rooted quiver and $X \in \text{Rep}(Q, R)$. Then $X$ is Gorenstein flat if and only if $\varphi^X_i : \oplus_{a \in Q_1^{-1}} X(s(a)) \rightarrow X(i)$ is injective, and the left $R$-modules $X(i)$ and $C_i(X)$ are Gorenstein flat.

Hovey studied extensively in [15] model structures on abelian categories. The most celebrated result in [15], which is now known as Hovey’s correspondence, says that an abelian model structure on an abelian category $A$ is equivalent to a triple of subcategories $(C, W, F)$ in $A$ such that $W$ is thick and $(C, W \cap F)$ and $(C \cap W, F)$ form two complete cotorsion pairs (here, $W$ (resp., $C$ and $F$) is the subcategory of $A$ consisting of all trivial (resp., cofibrant and fibrant) objects associated to the corresponding abelian model structure). Hovey’s correspondence makes it clear that an abelian model structure on $A$ can be succinctly represented by the triple $(C, W, F)$. Therefore, one often refers to such a triple as an abelian model structure in literatures, and call it a Hovey triple.

Holm and Jørgensen [17] proved that if an abelian category $A$ satisfies some mild conditions, then every complete hereditary cotorsion pair in $A$ induces two hereditary cotorsion pairs in $\text{Rep}(Q, A)$, which gives a “quiver representation version” of [12, cor. 3.8] by Gillespie on cotorsion pairs in the categories of chain complexes. Odabaş further showed in [19] that the two induced cotorsion pairs are complete as well. These wonderful results help us to obtain the following result, which asserts that a hereditary Hovey triple $(C, W, F)$ on $A$ can induce a hereditary Hovey triple on $\text{Rep}(Q, A)$ with trivial objects are precisely the representations with values in $W$ (here by “hereditary Hovey triple” we mean that the two associated cotorsion pairs in Hovey’s correspondence are hereditary); see Section 1 for unexplained notation.
**Theorem B.** Let $Q$ be a left rooted quiver and $A$ an abelian category with enough injectives which satisfies the axiom $\text{AB4}$ (e.g. Grothendieck category). Then any hereditary Hovey triple $(C, W, F)$ on $A$ induces an hereditary Hovey triple

$$(\Phi(C), \text{Rep}(Q, W), \text{Rep}(Q, F))$$

on $\text{Rep}(Q, A)$.

Gillespie [15] constructed, over any coherent ring $\Lambda$, a new hereditary abelian model structure, the Gorenstein flat model structure, on $\text{Mod}(\Lambda)$ by showing that there exists a thick subcategory $W(\Lambda)$ such that $\text{(GF}(\Lambda), W(\Lambda), \text{Cot}(\Lambda))$ forms a hereditary Hovey triple on $\text{Mod}(\Lambda)$ (here $\text{GF}(\Lambda)$ and $\text{Cot}(\Lambda)$ denote the subcategory of $\text{Mod}(\Lambda)$ consisting of all Gorenstein flat and cotorsion $\Lambda$-modules, respectively). Recently, Šaroch and Štovíček [22] extended the above Gorenstein flat model structure to an arbitrary ring $R$; they showed that $\text{(GF}(R), \text{PGF}(R)^\perp, \text{Cot}(R))$ forms a hereditary Hovey triple on $\text{Mod}(R)$, where $\text{PGF}(R)^\perp$ is the right orthogonal category of all projectively coresolved Gorenstein flat $R$-modules. As an application of Theorems A and B, we obtain a Gorenstein flat model structure on $\text{Rep}(Q, R)$ in which we give explicit descriptions of the subcategories of trivial, cofibrant and fibrant objects.

**Theorem C.** Let $Q$ be a left rooted quiver. Then there is a hereditary Hovey triple

$$\text{(GF}(Q), \text{PGF}(Q)^\perp, \text{Cot}(Q))$$

on $\text{Rep}(Q, R)$ in which $\text{GF}(Q) = \Phi(\text{GF}(R))$, $\text{PGF}(Q)^\perp = \text{Rep}(Q, \text{PGF}(R)^\perp)$ and $\text{Cot}(Q) = \text{Rep}(Q, \text{Cot}(R))$.

The paper is organized as follows. Section 1 contains some necessary notation and terminology for use throughout this paper. In Section 2, we give the definition of tensor product functors in $\text{Rep}(Q, R)$, and show the relation with flat representations. In Section 3, we introduce the notion of Gorenstein flat representations in $\text{Rep}(Q, R)$, and give the proof of Theorem A. Section 4 is devoted to giving the proof of Theorem B. Finally, we give an Appendix for reproving two key Lemmas 3.6 and 4.5 over a more simple quiver with 4 vertices to comprehend the ideas of the proofs.

1. Preliminaries

Throughout the paper, all rings are assumed to be associative with identity. Let $R$ be a ring; we adopt the convention that an $R$-module is a left $R$-module, and we refer to right $R$-modules as modules over the opposite ring $R^{op}$. We let $\text{Mod}(R)$ denote the category of all $R$-modules, and denote by $\text{GF}(R)$ (resp., $\text{Flat}(R)$, $\text{Prj}(R)$ and $\text{Cot}(R)$) the subcategory of $\text{Mod}(R)$ consisting of all Gorenstein flat (resp., flat, projective and cotorsion) $R$-modules.

1.1 Gorenstein flat/injective modules. An $R$-module $M$ is called Gorenstein flat (see e.g. Enochs and Jenda [8]) if there is an exact sequence

$$\cdots \rightarrow F^{-1} \rightarrow F^0 \rightarrow F^1 \rightarrow \cdots$$

of flat $R$-modules with $M \cong \text{Ker}(F^0 \rightarrow F^1)$, such that it remains exact after applying the functor $E' \otimes_R -$ for every injective $R^{op}$-module $E'$. The subcategory of all Gorenstein flat $R$-modules is denoted $\text{GF}(R)$. 
An $R$-module $M$ is called Gorenstein injective (see e.g. [8]) if there is an exact sequence
\[ \cdots \to I^{-1} \to I^0 \to I^1 \to \cdots \]
of injective $R$-modules with $M \cong \text{Ker}(I^0 \to I^1)$, such that it remains exact after applying the functor $\text{Hom}_R(E, -)$ for every injective $R$-module $E$. The subcategory of all Gorenstein injective $R$-modules is denoted $\text{GI}(R)$.

1.2 Cotorsion pairs. Let $A$ be an abelian category with enough projectives and injectives. A pair $(X,Y)$ of subcategories of $A$ is called a cotorsion pair if $X^\perp = Y$ and $\perp Y = X$. Here
\[ X^\perp = \{ N \in A \mid \text{Ext}_A^1(X,N) = 0 \text{ for all } X \in X \}, \]
and
\[ \perp Y = \{ M \in A \mid \text{Ext}_A^1(M,Y) = 0 \text{ for all } Y \in Y \}. \]
Recall from [8] that a cotorsion pair $(X,Y)$ is complete if for each object $M$ in $A$ there is an exact sequence $0 \to M \to Y \to X \to 0$ with $X \in X$ and $Y \in Y$ (or equivalently, there is an exact sequence $0 \to Y' \to X' \to M \to 0$ with $X' \in X$ and $Y' \in Y$). A cotorsion pair $(X,Y)$ is called hereditary if $\text{Ext}_A^1(X,Y) = 0$ for each $X \in X$ and $Y \in Y$, and all $i \geq 1$. A cotorsion pair $(X,Y)$ is called perfect if all objects in $A$ have $X$-covers and $Y$-envelopes in the sense of [8].

1.3 Quivers and representations. A quiver $Q$ is actually a directed graph with vertex set $Q_0$ and arrow set $Q_1$. The symbol $Q^{\text{op}}$ denotes the opposite quiver of $Q$, which is obtained by reversing arrows of $Q$. For an arrow $a \in Q_1$, we always write $s(a)$ for its source and $t(a)$ for its target. For a vertex $i \in Q_0$ we let $Q_i^{\rightarrow \leftarrow}$ denote the set $Q_i^{\rightarrow \leftarrow} = \{ a \in Q_1 \mid s(a) = i \}$, and let $Q_i^{\leftarrow \rightarrow}$ denote the set $Q_i^{\leftarrow \rightarrow} = \{ a \in Q_1 \mid t(a) = i \}$.

Let $Q$ be a quiver and $A$ an abelian category. By a representation $X$ of $Q$ we mean a functor from $Q$ to $A$, which is determined by associating an object in $A$ to each vertex $i \in Q_0$ and a morphism $X(a) : X(i) \to X(j)$ to each arrow $a : i \to j$ in $Q_1$.

Let $X$ and $Y$ be representations of $Q$. A morphism $f$ from $X$ to $Y$ is a natural transformation, that is, a family of morphisms $\{ f(i) : X(i) \to Y(i) \}_{i \in Q_0}$ such that $Y(a) \circ f(i) = f(j) \circ X(a)$ for each arrow $a : i \to j$.

The representations of $Q$ constitute a Grothendieck category with enough projectives, which is denoted $\text{Rep}(Q, A)$. In particular, if $A = \text{Mod}(R)$ then we use the notation $\text{Rep}(Q,R)$ instead of $\text{Rep}(Q,\text{Mod}(R))$.

1.4. Let $Q$ be a quiver. For each $X \in \text{Rep}(Q,A)$ and each vertex $i \in Q_0$, by the universal property of coproducts, there is a unique morphism
\[ \varphi_i^X : \oplus_{a \in Q_i^{\rightarrow \leftarrow}} X(s(a)) \to X(i). \]
Let $C_i(X)$ denote the cokernel of $\varphi_i^X$; it yields a functor from $\text{Rep}(Q,A)$ to $A$. Dually, there is a unique morphism
\[ \psi_i^X : X(i) \to \prod_{a \in Q_i^{\leftarrow \rightarrow}} X(t(a)). \]
The symbol $K_i(X)$ denotes the kernel of $\psi_i^X$, which also yields a functor from $\text{Rep}(Q,A)$ to $A$.

For a subcategory $X$ of $A$, we set
- $\text{Rep}(Q,X) = \{ X \in \text{Rep}(Q,A) \mid X(i) \in X \}$,
1.5 Left rooted quivers. Let $Q$ be a quiver. It follows from [10] that there is a transfinite sequence $\{V_\alpha\}_{\alpha \in \text{ordinal}}$ of subsets of $Q_0$ as follows:

For the first ordinal $\alpha = 0$ set $V_0 = \emptyset$, for a successor ordinal $\alpha + 1$ set $V_{\alpha + 1} = \{i \in Q_0 \mid i$ is not the target of any arrow $a \in Q_1$ with $s(a) \notin \cup_{\beta \leq \alpha} V_\beta\}$, and for a limit ordinal $\alpha$ set $V_\alpha = \cup_{\beta < \alpha} V_\beta$.

It is clear that $V_1 = \{i \in Q_0 \mid$ there is no arrow $a \in Q_1$ with $t(a) = i\}$. By [17] lem. 2.7 and [17] cor. 2.8, there is a chain $V_1 \subseteq V_2 \subseteq \cdots \subseteq Q_0$,

and if $a : i \to j$ is an arrow in $Q_1$ with $j \in V_{\alpha + 1}$ for some ordinal $\alpha$, then $i$ must be in $V_\alpha$.

Following [10] def. 3.5 a quiver $Q$ is called left rooted if there exists an ordinal $\lambda$ such that $V_\lambda = Q_0$. By [10] prop. 3.6, a quiver $Q$ is left rooted if and only if it has no infinite sequence of arrows of the form $\cdots \to \bullet \to \bullet \to \bullet$ (not necessarily different). So the left rooted quivers constitute quite a large class of quivers.

The next result is concluded by [17] thm. 7.4, 7.6 and 7.9 and [19] thm. 4.6]. Recall that an abelian category $A$ satisfies the axiom AB4 provided that $A$ is cocomplete such that any coproduct of monomorphisms in $A$ is a monomorphism.

1.6 Lemma. Let $Q$ be a left rooted quiver and $A$ an abelian category with enough injectives which satisfies the axiom AB4 (e.g. Grothendieck category). If $(X, Y)$ is a complete hereditary cotorsion pair in $A$, then $(\Phi(X), \text{Rep}(Q, Y))$ is a complete hereditary cotorsion pair in $\text{Rep}(Q, A)$.

1.7 Flat and cotorsion representations. Recall from [10] that a representation $X \in \text{Rep}(Q, R)$ is flat if it is a colimit of projective representations. The subcategory of all flat representations in $\text{Rep}(Q, R)$ is denoted $\text{Flat}(Q)$. A representation $X$ in $\text{Rep}(Q, R)$ is called cotorsion if it is in $\text{Flat}(Q)^\perp$. The subcategory of all cotorsion representations in $\text{Rep}(Q, R)$ is denoted $\text{Cot}(Q)$.

The next result can be found in [10] thm. 3.7].

1.8 Lemma. Let $Q$ be a left rooted quiver and $X \in \text{Rep}(Q, R)$. Then $X$ is flat if and only if $X$ is in $\Phi(\text{Flat}(R))$.

The equality in the statement of the following result was first proved by Oyonarte [20] thm. 6].

1.9 Lemma. Let $Q$ be a left rooted quiver. Then $(\text{Flat}(Q), \text{Cot}(Q))$ is a complete hereditary cotorsion pair with $\text{Cot}(Q) = \text{Rep}(Q, \text{Cot}(R))$.

Proof. It follows from [3] prop. 2] that $(\text{Flat}(R), \text{Cot}(R))$ is a complete hereditary cotorsion pair in $\text{Mod}(R)$, so $(\text{Flat}(Q), \text{Rep}(Q, \text{Cot}(R)))$ is a complete hereditary cotorsion pair in $\text{Rep}(Q, R)$ by Lemmas 1.6 and 1.8. Thus one has $\text{Cot}(Q) = \text{Rep}(Q, \text{Cot}(R))$. \hfill $\square$
2. A definition of tensor products of representations

In this section, inspired by the work of Salarian and Vahed [21], we give a definition of tensor product functors in the category of representations and collect some basic results, which are used in the rest of the paper.

2.1 Tensor products of representations. Let \( X \in \text{Rep}(Q, R) \) be a representation of quivers. We construct for any \( \mathbb{Z} \)-module \( G \), a representation \( \text{Hom}(X, G) \in \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \) as follows.

- For each vertex \( i \in Q_0^{\text{op}} \), set \( \text{Hom}(X, G)(i) = \text{Hom}_\mathbb{Z}(X(i), G) \);
- For each arrow \( a : i \to j \) in \( Q_1^{\text{op}} \), define \( \text{Hom}(X, G)(a) = \text{Hom}_\mathbb{Z}(X(a^{\text{op}}), G) : \text{Hom}(X, G)(i) \to \text{Hom}(X, G)(j) \), where \( a^{\text{op}} : j \to i \) is an arrow in \( Q \).

It is evident that \( \text{Hom}(X, -) \) is a functor from the category \( \text{Mod}(\mathbb{Z}) \) of all \( \mathbb{Z} \)-modules to \( \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \). This functor is left exact and preserves arbitrary products, so it has a left adjoint from \( \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \) to \( \text{Mod}(\mathbb{Z}) \), which is denoted \( - \otimes_\mathbb{Z} X \) and will play the role of the tensor product in our work.

The next result is clear from the definition, which is used frequently in this paper.

2.2 Theorem. Let \( X \) be in \( \text{Rep}(Q, R) \) and \( Y \) in \( \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \). Then for each \( G \in \text{Mod}(\mathbb{Z}) \) there is a natural isomorphism

\[
\text{Hom}_\mathbb{Z}(Y \otimes_\mathbb{Z} X, G) \cong \text{Hom}_\mathbb{Z}(Y, \text{Hom}(X, G)) .
\]

In the following, we collect some basic results on tensor products. We always let \( X^+ \) denote \( \text{Hom}(X, \mathbb{Q}/\mathbb{Z}) \in \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \).

2.3 Proposition. Let \( X \) be in \( \text{Rep}(Q, R) \) and \( Y \) in \( \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \). Then there is a natural isomorphism

\[
Y \otimes_\mathbb{Z} (\oplus_p X_p) \cong \oplus_p (Y \otimes_\mathbb{Z} X_p) .
\]

Proof. By Theorem 2.2 one has

\[
(Y \otimes_\mathbb{Z} (\oplus_p X_p))^+ \cong \Pi_p \text{Hom}_\mathbb{Z}(Y, (\oplus_p X_p)^+)
\]

\[
\cong \Pi_p \text{Hom}_\mathbb{Z}(Y, (X_p)^+)
\]

\[
\cong (\oplus_p (Y \otimes_\mathbb{Z} X_p))^+
\]

Thus there is an isomorphism \( Y \otimes_\mathbb{Z} (\oplus_p X_p) \cong \oplus_p (Y \otimes_\mathbb{Z} X_p) \). \( \square \)

2.4 Lemma. Let \( X \) be in \( \text{Rep}(Q, R) \) and \( Y \) in \( \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \). Then for each \( G \in \text{Mod}(\mathbb{Z}) \) there is a natural isomorphism

\[
\text{Hom}_\mathbb{Z}(Y, \text{Hom}(X, G)) \cong \text{Hom}_\mathbb{Z}(X, \text{Hom}(Y, G)) .
\]

Proof. Let \( f = \{ f(i) : Y(i) \to \text{Hom}(X, G)(i) \}_{i \in Q_0} \) be in \( \text{Hom}_\mathbb{Z}(Y, \text{Hom}(X, G)) \). For each \( i \in Q_0 \), the swap map

\[
\zeta_{Y(i)GX(i)} : \text{Hom}_R(Y(i), \text{Hom}_\mathbb{Z}(X(i), G)) \to \text{Hom}_R(X(i), \text{Hom}_\mathbb{Z}(Y(i), G))
\]

is an isomorphism with the inverse \( \zeta_{Y(i)GX(i)}^{-1} \). So \( \{ \zeta_{Y(i)GX(i)} f(i) \}_{i \in Q_0} \) is a morphism from \( Y \) to \( \text{Hom}(X, G) \). Set

\[
\zeta_{YGX} : \text{Hom}_\mathbb{Z}(Y, \text{Hom}(X, G)) \to \text{Hom}_\mathbb{Z}(X, \text{Hom}(Y, G))
\]
with \( \zeta^{YGX}(f) = \{\zeta^{Y(i)GX(i)}(f(i))\}_{i \in Q_0} \). Then it has an inverse \( \zeta^{XGY} \). Thus one gets the isomorphism in the statement. \( \square \)

2.5 Proposition. Let \( X \) be in \( \text{Rep}(Q,R) \) and \( Y \) in \( \text{Rep}(Q^{\text{op}},R^{\text{op}}) \). Then there is a natural isomorphism

\[
Y \otimes_Q X \cong X \otimes_{Q^{\text{op}}} Y .
\]

Proof. By Propositions 2.2 and Lemma 2.4 one has

\[
(Y \otimes_Q X)^+ \cong \text{Hom}_{Q^{\text{op}}}(Y, X^+)
\cong \text{Hom}_Q(X, Y^+)
\cong (X \otimes_{Q^{\text{op}}} Y)^+ .
\]

So \( Y \otimes_Q X \) is isomorphic to \( X \otimes_{Q^{\text{op}}} Y \). \( \square \)

The next lemma is from Enochs, Estrada and García Rozas [6, cor. 6.7].

2.6 Lemma. Let \( Q \) be a left rooted quiver and \( X \in \text{Rep}(Q,R) \). Then \( X \) is flat if and only if \( X^+ \) is injective in \( \text{Rep}(Q^{\text{op}},R^{\text{op}}) \).

We end this section with the following result, which may assert that our definition of tensor products of representations is reasonable.

2.7 Theorem. Let \( Q \) be a left rooted quiver and \( X \in \text{Rep}(Q,R) \). Then \( X \) is flat if and only if the functor \(- \otimes_Q X\) is exact.

Proof. We assume that \( X \) is flat and fix an exact sequence \( 0 \to Y' \to Y \to Y'' \to 0 \) in \( \text{Rep}(Q^{\text{op}},R^{\text{op}}) \). By Lemma 2.6 \( X^+ \) is injective in \( \text{Rep}(Q^{\text{op}},R^{\text{op}}) \), so the sequence

\[
0 \to \text{Hom}_{Q^{\text{op}}}(Y'', X^+) \to \text{Hom}_{Q^{\text{op}}}(Y, X^+) \to \text{Hom}_{Q^{\text{op}}}(Y', X^+) \to 0
\]

is exact. It follows from Theorem 2.2 that the sequence

\[
0 \to Y' \otimes_Q X \to Y \otimes_Q X \to Y'' \otimes_Q X \to 0 .
\]

So the functor \(- \otimes_Q X\) is exact. Conversely, it is easy to see that \( X^+ \) is injective, so \( X \) is flat by Lemma 2.6. \( \square \)

3. Gorenstein flat representations of quivers

In this section we prove Theorem A in the introduction. We begin with the following definitions.

3.1 Gorenstein injective representations of quivers. A representation \( Y \in \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \) is called Gorenstein injective if there is an exact sequence

\[
\cdots \to I_1 \to I_0 \to I_{-1} \to \cdots
\]

in \( \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \) with each \( I_i \) injective for all \( i \in \mathbb{Z} \), such that \( X \cong \text{Coker}(I_1 \to I_0) \) and the sequence remains exact after applying the functor \( \text{Hom}_{Q^{\text{op}}}(E, -) \) for every injective representation \( E \in \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \).

It follows from Eshraghi, Hafezi and Salarian [14, thm. 3.5.1] that if \( Q \) is a left rooted quiver (in this case \( Q^{\text{op}} \) is a right rooted quiver) then \( Y \in \text{Rep}(Q^{\text{op}}, R^{\text{op}}) \) is Gorenstein injective if and only if \( Y \) is in \( \Psi(Gl(R^{\text{op}})) \), that is, for each \( i \in Q_0 \) the homomorphism \( \psi_i^Y \) is surjective, and the \( R^{\text{op}} \)-modules \( Y(i) \) and \( \text{Ker} \psi_i^Y \) are Gorenstein injective.
3.2 Definition. A representation $X \in \text{Rep}(Q, R)$ is called Gorenstein flat if there is an exact sequence
\[ \cdots \to F_1 \to F_0 \to F_{-1} \to \cdots \]
in $\text{Rep}(Q, R)$ with each $F_i$ flat for all $i \in \mathbb{Z}$, such that $X \cong \text{Coker}(F_1 \to F_0)$ and the sequence remains exact after applying the functor $E \otimes_Q -$ for every injective representation $E \in \text{Rep}(Q^{\text{op}}, R^{\text{op}})$. The subcategory of all Gorenstein flat representations in $\text{Rep}(Q, R)$ is denoted $\text{GF}(Q)$.

3.3 Lemma. Let $Q$ be a left rooted quiver and $X \in \text{Rep}(Q, R)$. If $X$ is Gorenstein flat, then $X$ is in $\Phi(\text{GF}(R))$, that is, for each vertex $i \in Q_0$ the homomorphism $\varphi_i^X : \oplus_{a \in Q_1^{-i}} X(s(a)) \to X(i)$ is injective, and the $R$-modules $X(i)$ and $C_i(X)$ are Gorenstein flat.

Proof. Since $X$ is Gorenstein flat, there exists an exact sequence
\[ F = \cdots \to F_1 \to F_0 \to F_{-1} \to \cdots \]
in $\text{Rep}(Q, R)$ with each $F_j$ flat for all $j \in \mathbb{Z}$, such that $X \cong \text{Coker}(F_1 \to F_0)$ and the sequence $E \otimes_Q F$ is exact for every injective representation $E \in \text{Rep}(Q^{\text{op}}, R^{\text{op}})$. Fix an integer $j$. By Enochs, Oyonarte and Torrecillas [10, prop. 3.4], for each $i \in Q_0$ the homomorphism $\varphi_i^{F_j} : \oplus_{a \in Q_1^{-i}} F_j(s(a)) \to F_j(i)$ is injective, and the $R$-modules $F_j(i)$ and $C_i(F_j)$ are flat. Consider the following commutative diagram with exact rows and columns:

\[
\begin{array}{ccc}
0 & \to & \oplus_{a \in Q_1^{-1}} F_1(s(a)) \to F_1(i) \to C_i(F_1) \to 0 \\
\downarrow & & \downarrow & & \downarrow \\
0 & \to & \oplus_{a \in Q_1^{-1}} F_0(s(a)) \to F_0(i) \to C_i(F_0) \to 0 \\
\downarrow & & \downarrow & & \downarrow \\
0 & \to & \oplus_{a \in Q_1^{-1}} F_{-1}(s(a)) \to F_{-1}(i) \to C_i(F_{-1}) \to 0. \\
\vdots & & \vdots & & \vdots
\end{array}
\]

So the induced sequence $0 \to \oplus_{a \in Q_1^{-1}} X(s(a)) \xrightarrow{\varphi_i^X} X(i) \to C_i(X) \to 0$ is exact. For every injective representation $E \in \text{Rep}(Q^{\text{op}}, R^{\text{op}})$, one has $\text{Hom}_{Q^{\text{op}}}(E, F^+) \cong (E \otimes_Q F)^+$ is exact by Proposition 2.2, so [11, thm. 3.1.6(i)] yields that $F(i)^+$ is a totally acyclic complex of injective $R^{\text{op}}$-modules; as $Q^{\text{op}}$ is right rooted. Thus for each injective $R^{\text{op}}$-module $I$, the complex $I \otimes_R F(i)$ is acyclic. Hence $X(i)$ is Gorenstein flat. The complex $I \otimes_R (\oplus_{a \in Q_1^{-i}} F(i(s(a)))$ is acyclic and each $C_i(F_j)$ is flat for $j \in \mathbb{Z}$, so from the diagram (*) one gets that the complex $I \otimes_R C_i(F)$ is acyclic. Thus $C_i(X)$ is Gorenstein flat. \qed

The next result paves the way for Lemma 3.6 which is used in the proof of Theorem A in the introduction; it is proved using the Snake Lemma.
3.4 Lemma. Let $W$ and $X$ be subcategories of $\text{Mod}(R)$, and let $0 \to X_1 \to X_2 \to X_3 \to 0$ be an exact sequence in $X$. If there exist two exact sequence $0 \to X_1 \to W_1 \to 0$ and $0 \to X_3 \to W_3 \to X'_1 \to 0$ with $W_1, W_3 \in W$ and $X'_1, X'_3 \in X$ such that $\text{Ext}^1_R(X_3, W_1) = 0$, then there exists a commutative diagram

\[
\begin{array}{ccc}
0 & \to & 0 \\
\downarrow & & \downarrow \\
0 & \to & W_1 \oplus W_3 \\
\downarrow & & \downarrow \\
0 & \to & X'_1 \oplus X'_3 \\
\downarrow & & \downarrow \\
0 & \to & 0 \\
\end{array}
\]

with exact rows and columns.

3.5. Let $W$ and $X$ be subcategories of an abelian category. Recall from Auslander and Buchweitz [2] that $W$ is a cogenerator for $X$ if $W \subseteq X$, and for each $X \in X$ there exists an exact sequence $0 \to X \to W \to X' \to 0$ with $W \in W$ and $X' \in X$.

The following lemma is essentially based on the construction given by Odabaşı [19, lem. 4.5]; one refers to [11] for a proof over a more simple quiver with 4 vertices.

3.6 Lemma. Assume that $W$ and $X$ are subcategories of $\text{Mod}(R)$ satisfying

- $X$ is closed under extensions;
- $(W, W^\perp)$ is a complete cotorsion pair;
- $\text{Ext}^1_R(X, W) = 0$ for all $X \in X$ and $W \in W \cap W^\perp$.

Let $Q$ be a left rooted quiver. If $W$ is a cogenerator for $X$, then $\Phi(W)$ is a cogenerator for $\Phi(X)$.

Proof. Let $\{V_\alpha\}$ be the transfinite sequence of subsets of $Q_0$. Since $Q$ is left rooted, one has $Q_0 = V_\lambda$ for some ordinal $\lambda$. Let $X$ be in $\Phi(X)$. For every ordinal $\alpha \leq \lambda$, we define a representation $X_\alpha$ as follows:

$$X_\alpha(i) = \begin{cases} X(i) & \text{if } i \in V_\alpha, \\ 0 & \text{if } i \notin V_\alpha. \end{cases}$$

For an arrow $a : j \to k$ in $Q$, the morphism $X_\alpha(a)$ is defined as

$$X_\alpha(a) = \begin{cases} X(a) & \text{if } j, k \in V_\alpha, \\ 0 & \text{otherwise}. \end{cases}$$

It is clear that $X_\lambda = X$. Next for each ordinal $\alpha \leq \lambda$, we construct an exact sequence

$$E_\alpha : 0 \to X_\alpha \to W_\alpha \to Y_\alpha \to 0$$

in $\text{Rep}(Q, R)$ such that the following conditions hold:

(a) For each $i \notin V_\alpha$, $W_\alpha(i) = 0$, and for all $i \in V_\alpha$ the homomorphism $\varphi^W_i$ is injective with both $W_\alpha(i)$ and $C_i(W_\alpha)$ belong to $W$;
(b) For each \( i \notin V_\alpha \), \( Y_\alpha(i) = 0 \), and for all \( i \in V_\alpha \) the homomorphism \( \varphi_i^{Y_\alpha} \) is injective with both \( Y_\alpha(i) \) and \( C_i(Y_\alpha) \) belong to \( X \);

(c) If \( \alpha < \alpha' \leq \lambda \), then there is a morphism from \( E_{\alpha'} \) to \( E_\alpha \), and \( E_{\alpha'}(i) = E_\alpha(i) \) for all \( i \notin V_{\alpha'} \setminus V_\alpha \).

We do this by transfinite induction. The case where \( \alpha = 0 \) holds clearly as \( V_0 = \emptyset \).

For each \( i \in V_1 \), there exists an exact sequence \( 0 \to X(i) \to W^i \to Y^i \to 0 \) with \( W^i \in W \) and \( X^i \in X \), as \( W \) is a cogenerator for \( X \). We define representations \( W_1 \) and \( Y_1 \) as follows:

\[
W_1(i) = \begin{cases} W^i & \text{if } i \in V_1 \\ 0 & \text{if } i \notin V_1 \end{cases}
\]

\[
Y_1(i) = \begin{cases} Y^i & \text{if } i \in V_1 \\ 0 & \text{if } i \notin V_1 \end{cases}
\]

For an arrow \( a : j \to k \) in \( Q \), we let \( W_1(a) \) and \( Y_1(a) \) be zero. Then there is an exact sequence \( E_1 : 0 \to X_1 \to W_1 \to Y_1 \to 0 \) in \( \text{Rep}(Q, \mathbb{R}) \) satisfying the desired conditions, as there is no arrow \( a \) with \( t(a) \in V_1 \).

Suppose that \( \alpha + 1 \) is a successor ordinal and we have \( E_\alpha \). Next we construct \( E_{\alpha+1} \).

Let \( i \in V_{\alpha+1} \setminus V_\alpha \). Since \( X \) is in \( \Phi(X) \), the sequence

\[
0 \to \oplus_{a \in Q_1^{\alpha+1}} X(s(a)) \xrightarrow{\alpha^X} X(i) \to C_i(X) \to 0
\]

is exact. For all \( a \in Q_1^{\alpha+1} \), one has \( s(a) \in V_\alpha \) (see 1.5), so \( X(s(a)) = X_\alpha(s(a)) \).

Thus there is an exact sequence

\[
0 \to \oplus_{a \in Q_1^{\alpha+1}} X(s(a)) \to \oplus_{a \in Q_1^{\alpha+1}} W_\alpha(s(a)) \to \oplus_{a \in Q_1^{\alpha+1}} Y_\alpha(s(a)) \to 0.
\]

By the assumption, \((W, W^\bot)\) is a complete cotorsion pair, so there is an exact sequence \( 0 \to \oplus_{a \in Q_1^{\alpha+1}} W_\alpha(s(a)) \to U^i \to C' \to 0 \) with \( U^i \in W^\bot \) and \( C' \in W \).

Since \( W_\alpha(s(a)) \) is in \( W \), the module \( \oplus_{a \in Q_1^{\alpha+1}} W_\alpha(s(a)) \) is so. Hence \( U^i \) is in \( W^\bot \cap W \).

Consider the following push-out diagram:

\[
\begin{array}{ccc}
0 & \rightarrow & 0 \\
\downarrow & & \downarrow \\
0 & \rightarrow & \oplus_{a \in Q_1^{\alpha+1}} X(s(a)) \rightarrow \oplus_{a \in Q_1^{\alpha+1}} W_\alpha(s(a)) \rightarrow \oplus_{a \in Q_1^{\alpha+1}} Y_\alpha(s(a)) \rightarrow 0 \\
\downarrow & & \downarrow \\
0 & \rightarrow & U^i \rightarrow T^i \rightarrow 0 \\
\downarrow & & \downarrow \\
0 & \rightarrow & C' \rightarrow C' \rightarrow 0 \\
\end{array}
\]

Since \( W \) is a cogenerator for \( X \) and \( C_i(X) \in X \), one has an exact sequence

\[
0 \to C_i(X) \to S^i \to Z^i \to 0
\]
with $S^i \in W$ and $Z^i \in X$. By the assumption one has $\text{Ext}^1_{Q}(C_i(X), U^i) = 0$. Thus by Lemma 3.3 one gets a commutative diagram with exact rows and columns

\[
\begin{array}{ccc}
0 & \rightarrow & 0 \\
0 & \rightarrow & \bigoplus_{a \in Q_i^+} X(s(a)) \rightarrow X(i) \rightarrow C_i(X) \rightarrow 0 \\
0 & \rightarrow & U^i \rightarrow W^i \rightarrow S^i \rightarrow 0 \\
0 & \rightarrow & T^i \rightarrow Y^i \rightarrow Z^i \rightarrow 0, \\
0 & \rightarrow & 0 & \rightarrow & 0
\end{array}
\]

where $W^i = U^i \oplus S^i \in W$ and $Y^i \in X$, as $W$ and $X$ are closed under extensions.

We define a representation $W_{\alpha+1}$ as follows:

\[
W_{\alpha+1}(i) = \begin{cases}
W^i & \text{if } i \in V_{\alpha+1} \setminus V_{\alpha}, \\
W_\alpha(i) & \text{if } i \in V_{\alpha}, \\
0 & \text{if } i \notin V_{\alpha+1}.
\end{cases}
\]

For an arrow $a : j \rightarrow k$ in $Q$, the morphism $W_{\alpha+1}(a)$ is defined as follows:

- If $k \in V_{\alpha+1} \setminus V_{\alpha}$, then $j \in V_{\alpha}$, and so $W_{\alpha+1}(j) = W_\alpha(j)$ and $W_{\alpha+1}(k) = W^k$.
  In this case, $W_{\alpha+1}(a)$ is the compositions

  \[
  W_\alpha(j) \hookrightarrow \bigoplus_{a \in Q_i^+} W_\alpha(s(a)) \hookrightarrow U^k \hookrightarrow W^k.
  \]

- If $k \in V_{\alpha}$, then $j \in V_{\alpha-1} \subseteq V_{\alpha}$, and so $W_{\alpha+1}(j) = W_\alpha(j)$ and $W_{\alpha+1}(k) = W_\alpha(k)$. In this case, $W_{\alpha+1}(a) = W_\alpha(a)$.

- If $k \notin V_{\alpha+1}$, then $W_{\alpha+1}(k) = 0$. In this case, $W_{\alpha+1}(a) = 0$.

It is obvious that $W_{\alpha+1}(i)$ is in $W$ for all $i \in V_{\alpha+1}$.

Similarly, we define a representation $Y_{\alpha+1}$ as follows:

\[
Y_{\alpha+1}(i) = \begin{cases}
Y^i & \text{if } i \in V_{\alpha+1} \setminus V_{\alpha}, \\
Y_\alpha(i) & \text{if } i \in V_{\alpha}, \\
0 & \text{if } i \notin V_{\alpha+1}.
\end{cases}
\]

For an arrow $a : j \rightarrow k$ in $Q$, the morphism $Y_{\alpha+1}(a)$ is defined as follows:

- If $k \in V_{\alpha+1} \setminus V_{\alpha}$, then $j \in V_{\alpha}$, and so $Y_{\alpha+1}(j) = Y_\alpha(j)$ and $Y_{\alpha+1}(k) = Y^k$. In this case, $Y_{\alpha+1}(a)$ is the compositions

  \[
  Y_\alpha(j) \hookrightarrow \bigoplus_{a \in Q_i^+} Y_\alpha(s(a)) \hookrightarrow T^k \hookrightarrow Y^k.
  \]

- If $k \in V_{\alpha}$, then $j \in V_{\alpha-1} \subseteq V_{\alpha}$, and so $Y_{\alpha+1}(j) = Y_\alpha(j)$ and $Y_{\alpha+1}(k) = Y_\alpha(k)$. In this case, $Y_{\alpha+1}(a) = Y_\alpha(a)$.

- If $k \notin V_{\alpha+1}$, then $Y_{\alpha+1}(k) = 0$. In this case, $Y_{\alpha+1}(a) = 0$.

It is obvious that $Y_{\alpha+1}(i)$ is in $X$ for all $i \in V_{\alpha+1}$.

Thus there exists an exact sequence

\[
E_{\alpha+1} : 0 \rightarrow X_{\alpha+1} \rightarrow W_{\alpha+1} \rightarrow Y_{\alpha+1} \rightarrow 0
\]
in $\text{Rep}(Q,R)$; the corresponding commutative diagram for an arrow $a$ in $Q$ can be checked by the above construction. It is easy to see that there is a morphism from $E_{\alpha+1}$ to $E_{\alpha}$, and $E_{\alpha+1}(i) = E_{\alpha}(i)$ for all $i \notin V_{\alpha+1} \setminus V_\alpha$. In the following, we prove that for all $i \in V_{\alpha+1}$, the homomorphism $\varphi_i^{W_{\alpha+1}}$ is injective with $C_i(W_{\alpha+1}) \in W$, and the homomorphism $\varphi_i^{Y_{\alpha+1}}$ is injective with $C_i(Y_{\alpha+1}) \in X$. We only prove the case for $W_{\alpha+1}$.

Let $i \in V_{\alpha+1}$. We deal with the following two situations:

1. If $i \in V_{\alpha+1} \setminus V_\alpha$, then $s(a) \in V_\alpha$ for all $a \in Q_1^{-i}$, and so $W_{\alpha+1}(s(a)) = W_\alpha(s(a))$ and $W_{\alpha+1}(i) = W_i$. In this case, from the construction of $W_{\alpha+1}$, one sees that $\varphi_i^{W_{\alpha+1}} : \oplus_{a \in Q_1^{-i}} W_\alpha(s(a)) \to W_i(i)$ is the compositions $\oplus_{a \in Q_1^{-i}} W_\alpha(s(a)) \to U_i \to W_i$, which is a monomorphism. Using the Snake Lemma, one gets the next commutative diagram with exact rows and columns:

$\begin{array}{cccc}
0 & 0 & & \\
0 & \oplus_{a \in Q_1^{-i}} W_\alpha(s(a)) & \xrightarrow{\varphi_i^{W_{\alpha+1}}} & W_i \\
& \Downarrow & \Downarrow & \Downarrow \\
& \oplus_{a \in Q_1^{-i}} W_\alpha(s(a)) & \xrightarrow{\varphi_i^W} & C_i(W_{\alpha+1}) \\
& & \Downarrow & \\
& & S_i & \\
0 & 0 & & \\
\end{array}$

Since $C'$ and $S'$ are in $W$, so is $C_i(W_{\alpha+1})$ as $W$ is closed under extensions.

2. If $i \in V_\alpha$, then $s(a) \in V_{\alpha-1} \subseteq V_\alpha$ for all $a \in Q_1^{-i}$, and so $W_{\alpha+1}(s(a)) = W_\alpha(s(a))$ and $W_{\alpha+1}(i) = W_\alpha(i)$. In this case, from the construction of $W_{\alpha+1}$, one sees that $\varphi_i^{W_{\alpha+1}} = \varphi_i^W$ is a monomorphism. Hence $C_i(W_{\alpha+1}) = C_i(W_\alpha)$ is in $W$.

Finally, if $\alpha \leq \lambda$ is a limit ordinal and if $E_{\beta}$ is constructed for all $\beta < \alpha$. Next we construct $E_{\alpha}$. In this case one has $V_\alpha = \cup_{\beta < \alpha} V_\beta$. If $i \in V_\alpha$, then $i \in V_\beta$ for some ordinal $\beta < \alpha$, and so for all ordinal $\alpha > \beta \geq \beta'$ one has $E_{\beta'}(i) = E_{\beta}(i)$ as $i \notin V_{\beta'} \setminus V_\beta$. If $i \notin V_\alpha$, then $i \notin V_\beta$ for each $\beta < \alpha$, and so $E_{\beta}(i)$ is an exact sequence of zero representations. We let $E_{\alpha} = \lim_{\beta < \alpha} E_{\beta}$. Then one has

$$E_{\alpha}(i) = \begin{cases} E_{\beta}(i) & \text{for some } \beta < \alpha \text{ if } i \in V_\alpha, \\ 0 & \text{if } i \notin V_\alpha. \end{cases}$$

Thus $E_{\alpha}$ is an exact sequence in $\text{Rep}(Q,R)$ satisfying the desired conditions.

As a consequence one gets an exact sequence $0 \to X \to W \to Y \to 0$ in $\text{Rep}(Q,R)$ with $W \in \Phi(W)$ and $Y \in \Phi(X)$. So $\Phi(W)$ is a cogenerator for $\Phi(X)$. $\square$

3.7 Lemma. Let $Q$ be a left rooted quiver. Then $\Phi(\text{Flat}(R))$ is a cogenerator for $\Phi(\text{GF}(R))$.

Proof. It is known that $\text{Flat}(R)$ is a cogenerator for $\text{GF}(R)$ and $(\text{Flat}(R), \text{Flat}(R)^{\perp})$ is a complete cotorsion pair; see Bican, El Bashir and Enochs [3 prop. 2]. It follows
from [22, cor. 4.12] that $GF(R)$ is closed under extensions and $\text{Ext}^n_R(G, W) = 0$ for each $G \in GF(R)$ and each $W \in \text{Flat}(R) \cap \text{Flat}(R)^\perp$. So by Lemma 3.6, $\Phi(\text{Flat}(R))$ is a cogenerator for $\Phi(GF(R))$.

3.8 Lemma. If $X$ is in $\Phi(GF(R))$, then $X^+$ is in $\Psi(Gl(R))$.

Proof. For all $i \in Q_0$, one has $\text{Hom}_Z(\varphi_i^X, Q/Z) = \psi_i^{X^+}$, $\text{Hom}_Z(X(i), Q/Z) = X^+(i)$ and $\text{Hom}_Z(C_i(X), Q/Z) = K_i(X^+)$. It is known that if $M$ is a Gorenstein flat $R$-module then the $R^{op}$-module $\text{Hom}_Z(M, Q/Z)$ is Gorenstein injective; see Holm [10, thm. 3.6]. Thus if $X$ is in $\Phi(GF(R))$, then $X^+$ is in $\Psi(Gl(R))$.

3.9 Proof of Theorem A. The “only if” part holds by Lemma 3.3. For the “if” part we assume that for each $i \in Q_0$ the homomorphism $\varphi_i^X : \oplus_{a \in Q^+_i} X(s(a)) \rightarrow X(i)$ is injective, and the $R$-modules $X(i)$ and $C_i(X)$ are Gorenstein flat, that is, $X$ is in $\Phi(GF(R))$.

By Lemma 3.7 there is an exact sequence $0 \rightarrow X \rightarrow F_{-1} \rightarrow X_{-1} \rightarrow 0$ in $\text{Rep}(Q, R)$ with $F_{-1} \in \Phi(\text{Flat}(R))$ and $X_{-1} \in \Phi(GF(R))$. So the sequence $0 \rightarrow X^+_{-1} \rightarrow F^+_{-1} \rightarrow X^+ \rightarrow 0$ is exact. By Lemma 3.8, $X^+_{-1}$ is in $\Psi(Gl(R))$, so $X^+_{-1}$ is Gorenstein injective; see [11, thm. 3.5.1(a)]. Hence for each injective representation $I \in \text{Rep}(Q^{op}, R^{op})$, the sequence

$$0 \rightarrow \text{Hom}_{Q^{op}}(I, X^+_{-1}) \rightarrow \text{Hom}_{Q^{op}}(I, F^+_{-1}) \rightarrow \text{Hom}_{Q^{op}}(I, X^+) \rightarrow 0$$

is exact. It follows from Proposition 2.2 that the sequence

$$0 \rightarrow I \otimes Q X \rightarrow I \otimes Q F_{-1} \rightarrow I \otimes Q X_{-1} \rightarrow 0$$

is exact. Since $X_{-1}$ is in $\Phi(GF(R))$, continuing the above process one gets an exact sequence

$$(*) \quad 0 \rightarrow X \rightarrow F_{-1} \rightarrow F_{-2} \rightarrow \cdots$$

in $\text{Rep}(Q, R)$ with each $F_i \in \Phi(\text{Flat}(R))$ (so $F_i \in \text{Flat}(Q)$ by [10, thm. 3.7]) such that it remains exact after applying the functor $I \otimes Q$ — for each injective representation $I \in \text{Rep}(Q^{op}, R^{op})$.

On the other hand, there is an exact sequence $0 \rightarrow X_1 \rightarrow F_0 \rightarrow X \rightarrow 0$ in $\text{Rep}(Q, R)$ with $F_0$ flat. By [10, thm. 3.7], $F_0$ is in $\Phi(\text{Flat}(Q))$, so it follows from [22, cor. 4.12] that $X_1$ is in $\Phi(GF(Q))$. The same argument as above yields that the sequence $0 \rightarrow I \otimes Q X_1 \rightarrow I \otimes Q F_0 \rightarrow I \otimes Q X \rightarrow 0$ is exact for each injective representation $I \in \text{Rep}(Q^{op}, R^{op})$. Continuing this process, one gets an exact sequence

$$(**) \quad \cdots \rightarrow F_1 \rightarrow F_0 \rightarrow X \rightarrow 0$$

in $\text{Rep}(Q, R)$ with each $F_i \in \text{Flat}(Q)$, such that it remains exact after applying the functor $I \otimes Q$ — for each injective representation $I \in \text{Rep}(Q^{op}, R^{op})$.

Assembling the sequences (*) and (**), one gets an exact sequence

$$\cdots \rightarrow F_1 \rightarrow F_0 \rightarrow F_{-1} \rightarrow F_{-2} \rightarrow \cdots$$

in $\text{Rep}(Q, R)$ with each $F_i$ flat for $i \in Z$, such that $X \cong \text{Coker}(F_i \rightarrow F_0)$ and the sequence remains exact after applying the functor $I \otimes Q$ — for every injective representation $I \in \text{Rep}(Q^{op}, R^{op})$. This yields that $X$ is a Gorenstein flat representation in $\text{Rep}(Q, R)$. 
3.10 Corollary. Let $Q$ be a left rooted quiver. Then $\text{GF}(Q)$ is closed under direct limits and $(\text{GF}(Q), \text{Rep}(Q, \text{GF}(R)^\perp))$ is a perfect hereditary cotorsion pair in $\text{Rep}(Q, R)$ with $\text{GF}(Q) \cap \text{Rep}(Q, \text{GF}(R)^\perp) = \text{Flat}(Q) \cap \text{Rep}(Q, \text{Cot}(R))$.

Proof. It follows from [22] cor. 4.12 that $(\text{GF}(R), \text{GF}(R)^\perp)$ is a complete hereditary cotorsion pair in $\text{Mod}(R)$. Thus by Lemma 3.10 the pair $(\Phi(\text{GF}(R)), \text{Rep}(Q, \text{GF}(R)^\perp))$ is a complete hereditary cotorsion pair in $\text{Rep}(Q, R)$. Since $\text{GF}(R)$ is closed under direct limits again by [22] cor. 4.12, one gets that $\Phi(\text{GF}(R))$ is so. Hence the cotorsion pair $(\Phi(\text{GF}(R)), \text{Rep}(Q, \text{GF}(R)^\perp))$ is perfect. Next we prove $\Phi(\text{GF}(R)) \cap \text{Rep}(Q, \text{GF}(R)^\perp) = \Phi(\text{Flat}(R)) \cap \text{Rep}(Q, \text{Cot}(R))$.

According to [22] cor. 4.12, one has $\text{GF}(R) \cap \text{GF}(R)^\perp = \text{Flat}(R) \cap \text{Cot}(R)$. This implies that the inclusion “$\supseteq$” holds true. For the inclusion “$\subseteq$”, we let $X \in \Phi(\text{GF}(R)) \cap \text{Rep}(Q, \text{GF}(R)^\perp)$. Then for each $i \in Q_0$, $X(i) \in \text{GF}(R) \cap \text{GF}(R)^\perp = \text{Flat}(R) \cap \text{Cot}(R)$. To show $X \in \Phi(\text{Flat}(R)) \cap \text{Rep}(Q, \text{Cot}(R))$, it suffices to prove that $C_i(X) \in \text{Flat}(R)$ for each $i \in Q_0$. To this end, consider the following short exact sequence in $\text{Mod}(R)$

$$0 \to \oplus_{a \in Q_1 \to i} X(s(a)) \xrightarrow{\varphi^X_i} X(i) \to C_i(X) \to 0.$$

Note that $\oplus_{a \in Q_1 \to i} X(s(a))$ is flat. Then the flat dimension of the Gorenstein flat module $C_i(X)$ is finite. Hence one has $C_i(X) \in \text{Flat}(R)$.

Finally, by [10] thm. 3.7 and Theorem A, one has $\Phi(\text{Flat}(R)) = \text{Flat}(Q)$ and $\Phi(\text{GF}(R)) = \text{GF}(Q)$. This finishes the proof. □

We may use Theorem A to relate Gorenstein flat and Gorenstein injective representations.

3.11 Corollary. If $X$ is Gorenstein flat in $\text{Rep}(Q, R)$, then $X^+$ is Gorenstein injective in $\text{Rep}(Q^{\text{op}}, R^{\text{op}})$. The converse holds if $R$ is right coherent.

Proof. For all $i \in Q_0$, one has $\text{Hom}_Z(\varphi^X_i, Q/Z) = \psi^X_i$, $\text{Hom}_Z(X(i), Q/Z) = X^+(i)$ and $\text{Hom}_Z(C_i(X), Q/Z) = K_i(X^+)$. It is follows from [16] thm. 3.6] that if $M$ is a Gorenstein flat $R$-module then the $R^{\text{op}}$-module $\text{Hom}_Z(M, Q/Z)$ is Gorenstein injective, and the converse holds if $R$ is right coherent. So using Theorem A and [11] thm. 3.5.1] one can complete the proof. □

Projectively coresolved Gorenstein flat representations. In this subsection, we give a similar characterization for projectively coresolved Gorenstein flat representations of quivers, which is used in the proof of Corollary C in the introduction.

3.12 Projectively coresolved Gorenstein flat objects. Recall from [22] that an $R$-module $M$ is projectively coresolved Gorenstein flat if there is an exact sequence

$$\ldots \to P^{-1} \to P^0 \to P^1 \to \ldots$$

of projective $R$-modules with $M \cong \text{Ker}(P^0 \to P^1)$, such that it remains exact after applying the functor $I \otimes_R -$ for every injective $R^{\text{op}}$-module $I$. The subcategory of all projectively coresolved Gorenstein flat $R$-modules is denoted $\text{PGF}(R)$.

Similarly, a representation $X \in \text{Rep}(Q, R)$ is called projectively coresolved Gorenstein flat if there is an exact sequence

$$\ldots \to P_1 \to P_0 \to P_{-1} \to \ldots$$
in $\text{Rep}(Q,R)$ with each $P_i$ projective for all $i \in \mathbb{Z}$, such that $X \cong \text{Coker}(P_i \to P_0)$ and the sequence remains exact after applying the functor $E \otimes_Q -$ for every injective representation $E \in \text{Rep}(Q^{op}, R^{op})$. The subcategory of all projectively coresolved Gorenstein flat representations in $\text{Rep}(Q,R)$ is denoted $\text{PGF}(Q)$.

We let $\text{Prj}(Q)$ denote the subcategory of projective representations in $\text{Rep}(Q,R)$. Let $Q$ be a left rooted quiver. Then by [15 thm. 3.1] one has $\text{Prj}(Q) = \Phi(\text{Prj}(R))$. It follows from [22 thm. 4.9] that the pair $(\text{PGF}(R), \text{PGF}(R)^{op})$ is a complete hereditary cotorsion pair with $\text{PGF}(R) \cap \text{PGF}(R)^{op} = \text{Prj}(R)$, so by Lemma [7.10] one gets that $\text{Prj}(Q) = \Phi(\text{Prj}(R))$ is a cogenerator for $\Phi(\text{PGF}(R))$. Thus the same argument as in Theorem A yields the next result.

3.13 Theorem. Let $Q$ be a left rooted quiver and $X \in \text{Rep}(Q,R)$. Then $X$ is projectively coresolved Gorenstein flat if and only if $X$ is in $\Phi(\text{PGF}(R))$, that is, for each $i \in Q_0$ the homomorphism $\varphi^X_i : \oplus_{a \in Q_1} X(s(a)) \to X(i)$ is injective, and the $R$-modules $X(i)$ and $C_i(X)$ are projectively coresolved Gorenstein flat.

By [22 thm. 4.4], each module in $\text{PGF}(R)$ is Gorenstein projective. Therefore each module in $\text{PGF}(R)$ that has finite projective dimension must be projective. So using a similar proof as in Corollary [3.10] one gets the next corollary.

3.14 Corollary. Let $Q$ be a left rooted quiver. Then $(\text{PGF}(Q), \text{Rep}(Q,R), \text{PGF}(R)^{op})$ is a complete hereditary cotorsion pair in $\text{Rep}(Q,R)$ with

$$\text{PGF}(Q) \cap \text{Rep}(Q,R), \text{PGF}(R)^{op} = \text{Prj}(Q).$$

4. AN APPLICATION TO MODEL STRUCTURES

In this section we aim at proving Theorem B in the introduction. The next result is a key to do that, which is from Gillespie [13 thm. 1.1]. Recall that a subcategory $W$ of an abelian category is called thick provided that it is closed under direct summands, extensions, and taking kernels of epimorphisms and cokernels of monomorphisms.

4.1 Theorem. Let $A$ be an abelian category. Suppose that $(C, \tilde{F})$ and $(\tilde{C}, F)$ are two complete hereditary cotorsion pairs in $A$ such that $\tilde{C} \subseteq C$ (or equivalently, $\tilde{F} \subseteq F$) and $C \cap \tilde{F} = \tilde{C} \cap F$. Then there exists an unique thick subcategory $W$ for which $(C, W, F)$ forms a Hovey triple. Moreover, this thick subcategory can be described as follows:

$$W = \{ M \in A \mid \text{there exists a short exact sequence } 0 \to M \to A \to B \to 0 \text{ in } A \text{ with } A \in \tilde{F} \text{ and } B \in \tilde{C} \}.$$  

4.2. Let $Q$ be a left rooted quiver and $A$ an abelian category with enough injectives which satisfies the axiom AB4. Suppose that $(C, W, F)$ is a hereditary Hovey triple on $A$, and the associated complete hereditary cotorsion pairs in $A$ are $(C, \tilde{F} = W \cap F)$ and $(\tilde{C} = C \cap W, F)$. Then by [17 thm. 7.9] and [19 thm. 4.6], we obtain two complete hereditary cotorsion pairs

$$(\Phi(C), \text{Rep}(Q, \tilde{F})) \quad \text{and} \quad (\Phi(\tilde{C}), \text{Rep}(Q, F))$$

in $\text{Rep}(Q,A)$.

It is evident that $\Phi(\tilde{C}) \subseteq \Phi(C)$ since $\tilde{C} \subseteq C$. Next we show that
\[ \Phi(C) \cap \text{Rep}(Q, \bar{F}) = \Phi(\bar{C}) \cap \text{Rep}(Q, F). \]

The nontrivial inclusion is \( \Phi(C) \cap \text{Rep}(Q, \bar{F}) \subseteq \Phi(\bar{C}) \cap \text{Rep}(Q, F) \). Let \( X \in \Phi(C) \cap \text{Rep}(Q, \bar{F}) \). Then \( X(i) \in C \cap \bar{F} = \bar{C} \cap F \) for each \( i \in Q_0 \). Hence it remains to show that \( C_i(X) \) in the exact sequence

\[ 0 \to \oplus_{a \in Q_1} X(s(a)) \xrightarrow{\alpha^X} X(i) \to C_i(X) \to 0 \]

belongs to \( \bar{C} \). To this end, note that \( \bar{F} = W \cap F \). It follows that \( X(i) \in W \) for each \( i \in Q_0 \). On the other hand, since \( C \cap \bar{F} = \bar{C} \cap F \), we see that \( X(i) \in \bar{C} \) as well for each \( i \in Q_0 \). This yields \( \oplus_{a \in Q_1} X(s(a)) \in \bar{C} \). In particular, \( \oplus_{a \in Q_1} X(s(a)) \in W \) as \( \bar{C} = C \cap W \). Since \( W \) is a thick subcategory of \( A \), we conclude that \( C_i(X) \in W \) as well. Note that \( C_i(X) \in C \). It follows that \( C_i(X) \in C \cap W = \bar{C} \), as desired.

According to what we discussed above, we get the next result by Theorem 4.1.

\[ 4.3 \text{ Lemma. Let } Q \text{ be a left rooted quiver and } A \text{ an abelian category with enough injectives which satisfies the axiom AB4. Suppose that } (C, W, F) \text{ is a hereditary Hovey triple on } A, \text{ and the associated complete hereditary cotorsion pairs in } A \text{ are } (C, \bar{F} = W \cap F) \text{ and } (\bar{C} = C \cap W, F). \text{ Then there exists a hereditary Hovey triple } (\Phi(C), T, \text{Rep}(Q, F)) \text{ on } \text{Rep}(Q, A) \text{ in which}

\[ T = \{ X \in \text{Rep}(Q, A) \mid \text{ there exists a short exact sequence } 0 \to X \to A \to B \to 0 \]

\[ \text{in } \text{Rep}(Q, A) \text{ with } A \in \text{Rep}(Q, \bar{F}) \text{ and } B \in \Phi(\bar{C}). \}\]

The following result, which is from Gillespie [14, prop. 2.4], gives a clear characterization of the thick subcategory \( W \) in a Hovey triple \( (C, W, F) \) on an abelian category \( A \).

\[ 4.4 \text{ Lemma. Let } A \text{ be an abelian category. Suppose that } (C, W, F) \text{ is a hereditary Hovey triple on } A. \text{ Then the thick subcategory } W \text{ is characterized in the next way:}

\[ W = \{ M \in A \mid \text{ there exists a short exact sequence } 0 \to M \to A \to B \to 0 \]

\[ \text{in } A \text{ with } A \in W \cap F \text{ and } B \in C \cap W \}. \]

The next result shows that the subcategory of all trivial objects in the model structure given in Proposition 4.3 coincides with the subcategory of \( \text{Rep}(Q, A) \) consisting of all \( W \)-valued representations, where \( W \) is described as in Lemma 4.4. One refers to [A.2] for a proof over a more simple quiver with 4 vertices.

\[ 4.5 \text{ Lemma. Keep the assumptions and notation as in Lemma 4.3. Then there is an equality}

\[ T = \text{Rep}(Q, W). \]

\[ \text{Proof. The inclusion } "T \subseteq \text{Rep}(Q, W)" \text{ holds trivially. Next we prove the inclusion } "\text{Rep}(Q, W) \subseteq T". \text{ Let } X \in \text{Rep}(Q, W). \text{ Then for each } i \in Q_0, \text{ there exists a short exact sequence}

\[ 0 \to X(i) \xrightarrow{k(i)} A(i) \xrightarrow{h(i)} B(i) \to 0 \]

\footnote{This equality was proved by Dalezios in [3] pp. 5 under the assumption that \( W \) is closed under coproducts.}
in A with \( A(i) \in \bar{F} \) and \( B(i) \in \bar{C} \); see Lemma [3.3]. Note that \( \bar{F} \subseteq F \) and \((\bar{C}, F)\) is a cotorsion pair in \( A \), so for each arrow \( a : i \to j \in Q_1 \), and each map

\[
X(i) \xrightarrow{k(j) \circ A(a)} A(j)
\]

there exists a map \( A(a) : A(i) \to A(j) \) (and hence a map \( B(a) : B(i) \to B(j) \)) such that the following diagram with exact rows

\[
\begin{array}{cccccc}
0 & \xrightarrow{0} & X(i) & \xrightarrow{k(j)} & A(i) & \xrightarrow{h(i)} & B(i) & \xrightarrow{B(a)} & 0 \\
& & X(a) & \downarrow{A(a)} & & & & & \\
0 & \xrightarrow{0} & X(j) & \xrightarrow{k(j)} & A(j) & \xrightarrow{h(j)} & B(j) & \xrightarrow{B(a)} & 0
\end{array}
\]

is commutative. Hence one gets an exact sequence

\[
\mathbf{E} : 0 \to X \to A \to B \to 0
\]

in \( \text{Rep}(Q, A) \) such that \( A \in \text{Rep}(Q, \bar{F}) \) and \( B \in \text{Rep}(Q, \bar{C}) \). But \( B \) may fail in \( \Phi(\bar{C}) \). We will use transfinite induction to construct an exact sequence

\[
\mathbf{E'} : 0 \to X \to A' \to B' \to 0
\]

in \( \text{Rep}(Q, A) \) such that \( A' \in \text{Rep}(Q, \bar{F}) \) and \( B' \in \Phi(\bar{C}) \); this yields that \( X \) is in \( T \).

Let \( \{V_\alpha\} \) be the transfinite sequence of subsets of \( Q_0 \). Since \( Q \) is left rooted, one has \( Q_0 = V_\lambda \) for some ordinal \( \lambda \). Next we construct a continuous direct \( \lambda \)-sequence

\[
\{ \mathbf{E}_\alpha : 0 \to X_\alpha \to A_\alpha \to B_\alpha \to 0 \}_{\alpha \leq \lambda}
\]

of short exact sequences in \( \text{Rep}(Q, A) \) satisfying the following conditions:

(a) For every ordinal \( 0 < \alpha \leq \lambda \), \( X_\alpha = X \).

(b) For every ordinal \( 0 < \alpha \leq \lambda \) and \( i \in Q_0 \setminus V_\alpha \), \( A_\alpha(i) = A(i) \in \bar{F} \) and \( B_\alpha(i) = B(i) \in \bar{C} \).

(c) For every ordinal \( \alpha \leq \lambda \) and \( i \in V_\alpha \), \( A_\alpha(i) \in \bar{F} \), \( \varphi_i^{B_\alpha} \) is a monomorphism, \( B_\alpha(i) \in \bar{C} \) and \( \tilde{C}_i(B_\alpha) \in \bar{C} \).

(d) For every \( 0 < \alpha < \alpha' \leq \lambda \), \( A_\alpha(i) = A_{\alpha'}(i) \) and \( B_\alpha(i) = B_{\alpha'}(i) \) for all \( i \notin V_{\alpha'} \setminus V_\alpha \), and there exists the commutative diagram in \( \text{Rep}(Q, A) \)

\[
\begin{array}{cccccc}
0 & \xrightarrow{0} & X_\alpha & \xrightarrow{k_\alpha} & A_\alpha & \xrightarrow{h_\alpha} & B_\alpha & \xrightarrow{0} \\
\vphantom{0} & & \downarrow{f_{\alpha',\alpha}} & & \downarrow{g_{\alpha',\alpha}} & & \\
0 & \xrightarrow{0} & X_{\alpha'} & \xrightarrow{k_{\alpha'}} & A_{\alpha'} & \xrightarrow{h_{\alpha'}} & B_{\alpha'} & \xrightarrow{0}
\end{array}
\]

such that both \( f_{\alpha',\alpha} \) and \( g_{\alpha',\alpha} \) are monomorphisms.

Set \( \mathbf{E}_0 = 0 \to 0 \to 0 \to 0 \to 0 \) and \( \mathbf{E}_1 = \mathbf{E} \). Suppose that \( \alpha + 1 \) is a successor ordinal and we have \( \mathbf{E}_\alpha = 0 \to X \to A_\alpha \to B_\alpha \to 0 \). Next we construct \( \mathbf{E}_{\alpha+1} \) in the following steps.

**Step 1.** Construct \( A_{\alpha+1} \) and \( B_{\alpha+1} \).

Let \( i \in V_{\alpha+1} \setminus V_\alpha \). Then \( \oplus_{a \in Q_1 \setminus i} B_\alpha(s(a)) \in \bar{C} \), as each arrow \( a \in Q_1 \setminus i \) has the source \( s(a) \) in \( V_\alpha \); see [1.5]. Since the cotorsion pair \((\bar{C}, F)\) is complete, there exists a short exact sequence

\[
\]
0 \to \bigoplus_{a \in Q_1^{-i}} B_\alpha(s(a)) \xrightarrow{(\varepsilon_a)_{a \in Q_1^{-i}}} D_{\alpha+1}^i \to \overline{B}^i \to 0.

In \mathbb{A} with \( D_{\alpha+1}^i \in \overline{C} \cap \overline{F} = \overline{C} \cap \overline{F} \subseteq \overline{F} \) and \( \overline{B}^i \in \overline{C} \). For each \( a \in Q_1^{-i} \), there exists the canonical inclusion

\[
(\varepsilon_a)_{a \in Q_1^{-i}} \circ s(a) : B_\alpha(s(a)) \hookrightarrow \bigoplus_{a \in Q_1^{-i}} B_\alpha(s(a)) \xrightarrow{(\varepsilon_a)_{a \in Q_1^{-i}}} D_{\alpha+1}^i
\]

By assumption, one has \( i \in Q_0 \setminus V_\alpha \). Hence \( B_\alpha(a) : B_\alpha(s(a)) \to B_\alpha(i) = B(i) \). So there is a canonical morphism

\[
\left( \begin{array}{c}
B_\alpha(a) \\
(\varepsilon_a)_{a \in Q_1^{-i}} \circ s(a) \end{array} \right) : B_\alpha(s(a)) \to B(i) \oplus D_{\alpha+1}^i
\]

which induces a monomorphism

\[
\left( \begin{array}{c}
B_\alpha(a) \\
(\varepsilon_a)_{a \in Q_1^{-i}} \circ s(a) \end{array} \right) : \bigoplus_{a \in Q_1^{-i}} B_\alpha(s(a)) \to B(i) \oplus D_{\alpha+1}^i.
\]

Define \( A_{\alpha+1} \) and \( B_{\alpha+1} \) as follows:

\[
A_{\alpha+1}(i) = \begin{cases} 
A_\alpha(i) & \text{if } i \notin V_{\alpha+1} \setminus V_\alpha, \\
A(i) \oplus D_{\alpha+1}^i & \text{otherwise.}
\end{cases}
\]

and

\[
B_{\alpha+1}(i) = \begin{cases} 
B_\alpha(i) & \text{if } i \notin V_{\alpha+1} \setminus V_\alpha, \\
B(i) \oplus D_{\alpha+1}^i & \text{otherwise.}
\end{cases}
\]

For an arrow \( a : j \to k \) in \( Q_1 \), the morphisms \( A_{\alpha+1}(a) \) and \( B_{\alpha+1}(a) \) are defined as:

- If \( k \in V_{\alpha+1} \setminus V_\alpha \), then \( j \in V_\alpha \). Define

\[
A_{\alpha+1}(a) = \left( \begin{array}{c}
A_\alpha(a) \\
(\varepsilon_a)_{a \in Q_1^{-k}} \circ \iota^j_k \circ h_\alpha(j) \end{array} \right) : A_{\alpha+1}(j) \to A_{\alpha+1}(k) = A(k) \oplus D_{\alpha+1}^k,
\]

and define

\[
B_{\alpha+1}(a) = \left( \begin{array}{c}
B_\alpha(a) \\
(\varepsilon_a)_{a \in Q_1^{-k}} \circ \iota^j_k \end{array} \right) : B_{\alpha+1}(j) \to B_{\alpha+1}(k) = B(k) \oplus D_{\alpha+1}^k.
\]

- If \( j \in V_{\alpha+1} \setminus V_\alpha \), then \( k \notin V_{\alpha+1} \). Hence \( A_{\alpha+1}(j) = A(j) \oplus D_{\alpha+1}^j, A_{\alpha+1}(k) = A_\alpha(k), B_{\alpha+1}(j) = B(j) \oplus D_{\alpha+1}^j \) and \( B_{\alpha+1}(k) = B_\alpha(k) \). Define \( A_{\alpha+1}(a) \) as the composition of the projection map \( A(j) \oplus D_{\alpha+1}^j \to A(j) \) followed by \( A_\alpha(a) \), and define \( B_{\alpha+1}(a) \) as the composition of the projection map \( B(j) \oplus D_{\alpha+1}^j \to B(j) \) followed by \( B_\alpha(a) \).

- For the other cases, define \( A_{\alpha+1}(a) = A_\alpha(a) \) and \( B_{\alpha+1}(a) = B_\alpha(a) \).

Note that \( D_{\alpha+1}^i \in \overline{C} \cap \overline{F} = \overline{C} \cap \overline{F} \subseteq \overline{F} \) for each \( i \in V_{\alpha+1} \setminus V_\alpha \). It follows that \( A(i) \oplus D_{\alpha+1}^i \in \overline{F} \). Thus \( A_{\alpha+1}(i) \in \overline{F} \) for all \( i \in Q_0 \). On the other hand, for each \( i \in V_{\alpha+1} \setminus V_\alpha, B(i) \oplus D_{\alpha+1}^i \in \overline{C} \). Hence \( B_{\alpha+1}(i) \in \overline{C} \) for all \( i \in Q_0 \). Thus, to show \( A_{\alpha+1} \) and \( B_{\alpha+1} \) constructed above satisfy the desired conditions (b) and (c), it remains to prove that \( C_i(B_{\alpha+1}) \in \overline{C} \) for all \( i \in V_{\alpha+1} \setminus V_\alpha \), that is, the cokernel of the morphism

\[
\varphi_{\alpha+1} = \left( \begin{array}{c}
(B_\alpha(a))_{a \in Q_1^{-i}} \\
(\varepsilon_a)_{a \in Q_1^{-i}}
\end{array} \right)
\]
given in (†) is in \( \tilde{\mathbb{C}} \). Consider the following diagram with exact rows and columns

\[
\begin{array}{c}
\begin{array}{ccc}
0 & \rightarrow & B(i) \\
\downarrow & & \downarrow \pi \\
0 & \rightarrow & D_{\alpha+1} \\
\end{array}
\end{array}
\quad
\begin{array}{c}
\begin{array}{ccc}
\oplus_{a \in Q_1 \rightarrow B_{\alpha} (s(a))} & \rightarrow & B(i) \oplus D_{\alpha+1} \\
\downarrow & & \downarrow \\
\oplus_{a \in Q_1 \rightarrow B_{\alpha} (s(a))} & \rightarrow & 0.
\end{array}
\end{array}
\]

The left square is commutative clearly, so there exists a morphism \( C_i (B_{\alpha+1}) \rightarrow B^i \) such that the right square is commutative. By the Snake Lemma, one gets an exact sequence \( 0 \rightarrow B(i) \rightarrow C_i (B_{\alpha+1}) \rightarrow B \rightarrow 0 \) in \( A \). Since both \( B(i) \) and \( B \) are in \( \tilde{\mathbb{C}} \), we conclude that \( C_i (B_{\alpha+1}) \in \tilde{\mathbb{C}} \) as well.

**Step 2.** Construct \( E_{\alpha+1} \).

Set \( X_{\alpha+1} = X \), and define \( k_{\alpha+1} \) and \( h_{\alpha+1} \) as follows:

\[
k_{\alpha+1}(i) = \begin{cases} 
k_{\alpha}(i) & \text{if } i \notin V_{\alpha+1} \setminus V_{\alpha}, \\
0 & \text{otherwise.}
\end{cases}
\]

and

\[
h_{\alpha+1}(i) = \begin{cases} 
h_{\alpha}(i) & \text{if } i \notin V_{\alpha+1} \setminus V_{\alpha}, \\
0 & \text{otherwise.}
\end{cases}
\]

According to the constructions of \( A_{\alpha+1} \) and \( B_{\alpha+1} \) and combining the constructions of \( k_{\alpha+1} \) and \( h_{\alpha+1} \), one gets the desired exact sequence

\[
E_{\alpha+1} : 0 \rightarrow X_{\alpha+1} \xrightarrow{k_{\alpha+1}} A_{\alpha+1} \xrightarrow{h_{\alpha+1}} B_{\alpha+1} \rightarrow 0.
\]

**Step 3.** Construct monomorphisms \( f_{\alpha+1, \alpha} \) and \( g_{\alpha+1, \alpha} \).

Define \( f_{\alpha+1, \alpha} \) and \( g_{\alpha+1, \alpha} \) as follows:

\[
f_{\alpha+1, \alpha}(i) = \begin{cases} 
id_{A_\alpha(i)} & \text{if } i \notin V_{\alpha+1} \setminus V_{\alpha}, \\
1 & \text{otherwise.}
\end{cases}
\]

and

\[
g_{\alpha+1, \alpha}(i) = \begin{cases} 
id_{B_\alpha(i)} & \text{if } i \notin V_{\alpha+1} \setminus V_{\alpha}, \\
1 & \text{otherwise.}
\end{cases}
\]
It is clear that $f_{\alpha+1,\alpha}$ and $g_{\alpha+1,\alpha}$ are monomorphisms, and the next diagram is commutative

\[
\begin{array}{c}
E_\alpha : 0 \rightarrow X \xrightarrow{k_\alpha} A_\alpha \xrightarrow{h_\alpha} B_\alpha \rightarrow 0 \\
E_{\alpha+1} : 0 \rightarrow X \xrightarrow{k_{\alpha+1}} A_{\alpha+1} \xrightarrow{h_{\alpha+1}} B_{\alpha+1} \rightarrow 0.
\end{array}
\]

Suppose now that $\beta \leq \lambda$ is a limit ordinal and $E_\alpha$ is constructed for all $\alpha < \beta$. Next we construct $E_\beta$. In this case one has $V_\beta = \bigcup_{\alpha<\beta} V_\alpha$.

- If $i \in V_\beta$, then $i \in V_\alpha$ for some ordinal $\alpha < \beta$, and so for all ordinal $\alpha < \alpha' \leq \beta$ one has $E_\alpha(i) = E_\alpha(i)$ as $i \notin V_\alpha\setminus V_\alpha$.
- If $i \notin V_\beta$, then by hypothesis, one has $E_\alpha(i) = E(i)$ for all $\alpha < \beta$.

We let $E_\beta = \operatorname{colim}_{\alpha<\beta} E_\alpha$. Then one has

\[
E_\beta(i) = \operatorname{colim}_{\alpha<\beta} E_\alpha(i) = \begin{cases} E_\alpha(i) & \text{for some } \alpha < \beta \text{ if } i \in V_\beta, \\ E(i) & \text{if } i \notin V_\beta. \end{cases}
\]

Thus $E_\beta$ is a short exact sequence in $\operatorname{Rep}(Q,A)$ satisfying the desired conditions.

Finally, let $A' = A_\lambda$ and $B' = B_\lambda$. Then one gets the desired exact sequence $E' = E_\lambda : 0 \rightarrow X \rightarrow A' \rightarrow B' \rightarrow 0$. □

Now Theorem B in the introduction holds by Lemmas 4.3 and 4.4. It is known that $(\operatorname{GF}(R), \operatorname{PGF}(R)^{\perp}, \operatorname{Cot}(R))$ is a hereditary Hovey triple on $\operatorname{Mod}(R)$ (see [22, pp. 27]), so Theorem C in the introduction follows from Theorems A and B, Lemma 4.6 and Corollary 4.14.

**4.6 Remark.** Dually, one can prove that if $Q$ is a right rooted quiver and $A$ is an abelian category with enough projectives which satisfies the axiom $\mathbb{A}^4$ then any hereditary Hovey triple $(C, W, F)$ on $A$ induces an hereditary Hovey triple $(\operatorname{Rep}(Q, C), \operatorname{Rep}(Q, W), \Psi(F))$ on $\operatorname{Rep}(Q, A)$; we leave the proof to the reader.

**APPENDIX**

In this section we reprove Lemmas 4.6 and 4.8 over a simple left rooted quiver to comprehend the ideas of the proofs. Let $Q$ be the quiver

```
1
 \downarrow a
 \downarrow c
 3
 \downarrow b
 2
```

Then $Q$ is a left rooted quiver with $V_0 = \emptyset$, $V_1 = \{1, 2\}$, $V_2 = \{1, 2, 3\}$, $V_3 = Q_0$.

**A.1 Proof of Lemma 4.6.** Let $X$ be in $\Phi(X)$. Next we construct an exact sequence $0 \rightarrow X \rightarrow W \rightarrow Y \rightarrow 0$ in $\operatorname{Rep}(Q,R)$ with $W \in \Phi(W)$ and $Y \in \Phi(X)$.

We let $E_0$ be the short exact sequence of zero representations.

Since $W$ is a cogenerator for $X$, we conclude that there exist exact sequences $0 \rightarrow X(1) \rightarrow W^1 \rightarrow Y^1 \rightarrow 0$ and $0 \rightarrow X(2) \rightarrow W^2 \rightarrow Y^2 \rightarrow 0$ with $W^1, W^2 \in W$.
and $Y^1, Y^2 \in X$. So we let $E_1 : 0 \to X_1 \to W_1 \to Y_1 \to 0$ be the exact sequence in $\text{Rep}(Q, R)$ as follows:

$$0 \to \begin{pmatrix} X(1) \\ X(2) \end{pmatrix} \to W_1 \to Y_1 \to 0.$$ 

Clearly, for all $i \in V_1$, $\phi_i^{W_1}$ and $\phi_i^{Y_1}$ are injective with $C_i(W_1) \in W$ and $C_i(Y_1) \in X$.

Since $(W, W^\perp)$ is a complete cotorsion pair, there is an exact sequence $0 \to W_1 \oplus W_2 \to U_3 \to C' \to 0$ with $U_3 \in W^\perp$ and $C' \in W$. It is clear that $W_1 \oplus W_2$ is in $W$, so one has $U_3 \in W \cap W^\perp$. Consider the following push-out diagram:

$$
\begin{array}{c}
0 \\
0 \downarrow
\end{array}
\begin{array}{c}
X(1) \oplus X(2) \\
0 \downarrow
\end{array}
\begin{array}{c}
W_1 \oplus W_2 \\
0 \downarrow
\end{array}
\begin{array}{c}
Y_1 \oplus Y_2 \\
0 \downarrow
\end{array}
0.$$

Since $W$ is a cogenerator for $X$ and $C_3(X) \in X$, one has an exact sequence

$$0 \to C_3(X) \to S^3 \to Z^3 \to 0,$$

with $S^3 \in W$ and $Z^3 \in X$. By the assumption one has $\text{Ext}_R^1(C_3(X), U^3) = 0$. Thus by Lemma 3.3 one gets a commutative diagram with exact rows and columns

$$
\begin{array}{c}
0 \\
0 \downarrow
\end{array}
\begin{array}{c}
X(1) \oplus X(2) \\
0 \downarrow
\end{array}
\begin{array}{c}
X(3) \\
0 \downarrow
\end{array}
\begin{array}{c}
C_3(X) \\
0 \downarrow
\end{array}
0,$$

$$
\begin{array}{c}
0 \\
0 \downarrow
\end{array}
\begin{array}{c}
U^3 \\
0 \downarrow
\end{array}
\begin{array}{c}
W^3 \\
0 \downarrow
\end{array}
\begin{array}{c}
S^3 \\
0 \downarrow
\end{array}
0,$$

$$
\begin{array}{c}
0 \\
0 \downarrow
\end{array}
\begin{array}{c}
T^3 \\
0 \downarrow
\end{array}
\begin{array}{c}
Y^3 \\
0 \downarrow
\end{array}
\begin{array}{c}
Z^3 \\
0 \downarrow
\end{array}
0,$$

where $W^3 = U^3 \oplus S^3 \in W$ and $Y^3 \in X$, as $W$ and $X$ are closed under extensions. We let $E_2 : 0 \to X_2 \to W_2 \to Y_2 \to 0$ be the exact sequence in $\text{Rep}(Q, R)$ as follows:

$$0 \to \begin{pmatrix} X(1) \\ X(2) \end{pmatrix} \to \begin{pmatrix} X(3) \end{pmatrix} \to \begin{pmatrix} W_1 \\ W_2 \end{pmatrix} \to \begin{pmatrix} Y_1 \\ Y^2 \end{pmatrix} \to 0.$$
where $\epsilon_i$ is the natural embedding. The homomorphisms $\varphi_i^{W_2}$ and $\varphi_i^{Y_2}$ are injective with $C_i(W_2) \in W$ and $C_i(Y_2) \in X$ for $i = 1, 2$. It is easy to see that $\varphi_3^{W_2} = \nu'$ and $\varphi_3^{Y_2} = \tau' \tau$ are injective. Next we show that $C_3(W_2) \in W$ and $C_3(Y_2) \in X$; we only prove the case for $W_2$. Using the Snake Lemma, one gets the next commutative diagram with exact rows and columns:

\[
\begin{array}{ccccccccc}
0 & \rightarrow & W^1 \oplus W^2 & \rightarrow & U^3 & \rightarrow & C' & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & W^1 \oplus W^2 & \stackrel{\varphi_{W,n+1}}{\rightarrow} & W^3 & \rightarrow & C_3(W_2) & \rightarrow & 0.
\end{array}
\]

Since $C'$ and $S^3$ are in $W$, so is $C_3(W_2)$ as $W$ is closed under extensions.

Finally, $E_3$ is constructed similarly; we still give its construction here. Fix an exact sequence $0 \rightarrow W^3 \rightarrow U^4 \rightarrow C'' \rightarrow 0$ with $U^4 \in W \cap W^\perp$ and $C'' \in W$. Consider the following push-out diagram:

\[
\begin{array}{ccccccccc}
0 & \rightarrow & X(3) & \rightarrow & W^3 & \rightarrow & Y^3 & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & X(3) & \rightarrow & U^4 & \rightarrow & T^4 & \rightarrow & 0.
\end{array}
\]

Since $W$ is a cogenerator for $X$ and $C_4(X) \in X$, one has an exact sequence

\[
0 \rightarrow C_4(X) \rightarrow S^4 \rightarrow Z^4 \rightarrow 0
\]
with $S^4 \in W$ and $Z^4 \in X$. By the assumption one has $\text{Ext}^1_W(C_4(X), U^4) = 0$. Thus by Lemma 3.3 one gets a commutative diagram with exact rows and columns

$$
\begin{array}{ccccccc}
0 & \rightarrow & 0 & \rightarrow & 0 & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & X(3) & \xrightarrow{\varphi_X} & X(4) & \rightarrow & C_4(X) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & U^4 & \xrightarrow{\mu'} & W^4 & \rightarrow & S^4 & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & T^4 & \xrightarrow{\nu'} & Y^4 & \rightarrow & Z^4 & \rightarrow & 0, \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & & 0 & & 0 & & 0
\end{array}
$$

where $W^4 = U^4 \oplus S^4 \in W$ and $Y^4 \in X$, as $W$ and $X$ are closed under extensions. We let $E_3 : 0 \rightarrow X_3 \rightarrow W_3 \rightarrow Y_3 \rightarrow 0$ be the exact sequence in $\text{Rep}(Q, R)$ as follows:

$$
0 \rightarrow \left( \begin{array}{c}
X(1) \\
X(2)
\end{array} \right) \rightarrow X(3) \rightarrow X(4) \rightarrow \left( \begin{array}{c}
W^4 \\
X(1) \\
X(2)
\end{array} \right) \rightarrow \left( \begin{array}{c}
W^4, W^3, W^2 \\
X(1) \\
X(2)
\end{array} \right) \rightarrow \left( \begin{array}{c}
W^4, W^3, W^2 \\
X(1) \\
X(2)
\end{array} \right) \rightarrow 0.
$$

As shown above, the homomorphisms $\varphi^W_i$ and $\varphi^X_i$ are injective with $C_i(W^3) \in W$ and $C_i(Y_3) \in X$ for $i = 1, 2, 3$. It is clear that $\varphi^W_3 = \mu' \mu$ and $\varphi^X_3 = \nu' \nu$ are injective. The same argument as above yields that $C_4(W_3) \in W$ and $C_4(Y_3) \in X$. Thus one has $W_3 \in \Phi(W)$ and $Y_3 \in \Phi(X)$. Note that $X_3$ is actually the representation $X$. Then $\Phi(W)$ is a cogenerator for $\Phi(X)$. \hfill \square

Next, we give the proof of Lemma 4.5 over the quiver $Q$ given at the beginning of this section.

**A.2 Proof of Lemma 4.5** We only explain the inclusion “$\text{Rep}(Q, W) \subseteq T$”. Let $X \in \text{Rep}(Q, W)$. Then for each $i \in \{1, 2, 3, 4\}$, there exists a short exact sequence

$$
0 \rightarrow X(i) \xrightarrow{k(i)} A(i) \xrightarrow{h(i)} B(i) \rightarrow 0
$$

in $A$ with $A(i) \in \tilde{F}$ and $B(i) \in \tilde{C}$ (see Proposition 4.3). Note that $\tilde{F} \subseteq F$. It follows that for each arrow $e : i \rightarrow j \in \{a, b, c\}$, there exist morphisms $A(e)$ and $B(e)$ such that the following diagram is commutative

$$
\begin{array}{cccccc}
0 & \rightarrow & X(i) & \xrightarrow{k(i)} & A(i) & \xrightarrow{h(i)} & B(i) & \rightarrow & 0 \\
\downarrow_{X(e)} & & \downarrow_{A(e)} & & \downarrow_{B(e)} & & \downarrow & & \\
0 & \rightarrow & X(j) & \xrightarrow{k(j)} & A(j) & \xrightarrow{h(j)} & B(j) & \rightarrow & 0
\end{array}
$$

Hence there is a short exact sequence

$$
E : 0 \rightarrow X \rightarrow A \rightarrow B \rightarrow 0
$$

in $\text{Rep}(Q, A)$ with the following form:
It is clear that $A \in \text{Rep}(Q, \tilde{F})$ and $B \in \text{Rep}(Q, \tilde{C})$, and $\varphi^B_1$ and $\varphi^B_2$ are monomorphisms with $C_1(B) = B(1)$ and $C_2(B) = B(2)$ in $\tilde{C}$, as the vertices 1 and 2 are in $V_1$. So we let $E_1 = E$. But $\varphi^B_3$ and $\varphi^B_4$ may fail to be monomorphisms, and $C_3(B)$ and $C_4(B)$ may fail to be in $\tilde{C}$. Next we repair $E_1$ at the vertex 3.

Since $B(1) \oplus B(2) \in \tilde{C}$ and the cotorsion pair $(\tilde{C}, F)$ is complete, there exists a short exact sequence

$$0 \to B(1) \oplus B(2) \xrightarrow{(\epsilon^B_1, \epsilon^B_2)} D^3_B \to B^3 \to 0.$$ 

in $A$ with $D^3_B \in \tilde{C} \cap F = C \cap \tilde{F} \subseteq \tilde{F}$ and $B^3 \in \tilde{C}$. Now we let $A_2$ and $B_2$ be representations as follows:

$$A_2 : \quad A(1) \xrightarrow{A_2(a)} A(2) \xrightarrow{A_2(b)} A(3) \oplus D^3_B \xrightarrow{A_2(c)} A(4)$$

and

$$B_2 : \quad B(1) \xrightarrow{B_2(a)} B(2) \xrightarrow{B_2(b)} B(3) \oplus D^3_B \xrightarrow{B_2(c)} B(4).$$
where $A_2(a) = \begin{pmatrix} A(a) \\ (e_2^1, e_2^2) \circ i \circ h(1) \end{pmatrix}$, $A_2(b) = \begin{pmatrix} A(b) \\ (e_2^1, e_2^2) \circ i \circ h(2) \end{pmatrix}$, $A_2(c) = A(c) \circ \pi$, $B_2(a) = \begin{pmatrix} B(a) \\ (e_3^1, e_3^2) \circ i \end{pmatrix}$, $B_2(b) = \begin{pmatrix} B(b) \\ (e_2^1, e_2^2) \circ i \end{pmatrix}$ and $B_2(c) = B(c) \circ \pi$

(here $i$ and $\pi$ are the canonical inclusion and projection morphisms, respectively).

Note that $D_2^2 \in \tilde{F}$. It follows that $A(3) \oplus D_2^2 \in \tilde{F}$. Thus $A_2(i) \in \tilde{F}$ for all $i \in \{1,2,3,4\}$. This implies that $A_2 \in \text{Rep}(Q, \tilde{F})$. On the other hand, since $B(3) \oplus D_2^2 \in \tilde{C}$, we conclude that $B_2(i) \in \tilde{C}$ for all $i \in \{1,2,3,4\}$. It is easy to see that the morphism

$$\varphi_3^{B_2} = \begin{pmatrix} (B(a), B(b)) \\ (e_2^1, e_2^2) \end{pmatrix}$$

is now a monomorphism. Next we prove that $C_3(B_2) = \text{Coker} \varphi_3^{B_2} \in \tilde{C}$. To this end, consider the following diagram with exact rows and columns

\[
\begin{array}{cccc}
0 & \rightarrow & B(3) & \rightarrow \ \\
& & \downarrow \downarrow & \\
0 & \rightarrow & B(1) \oplus B(2) & \xrightarrow{\varphi_3^{B_2}} B(3) \oplus D_2^3 \rightarrow C_3(B_2) & \rightarrow 0 \\
& \bigg| & \downarrow \pi & \\
0 & \rightarrow & B(1) \oplus B(2) & \rightarrow D_2^3 \rightarrow \overline{B} & \rightarrow 0.
\end{array}
\]

The left square is commutative, so there exists a morphism $C_3(B_2) \rightarrow \overline{B}^3$ such that the right square is commutative. By the Snake Lemma, one gets an exact sequence $0 \rightarrow B(3) \rightarrow C_3(B_2) \rightarrow \overline{B} \rightarrow 0$ in $A$. Since both $B(3)$ and $\overline{B}$ are in $\tilde{C}$, we conclude that $C_3(B_2)$ is in $\tilde{C}$ as well.

Define $k_2$ and $h_2$ as follows:

\[
k_2(i) = \begin{cases}
  k_1(i) = k(i) & \text{if } i \in \{1,2,4\}, \\
  k_1(3) = k(3) & \text{if } i = 3.
\end{cases}
\]

and

\[
h_2(i) = \begin{cases}
  h_1(i) = h(i) & \text{if } i \in \{1,2,4\}, \\
  h_1(3) = h(3) & \text{if } i = 3.
\end{cases}
\]

According to the constructions of $A_2$ and $B_2$ and combining the constructions of $k_2$ and $h_2$, one gets an exact sequence

$$E_2 : 0 \rightarrow X \xrightarrow{k_2} A_2 \xrightarrow{h_2} B_2 \rightarrow 0$$

in $\text{Rep}(Q, A)$ with the following form
Now, all $\varphi_1^{B_2}, \varphi_2^{B_2}$ and $\varphi_3^{B_2}$ are monomorphisms with all $C_1(B_2) = B(1)$, $C_2(B_2) = B(2)$ and $C_3(B_2)$ in $\tilde{C}$. But $\varphi_4^{B_2}$ may fail to be a monomorphism, and $C_4(B_2)$ may fail to be in $\tilde{C}$. We proceed the same argument for repairing $E_2$ at the vertex 4.

Since $B(3) \oplus D_2^3 \in \tilde{C}$ and the cotorsion pair $(\tilde{C}, \tilde{F})$ is complete, there exists a short exact sequence

$$0 \rightarrow B(3) \oplus D_2^3 \xrightarrow{(\epsilon_1^3, \epsilon_2^3)} D_3^4 \rightarrow B^4 \rightarrow 0.$$ in $A$ with $D_3^4 \in \tilde{C} \cap \tilde{F} = C \cap \tilde{F} \subseteq \tilde{F}$ and $B^4 \in \tilde{C}$. Let $A_3$ and $B_3$ be the representations as follows:

$$A_3 : \quad A(1) \xrightarrow{A_3(a)} A_3 \oplus D_3^3 \xrightarrow{A_3(c)} A(4) \oplus D_4^4$$

and

$$B_3 : \quad B(1) \xrightarrow{B_3(a)} B_3 \oplus D_3^3 \xrightarrow{B_3(c)} B(4) \oplus D_4^4$$

where $A_3(a) = A_2(a)$, $A_3(b) = A_2(b)$, $A_3(c) = \left( \begin{array}{cc} A(b) & 0 \\ \epsilon_3^a \circ h(3) & \epsilon_3^c \end{array} \right)$, $B_3(a) = B_2(a)$, $B_3(b) = B_2(b)$ and $B_3(c) = \left( \begin{array}{cc} B(b) & 0 \\ \epsilon_3^b \end{array} \right).$
Note that \( D_3^4 \in \tilde{F} \). It follows that \( A_3(4) \oplus D_3^4 \in \tilde{F} \). Thus \( A_3(i) \in \tilde{F} \) for all \( i \in \{1, 2, 3, 4\} \). This implies that \( A_3 \in \text{Rep}(Q, \tilde{F}) \). On the other hand, since \( B(4) \oplus D_2^4 \in \tilde{C} \), we conclude that \( B_3(i) \in \tilde{C} \) for all \( i \in \{1, 2, 3, 4\} \). It is easy to see that \( \varphi B_3 = B_3(c) \) is now a monomorphism. Next we prove that \( C_4(B_3) = \text{Coker} \varphi B_3 \in \tilde{C} \). To this end, consider the following diagram with exact rows and columns

\[
\begin{array}{c}
0 \\
B(4) \\
\downarrow \\
0 \\
B(3) \oplus D_2^3 \xrightarrow{\varphi B_3} B(4) \oplus D_3^4 \xrightarrow{\pi} C_4(B_3) \\
\downarrow \\
0 \\
0 \\
0 \\
D_3^4 \\
\downarrow \\
0 \\
\end{array}
\]

The left square is commutative, so there exists a morphism \( C_4(B_3) \to \overline{B}^1 \) such that the right square is commutative. By the Snake Lemma, one gets a short exact sequence \( 0 \to B(4) \to C_4(B_3) \to \overline{B}^1 \to 0 \) in \( A \). Since both \( B(4) \) and \( \overline{B}^1 \) are in \( \tilde{C} \), we conclude that \( C_4(B_3) \in \tilde{C} \) as well.

Define \( k_3 \) and \( h_3 \) as follows:

\[
k_3(i) = \begin{cases} k_2(i) & \text{if } i \in \{1, 2, 3\}, \\
(k_2(4) \ 0) & \text{if } i = 4. \end{cases}
\]

and

\[
h_3(i) = \begin{cases} h_2(i) & \text{if } i \in \{1, 2, 3\}, \\
(h_2(4) \ 0 \ 1) & \text{if } i = 4. \end{cases}
\]

According to the constructions of \( A_3 \) and \( B_3 \) and combining the constructions of \( k_3 \) and \( h_3 \), one gets an exact sequence

\[
E_3 : 0 \to X \xrightarrow{k_3} A_3 \xrightarrow{h_3} B_3 \to 0
\]

in \( \text{Rep}(Q, A) \) with the following form.
such that $A_3 \in \text{Rep}(Q, \tilde{F})$ and $B_3 \in \Phi(\tilde{C})$. This implies that $X$ is in $T$, and hence completes the proof. 
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