Statistical Mechanical theory for spatio-temporal evolution of Intra-tumor heterogeneity in cancers: Analysis of Multiregion sequencing data
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Variations in characteristics from one region (sub-population) to another is commonly observed in complex systems, such as glasses and a collection of cells. Such variations are manifestations of heterogeneity, whose spatial and temporal behavior is hard to describe theoretically. In the context of cancer, intra-tumor heterogeneity (ITH), characterized by cells with genetic and phenotypic variability that co-exist within a single tumor, is often the cause of ineffective therapy and recurrence of cancer. Next-generation sequencing, obtained by sampling multiple regions of a single tumor (multi-region sequencing, M-Seq), has vividly demonstrated the pervasive nature of ITH, raising the need for a theory that accounts for evolution of tumor heterogeneity. Here, we develop a statistical mechanical theory to quantify ITH, using the Hamming distance, between genetic mutations in distinct regions within a single tumor. An analytic expression for ITH, expressed in terms of cell division probability ($\alpha$) and mutation probability ($p$), is validated using cellular-automaton type simulations. Application of the theory successfully captures ITH extracted from M-Seq data in patients with exogenous cancers (melanoma and lung). The theory, based on punctuated evolution at the early stages of the tumor followed by neutral evolution, is accurate provided the spatial variation in the tumor mutation burden is not large. We show that there are substantial variations in ITH in distinct regions of a single solid tumor, which supports the notion that distinct subclones could co-exist. The simulations show that there are substantial variations in the sub-populations, with the ITH increasing as the distance between the regions increases. The analytical and simulation framework developed here could be used in the quantitative analyses of the experimental (M-Seq) data. More broadly, our theory is likely to be useful in analyzing dynamic heterogeneity in complex systems such as super-cooled liquids.

PACS numbers:

I. INTRODUCTION

Heterogeneity is pervasive on all scales in abiotic and biological systems. In glass forming systems, the dynamics in a seemingly homogeneous sample shows that slow and fast moving particles coexist within one sample, a phenomena referred to as dynamical heterogeneity [1, 2]. As a consequence, there are variations in properties (distribution of energies for example) in different regions within a single sample of a supercooled liquid near the glass transition [2, 3]. In biology, it is becoming increasingly clear that heterogeneity dominates on all length scales [4], from molecules to chromosome conformations, and in the behavior of different cells. Nowhere is the heterogeneous behavior more relevant than in cancers in which there are genotypic and phenotypic variations among different sub-populations within a single tumor, which is commonly referred to as intratumor heterogeneity (ITH) [5-8].

Cancer is an evolutionary disease that is, in most cases, triggered through accumulation of harmful mutations over a period of several decades [9]. Both exogenous (external environmental factors) and endogenous factors (such as DNA replication errors) [10, 11] give rise to harmful mutations. Thus, cancers may be classified as, “exogenous” (melanoma, lung etc.) and “endogenous” (kidney, brain etc.) based on the origin of mutations. With the advent of next-generation sequencing technologies, one can characterize the genetic information of cancer cells at unprecedented whole-genome level resolution [12]. A few hundreds of “driver mutations”, which bestow significant growth or fitness advantage to the cancer cells, have been discovered in different cancers through cancer genome projects [13]. However, the evolutionary dynamics of cancers, which is encoded in the mutational history, is still elusive [14]. In particular, a quantitative description of ITH, which could be readily used to analyze experimental data, does not exist.

In the linear evolution model for tumor growth, proposed in a seminal work [15], cells accumulate driver mutations sequentially, which outcompete the preexisting clonal population through selective sweeps. However, most cancers exhibit extreme heterogeneity, as cells with distinct genetic and phenotypic characteristics, co-exist within a single
tumor\cite{16,18}. This finding is in apparent contrast to the linear evolution model. As an alternative, branched evolution in which multiple subclones grow simultaneously in the same tumor, with rare selective sweeps, is supported by many next-generation sequencing experiments \cite{19,21}. Besides, neutral evolution, marked by lack of selection or fitness advantage, has been introduced for several cancer types \cite{22,23}. Recently, a punctuated evolution \cite{25} model was invoked for some cancers. Instead of accumulating mutations sequentially and gradually, as in the previous models, a burst of mutations may occur in a short period of time in the early stage of tumor evolution. Although there are several models for cancer evolution \cite{26,27}, it is universally agreed that intra-tumor heterogeneity (ITH) is common among different cancers. Pervasive ITH is one of the leading reasons for cancer resistance to conventional therapy \cite{28}. Hence, the study of ITH is of utmost importance both as a fundamental problem in the physics of cancers and for cancer treatment.

Due to the spatial genetic variations among cancer cells, traditional single biopsies greatly underestimate the ITH in cancer patients \cite{18,20,29}. Lack of quantitative understanding of the spatio-temporal variation in ITH is often blamed for ineffective therapeutic strategies as they target only part of tumor cell populations \cite{19,20,29}. Although known for decades, it is possibly only through Multiregion sequencing (M-Seq) data has it became abundantly clear that ITH is pervasive in many cancers. In M-Seq experiments, multiple regions in a single tumor are sequenced \cite{19,20}. These experiments for several cancers and many patients reveal that there are substantial region-to-region diversity in the mutated genes. Therefore, any theory for ITH must take spatial variations into account \cite{29,30}. The implications of the M-Seq data analyses serves as the main inspiration for the present theoretical study.

Previously, several theoretical studies estimate ITH of cancer patients from sequencing data \cite{31–40}. However, these studies have limitations, preventing their use in estimating ITH from M-Seq experiments. Patient’s ITH is often evaluated using the Simpson’s index \cite{32,33} where a well-mixed (spatially homogeneous) tumor evolution model is considered, which is clearly not suitable for analyzing the M-Seq data. In a pioneering study Gonazalez-Garcia et. al. \cite{31}, which took into account spatial variations, depicted the in silico results as a two-dimensional map, like the one in Fig. 1. Because they investigated the frequency of cell populations with mutations in only two genes, it limits the applicability of the model to M-Seq data. In a promising study, a spatial computational tumor model was created \cite{37}, which showed that shared genetic alterations decrease as a function of inter-cellular distance. However, they \cite{37} did not draw firm conclusions on ITH. In particular, they did not compare the available data from M-Seq experiments and the predictions from the computational model.

Our work is closest in spirit to the seminal studies by Curtis and coworkers, who used an Approximate Bayesian Computation methodology \cite{25} to propose the Big Bang dynamics, first in the context of human colorectal cancer. They established that, after initially acquiring mutations, the tumor progresses without stringent selection. Subsequently, they \cite{41} created a spatial tumor growth simulation model to predict the heterogeneity determined in the multi-region sequencing experiments. Although the initial studies focused on colorectal cancer, it was later realized that effective neutrality (tumor growth without strict selection) is likely to be more generally valid \cite{21} for other cancers as well. Remarkable as these studies are, to the best of our knowledge, no prior study has developed a theoretical framework to calculate ITH analytically, so that it can be readily used to analyze M-Seq experiments. We fill this missing gap in this work by creating a statistical mechanical theory complemented by simulations.

To quantitatively estimate ITH revealed in M-Seq experiments, we develop a theory applicable to solid tumors based on neutral evolution of tumor in three dimensions inspired by recent studies \cite{23,24}. We note parenthetically that although there is considerable debate on the nature of tumor evolution (neutral or with selection, linear and punctuated), it is universally accepted that ITH is pervasive in many cancers. Our theory has two parameters: (i) Cell division probability ($\alpha$), and (ii) Mutation probability ($\rho$). The central results of the study are: (I) A closed form expression for ITH is obtained, which is written as, $ITH(\alpha, p, t) = G(p, t) F(\alpha)$, where $G(p, t)$ is the ITH with $\alpha = 1$. The function $F(\alpha)$ is the scale factor that accounts for the possibility that $\alpha$ is less than unity ($0.5 < \alpha < 1$). (II) $G(p, t)$ is determined by the correlations induced in cell lineages that arise due to cell division. The magnitude of $G(p, t)$ depends on the geometry in which the tissue is embedded. (III) The scale factor, $F(\alpha)$, increases linearly upon increasing $\alpha$, physically implying that ITH decreases on increasing apoptosis (i.e reducing cell division probability). (IV) The utility of our theory, quantified using Pearson correlation ($\rho$), is established by directly comparing with the M-Seq data for cancers originating in four tissue types-Skin \cite{42} (8 patients), Lung \cite{43,44} (60 patients), and Kidney \cite{20} (10 patients). We obtained $\rho = 0.97$ for skin, $\rho = 0.87$ for lung and $\rho = 0.51$ for Kidney, indicative that our theory can capture M-Seq experiments for exogenous cancers (i.e skin and lung). (V) We find that the effectiveness of our theory in capturing experiments is related to the spatial distribution of tumor mutation burden (TMB), quantified using the coefficient of TMB variation ($c_v$). Exogenous cancers have smaller $c_v$ (similar to predictions from theory) compared to endogenous cancer and hence the theory captures the ITH observed cancers originating in skin and lung. The theory provides a testable framework for analyzing ITH extracted from M-Seq experiments. (VI) Besides confirming the validity of the theory, the simulations vividly illustrate ITH as manifestation of massive variations in the Hamming distance from one region to another. This picture, that emerges from the simulations, is in accord with the M-Seq experiments.

$$G(p, t) = \frac{c_v}{1 - c_v}$$

$$F(\alpha) = \frac{1}{\alpha}$$

$$ITH(\alpha, p, t) = G(p, t) F(\alpha)$$
II. EXTRACTION OF ITH FROM M-SEQ DATA

A. Analysis of Experimental data

We first analyzed the experimental data because it sets the stage for the development of the theoretical model. We used the M-Seq data-sets that were collected for cancers in four tissue types - Skin [42], Lung [43, 44], Esophagus [45] and Kidney [20]. M-Seq [19, 20, 42, 43, 45, 46] refers to whole exome sequencing of multiple regions in a cancerous tumor (Figure 1a). A typical readout of a M-Seq data is represented as a matrix (see Figure 1b), where the non-synonymous mutations detected across all the regions are displayed in the form of a binary heat map. The string (a one dimensional array that contains the list of genes) of length, $n$, in the M-Seq data is the total number of uniquely mutated genes in the whole tumor. In principle, the blueprint of cancer evolution over time scales spanning decades is contained in these readouts. [47] which is illustrated schematically in Figure 1c. Depending on the pattern of the heat-maps, a measure that quantifies ITH may be calculated for each readout. The average ITH values (explained below) are unique to each patient. We used Hamming distance (HD) as a measure of ITH.

We collected M-Seq readouts from four cancer types. Three of them (skin, lung and esophageal cancers) arise predominantly due to exogenous factors, while kidney cancer is caused by endogenous factors [10]. We analyzed eight, sixty, two and ten publically available patient data for skin [42], lung [43, 44], esophageal [45] and kidney [20] cancers, respectively.

ITH from experimental readouts: The M-Seq data, represented as a matrix whose elements represent the biopsied regions (columns in Figure 1b) and the sequenced genes (rows in Figure 1b), generate averages over the cells in a specific region. We use Figure 1d to illustrate how ITH is extracted from M-Seq data. There are seven regions, labeled R1, R2, R3, R4, R5, R6 and R7. Let each column be $X^R_i$, where $i \in [1,2,3,4,5,6,7]$. The length, $n$, of each row ($|X^R_i|$) gives the number of genes, which is 83 in Figure 1b. To quantify the average heterogeneity associated with the data in Figure 1b, we calculated the Hamming distance (HD) [35] [39] [49], between all the pairs in the seven regions. The total number of distinct pairs, denoted by $M$, is $C_2^M = C_2^7 = 21$ in Figure 1b. Hamming distance between columns belonging to two regions, $A$ and $B$, is given by, $HD(X^{RA},X^{RB}) = \sum_{i=1}^{n} |X^{RA}_i - X^{RB}_i|$, where $|.|$ is the absolute value. Note that $0 \leq HD(X^{RA},X^{RB}) \leq 1$ with 0 being homogeneous (no spatial variation), and $HD(X^{RA},X^{RB}) = 1$ implies that the tumor is maximally heterogeneous. Table 1 in the SI shows the Hamming distances between the 21 pairs. After calculating the HD among all the possible pairs, we determined the average value $\langle HD \rangle$ (0.17 in Figure 1d). Figure 1c shows the distribution of $HD$ between all the 21 pairs. The $HD$ values range from $\approx 0.02$ to $\approx 0.40$, with a mean of 0.17. The data, as presented, already shows that there are variations at the mutation level between different regions in a single tumor. We adopt the same procedure to calculate the ITH, measured in terms of the HD, for each patient from the M-Seq readout for the other cancer types (see the SI figures S2-S6 for details).

B. Theory for ITH with neutral evolution

The theoretical model is based on generating evolutionary trajectories through space and time using 3D lattice representation of the tumor (illustrated in Figure S11 in the SI). Besides occupying a site on the lattice, each cell $i$ carries genetic information in the form of a string $X^i$ whose length, $n$, is assumed to be a constant. This is similar to the M-seq experiments (see Figure 1d), with $n = 83$. Each site in the string represents a gene in the DNA. A gene that is not mutated is denoted by 0 while a mutated gene is represented by 1, which is the binary representation adopted in the M-seq experiments. We initialize the tumor evolution by placing a single cell with $X^0$ at the center of the 3D lattice. The tumor evolves and generates an evolutionary trajectory in space and time according to the following rules.

(i) Cell division and replication: At each time $t$, a cell could divide and give birth to a daughter cell, with probability, $\alpha$, provided one of the 26 neighboring sites in the 3D lattice is vacant. We are considering a growing tumor through punctuated evolution [25] initially, with a few driver mutations, which implies that $\alpha > 0.5$. After cell division, the genetic information of the parent (P) cell is copied to the daughter ($X^D = X^P$). This biologically realistic copying mechanism is an essential part of the model as it leads to correlations in space and time [50, 51].

(ii) Mutations: During each time-step, a cell could acquire mutations at non-mutated sites with probability, $p$. Acquisition of mutation is independent of cell division, which is the case for exogenous mutations. For instance, let us denote the cell by index $m$, non-mutated site by $i$ and the string by $X^m_i$. The above statement can be represented mathematically as, $\mathbb{P}[X^m_i(t+1) = 1|X^m_i(t) = 0] = p$. It follows that the probability that a site is not mutated at $t+1$, given that it was not mutated at time $t$, is $1 - p$, which we write as $\mathbb{P}[X^m_i(t+1) = 0|X^m_i(t) = 0] = 1 - p$. 
(iii) **Mutations are neutral:** The mutations do not add fitness or selective advantages to cells since we only consider neutral evolution \[26\] at later stages of tumor growth although initially we used punctuated evolutionary process. Preliminary results using evolution with selection that confers fitness advantage to cancer cells yields qualitatively similar results (see the Figure S12 in the Supplementary Information (SI)).

(iv) **Mutations are irreversible:** We also assume that a site (gene in the M-Seq data), on string \(X^m\), once mutated cannot revert to the original status in the future, as is assumed in other studies \[52\]. This can be rationalized by the following argument. In M-Seq experiments, the sites in the strings \(X^m\) code for genes. Suppose we consider a gene, \(Q\), with length \(L\) base-pairs (bp), then the ratio of reverse mutation to forward mutation probabilities is negligible. Assuming that only a single nucleotide in gene \(Q\) is mutated, the reverse mutation probability (\(\mu\)) is \(\mu_n\), where \(\mu_n\) is the mutation probability for a nucleotide. Note that mutation probability of a single nucleotide is different from mutation probability of gene, \(p\). Similarly, the forward probability (\(P_f\)) is \((L-1)\mu_n\). Therefore, \(\frac{\mu_n}{P_f} = \frac{1}{L-1} \to 0\), because the average gene length \(L \approx 10 - 15\) kbp \[53\] \[54\]. Therefore, once a nucleotide in the gene is mutated, the probability of reversing the mutation at that specific nucleotide is negligible. Mathematically, the irreversibility of mutations is written as, \([X^m(t + 1) = 0|X^m(t) = 1] = 0\).

(v) **Apoptosis:** At any time-step, a cell may undergo apoptosis with probability \(1 - \alpha\). Given the five rules, our goal is to calculate the average ITH, expressed as the mean HD, in a tumor containing \(N\) cells. There are only two parameters in the model, cell division probability \((\alpha)\), and mutation probability \((p)\). Let \(t\) be the time for the tumor to grow \(N\) cells. We define the ITH\((t)\) of the tumor as,

\[ ITH(t) = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} HD[X^i(t),X^j(t)], \]

(1)

where \(HD[X^i(t_N),X^j(t_N)]\) is the Hamming distance (HD) between the DNA strings in cells \(i\) and \(j\) at time \(t\). The method used to compute HD theoretically is similar to the one we employed to analyze M-seq experiments (see SI Table 1).

C. Stochastic simulations for tumor growth

To validate the theoretical results, we developed a three-dimensional lattice model of tumor evolution (see the details in section III of the SI.) The cellular automaton based simulations mimic the theoretical rules for tumor evolution, which are described in the previous section. For all the simulation results, we used the string length, \(n = 300\), which is comparable to the string length in the M-Seq experiments.

III. RESULTS

A. ITH under neutral evolution

In terms of cell division probability \((\alpha)\) and mutation probability \((p)\), the \(ITH(\alpha, p, t)\) of a neutrally evolving tumor in three dimensions (3D) may be expressed as,

\[ ITH(\alpha, p, t) \equiv G_{3D}(p, t)F(\alpha) = 2r_\alpha(1 - x_t)(0.2\alpha + 0.77). \]

(2)

In Eq. 2, \(G_{3D}(p, t) = 2r_\alpha(1 - x_t)\) is the value of ITH when \(\alpha = 1\), \(x_t = (1 - p)^t\), and \(F(\alpha)\) is a scale factor, which ensures that \(\alpha\) is less than unity \((0.5 < \alpha < 1)\). This is the central result in this work. The seemingly simple analytic expression for \(ITH(\alpha, p, t)\) in Eq. 2 shows that it factorizes into a product of the two functions one of which depends solely on \(p\) and the other monotonically increases with \(\alpha\).

**Branches, correlated and uncorrelated evolution:** Let us first provide insights into Eq. 1 for tumor evolution with \(\alpha = 1\). Figure 2 illustrates a sample evolutionary tree at \(t = 0, 1, 2, 3\) for \(\alpha = 1\). Figure S15 shows the snapshots of tumor evolution for \(\alpha = 1\) obtained from lattice simulations. In this case, the growth process may be understood in terms of a directed tree, composed of cells and directed edges. Because \(\alpha = 1\), once a cell or an edge is created it remains throughout the evolutionary process. The edges provide the child-parent relationship between two cells. For instance, in Figure 2a, the edges from \(1 \to 2\) means that cell 2 was born from cell 1. The evolutionary tree, which is an imprint of the trajectories, has many branches. A branch is a unique path traversed from the origin (cell 1) to the last cell (no directed edge from a node) following the directed edges. In Figure 3, \(1 \to 2 \to 3 \to 5\) is the longest branch at \(t = 3\). In 3D, these branches are curved implying that the Euclidean distance from cell 1 to the end
of the branch (the corresponding leaf node), is not equal to the number of nodes in the branch. However, because cell-division occurs only if there is a vacant neighbor, we assume that the curvature associated with the branches are negligible, rendering them as linear. With this assumption, a 3D evolutionary tree may be pictured as consisting of many linear branches. The linear branches correspond to the evolution of cells on a semi-infinite 1D lattice where growth occurs unidirectionally away from the origin. For this reason it is instructive to calculate ITH for a 1D-semi-infinite lattice. For completeness, we also estimate the number of branches in all the geometries - 1D semi-infinite, 1D infinite, 2D and 3D evolutionary trees. Let the number of branches in an evolutionary tree be \( N_{br} \). For semi-infinite lattice \( N_{br} = 1 \), for infinite 1D lattice \( N_{br} = 2 \), for a 2D evolutionary tree \( N_{br} \sim R \), and for a 3D evolutionary tree \( N_{br} \sim R^2 \). Here, \( R \) is the radius of the tumor in two and three dimensions. In \( d \) dimensions, \( N_{br} \sim R^{d-1} \).

The heterogeneity between the cell pairs depends on whether they belong to the same branch or not. Pairs of cells sharing a common branch will have correlations in their genetic information whereas cells that do not share any common branch segment will evolve independently. For instance, in Figure 2, the evolution of node 8 is independent of node 5 as they belong to different branches. On the other hand, the evolution of node 5 is correlated with evolution of node 2 because they are in the same branch. Figures 2 and 3 represent the schematic for cells undergoing independent and correlated evolution. To evaluate \( G_{3D}(p, t) \), we first calculate heterogeneity among cells that undergo independent and correlated evolution.

**Heterogeneity in independently evolving cells:** Figure 2 shows a schematic of cell pairs, labelled as 1 and 2, evolving independently in time. The genes in their respective DNA, \( X^1 \) and \( X^2 \), are not mutated at time \( t = 0 \) (\( X_i^1 = X_i^2 = 0 \) for \( 1 \leq i \leq n \)). Given the rules for generating the evolution trajectories, presented in section II.B, we evaluate the average heterogeneity among a pair of cells evolving independently, \( \langle HD_{ind}[X^1(t), X^2(t)] \rangle \). Here, \( \langle ... \rangle \) represents the ensemble average over all the cell pairs (see SI for an additional explanation).

It is shown in the Appendix that the average heterogeneity between a pair of cells evolving independently \( (\langle HD_{ind}[X^1(t), X^2(t)] \rangle) \) is,

\[
\langle HD_{ind}[X^1(t), X^2(t)] \rangle = 2x_t(1 - x_t),
\]

where \( x_t = (1 - p)^t \) is the probability that a gene is not mutated till time \( t \).

**Heterogeneity in cells with correlated evolution:** Figure 2 shows a schematic of an evolutionary trajectory for cell pairs, labelled as 1 and 2, that is correlated in time. During correlated evolution, cell pairs have a common ancestor till \( t > 0 \). Let us consider the case when a cell evolves acquiring mutations from \( t = 0 \) till \( t \). After time \( t \), it gives birth to cell 2. During the birth process, the content in string \( X^1 \) is copied to string \( X^2 \), which introduces correlations between \( X^1 \) and \( X^2 \). We wish to evaluate \( \langle HD_{corr}[X^1(t + s), X^2(t + s)] \rangle \) between pairs of cells that undergo correlated evolution at some later time \( t + s \). The average heterogeneity \( \langle \langle HD_{corr}[X^1(t), X^2(t)] \rangle \rangle \) in this case is (see Appendix for details),

\[
\langle HD_{corr}[X^1(t + s), X^2(t + s)] \rangle = 2x_{t+s}(1 - x_s).
\]

The expression in Eq. 4 gives the average heterogeneity between two cells which undergo a common evolution till \( t \) but subsequently evolve independently till \( t + s \). If we set \( t = 0 \) in Eq. 4, we obtain the result for independent evolution in Eq. 3. The result in Eq. 4 is particularly interesting because it shows that the two cells are correlated in time because of the copying mechanism (daughter cell inherits all the genetic information in the mother cell) during cell-division. It has previously been noted that cell division induced correlations among cells share a common lineage [50, 51]. Because of correlated evolution, cell pairs that undergo correlated evolution have smaller heterogeneity compared to cells pairs that evolve independently \( \langle HD_{corr}[X^1(t+s),X^2(t+s)]\rangle = \langle 1-x_{t+s} \rangle > 1 \).

**Role of Branches in an evolutionary tree:** Having calculated the heterogeneity among cells evolving independently and in a correlated manner, we can evaluate the average heterogeneity within the 3D tumor at time \( t \) for \( \alpha = 1 \), \( G_{3D}(t, p) \). The expression for \( G_{3D}(t, p) \) is given as,

\[
G_{3D}(t, p) = \frac{\int_1^R \int_1^{r_1} \int_1^{r_2} f_{3D}(r_1, r_2, t) dr_2 dr_1}{\int_1^R \int_1^{r_1} \int_1^{r_2} f_{3D}(r_1, r_2, t) dr_2 dr_1},
\]

where \( R \) is the radius of the tumor, and \( f_{3D}(r_1, r_2, t) \) is the heterogeneity for a pair of cells at distances \( r_1 \) and \( r_2 \) from the origin at time \( t \). Without loss of generality, we assume that \( r_1 \geq r_2 \). The general expression of \( f_{3D}(r_1, r_2, t) \) may be written as,

\[
f_{3D}(r_1, r_2, t) = P_{br,3D}\{2x_t(1 - x_t - r_2)\} + (1 - P_{br,3D})\{2x_t(1 - x_t)\}
\]
where $P_{br,3D}$ denotes the probability that both the cells belong to the same branch of the 3D evolutionary tree. In 3D, $P_{br,3D} = \frac{1}{2}\pi^{-\frac{3}{4}}$. Note that to obtain the expression of $P_{br,3D}$, we assumed that the branches are linear. On evaluating the integrals in Eq. 5 we obtain an analytical expression for $G_{3D}(p, t)$ given by,

$$G_{3D}(p, t) = \frac{3(1-p)^t}{\pi (R^3 - 1)^2} \left(-\frac{2}{3} \pi (R^3 - 1)^2 [(1 - p)^t - 1] + \frac{3}{4} (R - 1)^2 (1 - p)^t (R^2 + 2R + 3)ight) - \frac{(1 - p)^t - R - 1}{\log^4 (1 - p)} \left[9(1 - p)^R \left(-6 + \log(1 - p) \left(2(R - 3) + \log(1 - p) \left(2R - 3 + (R - 1) \log(1 - p)\right)\right)\right) - 9(p - 1) [6 + R \log(1 - p) \left(R \log(1 - p) + 4\right)]\right] \approx 581^x$$

**Simulations:** We performed cellular automaton type simulations to validate the results given in Eq. 7. Figure 2 shows that the theoretical predictions (Eq. 7) and the simulation results are in excellent agreement. Although the analytic result for $G_{3D}(p, t)$ is complicated, it can be drastically simplified by noting that $P_{br,3D} \sim 0$ in Eq. 6. Therefore, the average heterogeneity ($\alpha = 1$ in 3D) becomes $2x_t(1 - x_t)$, which means that the branches (deemed to be linear) evolve independently. The maximum heterogeneity in this case is $\approx 0.5$. Hence, we have a simple expression for $G_{3D}(t, p)$, which can be written as,

$$G_{3D}(p, t) \approx G_{3D}(x_t) = 2x_t(1 - x_t). \quad (8)$$

Since, $P_{br}$ is specific to the geometry of the tissue, we explored the dependence of heterogeneity in different geometries (see Appendix for details).

**Derivation of $F(\alpha)$:** Although Eqs. 7 and 8 could be obtained analytically, determination of $\alpha$--dependent $F(\alpha)$ (Eq. 3) requires simulations. The term, $F(\alpha)$ in Eq. 2, accounts for the effect of changing birth probability, $\alpha$. Figure 3 shows ITIH as a function of $x_t$ for different $\alpha$ values. The extent of ITIH decreases as $\alpha$ decreases. Upon decreasing $\alpha$, the probability of a vacant site in the neighborhood of a cancer cell increases. As a result, the cancer cell gives birth to a daughter cell with similar genetic information. Therefore, the similarity in the genetic information between the neighboring cells increases, which decreases the overall heterogeneity of the tumor.

To extract the functional form of $F(\alpha)$, we fit $ITIH(x_t=0.5)$ versus $\alpha$ to a line, as shown in Figure 3, which yields,

$$F(\alpha) = (0.2\alpha + 0.77). \quad (9)$$

Since, we obtained Eq. 9 by fitting $ITIH(x_t=0.5)$ at $x_t = 0.5$, there is no guarantee that the linear dependence should hold for all values of $x_t$. In order to show that $F(\alpha)$ is accurately given by Eq. 9 for all values of $x_t$, we plotted $ITIH(x_t)$ in Figure 3. Figure 3 shows that all the curves, corresponding to different values of $\alpha$, collapse onto the same master curve, which corresponds to $G_{3D}(p, t)$. Note, that $F(\alpha) \approx 1$ when $\alpha = 1$. Therefore, the general closed expression for ITIH, is the result announced in Eq. 2. Expression for intra-tumor heterogeneity in Eq. 2 for an exogenous cancer is expressible solely in terms of the probability of gene mutation ($p$) and cell birth ($\alpha$). It is worth reiterating that the simplicity of the analytic result makes it most useful in analyzing the experimental data.

**B. Comparison of theory to M-Seq data**

We calculated ITIH of individual patients with skin [42], lung [43], [44], esophagus [45] or kidney [20] cancers from M-Seq data (described in section II.A). In order to compare theory (Eq. 2) with M-Seq data, $x_t$ and $\alpha$ need to be evaluated for every patient specific M-Seq data.

**Estimating $\alpha$:** During tumor evolution, the cancer cells usually acquire between ($1-10$) driver mutations[55], which bestowed fitness advantage to the deleterious cells. Assuming each driver mutation increases the birth probability by 0.01 and the number of driver mutations is 5, we obtain $\alpha = 0.55$.

**Estimating $x_t$:** The parameter, $x_t$, can be directly calculated from the M-Seq data. Note, that $x_t$ refers to the probability that a gene loci is not mutated at $t$. In order to explain the calculation of $x_t$ for each patient, we use Figure 1. All M-Seq readouts satisfy $0 \leq x_t \leq 1$. For the data in Figure 1, the total number of sites is $(n = 83) \times 7 = 581$. From Figure 1, it follows that the total number of non-mutated sites in R2 is 37, R3 is 40, R4 is 42, R6 is 22, R1 is 40, R5 is 41 and R7 is 35. The sum of these numbers = 257, gives the total non-mutated sites in Figure 1, which unifies $x_t = \frac{257}{581} = 0.44$. Similarly, we calculated the $x_t$ value for other patients.
Using $\alpha = 0.55$ and $x_t$, the ITH value can be evaluated (using Eq[2]) for all the patients. Figure[4] that compares the theoretical predictions and M-Seq data, shows ITH for patients with exogenous cancers (i.e. skin, lung and esophagus) is well captured by our theory. In contrast, the theory drastically overestimates the ITH value for kidney cancer, which is endogenous.

To quantify the accuracy of the theory in estimating the M-Seq data, we use the Pearson correlation coefficient ($\rho$). The value of $\rho$ for skin cancer is 0.97 with a $p$ value of $10^{-4}$, and 0.88 for lung cancer with a $p$ value of 0.02 (Figure[4a]). For the esophageal cancer, we did not calculate the $\rho$ value because the sample has only two patients. Surprisingly, the theory captures the heterogeneity for the two esophageal cancers accurately. We also compared the theoretical predictions with experiments for a different dataset, where the patients suffered from Non-Small Lung Cancer [43], in Figure[4b]. The $\rho$ value for this dataset was 0.87, which shows that the theory matches experiments.

The value of $\rho$ for kidney cancer is only 0.51 (Figure[4]) with a $p$ value 0.13, which implies that ITH behavior is not accurately predicted by the theory. Since kidney cancer is predominantly endogenous, we expect there might be some other factors that are not reflected in the theory, which uses only $\alpha$ and average mutation probability.

### C. Spatial distribution of tumor mutation burden (TMB)

To discern the reason that the theory is effective in capturing ITH for exogenous cancers, we investigated the spatial distribution of TMB in distinct tumor regions. Figure[5], and [6] show the $x - y$ and $y - z$ cross-section of the simulated tumor. The colors indicate the TMB (number of genes with non-synonymous mutations) in each cell. The snapshots from tumor cross-sections show, in no uncertain terms, that TMB varies from cell to cell. To extract the spatial distribution of TMB across tumor regions, we divided the tumor into ten regions (similar to M-Seq data), each comprising of $\approx 5,000$ cells. The spatial variation of TMB is illustrated using the coefficient of variation ($c_v$) of TMB across tumor regions,

$$c_v = \frac{\sigma}{\mu},$$

where $\sigma$ is the standard deviation of TMB, and $\mu$ is the mean TMB. A small (large) value of $c_v$ indicates low (high) variability. In Figure[5], we find that the $c_v$ value in simulations is 0.008. We adopted a similar method to calculate the $c_v$ values from M-Seq data for the four cancer types.

Figure[5] shows the $c_v$ values for skin [42], lung[43][44], esophageal[45] and kidney cancer [20]. The data shows that skin [42] has an average $c_v \approx 0.023$, implying that the extent of spatial variation in TMB is not significant. The data for Lung cancer[43] has an average $c_v$ of $\approx 0.086$ ($\approx 8.6\%$) depicting that spatial distribution of TMB in lung cancer is less uniform than skin cancer. However, Figure[5] also shows that the $c_v$ value for lung cancer is large because of patient L002 ($c_v \approx 0.274$), which might be an outlier among the six patients. The second Lung cancer dataset[44] has an average $c_v$ of $\approx 0.066$ (6.6%). Skin and lung cancers have approximately uniform spatial distribution of TMB, which resembles the simulation results. Esophageal cancer, which belongs to cancers predominantly caused by exogenous mutagens like skin and lung cancers, has the highest $c_v$ value ($c_v \approx 0.2$). However, there are only two patient data, which prevents us from drawing general conclusions. Surprisingly, kidney cancer dataset[20] also has a very high $c_v$ value of $\approx 0.18$, which is approximately an order of magnitude higher than the $c_v$ for the skin-cancer dataset. The high TMB variation in endogenous cancers is not captured by the theory, which explains the low $\rho$ value for endogenous cancer. Finding ways to incorporate the heterogeneity in endogenous cancer, and connect it to TMB would be an interesting avenue for future research[50].

### D. Spatial Variations in ITH

In the previous sections, we dealt with the average values of intra-tumor heterogeneity. However, a lot of information is lost when considering only average measures of ITH. Most importantly, spatial variations in heterogeneity are smeared out. To illustrate the extent of spatial variations, we consider semi-infinite lattice, infinite lattice and 3D lattice geometry with the birth probability, $\alpha = 1$. For the case of semi-infinite case, where growth occurs unidirectionally away from the origin, we begin with a cell at the origin at time $t = 0$. Since $\alpha = 1$, at every time step, only the cell at the boundary will divide. Therefore, the number of cells, $M(t) = t + 1$. We evaluate the average heterogeneity as a function of both inter-cellular distance ($r$) and time ($t$) ($G(r, p, t)$).
For the case of semi-infinite 1D lattice, \( G_{1D,1}(r,p,t) \) is given by

\[
G_{1D,1}(r,p,t) = \frac{1}{M(t) - r} \sum_{i=1}^{M(t)-r} 2x_t(1 - x_{t-i})
\]

(11)

where \( M(t) - r \) denotes the number of pairs of cells with inter-cellular distance \( r \). In Eq. (11), the effective average HD (see Eq. (21) in the Appendix) for a pair of cells at different levels of heterogeneity. The zoomed in matrix of size \( \times \) sample Hamming distance variations in the tumor. Figure 7a shows the Hamming distance map between 2,000 cells, \( M \)
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Figure 7 shows the rich heterogeneous spatial patterns that emerges depending on where we probe the tumor. The

which are approximately \( 100 \times 100 \) in Figure 7b, shows the heterogeneity among cell pairs at a finer resolution. It is clear that the HD values change dramatically varying from 0 to 0.5. The HD distance in Figure 7 gradually changes as cells from different regions are sampled, as can be seen from Figure 7 (zoomed in Figure 7a) and 7 (zoomed in Figure 7). Hamming distance matrices in Figures 7 and 7, are calculated for cells which are approximately 20 and 27 lattice units away from the center of the tumor. The color pattern, quantifying the magnitude of Hamming Distance, gradually changes from yellowish to green (Figures 7, 7 and 7). Taken together, Figure 7 shows the rich heterogeneous spatial patterns that emerges depending on where we probe the tumor. The ITH, provides insights into the complexity of the tumor evolution. The results in Figure 7 suggest that if the number of biopsied regions increases, it would reveal far greater changes in HD than is portrayed in Figure 7. Of course, there are serious practical limitations when data from human patients is sought.

Figure 8 shows the colorful pattern obtained when the cells, located \( \sim 20 \) lattice units away from the tumor centre, are painted according to their HD values with respect to the cell at the tumor center. Though tantalizingly beautiful, it shows that quantifying intra-tumor heterogeneity, represented as a HD map, is a challenging problem.

### IV. DISCUSSION & CONCLUSION

We developed a statistical mechanical theory, supplemented by simulations, for spatio-temporal variations in ITH associated with cancers. The resulting theoretical expressions are used to analyze M-Seq data on four cancer types obtained from biopsies from multiple regions in a single solid tumor. The agreement between theory and experiments is good for exogenous cancers (skin and lung) but not so for kidney cancers, which is endogenous. The most likely
explanation is that factors besides cell division probability \((\alpha)\) and mutation probability \((p)\), which are the only ingredients in the theory, are relevant. At present, it’s unclear how unknown factors could be taken into account.

Our theory, based on the premise that neutral evolution is valid \([57, 61]\), uses Hamming Distance \((HD)\) as a measure to quantitatively describe genetic variations in M-Seq data. We show that ITH can be factored into a product of two terms, \(G(p, t)\) and \(F(\alpha)\), where \(G(p, t)\) is the ITH for \(\alpha = 1\), and \(F(\alpha)\) is the scale factor that takes into account that \(0.5 < \alpha < 1\) is less than unity. We discovered that \(G(p, t)\) depends on the geometry in which the tissue is embedded. Surprisingly, we find in three-dimensions, \(G(p, t) = 2x_i(1 - x_i)\) which coincides with the result for cells that evolve independently. The scale factor \(F(\alpha)\) depends linearly on \(\alpha\), \(F(\alpha) = (0.2\alpha + 0.77)\). It’s remarkable that the final expression of ITH \((Eq. 2)\), whose validity is confirmed by simulations, accurately explains the results from M-Seq data obtained from patient data. The theory accurately quantifies ITH in exogenous cancers. The theory predicts that endogenous cancer has one order of magnitude higher \(c_v\) value compared to exogenous case which explains the lack of success in explaining ITH in endogenous cancers.

The cellular and automaton type simulations, which were carried out to confirm the theoretical predictions, vividly illustrate the pervasive nature of ITH. On all length scales in the \textit{in silico} tumor, we find that there are substantial ITH variations, as vividly illustrated in Figure 7. The patterns in the HD map suggests that there are dramatic changes over the same size of tumor regions, as illustrated in Figures 7, 7l, and 7f. We find it remarkable that the 2D matrices associated with the HD map reveal striking dissimilarity, as is evident from Figure 8 and additional plots in the Figure S13. These figures show visually that the ITH in distinct regions are vastly different, suggesting the mere coarse-grained representation available from experiments (Figure 11). We should caution the reader that the large scale heterogeneity that is visualized in the simulations may not be revealed (or even present) in solid tumors because it would ultimately require sequencing at the single cell resolution \([62]\). In addition to spatial heterogeneity distribution, the heterogeneity distribution also evolves in time as is reflected in Figure S14.

In addition to the genetic heterogeneity discussed above, phenotypic variations \([63, 64]\) of cancer cells are also important, which is crucial in devising modern personalized cancer therapeutics \([65]\). Recent advancements in imaging modalities have helped unearth heterogeneous physical characteristics at the single cell resolution in three-dimensional cell collectives \([66, 68]\). Our previous studies have shown that cell-division and apoptosis induced self-generated forces give rise to phenotypic diversity within a tumor \([69, 75]\). In principle, the current theoretical framework, could be extended to estimate the ITH for both genetic and phenotypic heterogeneity of evolving tumors.
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V. APPENDIX

Motivated by the data in Figures S2-S6 in SI, we developed a statistical mechanical (or probabilistic) theory for quantifying ITH, which is described in the main text. Here, we provide the technical details.

Heterogeneity in independently evolving cells: Consider two cells, 1 and 2, which evolve independently (Figure S7a in SI). The elements in the string \(X^1\) and \(X^2\), which are the genes, are initialized to zero at \(t = 0\). This implies that there are no mutations at \(t = 0\). Given the rules for acquiring mutations (described in the Methods section in the main text), we evaluate the Hamming distance \((HD[X^1(t), X^2(t)])\), where \((...)\) represents the ensemble average. We generate an ensemble of DNA strings with mutations from an evolutionary trajectory over a certain time. At each time step, a DNA string associated with a cell, can acquire mutations. The set of mutations acquired at the end of the evolutionary period constitutes the ensemble.

The Hamming distance \((HD[X^1(t), X^2(t)])\) is,

\[
\langle HD[X^1(t), X^2(t)] \rangle = \sum_{k=1}^{n} \frac{k}{n} \{P[HD[X^1(t), X^2(t)] = \frac{k}{n}]\}
\]  

\(P[HD[X^1(t), X^2(t)] = \frac{k}{n}]\) is the probability that the HD between cell 1 and 2 is \(\frac{k}{n}\) at \(t\). We divide by the string length, \(n\), because the sites on the string are independent of each other. Moreover, in the M-seq experiments the string length \(n\), varies from patient to patient. Therefore, dividing by \(n\) enables us to treat each patient data on the same footing.
where \( z_0 \) is the number of common sites in \( X^1 \) and \( X^2 \) that are not mutated, and \( z_{12} \) denotes all the common sites in \( X^1 \) and \( X^2 \) that are mutated. The number of sites where \( X^1 \) is mutated but the corresponding site in \( X^2 \) is not mutated is \( z_1 \). Similarly, \( z_2 \) denotes the number of sites where \( X^2 \) is mutated but the corresponding site in \( X^1 \) is not mutated. We also have the constraints that \( z_1 + z_2 = k \), and \( z_0 + z_1 + z_2 + z_{12} = n \). In Eq. 15, the term \((1-p)^{z_{12}}\) accounts for the probability that \( z_0 \) common sites are not mutated, which is the product \((1-p)^{z_{12}}(1-p)^{t_{12}}\). Similarly, in Eq. 15 \((1-(1-p)^{t_{12}})^{2z_{12}}\) is the probability that \( z_{12} \) common sites are mutated \([1-(1-p)^{t_{12}}][1-(1-p)^{t_{12}}] = [1-(1-p)^{t_{12}}]^{2z_{12}}\).

We can calculate the right hand side of Eq. 15 to get,

\[
P[Hd|X^1(t), X^2(t)] = \frac{k}{n} = \frac{n!}{z_{0!}z_{1!}z_{2!}z_{12!}} (1-p)^{(2z_0+z_1+z_2)} (1-(1-p)^t)^{z_{12}+z_1+z_2},
\]

where \( x_t = (1-p)^t \) is the probability that a site has not been mutated till \( t \). We substitute Eq. 16 in the R.H.S of Eq. 14 and obtain,

\[
\langle Hd|X^1(t), X^2(t) \rangle = \sum_{k=1}^{n} \frac{k}{n} \frac{n!}{k!} (2x_t(1-x_t))^k (x_1^2 + (1-x_t)^2)^{n-k}.
\]

Surprisingly, equation 17 reduces to a very simple form given by,

\[
\langle Hd|X^1(t), X^2(t) \rangle = 2x_t(1-x_t).
\]

Eq. 18 is the average heterogeneity among independently evolving cells. In our case, this type of evolution refers to cells on two different 1D semi-infinite branches. Figure S7b in the SI shows that the theoretical prediction given in Eq. 18 is in excellent agreement with the simulation results.

**Heterogeneity for non-independent evolving cells:** We now consider a scenario when two cells have a common ancestor at time, \( t > 0 \). Let us consider the case when cell 1 evolves in time, acquiring exogenous mutations, from time 0 till \( t \). After time \( t \), it divides and gives birth to cell 2. During the birth process, the information contained in string \( X^1 \) is copied to string \( X^2 \). Figure S8 in the SI illustrates the correlated evolutionary dynamics.

Our goal is to evaluate the average heterogeneity \( \langle [Hd|X^1(t+s), X^2(t+s)] \rangle \) between cells 1 and 2 at a later time \( t+s \). As before, \( \langle ... \rangle \) represents the ensemble average. Following the same method used to derive Eq. 18 we obtain,

\[
P[Hd|X^1(t+s), X^2(t+s)] = \frac{m}{n} \frac{n!}{m!} (2x_s(1-x_s))^m (x_1^2 + (1-x_s)^2)^{n-m},
\]

where \( x_s = (1-p)^s \), and \( l \) is the number of non-mutated sites in string \( X^1(t) \). It can be shown that \( \langle l \rangle = n(1-p)^t \). Using a similar expression, as in Eq. 14 we can write,

\[
\langle Hd|X^1(t+s), X^2(t+s) \rangle = \sum_{m=1}^{\frac{m}{n}} \frac{m}{n} \{P[Hd|X^1(t), X^2(t)] = \frac{m}{n}\}.
\]

By substituting Eq. 19 in the R.H.S of Eq. 20 we obtain,

\[
\langle Hd|X^1(t+s), X^2(t+s) \rangle = 2x_s(1-x_s)x_t.
\]

The above equation can also be written as \( \langle Hd|X^1(t+s), X^2(t+s) \rangle = 2x_{t+s}(1-x_s) \). Equation 21 represents the average heterogeneity between two cells which had common evolution till time \( t \) but evolved independently for the subsequent time interval, \( s \). It can be shown from the expression given above that if we set \( t = 0 \), we get back the equation for independent evolution, derived in Eq. 18. The result in Eq. 21 is very interesting because it shows that the temporal correlations between the two cells arises because of the copying mechanism during cell-division, which also implies that the heterogeneity is smaller compared to the independently evolving cells (Eq. 18).
Branching increases intra-tumor heterogeneity: The heterogeneity measure between cells that evolve independently and in a correlated manner, allows us to compute the average heterogeneity withing an evolving tumor for $\alpha = 1$, which we denote as $G(p, t)$. We present the results for $G(p, t)$ for various physical geometries: $G_{1D,1}(p, t)$ for semi-infinite lattice, $G_{1D,2}(p, t)$ for infinite lattice, $G_{2D}(p, t)$ for 2D lattice, and $G_{3D}(p, t)$ for 3D lattice with birth probability $\alpha = 1$. We consider these geometries because the number of branches in an evolutionary tree depends on its geometrical structure. The M-Seq data shows that the phylogeny tree of a tumor consists of many branches [19], in contrast to the linear evolution model suggested by Nowell [15]. Thus, by considering different physical geometries representing the branches, we can probe the role of branching on ITH.

To calculate $G(p, t)$, we first introduce $F(r_1, r_2, t)$, which is the average heterogeneity for pair of cells at distance $r_1$ and $r_2$ from the origin at time $t$. Without loss of generality, we assume that $r_1 \geq r_2$. The general expression for $F(r_1, r_2, t)$ for any geometry is given by,

$$F(r_1, r_2, t) = P_{br} \{2x_t(1-x_{t-r_2})\} + (1-P_{br}) \{2x_t(1-x_t)\},$$

where $P_{br}$ is the probability that both the cells belong to the same branch of the evolutionary tree. For the 1D semi-infinite lattice, $P_{br} = 1$ because there is only one branch. For the 1D infinite lattice, $P_{br} = \frac{1}{4}$. For a 2D lattice, $P_{br} = \frac{(2\pi r_1)^2}{(2\pi r_1)^2 + (2\pi r_2)^2}$, and for the 3D lattice, $P_{br} = \frac{(2\pi r_1)^2}{(2\pi r_1)^2 + (2\pi r_2)^2 + (2\pi r_3)^2} = \frac{1}{8\pi r_1^2}$. In 2D and 3D, the number of cells within a radius $r_1$ is proportional to $\pi r_1^2$ and $\frac{4}{3}\pi r_1^3$ respectively, and the number of cells that lie on the same branch is proportional to $r_1$ as long as the branches are linear. Therefore, we obtain the above expressions for $P_{br}$ in 2D and 3D. Note that to arrive at the expression for $P_{br}$, we have assumed that the evolutionary tree is comprised of many semi-infinite lattices with zero curvature. It is important to note that for 2D and 3D case, $P_{br} \to 0$ for $r_1 \gg 1$.

Interestingly, $F(r_1, r_2, t)$ does not depend on $r_1$ but only on $r_2$ for 1D semi-infinite or infinite lattice. Eq. (22) has two parts, which we derived in Eqs. [18] and [21]. The first part corresponds to cells that undergo correlated evolution while the second part refers to cells undergoing independent evolution. Therefore, in all the possible geometries, $F(r_1, r_2, t)$ takes the following form,

$$F(r_1, r_2, t) = \begin{cases} 
2x_t(1-x_{t-r_2}), & \text{1D semi-infinite} \\
\frac{1}{4}2x_t(1-x_{t-r_2}) + (1-\frac{1}{4})2x_t(1-x_t), & \text{1D infinite} \\
\frac{1}{\pi r_1^2}2x_t(1-x_{t-r_2}) + (1-\frac{1}{\pi r_1^2})2x_t(1-x_t), & \text{2D} \\
\frac{1}{8\pi r_1^2}2x_t(1-x_{t-r_2}) + (1-\frac{1}{8\pi r_1^2})2x_t(1-x_t), & \text{3D}
\end{cases}$$

To compute $G(p, t)$ (Eq. (2) in the main text), we need to integrate $F(r_1, r_2, t)$ over space with appropriate normalization. The expression for $G(p, t)$ in different geometries are given by,

$$G(p, t) = \begin{cases} 
G_{1D,1}(p, t) = \frac{f^R}{f^R} \int_{r_1} f^{r_2} F(r_1, r_2, t) dr_2 dr_1, & \text{if 1D semi-infinite or infinite lattice.} \\
G_{2D}(p, t) = \frac{f^R}{f^R} \int_{r_1} f^{r_2} F(r_1, r_2, t) dr_2 dr_1, & \text{if 2D lattice.} \\
G_{3D}(p, t) = \frac{f^R}{f^R} \int_{r_1} f^{r_2} F(r_1, r_2, t) dr_2 dr_1, & \text{if 3D lattice.}
\end{cases}$$

In the above equation, $R$ is the tumor radius in all the geometries except semi-infinite lattice (for semi-infinite case $R$ is the length of the tumor). On integrating the above equations in Eq. (24) using Mathematica, $G(p, t)$ in all the geometries is given by,

$$G_{1D,1}(p, t) = \frac{2(1-p)R}{(R-1)^2} \left\{ (R-1)^2 - \frac{(1-p)^{-1}}{\log^2(1-p)} \left[ 2(1-p)^R (R-1) \log(1-p) - 1 \right] - 2(p-1) \right\}$$

$$G_{1D,2}(p, t) = \frac{2(1-p)^{R-1}}{(R-1)^2} \left\{ \log^2(1-p) \right\} \left\{ (1-p)^{R} + (p-1) - (R-1)(1-p)^R \log(1-p) \right\} - \frac{1}{2} (R-1)^2 \left\{ (1-p)^{-1} - 2 \right\}$$
\[ G_{2D}(p, t) = \]
\[ \frac{8(1 - p)^t}{\pi (R^2 - 1)^2} \left\{ -\frac{1}{12} (R - 1)^2 \left[ 3\pi (R + 1)^2 \left( (1 - p)^t - 1 \right) - 4(R + 2)(1 - p)^t \right] - \frac{(1 - p)^{t-R-1}}{\log^2(1 - p)} \left[ -2(p - 1) \left[ 2 + R \log(1 - p) \right] + 2(1 - p) \right] \log(1 - p) \right\} \right\} \]  
\[ (27) \]

\[ G_{3D}(p, t) = \]
\[ \frac{3(1 - p)^t}{\pi (R^3 - 1)^2} \left\{ -\frac{2}{3} \pi (R^3 - 1)^2 \left[ (1 - p)^t - 1 \right] + \frac{3}{4} (R - 1)^2 (1 - p)^t \left( R^2 + 2R + 3 \right) \right\} - \frac{(1 - p)^{t-R-1}}{\log^4(1 - p)} \left\{ -9(1 - p)^R \left[ 2(R - 3) + \log(1 - p) \left( 2R - 3 + (R - 1) \log(1 - p) \right) \right] \right\} \]  
\[ \left\{ -9(p - 1) \left[ 6 + R \log(1 - p) \right] \left( R \log(1 - p) + 4 \right) \right\} \]  
\[ (28) \]

**Comparison between Theory and Simulations:** To validate the theoretical predictions, we compared the results in Eqs. 25, 26 and 28 using simulations. Figure 2d shows excellent agreement between equation (25) and simulations for the 1D semi-infinite lattice. The 1D semi-infinite lattice can be thought of as a branch in the 3D evolutionary tree. Therefore, as expected the heterogeneity among cells within the same branch is smaller compared to cells that evolve independently. The maximum average heterogeneity when the cells evolve independently, as can be gleaned from Eq. (18), is \( 0.5 \) whereas the maximum average heterogeneity among cells within a branch is \( \approx 0.36 \). The substantial reduction in heterogeneity occurs because of correlations among the cells arising from copying genetic information from parent to child during cell division.

Similarly, for tumor evolution in 1D infinite lattice, the agreement between theory (Eq. 25) and simulations is excellent (Figure 2e). The 1D infinite lattice comprises of 2 branches with an angle of 180° between the two. The nodes on the two branches are completely independent of one another. However, due to the non-independent evolution of cells within the two branches, the heterogeneity is small compared to the independent evolution case. The maximum heterogeneity is \( \approx 0.43 \) (Eq. 25).

Evolution of tumor in 3D lattice is the most interesting case, and is most relevant. Figure 2f again shows good agreement between theory (equation 28) and simulations. It is surprising that in 3D, the heterogeneity is similar to the case of independent evolution. This can be understood with the help of equation 22 with \( P_{\text{branch}} \to 0 \). In this limit, the average heterogeneity behaves like the case for independent evolution (i.e \( 2x_t(1 - x_t) \)). The maximum heterogeneity in this case is \( \approx 0.5 \).

Having shown that our theoretical results are consistent with simulations, we compare the theoretical predictions for semi-infinite, infinite and 3D lattice together. We can clearly see from Figure S9d that \( G_{1D,1}(p, t) < G_{1D,2}(p, t) < G_{3D}(p, t) \). The inequality follows because as we increase the dimensionality, we give way to more branches which undermines the effect of reduction of heterogeneity due to copying of genetic information during cell division. Therefore, \( G_{3D}(p, t) \) is approximately similar to the case of independent evolution.
Figure 1: Schematic of Multiregion Sequencing (M-Seq) (a) A tumor sample (dark red) located in the lung (right lobe) of a cancer patient [44]. An enlarged view, depicted in the oval, is on the right. The labels R1, R2, R3 and R4 are the regions where the cells were extracted by biopsy and whole exome sequencing, referred to as Multiregion Sequencing (M-Seq), is performed. (b) A typical readout of the M-Seq experiment [20] for a kidney cancer patient where M-Seq in seven regions were conducted. In this heat map representation, the presence of mutated (non-mutated) gene in a region is denoted as a yellow (blue) box. The number of columns represent the total number of uniquely mutated genes (n) in the entire tumor (n = 83 in this case). In the row adjacent to the heat map, the mutated genes are listed and the probable driver mutations are displayed in magenta. The rows represents the seven regions that were sampled. (c) Distribution of the Hamming Distance (HD) for the M-Seq data in (b). The y-axis (x-axis) shows the counts (HD values). Sum of the counts = $C_7^2 = 21$, the total number of region pairs for M-Seq data in (b). (d) A schematic for neutral evolution for cancer. The regions R1 to R6 with different colors represent the distinct genetic composition measured using M-Seq. The schematic represents neutral evolution because the size of different regions is proportional to their lifetime, cyan (blue) region being the biggest. We zoomed in on R3 to show the distinct genetic makeup of the cells. The dark grey lineages are do not survive during the course of tumor evolution.
Figure 2: (Continued on the following page)
Figure 2: Calculation of $G(p,t)$ for $\alpha$, the birth probability set to unity. (a) A schematic of evolutionary tree at time, $t = 0, 1, 2$ and 3. The cell colors (only for illustration purpose) gradually changes from transparent to opaque as they acquire mutations. The directed edges denote the child-parent relationship between two cells. For instance, the edge from $3 \to 5$ indicates that cell 5 was born from cell 3. The evolutionary tree comprises of several branches. A branch is a unique path traversed from the origin (cell 1) to any leaf node (no directed edge from a node) by following the directed edges. In Figure (a), $1 \to 2 \to 3 \to 5$ is the longest branch at $t=3$. (b) Cartoon depicting independent evolution of two cells (green and brown) labeled as 1 and 2. The two cells are normal at time $t = 0$ and evolve independently acquiring mutations. (c) Schematic of correlated evolution of 2 cells (grey and orange). Evolution begins at $t = 0$ with a single normal cell (yellow). It evolves till $t$, acquiring mutations (light green) in the process. At $t$, the cell gives birth to a daughter cell. After $t$, the 2 cells evolve independently for the next $s$ time steps. By correlated evolution we mean that the two cells have a common ancestor. In this instance, the common ancestor for the orange and grey cells at $t + s$ is the green cell at $t$. (d) Average ITH within an evolving tumor in 1D semi-infinite lattice ($G_{1D,t}(p,t)$). The dots in magenta correspond to simulations with $\alpha = 1$ calculated by evolving for $t = 2,000$ time steps. The black line corresponds to Eq. 25 in the SI with $R = t = 2,000$. (e) Same as (d) but in 1D infinite lattice ($G_{1D,2}(p,t)$). The black line is a plot of Eq. 26 in the SI with $R = t = 2000$. (f) Same as (d) but in 3D lattice ($G_{3D}(p,t)$) for $t = 27$. The systems evolution was carried out for 27 time steps. The magenta line corresponds to Eq. 7 with $R = t = 27$. 

Figure 3: Theoretical Predictions for Intra-tumor Heterogeneity (a) ITH (Eq. 2) as a function of $x_t$ (probability a gene is not mutated) at $t$. Simulation results are shown for five values of $\alpha = 1, 0.85, 0.75, 0.65, 0.55$, the birth probability. Reduction in $\alpha$ decreases the peak value of ITH, as is clear from the inset. (b) Plot of $F(\alpha)$ vs $\alpha$. $F(\alpha) = ITH(x_t=0.5)_{\alpha=0.5}$, was fit to a line ($F(\alpha) = 0.2\alpha + 0.77$), shown in black. (c) $\frac{ITH}{F(\alpha)}$, as a function of $x_t$ shows the collapse of the data sets onto a master curve, $G(x_t) = 2x_t(1-x_t)$. 
Figure 4: **Comparison between theory and experiments (M-seq data)** (a) The orange, brown and green colors represent skin, lung, esophageal cancer respectively. The maroon straight line represents perfect linear relation between theory and experiments. The theory captures the heterogeneity of exogenous cancers (skin, lung, esophagus) reasonably accurately. The value of $\rho$ (the Pearson Correlation coefficient) for skin cancer is 0.97 with a $p$ value of $10^{-4}$ and it is 0.88 for lung cancer with a $p$ value of 0.02. (b) Same as (a) except the plot is for lung cancer dataset from Jamal et al. The value of $\rho$ for this dataset is 0.87. (c) ITH for the endogenous kidney cancer, shown in yellow squares, which is an endogenous cancer is not captured well by the theory. For kidney cancer, the value of $\rho$ is 0.5 with a $p$ value 0.13.
Figure 5: Spatial distribution of mutations (a), (b) $x - y$ and $y - z$ cross-section of the simulated 3D tumor. Distinct colors (see the color bar on the right) indicate the Tumor mutation burden (TMB) on each cell. Large variation in TMB occur throughout the simulated tumor. (c) Coefficient of variation, $c_v$, of TMB in simulation and the four cancer types. The $c_v \approx 0.008$, value in the simulations is small. For skin cancer dataset from Harbst et.al [42], the $c_v$ value is $\approx 0.023$. For lung cancer dataset from de Bruin et.al. [43], the $c_v$ value is $\approx 0.086$. The second Lung cancer dataset from Jamal et.al. [44] has an average $c_v$ of $\approx 0.066$. Esophageal cancer dataset from Cao et al. [45] has the highest $c_v$ value among the four cancer types ($c_v \approx 0.2$). The kidney cancer dataset from Gerlinger et. al [20] has a high $c_v$ value of $\approx 0.178$. 
Figure 6: Spatial dependence of $G(p)$ for different geometries. (a) Heterogeneity $G_{1D,1}(r)$ (Eq. 12 evaluated at $p = 0.0005$ and $t = 2,000$), as a function of inter-cellular distance within a 1D semi-infinite lattice for $\alpha = 1$. The black line is the result from theory (Eq. 12). The spatial dependence of $G_{1D,1}(r)$ arises because of the copying mechanism during cell-division, which introduces correlations between cells. (b) Heterogeneity, $G_{1D,2}(r)$ (Eq. 13 evaluated at $p = 0.0003$ and $t = 1,000$)), as a function of inter-cellular distance for a 1D infinite lattice. The blue dots correspond to simulations. (Continued on the next page)
Figure 6: The black line is the theoretical result (Eq. 13). The curve saturates to the maximum allowed heterogeneity value given by equation $2x_t(1 - x_t)$. (c) Heterogeneity, $G_{3D}(r)$ as a function of $r$ within a 3D tumor for $\alpha = 1$. The dots in blue correspond to simulation for $p = 0.02$. The tumor was evolved for 27 time steps, and had $\approx 50,000$ cells at the end of the simulations. The diameter of tumor is $\approx 46$ lattice units. The red line corresponds to $2x_t(1 - x_t)$ and is the maximum possible ITH value.
Figure 7: Hamming distance matrices for regions in the simulated tumor for $\alpha = 0.55$, $p = 0.003$ and $t = 113$. (Continued on the next page)
Figure 7: (a) Hamming matrix for 2,000 cells which are closest to the center of the simulated tumor. Each element \((i,j)\) of the matrix gives the values of the HD between a pair of cells. The color bar on the right corresponds to the HD values. (c) Same as (a) but for cells which are located approximately 20 lattice units away from the center of the tumor. (e) Same as (a) and (c) but for cells which are located approximately 27 lattice units away from the center of the tumor. (b, d, f) Zoomed in portion of size 100 × 100 from 950 to 1050 in Figures (a, c, e). The figures illustrate the sub-sample to sub-sample variations in the HD values depending on the location of the region sampled. The scales for HD are given on the right.
Figure 8: Visual depiction of the heterogeneity. The image was generated using 3D lattice simulations with $\alpha = 0.55$ and $p = 0.003$. The image corresponds to tumor evolution at $t = 113$ generation. Figure shows the HD values for 2,000 cells, depicted by their color, located approximately 15 lattice units from the center. The color bar, on the top right corner, shows the $HD$ scale. The large variation in the sub-population is evident.
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