Abstract

Image paragraph captioning aims to describe a given image with a sequence of coherent sentences. Most existing methods model the coherence through the topic transition that dynamically infers a topic vector from preceding sentences. However, these methods still suffer from immediate or delayed repetitions in generated paragraphs because (i) the entanglement of syntax and semantics distracts the topic vector from attending pertinent visual regions; (ii) there are few constraints or rewards for learning long-range transitions. In this paper, we propose a bypass network that separately models semantics and linguistic syntax of preceding sentences. Specifically, the proposed model consists of two main modules, i.e., a topic transition module and a sentence generation module. The former takes previous semantic vectors as queries and applies attention mechanism on regional features to acquire the next topic vector, which reduces immediate repetition by eliminating linguistics. The latter decodes the topic vector and the preceding syntax state to produce the following sentence. To further reduce delayed repetition in generated paragraphs, we devise a replacement-based reward for the REINFORCE training. Comprehensive experiments on the widely used benchmark demonstrate the superiority of the proposed model over the state of the art for coherence while maintaining high accuracy.

1 Introduction

Visual captioning explores machines’ capability to comprehend the visual world by describing it with natural language. Traditional image captioning \cite{18, 38, 23, 43, 36, 35, 41, 24, 31} depicts an image with a single sentence that covers the whole scene or the most salient object. Dense image captioning \cite{11, 40, 44, 14} describes all the detected salient regions without regard to the order of descriptions. Later, \cite{16} introduced image paragraph captioning that aims to give a coherent fine-grained paragraph.

The primary prerequisite of generating a coherent paragraph description for an image is to model coherence by its linguistic definition. Referring to linguistics \cite{4, 7}, the coherence exists when nearby sentences (a sentence-cluster) are “about” someone or something, and the whole paragraph does not jump back or forth among multiple entities. It indicates that the coherence flowing through a paragraph can be modeled by topic transition among sentences. Most existing methods \cite{21, 8, 37, 16} attempt to guide the topic transition by dynamically inferring a topic vector at the beginning of each sentence. For instance, conditioning on preceding sentences, \cite{21} transfers attended visual features into a topic vector. In the work of \cite{37}, the topic vector is predicted from the state of a hierarchical attention module, which integrates both regional features and preceding sentences.

Compared with directly transferring image captioning to paragraph captioning, these topic vector-based methods can generate more relative and diverse sentences owing to considering the information contained in the former sentence. However, directly using the former sentence as conditional input signals may only achieve a semblance of coherence. In other words, though maintaining linguistic consistency, the generated sentences fail to capture the variance in descriptive content. As a result, these methods still suffer from immediate or delayed repetition in synthesized paragraphs. In immediate repetition, the subsequent sentence is a duplicate of the previous one, either by copying words or expressing...
the same stuff. As for *delayed repetition*, the subsequent sentence may go back to earlier descriptive content regardless of the coherence within the generated partial paragraph.

According to our observation, the topic transition that is directly controlled by preceding sentences fails to guarantee the desired coherence due to two reasons. On the one hand, such a transition does not distinguish the linguistic consistency from the content variance, which results in a compromise. Ideally, the topic transition should be driven by the development of descriptive content. However, in existing methods, the entanglement of syntax and semantics in preceding sentences distracts the topic vector from attending pertinent visual regions. On the other hand, most existing methods lack direct supervision to guide the long-range topic transition. The widely used maximum likelihood estimation promotes accuracy in word prediction but provides little feedback to sentence generation in a given context.

In this paper, we propose a bypass network to solve these issues. The proposed bypass structure separates semantics from the linguistic syntax of preceding sentences to produce a topic vector. The semantic stream drives topic transition, and the syntax is maintained by a bypass Part-Of-Speech (POS) stream. The decoder integrates these two elements to generate the following sentence. In this way, the topic vector can attend more accurately to pertinent visual regions and reduce immediate repetition. Given the simplicity of the proposed model, we provide a detailed deduction of the disentangling property in the appendix material. In addition, we devise a replacement-based reward for REINFORCE training. It enhances the quality of long-range transitions and alleviates the delayed repetition in generated paragraphs. Finally, we conduct comprehensive experiments to demonstrate the efficacy of the proposed model. The main contributions of our paper are listed below:

- We propose a Bypass network to model topic transition in image paragraph captioning. It drives topic transition by maintaining a semantic stream and reduces immediate repetition.
- We further devise a replacement-based reward to alleviate delayed repetition, which takes effect during REINFORCE training.
- We compare paragraph-level and sentence-level captioning performance to assess coarse- and fine-grain coherence and accuracy, respectively.

2 Related Work

2.1 Image Captioning and Dense Captioning

The image captioning task aims to depict a given image using one sentence that covers the semantic meaning of the whole scene or describes a salient object in the scene. Recent deep learning-based approaches [5, 13, 10, 23, 33, 38] generally employ an encoder-decoder framework, which first extracts features from the image using CNNs [19] and then inputs them to a Recurrent Neural Network such as LSTMs [6]. Visual features range from CNN features, grid features to object proposals. There are also some attempts that introduce object attributes or visual relationships to boost the semantic quality of the generated caption [43, 42]. As for the decoder, attention mechanism [38, 1] has been introduced as a popular tool to attend and visualize where the model “sees” when it depicts.

Dense image captioning was introduced to enrich the descriptive details in an image. [11] propose a fully convolutional localization network (FCLN) that detects object regions and generates regional annotations in a single forward pass. To reduce redundancy in detected bounding boxes and increase semantic saliency of object regions, [40] incorporate joint inference and context fusion in the localization and captioning process, where the image-level feature serves as the contextual cues. To capture more details during the captioning, [44] further utilize the neighboring feature and the attribute of each object region.

2.2 Image Paragraph Captioning

Paragraph descriptions can be generated either as a “big” sentence or as a sequence of sentences. The former works in an image-captioning way, where the most significant problem is the internal repetition. Upon the well-known Up-Down [1] model, [26] suggest suppressing the repetition by blocking the trigrams that have appeared before, denoted by TDC (Training for Diversity in image paragraph Captioning). This simple yet efficient technique gains a vast improvement in generated sentences with respect to automatic evaluation metrics. TEB [8] further generates a paragraph-vector using a Text Embedding Bank (TEB) to guide the captioning process.

We conclude that the success of TDC is twofold. First, since the decoder is trained to highlight words that co-occur frequently in the training corpus, suppression on the trigrams that have been generated gives way to the remaining highly correlated words. This way, TDC avoids producing repeated words while ensuring the quality of predicted words. Second, existing automatic evaluation metrics on image paragraph captioning take the generated description as one
“big” sentence, where the order of sentences makes no difference. However, a primary concern is that sentence-level coherence is not guaranteed in the highly-scoring TDC.

Alternatively, many recent paragraph captioning methods learn to generate a sequence of sentences. For instance, [16] introduce a hierarchical framework (Regions-Hierarchical), where the sentence-level RNNs produce $K$ topic vectors for $K$ sentences and predict the probability that each vector indicates the ending of the paragraph. Unlike Regions-Hierarchical, [21] propose a generator where the two-level RNNs work as a whole and adopt a sentence discriminator and a topic-transition discriminator to assess sentence plausibility and topic coherence. [3] produce all the topic vectors in advance similar to Regions-Hierarchical, but then combine the topic vector with the semantic of the preceding sentence as the input to the word-level decoder. [25] introduce the LDA-Topic model to generate a topic distribution for each sentence, where the topic is represented by an average of several discrete abstract conceptual embeddings clustered from the training corpus. To increase the supervision of topic transition, [37] propose a densely supervised hierarchical policy-value (DHPV) network that dynamically assesses the contribution of the currently generated sentence or word. [39] use a hierarchical CNN architecture (i.e. ParaCNN) to extract contextual information between sentences and generate a visual paragraph. Similarly, Li et al [20] also use CNNs for paragraph captioning.

Though these approaches learn sentence-level topic transition, most of them ignore the gap between linguistic consistency and content transition and suffer from immediate or delayed repetition. Our method follows the branch of modeling topic transition among all generated sentences, but differently, we separate the semantics from the syntax of preceding sentences in predicting the topic vector, which reduces the immediate repetition. Furthermore, we devise a replacement-based reward to alleviate the delayed repetition.

3 Method

To enhance topic transition, we design a bypass network that separates semantics from syntax in producing the topic vector and combines them in sentence generation. We first provide an overview of the proposed method and then explain the two parts of our model in detail, namely topic transition and sentence generation. Finally, we introduce the optimization process and discuss the replacement-based reward.

3.1 Overview

Similar to [16] [21] [26], we first detect object regions in a given image $I$ using offline object detectors. This produces a set of regional features $\{v_1, v_2, \ldots, v_K\}$, as the input to the pipeline in Fig. 1. At the $j$-th time step, the Topic-Transition module first predicts an attention distribution $\{a_1, a_2, \ldots, a_K\}^{(j)}$ over the regional features, conditioned on the semantics $s^{(j-1)}_c$ from the previous sentence. This gives the attended visual feature $\hat{v}^{(j)}$ and also the state $h^{(j)}_t$ of the attention network.

The Topic RNN takes in these two elements as input and produces a topic hidden state $h^{(j)}_t$. The topic vector $t_j$ is generated by applying an MLP block on state $h^{(j)}_t$. The Sentence-Generation module applies the proposed Time-Normalization on the topic vector $t_j$ and the syntax state $h^{(j)}_s$ from preceding sentences, respectively. Then the results are concatenated and input into the decoder to produce a sequence of words. At each step, the hidden state from the
We consider this a simple yet efficient baseline module and made minimum modifications to it.

To reduce internal covariate shift of the vectors from different time steps, inspired by the well-known Batch Normalization [9], we propose Time Normalization for the topic vector \( t \), and the syntax state \( y \), which is similar for the syntax state. For \( t \), \( y \), and the syntax stream \( D \) follows a Topic RNN further passes a Topic RNN followed by an MLP block, and finally produces the topic vector \( t \) and a probability \( p \) of the \( j \)-th sentence being the last one,

### 3.2 Topic Transition

The Topic-Transition module determines the semantic content of the subsequent sentence, which can be seen as an extension of the Up-Down model [11]. In traditional image captioning, the Up-Down model dynamically predicts the attention distribution in generating each word.

Differently, in image paragraph captioning, the dynamic is generally in sentence level, i.e. all the words in one sentence share the same visual attention. Specifically, given the regional features \( \{v_1, v_2, \ldots, v_K\} \), the Attention RNN predicts the attention distribution for the \( j \)-th sentence,

\[
\hat{h}_a^{(j)} = \text{MLP}(e, i),
\]

\[
ea_k^{(j)} = \text{softmax} \left( \frac{w_R^a \text{tanh}(W_v a_k + W_h a_k^{(j)})}{\sigma + \epsilon} \right),
\]

where \( s_e^{(j-1)} \) is the semantic information of the \( (j-1) \)-th sentence and \( \bar{v} = 1/K \sum_k v_k \) is the mean-pooled regional feature. This gives the attended visual feature \( \hat{v}^{(j)} = \sum a_k^{(j)} v_k \) for generating the \( j \)-th sentence.

Instead of directly being the topic vector as in the Up-Down model, \( \hat{v}^{(j)} = \sum a_k^{(j)} v_k \) further passes a Topic RNN followed by an MLP block, and finally produces the topic vector \( t \) and probability of the \( j \)-th sentence.

The necessity of the Topic RNN comes from the fact that some descriptions in a paragraph may depend more on an abstract concept than the specific objects in a scene, which is beyond the coverage of the attended visual features. More details and the verification are provided in our experimental section. It is worth noting that this module is very close to the abstract concept than the specific objects in a scene, which is beyond the coverage of the attended visual features. More details and the verification are provided in our experimental section. It is worth noting that this module is very close to the hierarchical policy network in [37], except that the information of the preceding sentence is from a semantic stream. We consider this a simple yet efficient baseline module and made minimum modifications to it.

### 3.3 Sentence Generation

To reduce internal covariate shift of the vectors from different time steps, inspired by the well-known Batch Normalization [9], we propose Time Normalization for the topic vector \( t \) and the syntax state \( h_y \), where \( \gamma \) and \( \beta \) are parameters to be learned. During multiple time steps, the mean of the topic vector is \( \mu_t = 1/j \sum_{m=0}^{j} t^{(m)} \) and the variance is \( \sigma_t = 1/j \sum_{m=0}^{j} (t^{(m)} - \mu_t)^2 \), which is similar for the syntax state. For efficiency, the mean and the variance are updated in an iterative way,

\[
\begin{align*}
\hat{t}^{(j)} &= \gamma (t^{(j)} - \mu_t^{(j)}) + \beta t, \\
\hat{y}^{(j)} &= \gamma (y^{(j)} - \mu_y^{(j)}) + \beta y,
\end{align*}
\]

For the sentence generation, the hidden state \( h^{(j)} \), the decoder produces a hidden state for each word, Then the hidden state \( h^{(j)} \) splits into two branches, i.e. the semantic stream \( h^{(j)}_{c,i} = \text{MLP}(h^{(j)}_{d,i}) \) and the syntax stream \( h^{(j)}_{y,i} = \text{MLP}(h^{(j)}_{d,i}) \), and the word \( x^{(j)} \) is predicted by

\[
x^{(j)} = \text{softmax} \left( \text{FC}(h^{(j)}_{c,i} + h^{(j)}_{y,i}) \right).
\]
The sequence of semantic elements $h_{e,i}^{(j)}$ is encoded to form the semantic vector $s_e^{(j)} = \text{RNN}_e(h_{e,i}^{(j)})$, as the $(j+1)$-th input to the Topic-Transition module. The sequence of syntax elements $h_{y,i}^{(j)}$ is decoded into POS tags $y_i^{(j)}$ of the $j$-th sentence, which then passes a sentence-level (Hier-Syntax) RNN to produce the unnormalized syntax state $h_y^{(j+1)}$.

3.4 Optimization

3.4.1 Training by cross-entropy loss.

Given the available text $x_*$ and POS tags $y_*$, gram-level cross-entropy loss is applied to the generated word-sequence and tag-sequence, respectively,

$$
\ell_x = - \sum_i \log(P(x_i^{(j)} = x_i^{(j)})) = - \sum_i \log(P(x_i^{(j)} = x_i^{(j)})) \\
\ell_y = - \sum_i \log(P(y_i^{(j)} = y_i^{(j)})) = - \sum_i \log(P(y_i^{(j)} = y_i^{(j)}))
$$

A sentence-level cross-entropy loss is applied to the probability $p^{(j)}$ that indicates the ending sentence,

$$
\ell_p = - \sum_j \log(P(p^{(j)} = p_*^{(j)})),
$$

where $p_*^{(j)} = 1$ if the $j$-th sentence is the last one, otherwise $p_*^{(j)} = 0$. Finally, the total loss is a weighted sum of the three items,

$$
\mathcal{L}_{xce} = \ell_x + \lambda_y \ell_y + \lambda_p \ell_p,
$$

where $\lambda_y$ and $\lambda_p$ are hyper-parameters.

It is worth noting that we add no extra constraint on $h_{e,i}^{(j)}$ and $h_{y,i}^{(j)}$ to reduce their correlation. We proved that minimizing the loss $\mathcal{L}_{xce}$ is equal to minimizing the off-diagonal entries of the function’s Hessian matrix w.r.t. its inputs $x$ and $y$, which encourages the disentanglement between the them. Therefore, no extra constraint is compulsory to reduce the correlation of $h_{e,i}^{(j)}$ and $h_{y,i}^{(j)}$.

3.4.2 Training by REINFORCE algorithm.

From the viewpoint of Reinforcement Learning, topic transition in image paragraph captaining can be modeled as a Markov reward process, because the transition (from state to action) probability is deterministic. In [37], an incremental sentence-level reward $r^{(j)}$ is proposed to assess the contribution of each sentence to the description paragraph,

$$
r(y^{(j)}) = \phi(y^{(1:j)}, G) - \phi(y^{(1:j-1)}, G),
$$

where $\phi(\cdot)$ is a function that returns the value of the generated partial paragraph by comparing it with the annotated paragraph $G$.

For further training, an efficient solution is using the REINFORCE algorithm [34] to maximize the expected total reward,

$$
\mathcal{J}(\theta) = \sum_j \sum_{y^{(j)}} p_\theta(y^{(j)}|v_{1:K}, y^{(1:j-1)}) r(y^{(j)}),
$$

where $\theta$ is the set of parameters that have been defined. For simplicity, we denote $z = [v_{1:K}, y^{(1:j-1)}]$ and then derive

$$
\nabla_\theta \mathcal{J}(\theta) = \sum_j \sum_{y^{(j)}} r(y^{(j)}) \nabla_\theta \log p_\theta(y^{(j)}|z) \\
\approx \sum_j \frac{1}{N} \sum_{n=1}^N r(y^{(j,n)}) \nabla_\theta \log p_\theta(y^{(j,n)}|z),
$$

where $y^{(j,n)}$, $1 \leq n \leq N$ are the sentence sampled by Monte Carlo methods [12].
We compare our model with previous approaches reported in [16], including Sentence-Concat, Template, DenseCap-Concat and Image-Flat [13] and the latest state-of-the-art methods, including Regions-Hier [16], Up-Down [1], RTT-GAN [21], TDC [26], ParaCNN [39] and TEB [8]. Since the pre-trained models are not provided, we followed the officially released codes for training TDC [26], ParaCNN [39], and TEB [8]. Codes for the remaining works are unavailable, so we implemented the basic form of DHPV as our baseline model. The implementation follows the original paper [37] and training is under the same setting for a fair comparison.

4 Experiments

We conduct experiments on the Stanford image-paragraph dataset [16]. This dataset contains 19,551 images from MS COCO dataset [22] and Visual Genome [17], each of which is labeled with one paragraph of about 67.50 words. Each paragraph consists of multiple sentences with 11.91 words/sentence on average. It has been officially divided into training (14,575), validation (2,487) and test (2,489) splits.

4.1 Implementation Details

Following [1], we use the Faster R-CNN [29] object detector to obtain \( K = 36 \) object proposals. The dimension of extracted regional features is 2,048. Unless otherwise specified, all the RNNs are one-layer GRU blocks, with 512 hidden units. Similar to [16,21,37], we set the number of sentences to 6 and the maximum words in a sentence to 30. All the MLP blocks consist of two linear layers, connected by one ReLU activation layer and one dropout layer. The dropout probability during training is 0.5. The dimension of word embeddings is 512, which are trained from scratch. We replace the words that appear less than four times in the dataset with ‘unk’ token and build a vocabulary of \( 10,000 \) words. The POS tags of the annotated paragraphs are extracted by NLTK tools [19] and then merged into 17 categories. The embedding size of POS tags is set as 64.

We train the proposed model to minimize Eq. (12) using the Adam [15] optimizer with an initial learning rate of 0.0005 for 70 epochs. We set the weights of \( \ell_s \), \( \ell_y \), and \( \ell_p \) as 5:5:1. The batch size throughout training is set to 10. The learning rate decays every three epochs, with a decay rate of 0.8. We further train the model to maximize Eq. (14) for 30 epochs with the same decay rate. One sample is used for the approximation in Eq. (15). We fix the beam-search size at 1 for our model throughout the following experiments.

4.2 Comparison Methods and Metrics

We compare our model with previous approaches reported in [16], including Sentence-Concat, Template, DenseCap-Concat and Image-Flat [13] and the latest state-of-the-art methods, including Regions-Hier [16], Up-Down [1], RTT-GAN [21], TDC [26], ParaCNN [39] and TEB [8].
We report six automatic evaluation metrics, i.e. Bleu@1-4 [27], METEOR [2] and CIDEr [32]. Among them, Bleu@1-4 scores measure the precision of n-gram matching. METEOR assesses the unigram matching based on the surface form, stemmed form, and meaning of the unigrams. CIDEr evaluates the consensus of generated captions based on TF-IDF weighting for each n-gram. First, following existing sentence/dense captioning methods, we treat the generated paragraph as a big sentence to compare these metrics. However, such measurement is insufficient to reflect the coherence within the generated paragraph, since it ignores the order of sentences within a paragraph. Therefore, we further measure sentence-level scores of these six metrics. Specifically, each sentence in a generated paragraph is compared with the corresponding sentence of the annotated paragraph, and the average over six sentences gives the final (Bleu@n, METEOR or CIDEr) score of a sample. Note that, since the distribution error of document frequency in the single-sentence ground truth, we replace CIDEr with CIDEr* that removes the IDF term.

### 4.3 Comparisons with Previous Methods

**Paragraph-level evaluation** As shown in Table 2, the methods Sentence-Concat, Template, DenseCap-Concat, Image-Flat [13] and Up-Down [1] perform poorly w.r.t both the n-gram metrics and the census-based metric. We examined the generated paragraphs from the Up-Down model and found that the description sentences in a paragraph are heavily repeated. Under cross-entropy training, Regions-Hier [16] achieves the highest Bleu@1 and METEOR scores, but a low CIDEr score. This reveals that the model learns overall accuracy but fails to predict those semantic words. On the contrary, TDC gains a high CIDEr score and a low Bleu@1 score. Our model integrates the advantages of the “big” sentence methods and the topic-based methods, and presents relatively stable paragraph-level coherence and accuracy. With adversarial training and extra data, RTT-GAN performs best w.r.t METEOR and Bleu scores, followed by our model. However, our model surpasses RTT-GAN by 27.90% on the CIDEr score, which validates the effectiveness of the replacement-based reward.

**Sentence-level evaluation** Results are listed in Table 1 Compared with the “big” sentence model TDC that suppresses immediate repetition, the TEB module contributes noting to sentence accuracy and coherency. The ParaCNN achieves higher Bleu scores than TDC while lower METEOR and CIDEr* scores, which indicates increased accuracy and undermined semantic coherence. Our model surpasses TDC by 18.96% METEOR and 1.23% CIDEr* scores, and outperforms ParaCNN by 3.14% Bleu@4 and 5.76% Bleu@1 scores. It indicates that our model improves n-gram accuracy and enhances sentence coherence. This is further verified in Fig. 2. The proposed Bypass model consistently performs much better than the others w.r.t METEOR on all the six sentences, slightly better than TDC w.r.t CIDEr* and slightly better than ParaCNN w.r.t Bleu scores. The improvements contribute to simultaneously overcoming immediate repetition and delayed repetition.

---

**Table 1:** Sentence-level scores of different methods. The margin of error (i.e. ±ε) is calculated at confidence interval 95%.

|       | METEOR | CIDEr* | Bleu@4 | Bleu@3 | Bleu@2 | Bleu@1 |
|-------|--------|--------|--------|--------|--------|--------|
| TDC [26] | 8.81 ± 0.17 | 72.20 ± 1.89 | 3.82 ± 0.13 | 6.47 ± 0.18 | 11.17 ± 0.25 | 21.39 ± 0.41 |
| TEB [8] | 8.10 ± 0.17 | 66.10 ± 1.75 | 3.63 ± 0.13 | 6.07 ± 0.17 | 10.50 ± 0.24 | 19.84 ± 0.31 |
| ParaCNN [39] | 8.52 ± 0.16 | 61.06 ± 1.54 | 3.89 ± 0.11 | 6.87 ± 0.16 | 12.11 ± 0.22 | 23.11 ± 0.29 |
| Bypass | 10.48 ± 0.16 | 73.07 ± 1.48 | 3.94 ± 0.11 | 7.09 ± 0.16 | 12.65 ± 0.23 | 24.44 ± 0.29 |

---

**Figure 2:** Sentence-level score curves of different methods. The index of the x-axis denotes the first to the sixth sentence.
Table 2: Paragraph-level scores of different methods on the test split of the Stanford image-paragraph dataset. \( \times \) and ✓ represent training by cross-entropy loss and finetuning by REINFORCE algorithm, respectively. Among the ✓, RTT-GAN and ParaCNN use adversarial training instead of RL. * indicates that extra data is used in training.

4.4 Ablation Studies

**Paragraph-level evaluation** As shown in Table 3, equipped with Time Normalization, our model surpasses the original baseline model on all metrics. We observed faster convergence in experiments and improved diversity in generated descriptions. We attribute the accelerated convergence to the reduced internal shift, where Time Normalization reduces the difference among the distributions of semantic vector or syntax vector at different time steps. As for diversity, the normalized variance avoids mode-collapse in the input vectors for each sentence. Trained by \( R_{\text{increment}} \), our model achieves higher scores than the baseline model w.r.t all the metrics. Comparing our model trained with the two rewards, we can see a boost on the CIDEr metric when using the replacement-based reward.

Table 4: Paragraph-level scores w.r.t METEOR, CIDEr, Bleu@1 and Bleu@4.

4.5 Sentence-level evaluation Table 4 lists the sentence-level scores under cross-entropy training and REINFORCE training. Interestingly, Time Normalization undermines the performance of the Baseline. It verifies our hypothesis that linguistic information harms topic transition. Time Normalization cannot function effectively on the integration of linguistics and semantics. However, the improvement is obvious after these two aspects are distinguished by our Bypass model. From the results of REINFORCE training, the replacement-based reward enhances the sentence-level coherence while the increment-based reward promotes the sentence-level accuracy, complementary to the Bypass architecture.
4.5 Qualitative Results

We list the descriptions generated by TEB, ParaCNN, the Baseline, and our model in Fig. 3. For the first image, the paragraph from TEB contains heavy immediate repetition, which keeps describing “the train is white”. ParaCNN improves the coherence of the paragraph by explicitly modeling topic transition, i.e. from train, building to windows. The Baseline model describes the visual scene fluently but has immediate repetition in the second sentence. Our model depicts around the train, from track, windshield to sky. As for the second image, similar repetition is observed in the captions from TEB, which is partially reduced by ParaCNN. The description from the Baseline is around the horse, but not accurate enough and somewhat redundant. Our model seamlessly transits from man and horse to water and sky, with little repeated words. The third image is one of the very few samples that TEB depicts with little repetition. However, ParaCNN suffers from delayed repetition in this case. The same topic goes back and forth in different sentences, breaking the semantic coherence in the paragraph, e.g. both the first and the last sentences are about car. The caption generated by the Baseline is accurate yet contains immediate repetition in the last sentence. Our model resembles the accuracy of the Baseline and avoids repetition.

Visualization of topic transition As shown in Fig. 4, top visual areas are masked among the bounding boxes for each sentence in the paragraph captions by the Baseline (right up) and by our model (right down).

We can see that both models capture accurate regions when producing the first two sentences, i.e., the woman and the shirt. However, for the third sentence, the Baseline model focuses on a street area and depicts the item on the table.
It continues describing woman and shirt in the fourth sentence while attending to the bowl. Instead, our model first focuses and describes the cup on the table in front of the woman in the third sentence, and then turns to the bush behind her. The visual attention in our model moves more smoothly and has better control of the generated descriptions.

**Visualization of topic clustering**  
Fig. 5 shows the clustering space of the learned topic vectors from the Baseline and the proposed model. We can observe that the topic vectors of the Bypass model present a much better clustering effect w.r.t the semantic. On the contrary, the topic vectors from the same semantic category spread more widely, and those from different categories mix with each other.

![Figure 5: Clustering of topic vectors. Samples in the same color are from the same semantic category. The overlapped area covers very few points in the Bypass clustering space.](Image)

We circle two sets of clustered samples in space given by the Bypass model for illustration. The dark blue circle represents an outdoor scene, where the semantic words include \{water, ocean, dirt, trees, tarmac, snow, rock, sky, grass, road, sand, leaves, gravel, forest, wooded, mountain, fence, tracks, ground, sun, enclosure, hill, slope, boulder\}. The light cyan represents an indoor scene, where the semantic words include \{bottle, luggage, boxes, attached, window, meter, room, handles, bowls, glass, desk, box, door, toilet, plates, suitcases, shelf, suitcase, vase, hanging, bag, sink, bathroom, kitchen\}.

5 Conclusion

In this paper, we proposed a Bypass architecture that separates the semantic stream from sentences for a more coherent topic transition without extra disentangling loss. Moreover, a novel replacement-based reward was devised to reduce delayed repetition and the variance of the model when trained by the REINFORCE algorithm. Experiments showed improved sentence-level and paragraph-level coherence and accuracy of the proposed method without extra training data, and verified the validity of different modules. In the future, we would like to explore more on the syntactic stream to increase the linguistic diversity in generated paragraph descriptions.
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A Deduction of the disentanglement

We add no extra constraint on $h_{c,i}^{(j)}$ and $h_{y,i}^{(j)}$ to reduce their correlation since the employed single addition layer under word-level cross-entropy loss facilitates the disentanglement property.

For simplicity, we reuse the symbol $x \in \mathbb{R}^{D}$ and $y \in \mathbb{R}^{D}$ to denote the semantic element $h_{c,i}^{(j)}$ and the syntactic element $h_{y,i}^{(j)}$, respectively. The input vector to the softmax layer is $z$ and the output is $f$. Thus we have,

$$z = W(x + y) \quad \text{and} \quad f = \sigma(z),$$  \hspace{1cm} (18)

where $W$ is the parameter matrix and $\sigma(\cdot)$ is softmax function.

Given that the $i$-th ground-truth word in the $j$-th sentence is an one-hot word vector $f^*$ with $f_k = 1$, the cross-entropy loss is

$$\ell = - \log f_k,$$  \hspace{1cm} (19)

and we have that

$$\frac{\partial f_k}{\partial x} = \frac{\partial f_k}{\partial z} \cdot \frac{\partial z}{\partial x} = \frac{\partial f_k}{\partial z} \cdot W,$$  \hspace{1cm} (20)

$$\frac{\partial f_k}{\partial y} = \frac{\partial f_k}{\partial z} \cdot \frac{\partial z}{\partial y} = \frac{\partial f_k}{\partial z} \cdot W.$$  \hspace{1cm} (21)

Then according to gradient chain rule, we can derive

$$\frac{\partial \ell}{\partial x} = - \frac{\partial \log f_k}{\partial x} = - \frac{1}{f_k} \frac{\partial f_k}{\partial x}.$$  \hspace{1cm} (22)
To analyze the correlation between $x$ and $y$, we calculate the second-order partial derivatives as [28] does:

\[
\frac{\partial^2 \ell}{\partial x \partial y} = \frac{\partial}{\partial y} \left( \frac{\partial \ell}{\partial x} \right) = -\frac{\partial}{\partial y} \left( \sum_{k} f_k \frac{\partial f_k}{\partial x} \right)
\]

(23)

\[
= \frac{1}{f_k^2} \frac{\partial f_k}{\partial y} \frac{\partial f_k}{\partial x} - \frac{1}{f_k} \frac{\partial^2 f_k}{\partial x \partial y}.
\]

(24)

The two terms in Eq. (24) regardless of coefficient are

\[
\frac{\partial f_k}{\partial y} \frac{\partial f_k}{\partial x} = \left( \frac{\partial f_k}{\partial y} \frac{\partial f_k}{\partial x} \right) = \left( \sum_i \frac{\partial f_k}{\partial z_i} w_{it} \right) \left( \sum_j \frac{\partial f_k}{\partial z_j} w_{js} \right)
\]

(25)

\[
= \left( \sum_{i,j} \frac{\partial^2 f_k}{\partial z_i \partial z_j} w_{it} w_{js} \right),
\]

and

\[
\frac{\partial^2 f_k}{\partial x \partial y} = \frac{\partial}{\partial y} \left( \frac{\partial f_k}{\partial x} \right) = \frac{\partial}{\partial y} \left( \sum_i \frac{\partial f_k}{\partial z_i} w_{it} \right)
\]

(26)

\[
= \left( \sum_{i,j} \frac{\partial^2 f_k}{\partial z_i \partial z_j} w_{it} w_{js} \right) = W^T \left( \frac{\partial^2 f_k}{\partial z^2} \right) W.
\]

Replacing Eq. (23) with Eq. (25) and Eq. (26), we have that

\[
\frac{\partial^2 \ell}{\partial x \partial y} = \frac{1}{f_k^2} \left( \sum_{i,j} w_{it} w_{js} \left( \frac{\partial f_k}{\partial z_i} \frac{\partial f_k}{\partial z_j} - f_k \frac{\partial^2 f_k}{\partial z_i \partial z_j} \right) \right)
\]

(27)

\[
\leq \frac{1}{f_k^2} W^T A W,
\]

where $A = (a_{ij}) = \left( \frac{\partial f_k}{\partial z_i} \frac{\partial f_k}{\partial z_j} - f_k \frac{\partial^2 f_k}{\partial z_i \partial z_j} \right)$.

Since $f = \sigma(z)$, we have $f_k = \frac{e^{z_k}}{\sum_{m} e^{z_m}}$. The partial derivative of the softmax function gives

\[
\frac{\partial f_k}{\partial z_i} = \begin{cases} -f_i f_k & \text{if } i \neq k \\ f_k(1 - f_k) & \text{if } i = k. \end{cases}
\]

(28)

Based on Eq. (28), the second-order partial derivative is

\[
\frac{\partial^2 f_k}{\partial z_i \partial z_j} = \begin{cases} f_k(2f_k - 1)(f_k - 1) & \text{if } i = j = k \\ f_i f_k(2f_k - 1) & \text{if } i = k \neq j \\ f_i f_k(2f_k - 1) & \text{if } i = j \neq k \\ 2f_i f_j f_k & \text{if } i \neq j \neq k. \end{cases}
\]

(29)

Correspondingly, the elements of $A$ can be calculated as

\[
a_{ij} = \begin{cases} f_i^2(1 - f_k) & \text{if } i = j = k \\ -f_i f_j f_k & \text{if } i = k \neq j \\ -f_i f_j f_k & \text{if } i \neq j = k \\ f_i^2 f_j (1 - f_k) & \text{if } i = j \neq k \\ -f_i f_j f_k^2 & \text{if } i \neq j \neq k. \end{cases}
\]

(30)
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Supposing $k = 1$, a visualization of $A$ is

$$A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix} \approx \begin{bmatrix}1 & 2 & \cdots & 3 \\
4 & 5 & \cdots & 5 \\
3 & \cdots & \cdots & 5 \\
4 & 5 & \cdots & 4
\end{bmatrix}.$$  

Minimizing the loss $\ell$ leads to $f_k \to 1$ and $f_m \to 0$ for $m \neq k$. Thus, $a_{ij} \to 0$ (by Eq. (30)) and $A \to 0$. We assume that the parameter matrix $W$ is bounded (i.e., $w_{ij}$ is finite), then it derives $\frac{\partial^2 \ell}{\partial x \partial y} \to 0$ and $\frac{\partial^2 \ell}{\partial y \partial x} \to 0$ by Eq. (27).

Thus, minimizing the loss $\ell$ also minimizes the off-diagonal entries of the function’s Hessian matrix w.r.t. its inputs $x$ and $y$, which encourages the disentanglement between the inputs. Therefore, no extra constraint is compulsory to reduce the correlation of $h_{e,i}^{(j)}$ and $h_{y,i}^{(j)}$.

### B More qualitative examples

Fig. 6 is a more complete version of the quality comparison. We can see that ‘big’ sentence methods Up-Down and TEB suffer from both immediate repetition and delayed repetition. TDC reduces immediate repetition by blocking trigrams, while ParaCNN and the Baseline model address it by explicitly modeling topic transition. However, they still suffer from delayed repetition. Our Bypass reduces both types of repetition and enhances the coherence of generated descriptive paragraphs.
Figure 6: Descriptive captioning paragraphs generated by Up-Down, TDC, TEB, ParaCNN, the Baseline, and the Bypass model.