The organization of the basal ganglia functional connectivity network is non-linear in Parkinson's disease
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ABSTRACT

The motor symptoms in Parkinson's disease (PD) have been linked to changes in the excitatory/inhibitory interactions of centers involved in the cortical-subcortical closed-loop circuits which connect basal ganglia (BG) and the brain cortex. This approach may explain some motor symptoms of PD but not others, which has driven the study of BG from new perspectives. Besides their cortical-subcortical linear circuits, BG have a number of subcortical circuits which directly or indirectly connect each BG with all the others. This suggests that BG may work as a complex network whose output is the result of massive functional interactions between all of their nuclei (decentralized network; DCN), more than the result of the linear excitatory/inhibitory interactions of the cortical-subcortical closed-loops. The aim of this work was to study BG as a DCN, and to test whether the DCN behavior of BG changes in PD. BG activity was recorded with MRI methods and their complex interactions were studied with a procedure based on multiple correspondence analysis, a data-driven multifactorial method which can work with non-linear multiple interactions. The functional connectivity of twenty parkinsonian patients and eighteen age-matched controls were studied during resting and when they were performing sequential hand movements. Seven functional configurations were identified in the control subjects during resting, and some of these interactions changed with motor activity. Five of the seven interactions found in control subjects changed in Parkinson's disease. The BG response to the motor task was also different in PD patients and controls. These data show the basal ganglia as a decentralized network where each region can perform multiple functions and each function is performed by multiple regions. This framework of BG interactions may provide new explanations concerning motor symptoms of PD which are not explained by current BG models.

1. Introduction

During the 1980s and 1990s, basal ganglia (BG) were grouped in cortico-subcortical closed-loop circuits by a model which was later widely used to explain the physiopathology of these regions. This classical BG-model arranges BG in linear networks which process cortical information, and return it to its cortical origin. One of these networks is the basal ganglia motor circuit (BGmC), which involves neurons projecting from the primary motor cortex (M1) to the putamen (Put), and from this region to the external globus pallidum (GPe), subthalamic nucleus (STN), internal globus pallidum (GPi) and substantia nigra reticulata (SNr). The information processed by these regions goes to the anterior thalamus (motor thalamus; MT) and then returns to the cortex where it modulates M1 activity. The BGmC is composed of three parallel linear networks, the direct (M1 → Put → SNr/GPi → MT → M1), the indirect (M1 → Put → GPe → STN → GPi/SNr → MT → M1), and the hyperdirect network (M1 → STN → SNr/GPi → MT → M1) (Fig. 1A1). This model estimates the overall dynamic of the BGmC as the result of the linear excitatory/inhibitory interactions within the BGmC (Albin et al., 1989; Alexander et al., 1986; DeLong, 1990). In Parkinson's disease (PD), the degeneration of dopaminergic nigro-striatal cells triggers a chain dysfunction of the excitatory/
...hitory interactions of the three BGmCs, which finally results in the depression of M1 activity which the classical BG-model associated to motor symptoms (DeLong and Wichmann, 2009; DeLong, 1990; Obeso et al., 1997) (Fig. 1A2). Although this model explained some motor symptoms (Canavan et al., 1989; Cazorla et al., 2014; Cui et al., 2013; DeLong and Wichmann, 2009; Kravitz et al., 2010; Yin, 2014, 2017), other symptoms remained unexplained. Thus, key facts such as why Tal (Canavan et al., 1989) or GPe (Soares et al., 2004) lesions do not result in bradykinesia, or why GPe lesions do not result in dyskinesia (DeLong and Wichmann, 2009), cannot be explained with this model. These mismatches promoted the development of new BG-models (Canavan et al., 1989; Cassidy et al., 2002; Khanna and Carmena, 2015, 2017; Llanos et al., 2005) which have brought additional evidence to the field. Therefore, the classical BG-model, defined as the result of the local interactions between the consecutive elements of their linear circuits (e.g. classical BG-model), may work as a complex network whose output may be the result of the massive functional interconnections between most or all of its elements. These networks do not have central elements which control the activity of the other elements of the circuit. Instead, the global dynamic of the networks is the result of multiple interactions between their centers (decentralized networks; DCNs) (Abel et al., 2016; Sorrentino et al., 2016; Wang et al., 2018). Because the dynamic of DCNs involves the simultaneous interactions of most of their elements, the study of these networks requires the simultaneous recording of all their elements, a recording that was not technically possible when the classical BG-model was developed, but which is now feasible with new neuroimaging methods. Magnetic resonance imaging (MRI) methods can work with non-linear relationships. This method was applied here to identify the functional connectivity of neuronal networks (functional connectivity MRI, fcMRI) (Arthurs and Boniface, 2002; Logothetis, 2002; Logothetis and Wandell, 2004; Raichle, 1998; Raichle and Mintun, 2006). Some methods for analyzing fcMRI data examine the connectivity of only two regions at the same time (e.g. correlation methods), but other methods such as the independent component analysis (Damoiseaux et al., 2006; Fox and Raichle, 2007; Goebel et al., 2006) and data-driven sparse GLM (Lee et al., 2011; Su et al., 2016) can simultaneously work with multiple regions. Most multifactorial methods assume a linear interaction between regions which is uncommon in BG (Marceglia et al., 2006; Rodriguez-Sabate et al., 2017; Schroll and Hamker, 2018), where many neurons display a non-linear dynamic (Rodriguez et al., 2003a; Rodriguez et al., 2003b, 2003c). We have recently developed a multifactorial method for researching fcMRI data which is based on the multiple correspondence analysis (MCA) (Rodriguez-Sabate et al., 2017), this is a multifactorial method which can work with non-linear relationships. This method was applied here to study BG as DCN, and to describe the effect of PD on the DCN behavior of BG for the first time.

2. Methods

2.1. Participants

Thirty eight right-handed volunteers with no history of neurological or mental disease (other than PD) participated in this study. Two groups were included, a control group (eighteen age-matched subjects, 9 males and 9 females between 34 and 70 years of age) and a PD group (twenty PD patients, 10 males and 10 females between 39 and 72 years of age). Patients were diagnosed with idiopathic PD by two experienced neurologists (> 15 years of diagnostic experience in movement disorders), who used the medical history, physical and neurological examinations, response to levodopa, laboratory examinations and MRI to exclude other diseases. The severity of motor disorders was assessed according to the Hoehn & Yahr scale and the Unified Parkinson’s Disease Rating Scale III (UPDRS III). Patients with dementia (Montreal Cognitive Assessment and Mini Mental State Examination), parkinsonism induced by other degenerative diseases (post-encephalitic parkinsonism, Shy-Drager syndrome, drug- or toxin-induced parkinsonism, etc) were excluded. Patients were diagnosed between 2011 and 2016 in the Basal Ganglia Unit of the Neurological Service of the La Candelaria University Hospital in Tenerife, Canary Islands. In order to reduce the impact of medication on the studies, anti-parkinson drugs were not administered within 24 h prior to the study. Written informed consent was provided.
by all participants, all procedures were in accordance with the ethical standard of the 1964 Helsinki declaration, and the study was approved by an institutional review board (Institutional Human Studies Committee of La Laguna University).

2.2. Data collection

The basic experimental procedures were similar to those reported in recent studies (Rodriguez-Sabate et al., 2015; Rodriguez-Sabate et al., 2017), but using two experimental conditions, motor-resting (subjects did not perform any planned task) and motor-task (subjects performed a repetitive sequence of finger extensions/flexions with the right-hand).

2.3. Data preprocessing

| BG-activity profiles | Distance in MCA space (Chi² metric) | Eigenvalues | Accumulated inertia |
|----------------------|------------------------------------|-------------|---------------------|
| BG-activity profile 1 | Distance 1 | Eigenvalue 1 | Accumulated inertia 1 |
| BG-activity profile 2 | Distance 2 | Eigenvalue 2 | Accumulated inertia 2 |
| BG-activity profile 3 | Distance 3 | Eigenvalue 3 | Accumulated inertia 3 |
| BG-activity profile 4 | Distance 4 | Eigenvalue 4 | Accumulated inertia 4 |
| BG-activity profile 5 | Distance 5 | Eigenvalue 5 | Accumulated inertia 5 |

The data preprocessing included a slice scan time correction, a 3D motion correction, and a time filter which eliminates frequencies below 0.009 Hz. Studies with images showing a displacement > 0.5 mm or a rotation > 0.5 degrees were removed. No spatial smoothing was performed. Residual motion artifacts and physiological signals unrelated to neural activity (e.g. respiration, cardiac activity) were removed by regressing the BOLD-signals recorded throughout the brain with the mean value with the number 1 and those lower or equal to the mean value with the number 0. Binarized data were used to compute the Contingence Table, which at each recording-time shows the high/low status of all BG (BG-activity profiles). The Burt table shows the frequency of low-low (0-0), high-high (1-1), high-low (1-0) and low-high (0-1) coincidences between every two BG. Working with the Correspondence and the Burt tables, MCA identifies the most frequent BG-coincidences of activity (BG-activity profiles) and segregates and sorts them into a seven dimensional space. The characteristics and reliability of each region in each configuration was computed with the different procedures indicated at the bottom-left. The bottom-right indicates the procedure used to compute the CC.

2.4. Multiple correspondence analysis (MCA)

MCA identified the most frequent coinciding patterns of BG activity (BG-activity profiles). These profiles were ordered according to their relative relevance (quantified by eigenvalues), the most relevant profile is in dimension 1, the second most relevant in dimension 2 and so on. Seven dimensions were chosen because they accumulated > 95% of the information (accumulated inertia) and the last dimension provided enough reliable quality (eigenvalue > 0.05) (Fig. 3). The BG-activity profiles were identified without human supervision (driven by data).

The initial computing was the normalization (around their mean value) and binarization (binarized by replacing data higher than the mean value with the number 1 and those lower or equal to the mean value with the number 0). Binarized data were used to compute the Contingence Table, which at each recording-time shows the high/low status of each of the BG (BG-activity profile). The Burt table shows the frequency of low-low (0-0), high-high (1-1), high-low (1-0) and low-high (0-1) coincidences between every two BG. Working with the Correspondence and the Burt tables, MCA identifies the most frequent BG-coincidences of activity (BG-activity profiles) and segregates and sorts them into a seven dimensional space. The characteristics and reliability of each region in each configuration was computed with the different procedures indicated at the bottom-left. The bottom-right indicates the procedure used to compute the CC.
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Fig. 2. Multiple Correspondence Analysis (MCA) and Correspondence Coefficient (CC) methods. BOLD-signals of averaged ROIs were normalized (around their mean value) and categorized (binarized by replacing data higher than the mean value with the number 1 and those lower or equal to the mean value with the number 0). Binarized data were used to compute the Contingence Table, which at each recording-time shows the high/low status of each of the BG (BG-activity profile). The Burt table shows the frequency of low-low (0-0), high-high (1-1), high-low (1-0) and low-high (0-1) coincidences between every two BG. Working with the Correspondence and the Burt tables, MCA identifies the most frequent BG-coincidences of activity (BG-activity profiles) and segregates and sorts them into a seven dimensional space. The characteristics and reliability of each region in each configuration was computed with the different procedures indicated at the bottom-left. The bottom-right indicates the procedure used to compute the CC.
Correspondence Coefficient (see later).

MCA builds a multidimensional space normalized to a Chi² metric (values ranged between −1 and + 1), with each dimension showing a different BG-activity profile. In each dimension, BG far from the axis (near to −1/+1) have most of the information of the dimension, with BG with in-phase BOLD fluctuations being aggregated in the same extreme position of the dimension, and those with anti-phase BOLD fluctuations located in the opposite position of the dimension (+1 vs. -1). BG located near the axis are not relevant for the BG-activity profile of the dimension. Thus, each BG-activity profile shows in-phase activity regions (in the same side of the dimension), anti-phase activity regions (in the opposite side of the dimension), and regions with no a relevant role for this BG-activity profile (in either side but near the axis of the dimension).

The confidence of the MCA was tested with different procedures. Inertia (dispersion of data around their centroid) was used as a representation of information, with the total inertia being a normalized representation of inertia (0, no information / 1: all available information) which is useful to estimate the distribution of information across the different MCA-dimensions. This distribution may be observed in the accumulated inertia, where the inertia of each dimension is accumulated with the inertia of the lower dimensions (values in % of total inertia). The relative relevance of each dimension to the total inertia can be also computed by the eigenvalue (also normalized between 0 and 1). The relative inertia normalizes the information of each dimension between 0 and 1, and may be used to estimate the relative contribution to each BG to each BG-activity profile.

2.5. Correspondence coefficient (CC)

Although MCA may reveal hidden BG-activity profiles, it does not establish their statistical value. The correspondence coefficient (CC) was used here to obtain the statistical significance of the in-phase/anti-phase interactions of 2 particular regions of the BG-activity profile. The CC uses the Burt table (bottom-right Fig. 2) to estimate the co-activation probability of two BG. CC represents the coincidence degree (high-high plus low-low states vs. anti-coincidence degree (high-low plus low-high states) of the activity of two regions (no-coincidence indicates a random relationship between the high and low states of two regions). CC was normalized between +1 (coincidence of low-low and high-high status) and −1 (when a region was in a high status the other was in a low status and vice versa). CC values near 0 indicate that the status of two BG regions has a random relationship. The statistical significance of the CC was estimated by the Chi² test of independence. CC studies the relationship between two BG and cannot distinguish the simultaneous interaction of multiple BG or complex interactions between two BG (e.g. simultaneous in-phase and anti-phase relationships).

3. Results

No statistical differences were found for the age of the PD group (57.2 ± 6.1 years old; mean ± standard error) and the control group (58.4 ± 9.1 years old). All PD patients showed an early-to-mid clinical motor stage in the Hoehn & Yahr scale (1.60 ± 0.14; all patients had a scale stage of I or II), in the UPDRS III values (13.16 ± 1.46) and in the Schwab and England (93 ± 2.2). Akinesia was the predominant symptom, with all patients showing an obvious delay in movement initiation and a low expression of tremor. Neither patients nor aged-matched controls showed dementia (Montreal Cognitive Assessment values higher than 27 and the Mini Mental State Examination values higher than 27 in all cases) or abnormalities in the MRI studies (intracranial space-occupying lesions, vascular malformations, stroke, etc). Data from 3 PD patients and 2 control subjects were excluded from analysis due to excessive motion during the MRI recordings.

Fig. 3 (left side) shows the eigenvalues computed for both groups (controls and PD patients) under resting and motor task conditions. Eigenvalues decreased from 0.24–0.27 in the first dimension to 0.07 in the seventh dimension, which validates the sorting of BG-activity profiles according to their relative relevance. Accumulated inertia also supports this sorting with values which increased from 25% to 95% (right-side Fig. 3). Thus, the seven dimensions included in the study contained 94% of the MCA-information, with the least significant dimension 7 having a high enough eigenvalue (> 0.07) for the BG-activity profile of this dimension to be reliable.

The expression “functional network” (commonly used in fMRI studies) was not used here because it is commonly used to refer to regions with in-phase BOLD-fluctuations and which are linked by direct pathways. Some BG-activity profiles included regions with no direct connections and which had anti-phase BOLD-fluctuations. Thus, the term functional configuration (instead of functional network) was considered more appropriate.

3.1. Dimension 1: BG synchronous configuration

The control-group showed a Put-GPe-STN-GPi-SN-MT cluster in the positive axis of dimension 1 (Fig. 4E/4I), which had 25% of total inertia. Two sub-clusters were observed. The GPe-STN-GPi cluster was located in the most extreme position of dimension 1 (Fig. 4I) and had the highest relative inertia (16/24/23/19%, respectively) (Fig. 5I). Regions involved in the BG communication with the cortex (Put-MT) were located nearer the axis (Fig. 4E) and had a less relevant relative inertia (6/10% respectively) (Fig. 5E). The same functional profile (Figs. 4G/4K) and relative inertia (Figs. 5G/5K) were found during the motor task. Because this in-phase configuration segregates BG from the cortex, it is referred to here as the BG synchronous configuration.

The PD-group had the same Put-GPe-STN-GPi-SN-MT cluster (Fig. 4F/4J) and relative inertia (Fig. 5F/SJ) but in the negative axis of dimension 1, a difference which does not indicate anything in particular because all regions were in the same side of the axis, which shows that their activity was in-phase. The motor task did not change the distribution (Fig. 4H/4L) and relative inertia (Fig. 5H/SJ) of the BG synchronous configuration.

Thus, the most relevant MCA dimension 1 segregated the GPe-STN-GPi from the input/output BG (Put-MT), and both sub-groups were segregated from cortical areas (M1-S1), which were located near the axis and did not provide any relevant information for this dimension.

3.2. Dimension 2: cortical synchronous configuration

The control group had a M1-S1 cluster in the positive axis of dimension 2 (Fig. 4A) which had most of the relative inertia (44/45%) of the dimension (Fig. 5A). These findings were also found during motion.
Because this functional configuration included both areas in the same axis, it is referred to here as the cortical synchronous configuration. PD patients had a similar M1-S1 cluster (Fig. 4B/5B), which did not change with the motor task either (Fig. 4D/5D).

Thus, the second most relevant MCA dimension (dimension 2) segregated the cortical areas (M1-S1) from all BG (GPe-STN-SN-GPi-Put-MT), which is a finding observed in controls and PD patients during both resting and motion.

3.3. Dimension 3: cortical-BG transfer/synchronous configuration and Indirect-BG configuration

The control group had a Put/MT cluster in the positive axis of dimension 3 (Fig. 4E) which contained 65.1% of the relative inertia of the dimension (Fig. 5E). The same cluster (Fig. 4G) with a similar inertia (62.2%; Fig. 5G) was found during the motor task. The M1, S1, GPe, STN, SN and GPi were near the axis (Fig. 4A/4I) and had a low relative inertia (Fig. 5A/5I). The motor task did not change either the Put-MT grouping (Fig. 4C) or its relative inertia (Fig. 5C). Because these regions are involved in the transfer of information between the cortex and BG, and both regions were located in the same axis, this functional grouping is referred to here as the cortical-BG transfer/synchronous configuration.

The above configuration was not found in PD because the MT was in a position near the axis (Fig. 4F) and had a very low relative inertia (0.1%; Fig. 5F). The MT was replaced in this dimension by the GPe (located with the Put in the positive axis), and by the STN and SN (both located in the negative axis) (Fig. J). This grouping did not change in PD patients during the motor task (Fig. J/4L and 5H/5L). As the Put-GPe-STN-SN are included in the indirect pathway of the classical model, this functional grouping is referred to as indirect BG configuration.

3.4. Dimension 4: cortical-BG transfer/asynchronous configuration and Gpi-MT asynchronous configuration

A clear advantage of MCA regarding other fcMRI methods is its ability to identify more than one functional connectivity in each region and the Put-MT configurations are a good example of this. The Put-MT configuration had in-phase activity in dimension 3 and anti-phase activity in dimension 4 (Fig. 4E/5E). The anti-phase activity did not change with the motor task (Fig. 4G/5G). Since these regions are involved in the cortical-BG transfer of information, and both regions were located in a different axis, this functional grouping is referred to here as the cortical-BG transfer/asynchronous configuration. Thus, the cortical-BG transfer/asynchronous configuration is the opposite of the cortical-BG transfer/synchronous configuration.

The cortical-BG transfer/asynchronous configuration was not found in PD. During the resting intervals, the MT moved to more extreme positions (Fig. 4F) and its relative inertia increased (75.7%; Fig. 5F), whereas the Put moved nearer to the axis (Fig. 4F) losing its relative inertia (0.0%; Fig. 5F). The position of the Put in these patients was occupied by the GPe (Fig. 4J), which was located in the opposite axis to where the MT was and had a high proportion of the relative inertia of dimension 4 (20.2%; Fig. 5J). This MT-GPi grouping was also found during the motor activity of PD-patients (Fig. 4H/4L and 5H/5L). Because these regions were located in opposite axes, this functional grouping is referred to here as Gpi-MT asynchronous configuration.
3.5. Dimension 5: GPe-Put asynchronous configuration and GPe-GPi asynchronous configuration

The control group had a GPe-Put configuration in dimension 5 with both regions in opposite positions regarding the axis (Fig. 4E/4I). Although this configuration was also observed during the motor activity (Fig. 4G/4K), the relative inertia of the GPe decreased (from 68.1% to 50.0%; Fig. 5I/5K) and that of the Put increased (from 16.5% to 33.0%; Fig. 5E/5G) in this case. As this configuration shows the Put and MT in opposite positions of the axis of the dimension, it is referred to here as the GPe-Put asynchronous configuration.

This configuration was not found in PD patients and was replaced by an anti-phase GPe-GPi activity during resting (Fig. 4B) and motor activity (Fig. 4D) which had a relative inertia of 48/35% during resting (Fig. 5J) and 44/37% during motion (Fig. 5L). This new configuration is referred to here as the GPe-GPi asynchronous configuration.

3.6. Dimension 6 vs. 7: cortical asynchronous configuration, SN-GPi asynchronous configuration, Put-SN synchronous configuration, STN-SN asynchronous configuration and STN-Put synchronous configuration

The control group had M1-S1 anti-phase activity (Cortical asynchronous configuration) in dimension 6 which was the opposite of the cortical synchronous configuration found in dimension 2 (Fig. 4A) and motor task (Fig. 4I) which had a relative inertia of 48/35% during resting (Fig. 5J), and 44/37% during motion (Fig. 5L). This new configuration was referred to here as the GPe-GPi asynchronous configuration.

This configuration was not found in PD patients and was replaced by an anti-phase GPe-GPi activity during resting (Fig. 4J) and motor activity (Fig. 4L) which had a relative inertia of 48/35% during resting (Fig. 5J) and 44/37% during motion (Fig. 5L). This new configuration is referred to here as the GPe-GPi asynchronous configuration.

3.7. A summary of the PD action on the functional configurations of BG

Fig. 6 shows a summary of the functional configurations identified by MCA in healthy controls (left side) and PD patients (right side) during resting (top) and the motor activity (bottom). The in-phase configurations are shown by brown areas and the anti-phase configurations by blue areas. Healthy controls had three configurations with in-phase activity: BG synchronous (C1), cortical synchronous (C2) and Cx-BG transfer/synchronous (C3) configurations. C1 and C2 were also found in
PD patients, but the synchronous activity of C3 was not found in PD and the indirect BG configuration (C3+) was found in its place. Healthy controls had four configurations with asynchronous activity: Cx-BG transfer/asynchronous (C4), GPe-Put asynchronous (C5), Cx asynchronous (C6) and BG-output asynchronous (C7) configurations. All these asynchronous activities were not found in PD patients, and new Put-GPe-STN-SN synchronous/asynchronous (C3+), MT-GPi asynchronous (C4+), GPe-GPi asynchronous (C5+), Put-SN synchronous (C6+), STN-SN synchronous (C7+) and STN-Put synchronous (C7++) configurations appeared. Motor activity induced few effects in control subjects (a dimension exchange of C6 and C7). The effect of motion was different in PD patients, in whom C7+ was replaced by C7++.

3.8. The BG interactions according to the correspondence coefficient (CC)

Fig. 7 shows the CC of the control group during resting. Peripheral images show the CC of a particular region (top of figures) regarding all the other regions (bottom of figures). Fig. 7I shows a summary of the statistically significant CC for the different regions (positive CC are shown in red and negative CC in blue). Fig. 7J shows a summary of the classical BG pathways.

The in-phase activity of all BG found in dimension 1 (BG synchronous configuration in Fig. 4E/4I) agrees with the positive CC observed between all BG (Fig. 7C/7D/7E/7F/7G/7H/7I). The in-phase M1-S1 activity found in dimension 2 (Cx synchronous configuration in Fig. 4A) was also observed with CC (Fig. 7A/7B). The M1 (Fig. 7A) and S1 (Fig. 7B) showed a positive CC between them, and a negative CC with most BG regions (GPe-STN-SN-MT), thus suggesting that the BG synchronous and Cx synchronous configurations are not activated at the same time (this opposite activation is also shown in Fig. 7D/7E/7F/7G).

The in-phase Put-MT activity found in dimension 3 (Cx-BG transfer/synchronous configuration in Fig. 4E) agrees with the positive CC observed between the Put and MT (Fig. 7C and D). Thus, the 3 main configurations identified by MCA agree with CC data (Fig. 7I). This agreement is possible because they are the most outstanding configurations (first three dimensions) and all regions of these configurations displayed an in-phase activity. However, CC (and other methods such as correlation methods) cannot identify the participation of a region in different networks, which is possible with the MCA method because it distributes the activity of each region across different MCA dimensions. The anti-phase activity of M1-S1 (Fig. 4A dimension 6) and Put-MT (Fig. 4E dimension 4) was not detected by the CC analysis because CC shows the overall result of both the in-phase and the anti-phase interactions, and because the in-phase interaction was stronger in both cases than the anti-phase interaction, the CC only showed the in-phase interactions. Thus, CC supports the MCA results but reveals fewer functional interactions than those shown by MCA. CC establishes the statistical values of the in-phase or anti-phase oscillation of two regions (Chi2 tables of the Burt table) but CC does not identify the interaction of multiple regions or the participation of a region in different functional configurations (it only detects the most powerful configuration). Thus, CC data must be considered with caution, and were not used here to analyze possible differences between controls and PD patients. CC shares these limitations with other methods which only identify interactions between two regions or which cannot detect the participation of a region in multiple functional networks (e.g. correlation methods).

4. Discussion

MCA identified seven functional configurations in the BGmC, some
of which changed with motor activity. PD induced a marked reconfiguration of the BGmC, which eliminated some configurations and modified others. The effect of motion on the BGmC was also different in PD patients and controls. The joint use of fcMRI and MCA methods helps to understand the behavior of BG as a DCN, and to research the mechanisms involved in the motor disorders of PD.

4.1. Methodological considerations

MCA is a multivariate data-driven method which can identify hidden non-linear interactions between multiple regions which are undetectable by pair-wise comparison methods. Other multivariate methods such as the independent component analysis (Goebel et al., 2006; Meindl et al., 2010), clustering analysis (Li et al., 2009), and fuzzy (Windischberger et al., 2003) or hierarchical (Cordes et al., 2002) clustering analysis can also identify complex interactions of multiple regions, but their utility for studying non-linear interactions is limited (McKeown and Sejnowski, 1998). The present study used an MCA-based method to identify the regions showing “in-phase” (high coincidence of low-low and high-high BOLD-levels), “anti-phase” (coincidence of high-low and low-high BOLD-levels), and “independent” (unrelated BOLD-levels) activities.

Most BG participated in different functional configurations, thus supporting their involvement in a DCN-type network. In control subjects, the STN was included in only one configuration, but the M1, S1, GPe, GPi and SN were included in two configurations, the MT in three configurations, and the Put in four configurations (Top left Fig. 7). All BG involved in more than one configuration displayed both in-phase and anti-phase activities. The GPe is an example, showing in-phase activity with all BG (BG synchronous configuration) and anti-phase activity with the Put (GPe-Put asynchronous configuration). In some cases, this opposing behavior was observed between the same regions which, as happened with M1-S1, showed in-phase and anti-phase activity in the same recording session. This antagonistic behavior can be detected by MCA because the in-phase and anti-phase activities were displayed at different times, and thus were recorded in different rows of the contingency table. The antagonistic behavior is not detected by other methods which, as occurs with the correlation methods, integrate both activities and only identify the most relevant activity.

The eight regions included in the study can theoretically be grouped in 256 possible binary configurations, but only thirteen configurations were observed here, seven in healthy controls, five more configurations in resting PD patients, and one more in PD patients performing a motor task. Other possible configurations may also be working in BG, but only seven could be identified here because this is the maximum possible number of configurations which MCA can detect working with eight variables.

4.2. Segregating cortical and BG activity: the effect of PD on the cortex-BG interactions

Put-GPe-STN-GPi-SN-MT activity was in-phase in dimension 1, indicating that this synchronous configuration of BG is the most effective one. The M1 and S1 showed synchronous activity in the second most relevant dimension (cortical synchronous configuration). These two configurations together contain about 45% of the MCA-information (total inertia), and finding them during resting and motor task conditions suggests that they are not dependent on experimental conditions.

Fig. 7. Correspondence Coefficient (CC) of the control group during the resting task. Peripheral graphics show the CC of the region at the top of each image with all the other regions (at the bottom of each image). The diagram in the middle shows a summary of the statistically significant CC for the different regions, red arrows connecting regions with a significant positive CC and blue arrows connecting regions with a significant negative CC. Non-significant CC are not shown. M1: primary motor cortex, STN: subthalamic nucleus, Put: post-commissural putamen, GPe: external globus pallidum, GPi: internal globus pallidum, SN substantia nigra, and MT: motor thalamus.
nor inactive at the same time. This fluctuation may disappear in PD because the dopamine decrease induces a persistent activation of the Put→GPe pathway which may prevent the winning inter-change and the Put-GPe anti-phase behavior.

The functional configurations of the Put found in controls were replaced in PD patients by new configurations that, surprisingly, were compatible with the prevalence of the indirect pathway proposed by the classical BG-model. In PD patients, MCA showed one configuration which was compatible with the direct pathway (Put-SN synchronous relationship) and another which was compatible with the indirect pathway (Put-GPe-STN-SN synchronous/asynchronous relationship). These configurations were probably not identified in the control-group because these pathways continuously compete for the control of GPI-SN, and if so their action would affect the same rows of the contingency table and would, therefore, be included in one single functional configuration (probably in the BG-synchronous configuration) and not segregated between the configurations associated with the direct and indirect pathways. The identification of both configurations in PD suggests that they were not working at the same time, with the activity of each configuration being recorded in different rows of the contingency table. In this case, PD motor disorders could be generated by the discontinuous and uncoordinated activity of the direct and indirect pathways more than by the continuous prevalence of the indirect pathway.

Other parkinsonian changes of the BG configurations are more difficult to associate to BG circuits. This is the case of the GPe-GPI, STN-SN and GPI-MT asynchronous configurations. These abnormal configurations may be the final result of several changes of the BG circuits shown in Fig. 1B. For instance, the GPe-GPI anti-phase activity may be the consequence of a modification in the GPe-STN-GPI, GPe-GPI-GPe or GPe-STN-GPI-MT-Put-GPe circuits. The GPe-GPI and GPI-MT asynchronous configurations were found in PD during both resting and motor activity, whereas the Put-STN synchronous configuration was found during the motor task but not during resting conditions. The effect of motion on STN configurations was observed in PD but not in healthy controls, showing that the neuronal basis used by PD patients to perform movements is different to that used by healthy people.

4.4. The functional configurations of the BGmC in PD: some general comments

There are some relevant differences between the classical BG-model and the DCN-model suggested by MCA. The classical-model is based on the local excitatory/inhibitory actions between the successive regions of the BG closed-loop, with the global dynamic of BG being estimated as the sum/subtraction of these local actions. The DCN-model assumes that all BG, either directly or indirectly, interact with all BG. The classical-model is mainly focused on the global cortical-subcortical circuits, whereas the DCN-model includes these circuits as well as the sub-cortical circuits (in fact it cannot distinguish the action of cortical and subcortical circuits). The classical model is based on the neuronal wiring of BG, while the MCA-model shows the main patterns of multiple interactions of BG (functional configurations) and does not provide information about the structural connectivity of BG. Making a comparison with the Internet, MCA shows who spoke to who and who remained silent during the conversation, and also identifies subjects able to follow different conversations at the same time. However, MCA does not identify which “routers” are being used to send the messages. The classical model explains motor disorders in PD as a result of chained mismatches in the linear sequence of excitations/inhibitions of the BG. MCA data shows that PD does not eliminate the global organization of the BG (dimensions 1/2), but it alters the activity of regions exchanging cortical and BG information (dimensions 3/4) and most of the sub-cortical configurations of BG (dimensions 5/6/7). The DCN-model provides new perspectives about the physiology and physiopathology of BG which could encourage further studies aimed at finding direct
relationships between each PD motor disorder and the different functional configurations of BG, and such studies could boost the development of new therapeutic strategies.
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