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We consider the design of a two-arm superiority cluster randomized controlled trial (RCT) with a continuous outcome. We detail Bayesian inference for the analysis of the trial using a linear mixed-effects model. The treatment is compared to control using the posterior distribution for the treatment effect. We develop the form of the assurance to choose the sample size based on this analysis, and its evaluation using a two loop Monte Carlo sampling scheme. We assess the proposed approach, considering the effect of different forms of prior distribution, and the number of Monte Carlo samples needed in both loops for accurate determination of the assurance and sample size. Based on this assessment, we provide general advice on each of these choices. We apply the approach to the choice of sample size for a cluster RCT into poststroke incontinence, and compare the resulting sample size to that from assurance based on a Wald test for the treatment effect. The Bayesian approach to design and analysis developed in this article can offer advantages in terms of an increase in the robustness of the chosen sample size to parameter mis-specification and reduced sample sizes if prior information indicates the treatment effect is likely to be larger than the minimal clinically important difference.
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1 | INTRODUCTION

In a two-arm cluster randomized controlled trial (RCT) the randomization to the treatment and control arms is performed at the cluster, rather than the individual, level. This might be logistically less challenging, for example as a result of the need to provide extensive additional training to staff in the treatment arm, or necessary, for example if the treatment requires specialist equipment which is restricted in number by cost or other factors. These advantages must be balanced against the need for a larger sample size to achieve the same statistical power, as a result of the dependence between trial outcomes for individuals in the same cluster.

The standard analysis of a cluster RCT is via a linear mixed-effects model incorporating a fixed treatment effect and random cluster effects. Inference is achieved using (restricted) maximum likelihood estimation. If we assume a Wald test for the treatment effect, then we can write down an approximation to the power function in closed form. To use the power to choose a sample size requires estimates for the correlation between individuals within a cluster, the overall...
variability in the outcome variable and the variability in sample sizes between different clusters, as well as either the minimal clinically important difference (MCID) or an estimate for the treatment effect. If any (or all) of these parameters is misspecified, then this could have an effect on the power function and may result in an under- or over-powered trial.

The power of the trial therefore is a conditional probability that the null hypothesis for the treatment effect is rejected, given the assumed treatment effect and the values chosen for the nuisance parameters. We will in general have uncertainty about the nuisance parameters. We can take this uncertainty into account in the sample size calculation by defining a prior distribution on the nuisance parameters and then integrating the power function over this uncertainty. The result is the probability that the treatment effect is significant conditional only on the MCID. If an estimate of the treatment effect is used instead of the MCID, then the prior distribution will also include our uncertainty on the treatment effect, and we obtain the unconditional probability that the treatment effect will be significant following the trial. This latter quantity is known as the assurance in the literature,\(^2,^3\) although we expand the definition to include the case where we still condition on the MCID for the treatment effect. Assurance has been proposed for cluster RCTs based on analysis via a Wald test and using an MCID on the treatment effect.\(^4\) The combination of a frequentist analysis and a Bayesian design of a clinical trial is known as a hybrid approach.\(^5\)

In this article, we propose and develop a Bayesian approach to choose a sample size for a two-arm cluster RCT with a continuous outcome, assumed to be normally distributed, when the final analysis of the trial is to be Bayesian. A systematic review on Bayesian methods in cluster RCTs\(^6\) found thirteen papers which developed Bayesian methods. Five of these papers considered the design or analysis of cluster RCTs with binary or count outcomes.\(^7\) Another three were primarily concerned with estimation of the intra-cluster correlation coefficient (ICC, e.g., Turner et al\(^8\)). Of the remaining five, one developed a method for the analysis of rate ratios for repeated events, one was concerned with imputing a true endpoint from a surrogate and one modeled multivariate outcomes in hierarchical data. The remaining two papers, Kikuchi and Gittens\(^9\) and Spiegelhalter,\(^10\) considered cluster RCTs with continuous responses.

Both Kikuchi and Gittens\(^9\) and Spiegelhalter\(^10\) considered the analysis of a cluster RCT using the linear mixed-effects model which we will outline in Section 2. Kikuchi and Gittens\(^9\) then used an approach based on the expected net benefit to choose the sample size. This has computational advantages over the assurance, although would represent a comprehensive culture change in the way sample sizes are chosen in RCTs. Spiegelhalter\(^10\) focused primarily on the inference problem, and considered suitable prior distributions for the parameters in the linear mixed-effects model and their impact on the posterior distribution. We investigate the effect of the choice of prior distribution in light of this in Section 4. Spiegelhalter\(^10\) then detailed how to incorporate parameter uncertainty in both the ICC and the overall standard deviation into a power calculation for the required sample size. Thus, the approach taken to sample size choice was hybrid, as in Wilson et al.,\(^4\) but without incorporating uncertainty on the variability between the cluster sample sizes.

This article extends the idea of assurance for cluster RCTs to the case where the final analysis is to be Bayesian. In contrast to the case where the analysis is to be via a hypothesis test,\(^4,^10\) this results in a two loop Monte Carlo simulation scheme to evaluate the assurance, based on posterior inference via Markov chain Monte Carlo (MCMC) methods. We outline the linear mixed-effects model to analyse a cluster RCT, and posterior inference via MCMC, in Section 2. We then describe our general approach to choose the sample size using assurance, incorporating the MCMC posterior samples, in Section 3. Thus we will see that using the assurance with a Bayesian analysis of the trial is a special case of Bayesian design of experiments,\(^11\) where the utility is given by an indicator function describing whether the trial achieves a successful outcome. We note that, given the different underlying philosophies behind them, it is important to avoid making any direct comparison in terms of interpretation of the results of a sample size calculation using assurance and power. In addition, some prior knowledge is a key requirement to support the use of the Bayesian approach, especially in sample size calculations where informative prior distributions are required for the assurance to provide a meaningful sample size.

We investigate the effect of the choice of prior distribution for the analysis on the resulting inference and the number of Monte Carlo samples required, in both loops of the Monte Carlo scheme, for accurate assessment of the sample size and assurance, in Section 4, and provide general advice on suitable choices. We apply our Bayesian approach to the choice of sample size for cluster RCTs to an example trial, ICONS, in Section 5, comparing the resulting sample sizes to those chosen via a hybrid method using assurance based on a frequentist analysis of the trial. We see that, if we have a relatively high probability, based on our prior information, that the treatment effect will be larger than the MCID, then our proposed Bayesian approach has the potential to reduce the sample size required for the cluster RCT. More generally, the consideration of prior uncertainty on each of the parameters required for the sample size calculation results in a sample size which is more robust to mis-specification.
2 | INFERENCE FOR A TWO-ARM SUPERIORITY CLUSTER RCT

Consider a two-arm superiority cluster RCT comparing treatment with control. Observations of the primary outcome in the trial take the form \( Y_{ij} \) for individual \( i = 1, \ldots, n_j \) in cluster \( j = 1, \ldots, J \). Note that there are typically different numbers of individuals in different clusters (ie, \( n_j \neq n_p \) in general). A standard analysis considers a linear mixed-effects model of the form \( Y_{ij} \sim N(\mu_{ij}, \sigma_c^2) \), where the linear predictor is given by

\[
\mu_{ij} = \lambda + X_j \delta + c_j.
\]

In this model, \( X_j = 1 \) if cluster \( j \) is in the treatment arm and 0 otherwise, \( \lambda \) is the mean response in the control arm, \( \delta \) is the treatment effect and \( c_j \sim N(0, \sigma_c^2) \) is a random cluster effect, with \( \sigma_c^2 \) representing the between cluster variability. This standard model can be extended to include further individual-level fixed effects or a more complex random effects structure, and the methods developed in the article follow analogously. To perform Bayesian inference we give prior distributions to the parameters \( \theta = (\lambda, \delta, \sigma_b^2, \sigma_w^2) \). Suitable forms for the marginal prior distributions are

\[
\lambda \sim N(m_\lambda, v_\lambda), \quad \delta \sim N(m_\delta, v_\delta),
\]

\[
t_b = \frac{1}{\sigma_b^2} \sim \text{Gamma}(r_b, s_b), \quad t_w = \frac{1}{\sigma_w^2} \sim \text{Gamma}(r_w, s_w).
\]

The prior distributions on \( (\sigma_b^2, \sigma_w^2) \) represent cases (a) and (b) from Spiegelhalter. Alternative forms are provided in cases (c)-(g) of Spiegelhalter and Wilson et al. We will investigate the effect of different prior distributions for \( (\sigma_b^2, \sigma_w^2) \) on the resulting inference in Section 4.

For convenience in developing our methods later, we collect these marginal prior distributions together in the “analysis prior,” whose probability density function (pdf) is denoted \( \pi_A(\theta) \). Given the relative complexity of the model, conjugate inference is not possible to obtain the posterior distribution. However, linear mixed-effects models are amenable to common MCMC approaches, and so we can easily obtain samples from the analysis posterior distribution of the parameters \( \pi_A(\theta | y) \), where \( y = (y_1, \ldots, y_{n_1}, \ldots, y_{n_J})' \). In this article we will use the rjags package in R for this task. The rjags package uses JAGS (Just Another Gibbs Sampler) software to implement a combination of Metropolis-Hastings sampling, Gibbs sampling, slice sampling and adaptive rejection sampling to obtain samples from the posterior distribution.

The decision on the superiority, or not, of the treatment to control, would then be based on the analysis posterior distribution for the treatment effect, \( \pi_A(\delta | y) \). In particular, we would declare the treatment to be superior if the probability that this effect is positive is large, given the data, that is,

\[
\Pr_A(\delta > 0 | y) \geq \gamma,
\]

where standard values are \( \gamma = 0.95, 0.99, 0.999 \). Again, this could be evaluated approximately based on MCMC samples from the posterior distribution for \( \delta \). If a particular minimum effect size \( \delta^* > 0 \) was of interest, then we could alternatively consider the posterior probability \( \Pr_A(\delta > \delta^* | y) \geq \gamma \) as the object of the inference.

3 | SAMPLE SIZE DETERMINATION

3.1 | Choosing the sample size using assurance

A critical task in the planning of any cluster RCT is the choice of a suitable sample size. This ensures that sufficient individuals are recruited to determine if the treatment is superior to control, with reasonable probability. Assurance is the Bayesian alternative to power for this task.

In a cluster RCT the total sample size is given by \( n_T = \sum_{j=1}^J n_j \). The standard approach is to specify a total sample size, rather than the individual sample sizes for each cluster. Typically the number of clusters \( J \) is either set in advance or a range of possible cluster sizes is considered. We can think of the number of individuals in each cluster, \( n = (n_1, \ldots, n_J)' \), as coming from a multinomial distribution

\[
n \sim \text{Multinomial}(n_T, p),
\]
where \( \mathbf{p} = (p_1, \ldots, p_J)' \) and \( p_j \) is the probability a randomly selected individual comes from cluster \( j \). We could give a prior distribution to \( \mathbf{p} \) which represents a prior belief that, while we expect variation between the cluster sizes, a priori we do not know which cluster sizes are likely to be larger or smaller. To do so we could choose a symmetrical Dirichlet prior \( \mathbf{p} \sim \text{Dirichlet}(\mathbf{a}) \), where \( \mathbf{a} = (a_1, \ldots, a_J)' \), and \( a_1 = a_2 = \cdots = a_J \). Smaller values of \( a \) will give more variation in cluster sizes and larger values will give less variation. Setting \( a_j \neq a_{j'} \) for \( j \neq j' \) produces unequal prior probabilities of belonging to each cluster.

Define the event \( S \) to be the trial resulting in a successful outcome, that is, concluding that the treatment is superior to control. The assurance in this case, for sample size \( n_T \), is given by

\[
A(n_T) = \int \Pr_A(S|\psi, n_T) \pi_D(\psi) d\psi \\
= \int \int I_A[S|\mathbf{z}] f(\mathbf{z}|\psi, n_T) \pi_D(\psi) d\psi dz.
\]

where \( \mathbf{z} = (\mathbf{y}, \mathbf{n})' \) is a vector containing all observations and \( \psi = (\theta, \mathbf{p})' \) is a vector containing all parameters relevant to the design of the trial. \( I_A[S|\mathbf{z}] \) is an indicator function taking the value 1 if the trial is a success and 0 if not, given observations \( \mathbf{z} \) and analysis prior distribution \( \pi_A(\theta), f(\mathbf{z}|\psi, n_T) \) is the pdf of \( \mathbf{z} \) and \( \pi_D(\psi) \) is the design prior distribution for \( \psi \).

The design prior distribution is the prior used to calculate the sample size for the trial, as opposed to the analysis prior distribution, which is used for the analysis at the end of the trial. Typically we would wish to use the best information we have about the model parameters when choosing the sample size, whereas we may wish the inference following the trial to be dominated by the data, necessitating a much less informative prior distribution at that stage. Generally, a prior distribution is a representation of the judgements of some individual or group. We view the choice of sample size and analysis of the trial as consisting of two separate actors: the individual or group choosing the sample size and the individual or group who will be convinced, or not, by the results of the trial as to the efficacy of the treatment. As they are different actors, then it is reasonable that they can have different priors, since either they may have different prior information available to them or they may come to different conclusions based on the same prior information. This is the rationale for separate design and analysis priors.

If a second analysis is performed with the design prior in addition to the analysis prior at the conclusion of the trial, then any diverging results may help us to understand potential issues in the formulation of the model with respect to the analysis. Differences between the two analyses can be presented as a robustness check of the results and would provide further confidence in the conclusions from the trial. Of course, an informative prior can be used for the analysis in addition to the design of the trial, and this informative prior can be the same as the design prior if either the different actors agree on the prior or if they represent the same individual or group. For a comprehensive discussion of design and analysis priors see Section 3 of O’Hagan and Stevens.  

We can express the latter two terms as, respectively,

\[
f(\mathbf{z}|\psi, n_T) = f(\mathbf{y}|\theta, \mathbf{n}) f(\mathbf{n}|\mathbf{p}, n_T) \\
\pi_D(\psi) = \pi_D(\theta) \pi_D(\mathbf{p}).
\]

where \( f(\mathbf{y}|\theta, \mathbf{n}) \) is the pdf of \( \mathbf{y} \), \( f(\mathbf{n}|\mathbf{p}, n_T) \) is the probability mass function of \( \mathbf{n} \) and \( \pi_D(\mathbf{p}) \) is the design prior for \( \mathbf{p} \). This means that the integral over \( \mathbf{z} \) above is actually an integral over \( \mathbf{y} \) and a sum over \( \mathbf{n} \), but we choose to leave it in its simpler form. In the case where we will declare the trial a success based on the probability, in the analysis posterior distribution, that the treatment effect is positive, the term \( I_A[S|\mathbf{z}] \) will take the form \( I_A[S|\mathbf{z}] = I[\Pr_A(\delta > 0|\mathbf{y}) > \gamma] \).

A standard approach to evaluate \( A(n_T) \) is via simulation. As in Bayesian design of experiments problems generally, the simulation would typically take a two loop structure; with an “outer loop” and an “inner loop.” In the outer loop we would take samples \( \psi^{(\ell)} \) for \( \ell = 1, \ldots, L \) from their design prior distribution, and then sample \( \mathbf{z}^{(\ell)} \) from their probability density/mass functions based on these values. This would allow us to obtain an approximation to the assurance, for sample size \( n_T \), as

\[
\tilde{A}(n_T) = \frac{1}{L} \sum_{\ell=1}^L I_A[S|\mathbf{z}^{(\ell)}].
\]
For each outer loop sample, in the inner loop we would take an approximation to $I_A[S|z^{(f)}]$ by sampling $\delta^{(k)}$ for $k = 1, \ldots, K$, via MCMC, from the analysis posterior distribution for $\delta$ given observations $z^{(f)}$. This gives the approximation

$$I_A[S|z^{(f)}] = I\left[Pr_A(\delta > 0|y^{(f)}) > \gamma \right]$$

$$= I\left[\frac{1}{K} \sum_{k=1}^{K} [\delta^{(k)} > 0] > \gamma \right].$$

That is, we have $L$ samples in the outer loop and, for each, we require $K$ samples in the inner loop, making $L \times K$ samples in total, excluding burn-in, thinning and so forth in the MCMC chains. This will provide the assurance for a chosen sample size. To find the minimum sample size which gives a particular level of assurance, this process can be repeated for increasing sample sizes until the required sample size is found. Further repetition of the entire process would allow us to find the required sample sizes for different numbers of clusters as required.

Given that, for each step, $L$ sets of simulated values are taken and, for each, a full MCMC run is needed, then the process has the potential to become computationally intensive and, possibly, slow to evaluate. We will investigate how many Monte Carlo samples in the outer loop and MCMC samples in the inner loop are required to provide accurate sample sizes in Section 4. Although this approach is typically more time consuming and computationally expensive than for standard frequentist approaches, as we shall see in Sections 4 and 5, the approach is easily parallelizable.

### 3.2 Choice of assurance level

As the sample size gets very large, the assurance will tend to the probability, under the design prior distribution, that the treatment effect is greater than or equal to the value defined in the success criterion. Therefore, a generally applicable level of assurance to use to choose a sample size is not possible, as it will depend both on this probability and the context of the trial—for example the phase, cost, funder, disease area, and typical success rates in similar trials. The choice of an appropriate level of assurance has previously been discussed extensively in References 2, 16, and 3, and we direct the reader to these papers for general advice. The key point here is that we should choose the level of assurance which would be reasonable to go ahead with the trial, based on a full consideration of the context of the trial.

We will assume that interest lies in a positive treatment effect. In the special case where the prior information is sufficiently strong that we have a very high probability, under the design prior, that the treatment effect is positive, then choosing a value for the assurance of around 80%, so choosing a sample size to give a probability of around 0.8 of concluding that treatment is superior to control, may often be regarded as a reasonable value. Since this is the case in our motivating application in Section 5, we will use this value. Recall that we can have a design prior distribution which gives a very high probability of a positive treatment effect, while using a prior for the analysis which gives this a small probability, requiring strong evidence from the data to conclude that the treatment is effective.

An alternative formulation to the assurance has also been suggested, in which the sample size is chosen based on the conditional probability that the trial is a success given that the true treatment effect is positive ($\delta > 0$). This is sometimes known as the expected power in the context of a frequentist analysis of the trial. In our case it is given by

$$A(n_T) = \int Pr_A(S|\psi, n_T)\pi_D(\psi|\delta > 0)d\psi,$$

where

$$\pi_D(\psi|\delta > 0) = \frac{\pi_D(\psi)[\delta > 0]}{\int_0^\infty \pi_D(\psi)d\psi}$$

is the truncated probability density function for $\psi$. The evaluation would remain the same as for the assurance, but the draws $\psi^{(f)}$ in the outer loop would be from this truncated pdf, rather than the full pdf of $\psi$. The disadvantage of this approach is that the conditional probability used to choose the sample size has a more complicated interpretation than the assurance.
3.3  |  Choice of Dirichlet parameter

As part of the prior specification we need to choose $a$, which controls the expected variability in the sample sizes in different clusters, and potentially which clusters are expected to obtain larger sample sizes. In the application in Section 5 we choose $a$ based on the variability in cluster sizes in a pilot trial. More generally, we can use prior elicitation from an expert, or group of experts, to specify $a$. The critical task here is to relate $a$ to some observable quantity, about which we can ask the experts directly.

We suppose that we do not know which are likely to be larger or smaller clusters a priori, and so the task reduces to specifying $a = a_1 = \ldots = a_J$. We can do this by considering the sample sizes in different clusters which would result from different specifications of $a$. For example, for a trial with $n_T = 100$ individuals across $J = 10$ clusters, example sample sizes simulated from the multinomial distribution are provided in Table 1 for $a = 1, 5, 10, 25, 50, 100$. In addition, the variability in sample sizes in a single cluster, over 10 000 simulations from the multinomial distribution, are provided for the same range of values of $a$ in Figure 1.

We could display the table and figure directly to the experts, and ask them which best represents their opinion about the variation in sample sizes between clusters, refining the values of $a$ considered as necessary. Alternatively, we could ask the experts for the ranges of cluster sample sizes they would expect to see, or for quantiles of the cluster sample sizes, and choose the best-fitting value of $a$, using simulated values and histograms as a feedback mechanism.

4  |  Investigating the Analysis Prior and Monte Carlo Error

4.1  |  The effect of the analysis prior

In this section we will evaluate the effect of different choices of analysis prior on the Bayesian inference for the treatment effect, $\delta$, the object of the inference for the sample size calculation. To do so, we will use 100 000 MCMC samples, following burn-in, to evaluate posterior distributions, so that the posterior distributions from the MCMC samples are almost exact.

We consider inference based on a single set of observations sampled from the model. We set the within group variance to be half of the between group variance $\sigma_w^2 = 1, \sigma_b^2 = 2$, the overall mean $\lambda = 10$, a positive treatment effect of $\delta = 1$, and use equal probabilities of an individual belonging to each cluster. We will consider the effect of changing each of these parameter values in Section A of the supplementary material. We set the average number of individuals per cluster to be 10 and will consider the effect of varying the number of clusters (and hence total sample size). We choose diffuse analysis priors for the parameters in each case, representing a lack of knowledge, or an unwillingness to impose beliefs into the prior. Using the forms of the prior distributions in Section 2, we take $n_1 = 1, n_8 = 0, v_\lambda = v_\delta = 1000$, and $r_b = r_w = s_b = s_w = 0.001$. We observe that the priors are not centered on the true parameter values.

Spiegelhalter\textsuperscript{10} found that the forms of the marginal analysis prior distributions for $(\sigma_b^2, \sigma_w^2)$ can have an effect on the resulting inference, even when the priors are chosen to be relatively non-informative, as is the case above. To see how strong this effect is for our linear mixed-effects model and typical sample sizes, we investigate inference for the analysis priors described above and five further sets of analysis priors for $(\sigma_b^2, \sigma_w^2)$ based on those in Spiegelhalter.\textsuperscript{10} The six sets of analysis priors distributions considered are given in Table 2. We see that priors 1 and 2 are of the same form, but with

| $a$  | $n_1$ | $n_2$ | $n_3$ | $n_4$ | $n_5$ | $n_6$ | $n_7$ | $n_8$ | $n_9$ | $n_{10}$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| 1   | 8     | 1     | 1     | 14    | 9     | 6     | 2     | 18    | 39    | 2       |
| 5   | 12    | 7     | 3     | 9     | 13    | 15    | 10    | 13    | 5     | 13      |
| 10  | 12    | 12    | 10    | 9     | 12    | 9     | 3     | 13    | 6     | 14      |
| 25  | 12    | 8     | 10    | 18    | 7     | 12    | 6     | 12    | 7     | 8       |
| 50  | 11    | 7     | 13    | 6     | 11    | 11    | 14    | 9     | 8     | 10      |
| 100 | 6     | 7     | 10    | 17    | 14    | 12    | 5     | 6     | 8     | 15      |
different values for the hyper-parameters. Each of the other priors gives \( \sigma_w^2 \) a log-uniform prior distribution. In priors 3 and 4, \( \sigma_b^2 \) is given a uniform prior distribution and a log-uniform prior respectively. Priors 5 and 6 are parameterized in terms of the ICC, \( \rho = \sigma_b^2 / (\sigma_b^2 + \sigma_w^2) \), giving it a uniform and beta prior distribution respectively. This implies a prior distribution for \( \sigma_b^2 \). Spiegelhalter\(^{10}\) also considered a uniform shrinkage prior, but notes that this is essentially the same as prior 5, and so it is not included in our comparison.

The posterior distributions for the treatment effect, based on 100,000 samples, are provided in the top panel of Figure 2. We consider \( J = (6, 12, 25, 50) \) clusters giving total sample sizes of \( n_T = (60, 120, 250, 500) \).

We see that for sample sizes of 250 and 500, all priors give essentially identical inference for \( \delta \). For the smaller sample sizes: 120 and particularly 60, all of the priors give very similar posterior inference for the mean of \( \delta \), although there are some differences in the variability. In particular, for a sample size of 60, analysis prior 4 shows substantially more posterior variability in \( \delta \) than the other 5 prior distributions. This can be seen more clearly in the bottom panel of Figure 2. We repeated this comparison, varying the values of \( \delta, \lambda \) and \( \sigma_b^2 / \sigma_w^2 \). The results are provided in Section A of the supplementary material. The messages are consistent with the case described above, with the majority of the analysis priors giving very similar inference, with the exception of prior 4.

The sample size, and the success or otherwise of the RCT, will be based on the posterior probability that \( \delta > 0 \). We provide this for each set of analysis priors in Table 3, alongside the time taken to obtain the posterior samples of \( \delta \), for a sample size of 500 on a laptop with an Intel(R) Core(TM) i5-8350U CPU @ 1.70GHz, 1896 MHz, 4 Cores, 8 Logical Processors.

We see that the posterior probabilities are very similar for all methods and for all sample sizes, with the exception of analysis prior 4, which provides lower posterior probabilities than the others, particularly for smaller sample sizes. We also see that analysis priors 1 and 2 offer substantially faster inference than priors 3-6, as a result of being the conjugate forms for \( \sigma_b^2, \sigma_w^2 \). Given the increase in speed compared to the other priors, and the equivalent posterior inference to the majority of the other priors, we choose to use analysis priors 2 for all future analyses in this article.
### Table 2

| Prior number | Prior distributions | Parameter values |
|--------------|---------------------|------------------|
| 1            | \(1/\sigma^2_b \sim \text{Gamma}(r_b, s_b)\) \(1/\sigma^2_w \sim \text{Gamma}(r_w, s_w)\) | \(r_b = s_b = 0.001\) |
| 2            | \(1/\sigma^2_b \sim \text{Gamma}(r_b, s_b)\) \(1/\sigma^2_w \sim \text{Gamma}(r_w, s_w)\) | \(r_b = s_b = 0.1\) |
| 3            | \(\log(\sigma^2_b) \sim \text{Unif}(l_b, u_b)\) \(\log(\sigma^2_w) \sim \text{Unif}(l_w, u_w)\) | \(l_b = -10, u_b = 10\) |
| 4            | \(\sigma^2_b \sim \text{Unif}(l_b, u_b)\) \(\log(\sigma^2_w) \sim \text{Unif}(l_w, u_w)\) | \(l_b = 0, u_b = 100\) |
| 5            | \(\rho \sim \text{Unif}(l_p, u_p)\) \(\log(\sigma^2_w) \sim \text{Unif}(l_w, u_w)\) | \(l_p = 0, u_p = 1\) |
| 6            | \(\rho \sim \text{Beta}(r_p, s_p)\) \(\log(\sigma^2_w) \sim \text{Unif}(l_w, u_w)\) | \(r_p = 1, s_p = 1\) |

**Figure 2** The posterior densities (top) and posterior means and symmetric 95% intervals (bottom) of \(\delta\) for sample sizes of (from left to right) 500, 250, 120, and 60 based on priors 1-6, respectively in black, red, green, blue, cyan, and magenta.

### 4.2 The effect of sampling

We now consider the assurance and sample sizes resulting from the posterior inference using analysis prior 2. In particular, we investigate the number of Monte Carlo samples, \(L\), required in the outer loop and how many MCMC samples, \(K\), are required in the inner loop, to get accurate values for the assurance and sample size. We choose normal design priors centered on the truth, with variances of 1 for \(\lambda\) and \(\delta\), 0.01 for \(\sigma^2_w\), and 0.04 for \(\sigma^2_b\). We use a Dirichlet prior for \(p\) with \(a = 100\). We can see the effect of this choice in the bottom right hand plot in Figure 1, based on \(n_T = 100, J = 10\). Even though \(a\) is relatively large, there is still reasonable variability in the sample sizes in different clusters. To allow the approach to run in reasonable time, we consider designs with \(J = 10\) clusters.

We choose an average sample size per cluster of \(\bar{n} = 5\). Note that approximately 95% of the design prior density for \(\delta\) is above zero, and so we can achieve an assurance of up to 95% in this case. We consider numbers of inner loop MCMC samples in the range \(K \in [10, 10000]\) and investigate the effect of varying the number of outer loop samples \(L \in [10, 10000]\). We repeat the assurance calculation 100 times for each combination of \(L\) and \(K\) and provide boxplots of the results in the top row of Figure A1 in the Appendix.
### TABLE 3
The posterior probability that $\delta > 0$ for each of the different sample sizes considered, for analysis priors 1-6 for $(\sigma^2_b, \sigma^2_w)$; also included is the time taken to obtain the posterior samples of $\delta$ when the sample size is 500.

| Prior number | Sample size | 500 | 250 | 120 | 60 | Time (s) |
|--------------|-------------|-----|-----|-----|----|----------|
| 1            |             | 0.98| 0.94| 0.90| 0.43| 7.64     |
| 2            |             | 0.98| 0.94| 0.87| 0.43| 7.09     |
| 3            |             | 0.98| 0.94| 0.91| 0.41| 50.76    |
| 4            |             | 0.98| 0.94| 0.83| 0.45| 46.64    |
| 5            |             | 0.98| 0.95| 0.85| 0.45| 54.00    |
| 6            |             | 0.98| 0.94| 0.85| 0.42| 53.28    |

### TABLE 4
The modal sample sizes and proportion of occasions on which they were recorded, based on 100 simulations, for number of outer loop samples of 1000 and 10 000 and number of inner loop samples of 1000 and 10 000.

| $K$           | $L$       | Mode | Proportion | Repetitions | Time (s) |
|---------------|-----------|------|------------|-------------|----------|
| 1000          | 1000      | 80   | 0.55       | 35          | 62       |
| 10 000        | 10 000    | 80   | 0.60       | 16          | 558      |
| 1000          | 10 000    | 80   | 0.80       | 5           | 705      |
| 10 000        | 10 000    | 80   | 0.95       | 1           | 5156     |

We see that, as expected, the variability in the estimate of the assurance drops with increasing number of MC samples. There appears to be a smaller effect of the number of inner loop samples between 1000 and 10 000. It appears that 1000 or 10 000 samples in the outer loop alongside either 1000 or 10 000 samples in the inner loop may provide an accurate value of the assurance. In addition, we recorded the time to calculate the assurance in each case, which is given on the log-scale in the bottom row of Figure A1. We see that the increase in the number of inner loop samples from 1000 to 10 000 results in an increase in the order of magnitude of the time taken to compute the assurance, for each number of outer loop samples. We re-ran this analysis, varying the values of $\delta$, $\lambda$ and $\sigma^2_b/\sigma^2_w$. A summary of the results is provided in Section B of the supplementary material. For all combinations of parameters considered, the behavior of the assurance estimates with changing numbers of samples is consistent with that observed in Figure A1.

To assess whether the approximations to the assurance are sufficiently accurate, and to allow us to provide some advice on how many outer and inner loop samples may be sufficient, we also consider the sample size resulting from the assurance calculation. We set an assurance target of 0.8, to be consistent with the value to be used in Section 5. We have a high probability, in the design prior, that $\delta > 0$, and so an assurance of 0.8 is possible in this case. For each combination of $L, K \in \{1000, 10 000\}$ we find the sample size 100 times and report the modal sample size together with the proportion of occasions on which this sample size was found in Table 4. We also report the number of repetitions needed to ensure the correct sample size is chosen as the modal sample size with probability at least 90% and the time taken to calculate the sample size a single time.

We see that all combinations of $L, K$ obtain the correct sample size the majority of the time. To be confident in the modal sample size requires between 1 and 35 repetitions depending on the values of $L, K$. In this case, the fastest strategy would be to use $L = K = 1000$ and repeat the sample size calculation 35 times, choosing the modal sample size. This would take just over half an hour, but is trivial to run in parallel. We will use these specifications when calculating sample sizes for the application in the next section.

### 5 APPLICATION: THE ICONS STUDY

#### 5.1 The ICONS study

In this section, we will apply the Bayesian approach to calculate an appropriate sample size for the ICONS cluster RCT. The trial considers the effectiveness of a systematic voiding program for people admitted to NHS stroke units with urinary
incontinence. The primary outcome is the incontinence symptom severity total score at 3 months post-randomization. The voiding program was compared to usual care. The original sample size was chosen via a power calculation assuming a two-sample t-test on the primary outcome based on individual randomization, inflated to allow for clustering using the scaling factor \(1 + (n - 1)\hat{\rho}\), where \(n\) is a fixed cluster size.

While we will not compare the sample sizes resulting from assurance to those resulting from a power calculation directly, due to the different interpretations of power and assurance, we will compare assurance based on a Bayesian analysis at the end of the trial to assurance based on a hypothesis test following the trial. For this we require the power function. The power function we consider allows for variation in the cluster sizes and uses a slightly different parameterization to the Bayesian approach, via the overall variance, \(\sigma^2 = \sigma_b^2 + \sigma_w^2\), and the ICC, \(\rho = \sigma_b^2 / (\sigma_b^2 + \sigma_w^2)\), in place of \((\sigma_b^2, \sigma_w^2)\). The variability between cluster sizes is represented by the coefficient of variation in cluster sizes, denoted \(\nu\). In the original ICONS power calculation, the MCID was assumed to be \(\delta_M = 2.52\), the overall standard deviation was estimated to be \(\hat{\sigma}^2 = 8.32\), the ICC was estimated to be \(\hat{\rho} = 0.028\) and the number of clusters considered was 40-50 (so 20-25 in each arm). The estimates were based on a feasibility study.\(^{17}\) We consider a one-tailed test for comparison to the fully Bayesian approach, although the original calculation was performed for a two-tailed test. We use a significance level of \(\alpha = 0.05\).

In this case, an approximation to the power function is given by\(^{1,4}\)

\[
P(n_T | \delta_M, \hat{\sigma}, \hat{\rho}, \hat{\nu}) = \Phi \left( \sqrt{ \frac{\hat{\nu}}{4[1 + (\hat{\nu}^2 + 1)\hat{\nu} - 1]\hat{\nu}} \hat{\sigma}^2 \delta_M - z_{1-\alpha} \right),
\]

where \(\hat{n}\) is the average sample size per cluster and \(z_{1-\alpha}\) is the \((1 - \alpha)\%\) percentile of the standard normal distribution.

### 5.2 A hybrid approach

We compare our fully Bayesian approach to the hybrid approach from Wilson et al.\(^4\) In the hybrid approach a design prior distribution is defined over the unknown parameters and the assurance is given by the power averaged over this prior distribution. In practice, we find the power using (1) for a set of samples from the design prior distribution, and then calculate the average power. This is a hybrid version of the assurance. We consider two versions of this hybrid assurance. The first considers a design prior distribution on \((\sigma, \rho, \nu)\) and the MCID \(\delta_M\) and the second considers a design prior distribution over \((\delta, \sigma, \rho, \nu)\). We name these the “hybrid MCID” and “full hybrid” approaches respectively.

We use the design prior distributions given in Wilson et al.\(^4\) That is, based on the data from the ICONS feasibility study, we give \(\sigma\) and \(\nu\) gamma marginal prior distributions, centered at \(m_\sigma = 8.32\) and \(m_\nu = 0.49\), respectively, and with variances of \(v_\sigma = 1^2\) and \(v_\nu = 0.066^2\). The prior distribution for \(\rho\) is based on Bayesian hierarchical modeling combining 34 ICC estimates extracted from 16 previous similar trials. Full details are provided in Tishkovskaya et al.\(^{18}\) We use the resulting MCMC samples from this model as samples from the design prior distribution for \(\rho\). We define a joint prior distribution between \(\rho\) and \(\sigma\) via a Gaussian copula with correlation parameter 0.44. For the full hybrid method we also need a design prior distribution for \(\delta\). We will consider the effect of this prior in the next section, but will initially set this to \(\delta \sim N(3.5, 0.9^2)\), which represents a belief that the treatment effect is very likely to be in the range \([1, 6]\) and has a probability of 0.75 of being above the MCID of 2.52.

We can visualize the marginal design prior distributions of each of \((\delta, \sigma, \rho, \nu)\) in Figure A2 in the Appendix. A plot of the joint prior distribution for \((\rho, \sigma)\) is provided in Section C of the supplementary material. We plot the empirical distributions of each based on 10 000 samples.

Based on these priors, we calculate the sample sizes required for the hybrid MCID and full hybrid methods, and report them in the first and second rows of Table 5. Note that in the table the sample sizes can increase locally for increasing numbers of clusters when the average number of individuals required per cluster does not drop with an increase in the number of clusters. The smallest sample size for each method is given in blue and the largest is given in red. We see that the full hybrid approach results in sample sizes which are typically much smaller than the hybrid MCID approach. This is the result of the design prior for the treatment effect \(\delta\) giving a high probability to the treatment effect being larger than the MCID. We will investigate the effect of the prior on \(\delta\) on the sample size in Section 5.4.
TABLE 5  Total sample sizes required using hybrid assurance using the MCID, full hybrid assurance and assurance using a Bayesian analysis, based on having between 40 and 50 clusters.

| Number of clusters | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 | 49 | 50 |
|--------------------|----|----|----|----|----|----|----|----|----|----|----|
| Hybrid MCID        | 480| 451| 462| 430| 440| 450| 414| 423| 432| 441| 400|
| Full hybrid        | 240| 246| 252| 215| 220| 225| 230| 235| 240| 245| 200|
| Bayes              | 240| 205| 210| 215| 220| 225| 230| 235| 192| 196| 200|

Note: The smallest sample size for each approach is given in blue and the largest sample size is given in red.

5.3  The fully Bayesian approach

We can calculate the required sample size using the assurance based on a Bayesian analysis, as described in Sections 2 and 3. To ensure that an accurate sample size is chosen, we use the analysis priors, numbers of inner loop and outer loop samples and repetitions recommended in Section 4. The design priors are identical to those used for the full hybrid method above. The fully Bayesian approach defines a design prior distribution over $\nu$, representing the variability between cluster sizes, rather than over $\nu$. The coefficient of variability from the feasibility study $\hat{\nu} = 0.49$. To choose the Dirichlet parameter $a$ we simulated $p^{(k)} \sim \text{Dirichlet}(a)$, $k = 1, \ldots, K$ and used these samples to find sample sizes $n^{(k)} \sim \text{Multinomial}(n_T, p^{(k)})$ and coefficients of variation $\nu^{(k)}$, with $n_T = 360$ and $C = 40$, the sample size from the power calculation. The value of $a$ was chosen to match the mean coefficient of variability from the samples, $\bar{\nu}$, to the estimated value from the feasibility study, $\hat{\nu}$. The results was $a = 7$, in which case $\bar{\nu} = 0.495$, based on $K = 10,000$. In the case where good prior knowledge about $a$ is not available, a sensitivity analysis could be conducted, setting $a = 1$ to represent little prior knowledge about $p$.

The resulting sample sizes are given in the third row of Table 5. We see that the smallest sample size, 192 individuals split into 48 clusters, and largest sample size, 230 individuals in 46 clusters, are both smaller than the smallest and largest sample sizes from any of the other methods respectively, including the full hybrid method which used an identical design prior distribution. This implies that basing the success criterion for the trial on the analysis posterior distribution concludes that the treatment is effective more quickly than the equivalent hypothesis test in this case.

5.4  The effect of the design prior on the treatment effect

The sample sizes from the full Bayesian approach reported in Table 5 were based on a design prior distribution for the treatment effect of $\delta \sim N(3.5, 0.9^2)$. This gave a probability of 0.75 that the treatment effect was above the MCID. Note that this is for the design of the trial: in the analysis prior this probability is close to zero. In this section we will investigate changes to the mean and standard deviation of this prior, and their effect on the sample size required for the trial.

We vary the mean of the design prior for $\delta$ in the range [2.25, 5] and the standard deviation in the range [1, 2]. These ranges are chosen to be those in which interesting changes in the sample size required occur. The resulting sample sizes are plotted in the top row of Figure A3 in the Appendix, together with the probability, under the design prior, that $\delta > 2.52$, in the bottom row. We focus on a trial with 40 clusters, the minimum considered in ICONS.

We see that in both cases as the probability, under the design prior, that the treatment effect is larger than the MCID increases, the required sample size decreases. The sample size required decreases as the expected (mean) treatment effect increases, whereas it increases with increasing prior standard deviation on the treatment effect. When the expected treatment effect is at least 3.5 (based on a prior standard deviation of 0.9), the full Bayesian approach requires a lower sample size than the hybrid MCID approach. Similarly, with a prior standard deviation of less than 1.8 (when the prior mean is 3.5), the full Bayesian approach requires a sample size smaller than the hybrid MCID approach.

6  SUMMARY

In this article, we have considered the choice of sample size, and resulting inference, for a two-arm superiority cluster RCT with continuous outcomes from a Bayesian perspective. We outlined the inference for such a trial based on the
posterior distribution for the treatment effect, as previously detailed in Spiegelhalter. We then developed the form of the assurance, based on this inference, to choose a sample size for the RCT. This required a two loop Monte Carlo approach, sampling from the design prior distribution in the outer loop and then performing MCMC updates based on the analysis prior to obtain samples in the inner loop.

The result was a fully-developed approach which could be used to find a sample size, but for which choices, such as the form of the analysis prior distributions and the number of inner loop and outer loop samples to take to ensure an accurate sample size, were required. Therefore we investigated the effect of different analysis prior distributions and the number of outer loop MC samples and inner loop MCMC samples on the assurance calculation. This led to a recommendation of conjugate inverse gamma analysis prior distributions on the model variances with hyperparameter values of 0.1 and $L = 1000$ and $K = 1000$ outer loop and inner loop samples for accurate but efficient sample size determination. We also found that repeating the sample size calculation 35 times, and taking the modal sample size, resulted in a high probability of choosing the correct sample size.

Finally, we applied our approach to the design of the ICONS trial. We compared the fully Bayesian approach we have developed to two hybrid approaches which used a Bayesian design via assurance and performed inference via the same hypothesis test as the standard power calculation. We saw that, when we have prior information that suggests the probability that the treatment effect is larger than the MCID is high, then assurance taking this into account, either via the hybrid approach or the fully Bayesian approach, can reduce the sample size required. In addition, under certain circumstances, using a Bayesian analysis in addition to assurance for the design can lead to further reductions in the required sample size.

In this article, we have restricted our methodology development to the case of the design and analysis of a two-arm cluster randomized trial in which the response is assumed normally distributed and univariate. The approach we have developed—using assurance for the design combined with a Bayesian analysis via MCMC—could be extended to more complex cluster randomized trial designs, including multi-arm trials, binary outcomes, longitudinal designs, and adaptive designs. We leave this as future work.

An important question is whose opinions should we use when designing the trial. O'Hagan and Stevens discuss this extensively, and we refer the reader there. In short, if a company is sponsoring a trial, then it seems reasonable that it should be designed using their opinions. If the trial is public body or charity funded then either the opinions of a group of independent experts in the area or a prior informed by historical data may be most appropriate. A second question is how to faithfully represent the beliefs of an individual or group. Several elicitation protocols have been developed and extensively validated. Examples are the Sheffield method, the classical method, the probabilistic Delphi method and the IDEA protocol.
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APPENDIX

FIGURE A1 Top: Boxplots of the assurance from 100 repetitions, based on the number of MC samples in the outer loop being 10, 100, 1000, and 10000 respectively for 1000 (left) and 10000 (right) MCMC samples. Bottom: the time to compute the assurance for each combination.

FIGURE A2 10 000 samples from the marginal design prior distributions of $\delta$ (top left), $\sigma$ (top right), $\rho$ (bottom left), and $\nu$ (bottom right).
**FIGURE A3**  Top: The effect of changing the design prior mean (left) and standard deviation (right) for $\delta$ on the sample size required for 40 clusters, based on the fully Bayesian method (red), compared to the sample sizes from the hybrid MCID approach (light blue, dashed). Bottom: the probability, under this design prior, that $\delta > 2.52$. 