COMPARISON PRINCIPLES FOR A CLASS OF NONLINEAR NON-LOCAL INTEGRO-DIFFERENTIAL OPERATORS ON UNBOUNDED DOMAINS
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Abstract. We present extensions of the comparison and maximum principles available for nonlinear nonlocal integro-differential operators \( P : C^2 \left( \Omega \times (0,T) \right) \times L^\infty \left( \Omega \times (0,T) \right) \to \mathbb{R} \), of the form \( P[u] = L[u] - f(\cdot,\cdot,u,Ju) \) on \( \Omega \times (0,T) \). Here, we consider: unbounded spatial domains \( \Omega \subseteq \mathbb{R}^n \), with \( T > 0 \); sufficiently regular second order linear parabolic partial differential operators \( L \); sufficiently regular semi-linear terms \( f : (\Omega \times (0,T)) \times \mathbb{R} \to \mathbb{R} \); and the non-local term \( Ju = \int_{\Omega} \varphi(x-y)u(y,\cdot)dy \), with \( \varphi \) in a class of non-negative sufficiently summable kernels. We also provide examples illustrating the limitations and applicability of our results.
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1. Introduction

Maximum (minimum) principles for solutions of partial differential inequalities establish that global maxima (minima) of solutions necessarily occur on a subset of the boundary of the domain. They are widely used to establish qualitative properties of solutions to boundary value problems for second order linear parabolic partial differential equations, for instance: uniqueness results; and a priori bounds on solutions and their derivatives, notably including positivity and non-negativity results. Comparison principles are readily obtained from maximum (minimum) principles and can be used to compare solutions of partial differential inequalities. In this paper, for unbounded spatial domains \( \Omega \subseteq \mathbb{R}^n \), we consider solutions \( u : \Omega \times [0,T] \to \mathbb{R} \) to

\[ P[u] = L[u] + f(\cdot,\cdot,u,Ju) \leq 0 \]

on \( \Omega \times (0,T) \), with: \( L \) denoting a second order linear parabolic partial differential operator; semi-linear term \( f \), being a sufficiently regular function of the domain variables \( (x,t) \in \Omega \times (0,T) \), \( u \), and \( Ju \); and \( Ju \) is a non-local term given by the convolution product

\[ Ju(x,t) = \int_{\Omega} \varphi(x-y)u(y,t)dy \quad \forall (x,t) \in \Omega \times (0,T). \]

For brevity, we henceforth refer to operators of the form \( P \), as nonlinear non-local integro-differential operators.

Nonlinear non-local integro-differential equations of the form \( P[u] = 0 \) on \( \Omega \times (0,T) \), arise from mathematical models of various phenomena. Examples include: SIR models, used in epidemiology, that include latency either temporal or due to the spatial movement of infectious individuals (see [9] and [13]); biological population models that account for spatial and/or temporal delay for changes in the population, for instance, time and range to forage for resources, or, in-homogenous density of the population affecting reproduction rates (see [1], [3], [17] and [22]); and, interaction between neurons, in which, non-local terms account for the stimulation of other neurons nearby (see [4]).

Related results concerning the well-posedness of boundary value problems for parabolic partial differential equations can be found in [7] and [12] in the local setting (\( f \) independent of the \( Ju \) term), and [6], [11], [20] and [21] in the non-local setting. Moreover, models that combine both local and non-local diffusion phenomena in different interfaces of the spatial domain, via homogenisation, are discussed in [8]. Maximum/minimum principles, and comparison principles have been extensively studied in the local setting (see [19] and [23]).

The motivation for this study is to extend the minimum principle [5, Theorem 5] and comparison principle presented in [5, Theorem 4]. Specifically, we: extend the condition on \( Ju \) that \( \varphi \) has compact support on \( \Omega \), to \( \varphi \) being sufficiently summable on \( \Omega \); and, to extend these principles to include \( \Omega \subseteq \mathbb{R}^n \) with \( n \in \mathbb{N} \). We establish our main results in Proposition 3.1 and Theorems 3.5 and 4.4. In particular, Theorem 3.5 shows that a comparison principle remains valid when the second moment of a non-negative \( \varphi \) is summable (without

\[ \text{Date: December 1, 2020.} \]

The first author’s research contribution was supported, during their PhD studies, by the EPSRC (Grant Reference: EP/R533167/1).

\[ \text{1For details, see Section 2, and conditions in the results in Sections 3 and 4.} \]
regularity assumptions on the coefficients of $L$) whilst Theorem 4.4 demonstrates that, by assuming extra regularity in the coefficients of $L$, $\varphi$ is merely required to be non-negative and summable on $\Omega$. In addition, in Remarks 3.7 and 4.5 we highlight a key limitation as well as the applicability of the aforementioned results by considering boundary value problems for non-local FPKP equations.

The structure of the paper is as follows. In Section 2 we provide notation that will be used throughout the paper. In Section 3, under suitable growth conditions on the coefficients of $L$ on $\Omega \times (0,T)$, we first prove weak and strong minimum principles for solutions to the linear non-local integro-differential inequality $L[u] + cu + dJ_{u} \leq 0$ with $c$ bounded above and $d$ non-negative and bounded on $\Omega \times (0,T)$. Using this weak minimum principle, we prove a comparison principle for the nonlinear non-local integro-differential operator $P$. The methods here rely on the existence of suitable “auxiliary” functions (in the sense of [15]). In Section 4 we establish a comparison principle for the nonlinear non-local integro-differential operator $P$ with $\varphi$ summable and non-negative on the spatial domain $\Omega = \mathbb{R}^{n}$. To prove this result, we impose regularity conditions on the coefficients of $L$ and utilise fundamental solutions (as presented in [7, Chapter 1]). Succinctly, we use the existence of fundamental solutions for the adjoint of $L$ to convert a nonlinear non-local integro-differential inequality satisfied by the difference of subsolutions and supersolutions, into an integral inequality which satisfies the conditions of the Bellman-Gr"onwall inequality. To conclude, in Section 5, we discuss extensions of our results which are readily established, and also, extensions which are potentially possible.

2. Definitions and Notation

Let $\Omega$ be an unbounded domain of $\mathbb{R}^{n}$. In relation to $\Omega$, for any $T \in (0,\infty)$, we denote the following sets:

$$\Omega_{T} = \Omega \times (0,T) \quad \text{and} \quad \partial \Omega_{T} = (\Omega \times \{0\}) \cup (\partial \Omega \times (0,T)).$$

The closed ball in $\Omega$ centred at $x_{0} (0_{\mathbb{R}^{n}})$ is denoted by $B_{x_{0}}^{R} (B_{0}^{R})$. We denote the closure of $\Omega_{T}$ as $\overline{\Omega_{T}}$. Here, $(x,t) = (x_{1},\ldots,x_{n},t) \in \mathbb{R}^{n} \times [0,T]$ denotes an $(n+1)$-dimensional vector. Moreover, we denote $\langle \cdot, \cdot \rangle$ to be the Euclidean inner product in $\mathbb{R}^{n}$ and $| \cdot |$ to be its induced norm.

We denote the following function spaces: $\mathbb{R}(X)$ is the space of all functions with domain $X$ and codomain $\mathbb{R}$; $\mathcal{C}(X)$ is the space of all continuous functions in $\mathbb{R}(X)$; for $l,m \in \mathbb{N}$, $\mathcal{C}^{l,m}(X)$ ($\mathcal{C}^{l} \mathcal{C}^{m}(X)$) denotes the subspace of $\mathcal{C}(X)$ such that $\partial_{x_{i}}^{l}u(x,t)$ ($\partial_{x_{i}}^{l} \partial_{x_{j}}^{m}u(x,t)$) exist and are continuous on $X$ for all $j \leq l$ and $k \leq m$, with $j,k \in \mathbb{N}$ and $i = 1,\ldots,n$; for $a \in (0,1]$, $H_{a}(\Omega)$ denotes the set of all $u \in \mathcal{C}(\Omega)$ that satisfy the spatial Hölder condition

$$|u(x_{1},t) - u(x_{2},t)| \leq k_{a}|x_{1} - x_{2}|^{a} \quad \text{for all } (x_{1},t),(x_{2},t) \in X$$

for some constant $k_{a} \in \mathbb{R}_{+}$; $L^{\infty}(X)$ is the subspace of $\mathbb{R}(X)$ containing all functions with bounded essential supremum and infimum; and for $p \in [1,\infty)$, we denote $L^{p}(X)$ as the subspace of $\mathbb{R}(X)$ containing all $u \in \mathbb{R}(X)$ such that $\int_{X}|u|^{p} < \infty$.

The focus of this article concerns a class of nonlinear non-local integro-differential operators $P : \mathcal{C}^{2,1}(\Omega_{T}) \cap L^{\infty}(\Omega_{T}) \to \mathbb{R}(\Omega_{T})$ given by

$$P[u] = \sum_{i,j=1}^{n} a_{ij} \partial_{x_{i}x_{j}}u + \sum_{i=1}^{n} b_{i} \partial_{x_{i}}u + f(\cdot,u,Ju) - \partial_{t}u \quad \text{on } \Omega_{T}$$

for all $u \in \mathcal{C}^{2,1}(\Omega_{T}) \cap L^{\infty}(\Omega_{T})$ with $a_{ij},b_{i} : \Omega_{T} \to \mathbb{R}$ such that:

$$A_{\min} |\eta|^{2} = \sum_{i,j=1}^{n} a_{ij} \eta_{i} \eta_{j} \quad \text{on } \Omega_{T}, \forall \eta \in \mathbb{R}^{n},$$

for some constant $A_{\min} \in \mathbb{R}_{+}$; $f : \Omega_{T} \times \mathbb{R}^{2} \to \mathbb{R}$; and with $Ju : \Omega_{T} \to \mathbb{R}$ defined as the convolution product

$$Ju(x,t) = (\varphi * u)(x,t) = \int_{\Omega} \varphi(x-y)u(y,t)dy \quad \forall (x,t) \in \Omega_{T},$$

for $\varphi : \Omega \to \mathbb{R}$ such that

$$\varphi \in L^{1}(\Omega) \quad \text{and } \varphi \geq 0 \text{ on } \Omega.$$

We note that, if $f$ is independent of $Ju$ (but still dependent on $u$), $P$ reduces to a semi-linear second order parabolic partial differential operator.

Additionally, for $f : \Omega_{T} \times \mathbb{R}^{2} \to \mathbb{R}$, we say that $f$ satisfies a Lipschitz condition in $u$ (and analogously $v$) on $\Omega_{T} \times K$ for $K \subseteq \mathbb{R}^{2}$, if there exists a constant $k_{K} \geq 0$ such that

$$|f(x,t,u_{1},v) - f(x,t,u_{2},v)| \leq k_{K}|u_{1} - u_{2}| \quad \forall (x,t) \in \Omega_{T}, \ (u_{1},v),(u_{2},v) \in K;$$

an upper Lipschitz condition in $u$ on $\Omega_{T} \times K$ for $K \subseteq \mathbb{R}^{2}$, if there exists a constant $k_{K} \geq 0$ such that

$$f(x,t,u_{1},v) - f(x,t,u_{2},v) \leq k_{K}(u_{1} - u_{2}) \quad \forall (x,t) \in \Omega_{T}, \ (u_{1},v),(u_{2},v) \in K.$$
such that $u_1 \geq u_2$.

3. Main Results for Rapidly Decaying Integral Kernels

First we consider the linear instance of \((2.1)\), specifically,

\[
P[u] = \sum_{i,j=1}^{n} a_{ij} \partial_{x_i}x_j u + \sum_{i=1}^{n} b_i \partial_{x_i} u + cu + dJu - \partial_t u \quad \text{on } \Omega_T
\]

with $c, d : \Omega_T \rightarrow \mathbb{R}$ and $d \geq 0$ on $\Omega_T$, and establish minimum principles for this operator. Subsequently we establish a comparison principle for $P$, as in \((2.1)\). To begin, we have

**Proposition 3.1** (Weak Minimum Principle). Let $u \in C(\overline{\Omega_T}) \cap C^{2,1}(\Omega_T) \cap L^\infty(\overline{\Omega_T})$, $P$ be an operator defined as in \((3.1)\) and $\psi : \Omega \rightarrow \mathbb{R}$ be given by

\[
\psi(x) = \phi(x)|x|^2 \quad \forall x \in \Omega.
\]

Furthermore, suppose:

\[
P[u] \leq 0 \quad \text{on } \Omega_T;
\]

\[
u \geq 0 \quad \text{on } \partial \Omega_T;
\]

\[
\sum_{i,j=1}^{n} a_{ij}(x) \eta_i \eta_j \leq A(1 + |x|^2) |\eta|^2 \quad \forall (x, t) \in \Omega_T, \quad \eta \in \mathbb{R}^n;
\]

\[
\sum_{i=1}^{n} b_i(x, t)x_i \leq B(1 + |x|^2) \quad \forall (x, t) \in \Omega_T;
\]

\[
c(x, t) \leq C \quad \forall (x, t) \in \Omega_T;
\]

\[
0 \leq d(x, t) \leq D \quad \forall (x, t) \in \Omega_T;
\]

\[
\psi \in L^1(\Omega);
\]

for non-negative constants $A$, $B$, $C$ and $D$. Then, $u \geq 0$ on $\overline{\Omega_T}$.

**Proof.** We define the auxiliary function $v : \overline{\Omega_T} \rightarrow \mathbb{R}$ to be

\[
v(x, t) = u(x, t) \theta(x) e^{-\nu t} \quad \forall (x, t) \in \overline{\Omega_T},
\]

with $\nu$ a positive constant to be specified, and $\theta : \Omega \rightarrow \mathbb{R}_+$ given by

\[
\theta(x) = \frac{1}{|x|^2 + 1} \quad \forall x \in \Omega.
\]

It follows from \((3.10)\) and \((3.11)\) that $v \in C(\overline{\Omega_T}) \cap C^{2,1}(\Omega_T) \cap L^\infty(\overline{\Omega_T})$ with

\[
|v(x, t)| \leq \|u\|_{\infty} \theta(x) \quad \forall (x, t) \in \overline{\Omega_T}.
\]

Therefore,

\[
\lim_{|x| \rightarrow \infty} v(x, t) = 0
\]

with the convergence uniform for all $t \in [0, T]$. By considering $h : \overline{\Omega_T} \rightarrow \mathbb{R}_+$ given by

\[
h(x, t) = \frac{1}{\theta(x)} e^{\nu t} \quad \forall (x, t) \in \overline{\Omega_T},
\]

it follows from \((3.3)\) and \((3.10)\) that

\[
P[v] = \sum_{i,j=1}^{n} \tilde{a}_{ij} \partial_{x_i}x_j v + \sum_{i=1}^{n} \tilde{b}_i \partial_{x_i} v + \tilde{c} v + \frac{d}{h} J(xh) - \partial_t v \leq 0 \quad \text{on } \Omega_T
\]

with

\[
\tilde{b}_i(x, t) = b_i(x, t) + \sum_{j=1}^{n} 2x_j (a_{ij}(x, t) + a_{ji}(x, t)) \theta(x) \quad \forall (x, t) \in \Omega_T,
\]

\[
\tilde{c}(x, t) = c(x, t) + \sum_{i=1}^{n} 2x_i b_i(x, t) \theta(x) + \sum_{i=1}^{n} 2a_{ii}(x, t) \theta(x) - \nu \quad \forall (x, t) \in \Omega_T.
\]

Via substitution of \((3.5)-(3.7)\) into \((3.15)\) we observe that $\tilde{c}$ is bounded above. Hence, there exists a positive constant $\tilde{C}$ such that

\[
\tilde{c}(x, t) \leq \tilde{C} \quad \forall (x, t) \in \Omega_T.
\]
Now, using (2.4) and (3.9) we demonstrate that \( \frac{1}{h(x,t)} Jh \) is bounded on \( \Omega_T \). Observe that:

\[
n \frac{1}{h(x,t)} Jh(x,t) = \theta(x) \int_{\Omega} \varphi(x-y) \frac{1}{\theta(y)} dy \\
= \int_{\Omega} \varphi(y) \frac{\theta(x)}{\theta(x-y)} dy \\
= \int_{\Omega} \varphi(y) \frac{|x-y|^2 + 1}{|x|^2 + 1} dy \\
= \int_{\Omega} \varphi(y) \left[ 1 + \frac{|y|^2}{|x|^2 + 1} + |y|^2 \left( \frac{1}{|x|^2 + 1} \right) \right] dy \\
\leq 3(||\varphi||_1 + ||\psi||_1) \quad \forall (x,t) \in \Omega_T.
\]

(3.17)

Hence via (3.8), (3.16) and (3.17), it follows that we can choose \( \nu \) to be sufficiently large so that

\[
\bar{P}[1] = \bar{c} + \frac{d}{R} Jh < 0 \quad \text{on} \quad \Omega_T.
\]

(3.18)

Next, via (3.12), for any \( \varepsilon > 0 \), the function \( w = v + \varepsilon \) satisfies

\[
\lim_{|x| \to \infty} w(x,t) = \varepsilon
\]

with the convergence uniform for all \( t \in [0,T] \). Therefore, there exist \( x_0 \in \Omega \) and \( R > 0 \) such that

\[
w > 0, \quad \text{on} \quad (\Omega \setminus B_{x_0}^R) \times [0,T].
\]

It remains to establish that \( w > 0 \) in \( B_{x_0}^R \times [0,T] \). Via (3.13) and (3.18), it follows that

\[
\bar{P}[w] = \bar{P}[v] + \varepsilon \bar{P}[1] < 0 \quad \text{on} \quad \Omega_T.
\]

(3.19)

For a contradiction, suppose that there exists \( (x,t) \in B_{x_0}^R \times [0,T] \) such that \( w(x,t) < 0 \). Since \( w > 0 \) on \( (\partial B_{x_0}^R \times [0,T]) \cup (B_{x_0}^R \times \{0\}) \) and \( w \in C(\Omega_T) \), there exists \( (x^*,t^*) \in (B_{x_0}^R \setminus \partial B_{x_0}^R) \times (0,T] \) such that \( w(x^*,t^*) = 0 \) and \( w > 0 \) on \( B_{x_0}^R \times [0,t^*) \). Additionally, for \( i = 1, \ldots, n \), \( \partial_x w(x^*,t^*) = 0 \), \( \partial_t w(x^*,t^*) \leq 0 \) and the Hessian matrix \( D^2 w(x^*,t^*) = [\partial_{x_i,x_j} w(x^*,t^*)] \) is positive semi-definite. Moreover, it follows from (2.4), (3.8), (3.13) and (2.2) with the Schur Product Theorem that

\[
\bar{P}[w](x^*,t^*) = \sum_{i,j=1}^n a_{ij} \partial_{x_i,x_j} w(x^*,t^*) + \frac{d(x^*,t^*)}{h(x^*,t^*)} J(w)(x^*,t^*) - \partial_{tt} w(x^*,t^*) \geq 0
\]

which contradicts (3.19). Therefore, \( w > 0 \) on \( \Omega_T \). Letting \( \varepsilon \to 0 \) establishes that \( v \geq 0 \) on \( \Omega_T \), and hence, \( u \geq 0 \) on \( \Omega_T \), as required.

\( \square \)

**Remark 3.2.** Note that by the argument above we relaxed the restriction on \( \varphi \) in [5, Theorem 5], where \( \text{supp}(\varphi) \) is compact. Here, we allow \( \varphi \) to decay as \( |x| \to \infty \) albeit with the decay rate constrained by the integrability of \( \psi \).

By combining Proposition 3.1 with a strong minimum principle for second order linear parabolic partial differential inequalities (see, for instance, [7, Chapter 2]), we obtain

**Corollary 3.3** (Strong Minimum Principle). Suppose that the conditions of Proposition 3.1 are satisfied. Furthermore, suppose that for any \( x_0 \in \Omega \) and \( R > 0 \), \( a_{ij}, b_i, c \in L^\infty(B_{x_0}^R \times (0,T]) \). Then, either \( u \equiv 0 \) on \( \Omega_T \) or \( u > 0 \) on \( \Omega_T \).

**Proof.** By Proposition 3.1, \( u \geq 0 \) on \( \Omega_T \). Moreover, since \( \varphi \geq 0 \) on \( \Omega \) we have

\[
\sum_{i,j=1}^n a_{ij} \partial_{x_i,x_j} u + \sum_{i=1}^n b_i \partial_{x_i} u + cu - \partial_{tt} u \leq -dJ u \leq 0 \quad \text{on} \quad \Omega_T.
\]

(3.20)

Therefore, for any \( R > 0 \), the inequality (3.20) holds on \( B_{x_0}^R \times [0,T] \). Via the Strong Minimum principle for linear parabolic partial differential inequalities [7, Chapter 2] the result follows, as required.

\( \square \)

**Remark 3.4.** The assumption on \( c \) of Corollary 3.3 cannot be relaxed to the assumption on \( c \) in Proposition 3.1 (see [18, Section 3]). However we note that one can establish a sharper strong minimum principle than Corollary 3.3, requiring additional technicalities on \( c \), using the regularised distance functions constructed in [14], within a standard strong minimum principle argument.
We now establish a comparison principle for $P$ in

**Theorem 3.5** (Comparison Principle). Let $\underline{u}, \overline{u} \in C(\overline{\Omega_T}) \cap C^{2,1}(\Omega_T) \cap L^\infty(\overline{\Omega_T})$, $P$ be as in (2.1)-(2.4), $\psi : \Omega \to \mathbb{R}$ be given by (3.2), and

$$\mathcal{K} = \left[ \inf_{\overline{\Pi_T}} \min \{ \underline{u}, \overline{u} \}, \sup_{\overline{\Pi_T}} \max \{ \underline{u}, \overline{u} \} \right] \times \left[ \inf_{\overline{\Pi_T}} \min \{ J\underline{u}, J\overline{u} \}, \sup_{\overline{\Pi_T}} \max \{ J\underline{u}, J\overline{u} \} \right].$$

Furthermore, suppose:

1. $P[\underline{u}] \geq P[\overline{u}]$ on $\Omega_T$;
2. $\underline{u} \leq \overline{u}$ on $\partial \Omega_T$;
3. $\sum_{i,j=1}^n a_{ij}(x,t)\eta_i\eta_j \leq A(1 + |x|^2) \eta^2 \quad \forall (x,t) \in \Omega_T, \eta \in \mathbb{R}^n$;
4. $\sum_{i=1}^n b_i(x,t)x_i \leq B(1 + |x|^2) \quad \forall (x,t) \in \Omega_T$;
5. $\psi \in L^1(\Omega)$;
6. $f(x,t,u,Ju)$ satisfies an upper Lipschitz condition in $u$ on $\Omega_T \times \mathcal{K}$;
7. $f(x,t,u,Ju)$ satisfies a Lipschitz condition in $Ju$ on $\Omega_T \times \mathcal{K}$;
8. $f(x,t,u,Ju)$ is non-decreasing with respect to $Ju$ on $\Omega_T \times \mathcal{K}$.

Then, $\underline{u} \leq \overline{u}$ on $\overline{\Omega_T}$.

**Proof.** We define the auxiliary function $w : \overline{\Omega_T} \to \mathbb{R}$ to be

$$w(x,t) = \overline{u}(x,t) - \underline{u}(x,t) \quad \forall (x,t) \in \overline{\Omega_T}.$$  

Then $w \in C(\overline{\Omega_T}) \cap C^{2,1}(\Omega_T) \cap L^\infty(\overline{\Omega_T})$, $w \geq 0$ on $\partial \Omega_T$, and $w$ satisfies the differential inequality

$$\sum_{i,j=1}^n a_{ij}(x,t)\partial_{x_i}x_j w + \sum_{i=1}^n b_i(x,t)x_i \leq B(1 + |x|^2) \partial_t w \leq 0 \quad \text{on} \ \Omega_T.$$  

Noting that $w, Ju \in L^\infty(\overline{\Omega_T})$, it follows, via (3.21), that $(w(x,t), Ju(x,t)) \in \mathcal{K}$ for all $(x,t) \in \overline{\Omega_T}$. It follows that there exist $c, d : \Omega_T \to \mathbb{R}$ such that

$$f(\cdot, \overline{u}, J\overline{u}) - f(\cdot, \underline{u}, J\underline{u}) = cw + d Ju \quad \text{on} \ \Omega_T,$$

with $c$ and $d$ given by:

$$c(x,t) = \begin{cases} f(x,t, \overline{u}(x,t), J\overline{u}(x,t)) - f(x,t, \underline{u}(x,t), J\underline{u}(x,t)) & \text{if } \overline{u}(x,t) \neq \underline{u}(x,t), \\ 0, & \text{if } \overline{u}(x,t) = \underline{u}(x,t), \end{cases}$$

$$d(x,t) = \begin{cases} f(x,t, \underline{u}(x,t), J\underline{u}(x,t)) - f(x,t, \overline{u}(x,t), J\overline{u}(x,t)) & \text{if } J\overline{u}(x,t) \neq J\underline{u}(x,t), \\ 0, & \text{if } J\overline{u}(x,t) = J\underline{u}(x,t), \end{cases}$$

for all $(x,t) \in \Omega_T$. Since $f$ satisfies (3.27)-(3.29), it follows that $c$ and $d$ satisfy (3.7) and (3.8) respectively. Therefore, $w$ in (3.30) and the linear operator obtained from substitution of (3.32) into (3.31) satisfy the conditions of Proposition 3.1. Therefore, $w \geq 0$ on $\overline{\Omega_T}$ and hence $\underline{u} \leq \overline{u}$ on $\overline{\Omega_T}$, as required. \hfill $\Box$

**Remark 3.6.** The motivation for establishing Proposition 3.1, was to demonstrate that a minimum principle for the nonlinear non-local integro-differential operator $P$, can hold generally for $\varphi$ without compact support. A more general statement than Proposition 3.1 can be readily established by considering a general auxiliary function (here given by $\theta(x) = (1 + |x|^2)^{-1}e^{-\sqrt{t}}$ as detailed in [15, Section 2] or [23, p.213]. Investigations into the relaxation of the conditions on $a_{ij}, b_i, c$ in Proposition 3.1, when coupled with growth/decay conditions on $u$ as $|x| \to \infty$, are illustrated in [15] and the references therein. However, to consider the relaxation of growth conditions on $d$ as $|x| \to \infty$ and the integrability conditions on $\varphi$, further investigation is required.

**Remark 3.7.** A condition analogous to (3.29) is illustrated to be required in Proposition 3.1 via the following initial-boundary value problem. The initial-boundary value problem was chosen due to the pathological behaviour of travelling wave solutions of (3.39), as illustrated in [2].

Let $\Omega = \mathbb{R}$ and $P : C^{2,1}(\Omega_T) \cap L^\infty(\Omega_T) \to \mathbb{R}(\Omega_T)$ be given by

$$P[u] = D\partial_{xx}u + f(u, Ju) - \partial_t u \quad \text{on} \ \Omega_T,$$
for all \( u \in C^{2,1}(\Omega_T) \cap L^{\infty}(\Omega_T) \) with: \( D \) a positive constant; \( f : \mathbb{R}^2 \to \mathbb{R} \) given by
\[
(f(u, Ju)) = u(1 - Ju) \quad \forall (u, Ju) \in \mathbb{R}^2,
\]
and with
\[
\varphi \in L^1(\mathbb{R}) \cap C(\mathbb{R}), \quad \varphi \geq 0 \quad \text{and even on } \mathbb{R}, \quad \|\varphi\|_1 = 1, \quad [-k, k] \subseteq \text{supp}(\varphi),
\]
for some \( k \in (0, \infty) \), and
\[
\int_{\Omega} \varphi(y) y^2 < \infty.
\]
The initial-boundary value problem is given by:
\[
P[u] = 0 \quad \text{on } \Omega_T;
\]
\[
u = u_0 \quad \text{on } \partial \Omega_T;
\]
with \( P \) as in (3.35)-(3.38); and \( u_0 \in C^2(\partial \Omega_T) \) such that
\[
u_0(x) = \begin{cases} 
1, & x \in (-\infty, 0), \\
\eta(x), & x \in [0, 1], \\
0, & x \in (1, \infty),
\end{cases}
\]
with \( \eta : [0, 1] \to [0, 1] \) a decreasing function. Now consider \( \overline{u} : \overline{\Omega}_T \to \mathbb{R} \) given by \( \overline{u} \equiv 1 \) on \( \overline{\Omega}_T \) and \( \underline{u} : \overline{\Omega}_T \to \mathbb{R} \) to be the unique solution to (3.39)-(3.41) (guaranteed to exist for \( T \) sufficiently small via [21, Chapter 9, Theorem 2.10]). It follows, from the smoothness of the initial data (see [16, Chapter 5] for details) that \( \underline{u} \in C^{2,1}(\overline{\Omega}_T) \). Now we have:
\[
P[\overline{u}] = 0 = 1 - \|\varphi\|_1 = P[\overline{\pi}] \quad \text{on } \Omega_T,
\]
and
\[
\overline{u} \leq \pi \quad \text{on } \partial \Omega_T.
\]
Further note that \( \partial J_u f(1, 1) = -1 < 0 \). Thus, \( P, \underline{u} \) and \( \overline{\pi} \) satisfy all of the conditions of Theorem 3.5, except the non-decreasing condition in (3.29). However, since \( u \in C^{2,1}(\overline{\Omega}_T) \), and \( J_{u_0}(0) \in (0, 1) \), it follows that
\[
0 = \lim_{\varepsilon \to 0} \left( D\partial_{xx} \underline{u} + \underline{u}(1 - Ju) - \partial_t \underline{u} \right)_{(x,t) = (0,\varepsilon)} = D\partial_{xx} \underline{u}(0,0) + (1 - J_{\underline{u}}(0)) - \partial_t \underline{u}(0,0) > -\partial_t \underline{u}(0,0)
\]
which implies that
\[
\partial_t \underline{u}(0,0) > 0.
\]
Therefore, there exists \( (x^*, t^*) \in \{0\} \times (0, T) \) such that \( \underline{u}(x^*, t^*) > 1 = \overline{\pi}(x^*, t^*) \), violating the conclusion of Theorem 3.5.

Remark 3.8. Note that if we assume \( \Omega \) is a bounded domain in \( \mathbb{R}^n \), all results in this section remain valid, and notably, the assumption \( \int_{\Omega} \varphi(x)|x|^2 \, dx < \infty \) is redundant.

4. A Comparison Result when the Integral Kernel is not Rapidly Decaying

We now consider the comparison principle with \( \varphi \in L^1(\Omega) \) and \( \varphi \geq 0 \) on \( \Omega \) (and omit the condition \( \int_{\Omega} |x|^2 \varphi(x) \, dx < \infty \), used in Section 3). To prove a comparison principle in this setting, we follow an approach presented in [7, Chapters 1 and 2] that utilises fundamental solutions for second order linear parabolic partial differential operators. We begin by stating properties of fundamental solutions we will subsequently employ. In this Section we restrict attention to \( \Omega = \mathbb{R}^n \), and discuss \( \Omega \neq \mathbb{R}^n \) in the concluding remarks.

Let \( L : C^{2,1}(\Omega_T) \to \mathbb{R}(\Omega_T) \) be given by
\[
L[u] = \sum_{i,j=1}^{n} a_{ij} \partial_{x_i x_j} u + \sum_{i=1}^{n} b_i \partial_{x_i} u + cu - \partial_t u \quad \text{on } \Omega_T
\]
for all \( u \in C^{2,1}(\Omega_T) \). We suppose that for some \( \alpha \in (0, 1) \), the coefficients \( a_{ij}, b_i, c : \overline{\Omega}_T \to \mathbb{R} \) are such that
\[
(a_{ij}, b_i, c) \in L^\infty(\overline{\Omega}_T) \cap H_\alpha(\overline{\Omega}_T).
\]
Furthermore, \( a_{ij} = a_{ji} \) on \( \Omega_T \), and
\[
A_{\min} |\eta|^2 \leq \sum_{i,j=1}^{n} a_{ij}(x,t) \eta_i \eta_j \leq A_{\max} |\eta|^2 \quad \forall (x,t) \in \overline{\Omega}_T, \ \eta \in \mathbb{R}^n,
\]
for some constants $A_{\min}, A_{\max} \in \mathbb{R}_+$, and
\begin{equation}
|a_{ij}(x_1, t_1) - a_{ij}(x_2, t_2)| \leq k_\alpha(|x_1 - x_2|^\alpha + |t_1 - t_2|^{\alpha/2})
\end{equation}
for all $(x_1, t_1), (x_2, t_2) \in \mathbb{T}_T$ for some constants $k_\alpha \in \mathbb{R}_+$. Note that, in order to apply the theory presented in [7], we require the coefficients to be continuously extendable onto $\partial \Omega_T$. Alternative conditions on $a_{ij}, b_i$ and $c$ to those presented here (which are sufficient to establish the existence of fundamental solutions for $L$) are discussed in [12, p.356-414]. We now state

**Lemma 4.1.** Let $L$ be an operator as in (4.1) and suppose that (4.2)-(4.4) are satisfied. Then, there exists a fundamental solution for $L$ denoted by $\Gamma(x, t; \xi, \tau) : \Omega^F \to \mathbb{R}$ with
\begin{equation}
\Omega^F = \{(x, t; \xi, \tau) \in \overline{\Omega} : 0 \leq \tau < t \leq T\}.
\end{equation}
Specifically, for any fixed $(\xi, \tau)$, as a function of $(x, t)$, $\Gamma$ satisfies:
- $L[\Gamma] = 0$ on $\Omega \times (\tau, T]$.
- For every $f \in C(\overline{\Omega}) \cap L^{\infty}(\Omega)$
\[
\lim_{t^{\uparrow} \tau} \int_{\Omega} \Gamma(x, t; \xi, \tau)f(\xi)d\xi = f(x) \quad \forall x \in \Omega.
\]

**Proof.** See [7, Theorem 10, p.23].

To proceed, we also require the existence of a fundamental solution for the adjoint operator of $L$, denoted by $L^* : C^{2,1}(\overline{\Omega}_T) \to \mathbb{R}(\Omega_T)$. To define $L^*$, we require that the coefficients of $L$ also satisfy
\begin{equation}
\partial_{x_k}a_{ij} + \partial_{x_j}a_{ij} + b_i \in L^{\infty}(\overline{\Omega}_T) \cap H_0(\Omega_T).
\end{equation}
Specifically, the adjoint operator of $L$ is given by
\begin{equation}
L^*[v] = \sum_{i,j=1}^n \partial_{x_i}(a_{ij}v) - \sum_{i=1}^n \partial_{x_i}(b_i v) + cv + \partial_t v \quad \text{on } \Omega_T,
\end{equation}
for all $v \in C^{2,1}(\overline{\Omega}_T)$. We can now state

**Lemma 4.2.** Let $L$ be the operator defined as in (4.1) and suppose that (4.2)-(4.4) and (4.5) are satisfied. Then, there exists a fundamental solution for $L^*$, denoted by $\Gamma^* : \Omega^{F^*} \to \mathbb{R}$ with
\begin{equation}
\Omega^{F^*} = \{(x, t; \xi, \tau) \in \overline{\Omega} : 0 \leq t < \tau \leq T\}.
\end{equation}
Specifically, for any fixed $(\xi, \tau)$, as a function of $(x, t)$, $\Gamma^*$ satisfies:
- $L^*[\Gamma^*] = 0$ on $\Omega \times (0, \tau]$.
- For every $f \in C(\overline{\Omega}) \cap L^{\infty}(\Omega)$
\[
\lim_{t^{\downarrow} \tau} \int_{\Omega} \Gamma^*(x, t; \xi, \tau)f(\xi)d\xi = f(x) \quad \forall x \in \Omega.
\]

Additionally,
\begin{equation}
\Gamma(x, t; \xi, \tau) = \Gamma^*(\xi, \tau; x, t) \quad \forall (x, t; \xi, \tau) \in \Omega^F.
\end{equation}

**Proof.** See [7, Theorems 14 and 15, p.27-28].

We also require the following qualitative properties of $\Gamma$ and $\Gamma^*$, stated in

**Lemma 4.3.** For all $(x, t; \xi, \tau) \in \Omega^F$, $\Gamma$ satisfies:
\begin{align}
0 &< \Gamma(x, t; \xi, \tau) \leq \kappa(t - \tau) \frac{n}{2} \exp\left(-\frac{\lambda|x - \xi|^2}{4(t - \tau)}\right), \\
|\partial_x \Gamma(x, t; \xi, \tau)| &\leq \kappa(t - \tau) \frac{n+1}{2} \exp\left(-\frac{\lambda|x - \xi|^2}{4(t - \tau)}\right),
\end{align}
and for all $(x, t; \xi, \tau) \in \Omega^{F^*}$, $\Gamma^*$ satisfies:
\begin{align}
0 &< \Gamma^*(x, t; \xi, \tau) \leq \kappa(t - \tau) \frac{n}{2} \exp\left(-\frac{\lambda|x - \xi|^2}{4(t - \tau)}\right), \\
|\partial_x \Gamma^*(x, t; \xi, \tau)| &\leq \kappa(t - \tau) \frac{n+1}{2} \exp\left(-\frac{\lambda|x - \xi|^2}{4(t - \tau)}\right),
\end{align}
for some constants $\kappa \in (0, \infty)$ and $\lambda \in (0, A_{\min})$.

**Proof.** For the upper bounds in (4.8)-(4.11) see [7, p.24 and p.28]. For the positivity of $\Gamma$ and $\Gamma^*$ see [7, Theorem 11, p.44] and (4.7).
We now establish a comparison principle for the nonlinear non-local integro-differential operator $P$ in (2.1), which compliments that in Theorem 3.5, namely

**Theorem 4.4 (Comparison Principle).** Let $\varpi, \nu \in C(\overline{\Omega_T}) \cap C^2(\Omega_T) \cap L^\infty(\overline{\Omega_T})$ and $P$ be an operator as in (2.1)-(2.4) with $K$ as in (3.21). Suppose that: the coefficients $a_{ij}, b_j : \overline{\Omega_T} \rightarrow \mathbb{R}$ satisfy (4.2)-(4.4) and (4.5); $f$ satisfies (3.29) and

$$f(x,t,u, Ju) \text{ satisfies Lipschitz conditions in } u \text{ and } Ju \text{ on } \Omega_T \times K;$$

and $\varphi$ satisfies (2.4). Furthermore, suppose

$$P[\nu] \leq P[u] \quad \text{on } \Omega_T$$

and

$$\nu \geq u \quad \text{on } \partial \Omega_T.$$

Then, $\varpi \geq u$ on $\overline{\Omega_T}$.

**Proof.** Define $w : \overline{\Omega_T} \rightarrow \mathbb{R}$ to be

$$w = (\varpi - u)\theta \quad \text{on } \overline{\Omega_T},$$

with $\theta : [0,T] \rightarrow \mathbb{R}_+$ given by

$$\theta(t) = e^{kt} \quad \forall t \in [0,T]$$

for a positive constant $k$ to be specified. It follows immediately from (4.14) that

$$w \geq 0 \quad \text{on } \partial \Omega_T.$$

Via (2.1) and (4.13), $w$ satisfies

$$\sum_{i,j=1}^n a_{ij} \partial_{x_ix_j} w + \sum_{i=1}^n b_i \partial_{x_i} w + (f(\cdot, \varpi, J\varpi) - f(\cdot, u, Ju))\theta + kw - \partial_t w \leq 0 \quad \text{on } \Omega_T.$$  

As in (3.31)-(3.34), it follows from (4.12) and (3.29), that there exist functions $c, d \in L^\infty(\Omega_T)$ such that

$$(f(\cdot, \varpi, J\varpi) - f(\cdot, u, Ju))\theta + kw = cw + dJu \quad \text{on } \Omega_T,$$

with $k$ chosen sufficiently large, so that

$$c, d \geq 0 \quad \text{on } \Omega_T.$$  

Therefore, we may rewrite (4.16) as

$$L[w] + cw + dJu \leq 0 \quad \text{on } \Omega_T,$$

with $L$ denoting the second order linear parabolic partial differential operator given by

$$L[w] = \sum_{i,j=1}^n a_{ij} \partial_{x_ix_j} w + \sum_{i=1}^n b_i \partial_{x_i} w - \partial_t w \quad \text{on } \Omega_T.$$  

Now, for $R \in \mathbb{N}$ we define $\Gamma^*_R : \Gamma^* \rightarrow \mathbb{R}$ to be

$$(y,s) \rightarrow \Gamma^*_R(y,s) \text{ such that } \forall(y,s) \in \Gamma^*,$$

with $\Gamma^*$ the fundamental solution for the adjoint operator of $L$ in (4.20). The existence of $\Gamma^*$ is guaranteed since the conditions of Lemma 4.2 are satisfied. The function $H_R \in C^2(\Omega)$ satisfies the following properties:

$$H_R(y) = \begin{cases} 1, & y \in B^R; \\ 0, & y \in \Omega \setminus B^{R+1}, \end{cases} \forall y \in \Omega,$$

$$0 \leq H_R(y) \leq 1 \quad \forall y \in \Omega,$$

$$\sum_{i=1}^n |\partial_{y_i} H_R| + \sum_{i,j=1}^n |\partial_{y_i y_j} H_R| \leq M \quad \text{on } B^{R+1},$$

for a constant $M \geq 0$ independent of $R \in \mathbb{N}$. Upon multiplying (4.19) evaluated at $(y,s)$, with $\Gamma^*_R(y,s) \in \mathbb{R}$, and integrating over $\Omega \times [\varepsilon_1, t - \varepsilon_2]$ with $\varepsilon_1, \varepsilon_2 \in (0, t/2)$, we obtain

$$0 \geq \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^{R+1}_z} \Gamma^*_R(y,s) \cdot (L[w] + cw + dJu)(y,s) dy ds$$

$$= \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^{R+1}_z} \Gamma^*_R(y,s) L[w](y,s) dy ds.$$
Using (4.31) is given by

\[ \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1}} \Gamma^*_R(y, s; x, t) L[w](y, s) dy ds \]

Via the Green’s identity for \( L \) and \( L^* \) [7, p.27], the divergence theorem, and Lemma 4.2, the integral of (4.25) is given by

\[ \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1}} \Gamma^*_R(y, s; x, t) L[w](y, s) dy ds \]

\[ = \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1}} (wL^*[\Gamma^*_R] - \partial_y(w\Gamma^*_R))(y, s; x, t) dy ds \]

\[ + \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1}} \left( \sum_{i=1}^{n} \partial_y a_{ij}(\partial_y w) - wa_{ij}(\partial_y \Gamma^*_R) - w\Gamma^*_R(\partial_y a_{ij}) \right)(y, s; x, t) dy ds \]

\[ + \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1}} \left( \sum_{i=1}^{n} \partial_y (b_i w \Gamma^*_R) \right)(y, s; x, t) dy ds \]

where, via the divergence theorem and (4.22)-(4.24), the integrals in (4.28) vanish for all \((x, t) \in \Omega_T \) and \( \Lambda : \Omega_t \rightarrow \mathbb{R} \) is given by

\[ \Lambda(\cdot, \cdot; x, t) = \sum_{i,j=1}^{n} (\partial_y (a_{ij} \Gamma^*)) \partial_y R + \partial_y (a_{ij} \Gamma^*) \partial_y H_R \]

\[ + \sum_{i,j=1}^{n} a_{ij} \Gamma^* (\partial_y a_{ij} H_R) - \sum_{i=1}^{n} b_i \Gamma^* (\partial_y H_R), \]

on \( \Omega_t \) for all \((x, t) \in \Omega_T \). Via (4.22)-(4.23) we have

\[ \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1}} \Lambda(y, s; x, t) w(y, s) dy ds = \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} \Lambda(y, s; x, t) w(y, s) dy ds. \]

Using (4.2)-(4.4), (4.5), (24), (2.30) and Lemma 4.3, it follows that there exists a sufficiently large constant \( C > 0 \) which is independent of \( \varepsilon_1 \), such that

\[ \left| \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} \Lambda(y, s; x, t) w(y, s) dy ds \right| \]

\[ \leq \|w\|_{\infty} \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} |\Lambda(y, s; x, t)| dy ds \]

\[ \leq M \|w\|_{\infty} \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} \left| \sum_{i,j=1}^{n} \partial_y (a_{ij} (y, s) \Gamma^* (y, s; x, t)) + \partial_y (a_{ij} (y, s) \Gamma^* (y, s; x, t)) \right| dy ds \]

\[ + \sum_{i,j=1}^{n} a_{ij} (y, s) \Gamma^* (y, s; x, t) \left| + \sum_{i=1}^{n} b_i (y, s) \Gamma^* (y, s; x, t) \right| dy ds \]

\[ \int_{\varepsilon_1}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} \sum_{i=1}^{n} \partial_y \Gamma^* (y, s; x, t) + |\Gamma^* (y, s; x, t)| dy ds. \]

Via Lemma 4.3, Fubini-Tonelli Theorem and several changes of variables we obtain

\[ \int_{0}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} \left| \sum_{i=1}^{n} \partial_y \Gamma^* (y, s; x, t) + |\Gamma^* (y, s; x, t)| dy ds \right| \]

\[ \leq \kappa \int_{0}^{t-\varepsilon_2} \int_{B^R_{x+1} \setminus B_{\varepsilon}} n(t-s)^{-\frac{\alpha-1}{2}} \exp \left( -\frac{\lambda |x-y|^2}{4(t-s)} \right) \exp \left( -\frac{\lambda |x-y|^2}{4(t-s)} \right) dy ds \]

\[ = \kappa \int_{0}^{t} \int_{B^R_{x+1} \setminus B_{\varepsilon}} \left( 1 + \frac{n}{\sqrt{\tau}} \right) \frac{1}{\tau^{\frac{\alpha}{2}}} \exp \left( -\frac{\lambda |x-y|^2}{4\tau} \right) dy d\tau \]

\[ = \kappa \frac{|s_n|}{2} \left( \frac{4}{\lambda} \right)^{\frac{\alpha}{2}} \int_{\varepsilon_1}^{t} \left( 1 + \frac{n}{\sqrt{\tau}} \right) d\tau \int_{4\tau}^{\lambda |s_n|^2} e^{-z} \frac{1}{z^{\frac{\alpha}{2}}} dz \]
where \( \lambda > 0 \), \(|s_n|\) denotes the surface area of the unit \( n \)-sphere and \( \Gamma_{\text{up}} : \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R} \) denotes the upper incomplete Gamma function. Upon substituting (4.32) into (4.31) it follows that

\[
\int_{t_{\varepsilon_1}}^{t_{\varepsilon_2}} \int_{B_{r_{\varepsilon_1}}^\delta B_r^\delta} \Lambda(y, s; x, t) u(y, s) dy ds \to 0 \quad \text{as} \quad R \to \infty,
\]

uniformly for all \((x, t) \in \Omega_T\) and \(\varepsilon_1 \in (0, \frac{1}{2})\). Thus, via (4.29), (4.33) and letting \(R \to \infty\), the differential inequality (4.25)-(4.26) reduces to

\[
0 \geq -\int_{\Omega} \Gamma^*(y, s; x, t) u(y, s) dy \bigg|_{s=\varepsilon_1}^{t_{\varepsilon_2}} + \int_{\Omega} \Gamma^*(y, s; x, t) (c w + d J w)(y, s) dy ds.
\]

Via Lemma 4.2, letting \(\varepsilon_1, \varepsilon_2 \to 0^+\) in (4.34) yields

\[
w(x, t) \geq \int_{\Omega} \Gamma^*(y, s; x, t) u(y, s) dy + \int_{\Omega} \Gamma^*(y, s; x, t) (c w + d J w)(y, s) dy ds
\]

for all \((x, t) \in \Omega_T\). Via (4.15), the first integral in (4.35) is non-negative and thus we have

\[
-w(x, t) \leq \int_{\Omega} \Gamma^*(y, s; x, t) c(y, s)(-w)(y, s) dy ds + \int_{\Omega} \Gamma^*(y, s; x, t) d(y, s) J(-w)(y, s) dy ds
\]

for all \((x, t) \in \Omega_T\). We define \(\psi : \overline{\Omega_T} \to \mathbb{R}\) to be

\[
\psi = -w \quad \text{on} \quad \overline{\Omega_T},
\]

and additionally, define \(\psi^+_\infty : [0, T] \to \mathbb{R}\) given by

\[
\psi^+_\infty(t) = \sup_{y \in \Omega} \{\max\{\psi(y, t), 0\}\} \quad \forall t \in [0, T].
\]

We note that via [16, Chapter 7], \(\psi^+_\infty \in L^1([0, T])\). Thus, via (4.10), (4.17), (4.18) and (4.37), inequality (4.36) becomes

\[
\psi(x, t) \leq \int_{\Omega} \Gamma^*(y, s; x, t) c(y, s) \max\{\psi(y, s), 0\} dy ds + \int_{\Omega} \Gamma^*(y, s; x, t) d(y, s) (J \max\{\psi, 0\})(y, s) dy ds
\]

\[
\leq \int_{\Omega} \Gamma^*(y, s; x, t) \left(\|c\|_\infty \psi^+_\infty(s) + \|d\|_\infty \int_{\Omega} \varphi(z - y) \psi^+_\infty(s) dz\right) dy ds
\]

\[
\leq \kappa (\|c\|_\infty + \|d\|_\infty \|\varphi\|_1) \int_{\Omega} \frac{\psi^+_\infty(s)}{(t - s)^{n/2}} \exp\left(-\frac{\lambda(y - x)^2}{4(t - s)}\right) dy ds
\]

\[
\leq \kappa (\|c\|_\infty + \|d\|_\infty \|\varphi\|_1) \left(\frac{2\sqrt{n}}{\sqrt{\lambda}}\right)^n \int_0^t \psi^+_\infty(s) ds
\]

\[
C \int_0^t \psi^+_\infty(s) ds
\]

where (4.38) follows after the Fubini-Tonelli Theorem and a change of variables. Since the right hand side of (4.39) is independent of \(x \in \Omega\) and non-negative, it follows that

\[
\psi^+_\infty(t) \leq C \int_0^t \psi^+_\infty(s) ds \quad \text{on} \quad [0, T].
\]

Via (4.15) and (4.37) it also follows that

\[
\psi^+_\infty(0) = 0.
\]

Therefore, via the Bellman-Grönwall inequality [16, Proposition 5.6], we have that

\[
\psi^+_\infty \equiv 0 \quad \text{on} \quad [0, T].
\]

Thus, from (4.37) and (4.41), \(w \geq 0\) on \(\overline{\Omega_T}\) and hence, \(\Omega \geq w\) on \(\overline{\Omega_T}\), as required. \(\square\)

**Remark 4.5.** Consider the initial-boundary value problem (3.35), (3.37), (3.39) and (3.40) with \(f : \mathbb{R}^2 \to \mathbb{R}\) given by

\[
f(u, Ju) = \max\{Ju(1 - u), 0\} \quad \forall (u, Ju) \in \mathbb{R}^2,
\]
We assume that $\Omega = \mathbb{R}^n$, with $0 \leq u_0 \leq 1$ on $\mathbb{R}$. Note that $f$ is locally Lipschitz continuous and therefore, via [21, Chapter 9, Theorem 2.10], there exists a unique solution $u \in C^2(\mathbb{R} \times [0, T]) \cap L^\infty(\mathbb{R} \times [0, T])$, for a sufficiently small $T > 0$, to this initial-boundary value problem. Since

$$
\partial_t u - D \partial_{xx} u = f(u, Ju) \geq 0 \quad \text{on } \Omega_T,
$$

it follows from the minimum principle for the heat equation that

$$
u \geq 0 \quad \text{on } \overline{\Omega}_T.
$$

Now, for any $T > 0$, define $\underline{u} = u$ on $\overline{\Omega}_T$, $\overline{u} \equiv 1$ on $\overline{\Omega}_T$ and $g : \mathbb{R} \to \mathbb{R}$ to be

$$
g(v) = \|u\|_\infty \max\{1 - v, 0\} \quad \forall v \in \mathbb{R}.
$$

Then:

$$
\begin{align*}
\partial_t \underline{u} - D \partial_{xx} \underline{u} &= \max\{Ju(1 - \underline{u}), 0\} \leq g(\underline{u}) \quad \text{on } \Omega_T; \\
\partial_t \overline{u} - D \partial_{xx} \overline{u} &= 0 \geq g(\overline{u}) \quad \text{on } \Omega_T,
\end{align*}
$$

and

$$
u \leq \overline{u} \quad \text{on } \partial \Omega_T.
$$

Thus, on recalling (4.44), via (4.45)-(4.47), it follows from Theorem 4.4 (or Theorem 3.5), with $\varphi \equiv 0$ and $f = g(u)$, that

$$
0 \leq u \leq 1 \quad \text{on } \overline{\Omega}_T.
$$

This a priori bound on the solution of the initial-boundary value problem, allows repeated application of the aforementioned local existence result, which acquires the global solution $u : \overline{\Omega}_\infty \to \mathbb{R}$ to the initial-boundary value problem, for each $u_0 \in C^2(\mathbb{R}) \cap L^\infty(\mathbb{R})$. Since solutions to the initial-boundary value problem are unique and bounded between 0 and 1, $f$ in (4.42) can be replaced by $f(u, Ju) = Ju(1 - u)$ for all $(u, Ju) \in \mathbb{R}^2$. Notably, $f \in C^1(\mathbb{R}^2)$ and $\partial Ju \geq 0$ on $[0, 1]^2$.

Now, consider two cases of the the initial-boundary value problem, with respective initial data $u_0^1, u_0^2 : \mathbb{R} \to \mathbb{R}$, that satisfy

$$
\begin{align*}
u^1_0 \leq u^2_0 \quad &\text{on } \mathbb{R}.
\end{align*}
$$

Then, we can apply Theorem 4.4 (or Theorem 3.5 if $\varphi$ also satisfies (3.38)), to conclude that the corresponding solutions $u^i : \overline{\Omega}_\infty \to \mathbb{R}$, for $i = 1, 2$, to the initial-boundary value problem satisfy

$$
u^1 \leq u^2 \quad \text{on } \overline{\Omega}_\infty.
$$

5. Conclusion

It is widely known that solutions to boundary value problems for second order linear parabolic partial differential equations in unbounded domains, need not be unique if growth restrictions (as $|x| \to \infty$) are not imposed. Indeed, even for the homogeneous heat equation in $\mathbb{R}^n \times [0, T]$, uniqueness fails if one does not assume a boundedness condition similar to $\int_0^T \int_{\mathbb{R}^n} |u(x, t)| \exp(-\mu|x|^2) \, dx \, dt < \infty$, for constant $\mu > 0$ (see [7, p.29-31] and [10]). In the non-local setting we examine, one may assume alternative growth/decay conditions on $u$, to $u \in L^\infty(\overline{\Omega}_T)$ assumed here. The conclusions of Proposition 3.1 and Theorems 3.5 and 4.4 can be established, provided that: conditions on $P$ and $f$ (in the aforementioned statements) are suitably augmented; $Ju$ remains well-defined and suitably bounded as $|x| \to \infty$; and, suitable auxiliary functions exist (see [15, Section 3] for details).

For the initial-boundary value problem for the heat equation in $\mathbb{R}^n \times [0, T]$, sharp growth conditions on $u$ as $|x| \to \infty$, for which uniqueness/non-uniqueness of solutions applies, are known (see [10] and the references therein). Such non-uniqueness results highlight conditions, which if violated, preclude maximum/minimum principles and comparison principles. Consequently, we note here that, analogous examples to highlight the limitations of maximum/minimum principles for nonlinear non-local integro-differential operators, containing a $Ju$ term (as in Proposition 3.1), complimenting limitations known in the local setting (as those discussed in [15, Section 3]), would provide further insight into comparison theory for nonlinear non-local integro-differential operators.

In Section 4 we assumed that $\Omega = \mathbb{R}^n$. However, we may also consider $\Omega \neq \mathbb{R}^n$ which is an unbounded domain, with $\partial \Omega$ sufficiently smooth. For such domains, a theorem similar to Theorem 4.4 can be established via the same arguments. This statement applies, under the proviso that, compatibility conditions for $w = (\overline{u} - \underline{u})\theta$ and $\Gamma^*$, in a neighbourhood of $\partial \Omega \times [0, T]$, are specified so that the application of the divergence theorem in (4.28), yields

$$
\int_{t_{\epsilon_1}}^{t_{\epsilon_2}} \int_S F \cdot \hat{n} dS dt \geq 0,
$$

where $S$ is the boundary of a bounded domain $\Omega$.
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for all \((x, t) \in \Omega_T\), with \(S = \partial \Omega \cap B_R^2\). Here, the \(i\)-th component of \(F : \Omega_T \to \mathbb{R}^n\) is given by

\[
\sum_{j=1}^{n} \left[ \Gamma^* a_{ij} \left( \partial_{y_j} w \right) - w a_{ij} \left( \partial_{y_j} \Gamma^* \right) - w \Gamma^* \left( \partial_{y_j} a_{ij} \right) \right] + \left( b_i w \Gamma^* \right) \quad \text{on } \Omega_T,
\]

for \(i = 1, \ldots, n\), and \(\hat{n}\) is the outward normal vector to \(S = \partial \Omega \cap B_R^2\). Moreover, the error term arising from the integral over \(\partial \Omega \cap (B_R^{n+1} \setminus B_R^2)\) is required to decay sufficiently rapidly as \(R \to \infty\).

A natural application for Theorems 3.5 and 4.4 is to establish uniqueness for solutions of initial-boundary value problems. However, as Remark 3.7 demonstrates, the solution to an initial-boundary value problem for a nonlinear non-local integro-differential equation, can be unique, without the operator satisfying a comparison principle. Results concerning uniqueness, and continuous dependence with respect to initial data, are often established via the Bellman-Grönwall inequality. This approach to establish uniqueness does not require a monotonicity condition, such as condition (3.29), but merely regularity conditions on \(f\).
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