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Abstract

Maximum correntropy criterion regression (MCCR) models have been well studied within the frame of statistical learning when the scale parameters take fixed values or go to infinity. This paper studies the MCCR models with tending-to-zero scale parameters. It is revealed that the optimal learning rate of MCCR models is $O(n^{-1})$ in the asymptotic sense when the sample size $n$ goes to infinity. In the case of finite samples, the performances on robustness of MCCR, Huber and the least square regression models are compared. The applications of these three methods on real data are also displayed.
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1 Introduction

It is known that the classical least square regression models achieve the optimal efficiency when the noises are Gaussian, however, they always underperform if the data is contaminated by non-Gaussian noises or outliers. Some robust regression models have been well developed in the past decades such as the median regression, the modal regression, the Huber regression and the least trimmed squares regression, etc. Moreover, a new robust regression model named the maximum correntropy criterion regression (MCCR) has been theoretically studied within the frame of statistical learning in Feng et al. (2015). Correntropy is constructed based on a kernel function and it is a generalized similarity measure between two random variables (see Santamaría et al. (2006); Gunduz and Principe (2009); Liu et al. (2007); He et al. (2011); Chen and Príncipe (2012).
Correntropy induced loss function $\sigma^2(1 - e^{-\frac{t^2}{\sigma^2}})$ and its scale parameter $\sigma$ are used to control the trade-off between the convergence rate and the robustness of the estimated regression function in MCCR models. While the scale parameter goes to infinity, the convergence rate of estimator has been established under some moment conditions or some absolute bounded conditions on the response variable (see Theorem 4 and 5 in Feng et al. (2015)), while the scale parameter is a fixed constant large enough, the convergence rate has been presented under the symmetric and uniformly bounded noises (see Theorem 6 in Feng et al. (2015)). However, the case that the scale parameter goes to zero has not been considered.

Some other works of MCCR have been presented. The model with the mixed symmetric stable noises and a fixed scale parameter was discussed in Feng and Ying (2020). The situation that the response variable with conditions of $(1 + \varepsilon)$-moment and the scale parameter greater than 1 was studied in Feng and Wu (2020). Particularly, Feng et al. (2020) declared that the model with the correntropy induced loss function $\sigma^{-1}(1 - e^{-\frac{t^2}{\sigma^2}})$ and a tending-to-zero scale parameter was modal regression. It should be noted that the loss functions for MCCR and the modal regression are essentially different when the scale parameters go to zero.

MCCR models with small or tending-to-zero scale parameters are worth to be considered. First, the scale parameters of MCCR play the same roles as the bandwidths of kernel density estimations, when the sample size $n$ is large or where the sample points are dense, the small or tending-to-zero scale parameters are expected to decrease the fitting error. Second, the scale parameters are similar to the smoothing parameters of local polynomial estimations, the small ones are needed where the regression functions have fluctuated. Last, Feng et al. (2015) has noted that the smaller scale parameters provide MCCR models with better robustness, it is meaningful to study the consistency of the estimates with nice robustness.

In this paper, we first give the theoretical study on MCCR models with tending-to-0 scale parameters. The convergence rates of estimates are discussed under the assumption of symmetric noises when the sample size goes to infinity. Then, the simulations and applications are presented to compare MCCR, Huber, and least square (LS) regression models as the sample size is finite. The rest of this paper is organized as follows. In Section 2, we give a short introduction to MCCR. The convergence rates of MCCR estimates with tending to 0 scale parameters under mixed symmetric noise are presented in Section 3. Section 4 and 5 display the numerical experiments
2 Definition of MCCR

We first assume that the regression model is given as

\[ Y = f^*(X) + \varepsilon, \tag{1} \]

where \( X \) is the independent variable takes values in a compact metric space \( \mathcal{X} \), the dependent variable \( Y \in \mathcal{Y} = \mathbb{R} \), and \( \varepsilon \) is the noise subject to \( \mathbb{E}(\varepsilon|X) = 0 \). The purpose of a regression model is to learn the unknown regression function \( f^* \) based on the given observations \( z = \{(x_i, y_i)\}_{i=1}^n \), which are independently sampled from the distribution \( \rho \) of \((X,Y)\) on \( \mathcal{X} \times \mathcal{Y} \).

Given two scalar random variables \( U \) and \( V \), the correntropy \( \mathcal{V}_\sigma \) between \( U \) and \( V \) is defined as \( \mathcal{V}_\sigma(U, V) = \mathbb{E} \mathcal{K}_\sigma(U, V) \), where \( \mathcal{K}_\sigma(\cdot, \cdot) \) is the Gaussian kernel function with the scale parameter \( \sigma > 0 \). Theoretically, the idea of MCCR is to infer \( f^* \) based on the maximization of \( \mathcal{V}_\sigma \). Empirically, MCCR obtains the estimates of \( f^* \) by maximizing the mean version of \( \mathcal{V}_\sigma \) as follows

\[ \hat{\mathcal{V}}_{\sigma,z}(f) = \frac{1}{n} \sum_{i=1}^n \mathcal{K}_\sigma(y_i, f(x_i)). \]

Let the output function of MCCR as

\[ f_z = \arg \max_{f \in \mathcal{H}} \hat{\mathcal{V}}_{\sigma,z}(f), \]

where the hypothesis space \( \mathcal{H} \) is assumed to be a compact subset of a continuous functions space. Furthermore, let the correntropy induced loss function \( l_\sigma : \mathbb{R} \to [0, +\infty) \) as (see Definition 1 in \cite{Feng et al. (2015)})

\[ l_\sigma(t) = \sigma^2(1 - e^{-\frac{t^2}{\sigma^2}}), \tag{2} \]

then the estimator \( f_z \) of MCCR can be equivalently expressed as

\[ f_z = \arg \min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^n l_\sigma(y_i - f(x_i)). \tag{3} \]
The discussions on the loss functions in Feng et al. (2015) and Wang et al. (2013) show that the scale parameter $\sigma$ tunes the tradeoff between robustness and convergence rate of MCCR model, a decreasing $\sigma$ enhances the robustness and reduces the convergence rate and vice versa.

3 MCCR with mixture of symmetric noises

In this section, we give the theoretical research on MCCR with a mixture of symmetric noises.

3.1 Definitions and assumptions

First, let $\rho_X$, $\rho_Y$ be the marginal distributions of $X,Y$ respectively. For any $f \in \mathcal{H}$, the empirical error in (3) is defined as

$$
\varepsilon_\sigma^2(f) = \frac{1}{n} \sum_{i=1}^{n} l_\sigma(y_i - f(x_i)),
$$

and its population version $\varepsilon^\sigma(f)$ is defined as

$$
\varepsilon^\sigma(f) = \int_{x \times y} l_\sigma(y - f(x))d\rho.
$$

Let the distance between $f$ and $f^*$ under $L^2_{\rho_X}$ be $\|f - f^*\|_{L^2_{\rho_X}}$. Moreover, let notation $a_1 \lesssim a_2$ for $a_1, a_2 \in \mathbb{R}$ means that there exists a positive constant $a_3$ such that $a_1 \leq a_3 a_2$.

**Definition 1** (Mixture of symmetric distributions). The univariate distribution function $P(t)$ (density function $p(t)$) is a mixed symmetric distribution if it is a convex combination of symmetric distributions $P_i(t)$ (density function $p_i(t)$), where $i = 1, 2, \cdots, K$ and $K$ is a positive integer, that is, there exists $w_1, w_2, \cdots, w_K$ with $w_i > 0, i = 1, 2, \cdots, K$ and $\sum_{i=1}^{K} w_i = 1$, such that for any $t \in \mathbb{R}$, there are

$$
P(t) = \sum_{i=1}^{K} w_i P_i(t), \quad p(t) = \sum_{i=1}^{K} w_i p_i(t).
$$

**Definition 2** ($l^2$-empirical covering number). Let $x = \{x_1, x_2, \cdots, x_n\} \subset X^n$ and $\eta > 0$. The $l^2$-empirical covering number $N_2^2(\mathcal{H}, \eta)$ of the hypothesis space $\mathcal{H}$ with radius $\eta$ is defined as follows
\( \mathcal{N}_2(\mathcal{H}, \eta) := \sup_{n \in \mathbb{N}} \sup_{x \in \mathcal{X}^n} \inf \left\{ l \in \mathbb{N} : \exists \{f_i\}_{i=1}^l \subset \mathcal{H} \text{ such that for each } f \in \mathcal{H} \text{ there exists some } \right. \\
\left. i \in \{i = 1, 2, \cdots, l\} \text{ with } \frac{1}{n} \sum_{j=1}^n |f(x_j) - f_i(x_j)|^2 \leq \eta^2 \right\} \\
\)

**Assumption 1 (Mixture of symmetric noises).** The noise \( \varepsilon \) is a mixture of symmetric noises with 0 as the center, that is, for any \( x \in \mathcal{X} \), the density \( p_{\varepsilon|x} \) of the noise \( \varepsilon \) holds the following forms

\[ p_{\varepsilon|x}(t) = \sum_{i=1}^K w_i p_{\varepsilon,i|x}(t), \quad t \in \mathbb{R}, \]

where \( K \) is a positive integer, \( w_i > 0, i = 1, 2, \cdots, K \) with \( \sum_{i=1}^K w_i = 1 \), and \( p_{\varepsilon,i|x} \) is the density function of a symmetric distribution \( P_{\varepsilon,i|x} \) with 0 as the center.

**Assumption 2.** For any \( x \in \mathcal{X} \) and \( i = 1, 2, \cdots, K \), the Fourier transform \( \widehat{p}_{\varepsilon,i|x} \) of \( p_{\varepsilon,i|x} \) is positive, and there exist two positive constants \( c_{0,i}, C_{0,i} \), such that \( \widehat{p}_{\varepsilon,i|x}(\xi) \geq C_{0,i} \) for \( \xi \in [-c_{0,i}, c_{0,i}] \).

**Assumption 3 (Complexity Assumption).** There exist positive constants \( s \) and \( c \) with \( 0 < s < 2 \), such that

\[ \log \mathcal{N}_2(\mathcal{H}, \eta) \leq c \eta^{-s}, \forall \eta > 0. \]

Moreover, we assume that \( \sup_{f \in \mathcal{H}} \|f\|_\infty \leq M \) and \( \|f^*\|_\infty \leq M \), where \( M \) is a positive constant. Assumptions 1 and 2 allow the noises to be kinds of random variables, such as Gaussian distribution, Cauchy distribution, Laplace distribution, Linnik distribution, symmetric stable distribution and the convex combinations of the above distributions (See Kozubowski et al. (1998); Fama and Roll (1968) and Miller (1978)). Assumption 3 is a common representation for the complexity of hypothesis space in statistical learning (See Zhou (2002) and Cucker and Zhou (2007)).

### 3.2 Theoretical results on convergence rates

We give two theorems on the learning efficiency of MCCR in this subsection.

**Theorem 1.** Suppose that Assumptions 1, 2 and \( f^* \in \mathcal{H} \) hold. For a fixed scale parameter \( \sigma > 0 \),
we have
\[ f^* = \arg \min_{f \in \mathcal{H}} \varepsilon^\sigma(f), \]
and for any \( f \in \mathcal{H}, \)
\[ c_\sigma \| f - f^* \|^2_{L^2_{\rho X}} \leq \varepsilon^\sigma(f) \leq \| f - f^* \|^2_{L^2_{\rho X}}, \]
where \( c_\sigma \) is a positive constant which will be given explicitly in the proof.

Theorem 1 shows that the population version estimator of MCCR can accurately represent the unknown function \( f^* \) when \( f^* \in \mathcal{H} \) and the noise is a mixture of symmetric distributions with positive Fourier transform and the Fourier transform has a lower bound of positive constant in a finite region. In this sense, \( f_z \) can be regarded as an unbiased estimator of \( f^* \). In addition, if let \( f = f_z \), Theorem 1 shows that the excess risk of MCCR can be bounded by \( L^2_{\rho X} \) distance between the MCCR estimator \( f_z \) and the real unknown function \( f^* \), which helps us to get Theorem 2.

**Theorem 2.** Suppose that Assumptions 1, 2, 3 and \( f^* \in \mathcal{H} \) hold. Let \( f_z \) be given in equation (3) and scale parameter \( \sigma = n^\theta \). For any \( 0 < \delta < 1 \), with probability at least \( 1 - \delta \), it holds that
\[ \| f_z - f^* \|^2_{L^2_{\rho X}} \lesssim n^{-\frac{\theta+2}{7+2}} \log \left( \frac{1}{\delta} \right), \]
where \( \theta \in (-\frac{1}{4}, 0) \).

Theorem 2 shows that, when \( n \) goes to infinity, the estimator \( f_z \) can learn the conditional mean function \( f^* \) by the rate \( O(n^{-\frac{\theta+2}{7+2}}) \) as the scale parameter \( \sigma \) tends to 0 via \( O(n^\theta) \) with \( \theta \in (-\frac{1}{4}, 0) \), and the optimal rate is \( O(n^{-1}) \) in the sense of approximation. Together with [Feng et al. 2015](#), where the scale parameter goes to infinity or is a constant large enough are discussed, this work completes the theoretical analysis for MCCR. And, the convergence rate is established when the noise is the mixture of symmetric distributions with some common conditions, which ensures the model to learn the unknown mean regression functions under mild conditions. Last, this result reveals that MCCR models hold favorable learning rate as well as adequate robustness via tending to 0 scale parameters. All these lead to the merits of MCCR models in dealing with kinds of noises and outliers, some cases will be shown in Section 4.
3.3 Proofs of Theorem 1 and 2

First, we display the following lemma which is needed to prove Theorem 2. It is given in Wu et al. (2007) and adopted in kinds of statistical learning works such as Guo and Zhou (2013); Feng and Ying (2020) and Feng et al. (2020).

**Lemma 1.** Let $\mathcal{F}$ be a set of measurable functions on $\mathcal{Z}$, and $B, c > 0, \tau \in [0,1]$ be constants such that each of $f \in \mathcal{F}$ satisfies $\|f\|_{\infty} \leq B$ and $Ef^2 \leq c(\mathbb{E}f)^{\tau}$. If for some $a > 0$ and $s \in (0,2)$,

$$\log \mathcal{N}_2(\mathcal{F}, \eta) \leq a\eta^{-s}, \forall \eta > 0,$$

then there exists a constant $c_s$ such that for any $t > 0$, with probability at least $1 - e^{-t}$, for all $f \in \mathcal{F}$, there holds

$$\mathbb{E}f - \frac{1}{n} \sum_{i=1}^{n} f(z_i) \leq \frac{1}{2} \xi^{1-\tau}(\mathbb{E}f)^{\tau} + c_s \zeta + 2 \left( \frac{ct}{n} \right)^{\frac{1}{2\tau}} + 18Bt \frac{n}{n},$$

where

$$\zeta := \max \left\{ c \frac{a}{\sigma^2} \left( \frac{a}{n} \right)^{\frac{2}{2+2s}} \, B \frac{2-s}{\tau+2} \left( \frac{a}{n} \right)^{\frac{1}{2\tau+2}} \right\}.$$

**Proof of Theorem 1.** The techniques we used here is similar with Fan et al. (2016). First, we prove the left inequality. From the definition of $\varepsilon^\sigma(f)$, we have

$$\varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) = \int_{\mathcal{X} \times \mathcal{Y}} l_\sigma(y - f(x))d\rho - \int_{\mathcal{X} \times \mathcal{Y}} l_\sigma(y - f^*(x))d\rho$$

$$= \sigma^2 \int_{\mathcal{X}} \int_{\mathcal{Y}} \left[ - \exp \left( - \frac{(y - f(x))^2}{\sigma^2} \right) + \exp \left( - \frac{(y - f^*(x))^2}{\sigma^2} \right) \right] p_{y|x}(y)dyd\rho \chi(x)$$

$$= \sigma^2 \int_{\mathcal{X}} \int_{-\infty}^{+\infty} \left[ \exp \left( - \frac{t^2}{\sigma^2} \right) - \exp \left( - \frac{(t - (f(x) - f^*(x)))^2}{\sigma^2} \right) \right] p_{\varepsilon|x}(t)dt d\rho \chi(x).$$
By Plancherel formula, we have

\[
\varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) = \frac{\sigma^3}{2\sqrt{\pi}} \int_{-\infty}^{+\infty} \frac{\sigma^2 \xi^2}{4} \exp \left(-\frac{\sigma^2 \xi^2}{4}\right) \left[1 - \exp(-i\xi(f(x) - f^*(x)))\right] \hat{p}_{\varepsilon|x}(\xi) d\xi d\rho_X(x)
\]

\[
= \frac{\sigma^3}{2\sqrt{\pi}} \int_{-\infty}^{+\infty} \frac{\sigma^2 \xi^2}{4} \sin^2 \left(\frac{\xi(f(x) - f^*(x))}{2}\right) \hat{p}_{\varepsilon|x}(\xi) d\xi d\rho_X(x)
\]

where \(\hat{p}_{\varepsilon|x}(\xi)\) is the Fourier transform of \(p_{\varepsilon|x}\), the second equation holds because \(\varepsilon^\sigma(f) - \varepsilon^\sigma(f^*)\) is real for \(\forall f \in \mathcal{H}\). From the linearity of the Fourier transformation and Assumption 1, we get

\[
\hat{p}_{\varepsilon|x}(\xi) = \sum_{i=1}^{K} w_i \hat{p}_{\varepsilon,i|x}(\xi).
\]

where \(\hat{p}_{\varepsilon,i|x}\) is the Fourier transformation of \(p_{\varepsilon,i|x}\) \((i = 1, 2, \cdots, K)\). Furthermore, from Assumption 2, it is known that exists positive constants \(c_{0,i}, C_{0,i}\) with \(i = 1, 2, \cdots, K\), such that

\[
\varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) \geq \frac{\sigma^3}{\sqrt{\pi}} \int_{-\infty}^{+\infty} \frac{\sigma^2 \xi^2}{4} \sin^2 \left(\frac{\xi(f(x) - f^*(x))}{2}\right) C_{0,i} \hat{p}_{\varepsilon,i|x}(\xi) d\xi d\rho_X(x)
\]

And, for \(\forall x \in \mathcal{X}, |f(x) - f^*(x)| \leq 2M\). When \(|\xi| \leq \frac{\pi}{2M}\), from Jordan’s inequality, it holds that

\[
\frac{\xi^2(f(x) - f^*(x))^2}{\pi^2} \leq \sin^2 \left(\frac{\xi(f(x) - f^*(x))}{2}\right).
\]

Then, let \(c' = \min\{c_{0,1}, c_{0,2}, \cdots, c_{0,K}, \frac{\pi}{2M}\}\), so we have

\[
\varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) \geq \frac{\sigma^3}{\pi \sqrt{2}} \int_{-\infty}^{+\infty} \sum_{i=1}^{K} w_i \hat{p}_{\varepsilon,i|x}(\xi) d\xi d\rho_X(x)
\]

\[
:= c_{\sigma} \int \left(\frac{f(x) - f^*(x))^2}{d\rho_X(x)}ight)
\]
where
\[
c_\sigma = \frac{\sigma^3}{\pi^\frac{3}{2}} \sum_{i=1}^{K} w_i C_{0,i} \int_{-\epsilon'}^{\epsilon'} \xi^2 \exp\left(-\frac{\sigma^2 \xi^2}{4}\right) d\xi,
\]
is a positive constant. This implies that \( \varepsilon^\sigma(f) \geq \varepsilon^\sigma(f^*) \) for any \( f \in \mathcal{H} \). In other words,
\[
f^* = \arg \min_{f \in \mathcal{H}} \varepsilon^\sigma(f).
\]
Second,
\[
\varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) = \sigma^2 \int_{-\infty}^{+\infty} \left[ \exp\left(-\frac{t^2}{\sigma^2}\right) - \exp\left(-\frac{(t - (f(x) - f^*(x)))^2}{\sigma^2}\right)\right] p_{\epsilon|x}(t) dt d\rho_X(x)
\]
\[
:= \sigma^2 \int_{-\infty}^{+\infty} [F_x(f(x) - f^*(x)) - F_x(0)] d\rho_X(x)
\]
where \( F_x : \mathbb{R} \rightarrow \mathbb{R} \) is defined as
\[
F_x(u) := 1 - \int_{-\infty}^{+\infty} \exp\left(-\frac{(t - u)^2}{\sigma^2}\right) p_{\epsilon|x}(t) dt, x \in \mathcal{X}.
\]
From Taylor expansions, we know that
\[
F_x(f(x) - f^*(x)) - F_x(0) = F'_x(0)(f(x) - f^*(x)) + \frac{F''_x(\zeta_x)}{2}(f(x) - f^*(x))^2,
\]
where for \( \forall x \in \mathcal{X}, \zeta_x \) is between 0 and \( f(x) - f^*(x) \). Due to the noise is symmetric with 0 as the center, for \( \forall x \in \mathcal{X} \), we have
\[
F'_x(0) = -\int_{-\infty}^{+\infty} \exp\left(-\frac{t^2}{\sigma^2}\right) \left(\frac{2t}{\sigma^2}\right) p_{\epsilon|x}(t) dt = 0.
\]
In addition, for \( \forall x \in \mathcal{X} \),
\[
F''_x(\zeta_x) = \int_{-\infty}^{+\infty} 2 \exp\left(-\frac{(t - \zeta_x)^2}{\sigma^2}\right) \left(\frac{\sigma^2 - 2(t - \zeta_x)^2}{\sigma^4}\right) p_{\epsilon|x}(t) dt \leq \frac{2}{\sigma^2},
\]
Therefore,

\[
\epsilon^\sigma(f) - \epsilon^\sigma(f^*) = \sigma^2 \int_{\mathcal{X}} 0 + \frac{F''_x(\zeta_x)}{2} (f(x) - f^*(x))^2 d\rho_X(x) \\
\leq \int_{\mathcal{X}} (f(x) - f^*(x))^2 d\rho_X(x) = \|f - f^*\|_{L^2_{\rho_X}}^2.
\]

(6)

Combine (4) and (6), we obtain

\[
c_\sigma \|f - f^*\|_{L^2_{\rho_X}}^2 \leq \epsilon^\sigma(f) - \epsilon^\sigma(f^*) \leq \|f - f^*\|_{L^2_{\rho_X}}^2,
\]

where \(c_\sigma\) is a positive constant given in (5). This completes the proof of Theorem 1.

**Remark 1.** When \(\sigma\) changes with the sample size \(n\), we will make further analysis here. From (5), it is known that there exists a constant \(A_i \in [-c', c']\), \(i = 1, 2, \cdots, K\), such that,

\[
c_\sigma = \sigma^3 \frac{\pi^{\frac{3}{2}}}{\pi^{\frac{3}{2}}} \sum_{i=1}^{K} w_i A_i^2 \exp \left( - \frac{\sigma^2 A_i^2}{4} \right) C_{0,i} (c' + c') = \sigma^3 \sum_{i=1}^{K} \exp \left( - \frac{\sigma^2 A_i^2}{4} \right) 2\pi^{-\frac{3}{2}} c' w_i A_i^2 C_{0,i}
\]

\[
:= \sigma^3 \sum_{i=1}^{K} \exp \left( - \frac{\sigma^2 A_i^2}{4} \right) c_1,
\]

where

\[
c_1 = 2\pi^{-\frac{3}{2}} c' w_i A_i^2 C_{0,i},
\]

is a positive constant.

**Proof of Theorem 2.** First, we prove that Theorem 2 satisfies the conditions of Lemma 1. We assume that the definition of the function set \(\mathcal{F}_H\) is as follows

\[
\mathcal{F}_H = \left\{ g : g(z) = -\sigma^2 \exp \left\{ -\frac{(y - f(x))^2}{\sigma^2} \right\} + \sigma^2 \exp \left\{ -\frac{(y - f^*(x))^2}{\sigma^2} \right\}, f \in \mathcal{H}, z \in \mathcal{Z} \right\}.
\]
Then, for $\forall g \in \mathcal{F}_H$, we have

$$\|g\|_\infty \leq \sigma^2 + \sigma^2 \leq 2\sigma^2,$$

and

$$\mathbb{E}g = \varepsilon^\sigma(f) - \varepsilon^\sigma(f^*).$$

Moreover, introducing the auxiliary function $h(t) = -\sigma^2 \exp\{-\frac{t^2}{\sigma^2}\}, t \in \mathbb{R}$, it is easy to see that $\|h'\|_\infty = \sqrt{2/e}\sigma$. By taking $t_1 = y - f(x), t_2 = y - f^*(x)$ and applying the mean value theorem to $h$, we see that

$$\mathbb{E}g^2 = \int_Z \left( -\sigma^2 \exp\left\{ -\frac{(y - f(x))^2}{\sigma^2} \right\} + \sigma^2 \exp\left\{ -\frac{(y - f^*(x))^2}{\sigma^2} \right\} \right)^2 d\rho$$

$$\leq \int_Z \|h'\|_\infty^2 (f(x) - f^*(x))^2 d\rho$$

$$\leq 2e^{-1}\sigma^2 \int_Z (f(x) - f^*(x))^2 d\rho$$

$$\lesssim \sigma^{-1} \left( \sum_{i=1}^K \exp\left\{ -\frac{\sigma^2 A_i^2}{4} \right\} \right)^{-1} \mathbb{E}g.$$  

On the other hand, for $\forall g_1, g_2 \in \mathcal{F}_H$, $\exists f_1, f_2 \in \mathcal{H}$, such that

$$g_1(z) = -\sigma^2 \exp\left\{ -\frac{(y - f_1(x))^2}{\sigma^2} \right\} + \sigma^2 \exp\left\{ \frac{(y - f_1(x))^2}{\sigma^2} \right\},$$

and

$$g_2(z) = -\sigma^2 \exp\left\{ -\frac{(y - f_2(x))^2}{\sigma^2} \right\} + \sigma^2 \exp\left\{ -\frac{(y - f_2(x))^2}{\sigma^2} \right\}.$$  

So, we have

$$\|g_1 - g_2\|_\infty \leq \sqrt{2/e}\sigma \cdot \|f_1 - f_2\|_\infty.$$  

Then, under the assumption of complexity and $0 < s < 2$, the $l^2$-empirical covering numbers of $\mathcal{F}_H$ and $\mathcal{H}$ have the following relation

$$\log \mathcal{N}_2(\mathcal{F}_H, \eta) \leq \log \mathcal{N}_2(\mathcal{H}, \frac{\eta}{\sqrt{2/e}\sigma}) \lesssim \sigma^s \eta^{-s}.$$
Now, applying Lemma 1 to the random variable $g$ with $B = 2\sigma^2$, $c = \sigma^{-1}\left(\sum_{i=1}^{K} \exp \left\{ -\frac{\sigma^2 A^2_i}{4} \right\} \right)^{-1}$, $\tau = 1$, $a = \sigma^s$, then for any $0 < \delta < 1$, with probability at least $1 - \delta$, it holds that

$$\left[ \varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) \right] - \left[ \varepsilon^\sigma_z(f) - \varepsilon^\sigma_z(f^*) \right] - \frac{1}{2}\left[ \varepsilon^\sigma(f) - \varepsilon^\sigma(f^*) \right] \lesssim \left( \sigma^{\frac{3s-2}{4}} n^{-\frac{2}{2s+4}} + \sigma^{-1} n^{-1} \right) \log \left( \frac{1}{\delta} \right).$$

Because $f_z = \arg\min_{f \in H} \varepsilon^\sigma_z(f)$, we have

$$\varepsilon^\sigma(f_z) - \varepsilon^\sigma(f^*) \leq 2\left[ \varepsilon^\sigma(f_z) - \varepsilon^\sigma(f^*) \right] - 2\left[ \varepsilon^\sigma_z(f_z) - \varepsilon^\sigma_z(f^*) \right] - \left[ \varepsilon^\sigma(f_z) - \varepsilon^\sigma(f^*) \right]$$

$$\lesssim \left( \sigma^{\frac{3s-2}{4}} n^{-\frac{2}{2s+4}} + \sigma^{-1} n^{-1} \right) \log \left( \frac{1}{\delta} \right).$$

Therefore, according to Theorem 1, for any $0 < \delta < 1$, with probability at least $1 - \delta$, it holds that

$$\|f_z - f^*\|_{L^2_{\rho_X}}^2 \leq \frac{1}{c_\sigma} \left[ \varepsilon^\sigma(f_z) - \varepsilon^\sigma(f^*) \right]$$

$$\lesssim \left( \sigma^{\frac{3s-2}{4}} n^{-\frac{2}{2s+4}} + \sigma^{-1} n^{-1} \right) \sigma^{-3} \left( \sum_{i=1}^{K} \exp \left\{ -\frac{\sigma^2 A^2_i}{4} \right\} \right)^{-1} \log \left( \frac{1}{\delta} \right)$$

$$\lesssim \left( \sigma^{-\frac{s}{2s+4}} n^{-\frac{2}{2s+4}} + \sigma^{-4} n^{-1} \right) \log \left( \frac{1}{\delta} \right).$$

Let $\sigma = n^{\theta}$ with $\theta \in (-\frac{1}{4}, 0)$, then we have

$$\|f_z - f^*\|_{L^2_{\rho_X}}^2 \lesssim n^{-\frac{8\theta+2}{2s+4}} \log \left( \frac{1}{\delta} \right).$$

This completes the proof of Theorem 2.

4 Simulations

In this section, we use synthetic data of finite samples to show the effectiveness of MCCR model under mixed symmetric noises and compare the robustness of MCCR to Huber and least squares (LS) regression models. Assume further that the space $\mathcal{H}$ is a bounded subset of a reproducing kernel Hilbert space $\mathcal{H}_K$, where $K$ is a Mercer kernel. At this time, the solution (3) of the MCCR
model is equivalent to
\[
f_z = \arg \min_{f \in \mathcal{H}_K} \frac{1}{n} \sum_{i=1}^{n} l_{\sigma}(y_i - f(x_i)) + \lambda \|f\|_K^2, \tag{7}
\]
where \(\lambda\) is a positive regularization parameter. The representor theorem ensures that \(f_z\) can be modeled by
\[
f_z(x) = \sum_{i=1}^{n} \alpha_i K(x, x_i) + b_0,
\]
where \(\alpha = (\alpha_1, \cdots, \alpha_n)^\top \in \mathbb{R}^n\) and \(b_0 \in \mathbb{R}\) are learned from (7). We use Gaussian kernel \(K(x, x') = \exp\left\{-\frac{\|x-x\|^2}{h^2}\right\}\) and the iterative weighted least squares to perform the algorithms. The initial values of the iterations for MCCR regression and Huber regression are \(\alpha = (0, \cdots, 0)^\top\) and \(b_0 = 0\). The scale parameter \(\sigma\), bandwidth parameter \(h\) and regularization parameter \(\lambda\) in \(l_{\sigma}\) loss and Huber’s loss, the bandwidth parameter \(h\) and regularization parameter \(\lambda\) in LS regression are all selected by the rule of five-fold cross validation.

**Example 1.** The real function is \(f(x) = e^{-7.5x} \cos(10\pi x)\), where \(X_i\) are independent sample points from a uniform distribution \(U(0, 1)\), and \(Y_i = f(X_i) + \varepsilon_i\) with \(\varepsilon_i \sim 0.8N(0, 0.1^2) + 0.2N(0, 0.5^2)\). \(N(0, 0.1^2)\) is the background noise and \(N(0, 0.5^2)\) is used to generate outliers, \(i = 1, 2, \cdots, n\) and \(n = 200\). The estimates are shown in Fig.1.

**Example 2.** The real function is \(f(x) = -1 + 1.5x + 0.2\phi(x - 0.6)\), where \(\phi(x)\) is the density function of normal distribution \(N(0, 0.04^2)\), \(X_i\) are independent sample points from a uniform distribution \(U(0, 1)\), and \(Y_i = f(X_i) + \varepsilon_i\) with \(\varepsilon_i \sim 0.8N(0, 0.1^2) + 0.2N(0, 1)\). \(N(0, 0.1^2)\) is the background noises and \(N(0, 1)\) is used to generate outliers, \(i = 1, 2, \cdots, n\) and \(n = 200\). The estimates are shown in Fig.2.

**Example 3.** The real function is \(f(x) = \frac{\sin(x)}{x}\), where \(X_i\) are independent sample points from a uniform distribution \(U(-10, 10)\), and \(Y_i = f(X_i) + \varepsilon_i\) with \(\varepsilon_i \sim 0.8N(0, 0.1^2) + 0.2\text{Cauchy}(0, 0.2)\). \(N(0, 0.1^2)\) is the background noise and \(\text{Cauchy}(0, 0.2)\) is used to generate outliers, \(i = 1, 2, \cdots, n\) and \(n = 200\). The estimates are shown in Fig.3.

Estimates shown in these three Figures tell us that the MCCR has a comparable performance with Huber regression on fitness and robustness, and both of them outperform LS regression when data contains outliers. Moreover, for each example, the simulations are repeated 100 times and
Figure 1: Real function, estimates and scatter plots of Example 1. (a) Real function (black solid curve) and scatter plots. Circles are sample points with background noise and red crosses are outliers. (b) Red, blue and green solid curves are the estimates of MCCR, Huber and LS regressions, respectively.

Figure 2: Real function, estimates and scatter plots of Example 2. (a) Real function (black solid curve) and scatter plots. Circles are sample points with background noise and red crosses are outliers. (b) Red, blue and green solid curves are the estimates of MCCR, Huber and LS regressions, respectively.
the mean square error (MSE) between the estimator \( f_z \) and the real function \( f^* \) are given in Table 1 (in brackets are the standard deviations), which supports the similar conclusion. Furthermore, let \( \theta = -0.2 \) and the sample size \( n \) goes from 100 to 200, 300, \( \cdots \), 600, MSEs and their standard deviations are shown in Table 2 and Fig.4, which provide some evidence to Theorem 2.

Table 1: The MSE between \( f_z \) and \( f^* \) of MCCR, Huber, and LS regression

|       | MCCR     | Huber    | LS        |
|-------|----------|----------|-----------|
| Example 1 | 0.0014(0.0006) | 0.0017(0.0006) | 0.0046(0.0015) |
| Example 2 | 0.0027(0.0008) | 0.0045(0.0018) | 0.0165(0.0062) |
| Example 3 | 0.0006(0.0004) | 0.0007(0.0004) | 0.2595(1.5240) |

5 Application

In this section, we use MCCR, Huber and LS regression to learn from the speed-flow data, which was firstly studied in Petty et al. (1996) and is publicly available from the R-package \texttt{hdrcde}. Let \( X \) be the traffic flow, evaluated by the number of vehicles per hour per lane, \( Y \) be the speed.
Table 2: The MSE of MCCR for sample size $n$

|      | Example 1 | Example 2 | Example 3 |
|------|-----------|-----------|-----------|
| $n=100$ | 0.0034(0.0025) | 0.0066(0.0275) | 0.0013(0.0006) |
| $n=200$ | 0.0017(0.0025) | 0.0035(0.0081) | 0.0006(0.0003) |
| $n=300$ | 0.0010(0.0003) | 0.0031(0.0095) | 0.0004(0.0002) |
| $n=400$ | 0.0007(0.0002) | 0.0026(0.0078) | 0.0003(0.0001) |
| $n=500$ | 0.0006(0.0002) | 0.0013(0.0002) | 0.0003(0.0001) |
| $n=600$ | 0.0005(0.0001) | 0.0011(0.0002) | 0.0002(0.0001) |

Figure 4: MSE of MCCR for sample size $n$. 
Figure 5: Estimates and scatter plots of the speed-flow data. Red, blue and green solid curves are the estimates of MCCR, Huber and LS regressions, respectively. (a) Speed-Flow data for lane 2; (b) Speed-Flow data for lane 3.

of the vehicle, measured in miles per hour, scatter plots of two data sets collected on two separate lanes (lane 2 and lane 3) of the 4-lane Californian highway I-880 in 1993 are displayed in Fig.5. Red, blue and green solid curves are the estimates of MCCR, Huber and LS regressions, respectively. The algorithm is the iterative weighted least squares and the hyperparameter selection method is five-fold cross-validation. The results show that MCCR holds the best robustness, LS regression is the worst and Huber regression is between the two.

6 Conclusion

Maximum Correntropy Criterion Regression models with tending-to-zero scale parameters are theoretically studied within the frame of statistical learning. The model can learn the conditional mean function $f^*$ with the rate $O(n^{-\frac{6\theta+2}{2+\theta}})$ as the scale parameter $\sigma$ tends to 0 via $O(n^\theta)$, where $\theta \in (-\frac{1}{4}, 0)$ and $s$ is the complexity parameter of the hypothesis space. The optimal convergence rate of estimator is $O(n^{-1})$ in the sense of approximation. This study implies that MCCR models can attain both accurate approximation and adequate robustness when the sample size is large enough. Simulations and applications of MCCR, Huber and LS regression models are evaluated, both of them show some evidences for that the MCCR model holds the best robustness.
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