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Abstract—Wireless links using massive MIMO transceivers are vital for next generation wireless communications networks. Precoding in Massive MIMO transmission requires accurate downlink channel state information (CSI). Many recent works have effectively applied deep learning (DL) to jointly train UE-side compression networks for delay domain CSI and a BS-side decoding scheme. Vitally, these works assume that the full delay domain CSI is available at the UE, but in reality, the UE must estimate the delay domain based on a limited number of frequency domain pilots. In this work, we propose a linear pilot-to-delay (P2D) estimator that transforms sparse frequency pilots to the truncated delay CSI. We show that the P2D estimator is accurate under frequency downsampling, and we demonstrate that the P2D estimate can be effectively utilized with existing autoencoder-based CSI estimation networks. In addition to accounting for pilot-based estimates of downlink CSI, we apply unrolled optimization networks to emulate iterative solutions to compressed sensing (CS), and we demonstrate better estimation performance than prior autoencoder-based DL networks. Finally, we investigate the efficacy of trainable CS networks for a differential encoding network for time-varying CSI estimation, and we propose a new network, MarkovNet-ISTA-ENet, comprised of both a CS network for initial CSI estimation and multiple autoencoders to estimate the error terms. We demonstrate that this heterogeneous network has better asymptotic performance than networks comprised of only one type of network.
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I. INTRODUCTION

The modern wireless networks utilizing massive multiplexing input-output (MIMO) technologies are critical to achieving high link capacity [1]. To realize these capacity gains, MIMO base stations (gNB) require accurate downlink channel state information (CSI) for user equipment (UE) precoding. While uplink-downlink reciprocity in TDD systems [2]–[3] can be exploited to estimate downlink CSI via uplink CSI, FDD networks exhibit comparatively weak channel reciprocity. Thus, feedback from UEs is necessary for downlink CSI estimation and UE-specific precoding at the BS.

Many recent works have applied deep learning (DL)-based CSI compression and estimation including the successful application of convolutional neural networks (CNNs) in autoencoder [5]–[8], the integration of uplink magnitude-reciprocity at the decoding CNN [9], and the exploitation of temporal CSI coherence [10], [11].

Broadly speaking, many works assume that the full downlink CSI matrix is available at the UE. In practice, this assumption is not met since individual elements of the downlink CSI are estimated using pilot symbols. Pilot estimation effectively means that the CSI available at the UE is a sparse, downsampled version of the full CSI. Assuming pilot estimation, DL-based downlink CSI compression and estimation schemes must account for input data that are low-resolution and noise corrupted compared to the full, ground truth CSI data.

To effectively utilize pilot-based CSI at the UE for downlink CSI estimation, this work presents the following contributions:

• **Pilots-to-Delay (P2D):** Based on a limited number of pilot-based estimates, we propose an accurate estimator of the truncated delay-domain CSI at the UE. Using this estimator as the input to a range of deep learning-based CSI compression networks, we show that this estimator provides a suitable surrogate for ground-truth delay domain CSI. To conform to 3GPP specifications, we outline the pilot allocation in the time-frequency resource grid based on CSI-RS.

• **Pilot-based Differential Encoding:** Using the proposed P2D estimates at the UE, we propose to encode and feedback the estimation error. To compress the error terms, we compare unrolled optimization networks, which enable trainable compressive sensing algorithms via deep learning, with autoencoder networks, which have been commonly used in CSI feedback literature. We show that a differential network combining both unrolled compressed sensing networks and autoencoders can outperform prior autoencoder-based approaches to differential encoding.

II. SYSTEM MODEL

Without loss of generality, we consider a single-cell massive MIMO system with $N_b \gg 1$ antennas at the gNB serving multiple UEs, each with a single antenna. The network operates under orthogonal frequency division multiplexing (OFDM) with $N_f$ subcarriers. On the downlink, the received UE signal on the $m$-th subcarrier/subband is

$$y_m = h_m^H w_m x_m + n_m,$$  \hspace{1cm} (1)$$

where $h_m \in \mathbb{C}^{N_b \times 1}$ is the downlink CSI of the $m$-th subcarrier, $w_m \in \mathbb{C}^{N_b \times 1}$ denotes the precoding vector, $x_m \in \mathbb{C}$ is the transmitted symbol, and $n_m \in \mathbb{C}$ is additive noise, and $(\cdot)^H$ denotes conjugate transpose. The downlink CSI matrix in the spatial-frequency domain is $H \in \mathbb{C}^{N_b \times N_f}$.

To estimate the downlink CSI, pilots are used at small number of spatial-frequency locations, resulting in a downsampled version of the CSI matrix $\hat{H} \in \mathbb{C}^{M_b \times M_f}$ where $M_f < N_f$ and $M_b < N_b$. To construct $\hat{H}$, denote each antenna vector,
Fig. 1: Compressive CSI estimation based on the linear P2D estimator. First, downlink pilots are used to estimate a sparse, downsampled frequency domain CSI estimate of size $M_f << N_f$. Then, the P2D estimator, $Q_{N_t}$ of (2), is applied to establish an accurate truncated delay domain CSI estimate. After P2D estimation, a learnable UE (BS) transform $f(x)$ ($g(x)$) is used to compress and decode the feedback, respectively. Finally, the delay domain estimate can be transformed into the frequency domain for precoding.

A. Frequency Domain Downsampling

Consider the case where downsampling is performed along the frequency axis such that $M_f$ subcarriers of the original $N_f$ subcarriers remain. Downsampling is done by applying the pilot matrix $P \in \mathbb{C}^{M_f \times N_f}$ to the frequency domain vector $h_f$, resulting in the pilot vector $\bar{h}_f \in \mathbb{C}^{M_f}$. Note that $h_f$ is one of the rows of the spatial-frequency matrix $H$.

To relate the frequency and delay domain, denote the Fast Fourier Transform (FFT) dual,

$$F_{N_f} h_d = h_f.$$  

Applying the pilot matrix to both sides, we have

$$PF_{N_f} h_d = Ph_f$$

$$Qh_d = \bar{h}_f,$$

where $Q = PF_{N_f}$. Given the sparsity of CSI in the delay domain, we may truncate $Q$ to the first $N_t$ columns and restrict our attention to the truncated delay domain vector, $\bar{h}_d \in \mathbb{C}^{N_t}$,

$$Q_{N_t} \bar{h}_d = \bar{h}_f.$$  

III. LINEAR PREDICTION OF DELAY-DOMAIN CSI VIA FREQUENCY-DOMAIN PILOTS

Using the limited number of frequency domain pilots available at the UE, we can estimate the truncated delay domain data. This delay domain estimate is directly compatible with the commonly used CSI basis in prior deep learning based CSI compression works [5], [11], which have demonstrated high estimation accuracy under substantial compression.
truncated delay domain CSI (to-delay (P2D) estimator since it allows us to estimate the associated with a “Frequency Downsampling Ratio (DR) into the overall CSI feedback and estimation process. Figure 1 shows where the P2D estimator fits and the FFT matrix, $\mathbf{F}$. The pilot matrix $\mathbf{P}_j$ indicates the downsampling pattern for the $j$-th element of the diagonal pattern. The number of subframes necessary to populate (b) is inversely proportional to $D$.

To solve for $\vec{h}_d$, we perform the pseudoinverse $Q_{N_t}^\dagger$,

$$\vec{h}_d = Q_{N_t}^\dagger \vec{h}_f$$

This solution relies solely on the downsampling matrix, $\mathbf{P}$, and the FFT matrix, $\mathbf{F}_{N_f}$. We call this solution the pilots-to-delay (P2D) estimator since it allows us to estimate the truncated delay domain CSI ($\vec{H}$) based on sparse frequency domain pilots. Figure 1 shows where the P2D estimator fits into the overall CSI feedback and estimation process.

In contrast with a “Compression Ratio (CR)” that is typically reported in the feedback stage, the P2D estimator is associated with a “Frequency Downsampling Ratio (DR$_f$),” which is given as

$$\text{Frequency Downsampling Ratio (DR$_f$)} = \frac{M_f}{N_f}.$$  

B. Diagonal Pilot Patterns for LTE Compatibility

In the LTE specification, downlink pilots for antenna ports are allocated to specific resource elements (CSI-RS) in the time-frequency resource grid [12]. For a MIMO array, the different antenna ports are allocated to CSI-RS locations in the resource grid, and multiple subframes might be necessary to acquire the entire downsampled CSI matrix. The number of subframes necessary depends on two design parameters: 1) the size of the diagonal pattern, $D$, and 2) the frequency downsampling ratio, DR$_f$.

![Algorithm 1: Pilots to Delay (P2D) Estimator for Diagonal Pilot Pattern](image)

**Algorithm 1** Pilots to Delay (P2D) Estimator for Diagonal Pilot Pattern

1: **Input**: Pilot spatial-frequency CSI, $\vec{H} \in \mathbb{C}^{N_b \times M_f}$
2: **Input**: Diagonal parameter, $D$
3: **Initialize**: Spatial-delay CSI, $\vec{\bar{H}} \in \mathbb{C}^{N_b \times N_t}$
4: **Initialize**: Angular-delay CSI, $\vec{\bar{H}} \in \mathbb{C}^{N_b \times N_t}$
5: for $i = 1, 2, \ldots, N_b$ do
6:   # Index for $j$-th pilot matrix
7:     $j = ((i - 1) \mod D) + 1$
8: # Apply P2D to $i$-th pilot subcarrier
9:     $\vec{h}_f(i) = \vec{H}(i,:)$
10: $\vec{H}(i,:) = Q_{N_t}^\dagger \vec{h}_f(i)$
11: end for
12: # Convert spatial domain to angular
13: $\vec{\bar{H}} = \text{FFT}(\vec{H})$
14: **Return** $\vec{\bar{H}}$

Figure 2 illustrates our proposed pilot allocation for an LTE time-frequency resource grid, and Figure 2b shows the resulting downsampling pattern in the spatial-frequency domain. Based on Figure 2, the benefit of diagonal pilot patterns becomes apparent, as the number of subframes needed to acquire the downsampled CSI matrix, $\vec{H}$, at the UE decreases with increasing $D$. For example, the given diagonal size $D = 4$ requires 4 subframes (ms) to acquire $\vec{H}$, while $D = 1$ (i.e., no...
Fig. 3: Diagram of a CSI estimation network using compressed differential feedback based on the linear P2D estimator. First, downlink pilots are used to estimate a downsampling frequency domain CSI estimate, $\bar{H}_t \in \mathbb{C}^{N_b \times M_f}$ where $M_f << N_f$ at the $t$-th timeslot. Then, the P2D estimator, $Q_{N_t}^\dagger$ of (2), is applied to estimate $\tilde{H}_t$. After P2D estimation, the learnable transforms $f_t(x)$ and $g_t(x)$ are used to compress and decode the feedback, respectively. For $t = 1$, the encoder/decoder are applied directly to $\tilde{H}_1$. In all subsequent timeslots ($t > 1$), the differential term $E_t$ is compressed and fed back.

diagonal pattern or vertical columns of pilots) would require 16 subframes (ms) to acquire $\bar{H}$.

To utilize the P2D estimator while using diagonal pilot patterns, it is necessary to account for different pilot matrices, $P_j$ for $j \in [1, \ldots, D]$, used with different antennas. These different pilot matrices result in $D$ different P2D estimators, $Q_{j,N_t}^\dagger$. Algorithm 1 outlines the process for acquiring $\tilde{H}$ by applying the P2D estimators to $\bar{H}$.

C. Regularization of P2D Estimator

The pseudoinverse matrices $Q_{N_t}^\dagger$ are typically ill-conditioned given the sparsity of the pilot selection matrices $P$. Consequently, the P2D estimator benefits from regularization of the matrix $Q_{N_t}^\dagger Q_{N_t}$. This can be done via off-diagonal regularization (ODIR), where all off-diagonal elements are scaled down by a fixed constant. Denote $A$ as a matrix to be regularized where $A(i,j)$ is the element in the $i$-th row and $j$-th column. The ODIR version of this matrix is

$$A(i,j) = \begin{cases} A(i,j) & i = j \\ \frac{A(i,j)}{1 + \delta} & i \neq j \end{cases}$$

IV. Differential Encoding via Learned Compressed Sensing

To further improve the accuracy of CSI estimation under the P2D estimator, we can exploit the temporal coherence of the channel. Under typical circumstances, the channel does not change substantially for a given window of time, i.e. the coherence interval. Exploiting this coherence is beneficial from an information theoretic point of view [11]. Denote two subsequent timeslots within a coherence interval as $t_1$ and $t_2$, the entropy of the CSI at $t_1$ as $H(\tilde{H}_1)$, and the conditional entropy of the CSI at $t_2$ given $t_1$ as $H(\tilde{H}_2|\tilde{H}_1)$. 

\[
\begin{align*}
A(i,j) &= \begin{cases} A(i,j) & i = j \\ \frac{A(i,j)}{1 + \delta} & i \neq j \end{cases} \\
\end{align*}
\]
Prior work in time-varying CSI estimation has demonstrated that the conditional entropy is always lower than the entropy \( H(\tilde{\mathbf{H}}_2 | \tilde{\mathbf{H}}_1) \), i.e.,

\[
H(\tilde{\mathbf{H}}_2 | \tilde{\mathbf{H}}_1) \leq H(\tilde{\mathbf{H}}_1). \tag{6}
\]

A reduction in entropy means a reduction in the rate of the compressed feedback, highlighting the utility of differential feedback. Instead of directly encoding/decoding the CSI (e.g., \( \tilde{\mathbf{H}}_t = g(f(\mathbf{H}_t)) \)), we propose to encode/decode the difference,

\[
\mathbf{E}_t = \tilde{\mathbf{H}}_t - \mathbf{H}_t = \tilde{\mathbf{H}}_t - \gamma \tilde{\mathbf{H}}_{t-1}, \tag{7}
\]

where \( \tilde{\mathbf{H}}_t = \gamma \tilde{\mathbf{H}}_{t-1} \) is the least-squares estimate for \( \mathbf{H}_t \) based on the estimate in the previous timeslot, \( \tilde{\mathbf{H}}_{t-1} \). We apply the encoding/decoding process to the error term, \( \mathbf{E}_t = g_t(f_t(\mathbf{E}_t)) \), and the resulting CSI estimate can be written as

\[
\tilde{\mathbf{H}}_t = \mathbf{E}_t + \gamma \tilde{\mathbf{H}}_{t-1}.
\]

While the feedback is based on the error under the P2D estimator, the network at each timeslot is optimized using the mean-squared error loss function with respect to the error under the ground truth, \( \mathbf{E}_t = \mathbf{H}_t - \gamma \tilde{\mathbf{H}}_{t-1} \),

\[
L_{\text{MSE}} = \frac{1}{{N}_{\text{batch}}} \sum_{i=1}^{{N}_{\text{batch}}} \| \mathbf{E}_t^{(i)} - \hat{\mathbf{E}}_t^{(i)} \|^2_2 \tag{8}
\]

where \( i \) indexes over the \( {N}_{\text{batch}} \) samples of a training batch.

Figure 3 demonstrates the principle of differential encoding used with P2D estimates. Notably, both the BS and the UE need access to a copy of the decoder, \( g_t(x) \), in order to derive the error term \( \mathbf{E}_t \) based on (7). Since both the encoder and the decoder are required on the UE side, we seek to design a differential encoding scheme with a small number of parameters.

### A. CNN Autoencoders for CSI Feedback

Prior work utilized CNN autoencoders to implement a trainable differential encoding network for CSI estimation \([11]\). Using autoencoders in a differential encoding network, each timeslot \( t \) utilizes a CNN-based encoder \( f_t(x) \) and decoder \( g_t(x) \). Early work in deep learning-based CSI compression
concluded that convolutional autoencoders consistently outperformed traditional compressed sensing (CS) approaches [5].

In this work, we investigate two autoencoder networks to realize our differential encoding network. First, we utilize CsiNet Pro [13], an improved version of CsiNet which utilizes a symmetric encoder/decoder structure without residual connections, and ENet [14], another symmetric architecture applied independently to the real and imaginary channels to produce a complex-valued matrix. These two networks can be viewed at the bottom of Figure 4.

B. Iterative Optimization Networks for Compressed Sensing-based CSI Feedback

While CNN autoencoders have been dominant in CSI estimation, recent work from image processing has shown promise in using trainable CS algorithms based on CNNs. These works treat iterative CS algorithms as sequential networks by “unrolling” them into discrete blocks [15], [16]. Investigating unrolled CS algorithms for CSI estimation warrants consideration, as CS algorithms have guaranteed convergence under mild sparsity conditions (in contrast with CNNs autoencoder approaches, which do not have such guarantees). Since CSI data exhibits sparsity in the delay domain, specifying an appropriate compressed sensing approach could provide appreciable performance gains in our differential CSI encoding architecture.

To exploit the temporal coherence of the MIMO channel, we propose to construct a differential encoding network using an unrolled optimization network based on a trainable version of the iterative shrinkage-thresholding algorithm (ISTA), called ISTANet+ [16]. See the top of Figure 4 for a diagram of ISTANet+. Denote the measurement matrix for the ISTANet+ as

$$\Phi \in \mathbb{R}^{N_{\text{train}}C_R \times N_{\text{out}}}.$$  \hspace{1cm} (9)

For compressed sensing approaches, the measurement matrix is the equivalent of the ‘encoder’ for autoencoder approaches, i.e., $f(x) = \Phi x$. The ‘decoder’ consists of $K$ iterations of the following update steps,

$$r^{(k)} = x^{(k-1)} - \rho^{(k)} \Phi^\top (\Phi x^{(k-1)} - y)$$  \hspace{1cm} (10)

$$x^{(k)} = r^{(k)} + \mathcal{G}^{(k)} \left( \mathcal{H}^{(k)} \left( \text{soft} \left( \mathcal{H}^{(k)} (D^{(k)}(r^{(k)}), \theta^{(k)}) \right) \right) \right)$$  \hspace{1cm} (11)

where $y = \Phi x$, $x^{(0)} = Q_{\text{init}}^\top y$, and $Q_{\text{init}} = X Y^\top (Y Y^\top)^{-1}$. The initialization matrix $Q_{\text{init}}$ for the training data matrix $X = [x_1, x_2, \ldots, x_{N_{\text{train}}}]$ and the training measurement matrix $Y = [y_1, y_2, \ldots, y_{N_{\text{train}}}]$, ‘soft($\cdot$)’ denotes the soft threshold function,

$$\text{soft}(x, \theta) = \text{sign}(x) \text{ReLU}(|x| - \theta).$$  \hspace{1cm} (12)

$\mathcal{G}^{(k)}, D^{(k)}, \mathcal{H}^{(k)}, \mathcal{H}^{(k)}$ indicate trainable nonlinear mappings (in this case, CNNs), and $\mathcal{H}^{(k)}, \mathcal{H}^{(k)}$ are subject to the symmetry constraint $\mathcal{H}^{(k)} \circ \mathcal{H}^{(k)} = I$. In the proposed differential encoding scheme, we use an instance of ISTANet+ in the first timeslot, $t_1$, with a large compression ratio such that $C_{R_{i1}} \geq C_{R_{i}}$ for all $i > 1$. This choice in compression ratio allows us to initialize the network with a high-quality estimate at the first timeslot. Notably, the training data matrix,
Fig. 7: Performance comparison for different feedback compression networks using P2D estimates ($D_{f} = 1/16, D = 4$) for Outdoor COST2100 dataset.

$X$, differs between timeslots. For the first timeslot, the data vectors $x_i$ are vectorized versions of the CSI matrices,

\[ x_j = \text{vec} \left( \tilde{H}^{(i,j)}_1 \right) \text{ for } j \in [N_{training}]. \]  

(13)

However, the data vectors for all other timeslots are vectorized versions of the error matrices,

\[ x_j = \text{vec} \left( \tilde{E}^{(i,j)}_t \right) \text{ for } j \in [N_{training}]. \]  

(14)

Denote the parameters for ISTANet+ in the $t_i$-th timeslot as $\Theta_{t_i} = \{G^{(k)}, D^{(k)}, \tilde{H}^{(k)}, \tilde{H}^{(k)}, \tilde{\theta}^{(k)}, \tilde{\rho}^{(k)}\}_{k=1}^K$. The loss function is a weighted sum of the MSE and the symmetry constraint, i.e.,

\[ L(\Theta_{t_i}) = L_{MSE} + \gamma L_{sym} \]  

(15)

\[ L_{MSE} = \frac{1}{N_{batch}N_{total}} \sum_{i=1}^{N_{batch}} \left\| \tilde{x}_i^{(K)} - x_i \right\|^2_2 \]  

(16)

\[ L_{sym} = \frac{1}{N_{batch}N_{total}} \sum_{i=1}^{N_{batch}} \sum_{k=1}^{K} \left\| \tilde{H}^{(k)}(\tilde{H}^{(k)}(x_i)) - x_i \right\|^2_2 \]  

(17)

where $N_{total} = N_bN_t$ is the size of the truncated CSI matrix, $K$ is the number of iterations in ISTANet+, and $N_{batch}$ is the batch size used during training. As denoted in equations (13) and (14), the vectors $x_i$ depend on the timeslot.

V. RANDOM PHASE AUGMENTATION

Prior work leveraged the truncated delay domain, which allowed them to save large datasets of truncated CSI matrices. In order to acquire P2D estimates for different values of $D_{f}$ and $D$, we must store the full frequency domain CSI matrices. These full matrices can be prohibitively expensive to store under typical system parameters, meaning we need to use a smaller dataset. Since successful training of deep neural networks depends on a large number of training samples, we utilize a random phase augmentation on our smaller training data. For each sample in the training set, we sample a random phase from a uniform distribution, $\theta \sim \mathcal{U}(-\pi, \pi)$, and we rotate all the elements in a given CSI matrix by this phase,

\[ H^{(i,j)}_{\text{augmented}} = H^{(i,j)}e^{-j\theta} \forall i \in [N_b], j \in [M_f]. \]  

(18)

define a phase augmentation factor, $N_{phase}$, which is a multiplicative factor denoting the size of the training dataset after performing phase augmentation. For example, if we begin with a training set of size 5000, then $N_{phase} = 2$ would result in an augmented dataset of size 10,000, meaning each sample in the training set is augmented once. More generally, each sample in the training set is augmented $N_{phase} - 1$ times.

VI. RESULTS

TABLE I: Parameters for COST2100 model in this work.

| Environment                        | Outdoor |
|------------------------------------|---------|
| Num. gNB Antennas ($N_b$)          | 32      |
| Truncation Value ($N_{t}$)         | 32      |
| Num. Subcarriers ($N_f$)           | 1024    |
| Downsampling Subcarriers ($M_f$)    | [512, 256, 128, 64] | |
| Carrier Frequency                  | 300 MHz |
| UE Starting Position               | 400 m x 400 m |
| Num. Channel Samples ($N$)         | $10^b$  |

We perform experiments using the COST2100 Model in an Outdoor scenario [17]. Table I summarizes the COST model parameters used to generate the Outdoor dataset. Importantly, the number of channel samples in the dataset is lower than the number used in similar works. A smaller dataset is necessary because we store full CSI matrices without truncating any...
subcarriers, which requires 32 times more space to store. For all networks, we utilize spherical normalization [13], and we test the networks using the following configurations:

- **ISTANet+**: We train the network described in Section V-B for 100 epochs using the ADAM optimizer. The network utilizes 32 latent channels, 9 blocks, and a symmetry weight parameter of $\gamma = 10^{-3}$.
- **ENet**: The network hyperparameters are identical to those described in the original paper [14]. Since the training procedure was not described, we chose one which converged in a reasonable number of epochs (200 epochs, learning rate of $10^{-3}$). As per the original paper, we train the network on the real channel data from the training set, then we report the validation loss by using the network on the real and imaginary channels from the validation set. We utilize $N_f = 32$ latent convolutional channels since this configuration achieved the best performance in the original paper.
- **CsiNet Pro**: The hyperparameters and training process are identical to those described in the original paper [13].

We use a 75% (25%) training (validation) split, yielding 7500 training samples (2500 validation samples). Unless stated otherwise, we augment the training set using $N_{\text{phase}} = 10$, yielding an augmented dataset of 75,000 samples.

### A. Accuracy of P2D Estimator

To provide a bound on the estimation performance at the gNB, Figure 5 shows the accuracy of the P2D estimator at the UE (i.e., before compression and feedback). The performance of the P2D estimator under multiple diagonal sizes ($D$) is shown. For all tested frequency downsampling ratios ($D_f$), the accuracy of the P2D estimator is substantial, with the smallest $D_f$ achieving about -14 dB. For increasing $D$, the error of the P2D estimator increases; however, the difference in performance for different values of $D$ becomes negligible at more aggressive downsampling ratios, $D_f \in \left[\frac{1}{16}, \frac{1}{4}\right]$. The accuracy of the P2D estimator implies that it will perform well with compressive CSI feedback networks.

### B. Accuracy of Compressive Networks with P2D Estimates

In these experiments, we use the P2D estimate as the input to different compressive CSI feedback networks. In this work, we propose to use the unrolled reconstruction network, ISTANet+ [16], as described in Section V-B. In Figure 6 we assess the performance of ISTANet+ across multiple values of $D_f$ and CR. Comparing $D_f = \frac{1}{16}$ to $D_f = \frac{1}{16}$, the accuracy of ISTANet+ is remarkably stable, increasing negligibly for $CR = \frac{1}{16}$ and by only 1 dB for $CR = \frac{1}{16}$.

To provide a baseline for ISTANet+, we also compare the performance of ISTANet+ with two autoencoder-based CSI compression networks, CsiNet Pro [13] and ENet [14]. Figure 7 shows the performance comparison between all CSI compression networks, CsiNet Pro [13] and ENet [14].

### C. Phase Augmentation Ablation

Using random phase augmentation as described in Section II we assess the influence of different sized training sets on validation accuracy. Starting with a training set of size
We train ISTANet+ (CR = \(\frac{1}{2}\)) without P2D (i.e., perfect delay domain data) on each of these training sets, and we report the validation loss on the same 6250 samples. The resulting validation accuracy can be seen in Figure 8. As expected, the accuracy improves appreciably as the size of the augmented training set is increased.

D. Differential Encoding with P2D Estimates

Figure 9 shows the performance of differential encoding when using either ISTANet+ and ENet at each timeslot, which are respectively named MarkovNet-ISTA (MN-I) and MarkovNet-ENet (MN-E). For all versions of MarkovNet, CR\(_i\) is the compression ratio in the first timeslot and CR\(_{i+1}\) is the compression ratio for all following timeslots. ISTANet+ has the benefit of providing accuracy in the first timeslot, while ENet is better at compressing the residual in each following timeslot. Based on this observation, we also test a version of MarkovNet which uses ISTANet+ in the first timeslot then ENet in the following timeslots, which we call MarkovNet-ISTA-ENet (MN-IE). For the networks where CR\(_i\) = CR, MN-IE can outperform MN-I, indicating that a combination of architectures can be better than a single architecture.

VII. DISCUSSION

In this work, we present the P2D estimator, a linear estimator for the truncated angular-delay domain CSI based on downsampled spatial-frequency CSI. The P2D estimator provides accurate delay domain CSI based on practical CSI-RS pilot allocations that adhere to the LTE standard. Furthermore, we demonstrate that CSI estimates from the P2D estimator provide a suitable input to trainable CS networks and autoencoder networks. Finally, we propose a differential encoding network, MarkovNet-ISTA-ENet, which combines a trainable CS network with multiple autoencoders to better leverage the high initial accuracy of the former and the error-compressing capabilities of the latter.
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