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Abstract

In this paper, we consider the highly ill-posed problem of jointly recovering two real-valued signals from the phaseless measurements of their circular convolution. The problem arises in various imaging modalities such as Fourier ptychography, X-ray crystallography, and in visible light communication. We propose to solve this inverse problem using alternating gradient descent algorithm under two pre-trained deep generative networks as priors; one is trained on sharp images and the other on blur kernels. The proposed recovery algorithm strives to find a sharp image and a blur kernel in the range of the respective pre-generators that best explain the forward measurement model. In doing so, we are able to reconstruct quality image estimates. Moreover, the numerics show that the proposed approach performs well on the challenging measurement models that reflect the physically realizable imaging systems and is also robust to noise.

1 Introduction

In this paper, we aim to recover two unknown real-valued signals from the phaseless measurements of their circular convolution. We consider the first signal to be a member of a class of sharp images and second to be a member of a class of blur dataset. Specifically, we want to recover image $i \in \mathbb{R}^n$ and blur kernel $k \in \mathbb{R}^n$ from the observations of the form

$$ y = |A(i \ast k)| + n, \quad (1) $$

where $y \in \mathbb{R}^m$ are phaseless blurry measurements, $A : \mathbb{R}^n \rightarrow \mathbb{C}^m$ is the forward operator, and $n \in \mathbb{R}^m$ denotes noise perturbation. The problem is often encountered in numerous imaging applications including visible light communication, Fourier ptychography $[1]$, and X-ray crystallography where it is easy to build detectors that can measure intensity while discarding the phase information $[2]$. The problem $[1]$ is notoriously challenging and hard to solve due to its non-linear and non convex nature and without any prior information about $i$ and $k$.

A straightforward approach to restore $i$ and $k$ from phaseless and blurry observations $y$ is to solve the two problems sequentially i.e. solving phase retrieval problem for getting rid of diffraction artifacts, followed by a deblurring algorithm to get estimate of the clean image. However, the simple concatenation of the two models sequentially is sub-optimal due to the error propagation, i.e., the estimated error of the phase retrieval step will be propagated and magnified in the recovery algorithm for blind image deblurring. Moreover, the image reconstruction step is performed twice (one during phase retrieval and other during...
the deblurring step) that results in increase in the computational cost. This leads to limited applicability of the two-step algorithm in resource-constrained applications. A successful solution to this problem should jointly reconstruct an estimate of the true image and blur kernel from the phaseless blurry and possibly noisy measurements.

Further, in many imaging applications, the ground truth (GT) image is known to belong to a specific class of images such as face or digits etc. This knowledge should be exploited by the image restoration method as general priors learned from an arbitrary collection of natural images are not necessary well-suited for all image classes and often lead to deterioration in performance. Recently, class-specific image restoration methods are gaining relevance and have been shown to be beneficial for many image enhancement applications including deblurring [3], denoising [4], super-resolution [5] etc. These class-specific priors have been shown to outperform blanker prior-based approaches.

Inspired from the effectiveness of class-specific priors, in this work, we assume that $i$ and $k$ are not completely arbitrary but are members of some structured classes such as face/digits dataset and motion/Gaussian blurs, respectively. Such structured classes can often be mapped to small vectors lying in a low-dimensional feature space using some unknown (possibly non-linear) generator maps. Our general strategy is to learn the generator maps for each of the class using powerful deep generative networks like generative adversarial network (GAN) [6] or variational autoencoder (VAE) [7]. These generator maps introduce very pertinent constraints in (1) leading to a more well-conditioned problem. We then use an alternating gradient descent scheme on the latent low-dimensional feature vectors of each of the unknowns (image and blur) to minimize the measurement misfit. We show that this strategy reliably recovers estimates of the true image $i$, and blur kernel $k$. For illustration, we present the results of our proposed algorithm via numerical simulations.

Our Contributions: In this work, we propose an alternating gradient descent scheme assisted with pre-trained generative priors is able to recover the visually appealing and sharp approximation of the true image $i$ and blur kernel $k$ from the phaseless blurry measurements $y$. We dubbed our proposed approach as Deep PBD. Specifically, we make the following contributions

1. To the best of our knowledge, this is the first work that aims to handle the challenging problem of phaseless blind image deblurring via leveraging the power of learned priors by simply using gradient descent (rather computationally demanding convex optimization based approach as in [2]).
2. Further, unlike end-to-end deep learning approaches, Deep PBD is flexible enough to handle variety of forward operators ($A$), including Fourier and subsampled Fourier ptychography (FP) [1, 8].
3. We demonstrate experimentally that Deep PBD is highly robust to noise.

The rest of the paper is organized as follow. In Section 2 we give brief overview of related work. We formulate the problem and give alternating gradient descent based solution in Section 3 alongwith description of forward models. Section 4 contains experimental results followed by concluding remarks and future directions in Section 5.

2 Related Work:

Our work is inspired by the two recent works of blind deconvolutional phase retrieval [2] and blind image deblurring [9]. In [2], authors aim to solve the phaseless blind image deblurring problem via convex program with rigorous theoretical guarantees. Specifically, by assuming that $i$ and $k$ belong to known random subspaces, the authors resolve the bilinear ambiguity by lifting the phaseless blind deblurring (PBD) problem to higher dimensional space. However, as mentioned in [2] that their proposed algorithm is less effective for deterministic subspaces that are often encountered in practical applications. One other
drawback of their, otherwise appealing, convex program is the computational complexity that is rather high for large scale data and/or for applications where computation time is of the essence. Recently, the author extended their work in [10], by utilizing recent advancement in Burer-Monteiro-type approaches [11] and perform the optimization in a factored space by solving a series of non-convex programs. Their modified proof guarantee recovery in the presence of noise. In [12], the authors consider slight variation of problem (1) of the form \( \mathbf{y} = |\mathbf{F}\mathbf{z}|^2 \otimes \mathbf{k} \), where \( \mathbf{F} \) denotes discrete Fourier transform (DFT) matrix. This model may stem from phase imaging applications that employ partially coherent illumination (e.g.light bulbs, LEDs, and X-ray tubes) [13]. Instead of computationally prohibitive nuclear norm, the authors in [12] extend the iterative hard thresholding (IHT) algorithm that is widely used in compressive sensing [14] and low-rank matrix recovery [15] to the tensor setting and introduce the tensor IHT (TIHT) algorithm, although in noiseless case.

In [9], authors show the effectiveness of pre-trained generative models for handling the problem of blind image deblurring. Recently, pre-trained generative models have also shown remarkable performance for solving other inverse imaging problems including compressed sensing [16], Fourier ptychography [26, 17], phase retrieval [18] etc. These pre-trained generative priors bridge the gap between deep learning based approaches (that can take advantage of the powerful learned priors) and conventional hand designed priors such as sparsity (that are flexible enough to handle variety of model parameters). Inspired from their success in inverse imaging problems, we choose to leverage the power of pre-trained generative priors to solve the highly ill-posed problem of phaseless blind image deblurring.

3 Problem Formulation and Proposed Solution

We take \( \mathbf{i} \in \mathbb{R}^n \), and \( \mathbf{k} \in \mathbb{R}^n \) to be members of some structured classes \( \mathcal{I} \), and \( \mathcal{K} \), respectively. That is every \( \mathbf{i} \in \mathcal{I} \), and \( \mathbf{k} \in \mathcal{K} \) can be characterized by a latent low-dimensional feature vectors \( \mathbf{z}_i \in \mathbb{R}^o \), and \( \mathbf{z}_k \in \mathbb{R}^l \), respectively, where \( o,l \ll n \). Mathematically, we can write \( \mathbf{i} = \mathcal{G}_\mathcal{I}(\mathbf{z}_i) \), and \( \mathbf{k} = \mathcal{G}_\mathcal{K}(\mathbf{z}_k) \), where \( \mathcal{G}_\mathcal{I} : \mathbb{R}^o \rightarrow \mathbb{R}^n \), and \( \mathcal{G}_\mathcal{K} : \mathbb{R}^l \rightarrow \mathbb{R}^n \) denotes feature maps. These feature maps are discovered using generative models trained to learn the probability distributions \( p_\mathcal{I} \), and \( p_\mathcal{K} \) of the class \( \mathcal{I} \), and \( \mathcal{K} \), respectively. This is accomplished by training the GAN [19] or VAE [7] by using representative training data \( \{\mathbf{i}_q \in \mathcal{I}\}_{q=1}^{Q} \) and \( \{\mathbf{k}_r \in \mathcal{K}\}_{r=1}^{R} \) of the classes \( \mathcal{I} \), and \( \mathcal{K} \), respectively. After training, we fix the weights of these generative models (pre-trained). To recover the estimate of the true image \( \hat{\mathbf{i}} \) and blur kernel \( \hat{\mathbf{k}} \) from phaseless blurry measurements \( \mathbf{y} \), we propose minimizing the following objective function in the lower dimensional, latent representation space via gradient descent algorithm

\[
(\hat{\mathbf{z}}_i, \hat{\mathbf{z}}_k) := \arg\min_{\mathbf{z}_i, \mathbf{z}_k} \mathcal{L}(\mathbf{z}_i, \mathbf{z}_k) := \| \mathbf{y} - |\mathcal{A}(\mathcal{G}_\mathcal{I}(\mathbf{z}_i) \otimes \mathcal{G}_\mathcal{K}(\mathbf{z}_k))| \|^2 + \gamma \| \mathbf{z}_i \|^2 + \lambda \| \mathbf{z}_k \|^2,
\]
where $\lambda$ and $\gamma$ are free scalar parameters. For brevity, we denote the objective function above by $L(z_i, z_k)$. The gradients of the objective w.r.t. $z_i$ and $z_k$ can be easily computed by back propagating through pretrained (known weights) generators. This optimization program can be thought of as tweaking the latent representation vectors $z_i$ and $z_k$, (input to the generators $G_I$ and $G_K$, respectively) until these generators generate an image $G_I$ and blur kernel $G_K$, respectively, whose circular convolution comes as close to $y$ as possible. The estimated image and the blur kernel are acquired by a forward pass of the latent vectors $\hat{z}_i$ and $\hat{z}_k$ through the generators $G_I$ and $G_K$, respectively. Mathematically, $(\hat{i}, \hat{k}) = (G_I(\hat{z}_i), G_K(\hat{z}_k))$.

In this work, we consider two forward operators for evaluating the performance of the proposed approach, Deep PBD.

### 3.1 Fourier Model

In first case, we take forward operator $A$ as a discrete Fourier Transform (DFT) matrix, denoted by $\mathcal{F}$. The Fourier measurements of real-valued signals are prevalent in many real-world applications including astronomical imaging, imaging through turbulent atmosphere etc.

### 3.2 Subsampled FP Model

In second case, we take forward operator $A$ as subsampled FP measurement matrix (special case of phase retrieval). FP is an emerging computational imaging technique that shows promising results to mitigate the effects of diffraction blur that is inherited in long-distance imaging [1, 8]. Typical setup of FP is shown in Figure 1. FP works by capturing illumination field from the object (here $i$) through a coherent camera array (for more details about acquisition model of FP we refer readers to [1]). For $\ell^{th}$ camera of coherent array, the forward operator has the form of $A_\ell = M_\ell F^{-1} P_\ell \circ F$, where $F$ denotes Fourier matrix, $P_\ell$ is a pupil mask that acts as a bandpass filter in the Fourier domain, $\circ$ represents Hadamard product, and $M_\ell$ is subsampling operator. Subsampling operator when applied to measurements $y$, randomly picks a fraction of samples discarding the others [19]. We define the subsampling ratio as the fraction of samples...
Figure 2: Samples of synthetically generated Gaussian and motion blur kernels.

retained by \( M_\ell \) (for \( \ell = 1, 2, ..., L \)) divided by the total number of observed samples i.e.

\[
\text{Subsampling Ratio (\%)} = \frac{\text{Fraction of samples retained (f)}}{\text{Total observed samples (nL)}} \times 100.
\]

The subsampling mask resembles the operation of a binary matrix having entries 1’s and 0’s. The mask has been element-wise multiplied with the observations in such a way that pixels corresponding to 1’s are retained and those corresponding to 0’s are discarded. Hence subsampling ratio \( f \) governs the percentage of samples that will be retained.

4 Experiments

In this section, we evaluate the performance of Deep PBD both qualitatively and quantitatively. To quantitatively evaluate the performance of our algorithm, we use two metrics, Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM).

**Image and Blur Datasets:** We evaluate performance of Deep PBD on one grayscale and two RGB image datasets. These datasets include MNIST \[20\], CelebA \[21\], and Shoes \[22\]. For blurring, we use Gaussian and motion blur kernels in experiments. Motion blurs having lengths between 5 and 28 are generated following the strategy outlined in \[23\]. Gaussian blurs are generated by varying the standard deviation between 0.5 and 1.5. Visual depictions of both blur datasets is shown in Figure 2. We generate 80,000 blurs for each dataset and split them into 60,000 training and 20,000 test examples.

**Generator Architecture:** For RGB image datasets, we use the deep convolutional generative adversarial network (DCGAN) \[24\]. DCGAN uses convolutional layers in its generator and discriminator architecture to exploit the hierarchy of representations from image parts. For DCGAN, size of low dimensional latent representation \( z \) is set to 100 and is sampled from a random normal distribution. We train DCGAN model on the training set of low-resolution datasets by updating generator \( G \) twice and discriminator \( D \) once in each cycle to avoid fast convergence of \( D \). Each update during training use the Adam optimizer with batch size 64, \( \beta_1 = 0.5 \), and learning rate 0.0002. Generator, after training, is employed as a regularizer for the proposed PBD algorithm. For MNIST dataset and blur kernels, we trained VAE with same architecture as proposed in \[9\] having latent dimension of 50.
Figure 3: Phaseless blind image deblurring results using generative priors for oversampled Fourier (4x) and subsampled FP measurement (for 1% and 10%) models for MNIST, CelebA, and Shoes datasets. Deep PBD is able to reconstruct faithful estimates within the range of the pretrained generative models. Note the conjugate flip in digit 8 (second row) for 4x Fourier measurements due to trivial ambiguities.

Experimental Setup: For all experiments of Deep PBD, we use Adam optimizer for minimizing the loss function with a learning rate of 0.01. We use 20 and 5 random restarts for Fourier and FP measurement models respectively to initialize random latent vectors with 2000 steps per restart and choose reconstruction with minimum measurement error as our final estimate. In all experiments, we use Gaussian blur for Fourier measurement model and motion blur for the subsampled FP measurement model. For all above datasets, images from test set were sampled and blurry images were produced by convolving with randomly sampled blur kernels from test sets of blur dataset. All our experiments are performed by adding 1% Gaussian noise to phaseless blurry observations $y$, unless stated otherwise. All simulations are performed on core-i7 computer (3.40 GHz and 16GB RAM) equipped with Nvidia Titan X GPU. We use TensorFlow library for implementing the proposed approach.

1For an image scaled between 0 and 1, Gaussian noise of 1% translate to Gaussian noise with standard deviation $\sigma = 0.01$ and mean $\mu = 0$. 
Qualitative results of Deep BPD for oversampled Fourier and subsampled FP forward operators are shown in Figure 3. For Fourier experiments, we oversampled the spectrum by 4 times following the recent work of [25]. That is, we first place the $64 \times 64$ blurry images at the center of $128 \times 128$ square grid and take the 2D Fourier transform of that image. We assumed that the support, i.e., the location of the image within the $128 \times 128$ grid, is known a priori (known as support constraint in phase retrieval literature). As shown in Figure 3, Deep BPD is able to reconstruct quality estimate for phaseless blurry Fourier observations. For subsampled FP model, Deep BPD is able to reconstruct faithful estimates at low subsampling ratios of 1% and 10%. On a close inspection, it becomes clear that how well the reconstructed output of Deep PBD approximates the true image roughly depends on how close the corresponding range image is to true image exactly. This observation is consistent with the other works related to solving inverse problems using generative models [16], Fourier ptychography [26], phase retrieval [18].

Quantitative results, in terms of PSNR and SSIM, for MNIST, CelebA, and Shoes dataset are shown in Table 1. The results are averaged over randomly selected 20 images from the test set of each dataset. In the case of Fourier measurements, we take care of the trivial ambiguities (reflections and translations) before evaluating PSNR and SSIM values. From Table 1 it can be seen that Deep PBD is able to achieve reasonable PSNR and SSIM values. In Figure 4, we show SSIM plots of Deep PBD for subsampled Fourier ptychography model against different noise levels (for 5% subsampling ratio) and subsampling ratios (for 1% noise). It can be seen that the proposed approach is robust to high additive noise, especially for GAN based pre-trained generative models, for subsampled FP forward operator. Further, the Deep PBD (for
FP forward operator) is able to achieve reasonable performance (within the range of the generative model) at very low subsampling ratios as can be visualized in Figure 4 (right plot).

5 Conclusion and Future Directions

To conclude, we demonstrate the effectiveness of integrating deep generative priors with the relatively unexplored and ill-posed problem of phaseless blind image deblurring. Our preliminary results indicate that generative priors can effectively regularize the otherwise ill-posed phaseless blind image deblurring problem. We observe that the proposed approach struggles for Fourier measurements and performance depends heavily on the number of random restarts and size of the blur kernel. One way to circumvent this issue is to propose an effective initialization strategy, as in [25]. Further, the output of the proposed approach is constrained to lie in the range of the pre-trained generative model. We can mitigate this range by using invertible generative models as priors that have zero representation error by design [27, 28]. Further, we will aim to extend the proposed approach to natural images by leveraging the prior imposed by the structure of the untrained generative model [29]. This allows us to extend our deblurring algorithm from compact image datasets such as face images to more complex, larger images such as natural scenes that require a heavy compute resource to reliably train the generative network. We leave these directions and extensive experimental analysis of Deep PBD as our future work.

References

[1] Jason Holloway, M Salman Asif, Manoj Kumar Sharma, Nathan Matsuda, Roarke Horstmeyer, Oliver Cossairt, and Ashok Veeraraghavan. Toward long-distance subdiffraction imaging using coherent camera arrays. IEEE Transactions on Computational Imaging, 2(3):251–265, 2016.

[2] Ali Ahmed, Alireza Aghasi, and Paul Hand. Blind deconvolutional phase retrieval via convex programming. In Advances in Neural Information Processing Systems, pages 10030–10040, 2018.

[3] Saeed Anwar, Cong Phuoc Huynh, and Fatih Porikli. Image deblurring with a class-specific prior. IEEE transactions on pattern analysis and machine intelligence, 2018.

[4] Tal Remez, Or Litany, Raja Giryes, and Alex M Bronstein. Class-aware fully convolutional gaussian and poisson denoising. IEEE Transactions on Image Processing, 27(11):5707–5722, 2018.

[5] Xiaoguang Li, Kin Man Lam, Guoping Qiu, Lansun Shen, and Suyu Wang. Example-based image super-resolution with class-specific predictors. Journal of Visual Communication and Image Representation, 20(5):312–322, 2009.

[6] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in neural information processing systems, pages 2672–2680, 2014.

[7] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114, 2013.

[8] Fahad Shamshad, Farwa Abbas, and Ali Ahmed. Deep ptych: Subsampled fourier ptychography using generative priors. In ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 7720–7724. IEEE, 2019.
[9] Muhammad Asim, Fahad Shamshad, and Ali Ahmed. Solving bilinear inverse problems using deep generative priors. *arXiv preprint arXiv:1802.04073*, 2018.

[10] Ali Ahmed, Alireza Aghasi, and Paul Hand. Simultaneous phase retrieval and blind deconvolution via convex programming. *arXiv preprint arXiv:1904.12680*, 2019.

[11] Nicolas Boumal, Vlad Voroninski, and Afonso Bandeira. The non-convex burer-monteiro approach works on smooth semidefinite programs. In *Advances in Neural Information Processing Systems*, pages 2757–2765, 2016.

[12] Shuang Li, Gongguo Tang, and Michael B Wakin. Simultaneous blind deconvolution and phase retrieval with tensor iterative hard thresholding. In *ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 2977–2981. IEEE, 2019.

[13] Franz Pfeiffer, Timm Weitkamp, Oliver Bunk, and Christian David. Phase retrieval and differential phase-contrast imaging with low-brilliance x-ray sources. *Nature physics*, 2(4):258, 2006.

[14] Thomas Blumensath and Mike E Davies. Iterative hard thresholding for compressed sensing. *Applied and computational harmonic analysis*, 27(3):265–274, 2009.

[15] Jared Tanner and Ke Wei. Normalized iterative hard thresholding for matrix completion. *SIAM Journal on Scientific Computing*, 35(5):S104–S125, 2013.

[16] Ashish Bora, Ajil Jalal, Eric Price, and Alexandros G Dimakis. Compressed sensing using generative models. In *Proceedings of the 34th International Conference on Machine Learning-Volume 70*, pages 537–546. JMLR. org, 2017.

[17] Fahad Shamshad, Asif Hanif, Farwa Abbas, Muhammad Awais, and Ali Ahmed. Adaptive ptych: Leveraging image adaptive generative priors for subsampled fourier ptychography. In *Proceedings of the IEEE International Conference on Computer Vision Workshops*, pages 0–0, 2019.

[18] Paul Hand, Oscar Leong, and Vladislav Voroninski. Phase retrieval under a generative prior. *arXiv preprint arXiv:1807.04261*, 2018.

[19] Gauri Jagatap, Zhengyu Chen, Chinmay Hegde, and Namrata Vaswani. Sub-diffraction imaging using fourier ptychography and structured sparsity. In *2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 6493–6497. IEEE, 2018.

[20] Li Deng. The mnist database of handwritten digit images for machine learning research [best of the web]. *IEEE Signal Processing Magazine*, 29(6):141–142, 2012.

[21] Ziwei Liu, Ping Luo, Xiaogang Wang, and Xiaou Tang. Deep learning face attributes in the wild. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 3730–3738, 2015.

[22] Aron Yu and Kristen Grauman. Fine-grained visual comparisons with local learning. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 192–199, 2014.

[23] Orest Kupyn, Volodymyr Budzan, Mykola Mykhailych, Dmytro Mishkin, and Jiří Matas. Deblurgan: Blind motion deblurring using conditional adversarial networks. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 8183–8192, 2018.
[24] Alec Radford, Luke Metz, and Soumith Chintala. Unsupervised representation learning with deep convolutional generative adversarial networks. *arXiv preprint arXiv:1511.06434*, 2015.

[25] Christopher A Metzler, Philip Schniter, Ashok Veeraraghavan, and Richard G Baraniuk. prdeep: Robust phase retrieval with a flexible deep network. *arXiv preprint arXiv:1803.00212*, 2018.

[26] Fahad Shamshad and Ali Ahmed. Robust compressive phase retrieval via deep generative priors. *arXiv preprint arXiv:1808.05854*, 2018.

[27] Muhammad Asim, Ali Ahmed, and Paul Hand. Invertible generative models for inverse problems: mitigating representation error and dataset bias. *arXiv preprint arXiv:1905.11672*, 2019.

[28] Fahad Shamshad, Asif Hanif, and Ali Ahmed. Subsampled fourier ptychography via pretrained invertible and untrained network priors. 2019.

[29] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky. Deep image prior. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 9446–9454, 2018.