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Abstract: Automatic number plate recognition (ANPR) systems, which have been widely equipped in many cities, produce numerous travel data for intelligent and sustainable transportation. ANPR data operate at an individual level and carry the unique identities of vehicles, which can support personalized traffic planning. However, these systems also suffer from the common problem of missing data. Different from the traditional missing cases, we focus on the problem of the loss of vehicle identities in ANPR records due to recognition failure or other environmental factors. To address the issue, we propose a heterogeneous graph embedding framework that constructs a travel heterogeneous information network (THIN) and learns the embeddings of the entities to find the best matched vehicles for the unknown records. As a result, the recovery of vehicle identities is cast as an entity alignment task on a THIN. The proposed method integrates the vehicle group entities and context relations into the THIN for capturing the spatiotemporal relationships in vehicle travel and adopts a holographic embeddings model for better fitting the network structure. Empirically, we test it with a real ANPR dataset collected from Xuancheng, China, which has a densely-distributed camera network. The experiments demonstrate the effectiveness of the proposed graph structure under different missing rates. Further, we compare it with other embedding methods and the results support the superiority of holographic embeddings.
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1. Introduction

Nowadays, transportation systems have entered an era of data-driven intelligence [1,2] in order to alleviate the conventional but intractable problem of traffic congestion and further improve the efficiency. In other words, multisource traffic data should be fed into the intelligent transportation systems (ITS). Thanks to the advancement of data collection techniques, an abundance of traffic data can be obtained including loop detector data, GPS data [3], automated fare collection (AFC) data [4], cellular signaling data [5] and automatic number plate recognition (ANPR) data [6]. High-quality traffic data can support a diversity of transportation applications like dynamic traffic forecasting [7], route planning [8] and accident warning [9].

Among those data sources, ANPR systems have attracted the most attention lately. Benefiting from the rapid development of infrastructure construction as well as the algorithms in computer vision, massive traffic data can be collected from the image-based sensors [10]. The equipment is always installed at different directions of the intersections for violation monitoring and security surveillance.
When a vehicle passes through, the camera detects its movement and takes a photograph of it. Then optical character recognition is applied to read vehicle license plates to create vehicle location data. These data include individual vehicle travel information as well as traffic state statistics, making them distinguished from traditional data. Therefore, such systems have been broadly deployed for personalized ITS applications, especially in China. Take Xuancheng, Anhui, for example; the deployment coverage had reached 85% (109 intersections of 129 in total) in the central area by the end of 2018.

Unfortunately, the ANPR data inevitably suffer from the missing data problem in the process of data collection [11], which goes against sustainable development. Due to detection failure and device malfunction, we might see traffic data missing in certain spaces and times, which is ubiquitous in other systems and has been addressed by much research [12–15]. For individual level data, the missing case can be the loss of vehicle identities of certain records because of number plate recognition failure, which might influence the performance and reliability of individual travel data. Table 1 shows several anonymous records from an ANPR database, in which there is one without an identification label. Besides, for the reason of different illuminations, resolutions and flow volumes, the missing rates vary along different times of day, as illustrated in Figure 1. In this work, we aim at inferring the missing vehicle identities accurately given the raw ANPR records from a road network.

Table 1. Anonymous automatic number plate recognition data samples.

| Intersection | Direction | Vehicle ID | Time       | Vehicle Type | Vehicle Color | Plate Color |
|--------------|-----------|------------|------------|--------------|--------------|-------------|
| N-1763       | NS        | f879e40    | 2018-07-25 16:27:47 | 3            | grey         | 2           |
| N-1764       | EW        | -          | 2018-07-25 16:27:43 | 2            | black        | 4           |
| N-175        | SN        | 12840c4d   | 2018-07-25 16:28:14 | 3            | grey         | 2           |

Note that the intersection and the direction at each row specify the corresponding camera site.

![Figure 1. Hourly distribution of vehicle identity missing rate (red line) of 109 intersections in Xuancheng, Anhui from 6–10 August in 2018.](image)

However, we are confronted with some challenges in order to address the above problem. First, taking the original data as independent records will lead to a sparsity problem as the features are not always adequate and the motion of vehicles at intersections act like cells. Therefore, we should take both the context records and the similar vehicles’ movements into account. For example, vehicles with similar travel sequences could help recover the missing information for each other. As a result, it requires us to model the interactions among the involved objects (e.g., vehicles, locations, times) properly, which gives rise to the second challenge. These interactions are so complex to model for their intrinsic heterogeneous and semi-structured characteristics as illustrated in Figure 2. As we have the knowledge of vehicles’ traveling behaviors at intersections, we can integrate them into the modeling process to capture spatiotemporal relationships.
In this work, we propose an embedding-based framework with heterogeneous information networks (HINs) as the input for missing vehicle identity recovery. In particular, we first model the involved objects in the ANPR records as entities and their relations as edges in a HIN. Then, we combine the prior knowledge of vehicles’ movements with the HIN to produce higher level entities and utilize a spatiotemporal relation model to further capture the rich context information. Given the enhanced HIN as the input, we adopt knowledge embedding techniques to learn the representations for entities and relations in a low dimensional space where similarity between entities can be preserved. At last, we treat the original task as entity alignment in the latent space by finding the similar pairs.

The contributions of this work are summarized as follows:

- We propose to recover missing vehicles’ identities in the ANPR records, which is different from the imputation of traffic state values but essential for personalized ITS applications.
- We exploit HIN to model the complex traveling data and develop an enhanced graph structure to capture the spatiotemporal relations via vehicle grouping and context link extraction.
- We treat the identities recovery problem of ANPR data as an entity alignment task on embeddings, which is evaluated on a real world dataset.

The remainder of this paper is organized as follows: Section 2 summarizes related studies on the problem, Section 3 introduces some concepts and describes the problem, Section 4 details the proposed model, Section 5 presents the experimental results and Section 6 makes a conclusion.

2. Literature Review

We first review the related work in missing data imputation for the ANPR system. Then we further review the problem of vehicle trajectory reconstruction, which is an essential task in ANPR data and, to some extent, the missing vehicle identity recovery problem. Finally we survey the embedding methods for heterogeneous information networks mining, which learn entity representations for downstream applications.

2.1. Missing Data Imputation for the ANPR System

The missing data problem is also common and unavoidable in the ANPR system due to the factors like device malfunctions, transmission distortion, or loss of vehicles’ identity from images [15]. To fully make use of the ANPR data for ITS applications, it is critical to accurately impute the missing data. Therefore numerous matrix-based [12,14] and tensor-based [13,15] methods have been proposed to address the missing data problem. These algorithms could take into account the spatiotemporal
information and capture the traffic patterns. However, they focus on the imputation of aggregated traffic state values like traffic flow volume and speed. The problem of recovering vehicles’ identity from the extracted ANPR records is still open and has not yet been tackled, which is essential for personalized transportation. Consequently, it is necessary to develop a method to recover the loss of vehicles’ identity directly from the ANPR data.

2.2. Vehicle Trajectory Reconstruction

To make the ANPR data available for transportation data mining like origin–destination estimation and traffic simulation, it is necessary to extract vehicles’ trajectories (i.e., every single trip) by matching their detection records identified by different cameras across the network. The derived trips can be incomplete and abnormal due to the low spatial coverage and recognition error. To address the problem of trajectory data missing, a batch of vehicle trajectory reconstruction methods are proposed to restore the space-time routes. Ref. [16] uses Bayesian method to find the most likely trajectories by considering the traffic count data on the road network. Ref. [17] builds a trajectory reconstruction model integrated with order preference and depth-first search to solve the incomplete vehicle paths. Ref. [18] introduces a particle filter framework to estimate the probability of trajectories from possible candidates. However, these methods are used to fill the information of the missing trajectories which is not directly collected from the equipments and thus not presented in the raw ANPR data. In our work, as the exact vehicle passing records are obtained, our goal is to match the right vehicle IDs for the ones without identity (i.e., vehicle plate number).

2.3. Heterogeneous Network Embedding

Most data from the real world actually reflect the interaction information among the concerned objects, which naturally form heterogeneous information networks [19,20] where objects are multitypes and interconnected. Therefore a set of algorithms that can effectively handle these semi-structured data are proposed to mine the hidden but useful information from such networks. Among them, embedding techniques have grown into a preference as they can preserve the semantic patterns into the vector representations for different tasks. Recently, the latent feature embedding models have achieved remarkable success in link prediction and entity alignment, such as the compositional representation models [21–23] and the translation-based models [24–26]. We can leverage such heterogeneous network structure and embedding learning approaches in our framework.

3. Preliminaries

In this section, we introduce some important concepts to be appear in the context, followed by a formal description of the vehicle plate number recovery problem.

3.1. Concept Definition

3.1.1. Heterogeneous Information Networks

With the equipment of different types of sensors, the acquisition of multisource data becomes more effortless [1]. Their intrinsic characteristics of multitypes and interconnected naturally make themselves heterogeneous information networks [27]. These complex networks are usually multimode and multirelational, carrying rich information of the real world.

**Definition 1.** An heterogeneous information network [27] is defined as a directed graph $G = (E, R)$ where $E$ is the set of entities and each entity $e \in E$ belongs to a particular entity type in the type set $A$. $R$ is the set of edges between the entities in $E$. Similarly, $R$ involves multiple types of relations in set $B$. Typically, it requires $|A| > 1$ or $|B| > 1$. Otherwise, it will be degraded to a homogeneous network.
In our case, the ANPR data naturally form a heterogeneous information network $\mathcal{G} = (\mathcal{E}, \mathcal{R})$ where $\mathcal{A} = \{V, \mathcal{P}, L, T\}$, corresponding to the entity types of vehicle, passing event, camera location and time span respectively. As the extracted entities and their semantic relations in $\mathcal{G}$ mainly describe the traveling behaviors of vehicles in the road network, we further call it a travel heterogeneous information network (THIN).

### 3.1.2. Vehicle Group

In the basic THIN, each detection record at a specific camera location is defined as a passing event entity with the corresponding vehicle entity connects to it. This setting models each detection record separately, making the network connectivity sparse and ignoring the relationship with other companion vehicles. Refs. [28,29] proposed to model a bunch of related vehicles as a vehicle group to capture the companion pattern among them. They define vehicle group based on the co-occurrence of detection as follows.

**Definition 2.** A vehicle group is defined as a crowd of vehicles passing a camera location $c_k$ within a certain time period $\Delta t$. Consequently, vehicle group in camera location $c_k$ can be denoted as $g_k = \{(v_1, t_{1k}), \ldots, (v_i, t_{ik}), \ldots, (v_n, t_{nk})\}$, where $(v_i, t_{ik})$ is a detection record specified by a vehicle ID $v_i$ and a passing timestamp $t_{ik}$. We can say that the members of $g_k$ co-occurred in location $c_k$.

As we want to utilize the information from the co-occurred vehicles in the THIN, we apply vehicle group entity identification and then replace the passing event entities with them. Moreover, since we need to capture the traveling companion relationships between different camera locations, we extract links among vehicle group for the purpose of connecting the vehicle group entities which are topologically and temporally consecutive in the road network.

### 3.2. Problem Description

In this work, we aim to infer the missing vehicle identities of the incomplete detection records through finding the match vehicle entities. While there exists some similar techniques, like vehicle trajectory reconstruction, that can be adopted to recover the incomplete trajectory according to the historical route choice, they often fail to retrieve the real location and time of the passing event. In our scenario, we have the proper detection records of each passing event, although the vehicle IDs are lost; as a result, the real spatial and temporal information can be preserved.

The basic input is the set of detection records $\mathcal{D}$. For each record $d \in \mathcal{D}$, we can describe it as $d = \{v, l, t, vt, vc, pc\}$ where $v$ is the identity of the vehicle but can be unknown if the plate number can not be recognized, $l$ and $t$ are the recorded location and timestamp, $vt$, $vc$ and $pc$ are vehicle type, vehicle color and plate color respectively which are appearance properties extracted from the raw images.

However, as we can observe, the entities of each record alone do not have adequate relevant features. Their interactions are so complicated that we can not model them via the classic matrix or tensor decomposition methods [14,30,31] which have been proven to be the dominant approach in the field of missing data imputation. As the detection data themselves are well structured and the interactions among entities are defined in a traffic adapted manner, we construct a THIN $\mathcal{G} = (\mathcal{E}, \mathcal{R})$ as the model input.

Finally, the output of the proposed model is the inferred vehicle identities for each detection record $d$. This can be done by finding the most nearest known vehicle entity from their embedding vector space and merging them as one entity.
4. Proposed Model

We present an overview of the proposed model in Section 4.1. Then, we further detailed each part of it, including the travel heterogeneous network construction in Section 4.2, embedding learning in Section 4.3 and entity alignment in Section 4.4.

4.1. Framework Overview

Figure 3 illustrates the overall embedding-based framework of the proposed model. Our goal is to learn the embeddings for all involved entities in travels (i.e., vehicles, locations, times) to infer the missing vehicle IDs. By introducing the vehicle group entities and the context relationships, they capture the spatiotemporal interactions and the proximities among different entities.

Our framework first requires the construction of a THIN, in which entities and relations are all defined elements. Intuitively, an ANPR record corresponds to a passing event entity, and then the vehicle and camera location entities can be further derived from it. For vehicle attributes, we directly treat them as property entities. With this basic THIN, we further apply vehicle grouping and context link extraction in order to model the companion interactions of vehicles and capture the semantic proximities among entities. Then we implement the latent feature based representation learning algorithms on the enhanced THIN to embed the entity features into the low dimensional space and produce a dense embedding vector \( e \in \mathbb{R}^h \) for each entity \( e \). Once we obtain the embeddings for all entities, the entity alignment unit finds every pair \( \langle e_1, e_{unk} \rangle \) with a proper similarity score where entities \( e_1 \) and \( e_{unk} \) belong to the same type \( V \). \( e_{unk} \) whose identity is unknown is the entity extracted from an incomplete record.

![Figure 3. Overview of the framework.](image)
4.2. Travel Heterogeneous Network Construction

In this section, we construct a THIN, which has different types of entity and relation, to transform the ANPR data into a relational structure. Basically, we have seven types of original entities extracted from the raw data: vehicles, camera locations, passing events, timestamps, vehicle colors, vehicle types and plate colors. Among them, vehicles, camera locations, passing events and timestamps are object entities corresponding to the real world instances, while the rest are property entities serving as auxiliary entities. Particularly, passing events are objects describing the behaviour of real world entities (e.g., vehicles) happened at certain moments (or periods) and at specific locations. Figure 4 illustrates the schema of the basic THIN.

Note that when encountering an incomplete ANPR record, we still extract a vehicle entity from it in the same manner. However, the vehicle identity value of this entity is set as *null* or *unknown* as we are going to find the aligned entity for it to recover the missing vehicle identity.

To address the sparsity of spatiotemporal data and fully utilize the information from companion vehicle entities, we apply vehicle grouping and spatiotemporal relationships extraction to finally present the enhanced THIN.

![Figure 4. Schema of the basic THIN. Symbol v, l, p, t, vc, vt, pc represent the entity types vehicle, camera site, passing event, timestamp, vehicle color, vehicle type and plate color.](image-url)

4.2.1. Vehicle Grouping

As mentioned above, the current THIN models the vehicle passing events as different separate entities connecting to the camera location entity network and the timestamp entities. This graph model brings two challenges for the task of vehicle alignment. For a vehicle entity whose identity is unknown, its connections to the other entities in the network is sparse. In other words, there are not sufficient features can be utilized, making it difficult to model the travel pattern of the vehicle. Besides, we neglect the physical interactions of vehicles’ movements. When exploring a particular object (e.g., a vehicle here), it would be informative to take the instances when the object interacts with others into account. For example, two vehicles may travel together along the same sequence of intersections in a road network. If we could discover this companion pattern, the travel information of one vehicle can be used for inferring the trajectory of the another one. Therefore, it is intuitive to consider the spatiotemporal information from companion vehicles for assistance.

Based on the ideas above, we conduct vehicle grouping process to create a new type of entity. As defined in Section 3.1, for each location l of camera sites in time period \((t_{l1}, t_{ln})\), we replace the passing event entities, which is linked to l and t between \((t_{l1}, t_{nl})\) with a single vehicle group entity \(g\). Figure 5 illustrates the operation of vehicle grouping, where circles and ovals with dash border on the left are passing events of vehicles and vehicle group entities respectively. After that, entity \(g\) is connected to \(l\) and the relevant vehicle entities \(v_i\) on the right of Figure 5.
However, while we succeed in discovering the companion structures in each camera location, the context patterns along different locations and time periods remain unrevealed. Next we further exploit it via vehicle group spatiotemporal relation extraction.

4.2.2. Vehicle Group Spatiotemporal Relation Extraction

In order to capture the companion traveling patterns beyond one stationary location, it is necessary to connect the vehicle group entities that appear in the context of nearby locations and time periods. Obviously, in the traveling scenario, we can observe that two vehicles are more likely to be the same vehicle if they appear in small space or time distance, otherwise the opposite. This procedure can help preserving proximities and further letting the expected aligned vehicle entities share similar embeddings.

With this in mind, context links are introduced among vehicle group entities to model the relationships between detected records spatially and temporally. As the vehicle group entities already hold both space and time information, the context connections between them are spatiotemporal relations. Specifically, for vehicle group entities $g_1$ and $g_2$, we extract a spatiotemporal relation between them if they satisfy the following two conditions: (1) without loss of generality, the camera site $l_2$ of $g_2$ is located at the downstream intersection of $l_1$ (i.e., the camera location of $g_1$); (2) the beginning time $t_{1, l_2}$ of $g_2$ has a time-delay (but within the limits of a threshold) after $t_{1, l_1}$ of $g_1$ according to the road segment between $l_1$ and $l_2$. Figure 6 gives an illustration of how spatiotemporal context links extract. After this process, the connection structure of certain entities have renewed which corresponds to the partial graph on the right.
4.2.3. Enhanced THIN Construction

After the above two procedures, we formally construct the enhanced THIN. Now we have 6 types of entities: vehicles, camera locations, vehicle groups, vehicle colors, vehicle types and plate colors. Comparing with the previous network schema, vehicle group entities take the place of passing event entities and timestamps entities are removed as the time information is encapsulated in the vehicle group entities and their relations. Moreover, embedding every timestamps entities is impractical in representation learning.

Next, we detail all kinds of edges in our enhanced THIN. First, for vehicles and their appearance properties, there are three attribute relationships, namely vehicle–vehicle color edges, vehicle–vehicle type edges and vehicle–plate color edges. Then with regard to the relationships between the object entities, we treat vehicle group entities as central entities and their edges to other entities can be easily derived in accordance with the traveling semantic. As a result, we have location relations between vehicle group and camera location, member relations between vehicle group and vehicle and context relations between vehicle group themselves. Finally, the adjacency relationships are reserved between camera location entities adhering to the topology of the road network. The updated graph schema is illustrated in Figure 7.

4.3. Embedding Learning

In this section, we resort to the latent feature models for representation learning on heterogeneous graph.
4.3.1. Generic Learning Setting

For the sake of clearness, we refer to each relational structure in an HIN as an SPO (i.e., subject, predicate, object) triplet \( \tau = (s, p, o) \) where \( s \) and \( o \) are entities and \( p \) is the relation between them. Then function \( \psi(\tau) : \tau \rightarrow \{\pm 1\} \) indicates whether or not it is a possible triplet of \( R \).

These models assume that the presence or absence of certain triplets is correlated with each other [32]. And they explain triplets via embedded features of entities and relations which are composed of implicit components learned from relational data. To learn \( \psi(\cdot) \) of the triplets, we can transform it into a supervised learning problem by estimating the probability \( \Pr(\psi(\tau) = 1|\Theta) \).

The formulation can be written as:

\[
\Pr(\psi(\tau) = 1|\Theta) = \sigma \left( f_{\tau}(e_s, r_p, e_o) \right)
\]

where \( e_s, e_o \in \mathbb{R}^{h_s}, r_p \in \mathbb{R}^{h_r} \) are learned representations of different vector spaces, \( \sigma(x) = 1/(1 + \exp(-x)) \) denotes the sigmoid function, parameter \( \Theta \) denotes the set of all embeddings and \( f_{\tau} \) is called score function representing the confidence of the existence of triplet \( \tau \). The score function is the key unit to model the interactions of the embeddings inside a triplet.

Given relational dataset \( \mathcal{N} = \{ \{ \tau_i, \psi(\tau_i) \} \}_{i=1}^m \) containing valid and invalid tuples, our goal is to learn the embeddings \( \Theta \) that fits \( \mathcal{N} \) best according to (1). This can be done by optimizing the following pairwise ranking loss:

\[
\min_{\Theta} \mathcal{L} = \sum_{\tau \in S} \sum_{\tau' \in S'} \max(0, \gamma - \sigma(f_{\tau}(e_s, r_p, e_o)) + \sigma(f_{\tau'}(e_s, r_p, e_o)))
\]

where \( S, S' \) denote the set of valid and invalid triplets respectively and \( \gamma \) is a margin hyperparameter. As an HIN only stores valid relationships, the negative relations of \( S' \) can be generated by corrupting the valid triplets from \( S \).

4.3.2. HolE

There are generally two kinds of embedding learning models according to whether they explicitly or not form compositional representations of the embeddings. For compositional vector space models, they adopt varied compositional operators such as tensor product [21] to capture rich interactions. While the non-compositional methods introduce translations of entity embeddings.

Here, we exploit the difference by taking HolE [23] and TransE [24] as examples. HolE uses the circular correlation to model the interaction between subject and object which is defined as:

\[
[a \ast b]_k = \sum_{i=0}^{b-1} a_i b_{(i+k) \text{mod} b}
\]

where \( \ast : \mathbb{R}^h \times \mathbb{R}^h \rightarrow \mathbb{R}^h \) denotes the circular correlation operator. Further it computes the similarity between the intermedia result and the predicate as the score of a triplet:

\[
f_{\tau}^{\text{HolE}}(e_s, r_p, e_o) = r_p^\top (e_s \ast e_o)
\]

As for TransE, it directly measures the distance of the translations of entities in the score function:

\[
f_{\tau}^{\text{TransE}}(e_s, r_p, e_o) = \|e_s + r_p - e_o\|_{1/2}.
\]

Figure 8 shows the element-wise interactions among the embeddings. For TransE, the latent features of entities are combined (i.e., linear summation or subtraction) independently. In contrast, HolE explicitly models all relationships between the latent features of different entities via circular correlation which allows to capture the complex interaction between subject and object with the multiplicative forms. As a result, the modeling power of HolE is naturally more expressive.
Moreover, different from quantifying the similarities with the circular correlation results in HolE, the predicate in (5) is modeled as the transition vectors between subject and object, which brings restrictions to the distributions of entities and relations in the vector space. As illustrated in Figure 9, we will get the same embeddings for vehicle group entities as well as vehicle entities (i.e., \(g_1 \approx g_2\) and \(v_1 \approx v_2\)) since TransE can not deal with the one-to-many and many-to-one member relation in the enhanced THIN. These embeddings ignore the difference among entities and thus contradict the truth. Considering the flexibility of circular correlation as well as the complex relation structure of the enhanced THIN, we adopt HolE to the embedding learning problem.

### 4.4. Entity Alignment

The above model learns embeddings for each entities and lets similar entities have similar embeddings. In the context of our problem, we care more about the entities of type vehicle \(V\) so we denote them as \(E(V)\). Then, we can compute the similarity using the result embedding vector with the following equation:

\[
\epsilon_{match} = \arg \max_{e_1, e_2} \cos(e_1, e_2)
\]

\(e_1\) is a vehicle entity with unknown vehicle identity extracted from a corrupted detection record and \(E(V)_{\text{unk}}\) indicates the set of vehicle entities except the ones with unknown vehicle identity. Our
goal is to compute the similarity score between the target entity $e_1$ and all entities $e_2 \in e^{(V)} \setminus e_{\text{unk}}$. As a result, $\langle e_1, e_{\text{match}} \rangle$ is the expected aligned entity pair and we can recover the vehicle identity of $e_1$ by merging them into one entity $e_{\text{match}}$. Note that to avoid the entities that are too dissimilar to be aligned, a threshold $\delta$ is introduced.

5. Experiments and Discussion

5.1. Experimental Settings

5.1.1. Dataset

We use the real world ANPR data obtained from Xuancheng, China, which has wide coverage of high-definition cameras deployed at signalized intersections. The ANPR system data are anonymized and the usage of them is authorized by the Public Security Bureau of Xuancheng. To efficiently evaluate different models, we choose a specific area shown in Figure 10 where 9 intersections (red markers) are selected and a time period from 7:00 a.m. to 11:00 a.m. on 7 August 2018. The study area is located at the center of the city and each intersection is equipped with cameras in different directions (i.e., 35 cameras in total). The average distance between the adjacent intersections is about 500 m, making it clear to identify the spatiotemporal context.

![Figure 10. A small area of Xuancheng where red markers indicate all 9 selected intersections with cameras installed in all entrances. The blue markers denote the 5 selected intersections in a sparser camera network.](image)

After data preproccess, only those consecutive records of the same vehicles remain. Then the dataset is restructured into a THIN $\mathcal{G}$. As indicated in Figure 1, the missing rate in the daytime is around 7% but can reach 35% at night. Under the circumstance, we only consider the low missing rate scenarios as most concerned travels happen between the morning peak and the evening peak. Thus we evaluate the performance with 5% and 10% missing rates by randomly removing the vehicle identities. Furthermore, in order to investigate the effect of the distribution of cameras, we generate another THIN $\mathcal{G}_s$ by selecting a sparser network of cameras. $\mathcal{G}_s$ includes four intersections at the corner and
the central intersection as shown in Figure 10. The statistics of the result THIN $G$ and $G_s$ are shown in Table 2.

Table 2. Statistics of the THIN dataset.

|        | #entities | #relations | #vehicle Entities | #camera Entities | #vehicle Group Entities | #vehicle Color Entities | #vehicle Type Entities | #plate Color Entities |
|--------|-----------|------------|-------------------|------------------|-------------------------|------------------------|------------------------|-----------------------|
| $G$    | 15360     | 56302      | 10363             | 35               | 4938                    | 10                     | 10                     | 4                     |
| $G_s$  | 9839      | 37822      | 6705              | 19               | 3091                    | 10                     | 10                     | 4                     |

Note that the variance of the attribute entities is detailed as follows. The vehicle colors include white, grey, yellow, pink, red, purple, green, blue, brown and black. The plate colors include blue, green, white and yellow. For vehicle types, they are classified according to the vehicle size and purpose.

5.1.2. Evaluation Metrics

To evaluate the performance, we choose hits@k ($k=1, 10$) (i.e., the proportion of correctly aligned entities ranked in the top $k$ predictions) and the mean of the rank (MR) of the correct entity. Higher hits@k and lower MR indicate better performance. For each entity $e_{unk}$, the ranking is accomplished according to the similarity score computed by (6). During the actual implementation, the vehicle entities connected to the same vehicle group entity are filtered out.

5.1.3. Comparisons

We compare different knowledge embedding models to investigate the effectiveness of various embedding strategies as well as the graph schemas of THIN. In addition to TransE and HolE, we further consider the following settings:

- **Basic THIN**: We use the basic THIN generated from the ANPR data in which there are no vehicle group entities and spatiotemporal relations.
- **TransH [25] and TransR [26]**: These models are proposed to improve the performance of TransE on 1-to-n, n-to-1 and n-to-n relations. By introducing more parameters, they become more expressive but less efficient. The score functions for a triplet $\tau = (s, p, o)$ are respectively written as:

$$f^{TransH}_{\tau} = \| (e_s - w_p^T e_s w_p) + r_p - (e_o - w_p^T e_o w_p) \|_2^2$$

$$f^{TransR}_{\tau} = \| M_p e_s + r_p - M_p e_o \|_2^2$$

where $w_p$ is the normal vector of the hyperplane of relation $p$ and $M_p$ is a projection matrix connecting the vector spaces of entity and relation.

5.1.4. Parameter Selection

To be fair, we use the same set of shared parameters for different models. Specifically, the embeddings dimensionality of entities is set to 64, the learning rate of the optimizer is 0.001, the batch size in model training is 100 and the margin $\gamma$ is set to 1.

5.2. Experiment Results and Discussion

5.2.1. Performance

Table 3 shows the overall results of vehicle entity alignment. First, regarding the THIN dataset $G$, our proposed enhanced THIN model outperforms the basic THIN in different embedding algorithms. Especially, HolE makes the biggest progress among them due to its ability to model the complex relationships. The improvements demonstrate the strength of the enhanced graph structure where the introduction of vehicle group entities and their context relationships is capable of capturing the spatial and temporal interactions of vehicles at adjacency intersections. For the basic THIN, the
movements of vehicles at different locations are modeled independently, making it difficult to discover the peering patterns. Therefore, the connections inside the heterogeneous graph are too sparse to learn useful information for alignment. The results provide further justification for the proper design of the enhanced travel heterogeneous information network.

Table 3. Vehicle entity alignment results.

| Dataset | Model  | 5% Missing | 10% Missing |
|---------|--------|------------|-------------|
|         |        | Hits@1 | Hits@10 | MR | Hits@1 | Hits@10 | MR |
| Basic THIN | TransE | 8.02% | 12.67% | 7124 | 6.14% | 7563 |
|          | TransH | 33.27% | 34.96% | 4234 | 29.88% | 4655 |
|          | TransR | 33.87% | 35.41% | 4163 | 29.89% | 4597 |
|          | HolE   | 35.08% | 38.21% | 3876 | 31.87% | 4159 |
| Enhanced THIN | TransE | 13.29% | 16.12% | 5613 | 10.02% | 6013 |
|          | TransH | 62.34% | 71.81% | 234 | 58.27% | 286 |
|          | TransR | 63.22% | 72.02% | 226 | 57.99% | 279 |
|          | HolE   | 71.33% | 80.41% | 124 | 64.73% | 169 |

Evidently, the performance gets worse when the missing rate of vehicle identities rises from 5% to 10% because the number of records with unrecognized vehicle identity increases and the chance of utilizing the information from vehicles with similar travel trajectories decreases. Meanwhile, we notice that the performance differences between two missing rates are relatively small. Consequently, we can recover the missing vehicle identities well for the ANPR data collected in the daytime.

For the chosen models, as expected, TransE has the poorest performance on the task of entity alignment as it is not designed to model the complex relations (i.e., one-to-many, many-to-one and many-to-many relations) in HINs and hence fails to distinguish those entities which are connected by or connect to the same one. To address the issue, TransH and TransR are successively proposed to capture the diversity of different types of entities and relations via multiple vector spaces. In our enhanced THIN, the linkages between the vehicle group entity and vehicle entity are typical many-to-many relations and account for the majority in the graph. As a result, these two algorithms achieve great improvements and also indicate that the proposed enhanced THIN model is helpful. Further, HolE uses circular correlation instead of vector translation to model the interactions within entities and relations and its performance is slightly better than TransH and TransR. This is probably because HolE has less restrictions on the interactions of each component of the embedded representations and thus eases the distributions of entity embeddings in the vector space. The comparisons well support our choice of the HolE model.

In addition, the performance results on the THIN dataset $G_s$ show similar conclusions for the strength of the enhanced network model and the advantages of HolE. However, compared with $G$ which has a denser network of cameras, the performance on $G_s$ is slightly worse than it. Several factors may account for this phenomenon. For an intersection in a sparser network of cameras like...
Gs, the adjacent cameras of it could be flexible. Thus, the number of the downstream or upstream cameras increases and the randomness also increases. Besides, the length between every two adjacent intersections becomes longer, making it difficult to discover the expected companion vehicles for alignment. These results indicate that the proposed model can be also applied to a sparser network of cameras. Due to the disadvantages of the sparse network of cameras, a road network with denser deployment of cameras on the intersections is preferred as we can obtain fine-grained traveling trajectories of vehicles at the same time.

5.2.2. Visualization

To further investigate the ability of model TransE and HolE, we visualize a part of the embeddings of vehicle group entities and vehicle entities by projecting them into a 2-dimensional space with the popular t-SNE [33] algorithm. It is known that a good embedding need to catch the intrinsic properties of entities by putting them properly into a low dimensional space. Figure 11 presents the visualization results of TransE and HolE under the enhanced THIN. The entity embeddings generated by TransE are extremely close and form circular-like and dense clusters. This is because it fails to model the many-to-many member relations in the enhanced THIN, which brings huge randomness in entity alignment. For HolE, the entities are distributed well and separated broadly into several blocks. These embeddings can discriminate different entities according to their relationships to others and thus contain the intrinsic properties in their components. The visualization results additionally justify the advantages of HolE in Section 4.3.

![Visualization of the vehicle group and vehicle embeddings by different algorithms on the enhanced THIN.](image)

6. Conclusions

In this paper, we intend to recover the missing vehicle identities of the ANPR data which is an essential part of data driven transportation for intelligence and sustainability. To address the
problem, we organize these records as a travel heterogeneous information network according to the heterogeneous interactions which exist among the entities involved in vehicles' travel. In the THIN, the real world objects are extracted as entities and connected to each other according to their semantic relationships. To utilize the companion information from the peer vehicles as well as ease the problem of data sparsity, we further construct an enhanced THIN through vehicle grouping and context relation extraction, which is capable of capturing the spatiotemporal relationships along adjacent intersections. Given the novel THIN, we transform the recovery problem into the task of vehicle entity alignment, which is achieved by learning the embedding representations for different entities. Considering that there exists a large number of complex relations in the heterogeneous graph, we choose HolE to learn the embeddings for better performance. An experiment using real ANPR data from Xuancheng, China is conducted to evaluate the framework. The results demonstrate the effectiveness of the proposed enhanced THIN model and justify the advantages of holographic embeddings. The recovered records are important for downstream ANPR data mining, especially for personalized intelligent transportation.
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