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1. Introduction

Linear and nonlinear integral equations are considered as a branch of the applications of functional analysis. This branch is a great importance not only for the specialist in this field but also for those whose interest lies in other branch of mathematics with especial reference to mathematical physics, engineering and biology.

The object of this paper is to study the solvability of a nonlinear Urysohn functional integral equation

$$x(t) = f_1(t, x(\phi_1(t))) + f_2(t, x(t)) \int_0^1 u(t, s, x(\phi_2(s))) \, ds, \quad t \in I. \quad (1.1)$$

Special cases for considered equation (quadratic integral equations) were investigated in connection with some applications of such a kind of problems in the theories of radiative transfer, neutron transport and in the kinetic theory of gases (cf. [5, 15, 22, 23]). More general problem (motivated by some practical interests in plasma physics) was investigated in [39]. The existence of continuous solutions for particular cases of the considered problem was
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investigated since many years (see [18, 35] or a very recent paper [2]). On the other hand, different kind of integral equations (including quadratic integral equations) should be investigated in different function spaces. This was remarked, for instance, in [39, Theorem 3.14] for the case of $L_p(I)$-solutions, for the Hammerstein integral equation see also [35, 42] for $L_p$-solutions or [6, 31, 45] for integrable solutions. A very interesting survey about different classes of solutions (not only in $C(I)$ or $L_p(I)$, but also in Orlicz spaces $L_\varphi(I)$ or even in ideal spaces) for a class of integral equations related to our equation can be found in [4].

Next, let us recall that the equations involving the functional dependence have still growing number of applications (cf. [33]). We try to cover the results of this type. Let us mention, for example, the results from [7, 14].

We are interested in monotonic solutions of the above problem. The considered problem can cover, for instance, as particular cases:

1. $f_1(t, x) = g(t)$, $f_2(t, x) = \lambda$ the functional Urysohn integral equation ([7, 9, 14]),
2. $f_1(t, x) = g(t)$, $f_2(t, x) = x$, $\phi_2(t) = t$ the functional-integral equation ([41]),
3. $f_2(t, x) = 0$ the abstract functional equation ([9], for instance),
4. for continuous solutions with $\phi_1(t) = \phi_2(t) = t$ and $u(t, s, x) = \frac{u_1(t, s, x)}{(t - r)^{1-\alpha}}$ see [20, 30],
5. $f_2(t, x) = \lambda$ the functional integral equation (for continuous solutions see [1, 12, 28]),
6. $f_2(t, x) = x$ the quadratic (functional) Urysohn integral equation ([16, 15], for instance).

Our problem, as well as, the particular cases was investigated mainly in cases when the solutions are elements of the space of continuous functions. Thus the proofs are based on very special properties of this space (the compactness criterion, in particular), cf. [20, 40].

On the other hand, by the practical interest it is worthwhile to consider discontinuous solutions. Here we are looking for integrable solutions. Thus the operators $F_1$, $F_2$ and $U$ should take their values in the space $L_1(I)$. Let us recall that we are interested in finding monotonic solutions (a.e. monotonic in the case of integrable solutions). In such a case discontinuous solutions are expected even in a simplest case i.e. when

$$f_1(t, x) = h(t) = \begin{cases} 0 & t \text{ is rational,} \\ t & t \text{ is irrational} \end{cases}$$

An interesting example of discontinuous solutions for integral equations is taken from [39, Example 3.5]:

$$\chi_{[1/2,1]}(t) \cdot (2t - 1) \cdot x(t) + \chi_{[0,1/2]}(t) \cdot (1 - 2t) \cdot (x(t) - 1) \int_0^1 (1 - x(s)) \, ds = 0.$$ 

In the paper [24], we study the particular case of the above problem on $\mathbb{R}^+$ when $f_1(t, x) = g(t)$ and $f_2(t, x) = x$. Here we extend the earlier result by
considering functional integral equation in a more general form. Moreover, we prove the existence of solutions in some subspaces of $L_1(0, 1)$.

Let us add a few comments about functional dependence, i.e. functions $\psi_1$ and $\psi_2$. Our set of assumptions is based on the paper [14]. Functions of the form $\psi_i(t) = t^\alpha$ ($\alpha > 0$) or $\psi_i(t) = t - \tau(t)$ with some set of assumptions for $\tau$ are most important cases covered in our paper. Let us note that functional equations with state dependent delay are very useful in many mathematical models including the population dynamics, the position control or the cell biology. A very interesting survey about such a theory and their applications can be found in [33].

The last aspect of our results is to investigate the monotonicity property of solutions. This is important property and there are many papers devoted to its study. Let us note some recent ones [16, 17, 24, 30], for instance.

The results obtained in the current paper create some extensions for several known ones i.e. in addition to those mentioned previously also for the results from earlier papers or books ([3, 9, 21, 27, 34, 43, 44, 48], for example).

2. Notation and Auxiliary Facts

Let $\mathbb{R}$ be the field of real numbers, $\mathbb{R}^+$ be the interval $[0, \infty)$ and $L_1(I)$ be the space of Lebesgue integrable functions (equivalence classes of functions) on a measurable subset $I$ of $\mathbb{R}$, with the standard norm

$$||x|| = \int_I |x(t)| \, dt.$$}

Recall that by $L_p$ we will denote the space of (equivalences classes of) functions $x$ satisfying $\int_0^1 |x(s)|^p \, ds < \infty$. In this paper we will denotes by $I$ an interval $[0, 1]$. By $\| \cdot \|_p$ we will denote the norm in $L_p(I)$.

One of the most important operator studied in nonlinear functional analysis is the so-called superposition operator [3].

**Definition 2.1.** Assume that a function $f : I \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the Carathéodory conditions i.e. it is measurable in $t$ for any $x \in \mathbb{R}$ and continuous in $x$ for almost all $t \in I$. Then to every function $x(t)$ being measurable on $I$ we may assign the function

$$F_f(x)(t) = f(t, x(t)), \quad t \in I.$$}

The operator $F_f$ defined in such a way is called the superposition (Nemytskii) operator generated by the function $f$.

Furthermore, for every $f \in L_1$ and every $\phi : I \rightarrow I$ we define the superposition operator generated by the functions $f$ and $\phi$, $F_{\phi,f} : L_1(I) \rightarrow L_1(I)$ as

$$F_{\phi,f}(t) = f(t, x(\phi(t))), \quad t \in I.$$}

In $L_p(I)$ we have the “automatic” continuity of the Nemytskii operator ([3, 36]):
Theorem 2.2. Let \( f \) satisfies the Carathéodory conditions. The superposition operator \( F \) generated by the function \( f \) maps continuously the space \( L_p(I) \) into \( L_q(I) \) \((p,q \geq 1)\) if and only if
\[
|f(t,x)| \leq a(t) + b \cdot |x|^\frac{p}{q},
\]
for all \( t \in I \) and \( x \in \mathbb{R} \), where \( a \in L_q(I) \) and \( b \geq 0 \).

It should be also noted that the superposition operator \( F \) takes its values in \( L_\infty(I) \) iff the generating function \( f \) is independent on \( x \) (cf. [3, Theorem 3.17]). This remark allows us to reduce the number of the considered cases.

Let \( S = S(I) \) denotes the set of measurable (in Lebesgue sense) functions on \( I \) and let \textit{meas} stand for the Lebesgue measure in \( \mathbb{R} \). Identifying the functions equal almost everywhere the set \( S \) furnished with the metric
\[
d(x,y) = \inf_{a > 0} \left[ a + \text{meas}\{ s : |x(s) - y(s)| \geq a \} \right],
\]
we obtain a complete metric space. Moreover, the convergence in measure on \( I \) is equivalent to the convergence with respect the metric to \( d \) (Proposition 2.14 in [46]). The compactness in such a space is called a “compactness in measure” and such sets have very nice properties when considered as subsets of \( L_p \)-spaces of integrable functions \((p \geq 1)\).

The following theorems give different sufficient conditions for compactness in measure that will be more convenient for our discussion ([8, 37]).

Theorem 2.3. Let \( X \) be a bounded subset of \( L_1(I) \) and suppose that there is a family of measurable subsets \((\Omega_c)_{0 \leq c \leq 1}\) of the interval \( I \) such that \( \text{meas}\Omega_c = c \) for every \( c \in I \) and for \( x \in X \)
\[
x(t_1) \geq x(t_2), \quad (t_1 \in \Omega_c, \ t_2 \notin \Omega_c).
\]
Then this family is equimeasurable and the set \( X \) is compact in measure in \( L_1(I) \).

It is clear that by putting \( \Omega_c = [0,c) \cup E \) or \( \Omega_c = [0,c) \setminus E \), where \( E \) is a set with measure zero, this family contains nonincreasing functions (possibly except for a set \( E \)). We will call the functions from this family “a.e. nonincreasing” functions. This is the case, when we choose an integrable and nonincreasing function \( y \) and all the functions equal a.e. to \( y \) satisfies the above condition. Thus we can write that \textit{elements} from \( L_1(I) \) belong to this class of functions. Due to the compactness criterion in the space of measurable functions (with the topology convergence in measure) (see Lemma 4.1 in [8]) we have a desired theorem concerning the compactness in measure of a subset \( X \) of \( L_1(I) \) (cf. [8, Corollary 4.1] or [29, Section III.2]). Let us recall, in metric spaces the set \( U_0 \) is compact if and only if each sequence from \( U_0 \) has a subsequence that converges in \( U_0 \) (i.e. sequentially compact).

Lemma 2.4. Let \( X \) be a bounded subset of \( L_p(I) \) consisting of functions which are a.e. nondecreasing (or a.e. nonincreasing) on the interval \( I \). Then \( X \) is compact in measure in \( L_p(I) \).
Proof. Let $R > 0$ be such that $X \subset B_R \subset L_p(I)$. It is known that $X$ is compact in measure as a subset of $S$. Since the compactness in measure is equivalent to sequential compactness, we are interested in studying the properties of the latter on. By taking an arbitrary sequence $(x_n)$ in $X$ we obtain that there exists a subsequence $(x_{n_k})$ convergent in measure to some $x$ in the space $S$. Since the balls in $L_p(I)$ spaces ($p \geq 1$) are closed in the topology of convergence in measure, we obtain $x \in B_R \subset L_p(I)$ and finally $x \in X$. □

In the paper we will need to distinguish between two different cases: when an operator take their values in Lebesgue spaces $L_p(I)$ or in a space of essentially bounded functions $L_\infty(I)$ (for Nemytskii operators see Theorem 2.2). For Urysohn operators the continuity is not “automatic” as in the case of superposition operators. Let us recall an important sufficient condition:

**Theorem 2.5.** [37, Theorem 10.1.10] Let $u : I \times I \times \mathbb{R} \to \mathbb{R}$ satisfies Carathéodory conditions i.e. it is measurable in $(t, s)$ for any $x \in \mathbb{R}$ and continuous in $x$ for almost all $(t, s) \in I \times I$. Assume that $U(x)(t) = \int_I u(t, s, x(s))ds$ maps $L_p(I)$ into $L_q(I)$ ($q < \infty$) and for each $h > 0$ the function

$$R_h(t, s) = \max_{|x| \leq h} |u(t, s, x)|$$

is integrable on $s$ for a.e. $t \in I$. If moreover for each $h > 0$ this operator satisfies

$$\lim_{\text{meas } D \to 0} \sup_{|x| \leq h} \left\| \int_D u(t, s, x(s))ds \right\|_{L_q(I)} = 0$$

and for arbitrary non-negative $z(t) \in L_p(I)$

$$\lim_{\delta \to 0} \left\| \int_D \sup_{|x| \leq z} \left( \int_D u(t, s, x(s)) \right) ds \right\|_{L_q(I)} = 0,$$

then $U$ is a continuous operator.

The first two conditions are satisfied when $\int_I R_h(t, s)ds \in L_q(I)$, for instance.

We will use also the majorant principle for Urysohn operators (cf. [37, Theorem 10.1.11]). The following theorem which is a particular case of much more general result ([37, Theorem 10.1.16]), will be very useful in the proof of the main result for operators in $L_\infty(I)$:

**Theorem 2.6.** [37] Let $u : I \times I \times \mathbb{R} \to \mathbb{R}$ satisfies Carathéodory conditions i.e. it is measurable in $(t, s)$ for any $x \in \mathbb{R}$ and continuous in $x$ for almost all $(t, s)$. Assume that

$$|u(t, s, x)| \leq k(t, s) \cdot (a(s) + b \cdot |x|),$$

where the nonnegative function $k$ is measurable in $(t, s)$, $a$ is a positive integrable function, $b > 0$ and such that the linear integral operator with the
kernel $k(t, s)$ maps $L_1(I)$ into $L_\infty(I)$. Then the operator $U$ maps $L_1(I)$ into $L_\infty(I)$. Moreover, if for arbitrary $h > 0$
\[
\lim_{\delta \to 0} \| \int_D \max_{|x_1| \leq h, |x_1 - x_2| \leq \delta} |u(t, s, x_1) - u(t, s, x_2)| \, ds \|_{L_\infty(I)} = 0,
\]
then $U$ is a continuous operator.

We mention also that some particular conditions guaranteeing the continuity of the operator $U$ may be found in [47, 48].

Let us recall some properties of operators preserving monotonicity properties of functions.

**Lemma 2.7.** [9, Lemma 4.2] Suppose the function $t \to f(t, x)$ is a.e. nonincreasing on a finite interval $I$ for each $x \in \mathbb{R}$ and the function $x \to f(t, x)$ is a.e. nonincreasing on $\mathbb{R}$ for any $t \in I$. Then the superposition operator $F$ generated by $f$ transforms functions being a.e. nonincreasing on $I$ into functions having the same property.

We will use the fact that the superposition operator takes the bounded sets compact in measure into the sets with the same property.

**Lemma 2.8.** [37, Lemma 17.5] Assume that a function $f : I \times \mathbb{R} \to \mathbb{R}$ satisfies Carathéodory conditions. The superposition operator $F$ maps a sequence of functions convergent in measure into a sequence of functions convergent in measure.

Thus we can prove the following (cf. [24, Proposition 4.1]):

**Proposition 2.9.** Assume that a function $f : I \times \mathbb{R} \to \mathbb{R}$ satisfies Carathéodory conditions and the function $t \to f(t, x)$ is a.e. nonincreasing on a finite interval $I$ for each $x \in \mathbb{R}$ and the function $x \to f(t, x)$ is a.e. nonincreasing on $\mathbb{R}$ for any $t \in I$. Assume that $F : L_p(I) \to L_q(I)$. Then $F(V)$ is compact in measure for arbitrary bounded and compact in measure subset $V$ of $L_p(I)$.

**Proof.** Let $V$ be a bounded and compact in measure subset of $L_p(I)$. By our assumption $F(V) \subset L_q(I)$. It is known that as a subset of $S$ the set $F(V)$ is compact in measure (cf. [8]). It was noted that the topology of convergence in measure is metrizable, so the compactness of the set is equivalent with the sequential compactness. By taking an arbitrary sequence $(y_n) \subset F(V)$ we get a sequence $(x_n)$ in $V$ such that $y_n = F(x_n)$. Since $(x_n) \subset V$, as follows from Lemma 2.8 $F$ transforms this sequence into the sequence convergent in measure. Thus $(y_n)$ is compact in measure, so is $F(V)$. 

\[\square\]

For the integral operator of the form $K_0(x)(t) = \int_I k(t, s)x(s) \, ds$ we have the following theorem due to Krzyż ([38, Theorem 6.2]):

**Theorem 2.10.** The operator $K_0$ preserves the monotonicity of functions iff
\[
\int_0^b k(t_1, s) \, ds \geq \int_0^b k(t_2, s) \, ds
\]
for $t_1 < t_2$, $t_1, t_2 \in I$ and for any $b \in I$. 
Next, we give some definitions and results which will be needed further on. Assume that \((E, \|\cdot\|)\) is an arbitrary Banach space with zero element \(\theta\). Denote by \(B(x, R)\) the closed ball centered at \(x\) and with radius \(R\). The symbol \(B_R\) stands for the ball \(B(\theta, R)\).

If \(X\) is a subset of \(E\), then \(\bar{X}\) and \(\text{conv}X\) denote the closure and convex closure of \(X\), respectively. We denote the standard algebraic operations on sets by the symbols \(\lambda X\) and \(X + Y\). Moreover, we denote by \(M_E\) the family of all nonempty and bounded subsets of \(E\) and \(N_E\) its subfamily consisting of all relatively compact subsets.

Now we present the concept of a regular measure of noncompactness:

**Definition 2.11.** [13] A mapping \(\mu : M_E \to [0, \infty)\) is said to be a measure of noncompactness in \(E\) if it satisfies the following conditions:

(i) \(\mu(X) = 0 \iff X \in N_E\).
(ii) \(X \subset Y \implies \mu(X) \leq \mu(Y)\).
(iii) \(\mu(\bar{X}) = \mu(\text{conv}X) = \mu(X)\).
(iv) \(\mu(\lambda X) = |\lambda| \mu(X)\), for \(\lambda \in \mathbb{R}\).
(v) \(\mu(X + Y) \leq \mu(X) + \mu(Y)\).
(vi) \(\mu(X \cup Y) = \max\{\mu(X), \mu(Y)\}\).
(vii) If \(X_n\) is a sequence of nonempty, bounded, closed subsets of \(E\) such that \(X_{n+1} \subset X_n, n = 1, 2, 3, \ldots\), and \(\lim_{n \to \infty} \mu(X_n) = 0\), then the set \(X_\infty = \bigcap_{n=1}^\infty X_n\) is nonempty.

An example of such a mapping is the following:

**Definition 2.12.** [13] Let \(X\) be a nonempty and bounded subset of \(E\). The Hausdorff measure of noncompactness \(\chi(X)\) is defined as

\[
\chi(X) = \inf\{r > 0 : \text{there exists a finite subset } Y \text{ of } E \text{ such that } X \subset Y + B_r\}.
\]

Another regular measure was defined in the space \(L_1(I)\) (cf. [17]). For any \(\varepsilon > 0\), let \(c\) be a measure of equiintegrability of the set \(X\) (the so-called Sadovskii functional [3, p. 39]) i.e.

\[
c(X) = \lim_{\varepsilon \to 0} \sup_{x \in X} \{\sup|\int_D |x(t)|\ dt, D \subset I, \text{measD} \leq \varepsilon\}\}.
\]

Restricted to the family compact in measure subsets of this space it forms a regular measure of noncompactness (cf. [32]).

An importance of such a kind of functions can be clarified by using the contraction property with respect to this measure instead of compactness in the Schauder fixed point theorem. Namely, we have the theorem due to Darbo ([13, 26]):

**Theorem 2.13.** Let \(Q\) be a nonempty, bounded, closed, and convex subset of \(E\) and let \(H : Q \to Q\) be a continuous transformation which is a contraction with respect to the measure of noncompactness \(\mu\), i.e. there exists \(k \in [0, 1)\) such that

\[
\mu(H(X)) \leq k\mu(X),
\]
for any nonempty subset $X$ of $E$. Then $H$ has at least one fixed point in the set $Q$.

3. Main Result

Denote by $H$ the operator associated with the right hand side of equation (1.1) which takes the form

$$x = H(x),$$

where

$$H(x)(t) = f_1(t, x(\phi_1(t))) + f_2(t, x(t)) \cdot \int_0^1 u(t, s, x(\phi_2(s))) ds. \quad (3.1)$$

This operator will be written as $H(x) = F_{\phi_1, f_1}(x) + A(x)$,

$$A(x)(t) = F_{f_2}(x)(t) \cdot U(x)(t) = F_{f_2}(x)(t) \cdot \int_0^1 u(t, s, x(\phi_2(s))),$$

and the superposition operator $F$ as in Definition 2.1. Thus equation (1.1) becomes

$$x(t) = F_{\phi_1, f_1}(x)(t) + A(x)(t).$$

We shall treat the equation (1.1) under the following assumptions listed below

(i) $f_i : I \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies Carathéodory conditions and there are positive integrable on $I$ functions $a_i$ and constants $b_i \geq 0$ such that

$$|f_i(t, x)| \leq a_i(t) + b_i|x|, \quad i = 1, 2,$$

for all $t \in [0, 1]$ and $x \in \mathbb{R}$. Moreover, $f_i(t, x) \geq 0$ for $x \geq 0$ and $f_i$ is assumed to be nonincreasing with respect to both variable $t$ and $x$ separately for $i = 1, 2$.

(ii) $u : I \times I \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies Carathéodory conditions i.e. it is measurable in $(t, s)$ for any $x \in \mathbb{R}$ and continuous in $x$ for almost all $(t, s)$. The function $u$ is nonincreasing with respect to each variable, separately.

(iii) Assume that

$$|u(t, s, x)| \leq k(t, s)(a_3(s) + b_3|x|),$$

for all $t, s \geq 0$ and $x \in \mathbb{R}$, where the function $k$ is measurable in $(t, s)$, $a_3 \in L_1(I)$ and a constant $b_3 > 0$. Assume that the linear integral operator $K_0$ with the kernel $k(t, s)$ maps $L_1(I)$ into $L_\infty(I)$. Moreover, assume that for arbitrary $h > 0$ ($i = 1, 2$)

$$\lim_{\delta \rightarrow 0} \| \int_D \max_{|x_1| \leq h, |x_1 - x_2| \leq \delta} |u(t, s, x_1) - u(t, s, x_2)| ds \|_{L_\infty(I)} = 0.$$

(iv) $\phi_i : I \rightarrow I$ are increasing, absolutely continuous functions (for $i = 1, 2$). Moreover, there are constants $M_i > 0$ such that $\phi_i' \geq M_i$ a.e on $(0, 1)$ (for $i = 1, 2$).

(v) $\int_0^b k(t_1, s) ds \geq \int_0^b k(t_2, s) ds$ for $t_1, t_2 \in I$ with $t_1 < t_2$ and for any $b \in [0, 1]$. 
(vi) let \( W > \sqrt{\frac{4b_2 b_3 \|K_0\|_{L^\infty(I)}}{M_2}} (\|a_1\|_1 + \|K_0\|_{L^\infty(I)} \|a_2\|_1 \|a_3\|_1) \), where

\[
W = \left( \frac{b_1}{M_1} + \frac{b_3}{M_2} \|K_0\|_{L^\infty(I)} \|a_2\|_1 + b_2 \|K_0\|_{L^\infty(I)} \|a_3\|_1 \right) - 1
\]

and let \( R \) denotes a positive solution of the quadratic equation

\[
\frac{b_2 b_3 \|K_0\|_{L^\infty(I)}}{M_2} \cdot t^2 - \left[ 1 - \left( \frac{b_1}{M_1} + \frac{b_3}{M_2} \|K_0\|_{L^\infty(I)} \|a_2\|_1 + b_2 \|K_0\|_{L^\infty(I)} \|a_3\|_1 \right) \right] \cdot t + (\|a_1\|_1 + \|K_0\|_{L^\infty(I)} \|a_2\|_1 \|a_3\|_1) = 0.
\]

Then we can prove the following theorem.

**Theorem 3.1.** Let the assumptions (i)–(vi) be satisfied. Put

\[
L = \left[ \frac{b_1}{M_1} + b_2 \|K_0\|_{L^\infty(I)} \|a_3\|_1 + \frac{b_3}{M_2} R \right].
\]

If \( L < 1 \), then the equation (1.1) has at least one integrable solution a.e. nonincreasing on \( I \).

**Proof.** First of all observe that by assumption (i) and Theorem (2.2) we have that \( F_{\phi_1, f_1} \) and \( F_{f_2} \) are continuous mappings from \( L^1(I) \) into itself. By assumption (iii) and Theorem 2.6 we can deduce that \( U \) maps \( L^1(I) \) into \( L^\infty(I) \). From the Hölder inequality the operator \( A \) maps \( L^1(I) \) into itself continuously. Finally, for a given \( x \in L^1(I) \) the function \( H(x) \) belongs to \( L^1(I) \) and is continuous. Thus

\[
\|H(x)\|_1 \leq \|F_{\phi_1, f_1} x\|_1 + \|Ax\|_1
\]

\[
\leq \int_0^1 [a_1(t) + b_1 |x(\phi_1(t))|] dt
\]

\[
+ \int_0^1 [a_2(t) + b_2 |x(t)|] \int_0^1 |u(t, s, x(\phi_2(s))| ds dt
\]

\[
\leq \int_0^1 [a_1(t) + b_1 |x(\phi_1(t))|] dt
\]

\[
+ \int_0^1 [a_2(t) + b_2 |x(t)|] \int_0^1 k(t, s)[a_3(s) + b_3 |x(\phi_2(s))|] ds dt
\]

\[
\leq \|a_1\|_1 + \frac{b_1}{M_1} \int_0^1 |x(\phi_1(t))| \phi_1'(t) dt
\]

\[
+ \int_0^1 \int_0^1 k(t, s)a_3(t)[a_3(s) + b_3 |x(\phi_2(s))|] ds dt
\]

\[
+ b_2 \int_0^1 \int_0^1 k(t, s) |x(t)|[a_3(s) + b_3 |x(\phi_2(s))|] ds dt
\]
\[ \begin{align*}
&\leq \|a_1\|_1 + \frac{b_1}{M_1} \int_{\phi_1(0)}^{\phi_1(1)} |x(u)| \, du \\
&\quad + \int_0^1 [a_3(s) + b_3|\phi_2(s)||] \int_0^1 k(t, s) a_2(t) \, dt \, ds \\
&\quad + b_2 \int_0^1 [a_3(s) + b_3|\phi_2(s)||] \int_0^1 k(t, s) |x(t)| \, dt \, ds \\
&\leq \|a_1\|_1 + \frac{b_1}{M_1} \int_0^1 |x(t)| \, dt \\
&\quad + \|K_0\|_{L_{\infty}(I)} \|a_2\|_1 \int_0^1 [a_3(s) + \frac{b_3}{M_2}|\phi_2(s)||\phi'_2(s)|] \, ds \\
&\quad + b_2 \|K_0\|_{L_{\infty}(I)} \|x\|_1 \int_0^1 [a_3(s) + \frac{b_3}{M_2}|\phi_2(s)||\phi'_2(s)|] \, ds \\
&\leq \|a_1\|_1 + \frac{b_1}{M_1} \|x\|_1 + \|K_0\|_{L_{\infty}(I)} \|a_2\|_1 \|a_3\|_1 + \frac{b_3}{M_2} \|x\|_1 \\
&\quad + b_2 \|K_0\|_{L_{\infty}(I)} \|x\|_1 \left[ \|a_3\|_1 + \frac{b_3}{M_2} \|x\|_1 \right] \\
&= \|a_1\|_1 + \|K_0\|_{L_{\infty}(I)} \|a_2\|_1 \|a_3\|_1 + \left[ \frac{b_1}{M_1} + \frac{b_3}{M_2} \|K_0\|_{L_{\infty}(I)} \|a_2\|_1 \right] \\
&\quad + b_2 \|K_0\|_{L_{\infty}(I)} \|a_3\|_1 \cdot \|x\|_1 + \left[ \frac{b_3 b_2 \|K_0\|_{L_{\infty}(I)}}{M_2} \right] \cdot (\|x\|_1)^2.
\end{align*} \]

By our assumption (vi), it follows that there exists a positive constant $R$ being the positive solution of the equation from assumption (vi) and such that $H$ maps the ball $B_R$ into itself.

Further, let $Q_R$ stand for the subset of $B_R$ consisting of all functions which are a.e. nonincreasing on $I$. Similarly as claimed in [10] we are able to show that this set is nonempty, bounded (by $R$), convex and closed in $L_1(I)$. Only the last property needs some comments. Let $(y_n)$ be a sequence of elements in $Q_R$ convergent in $L_1(I)$ to $y$. Then the sequence is convergent in measure and as a consequence of the Vitali convergence theorem and of the characterization of convergence in measure (the Riesz theorem) we obtain the existence of a subsequence $(y_{n_k})$ of $(y_n)$ which converges to $y$ almost uniformly on $I$. Moreover, $y$ is nonincreasing a.e. on $I$ which means that $y \in Q_R$ and so the set $Q_R$ is closed. Now, in view of Theorem 2.4 the set $Q_R$ is compact in measure. To see this it suffices to put $\Omega_c = [0, c] \setminus P$ for any $c \geq 0$, where $P$ denotes a suitable set with $\text{meas} P = 0$. 


Now, we will show that $H$ preserve the monotonicity of functions. Take $x \in Q_R$, then $x(t)$ and $x(\phi_i(t))$ are a.e. nonincreasing on $I$ and consequently each $f_i$ is also of the same type by virtue of the assumption (i) and Theorem 2.7. Further, $Ux(t)$ is a.e. nonincreasing on $I$ due to assumption (ii). Moreover, $F_{\phi_1,f_1}, A(x(t))$ are also of the same type. Thus we can deduce that $H(x) = F_{\phi_1,f_1} + A(x)$ is also a.e. nonincreasing on $I$. This fact, together with the assertion $H : B_R \to B_R$ gives that $H$ is also a self-mapping of the set $Q_R$. From the above considerations it follows that $H$ maps continuously $Q_R$ into $Q_R$.

From now we will assume that $X$ is a nonempty subset of $Q_R$ and the constant $\varepsilon > 0$ is arbitrary, but fixed. Then for an arbitrary $x \in X$ and for a set $D \subset I$, $\text{meas}D \leq \varepsilon$ we obtain

$$
\int_D |(H(x))(t)| dt \leq \int_D [a_1(t) + b_1|x(\phi_1(t))|] dt
$$

$$
+ \int_D [a_2(t) + b_2|x(t)|] \int_0^1 |u(t, s, x(\phi_2(s))| ds dt
$$

$$
\leq \|a_1\chi_D\|_1 + \frac{b_1}{M_1} \int_D |x(\phi_1(t))| \phi_1'(t) dt
$$

$$
+ \int_D \int_0^1 k(t, s)a_2(t)[a_3(s) + b_3|x(\phi_2(s))]| ds dt
$$

$$
+ b_2 \int_D \int_0^1 k(t, s)|x(t)||a_3(s) + b_3|x(\phi_2(s))|| ds dt
$$

$$
\leq \|a_1\chi_D\|_1 + \frac{b_1}{M_1} \|x\chi_D\|_1
$$

$$
+ \|K_0\|_{L_\infty(I)} \|a_2\chi_D\|_1 \|a_3\|_1 + \frac{b_3}{M_2} \|R\|
$$

$$
+ b_2\|K_0\|_{L_\infty(I)} \|x\chi_D\|_1 \|a_3\|_1 + \frac{b_3}{M_2} \|R\|.
$$

Hence, taking into account the equalities

$$
\lim_{\varepsilon \to 0} \{\sup\left[ \int_D a_i(t) \ dt : D \subset I, \ \text{meas}D \leq \varepsilon \right]\} = 0, \ i = 1, 2,
$$

and by the definition of $c(X)$ (cf. Section 2) we get

$$
c(H(X)) \leq \left[ \frac{b_1}{M_1} + b_2\|K_0\|_{L_\infty(I)} \|a_3\|_1 + \frac{b_3}{M_2} \|R\| \right] \cdot c(X).
$$

(3.2)

Recall that $L = \frac{b_1}{M_1} + b_2\|K_0\|_{L_\infty(I)} \|a_3\|_1 + \frac{b_3}{M_2} \|R\| < 1$ and then the inequality obtained above together with the properties of the operator $H$ and the fact that the set $Q_R$ is compact in measure allows us to apply Theorem 2.13 which completes the proof. 

\[ \square \]

**Remark 3.2.** Let us recall that in the proof we utilize the following fact: $U$ maps $L_1(I)$ into $L_\infty(I)$ and $F_2$ maps $L_1(I)$ into itself. This allows us to use the Hölder inequality. In this situation, we prove the existence of a.e. monotonic
solutions which are integrable. Sometimes we need more information about the solution, namely if a solution is in some subspace of $L_1(I)$ (the space $L_p$, for instance). In such a case we are able to use also the same type of inequality. Namely we need only to modify the growth conditions and consequently the spaces in which our operators act. As claimed in the introductory part of our paper we can repeat our proof with appropriate changes for considered operators: $F_2$ maps $L_p(I)$ into $L_q(I)$ and $U$ maps $L_p(I)$ into $L_r(I)$, where \( \frac{1}{r} + \frac{1}{q} = \frac{1}{p} \). Whence we obtain an existence result for $L_p$-solutions.

It should be noted that in some papers, their authors consider the existence of solutions in $L_p$ spaces simultaneously for $p \geq 1$. As claimed above it cannot be done for quadratic equations. Here is a version for $p > 1$. An interesting (and motivating) remark about the solutions in $L_p$ can be found in [31, page 93]. However, by considering the measure of noncompactness $c(X) = \limsup_{D \to 0} \{ \sup_{x \in X} \| x \chi_D \|_{L_p(I)} \}$ introduced by Erzakova ([32]) (restricted to the family of sets compact in measure) instead of usually considered ones based on Kolomogorov or Riesz criteria of compactness (cf. [13]) we are able to examine by the same manner the case of $L_p(I)$ spaces.

Assume that $p > 1$ and $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$. Denote by $q$ the value $\min(p_1, p_2)$ and by $r$ the value $\max(p_1, p_2)$. This implies, in particular, that $q \leq 2p$. We shall treat the equation (1.1) under the following set of assumptions presented below.

(i) Assume that functions $f_i : \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}$ satisfy Carathéodory conditions and there are positive constants $b_i$ ($i = 1, 2$) and positive functions $a_1 \in L_p(I), a_2 \in L_q(I)$ such that

\[
|f_1(t, x)| \leq a_1(t) + b_1|x|,
\]

\[
|f_2(t, x)| \leq a_2(t) + b_2|x|^\frac{p}{q},
\]

for all $t \in I$ and $x \in \mathbb{R}$. Moreover, $f_i$ ($i = 1, 2$) are assumed to be nonincreasing with respect to both variable $t$ and $x$ separately.

(ii) $u : \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}$ satisfies Carathéodory conditions. The function $u$ is nonincreasing with respect to each variable, separately. Suppose that for arbitrary non-negative $z(t) \in L_q(I)$

\[
\lim_{\delta \to 0} \| \int_D \sup_{|x| \leq \delta} \left( \int_D u(t, s, x(s)) \, ds \right) \|_{L_r(I)} = 0.
\]

and that

\[
|u(t, s, x)| \leq k(t, s)(a_3(s) + b_3|x|^\frac{p}{q}), \quad \text{for all } t, s \geq 0 \text{ and } x \in \mathbb{R},
\]

where the function $k$ is measurable in $(t, s)$, $a_3 \in L_q(I)$ and a constant $b_3 > 0$. Assume that the linear integral operator $K_0$ with the kernel $k(t, s)$ maps $L_q(I)$ into $L_r(I)$.

(iii) $\phi_i : I \to I$ are increasing, absolutely continuous functions (for $i = 1, 2$). Moreover, there are constants $M_i > 0$ such that $\phi_i' \geq M_i$ a.e on $(0, 1)$ (for $i = 1, 2$).
(iv) \( \int_0^b k(t_1, s) \, ds \geq \int_0^b k(t_2, s) \, ds \) for \( t_1, t_2 \in I \) with \( t_1 < t_2 \) and for any \( b \in [0, 1] \).

(v) Assume, that the following equation

\[
\|a_1\|_{L^p(I)} + \|K_0\|\|a_2\|_{L^q(I)} + a_3 \|a_3\|_{L^q(I)} + \left(\frac{b_1}{M_1^{\frac{1}{p}}} - 1\right) t + \|K_0\|\|b_2\|a_3\|_{L^q(I)} + \frac{b_3 \|a_2\|_{L^q(I)}}{M_2^{\frac{1}{q}}} t^{\frac{p}{q}} + \frac{b_2 b_3 \|K_0\|}{M_2^{\frac{3}{q}}} t^{\frac{2p}{q}} = 0.
\]

has a positive solution \( s \) in \((0, 1]\).

By \( L' \) we will denote a number

\[
\frac{b_1}{M_1^{\frac{1}{p}}} + b_2 s^{\frac{p}{q} - 1} \|K_0\| \left(\|a_3\|_{L^q(I)} + \frac{b_3}{M_2^{\frac{3}{q}}} s^{\frac{p}{q}}\right).
\]

**Theorem 3.3.** *Let the assumptions (i)'–(v)' be satisfied. If \( L' < 1 \), then the equation (1.1) has at least one \( L_p(I) \)-solution a.e. nonincreasing on \( I \).*

Let us note, that in the assumption (v)' we consider the equation of the type \( A + Bt + Ct^\frac{p}{q} + Dt^\frac{2p}{q} = t \). The case \( p = q \) leads to the quadratic equation (considered in our first theorem). Although the case \( p < q \) seems to be more complicated, it should be noted that since \( \frac{p}{q} < 1 \) and \( \frac{2p}{q} < 2 \) this equation has a solution in \((0, 1]\). In some papers the assumption of this type is described by using auxiliary functions. In such a formulation the problem of existence of functions is unclear. Let us note, that for arbitrary pair of spaces \( L_p(I) \) and \( L_q(I) \) we are able to solve our problem.

Indeed, if \( \frac{2p}{q} \geq 1 \), then for \( t \in I \) we have \( A + Bt + Ct^\frac{p}{q} + Dt^\frac{2p}{q} \leq A + Bt + C + D t \) and our inequality has a solution in \((0, 1]\) whenever \( \frac{A + C + D}{1 - B} < 1 \).

In the case \( \frac{2p}{q} < 1 \), we have the following estimation: \( A + Bt + Ct^\frac{p}{q} + Dt^\frac{2p}{q} \leq A + Bt + C + D \) and then \( \frac{A + C + D}{1 - B} \leq 1 \) form a sufficient condition for the existence of solutions of our inequality in \((0, 1]\). Thus the set of functions satisfying our assumptions is nonempty (cf. also some interesting Examples in [11]). Let us recall that the first case is considered in the paper.

We would like to pay attention, that the condition (ii)' implies that the kernels \( k(t, s) \) should be of Hille-Tamarkin classes i.e. \( \|k(t, \cdot)\|_{q'} \) and \( \|k(\cdot, s)\|_{q'} \) it is sufficient to assume that they are finite being at the same time the upper bounds for \( \|K_0\| \), where \( q' \) and \( r' \) are conjugated with \( q \) and \( r \), respectively.

Moreover, it is worthwhile to note that by the same manner we can extend our main result for other subspaces of \( L_1(I) \) for which we are able to check the required properties of considered operators (some Orlicz spaces, for instance) cf. [25].
Remark 3.4. Till now, we are interested in finding monotonic solutions of our problem. Assume that we have the decomposition of the interval $I$ into the disjoint subsets $T_1$ and $T_2$ with $T_1 \cup T_2 = I$, such that $f_i(\cdot, x)$ are a.e. non-decreasing on $T_1$ and a.e. nonincreasing on $T_2$. By an appropriate change of the monotonicity assumptions we are able to prove the existence of solutions belonging to the class of functions described above (similarly like in [9]). In such a case we need to consider the operators preserving this property, too.

4. Examples

We need to show an example for which our main result is useful and allows us to extend the existing theorems. Let us recall that we are looking for monotonic solutions for the considered problems in the interval $I$.

But first, let us recall that the quadratic equations have numerous applications in the theories of radiative transfer, neutron transport and in the kinetic theory of gases [5, 15, 22, 23]. In order to apply earlier results of the considered type, we have to impose an additional condition that the so-called “characteristic” function $\psi$ is continuous (cf. [23]) or even Hölder continuous ([5]). In the theory of radiative transfer this function is immediately related to the angular pattern for single scattering and then our results allow to consider some peculiar states of the atmosphere. In astrophysical applications of the Chandrasekhar equation $x(t) = 1 + x(t) \int_0^1 \frac{t}{t+s} \psi(s)x(s) \, ds$ the only restriction that $\int_0^1 \psi(s) \, ds \leq 1/2$ is treated as necessary (cf. [22, Chapter VIII; Corollary 2 p. 187]. An interesting discussion about this condition and the applicability of such equations can be found in [22]. Recall that to ensure the existence of solutions normally one assumes that $\psi(t)$ is an even polynomial (as in the book of Chandrasekhar [23, Chapter 5]) or continuous ([22]). The using of different solution spaces in the current paper allow us to remove this restriction and then we give a partial answer to the problem from [22]. The continuity assumption for $\psi$ implies the continuity of solutions for the considered equation (cf. [22]) and then seems to be too restrictive even from the theoretical point of view.

Let us consider now the following integral equation

$$x(t) = a(t) + \frac{-\ln(1 + x^2(t^3 + t^2))}{3 + t} \tag{4.1}$$

$$+ \arctan \left( \frac{1 + h(x)}{\sqrt{t + 2}} \right) \int_0^1 \frac{\lambda}{t^2 + s^2} \left[ \frac{1}{\sqrt{s + 1}} + \frac{x(s)}{1 + x^2(s)} \right] \, ds,$$

where

$$a(t) = \begin{cases} 0 & \text{if } t \text{ is rational}, \\ 1 - t & \text{if } t \text{ is irrational} \end{cases} \quad \text{and} \quad h(x) = \begin{cases} 0 & \text{for } x \leq 0 \\ \frac{\sin x}{1 + e^x} & \text{for } x > 0. \end{cases}$$
It can be easily seen that equation (4.1) is a particular case of the equation (1.1), where
\[
f_1(t, x) = a(t) + \frac{-\ln(1 + x^2(t + \frac{t^2}{4}))}{3 + t}, \quad f_2(t, x) = \arctan \left( \frac{1 + h(x)}{\sqrt{t + 2}} \right)
\]
and
\[
u(t, s, x) = \frac{\lambda}{t^2 + s^2} \left[ \frac{1}{\sqrt{s + 1}} + \frac{x(s)}{1 + x^2(s)} \right].
\]

In view of the inequalities \(\ln(1 + x^2) \leq x (x > 0)\) and \(\arctan \left( \frac{1 + h(x)}{\sqrt{t + 2}} \right) < \frac{1 + h(x)}{\sqrt{t + 2}}\), the functions \(f_1, f_2\) and \(u\) are nonincreasing in each variable separately. Moreover, \(|f_1(t, x)| \leq a(t) + \frac{1}{4} |x|, |f_2(t, x)| \leq \frac{1}{\sqrt{t + 2}} + \frac{1}{3} h(x)\) and
\[
|u(t, s, x)| \leq \frac{\lambda}{t^2 + s^2} \left[ \frac{1}{\sqrt{s + 1}} + \frac{1}{2} |x| \right],
\]
with \(a_1(t) = a(t), a_2(t) = \frac{1}{t^2}, a_3(s) = \frac{1}{\sqrt{s + 1}}\) and \(k(t, s) = \frac{\lambda}{t^2 + s^2}\). Here we have the constants \(b_1 = \frac{1}{4}, b_2 = \frac{1}{3}\) and \(b_3 = \frac{1}{2}\).

Since \(\int_0^1 \frac{\lambda}{t^2 + s^2} ds = \lambda \arctan \frac{1}{t}\), \(|k(t, s)| \leq \lambda\), thus the expected property for the operator \(K_0\) holds true. Moreover, for given arbitrary \(h > 0\) and \(|x_2 - x_1| \leq \delta\) we have
\[
|u(t, s, x_1) - u(t, s, x_2)| = \frac{1}{t^2 + s^2} \left| x_1(1 + x_2^2) - x_2(1 + x_1^2) \right|
\]
\[
= \frac{1}{t^2 + s^2} \left| (x_1 - x_2) + x_1x_2(x_2 - x_1) \right|
\]
\[
\leq \frac{1}{t^2 + s^2} \delta (1 + h^2).
\]

Put \(\phi_1(t) = \frac{t}{3} + \frac{t^2}{2}\) and \(\phi_2(t) = t\), then \(\phi_1'(t) = \frac{1}{3} + t > \frac{1}{3} = M_1\) and \(\phi_2'(t) = 1 > \frac{1}{2} = M_2\). Thus our assumptions (i)-(iv) are satisfied. Since \(\frac{3}{4} + \frac{1}{3} \lambda \frac{7}{2} (1 + R) < 1\) for small \(\lambda > 0\), assumption (v) holds true for sufficiently small \(\lambda\).

Taking into account all the above observations we are able to deduce from Theorem 1.1 that for sufficiently small \(\lambda\) equation (4.1) has at least one integrable solution \(x\) which is a.e. nonincreasing on \(I\).

References

[1] A. Aghajani and Y. Jalilian, Existence and global attractivity of solutions of a nonlinear functional integral equation. Commun. Nonlinear Sci. Numer. Simul. 15 (2010), 3306–3312.

[2] A. Aghajani, J. Banaś and Y. Jalilian, Existence of solutions for a class of nonlinear Volterra singular integral equation. Comput. Math. Appl. 61 (2011), 1215–1227.
[3] J. Appell and P. P. Zabrejko, *Nonlinear Superposition Operators*. Cambridge Tracts in Mathematics 95, Cambridge University Press, Cambridge, 1990.

[4] J. Appell, O. W. Diallo and P. P. Zabrejko, *On linear integro-differential equations of Barabashin type in spaces of continuous and measurable functions*. J. Integral Equations Appl. 1 (1988), 227–247.

[5] I. K. Argyros, *On a class of quadratic integral equations with perturbations*. Funct. Approx. Comment. Math. 20 (1992), 51–63.

[6] K. Balachandran and S. Ilamaran, *A note on integrable solutions of Hammerstein integral equations*. Proc. Indian Acad. Sci. Math. Sci. 105 (1995), 99–103.

[7] J. Banaś, *An existence theorem for nonlinear Volterra integral equation with deviating argument*. Rend. Circ. Mat. Palermo 25 (1986), 82–89.

[8] J. Banaś, *On the superposition operator and integrable solutions of some functional equations*. Nonlinear Anal. 12 (1988), 777–784.

[9] J. Banaś, *Applications of measure of weak noncompactness and some classes of operators in the theory of functional equations in the Lebesgue sense*. Nonlinear Anal. 30 (1997), 3283–3293.

[10] J. Banaś, *Integrable solutions of Hammerstein and Urysohn integral equations*. J. Aust. Math. Soc. 46 (1989), 61–68.

[11] J. Banaś, *Existence results for Volterra-Stieltjes quadratic integral equations on an unbounded interval*. Math. Scand. 98 (2006), 143–160.

[12] J. Banaś and B. C. Dhage, *Global asymptotic stability of solutions of a functional integral equation*. Nonlinear Anal. 69 (2008), 949–952.

[13] J. Banaś and K. Goebel, *Measures of Noncompactness in Banach Spaces*. Lecture Notes in Pure and Applied Mathematics 60 Marcel Dekker Inc., New York, 1980.

[14] J. Banaś and Z. Knap, *Integrable solutions of a functional-integral equation*. Rev. Mat. Complut. 2 (1989), 31–38.

[15] J. Banaś, M. Lecko and W. G. El-Sayed, *Existence theorems for some quadratic integral equations*. J. Math. Anal. Appl. 222 (1998), 276–285.

[16] J. Banaś and A. Martinon, *Monotonic solutions of a quadratic integral equation of Volterra type*. Comput. Math. Appl. 47 (2004), 271–279.

[17] J. Banaś and L. Olszowy, *Measures of noncompactness related to monotonicity*. Comment. Math. Prace Mat. 41 (2001), 13–23.

[18] J. Banaś and B. Rzepka, *Nondecreasing solutions of a quadratic singular Volterra integral equation*. Math. Comput. Modelling 49 (2009) 488–496.

[19] J. Banaś and K. Sadarangani, *Solutions of some functional-integral equations in Banach algebra*. Math. Comput. Modelling 38 (2003), 245–250.

[20] J. Banaś and T. Zajac, *Solvability of a functional integral equation of fractional order in a class of functions having limits at infinity*. Nonlinear Anal. 71 (2009), 5491–5500.

[21] P. J. Bushell, *On the class of Volterra and Fredholm nonlinear integral equations*. Math. Proc. Cambridge Philos. Soc. 79 (1976) 329–335.

[22] J. Caballero, A. B. Mingarelli and K. Sadarangani, *Existence of solutions of an integral equation of Chandrasekhar type in the theory of radiative transfer*. Electron. J. Differential Equations 57 (2006), 1–11.

[23] S. Chandrasekhar, *Radiative Transfer*, Dover Publications, New York, 1960.
[24] M. Cichoń and M. Metwali, Monotonic solutions for quadratic integral equations. Discuss. Math. Differ. Incl. Control Optim. 31 (2011), 157–171.
[25] M. Cichoń and M. Metwali, On quadratic integral equations in Orlicz spaces. J. Math. Anal. Appl. 387 (2012), 419–432.
[26] G. Darbo, Punti uniti in trasformazioni a codominio non compatto. Rend. Sem. Mat. Univ. Padova 24 (1955), 84–92.
[27] K. Deimling, Nonlinear Functional Analysis. Springer, Berlin, 1985.
[28] M. D. Julie and K. Balachandran, On solutions of a Volterra integral equation with deviating arguments. Electron. J. Differential Equations 57 (2009), 1–8.
[29] N. Dunford and J. Schwartz, Linear Operators. Part I: General Theory. Interscience Publishers Ltd., London, 1958.
[30] M. M. El Borai, W. G. El-Sayed and M. I. Abbas, Monotonic solutions of a class of quadratic singular integral equations of Volterra type. Int. J. Contemp. Math. Sci. 2 (2007), 89–102.
[31] G. Emmanuele, Integrable solutions of a functional-integral equation. J. Integral Equations Appl. 4 (1992), 89–94.
[32] N. Erzakova, Compactness in measure and measure of noncompactness. Siberian Math. J. 38 (1997), 926–928.
[33] F. Hartung, T. Krisztin, H.-O. Walther and J. Wu, Functional differential equations with state-dependent delays: theory and applications. In: Handbook of Differential Equations. Ordinary Differential Equations. Vol. III (A. Caiani, P. Drábek & A. Fonda Eds.), 435–545, Elsevier/North-Holland, Amsterdam, 2006.
[34] G. Infante and J. R. L Webb, Nonzero solutions of Hammerstein integral equations with discontinuous kernels. J. Math. Anal. Appl. 272 (2002), 30–42.
[35] A. Karoui and A. Jawahdou, Existence and approximate $L_p$ and continuous solutions of nonlinear integral equations of the Hammerstein and Volterra types. Appl. Math. Comput. 216 (2010), 2077–2091.
[36] M. A. Krasnosel’skii, On the continuity of the operator $Fu(x) = f(x, u(x))$. Dokl. Akad. Nauk 77 (1951), 185–188.
[37] M. A. Krasnosel’skii, P. P. Zabrejko, E. I. Pustynnik and P. E. Sobolevskii, Integral Operators in Spaces of Summable Functions. Nauka, Moscow, 1966 (English translation: Noordhoff, Leyden, 1976).
[38] J. Krzyż, On monotonicity-preserving transformations. Ann. Univ. Mariae Curie-Skłodowska Sect. A 6 (1952), 91–111.
[39] M. Kunze, On a special class of nonlinear integral equations. J. Integral Equations Appl. 7 (1995), 329–350.
[40] K. Maleknejad, R. Mollapourasl and K. Nouri, Study on existence of solutions for some nonlinear functional-integral equations. Nonlinear Anal. 69 (2008), 2582–2588.
[41] K. Maleknejad, K. Nouri and R. Mollapourasl, Investigation on the existence of solutions for some nonlinear functional-integral equations. Nonlinear Anal. 71 (2009), 1575–1578.
[42] M. Meehan and D. O’Regan, Positive $L_p$ solutions of Hammerstein integral equations. Arch. Math. (Basel) 76 (2001), 366–376.
[43] W. Okrasiński, *Nonlinear Volterra integral equations and physical applications*. Extracta Math. 4 (1989), 51–80.

[44] D. O’Regan and M. Meehan, *Existence Theory for Nonlinear Integral and Integrodifferential Equations*. Kluwer Academic Publishers, Dordrecht, 1998.

[45] N. Salhi and M. A. Taoudi, *Existence of integrable solutions of an integral equation of Hammerstein type on an unbounded interval*. Mediterr. J. Math. (2011). DOI 10.1007/s00009-011-0147-3.

[46] M. Väth, *Volterra and Integral Equations of Vector Functions*. Marcel Dekker, New York-Basel, 2000.

[47] M. Väth, *A general theorem on continuity and compactness of the Urysohn operator*. J. Integral Equations Appl. 8 (1996), 379–389.

[48] P. P. Zabrejko, A. I. Koshelev, M. A. Krasnosel’skii, S. G. Mikhlin, L. S. Rakovshchik and V. J. Stecenko, *Integral Equations*. Noordhoof, Leyden, 1975.

Mieczysław Cichoń and Mohamed M. A. Metwali
Faculty of Mathematics and Computer Science
A. Mickiewicz University
Umultowska 87
61-614 Poznań
Poland
e-mail: mcichon@amu.edu.pl
m.metwali@yahoo.com

Received: February 24, 2012.
Revised: April 14, 2012.
Accepted: April 23, 2012.

Open Access This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source are credited.