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Abstract—The maximum correntropy criterion (MCC) has recently been successfully applied in robust regression, classification and adaptive filtering, where the correntropy is maximized instead of minimizing the well-known mean square error (MSE) to improve the robustness with respect to outliers (or impulsive noises). Considerable efforts have been devoted to develop various robust adaptive algorithms under MCC, but so far little insight has been gained as to how the optimal solution will be affected by outliers. In this work, we study this problem in the context of parameter estimation for a simple linear errors-in-variables (EIV) model where all variables are scalar. Under certain conditions, we derive an upper bound on the absolute value of the estimation error and show that the optimal solution under MCC can be very close to the true value of the unknown parameter even with outliers (whose values can be arbitrarily large) in both input and output variables. An illustrative example is presented to verify and clarify the theory.
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I. INTRODUCTION

Second order statistical measures (e.g. MSE, variance, correlation, etc.) are most widely used in machine learning, signal processing and control applications due to their simplicity and efficiency. The learning performances with these measures will, however, deteriorate dramatically when the data contain outliers (which significantly deviate from the bulk of data). Robust statistical measures against outliers (or impulsive noises) are thus of great practical interests, among which the fractional lower order moments (FLOMs) [1], [2], least absolute deviation (LAD) [3]–[5] and M-estimation costs [6]–[8] are two typical examples. In particular, recently the correntropy as an interesting local similarity measure provides a promising alternative for robust learning in impulsive noise environments [9]–[27]. Since correntropy is insensitive to large errors (usually caused by some outliers), it can suppress the adverse effects of outliers with large amplitudes. Under the maximum correntropy criterion (MCC), the regression (or adaptive filtering) problem can be formulated as maximizing the correntropy between the desired responses and model outputs [17]–[27].

Up to now, many adaptive algorithms (gradient based, fixed-point based, half-quadratic based, etc.) under MCC have been developed to improve the learning performance in presence of outliers [13]–[23]. However, so far little insight has been gained regarding the impact of outliers on the optimal solution under MCC. In the present work, we will attempt to study this problem in order to get a better understanding of the robustness of MCC criterion. To simplify the analysis, we focus on the problem of parameter estimation for a simple linear errors-in-variables (EIV) model [28] in which all variables are scalar. Under certain conditions, we derive an upper bound on the absolute value of the estimation error. Based on the derived results, we may conclude that the optimal estimate under MCC can be very close to the true value of the unknown parameter even in presence of outliers (whose values can be arbitrarily large) in both input and output variables.

The rest of the paper is organized as follows. In section II, we describe the problem under consideration. In section III, we derive the main results. In section IV, we present illustrative examples, and in section V we give the conclusion.

II. MCC BASED PARAMETER ESTIMATION FOR SIMPLE EIV MODEL

Consider a simple linear EIV model as shown in Fig. 1, where \( w_0 \in \mathbb{R} \) denotes an unknown scalar parameter that needs to be estimated. Let \( x_i \) be the true but unobserved input of the
unknown system at instant $i$, and $d_i$ be the observed output. The observed output and true input of the unknown system are related via
\[ d_i = u_0 x_i + v_i \]  
where $v_i$ denotes the output (observation) noise. In addition, $w$ is the model’s parameter, and $\hat{x}_i = x_i + u_i$ is the observed input in which $u_i$ stands for the input noise. In general, both $v_i$ and $u_i$ are assumed to be independent of $x_i$. The model’s output $y_i$ is given by
\[ y_i = w \hat{x}_i = w(x_i + u_i) \]

Our goal is thus to determine the value of $w$ such that it is as close to $w_0$ as possible. A simple approach is to solve $w$ by minimizing the MSE, that is,
\[ w_{MSE} = \arg \min_{w \in \mathbb{R}} J_{MSE}(w) = \arg \min_{w \in \mathbb{R}} E[w^2] \]

where $e = d - y$ is the error between observed output and model output, $E[\cdot]$ denotes the expectation operator, and $w_{MSE}$ stands for the optimal solution under MSE. However, the above solution usually leads to inconsistent estimate, i.e. the parameter estimate does not tend to the true value even with very large samples. Some sophisticated methods such as total least squares (TLS) [29]–[34] may give an unbiased estimate, but prior knowledge has to be used and the computational cost is also relatively high.

Another approach is based on the MCC. In this way the model parameter $w$ is determined by [9]–[11]
\[ w_{MCC} = \arg \max_{w \in \mathbb{R}} J_{MCC}(w) \]
\[ = \arg \max_{w \in \mathbb{R}} E[w^2 \exp\left(-\frac{e^2}{2\sigma^2}\right)] \]
where $J_{MCC}(w) = E[w^2 \exp\left(-\frac{e^2}{2\sigma^2}\right)]$ is the correntropy between $d$ and $y$, with $\sigma > 0$ being the kernel bandwidth, and $w_{MCC}$ denotes the corresponding optimal solution. Note that the kernel width $\sigma$ is a key free parameter in MCC, which controls the robustness of the estimator. When the kernel width is very large, the MCC will be approximately equivalent to the MSE criterion. In most practical situations, however, the error distribution is usually unknown, and one has to use the sample mean to approximate the expected value. Given $N$ observed input-output samples $\{\hat{x}_i, d_i\}_{i=1}^N$, the MCC estimation can be solved by
\[ w_{MCC} = \arg \max_{w \in \mathbb{R}} \hat{J}_{MCC}(w) \]
\[ = \arg \max_{w \in \mathbb{R}} \frac{1}{N} \sum_{i=1}^N \exp\left(-\frac{(d_i - w\hat{x}_i)^2}{2\sigma^2}\right) \]

where $\hat{J}_{MCC}(w) = \frac{1}{N} \sum_{i=1}^N \exp\left(-\frac{e_i^2}{2\sigma^2}\right)$ is the sample mean estimator of correntropy. Throughout this paper, our notation does not distinguish between random variables and their realizations, which should be clear from the context. It is worth noting that in practical applications, the empirical approximation in (5) is often used as the optimization cost although it does not necessarily approach the expected value when samples go infinite.

The non-concave optimization problem in (5) has no closed-form solution but can be effectively solved by using some iterative algorithms such as gradient based methods [17], [18], fixed-point methods [22], [25], half-quadratic methods [14]–[16], or evolutionary algorithms such as estimation of distribution algorithm (EDA) [35]–[37].

### III. MAIN RESULTS

Before proceeding, we give some notations and assumptions. Let $\varepsilon_u \geq 0$ and $\varepsilon_v \geq 0$ be two non-negative numbers, $I_N = \{1, 2, \ldots, N\}$ be the sample index set, and $I(\varepsilon_u, \varepsilon_v) = \{i : i \in I_N, |u_i| \leq \varepsilon_u, |v_i| \leq \varepsilon_v\}$ be a subset of $I_N$ satisfying $\forall i \in I(\varepsilon_u, \varepsilon_v), |u_i| \leq \varepsilon_u, |v_i| \leq \varepsilon_v$. In addition, the following two assumptions are made:

**Assumption1:** $N > |I(\varepsilon_u, \varepsilon_v)| = M > \frac{N}{2}$, where $|I(\varepsilon_u, \varepsilon_v)|$ denotes the cardinality of the set $I(\varepsilon_u, \varepsilon_v)$;

**Assumption2:** $\exists c > 0$ such that $\forall i \in I(\varepsilon_u, \varepsilon_v), |\hat{x}_i| \geq c$.

**Remark 1:** The Assumption 1 means that there are $M$ (more than $\frac{N}{2}$) samples in which the amplitudes of the input and output noises satisfy $|u_i| \leq \varepsilon_u, |v_i| \leq \varepsilon_v$, and $N - M$ (at least one) samples that may contain large outliers with $|u_i| > \varepsilon_u$ or $|v_i| > \varepsilon_v$ (possibly $|u_i| \gg \varepsilon_u$ or $|v_i| \gg \varepsilon_v$). The Assumption 2 is reasonable since for a finite number of samples, the minimum amplitude is in general larger than zero.

With the above notations and assumptions, the following theorem holds:

**Theorem 1:** If $\sigma > \frac{\varepsilon_v + |w_0|\varepsilon_u}{\sqrt{2\log\frac{M}{M - N}}}$, then the optimal solution $w_{MCC}$ under MCC criterion satisfies $|w_{MCC} - w_0| \leq \xi$, where $\xi = \frac{\varepsilon_v + |w_0|\varepsilon_u}{\sqrt{2\log\frac{M}{M - N}}} + \frac{2\log\frac{M}{M - N}}{\sqrt{2\log\frac{M}{M - N}}} + e_\varepsilon + |w_0|\varepsilon_u$.

**Proof:** Since $w_{MCC} = \arg \max_{w \in \mathbb{R}} \hat{J}_{MCC}(w)$, we have $\hat{J}_{MCC}(w_0) \leq \hat{J}_{MCC}(w_{MCC})$. To prove $|w_{MCC} - w_0| \leq \xi$, it will suffice to prove $\hat{J}_{MCC}(w) < \hat{J}_{MCC}(w_0)$ for any $w$ satisfying $|w - w_0| > \xi$. Since $N > M > \frac{N}{2}$, we have $0 < \frac{N - M}{M} < 1$. As $\sigma > \frac{\varepsilon_v + |w_0|\varepsilon_u}{\sqrt{2\log\frac{M}{M - N}}}$, it follows easily that
\[ 0 < \exp\left(-\frac{(\varepsilon_u + |w_0|\varepsilon_u)^2}{2\sigma^2}\right) - \frac{N - M}{M} < 1 \]

Further, if $|w - w_0| > \xi$, we have $\forall i \in I(\varepsilon_u, \varepsilon_v)$,
\[ |e_i| = |(w_0 - w) \hat{x}_i + v_i - w_0 u_i| \]
\[ \geq |w_0 - w| \times |\hat{x}_i| - |v_i - w_0 u_i| \]
\[ \geq \xi c - (\varepsilon_v + |w_0|\varepsilon_u) \]
\[ = \sqrt{-2\sigma^2 \log\left(\exp\left(-\frac{(\varepsilon_v + |w_0|\varepsilon_u)^2}{2\sigma^2}\right) - \frac{N - M}{M}\right)} \]

(7)
where (a) comes from \(|(w_0 - w) \hat{x}_i + v_i - w_0 u_i| \geq |(w_0 - w) \hat{x}_i| - |v_i - w_0 u_i|\) and \(|(w_0 - w) \hat{x}_i| = |w_0 - w| \hat{x}_i|\), and (b) follows from the Assumption 2 and \( |w - w_0| > \xi \) and \( |v_i - w_0 u_i| \leq \varepsilon_v + |w_0| \varepsilon_u \). Thus \( \forall i \in \{ \varepsilon_u, \varepsilon_v \} \),

\[
\exp \left( -\frac{e_i^2}{2\sigma^2} \right) \leq \exp \left( \frac{-(\varepsilon_v + |w_0| \varepsilon_u)^2}{2\sigma^2} \right) \frac{N-M}{M} \tag{8}
\]

Then we have \( \hat{J}_{MCC}(w) < \hat{J}_{MCC}(w_0) \) for any \( w \) satisfying \(|w - w_0| > \xi\), because

\[
J_{MCC}(w) = \frac{1}{N} \left\{ \sum_{i \in \{ \varepsilon_u, \varepsilon_v \}} \exp \left( -\frac{e_i^2}{2\sigma^2} \right) + \sum_{i \notin \{ \varepsilon_u, \varepsilon_v \}} \exp \left( -\frac{e_i^2}{2\sigma^2} \right) \right\}
\]

\[
\leq \frac{1}{N} \left\{ \sum_{i \in \{ \varepsilon_u, \varepsilon_v \}} \exp \left( \frac{(\varepsilon_v + |w_0| \varepsilon_u)^2}{2\sigma^2} \right) \frac{N-M}{M} + \sum_{i \notin \{ \varepsilon_u, \varepsilon_v \}} \exp \left( -\frac{e_i^2}{2\sigma^2} \right) \right\}
\]

\[
= \frac{1}{N} \sum_{i \in \{ \varepsilon_u, \varepsilon_v \}} \exp \left( \frac{(\varepsilon_v + |w_0| \varepsilon_u)^2}{2\sigma^2} \right) \frac{N-M}{M} + \frac{N-M}{M}
\]

\[
\leq \frac{1}{N} \sum_{i \in \{ \varepsilon_u, \varepsilon_v \}} \exp \left( -\frac{(v_i - w_0 u_i)^2}{2\sigma^2} \right)
\]

\[
< \frac{1}{N} \sum_{i=1}^N \exp \left( -\frac{(v_i - w_0 u_i)^2}{2\sigma^2} \right) = \hat{J}_{MCC}(w_0)
\tag{9}
\]

where (c) comes from \( \exp \left( -\frac{e_i^2}{2\sigma^2} \right) \leq 1 \), and (d) follows from \( \varepsilon_v + |w_0| \varepsilon_u \geq |v_i - w_0 u_i|, \forall i \in \{ \varepsilon_u, \varepsilon_v \} \). This completes the proof.

The following two corollaries are direct consequences of Theorem 1.

**Corollary 1:** Assume that \( \varepsilon_v + |w_0| \varepsilon_u > 0 \), and let \( \sigma = \frac{\sqrt{2\log \frac{N-M}{M}}}{\varepsilon_v + |w_0| \varepsilon_u} \), with \( \lambda > 1 \). Then the optimal solution \( w_{MCC} \) under MCC satisfies \(|w_{MCC} - w_0| \leq \xi \), where

\[
\xi = \frac{1}{c} \lambda \left( \log \left( \frac{(N-M)/M}{\varepsilon_v + |w_0| \varepsilon_u} \right)^{1/2} - \frac{N-M}{M} \right) + \frac{1}{c} \left( \log \left( \frac{N-M}{M} \right)^{1/2} - \frac{N-M}{M} \right)
\tag{10}
\]

**Corollary 2:** If \( \varepsilon_v + |w_0| \varepsilon_u = 0 \), then the optimal solution \( w_{MCC} \) under MCC satisfies \(|w_{MCC} - w_0| \leq \xi \), where

\[
\xi = \frac{c}{\sigma} \sqrt{2\log \left( \frac{M}{2M-N} \right)}
\tag{11}
\]

**Remark 2:** According to Corollary 1, if \( \varepsilon_v + |w_0| \varepsilon_u > 0 \) and kernel width \( \sigma \) is larger than a certain value, the absolute value of the estimation error \( \varepsilon_{MCC} = w_{MCC} - w_0 \) will be upper bounded by (10). In particular, if both \( \varepsilon_v \) and \( \varepsilon_u \) are very small, the upper bound \( \xi \) will also be very small. This implies that the MCC solution \( w_{MCC} \) can be very close to the true value \( w_0 \) even in presence of \((N-M)\) outliers whose values can be arbitrarily large, provided that there are \( M(M > N/2) \) samples disturbed by small noises (bounded by \( \varepsilon_v \) and \( \varepsilon_u \)). In the extreme case, as stated in Corollary 2, if \( \varepsilon_v + |w_0| \varepsilon_u = 0 \), we have \( \varepsilon_v \to 0+ \) as \( \sigma \to 0+ \). In this case, the MCC estimation is almost unbiased as the kernel width \( \sigma \) is small enough.

It is worth noting that, due to the inequalities used in the derivation, the real errors in practical situations are usually much smaller and rather far from the derived upper bound \( \xi \). This fact will be confirmed by the simulation results provided in the next section.

**Remark 3:** Although the analysis results in this paper cannot be applied directly to improve the estimation performance in practice, they explain clearly why and how the MCC estimation is robust with respect to outliers especially those with large amplitudes. In addition, according to Theorem 1 and Corollary 1-2, the kernel bandwidth \( \sigma \) plays an important role in MCC, which should be set to a proper value (possibly close to the threshold \( \varepsilon_v + |w_0| \varepsilon_u \)) so as to achieve the best performance. How to optimize the bandwidth \( \sigma \) in practice is however a very complicated problem and is left open in this work.

**Remark 4:** In robust statistics theory, there is a very important concept called breakdown point, which quantifies the smallest proportion of “bad” data in a sample that a statistics can tolerate before returning arbitrary values. The MCC estimator is essentially a redescending M-estimator, whose breakdown point has been extensively studied in the literature [38]–[42]. In particular, it has been shown that the breakdown point of the redescending M-estimators with a bounded objective function can be very close to 1/2 in the location estimation [38]. [39]. This work however investigates the robustness of a special redescending M-estimator, namely the MCC estimator, in different ways: 1) an EIV model is considered; 2) a bound on the estimation error is derived.

**IV. ILLUSTRATIVE EXAMPLES**

**A. EXAMPLE 1**

We assume that the true value of the parameter in Fig.1 is \( w_0 = 3.0 \), and the true input signal \( x_i \) is uniformly distributed over \([-2,-1] \cup [1,2]\). The input noise \( u_i \) and output noise \( v_i \) are assumed to be of Gaussian mixture model, given by

\[
u_i \sim \frac{\alpha}{2} N(-\mu_u, \sigma_u^2) + (1-\alpha) N(0, \sigma_u^2) + \frac{\alpha}{2} N(\mu_v, \sigma_u^2) \tag{12}
\]

\[
v_i \sim \frac{\beta}{2} N(-\mu_v, \sigma_v^2) + (1-\beta) N(0, \sigma_v^2) + \frac{\beta}{2} N(\mu_v, \sigma_v^2) \tag{13}
\]

where \( N(\mu, \sigma^2) \) denotes a Gaussian density function with mean \( \mu \) and variance \( \sigma^2 \), and \( 0 \leq \alpha, \beta \leq 1 \) are two weighting
TABLE I
MEAN ± deviation results of the optimal solutions under MSE, LAD, TLS and MCC with different $\mu_u$ ( $\mu_v = 10.0$ )

| $\mu_u$ | $w_{MSE}$         | $w_{LAD}$          | $w_{TLS}$          | $w_{MCC}$          |
|---------|-------------------|--------------------|--------------------|--------------------|
| 0       | 2.9975 ± 0.0730   | 2.9988 ± 0.0035    | 2.9987 ± 0.0730    | 2.9996 ± 0.0020    |
| 2       | 2.4133 ± 0.0811   | 2.9802 ± 0.0045    | 3.0014 ± 0.0862    | 2.9996 ± 0.0020    |
| 4       | 1.5372 ± 0.0849   | 2.9552 ± 0.0070    | 3.0205 ± 0.1333    | 2.9996 ± 0.0024    |
| 6       | 0.9418 ± 0.0641   | 2.9185 ± 0.0154    | 2.9856 ± 0.1751    | 2.9998 ± 0.0014    |
| 8       | 0.6074 ± 0.0631   | 1.7930 ± 0.8509    | 3.0343 ± 0.2450    | 2.9991 ± 0.0029    |
| 10      | 0.4293 ± 0.0439   | 0.5256 ± 0.1526    | 3.0052 ± 0.3257    | 2.9993 ± 0.0026    |
| 12      | 0.3087 ± 0.0365   | 0.3896 ± 0.0220    | 3.0191 ± 0.3568    | 2.9994 ± 0.0024    |
| 14      | 0.2321 ± 0.0372   | 0.3222 ± 0.0169    | 3.1170 ± 0.4324    | 2.9996 ± 0.0026    |
| 16      | 0.1867 ± 0.0330   | 0.2776 ± 0.0139    | 3.0590 ± 0.4976    | 2.9995 ± 0.0029    |
| 18      | 0.1471 ± 0.0268   | 0.2370 ± 0.0126    | 3.0695 ± 0.6149    | 2.9992 ± 0.0027    |
| 20      | 0.1178 ± 0.0249   | 0.2098 ± 0.0121    | 3.2022 ± 0.7023    | 2.9995 ± 0.0022    |

TABLE II
MEAN ± deviation results of the optimal solutions under MSE, LAD, TLS and MCC with different $\mu_v$ ( $\mu_u = 10.0$ )

| $\mu_v$ | $w_{MSE}$         | $w_{LAD}$          | $w_{TLS}$          | $w_{MCC}$          |
|---------|-------------------|--------------------|--------------------|--------------------|
| 0       | 0.4317 ± 0.0396   | 0.9822 ± 0.9708    | 3.0387 ± 0.2405    | 2.9995 ± 0.0022    |
| 2       | 0.4228 ± 0.0320   | 0.6453 ± 0.3365    | 3.0083 ± 0.2361    | 2.9993 ± 0.0026    |
| 4       | 0.4293 ± 0.0382   | 0.5325 ± 0.1020    | 3.0044 ± 0.2590    | 2.9993 ± 0.0032    |
| 6       | 0.4258 ± 0.0440   | 0.4855 ± 0.0851    | 2.9953 ± 0.2555    | 2.9996 ± 0.0020    |
| 8       | 0.4246 ± 0.0457   | 0.5002 ± 0.1229    | 3.0568 ± 0.3098    | 2.9997 ± 0.0022    |
| 10      | 0.4242 ± 0.0500   | 0.5463 ± 0.2752    | 3.0557 ± 0.3452    | 2.9998 ± 0.0020    |
| 12      | 0.4313 ± 0.0563   | 0.6213 ± 0.3542    | 3.0111 ± 0.3350    | 2.9995 ± 0.0026    |
| 14      | 0.4199 ± 0.0526   | 0.5892 ± 0.2847    | 3.0546 ± 0.3501    | 2.9996 ± 0.0024    |
| 16      | 0.4253 ± 0.0503   | 0.6499 ± 0.3604    | 3.0052 ± 0.2720    | 2.9997 ± 0.0017    |
| 18      | 0.4226 ± 0.0590   | 0.7551 ± 0.5376    | 3.0612 ± 0.3824    | 2.9996 ± 0.0020    |
| 20      | 0.4355 ± 0.0690   | 0.8601 ± 0.6998    | 3.0207 ± 0.4343    | 2.9996 ± 0.0024    |

Fig. 2. Optimal solutions $w_{MSE}$, $w_{LAD}$, $w_{TLS}$, $w_{MCC}$ and the region between $w_q \pm \xi$ with different $\mu_u$ ( $\mu_v = 10.0$ )

Fig. 3. Optimal solutions $w_{MSE}$, $w_{LAD}$, $w_{TLS}$, $w_{MCC}$ and the region between $w_q \pm \xi$ with different $\mu_v$ ( $\mu_u = 10.0$ )
factors that control the proportions of the outliers (located around $\pm \mu_u$ or $\pm \mu_v$) in the observed input and output signals. In the simulations below, without mentioned otherwise the variances are $\sigma_u^2 = \sigma_v^2 = 0.001$, and the weighting factors are set to $\alpha = \beta = 0.15$. The MCC solutions are solved by using the estimation of distribution algorithm (EDA) [35]–[37].

First, we illustrate the optimal solutions under MSE, LAD, TLS and MCC with different amplitudes of outliers. Note that the larger the values of $\mu_u$ and $\mu_v$, the larger the outliers. Fig. 2 shows the optimal solutions $w_{\text{MSE}}, w_{\text{LAD}}, w_{\text{TLS}}, w_{\text{MCC}}$ and the region between $w_0 \pm \xi$ with different $\mu_u$, where $\mu_v$ is fixed at $\mu_v = 10.0$. For different $\mu_u$, 1000 i.i.d. samples $\{\tilde{x}_i, d_i\}_{i=1}^{1000}$ are generated, and $\xi$ is computed using (10) with $\varepsilon_u = \varepsilon_v = 0.07$, $c = \min_{i \in I(\varepsilon_u, \varepsilon_v)} |\tilde{x}_i|$, and $\lambda = 1.2$. Similarly, Fig. 3 shows the optimal solutions $w_{\text{MSE}}, w_{\text{LAD}}, w_{\text{TLS}}, w_{\text{MCC}}$ and the region between $w_0 \pm \xi$ with different $\mu_v$, where $\mu_u$ is fixed at $\mu_u = 10.0$. The corresponding “mean ± deviation” results of the optimal solutions over 100 Monte Carlos runs are given in Table I and Table II. From these results we can observe: 1) the MCC solution lies within the region between $w_0 \pm \xi$, being rather close to the true value $w_0 = 3.0$ and very little influenced by both input and output outliers; 2) the estimation error $\varepsilon_{\text{MCC}} = w_{\text{MCC}} - w_0$ can be much smaller in amplitude than the upper bound $\xi$; 3) MSE, LAD and TLS solutions are sensitive to outliers and can go far beyond the region between $w_0 \pm \xi$. Especially, the MSE solutions are very sensitive to the input outliers.

Second, we show how the solutions will be affected by the outliers’ occurrence probabilities (namely $\alpha$ and $\beta$). Fig. 4 illustrates the optimal solutions under MSE, LAD, TLS and MCC with different $\alpha$, where other parameters are set to $\beta = \alpha$ and $\mu_u = \mu_v = 5.0$. As one can see, the MCC solution will be very close to the true value (almost unbiased) when $\alpha$ is smaller than a certain value, although it will get worse dramatically, going far from the true value as $\alpha$ is further increased. The MSE, LAD and TLS solutions, however, will get worse with $\alpha$ increasing, even when $\alpha$ is very small (namely, the outliers are very sparse). Notice that if $\alpha$ is too large, the Assumption 1 may not hold and the derived upper bound will be inapplicable.

Further, we illustrate in Fig. 5 the optimal solutions under MSE and MCC with different kernel width ( $\sigma$ ), where $\mu_u$ and $\mu_v$ are $\mu_u = \mu_v = 5.0$. As expected, the MCC solution will approach the MSE solution as the kernel width is increased. In order to keep the robustness against large outliers, the kernel width in MCC should be set to a relatively small value in general.

**B. EXAMPLE 2**

The problem considered in this study is that of estimating a simple EIV model with only one unknown parameter. It is very important to extend the current results to multi-dimensional dynamic case. This is, however, not straightforward since the inequality (a) in (7) does not hold for multi-dimensional case. Here, we present a simulation study for such case and our simulation results suggest that a dynamic EIV model can also be robustly estimated by MCC. Let’s consider a 9-taped FIR system with weight vector $w_0 = [0.1, 0.2, 0.3, 0.4, 0.5, 0.4, 0.3, 0.2, 0.1]$. The true input signal $x_i$ is zero-mean Gaussian with variance 1.0 and the distribution models of the input and output noises are assumed to be the same as those in the previous example. In the simulation, the variances are $\sigma_u^2 = \sigma_v^2 = 0.01$, the weighting factors are $\alpha = \beta = 0.3$ and 2000 i.i.d samples $\{\tilde{x}_i, d_i\}$ are generated. The squared weight error norm $|w - w_0|^2$ of MSE, LAD, TLS and MCC with different amplitudes of input and output outliers are presented in Fig.6 ($\mu_u$ is fixed at 2.0) and Fig.7 ($\mu_v$ is fixed at 5.0). From Fig.6 and Fig.7, one can see that the squared weight error norm of MCC is very small and little affected by both input and output outliers, while other methods are sensitive to outliers, especially, to input outliers.

**V. CONCLUSION**

We investigated in this work the robustness of the maximum correntropy criterion against large outliers, in the context of parameter estimation for a simple linear errors-in-variables (EIV) model where all variables are scalar. Under certain conditions, we derived an upper bound on the amplitude of the estimation error. The obtained results suggest that the MCC estimation can be very close to the true value of the unknown parameter even with outliers (whose values can be arbitrarily large) in both input and output variables. The analysis results have been verified by illustrative examples. Extending the results of this study from simple EIV model to multivariable case is however not straightforward. This remains a challenge for future study.
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