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Abstract—In this paper, a deep learning (DL)-based sphere decoding algorithm is proposed, where the radius of the decoding hypersphere is learned by a deep neural network (DNN). The performance achieved by the proposed algorithm is very close to the optimal maximum likelihood decoding (MLD) over a wide range of signal-to-noise ratios (SNRs), while the computational complexity, compared to existing sphere decoding variants, is significantly reduced. This improvement is attributed to DNN’s ability of intelligently learning the radius of the hypersphere used in decoding. The expected complexity of the proposed DL-based algorithm is analytically derived and compared with existing ones. It is shown that the number of lattice points inside the decoding hypersphere drastically reduces in the DL-based algorithm in both the average and worst-case senses. The effectiveness of the proposed algorithm is shown through simulation for high-dimensional multiple-input multiple-output (MIMO) systems, using high-order modulations.
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I. INTRODUCTION

The problem of optimum maximum likelihood decoding (MLD) in spatial multiplexing multiple-input multiple-output (MIMO) systems leads to an integer least-squares (LS) problem, which is equivalent to finding the closest lattice point to a given point [1]–[3]. The integer LS problem is much more challenging compared to the conventional LS problem, where the unknown vector is an arbitrary complex vector, and the solution is easily obtained through pseudo inverse. This is because of the discrete search space of the integer LS problem which makes it NP hard in both the worst-case sense and the average sense [3].

Various suboptimal solutions, such as zero-forcing (ZF) receiver, minimum mean squared error (MMSE) receiver, nulling and cancelling (NC), NC with optimal ordering, have been proposed for the integer LS problem in MIMO systems with reduced computational complexity [4]. These solutions first solve the unconstrained LS problem and then perform simple rounding to obtain a feasible lattice point. While these solutions result in cubic-order complexity, their performance is significantly worse than the optimal solution.

The idea of sphere decoding for MIMO detection was introduced in [5]. Sphere decoding suggests to confine the search space of the original integer LS problem to a hypersphere and implement a branch-and-bound search over a tree to achieve MLD performance. It can reduce the number of lattice points to be trialed, thus lower the complexity. Naturally, choosing an appropriate radius for the decoding hypersphere is crucial for sphere decoding. If the radius is too small, there might not be any lattice point inside the hypersphere. On the other hand, an overly large radius may result in too many lattice points in the hypersphere, hence increasing the decoding complexity. For example, the choice of radius based on the Babai estimate guarantees the existence of at least one lattice point inside the hypersphere [6]; however, it may lead to a large number of points within the hypersphere. To achieve the exact MLD performance with reduced complexity, sphere decoding with increasing radius search (SD-IRS) was proposed in [3], [7].

Many variations of sphere decoding with reduced computational complexity have also been proposed in the literature [8]–[17]. Complexity reduction in sphere decoding through lattice reduction, geometric and probabilistic tree pruning, and K-based lattice selection methods have been addressed in [8]–[17]. On the other hand, a few studies have addressed the problem of radius selection in sphere decoding [3], [6]. A method to determine the radius of the decoding hypersphere was proposed in [3]. The proposed algorithm chooses the radiiuses based on the noise statistics; however, it ignores the effect of the fading channel matrix. A modified version of radius selection based on Babai estimate has been developed in [6]. The proposed method can solve the problem of sphere decoding failure due to rounding error in floating-point computations. To take the advantage of sphere decoding for high-dimensional MIMO systems with high-order modulations and other applications, such as multi-user communications, massive MIMO, and relay communications [18]–[20], a promising solution is to develop an intelligent mechanism for radius selection to reduce computational complexity without performance degradation.

Recent studies show that deep learning (DL) can provide significant performance improvement in signal processing and communications problems [21]–[33]. Specifically, DL techniques have been employed to improve certain parts of conventional communication systems, such as decoding, modulation, and more [21]–[23]. These improvements are related to the intrinsic property of a deep neural network (DNN), which is a universal function approximator with superior logarithmic learning ability and convenient optimization capability [34]–[36]. Besides, existing signal processing algorithms in communications, while work well for systems with tractable mathematical models, can become inefficient for complicated and large-scale systems with large amount of imperfections and high nonlinearities. Such scenarios can be solved through DL, which can characterize imperfections and nonlinearities via well-structured approximations [25]–[27]. Moreover, physical
layer communication based on the concept of autoencoder has been investigated in [28]–[33].

Specifically, the problem of MIMO detection through DL has been investigated in [26]–[29]. The authors in [26], [27] proposed the DetNet architecture for MIMO detection which can achieve near MLD performance with lower computational complexity without any knowledge regarding the SNR value. The joint design of encoder and decoder using DL autoencoder for MIMO systems was explored in [28]. The authors showed that autoencoder demonstrates significant potential, and its performance approaches the conventional methods. The problem of MIMO detection in time-varying and spatially correlated fading channels was investigated in [29]. The authors employed DL unfolding to improve the iterative MIMO detection algorithms.

Motivated by these facts, a sphere decoding algorithm based on DL is proposed in this paper, where the radius of the decoding hypersphere is learned by a DNN prior to decoding. The DNN maps a sequence of the fading channel matrix elements and the received signals at its input layer into a sequence of learned radii at its output layer. The DNN is trained in an off-line procedure for the desired signal-to-noise ratio (SNR) once and is used for the entire communication phase.

Unlike the SD-IRS algorithm, the proposed DL-based algorithm restricts the number of sequential sphere decoding implementations to a maximum predefined value. Moreover, since the decoding radii are intelligently learnt by a DNN, the number of lattice points that lies inside the hypersphere remarkably decreases, which significantly reduces the computational complexity. On the other hand, the probability of failing to find a solution is close to zero. To the best of our knowledge, this is the first work in the literature that proposes a mechanism for radius selection dependent on both the fading channel matrix and the noise statistics.

The remaining of this paper is organized as follows. Section II briefly introduces the basics of DL and DNN. Section III presents the system model. Section IV describes the proposed DL-based sphere decoding algorithm. In Section V, an analytical expression for the expected complexity of the proposed algorithm is derived. Simulation results are provided in Section VI, and conclusions are drawn in Section VII.

A. Notations

Throughout the paper, $(\cdot)^*$ is used for the complex conjugate, $(\cdot)^T$ is used for transpose, $(\cdot)^H$ is used for Hermitian, $|\cdot|$ represents the absolute value operator. $\emptyset$ denotes the empty set, $\mathbb{E}\{\cdot\}$ is the statistical expectation, $\hat{x}$ is an estimate of $x$, the symbol $\mathbf{I}$ denotes the identity matrix, and the Frobenius norm of vector $\mathbf{a}$ is denoted by $||\mathbf{a}||$. The inverse of matrix $\mathbf{A}$ is denoted by $\mathbf{A}^{-1}$, $\Re\{\cdot\}$ and $\Im\{\cdot\}$ denote real and imaginary operands, respectively. The gradient operator is denoted by $\nabla$. The $m$-dimensional complex, real, and complex integer spaces are denoted by $\mathbb{C}^m$, $\mathbb{R}^m$, and $\mathbb{CZ}^m$, respectively. Finally, the circularly symmetric complex Gaussian distribution with mean vector $\mu$ and covariance matrix $\Sigma$ is denoted by $\mathcal{CN}(\mu, \Sigma)$, and $\mathcal{U}(a, b)$ represents the continuous uniform distribution over the interval $[a, b]$.

II. DNN FOR DEEP LEARNING

Deep learning is a subset of artificial intelligence and machine learning that uses multi-layered nonlinear processing units for feature extraction and transformation. On the contrary to the conventional machine learning techniques, the performance of the DL techniques significantly improve as the number of training data increases. Most of the modern DL techniques have been developed based on artificial neural network and are referred to as DNN.

A DNN is a fully connected feedforward neural network (NN) composed of several hidden layers and the neurons between the input and output layers. It is distinguished from the conventional NN by its depth, i.e., the number of hidden layers and the number of neurons. A larger number of hidden layers and neurons enables a DNN to extract more meaningful features and patterns from the data. From a mathematical point of view, a NN is a “universal approximator”, because it can learn to approximate any function $z = T(x)$ mapping the input vector $x \in \mathbb{R}^m$ to the output vector $z \in \mathbb{R}^n$. By employing a cascade of $L$ nonlinear transformations on the input $x$, a NN approximates $z$ as

$$z \approx T_{(L)} \left( T_{(L-1)} \left( \cdots T_1 (x; \theta_1); \theta_{L-1} \right); \theta_L \right),$$

(1)

with

$$T_{(\ell)} (x; \theta_{\ell}) = A_{\ell} \left( \mathbf{W}_{\ell} x + \mathbf{b}_{\ell} \right), \quad \ell = 1, \cdots, L,$$

(2)

where $\theta_{\ell} \triangleq (\mathbf{W}_{\ell}, \mathbf{b}_{\ell})$ denotes the set of parameters, $\mathbf{W}_{\ell} \in \mathbb{R}^{n_{\ell} \times n_{\ell-1}}$ (where $n_0 = m$, $n_L = n$) and $\mathbf{b}_{\ell} \in \mathbb{R}^{n_{\ell}}$ represents the weights and biases, and $A_{\ell}$ is the activation function of the $\ell$th layer. The activation function is applied at each neuron to produce non-linearity. The weights and biases are usually learned through a training set with known desired outputs [35]. Fig. I shows a typical DNN with three hidden layers.
III. SYSTEM MODEL

We consider a spatial multiplexing MIMO system with $m$ transmit and $n$ receive antennas. The vector of received baseband symbols, $y \in \mathbb{C}^{n \times 1}$, in block-fading channels is modeled as

$$y = Hs + w,$$  \hspace{1cm} (3)

where $s = [s_1, s_2, \ldots, s_m]^T \subseteq \mathbb{C}^{m}$ denotes the vector of transmitted complex symbols drawn from an arbitrary constellation $\mathbb{D}$, $H \in \mathbb{C}^{n \times m}$ is the channel matrix, and $w \in \mathbb{C}^{n \times 1}$ is the zero-mean additive white Gaussian noise (AWGN) with covariance matrix $\Sigma_w = \sigma_w^2 I$. The channel from transmit antenna $j$ to receive antenna $i$ is denoted by $h_{ij}$.

The vector $s$ spans the "rectangular" $m$-dimensional complex integer lattice $\mathbb{D}^m \subseteq \mathbb{C}^{m}$, and the $n$-dimensional vector $Hs$ spans a "skewed" lattice for any given lattice-generating matrix $H$. With the assumption that $H$ is perfectly estimated at the receiver, MLD of the vector $s$ in (3) gives the observation vector $y$, leads to the following integer LS problem:

$$\min_{s \in \mathbb{D}^m \subseteq \mathbb{C}^{m}} \|y - Hs\|^2.$$ \hspace{1cm} (4)

As seen, the integer LS problem in (4) is equivalent to finding the closest point in the skewed lattice $Hs$ to the vector $y$ in the Euclidean sense. For large values of $m$ and high-order modulation, exhaustive search is computationally unaffordable.

Sphere decoding can speed up the process of finding the optimal solution by searching only the points of the skewed lattice that lie within a hypersphere of radius $d$ centered at the vector $y$. This can be mathematically expressed as

$$\min_{s \in \mathbb{D}^m \subseteq \mathbb{C}^{m}} \|y - Hs\|^2.$$ \hspace{1cm} (5)

It is obvious that the closest lattice point inside the hypersphere is also the closest point for the whole lattice. The main problem in sphere decoding is how to choose $d$ to avoid a large number of lattice points inside the hypersphere and at the same time guarantee the existence of a lattice point inside the hypersphere for any vector $y$.

To achieve MLD error performance, SD-IRS is required since for any hypersphere radius $r_i$, there is always a non-zero probability that this hypersphere does not contain any lattice point. When no lattice point is available, the search radius needs to be increased from $r_i$ to $r_{i+1}$, and the search is conducted again. This procedure continues until the optimal solution is obtained. While SD-IRS substantially improve on the complexity of MLD from an implementation standpoint, the average and worst-case complexity can still be huge when there are no lattice points inside the hypersphere with radius $r_i$, but many in the hypersphere with radius $r_{i+1}$. Hence, the choice of $r_i$’s is critical.

IV. DL-BASED SPHERE DECODING

The main idea behind our proposed DL-based sphere decoding algorithm is to implement SD-IRS for a small number of intelligently learned radiiuses. That is, $r_i$’s are learned and chosen intelligently by a DNN. DL-based sphere decoding makes it possible to choose the decoding radiiuses based on the noise statistics and the structure of $H$. This significantly increases the probability of successful MLD with searching over only a small number of lattice points.

In the proposed DL-based sphere decoding, the Euclidean distance of the $q$ closest lattice points to vector $y$ in the skewed lattice space is reconstructed via a DNN (as the DNN output) prior to sequential sphere decoding implementations. Then, these $q$ learned Euclidean distances are used as radiiuses of the hyperspheres in sphere decoding implementations. The value of $q$ is chosen small due to computational complexity consideration. Ideally, if the distances are produced with no error, $q = 1$ is sufficient for the optimal decoding with the lowest complexity, since the radius is the distance of $y$ to the optimal MLD solution. This radius for sphere decoding guarantees the existence of a point inside the hypersphere and actually only the optimal point is inside the hypersphere. However, since a DNN is an approximator, there is the possibility that no points lies within the hypersphere with the learned radius. Thus, instead of learning the closest distance only, $q$ closest Euclidean distances are learnt by the DNN to increase the probability of finding the optimal lattice point. Since for any finite value of $q$, still there is the possibility that no lattice point lies within the hypersphere with the largest learned radius, a suboptimal detector, such as MMSE with rounding or NC with optimal ordering is employed in order to avoid failure in decoding.

Let us define the Euclidean distance between $y$ and the $i$th lattice point in the skewed lattice, i.e., $Hs_i$, as

$$r_i \triangleq \|y - Hs_i\|, \quad i = 1, 2, \ldots, |\mathbb{D}|^m,$$ \hspace{1cm} (6)

where $|\mathbb{D}|$ is the cardinality of the constellation $\mathbb{D}$. Further, by ordering $r_i$ as follows,

$$r_{i_1} \leq r_{i_2} \leq \ldots \leq r_{i_q} \leq r_{i_{q+1}} \leq \ldots \leq r_{i_{|\mathbb{D}|^m}}, $$ \hspace{1cm} (7)

the desired $q \times 1$ radius vector $r$ is given as

$$r \triangleq [r_{i_1}, r_{i_2}, \ldots, r_{i_q}]^T.$$ \hspace{1cm} (8)

In the proposed DL-based sphere decoding algorithm, the DNN, $\Phi(x; \theta)$, reconstructs the radius vector $r$ at its output layer as

$$\hat{r} = \Phi(x; \theta),$$ \hspace{1cm} (9)

where

$$x \triangleq [\tilde{y} \cdot \tilde{h}_{11} \cdot \tilde{h}_{11} \cdot \ldots \cdot \tilde{h}_{nm} \cdot \tilde{h}_{nm}]^T,$$ \hspace{1cm} (10)

$\tilde{y} = \Re\{y^T\}$, $\tilde{y} = \Im\{y^T\}$, $h_{uv} \triangleq \tilde{h}_{uv} + \tilde{i}h_{uv}$, and $\theta \triangleq [\theta_1, \theta_2, \ldots, \theta_K]^T$. The vector $x$ represents the input vector of the DNN, and $\theta$ is the vector of all parameters of the DNN.

The proposed DL-based sphere decoding is composed of an off-line training phase, where the parameters of the DNN is obtained by employing training examples, and a decoding phase where the transmit vector is decoded through sphere decoding or a suboptimal detector. In the following subsection, these two phases are explained in details.
Algorithm 1 DL-based sphere decoding algorithm

Input: $y$, $H$, $\Phi(\cdot, \theta)$, $q$
Output: $\hat{s}$
1: Stack $y$ and $H$ as in (10) to obtain $x$;
2: Obtain the $q$ radiuses through the trained DNN as $\hat{r} = \Phi(x, \theta) = [\hat{r}_1, \hat{r}_2, \cdots, \hat{r}_q]^T$;
3: $c = 1$;
4: Implement sphere decoding for radius $\hat{r}_c$;
5: if $D_{sp}(y, \hat{r}_c) \neq \emptyset$
6: \( \hat{s} = D_{sp}(y, \hat{r}_c) \);
7: else
8: if $c < q$
9: \( c = c + 1 \) and go to 4;
10: else
11: \( \hat{s} = D_{sb}(y) \);
12: end

Table I: Layout of the employed DNN.

| Layer          | Output Dimension | Parameters |
|----------------|------------------|------------|
| Input          | 220              | 0          |
| Dense + CRelu  | 128              | 28,288     |
| Dense          | $q$              | $129 \times q$ |

A. Training Phase

A three layers DNN with one hidden layer is considered for a $10 \times 10$ spatial multiplexing MIMO system using 16-QAM and 64-QAM in the training phase,\(^2\) where the numbers of neurons in each layers are 220, 128, and $q$, respectively. Clipped rectified linear unit with the following mathematical operation is used as the activation function in the hidden layers:

$$f(u) = \begin{cases} 0, & u < 0. \\ u, & 0 \leq u < 1. \\ 1, & u \geq 1 \end{cases}$$ (11)

Table I summarizes the architecture of the employed DNN for the $10 \times 10$ spatial multiplexing MIMO system in this paper.

It should be mentioned that an SNR dependent DNN, in which the structure of the DNN is designed to be adaptive to the SNR value, can also be employed to further reduce computational complexity. For the sake of simplicity, a fixed DNN is used for all SNR values in this paper. However, the network is independently trained for each SNR value.

In the training phase, the designed DNN is trained with independent input vectors, given as

$$x^{(i)} \triangleq \left[ y^{(i)} \ y^{(i)} \ h^{(i)}_1 \ h^{(i)}_2 \ cdots h^{(i)}_{mn} \right]^T$$ (12)

for $i = 1, 2, \cdots, N$ to obtain the parameter vector $\theta$ of the DNN by minimizing the following mean-squared error (MSE) loss function [28]:

$$\text{Loss}(\theta) \triangleq \frac{1}{N} \sum_{i=1}^{N} \| x^{(i)} - \Phi(x^{(i)}; \theta) \|^2,$$ (13)

where $r^{(i)}$ is the desired radius vector when $x^{(i)}$ is used as input vector. To achieve faster convergence and decrease computational complexity, an approximation of the MSE loss function in (13) is computed for random mini-batches of training examples at each iteration $t$ as

$$f_t(\theta) \triangleq \frac{1}{M} \sum_{i=1}^{M} \| r^{(M(t-1)+i)} - \Phi(x^{(M(t-1)+i)}; \theta) \|^2,$$ (14)

where $M$ is the mini-batch size, and $B = N/M$ is the number of batches. The training data is randomly shuffled before every epoch.\(^3\) By choosing $M$ to be considerably small compared to $N$, the complexity of the gradient computation for one epoch, i.e., $\nabla_{\theta} f_t(\theta_{t-1})$, $t = 1, 2, \cdots, B$, remarkably decreases when compared to $\nabla_{\theta} \text{Loss}(\theta)$, while the variance of the parameter update still decreases.

During the training phase, for each SNR value, elements of the transmitted vector $s^{(i)}$, elements of the fading channel matrix $H^{(i)}$, and elements of the noise vector $w^{(i)}$, $i = 1, \cdots, N$, are independently and uniformly drawn from $\mathbb{D}$, $f_s(h)$, and $\mathcal{C}\mathcal{N}(0, \sigma_w^2)$, respectively, where $f_s(h)$ denotes the distribution of the fading channel. Then, the real and imaginary parts of the observation vectors during training, i.e., $y^{(i)} = H^{(i)}s^{(i)} + w^{(i)}$, along with $H^{(i)}$ are stacked as in (12) and fed to the DNN to minimize the MSE loss function in (14). For each input training vector $x^{(i)}$, the corresponding desired radius vector $r^{(i)}$ is obtained by employing SD-IRS with a set of heuristic radiuses. Finally, the parameter vector of the DNN is updated according to the input-output vector pairs $(x^{(i)}, r^{(i)})$ by employing the adaptive moment estimation stochastic optimization algorithm, which is also referred to as Adam algorithm [37].

Since the DNN in our algorithm is used as a function approximator, the DNN does not need to see all possible codewords in the training phase. The DNN only approximates the region in which the optimal solution exists. Hence, the number of training samples, and thus, the computational complexity of the training can be linearly scaled up by the cardinality of constellation.

B. Decoding Procedure

In the decoding phase, first, the received vector $y$ and fading channel matrix $H$ are fed to the trained DNN in the form of (10) to produce the radius vector $\hat{r} \triangleq [\hat{r}_1, \hat{r}_2, \cdots, \hat{r}_q]^T$; then, the transmitted signal vector is decoded by Algorithm 1, where sphere decoding is conducted recursively with the learned radiuses by the DNN, followed by a suboptimal detection if the sphere decoding fails to find the solution. Sphere decoding implementation with decoding radius $\hat{r}_c$ fails to find a solution when

$$C(y, \hat{r}_c) \triangleq \{ s \in \mathbb{D}^n \| y - Hs \|^2 \leq \hat{r}_c^2 \} = \emptyset$$ (17)
that is, there is no lattice point inside the hypersphere with radius \( \hat{r}_i \). To help the presentation, define
\[
D_{sp}(y, \hat{r}_i) \triangleq \begin{cases} 
\min_{s \in \mathbb{D}^m \cap \mathbb{C}^m} \|y - Hs\|^2, & \text{if } C(y, \hat{r}_i) \neq \emptyset \\
\text{null}, & \text{if } C(y, \hat{r}_i) = \emptyset.
\end{cases}
\]
On the other hand, if no point is found by the \( q \) rounds of sphere decoding, MMSE is employed as the suboptimal detector, in which the solution is obtained as
\[
D_{sb}(y) = \left( (H^H H + \hat{\gamma}^{-1} I)^{-1} H^H y \right),
\]
where \( \hat{\gamma} \) is the average SNR. Simulation result show that due to the intelligent production of the radiuses via a DNN, the probability of decoding through suboptimal detector is very close to zero.

C. Intuition behind DL-based Sphere Decoding

Since the complexity of sphere decoding algorithm is data dependent (depends on \( y \) and \( H \)), data dependent hypersphere radius selection can lead to lower computational complexity [3], [38]. The proposed DL-based sphere decoding algorithm selects the hypersphere radiuses dependent on \( y \) and \( H \) to reduce computational complexity.

The NN in the proposed DL-based sphere decoding behaves as a function approximator. In the mathematical theory of artificial neural networks, the universal approximation theorem states [34] that a feed-forward network with a single hidden layer containing a finite number of neurons can provide an arbitrarily close approximation to a continuous function \( f(x) \), on compact subsets of \( \mathbb{R}^n \), under mild assumptions on the activation function. A formal statement of this theorem is provided below.

**Theorem IV.1. (Universal Approximation Theorem):**

Let \( \varphi(\cdot) : \mathbb{R} \to \mathbb{R} \) be a nonconstant, bounded and continuous function. Then, given any \( \epsilon > 0 \) and any function \( f : \mathbb{I}_m \to \mathbb{R} \), where \( \mathbb{I}_m \) is a compact subset of \( \mathbb{R}^m \), there exist an integer \( N \), real constants \( v_i, b_i \in \mathbb{R} \), and real vectors \( w_i \in \mathbb{R}^m \) for \( i = 1, \ldots, N \), such that
\[
|F(x) - f(x)| < \epsilon,
\]
where
\[
F(x) = \sum_{i=1}^{N} v_i \varphi \left( w_i^T x + b_i \right).
\]

\( F(x) \) is an approximate realization of the function \( f \). This result holds even if the function has many outputs. A visual proof that NN can approximate any continues function is provided in [36], [39].

Based on this theorem, the employed NN in our algorithm approximates the function \( r = g(y, H), \mathbb{R}^{2n(m+1)} \to \mathbb{R}^q \), where \( g(y, H) \triangleq [ g_1(y, H) \ g_2(y, H) \cdots \ g_q(y, H) ]^T \) and \( g_i(x, H) \) is the distance of the \( i \) closest lattice points to vector \( y \), i.e.,
\[
g_i(y, H) = \|y - Hs_i\|^2, \quad i = 1, 2, \ldots, q,
\]
where \( g_1(y, H) \leq g_2(y, H) \leq \cdots \leq g_q(y, H) \) and
\[
s_i = \min_{s \in \mathbb{D}^m \cap \mathbb{C}^m} \|y - Hs\|^2.
\]

The reason that non-linear function \( g \) is learned is to gradually and in a controlled manner increase the hypersphere radius to avoid too many lattices inside the search hyperspheres. The learned NN makes data dependent radius selection, and thus, reduces the number of lattice points that fall in the hyperspheres. It is worth noting that the complexity of sphere decoding is proportional to the number of lattice points that lies inside the hypersphere [3].

V. Expected Complexity of the DL-based Sphere Decoding

In this section, the expected complexity of the proposed DL-based sphere decoding algorithm in the decoding phase is analytically derived. Since the DNN is trained once and is used for the entire decoding phase, the expected complexity of the training phase is not considered.

**Lemma 1.** The expected complexity of the proposed DL-based sphere decoding algorithm is obtained as
\[
C_{DL}(m, \sigma^2) = \sum_{c=1}^{q} \sum_{k=1}^{m} \sum_{v=0}^{\infty} F_{sp}(k) \Psi_{2k}(v)
\]
\[
\times \mathbb{E} \left\{ \left( \frac{\gamma \sigma_v^2}{\sigma_w^2 + v}, n - m + k \right) \left( \gamma \left( \frac{\sigma_v^2}{\sigma_w^2}, n \right) - \gamma \left( \frac{\sigma_v^2}{\sigma_w^2}, n \right) \right) \right\} + \left( 1 - \mathbb{E} \left\{ \gamma \left( \frac{\sigma_v^2}{\sigma_w^2}, n \right) \right\} \right)
\]
\[
F_{sb} + F_{dn},
\]
where \( \hat{r}_i = 0, \gamma(\cdot, \cdot) \) is the lower incomplete gamma function, \( \Psi_{2k}(v) \) is the number of ways that \( v \) can be represented as the sum of \( 2k \) squared integers,
\[
F_{sb} = m^3 + \frac{5m^2}{2} + nm^2 + 3mn - \frac{m}{2},
\]
and \( F_{sp}(k) \) is the number of elementary operations including complex additions, subtractions, and multiplications per visited point in complex dimension \( k \) in sphere decoding.

**Proof.** See the appendix. □

As seen from the proof in the appendix, \( F_{sb} \) and \( F_{dn} \) represents the number of elementary operations employed by the MMSE suboptimal detector in (19) and DNN, respectively. Also, the term \( \gamma \left( \frac{\sigma_v^2}{\sigma_w^2}, n \right) \) in (24) is the probability of finding at least a lattice point inside the hypersphere with the learned radius \( \hat{r}_i \), which is written as
\[
\hat{p}_i \triangleq \gamma \left( \frac{\hat{r}_i^2}{\sigma_w^2}, n \right) = \int_{0}^{\frac{\hat{r}_i^2}{\sigma_w^2}} \frac{t^{n-1}}{\Gamma(n)} \exp(-t) dt,
\]
where \( \hat{p}_i = 0 \).

By replacing the statistical expectation with sample mean based on Monte Carlo sampling, one can write the expected
complexity of the DL-based algorithm as in (28), where the subscript $u$ represents the index of sample in importance sampling.

For $M^2$-QAM constellation, $F_{sp}(k) = 8k + 20 + 4M$, and $\Psi_{2k}(v)$ for 4-QAM, 16-QAM, and 64-QAM is respectively given as [40]

$$\Psi_{2k}(v) = \begin{cases} \binom{2k}{v}, & \text{if } 0 \leq v \leq 2k \\ 0, & \text{otherwise}, \end{cases}$$

(29)

and

$$\Psi_{2k}(v) = \begin{cases} \sum_{j=0}^{2k} \frac{1}{2\pi} \Omega_{2k,j}(v), & \text{if } v \in \Xi \\ 0, & \text{otherwise}, \end{cases}$$

(30)

where $\Omega_{2k,j}(v)$ is the coefficient of $\lambda^v$ in the polynomial

$$(1 + \lambda + \lambda^4 + \lambda^9)^j (1 + 2\lambda + \lambda^4)^{2k-j},$$

(32)

the set $\Xi$ contains the coefficients of the polynomial in (32) for $k = 1, \ldots, m$ and $j = 0, \ldots, 2k$, $\Omega_{2k,\xi_0,\xi_1,\xi_2,\xi_3}(v)$ is the coefficient of $\lambda^v$ in the polynomial

$$\left( \sum_{e_0=0}^{2k} \xi_0^e \right) \left( \sum_{e_1=0}^{6} \xi_1^e \right) \left( \sum_{e_2=0}^{5} \xi_2^e \right) \left( \sum_{e_3=0}^{4} 2\lambda^e \right) \xi_3,$$

(33)

where $\xi_0 + \xi_1 + \xi_2 + \xi_3 = 2k$, $\left( \xi_0,\xi_1,\xi_2,\xi_3 \right) = (2k)!/((\xi_0!)(\xi_1!)(\xi_2!)(\xi_3!))$, and the set $Q$ contains the coefficients of the polynomial in (33) for $k = 1, \ldots, m$.

A. Asymptotic Complexity Analysis

As the SNR approaches $+\infty$, the AWGN noise can be ignored. In this case, the expected complexity of the proposed DL-based sphere decoding algorithm in (24) is simplified as

$$C_{DL}(m, \sigma^2) = \lim_{U \to \infty} \frac{1}{U} \sum_{u=1}^{U} \sum_{k=1}^{m} \sum_{n=0}^{\infty} F_{sp}(k) \Psi_{2k}(v) \times \gamma \left( \frac{\tilde{r}^2_{u,v}}{\sigma^2_n} + \gamma(n - m + k) \left( \frac{\tilde{r}^2_{u,v}}{\sigma^2_n} - \frac{\tilde{r}^2_{u,v}}{\sigma^2_n} \right) \right) + \left( m^3 + \frac{5m^2}{2} + mn^2 + 3mn - \frac{m}{2} \right) \left( 1 - \frac{1}{U} \sum_{u=1}^{U} \gamma \left( \frac{\tilde{r}^2_{u,v}}{\sigma^2_n} \right) \right) + F_{dn}.$$  

(28)

Table II: Training phase parameters.

| Parameter                  | 16-QAM | 64-QAM |
|----------------------------|--------|--------|
| Number of batches          | 90     | 90     |
| Size of batches            | 200    | 200    |
| Number of epoches          | 20     | 23     |
| Number of iterations       | 1800   | 2070   |

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed DL-based sphere decoding algorithm through several simulation experiments.

A. Simulation Setup

We consider a $10 \times 10$ spatial multiplexing MIMO system in Rayleigh block-fading channel where 16-QAM and 64-QAM are employed. These configurations result in skewed lattices with $4^{20}$ and $4^{30}$ lattice points, respectively. The elements of the fading channel matrix are modeled as independent and identically distributed (i.i.d.) zero-mean circularly symmetric complex Gaussian random variables with unit variance. The additive white noise is modeled as a circularly symmetric complex-valued Gaussian random variable with zero-mean and variance $\sigma_w^2$ for each receive antennas. Without loss of generality, the average SNR in dB is defined as $\gamma = 10 \log \left( \frac{m\sigma_s^2}{\sigma_w^2} \right)$, where $\sigma_s^2$ is the average signal power, and $m$ is the number of transmit antennas. The NN is implemented using Deep learning Toolbox of MATLAB 2019a. The learning rate of the Adam optimization algorithm is set to 0.001, and the parameters of the employed NN in the training phase are given in Table II:

Unless otherwise mentioned, $q = 3$ is considered, and MMSE is employed as the suboptimal detector. The performance of the proposed DL-based sphere decoding algorithm in terms of bit error rate (BER) and computational complexity is obtained from $10^6$ Monte Carlo trials for each SNR value.

The performance comparison of the DL-based sphere decoding algorithm with SD-IRS algorithm in [40] and its Schnorr-Euchner (SE) variate with SE-SD-IRS in [15] are performed with the same sets of fading channel matrices, transmit vectors, and noise vectors. For fair comparison, it is considered that SE-SD-IRS uses $q$ radiiuses, and then switches to MMSE decoding after $q$ times radius increasing. The decoding hypersphere radiiuses for SD-IRS and SE-SD-IRS were obtained for $p_c(i) = 1 - 0.01^i$ at the $i$th sphere decoding implementation as suggested in [40].

B. Simulation Results

Fig. 2 shows the underlying empirical PDF of the radiiuses learnt by the designed NN at $\gamma = 24$ dB for 64-QAM. As
Fig. 2: The empirical probability density function (PDF) of the radiiues learnt by the designed NN at $\gamma = 24$ dB for 64-QAM.

expected, the radiiues vary based on the inputs of the NN. This implies that the radiiues are intelligently adjusted to the channel state information and received signals.

Fig. 3 illustrates the BER of the proposed DL-based sphere decoding algorithm and its SE variate versus the average SNR. As seen, the proposed DL-based algorithm exhibits BER performance close to that in SD-IRS (MLD) over a wide range of SNRs. This behaviour shows that sequential sphere decoding implementation with the learned radiiues reaches the optimal solution.

Fig. 4 illustrates the average decoding time of the proposed DL-based sphere decoding algorithm and its SE variate versus BER. As seen, the average decoding time in DL-based algorithm is significantly lower than SD-IRS [40] when BER $> 73 \times 10^{-5}$ for 64-QAM, and when BER $> 10^{-3}$ for 16-QAM. Also, as seen, the SE variate of the proposed DL-based algorithm outperforms SE-SD-IRS [15] when BER $> 18 \times 10^{-4}$ for 64-QAM, and when BER $> 16 \times 10^{-4}$ for 16-QAM. The reason for this reduction in complexity is that the number of lattice points inside the decoding hypersphere, and thus the size of the search tree decreases in the average sense.
Fig. 4: Average decoding time versus BER. The corresponding SNR of markers (left to right) for 64-QAM and 16-QAM are \(\{28, 26, 24, 22, 20\}\) dB and \(\{22, 20, 18, 16, 14\}\) dB, respectively.

Fig. 5: Maximum decoding time versus BER. The corresponding SNR of markers (left to right) for 64-QAM and 16-QAM are \(\{28, 26, 24, 22, 20\}\) dB and \(\{22, 20, 18, 16, 14\}\) dB, respectively.

When the radiuses of the hyperspheres are intelligently learnt by a DNN. On the other hand, the SD-IRS [40] and SE-SD-IRS [15] exhibit a lower computational complexity compared to the proposed DL-based algorithm and its SE variate at very low BER regions (high SNRs). The reason is that at high SNR values, it is unlikely for the lattice to collapse in one or more dimension, an event that significantly increases the number of points in the hypersphere for the scheme in [40] and [15]. One possible way to improve the proposed method is to consider SNR-based DNN, especially at high SNR values.

Fig. 5 shows the maximum decoding time in the proposed DL-based algorithm and its SE variate versus BER to that in the SD-IRS algorithm [40] and SE-SD-IRS [15]. As seen, the DL-based sphere decoding algorithms outperform the algorithm in [40] and [15] for some regions, i.e., BER > \(2 \times 10^{-3}\) for DL-SD and BER > \(17 \times 10^{-3}\) for DL-SE-SD when using 64-QAM. These regions for 16-QAM are BER > \(15 \times 10^{-4}\) and BER > \(4 \times 10^{-3}\), respectively. This shows that the size of the search tree in the DL-based sphere decoding is much smaller than the one in the algorithm in [40] and [15] in the worst-case sense.

While at lower BERs (higher SNRs) SD-IRS and SE-
The proposed algorithm is robust to spatial correlation fading for $\rho = 0.1$ and $\rho = 0.2$, where $\rho$ is the complex correlation coefficient of neighboring transmit and receive antennas.

Fig. 7 shows the BER of the proposed DL-based algorithm for 16-QAM and $q = 3$ in the presence of channel estimation error. It is assumed that the real and imaginary parts of the estimated fading channel $\hat{h}_{ij}$ are randomly drawn from uniform distribution as

$$\Re\{\hat{h}_{ij}\} \in \mathcal{U}\left((1 - \alpha)\Re\{h_{ij}\}, (1 + \alpha)\Re\{h_{ij}\}\right)$$

$$\Im\{\hat{h}_{ij}\} \in \mathcal{U}\left((1 - \alpha)\Im\{h_{ij}\}, (1 + \alpha)\Im\{h_{ij}\}\right),$$

where $h_{ij}$ is the true value of channel, and $\alpha$ is a parameter used to control channel estimation error. The effect of channel estimation error on the BER for three values of $\alpha \in \{0.05, 0.1, 0.2\}$ is shown in Fig. 7. As expected, the performance of sphere decoding (DL and IRS) depends on the accuracy of channel estimation. Thus, a lower $\alpha$ results in a lower performance degradation. In addition, as seen, the performance of the proposed DL-based algorithm is robust to the channel estimation error when $\alpha < 0.1$.

In Fig. 8, the average number of lattice points (in the logarithmic scale) falling inside the decoding hypersphere in the DL-based sphere decoding algorithm is compared with the one in the SD-IRS algorithm in [40]. As seen, the average number of lattice points in the DL-based algorithms is below 0.545 (in the non logarithmic scale, bellow 3.51), while this is much higher in the SD-IRS algorithm.

**VII. Conclusion**

A low-complexity solution for integer LS problems based on the capabilities of DL and sphere decoding algorithm was proposed in this paper. The proposed solution leads to efficient implementation of sphere decoding for a small set of intelligently learned radiuses. The BER performance of the DL-based sphere decoding algorithm is very close to that in MLD for high-dimensional integer LS problems with significantly lower computational complexity. The expected complexity of the proposed algorithm based on the elementary operations was derived, and its effectiveness in term of BER and computational complexity for high-dimensional MIMO communication systems, using higher-order modulations, was shown through simulation. While the integer LS problem in this paper was formulated for MIMO communication systems, it is a promising solution for other situations when integer LS problems are encountered, such as multi-user communications, relay communications, global positioning system, and more.
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**Appendix A**

The expected complexity of sphere decoding implementation for radius $d$ is given as [40]

$$C(m, \sigma_w^2, d) = \sum_{k=1}^{m} C_{sp}(k) \sum_{v=0}^{\infty} \gamma\left(\frac{d^2}{\sigma_w^2 + v}, n - m + k\right) \Psi_{2k}(v).$$

(35)
By employing (35) and following the same procedure as in [40], the expected complexity of the SD-IRS algorithm for \( r_1 < r_2 < \cdots < r_q \) is obtained as

\[
C(m, \sigma_w^2, r_1, \ldots, r_q) = \sum_{c=1}^{q} (p_c - p_{c-1}) \sum_{k=1}^{m} F_{sp}(k) \times \sum_{v=0}^{\infty} \gamma \left( \frac{r_c^2}{\sigma_w^2 + v}, n - m + k \right) \Psi_{2k}(v),
\]

where \( p_0 = 0, p_c, 0 < c \leq q \) is the probability of finding at least a lattice point inside the hypersphere with radius \( r_c \), which is obtained by replacing \( r_c \) with \( \hat{r}_c \) in (27).

The probability that a solution is not found during the sphere decoding implementation for the hyperspheres with radii \( r_1, r_2, \ldots, r_q \) equals \((1 - p_q)\). Hence, the proposed DL-based sphere decoding algorithm obtains the solution through a suboptimal detector with probability \((1 - p_q)\). This leads to \((1 - p_q)F_{sb}\) additional average complexity given a suboptimal detector with \( F_{sb} \) elementary operations. For the MMSE detector in (19), the number of elementary operations, \( H^HT + \gamma^{-1}I \) requires \( m^3 + m^2 + m \) elementary operations, \( H^HT \) requires \( m(2n - 1) \) elementary operations, and the product of \((H^HT + \gamma^{-1}I)^{-1} \) and \( H^HT \) requires \( 2m^2 + m \) elementary operations [41]. Thus, the total elementary operations in the MMSE detection is given as in (25).

Moreover, there is \( F_{dn} \) elementary operations due to the DNN computations. The number of multiplication and addition in the \( \ell \)th layer of a DNN with \( n_{\ell} \) neurons is \( 2n_{\ell}n_{\ell-1} \), where \( n_{\ell-1} \) is the number of neurons in the \((\ell - 1)\)th layer. Hence, for a \( L \)-layer DNN with \( n_0, \ldots, n_L \) neurons in each layer, \( F_{dn} \) is given as in (26).

By employing (36) and including \((1 - p_q)F_{sb} \) and \( F_{dn} \), the expected complexity of the proposed DL-based sphere decoding algorithm given the learned radiuses \( \hat{r}_1, \ldots, \hat{r}_q \) is obtained as

\[
C_{DL}(m, \sigma_w^2, \hat{r}_1, \ldots, \hat{r}_q) = \sum_{c=1}^{q} (\hat{p}_c - \hat{p}_{c-1}) \sum_{k=1}^{m} F_{sp}(k) \times \sum_{v=0}^{\infty} \gamma \left( \frac{r_c^2}{\sigma_w^2 + v}, n - m + k \right) \Psi_{2k}(v) + (1 - \hat{p}_q)F_{sb} + F_{dn},
\]

where \( \hat{p}_c \) is given in (27). Finally, since \( \hat{r}_1, \ldots, \hat{r}_q \) and thus \( \hat{p}_1, \ldots, \hat{p}_q \) are random variables, one can write the expected complexity of the DL-based sphere decoding as in (24).
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