Expected Recurrence of Extreme Winds in Northwestern Sahara and Associated Uncertainties
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Abstract: Estimating the probability of the occurrence of hazardous winds is crucial for their impact in human activities; however, this is inherently affected by the shortage of observations. This becomes critical in poorly sampled regions, such as the northwestern Sahara, where this work is focused. The selection of any single methodological variant contributes with additional uncertainty. To gain robustness in the estimates, we expand the uncertainty space by applying a large body of methodologies. The methodological uncertainty is constrained afterward by keeping only the reliable experiments. In doing so, we considerably narrow the uncertainty associated with the wind return levels. The analysis suggest that not necessarily all methodologies are equally robust. The highest 10-min speed (wind gust) for a return period of 50 years is about 45 m s$^{-1}$ (56 m s$^{-1}$). The intensity of the expected extreme winds is closely related to orography. The study is based on wind and wind gust observations that were collected and quality controlled for the specific purposes herein. We also make use of a 12-year high-resolution regional simulation to provide simulation-based wind return level maps that endorse the observation-based results. Such an exhaustive methodological sensitivity analysis with a long high-resolution simulation over this region was lacking in the literature.
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1. Introduction

Knowledge about very high wind velocities with potential for damaging natural and human ecosystems is a crucial aspect for disaster risk management and the design of infrastructures [1]. It is important to explore the frequency and intensity of extreme wind events particularly for those areas naturally exposed to high wind velocities and, when possible, to identify the associated physical mechanisms.

The availability of observations is pivotal to characterize the mean and extreme climate features. Unfortunately, the wind speed is generally poorly monitored compared to other variables like temperature or precipitation and extreme wind speed records are particularly scarce. However, applying a statistical distribution to a climatic variable in order to find the probability of an extreme value in as much as it crosses over, above or below, a pre-defined statistical threshold requires sufficiently long records. In that case, if observed events can be assigned to the tails of the probability distribution, this implies the presence of an abnormal event that can result in environmental, health, agricultural or infrastructure impacts with human and economic implications [2,3].

The arid lands of the Sahara Desert are the major source of mineral dust in the globe [4]. Synoptic winds over the region are responsible for the transport of suspended particles.
Moreover, dust storms are a widely recognized phenomenon that takes place over the western Sahara region [5]. The Arabic word *haboob* refers to strong winds that can generate extraordinary large walls of blowing sand. Sporadic intense dust outbreaks have been registered in the Saharan lands and associated with the entrainment of upper-level troughs into low latitudes [6] with low-level cold frontal systems [7] with abrupt variations of the synoptic surface pressure patterns [8] or even with air streams caused by differences of density and linked to strong evaporational cooling [9].

From a large-scale perspective, the Sahara desert is subject to large subsidence due to the convergence of the cool and moist southwesterly winds and the warmer and drier northeast trade winds [10]. Furthermore, Northern Africa is an arid area with little amounts of precipitation, low soil moisture content, and strong radiative heating, particularly during summertime. These factors foster intense convection and the well-known Saharan Thermal Low. Above, in the upper levels of the atmosphere, the air inflates and high pressures appear creating the Saharan High.

To the south, the Gulf of Guinea is relatively cooler compared to land with pressures and also relatively higher near the surface. This vertical structure induces a northward gradient of pressure, temperature and humidity and air masses are, thus, forced to follow this gradient to the Sahara Desert [11,12]. In summary, the observed situations with strong winds over the region are closely related to the convergence of large scale winds over the western Sahara area and firmly connected to typical atmospheric instabilities [13].

In addition to the large scale features, the High Atlas in the Western Sahara plays a significant role by allowing the uplift of the warm air masses in one hand and the descent of accelerated, cooled and moistened air leeward [14].

Wind gusts exceeding 50 ms$^{-1}$ [15,16] have been identified in field campaigns over the region. There are several studies that analyze extreme wind episodes in the western Sahara. However, the analyses based on observations are scarce since instrumental records in desert areas are extremely rare. Some short campaigns have compiled data related to dust transportation and associated weather conditions [17] (e.g., SAMUM 2006 campaign).

Miller et al. [18] explored the initiation and evolution of damaging dust storms in the Arabian Peninsula, another region with episodes of extreme wind events and heavy sand windstorms. Their study was supported by satellite and radar imagery. They recorded values up to 33 ms$^{-1}$ in this region, although estimations of wind values based on observed damages and measured changes of temperature and surface pressure as in [19], suggest wind gusts can reach 40 ms$^{-1}$ in some areas.

The authors in [17,20–22] and Schepanski et al. [23] reported observed strong winds that ultimately produced sand storms over the Sahara desert. The United Nations already announced an enhancement of the physical mechanisms under climate change conditions that can plausibly produce extreme wind events and sand and dust storms with great destructive potential in buildings, communication systems, farm and crop infrastructures as well as severe respiratory conditions and other health effects in population. Soil erosion and other socio-economic effects on transportation, air and water quality and industry are also major side effects [24].

Regarding the renewable energy sector, very high wind events can frequently interrupt wind turbine operations in wind farms, hampering therefore the stability of wind energy production. Indeed, the estimation of the extreme winds frequency and intensity of major relevance for instance in the design and the operation of wind turbines and solar collectors since the wind extreme can potentially put in jeopardy any power plant installation [25].

The present work aims at providing estimates of the expected frequency of occurrence of the largest wind speeds over northwestern Sahara. The estimation of extreme values whose recurrence period is longer than the observed one, such as the lifetime of certain infrastructures, requires a mathematical formalism [26]. The usual methodologies are based on the fit of the observed data to a theoretical probability distribution from whose properties the probability of values that lie out of the range of the observed ones can be estimated [27]. Any of the statistical methods available in the literature additionally allow
for an estimation of the confidence that can be associated to the specific distribution and subject to the limitations of the sample length [28].

A large portion of uncertainty in the estimates stems, however, from the selection of a particular methodology among the pool of available choices. Only a comprehensive sampling of as many as possible alternative approaches in the design of the experiments may guarantee robustness in the evaluation of the probability of occurrence of extreme values. In the present study, a large body of methodological variants were systematically explored to provide wind return values and their corresponding confidence intervals aiming at expanding the methodological uncertainty space. The question becomes whether all possibilities are equally reliable. Thus, in order to constrain this uncertainty, a pool of goodness-of-fit tests are required to identify those cases that cannot be trusted as expected wind extremes.

Regional climate models, although not free from errors and biases [29,30], allow a continuous representation of reality in space and time that offers valuable complementary information to that of the scarce instrumental records. Very few works dealing with extreme wind speeds based on model simulations can be found in the scientific publications for our region of interest. Limitations in this type of analysis are mostly related to problems with the realism of simulated convection and difficulties in the explicit moist physics required to induce evaporatively-driven instabilities.

Despite the limitations, regional models might reasonably capture the realism of wind variations associated with moisture, temperature and pressure gradients, a mechanism that implies descending air masses, known as density or downdraft currents [31–33]. Thus, the design of strategies for the study of extreme wind events that include, in addition to a suitable observational coverage (dense enough networks with sufficiently long records), high resolution regional simulations seems appropriate.

This manuscript is devoted to the analysis of the frequency of occurrence of the highest wind velocities over the northwestern Sahara and High Atlas region. To be suitably addressed, this goal needs the compilation of reliable observational data over the region under study, which is mainly described in Section 2.1. The methodological uncertainty associated with the estimation of the probability of the occurrence of extreme winds over the region is extensively explored. A description of the most relevant aspects of the methodologies applied in this work is presented in Section 3.

The sensitivity analysis in this work includes a procedure designed to identify those unreliable experiments that should not be thus considered as potential estimates of wind extremes. This strategy to constrain the uncertainty expanded in the previous steps is evaluated in Section 4.1. Section 4.2 presents the resulting wind speed and wind gust return levels and associated uncertainties based the suite of most reliable methodological variants applied over the observational evidence from Section 4.1. Section 4.3 elaborates the wind return level maps based on the high resolution simulated wind field.

The high-resolution regional model experiment is described in the Supplementary Material together with an evaluation of the consistency between the simulation and observations climatologies. These help to understand the main aspects of the spatial variability of the wind speed return levels over the High Atlas and northwestern Sahara and support findings in the basis of the observations. Finally, Section 5 summarizes the results and highlights the main aspects found in this analysis.

2. Data

This section describes the database of wind speed and wind gust observations that has been compiled and used to estimate the extreme wind return values and their uncertainties. The second part of the section addresses the general characteristics of the model and the setup used in this work to perform the high resolution simulation over the region under study.
2.1. Observed Wind Data

Risk studies demand information about extreme wind episodes of very short duration, as they are, to a great extent, responsible for great damages in buildings and construction [34]. This study is oriented to provide estimations of the more extreme wind velocities at two different levels. On one hand, it is advisable to address extreme winds during timescales of seconds, i.e., wind gusts. Gusts are defined by the World Meteorological Organization (WMO) as the “maximum value, over the observing cycle, of the 3-s or less running average wind speed”. On the other hand, 10-min averages are also relevant since they indicate the presence of sustained strong winds that can be severely hazardous for infrastructures. As 10-min observations are the basis of most meteorological forecast applications, they are are more abundant. An advantage is that the timescale of 10-min is coincident with the spectral gap that separates turbulence phenomena from synoptic variability, so that they allow for approaches that use synoptic circulation information.

The location of the observational sites is represented in Figure 1, where the length of the time series at each site can also be observed. Most of the time series have at least 10 years of records although there are locations where the wind gust measurements are no longer than a few years. The different institutions that provide the data are indicated with symbols in the map. The observational wind data were compiled from three different sources: a set of 10 sites with 10-min wind speed averages was provided by the National Center for Atmospheric Research (NCAR, https://www.mmm.ucar.edu/wrf-tutorial-overview, accessed on 19 September 2021), these sites are denoted as NCAxx; two more observational sites by Météo Maroc (METxx) that included both 10-min wind speed and wind gust and finally, data from the IMPETUS project [35], with 11 meteorological stations reporting 10-min wind speed averages and/or wind gust measurements at 10- or 15-min resolution.

These data altogether integrate an acceptable spatial coverage of observational data over the target region, consisting of 27 wind speed/wind gust series with records spanning the period 1999–2015. A summary of the wind data available for this study is outlined in Table S1 of the Supplementary Materials, where the description of the quality control (QC) procedure applied to the observations can be found.
2.2. High-Resolution Simulation over the Northwestern Sahara

The WRF (Weather Research and Forecasting Model) model [36,37] was used to generate a 12-year long (2002–2014) simulation at a horizontal resolution of 3 km. The length of the simulation allowed for capturing the intra- and inter-annual variability of the regional wind field, while the selected horizontal resolution was able to represent, with a high level of realism, the large heterogeneity of the terrain over the region of interest. Further details that help describe the set up of the model simulations can be found in Section 1.2 of the Supplementary Materials.

A comparison of the WRF simulated 10m wind with the same field from ERA-Interim reanalysis [38] is included in the Supplementary Materials. The comparison therein demonstrates that the higher resolution by the regional model relative to the wind field from the reanalysis largely benefits the estimation of the wind and wind maxima variability. Despite the smoothing effect—a feature that is expected in simulations compared to observations as a result of the averaging effect—it can be assumed that the model represents the wind variability with a high level of reliability and thus, it can be used to explore the spatial variability of high wind speeds as an idealized (model world) extension of the information provided by the observations.

3. Methodology

In this section, the theoretical frame and the experimental set up designed to estimate the wind and wind gust return values and their associated uncertainty are specified. A source of uncertainty in the estimation of extreme values and their recurrence arises from the selection of one single approach among the variety of methodological approaches in the literature. This type of uncertainty is systematically sampled in this section by exploring multiple options allowing an estimate of the sensitivity of results to the selection of the methodological choice. In a subsequent step, the uncertainty is constrained by applying several tests and filters in order to identify those reliable experiments that can be used to eventually obtain robust wind return levels.
3.1. Statistical Modeling of Extreme Winds

Several aspects as the type of family distribution, the methods to estimate the parameters of the distribution and the approaches to provide confidence intervals are discussed hereafter.

3.1.1. Probability Distributions of Extreme Values

The analysis of extreme events relies on the application of a statistical discipline, the Extreme Value Theory (EVT), to the available observed data [39]. There are two main families of probability distributions, i.e., the Block-Maxima and the Peak-Over-Threshold (POT) families (See the Supplementary Materials for further details about the EVT and the associated distributions).

The three Block-Maxima extreme value distributions are the Weibull, the Gumbel and the Fréchet distributions (see formulae in Section 2.1.1 of the Supplementary Materials). The differences in the asymptotic behavior of the tails of each family depend on the value of the corresponding parameters of the distribution (shape, location and scale parameters). The Weibull type (with \( \alpha < 0 \), being \( \alpha \) the shape parameter) has a bounded right tail; thus, its upper end-point is finite. The Gumbel (\( \alpha = 0 \)) and the Fréchet (\( \alpha > 0 \)) types have instead unbounded or infinite right tails. Thus, each one has a different decay or convergence of the largest values in the sample to probability zero. In the case of the Gumbel distribution the decay is exponential, thus, it is faster than for the Fréchet case, that decays at polynomial pace.

In the first case, the distribution is termed light-tailed while in the second case it belongs to the heavy-tailed category. The behavior of the tails has strong implications on the probability that is assigned to the largest values of the population, and thus, it plays a fundamental role in the extrapolation of values out of the observed period. Therefore, the selection of the family type is a pivotal issue in the estimation of return values.

A common approach in pioneering applications of EVT consisted in adjusting the observations to one specific family, depending on expert knowledge of the data [39]. However, this approach suffered from two main drawbacks. On one hand, due to the scarcity of observations, expert knowledge is not usually ample enough to determine accurately the more adequate distribution, and therefore a more sophisticated method to determine the suitable distribution is opportune. Additionally, every hypothesis after the selection of a certain family is necessarily based upon such a selection, and an inadequate choice might, therefore, have a critical impact in the return level estimates of extreme events.

Additionally, a reformulation of the theory allows a generalization of the three types of families in a single model, the Generalized Extreme Value Distribution [40] (GEVD, Equation (4)). Thereupon, the procedure to fit the observed data dwells in making inferences solely about the shape parameter. By adjusting the shape parameter value with some numerical algorithm, the parent family is automatically and objectively determined without making any \textit{a priori} judgments. This procedure is followed in this study. The protocols to obtain the parameters of the distribution will be detailed in the next paragraphs.

The Gumbel type has additionally been used to fit the observed wind extremes in this work; however, we avoided the use of Weibull and Fréchet probability distribution functions. Several arguments grant support to this decision. First, we are mostly interested in fast convergence to infinity. Therefore, distributions with finite upper limits, such as the Weibull type, are not considered since their bounded upper end-point s broadly imply that values larger than the observed ones are not expected.

Very slow convergence is associated with heavy-tailed families, such as the Fréchet one. This type is not frequently used in wind extremes analysis and is more typical in other fields, such as insurance and risk assessment and also in the telecommunications field [41]. This type of family shares the particularity of having infinite order moments, which complicates their use in, for instance, the application of certain goodness-of-fit tests later in this section.
The POT distribution families model the excesses of a variable over a certain threshold above which values are considered extremes. A collection of POT distributions is proposed in the theory. In this case, there are no restrictions about how many data belonging to one interval can be part of the sample. On the other hand, some criterion for the independence of the data should be considered when applying the POT scheme [42], that is, to establish a separation in time between the occurrence of two consecutive maxima to grant independence of events.

The necessary balance between the two criteria—the maxima threshold and independence—suggests that higher thresholds require smaller gaps between the occurrence of events. Herein, the independence distance between two consecutive excesses is set as one day. Thus, extreme winds are considered independent from each other if they take place at least in consecutive days.

We are interested, as with the Block-Maxima, in the general formulation of the POT families, and thus we make use of the Generalized Pareto Distribution [43] (GPD), see the formula in Section 2.1.1 of the Supplementary Materials. The focus lies in the particular case with a light tail, that is, with exponential convergence to the infinite upper end-point. That is the case of the Exponential distribution, which is equivalent to the GPD with both shape (ξ) and location (µ) parameters equal to zero.

Still, there is a third option, an alternative family of probability distributions, named the Point Process (PP), consisting in a combination of the two previous approaches—that is, the extreme values are modeled following the threshold excesses scheme; however, the theoretical distribution is expressed in terms of the block-maxima family type. In doing so, this generalization of the two main families has the advantages of making use of more data than in the Block-Maxima case, but at a time, it is independent on the threshold selection [44]. In this case, the occurrence of the extreme events is assumed to be Poisson distributed and the intensity of the event described by the Generalized Pareto Distribution. The parameters of the distribution are independent of the threshold and are equivalent to those of the GEVD [45].

Although additional possibilities could be also considered, as Sardeshmukh et al. [46], the large computational demand advised to included further choices in future studies. The final goal of each of the mathematical formalism applied is to characterize the wind speed and wind gust extremes by providing the quantiles that are expected to be exceeded with probability p once on average every return period 1/p. The latter is the definition of return level, that can be easily calculated making use of the parameters of the distribution (see formula in Equation (6), Section 2.1.2 of the Supplementary Materials).

3.1.2. Estimation of Distribution Parameters

There are also a variety of methods to estimate the distribution parameters. A classic approach is the Maximum Likelihood Estimation [40] (MLE) where the parameters that yield the most likely data, i.e., with higher probability to be consistent with the observations, are selected. Therefore, the method is based on maximizing the corresponding likelihood function.

There are additional options as for instance, the Generalized Maximum Likelihood Estimation method [47]. This variant has been applied in geophysical frameworks as for instance in the estimation of recurrence values of floods, rainfall, wind speeds etc. and is recommended for situations with small sample sizes.

Other usual option is the well-known L-Moment estimation [48]. The latter is considered a robust method to estimate the parameters in the presence of outliers in the sample. Another approach that deserves attention is the acknowledged Bayesian method [49], considered a powerful tool that can be more flexible and at least as robust as the extended MLE case in those situations where the classical methodology fails.

Its validity is based on the fact that it makes use of prior expert knowledge to improve estimations that are uniquely based on the observed data. Finally, the Probability Weighted Moments (PWM), is a very popular method in the context of hydrological extremes. It is
mainly recognized because it eludes assigning large weights to very extreme observations avoiding so biases potentially due to outliers [50].

All methods present drawbacks and advantages and the motivation herein is to avoid the use of a single one and to explore the uncertainty space yielded by the use of different variants.

3.1.3. Definition Of Extremes

One aspect that may contribute with additional uncertainty to the estimation of extremes recurrence is actually how the extreme values are defined. In both types of approach, Block-Maxima and POT distributions, the decisions made to define the maxima affects the bias-variance trade-off, that is, the choice of maxima to be fitted might influence how accurately the statistical model fits the empirical data (bias) and also how variable the estimate can be depending on the threshold/block selection (variance), respectively.

In this work, the uncertainty associated to the definition of maximum wind speed and maximum wind gust values herein is as well explored by allowing several options. Thus, in the case of the Block-Maxima, we estimate the return values for monthly, 6-monthly and annual maxima. In the case of POT distributions, extremes are defined as those values that exceed the 90th, 95th and 99th percentiles (P90, P95 and P99) of the wind speed series at each site. In doing so, we avoid sticking to a single definition of wind or wind gust extreme and we explore what is the impact of the selection of a particular definition of wind extreme.

3.1.4. Confidence Intervals and Goodness-of-Fit Tests

The classic approach when fitting observed data to theoretical distributions is to provide the standard error or a confidence interval to evaluate how suitably the empirical data fit the selected theoretical distribution. The resulting confidence intervals eventually inform us about the statistical confidence. Two methodologies, the standard Normal [51] and the Bootstrap, are explored in the present study in order to evaluate the impact of selecting a certain error estimator [52].

Nevertheless, the uncertainty estimate provided by a single confidence interval should be regarded as the lower bound of the uncertainty, since they just inform about the influence of selecting a certain probability distribution while, as explained above, the sources of error are more diverse. Thus, a confidence interval arising solely from the standard error estimation might be to a large extent an insufficient estimate of the uncertainty associated to the return level of an extreme event. A comprehensive sensitivity analysis that makes use of multiple methodological variants is considered the most robust evaluation of the reliability of the extreme values estimates. Based on that, a probability estimation associated to the return levels is determined. This is described in the next subsection.

It is not unusual that a particular method might fulfill one test but fail another. Thus, the question whether different goodness-of-fit (GOF) tests are sensitive to specific aspects of the distribution seems pertinent. To avoid focusing on any particular feature of the distribution and to confer robustness to the fits by allowing only those cases that succeed more than one test, a pool of five GOF tests was applied to each fit. They are specified in Table 1, which summarizes all experimental variants considered. It also indicates that the experiments were applied to the observational data and to the high resolution regional simulation as well.

Nevertheless, the resulting return levels provided in Section 4.2 are based exclusively upon the observations. Table 1 indicates that wind return levels were estimated for two different variables, the daily maximum 10-min wind averages and daily maximum wind gust. The total number of experiments, considering all possible combinations of methodological choices in Table 1 at all locations where there are available observations is ca. 10,000.
Table 1. Summary of experiments. All methodological variants applied in the first part of this work are indicated. Every one of these configurations is tested over each time series within the observational wind/wind gust data set.

| Category       | Variant      | Option                  | Reference |
|----------------|--------------|-------------------------|-----------|
| Wind data      | Data Source  | Observations            | [26]      |
|                |              | T-masked simulations    | —         |
|                |              | No T-masked simulations | —         |
|                | Variable     | 10-min. wind (24 sites) | [53]      |
|                |              | Wind gust (9 sites)     | [53]      |
|                | Family       | GEVD                    | [54]      |
|                | Distribution | Gumbel                  | [55]      |
|                |              | GPD                     | [56]      |
|                |              | Exponential             | [57]      |
|                |              | Point Process (PP)      | [44]      |
|                | Methodological Choice | MLE                   | [40]      |
|                |              | GMLE                    | [47]      |
|                |              | L-Moments               | [48]      |
|                |              | PWM                     | [50]      |
|                |              | Bayesian                | [49]      |
|                | Def. of Maxima | Monthly/90th           | [58]      |
|                | (Block/POT)  | 6-monthly/95th          | [58]      |
|                |              | Annual/99th             | [58]      |
|                | Conf. Interval | Bootstrap              | [52]      |
|                |              | Normal                  | [51]      |
|                | Goodness-of-fit test | Kolmogorov-Smirnov    | [59]      |
|                |              | Anderson-Darling        | [60]      |
|                |              | Cramer von Mises        | [61]      |
|                |              | Kuiper                  | [61]      |
|                |              | $\chi^2$                | [62]      |

The experiments designed in this work shape a methodological sensitivity analysis of the wind return level estimation. The multiple experimental configurations tested allows to expand the uncertainty space and provides a quantification of the methodological variance. However, not all configurations applied are expected to provide reliable estimations of the wind extremes recurrence. Therefore, in a second phase, a strategy that identifies the cases that cannot be considered reliable becomes necessary. In doing so, we provide constraints to the uncertainty by selecting only the best suited experiments to infer the wind return level estimates. The approach designed to filter out the less reliable experiments is described in the following section.

3.2. Constraining the Methodological Uncertainty

Once the observed wind series were adjusted using a particular configuration (see Table 1), the return levels are estimated as the quantiles of the distribution. There is no standard procedure to assess the quality of the estimated return levels in the literature. The filters or assessments applied herein to determine the trustworthiness of each configuration are based on evaluating the ability of the distribution to represent the observed data [40].

The latter implies that, if a specific choice suitably fits the observed wind extremes, then it is assumed that the corresponding configuration is appropriate to extrapolate the extremes occurrence out of the observational period. We used a pool of sequential filters to ensure that the remaining experiments are reliable in a sense to be defined in the following paragraphs. In this way, the uncertainty expanded by applying multiple methods in the former section can be constrained.
The competence of the statistical methods applied herein to fit the observed data was verified in this study by means of a set of different tests and model diagnostics (MDs). These involve metrics for how the observed extremes occurrence fits the theoretical probability distributions. As the first model diagnostic (MD1), five different GOF tests are applied to each one of the configurations explored (Table 1). The number of tests that each experiment should succeed to positively accomplish in MD1 is determined on the basis of the relative frequency of the amount of GOF tests that are surpassed by the pool of experiments carried out. A histogram of the frequency of GOF tests successes is represented in Section 4.1 to help define the threshold that indicates which configurations should not be considered reliable.

After this filter is applied to the pool of configurations, a confirmation test verifying that the experiments rejected should be indeed considered unreliable or invalid is advisable. With this additional check (hereafter the confirmation check), it can be assured that the filter does not disqualify any valid experiment. However, this method does not guarantee that invalid cases survive until the very last filter (MD6) is applied, when the surviving experiments are also individually scrutinized, so that no unreliable cases are kept for the final return level estimation step.

An experiment is considered objectively invalid if the fitting does not appropriately represent the observations. In order to decide if the configuration fails in modeling the observed extremes, the Return Level plot is used. In this classical representation, the return level estimates for each return period are shown accompanied by the corresponding confidence interval estimates. The empirical return levels (observed extreme winds) are also represented together with the estimated return values.

If there are n points (e.g., n yearly maxima) in an experiment, the highest value corresponds to the empirical n-year quantile, the second maxima is the (n-1)-year empirical quantile and so on [40]. Thus, if the fit is suitable, the observations compare well with the estimations for return periods equal or shorter to the observational period (in our case the observational period ranges between 4 and 15 years). To compare well with observations, the empirical points should be comprised within the corresponding 95th confidence interval. Otherwise, the experiment is rejected. The empirical return levels are calculated by interpolating the observed extremes in the corresponding estimated return level (solid black) line.

Figure 2 illustrates the latter for one random experiment as an example. In this plot, the estimated return levels are given by the solid black line, and the dashed lines are indicative of the confidence intervals (40th–60th, 30th–70th, 20th–80th, 10th–90th and 5th–95th). Several empirical return levels (black points) fall outside the 95th confidence interval indicated by the upper- and lowermost dashed lines (dashed red). In such a case, the configuration is cataloged as invalid. Otherwise, if all empirical values lie within the 5th–95th confidence interval, the experiment is considered valid. This check is performed after each single filter.
The next filter denoted as MD2 considers that the estimated extreme wind values must range within a realistic interval. Therefore, all experiments that provide wind return levels out of the range \([0 \text{ ms}^{-1}, 112 \text{ ms}^{-1}]\) considered in the scientific literature as physical limits for wind velocities [63], are then rated as not realistic, and the corresponding experiment is discarded. This test was only applied to the experiments dealing with 10-min wind speed, since higher wind gust are indeed plausible.

The following paragraphs describe a sequence of four additional diagnostics. After each of them, the confirmation check corresponding diagnostic is also applied. The diagnostics are based on the quantile–quantile (q-q) plot, the histogram-density function (h-h) plot, the probability–probability (p-p) plot and the return level-return period (RL) plot [40]. They all are oriented to compare the experimental and the theoretical distributions. Since each diagnostic helps in rejecting invalid cases, the following filter is applied only to the remaining experiments.

The model diagnostic based on the q-q plot (MD3) compares the quantiles of the observed population to those from the theoretical distribution that fits the observations (for further details see Figure S7 in Section 2.1.2 of the Supplementary Materials). The fit is considered suitable if the observed vs. the theoretical quantiles yields a straight one-to-one line. A typical “S”-shape in these plots suggests that either one of the distributions is more skewed or has heavier tails than the other. Therefore, convergence to the upper end-point might not be robust. In this work, we consider the skewness as a strong indicative of a poor fit.

To allow an automatic calculation of the skewness, the “S” shape is characterized by a measure of the distance of the values in the q-q dispersion plot to the line \(y = x\) (perfect-prognosis). The metric used in this case (and also in the next diagnostics) as a measure of the distance is the root mean squared error (RMSE). Larger RMSEs imply less reliable fits, while smaller distances suggests a better adjustment to the observed wind data. Therefore, an RMSE value above which the corresponding configurations are considered unreliable needs to be determined. In order to decide this RMSE threshold above which the experiments are
excluded, the RMSE values from all experiments are represented in a dispersion diagram against the corresponding estimated wind return levels.

This provides a first understanding about how abnormally high the RMSE values can be. Additionally, to help establish the RMSE threshold, the relative frequency of the all RMSE values after applying the qq-test is calculated and represented as a histogram. Those values that lie in the upper tail of the frequency distribution are considered abnormally high. The selection of the limit value above which the experiments are rejected is subject to the posterior application of the confirmation check. Thus, if valid cases result as rejected, the selection of the RMSE threshold is reexamined so that no reliable cases are excluded. The same strategy is implemented for each of the filters considered.

An additional aspect that might enlighten when a RMSE value can be abnormally high and help therefore in the selection of a threshold value is whether a relation between the fit error (RMSE) and the magnitude of the associated return value can be detected. If a plausible linearity between the return levels and the RMSE values is identified, this is indicative of the larger return levels being associated with larger RMSEs. This would be an undesirable feature since it would imply that larger expected extreme values are not realistic but an artifact of arising from a poor fit and these experiments should be considered as potential candidates to be rejected.

Finally, a last aspect to be considered in order to determine an RMSE threshold. Very wide confidence intervals, particularly for long return periods, could be indicative of some kind of convergence problem in the fitting. These cases are suspicious of being the result of a poor fit. Thus, if the confidence intervals are comparatively wider relative to the bulk of experiments, it can be broadly considered suggestive of an inadequate fit of the distribution to the observed values.

Thus, an indirect measure of the suitability of a distribution to model the observed extreme values is whether its associated confidence interval is outstandingly wide, relative to the sample population. A tendency to wider upper than lower confidence intervals was observed in most of the fittings (not shown). Thus, only the upper bound width of the confidence interval was represented in the right y-axis of the corresponding RL-RMSE dispersion diagram to identify fit inadequacy. These steps (RL-RMSE diagram and the histograms of relative frequencies of the RMSE values to decide a RMSE rejection limit) are repeated after each model diagnostic.

The following model diagnostic, MD4, is based on the h-h plot (see Figure S7b in Section 2.1.2 of the Supplementary Materials). In this case, the empirical histogram, as an estimate of the probability density function, is compared with the theoretical function and a measure of how close they are to each other is provided by the RMSE values calculated between the empirical and adjusted probabilities. The corresponding RL-RMSE diagram as well as the histogram of the relative frequencies of the RMSEs are represented as in MD3 to determine a threshold to reject potential invalid cases. After that, the confirmation check is again applied to detect whether valid cases were rejected.

The fifth model diagnostic (MD5) calculates the distance between the empirical and the theoretical distributions as the RMSEs from the the p-p diagram (see Figure S7c in Section 2.1.2 of the Supplementary Materials), which is equivalent to the previous ones, but it represents the pairs of the empirical versus theoretical probabilities.

The last model diagnostic (MD6) is based on the RL plot (recall Figure 2 in this section and see as well Figure S7d in Section 2.1.2 of the Supplementary Materials) and implies the identification of anomalously wide confidence intervals. In this case, the dispersion diagram is based on an “RL–Upper confidence interval width” instead. Experiments showing anomalously wide confidence intervals are withdrawn in this part of the analysis. Recall that again ‘anomalous’ is define within a frequentist frame, that is, comparatively with the rest of values from all remaining experiments. The dispersion diagrams as well as the histogram of relative frequencies of the upper confidence interval widths are used in this step as before.
The confirmation check was applied after each filter, and those experiments whose empirical points (observed wind speeds) fall out the 95th confidence interval from its corresponding fit are rejected. Based on this test it can be confirmed that no valid or reliable cases are rejected. In addition, the very last step of the procedure involves a new confirmation check applied to all remaining experiments after the pool of filters described above to ensure that no invalid experiments survived the filters.

Additionally, a probabilistic representation of return level estimates is provided in the results section. It is based on determining the mixed or combined probability [64] as a combination of the individual probability distribution functions (PDFs) at each site. The individual PDFs are estimated by calculating an array of quantiles. They correspond to the accumulated frequencies of the individual PDFs (a random example is represented in Figure 2). Once the individual PDFs were calculated, each one corresponding to one successful experiment at a specific site, the combined PDF is obtained as the normalized average of each site PDFs.

In doing so, we obtain the probability densities of the combined PDF from which different statistics can be drawn. We estimate the median as the most probable return value from the combined PDF at each site for every return period from 10 to 100 years. The upper and lower confidence limits are represented therefore by the probability densities, the higher the confidence level selected, the lower the probability of occurrence of an extreme wind larger than the corresponding return level. Thus, we represent herein the 5th–95th confidence intervals.

The methodology exposed represents the best guess of a semi-automatic quality control applied to an extensive amount of configurations, which constitutes an exhaustive sensitive analysis of the variety of methodological approaches.

4. Results

This section illustrates first the results of the evaluation of the reliability of the multiple experiments from Table 1 (Section 4.1) as narrated in Section 3.2. The final estimates of wind speed and wind gust return levels for return periods up to 100 years together with an estimate of their uncertainty are presented in Section 4.2. Finally, simulated wind return level maps for 50- and 100-years return periods are presented in Section 4.3.

4.1. Methodological Sensitivity Analysis of Wind Return Levels

The number of succeeding GOF tests (MD1) are represented in Figure 3 where the relative frequency refers to the total number of experiments before applying any test. Figure 3 shows that approximately one third of the experiments surpass the five tests in Table 1, ca. 27% do not pass any of them and approximately a third of the total number of configurations applied pass between one and four GOF tests. Thus, Figure 3 demonstrates that the number of fits that succeeded more than one GOF test is relatively high (ca. 75%).

In order to explore which methodological options tend to succeed the tests, the histograms in Figure 4 are segregated according to the different methodological variants. In general, it can be appreciated that there are no options in the definition of the wind extremes (Max. Def. in Figure 4) that clearly demonstrate a higher rate of successful tests than others.

It is noteworthy, however, that, among the group of experiments failing all five GOF tests, we find a large number of experiments where the amount of data is small, for instance those cases where the wind/wind gust extremes are defined as the annual maximum or defined as those values above the P99. This is an expected feature, as one of the main obstacles for an acceptable fit is the shortage of the data. MD1 provides evidence of how critical the length of the observational sample is.

In the case of the different family distributions (Distrib. Function, second group of histograms in Figure 4), it is noticeable that the PP family shows a small number of cases with five successful tests, while the Exponential distribution presents larger frequency of successes. The opposite is true if the frequencies with four positive tests are analyzed.
However, these features do not necessarily imply a preference of any of the families of distributions to succeed more tests. The same applies to the parameter estimation methods (Param in Figure 4) and the approach followed to obtain the confidence interval.
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**Figure 3.** Histogram of successful goodness-of-fit tests. The relative frequency of the amount of experiments that surpass a certain number of tests (up to five) is calculated with respect to the total number of experiments initially implemented.

Figures 3 and 4 demonstrate that making inferences about extreme events on the basis of a single test is arguably less trustworthy, and the use of more GOF tests help increasing the confidence on the remaining experiments. Thus, we propose that the requisite to consider a fit acceptable is that it succeeds at least two tests.
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**Figure 4.** Histograms of successful goodness-of-fit tests segregated according to the various methodological options (see colors in legend). *Max. Def.*, indicates the criterion followed to define the wind extremes, depending on whether the corresponding family distribution is Block-Maxima or POT (see Table 1 in Section 3.1); *Distrib. Function* relates to the family distribution; *Param.* stems for the parameter estimation method; finally *Confidence Interv.* indicates the methodology to estimate confidence interval within each individual experiment.

After rejecting those experiments that turned out in estimated return levels larger that $112 \text{ ms}^{-1}$ (MD2), the filter MD3 on the basis of the q-q plots is applied. Figure 5a shows the corresponding scatter diagram of the wind return levels for a return period of 50 years (as an example) vs. the RMSE values (RL-RMSE diagram) obtained from the q-q plots for all experiments that succeeded previous filters MD1 and MD2. Comparable results are obtained for return periods corresponding to 80 and 100 years. The upper 95th confidence limit of each individual experiment can be identified by the color scale. Values above 1 ms$^{-1}$ are seemingly outliers with respect to the cloud of points.
The diagram in Figure 5a also indicates that some of the largest RMSE values present wider upper confidence intervals (yellow-orange-red, see points color legend in Figure 5b), as expected. These cases should be considered as doubtful fits as commented in Section 3.2. Figure 5a demonstrates as well the dependence of the fit errors (RMSEs) upon the estimated wind return values. The scatter diagram suggests that the highest wind return levels go well along with the highest RMSE values, a relation that could indicate some sort of bias in the estimates of extreme values, suggesting a link between the highest wind values estimated and the quality of the fit.

As explained above, in order to determine a RMSE threshold above which the experiments should be checked and excluded if appropriate, the relative frequency of the RMSE values is additionally represented as a histogram in Figure 5b. A decay of the relative frequency in the histogram is indicative of abnormally high RMSE values. Thus, a potential cutting point can be inferred from the decay of the tail of the histogram. Based on both plots (Figure 5a,b), the threshold is set to $1.0 \text{ ms}^{-1}$ since the vast majority of RMSE values without an outstandingly large upper confidence limit are below that value.

All experiments that do not fulfill this requisite are disregarded. In doing so, most of the reddish dots with larger upper confidence intervals are eliminated in this step. After removing the failed experiments, there is no longer an explicit relation between the magnitude of the return level estimates and their 95th confidence intervals width or the associated the RMSE values (not shown). The threshold used in this filter was compared to those threshold that would have resulted if using the 80-year and 100-year return values instead to check their robustness, showing consistency in the three cases. All rejected cases are subjected to the confirmation test in order to exclude the possibility that potentially valid cases were eliminated.

Figure 5c,d illustrate the decision-making for rejecting those experiments with higher RMSE values in the h-h plot (MD4) also for a return period of 50 years, as an example. We additionally used 80-year and 100-year return periods in this analysis (not shown) demonstrating coherence with the threshold proposed in this test. Similar comments about the scatter diagram as in Figure 5a can be brought here. However, a direct relation between the higher RMSE values and higher wind return levels estimates is now less evident than in the previous case as a consequence of the correction already performed in MD3. The histogram in the right panel helped identifying that all RMSEs greater than $0.05 \text{ ms}^{-1}$ are potential candidates to be rejected. After removing these ill-suited experiments no actual dependence of the RMSEs with the wind return values was detected (not shown).

The next model diagnostic is MD5 based on the p-p plot. The corresponding return levels-RMSE dispersion diagram and the histogram of RMSEs relative frequencies are represented in Figure 5e,f, respectively. The scatter diagram suggests that a very small number of experiments are candidates to be rejected in this step. A judgement that can be identically inferred from the histogram in Figure 5f. In this step, the dispersion diagram and the histogram accordingly suggest to disregard only those experiments with an RMSE $> 0.1 \text{ ms}^{-1}$.

No clear evidence of any relation between the higher return values and the largest RMSEs can be identified in Figure 5e after the filter is applied. The scatter diagram shows, however, a certain relation between the highest return levels and the highest upper confidence limits. This particularity can be, however, also suggestive of larger uncertainty associated with the estimation of the most extreme values, showing, thus, the corresponding fit for wider confidence intervals.
Figure 5. Sequential model diagnostics. **Left.** 50-year RMSE values calculated at all locations and for all remaining experiments from the previous test as (a) the difference between the observed and the theoretical quantiles (q-q plot), (c) the difference between empirical and theoretical density functions (h-h plot), (e) the difference between empirical and theoretical probabilities (p-p plot), the color indicates the upper 95th confidence limit of the corresponding return value before the filter is applied; (g) the wind return levels against the confidence interval width for a return period of 100 years from the evaluation in MD5. **Right.** (b,d,f,h): histograms of relative frequencies (with respect to the number or remaining experiments from each previous test) of RMSE values before the corresponding filter is applied. Grey shadow in all panels stand for the RMSE values of experiments that are filtered out in each step.

Figure 5g presents the estimated wind return levels against the upper confidence interval width for a return period of 100 years for all remaining experiments from previous steps. As commented in the previous step, the confidence intervals are by default wider for higher return periods, since the uncertainty seems to increase as the probability of the extremes decreases. Therefore, the selection of a longer return period, with potentially higher return levels, aims at ease the detection of comparatively too wide intervals that might might be indicative of very large uncertainty and therefore doubtful fits. In view of the histograms and scatter plots in Figure 5g,h, the decision of disregarding all experiments with a confidence interval width higher than 16.0 m s\(^{-1}\) was made.
This value represents the cutting threshold above which the RMSEs are less frequent and more sparsely distributed (see histogram in Figure 5h). The confirmation check was again applied over the pool of rejected cases to detect whether well suited experiments could have been eliminated.

After applying all filters, an automatized screening implemented over the remaining configurations instead was performed in order to detect if any of the surviving experiments presented empirical points out of the confidence interval, implying that ill-posed configurations have surpassed all filters above. No cases were eliminated in this last step.

A total of 40% of the total initial experiments succeeded the sequence of filters applied. The evaluations performed so far constitute an exhaustive analysis of the quality of the fits aimed at identifying which experiments are not well suited to adequately represent the empirical distribution of observed wind and wind gust and therefore are not appropriate to provide wind return estimates.

We explore what are the methodological options that predominantly passed the filters. This is represented in Figure 6. The panels therein represent the proportion of successful experiments for each variant within the ensemble of methodological alternatives used. Figure 6a shows to a certain degree a preference for the GEVD type of distributions. The latter is an expected feature as this distribution is the more flexible case within the Block-Maxima type. This allows for self estimations of the parameters of the distribution (in the case of Gumbel, the shape parameter is forced to equal zero, see Section 3.1.) In addition, the literature suggests that the GEVD presents higher chances to provide reliable fits in situations with scarcity of data [40]. The PP distribution shows the smallest amount of successful experiments, and, among the other three cases, a similar partitioning of experiments can be noticed. It can be said that in the succeeding rates there is a representation of all families that support the initial argument of testing all of them in this study.

The partition of experiments according to the parameters estimation is not particularly biased towards any of the options in Figure 6b. Relative to the definition of extremes, the less successful cases are the annual maxima as expected, since the shortage of values in these experiments hampers a good fit (Figure 6c). Finally, both methods to estimate the confidence intervals are equiprobable (Figure 6d). Therefore, in view of the tendency of the experiments to broadly distribute homogeneously among the methodological variants after all filters were applied, it seems reasonable to argue that the quality of the fits do not strongly depend on any specific experimental configuration, supporting; thus, the approach presented herein based on exploring a variety configurations to expand first and constraining after the uncertainty space.

The question of whether some variants are prone to produce larger/smaller return values than others seems also interesting. The 10-min wind and wind gust 50-year return levels are represented as a function of the corresponding theoretical distribution in Figure 7 for all successful experiments. The color indicates the q-q RMSE values, and the size of the circles represents the upper confidence limit at the 95th level. Hence, the larger the confidence interval, the larger the circle. We are interested in two types of questions. Do the diagnostics (q-q RMSE values in this case as an example) of the remaining experiments reveal a dependence on any specific distribution?
Theoretical Distribution
Definition of maxima
Parameter estimation
Confidence Interval
(a) (b)
(c) (d)

Figure 6. Pie-plots representing the rate of successful experiments for each methodological variant: the respective proportion of remaining experiments after applying filters from MD1 to MD6 according to (a) the corresponding family distribution, (b) the parameters estimation method, (c) the criterion to select the wind extremes and (d) the method to estimate the confidence intervals.

Figure 7a,b illustrates that both smaller (greenish) and larger (bluish and reddish) RMSE values are obtained for all theoretical distributions used. The same applies if the RMSE values from the other diagnostic plots are used instead (not shown). Therefore, it can be argued that none of the probability distributions employed in the analysis produces larger RMSE values compared to the rest. Additionally, we are interested in examining whether the largest wind return values depend on any particular probability distribution. Figure 7a,b indicate that there is no apparent arrangement of the return level magnitude according to the family distribution. Therefore, how extreme the expected wind and wind gust return values are seems to prove independence on the selection of the theoretical distribution.

On the other hand, the size of the circles increases as the wind return values increase, more noticeable in the case of the 10-min wind (left) but also for the wind gust (right), which can be considered again an expected feature since as explained before, it implies that the larger the expected extreme wind, the larger the associated uncertainty.

Figure 7. The 50-year 10-min wind (a) and wind gust (b) return values segregated according to the corresponding family distribution and as a function of the RMSE calculated from the q-q plot.

4.2. Wind and Wind Gust Return Level Estimates over Northwestern Sahara and High Atlas

This section is dedicated to present the resulting estimates of wind and wind gust return levels that can be expected for return periods up to 100 years over the region under study as a result of the methodological sensitivity analysis performed in the previous section. We first provide a classic representation of estimates based on their frequency of occurrence and a rough notion of the associated uncertainty based on the spread of the resulting values. Later, in this section, we provide as well a more comprehensive
probabilistic frame to represent the estimates of wind speed and wind gust return values together with their corresponding probability as a measure of uncertainty.

Figure 8a shows the 50-year 10-min estimated wind return levels and the corresponding confidence intervals at each location for the experiments that succeeded only the first two tests (MD1 and MD2, recall Section 3.2), after the largest unphysical estimates are removed. The same is represented in Figure 8c for the wind gust. The green box-whiskers represent the frequency distribution of wind return levels, while the red (blue) boxes and whiskers represent the same but for their corresponding upper 95% (lower 5%) confidence limits of the successful experiments after MD2.

Maximum (minimum) upper (lower) values are also represented with red (blue) dots. The medians are highlighted with a horizontal line at each box. In some cases the median is close to the center of the green box (e.g., IMP08). However, the cases where the median is biased towards the lower extreme of the box are apparently more numerous, thus, implying some positive skewness of the frequency distribution of the return values. This particularity can be understood if a probability distribution is represented instead, then a longer upper tail of the distribution would be noticeable.

Upper confidence interval bounds show generally much more spread than the lower ones (red and blue box-whiskers plots, respectively) implying a tendency to wider upper confidence ranges, which is indicative of larger uncertainty associated to larger wind and wind gust return values as already explained. It is also striking that for instance the maximum upper confidence limit at NCA05 (Figure 8a) is larger than the corresponding values of wind gust (Figure 8c), indicative of some level of inconsistency that is corrected later (Section 4.1). Larger wind return values and upper confidence limits are related to larger mean winds (green time series in the panels below).

The 10-min wind speed (wind gust) return levels for a 50-year return period, after applying all remaining filters (MD3 to MD6) are shown in Figure 8b,d. The reduction of the range of wind return values in both, the 10-min wind and the wind gust with respect to Figure 8a,b are noteworthy. Upper limit values above 80 m s\(^{-1}\) could be found before, whereas now the maximum upper 95th confidence limit over the remaining locations and experiments is around 45 m s\(^{-1}\) (56 m s\(^{-1}\)) for the 10-min wind speed (wind gust). Therefore, before the application of all MDs that guarantee the quality of the fits, poor fits could potentially result in higher wind return values and/or mostly wider confidence intervals due to larger uncertainty. Such a relation no longer holds after constraining the range of reliable experiments.

Figure 8b,d demonstrates that some sites were completely withdrawn after the sequence of evaluations since all experiment configurations were rejected due to their ill-suited fits to the observations. In most cases, where the theoretical distributions were found not suitable to fit the observations, a convergence problem due to the scarcity of data was involved. This is illustrated by the blue time series below each panel representing the size of the sample available at each location. Some examples of the latter are NCA17 or IMP09 (Figure 8a,c) with 10-min wind observations or IMP02 and IMP09 (see Figure 8b,d) with wind gust records. Therefore, from the initial pool of 27 observational series, only 21 series succeeded the complete sequence of filters.
Figure 8. Top (a,b): box-whiskers plots of 50-year 10-min wind return values at each site within the dataset for experiments that succeeded tests MD1 and MD2 (left) and after all filters (MD1-MD6) were applied (right); green boxes represent the frequency distribution of the 10-min wind return levels over all experiments; the 10th, 25th, 50th, 75th and 90th percentiles are indicated with whiskers; the 50th percentile (median) is highlighted with a dark green horizontal line in each box; red (blue) box-whiskers represent the frequency distribution of the upper 95% (lower 5%) confidence limits of each successful experiment; red (blue) dots in the top panel stand for the maximum (minimum) values of the upper (lower) confidence intervals. The time series in the panels below represent the number of observations (dark blue) and maximum wind speed (green) recorded at the corresponding site represented in the left and right y axes, respectively. Note the different scales in the right and the left panels. Bottom (c,d): As above but for the wind gust.

The resulting wind return level estimates evidence of relatively small dispersions at each location in comparison to the estimates before the filters at some of the sites. This is true particularly at the NCAR locations. The latter implies that the remainder experiments agree reasonably well in the estimations they provide at these locations. The latter also holds for the dispersion of the upper and lower 95th confidence limits. After the tests, the maximum confidence limits (red dots) are generally closer to the 90th percentile than in Figure 8a,c.

This additionally supports the argument of less dispersion and skewness in the final estimates, and therefore more agreement among the remaining configurations after the filters. The estimates of the 50-year 10-min wind return values are in general below the 30 ms$^{-1}$ except the IMP07 site located at a high altitude over the Atlas. In the case of the wind gust, the four remaining sites show sensible differences in their estimates of the 50-year return values in Figure 8d.

We provide, hereafter, a probabilistic representation of return level estimates based on the mixed or combined probability. As said in Section 3.2, we calculate an array of quantiles instead of only the 5th and 95th percentiles as in Figure 8. The combined PDFs of the most windy sites, for both the 10-min wind speed and wind gust return levels for various return periods between 20 and 100 years are presented in Figure 9 as an example.
The percentiles 5th and 95th (circles) and the median (diamonds) are indicated in the PDFs, where the color refers to the corresponding return period. Specially for the longer return periods, the PDFs are positively skewed, which was already expected since it is typical of the distributions describing extreme values. The PDFs become more platykurtic as the return period increases.

The PDFs of the 10-min wind and wind gust return levels in NCA19 and MET01 (both series are co-located) are more peaked (leptokurtic) than those at IMP07, located over the High Atlas. Therefore, the kurtosis of the PDFs does not necessarily depend on whether the return levels are calculated for the wind speed or the wind gust but on the particular features of the wind at a specific site, illustrating the fundamental role of the spatial variability in the probability of occurrence of extreme wind events.

In the case of the 10-min wind speed, the median of the distribution is 24 ms$^{-1}$ (25 ms$^{-1}$) and 35 ms$^{-1}$ (37 ms$^{-1}$) at NCA19 and IMP07, respectively, for a 50-year (100-year) return period, while in the case of the wind gust the same locations might expect wind return levels above 34 ms$^{-1}$ (35 ms$^{-1}$) and 44 ms$^{-1}$ (45 ms$^{-1}$), respectively, for the same return periods. If we consider the 95th percentile of the distribution (circles), return values for a 50-year (100-year) return period of 27 ms$^{-1}$ (28 ms$^{-1}$) at NCA19 and 41 ms$^{-1}$ (43 ms$^{-1}$) at IMP07 are found in the case of the wind speed, while for the wind gust 37 ms$^{-1}$ (38 ms$^{-1}$) at MET01 and 50 ms$^{-1}$ (52 ms$^{-1}$) at IMP07 are plausible. It is noticeable that the return values of the 50-year levels are not sensibly larger compared to those for a 100-year return period. Therefore, a monotonic growth of the magnitude of the wind return levels with the return period seems apparent.

The map of wind return level estimates for the 50-year return period in Figure 10 provides some insight into the spatial variability of the wind speed and wind gust return
estimates. The 5th percentile (inner circle for 10-min wind and inner star for wind gust), the median (middle) and the 95th percentile (outer) of the probability distribution of the 10-min wind speed and wind gust return values (from Figure 9) are represented with concentric symbols at each site within the dataset.

Larger return values are expected over mountainous terrain at the higher altitude locations. The downstream flows in the Ouarzazate Valley can be associated with higher winds and therefore larger wind return values are also visible over this area. Smaller values upstream the High Atlas mountains and downstream to the south are noticeable.

The next section illustrates how the simulated return levels serve to the purpose of making further inferences about the spatial variability of the extreme winds over the broad area of the High Atlas and northwestern Sahara.
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**Figure 10.** 50-year return values of the 10-min wind speed (circles) and wind gust (stars) for all sites within the observational dataset (note there is a different color scale for each variable). The color of the mid symbols represents the median of the 50-year return values. Outer (inner) circles are illustrative of the 95th (5th) percentiles of the respective combined probabilities from the successful experiments at each site. Gray shading stands for the topography of the region.

### 4.3. Simulated Wind Return Level Maps

This section shows that model evidence can help in providing a description of the spatial variability of the wind return levels over the area under study with greater detail than the observations. This analysis lean on the realism of the WRF model simulation described in Section 2.2 in reproducing the mean wind field and some characteristics of the temporal occurrence of extreme wind values. An accurate representation of the observed features by the model would be desirable; however, biases are also expected and can be potentially improved in future model experiments.

Additionally, the smoothing effect due to the unresolved processes in the simulation hampers the comparison of observed and simulated wind extremes. Therefore, the model is used solely to provide a frame that may be of use in the interpretation of observations but not to provide final estimates based on the model simulation.
A comparison between the wind return values from the observations and from the simulation is performed, that serves as an evaluation of the ability of the simulation to provide estimates of return values after the statistical methods described in Section 3.1 are applied to the simulated data. The comparison of the return levels calculated from observations and from the modeled wind field requires that the simulation mimics the observations in time and space. This implies that the comparison focuses on the wind series from those model grid-points that are co-located with the observations. A temporal mask needs to be applied by placing a missing value in the simulation at the time-steps where the observations are also missing. Otherwise differences between observations and simulations could be due to the different sampling.

The approach is based on applying to the simulated wind only those experimental configurations that succeeded at each observational site to the series at the simulation nearest grid point. Once the fits and all subsequent filters are applied, the wind return levels from the simulated wind are obtained identically as were obtained in Sections 4.1 and 4.2. Thus, the different experiments at each grid point co-located with the observational sites allow the estimation of a PDF from which the median of the distribution as the best-estimate and the confidence intervals can be extrapolated. The comparison between the observed and the simulated wind return levels can only be done in terms of the 10-min wind speed. It cannot be expected that the model reproduces processes at the turbulent scale that contribute to a great extent to the wind gusts. Therefore, the daily maximum wind from simulations is only compared to the 10-min wind from observations.

The normalized PDF of the wind return values calculated from both observations (in red) and simulations (in blue) are represented in Figure 11 for NCA06, IMP11 and NCA19, as an example. They represent two different situations where the simulated and observed wind return values are very close to each other, in the case of NCA06 and IMP11. Not only are the medians (diamonds in Figure 11) of the corresponding PDFs very close to each other, also the confidence intervals provided by the 5th and 95th percentiles (circles) demonstrate a very good agreement in both cases.

On the other hand, at the NCA19 site, a shift of the simulated PDF to lower wind values is evident; therefore, at this site wind return values provided by simulations are smaller than those provided by observations. This bias between observed and simulated wind return levels is smaller than 4 ms$^{-1}$ (2 ms$^{-1}$ on average) at the NCA19 site (note the different scales at each site). In spite of the previous, the shapes of both simulated and observed distributions are very similar in the examples presented in Figure 11 and, in general, in all sites where observed and simulated PDFs can be compared (not shown). Since, the model return levels seem to be in a reasonable agreement with those from the observations, an exploration of the spatial variability of the wind return levels from the model pseudo-reality seems plausible.

The wind return values for 50- and 100-year return periods are provided for the simulated wind during the whole period of simulation. Return level maps are valuable to explore the spatial variability of high wind speeds [58] and, therefore, to identify the regions that are more exposed to extreme winds and how this might depend on the return period selected. With this aim, the successful experiments from Section 4.1 were applied to the simulated wind time series at each grid point within the sub-domain D4 (see Figure 12), inside the domain D3 of the simulation. The ideal situation would involve to extend the analysis to all grid points within the innermost D3 domain. However, the computational constraints imposed the use of a smaller domain that still captures the area of interest.

The successful experimental configurations at the closest observational site was applied to the simulated daily maximum wind at each grid point. The combined PDF was calculated as was done for the observations at every grid point from all successful experiments. From the corresponding PDFs, the 5th and 95th percentiles and the median at every grid point within D4 were calculated.
Figure 11. PDF of wind return values for a 50-year return period obtained from observations in red and simulated wind in blue at the NCA06 (top), IMP11 (middle) and NCA19 (bottom) sites. The 5th and 95th percentiles (circles), and the median (diamonds) are also represented.

The wind return level maps in the domain D4 based on the WRF simulation at 3 km of horizontal resolution are shown in Figure 12. Maps were represented for both the median and the 95th percentiles of the mixed PDFs at all grid-points within D4. The corresponding return levels from the observations have as well been represented for comparison. The return level maps in Figure 12 allow a broader spatial perspective about the distribution of the return values over a wider area than that comprised only by the observational data.

The return maps demonstrate the influence of the orography in the estimation of wind return levels. It is easy to identify the areas with highest expected wind speeds that are associated with high elevations. On the contrary, valleys and plains suggest smaller wind return values. Increasing return values correspond to increasing return periods,
as expected. It can be appreciated as well that the spatial variability is less accentuated as the return period are longer.

Figure 12. Maps of simulated wind return levels for a 50-year (top) and 100-year (bottom) return periods obtained from the regional model unmasked simulation for a region within the D3 domain (sub-domain D4). The median (left) and the 95th percentiles (right) from the mixed PDF at every grid-point were represented. Return levels calculated from observations are also represented (circles) for comparison. Note that only those observational sites with remaining successful experiments from the sensitivity analysis in Section 4.1 are included in these maps.

The maps in Figure 12 also serve to the purpose of evaluating the degree of congruence between observed and simulated return values. In general, agreement between wind return values from observations and from the simulation can be noticed, both in the case of the median and the 95th confidence limit. Slight underestimation of the simulation with respect to the observed return values is also perceptible at some sites, together with an underestimation of the wind return levels provided by the observations in IMP01, a site with remarkable low observed wind velocities. The highest 50-year return values are about 50 ms$^{-1}$, and they can be noticed over the mountainous terrain. Values over 50 ms$^{-1}$ are noticeably attained over the peaks in the mountainous areas for a 100-year return period. Around the valleys, the 50-year return levels almost decrease to about 10 ms$^{-1}$. This
range is nonetheless consistent with the range of return values calculated in the case of the observations (Section 4.2).

5. Discussion and Conclusions

This work focused on the estimation of wind and wind gust return values over the Northwestern Sahara. An exhaustive sensitivity analysis was performed in order to isolate the influence on the estimates of the various methodological options in the evaluation of extremes. Evidences from the simulated wind field helped in assessing the robustness of the estimations of wind speed and wind gust return levels from the observations. It constitutes the first study in which a very high-resolution wind field simulation was performed for a period longer than 10 years over this region.

Previous scientific assessments emphasized that very strong winds are plausible over the region, and their potentially damaging effects have been widely documented. The interaction of large scale disturbances with the characteristic physics of the region that combines a dry environment, the topographical influences and large convection associated with atmospheric instability, favors to a great extent the occurrence of density currents and downdrafts events.

A dataset consisting of wind speed and wind gust time series was compiled specifically for the purposes of this work. A QC procedure was applied to this database, aiming at detecting and rejecting/correcting unreliable data. The whole dataset permits a relatively wide spatial and temporal coverage of observations over the area of interest that allows for the estimation of return levels. The reasonable amount of data used for this study allowed for an approach that evaluates the ability of a large variety experimental configurations.

A systematic sampling of multiple methodological choices to obtain wind return levels was accomplished allowing for approx. 10,000 experiments over 27 10-min wind and wind gust series (Table S1). The experimental set up options were based on the Extreme Value Theory: different theoretical distributions were tested, various approaches to obtain the parameters of the corresponding distribution were explored as well as the method to represent the confidence ranges associated with the return level estimates.

The aim of the sensitivity analysis performed in this part of the study was to investigate the impact of selecting a specific method on the estimation of the wind return values. The large number of methodological variants explored allowed an evaluation of how sensitive the return values can be to the selection of the method. Each experiment yielded estimates of wind return values for return periods from up to 100 years obtained as the quantiles of the individual probability distribution.

A large variety of filters and tests helped in constraining the uncertainty associated with the methodological variance in the return level estimations. Multiple tests to check the quality of the experiments were designed and applied so that only those experiments that proved ability in representing the observations were kept for the posterior inferences of wind return values.

The length of the observational series was a critical factor determining the goodness-of-fit of the statistical methods explored. A certain amount of the successful experiments corresponded to a specific family distribution, the Generalized Extreme Value Distribution, and to a sampling of 3-monthly data. The rest of the surviving experiments were distributed homogeneously among the other methodological choices. In view of the remaining successful experiments after all filters to reject non robust fits to the observed data, it can be said that the use of all methodological choices was justified in this work.

The goodness-of-fit of survival experiments demonstrated an overall independence on the specific methodological choice. The highest wind speed return levels did not correspond with the highest discrepancies between the observed and theoretical distributions after filters were applied. The latter indicates a robust final selection of methods. The highest wind speed return levels did not correspond to the specific methodological choices, allowing for a high degree of confidence in the estimated wind and wind gust return values estimations.
Final estimates of wind speed/wind gust return levels were provided only at those sites where at least one model configuration succeeded the sequence of filters and tests applied. In this work, we provided a probabilistic framework instead of only the classical format that renders the return level estimate and some confidence interval. The wind return levels were obtained from the combined probability density function calculated in the basis of all succeeding experiments at each site. The mixed density function provides return levels and their corresponding uncertainty as probabilities estimations for the return periods up to 100 years. The median of the distribution was considered a suitable best-estimate of the wind return levels at each site.

An aspect that would still deserve some attention is the underlying influence of the large-scale circulation and other potential physical processes or mechanisms on the extreme wind phenomena estimation, since they impose a certain degree of variability in the observations and, thus, in resulting return values. Therefore, these mechanisms can contribute as an additional source of uncertainty. These aspects were succinctly explored in this study.

The possibility that specific physical mechanisms are behind the occurrence of extreme winds suggests that a segregation of the observations according to specific climatic features over the area of interest may benefit the selection of the more suitable probability distribution. The rationale is based on the possibility that a mixture of different types of climatic signals and processes might affect the ability to estimate the extreme events occurrence, and therefore it may lead to an underestimation/overestimation of the corresponding return levels [65,66].

We briefly narrate the result of analyzing the possible impact of the presence of mixed climatologies/physical mechanisms within the observed wind. To this aim, three different hypothesis were handled involving a potential dependence of return level estimates on: (i) the wind direction, since different synoptic/physical conditions might be involved; (ii) the season, as different climatological conditions that affect the wind variability may differ according to a specific epoch of the year; and (iii) different synoptic situations associated with the strong winds.

The complete analysis exposed in Section 4.1 was accomplished three times, according to the three hypothesized scenarios. On one hand, the wind observations were segregated into three subsets according to the three dominant wind directions over the region. To determine the leading wind directions, the all-year wind roses were represented and an Empirical Orthogonal Function analysis [67] was performed over the observed wind and wind gust. The wind data subsets were, thus, obtained by classifying the wind data as a function of these three main directions: NE-SW, NW-SE and N-S.

The second scenario involved a classification according to the season, then the wind return levels were estimated for winter and summer wind data. Finally, in order to isolate potential influences of the different synoptic circulation modes, a Cluster Analysis based on Principal Components Analysis was performed [68,69]. This technique was applied to the mean sea level pressure (SLP) from reanalysis data [38]. Thus, the daily observations were clustered according to three main large-scale circulation patterns.

Wind return levels according to the specific direction, season and synoptic pattern changed with respect to the case of no segregation, although not in a systematic way, yielding higher/lower wind return values that apparently followed an arbitrary pattern. A potential influence of the climatological aspects and/or physical mechanisms cannot be disregarded, although no systematic biases of the wind return levels could be identified in any of the three scenarios explored. This analysis represents a very shallow evaluation about the influence of different climatologies. A more in depth analysis might contribute to identify, in a more robust way, those mechanisms embedded in the observed wind, thus, contributing to identify further influences in the actual return values values obtained.

The limited spatial and temporal coverage of observations over the area of interest called for the use of an regional simulation. The simulation has limitations inherent in the physics of the model being a simplification of reality. The evaluation of the simulated
wind field allowed an analysis of the long term variability of the wind field over the region. The bias, variance and correlation values were within the typical ranges for this type of problem. The added value of the regional wind simulation relative to the reanalysis was evident and increased for daily and monthly timescales.

The simulation was prepared to mimic the spatio-temporal sampling of the observations in order to obtain simulated wind return values consistently with the corresponding estimations from observations. The spatial variability of wind return levels matched the spatial variability of the simulated wind field. This is additionally related to the orographical features. The highest 50-year return values slightly above the 55 ms$^{-1}$ were obtained over the mountainous terrain. 50-year and 100-year return levels in the regions spotted with valleys were found to be as low as approximately 10 ms$^{-1}$. The intervals given by the simulated wind return levels were consistent with the ranges of return values obtained from the observations. The simulation provided simulated wind return levels at the observational sites coherent with those from the observations.

The methodology presented in this work goes beyond the application of any single method to obtain wind extremes expectations and evaluates the spread of the estimations due to the uncertainty involved in the subjectivity of the approaches. In addition, it selects the best suited methods to estimate the occurrence of very high wind speeds and wind gusts providing a probabilistic frame to handle uncertainty associated with future occurrence of extremes. Further analyses dealing with mechanisms involved in the developing of such extreme events over the area are desirable to enhance the knowledge about hazardous wind phenomena over the region.

One of the advantages of the present work is that the application of a comprehensive set of approaches contributes to reduce the otherwise unavoidable subjectivity involved in the estimation of extremes. The choice of a particular procedure implies a certain degree of uncertainty that we comprehensively explored and quantified. Previous studies raised comparative analyses of alternate methodologies to estimate wind extremes expectations. For instance [27] presented an extensive review of approaches based on classical methods and suggesting some more recent developments in the extreme values estimation. They also devoted some effort to the evaluation of expected occurrence of extremes in the special case of short series. The authors in [26] discussed a large variety of methods, including a revision of criteria to ensure data independency, a relevant feature in the application of extreme value theory. These are cardinal exercises in the literature that consider a huge variety of methods that were not, however, systematically applied to a set of observational series as herein or they were applied over a reduced dataset compared to the availability of data (also from a mesoscale simulation) in the present work.

The authors in [26] focused on a particular physical mechanism that typically governs extreme wind events over the region under study. In the present study, although potentially generated from similar large- vs. local-scale features, we detected plausible evidence suggestive of different physical mechanisms involved in the occurrence of extreme events. These mechanisms likely exert an influence in the expected recurrence of very high wind episodes; therefore, although here it was not extensive, some insight considering the probable repercussion of having different physical mechanism embedded in the series seems reasonable.

Additional relevant studies deserve attention in the comparison to the approach presented through the present effort. The authors in [70] made use of a very refined combination of two different probability distributions and compared its results to a choice of more classical methods; however, they did not provide an aggregated quantification of the associated uncertainty.

Regarding efforts oriented to wind mesoscale simulations, a noteworthy aspect of the analysis by [71] is that they applied a correction methodology based on a spectral approach to the simulated annual wind maxima from the New European Wind Atlas to reduce the smoothing effect typical of simulated fields. Herein, although no specific correction method was applied to the simulated wind, the large variety of alternate methods was
additionally applied to the simulated wind to help reduce the uncertainty embedded in the extremes estimation.

The approach elucidated in this work represents a comprehensive attempt of sampling the uncertainty involved in wind extremes recurrence, it also bears non negligible limitations. Apart from the fact that additional methodologies should be included in the analysis in the future to be considered as an all-embracing approach, the computational demand of such an effort is huge. The latter implies a difficulty in practice, particularly for industry-oriented exercises. In practical conditions, a trade-off between the benefit of a sampling systematically the uncertainty space and the time-computational cost might precede the implementation of this type of technique.
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