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Abstract
The complex-pole frequency representation (COFRE) is introduced in this paper as a new approach for spectrum modeling in biomedical signals. Our method allows us to estimate the spectral power density at precise frequencies using an array of narrow band-pass filters with single complex poles. Closed-form expressions for the frequency resolution and transient time response of the proposed filters have also been formulated. In addition, COFRE filters have a constant time and space complexity allowing their use in real-time environments. Our model was applied to identify frequency markers that characterize tinnitus in very-low-frequency oscillations within functional near-infrared spectroscopy (fNIRS) signals. We examined data from six patients with subjective tinnitus and seven healthy participants as a control group. A significant decrease in the spectrum power was observed in tinnitus patients in the left temporal lobe. In particular, we identified several tinnitus signatures in the spectral hemodynamic information, including (a.) a significant spectrum difference in one specific harmonic in the metabolic/endothelial frequency region, at 7mHz, for both chromophores and hemispheres; and (b.) a significant differences in the range 30-50mHz in the neurogenic/myogenic band.
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1. Introduction
Tinnitus is an unintentional experience of meaningless sounds in the absence of external sources [1, p. 230; 2, p. 121] and it can be primarily affected by environmental and physiological factors [3–5]. This type of auditory hallucination provokes neural oscillation patterns in the auditory cortex that resemble waveforms generated due to sound stimuli [2, p. 121-122].

We contribute to analyzing this health condition by providing a method for extracting accurate hemodynamic information in the spectrum domain.

Tinnitus involves a rise in spontaneous firing and synchronization of the neuronal activity in the auditory cortex. These changes induce variations in the spectral properties of the patient’s brain hemodynamic and electrical signals. For instance, changes in the spectrum power in brain signals play an essential function in predicting of a chronic tinnitus level [1, p. 163]. In addition, tinnitus-provoked increments of the synaptic metabolism lead to abnormal transient responses in the oxy-hemoglobin concentration [6, p. 57]. Furthermore, drastic syncope-inducing shifts
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of low blood pressure on the brain, which involve sudden hemodynamic imbalances, can also generate episodes of tinnitus [1, p. 88].

These tinnitus-associated hemodynamic changes have often been studied using functional near-infrared spectroscopy (fNIRS) as an imaging method. fNIRS is a non-invasive imaging technique for measuring concentration changes of chromophores, oxy-hemoglobin (HbO) and deoxy-hemoglobin (HbR), using light in the near-infrared region (700-900 nm). In a conventional continuous fNIRS device, two light sources separated by 2–3 cm with different optical wavelengths emit light to the brain. Chromophore concentrations are then estimated from the received light intensity using the modified Beer-Lambert law. Research from Sevy et al. [7] and Olds et al. [8] validated fNIRS to detect tinnitus-cause hemodynamic variations during cortical stimulation in patients with severe auditory deficits with cochlear implants. Later experiments used fNIRS to illustrate that tinnitus patients exhibit certain unique phenomena in the temporal region due to their anatomical closeness to the auditory cortex: (a.) higher HbO concentrations in the left hemisphere compared with a healthy-subject baseline [9]; (b.) general activation in both hemispheres [9]; and (c.) activation steadiness even during quiet periods while activation reduction is visible in healthy subjects [10].

Blood flow biosignals generally describe the characteristics of certain physiological signals according to their spectrum properties in five main frequency bands: endothelial/metabolic (3-20mHz), neurogenic (20-50mHz), myogenic (50-150mHz), respiratory (0.15-0.4Hz) or cardiac (0.4-2.0Hz) [11–13]. In this paper, we denoted this frequency classification as the ENMRC (endothelial-neurogenic-myogenic-respiratory-cardiac) scale. The frequency association of this spectral division with vasomotion and neural activity was first investigated by Kastrup et al. [14] and later verified by Soderstrom et al. [15]. ENMRC has also been successfully extrapolated to fNIRS for monitoring patients in an intensive care unit [16] in order to recognize variations in connectivity and muscle exhaustion [17], cognitive activities [18], physical activity [19] or sleep [20].

The ability to distinguish spectral-specific responses is a primary advantage of the ENMRC frequency division. For instance, the endothelial band denotes the highest wavelet coherence during arithmetic-based tasks [18]. Besides, exercise performance efficiency positively correlates with spectrum power in the neurogenic band while negatively correlated in the endothelial band [20].

The metabolic, neurogenic and myogenic intervals of the ENMRC frequency division fall within the category of very-low-frequencies [14]. Estimating the power spectrum density at these frequency intervals is a challenge given that a long sample period is required (an endothelial wave could need up to 333.3 seconds to complete a single cycle). Besides, each spectrum estimation approach may lead to different outcomes with contrasting bias and variances [21]. Furthermore, spectrum estimators such as Welch or autoregressive-based methods cannot provide reliable values for narrow frequencies. Due to these conditions, an alternative approach for defining the spectrum power at localized frequencies is to use an array (or bank) of narrow bandpass, anti-notch filters. Each of the filters in this set can be calibrated to define only one desired frequency with a certain tolerance. To the best of our knowledge, only Folgosi-Correa and Nogueira suggested a method with a similar aim [22]. However, the latter limited their analysis to broader frequency bands (higher than 45mHz) with traditional Butterworth frequency filters without further mathematical treatment.

Based on the filter-bank spectral representation of a stationary signal, we propose a new spectrum estimation approach that relies on first-order, complex, infinite impulse response filters: the complex-pole filter representation (COFRE). We developed several properties from
COFRE filters that allow us to configure their frequency resolution (and optimizing frequency peak identification) or enhance their time response (for real-time applications). Our method is used to accurately discover discriminatory frequency signatures on fNIRS signals between patients with tinnitus and healthy control groups. The tinnitus spectral signatures are then interpreted within the ENMRC spectral division that serves us as a biological interpretation framework for the detected spectral differences. In the following sections, we introduce the formal definition of the alternative filter bank representation, the COFRE method and the properties of its filters, and the results of its application on the tinnitus dataset.

2. COFRE: Complex-pole filter representation

2.1. Filter-bank spectral representation

Most biomedical signals have non-stationary characteristics, i.e., their statistical properties can change over time. Khoa et al. suggested using Wavelets to model non-stationary signals affected by trends, drifts, or event-based changes [23]. However, under normal circumstances, physiological signals can be successfully approximated as local-stationary in short time intervals [24, p. 390; 25].

Let us assume, therefore, that an fNIRS signal can be modeled by a wide-sense stationary process (WSS) in a sufficiently small time interval \( t \in [t_0, t_1] \) with local stationarity properties [25]. WSS processes denote a finite and time-invariant first and second statistical moment, with a power spectrum density defined as the Fourier transform of its autocorrelation function \( \gamma_{xx}(\tau) = \mathbb{E}[X^*(t)X(t+\tau)] \) [21, p. 57]:

\[
S_x(\omega) = \int_{-\infty}^{\infty} \gamma_{xx}(\tau) e^{-j2\pi\omega\tau} \, d\tau
\]  

(1)

Consequently, given an observed time series \( \{x(t)\mid t = 1, 2, \ldots T\} \) of the process \( X(t) \), we can define the estimator of the autocorrelation as

\[
\hat{\gamma}_{xx}(\tau) = \frac{1}{T} \sum_{t=1}^{T-\tau} x^*(t)x(t+\tau) = \frac{1}{T} x^*(-\tau) * x(\tau)
\]  

(2)

where * represents the convolution operation, and \( x^* \) is the complex conjugate of \( x \).

Then, the estimator \( \hat{\gamma}_{xx}(\tau) \) can be used to obtain an estimation of the spectrum,

\[
\hat{S}_x(\omega) = \sum_{\tau=0}^{T} \hat{\gamma}_{xx}(\tau) e^{-j2\pi\omega\tau}
\]  

(3)

where \( \omega \) is the normalized frequency with respect to the sampling frequency \( f_s \): \( \omega = \frac{f}{f_s}, \omega \in [0, 1/2] \).

Recall that the spectrum can be non-parametrically expressed through the discrete Fourier transform (DFT) of the realization \( x(t) \):

\[
\hat{S}_x(\omega) = \frac{1}{T} \sum_{\tau=0}^{T} x^*(-\tau) * x(\tau) e^{-j2\pi\omega\tau} = \frac{1}{T} \left| X(e^{j2\pi\omega}) \right|^2
\]  

(4)

where \( X(e^{j2\pi\omega}) \) is the DFT of \( x(t) \). Convergence properties of a tapped-version of Equation 4 are discussed in [26, pp.255-257, Theorem 7.1].
We should denote that due to the constraints inherited from \( X(e^{j2\pi\omega}) \), \( \hat{S}_X(\omega) \) has a frequency resolution (\( \omega \in [0, \frac{1}{2}] \)):

\[
\Delta_{FFT}\omega = \frac{1}{T} \tag{5}
\]

Now, let us define a filtering process \( m_\omega(t) \) which spectrum can be described by

\[
M_\omega(\omega) = \begin{cases} 
1 & \omega = \omega^* \\
0 & |\omega - \omega^*| \geq \Delta_{FFT}\omega 
\end{cases} \tag{6}
\]

with the further restriction that \( M_\omega(\omega) \leq \varepsilon < 1 \) where \( 0 < |\omega - \omega^*| \leq \Delta_{FFT}\omega \).

Therefore, DFT can be expressed as a sum of a family of narrow-band pass filters \( \{ M_{k\Delta_{FFT}\omega}(\omega) \mid \omega \in W = \{0, \Delta_{FFT}\omega, \ldots, \left\lfloor \frac{T}{2} \right\rfloor \Delta_{FFT}\omega \} \} \):

\[
X_f(e^{j2\pi\omega}) = \sum_{k=0}^{\left\lfloor \frac{T}{2} \right\rfloor} M_{k\Delta_{FFT}\omega}(\omega)X(e^{j2\pi\omega}) \quad \omega \in W \tag{7}
\]

Note that \( M_\omega(\omega) \) can also be interpreted as a spectrum smoothing function in the interval \( \omega^* - \Delta_{FFT}\omega < \omega < \omega^* + \Delta_{FFT}\omega \).

Finally, the spectrum in the entire support \( W \) can also be expressed as a filter sum:

\[
\hat{S}_x(\omega) = \frac{1}{T} \left| X_f(e^{j2\pi\omega}) \right|^2 \quad \omega \in W \tag{8}
\]

Alternatively, the spectrum at a specific frequency \( \omega_0 \) can be estimated using a filter \( M_{\omega_0} \):

\[
\hat{S}_x(\omega = \omega_0) = \frac{1}{T} \left| M_{\omega_0}(\omega) \right|^2 \left| X(e^{j2\pi\omega_0}) \right|^2 \tag{9}
\]

### 2.2. Complex-pole narrow bandpass filter

The COFRE spectral representation relies in the use of an array of narrow-bandpass filters. These filters \( H_k \) are infinite impulse response (IIR) filters with a single complex pole by construction.

Given a real-valued input signal \( x(t) \), let us define a complex-output filter \( H \) that maps \( x \mapsto y \):

\[
y(t) = \phi y(t-1) + x(t) \tag{10}
\]
where \( y(t) \) is the complex-valued filtered signal, and \( \phi \) is the complex autoregressive coefficient: \( \phi = re^{j\omega} \).

Using the a lag operation \( L \) defined as \( L^\ell x(t) = x(t - \ell) \), we can formulate \( \mathcal{H} \) as:

\[
\mathcal{H} x(t) = \left(1 - \phi L^1\right)^{-1} x(t) \quad (11)
\]

The intrinsic frequency properties of \( \mathcal{H} \) can be described through its transfer function (TF) in the z-domain. TF can be naturally extracted by inverting Equation 11 after replacing \( L \) with \( z^{-1} \):

\[
H(z) = \frac{1}{1 - re^{j2\pi \omega^*} z^{-1}} = F(z; \rho, \omega^*) \quad (12)
\]

In consequence, the filter magnitude response, or gain function, \( M(\cdot) \) depends on the system frequency and it is described by

\[
M(\omega; \rho, \omega^*) = \left| H(e^{j2\pi \omega}) \right| = \left| \frac{1}{1 - re^{j2\pi(\omega^* - \omega)}} \right| \quad (13)
\]

where the \( \omega \) is the normalized signal frequency: \( \omega = \frac{f}{f_s} \), \( f \) is the signal frequency in Hz, and \( f_s \) is the sampling rate of the signal.

The complex autoregressive coefficient \( \phi \) reflects some significant characteristics of the filter magnitude response: the filter has a symmetric response around \( \omega^* \) where the filter also denotes its maximum gain (Figure 1.A). These properties are formalized in Lemma 1 and Lemma 2.

**Lemma 1** (Symmetry response). A complex single-pole IIR filter defined by the transfer function \( M(\omega; \rho, \omega^*) \) is symmetric around \( \omega^* \), i.e., \( M(\omega; \rho, \omega^* - \Delta \omega) = M(\omega; \rho, \omega^* + \Delta \omega) \) \( \Delta \omega \in [0, \frac{1}{2}] \).

*Proof.* Proof in Section A.1.

**Lemma 2** (Unique maximum). The filter \( M(\omega; \rho, \Delta \omega) \) has a single and unique maximum located at \( \omega^* \) and

\[
\max M(\omega; \rho, \omega) = M(\omega; \rho, \omega^*) = |1 - \rho|^{-1} \quad (14)
\]

*Proof.* Proof in Section A.2.

Let us now reparametrize the coefficient modulus \( \rho \) (Equation 13) by introducing a new variable: the frequency bandwidth \( \tau \) such that \( \rho = 1 - e^{-\tau} \). Filters with lower values of \( \tau \) have a wide symmetric response around \( \omega^* \). In comparison, higher \( \tau \) values will induce very narrow filters (Figure 1.A). To ensure the filter is stationary (and therefore, stable), the condition \( |\phi| < 1 \) should be satisfied, or equivalently, \( |\rho| < 1 \) or \( \tau > 0 \).

Furthermore, as a direct consequence of Equation 10 and Equation 13, it is remarkable that the filter \( F(z; \rho, \omega^*) \) will be conditioned by two main constraints: its maximum frequency resolution and its transient response. For the purpose of this paper, we formalized these concepts with the following definitions:

**Definition 3** (Frequency resolution). Given a cut-off factor \( \alpha \in (0, 1) \), define the frequency resolution \( \Delta \omega > 0 \) as the frequency distance that satisfies

\[
M(\omega; \rho, \omega) \geq \alpha M(\omega; \rho, \omega^*) \quad \forall \omega \in \left[\max (0, \omega^* - \Delta \omega), \min (\pi, \omega^* + \Delta \omega)\right] \quad (15)
\]
Figure 2: Frequency resolution of a complex narrow-band pass filter: A) Visual interpretation of two frequency resolutions with respect to the filter magnitude response (Definition 3). B) Curves of the frequency resolution with respect to the bandwidth $\tau$ and cut-offs $\alpha$ (Lemma 6).

Figure 3: Rise-time (transient time response) of a complex narrow-band pass filter: A) Visual interpretation of three rise-time parameters with respect to the transient response of $\Re\{y(t)\}$ with a sinusoid input signal (Definition 5). B) Curves of the rise time with respect to the bandwidth $\tau$ and cut-offs $\beta$ (Lemma 8).
Corollary 4. Due to the convexity of $M(\omega; \rho, \omega)$, the frequency resolution $\Delta \omega$ also satisfies

$$M(\omega; \rho, \omega^* \pm \Delta \omega) = \alpha M(\omega; \rho, \omega^*)$$  \hspace{0.5cm} (16)

Definition 5 (Rise or transient time). Given a cut-off $\beta \in (0, 1)$ and an input signal $x(t) = \cos(\omega^* t)$, define the rise time $t^*$ as the time point such that

$$\Re\{y(t)\} \geq \beta x(t) \forall t \geq t^*$$  \hspace{0.5cm} (17)

The interpretation of $t^*$ and $\Delta \omega$ is straightforward: the frequency resolution $\Delta \omega$ sets the frequency radius where the filter has a proportion $\alpha$ of its peak response (Figure 2). On the time-domain, the rise time $t^*$ estimates the number of points that the filter requires to start providing a steady-state output (Figure 3). Both constraints have closed-form expressions that depend only on the filter bandwidth $\tau$ and central frequency $\omega^*$ as the following lemmas and corollaries denote.

Lemma 6 (Frequency resolution configuration). The cosine of the frequency resolution of a filter $M(\omega; \rho, \omega^*)$ is a second-order rational function of the complex autoregressive modulus $\rho$:

$$\Delta \omega = \frac{1}{2\pi} \arccos \left( \frac{1}{2\rho} \left( \rho^2 + 1 - \alpha^{-2} (1 - \rho)^2 \right) \right)$$  \hspace{0.5cm} (18)

Proof. Proof in Section A.3. \hspace{1cm} $\square$

Corollary 7 (Frequency-optimal bandwidth). The minimum bandwidth $\tau$ to ensure a frequency resolution $\Delta \omega$ under a cut-off $\alpha$ is given by

$$\tau = -\log \left( 1 - \frac{\cos 2\pi \Delta \omega - \alpha^{-2}}{1 - \alpha^{-2}} - \frac{1}{1 - \alpha^{-2}} \sqrt{\cos 2\pi \Delta \omega - (1 - \alpha^{-2})^2} \right)$$  \hspace{0.5cm} (19)

Proof. Proof in Section A.4. \hspace{1cm} $\square$

Lemma 8 (Rise time configuration). The rise time of a filter $M(\omega; \rho, \omega^*)$ is inversely proportional to the logarithm of $\rho$ and proportional to the logarithm of the complement of the cut-off factor $\beta$:

$$t^* = \log_{\rho} \left( \frac{1 - \beta}{\rho} \right) = \frac{\log (1 - \beta)}{\log (\rho)} - 1$$  \hspace{0.5cm} (20)
Proof. Proof in Section A.5.

**Corollary 9** (Time-optimal bandwidth). The minimum bandwidth $\tau$ to ensure a rise time $t^*$ (under a cut-off $\beta$) is

$$
\tau = -\log \left( 1 - (1 - \beta)^{\frac{1}{\pi \alpha}} \right)
$$

(21)

Proof. Proof in Section A.6.

**Lemma 10** (Joint time-frequency constraint). Given the cut-offs $\alpha$ and $\beta$, the rise time $t^*$ and the frequency resolution $\Delta \omega$ are mutually constrained by

$$
t^* \Delta \omega < -\log \left( 1 - \beta \right) \left( \frac{\sqrt{(\alpha \pi \Delta \omega)^2 - \alpha^2 + 1}}{2\pi \alpha} + \frac{\Delta \omega}{2} \right)
$$

(22)

Proof. Proof in Section A.7.

**Corollary 11** (Time-frequency uncertainty). A narrow bandpass filter with a frequency resolution $\Delta \omega < \frac{1}{5}$ has its joint time-frequency resolution upper-bounded by

$$
t^* \Delta \omega < -\log \left( 1 - \beta \right) \left( \frac{\sqrt{1 - \left( 1 - \frac{4}{\pi^2} \right) \alpha^2}}{2\pi \alpha} + \frac{1}{10} \right)
$$

(23)

Proof. Proof in Section A.7.

A graphical representation of the boundaries described in Lemma 10 is shown in Figure 4.

### 2.3. COFRE spectrum representation

From Equation 7, it is established that the spectrum of a real-valued input signal $x(t)$ can be expressed as the sum of narrow bandpass filters with frequency resolution $D = \Delta_{FFT}$ (Equation 5). We use this property to define an array of single-pole filters $\{F_k(\omega), k = 1, 2, \cdots, \left\lfloor \frac{T}{2} \right\rfloor \}$ such that

$$
F_k(\omega) = F(\omega; \rho = 1 - e^{-\tau}, \omega^* = kD)
$$

(24)

where the bandwidth $\tau$ is adjusted to the aimed frequency resolution (Corollary 7).

Furthermore, it is acknowledged (Equation 9) that the spectrum at a particular frequency $\omega_0 = k_0 D$ can be estimated through a unitary gain filter with a central frequency in $\omega_0$:

$$
\hat{S}_x(\omega = k_0 D) = \left\lfloor \frac{1}{T} \right\rfloor \left\lfloor \frac{F_{k_0}(\omega)X(e^{j2\pi k_0 D})}{1 - \rho} \right\rfloor
$$

(25)

where $\frac{1}{1 - \rho}F_{k_0}(\omega)$ has a unit gain at $\omega_0$: $\left\lfloor \frac{1}{1 - \rho}F_{k_0}(\omega_0) \right\rfloor = \left\lfloor \frac{1}{1 - \rho} \right\rfloor |1 - \rho| = 1$.

Note that the inverse Fourier transform of $Y(\omega) = F_{k_0}(\omega)X(e^{j2\pi k_0 D})$ is given by Equation 10:

$$
y_{k_0}(t) = H^{kd} x(t) = \rho e^{-jkd} y_{k_0}(t - 1) + x(t)
$$

(26)

Recall the Parseval’s identity, $\sum_{t=1}^{T} |x(t)|^2 = \int_{-\pi}^{\pi} |X(e^{j2\pi \omega})|^2 d\omega$, then

$$
\sum_{t=1}^{T} |y(t)|^2 = \int_{-\pi}^{\pi} |Y(e^{j2\pi \omega})|^2 d\omega \approx |Y(e^{j2\pi \omega})|^2
$$

(27)
Alternatively, Equation 25 can be rewritten as
\[
\hat{S}_x(\omega = k_0D) = \frac{1}{(1-\rho)^2} \frac{1}{T} \left| Y(e^{j\omega k_0D}) \right|^2 \approx \frac{1}{(1-\rho)^2} \frac{1}{T} \sum_{t=1}^{T} |y(t)|^2 \tag{28}
\]

Then, we can formulate a spectrum estimator at a frequency \(\omega^* = kD\) using the biased variance estimator of the filtered signal at the same frequency, for a sufficiently narrow bandwidth \(\tau = -\log(1-\rho)\):
\[
\hat{S}_x(\omega^*) = \frac{1}{e^{-2\tau}} \text{var} \left( \mathcal{H}^{kD}x(t) \right) \tag{29}
\]

2.4. Recursive COFRE estimation

Let us remark \(\hat{S}_x^{(T)}(\omega = k_0D)\) as the spectrum estimator obtained from \(T\) points (Equation 28):
\[
\hat{S}_x^{(T)}(\omega = k_0D) = \frac{1}{e^{-2\tau}} \frac{1}{T} \sum_{t=1}^{T} |y(t)|^2 \tag{30}
\]

Therefore, it is straightforward to estimate the spectrum using \(t-1\) points recursively:
\[
\hat{S}_x^{(t)}(\omega = k_0D) = \frac{t-1}{t} \hat{S}_x^{(t-1)}(\omega) + \frac{1}{t e^{-2\tau}} \left| \mathcal{H}^{k_0D}x(t) \right|^2 \tag{31}
\]

Remark that through the autoregressive formulation in Equation 10, \(y(t)\) only depends on the previous filtered point \(y(t-1)\) and the current new point \(x(t)\):
\[
\mathcal{H}^{k_0D}x(t) = \rho e^{-jk_0D} \mathcal{H}^{k_0D}x(t-1) + x(t) \tag{32}
\]

We should emphasize that this recursive formulation allows a proper estimation of the spectrum for any observation \(x(t)\) collected after the rise time \(t > t^*\) (Definition 5).

Furthermore, it is evident that this recursive estimation has space and time complexity \(O(1)\).

3. Real fNIRS data

In this paper, we use the data provided in [27]. This dataset was collected at the University of Michigan to analyze brain connectivity changes through fNIRS signals, between patients with tinnitus (PT) and a healthy control (HC) group. The study comprised 20Hz-sampled signals in the frontotemporal cortex during the exposition of PT and HC groups to auditory stimuli. Participants included eight recruited healthy subjects (62% males) with an average age of 25.4 years, as well as ten adults with subjective bilateral tinnitus with an average age of 48.7 years (60% males). HC and PT subjects performed three auditory tests to ensure similar physiological conditions: speech reception threshold tests, audiogram exams, and word recognition score tests, that shows no significant difference between the groups discarding a possible objective tinnitus in the PT group.

The experimental procedure consisted of introducing the participants to alternating blocks of silence and sound lasting 18 seconds each period. Auditory stimuli (27 blocks) were evenly divided (and randomly distributed) between three types of stimulus: (a.) single-frequency 700Hz-wave, (b.) single-frequency 8KHz-wave, and (c.) broadband noise. The dataset was recorded using two light sources with wavelengths at 690 nm and 830 nm at a sampling frequency of 20 Hz. For further description of the experimental protocol, we refer to [27].
We use this dataset to identify variations in the overall spectrum between PT and HC groups. For our analysis, we focus on the electrodes T3 and T4 located in the left and right side of the temporal lobe (auditory cortex). Optical intensities from these locations were converted into chromophore concentration changes using the modified Beer-Lambert law:

$$\Delta x_{HbR}(\omega) = |S_x(\omega|\text{sound}) - S_x(\omega|\text{silence})|$$

We assume that $S_x(\omega|\text{sound})$ and $S_x(\omega|\text{silence})$ are uncorrelated. Therefore, $c^2(\omega|g) \perp c^2(\omega|\bar{g})$ for $i \neq j$.

Now, let us define the inter-group contrast $d(\omega)$ as the difference between the sound spectral contrast in the TP and HC:

$$d(\omega) = c(\omega|\text{TP}) - c(\omega|\text{HC})$$

Due to the uncorrelatedness property of $c(\omega|g)$, and the central limit theorem, it is known that the limiting distribution of the estimator for the expected value $\mathbb{E}[d(\omega)] = \bar{d}(\omega)$ follows a normal distribution:

$$\bar{d}(\omega) \sim N\left(d_0(\omega), \sigma^2_{d}(\omega)\right)$$

4. Results and discussion

We analyzed the inter-group contrast $d(\omega)$ for oxy- and deoxy-hemoglobin in patients with tinnitus (PT) and a healthy control (HC) group at several frequencies in the ENMRC scale [11–13]. For this procedure, data from seven subjects (Z04, Z05, Z16, and Z23 in HC, and Z07, Z09, and Z20 in the PT group) were omitted due to quality issues. We estimated the spectrum in 93 specific harmonics distributed on the overall spectrum of interest (3mHz-2Hz). Each one of the five components in the ENMRC scale was divided into segments with uniform separations of 1mHz (endothelial), 1.2mHz (neurogenic), 5mHz (myogenic), 25mHz (respiratory), 70mHz (cardiac). This division ensures that each oscillation category was split into 12-22 segments.

Remark that based on the Corollary 11, we can expect that the rise time (time transient response) will be lower than 272.6 seconds for a minimum frequency resolution of 1mHz (using the cut-offs $\alpha = \beta = \frac{1}{2}$) at a sampling frequency of $f_s = 20$Hz. Fast Fourier transform (FFT) requires at least $N = \frac{f_s}{\Delta \omega} = \frac{20}{0.0005} = 4e5$ data points, or 2e4 seconds, to provide a similar frequency resolution. For our analysis, we decided to configure COFRE filters with bandwidths $\tau = 8.65$ such that the frequency resolution is $\Delta \omega = 0.9656$ (c) with a rise time $\tau^* = 3956.62 = 42.8212s (\beta = \frac{1}{4})$. Our analysis was performed at a trial level, where the 18-second block were repeated ten times to compensate the filter’s rise time requirement.
Figure 5: Sound spectrum contrast $c(\omega)$ for patients with tinnitus (PT) and the healthy control (HC) group in channels T3 and T4 for oxy- and deoxy-hemoglobin. Mean values are shown in bold lines, while dotted lines denote the 5th and 95th percentile of the estimates' distribution. Intervals of the ENMRC (endothelial, neurogenic, myogenic, respiratory and cardiac) scale are shown in dotted green lines. Black shadow regions denote the spectrum intervals with significant spectrum difference $d(\omega)$ between the PT and HC (p-value < 0.05).
| Hb | Ch. | ENMRC scale | Frequency interval | Inter-group contrast | Significance (maxP method) |
|----|-----|-------------|--------------------|---------------------|--------------------------|
|    |     |             | Mean, 95% C.I.     | Min. t-value        | Max. p-value             |
| Hb Ch. ENMRC | Frequency Inter-group contrast | Significance (maxP method) | Min. t-value | Max. p-value |

### Frequency regions with statistically significant spectrum difference ($\delta(\omega)$) between the tinnitus and control group.

Table 1: Frequency regions with statistically significant spectrum difference ($\delta(\omega)$) between the tinnitus and control group. Uncertainty using p-values is also denoted: * ($P \leq 0.05$), ** ($P \leq 0.01$), *** ($P \leq 10^{-3}$), **** ($P \leq 10^{-4}$)
Table 2: Very-low-frequency spectrum differences $d(\omega)$ between the tinnitus and control group. Difference uncertainties in the endothelial (3-13mHz) and neurogenic (13-40mHz) bands are denoted with their significance. Uncertainty using p-values is also denoted: * ($P \leq 0.05$), ** ($P \leq 0.01$), *** ($P \leq 1 \times 10^{-3}$), **** ($P \leq 1 \times 10^{-4}$)

Moreover, we emphasize very-low-frequency intervals given the lack of tools to analyze them in finite-length samples properly. Let us consider the very-low-frequency oscillations in the spectral region of 3-20mHz, i.e., the endothelial or metabolic components in the ENMRC scale: a 5mHz-component requires 200 seconds (4000 time points) to complete a single cycle. Designing lengthy experiments that monitor the patient during several trials of this length will involve prolonged recording times that could represent an issue due to fatigue, exhaustion, discomfort, or pain during prolonged use of fNIRS devices [32]. Compared with the standard spectral analysis using FFT, COFRE can provide consistent estimators with limited amounts of data according to the precision required.

Using the limiting distribution of Equation 36, we can estimate the mean $d(\omega)$ and construct confidence intervals to the evaluated frequencies. Across the spectrum range, it was recognized that there is a substantial variation in the spectrum contrast between HC and PT (Figure 5). As an additional consequence of Equation 36, we can apply a Student's t-test to compare the PT and HC groups ([33, eq. 1], we then determine the frequency components where the contrast is statistically significant and (p-value $< 0.05$). We use the maximum p-value (maxP) procedure to combine consecutive significant harmonics (p-value $< 0.05$) into significant frequency regions [34, 35]. A comprehensive list of the most distinctive intervals along with their p-values is shown in Table 1. Also, note that t-values can be interpreted as unitless adjusted distances between the spectrum contrast $c(\omega|g)$ in the HC and PT groups.

Furthermore, several data-driven characteristics observed in this dataset can be distinguished. First, patients with tinnitus denote a spectral contrast $c(\omega|g)$ higher than the healthy control group in the respiratory and cardiac components, while they seem to have a lower contrast in...
the 7-13mHz endothelial components, with a notorious impact in the channel T3 located in the left temporal lobe (Figure 5.C).

As expected, the magnitude of the contrasts $c(\omega|g)$ is inversely proportional to the frequency with a large part of the density concentrated in the low-frequency components. Therefore, to visually inspect the effects and variations between HC and PT in the entire range 3–2000mHz, we displayed the curves of $E_{c}(\omega|g)$ and $\log E_{c}(\omega|g)$ in Figure 5. Two local maxima are remarkable in those curves: (a.) in the region containing upper-metabolic and lower-neurogenic waves, and (b.) in the cardiac region.

In the first local-maxima neighborhood, the contrast in the left hemisphere is also always lower for tinnitus subjects in the ranges 3-10mHz ($|t\text{-value}| \geq 2.289$) and 11-15mHz ($|t\text{-value}| \geq 2.164$) in the endothelial region. Outside this pattern, no consistent difference $d(\omega)$ was found except in the harmonics at 7mHz ($|t\text{-value}| \geq 2.429$) and 12mHz ($|t\text{-value}| \geq 0.398$) where the contrast in subjects tinnitus is always lower than in the control group. These types of frequencies are believed to be caused by vasomotion regulation mechanisms [14, 36] or originated by metabolic processes in deeper layers of the brain [37]. However, further research should be performed to assess if the observed variation is solely related to the tinnitus condition and not from tinnitus’ side effects or symptoms.

The second local maxima are observed in the cardiac region. Note that the contrast response of the tinnitus group in this entire interval is always higher than the control group in every analyzed condition: left and right hemisphere, and oxy- and deoxy-hemoglobin. We can understand from this metric that sound is correlated with a high variation of cardiovascular oscillations in the subjects with tinnitus compared to the healthy group. The dataset used in this study did not include an intraarterial subtraction angiography to evaluate subjective pulsatile tinnitus as Sila et al. recommended [38]. However, we can postulate that the observed variations in cardiac components could be biomarkers of pulsatile tinnitus in the current sample dataset.

Even though that distinctive spectrum patterns were found between PT and HC, no common pattern was found in the respiratory waves across chromophores and hemispheres. Nevertheless, we found that some neurogenic-myogenic signatures appear in the range of 37-50mHz with $|t\text{-values}|$ between 2.010 (HbO, T4) and 3.046 (HbO, T3).

### 5. Conclusion

This paper proposes a new method for spectrum estimation, the Complex-Pole Filter Representation (COFRE), to accurately discover discriminatory frequency signatures on fNIRS signals between patients with tinnitus and healthy control groups as a proof-of-concept. The spectral information contained in biomedical signals can be modeled using filter banks with narrow bandwidths. COFRE used this representation as a framework to propose a spectrum estimation based on narrow-band filters with a single complex pole (Equation 10).

COFRE inherits several relevant characteristics from the narrow-band filters that comprised it. COFRE filters can be configured to have the desired frequency resolution (Lemma 6) or maximum rise time as a transient time response metric (Lemma 8). As expected, in this setting, improving the time response could reduce the frequency response and vice versa. An upper-bound for this joint restriction was also formalized in Lemma 10. Furthermore, COFRE filters have a constant time and space complexity $O(1)$ that support real-time applications or processing on memory-constrained systems.
We benefit from the properties of the COFRE spectrum representation to examine notable changes in the hemodynamic characteristics that could be related to a tinnitus condition. The interpretation was performed within the biological framework described by the ENMRC spectral division. Thus, we could observe specific oscillations that could serve as biomarkers: at 7mHz in the metabolic frequency region; and variations in the 30-50mHz in the neurogenic/myogenic band. Furthermore, notable, statistically significant, differences were denoted in the whole spectral bands related to respiratory and cardiac responses.

Even though this research was based on hemodynamic responses in tinnitus, we believe COFRE has the ability to be used in other studies involving biomedical signals where (a.) accurate estimation of exact frequency components is needed, (b.) spectral information is biologically interpretable, or (c.) time- or space-optimal algorithms for spectral estimation are expected.
Appendix A  Narrow band-pass filter properties

A.1 Symmetric response

Lemma (Symmetry response). A complex single-pole IIR filter defined by the transfer function
\[ M(\omega; \rho, \omega^*) = M(\omega; \rho, \omega^* - \Delta \omega) \] is symmetric around \( \omega^* \), i.e., \( M(\omega; \rho, \omega^* - \Delta \omega) = M(\omega; \rho, \omega^* + \Delta \omega) \) \( \Delta \omega \in [0, \frac{1}{2}] \).

Proof. The magnitude response (Equation 13) can also be expressed as
\[ M(z; \rho, \omega^*) = |H(\exp(j2\pi \omega))| = \left(1 - \rho \cos(2\pi (\omega^* - \omega))\right)^2 + \rho^2 \sin^2(2\pi (\omega^* - \omega)) \right)^{-\frac{1}{2}} \] (37)

Now, let us examine the magnitude in the neighborhood of \( \omega^* \) through \( \omega = \omega^* + D, D > 0 \):
\[ |H(\exp(j2\pi (\omega^* + D)))| = \left(1 - \rho \cos(2\pi D)\right)^2 + \rho^2 \sin^2(2\pi D) \right)^{-\frac{1}{2}} = |H(\exp(j2\pi (\omega^* + D)))| \] (38)

Then, it is straightforward to corroborate that
\[ |H(\exp(j2\pi (\omega^* - D)))| = \left(1 - \rho \cos(2\pi D)\right)^2 + \rho^2 \sin^2(2\pi D) \right)^{-\frac{1}{2}} = |H(\exp(j2\pi (\omega^* - D)))| \] (39)

\( \square \)

A.2 Unique maximum

Lemma (Unique maximum). The filter \( M(\omega; \rho, \Delta \omega) \) has a single and unique maximum located at \( \omega^* \) and
\[ \max M(\omega; \rho, \omega) = M(\omega; \rho, \omega^*) = |1 - \rho|^{-1} \] (40)

Proof. Let us examine the maximum filter magnitude (Equation 13),
\[ \max M(\omega; \rho, \omega) = \max |H(e^{2\pi \omega})| = \max \left|\frac{1}{1 - \rho e^{2\pi(\omega^* - \omega)}}\right| = \min |1 - \rho e^{2\pi(\omega^* - \omega)}| \]
\[ = \min \sqrt{(1 - \rho \cos(2\pi (\omega^* - \omega)))^2 + \rho^2 \sin^2(2\pi (\omega^* - \omega))} \] (41)

Recall that \( f(z) = \sqrt{z} \) is a concave function. Therefore, \( \min \sqrt{z} = \sqrt{\min z} \) and
\[ \max |H(e^{2\pi \omega})| = \sqrt{\min f(\omega)} \] (42)

where \( f(\omega) = (1 - \rho \cos(2\pi \omega^* - 2\pi \omega))^2 + \rho^2 \sin^2(2\pi \omega^* - 2\pi \omega) \).

Note that the extrema in \( f(\omega) \) are going to satisfy
\[ \frac{d}{d\omega} f(\omega) = -2\rho \sin(2\pi (\omega^* - \omega)) = 0 \] (43)

As a consequence of this expression, we have a periodic number of solutions (extreme values) at \( \omega = \omega^* + \frac{1}{2} \ell, \ell = 0, 1, \ldots \). However, in the frequency interval defined by the filter \( H(e^{j\omega}): \omega \in [0, \frac{1}{2}] \), the only critical point is located at \( \omega = \omega^* \).

To corroborate that the extreme at \( \omega^* \) is a maximum, we can evaluate the second derivative of \( f(\omega) \) at the point \( \omega = \omega^* \):
\[ g(\omega^*) = \frac{d^2}{d\omega^2} f(\omega) \bigg|_{\omega=\omega^*} = 2\rho \cos(2\pi \omega^* - 2\pi \omega) = 2\rho > 0 \] (44)

Then, \( g(\omega^*) \) is always positive for any \( 0 < \rho \leq 1 \), and \( \omega = \omega^* \) is the unique maximum in \([0, \pi] \). \( \square \)
A.3 Frequency resolution

Lemma (Frequency resolution configuration). The cosine of the frequency resolution of a filter $M(\omega; \rho, \omega^*)$ is a second-order rational function of the complex autoregressive modulus $\rho$:

$$\Delta \omega = \frac{1}{2\pi} \arccos \left( \frac{1}{2\rho} \left( \rho^2 + 1 - \alpha^{-2} (1 - \rho)^2 \right) \right) \quad (45)$$

Proof. Recall the magnitude response (Equation 13) at a frequency $\omega$:

$$\left| H(e^{j\omega}) \right| = \frac{1}{\left| 1 - \rho e^{j2\pi(\omega - \omega^*)} \right|} = \frac{|e^{j2\pi\omega}|}{|e^{j2\pi\omega} - \rho e^{j2\pi\omega^*}|} = \frac{1}{d(\omega)} \quad (46)$$

where $d(\omega) = |e^{j2\pi\omega} - \rho e^{j2\pi\omega^*}|$.

Note that $d(\omega)$ can be interpreted as the distance between the complex poles at $\omega$ and $\omega^*$. In consequence, $d(\omega^*) = |1 - \rho|$. A graphical representation of $d(\omega)$ is depicted in Figure 6.

Let $\omega = \omega^* + \Delta \omega$, where $\Delta \omega$ is the frequency resolution (Corollary 4), then

$$d(\omega) = \frac{1}{M(\omega; \rho, \omega^* + \Delta \omega)} = \frac{1}{\alpha M(\omega^*; \rho, \omega^*)} = \frac{1}{\alpha d(\omega^*)} = \frac{1}{\alpha} |1 - \rho| \quad (47)$$

From the geometrical interpretation (Figure 6), it is straightforward to infer that $\Delta \omega$ and $\rho$ are related through the law of cosines:

$$2\rho \cos 2\pi \Delta \omega = \rho^2 + 1 - d^2(\omega) = \rho^2 + 1 - \alpha^{-2} (1 - \rho)^2 \quad (48)$$

□

A.4 Frequency resolution

Corollary (Frequency-optimal bandwidth). The minimum bandwidth $\tau$ to ensure a frequency resolution $\Delta \omega$ under a cut-off $\alpha$ is given by

$$\tau = -\log \left( 1 - \frac{\cos 2\pi \Delta \omega - \alpha^{-2}}{1 - \alpha^{-2}} \right) - \frac{1}{1 - \alpha^{-2}} \sqrt{\cos^2 2\pi \Delta \omega - (1 - \alpha^{-2})^2} \quad (49)$$
Proof. From the relationship between $\Delta\omega$ and $\rho$ denoted in Equation 48, we obtain

$$0 = \rho^2\left(1 - \alpha^2\right) + 2\rho\left(\alpha^2 - \cos 2\pi\Delta\omega\right) + \left(1 - \alpha^2\right)$$

(50)

Therefore,

$$\rho = \frac{\cos 2\pi\Delta\omega - \alpha^2}{1 - \alpha^2} \pm \frac{1}{1 - \alpha^2} \sqrt{\cos^2 2\pi\Delta\omega - \left(1 - \alpha^2\right)^2}$$

(51)

Note that given that $\rho \geq 0$, the negative root of the quadratic expression will be ignored.

Finally, recall the equivalency between the bandwidth $\tau$ and the modulus $\rho$:

$$\rho = 1 - e^{-\tau}$$

Then,

$$e^{-\tau} = 1 - \frac{\cos 2\pi\Delta\omega - \alpha^2}{1 - \alpha^2} - \frac{1}{1 - \alpha^2} \sqrt{\cos^2 2\pi\Delta\omega - \left(1 - \alpha^2\right)^2}$$

(52)

A.5 Rise time

Lemma (Rise time configuration). The rise time of a filter $M(\omega; \rho, \omega^\ast)$ is inversely proportional to the logarithm of $\rho$ and proportional to the logarithm of the complement of the cut-off factor $\beta$:

$$t^\ast = \log_{\rho} \left(\frac{1 - \beta}{\rho}\right) = \frac{-\log (1 - \beta)}{-\log (\rho)} - 1$$

(53)

Proof. Recall the transfer function of the filter (Equation 12):

$$H(z) = \frac{1}{1 - \rho e^{j2\pi\omega^\ast z^{-1}}} = F(z; \rho, \omega^\ast)$$

(54)

Without loss of generality, we can assume a complex input signal $x(t) = \exp(j2\pi vt)$, where $v \in \left[0, \frac{1}{2}\right]$. Then, the output of the filter is

$$Y(z) = \frac{1}{1 - \rho e^{j2\pi\omega^\ast z^{-1}}} \frac{1}{1 - e^{j2\pi v z^{-1}}}$$

(55)

Solving by partial fractions, we obtain

$$Y(z) = \frac{1}{e^{j2\pi v} - \rho e^{j2\pi\omega^\ast}} \left(\frac{e^{j2\pi v}}{1 - e^{j2\pi v z^{-1}}} - \frac{\rho e^{j2\pi\omega^\ast}}{1 - \rho e^{j2\pi\omega^\ast z^{-1}}}\right)$$

(56)

Therefore, the inverse z-transform of $Y(z)$: $y(t)$ is given by

$$y(t) = \frac{1}{e^{j2\pi v} - \rho e^{j2\pi\omega^\ast}} \left(e^{j2\pi v} e^{j2\pi vt} - \rho^{t+1} e^{j2\pi\omega^\ast t} e^{j2\pi\omega^\ast t}\right)$$

(57)

Now, let us assume that the input signal is resonating at the central frequency of the filter ($v = \omega^\ast$):

$$y(t) = \frac{1 - \rho^{t+1}}{1 - \rho} e^{j2\pi\omega^\ast t}$$

(58)

Then, the real component of $y(t)$ is defined as

$$y^\ast(t) = \text{Re}(y(t)) = \frac{1 - \rho^{t+1}}{1 - \rho} \cos(2\pi\omega^\ast t) = A(t) \cos(2\pi\omega^\ast t)$$

(59)
We can denote that the envelope $A(t)$ is determining the transient behavior of the filter. In a stable filter ($\rho < 1$), the envelope converges to $A_{\text{max}}$ at the infinite:

$$\lim_{t \to \infty} \left( \frac{1 - \rho^{t+1}}{1 - \rho} \right) = \frac{1}{1 - \rho} = A_{\text{max}}$$  \hspace{1cm} (60)

Consequently, the time $t^*$ needed to for $A(t)$ to “rise” from 0 to $\beta A_{\text{max}}$ (Definition 5) satisfies

$$\beta \frac{1}{1 - \rho} = \frac{1 - \rho^{t^*+1}}{1 - \rho}$$  \hspace{1cm} (61)

Therefore, $t^*$, when $0 < \rho < 1$, is determined by

$$t^* = \frac{\log (1 - \beta)}{\log (\rho)} - 1 = \log_{\rho} \left( \frac{1 - \beta}{\rho} \right)$$  \hspace{1cm} (62)

A.6 Time-optimal bandwidth

**Corollary** (Time-optimal bandwidth). The minimum bandwidth $\tau$ to ensure a rise time $t^*$ (under a cut-off $\beta$) is

$$\tau = - \log \left( 1 - (1 - \beta) \right)$$  \hspace{1cm} (63)

**Proof.** Recall Equation 62, and rearrange it:

$$\log (\rho) = \frac{\log (1 - \beta)}{1 + t^*}$$  \hspace{1cm} (64)

Then, we can describe $\rho$ as a function of the cut-off and rise-time $t^*$:

$$\rho = (1 - \beta)^{\frac{1}{t^*}}$$  \hspace{1cm} (65)

Now, given the bandwidth-modulus relationship $\rho = 1 - e^{-\tau}$,

$$e^{-\tau} = 1 - (1 - \beta)^{\frac{1}{t^*}}$$  \hspace{1cm} (66)

A.7 Time-frequency constraint

**Lemma** (Joint time-frequency constraint). Given the cut-offs $\alpha$ and $\beta$, the rise time $t^*$ and the frequency resolution $\Delta \omega$ are mutually constrained by

$$t^* \Delta \omega < - \log (1 - \beta) \left( \frac{\sqrt{(\alpha \pi \Delta \omega)^2 - \alpha^2} + 1}{2 \pi \alpha} + \frac{\Delta \omega}{2} \right) - \Delta \omega$$  \hspace{1cm} (67)

**Proof.** Let us analyze the Maclaurin series of the cosine function:

$$\cos z = \sum_{k=0}^{\infty} \frac{1}{(2k)!} (-1)^k z^{2k} = 1 - \frac{1}{2!} z^2 + \frac{1}{4!} z^4 - \frac{1}{6!} z^6 + \cdots$$  \hspace{1cm} (68)
The radius of convergence $r^{(c)}_{k \to k+1}$ of this series is given by

$$r^{(c)}_{k \to k+1} = \frac{1}{(2k+2)!} \frac{(-1)^k z^{2k+1}}{(2k+2)} = -\frac{z^2}{(2k+1)}$$  \hspace{4cm} (69)$$

It is remarkable that $|r^{(c)}_{k \to k+1}| < 1$, and consequently,

$$(1 - |r^{(c)}_{k \to k+1}| (1 - |r^{(c)}_{k+1 \to k+2}| (1 - \cdots))) < 1 \hspace{4cm} (70)$$

Now, let us examine the series expansion of the logarithm function,

$$\log (1-z) = -\sum_{k=1}^{\infty} \frac{1}{k} z^k = -z - \frac{1}{2} z^2 - \frac{1}{3} z^3 - \frac{1}{4} z^4 + \cdots$$  \hspace{4cm} (71)$$

with its inherent radius of convergence,

$$r^{(l)}_{k \to k+1} = \frac{-1}{k+1} \frac{z^{2k}}{z^{2k+2}} = -\frac{1}{1 + \frac{z^2}{2k}}$$  \hspace{4cm} (72)$$

It is clear that the convergence of the series is ensured when $z < 1$, satisfying also the following inequality:

$$(1 + r^{(l)}_{k \to k+1} (1 + r^{(l)}_{k+1 \to k+2} (1 + \cdots))) > 1 \hspace{4cm} (73)$$

Provided the previous inequalities, we can establish some boundaries for $\cos z$ and $\log (1+z)$:

$$\cos z = 1 - \frac{z^2}{2} \left(1 - \frac{z^2}{12} \left(1 - \frac{z^2}{40} (1 - \cdots)\right)\right) > 1 - \frac{z^2}{2}$$  \hspace{4cm} (74)$$

$$\log (1-z) = -z \left(1 + \frac{z}{2} \left(1 + \frac{z}{1 + \frac{z}{2}} (1 - \cdots)\right)\right) < -z \quad 0 < z < 1$$  \hspace{4cm} (75)$$

Now, recall Equation 48,

$$\cos 2\pi \Delta \omega = \frac{1}{2\rho} \left(1 + \rho^2 - \alpha^{-2} (1 - \rho)^2\right)$$  \hspace{4cm} (76)$$

By applying the upperbound of Equation 74, we obtain

$$1 - \frac{1}{2} (2\pi \Delta \omega)^2 > \frac{1}{2\rho} \left(1 + \rho^2 - \alpha^{-2} (1 - \rho)^2\right)$$  \hspace{4cm} (77)$$

For brevity in the notation, let $v = 2\pi \Delta \omega$ and $u = (1 - \rho)$:

$$v^2 < 2 - \frac{1}{\rho} \left(1 + \rho^2 - \alpha^{-2} u^2\right)$$

$$< \frac{1}{\rho} \left(1 - 2\rho + \rho^2 - \alpha^{-2} u^2\right)$$

$$< \frac{1}{1-u} \left(u^2 - \alpha^{-2} u^2\right)$$  \hspace{4cm} (78)$$
Furthermore, let \( a = (1 - \alpha^2) \), then
\[
\frac{w^2}{1-u} < a
\] (79)
\[
au^2 - w^2u + w^2 < 0
\] (80)

Later, recall Equation 62,
\[
\log (1 - (1 - \rho)) = \frac{1}{(1 + t^\ast)} \log (1 - \beta)
\] (81)

Let \( b = \log (1 - \beta) \) and \( T = (1 + t^\ast) \), and use the boundary in Equation 75,
\[
-u < \frac{1}{(1 + t^\ast)} \log (1 - \beta) = \frac{b}{T}
\] (82)
\[
u > -\frac{b}{T}
\]

Note that \( u \in (0, 1) \) and \( a < 0 \), then
\[
-wu < \frac{w}{T}
\] (83)
\[
au^2 < a \frac{b^2}{T^2}
\] (84)

Replacing both expressions in Equation 80,
\[
a \frac{b^2}{T^2} - \frac{w}{T} + w^2 < 0
\] (85)

Therefore,
\[
(Tw)^2 + b(Tw)w + ab^2 < 0
\] (86)

Factorizing the left side of the inequality,
\[
(Tw - \frac{1}{2}b(\sqrt{w^2 - 4a} + w))(Tw - \frac{1}{2}b(-\sqrt{w^2 - 4a} + w)) < 0
\] (87)
\[
Tw < \frac{1}{2}b(\sqrt{w^2 - 4a} + w)
\] (88)

Now, reformulating the inequality in terms of \( \Delta \omega \) and \( t^\ast \),
\[
t^\ast \Delta \omega < -\log (1 - \beta) \left( \frac{\sqrt{\alpha \pi \Delta \omega)^2 - \alpha^2 + 1}}{2\pi \alpha} + \frac{\Delta \omega}{2} \right) - \Delta \omega
\] (89)

Note that \( (\alpha \pi \Delta \omega)^2 - \alpha^2 + 1 > 0 \quad \forall \Delta \omega \in [0, \frac{1}{2}] \).

Let us consider bandpass filters with frequency resolution \( \Delta \omega < \frac{1}{2} \), then the time-frequency constraint can be upper-bounded by
\[
t^\ast \Delta \omega < -\log (1 - \beta) \left( \frac{\sqrt{1 - \left(1 + \frac{4}{25} \pi^2\right) \alpha^2}}{2\pi \alpha} + \frac{1}{10} \right) - \frac{1}{5}
\] (90)

Furthermore, in filters with extremely low frequency resolution \( \Delta \omega \to 0 \), Equation 89 can be simplified to
\[
t^\ast \Delta \omega < -\log (1 - \beta) \left( \frac{\sqrt{1 - \alpha^2}}{2\pi \alpha} \right)
\] (91)

□
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