Multi-agent task allocation methods seek to distribute a set of tasks fairly amongst a set of agents. In real-world settings, such as soft fruit farms, human labourers undertake harvesting tasks. The harvesting workforce is typically organised by farm manager(s) who assign workers to the fields that are ready to be harvested and team leaders who manage the workers in the fields. Creating these assignments is a dynamic and complex problem, as the skill of the workforce and the yield (quantity of ripe fruit picked) are variable and not entirely predictable. The work presented here posits that multi-agent task allocation methods can assist farm managers and team leaders to manage the harvesting workforce effectively and efficiently. There are three key challenges faced when adapting multi-agent approaches to this problem: (i) staff time (and thus cost) should be minimised; (ii) tasks must be distributed fairly to keep staff motivated; and (iii) the approach must be able to handle incremental (incomplete) data as the season progresses. An adapted variation of Round Robin (RR) is proposed for the problem of assigning workers to fields, and market-based task allocation mechanisms are applied to the challenge of assigning tasks to workers within the fields. To evaluate the approach introduced here, experiments are performed based on data that was supplied by a large commercial soft fruit farm for the past two harvesting seasons. The results demonstrate that our approach produces appropriate worker-to-field allocations. Moreover, simulated experiments demonstrate that there is a “sweet spot” with respect to the ratio between two types of in-field workers.

1 Introduction

At soft fruit farms (e.g., where strawberries, raspberries, cherries and blackberries are cultivated), seasonal workers are employed to pick ripe fruit at harvest time. Due to the increasing demand for soft fruits and shortages in seasonal workers (Pelham, 2017; Duckett et al., 2018; Kootstra et al., 2021), farms are seeking innovative solutions for managing their workforce during the harvesting season. Typically, on such farms, each day a harvest manager determines which fields are ready for picking and how many teams (groups of workers) will be needed. Each team will harvest one or more fields. The harvest manager then decides which workers should be assigned to each team and assigns a leader.
When the workers arrive at the fields, the team leaders decide which tasks each of the workers should perform. Workers assigned as pickers harvest ripe fruits and place them into punnets\(^1\) which are grouped in trays. The filled trays are then transported to packing stations. The task of transporting trays to packing stations can be performed by pickers, but can also be given to workers assigned as runners\(^2\). Typically pickers are remunerated based on the volume of ripe strawberries they pick (i.e., according to a piece rate), whereas runners are paid hourly rates. Therefore, at the packing stations, the trays are weighed and a barcode is scanned to record the volume picked and who picked the fruits.

When there is insufficient human labour for picking and transporting fruit, the crop will suffer. In extreme cases, all fruit is not harvested and some ripe produce will rot in the field. This situation not only results in food waste, but also loss of investment for the grower (Doward and Baldassari, 2018). A range of strategies to address the labour shortage issue are being explored. This includes introduction of robotic devices to assist in the performance of harvesting and crop-care tasks. However, thus far, research into practical applications of Artificial Intelligence (AI) for effective management of the harvesting workforce is scarce. The approach we propose here helps to populate this void, particularly drawing on literature from AI Planning and Multi-Robot Task Allocation.

The work presented in this paper seeks to address three research questions: (1) Can an algorithm be developed that organises workers into teams whose performance is comparable or better than the teams manually organised on a commercial fruit farm? (2) What is the most efficient ratio of runners to pickers? (3) What is the most efficient strategy for allocating tasks to pickers and runners? These three research questions can be evaluated using historical picking data provided by fruit farms. However, to evaluate our first question thoroughly, challenges with processing “live” data, provided incrementally (on a daily basis), must be addressed. The key difference between the historical and live data sets considered here is that the former is complete and the latter is incomplete and often somewhat uncertain (e.g., daily values may sometimes be corrected later). The results presented here are derived from two data sources: a small research farm and a large commercial farm. The small research farm provided historical data from 2020. The large commercial farm provided historical data from 2020 and, during the 2021 season, sent us live data on a daily basis.

To create efficient teams (i.e., to consider our first research question) the following three factors must be taken into consideration. First, workers tire as the day progresses and expect work to be fairly distributed amongst workers; therefore, all workers should each work for roughly the same amount of time. Second, to reduce a farm’s staff expenditure, the overall staff time must be minimised whilst still maximising yield (quantity of produce harvested). Workers must be motivated, in particular, slower workers can be inspired by watching and learning from quicker workers; and thus teams should contain a mixture of worker abilities. Third, since pickers are paid by piece-rate, when a worker does not pick enough to reach the equivalent government-set hourly minimum wage, the farm must top up the worker’s wage—making that worker more expensive than one who harvests enough to meet (or exceed) the minimum wage.

To investigate our second two research questions, a harvesting simulation was developed. This simulation enables teams to be evaluated with different ratios of runners to pickers. Our work posits that approaches designed to address task allocation in a multi-robot team can be adapted to manage the human workforce on a soft fruit farm. Specifically, market-based multi-robot task allocation strategies were applied to the problem of assigning tasks to pickers and runners. This paper investigates our questions empirically using data collected from a small strawberry field and on a large field at the commercial fruit farm (demonstrating that our approach works at both scales). Results are predicted with respect to labour efficiency and the outcomes are compared for when different market-based task allocation mechanisms are implemented. This paper contains three novel contributions: 1) a description of how our worker model is built from real-world data; 2) details of our method for allocating workers to picking teams (an overview of which was presented in an extended abstract Harman and Sklar (2022a)), and 3) a detailed evaluation of our fruit harvesting simulation using the teams proposed by our team creation method.

Our work is motivated by two goals: one short term and one longer term. The short-term aim is to automate the process of organising the harvesting workforce, attempting to optimise the performance of a given workforce each day as well as saving time for farm mangers who currently organise teams manually. The longer term aim is to develop a methodology that will allow a farm to easily integrate robots in their workforce. Indeed, in the not-too-distant future, robots may soon be filling gaps in the shortages of seasonal workers (Das et al., 2018; Shamshiri et al., 2018; Seyyedhasani et al., 2020a; Kurtser and Edan, 2020; Kootstra et al., 2021); and therefore, robotic co-workers will need to be managed alongside the human workforce. Underpinning the methodology described here is the concept of a worker model, learned from observing each worker’s

---

1. Punnets are the small, often plastic, containers in which soft fruits are sold in grocery stores. The practice of pickers placing fruits directly into saleable punnets limits the handling of each piece of fruit, which reduces the possibility of bruising the produce, hence increasing shelf life.

2. The strategy of assigning workers as either pickers or runners is designed to take advantage of the skills of the fastest and most efficient pickers, so they can dedicate all their time to picking and not spend time transporting fruit to packing stations.
performance during the harvesting season. The worker’s species is agnostic: human or robot. Hence we anticipate being able to adopt our methodology seamlessly for human-only and human-robot workforces.

This paper is organised as follows. Section 2 highlights related work in the literature on task allocation in multi-agent/multi-robot systems, as well as the application of artificial intelligence in agriculture. Section 3.1 explains how the farm’s data is processed to develop the worker model. Section 3.2 describes our approach to allocating human workers to teams, addressing the worker-to-field assignment problem; and Section 3.3 details our harvesting simulation. Section 4 explains the experiments we conducted, within a real-world scenario, in order to evaluate the impact of our approach. Section 5 presents and analyses our experimental results. Finally, we close with directions for future work (Section 6) and a summary of our contributions (Section 7).

2 Background

AI researchers aim to develop machines that are capable of making decisions, searching, planning, solving problems and/or performing tasks that humans would normally perform (Minsky, 1961; McCarthy, 2007; Russell and Norvig, 2009). Multi-Agent Task Allocation (MATA) techniques address situations in which a group of agents (e.g., humans, robots and/or software agents) must work together to complete a set of tasks. They aim to make decisions regarding which agent should perform which task, and usually construct a plan (i.e., a sequence in which the tasks should be executed). Multi-Robot Task Allocation (MRTA) techniques encompass the same features as MATA regarding efficient coordination of tasks and also incorporates aspects of the classical Vehicle Routing Problem (VRP) (Dantzig and Ramser, 1959) in order to take into account some of the constraints imposed on robots operating in the physical world. MATA problems have been classified in the literature according to several taxonomies that distinguish specific features of tasks and task environments (Gerkey and Matarić, 2004; Landén et al., 2012; Korsah et al., 2013). From that literature, the parameters that are particularly relevant for the work presented here are: single-robot (or agent) (SR) vs. multi-robot (MR) task—whether each task is performed by a single actor or multiple actors; static (SA) vs. dynamic (DA) assignment—whether all the tasks are known prior to executing any task (static) or new ones appear as some tasks are being executed (dynamic); independent (IT) vs. constrained (CT) task—whether or not the assignment of one task is dependent on the completion of another; and the further distinction between in-schedule (ID), cross-schedule (XD) and complex (CD) dependencies for CT tasks. Our field assignment problem combines MR, SA and IT since multiple actors will be assigned to each field (task). Our within-field task allocation scenario is unusual because it combines SA and DA tasks within an XD environment (runner tasks are dependent on picker tasks and vice versa).

When the tasks require that the robots are mobile and must travel to particular locations in order to execute their assigned tasks, then the problem entails aspects of Multi-Robot Routing (MRR), which is a type of multi-depot, multi-agent Travelling Salesman Problem (mTSP) (Bektas, 2006) and a variant of more general Vehicle Routing Problems (VRP) (Laporte, 1992). Recent real-world examples include disinfecting public areas in order to reduce spread of contagious diseases (Reuters, 2020) and delivering food (Hern, 2020). A key challenge is to decide which tasks—e.g. regions to spray with disinfectant or meals to pick up and deliver—should be assigned to which robots so that the overall execution of a mission (set of tasks to be executed within a particular overall timeframe) is efficient: resources are used effectively, so that time and energy are not wasted and, often, some reward is maximised.

A popular family of solutions to MRTA problems are market-based auction mechanisms. As mentioned within the literature (Kalra et al., 2005; Dias et al., 2006; Heap and Pagnucco, 2011; Schneider, 2018), auctions are executed in rounds that are typically composed of three phases: 1) announce tasks—an auction manager advertises one or more tasks to the agents; 2) compute bids—each agent determines its individual valuation (cost or utility) for one or more of the announced tasks and offers a bid for any relevant tasks; and 3) determine winner—the auction manager decides which agent(s) are awarded which task(s).

A very simple method, Round Robin (RR), differs from auction mechanisms in that only the winner determination phase occurs. The winner is determined by cycling though the agents, assigning each of them a task in turn. The process concludes when all tasks have been assigned. RR benefits from low computation costs and results in (roughly) even distribution of tasks (i.e., the number of tasks each agent is assigned differs at most by 1 when any agent is capable of performing any of the tasks on offer). Nevertheless, the cost of a task is not considered, synergies between tasks are not exploited and the result is highly dependent on the order in which tasks and agents are matched. For MRTA problems, RR alone can result in inefficient task allocations. We therefore employ a modified RR algorithm to create an initial assignment of workers to fields. Our solution is then modified to improve its efficiency and how well it meets the farm’s specifications.

There is a substantial body of work on the application of auction-based mechanisms to the problem of allocating tasks for multi-robot teams. Probably the most well-known approach in the literature is the Sequential Single Item (SSI) method (Koenig et al., 2006). In SSI, several tasks are announced to team members—e.g. regions to spray with disinfectant or meals to pick up and deliver—and a key challenge is to decide which tasks—e.g. regions to spray with disinfectant or meals to pick up and deliver—should be assigned to which robots so that the overall execution of a mission (set of tasks to be executed within a particular overall timeframe) is efficient: resources are used effectively, so that time and energy are not wasted and, often, some reward is maximised. A popular family of solutions to MRTA problems are market-based auction mechanisms. As mentioned within the literature (Kalra et al., 2005; Dias et al., 2006; Heap and Pagnucco, 2011; Schneider, 2018), auctions are executed in rounds that are typically composed of three phases: 1) announce tasks—an auction manager advertises one or more tasks to the agents; 2) compute bids—each agent determines its individual valuation (cost or utility) for one or more of the announced tasks and offers a bid for any relevant tasks; and 3) determine winner—the auction manager decides which agent(s) are awarded which task(s).

A very simple method, Round Robin (RR), differs from auction mechanisms in that only the winner determination phase occurs. The winner is determined by cycling though the agents, assigning each of them a task in turn. The process concludes when all tasks have been assigned. RR benefits from low computation costs and results in (roughly) even distribution of tasks (i.e., the number of tasks each agent is assigned differs at most by 1 when any agent is capable of performing any of the tasks on offer). Nevertheless, the cost of a task is not considered, synergies between tasks are not exploited and the result is highly dependent on the order in which tasks and agents are matched. For MRTA problems, RR alone can result in inefficient task allocations. We therefore employ a modified RR algorithm to create an initial assignment of workers to fields. Our solution is then modified to improve its efficiency and how well it meets the farm’s specifications.

There is a substantial body of work on the application of auction-based mechanisms to the problem of allocating tasks for multi-robot teams. Probably the most well-known approach in the literature is the Sequential Single Item (SSI) method (Koenig et al., 2006). In SSI, several tasks are announced to team members—e.g. regions to spray with disinfectant or meals to pick up and deliver—and a key challenge is to decide which tasks—e.g. regions to spray with disinfectant or meals to pick up and deliver—should be assigned to which robots so that the overall execution of a mission (set of tasks to be executed within a particular overall timeframe) is efficient: resources are used effectively, so that time and energy are not wasted and, often, some reward is maximised. A popular family of solutions to MRTA problems are market-based auction mechanisms. As mentioned within the literature (Kalra et al., 2005; Dias et al., 2006; Heap and Pagnucco, 2011; Schneider, 2018), auctions are executed in rounds that are typically composed of three phases: 1) announce tasks—an auction manager advertises one or more tasks to the agents; 2) compute bids—each agent determines its individual valuation (cost or utility) for one or more of the announced tasks and offers a bid for any relevant tasks; and 3) determine winner—the auction manager decides which agent(s) are awarded which task(s).

A very simple method, Round Robin (RR), differs from auction mechanisms in that only the winner determination phase occurs. The winner is determined by cycling though the agents, assigning each of them a task in turn. The process concludes when all tasks have been assigned. RR benefits from low computation costs and results in (roughly) even distribution of tasks (i.e., the number of tasks each agent is assigned differs at most by 1 when any agent is capable of performing any of the tasks on offer). Nevertheless, the cost of a task is not considered, synergies between tasks are not exploited and the result is highly dependent on the order in which tasks and agents are matched. For MRTA problems, RR alone can result in inefficient task allocations. We therefore employ a modified RR algorithm to create an initial assignment of workers to fields. Our solution is then modified to improve its efficiency and how well it meets the farm’s specifications.

There is a substantial body of work on the application of auction-based mechanisms to the problem of allocating tasks for multi-robot teams. Probably the most well-known approach in the literature is the Sequential Single Item (SSI) method (Koenig et al., 2006). In SSI, several tasks are announced to team members—e.g. regions to spray with disinfectant or meals to pick up and deliver—and a key challenge is to decide which tasks—e.g. regions to spray with disinfectant or meals to pick up and deliver—should be assigned to which robots so that the overall execution of a mission (set of tasks to be executed within a particular overall timeframe) is efficient: resources are used effectively, so that time and energy are not wasted and, often, some reward is maximised. A popular family of solutions to MRTA problems are market-based auction mechanisms. As mentioned within the literature (Kalra et al., 2005; Dias et al., 2006; Heap and Pagnucco, 2011; Schneider, 2018), auctions are executed in rounds that are typically composed of three phases: 1) announce tasks—an auction manager advertises one or more tasks to the agents; 2) compute bids—each agent determines its individual valuation (cost or utility) for one or more of the announced tasks and offers a bid for any relevant tasks; and 3) determine winner—the auction manager decides which agent(s) are awarded which task(s).

A very simple method, Round Robin (RR), differs from auction mechanisms in that only the winner determination phase occurs. The winner is determined by cycling though the agents, assigning each of them a task in turn. The process concludes when all tasks have been assigned. RR benefits from low computation costs and results in (roughly) even distribution of tasks (i.e., the number of tasks each agent is assigned differs at most by 1 when any agent is capable of performing any of the tasks on offer). Nevertheless, the cost of a task is not considered, synergies between tasks are not exploited and the result is highly dependent on the order in which tasks and agents are matched. For MRTA problems, RR alone can result in inefficient task allocations. We therefore employ a modified RR algorithm to create an initial assignment of workers to fields. Our solution is then modified to improve its efficiency and how well it meets the farm’s specifications.
manager, or “auctioneer”, then determines the winner by picking the bidder with the lowest bid for any task. The auction repeats in rounds until all tasks have been allocated. Auction mechanisms take into account both the self-interests of individual bidders as well as group goal(s) represented by the auction manager—hence their popularity in multi-agent systems, which seek to balance both sets of, potentially conflicting, goals.

SSI combines the strength of combinatorial (Berhault et al., 2003) and Parallel Single Item (PSI) (Koenig et al., 2006) auctions. In a combinatorial auction, robots bid on bundles of tasks; with PSI, all tasks are allocated in a single round. PSI is simple and requires less computation and communication than SSI, but it cannot capture synergies between tasks and resulting allocations may be sub-optimal. Compared to a combinatorial auction, SSI is fast (the auction runs in polynomial time in the worst case) and efficient, while also being able to produce an allocation that is close to or within a guaranteed factor away from optimal (Koenig et al., 2006). SSI has been a popular choice for multi-task robot allocation, and many variants have been studied (e.g. Heap and Pagnucco (2013); Nunes and Gini (2015); McIntire et al. (2016); Nunes et al. (2016); Schneider et al. (2015, 2016)).

Nunes and Gini (2015) proposed a modified version of SSI called TeSSI to efficiently allocate a set of tasks with temporal constraints to a team of robots. TeSSI determines an allocation by minimising the total run time (the time until the last task in the environment is completed) and maximising the total number of tasks that can be executed. Simulation experiment results show that weighting different features in a single objective function can be advantageous for meeting customised requirements and constraints. In later work (McIntire et al., 2016; Nunes et al., 2016), the authors consider methods to efficiently allocate tasks with precedence constraints and present a modified version of TeSSI to solve more complex MRTA problems.

Heap and Pagnucco (2013) proposed sequential single-cluster (SSC) auctions for solving pick-up and delivery tasks in a dynamic environment. The problem takes the dependencies between tasks into account when making an allocation. A delivery task only becomes available when a robot performs a pick-up task to collect an object to deliver. SSC announces and assigns clusters of geographically neighbouring tasks in each round, instead of only one task (SSI) or every task (PSI) per round. A cluster is a set of delivery tasks with short distances between independent pick-up and drop-off locations.

Schneider et al. (2015) conducted an empirical analysis of different auction-based mechanisms. Results revealed that the advantages of the widely used SSI-based methods can be greatly diminished when tasks are dynamically allocated over time. Subsequently, the performance of task allocation mechanisms in a set of parameterised mission environments was investigated (Schneider et al., 2016). Results showed that some task allocation methods consistently outperformed all others across specific mission parameters. However, in the environments evaluated, no single method managed to outperform all others across all sets of parameters.

Sullivan et al. (2019) investigated improving the performance of SSI when used to assign tasks to heterogeneous robot teams. The cost of a bid is the travel time (calculated using Euclidean distance) plus the time to enact the task, which is based on the robot’s expertise. Further, a robot will only bid on tasks for which it has a relatively high level of expertise (in comparison to other robots). Similarly, in our approach, we assign each agent an expertise level for each type of fruit picked. In contrast, our taxonomy—and thus how we address the problem—are different. In our worker-to-field assignment problem, each task (field) requires multiple agents/pickers (MR); whereas, Sullivan et al. (2019)’s tasks are performed by a single robot (SR). Moreover, Sullivan et al. (2019) use SA and DA, but not within an XD environment as ours is.

Auction-based methods have been applied to various application domains, which demonstrates their versatility and popularity. This includes inspecting airport runways to discover defects (Shi et al., 2021), allocating vehicles to passengers (namely, on-demand-transport) (Daoud et al., 2021) and UAVs for performing agricultural tasks, such as pesticide spraying and crop monitoring (Hu and Yang, 2018). Hu and Yang (2018) propose a decentralised auction. Decentralised approaches can produce allocations in less time than centralised approaches and can be beneficial in environments where communication to a centralised server is limited. The labour management approach currently used on farms is centralised—the farm manager organises the workers using spreadsheets. Therefore, we opted for a decentralised approach in the work presented here.

Within the literature, MRTA problems have also been addressed using alternative techniques, including metaheuristics, such as Genetic Algorithms. Genetic Algorithms (GAs) are inspired by natural selection, in which the individuals best suited to their environment survive and breed, thus progressively adapting the suitability of the population for its environment. In GA, GAs aim to minimise/maximise a fitness function by iteratively adapting a set of possible solutions—i.e. the population. Patel et al. (2020) introduce a decentralised GA and compare minimising the total distance travelled by robots, minimising the maximum distance travelled by the robots and a combination of the two. In contrast, Martin et al. (2021) compare Branch and Bound (B&B) to GAs for allocating tasks to ground and aerial vehicles within a solar thermal plant. B&B starts with an initial solution and creates adapted solutions (branches out) from that initial solution. Their experiments demonstrate that B&B can create optimal solutions but does not scale to large problems. Their GA scaled well but did not find the optimal solution.

One area of application for multi-robot teams that has been gaining attention recently is agricultural robotics (Duckett et al., 2018). This extremely challenging area presents many opportunities to consider not only traditional problems faced in robotics around, e.g., navigation, control, sensing, manipulation and coordination,
but also emerging issues around human-robot collaboration. State-of-the-art work in agricultural robotics includes use of autonomous robots to drive in fields and collect sensor data, which is analysed using machine learning and computer vision methods to identify ripe fruit (Kirk et al., 2020), map regions in need of irrigation (Chang and Lin, 2018), locate weeds (Liu and Bruch, 2020), as well as facilitate many other types of tasks that require precise object detection.

A wide range of robotic solutions for picking and transporting crops are currently being developed, including harvesting sweet peppers (Elkoby et al., 2014; Kurtser and Edan, 2020) and other fruiting vegetables (Shamshiri et al., 2018). When harvesting crops, if a produce container has been filled, it must be transported to a storage and/or packing location. Some researchers have experimentally evaluated hybrid human-robot solutions, where robots perform the transportation tasks while humans do the picking (Das et al., 2018; Seyyedhasani et al., 2020a,b). The methods presented in this paper differ from these in several important ways: we organise teams of workers based on data-backed models of individuals’ skills, derived from the information already gathered by farms to compute piece rates; we apply multi-agent coordination algorithms to allocate tasks to pickers and runners; and our assignments are actor-agnostic, applying equally well to human or robot workers.

Despite the recent advances in AI and robotic technologies, farm managers and supervisors still manually determine which workers should be assigned to which fields and which ratio of pickers to runners to use, typically following a cumbersome and error-prone process that involves juggling spreadsheets from several different commercial IT3 systems (e.g. farm planning, worker attendance, payroll). The over-arching applied objective of our work is to automate this process, which can be especially time-consuming and complex on a large farm. Our strategy takes into consideration the practical challenges associated with transferring a laboratory approach into a real-world setting. Our previous work (Harman and Sklar, 2021a,b) evaluated different ratios of pickers to runners. An overview of our team allocation method appeared in an extended abstract (Harman and Sklar, 2022a). In the work presented here, we explain in depth all the components of our harvesting labor management decision-making process, evaluate our methods on new (additional) metrics over a longer time period than our previous work, and provide a more detailed comparison and analysis of the different picker and runner task allocation strategies we have considered.

3 Methodology

This section describes our overall approach to the use of multi-agent systems methodologies in the management of human labour on a soft fruit farm. Our aim is not only to reduce the amount of time wasted by people waiting for completion of dependent tasks within a heterogeneous workforce, but also to save time for farm managers who currently assign workers to teams and tasks manually. First, we describe our methodology for modelling worker behavior, which is the basis for formulating teams—the second component of our methodology—and serves to inform the third component, where roles are assigned within teams and tasks are allocated using our simulation system.

3.1 Modelling workers

At the core of our methodology is a model of the behaviour of individual pickers. This is a data-backed model, built using information already collected on many farms, as mentioned earlier and explained in detail below. Our worker model is based on an estimate of how quickly a picker harvests each type of fruit grown on the farm. Due to the variations in picking techniques required for different types of fruit, some pickers are skilled at picking multiple fruits whereas others find particular types of fruit challenging. Moreover, some types of fruit are generally picked at slower speeds (measured in grams per second) than other types of fruit due to variations in weights, sizes, shapes and growing positions. Therefore, for each type of fruit, each picker will have a different picking speed.

When in a field, pickers place the harvested fruit into punnets (containers) which are held in trays. After a tray has been filled it is taken to a packing station, where it is weighed and scanned. This results in a record being entered into a database; for example, the following data is recorded when a tray is checked-in:

WorkerID: 001, FieldID: F0, Weight: 4000, Date: 2020 – 05 – 04, Time: 07:36:44

For each worker, a picking speed, in grams per second, is computed for each type of fruit they have picked previously4. This is calculated by summing the weights for a particular date, dividing this by the duration the picker picked for, and finding the average over all their dates. Each field contains a single type of fruit (e.g. strawberry, raspberry, blackberry, cherry), thus the type of fruit is derived based on the FieldID in the record logged.

When using the live (incremental) data set, if the system encounters a worker who has not picked a certain type of fruit (i.e. does not have any historic information in our data set), it cannot assume that the worker is not able to pick that type of fruit. They could be a new employee whose past experience is

4 Note that at least two trays of the same type of fruit must be recorded in order for the picking speed to be determined; otherwise the picker is assigned the default picking speed, similar to those who have not picked any of that type of fruit, as explained in the ensuing paragraph.
unknown to our system, or they could be a current employee who has never previously been assigned to a field with a particular type of fruit. To set the speed of these workers, it is desirable for farm managers to be able to categorise workers as having particular expertise for each type of fruit. Therefore, rather than guessing at the ability of an unknown individual, we have developed a method of labelling pickers based on historic speeds across the workforce. Using k-means clustering (Mitchell, 1997), pickers with known picking speed data are categorised into clusters and the centre of a cluster is used as the picking speed for each member of that cluster. When the clusters are sorted, the cluster number is used as a proxy for each worker’s expertise level for each type of fruit they have picked. For our experiments with presented here, the system used 6 clusters and assigned levels 0–5. For unknown workers, the system assigned expertise level -1 thus defaulting to a picking speed lower than pickers with experience.

### 3.2 Allocating workers to teams

Each day a farm manager inspects the crops to estimate the yield and decides which fields should be picked. Based on the number of team leaders employed by the farm, some fields will be grouped together so that they are picked by the same team of pickers (because usually there are more fields than teams). The first goal of our system is to decide which workers should be assigned to which field(s), saving farm managers from having to undertake this job on a daily basis—which typically involves an awkward, manual process of juggling spreadsheets produced by different software systems and can be quite time consuming, particularly in the height of the season when there are hundreds of workers to manage. An overview of our method was presented in an extended abstract (Harman and Sklar, 2022a); the detail is presented here.

Our method addresses three challenges: (1) it must be fast to compute; (2) it must be able to make decisions from incomplete information; and (3) it must produce a well-balanced distribution of workers to tasks. To meet the first challenge, we base our method on the well-known and simple Round Robin (RR) strategy described in Section 2. This has been shown to perform faster than auction mechanisms but can produce unfair distributions of workload (Schneider et al., 2016); so, as explained below, we repair the baseline RR to account for this shortcoming and address the third challenge. To meet the second challenge, we evaluate the baseline RR against three variations and under two conditions: one in which complete information about harvesting tasks and workers is known at the time of making the allocation and one in which only partial information is known. To meet the third challenge, our method attempts to balance the load amongst workers, e.g. fields that take less time to pick should have fewer workers than those that take a long time to pick. If the workload is unbalanced, some workers would have very few fruits to pick while others would spend too long working. This could result in some workers becoming overworked and others earning less than they should. If these discrepancies are large, then the workforce can become disgruntled. Since workers are usually free to leave one farm and move on to another, the farm managers would like to keep their workers happy so that their workforce remains intact during the season. Having a stable workforce helps the farm managers ensure that the crop will be harvested on time and that harvesting performance is consistent throughout the season.

Our task allocation method involves two steps: (i) creating an initial solution using a modified version of Round-Robin; and (ii) improving the solution to minimise the variance in the estimated field picking times across all fields. The remainder of this section details these steps in turn.

Generally, in auction-based approaches, an item (e.g. task) is assigned to a single “bidder” (e.g. software agent or robot). In our scenario, a task (i.e. a field) requires multiple agents. Therefore, rather than agents bidding on fields, the fields bid on agents. Although we employ RR and variants thereof—because it is faster to compute than an actual auction mechanism—it is convenient to use the terminology from the auction mechanism literature. This also keeps the terminology consistent throughout the paper, since auctions are implemented in the subsequent section to allocate tasks to pickers and runners within our harvesting simulation (Section 3.3).

#### 3.2.1 Create initial solution

The first step in our method is to generate an initial solution, using a quick algorithm, which will later be improved upon (Section 3.2.2). This section describes the standard RR algorithm and our repaired RR variant.

**3.2.1.1 Standard RR**

To create an initial solution, we implement a standard Round Robin (RR) scheduler. First, the fields and workers are ordered, considering fields as bidders and workers as items. Workers are sorted slowest first, using their average picking speed over all fruits. Fields are sorted by yield (lowest first). RR assigns the first item to the first bidder, the second to the second bidder and so forth. After a single item has been assigned to each bidder, the bidders are re-iterated over to assign each of them a second item, and so forth until all items have been allocated.

**3.2.1.2 Repaired RR**

During some of our experiments, we found that a high proportion of the pickers were assigned to fields containing fruit that they had no prior experience of picking. We therefore modified the RR scheduler (i.e. the approach of
Section 3.2.1.1) so that a worker is only assigned to a field containing a type of fruit that the worker has picked before. If a worker has not previously picked any of the types of fruit (due to be picked), then the algorithm reverts to the standard RR method. The pseudo-code for this is shown in Algorithm 1, in which $f$ is the $i$th field in $F$. If all workers have experience of picking all types of fruit (or all workers have no experience), this algorithm is equivalent to RR. This algorithm results in

FIGURE 1
Flow diagram showing how the second step of our approach improves the initial solution. The legend along the bottom highlights which portions of the diagram relate to the variants in Section 3.2.2.
each field having (roughly) an equal number of workers assigned to them.

Algorithm 1. Repaired RR

### 3.2.2 Improve solution

The second step in our method improves the solution by reassigning workers from fields requiring less picking time to fields requiring more picking time. The method implemented also aims to keep the staff time down, and maintain a mix of highly-skilled and low-skilled workers within a single field. This section outlines the specifics of reducing the difference in picking time between the fields, followed by two improvements to this method. The details are depicted visually in Figure 1, colour-coded to highlight the components that relate to each variant described below.

#### 3.2.2.1 $\text{ept}$-smoothed variant

This variant involves first computing the estimated picking time ($\text{ept}$) for each field ($f$) on a particular date ($d$), assuming it is picked by a specific team of workers ($W$). This is calculated by dividing the estimated yield (for field $f$ on date $d$) by the sum of the workers’ picking speeds ($w.ps$), as shown in Eq. 1:

$$\text{ept}(f, W, d) = \frac{\text{est. yield}(d)}{\sum w.ps(f, \text{fruit})}$$

This algorithm starts with a list of pairs of fields, sorted according to the difference between the total estimated picking time for each field in the pair ($\Delta\text{ept}$). The pair of fields with the largest $\Delta\text{ept}$ appears first, and the rest are taken in descending order of $\Delta\text{ept}$. Then the algorithm searches for the picker who, when moved from the field with the shortest picking time to the field with the longest picking time (in each pair of fields), produces a reduced $\Delta\text{ept}$. We call this the “candidate worker”. If no worker is moved (i.e. because moving a worker would increase $\Delta\text{ept}$ or the field with the shortest duration has two or fewer workers), then the pair of fields is removed from the list of all pairs of fields. The algorithm continues until the list of pairs of fields is empty.

#### 3.2.2.2 $\text{ept}$-Repaired variant

In executing the method described in Section 3.2.2.1, workers with a high picking speed could be moved to a field containing a fruit they are less skilled at, to decrease the execution time of the field they were moved from. This could result in the worker picking a type of fruit they have no experience of picking. To prevent workers being assigned to fruits they have no experience of picking, we modify the baseline algorithm as follows. After a candidate worker (to move) has been identified, the algorithm compares all remaining workers to the candidate. If the candidate worker is not skilled and another worker (being considered) has experience (and the difference in picking time is still lower), then the alternative worker is selected (and becomes the candidate). If both workers have experience, then the worker with the largest (positive) difference in picking speed will be selected. For example, if the first worker has a picking speed of 0 for the first fruit and five for the second fruit, and the other worker has a picking speed of three for the first fruit and one for the second, then the first worker will be moved to pick the second type of fruit.

#### 3.2.2.3 Balanced variant

To maintain a balance of fast/slow pickers across the fields, if the fields contain the same fruits, then our algorithm compares the mean picking speeds of both fields and checks against the worker’s picking speed. The aim of this step is to keep the mean picking speeds of the fields similar, e.g. so that all the “champion” (best) pickers are not grouped into a single team. This seems to result in higher overall satisfaction across the teams of workers, as reported by farm managers.

### 3.3 Allocating roles and tasks within teams

When teams arrive at the fields, the team leaders must assign roles to the workers by deciding what ratio of runners to pickers to deploy and must distribute tasks amongst the workers. To automate this, we have constructed a multi-agent based simulation of operations on a soft fruit farm, where each human worker is represented by a software agent. Our work assumes that there are two different roles for workers (picker and runner), that each task can be completed by one worker on their own and that each worker performs one type of task (picking or transporting, respectively). Pickers harvest fruit in the field (in this case, the fields contain a type of greenhouse called a polytunnel) and place the produce in punnets; and runners collect trays of full punnets and deliver them to a centralised location called a packing station. Our simulator was developed using MASON (Luke et al., 2005), a discrete-event multi-agent simulation library. A market-based task allocation mechanism from (Schneider et al., 2015) was adapted to advertise a set of fruit picking tasks. Agents bid on these tasks and an auction manager assigns each task to the agent that presents the bid with the lowest cost; the cost is computed based on an approximated duration to complete the task. The work presented in this section builds on our prior work (Harman and Sklar, 2021a,b). This paper presents an evaluation of our approach using the teams created as per the previous section, a comparison of the different task allocation mechanisms and an additional performance metric.

In practice on farms, picking tasks are determined each day by inspecting the rows of crops, to discover the amount of...
ripe fruit they contain. In our simulation, picking tasks are represented by patches (areas) of unoccluded (readily visible) and occluded (hidden) fruits that are ripe. Figure 2 shows the simulation of the strawberry field of a small research farm and a field of the commercial farm. The colour of the patches represents the number of ripe fruits: red patches contain more ripe fruits than orange patches, which contain more than yellow patches and green indicates the patches containing low numbers of ripe fruits. The triangles represent the pickers and the circles represent the runners. Transport tasks are created when a picker’s schedule contains a task that will cause its capacity to be reached. According to the taxonomies cited in Section 2, we characterise picking task assignment as static, SA, because this is done a priori (before any picking commences). Transport task assignment could be characterised either as SA, allocated before the mission when picker tasks are assigned, or dynamic, DA, allocated during the mission, as pickers fill trays.

3.3.1 Agents
Two roles for agents are defined in our simulation:

- A picker is defined by the tuple $p = \langle v, l, sp, c \rangle$, where $l$ is the agent’s initial location and $v$ its navigation speed; $sp = \langle sp, $
3.3.3 Allocation of picking tasks

Pickers are allocated work by bidding on, winning, and thus being assigned, picking tasks. A picking task is defined as an \((x, y)\) location and a number of ripe fruits. Before bidding begins, the list of picking tasks is sorted, highest first, by the total number of ripe fruits they contain. Pickers are sorted by picking speed, \(s\), which is a combination of speeds for picking unoccluded, \(s_u\), and occluded, \(s_o\), fruits; the quickest picker appears first. The cost of a picking bid is the duration for the agent to complete all their previously assigned tasks plus the task being auctioned. The duration of a single picking task is the sum of three components:

- The time it takes the agent to navigate to their picking location \((d_i)\). Navigation duration is calculated by dividing the length of the path by the agent’s navigation speed \((v)\):
  \[d_i = \frac{\text{len(path)}}{v}.\]
- The time it takes to pick the ripe fruits \((d_p)\). Picking duration is calculated by combining the time spent picking unoccluded fruits with the time to pick occluded fruits:
  \[d_p = (u/s_u) + (o/s_o).\]
- The time spent waiting for a runner, but only if two conditions are met: (i) the agent’s capacity will be reached whilst picking that patch; and (ii) the runner scheduling interweaves the picker scheduling (see Section 3.3.4).

As precise AI path planning (e.g. (Harabor and Grastien, 2011) and (Hart et al., 1968)) causes the bidding process to be computationally expensive, Euclidean distance\(^5\) is calculated as a proxy for the path length. If an agent has not won any tasks (yet), two Euclidean distances are summed: (i) the distance from the picker’s initial location to the row in which the new task is located, and (ii) from the end of the new task’s row to the location within the row of the new task. For navigating between locations within the same aisle, a single distance is measured. For patches in different aisles, three distances are summed: the distance from the previous location to the end of its row, from the row of the previous location to the end of the row containing the new location, and from that row end to the location itself. When the mission is executed, Jump Point Search (JPS) (Harabor and Grastien, 2011) is called to find the precise path. We considered using A* (Hart et al., 1968); however, unlike JSP, A* did not scale well to large commercial fruit fields.

If executing a task would cause a picker’s capacity to be reached, a provisional transport task is created whilst constructing the picking bid. To facilitate this, the number of fruits the agent will be holding when it completes its schedule and the time step the agent will finish on are updated each time it is assigned a task. To determine the time spent picking before the agent’s capacity is reached, we assume that pickers harvest unoccluded fruits before picking the occluded fruits from a patch. Along with the navigation time, this is added to the time the picker will start the task (i.e. the timestep after its previously scheduled task will end). Ideally, a runner will take the picked fruit from the picker on the timestep directly after the picker has reached capacity. In reality, often a picker has to wait for a runner; or vice versa. If the picker’s bid wins, then the transport task is no longer provisional; it is appended to a list of transport tasks. When a picker will reach capacity more than once when executing a task, multiple transport tasks are created.

3.3.4 Allocation of transport tasks

Transport tasks contain the location and timestep that a picker will reach maximum capacity. The less time a picker spends waiting for a runner, the sooner it will be able to complete its task. Therefore, the winning transport bid is the bid that causes the picker the shortest delay. If multiple bids have an equally short delay, then the bid with the shortest duration wins.

---

\(^5\) Euclidean distance, \(\delta\), between two points \((x_1, y_1)\) and \((x_2, y_2)\) is defined as \(\delta = \sqrt{(x_2-x_1)^2 + (y_2-y_1)^2}\).
For a transport bid, duration is the sum of the time it takes the runner to navigate to the picker, collect the punnet/tray and return to the packing station. Runners are sorted by navigation speed, quickest appearing first.

Three different modes were implemented and compared experimentally for allocating tasks to runners. To differentiate between these and the mechanisms implemented for allocating picking tasks, each adds a prefix to the mechanism name (e.g. W-RR):

- Whilst scheduling picking (W): Runners can be scheduled as soon as a transport task is created. This enables a picker’s bid to include the time they would spend waiting for a runner.
- Post scheduling picking (P): The auction manager can wait until all transport tasks have been created (i.e. all picking tasks have all been assigned) before scheduling the runners.
- Whilst executing picking (E): Runners can be scheduled during execution, which facilitates delays (differences between the scheduled duration and execution duration) to be accounted for within the runners’ schedules.

The transport bid creation algorithm determines where within the runner’s existing schedule the task should be placed. The algorithm iterates over all the runner’s already scheduled tasks, selecting those with start time after the ideal end time of the task being auctioned and checking where the new task will fit within this selected list. A record of the location/index is kept, so that if the agent’s bid wins, the task can be inserted into the schedule easily.

The delay to the picker, in waiting for the runner to complete its task, is calculated by finding the difference between the time the transport is required and how soon after this time the runner can arrive. If the runner can arrive on time, then the delay is the time it takes to hand over the punnet/tray.

For the three modes (W, P and E), implementations of RR and OSI were developed. In the W and E modes, OSI and SSI are equivalent since only one task at a time is offered to the bidders. The algorithms employed to auction transport tasks are essentially equivalent to those developed for auctioning picking tasks. In the P mode, before bidding begins, the transport tasks are sorted by the timestep at which the runner is required. Unlike the W and E modes, when a runner is assigned a task, the picker who created the task is required to update its schedule to take into account the delay. The delay amount is added to the start, end and transport-required times of all the tasks proceeding the delayed picking task. The transport-required times of the corresponding (unassigned) transport tasks are updated simultaneously. P-SSI is not performed since a runner’s tasks must be in order of when a picker reaches capacity (to prevent deadlocks).

In the E mode, the transport task is only offered to the runners when the picker (actually) reaches capacity. When a runner has no tasks to execute, it will navigate to and wait in front of the polytunnels, so that it has less distance to travel when a picker reaches capacity. These locations are predefined and iterated over (then re-iterated over) to assign them to the runners. In future work, we will consider integrating the work of Ravikanna et al. (2021), who are investigating finding the optimal location for runners to wait.

4 Experiments

Our experiments are designed to evaluate the effectiveness of our two decision making processes. First, our method of assigning workers to fields is evaluated and performance is assessed in the context of challenges that arise when deploying the method in the real world. Second, our simulator is run to assess different ratios of runners to pickers and to compare the runner task allocation strategies. This section provides information on the data provided as input, defines a set of metrics that are measured to quantify the effectiveness of our approach, and explains the setups specific to our team allocation experiments and our simulated experiments.

4.1 Data

Data was collected from two sites: a commercial fruit farm and a small research farm. Our team creation approach is evaluated on the 2020 historical data and the 2021 live data provided by the commercial farm. Different ratios of runners to pickers and the various scheduling mechanisms are compared by simulating the field of the small research farm and a large field on the commercial farm. This enables us to test our simulation at two different scales.

4.1.1 Large commercial farm

Data from the whole of the 2020 picking seasons (175 picking days) for strawberries and raspberries (25 fields in total) has been provided by the commercial farm. For 2021, cherries and blackberries are also included. The 2021 picking season involved 182 picking days and 30 fields.

For the 2020 harvesting seasons, the following information was provided:

- Estimated yield list: For each date a field was picked, we were provided with the yield—volume of fruit—for that field which farm managers estimated a priori was ready to be harvested that day.
- Recorded picking data: The historical record of the amount of fruit actually picked, which picker picked the
fruit, the field it was picked from and the time it was checked-in (as described in Section 3.1).

For 2020, the entire set of recorded data was provided at once (after the season was over, i.e. as an historic data set) and processed to calculate the picking speed of each worker, and to determine which pickers worked on each date. As our system knew which fruit types each worker can pick, the default picking speed was only used when a picker had picked too little fruit to determine their speed (i.e. had checked in a maximum of one tray each date for each type of fruit). The historic data was also processed to extract the teams actually deployed by the farm, thus enabling a comparison to be performed between our system’s proposed teams and their teams.

During the 2021 harvesting season, the data differed slightly since (until the season was over) the data was incomplete (incremental). The system could only use the data recorded up to (and including) any particular day in order to create a schedule for the next day. The following information was provided incrementally during 2021:

- Estimated yield: Each evening, the farm managers produce a spreadsheet containing an approximate volume for each field they plan to pick on the morrow. Each field is labelled with the team leader in charge of that field, enabling us to extract which fields are picked by which teams. Fields picked by the same team are grouped together and their metrics (e.g., ept) are summed by our approach.
- Worker list: Each weekend, an updated list of the workers available to work during the following week was sent to us.
- Recorded picking data: During 2021, a report of the picking information was produced at the end of each day (once the fields had finished being picked) and uploaded to our system.

Based on field maps provided by the commercial fruit farm, we can create their fields within our simulation. This paper presents the results for a single field (depicted in Figure 2C). Within this simulation, the field’s yield was uniformly distributed across patches. The capacity of pickers is set to the volume (4,000 g) of a standard tray (which contains the punnets of picked fruits), and, for all workers, a navigation speed of roughly 1 m/s is used.

4.1.2 Small research farm

For our simulated experiments, we also used the field (pictured in Figure 2A) of a small research farm. During summer 2020, the volume of ripe fruits that were picked per row of crops were recorded. This included information on how many of the fruits were occluded from view. Data was recorded on each picking day (twice per week). In our initial experiments, there was no statistically significant difference between the results for different dates. Therefore, for the experiments presented here, we selected the results from a single date in which a large number of fruits were harvested. The data per row was broken down into patches by adding each fruit to a randomly selected patch from the same row (as depicted in Figure 2B). As an element of randomness was included, two random distributions were produced (illustrated as heatmaps, like that in Figure 2B). For this scenario, we employed a 7-agent team of workers. The capacity of pickers is set to the size of a punnet (20 fruits).

4.2 Metrics

To evaluate our proposed teams, for each picking day, five metrics are calculated: execution time, staff time, percentage of pickers unskilled at assigned fruit, max-min ept and mean picking speed entropy. To evaluate different ratios of pickers to runners, we consider execution time and two additional metrics: wait time and max-min|fruits picked|. Each of these metrics is described below.

- execution time: The difference between the start and end times of each day (i.e. effectively, the difference between the time that the first picker started picking on any field and the time that the last picker stopped picking on any field, in the same day). When evaluating different ratios of pickers to runners, this is the number of timesteps the simulation took.
- staff time: The sum of times worked by all workers each day, across all fields. Staff time should be minimised to keep a farm’s expenditure low.
- percentage of pickers unskilled at assigned fruit: The percentage of pickers that have been assigned to a fruit they have not picked before (or have picked too little of to calculate their picking speed). In our experiments, these pickers are assigned the default picking speed (expertise level -1, as described earlier) —which is a guess about how fast they might pick. This metric should be minimised so that workers are building/using their experience.
- max-min ept: The difference in time between the team that picks for the shortest time (field with shortest ept) and the teams that picks for the longest time (field with the longest ept) should be minimised. If the difference is high, then the workforce is distributed unfairly since there will be some workers working longer hours than other workers.
- mean picking speed entropy: For each team, the entropy of the workers’ picking speeds is calculated, then the mean across all teams is found. The mean picking speed entropy should be high so that there is a mixture of different skilled workers across the fields.
- wait time: The total length of time all pickers spend waiting for a runner within our simulation.
• max-min [fruits picked]: The difference in grams between the highest and lowest volume of fruits picked by an individual picker. To keep workers motivated, the work should be evenly distributed, and thus this value kept low.

To determine the significance of our results, we applied statistical testing and factor analysis, where appropriate. A Shapiro-Wilk test (Shapiro and Wilk, 1965) was performed to check if each sample is normally distributed. If there is a greater than 95% chance that the samples are all normally distributed, an ANAnalysis Of VAriance (ANOVA) test Anscombe (1948); Fisher (1925) was performed (for which the F test statistic is reported). Otherwise, Kruskal–Wallis tests Kruskal and Wallis (1952) were run (for which the H test statistic is reported). T-tests are performed when there are only two samples (and the samples are likely to have a normal distribution). The significance of results is indicated by p, the probability of the results occurring randomly.

4.3 Team allocation experiments

For the experimental results of our team allocation method, this paper presents pairs of plots (in Section 5.1). Each pair of plots compares the results obtained with the two data sets: (a) the complete, 2020 “historical” data set; and (b) the incremental, 2021 “live” data set. Five different methods are compared. Our baseline is the Actual teams that were deployed during each day of each picking season (2020 and 2021). These teams were manually created by farm managers. Four variants of the method described in Section 3.2 are considered here in order to determine, experimentally, which method produces the most favourable metrics. These are:

• RR0: The standard round robin algorithm, described in Section 3.2.1.1.
• RR1: The repaired round robin algorithm, described in Section 3.2.1.2.
• RR2: The Δept-smoothed variant (described in Section 3.2.2.1), modifying the output of RR0. When just using the Δept-smoothed variant, the candidate worker that reduces the Δept the most is moved.
• RR3: The combined variant, modifying the repaired RR output (labeled RR1 above), using the Δept-smoothed (described in Section 3.2.2.1), repaired (Section 3.2.2.2) and balanced (Section 3.2.2.3) improvements.

When historic data is being used with RR0, if the worker has never picked a certain type of fruit, the picking time of a field containing that fruit cannot be calculated. Thus, the worker is assigned to the next field (in the circular list of fields being picked that day) that the worker’s picking speed can be calculated for. This is similar to RR1; however, RR1 also attempts to avoid assigning workers to a field they have the default picking speed for (as explained in Section 3.2.1.2).

Our results are computed over all picking days in each data set. As our samples were not all normally distributed, mean and standard deviation do not necessarily summarise the results well. Therefore results are displayed using box-and-whisker plots. Note that some of the graphs are cropped to allow us to zoom in on the majority of points, and thus some outliers are not displayed.

4.4 Simulator experiments

Our in-field task allocation results are analysed by looking first at the composition of our workforce (number of pickers and transporters) and second at the different task allocation strategies (Section 5.2). For both of these, each metric (execution time, wait time and max-min [fruits picked]) are discussed. When our system is deployed, farm managers will desire advice on what ratio of pickers to runners to deploy per field on a daily basis. The methodology described in Section 3.3 can provide this information. This paper presents the result for a single commercial field for one randomly selected date in the 2021 harvesting season, plus the result from our small research field. This demonstrates the system at different scales (without overloading the reader with results for every date and every field). The team proposed by our RR3 approach (on the randomly selected date) was used within the commercial field experiments. This team has 102 workers; whereas, (as described earlier) the experiments with the small field use a team of 7.

5 Results

This section introduces the results of the experiments described in Section 4. First the outcomes from employing our method for allocating workers to teams (detailed in Section 3.2) are presented. Then the outcomes from employing our method for allocating roles and tasks to workers (detailed in Section 3.3) are described.

5.1 Team allocation results

This section presents the experimental results for our team allocation method. The results for each metric (execution time, staff time, percentage of pickers unskilled at assigned fruit, max-min ept and mean picking speed entropy) are discussed in turn.

5.1.1 Execution time

As shown in Figure 3, the combined variant (RR3) produces the lowest execution time in comparison to the alternative methods. This result is statistically significant for both data sets. Reducing the execution time will help to prevent workers from tiring. It will also reduce the amount of hours worked by
other farm personnel, such as the team leaders, quality controllers (who inspect the filled punnets) and drivers (who transport the workers and the harvested fruits to/from the fields).

5.1.2 Staff time

The difference in staff time for the 2020 historical data is not statistically significant (see Figure 4), but it is for the 2021 live data. For 2021, on average, the Actual teams achieved a slightly shorter staff time than RR3 (2.97 Ms and 2.98 Ms, respectively). It is not surprising that the staff time for the different approaches are similar, since, in total, the same workforce are still picking the same fruits.

5.1.3 Assignments of unskilled workers

RR1 does not assign any workers to fields containing a type of fruit that they have no experience at picking, unless the worker has no experience with any type of fruit. As a result, RR1 produced teams with the fewest possible pickers assigned to fruits they are unskilled at. This is shown in Figure 5. Our live (2021) experiment uses the list of workers the farm predicts will be working on the morrow; however, some workers many not turn up. This has resulted in RR1 having a slightly higher result than Actual (an average of 4.51% and 7.21%, respectively). As expected, RR3 produces a worse result than RR1 but improves on the result of RR2.

FIGURE 3
Execution time for the Actual teams and our four RR variants (RR0, RR1, RR2 and RR3), based on (A) 2020 historic data and (B) 2021 live data. (Lower values are better).

FIGURE 4
Staff time for the Actual teams and our four RR variants (RR0, RR1, RR2 and RR3), based on (A) 2020 historic data and (B) 2021 live data. (Lower values are better).
Note that the range of percentages is much larger for the 2021 “live” data than for the 2020 “historical” data set. This is primarily because the 2020 data set is complete, and any modelling our system does using that data set will be based on complete information. In contrast, the 2021 data set was incomplete during the experimentation, because it was sent incrementally as the season progressed. Processing the two data sets in this way gives us a good view of how the system would work in a real-world setting, where the data is generated incrementally each day of the harvesting season. Logically, this means that the percentage of workers for whom we have no picking history is larger than for the historical data set, where we have some data on everyone. This is a key challenge, as the accuracy of the predicted yield suffers when there is too much guessing about worker picking speeds—hence the variations in Figure 4B. While RR3 is not a marked improvement on Actual, it is the best of the variants.

### 5.1.4 Difference between maximum and minimum ept

As shown in Figure 6, RR3 produces the lowest difference between maximum and minimum ept, closely followed by RR2. These results are statistically significant for both data sets. Thus the impact of the smoothing variant (Section
3.2.2.1) is substantial, using both historical and “live” data. With a more evenly distributed workload, workers are likely to stay motivated rather than being over-worked or under-worked (and thus less likely to leave).

5.1.5 Mean picking speed entropy
Finally, the mean picking speed entropy is considered. For all approaches, this metric is high. Therefore, it is likely that there is a good mix of low/high skilled workers in each team. These results are shown in Figure 7.

5.1.6 Summary
Overall, our results demonstrate that the team allocations proposed by our approach are comparable with or better than the teams actually deployed by the commercial fruit farm. These results prove that assigning pickers to fields can be automated by task allocation algorithms, even when presented with incomplete knowledge.

5.2 Simulator results
This section analyses our in-field task allocation results, by first looking at the composition of our workforce (number of pickers and transporters) and second at the different task allocation strategies. The whilst scheduling pickers (W) runner mode is more computationally expensive than the E and P modes, since for every bid that a picker creates (for which transport is required) the transportation task auction is invoked; whereas, for E and P, only the transport tasks of
winning picking bids are auctioned. The deliberation time (i.e. the time it takes to allocate the tasks) of RR, OSI and SSI has previously been compared and is nominal in the scheme of the overall run time of our scenarios; thus, deliberation time is not analysed here (Schneider et al., 2015).

5.2.1 Workforce composition

As shown in Figure 8, the ideal team split based on the execution time metric, for the small field, is 57% of agents deployed as runners and the remaining agents as pickers; and for the large field, it is 30% of agents deployed at runners. Although the best percentages differ—due to the large difference in sizes between the small and large fields and workforces—the trends are similar. For the small field, the two extremes (highest:lowest and lowest:highest ratios of runners:pickers) represent the worst execution times, but there is a sweet spot in the middle. For the large field, between 10% and 70%, we also see two extremes with a sweet spot in the middle. However, at 75% we observed a small reduction in staff time. This was particularly prominent when RR was used to schedule the pickers. This is because the slowest pickers are being moved to the running role, and at 75% all the least experienced (slowest) pickers are assigned to the role of running; and thus, picking takes less time.

When the ratio of runners to pickers was increased, the amount time the pickers spent waiting for the runners significantly reduced (as shown in Figure 9). However, if there are fewer pickers, each picker must pick a higher proportion of the fruits. For the small field, the difference between the maximum and minimum number of fruits picked by individual pickers falls as the number of pickers decreases (see Figure 10). This was particularly prominent when the runners...
FIGURE 11
Results for the different picker scheduling mechanisms for both farms: the small field (A) execution time, (B) waiting time and (C) max-min |fruits picked|; and the large field (D) execution time, (E) waiting time and (F) max-min |fruits picked|.

FIGURE 12
Results for the different runner scheduling mechanisms for both farms: the small field (A) execution time, (B) waiting time and (C) max-min |fruits picked|; and the large field (D) execution time, (E) waiting time and (F) max-min |fruits picked|. 
were scheduled whilst scheduling the pickers using SSI (as shown later, in Section 5.2.2.3). The difference is not statistically significant for the large field.

5.2.2 Task allocation strategies

This section discusses the evaluation of the different picker task allocation mechanisms, then the transport task allocation strategies, and then all combinations of picker and runner task allocation strategies.

5.2.2.1 Picker task allocation mechanisms

The execution times of the different picker task allocation mechanisms echo the results presented in previous research. SSI outperforms OSI, which outperforms RR (Figures 11A,D). The difference is statistically significant. The difference in wait time is not statistically significant for the small field (Figure 11B), but is for the large field (Figure 11E). When SSI is used, as the pickers’ schedules are more efficient, they reach capacity quicker, and thus must wait longer for the runners (than when RR or OSI are used). RR produced the lowest max-min [fruits picked]. Although a reduced max-min [fruits picked] is fairer for the pickers, it is unlikely that farms would be willing to accept the execution time (and thus staff time costs) associated with the use of RR.

5.2.2.2 Transport task allocation strategies

For scheduling runners, overall there is no statistically significant difference in execution time or max-min [fruits picked] between the two task allocation mechanisms (RR and OSI) (Figure 12). For the large field, although there is a large standard deviation, OSI produced a shorter wait time than RR with a statistically significant difference. For the large field, scheduling the runners whilst scheduling the pickers produced a shorter execution time and a shorter wait time than the alternative modes (Figure 13). This indicates that being able to account for the runner timings within the pickers’ schedules is beneficial. The ablated results for the runner scheduling mechanisms echo this result, with WRR marginally outperforming WOSI for execution time and vice versa for wait time (Figure 14).

5.2.2.3 Picker and Runner task allocation strategies

The results for the different combinations of picker and runner scheduling strategies are shown in Figure 15. Overall, running SSI for scheduling pickers whilst scheduling the runners using OSI (i.e. SSI_WOSI) achieved the shortest execution time. For both fields, the results are statistically significant. For wait time, the difference was statistically significant for the large field (with SSI_WOSI performing best) but not for the small field. For both fields, running the RR_POSI combination resulted in the lowest difference between the most fruits and the least fruits picked by an agent.

---

FIGURE 13
Results for the different runner scheduling modes for both farms: the small field (A) execution time, (B) waiting time and (C) max-min [fruits picked]; and the large field (D) execution time, (E) waiting time and (F) max-min [fruits picked].
FIGURE 14
Results for the different runner scheduling strategies for both farms: the small field (A) execution time, (B) waiting time and (C) max-min |fruits picked|; and the large field (D) execution time, (E) waiting time and (F) max-min |fruits picked|.

FIGURE 15
Results for all the different scheduling strategies for both farms: the small field (A) execution time, (B) waiting time and (C) max-min |fruits picked|; and the large field (D) execution time, (E) waiting time and (F) max-min |fruits picked|. 
6 Future work

This section mentions three areas that can be explored in future research. First, we will consider comparison with additional multi-agent task allocation mechanisms, exploring more complex bidding strategies for the auction mechanisms mentioned in Section 2, as well as the use of evolutionary inspired approaches, such as Genetic Algorithms (GAs) and Particle Swarm Optimization (PSO), both of which have previously been applied to task allocation problems (Salman et al., 2002; Liu and Kroll, 2012; Patel et al., 2020). A solution to our task allocation problem can be represented as a vector of integers (with each integer referring to which field a worker is assigned to). Defining a fitness function that takes into consideration the different factors discussed in this paper will be investigated. However, evolutionary methods are notable for the often lengthy time they take to converge on a solution, so our focus will be on implementations that can perform quickly enough to be suitable in our application domain. Preliminary work on evaluating the performance of GAs on this problem has been presented in (Harman and Sklar, 2022b).

Second, preferences and environmental conditions could be taken into account during the allocation. For example, farm managers report that workers from the same country, who speak the same language, prefer to work on the same team. Environmental conditions, such as humidity, temperature and the time of day, impact the picking speed and actual yield. Therefore, we will develop a more complex model of the workers’ picking speed that encompasses these factors.

Third, we plan to trial our scheduling method at a commercial fruit farm during the upcoming picking seasons. This trial will hopefully involve the farm employing our schedules so that we can further evaluate the real-world feasibility of our approach. Although we sent a commercial farm several schedules during 2021, as we were testing/debugging our system, the schedules were not used and a more thorough real-world evaluation is required. Nevertheless, this testing enabled us to gain feedback and demonstrated that our schedules can be produced in a timely manner.

Finally, the work presented here can be integrated with yield prediction methods (to gain more accurate yield estimates) (Kirk et al., 2020; Lee et al., 2020) and robotic technologies (Das et al., 2018; Seyyedhasani et al., 2020a,b; Huang et al., 2020; Xiong et al., 2020). We intend to evaluate our approach on a hybrid human-robot workforce to ensure farms are able to seamlessly adopt robotic workers (attractive to farmers due to shortages in seasonal workers).

7 Conclusion

This paper has explored automating the daily process of assigning workers to fields, deciding what ratio of runners to pickers to deploy and allocating picking and transportation tasks to workers.

For assigning workers to fields, we developed a two-step approach: step 1 creates an initial solution using a repaired version of the round robin scheduling algorithm, and step 2 improves that solution. Experiments were run on the data provided by a commercial fruit farm during the 2020 and 2021 harvesting season. We evaluated our approach on five metrics: execution time (the difference between the start and end time), staff time (sum of the times worked by all workers), the percentage of pickers assigned to a field they have no experience of picking, the difference between the maximum and minimum time worked (to measure how fairly the work had been distributed) and the mean picking speed entropy (since there should be a mixture of high/low skilled workers across the fields). The results demonstrate that, based on the metrics evaluated, our approach produces solutions that are comparable and often better than current manual allocations.

For the second two aims, we adapted auction-based scheduling strategies to address this problem and evaluated these within our simulator. Our results show that the ratio of runners to pickers is critical with respect execution time and that the “sweet spot” varies depending on the size of field and workforce. Scheduling pickers with SSI whilst scheduling runners with OSI produced the shortest execution time. Our experiments showed that for a small field with seven workers, 57% of agents deployed as runners was the ideal ratio of runners to pickers, and for a large field with 102 workers, 30% was the ideal ratio.

Data availability statement

The original contributions presented in the study are included in the article. Further inquiries can be directed to the corresponding author.

Author contributions

HH and ES contributed to the design. HH developed the code. HH and ES evaluated the solution. Both authors jointly wrote, edited and approved the submitted manuscript.

Funding

This work was supported by UKRI Research England as part of the Expanding Excellence in England (E3) Programme [Lincoln Agri-Robotics] and Ceres Agri-Tech under the CoFarm.AI project.

Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

References

Anscoumbie, F. (1948). The validity of comparative experiments. J. R. Stat. Soc. Ser. A 111, 181–211. doi:10.2307/2341459

Bektas, T. (2006). The multiple traveling salesman problem: An overview of formulations and solution procedures. Omega 34, 209–219. doi:10.1016/j.omega.2004.10.004

Berhault, M., Huang, H., Keskinozak, P., Koenig, S., Elmaghrawy, W., Griffin, P., et al. (2003). Robot exploration with combinatorial auctions. In IEEE Int’l Conf on Intelligent Robots and Systems (IROS), 27–31 October 2003, USA. vol. 2. doi:10.1109/IROS.2003.1248992

Chang, C.-L., and Lin, K.-M. (2018). Smart agricultural machine with a computer vision-based weeding and variable-rate irrigation scheme. Robotics 7, 38. doi:10.3390/robotics7030038

Dantzig, G., and Ramsey, J. (1959). The truck dispatching problem. Manag. Sci. 6, 80–91. doi:10.1287/mnsc.6.1.80

Daoud, A., Balbo, F., Gianessi, P., and Picard, G. (2021). Orinma: A decentralized, auction-based multi-agent coordination in odt systems. AI Commun. 34, 37–53. doi:10.3233/aiac-201579

Das, G., Ciehnaniak, G., From, P., and Hanhelde, M. (2018). Brisbane.Discrete event simulations for scalability analysis of robotic in-field logistics in agriculture—a case studyIEEE International Conference on Robotics and Automation, Workshop on Robotic Vision and Action in Agriculture25 May 2018

Dias, M. B., Zlot, R., Kalra, N., and Stentz, A. (2006). Market-based multirobot coordination: A survey and analysis. Proc. IEEE 94, 1257–1270. doi:10.1109/JPROC.2006.876939

Doward, J., and Baldassari, V. (2018). Red alert. UK farmers warn of soft fruit shortage. London: The Guardian.

[Dataset] Duckett, T., Pearson, S., Blackmore, S., Grieve, B., and Smith, M. (2018). Agricultural robotics white paper: The future of robotic agriculture. Available at: https://www.ukras.org/wp-content/uploads/2018/10/UK_RAS_wp_Agri_web_res_single.pdf (last accessed Mar 10, 2020).

Elkoby, Z., van ’t Ooster, B., and Edan, Y. (2014). “Simulation of analysis of sweet pepper harvesting operations,” in Advances in production mgt sys: Innovative and knowledge-based production management in a global-local world (Germany: Springer).

Fisher, R. A. (1925). Statistical methods for research workers. Break. Statistics 217, 66–70. doi:10.1007/978-1-4612-4380-9_6

Gerkey, B., and Mataric, M. (2004). A formal analysis and taxonomy of task allocation in multi-robot systems. Int. J. Robotics Res. 23, 939–954. doi:10.1177/0278364913496484

Harabor, D., and Grastien, A. (2011). Online graph pruning for pathfinding on grid maps. Proc. AAAI 25, 1114–1119. doi:10.1609/aaai.v25i11.7994

Harman, H., and Sklar, E. (2021a). Auction-based task allocation mechanisms for managing fruit harvesting tasks. In UK Robotics and Autonomous Systems Network Annual Conference (UK-RAS), 02 June 2021, United Kingdom.

Harman, H., and Sklar, E. (2021b). “A practical application of market-based mechanisms for allocating harvesting tasks,” in Advances in practical applications of agents, multi-agent systems, and social good. The PAAMS collection. Editors F. Dignum, J. M. Corchado, and F. De La Prieta (Cham: Springer International Publishing), 114–126.

Harman, H., and Sklar, E. (2022a). Multi-agent task allocation for fruit picker team formation. In Proceedings of the 21st International Conference on Autonomous Agents and MultiAgent Systems (International Foundation for Autonomous Agents and Multiagent Systems), May 9–13, 2022, United Kingdom, AAMAS’22.

Harman, H., and Sklar, E. (I. 2022b). “Multi-agent task allocation techniques for harvest team formation,” in Advances in practical applications of agents, multi-agent systems, and complex systems simulation. The PAAMS collection. Editors F. Dignum, P. Mathieu, J. M. Corchado, and F. De La Prieta (Cham: Springer International Publishing).

Hart, P., Nilsson, N., and Raphael, B. (1968). A formal basis for the heuristic determination of minimum cost paths. IEEE Trans. Syst. Sci. Cyber. 4, 100–107. doi:10.1109/tcssc.1968.300136

Heap, B., and Pagnucco, M. (2013). “Repeated sequential single-cluster auctions with dynamic tasks for multi-robot task allocation with pickup and delivery,” in Multiagent system technologies (Germany: Springer).

Heap, B., and Pagnucco, M. (2011). “Sequential single-cluster auctions for robot task allocation,” in AI 2011: Advances in artificial intelligence. Editors D. Wang and M. Reynolds (Berlin, Heidelberg: Springer Berlin Heidelberg), 412–421.

Hern, A. (2020). “Robots deliver food in milton keynes under coronavirus lockdown. The Guardian. Available at: https://www.theguardian.com/uk-news/2020/apr/12/robots-deliver-food-milton-keynes-coronavirus-lockdown – starship-technologies (accessed oct., 9–2020).

Hu, J., and Yang, Y. (2018). Application of distributed auction to multi-uav task assignment in agriculture. Int. J. Precis. Agric. Aviat. 1, 44–50. doi:10.3340/ijpa.201801001008

Huang, Z., Sklar, E., and Parsons, S. (2020). “Design of automatic strawberry harvest robot suitable in complex environments,” in Companion of the 2020 ACM/IEEE international conference on human-robot interaction (New York, NY, USA: Association for Computing Machinery), BRR’20), 567–569. doi:10.1145/3371322.3377443

Kalra, N., Zlot, R., Dias, M. B., and Stentz, A. (2005). Market-based multirobot coordination: A comprehensive survey and analysis. Proc. IEEE 94, 1257–1270. doi:10.1109/JPROC.2006.876939

Kirk, R., Ciehnaniak, G., and Mangan, M. (2020). L*a*b*fruits: A rapid and robust outdoor fruit detection system combining bio-inspired features with one-stage deep learning networks. Sensors 20, 275. doi:10.3390/s20010275

Koenig, S., Tovey, C., Lagoudakis, M., Markakis, V., Kempe, D., Keskinozak, P., et al. (2006). Progress on agent coordination with cooperative auctions. Proc. AAAI 2, 1713–1717. doi:10.1609/aaai.v24i1.7764

Koostra, G., Wang, X., Blok, P. M., Hemming, J., and Van Henten, E. (2021). Selective harvesting robotics: Current research, trends, and future directions. Curr. Robot. Rep. 2, 95–104. doi:10.1016/j.crrbot.2020.00034-1

Korsah, G., Stentz, A., and Dias, M. (2013). A comprehensive taxonomy for multi-robot task allocation. Int. J. Robotics Res. 32, 1495–1512. doi:10.1177/0278364913496484

Kruskal, W. H., and Wallis, W. W. (1952). Errata: Use of ranks in one-criterion variance analysis. J. R. Stat. Soc. Ser. B 14, 283. doi:10.1111/j.2517-6161.1952.tb00358.x

Landén, D., Heintz, F., and Doherty, P. (2012). “Complex task allocation in mixed-initiative delegation: A car use case study,” in Principles and practice of multi-agent systems (Germany: Springer).

Laporte, G. (1992). The vehicle routing problem: An overview of exact and approximate algorithms. Eur. J. Oper. Res. 59, 343–358. doi:10.1016/0377-2217(92)90192-c

Lee, M. A., Monteiro, A., Barclay, A., Marcar, J., Miteva-Neagu, M., and Parker, J. (2020). A framework for predicting soft-fruit yields and phenology using embedded, networked microsensors, coupled weather models and machine-learning techniques. Comput. Electron. Agric. 168, 105103. doi:10.1016/j.compag.2019.105103

Liu, B., and Bruch, R. (2020). Weed detection for selective spraying: A review. Curr. Robot. Rep. 1, 19–26. doi:10.1016/j.crrbot.2020.00001-w

Liu, C., and Kroll, A. (2012). “A centralized multi-robot task allocation for industrial plant inspection by using a* and genetic algorithms,” in Artificial intelligence and soft computing. Editors L. Rutkowski, M. Korytkowski, R. Scherer, R. Tadeusiewicz, L. A. Zadeh, and J. M. Zurada (Berlin, Heidelberg: Springer Berlin Heidelberg), 466–474.
A. Ghalamzan Esfahani, M. Saaj, M. Hanheide, and S. Parsons (Cham: Springer International Publishing), 337.

J. W. (2020). Decentralized task allocation in multi-agent systems using a multiagent simulation environment. Proc. AAAI, 9440–2020 - 31 August 2020, France. 3776.

McIntire, M., Nunes, E., and Gini, M. (2016). Iterated multi-robot auctions for precedence-constrained task scheduling. Proc. AAMAS, 1078–1086. doi:10.5555/2936924.2937082

Minsky, M. (1961). Steps toward artificial intelligence. Proc. IRE 49, 8–30. doi:10.1109/JRPROC.1961.28775

Mitchell, T. M. (1997). Machine learning. New York: McGraw-Hill.

Nunes, E., and Gini, M. (2015). Multi-robot auctions for allocation of tasks with temporal constraints. Proc. AAAI 29, 2110–2216. doi:10.1609/aaai.v29i1.9440

Nunes, E., McIntire, M., and Gini, M. (2016). Decentralized allocation of tasks with temporal and precedence constraints to a team of robots. In IEEE Int’l Conf on Simulation, Modeling and Programming for Autonomous Robots (SIMPAR), 13-16 December 2016, Francisco.

Pelham, J. (2017). The impact of Brexit on the UK soft fruit industry. London: British Summer Fruits.

Ravikanna, R., Hanheide, M., Das, G., and Zhu, Z. (2021). “Maximising availability of transportation robots through intelligent allocation of parking spaces,” in Towards autonomous robotic systems. Editors C. Fox, J. Gao, A. Ghalmazian Esfahani, M. Saaj, M. Hanheide, and S. Parsons (Cham: Springer International Publishing), 337–348.

Reuters (2020). Robots target coronavirus with ultraviolet light at London train station. (Accessed: 9-10-2020).

Russell, S., and Norvig, P. (2009). Artificial intelligence: A modern approach. 3rd edn. USA: Prentice Hall Press.

Schneider, E. (2018). Mechanism selection for multi-robot task allocation. PhD thesis. Liverpool, UK: University of Liverpool.

Schneider, E., Sklar, E. I., and Parsons, S. (2016). “Evaluating multi-robot teamwork in parameterised environments,” in Proceedings of the 17th towards autonomous robotic systems (TAROS) conference (Germany: Springer).

Shapiro, S. S., and Wilk, M. B. (1965). An analysis of variance test for normality (complete samples). Biometrika 52, 591. doi:10.2307/2333709

Shi, A., Cheng, S., Sun, L., and Liu, J. (2021). Multi-robot task allocation for airfield pavement detection tasks. In 2021 6th International Conference on Control, Robotics and Cybernetics, 09-11 October 2021, China - 62–67. doi:10.1109/CRC52766.2021.9620140

Seyyedhasani, H., Peng, C., Jang, W.-J., and Vougioukas, S. G. (2020a). Collaboration of human pickers and crop-transporting robots during harvesting – Part I: Model and simulator development. Comput. Electron. Agric. 172, 105324. doi:10.1016/j.compag.2020.105324

Seyyedhasani, H., Peng, C., Jang, W.-J., and Vougioukas, S. G. (2020b). Collaboration of human pickers and crop-transporting robots during harvesting – Part II: Simulator evaluation and robot-scheduling case-study. Comput. Electron. Agric. 172, 105323. doi:10.1016/j.compag.2020.105323

Shamshiri, R. R., Hameed, I. A., Karkee, M., and Weltzien, C. (2018). Robotic harvesting of fruiting vegetables: A simulation approach in V-rep, ros and matlab. Proc in automation in agriculture-securing food supplies for future generations. Berlin: Researchgate.

Xiong, Y., Ge, Y., Grimstad, L., and From, P. J. (2020). An autonomous strawberry-harvesting robot: Design, development, integration, and field evaluation. J. Field Robot. 37, 202–224. doi:10.1002/rob.21889