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Abstract—Personally identifiable information (PII) can find its way into cyberspace through various channels, and many potential sources can leak such information. To preserve user privacy, researchers have devised different privacy-preserving approaches; however, the usability of these methods, in terms of practical use, needs careful analysis due to the high diversity and complexity of the methods. This paper presents a framework named PPaaS (Privacy Preservation as a Service) to maintain usability by employing selective privacy preservation. PPaaS includes a pool of privacy preservation methods, and for each application, it selects the most suitable one after rigorous evaluation. It enhances the usability of privacy-preserving methods within its pool: it is a generic platform that can be used to sanitize big data in a granular, application-specific manner by employing a suitable combination of diverse privacy-preserving algorithms to provide a proper balance between privacy and utility.

Index Terms—data privacy, privacy preservation, privacy preservation as a service, data privacy, data perturbation

1 INTRODUCTION

Cyberspace users cannot easily avoid the possibility of their identity being incorporated in data that exposes various aspects of their lives [1], [2]. Our day to day life activities are constantly tracked by smart devices, and the unavoidable exposure of personally identifiable information (PII) such as fingerprint, facial features can lead to massive privacy loss. The heavy use of PII in social networks, in the health-care industry, and by insurance companies, in smart grids makes privacy protection of PII extremely complex. Literature shows more than a few methods to address the growing concerns related to user privacy. Among these methods, disclosure control of microdata has become widely popular in the domain of data mining [1], [3]; it works by applying different privacy-preserving mechanisms to the data before releasing them for analysis. Privacy-preserving data mining (PPDM) applies disclosure control to data mining in order to preserve privacy while generating knowledge [1].

The main approaches to PPDM are data perturbation (modification) and encryption; literature shows a plethora of privacy preservation approaches under these two categories [4]. There has been more interest in data perturbation due to its lower complexity compared to encryption. Additive perturbation, random rotation, geometric perturbation, randomized response, random projection, microaggregation, hybrid perturbation, data condensation, data wrapping, data rounding, and data swapping are some examples of basic data perturbation algorithms, which show different behavior on different applications and datasets [5], [6], [7], [8], [9], [10], [11]. We can also find a number of hybrid approaches that combine basic perturbation approaches.

As shown in Figure 1, the availability of many privacy preservation approaches has its drawback: the selection of the optimal perturbation algorithm for a particular problem can be quite complex. The figure shows different constraints that need to be considered in choosing the best possible privacy preservation algorithm for a particular application and dataset. The different characteristics of privacy models (e.g. k-anonymity, l-diversity, t-closeness, differential privacy [4]), the different properties of privacy preservation algorithms (e.g. geometric perturbation, data condensation, randomized response), the different dynamics of the input data (e.g. the statistical properties, the dimensions), and the different types of applications at hand (e.g. data clustering, deep learning), are examples for the attributes that influence the effectiveness of privacy preservation and the usability of the results. At the same time, this diversity enables the
selection of the privacy preservation algorithm that best suits a particular application. There is no generic approach to identify the exact levels of privacy loss vs. utility loss, given a list of privacy preservation algorithms on particular applications and datasets.

Furthermore, many privacy preservation approaches fall out of favour because their applicability is not properly identified. We introduce a new approach named “Privacy Preservation as a Service” (PPaaS) that employs a novel strategy to apply customized perturbation based on the requirements of the problem at hand and the characteristics of the input dataset.

PPaaS presents a unified service that understands data requesters’ needs and data owners’ (who have full access privileges to the raw input databases which are represented by the lowest layer Figure 2) requirements; it can facilitate privacy-preserving data sharing and can identify the best privacy preservation approach. An appropriate set of performance and security metrics describes the quality of such a service, which is used to tailor the best privacy preservation to stakeholders’ needs. The proposed framework collects efficient privacy preservation methods into a pool and applies the approach that best suits both data owner and data requester to the data before making the data available.

1.1 Rationale and technical novelty

Developing generic privacy-preserving methods for data mining and statistics purposes is challenging due to the large number of constraints that need to be considered. As the complexity of the applications increases, generic approaches often end up with low utility or low privacy ([12]). Many researchers try to overcome this by focusing on a distinct objective (e.g. privacy in deep learning) ([13], [14], [12]). As a result, there are a number of algorithms for some areas such as deep learning, with many viable privacy preservation solutions ([15]). The algorithms having unique features and characteristics, choosing the best one for a particular case can be highly complex.

PPaaS reduces the burden of choosing the optimal privacy-preserving algorithm and providing the best protection for the application and dataset at hand by introducing a unified service for the purpose. Since there can be more than one method appropriate for a particular application and dataset, empirical evaluation is utilised in this process. PPaaS manages a pool of algorithms suitable for particular applications. When a certain application/dataset is presented, PPaaS assesses the privacy-preserving algorithms and produces a unified metric named fuzzy index (FI) derived from a fuzzy model (which can be used to model the vagueness and imprecision of information in a real-world problem using fuzzy sets.). We use quantitative definitions of utility and privacy as inputs to the Fuzzy model. The higher the fuzzy index, the better the balance between privacy and utility under the given circumstances. The release of a particular output depends on a configurable threshold value of the corresponding FI. If the required threshold is not reached, the application of the corresponding pool is assessed until one of the privacy preservation algorithms in the pool generates a satisfactory FI (≥ threshold FT) for an application and dataset. With this approach, users are guaranteed to be given the best possible privacy preservation while providing an optimal utility.

2 Literature

Data privacy focuses on impeding the estimation of the original data from the sanitized data, while utility concentrates on preserving application-specific properties and information ([16]). It has been noted that privacy preservation mechanisms decrease utility in general, i.e. they reduce utility to improve privacy, and finding a trade-off between privacy protection and data utility is an important issue ([17]). In fact, privacy and utility are often conflicting requirements: privacy-preserving algorithms provide privacy at the expense of utility. Privacy is often preserved by modifying or perturbing the original data, and a common way of measuring the utility of a privacy-preserving method is to investigate perturbation biases ([18]). This bias is the difference between the result of a query on the perturbed data and the result of the same query on the original data. Wilson et al. examined different data perturbation methods and identified Type A, B, C, and D biases, along with an additional bias named Data Mining (DM) bias ([18]). Type A bias occurs when the perturbation of a given attribute causes summary measures to change. Type B bias is the result of the perturbation changing the relationships between confidential attributes, while in case of Type C bias, the relationship between confidential and non-confidential attributes changes. Type D bias means that the underlying distribution of the data was affected by the sanitization process. If Type DM bias exists, data mining tools will perform less accurately on the perturbed data than they would on the original dataset.

An investigation of existing privacy preservation approaches also suggests that they often suffer from utility or privacy issues when they are considered for generic applications ([4]). Methods such as additive perturbation with noise can produce low utility due to the highly randomized nature of added noise ([19], [8]). Randomized response, another privacy preservation approach, has the same issue and produces low utility data due to high randomization ([9]). Methods such as multivariate microaggregation provide low usability due to the complexity introduced by its NP-hard nature ([5]). Data condensation provides an efficient solution to privacy preservation of data streams; however, the quality of data degrades as the data grows, eventually leading to low utility ([20]). Many of the multi-dimensional approaches, such as rotation perturbation and geometric perturbation, introduce high computational complexity and take unacceptably long time to execute ([21], [22]). This means that such methods in their default settings are not feasible for high dimensional data such as big data and data streams. A structured approach is needed, which can provide a practically applicable solution for selecting the best privacy preservation approach for a given application or dataset.

Several works have looked at the connection between privacy, utility, and usability. Bertino et al. proposed a framework for evaluating privacy-preserving data mining algorithms; for each algorithm, they focused on assessing
3 Privacy Preservation as a Service

We propose a novel approach named “Privacy Preservation as a Service (PPaaS)”, a generic framework that can be used to sanitize big data in a granular and application-specific manner. In this section, we give a detailed outline of the concept. The high diversity and specificity of privacy preservation methods presents complexities, such as finding a trade-off between security, utility, and usability. As noted previously, privacy preservation algorithms can suffer from different types of biases. For example, a particular sanitization algorithm used for privacy-preserving classification may not have DM bias, but it may suffer from Type B and D biases, while another one has only Type B bias, and a third one has DM bias. Different applications may tolerate different types of bias, and there is no general rule. This means that different privacy preservation algorithms are suitable for different data owner requirements (privacy and performance) and different data requester needs (utility and usability).

Fig. 3. Flow of events in application specific privacy preservation of PPaaS

A unified service of data sanitization for big data can provide an interactive solution for this problem. PPaaS can choose the most suitable privacy preservation algorithm for a particular analysis at hand. The architecture of PPaaS is presented in Figure 2. It is implemented as a web-based framework that can operate in a web service cluster. The scalability necessary for big data processing is achieved using APIs such as Spark/PySpark (26) (as the primary language was Python) with a clean build design adapted with a Model-View-Controller (MVC) web framework. As the figure shows, the framework consists of three distinct components: (1) the raw datasets/databases, (2) PPaaS privacy preservation module, and (3) the users (e.g. analysts), who work with the sanitized (perturbed) data.

The privacy preservation module consists of pools of application logic (e.g. classification and association mining), and pools of privacy preservation algorithms (e.g. matrix multiplication, additive perturbation). The PPaaS privacy preservation module integrates a collection of privacy preservation algorithms into a collection of pools where each pool represents a particular class of data mining/analysis algorithms. The enlargement of the red circle in Figure 2 shows a possible collection of sub-pools of privacy preservation algorithms for classification. For instance, rotation perturbation (RP) (27) can be integrated into the “Generic” sub-pool of pool1: Classification (refer to red circle in Figure 2), as it provides better accuracy towards a collection of classification algorithms. A particular pool may have several subdivisions to enable the synthesis of new data sanitization methods that are tailored to more specific requirements. The database management layer provides the necessary services for uniform data formatting. It also represents a common platform for the application of different privacy preservation algorithms (In the proposed concept, privacy preservation is discussed in terms of data pertur-
The following sections use “privacy preservation” and “perturbation” interchangeably, referring to the same objective. The blue arrows in Figure 2 show the data flow from data owners through the database management layer to the sanitization algorithm.

A data owner/curator can utilize the framework to impose privacy on a particular dataset for a particular application by using the best privacy preservation approach from a pool of available algorithms. In the proposed setting, PPaaS requires a trusted curator to identify the query or the analysis requests for a given dataset, and run the PPaaS logic for the corresponding application (e.g. deep learning [28]). The curator/data owner accesses the data and applies privacy preservation (perturbation) to the data or dataset according to the users’ requirements.

The proposed framework has three key aspects: (1) understanding the data owner/producer requirements (privacy), (2) understanding the data requester/consumer needs (utility), and (3) selecting and applying the optimum privacy-preserving algorithm to the data. Finally, the goal is to apply privacy preservation to a particular dataset is assessed using a fuzzy metric (named the fuzzy index or FI), which is a single metric to evaluate the balance between privacy and utility provided by the corresponding privacy preservation algorithm. Fig. 3 shows the main flow of PPaaS in releasing a perturbed dataset with a customized application of privacy-preservation. The data curator will receive a request for a certain operation on the underlying dataset. For example, this request can be for deep learning on a medical dataset that is maintained by the corresponding data owner. The data owner forwards the request to the PPaaS framework, which will select the corresponding pool/sub-pool of privacy preservation algorithms allocated under deep learning. In the example, this pool may include the following algorithms: local differentially private approaches, geometric data perturbation approaches, random projection-based data perturbation approaches, which are suitable for producing high utility for deep learning. Next, PPaaS sequentially applies the corresponding pool of privacy preservation algorithms and generates a fuzzy index for each perturbation algorithm. If a particular pool has four privacy preservation algorithms, PPaaS will produce 4 FI values. Next, the PPaaS will select the perturbed dataset with the highest FI, because the corresponding dataset provides the best balance between privacy and utility. The data curator is able to handle different data sources and sanitize them for requests based on the specific needs of a particular requester.

PPaaS uses the fuzzy inference system (FIS) to generate the fuzzy index. Privacy and utility are the only inputs to the FIS that generates a final score that is, the fuzzy index (FI). FI is a quantitative rank that rates the complete process of privacy preservation upon a particular dataset for a given application. A heuristic approach was followed in defining the fuzzy rules which focused on the characteristics of maintaining a balance between privacy and utility. The universe of discourse of the inputs and output ranges from 0 to 1. A higher FI value suggests that the final dataset has high privacy and utility with a good balance between them. The PPaaS dispatcher investigates the value of FI corresponding to a particular process of sanitization, compares it with a user-defined balance guarantee, $FI_T$ that is taken as an input parameter from the data owner. If $FI_{opt} \geq FI_T$, the dataset will be released to the data requester, where $FI_{opt}$ is the maximum FI generated by the pool. Otherwise, the PPaaS will reapply the random perturbation algorithm to find a better solution that satisfies $FI_T$ requirement.

![Fig. 4. Fuzzy membership functions of the input/output variables](image)

A fuzzy inference system (FIS) takes several inputs and generates a certain output based on evaluating a collection of specified rules, which are named as fuzzy rules. In the proposed framework (PPaaS), we define a FIS to take the two inputs: privacy and utility to produce an output named fuzzy index (FI). FI provides an impression of the quality of the balance between privacy and utility generated after perturbing a dataset using a privacy preservation algorithm. According to the domain knowledge, we already know that a good privacy preservation algorithm should enforce high privacy while producing good utility (e.g. accuracy). Following this notion, $FI$ should ideally provide high values only when both privacy and utility are high. In case one is high and the other is low, the $FI$ should be a lower value. Hence, the fuzzy model should produce a rule-surface as presented in Figure 4. Considering all these dynamics between privacy, utility, and $FI$, we introduced three membership functions (LOW, MEDIUM, HIGH) for each variable. Next, we considered Gaussian functions for all the membership functions in the two input variables and output variables, as shown in Figure 4. Finally, we defined the nine rules given in Equation 1 to obtain the rule-surface depicted in Figure 5.

![Fig. 5. Shows the rule surface of the fuzzy inference system](image)

$$FI_{opt} = \begin{cases} \text{LOW} \quad & \text{IF(privacy} = \text{LOW AND utility} = \text{LOW}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{MEDIUM} \quad & \text{IF(privacy} = \text{LOW AND utility} = \text{MEDIUM}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{HIGH} \quad & \text{IF(privacy} = \text{LOW AND utility} = \text{HIGH}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{LOW} \quad & \text{IF(privacy} = \text{MEDIUM AND utility} = \text{LOW}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{MEDIUM} \quad & \text{IF(privacy} = \text{MEDIUM AND utility} = \text{MEDIUM}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{HIGH} \quad & \text{IF(privacy} = \text{MEDIUM AND utility} = \text{HIGH}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{LOW} \quad & \text{IF(privacy} = \text{HIGH AND utility} = \text{LOW}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{MEDIUM} \quad & \text{IF(privacy} = \text{HIGH AND utility} = \text{MEDIUM}) \quad \text{THEN (FI} = \text{LOW}) \\
\text{HIGH} \quad & \text{IF(privacy} = \text{HIGH AND utility} = \text{HIGH}) \quad \text{THEN (FI} = \text{LOW}) \end{cases}$$
Privacy Quantification: During the application of each privacy preservation algorithm, the privacy will be quantified empirically using a multi-column privacy metric, considering that the input datasets are n-dimensional matrices. In the proposed setting, we assume that all the attributes of a particular dataset are equally important, and we make sure it by applying z-score normalization to the input datasets. Then we calculate the variance (\(Var(P)\)) of the difference between the perturbed and non-perturbed datasets. The higher the \(Var(P)\) the higher the privacy, as \(Var(P)\) indicates the difficulty of estimating the original data from the perturbed data ([4]). \(Var(P)\) is a well-established approach used to measure the level of privacy of perturbed data ([4]). If \(X^p\) is a perturbed data series of attribute \(X\), the level of privacy of the perturbation method can be measured using \(Var(P)\), where \(P = (X^p - X)\). \(Var(P)\) can be given by Equation 2:

\[
Var(P) = Var(p_1, p_2, \ldots, p_n) = \frac{1}{n} \sum_{i=1}^{n} (p_i - \bar{p})^2
\]  

Given that there are \(n\) attributes in a particular dataset; we consider the minimum privacy guarantee to be the minimum variance (\(Var(P)_{\text{min}}\)) across all the attributes in the corresponding dataset. \(Var(P)_{\text{min}}\) is the level of privacy of the weakest attribute in a perturbed dataset. Equation 3 shows the generation of minimum privacy guarantee (the minimum variance, \(Var(P)_{\text{min}}\)) for a particular dataset.

\[
Var(P)_{\text{min}} = \min\{Var(P_1), Var(P_2), \ldots Var(P_n)\} \tag{3}
\]

Assuming that a particular pool has \(k\) privacy preservation algorithms, we scaled the \(Var(P)_{\text{min}}\) values within 0 and 1, by applying Equation 4 to the corresponding pool. The value returned from Equation 4 is considered as the input to the FIS (which accepts inputs of range: \([0, 1]\)).

\[
\text{privacy\_input} = \frac{Var(P)_{\text{min}}}{\max\{Var(P)_{\text{min}}, \ldots, Var(P)_{\text{min}}\}} \tag{4}
\]

Utility Quantification: The accuracy of the results produced by the requested service is evaluated experimentally to generate the empirical utility. If the application being examined is classification, the classification accuracy is generated for all the privacy preservation algorithms in the pool for the corresponding type of data classification. All the accuracy (utility) values are scaled between 0 and 1 as the range of inputs accepted by the FIS is bounded by the window of \([0, 1]\).

Algorithm for generating \(FI\): Algorithm 1 is used for generating \(FI\) for a particular pool of privacy preservation algorithms.

**Algorithm 1:** Algorithm for generating \(FI\) for a pool of algorithms

| Input:       | Output:                   |
|--------------|---------------------------|
| \(D\)        | \(BD_i\) ← selected perturbed dataset \(pp_i\) ← selected privacy preserving algorithm |
|              |                           |
| \(pp_1, pp_2, \ldots, pp_n\) | \(D^p_1, D^p_2, \ldots, D^p_n\) |
|              | 2 generate privacy inputs \((pi_1, pi_2, \ldots, pi_n)\) using Equation 4 |
|              | 3 generate utility inputs \((ui_1, ui_2, \ldots, ui_n)\) by running the corresponding application on \(D^p_1, D^p_2, \ldots, D^p_n\) |
|              | 4 generate the fuzzy indices \((FI_1, FI_2, \ldots, FI_n)\) by inserting the privacy inputs and utility inputs to the fuzzy model; |
|              | 5 select the dataset \((BD_i)\) and the privacy preserving algorithm \((pp_i)\) that returns the highest \(FI\); |

4. Case Studies and Results

In this section, we demonstrate how PPaaS selects the best perturbation algorithm and a perturbed dataset from a particular pool of algorithms. During the experiments, we consider five classification algorithms: Multilayer perceptron (MLP), k-nearest neighbor (IBK), Sequential Minimal Optimization (SVM), Naive Bayes, and J48 ([29]). We use four privacy preservation algorithms: rotation perturbation (RP), geometric perturbation (GP), PABIDOT, and SEAL ([4]), which are benchmarked for utility for the selected classification algorithms ([4]). The algorithms were tested on five different datasets retrieved from the UCI machine learning data repository: Table 1 provides a summary of the datasets. All the experiments were run on a Windows 7 (Enterprise 64-bit, Build 7601) computer with an Intel(R) i7-4790 (4 th generation) CPU (8 cores, 3.60 GHz) and 8GB RAM.

**Table 1**

| Dataset Abbreviation | Number of Records | Number of Attributes | Number of Classes |
|----------------------|-------------------|----------------------|-------------------|
| BD                  | 8988              | 12                   | 7                 |
| Wine Quality         | 4898              | 12                   | 7                 |
| Page Blocks Classification | 5473          | 11                   | 5                 |
| Letter Recognition   | 20000             | 17                   | 26                |
| Wholesale Customers  | 56000             | 9                    | 7                 |

In the proposed experimental setting, we consider 25 case studies where each case study considers one of the five classification algorithms and one of the five datasets. We consider a pool of four data perturbation algorithms: RP, GP, PABIDOT, and SEAL under each of the case studies represented as CS (CS stands for "case study") in Table 2. Next, we evaluated the performance of each privacy preservation algorithm in each case to generate the ranks (Fuzzy Indices: FIs) and recorded them in Table 3. Table 2 shows the

1. http://archive.ics.uci.edu/ml/index.php
2. https://archive.ics.uci.edu/ml/datasets/Wholesale+customers
3. https://archive.ics.uci.edu/ml/datasets/Wine+Quality
4. https://archive.ics.uci.edu/ml/datasets/Page+Blocks+Classification
5. https://archive.ics.uci.edu/ml/datasets/Letter+Recognition
6. https://archive.ics.uci.edu/ml/datasets/Statlog+%28Shuttle%29
classification accuracy and the minimum privacy guarantee produced for each pool of privacy preservation algorithms. In each pool, the input datasets were perturbed using the four privacy preservation algorithms. Then the perturbed data were analysed by each classification algorithm to generate classification accuracy (utility) values. Table 2 includes the \( \min(\text{Var}(P)) \) values generated as explained before. We considered the standard deviation (\( \text{Std}(\text{Var}(P)) \)) of the difference between the original normalized data and the perturbed data. To keep the values within the 0 to 1 range for the fuzzy input (for privacy), we applied Equation 4 on the values, where the (\( \max\{\text{Std}(P)\} \)) is the maximum standard deviation value returned by the corresponding pool of privacy preservation algorithms.

### TABLE 2

| Dataset | Privacy preserving algorithm | Utility after privacy preservation (FI) | Privacy guarantee (FI rank) |
|---------|-----------------------------|----------------------------------------|-----------------------------|
| LRD5    | GP                          | 0.5001                                 | 0.4997                      |
|         | GP                          | 0.5001                                 | 0.5001                      |
|         | GP                          | 0.5001                                 | 0.4997                      |
|         | GP                          | 0.5001                                 | 0.5001                      |

5. The values in Tables 2 are evaluated using the proposed fuzzy model to generate the ranks for each privacy preservation algorithm and perturbed dataset as given in Table 2. The highest ranks generated in each pool of algorithms are in bold and highlighted in colour. Although SEAL has the best performance results in many cases, the table clearly shows that the input dataset and the choice of application (e.g. classification) plays a major role in selecting the best privacy preservation approach.

### 5 STUDY

In this paper, we proposed a new paradigm named privacy preservation as a service (PPaaS), to improve the application of privacy on a dataset or application, eventually improving the utility of existing and new privacy preservation approaches. The domain of data privacy contains a plethora of different privacy preservation approaches that are proposed for different types of applications. Consequently it is a highly complex process to identify the best possible privacy preservation approach for a particular application. PPaaS provides a solution by introducing a service-oriented framework that collects existing privacy preservation approaches and semantically categorizes them into pools of applications. Developers of new privacy preservation algorithms can introduce their methods to the PPaaS framework and add to the corresponding pools of applications. When a data owner/curator wants to apply privacy-preservation to a particular dataset, PPaaS will rank the methods in the relevant pools of applications with respect to the dataset. The ranks are expressed in the form of a Fuzzy Index (FI). FI is generated using a fuzzy inference system that takes two inputs, privacy, and utility. PPaaS quantifies privacy in terms of the variance of the difference between the input data and perturbed data (\( \text{Var}(P) \)). PPaaS considers the concept of minimum privacy guarantee (\( \text{Var}(P)_{\min} \)), where the minimum of \( \text{Var}(P) \) to \( \text{Var}(P)_{\min} \) is considered. \( \text{Var}(P)_{\min} \) is the strength of the weakest attribute in a perturbed dataset, and is called the minimum privacy guarantee. The utility is the accuracy measured under the corresponding application. For example, when the application is data classification, PPaaS considers classification accuracy as the utility measurement. PPaaS will select the privacy preservation approach or the perturbed dataset that returns the highest FI, which represents the case with the best balance between privacy and utility.

### TABLE 3

The best choice of perturbation in each pool based on the highest FI rank values returned.

| Dataset | Privacy preserving algorithm | FI rank values returned under each CS |
|---------|-----------------------------|--------------------------------------|
| LRD5    | GP                          | 0.5001                               |
|         | GP                          | 0.5001                               |
|         | GP                          | 0.5001                               |
|         | GP                          | 0.5001                               |

We ran experiments with PPaaS using five different datasets, five different classification algorithms, and four different privacy-preservation algorithms that are benchmarked to produce good utility over the corresponding classification algorithms. Our experiments show that the four privacy preservation algorithms are ranked differently based on the application and the input dataset. The highest \( F1 \) values indicate the highest privacy and utility with the best balance between them. After comparing the \( F1 \) values (available in Table 3) generated using the values available in Table 2, we can conclude that \( F1 \) provides high values, if and only if, both utility and privacy returned by the corresponding method is high. In all other cases, fuzzy inference system (FIS) produces lower values for the \( F1 \). Hence, \( F1 \) enables PPaaS to identify the best-perturbed dataset generated by the most suitable privacy preservation algorithm for the corresponding pool of algorithms and for the input dataset.
6 Conclusion

This paper introduced a novel framework named Privacy Preservation as a Service (PPaaS), which tailors privacy preservation to stakeholders’ needs. PPaaS reduces the complexity of choosing the best data perturbation algorithm from a large number of privacy preservation algorithms. The ability to apply the best perturbation while preserving enough utility makes PPaaS an excellent solution for big data perturbation. In order to select the best privacy preservation method, PPaaS uses a fuzzy inference system (FIS) that enables PPaaS to generate ranks that are expressed as fuzzy indices for the privacy preservation algorithms applied to a dataset for a given application. The experimental results show that the fuzzy indices are a good indication of the capability of a particular privacy preservation algorithm to maintain a good balance between privacy and utility.
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