Piezoelectric ferromagnetism in two dimensional FeCl$_2$
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We predict that monolayer FeCl$_2$ is a two-dimensional piezoelectric ferromagnet (PFM) with easy-axis magnetism and a Curie temperature of 260 K. Our ab initio calculations combined with data mining reveal 2H-FeCl$_2$ as the only easy-axis 2D monolayer PFM, and that its magnetic anisotropy increases many-fold with moderate hole doping. We develop an analysis based on magnetic anisotropies densities that explain the magnetic and doping-dependent behavior of FeCl$_2$, as well as VSe$_2$ and CrI$_3$, and can enable the design of future 2D magnetically ordered materials.

Controlling ferromagnetism using electric fields in a two-dimensional (2D) material offers significant scientific and technological interest [1–3]. Regarding magnetism, this is very challenging due to (i) typically weak magnetic exchange couplings, and (ii) the easy-axis (Ising) magnetic anisotropy (MA) required by the Mermin-Wagner theorem is rarely achieved [4, 5]. Nevertheless, 2D monolayers of Cr$_2$Ge$_2$Te$_6$, CrI$_3$ and Fe$_3$GeTe$_2$ are ferromagnetic with Curie temperatures of 5 K [6], 45 K [7] and 126 K [8, 9], respectively, but room temperature ferromagnetism of 2D monolayers has not been achieved yet. Recent experiments report that multi-layered H-phase VSe$_2$ is an Ising (easy-axis) ferromagnet above room temperature [10, 11], but, disappointingly, theory shows that in the monolayer limit, H-VSe$_2$ has strong ferromagnetic coupling with an easy-plane anisotropy [12, 13]. Open questions include the origin of easy-axis anisotropy in multilayered H-VSe$_2$ and experimental measurement of the magnetic properties of yet-to-be-synthesized monolayer H-VSe$_2$.

A 2D ferromagnetic system that is also piezoelectric will permit electric field control of magnetism via field-induced strain and structural distortions [14]. One approach is to create 2D van der Waals heterostructures with separate piezoelectric and ferromagnetic layers: this approach may circumvent the weak ferromagnetism often observed in type-II multiferroics [3, 14, 15]. However, in practice, only a fraction of the strain is transferred from the piezoelectric layer to the ferromagnetic layer in these materials [14]. Ideally, a single monolayer that combines piezoelectric and ferromagnetic properties may lead to significantly improved coupling.

Here, we screen two-dimensional materials databases using density functional theory (DFT) to find candidate piezoelectric ferromagnetic materials (PFM) with easy-axis MA. We find only one compound, monolayer H-phase FeCl$_2$. Excitingly, we predict that H-FeCl$_2$ has a Curie temperature ($T_c$) near 260 K and its $T_c$ and MA are tunable with strain and doping. We develop a theoretical analysis method for MA densities as a function of electron band energies that allows us to identify the key features of the electronic structure of Fe-dihalides, V-dichalcogenides, and Cr-trihalides that generate easy-axis or easy-plane anisotropy: e.g., we find that $d^6$ compounds are most likely to have easy-axis MA in H-phase 2D materials. We also can explain the trends in MA and exchange couplings as a function of the chosen ligands.

Materials screening — Our main materials discovery is that FeCl$_2$ is the only PFM as an isolated monolayer. After screening a database of calculated magnetic ground states and electronic band gaps of more than 1600 exfoliable 2D materials [16], we find that only 48 compounds can meet our screening criteria: a finite electronic bandgap, no inversion symmetry, and a finite ferromagnetic (FM) moment in the primitive cell. Since many of the entries in the databases use very small (primitive) unit cells, the associated prediction of an FM ground state is checked using larger supercell calculations. This leads to a further decrease in the number of screened compounds to 30. Using our magnetic stability calculations with these larger supercells, we further screen these 30 compounds by requiring a minimal energetic stability requirement of at least 10 meV/formula unit for the FM ground state relative to other magnetic orderings. Table I lists the resulting 14 compounds along with their key magnetic properties. For comparison, the last three rows

FIG. 1: Atomic structure and local Fe 3d energy levels of 2D monolayer H-FeCl$_2$ (or H-VSe$_2$). a) Top and b) side views of the structure of 2D monolayer H-FeCl$_2$ or H-VSe$_2$. Fe (V) are shown as gold balls and Cl (Se) are in green. The dashed line in (a) is the primitive cell. c) Trigonal prismatic arrangement of Cl (Se) atoms around the Fe (V) leads to the crystal field splittings shown in d).
describe the Cr-trihalides: they lack inversion symmetry but are well-known 2D ferromagnets [17, 18]. Only FeCl$_2$ shows positive MAE and can display Ising-type (easy axis) FM ordering in the out-of-plane direction along with a piezoelectric response.

In Table I, we provide the energy differences between the FM state and the minimum energy antiferromagnetic state (AFM), site-projected magnetic anisotropy energy on the transition metal atom only (MAE$^{\text{tot}}$), electronic band gap (E$_g$) via SOC-DFT calculations for H-phase 2D monolayers. Positive MAE$^{\text{tot}}$ values are in bold (i.e., out-of-plane or easy-axis magnetization).

### TABLE I: FM-AFM energies, total magnetic anisotropy energy of the system (MAE$^{\text{tot}}$), site-projected magnetic anisotropy energy on the transition metal atom only (MAE$^{\text{im}}$), electronic bandgap (E$_g$) via SOC-DFT calculations for H-phase 2D monolayers. Positive MAE$^{\text{tot}}$ values are in bold (i.e., out-of-plane or easy-axis magnetization).

| Compound | E(FM-AFM) (meV/f.u.) | MAE$^{\text{tot}}$ (meV/f.u.) | MAE$^{\text{im}}$ (meV/f.u.) | E$_g$ (eV) |
|----------|----------------------|-------------------------------|-------------------------------|------------|
| ScCl$_2$ | -18                  | -0.01                         | -0.008                        | 0.14       |
| ScBr$_2$ | -32                  | -0.11                         | -0.030                        | 0.18       |
| ScI$_2$  | -34                  | -0.42                         | -0.060                        | 0.14       |
| VS$_2$   | -18                  | -0.21                         | -0.152                        | 0.05       |
| VSeS     | -52                  | -0.38                         | -0.202                        | 0.38       |
| VSe$_2$  | -83                  | -0.57                         | -0.241                        | 0.26       |
| VTeSe    | -69                  | -0.97                         | -0.249                        | 0.14       |
| VTe$_2$  | -87                  | -1.63                         | -0.310                        | 0.24       |
| TiSeCl   | -49                  | -0.21                         | -0.094                        | 0.09       |
| TiSeBr   | -57                  | -0.26                         | -0.104                        | 0.11       |
| TiSeI    | -49                  | -0.34                         | -0.133                        | 0.05       |
| FeCl$_2$ | -182                 | **0.18**                      | 0.169                         | 0.41       |
| FeBr$_2$ | -148                 | -0.06                         | 0.397                         | 0.28       |
| FeI$_2$  | -110                 | -3.99                         | 0.892                         | 0.19       |

| Cr-Halides | | | | |
|------------|-------|-------------|----------------||
| CrCl$_3$   | -4    | **0.03**    | 0.015          | 1.76          |
| CrBr$_3$   | -6    | **0.19**    | 0.032          | 1.53          |
| CrI$_3$[19]| -9    | **0.67**    | 0.059          | 1.02          |

All compounds in Table I (except for the Cr-trihalides) have the H-phase symmetry shown in Fig. 1a-c. Most 2D materials (e.g., transition metal dichalcogenides) have two stable phases, the H and T phases. These two phases often have similar thermodynamic stabilities, and the ground state phase can depend on the environment [11, 21–24]. Though H-phase FeCl$_2$ has yet to be synthesized, computational studies show that H-FeCl$_2$ is dynamically stable [25]. Additionally, the mixed chalcogen and halide compounds in Table I, known as Janus monolayers, exist and are under active areas of experimental and theoretical research [26, 27]. In sum, the majority of our tabulated compounds, including H-phase FeCl$_2$, should be experimentally realizable.

In terms of comparing Table I to the literature, V-chalcogenides have been studied most intensively. For VS$_2$, $\Delta=$E(FM-AFM) of -47, -70 and -158 meV/f.u. were reported using PBE, LDA+U and HSE functionals, respectively [12, 13], while $\Delta$ of -77 and -89 meV/f.u. were found for VSe$_2$ and VTe$_2$ using PBE [12]: all are in good agreement with Table I. A $\Delta$ of -249 meV was reported for FeCl$_2$ using PBE [25], although this is considerably larger than our value of -182 meV. Prior work has found that the magnetic coupling in VS$_2$ originates from superexchange interactions through S atoms [13] and agrees with the Goodenough-Kanamori-Anderson rules: superexchange of orthogonal configuration is dominated by the FM contributions [28–30]. Investigating the densities of states in FM and AFM phases, we find that the reason FM interactions are strongly favored in Fe-
halides and V-chalcogenides is due to very small crystal field splitting in these materials across the electronic gap compared to Cr-halides. Fe-halides also have stronger exchange splitting compared to V-chalcogenides which can explain increased $\Delta$ in these compounds [20].

We find that the theoretical piezoelectric and elastic constants of FeCl$_2$ are similar to those of other 2D materials [31, 32]: FeCl$_2$ has a strain piezoelectric constant of $d_{11} = 27.23$ pm/V, a piezoelectric constant of $e_{11} = 117.5$ pC/m, and elastic coefficients $C_{11} = 59.9$ and $C_{12} = 18.17$ N/m. FeCl$_2$ monolayers have the 6m2 point group symmetry so $e_{11}$ and $d_{11}$ are the only independent piezoelectric coefficients [33].

Materials engineering — We will now discuss various strategies to manipulate and enhance the ferromagnetism of FeCl$_2$ as it is the only Ising ferromagnet in our dataset. In Fig. 2, we explain how the magnetic coupling constants and Curie temperature of monolayer FeCl$_2$ change as a function of strain. To obtain the magnetic coupling parameters, we use the XXZ spin Hamiltonian to describe the spin moments on the Fe atoms:

$$\mathcal{H} = -\left[D \sum_i (S_i^z)^2 + \frac{J}{2} \sum_{i \neq j} S_i S_j + \frac{\lambda}{2} \sum_{i \neq j} S_i^z S_j^z\right].$$

(1)

The sums run over Fe atoms, and pair interactions include the nearest neighbor Fe atoms. The first term describes easy-axis onsite anisotropy, and the second term is the isotropic Heisenberg exchange. When $J > 0$, FM interactions are favored, whereas $J < 0$ favors AFM configurations. The last term, $\lambda$, is the anisotropic symmetric exchange that captures the magnetic anisotropy due to coupling between Fe sites via the ligands and is related to the strength of spin-orbit coupling interactions on the ligand atoms. We find that the magnetic interactions are short-ranged within the first nearest neighbors and that the anisotropic exchange is negligible in FeCl$_2$ [20]. To determine the magnetic coupling parameters from DFT, we use the FM and striped AFM phases with spins oriented in in-plane ($x$) and out-of-plane ($z$) directions. Using the $J$ and $D$ determined from the DFT calculations at each strain level, we determine the critical transition temperature ($T_c$) using linear spin-wave theory [34] up to second-order terms [20] using our in-house code [35]. Fig. 2(b) shows that at equilibrium the $T_c$ is about 260 K, while at reasonable strain values, achievable using a substrate, $T_c$ can be tuned between 200 and 320 K.

In terms of piezoelectric response, Fig. 2 shows that 0.1% strain changes $T_c$ by 1 K, and this in-plane strain can be obtained with electric fields of 3 kV/cm in MoSe$_2$ [36]. As MoSe$_2$ and FeCl$_2$ have similar $d_{11}$ coefficients, fields of a few tens of kV/cm, which are attainable in similar systems [14], will lead to significant changes in $T_c$ of order 10 K and a clear change of magnetic phase from FM to paramagnetic (PM) at a fixed temperature. However, a full FM to PM phase change may not be necessary for applications: smaller magnetic modulations can lead to domain wall propagation in nanowires of 2D ferromagnets which can enable spintronic data storage [14].

Beyond strain, one can enhance the easy-axis MA of FeCl$_2$ via charge transfer between the monolayer and external material. Fig. 3 shows the doping dependence of the MAE. Even a modest hole doping of 0.05e per formula unit makes $D$ increase threefold from 0.18 meV to 0.54 meV. A change transfer of 0.05 e per formula unit means a downward shift of $0.2$ eV in the Fermi level compared to the valence band edge, therefore only the occupations of the minority spin $d$-electrons are modified.

Materials analysis and discussion — Although ab initio calculations of MAE (cf. Table 1) are useful to screen materials, such calculations often only provide orbital or site decomposed MAE from integration over the entire Brillouin zone (BZ). The MAE is a delicate quantity that originates from spin-orbit interactions and depends on the distribution of valence and conduction spin and orbital states over the BZ. Hence, an analysis of MAE requires a more fine-grained description.

A second-order perturbation theory analysis of the MAE can provide band, k-vector, and spin decompositions of the MAE for a deeper understanding of the electronic band structure [37]. The second-order treatment begins with the atomic spin-orbit coupling $\propto \mathbf{L} \cdot \mathbf{S}$ on each atom (S and L are defined as spin and atomic orbital angular momentum operators). One begins with a collinear description of the spins before adding the perturbation, so the spin operator $\mathbf{S}$ acts globally on each Bloch state. Thus the spin-orbit perturbation due to multiple atoms takes the form $H^{SOC} = -\sum_i \xi_i \mathbf{L}^i \cdot \mathbf{S}$ where $i$ runs over the atomic sites in the material with site-dependent spin-orbit constants $\xi_i$. Physically, the spin moment is localized on the transition metal atoms: when $\mathbf{L}^i$ refers to the same site as $\mathbf{S}$, we have a direct SOC coupling with $\xi_i$ being the intrinsic SOC parameter for the atom; otherwise, we have an indirect SOC coupling and the associated $\xi_i$ is an effective parameter deriving from the metal-ligand

![FIG. 3: Ab initio MAE vs. electronic charge doping of monolayer FeCl$_2$. Positive doping means hole doping.](image-url)
hopping parameters and differences of their energy levels [38]. Within second-order perturbation theory, the MAE contribution from the atomic site \( i \) is [37]:

\[
\text{MAE}^i = \xi^i \sum_{v,c,k} \sigma \left( |\langle vk\sigma|L^c_x|ck\sigma'\rangle|^2 - |\langle vk\sigma|L^c_z|ck\sigma'\rangle|^2 \right) / (\epsilon_{ck\sigma'} - \epsilon_{vk\sigma})
\]

In Eq. 2, \( v \) and \( c \) refer to valence and conduction bands, \( k \) is the reciprocal grid index, \( |vk\sigma\rangle \) is a DFT Bloch state, the spin indices \( \sigma,\sigma' \) take the values \( \pm 1 \), and \( \epsilon_{vk\sigma} \) are DFT band energies. To calculate the MAE of Eq. 2, we expand the valence and conduction band states of atom-centered orbitals \( |\phi^i_v\rangle \): e.g.,

\[
\langle vk\sigma|L^c_x|ck\sigma'\rangle = \sum_{\alpha,\beta} \langle vk\sigma|\phi^i_{v\alpha}\rangle \langle L^c_x|\phi^i_{c\beta}\rangle \langle \phi^i_{c\beta}|ck\sigma'\rangle
\]

One can integrate this density along the valence and conduction energies to get quantities directly comparable to the density of states (DOS): the valence MAE density is \( \text{MAE}^i_v(E_v) = \int_{E_F}^{\infty} \text{MAE}^i(E_v, E_v)dE_v \), and the conduction MAE density is \( \text{MAE}^i_c(E_c) = \int_{-\infty}^{E_F} \text{MAE}^i(E_v, E_v)dE_v \). One can also define cumulative integrals for each density:

\[
\text{CMAE}^i_v(E) = \int_{E_F}^{E} \text{MAE}^i(E_v, E_v)dE_v \quad \text{and} \quad \text{CMAE}^i_c(E) = \int_{E_F}^{E} \text{MAE}^i(E_v, E_v)dE_v.
\]

At \( E = E_F \), both are equal to the total MAE,\( \text{CMAE}^i_v(E_F) = \text{CMAE}^i_c(E_F) = \text{MAE}^i \).

We begin the analysis with a comparison and discussion of the electronic structure of VSe\(_2\) and FeCl\(_2\). The trigonal prismatic symmetry of the H phase leads to the \( d \)-orbital crystal field levels shown in Fig. 1(d): the non-degenerate \( \delta_{d_z^2} \) is lowest in energy (denoted as \( d_0 \)), followed by the degenerate pair \( d_{xy}/d_{x^2-y^2} \) (denoted as \( d_2 \)), and the degenerate pair \( d_{xz}/d_{yz} \) (denoted as \( d_3 \)) is highest in energy. This ordering strictly holds at the \( \Gamma \)-point in the band structures of Fig. 4, but we caution in making broad arguments based on this: the orbital projections show significant mixing of different orbitals within a given band across the BZ. The lowest energy conduction and valence bands have mixed \( d_0/d_2 \) character across the BZ in both FeCl\(_2\) and VSe\(_2\). Since both monolayers are insulators, it is easy to see that Fe\(^{2+}\) has formal \( d^6 \) valence in FeCl\(_2\) whereas V\(^{4+}\) has \( d^2 \) valence in VSe\(_2\). A key difference between the two insulators is that the lowest energy interband transition in FeCl\(_2\) is spin-preserving (minority to minority) while for VSe\(_2\) it is a spin-flip process (majority to minority). Table I shows that the Fe or V MAE completely dominates the total MAE with lighter ligands. Ligand contribution to MAE is negative, except for a small positive contribution in FeCl\(_2\), which can qualitatively depend on the orthogonalization of the atomic orbitals at small magnitudes [39]. Hence, we need to focus only on the contributions from transition metal sites to DFT postprocessing provides the inner products \( \langle \phi^i_v| nk\sigma \rangle \) for real-valued \( \phi^i_v \) (e.g., \( d_{xz} \) or \( p_y \)), and we compute \( \langle \phi^i_v| L^c_x| \phi^i_c \rangle \) by rewriting the angular character of the \( \phi^i_v \) as linear combinations of spherical harmonics \( Y_{lm} \) and using textbook angular momentum matrices in the \( Y_{lm} \) basis. When one atom dominates the MAE, analysis of the MAE from Eq. 2 can ignore the numerical value of \( \xi^i \) since it simply acts as an overall scaling.

Eq. 2 is not so useful as it stands since it produces an aggregate site-specific MAE like standard DFT calculations. But, since it is an analytical formula as a sum over interband transitions, we can define an MAE density for pairs of valence and conduction energies to see fine-grained and energy-resolved contributions:

\[
\text{MAE}^i(E_v, E_c) = \xi^i \sum_{v,c,k} \sigma \left( |\langle vk\sigma|L^c_x|ck\sigma'\rangle|^2 - |\langle vk\sigma|L^c_z|ck\sigma'\rangle|^2 \right) / (\epsilon_{ck\sigma'} - \epsilon_{vk\sigma}) \delta(E_v - \epsilon_{vk\sigma}) \delta(E_c - \epsilon_{ck\sigma'})
\]

One can argue that choices are limited to drive a positive MAE in FeCl\(_2\). Origin of the negative MAE of VSe\(_2\) is relatively straightforward to understand: the valence MAE \( \text{MAE}^i_v \) is dominated by the highest energy valence band while the conduction MAE \( \text{MAE}^i_c \) is dominated by the lowest conduction band as shown in Fig. 4a-d. (The small and fluctuating valence MAE below \( E_F - 1 \) eV in Fig. 4c is due to the weak hybridization of V-d and Se-p states in the Se p-dominated valence bands.) Both these valence/conduction bands are mixtures of \( d_0 \) and \( d_2 \) orbitals, and the only non-zero angular momentum matrix elements are among \( d_2 \) orbitals, \( \langle d_2|L^c_x|d_2 \rangle \) [20]. The spin-flip nature of the low energy transition means \( \sigma \sigma' = -1 \) in Eq. 2 hence, giving a negative MAE\(^i\). We argue that choices are limited to drive a positive MAE in these materials. The tensile strain would drive the V towards the atomic limit by reducing \( d_0/d_2 \) mixing in the low-energy valence and conduction bands and thus reduce the magnitude of the MAE. On the other hand, enhanced exchange splitting (e.g., an enlarged \( U \) acting on the 3\( d \) manifold) would push the minority bands higher in energy and thus turn the lowest energy transition into a spin-conserving one between majority spin bands with \( \sigma \sigma' = +1 \) and possibly create positive MAE. However, typical \( d^1 \) ions such as Se\(^{2+}\) or Ti\(^{3+}\) are expected to have smaller exchange splittings than V\(^{4+}\) making this difficult to achieve, as per the examples in Table I. The effect of heavier ligands for strong indirect SOC will be analyzed further below.

We now turn to the MAE analysis of the FeCl\(_2\) Fe-site which is a bit more involved than VSe\(_2\) V-site due to the filled majority spin Fe-d states. The valence and conduction CMAE plots in Fig. 4b show that the total MAE is dominated by the highest energy valence band and the low-lying conduction bands. The valence MAE (Fig. 4g) has significant values at energies \( E_F - 1 \) eV and lower
FIG. 4: Band structures for H-phase a) VSe\textsubscript{2} and e) FeCl\textsubscript{2} projected on \(d_{0} = d_{z}^{2}\) (green), \(d_{1} = d_{xz}/d_{yz}\) (blue), and \(d_{2} = d_{x}^{2} − d_{y}^{2}/d_{xy}\) (red) orbitals for majority (left panel) and minority (right panel) spins, respectively. b) and f) show electronic densities of states (DOS) are for VSe\textsubscript{2} and FeCl\textsubscript{2}, respectively. MAE densities of c)VSe\textsubscript{2} and g) FeCl\textsubscript{2}, and their cumulative MAE (CMAE) in d) and h), respectively. Valence MAE \(v(E)\) densities are given in black, while conduction MAE \(c(E)\) densities are in gray. The Fermi energy \(E_{F}\) is zero of energy. Corresponding to the low-energy filled majority spin \(d\)-bands, but their net integrated effect is negligible since CMAE\(_{v}\) is very close to zero at \(E_{F} − 1\) eV. Such cancellation is expected for a full atomic shell, especially if it has full rotational symmetry; using a simple cluster model with the trigonal prismatic ligand field, we show that only a weak contribution to MAE is expected when the majority spins are fully occupied and the minority spin is empty or only the \(d_{0}\) state is occupied [20]. Thus, the total MAE in FeCl\textsubscript{2} is determined by the interband transitions between the filled and empty minority bands. Fig. 4g shows that the MAE\(_{v}(E)\) has a prominent positive peak at \(E_{F} + 0.5\) eV and smaller but wider peak above this energy up to \(E_{F} + 1.5\) eV. The MAE\(_{c}(E)\) has a positive peak near \(E_{F} − 0.75\) eV and a smaller negative peak around \(E_{F} − 0.25\) eV. Hence, compared to VSe\textsubscript{2} where there was only one type of prominent interband transition, in FeCl\textsubscript{2} we have strong positive and negative MAE contributions that sum up to a net positive final answer. To visualize this point directly, Fig. 5 displays the MAE\((E_{v}, E_{c})\) density (Eq. 3) for FeCl\textsubscript{2} along with valence and conduction densities of states: a strong positive peak (A) is visible near \(E_{v} = −0.5, E_{c} = 0.5\) coming from the interaction of the highest valence and lowest conduction band (both having \(d_{0} + d_{2}\) character) while a broader negative peak (B) near \((E_{v} = −0.5, E_{c} = 1.25)\) comes from the interaction of highest valence band with higher energy conduction bands having primarily \(d_{1}\) character. Inspection of the \(\langle d \mid L_{z}^{x} \mid d' \rangle\) matrices [20] shows that peak (A) is due to \(\langle d_{2} \mid L_{z}^{x} \mid d_{2} \rangle\) while peak (B) is from \(\langle d_{0,2} \mid L_{z}^{x} \mid d_{1} \rangle\) interactions. Since \(\sigma \sigma' = +1\) for transitions between the same spin (minority) bands, Eq. 2 then explains the signs of peaks (A) and (B). Finally, the positive-signed interactions (A) correspond to smaller transition energies, a smaller denominator in Eq. 2, and a larger overall contribution leading to a net positive MAE.

The analysis of MAE densities also easily explains the behavior of the total MAE versus small doping seen in Fig. 3. The MAE\(_{v}\) in Fig. 4(c) has a negative peak right below \(E_{F}\) (peak (B) of Fig. 5): hole doping pushes down the Fermi energy and removes part of this negative MAE contribution. Conversely, electron doping moves \(E_{F}\) up in energy and removes the positive contributions of MAE\(_{c}\) right above the Fermi energy hence driving the total MAE to smaller and eventually negative values.

The MAE analysis of FeCl\textsubscript{2} and VSe\textsubscript{2} helps us extrapolate to other high-spin transition metal electronic configurations \(d^{n}\) in trigonal prismatic symmetry. We
will assume that the primary low-energy orbital mixing is between $d_0$ and $d_2$ and that higher energy $d$ bands are mainly of $d_1$ character. The main lesson from the $d^3$ and $d^5$ cases above is that a large exchange splitting, $\Delta_x$, would help such systems achieve positive MAE via the direct spin-orbit interaction effect on the transition metal site (not the ligands) since the lowest energy transitions would be between the same spin channels with $\sigma\sigma' = +1$ and via the $\langle d_2 | L_z | d_2^\prime \rangle$ matrix elements. Under trigonal pyramidal symmetry, only other likely high-spin magnetic insulating phases are $d^3$, $d^5$, and $d^8$ transition metal electronic configurations. For a $d^3$ high-spin case with large $\Delta_x$, while $\sigma\sigma' = +1$ would be satisfied, the dominant interaction would now be of $\langle d_{0,2} | L_x | d_1 \rangle$ type leading to negative MAE. For $d^5$ with small $\Delta_x$, $\sigma\sigma' = -1$ would hold, but $\langle d_2 | L_z | d_2 \rangle$ interactions would dominate due to their small energy denominators and give negative MAE contributions. Stabilizing a high-spin $d^5$ configuration requires a sizeable $\Delta_x$ in the first place, and for a cluster $d^5$ model [20], we expect the MAE to be always positive but small and scaling as $\propto 1/\Delta_x^2$. The picture for $d^8$ with large $\Delta_x$ is identical to $d^3$, leading to negative MAE since the contribution from majority spin electrons would be negligible. For a $d^8$ with small $\Delta_x$, the main low-energy contributions would come from spin-conserving $\langle d_{0,2} | L_x | d_1 \rangle$ and spin-flip $\langle d_1 | L_z | d_1^\prime \rangle$ interactions, both of which give negative MAE.

Our final analysis will explain the robust trend of decreasing MAE with heavier ligands seen in Table I: heavy enough ligands (e.g., I or Te) which will dominate the SOC and the MAE. We can apply the perturbation analysis, Eq. 2 to these systems, but we remember that we are describing an indirect SOC effect: the $\xi_i$ parameter is modified from its pure atomic value at the ligand sites [38], and the angular momentum operators $L'_{x,z}$ act on the ligand valence $p$ orbital manifold.

We compare CrI$_3$ and FeI$_2$ to understand their opposite signed total MAEs via an analysis of the I-5$p$ contributions. Figs. 6a,b show spin-polarized I-5$p$ DOS above the Fermi level which stem from hybridization to the spin-polarized Fe and Cr-3$d$ states, and therefore one can get finite MAE contributions in Eq. 2 from I-p interband transitions. For FeI$_2$, the low-energy conduction I-p DOS is for minority spin, whereas in CrI$_3$ the low energy conduction bands are of majority spin. The conduction MAE densities in Figs. 6c,d show that the total MAE is determined primarily by interactions with the lowest conduction bands ($E_F$ to about $E_F + 1$ in energy), the valence MAE$_c$ contribution is similarly controlled by interactions with the highest valence bands ($E_F - 1$ to $E_F$). In both materials, the valence band maxima are of majority spin $p_x/p_y$ character. We have analyzed in detail the contributions from the $L'_x$ and $L'_z$ terms in Eq. 2 across the BZ and find that the $L'_z$ matrix element would...
tributions dominate. Since the lowest energy transition in FeI2 involves a spin-flip with $\sigma' = -1$ while in CrI3 it is spin conserving ($\sigma' = +1$), explaining the sign of the total MAE.

The MAE densities in Fig. 6(e) also show that hole doping of CrI3 should lead to a decrease in the MAE (due to the removal of positive contributions near the valence band maximum) which agrees with the prior ab initio MAE results [38]. However, our analysis disagrees with their explanation of this effect: their qualitative discussion, based on band structure visualization and mean angular momenta, argues that $L_z$ interactions should dominate while we have explicitly verified that $L_z$ interactions are the key ones. We note that MAE is a quantity derived from integration across the BZ, and with significant orbital mixing in the low-energy bands, MAE contributions in energy space are best compared to the BZ-integrated density of states.

Our analysis based on magnetic anisotropy densities directly connects the magnetic anisotropy properties of each material to key features of its electronic structure and thereby helps provide tools for the community interested in the design of magnetic materials.

**Methods** — All first-principles calculations for materials screening and engineering use density functional theory (DFT) with the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [40] as implemented in the VASP 5.4.1 software [41, 42]. We use a kinetic exchange-correlation functional [40] as implemented in the Quantum Espresso 7.0 software [47], PBE, and fully relativistic ultrasoft pseudopotentials from PSLibrary 1.0.0 [48, 49]. A plane-wave cutoff of 100 Ry and a $12 \times 12 \times 1$ k-grid were found to converge total energies to 1 meV/atom. Post-processing software tools generate the overlaps of Bloch states and real-valued atomic orbitals [35]. Curie temperatures are calculated using linear spin-wave theory [19, 34] using up to second-order terms [35]. We calculate piezoelectric coefficients using density functional perturbation theory (DFPT) [50, 51] and elastic coefficients using finite differences.

**Data availability** — Structural coordinates and all the scripting/programming tools used to realize this work are available through Zenodo database with DOI number (X). The authors declare that other data related to this research are available within the paper and its Supplementary Information, or from the authors upon reasonable request.
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