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Abstract—The sensing and monitoring of the urban road network contribute to the efficient operation of the urban transportation system and the functionality of urban systems. However, traditional sensing methods, such as inductive loop sensors, roadside cameras, and crowdsourcing data from massive urban travelers (e.g., Google Maps), are often hindered by high costs, limited coverage, and low reliability. This study explores the potential of drive-by sensing, an innovative approach that employs large-scale ridesourcing vehicles (RVs) for urban road network monitoring. We first evaluate RV sensing performance by coverage and reliability through historical road segment visits. Next, we propose an optimal trip-based RV rerouting model to maximize the sensing coverage and reliability while preserving the same level of service for the RVs’ mobility service. Furthermore, a scalable column generation-based heuristic is designed to guide the cruising trajectory of RVs, assuming trip independence. The effectiveness of the proposed model is validated through experiments and sensitivity analyses using real-world RV trajectory data of over 20,000 vehicles in New York City. The optimized rerouting strategy has yielded significantly improved results, elevating explicit sensing coverage of the road network by 15.0% to 17.3% (varies by time of day) and achieving an impressive enhancement in sensing reliability by at least 24.6% compared to historical records. Expanding the path-searching space further improved sensing coverage of up to 4.5% and reliability of over 4.2%. Moreover, considering incentives for RV drivers, the enhanced sensing performance comes at a remarkably low cost of $0.10 per RV driver, highlighting its cost-effectiveness.

Index Terms—Drive-by sensing, mobile crowdsensing, ridesourcing, sensing coverage, sensing reliability.

NOMENCLATURE

A. Abbreviations

ECR Explicit Coverage Rate.
GPS Global Positioning System.
ImpCR Implicit Coverage Rate.
InfCR Inferred Coverage Rate.
NYC New York City.
OD Origin-Destination.
OSRM Open Source Routing Machine.
RFID Radio Frequency Identification.
RV Ridesourcing Vehicles.
RVRP RV Rerouting Problem.

B. Sets and Vectors

\( G \) A transportation network, \( G := (N, A) \).
\( N \) Set of nodes in \( G \).
\( A \) Set of links in \( G \).
\( A_{ob} \) Set of links that are observed.
\( A_{inf} \) Set of links that are not observed but inferable.
\( A_{add} \) Set of minimal additional links to be visited to achieve full coverage, i.e., \( A = (A_{ob} + A_{add}) \cup A_{inf} \).
\( T \) Set of time slots for the sampled horizon.
\( M^t \) Set of historical cruising trips at \( t \in T \).
\( R^t, R^t_* \) Set of feasible/optimal alternative trips at \( t \in T \).

C. Parameter

\( t_{ij} \) Travel time on arc \((i, j) \in A\).
\( t_r \) Total travel time on trip \( r \in R^t \).
\( T_i^o, T_i^d \) Historical OD pick-up and drop-off time for trip \( i \in M^t \).
\( L_i^o, L_i^d \) Historical OD locations for trip \( i \in M^t \).
\( K^t \) RV fleet size at time \( t \).
\( \alpha^k \) Binary indicator that maps feasible trip \( r \in R^t \) to historical trip \( k \in M^t \).
\( \beta^{ij}_r, \beta^{ik}_r \) Binary indicator that maps traversed arc \((i, j) \in A\) to feasible trip \( r \in R^t \) or historical trip \( k \in M^t \).
\( \theta_{D, DT} \) Unit costs for driving distance and time.
\( \eta \) A scaling parameter for incentive determination.
\( b^t_k \) Incentive for altering historical trip \( k \in M^t \).

D. Variables

\( p^{ij}_{t} \) Sensing frequency of arc \((i, j) \in A\) at \( t \in T \).
\( y_r \) A binary decision variable, where \( y_r = 1 \) indicates feasible route \( r \) is included in the optimal solution.
\( v_r, \hat{v}_r \) Visit counts under optimal rerouting and expected visit counts at \( t \in T \).
E. Evaluation Metrics

$S^t$: Sensing power at $t \in T$.

$H^t$: Entropy of sensing frequency on $A$ at $t \in T$.

$I^t$: Independence score of optimal routes $R^{j,*}$.

$B^t$: Incentive per RV driver to reroute at $t \in T$.

$r_{exp}, r_{inf}, r_{imp}$: Explicit/Inferred/Implicit coverage rates.

I. INTRODUCTION

The drive-by sensing, facilitated by the advances in mobile sensors, cloud computing, and the growth of shared mobility services, offers a low-cost and reliable alternative to conventional fixed sensor approaches for monitoring dynamic states in urban road networks, i.e., traffic flow, road congestion, and air quality [1]. Conventional sensing methods using fixed sensors, e.g., inductive loop detectors and roadside cameras, are limited by reliability issues and financial concerns related to installation, operation, and maintenance. In contrast, as depicted in Fig. 1, the drive-by sensing approach employs a fleet of mobile sensor-equipped Ridesourcing Vehicles (RVs) operating as 24/7 mobility service providers, collecting crowdsourced data while traversing the urban road network [2], [3]. Third-party city services utilize this collected data to enhance traffic and urban environment monitoring. The versatility of mobile sensors enables RV-based drive-by sensing to overcome the limitations of traditional sensing methods, which provides a more cost-effective and flexible deployment at scale. As a result, it finds application in various areas, including transportation planning (real-time travel speed prediction) [4] and result, it finds application in various areas, including transportation planning (real-time travel speed prediction) [4].

The sensor placement problem regarding the fixed-location sensors (i.e., inductive loop detectors and roadside cameras) has been extensively investigated in recent decades (for a comprehensive survey, see Gentili and Mirchandani [17]). Among the first, Lam and Lo [18] proposed two key components to select the optimal sensor locations: traffic flow volume and Origin-Destination (OD) coverage. Yang et al. [19] evaluated the performance of the OD flow estimation based on the traffic volume counts. Subsequently, different optimization-based methods were introduced to determine the optimal sensor placement, taking into account travel time estimation and traffic OD flow count [20], [21], [22], [23], as well as those scenarios under the impact of sensor failures [24], [25], [26], [27]. However, the practical constraints of budget limitations

The model is demonstrated using real-world RV trajectory data from New York City, covering over 100,000 RVs and more than 1 million daily passenger trips [15]. It is worth noting that this study is built upon our previous work [16], which explored the universality of sensing frequency and RV driving range, which serves as a baseline for the optimal rerouting strategy in this study. The main contributions of this study can be summarized as follows:

- We leverage real-world RV trajectory data to analyze sensing performance within a large-scale urban road network.
- We develop and validate a trip-based rerouting model that guides unoccupied RVs to enhance sensing coverage and reliability.
- We propose scalable column generation-based heuristics and employ a decomposition method to aid in short-term rerouting decisions.
- We demonstrate the effectiveness of the optimal sensing strategy and investigate the trade-offs between sensing performance and total incentive costs for rerouting.

The remainder of this study is organized as follows. In the next section, we provide a brief review of related literature. Section III presents the RV rerouting models, solved by a trip-based approach in Section IV. The numerical experiment is conducted in Section V, where we introduce the dataset, showcase the historical sensing performance, and demonstrate the effectiveness of the optimal rerouting strategy. Finally, we conclude our study in Section VI.

II. LITERATURE REVIEW

A. Sensor Placement Strategies and Flow Observability

The sensor placement problem regarding the fixed-location sensors (i.e., inductive loop detectors and roadside cameras) has been extensively investigated in recent decades (for a comprehensive survey, see Gentili and Mirchandani [17]). Among the first, Lam and Lo [18] proposed two key components to select the optimal sensor locations: traffic flow volume and Origin-Destination (OD) coverage. Yang et al. [19] evaluated the performance of the OD flow estimation based on the traffic volume counts. Subsequently, different optimization-based methods were introduced to determine the optimal sensor placement, taking into account travel time estimation and traffic OD flow count [20], [21], [22], [23], as well as those scenarios under the impact of sensor failures [24], [25], [26], [27]. However, the practical constraints of budget limitations...
often make it unfeasible to achieve complete coverage for every road segment using fixed-location sensors. In response to this challenge, several flow observability problems have been proposed [13], [28], [29], [30], [31]. These problems aim to identify the minimum number of sensors required to achieve complete link observability. In this context, link flow information (i.e., traffic volumes) can be inferred based on historical observations and road network topology, eliminating the need to install sensors at every road segment physically.

B. Vehicular Mobile Crowdsensing and Fleet Coordination

Mobile Crowdsensing (MCS) [32] harnesses a collective of individuals, referred to as crowdsourcers, to carry out extensive sensing tasks, presenting a cost-effective approach for citywide data collection. Within vehicular MCS systems, portable sensors are mounted on various vehicle agents, including taxi fleets, RVs, and buses, facilitating data collection from diverse spatiotemporal viewpoints. An example task in vehicular MCS involves dynamic probing of traffic conditions, collecting data from GPS-enabled mobile devices or smartphones [33], [34], mobile traffic sensors [35], and Bluetooth sensors [36]. Furthermore, the coordinated management of these vehicle agents can have broader applications, such as minimizing energy losses within electric vehicle fleets [37] or restoring power in distributed systems using truck fleets equipped with mobile power sources [38], [39]. However, a misalignment of objectives arises between vehicle agents [40], with RVs favoring densely-populated and high-demand regions for increased revenue, and the crowdsourcer, whose aim is to enhance data sensing quality by strategically deploying agents based on specific target spatiotemporal distributions. This incongruity results in insufficient data collection in particular areas, ultimately diminishing the quality of sensing coverage. To address this challenge, one approach aims to encourage crowdsourcers (i.e., RVs) to engage in tasks in less crowded areas via various incentive mechanisms, either to fulfill specific crowdsensing assignments [40], [41], [42], [43] or to boost participation rates in MCS tasks [44], [45]. For a comprehensive survey on incentive design, interested readers are referred to Zhang et al. [46].

C. Drive-By Sensing and Mobile Sensors

Recent advances in mobile portable sensors and efficient online cloud-computing platforms have rendered drive-by sensing practical [2]. This approach has been explored in various cities worldwide [3], [47], [48], [49], [50], [51]. A notable feature of RV-based drive-by sensing is its flexibility. Even slight deviations from original routes can significantly enhance sensing coverage, eliminating the need for additional fixed-location sensors [16]. Moreover, RV-based drive-by sensing fleets provide a robust platform for collecting high-resolution spatial and temporal data [47], which effectively captures dynamic environmental attributes like air pollutants, air pressure, and spatial temperature variations, shown in Table I. For a more comprehensive review of drive-by sensing, see Anjomshoaa et al. [9], Ji et al. [1].

| Category          | Sensor                  | Application(s)                           |
|-------------------|-------------------------|------------------------------------------|
| Ambient Fluid     | Air quality monitor     | Monitoring air quality and air pollution |
| Urban Envelope    | Camera                  | Real-time imaging of urban areas and collecting street information, e.g., Google Street View |
| Electromagnetic   | GPS and RFID            | Monitoring traffic flow and congestion    |
| Electromagnetic   | GPS and gyroscope       | Fetching sample trajectories for training autonomous vehicles |
| Electromagnetic   | WiFi and Bluetooth      | Constructing vehicle-to-vehicle network   |

Note: Categories are adapted from Anjomshoaa et al. [9].

While RV-based drive-by sensing offers notable advantages, there has been limited exploration of its feasibility and efficiency for large-scale urban applications. Existing research has primarily revolved around assessing potential sensing performance based on historical taxi trip data. For instance, Agarwal et al. [55] examined the explicit sensing coverage of drive-by sensing in San Francisco and Rome using 1,138 and 304 vehicles, respectively. O’Keeffe et al. [3] introduced sensing power as a statistical measure of sensing reliability under varying fleet sizes, drawing data from taxi trip records in nine major cities. Furthermore, their findings indicated that a high sensing power could be achieved even with a small taxi fleet size. However, it was observed that the sensing coverage was highly skewed, with most taxis repetitively sensing popular road segments, leaving less-visited segments with little or no coverage.

III. MODEL AND FORMULATION

In this section, we propose an optimal RV rerouting strategy with the objective of enhancing the sensing coverage and reliability by altering the cruising paths for each unoccupied RV in the historical data. We start by defining the problem and discussing the properties of the objective function. Next, we present the trip-based formulation of the RV rerouting strategy. Finally, we emphasize the challenges and distinctive characteristics of the RV rerouting model.

A. Problem Definition

We focus on the RV Rerouting Problem (RVRP), an extension of the vehicle rerouting/rescheduling problem with time windows [56], [57]. The RVRP is formulated on a transportation network, denoted as \( G = (\mathcal{N}, \mathcal{A}) \), where the node set \( \mathcal{N} \) includes road intersections and link set \( \mathcal{A} \) represents the road segments. For each historical trip \( k \in \mathcal{M}' \), we introduce a binary indicator \( \beta_{ij}^{k} \) that associates trips \( k \) with links \( (i, j) \in \mathcal{A} \). This indicator is defined as \( \beta_{ij}^{k} = 1 \) if the arc \( (i, j) \) is traversed by historical trip \( k \), and 0 otherwise. Each trip \( k \in \mathcal{M}' \) is characterized by origin and destination locations, denoted as \( L_{k}^{a} \) and \( L_{k}^{b} \), along with associated pick-up and drop-off time schedules, represented by \( T_{k}^{d} \) and \( T_{k}^{f} \), respectively. Our goal is to identify a subset of alternative cruising trips to alter each historical trip \( i \in \mathcal{M}' \) between known OD locations \( L_{k}^{a} \) and \( L_{k}^{b} \). The objective is to maximize sensing coverage and reliability, which can be quantified as follows.
1) Sensing Coverage: The sensing coverage rate is measured as the proportion of explicitly visited road segments, referred to as the explicit coverage rate (ECR), denoted by $r^{\text{exp}}$. The ECR is expressed as follows:

$$r^{\text{exp}} = \frac{\sum_{(i,j)\in A} \min\{1, \sum_{k\in M^t_i} \beta_{ij}^k\}}{|A|}$$  

where the denominator $|A|$ represents the total number of road segments. The numerator counts the number of traversed road segments. If any of the historical trips $k \in M^t$ traverses arc $(i, j) \in A$, we consider the arc $(i, j)$ as a visited road segment. Conversely, if none of the trips $k \in M^t$ cover the arc $(i, j)$, we consider the arc $(i, j)$ as an unvisited road segment.

2) Sensing Reliability: We quantify the sensing reliability by introducing the concept of sensing power [3]. The sensing power at time $t$, denoted by $S^t$, helps to evaluate the potential of the RV fleet to replicate a similar sensing pattern across various time periods $t \in T$, accounting for the inherent variability in RV driver behavior and travel demand distribution.

Formally, the sensing power denotes the expectation on the probability that one road segment $(i, j) \in A$ can be traversed at least once by the RV fleet during the time period $t \in T$. We express the sensing power $S^t$ as follows:

$$S^t \approx 1 - \frac{1}{|A|} \sum_{(i,j)\in A} \left( 1 - P^t_{ij} \right)^{N^t}$$  

where $P^t_{ij}$ is the sensing frequency of road segment $(i, j) \in A$ at time $t$ and $\sum_{(i,j)\in A} P^t_{ij} = 1$ for all $t \in T$. The power term $N^t$ denotes the total number of traversed road segments by all RV historical trips $k \in M^t$, which can be calculated as

$$N^t = \sum_{k\in M^t} \sum_{(i,j)\in A} \beta_{ij}^k.$$  

As a result, the term $\left( 1 - P^t_{ij} \right)^{N^t}$ represents the probability of road segment $(i, j) \in A$ not being traversed by the RV trips $M^t$ during period $t$.

B. Trip-Based Formulation

This section presents the trip-based formulation for the RVRP. The trip-based formulation is defined by a set of decision variables, each representing an elemental trip that encompasses all traversed links and associated information, including link costs and arrival times. Within this framework, we maintain a set of alternative cruising trips, denoted as $r \in \mathcal{R}^t$, which is a union of sets for each historical trip $k \in M^t$, i.e., $\mathcal{R}^t := \bigcup_{k \in M^t} \mathcal{R}_k^t$. An altered trip $r \in \mathcal{R}_k^t$ for historical trip $k \in M^t$ is considered feasible if it meets the following conditions: (1) the altered OD locations match the historical OD locations $L^t_o$ and $L^t_d$, (2) the departure time at the altered origin is not earlier than the historical record $T^t_o$, and (3) the arrival time at the altered destination is not later than the historical record $T^t_d$.

Our objective is to enhance sensing coverage and reliability by selecting alternative paths $r \in \mathcal{R}^t$ that cover more road segments with low sensing frequency (including unvisited segments) and fewer road segments with high sensing frequency (e.g., repetitive visits). We use parameter $\alpha^t_k$ to establish a one-to-one mapping between historical and alternative trips, with $\alpha^t_k = 1$ representing that historical trip $k \in M^t$ can be altered by trip $r \in \mathcal{R}^t$, and 0 otherwise. The binary decision variable $y_r$ is set to 1 if trip $r$ is selected to be part of the optimal solution and 0 otherwise. The trip-based formulation is expressed as follows:

$$\max_H H^t = \sum_{(i,j)\in A} -P^t_{ij} \log(P^t_{ij})$$  

s.t.  

$$P^t_{ij} = \sum_{(i,j)\in A} \sum_{r \in \mathcal{R}^t} \beta_{ij}^r y_r$$  

$$\sum_{r \in \mathcal{R}^t} \alpha^t_k y_r = 1 \quad \forall k \in M^t$$  

$$y_r \in \{0, 1\}$$

where the objective function (3a) takes the form of information entropy, denoted as $H^t$, which characterizes the sensing frequency distribution $P^t_{ij}$ across all road segments $(i, j) \in A$. A low entropy value indicates an uneven distribution of vehicle visitation frequencies on each road segment, while a high entropy value signifies a more uniformly distributed visitation pattern. The sensing frequency on arc $(i, j)$, $P^t_{ij}$, is defined in Constraint (3b) as the visit counts on the specific arc $(i, j)$ over all arcs $A$. The numerator counts the sensed road segments over all altered trips $r \in \mathcal{R}^t$, while the denominator represents the total visitation count across all road segments for all trips. Constraints (3c) ensure that exactly one altered trip is selected for each historical trip $k \in M^t$.

We next claim in Proposition 1 that the objective function in Eq.(3a) is equivalent to maximizing the sensing power in Eq. (2) under the same set of constraints (3b)-(3d). To establish this equivalence, we first demonstrate that both objective functions are concave within the same feasible region, given identical sets of constraints, as we are considering the same subset of RV historical trips $M^t$ in the same transportation network $G$. Hence, it is sufficient to show that the solution to the objective function in Eq. (3a) also satisfies the maximization of the sensing power.

Proposition 1: Suppose $\mathcal{R}^{t,*}$ is the optimal solution to the entropy maximization of $H^t$ in Eq. (3a), then $\mathcal{R}^{t,*}$ can also maximize the sensing power in Eq. (2).

Proof: According to the inequality of arithmetic and geometric means, we can rewrite the objective function (3a) as follows:

$$\exp H^t = \exp \left( \sum_{(i,j)\in A} -P^t_{ij} \log(P^t_{ij}) \right) = \prod_{(i,j)\in A} (P^t_{ij})^{P^t_{ij}}$$  

$$\leq \sum_{(i,j)\in A} P^t_{ij} \frac{1}{P^t_{ij}} = |A|$$

where the equality holds if and only if $P^t_{ij} = \frac{1}{|A|}$.

On the other hand, for the sensing power, we have:

$$1 - \frac{1}{|A|} \sum_{(i,j)\in A} (1 - P^t_{ij})^{N^t} \leq 1 - \left( \prod_{(i,j)\in A} (1 - P^t_{ij})^{N^t} \right)^{\frac{1}{|A|}}$$
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for the RVRP when the search range increases. This process ensures the existence of at least one viable algorithm \( [60] \) with a predefined value of pick-up time schedule \( T_r \) case, we have subproblems for each historical cruising trip \( k \). Time window relaxation \( \delta \).

IV. SOLUTION APPROACH

The RVRP is known to be a challenging problem as it generalizes the Vehicle Routing Problem, which is NP-hard in a strong sense \([58]\). One approach to solving the RVRP is the Column Generation (CG) technique \([59]\), which iteratively supplies feasible trips to the set of alternative trips \( \mathcal{R}^t \). Nonetheless, owing to the interdependencies among trips across extended temporal horizons and the exponential surge in trip enumerations inherent to expansive road networks, the exact CG approach becomes computationally burdensome.

Rather than pursuing an exact solution for the RVRP, we propose a CG-based heuristic. This heuristic yields a near-optimal solution considering a collective subset of historical trips over a relatively concise temporal horizon (e.g., 3 hours), which ensures both scalability and computational efficiency for real-world operations.

A. SCALABLE HEURISTIC-DRIVEN COLUMN GENERATION ALGORITHM

This section proposes the Scalable Heuristic-driven Column Generation (SHCG) algorithm. This heuristicistic approach decomposes the RVRP for each time period \( t \in T \) into independent subproblems for each historical cruising trip \( k \in \mathcal{M}^t \). In this case, we have \( \mathcal{R}^t = \bigcup_{k \in \mathcal{M}^t} \mathcal{R}^t_k \), and the objective is to generate a subset of feasible trips \( \mathcal{R}^t_k \) subject to trip \( k \).

The SHCG algorithm proceeds by arranging all trips \( k \in \mathcal{M}^t \) within each time interval \( t \) in ascending order of their pick-up time schedule \( T^t_k \). Subsequently, the K-shortest path algorithm \([60]\) with a predefined value of \( K \) is applied to find \( |\mathcal{R}^t_k| = K \) feasible paths within the time window constraints. This process ensures the existence of at least one viable solution, which is the original historical trip.

Importantly, the SHCG algorithm attains exact solutions for the RVRP when the search range \( K \) extends to infinity. However, this advancement is met with a polynomial increase in time complexity (see Section IV-C). Furthermore, while optimal trips are readily identified within a narrow search range, the enhancement in sensing performance can be marginal. Hence, a strategic selection of the \( K \) range is imperative, effectively balancing the trade-off between computational load and improvements in sensing performance. The detailed solution procedure is summarized in Algorithm 1.

Algorithm 1 SHCG: Scalable Heuristics-Driven CG Algorithm

**Input:** Transportation network \( \mathcal{G} = (\mathcal{N}, \mathcal{A}) \); Historical trip OD locations and time windows \( (L^u_k, L^d_k, T^o_k, T^d_k) : k \in \mathcal{M}^t, t \in T \); Number of shortest paths \( K \). Time window relaxation \( \delta \).

**Output:** Set of optimal rerouting trips \( \mathcal{R}^t_k \) for historical trips

1: Sort historical trips \( \mathcal{M}^t \) from earliest to latest for sequential decision-making
2: for \( k \in \mathcal{M}^t \) do
3: Obtain \( \mathcal{R}^t_k \) ← KShortestPath(\( \mathcal{G}, k, \delta, (L^u_k, L^d_k, T^o_k, T^d_k) \))
4: Record the altered route \( r \) with the descent direction \( \Delta H \) that can maximize the sensing performance \( H^t_{\Delta H} \)
5: Initialize a vector of descent directions \( \Delta H^t = \varnothing \)
6: for \( r \in \mathcal{R}^t_k \) do
7: Check each candidate shortest path
8: if \( t_r < \delta (T^d_k - T^o_k) \) then
9: Calculate sensing frequency \( P^t_{ij} \) following Eq. (3b) by replacing \( \mathcal{R}^t \) with \( \mathcal{R}^t_k \)
10: Calculate sensing entropy \( H^t \) following Eq. (3a)
11: Append the increment on sensing entropy \( \Delta H^t \leftarrow \Delta H^t \cup H^t \)
12: end if
13: end for
14: Obtain optimal rerouting trip with the descent direction: \( r^* \leftarrow \arg \max \Delta H^t \)
15: Update the set of optimal trips with \( r^* \rightarrow \mathcal{R}^t_k \)
16: end for
17: Return set of optimal rerouting trips \( \mathcal{R}^t_k \), altering historical trips \( \mathcal{M}^t \)

B. Assumption on Trip Independence

The SHCG algorithm decomposes the RVRP to trip level and attains high-quality solutions by sequentially handling the historical trips. It relies on the assumption stated below.

Assumption 1 (Trip Independence): The optimal trips \( r^* \) (i.e., \( y_r = 1 \)) is independent in small time intervals.

The assumption of trip independence is based on the observation that the rerouting decisions for each trip \( k \in \mathcal{M}^t \) in a real-world system may only have weak dependencies on each other, as evidenced by empirical observations in Fig. 3d. In practice, only a few drivers might require simultaneous route decisions at fine time scales (e.g., every few seconds), making it challenging to coordinate routing needs for future cruising trips in small time intervals. Moreover, the OD locations of each cruising trip can vary significantly in a large-scale road network, implying that the rerouting trips may also be spatially independent and solvable separately. Considering these factors, we decompose the original problem into a series of routing decisions for each cruising trip \( k \in \mathcal{M}^t \). Each cruising trip aims to maximize the current entropy value of sensing frequency myopically, based on decisions made by previous trips, while ensuring feasibility.

Based on Assumption 1, the solution to the RVRP, achieved by sequentially handling the historical trips, results in an optimal solution. Specifically, it suggests that selecting one altered trip \( r \in \mathcal{R}^t \) for a historical trip \( k \in \mathcal{M}^t \) does not influence the selection of altered trips for subsequent historical trips in \( \mathcal{M}^t \). Therefore, under this assumption, the RVRP can be effectively solved using a CG-based algorithm that sequentially considers each historical trip, allowing the construction of a feasible and optimal set of alternative trips \( \mathcal{R}^t_k \) for the unoccupied RVs at time \( t \).
To ensure the validity of this assumption, we propose the independence score \( I^t \), which measures the extent to which the optimal trips satisfy the spatial-independence conditions. The independence score \( I^t \) is calculated based on the cosine distance between the optimal sensing visits \( v^t \) and the expected link flow \( \bar{v}^t \), defined as follows:

\[
v^t = \left( \sum_{r \in R^i} \beta_{ij} \cdot (i, j) \in A \right) (4a)
\]

\[
\bar{v}^t = \left( \min_{r \in R^i} \sum_{r \in R^i} \beta_{ij} \cdot (i, j) \in A \right) (4b)
\]

Here, each element \( v_{ij}^t \) represents the traversed counts on \( (i, j) \in A \) during time period \( t \). The expected link flow is considered as a binary vector with the length of \( |A| \), indicating the case that all visited road segments are exactly traversed once, and unvisited segments are zero.

The independence score \( I^t \) is then calculated as the cosine similarity between \( v^t \) and \( \bar{v}^t \), ranging from 0 to 1:

\[
I^t = \frac{v^t \cdot \bar{v}^t}{||v^t|| ||\bar{v}^t||} (4c)
\]

where independence score \( I^t = 1 \) indicates that the two vectors are perfectly same. It implies that the trips \( r \) in optimal rerouting strategy are independent and each link \( (i, j) \in A^t \) is traversed exactly once. Conversely, \( I^t = 0 \) represents two completely different vectors (e.g., all links are visited more than once in our case).

C. Time Complexity of SHCG Algorithm

The time complexity of Algorithm 1 is \( O(|M^t| |K| (|N| + |A|) \log |N|) \), which depends on parameters \( K \) and the scale of road network \( G = (N, A) \). Specifically, parameter \( K \) determines the size of the set of alternative trips \( |R^t_m| \), where a larger \( K \) leads to a more exhaustive search for potential trips. However, increasing \( K \) can significantly escalate computational time, posing challenges for large-scale experiments. Additionally, the relaxation on time window \( \delta \) also has an impact on both solution quality and computational efficiency. Specifically, \( \delta \) represents the level of relaxation in the time window, expressed as \( \delta(T_i^d - T_i^o) \), allowing for additional travel time compared to the historical cruising trip. A higher value of \( \delta \) results in more alternative relocation routes, potentially leading to better sensing performance. An extreme case of the SHCG algorithm is when \( K = 1 \), which is equivalent to identifying the route with the lowest sensing frequency using Dijkstra’s Algorithm \( O(|A| \log |N|) \). In this scenario, the RVs are sequentially assigned to routes that are rarely visited while still satisfying the time window constraints. By varying the values of \( K \) and \( \delta \), we aim to identify an appropriate combination of \( K \) and \( \delta \) that strikes a balance between achieving a high-quality solution and maintaining acceptable computational efficiency.

V. NUMERICAL EXPERIMENT

A. Data Processing

We use the RV trajectory data in Manhattan, New York City (NYC), to gain insights into the sensing range of the RV fleet over the urban road network. We collected the RV trajectory data in April 2017 using the method as described in [61]. The collected trajectory records include the information of timestamp (in Unix), latitude, longitude, and driver ID (only the last six letters are shown here). A sample of collected trajectory records consists of RV driver’s ID, time, and real-time location (latitude and longitude).

We fetched around 100 GB of data per day in 2017 by constructing 470 data collection stations. The data quality was validated by inferring the number of complete trips and comparing it with the historical trips reported by the NYC Taxi & Limousine Commission for every 15-minute time interval [62]. Specifically, one complete trip is identified if (1) the time gap (1 min \( \leq \Delta t \leq 120 \) min) and spatial displacement (\( \Delta d \geq 400 \) m) between consecutive records or (2) the record was the last trajectory identified for the driver ID. We consider the trip with a time gap \( \Delta t > 120 \) min as an online/offline transition. In this case, we split the trajectories into two shifts and conduct the trajectory processing within the shifts.

After identifying occupied trips from the trajectory of vacant vehicles, we next augment the initial set of vacant trajectories with the inferred trajectories of the occupied trips. For the trajectories of the vacant trips, we only adopt the coordinates per 15-second interval. As for the occupied trips, only the trip’s OD information is derived, and the detailed trajectory cannot be immediately observed for at least 10 minutes due to the data limitation. In light of this, we next infer the occupied trip trajectory using the trip’s OD information by querying the shortest path in the road network via the Open Source Routing Machine (OSRM) [63]. The query results from the OSRM consist of the coordinates of traversed intersections and the associated timestamps. Based on that, we further interpolate the sequence of coordinates into 15-second intervals for the sake of consistency.

We next match the coordinates to the nearest road segments in the backbone network in Manhattan in NYC. In this case, we use sequences of road IDs to represent the trajectories of each RV. Note that the backbone road network only includes ‘primary’ and ‘secondary’ roads according to [64]. These backbone roads primarily cover the urban area and are of priority to be sensed. Moreover, the backbone road network can (1) reduce the computational burden under a smaller problem size and (2) diversify the choices of cruising routes in our solution algorithm.

B. Evaluation Metrics

This section introduces the metrics to evaluate the sensing performance. We also present the incentive mechanism to investigate the supplementary incentives for the improvement of sensing performance.

1) Link Observability: We aim to sense the transportation network \( G = (N, A) \) on the road segment level. Along with the ECR \( (r_{\exp}) \) defined in Eq. (1) based on the observable segments \( A_{ob} \), we extend our focus to include inferable information based on explicit observations and network topology. To illustrate this, let’s consider a transportation corridor comprising 2N road segments. By deploying fixed sensors
on every other road segment, the entire corridor can be fully observed using only $N$ sensors. This observation leads us to refine our understanding of link observability in two metrics:

- $A_{\text{inf}}$: the number of inferable links based on existing observations on links ($A_{\text{ob}}$).
- $A_{\text{add}}$: the minimum number of additional links to be sensed to ensure that the entire network can be either directly observed or inferred, i.e., $A = (A_{\text{ob}} + A_{\text{add}}) \cup A_{\text{inf}}$.

Based on that, we introduce two new sensing coverage measures: the inferred coverage rate (InfCR), denoted as $r_{\text{inf}}$, and the implicit coverage rate (ImpCR), denoted as $r_{\text{imp}}$. These measures are formally expressed as follows:

$$r_{\text{inf}} = \frac{|A_{\text{ob}}| + |A_{\text{inf}}|}{|A|}$$

(5a)

$$r_{\text{imp}} = \frac{|A_{\text{db}}|}{|A_{\text{ob}}| + |A_{\text{add}}|}$$

(5b)

Interested readers can refer to Ng [13] and Guo et al. [16] for a more detailed implementation procedure of finding the inferable and additional links ($A_{\text{inf}}$ and $A_{\text{add}}$) based on existing observations.

2) Incentive for RV Rerouting: We consider incentivizing RV drivers to follow the optimal rerouting strategy. This is achieved through the computation of rerouting costs for each RV driver, based on the revenue paradigm established in the context of order fulfillment [65]. Specifically, we adopt a linear function that accounts for both the cruising distance $\Delta D_k$ and the duration $\Delta T_k$ of a given trip $k$. Parameters $\theta_D$ and $\theta_T$ serve as coefficients for unit distance and time, respectively, which is assumed to be $\theta_D = 0.631$ and $\theta_T = 0.287$ based on the empirical evidence [65]. Recognizing the various potential outcomes of implementing the rerouting strategy, which may lead to either savings or additional cruising distance and idling time for trips $k \in \mathcal{M}'$, we exclusively consider positive values. These values represent the additional incentive required to accommodate the RV drivers. The rerouting cost for trip $k \in \mathcal{M}'$, denoted as $b'_k$, is formulated as follows:

$$b'_k = \theta_D \max\{0, \Delta D_k\} + \theta_T \max\{0, \Delta T_k\}$$

(6a)

Furthermore, we propose the incentive mechanism for the sensing task, drawing inspiration from previous works on incentives in movement-based crowdsensing [41], [42]. We define an incentive to alter the historical trip $k$, denoted as $B'_k$, expressed as an exponential function:

$$B'_k = e^{\eta b'_k} - 1$$

(6b)

Here, $\eta$ represents a scaling parameter tied to the rerouting cost. In Section V-D.4, we will delve into comprehensive sensitivity analyses on $\eta$ to investigate the optimal balance between $\eta$ and the improvement in the sensing performance.

Finally, let $K'$ denote the RV fleet size at time $t$, and the average incentive for each RV driver is determined by:

$$B^t = \frac{1}{K'} \sum_{k \in \mathcal{M}'} B'_k$$

(6c)

C. Results of Historical Trips

This section presents the empirical results based on the historical records. To gain a comprehensive understanding of the time-varying sensing performance, we divided the RV trip trajectory into six three-hour time intervals based on the trip starting time, ranging from 9 AM to 3 AM the next day. Note that the trajectory information between 3 AM and 9 AM is unavailable due to data limitations. In our analysis, we focus on the spatial and temporal distribution of sensing frequency, the potential for information inference, and the sensing reliability using historical RV trajectory data. To facilitate better descriptions in the following subsections, we introduce the terms main roads and branch roads to characterize two types of road segments. Specifically, main roads are those with higher connectivity and have a greater potential for information inference. On the other hand, branch roads are secondary roads that may connect to main roads or other branch roads, which are often observed in more distant regions with lower sensing frequency.

1) Historical Sensing Frequency: This section presents the spatial distribution of sensing frequency in Manhattan, NYC, for three selected time periods on a Wednesday (April 19, 2017). Specifically, Fig. 2 shows hot-spot areas near Turtle Bay neighborhoods (circled), where certain links attract more than 500 visits across all three-hour periods. Downtown Manhattan (squared) also serves as another hot spot, especially during 3 PM - 6 PM and 9 PM - 12 AM, indicating extensive short-length trips of unoccupied RVs to and from this area. These hot spots have higher sensing frequency, allowing vehicles to serve available requests promptly and find potential passengers quickly. In total, these two areas account for 29.3%, 21.5%, and 24.0% of all visits during the three time periods.

2) Historical Sensing Coverage and Reliability: We next present the weekly average historical sensing performance, focusing on the temporal distribution of coverage rates from 9 AM to 3 AM (of the next day), the sensing power under different fleet sizes, and the independence scores during six different time periods to validate the assumption of trip independence (refer to Assumption 1).

Fig. 3a shows the temporal distribution of coverage rates. We report that the morning periods (9 AM - 12 PM) have the lowest coverage rates due to commuters following fixed routes from residential areas to workplaces. However, the road segments in other areas are rarely visited, resulting in low
ECRs. Moreover, the coverage on main roads is better than on branch roads during morning hours, especially in distant regions, which makes information inference challenging due to few visits and complex road networks. Similar trends are observed for ImpCRs, starting at the lowest level at 9 AM and plateauing from 6 PM to 9 PM. Over 90.8% of links with inferring potential are already traversed, indicating high coverage on main roads.

Regarding sensing power across various sampled fleet sizes $K^r$ (ranging from 1,000 to 20,000 RVs), Fig. 3b indicates a marginal effect in the sensing power, with 50% of RVs achieving a sensing power of 0.90, close to the maximum. Also, a sensing power of 0.86 only requires 3,000 RVs (about 15% of the fleet), indicating high reliability for daily operations. Fig. 3c showcases the ECR, which closely approximates an exponential function. For instance, an ECR of 69.0% can be achieved with a fleet of 10,000 RVs (representing half of the fleet), while a solid ECR of 64.0% is sustained by a contingent of 3,000 RVs (equivalent to 15% of the fleet).

Further, we validate Assumption 1 regarding the spatial independence of optimal trips by presenting the independence score $I^r$ in Fig. 3d. Specifically, we adopt a rolling time window of 15 minutes within a three-hour period. Then, we calculate the independence score within the 15-minute rolling time window in different scenarios (e.g., time window threshold $\delta$ and the shortest-path search range $K$). The average independence score exceeds 99.0%, indicating a high level of independence in different scenarios and time periods. Furthermore, the standard deviations exhibited in the results underscore the robustness and reliability of the trip independence assumption.

**D. Results of Optimal Rerouting Strategy**

In the following analyses, we compare the sensing performance improvement in terms of sensing coverage and reliability between the historical baseline and the optimal rerouting strategy. We examine three different time periods: morning, afternoon, and night. Specifically, we present the detailed sensing performance, travel mileage, and idling duration for different time periods, travel time threshold ($\delta$), and K-shortest path search range ($K$). The key metrics for sensing performance and related variables are as follows:

- $r^{exp}$, $r^{inf}$, $r^{imp}$: ECR, InfCR, ImpCR
- $H^t$, $S^t$: entropy and sensing power at time period $t$
- $B^t$: incentive for each RV driver to follow rerouting strategy

**Comparison on the Spatial Distribution of Sensing Coverage:**

Fig. 4. Comparison between the historical trips and optimal rerouting trips ($\delta = 1$, $K = 20$, U: unknown, I: inferred, O: observed).

- $\Delta D$, $\Delta T$: changes in the travel distance/idle duration between the optimal rerouting and the historical trajectory (positive value indicates additional travel mileage).

1) **Comparison on the Spatial Distribution of Sensing Coverage:** We first define three types of links for better illustration: unknown (U), inferred (I), and observed (O) links to represent link observability. As shown in Fig. 4, after implementing the optimal rerouting strategy, a maximum of 254 additional links are directly visited, mainly in the Middle Manhattan area. This indicates that historical cruising trips
in these areas likely followed repetitive routes, and rerouting encourages RVs to traverse unobserved and low-frequency links within their travel time threshold. In Upper Manhattan during the afternoon and evening periods (3-6 PM and 9 PM - 12 AM), some links originally classified as unknown or inferred are now observed explicitly. However, the improvement in link observability is limited, particularly during the late-night period (9 PM - 12 AM), due to few cruising trips in these areas.

Beyond link observability, we analyze the distribution of sensing frequency during the three time periods. Before rerouting, the distribution is highly skewed, with many links visited fewer than 25 times in the three-hour period. After rerouting, we observe a more even distribution, with less-visited links receiving more coverage, and a reduced density of links with low visit counts. Additionally, fewer links have high visit counts after rerouting, as RVs using repetitive paths now redistribute to cover additional links or links with low visit counts. This redistribution leads to improved explicit and implicit link coverage rates, as reflected in the distributions of unknown and inferred links before and after rerouting.

2) Comparison on Temporal Distribution of Sensing Performance: Fig. 5 compares the results of the optimal rerouting strategy and the historical baseline. To facilitate the discussion, we use “SHCG-K” to refer to the SHCG algorithm with multiple shortest path candidates ($K > 1$), and “SHCG-1” for the case when $K = 1$. The worst sensing performance in SHCG-K outperforms the best performance in SHCG-1 for all three time periods. For instance, during 9 PM - 12 AM, the best ECR and sensing power in SHCG-K under $\delta = 1.2$ are 0.87 and 0.74, respectively, which are 3.6% and 11.1% higher than the most restrictive scenario in SHCG-1 ($\delta = 0.9, K = 1$).

Regarding travel distance and duration, all scenarios exhibit mileage savings in the rerouting trips and prolonged idle duration compared to the historical baseline and the results of SHCG-K and SHCG-1. Specifically, SHCG-1 tends to select the shortest path with the least sensing frequency, resulting in locally traversing road segments with fewer visits and more waiting time. In contrast, SHCG-K focuses globally on the entropy of sensing frequency, which may lead to deviations from the original path to achieve a higher entropy within the time window constraint.

3) Sensitivity Analyses on Time Window Width $\delta$ and Path Search Range $K$: Table II provides a comprehensive overview of the sensing performance outcomes resulting from our devised rerouting strategy. A larger $\delta$ indicates a wider time window from their original trajectories, potentially entailing longer travel times, while a larger value of $K$ expands the searching space of admissible alternative paths. Notably,
instances of negative additional cruising distance values during morning periods reveal that our rerouting strategy can indeed yield shorter distances compared to historical trajectories, even in cases involving longer routes.

Focusing on scenarios with lower rerouting distances, we observe significant enhancements in ECR and sensing power, highlighting improvements of at least 14.5% and 24.0%, respectively. These promising outcomes extend beyond morning periods, holding true for both afternoon and night periods, thereby consistently showcasing the superiority of the optimal rerouting strategy. Remarkably, even within the most stringent conditions (i.e., $\delta = 0.9$, $K = 20$ in the afternoon time period), we report the enhancements in sensing coverage of up to 17.3% in ECR $r^{exp}$, a minimum of 4.3% increase in sensing entropy $H^1$, and an impressive 27.8% improvement in sensing power $S^1$.

In comparison with the most stringent scenario, we observe a positive increase of 2.8% in ECR and 3.8% in sensing power, which comes with the trade-off of exhaustive computations for shortest paths across an expanded search space (e.g., higher values of $K$ and $\delta$). Hence, we conclude that a rerouting strategy with a high-quality solution remains attainable through a larger search space. Notably, even in the most stringent cases, remarkable enhancements compared to the historical baseline are achieved, highlighting the efficacy of our rerouting model.

Moreover, our rerouting approach’s effectiveness is reinforced by its ability to cover as much as 92% of road segments and achieve the InfCR of 99%. This highlights the strategic value of our approach in guiding RV trajectories, enabling focused exploration of less-traveled links and implicit inference. Importantly, these merits are achieved while optimizing RV deployment within current capacity constraints, ensuring a balanced interplay between improved sensing performance and the preservation of service quality.

4) Sensitivity Analyses on Incentive: We now delve into the sensitivity analyses of our incentive mechanism, represented by the scaling parameter $\eta$. Fig. 6 illustrates the interplay between the enhancement in ECR, denoted as $\Delta r^{exp}$, and the corresponding increase in the allocated incentive $B^I$. Generally, when employing a broader search range $K$ or a less restrictive time threshold $\delta$, we observe a consistent ECR improvement of no less than 1.5%. Meanwhile, this improvement comes at the cost of an additional incentive cost of only up to $0.13 (\eta = 0.2)$. Furthermore, the impact of enlarging $K$ on ECR enhancement becomes marginal, as depicted in Fig. 6a. This suggests that searching up to $K = 60$ shortest paths adequately covers the optimal routes, while further expansion encounters travel time constraints. Nevertheless, the incentive cost augmentation demonstrates a linear relationship with $K$ under constant $\delta = 1.0$, especially for $\eta = 0.2$ and 0.3, across all time periods (excluding $\eta = 0.4$ during 9 PM - 12 AM). This signifies the identification of extended detour routes ($\Delta D_k$), necessitating exponentially increasing incentive costs to achieve heightened sensing coverage. In Fig. 6b, the most substantial improvement in ECR (up to 4.5%) in the afternoon requires a modest additional incentive cost as low as $0.13 at $\eta = 0.2$. Similarly, the morning and night periods exhibit ECR enhancements of 3.6% and 2.3%, respectively, with at least $0.14 and $0.08 incentive cost increments under $\eta = 0.2$. These findings underscore the remarkable potential of our rerouting strategy, particularly during mornings, given the robust sensing coverage of main roads (as evident in Fig. 4a), a slight deviation from the original route suffices to traverse necessary road segments (e.g., nearby branch roads). Remarkably, in the night period, our optimal rerouting approach effectively covers over 88% of road segments under $\delta = 1.0$ and $K = 20$, with only an incentive cost as low as $0.1 per RV driver. This substantiates the practical viability of our rerouting solution for effective sensing tasks.

VI. Conclusion and Future Directions

This study introduces a novel approach for deploying large-scale RV fleets to facilitate drive-by sensing within urban road networks. Initial exploration focuses on historical sensing performance, examining coverage and reliability. Subsequently, an optimal rerouting strategy is proposed to guide unoccupied RVs along specific unvisited links, enhancing both coverage and reliability. The strategy is formulated as a trip-based RVRP, with the objective of maximizing sensing entropy to enhance the sensing coverage and sensing power, thereby reinforcing the overall sensing performance. Further, an SHCG
approach is designed to generate high-quality rerouting paths for unoccupied RVs in small time intervals.

Results demonstrate the superioritiy of our optimal rerouting strategy over the historical baseline, enhancing ECR by a minimum of 15.1% and sensing power by up to 27.9%. Sensitivity analyses suggest the positive impact of relaxed time constraints and broader shortest path search ranges, boosting coverage by up to 3.6%. Importantly, even in the most stringent scenarios in the SHCG algorithm, significant enhancements relative to the historical baseline are attained, thereby underscoring the effectiveness of our rerouting model. In addition, only a $0.13 incentive cost per RV driver yields a 4.5% increase in ECR and 3.8% enhancement in sensing power, highlighting a cost-effective route to enhanced sensing performance. We also note that the fleet deployment for sensing may individually sacrifice the driver income but will achieve an overall high performance on the link coverage.

We acknowledge certain limitations in our RV trajectory data. Firstly, our data collection is restricted to trips involving unoccupied RVs. Trajectories for occupied trips are inferred using the shortest path algorithm within historical time window constraints. Secondly, our study exclusively considers the Uber RV fleet and the inclusion of taxis and other RV fleets could potentially augment sensing performance.

Future directions include four aspects. First, the inference on the link observability can be integrated into the objective function of the NV routing problem. This integration prioritizes the promising links that show potential contributions to implicit coverage rates. Also, for maximizing sensing coverage across the traffic analysis zones (TAZs), we should treat directional traffic flows differently. One example is the upstream and downstream TAZs, as only the TAZs in the downstream direction inherit information from the upstream. Moreover, real-world exploration involves the deployment of truck fleets [9] and unmanned aerial vehicles (UAVs) [52] in separate drive-by sensing experiments. The coordination between trucks and UAVs, as observed in scenarios in the logistic systems [66], is anticipated to be further investigated in the context of drive-by sensing. Finally, drive-by sensing also opens up promising directions for the coordinated operation of connected and autonomous RVs, considering network sensing as a subtask in their daily operations.
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