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Abstract

Computer-aided Design for Manufacturing (DFM) systems play an important role in reducing the time taken for product development by providing manufacturability feedback to the designer while a particular component is being designed. Traditionally, DFM rules are hand-crafted and used to accelerate the engineering product design process by integrating manufacturability analysis during design. Such a practice relies on the experience and training of the designer to create a complex component that is manufacturable. However, even after careful design, the inclusion of certain features might cause the part to be non-manufacturable. In this paper, we present a novel framework that uses machine-learning with computer-aided design (CAD) models to provide feedback about manufacturability. We use GPU-accelerated algorithms to convert standard boundary representation (B-rep) CAD models into volume based representations that can be directly used for machine-learning. Our framework uses 3D-Convolutional Neural Networks (3D-CNN) to learn the representative geometric characteristics that classify difficult-to-manufacture features in a CAD model of a mechanical part and determine if the part can be manufactured or not. As a proof of concept, we apply this framework to assess the manufacturability of drilled holes. CAD models with different manufacturable and non-manufacturable drilled holes are generated using a solid modeling kernel and then converted into volume representations using GPU-accelerated algorithms. This data is used to train a 3D-CNN for manufacturability classification. We visualize the feature-space of the 3D-CNN to understand the learning capability of the network in the context of manufacturable features. The framework has an accuracy of more than 78% in consistently classifying the manufacturable and non-manufacturable models. We further study the ability of the framework to identify difficult-to-manufacture features in parts that have multiple holes or more complicated than the CAD models used for training the network. Finally, the framework can explain the reason for non-manufacturability in a part using a gradient-based class activation map that can identify the non-manufacturable feature, and provide feedback to the designer about possible modifications.
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1. Introduction

The widespread adoption of computer-aided design (CAD) and computer-aided manufacturing (CAM) have resulted in the acceleration of the product development process, reducing the time taken to design a product [35]. However, the product development process, for the most part, is still decentralized with the design and manufacturing reviews being performed independently, leading to differences between the the as-designed and the as-manufactured component. A successful product needs to meet its specifications, while also being manufacturable. In general, the design engineer ensures that the product is able to function according to the specified requirements, while the manufacturing engineer gives feedback to the design engineer about its manufacturability. This iterative process is often time consuming, leading to longer product development times and higher costs. Recent researches in integrating design and manufacturing [25] [35] have tried to reduce these differences and making the product development process easier and accessible to designers, who may not be manufacturing experts. In addition, there have been different efforts to enable a collaborative product development process and reduce the number of design iterations [31] [5] [6]. However, with the increase in complexity of designs, integrating the manufacturability analysis within the design environment provides an ideal solution to improve the product design process.

Current CAD/CAM systems have facilitated integration of design and manufacturing, which have been further unified with the use of cloud computing [11] and product lifecycle management systems [32]. However, successful product design still relies on the experience of the designer to create manufacturable designs. Design for manufacturing (DFM) analysis [10] can help in integrating this manufacturing experience to CAD systems, with the help of handcrafted rules that can be used to improve the manufacturability of the design. The process of creation of the DFM rules themselves is usually based on empirical observations and is specific to the manufacturing process rather than the design itself. Hence, it has been shown that successful application of DFM requires prior knowledge of manufac-
turing. In addition, thinking about the design in a practical and structured manner produces better manufacturable designs [33]. Hence, ideally, the next generation CAD systems need to have cognitive capabilities [17]; they need to have built-in intelligence for analyzing manufacturability in a practical and structured manner. In this paper, we develop a machine-learning based decision-support framework for cyber-enabled manufacturing, which can be used to ensure the manufacturability of a design during the design process.

Among various machine learning techniques, deep learning (DL) methods are particularly suitable for building a cognitive CAD system due to their hierarchical feature learning capability without explicit hand-crafting. They are designed to automatically learn complicated features in a hierarchical manner directly from available data [17]. In addition to being extensively used in computer vision [18, 20, 16], deep learning is also gaining popularity within the engineering community, especially in prognostics [19], engineering design [21, 8], and robotic path planning [22]. The hierarchical architecture of deep learning can be used to learn progressively complex features by capturing features of features. Thus, our Deep Learning based Design for Manufacturing (DLDFM) framework can be used to learn the different DFM rules from different examples of manufacturable and non-manufacturable components without explicit hand-crafting (Figure 1). In addition, the learned network can be integrated with CAD systems, providing interactive feedback about the manufacturability of the design and assisting in removing manufacturability barriers in design [25]. Finally, the framework can also identify the source of non-manufacturability, which can then be suitably modified by the designer to make the overall design manufacturable.

For the DL algorithms to identify non-manufacturable features, the CAD model of the component needs to be suitably represented. The CAD representation needs to be compatible with the hierarchical learning capability of DL algorithms to interpret the results in a sensible manner. Traditional mechanical CAD systems represent the geometry using boundary representation (B-rep) for ease of rendering. In B-rep, the geometry of a solid model [1] is represented using only its boundary entities (for example, faces in 3D). However, there is no information that corresponds directly to the volume or material contained within a solid model. As a result, it will be challenging to build a DL algorithm that can directly learn spatial attributes from a B-rep. In addition, it would be difficult to interpret any features that are learned by a DL algorithm directly from B-rep. Volume representations, on the other hand, are much more suitable for DL algorithms, especially 3D-convolutional neural networks (3D-CNNs). In our framework, we convert the CAD models from B-rep to volumetric representations, specifically voxelizations and orthogonal distance fields. These representations allow the framework to learn the non-manufacturable features and can also be used identify them on further analysis of the network.

In this paper, we introduce a novel machine learning framework for design for manufacturability that uses deep learning (3D-CNN) to learn the DFM rules and identify non-manufacturable features. The main contributions of this paper include:

- GPU-accelerated methods for converting B-rep solid models to volume representations (binary voxelization and orthogonal distance fields).
- A deep-learning based DFM framework to analyze the manufacturability of drilled hole in a CAD geometry.
- A novel voxel-wise gradient-weighted feature localization based on the DLDFM framework to visualize non-
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1Note: In this paper, we focus only on solid models, which are 2-manifold with a well defined interior and exterior.
manufacturable features and provide manufacturability feedback to the designer.

This paper is arranged as follows. We explain the volume representations that we use for DL in Section 2. We describe the GPU-accelerated algorithms that convert B-reps to the volume representations in Section 3. In Section 4, we provide the details of the DLDFM framework, including generating the datasets that are used for training and testing the 3D-CNN. In Section 5, we discuss the details of the 3D-CNN, including the network architecture and the hyper-parameters. Finally, in Section 6, we show the results of the DLDFM framework in classifying manufacturing and non-manufacturable features and the learning capability of the framework.

2. Volume Representations for Machine Learning

Conventional models in traditional CAD systems use B-rep to represent the solid models using the set of faces that bound the model. However, using B-rep makes it difficult to identify features that might be difficult-to-manufacture. In our framework, we convert the B-rep CAD models to a volumetric representation.

2.1. Voxelization

The use of voxelized shape representation allows a digital representation of the CAD model, where each voxel of the model can be represented using a binary digit corresponding to the voxel being inside or outside the model. Using this method, the entire model can be represented using a long string of binary digits that can be used as input for training the machine learning network. A 2D example of the representation is shown in Figure 2.

![Figure 2: Visualization of 2D voxelized CAD model. The voxels marked in red are outside the model while the voxels marked in green are inside.](image)

However, the voxelized data is still limited in its capability to represent the solid model. The voxelized representation of the CAD model contains only digital information of whether the corresponding voxel is inside or outside the model. It does not have information about the proximity of a voxel to the boundary. In addition, as shown in Figure 3, the voxelized representation does not contain any information about the distance between features. However, the proximity of other features or the boundary might be important in determining the manufacturability of a part. Hence, we augment our voxelized data with distance information.

2.2. Orthogonal Distance Field Representation

To overcome the limitation of voxelized representations, the CAD model can be represented using distance fields. In a discretized distance field representation, each voxel inside the model stores the distance to the closest boundary of the model. Distance fields are commonly used in computer vision, path planning, and scientific visualization applications [14]. Using distance fields provide additional information about the proximity of a voxel to the closest boundary.

Given a point \( q \in S \), a solid model that is bounded by \( dS \) in \( \mathbb{R}^3 \), the distance field \( D \) can be mathematically represented using the equation:

\[
D = \min (\text{dist}(q, p)) \mid q \in S, p \in dS.
\]

Even though there are efficient methods to compute the distance fields [14], computing the accurate minimum distance values for all \( q \in S \) is computationally expensive. This problem is exacerbated in a machine learning framework, where thousands of models need to be converted to the distance field representation for training the DL network. Fortunately, the machine learning framework can still learn from approximate but consistent distance information. Hence, to accelerate the conversion from B-reps to distance representations for training, we develop a new approximate distance field representation called orthogonal distance fields. We compute the distance from each point in the solid model to the closest boundary in the six orthogonal directions (+x, -x, +y, -y, +z, -z). This can be mathematical represented using the equation:

\[
D_{\text{ortho}} = \min (\text{dist}(q, p)) \mid q \in S, p \in dS_{\text{ortho}}.
\]

where \( dS_{\text{ortho}} \) is a subset of \( dS \). \( dS_{\text{ortho}} \) is the union of sets \( dS_x^q, dS_y^q, \) and \( dS_z^q \), given by,

\[
dS_x^q = \{p \mid \forall p \in dS, p_x = q_x, p_z = q_z\},
\]
\[
dS_y^q = \{p \mid \forall p \in dS, p_y = q_y, p_z = q_z\},
\]
\[
dS_z^q = \{p \mid \forall p \in dS, p_x = q_x, p_y = q_y\}.
\]

This computation is significantly less expensive and can be accelerated using the GPU as shown in Section 3.2.
\[ a^2 - x + d^2 = \frac{a}{2}, \]
\[ a^2 - y + d^2 = \frac{a}{2}, \]
\[ a^2 - x - d^2 = \frac{a}{2}, \]
\[ a^2 - y - d^2 = \frac{a}{2}. \]

Even though, it represents the exact distance fields for simple geometries such as a cuboid, it deviates significantly when the object includes any non-convex edges. For example, consider a square with a hollow circle inside as shown in Figure 4. In this case there are a few regions (marked in red) where the closest boundary to the point is the circle, but the orthogonal distance fields compute the minimum distance from the edge of the square. The bounds to the area of this region can be calculated as

\[ A_I = \frac{(a - d)^2}{4}. \quad (6) \]

In addition, there are regions (marked in green) where the closest boundary is correctly identified, but the distance computed using orthogonal distance fields is different than the correct shortest distance. The maximum deviation between the orthogonal distance and the shortest distance occurs at the corners of the red rectangles (marked with a red dot). The area of this green region is

\[ A_{II} = \left(\frac{\pi}{4} - 1\right) d + a \quad d. \quad (7) \]

There is a \( C^0 \) discontinuity in the orthogonal distance fields at the intersection of the two (green and red) regions. This discontinuity can be smoothened in a discrete voxel mesh using Gaussian filters. In addition, they can be convolved with linear filters to obtain the correct distance fields \([25]\). A layer of the 3D-CNN has the capability to learn the weights and filters to perform this operation. Hence, an appropriately tuned 3D-CNN using orthogonal distance fields should have a similar performance to a different 3D-CNN that uses the correct distance fields. Hence, our machine learning framework can be trained to identify the salient features of a circular hole using the orthogonal distance fields. In the next section, we discuss the GPU-accelerated computation of the voxelized and the orthogonal distance field representation.

3. Computing Volume Representations from B-reps

We have developed methods for accelerated computation of volume representation of CAD models using graphics processing units (GPUs). These GPU methods are more than 10x faster than existing state-of-the-art CPU-based methods and can create a volumetric representation of a CAD model with more than 250,000,000 voxels. This high-resolution representation would have sufficient resolution to capture small features in CAD models. We construct a fine grid in the region occupied by the object using its axis-aligned bounding box. The B-rep model is then decomposed into its component surfaces, which is tessellated into triangles with a very fine resolution that is less than one-tenth of the resolution of the volumetric grid.

3.1. Voxelization

We make use of a rendering-based approach to classify the voxel centers as being inside or outside the geometry \([13]\). Using this method on the GPU, a fine voxelization of the model (up to 750 million voxels) with a relative voxel size of 0.001, can be generated (Figure 6).

The CAD model is rendered slice-by-slice by clipping it while rendering. The model is rendered to an off-screen framebuffer once for each slice to classify the voxelization. Each pixel of this clipped model is then used to classify the voxel corresponding to the slice as being inside or outside the CAD model. This is performed by counting the number of fragments
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Figure 5: Performing voxelization in 2D using GPU rendering. A clipped CAD model is rendered slice-by-slice and the the number of rendered pixels is counted. The pixels that are rendered an odd number of times in each slice are inside the object (green).

Figure 6: Example of a voxelized 3D CAD model. The voxels that make up the model are rendered as boxes.
Figure 7: Performing orthogonal distance field computation in 2D using GPU rendering. A clipped CAD model is rendered slice-by-slice and the depth of the closest pixel fragment is stored. Finally, the minimum depth value from all the four orthogonal directions in 2D (only 2 shown here) at each pixel is computed as the orthogonal distance field.

that were rendered in each pixel using the stencil buffer on the GPU. After the clipped model has been rendered, an odd value in the stencil buffer indicates that the voxel on the particular slice is inside the CAD model, and vice versa (Figure 2). The process is then repeated by clipping the model with a plane that is offset by the voxel size. Once all the slices have been classified, we can get the complete voxelized representation of the CAD model.

The time taken to perform the classification is the sum of the time taken to tessellate the model once and the total time taken to render each slice. As an example, the total time taken to voxelize the hole block is 0.133 seconds. These timings are obtained by running our voxelization algorithm on a Intel Xeon CPU with 2.4 GHz processor, 64 GB RAM, and an NVIDIA Quadro K2200 GPU.

3.2. Orthogonal Distance Fields

We use an approach similar to the voxelization approach in Section 3.1. The CAD model is rendered using orthographic projection to an off-screen framebuffer slice-by-slice by clipping it while rendering. The depth values for each pixel of this clipped model, stored in the depth buffer, is then used to get the orthogonal distance value for each pixel in the slice. After the clipped model has been rendered, the normalized depth values are read from the depth buffer (Figure 7).

The normalized depth values read from the depth buffer corresponds to the closest boundary along the specified orthogonal direction in which the model is rendered. However, this depth value is measured from the near plane of the projection. Hence, the depth values need to be adjusted with the distance of the model clipping plane from the near plane, to get the distance to the closest orthogonal boundary. After rendering all the slices, the depth to the closest orthogonal boundary is stored in each voxel for this particular direction. Similarly, depth information for all the six directions are obtained. The orthogonal distance field is then obtained by taking the minimum of the six distance values. The orthogonal distance fields for a simple cube with a hole rendered using volume rendering is shown in Figure 8.

The time taken to compute the distance fields is the sum of the time taken to evaluate each of the 6 directional distance fields. As an example, the total time taken to compute the orthogonal distance fields for a cubical block with hole is 0.177 seconds. These timings are obtained by running our orthogon-
nual distance fields computation algorithm on a Intel Xeon CPU with 2.4 GHz processor, 64 GB RAM, and an NVIDIA Quadro K2200 GPU.

4. Deep Learning Based Design for Manufacturing

The objective of the design process is to design products that meet the specifications of the functional requirements, while being able to be manufactured in a cost-efficient manner. Often, the manufacturing process and parameter selection is itself an optimization problem [9]. Thus, understanding the constraints for the design space requires more information about the manufacturing processes, which makes the concurrent engineering process difficult and manual.

DFM guidelines were developed by design and manufacturing researchers to make the design process compliant with manufacturing [2]. In addition, researchers used these DFM guidelines to develop manufacturability analysis systems (MAS), which take into account the rules provided by the DFM guidelines to analyze the manufacturability of the part [29]. Many MAS frameworks require the parameters of the part as additional user input, to analyze the manufacturability of the part. These MAS frameworks then use the knowledge base of different DFM rules to provide manufacturability feedback. In addition, there are very few interactive parametric 3D solid modeling tools that provide manufacturability feedback to the designer, and enable changes to the design for improving manufacturability [28]. In this paper, we demonstrate the utility of a DLDFM tool in analyzing the manufacturability of a product design without any prior knowledge about the manufacturing process. We show a proof-of-concept of the DLDFM framework for drilling operations.

4.1. DFM Rules for Drilling

DFM rules for drilling have been developed based on the parameters of the cylindrical geometry as well as the geometry of the stock. The important geometric parameters are the diameter of the hole, the depth of the hole, and the position of the hole. However, there are certain additional parameters that might affect the training of the machine learning framework, but do not contribute to the manufacturability analysis. For example, the face of the stock on which the hole is to be drilled does not affect the manufacturability of the hole, but need to be considered while training because the volumetric representation of the CAD model is not rotationally invariant.

In our DLDFM framework, the following DFM rules are considered to classify the drilled hole as manufacturable.

1. Depth-to-diameter ratio: It is difficult to maintain the accuracy of the hole at greater depths for a given diameter. In addition, at greater depths it is possible for the tool to experience high loads sufficient enough to break the drill. Though the manufacturability of the hole for a particular part depends further on the tool material and the workpiece material, a general rule established for all machinable materials is used here. The depth-to-diameter ratio should be less than 5.0 for the machinability of the hole. [2,3]

2. Through holes: The rule for drilling a through hole changes because a through hole can be drilled from both directions. Hence, the depth-to-diameter ratio for a through hole should be less than 10.0 to be manufacturable.

3. Holes close to the edges: Holes which are close to the edge are considered non-manufacturable because the thin sections near the edge usually collapse while manufacturing. A generic rule that a manufacturable hole must be surrounded with material of thickness at least equal to the half the diameter of the hole is used.

4. Thin sections in the depth direction of the hole: Similar to the previous rule and also considering the geometry of the drill, it is not possible to drill a deep hole that leaves a thin section of material in the depth direction of the hole. Hence, a rule that any hole with difference in the stock length in the depth direction and depth of the hole greater than half the diameter is manufacturable.

The preceding rules are used to generate the ground truth manufacturability data for the training set, which is then used to learn the manufacturable and non-manufacturable features by the DLDFM Framework. However, it should be noted that for a DLDFM framework, one need not explicitly mention the rule. Rather, for industrial applications, one can train the DLDFM framework using the industry relevant historical data available in the organization, which need not be strictly rule based. The historical data can also be based on experience during previous attempts to manufacture a part. Thus, this DLDFM framework is an attempt to generate a DFM framework based on few basic rules. For more complicated shapes, one can just augment the training set and then re-train the DLDFM framework, which can then be used for analyzing complex parts for manufacturability. This eliminates the factor of expertise of the manufacturing engineer, which is one of the major advantages of having a cognitive DFM-CAD system. Thus, a designer with no knowledge of manufacturing can design manufacturable parts.

4.2. Training Data

Based on the DFM rules for drilling, different sample solid models are generated using a CAD modeling kernel. We use
ACIS [30], a commercial CAD modeling kernel to create the solid models. A cubical block of edge length 5.0 inches with different sizes of drilled holes are created (Figure 9). The diameter of the hole is varied from 0.1 in. to 1.0 in. with an increment of 0.1 in. Similarly, the depth of the hole is varied from 0.5 in. to 5.0 in. with an increment of 0.5 in. In addition, few geometries are specifically generated with thin sections in the depth direction to make the training data complete. The holes are generated at different positions on the face of the cube by varying the value of PosX and PosY (Figure 9). For sake of simplicity, the holes are located only along the diagonal of the drilling face, i.e. $\text{PosX} = \text{PosY}$ for all the training samples generated. In addition, the holes are generated in all the six faces of the cube. It should also be noted that the through holes are not generated on the six faces, but only on three faces, to avoid redundancy in the training data. After the CAD models are generated using the solid modeling kernel, they are classified for manufacturability using the DFM rules for drilled holes.

After the B-rep models are generated using the CAD modeling kernel, they are converted to volume representations, voxelization and orthogonal distance fields. One of the framework design choices is to choose an appropriate voxel grid for the model. A fine voxelization of the model, while capturing all the features accurately, might be computationally expensive for training the 3D-CNN. Even a voxelization resolution of $64 \times 64 \times 64$ pushes the limits of the GPU and CPU memory, and hence, the parameters of the 3D-CNN have to be tuned for optimal performance.  

### 4.3. Representative and Non-Representative Models

For machine learning, the volumetric representation of CAD geometries (described in Section 4.2) are used for training the DLDFM network. During the training phase of DLDFM, there are many hyper-parameters (discussed in detail in Section 4) that need to be fine-tuned for optimal learning. For this reason, the data is split into a training set and a validation set. The training set is used to train the parameters of the DLDFM network, while the validation set is used to find the optimal hyper-parameters for the DLDFM.

In order to test the performance of the DLDFM network, a new test set of CAD models are generated. The CAD geometry generated in this set is different from the CAD models used in training the DLDFM. Further, we split the test set into two classes, representative and non-representative.

Representative models are broadly defined as those geometries that are related to CAD models in the training set. For example, the DLDFM network was trained using models with a single hole on different faces and at different positions. The geometries in the test set that belong to this subset of the CAD model parameters are classified as representative geometries. However, the models generated in the representative set do not have the same depth or diameter values as those in the models of the training set. For the representative test data, the following parameters are varied to generate the samples.

- Diameter values from 1.1 to 1.5 are used for the representative test data. Diameter values from 0.1 to 1.0 inches were used for training.
- Position of the holes is varied in the radial directions ($\text{PosX} = 0$ or $\text{PosY} = 0$, while the other is varied), as well as in the diagonal direction. The position of the hole vary only in the diagonal direction ($\text{PosX} = \text{PosY}$) in the training samples.

Non-representative models are broadly defined as those geometries that are completely different from the training set. Deep learning has the ability to generalize geometries and patterns associated with the input space. Deep learning networks do not strictly memorize the relationship between the input space and the output space, but rather create a mapping to the output space based on the features learned from the input model. Thus, given any geometry, if the feature is recognized by DLDFM, then it can predict the manufacturability of the geometry based on the recognized feature. This generalization ability can be tested by creating a non-representative test set, containing geometries with the same primary hole parameters (depth, diameter, and position of the hole), but having additional or different external features. The details of the geometries in the non-representative data set is given below.

**Multiple holes:** The DLDFM has been trained to analyze the manufacturability of a single drilled hole. However, in an a designed component, the features may not be independent; there can be multiple features, each of which may or may not be manufacturable. Moreover, it is possible that each of the features themselves are manufacturable, but due to their proximity or interaction with other features, the part may become non-manufacturable. Hence, we test the ability of the DLDFM framework to analyze the manufacturability of a part with two holes. It should be noted that the two holes in the same face and in different faces have different constraints on manufacturability. The non-representative data set contains both intersecting and non-intersecting holes with the additional manufacturability constraints as given below.

**Holes in same face:** When the two holes are on the same face, the manufacturability rules 1 and 2 defined previously in Section 4.1 apply to each hole independently. In addition, there is an interaction rule based on the relative position of the holes to each other. If the holes are too close, then the third rule in Section 4.1 applies based on the thickness of the region between the holes. This is to prevent the collapse of the thin section between the holes during manufacturing, making the part non-manufacturable.

**Holes in different faces:** We only consider non-intersecting holes on different faces. When the two holes are on different faces, the standard manufacturability rules 1 and 2 defined in Section 4.1 apply to each hole independently. When the holes are on perpendicular faces, but close enough to create a thin section between them, then rule 3 from Section 4.1 applies. Finally, when the holes are on opposite faces, and the axis of the holes are close enough to create a thin section in the depth direction, then rule 4 from Section 4.1 apply.

**L-shaped Blocks:** All the models in the training set have an external cubical shape. However, a cognitive DFM-CAD sys-
The 3D-CNN to focus on larger features, while ignoring smaller features. Subsampling the volumetric representation can allow the model to retain more complex information about the features of the model. The next layer can combine this primitive information to obtain feature-of-features from the last convolutional or pooling layer to represent complex features. The first convolutional layer usually contains an input volumetric representation, the filters are convolved in a new set of filters to get a new activation map. Thus, given the feature maps obtained from the convolutional layer in a 3D-CNN consists of different vsual segmentation. The key distinction between 3D-CNN and its 2D counterpart is that the convolutional filters used are three-dimensional. It has been shown that deep learning based approaches have a significantly higher accuracy in object recognition and detection than traditional approaches. Our DLDFM framework uses a 3D-CNN to analyze the manufacturability of CAD models.

3D-CNNs consist of three different kinds of layers: convolutional, pooling, and fully-connected layers (Figure 1). Each convolutional layer in a 3D-CNN consists of different filters, which convolve with the input to generate a set of activation maps. The next convolutional layer takes the output activation map of the previous layer and performs convolutions with a new set of filters to get a new activation map. Thus, given an input volumetric representation, the filters are convolved in a hierarchical manner, which enables the 3D-CNN to recognize complex features. The first convolutional layer usually contains primitive information about the edges, corners etc of the model. The next layer can combine this primitive information to obtain more complex information about the features of the model. The pooling layer of the 3D-CNN performs a sub-sampling operation. Subsampling the volumetric representation can allow the 3D-CNN to focus on larger features, while ignoring smaller features that might not affect the manufacturability of the part. The fully-connected layer combines the activations of all the feature-of-features from the last convolutional or pooling layer to generate the final manufacturability decision.

5.1. Network Architecture and Hyper-Parameters

Deciding the manufacturability of a part can be framed as a binary classification problem. The input to the 3D-CNN is a voxelized CAD model of size $64 \times 64 \times 64$. The input data is either the Binary Inside-outside or the Orthogonal Distance Field representation. The input volumetric data is first padded with zeros before convolution is performed. Zero padding is necessary in this case to ensure that the information about the boundary of the CAD model is not lost while performing the convolution.

There are several hyper-parameters of the 3D-CNN that need to be tuned in order to ensure that the learning is optimal. These include: number of convolutional layers, number of pooling layers, number of filters in each convolutional layer, filter size for each layer, and subsampling of the pooling layer. The specific hyper-parameters used in our framework are listed in Section 6.

The specific approaches used to optimize the 3D-CNN used in our framework are briefly given below for completeness. The volumetric data, after zero padding, is convolved with different filters to obtain the feature maps. Each filter activation is obtained using Rectified Linear Units (ReLU),

$$h(x_i) = \max(0, x_i),$$

where $x_i$ is the input and $h(x_i)$ is output activation. Each unit of the feature map is associated with a common shared weight or kernel for efficient learning. Convolutional layers are succeeded by a batch normalization layer to reduce covariance shifts and to avoid saturation of the activations. The 3D-CNN consists of a single output with sigmoid activation denoting the probability of the class being 0 (manufacturable) or 1 (non-manufacturable). The 3D-CNN parameters are optimized by error back-propagation with binary cross-entropy as the loss function [12] and using the ADADELTA optimizer [34].

5.2. Interpretation of 3D-CNN Output

The trained DLDFM network can be used to test the manufacturability of any new geometry and can be treated as a black-box. However, such an approach does not help the designer in understanding the source of the network output, or make suitable design modifications to the part that improves manufacturability. Hence, interpretability and explainability of the output are essential for cognitive CAD systems that provide manufacturability feedback. In this paper, we attempt to make the DLDFM more transparent by being able to visualize the input features that lead to a particular manufacturability decision. A similar approach was used in object recognition in images by using class activation maps to obtain class specific feature maps [27]. The class specific feature maps could be obtained by taking a class discriminative gradient of the prediction with respect to the feature map to get the class activation. In this paper, we present the first application of gradient weighted class activation map (3D-GradCAM) for 3D spatial applications.

In order to get the feature localization map using 3D-GradCAM, we need to compute the spatial importance of each feature in the last convolutional layer of the DLDFM, for a particular manufacturability or non-manufacturability class. The mathematical formulation for computing the $L_{3DGradCAM}$ is given in Appendix A. The activations obtained for the input part can be analyzed using $L_{3DGradCAM}$ to identify the source of
non-manufacturability. To spatially identify the source of non-manufacturability and render it, the heat map of ($L_{3DGradCAM}$) is resampled using linear interpolation to match the input size, and then overlaid in 3D with the input. This composite data is finally rendered using a volume renderer.

We make use of a GPU-based ray-marching approach to render this data. The rendering is parallelized on the GPU with each ray corresponding to the screen pixel being cast independently. The intersection of the ray with the bounding-cube of the volumetric data is computed, and then the 3D volumetric data is sampled at periodic intervals. The sum of all the sampled values along the ray is then computed. This value is converted to RGB using a suitable color-bar and rendered on the screen. Table 2 shows different volumetric renderings of the composite 3D-GradCAM data.

6. Results and Discussion

The different CAD geometries generated as explained in Section 4 are classified to be manufacturable or non-manufacturable based on the rules discussed in Section 4.1. The B-rep CAD geometries are converted to volumetric representation using voxelization and orthogonal distance field representation as explained in the Section 3. The grid size of $64 \times 64 \times 64$ is used for the volumetric representation in order to represent the geometry with sufficient resolution. We initially use the voxelized representation of the CAD geometry to train the DLDFM network. Later, we use the orthogonal distance field representation of the CAD geometry to train another DLDFM network.

6.1. Tuning of the Hyper-parameters

The hyper-parameters for the DLDFM are fine-tuned to have least validation loss. The architecture of the network used is shown in Table 3. A batch size of 60 is selected while training the DLDFM network. The training was performed using Keras [2] in a Python environment. The DLDFM network was trained in a workstation with a CPU RAM of 128GB, and a NVIDIA Titan X GPU with 12GB GPU RAM.

6.2. Visualization of the Features

The ability of the 3D-CNN to learn the features and hence, predict the manufacturability of a part can be understood by visualizing the feature maps. Figure 10 shows the output obtained from the second layer and third layer of the 3D-CNN. It can be seen that the 3D-CNN is able to recognize a few primitive information about the geometry; for example, the edges, the face, the hole in the cube, etc. Further, it can be observed that the next layer contains geometries of higher complexity.

6.3. Test Results

The DLDFM network was first trained using the voxelized input (in-outs information only). After successful training, the DLDFM network was tested on the representative test set to understand its performance. The in-outs based DLDFM network performs well with an accuracy of 78% on 675 models of the representative test set. However, the performance of the network reduces by a small extent while testing on the non-representative test set as expected (Table 1). It is observed that the number of examples which are considered to be non-manufacturable in the non-representative test set are predicted to be manufacturable by the DLDFM model (see false negative examples in Table 1). Among the different examples which the in-outs based DLDFM network failed to predict correctly are cases where the hole is close to the boundary and hence, the network cannot determine if the part is manufacturable or not. This is one of the drawbacks of the in-outs representation of the CAD geometry. The information about the proximity of the voxels to the boundary is not available.
Table 1: Quantitative performance assessment of the DLDFM on representative and non-representative data sets.

| Test Data Type | Model Description | True Positive | True Negative | False Positive | False Negative | Accuracy |
|----------------|-------------------|---------------|---------------|----------------|----------------|----------|
| Representative (675 models - 408 Manufacturable) | In-outs Information | 383           | 146           | 25             | 121            | 0.7837   |
|                | Distance Fields    | 370           | 200           | 38             | 67             | 0.8445   |
| Non-Representative (1090 models - 484 Manufacturable) | In-outs Information | 301           | 464           | 183            | 142            | 0.7018   |
|                | Distance Fields    | 274           | 503           | 210            | 103            | 0.7128   |

Table 2: Illustrative examples of manufacturability prediction and interpretation using the DLDFM framework.
Hence, to overcome the drawback of in-outs based DLDFM network, a new DLDFM network was trained with the orthogonal distance fields representation. It can be seen that the predictions for the manufacturability improve in comparison with in-outs representation of the geometry. Specifically, there was a significant improvement in the accuracy (a gain of 6%) for predictions in the representative test set as shown in Table 1. The feature maps obtained from the DLDFM network using orthogonal distance fields is able to recognize the features (Figure 10) in spite of the approximations explained in Section 2.2. Furthermore, the number of examples that are falsely classified to be manufacturable using the in-outs is reduced by using the orthogonal distance fields in both the representative and non-representative test set.

### 6.4. Visualization of 3D-GradCAM

Using the trained DLDFM network, it is possible to obtain the localization of the feature activating the decision of the DLDFM as explained in the Section 5.2. The 3D-GradCAM renderings for various cases is shown in the Table 2. We have used 3D-GradCAM to visualize the results of various inputs such as manufacturable holes, non-manufacturable-holes, multiple holes in same face, holes in multiple faces of the cube, and L shaped block. 3D-GradCAM can localize the features that can cause the part to be non-manufacturable. For example, in Table 2, the fifth example from the top shows a CAD model with 2 holes of which one of them is non-manufacturable. The 3D-GradCAM rendering correctly identifies the non-manufacturable hole and as a result the DLDFM network also predicts that the part to be non-manufacturable. The feedback is helpful to understand which particular feature among various other features in a CAD geometry accounts for the non-manufacturability and possibly modify the design appropriately. Hence, our DLDFM framework can be used in a cognitive CAD system to provide interactive manufacturability feedback.

### 7. Conclusions and Future work

In this paper, we have developed a deep-learning-based DFM (DLDFM) framework for high-throughput cyber-enabled manufacturing. To the best of our knowledge, this is the first application of deep learning to learn a data-driven design for manufacturability framework which can recognize the features and then analyze the manufacturability of the part. In this paper, our DLDFM framework was able to successfully learn the complex DFM rules for drilling from volume representations of 3D CAD geometries. This makes our framework scalable to other machining processes, unlike the rule based DFM frameworks that change from process to process.

This paper also serves as a proof-of-concept to demonstrate the feasibility of using 3D-CNNs for manufacturing applications using a voxel-based approach. The DLDFM was able to learn features directly from the voxelized model, without any additional shape information. In addition, to provide more information about the proximity of the boundaries, we compute orthogonal distance fields. The DLDFM network developed using the orthogonal distance fields achieves a better accuracy in correctly classifying the manufacturability than using only the in-outs information.

We also eliminate the black box notion about artificial neural networks; the DLDFM framework provides feedback about the source of non-manufacturability. Using the feedback provided by the 3D gradient-weighted class activation map, an interactive decision-support system for DFM can be integrated with current CAD systems, which can provide real-time manufacturability analysis while the component is being designed. This would ultimately reduce the design time, leading to significant cost-savings.
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