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We propose and analyze a set of variational quantum algorithms for solving quadratic unconstrained binary optimization problems where a problem consisting of $n_c$ classical variables can be implemented on $O(\log n_c)$ number of qubits. The underlying encoding scheme allows for a systematic increase in correlations among the classical variables captured by a variational quantum state by progressively increasing the number of qubits involved. We first examine the simplest limit where all correlations are neglected, i.e. when the quantum state can only describe statistically independent classical variables. We apply this minimal encoding to find approximate solutions of a general problem instance comprised of 64 classical variables using 7 qubits. Next, we show how two-body correlations between the classical variables can be incorporated in the variational quantum state and how it can improve the quality of the approximate solutions. We give an example by solving a 42-variable Max-Cut problem using only 8 qubits where we exploit the specific topology of the problem. We analyze whether these cases can be optimized efficiently given the limited resources available in state-of-the-art quantum platforms. Lastly, we present the general framework for extending the expressibility of the probability distribution to any multi-body correlations.

I. INTRODUCTION

In recent years, important experimental breakthroughs have propelled quantum computing as one of the most thriving fields of research\textsuperscript{1}–\textsuperscript{6}, with the long-term goal of building universal quantum computers capable of running algorithms with provable quantum speed-up\textsuperscript{7,8}. As the first generations of quantum hardware, referred to as noisy intermediate-scale quantum (NISQ) devices\textsuperscript{9}, do not yet fulfill the technical requirements to implement error-corrected universal quantum computing, increasing efforts are dedicated to design near-term algorithms capable of performing computational tasks with imperfect and limited quantum resources\textsuperscript{10,11}. Amongst the most promising paradigms are the variational quantum algorithms (VQA)\textsuperscript{12–16}. In these algorithms, a parameterized quantum circuit is optimized using classical computing resources to generate a quantum state that represents an accurate approximate solution of the problem at hand. While a formal proof of any quantum advantages these algorithms might bring has yet to be found\textsuperscript{17}, applications of NISQ devices to real-world problems are already being explored.

For instance, VQAs such as the quantum approximate optimization algorithm (QAOA)\textsuperscript{12,13,28} and hardware efficient\textsuperscript{27,28} approaches have been applied to find approximate solutions to NP-hard quadratic unconstrained binary optimisation (QUBO) problems\textsuperscript{29}. QAOA in particular is able to ensure a lower bound on the quality of its solutions for sparse instances of QUBO problems using shallow circuits. This quality is then able to monotonically converge towards the exact solution for infinitely deep circuits\textsuperscript{12,30}. Recent experiments have however highlighted the challenges in implementing the QAOA on problem graphs that differ from the native connectivity of the quantum hardware, even for small system sizes\textsuperscript{26}. Hardware efficient approaches, on the other hand, are motivated by the simplicity of their implementations but do not guarantee a lower bound on the quality of the solutions. This is usually accomplished using series of gates native to the quantum platform and is unconstrained by the topology of the QUBO problem. However, depending on the implementation, these hardware efficient approaches can be plagued by exponentially large barren plateaus in their optimization landscapes as the number of qubits increases\textsuperscript{31}. These barren plateaus hinder the ability to optimize these circuits efficiently and threaten to limit the number of qubits involved.

The challenges that come when employing an increasing number of qubits do not end here. While having finite coherence times and imperfect gate fidelities remain an issue, the engineering overhead of scaling up the quantum hardware currently limits the size of computational tasks to toy models. Previously proposed schemes to implement quantum algorithms to solve optimization problems have used a number of classical variables equal to the number of qubits available and were therefore limited to problem sizes involving only a few tens of them\textsuperscript{28,29}. This is not representative of real-world optimization problems, where the number of classical variables $n_c$ involved are often on the order of $10^4$. In order to test the performance of NISQ devices on more realistic optimization problems, alternative methods of encoding the
classical variables onto the limited number of qubits are required.

In this work, we tackle this problem by proposing a hardware efficient encoding scheme for QUBO models with \( n_c \) variables that can be implemented on \( O(\log n_c) \) number of qubits. In this context, a variational quantum state encodes a probability distribution over all classical solutions and the variational process aims at producing a state with maximal probability associated with the best solutions. We show that by dividing the total number of qubits \( n_q = n_a + n_r \) into a group of \( n_a \) ancillas and a group of \( n_r \) register qubits, one can in principle use this probability distribution to encode any \( n_a \)-body correlations between a number of QUBO variables that scale exponentially with \( n_r \). This heuristic approach allows for the systematic increase in the correlations that can be captured in the probability distribution by progressively increasing the number of qubits.

As an example, in the limit where all correlations are neglected, \( n_c = \log_2(n_c) \) and optimization problems of \( n_c \sim 10^4 \) classical variables could be tackled on quantum hardware with no more than 15 qubits. We present a variational approach based on this minimal encoding and investigate its performance for increasing problem sizes. From there, we consider protocols to encode different subsets of two-body correlations and explore whether they can be optimized efficiently. We demonstrate how a selective encoding scheme can be applied to the Max-Cut problem, a sparse instance of QUBO models, and show that exploiting the topology of a specific problem to select an efficient subset of correlations leads to better solutions. All protocols proposed in this manuscript are in line with the limitations of the current state-of-the-art quantum platforms. These alternative encoding schemes could pave the way towards NISQ devices having practical applications with performances comparable to classical algorithms when it comes to large-scale optimization problems.

II. QUBO MODEL AND THE COMPLETE ENCODING SCHEME

The QUBO model is an NP-hard combinatorial problem that consists of minimizing a cost function of the form \( C_x = \vec{x}^T \mathcal{A} \vec{x} \), where \( \vec{x} \in \{0,1\}^{n_c} \) is a vector of \( n_c \) classical binary variables and \( \mathcal{A} \) is a real and symmetric matrix. This model is of particular interest due to its relationship with other optimization problems such as the Max-Cut, portfolio optimization and facility allocation problems 32,34. Existing metaheuristic approaches such as the TABU search, genetic algorithms, and simulated annealing are capable of finding suitable solutions to problems consisting of \( n_c \sim 10^4 \) classical variables 35,36.

In recent implementations of VQA applied to solving QUBO problems, each binary variable in \( \vec{x} \) is represented by a single qubit, i.e. \( n_q = n_c \); a mapping which we will refer to as the complete encoding. The resulting quantum state is parameterized by a set of angles \( \vec{\theta} \) with the general form

\[
|\psi_{\text{cp}}(\vec{\theta})\rangle = \hat{U}_{\text{cp}}(\vec{\theta})|\psi_0\rangle = \sum_{\vec{x} \in \{0,1\}^{n_c}} \alpha_{\vec{x}}(\vec{\theta})|\vec{x}\rangle,
\]

where \( \hat{U}_{\text{cp}}(\vec{\theta}) \) is the unitary evolution implemented on the quantum platform, \( \{|\vec{x}\rangle = \otimes_{i=1}^{n_c} |x_i\rangle\} \) with \( x_i \in \{0,1\} \) is the complete computational basis spawn by the \( n_q \) qubits and \( |\psi_0\rangle \) is a given input state. By associating a classical solution \( \vec{x} \) with a basis state \( |\vec{x}\rangle \), the state \( |\psi_{\text{cp}}(\vec{\theta})\rangle \) is able to encode all possible classical solutions in a linear superposition. This unique property of quantum mechanics opens the possibility for multiple classical solutions to be tested simultaneously and this intrinsic parallelism is a strong motivator in developing quantum algorithms for classical problems.

In the case where \( \hat{U}_{\text{cp}}(\vec{\theta}) \) is a universal quantum circuit, all \( \alpha_{\vec{x}} \) in Eq. (1) can in principle be independent (up to the normalization condition). Consequently, this quantum state is able to capture all possible correlations between the classical variables and exhibits expressible power that is beyond classical computation 37,39. The
can be mapped onto an Ising Hamiltonian
\[
\hat{H}_{\text{Ising}} = \frac{1}{4} \sum_{i,j} A_{ij} (1 - \hat{\sigma}_z^{(i)})(1 - \hat{\sigma}_z^{(j)}),
\]  
(2)
where \( \hat{\sigma}_z^{(i)} \) is the \( z \) Pauli matrix acting on qubit \( i \) and \( A_{ij} \) are the elements of the matrix \( A \). The ground state of \( \hat{H}_{\text{Ising}} \) is a basis state \( |\vec{x}\rangle \) that corresponds to an exact solution \( \vec{x} \) of the QUBO problem defined by \( A \). For general instances, \( \hat{H}_{\text{Ising}} \) represents a system of interacting spins where all two-body interactions may be present.

A variational algorithm can then be implemented to find a suitable solution by using the ansatz \( \hat{U}_{\text{cp}}(\vec{\theta}) \) to produce trial states and finding the set of parameters \( \vec{\theta} \) to minimize the cost function
\[
C_{\text{cp}}(\vec{\theta}) = \langle \psi_{\text{cp}}(\vec{\theta}) | \hat{H}_{\text{Ising}} | \psi_{\text{cp}}(\vec{\theta}) \rangle.
\]  
(3)
Here, Eq. (3) is a linear function of expectation values with a number of terms polynomial in the number of qubits.

Existing variational ansatzes for optimization problems can be divided into two distinct groups — approaches which require the Hamiltonian \( \hat{H}_{\text{Ising}} \) to be implemented on the quantum hardware and those which utilize only native gates unconstrained by the specific problem. Approaches such as the QAOA, as implemented in Refs. [20]–[26], fall into the first category and benefit from being able to exploit some extent of adiabatic computing to search the Hilbert space [40]. In principle, the produced variational state is guaranteed to converge towards the exact solution for infinitely long quantum evolution \( \hat{U}_{\text{cp}}(\vec{\theta}) \). These approaches however, can be difficult to implement for generic QUBO problems. Approaches that fall into the second category have been implemented in Refs. [27]–[28] and are designed to circumvent the technical challenges of implementing \( \hat{H}_{\text{Ising}} \). However, these approaches do not guarantee the existence of an efficient path to the optimal solution and can become exponentially hard to optimize as the system size increases.

### III. Minimal Encoding

While complete encoding schemes allow for many-body correlations to be captured between classical variables, the number of qubits required limits their application to small system sizes with unfavorable scaling up perspectives. In what follows, we propose an encoding scheme which sacrifices this ability to capture correlations but allows for problem sizes to be scaled exponentially with the number of qubits. We refer to this mapping as the minimal encoding.

The minimal encoding scheme considered here requires one ancilla \( n_a \) and \( n_r = \log_2 n_q \) register qubits for a total number of \( n_q = \log_2 n_c + 1 \) qubits. The parametrized quantum state can be expressed as
\[
|\psi_1(\vec{\theta})\rangle = \sum_{i=1}^{n_c} \beta_i(\vec{\theta}) |a_i\rangle_0 |b_i\rangle_1 \otimes |\phi_i\rangle_r,
\]  
(4)
where the states \( \{ |\phi_i\rangle_r \} \) \( \{ |0\rangle_a, |1\rangle_a \} \) are computational basis states of the register (ancilla) qubits. The premise is to define a one-to-one correspondence between each of the \( n_c \) classical variables \( x_i \) in \( \vec{x} \) and a unique basis state \( |\phi_i\rangle_r \), as depicted in Fig. 1(c). The probability of the \( i \)th classical variable to have the value 1 or 0 is given by \( \Pr(x_i = 1) = |b_i|^2 \) and \( \Pr(x_i = 0) = 1 - |b_i|^2 = |a_i|^2 \) respectively. The coefficients \( \beta_i(\vec{\theta}) \) capture the likelihood of measuring each register state \( |\phi_i\rangle \) and thus the corresponding state of the ancilla qubit. As an example, encoding the probability distribution over all solutions \( \vec{x} \) of dimensions \( n_c = 4 \) requires \( n_c = 2 \). One can then define the mapping as \( |\phi_1\rangle_r \equiv |00\rangle_r, |\phi_2\rangle_r \equiv |01\rangle_r, |\phi_3\rangle_r \equiv |10\rangle_r \) and \( |\phi_4\rangle_r \equiv |11\rangle_r \). In doing so, the quantum state representing the unit probability of sampling \( \vec{x} = (1, 0, 0, 1) \) would read \( |\psi_1\rangle = (|00\rangle_a |00\rangle_r + |01\rangle_a |01\rangle_r + |01\rangle_a |10\rangle_r + |10\rangle_a |11\rangle_r)/2 \).

The limitation of this compact mapping is its ability to only encode distribution functions of statistically independent classical variables, i.e., where the probability of obtaining a particular classical solution \( \vec{x} \) from the state is given by \( \Pr(\vec{x}) = \prod_{i=1}^{n_c} \Pr(x_i) \). This comes as no surprise as the quantum state uses only \( n_c \) coefficients to encode a probability distribution over \( 2^{n_c} \) solutions [40].
B. Cost function to minimize

As with standard VQAs, we defined a cost function to be minimized using a set of parameters $\vec{\theta}$. Given that $|\psi_1(\vec{\theta})\rangle$ represents a distribution function over statistically independent classical variables, it adopts the form

\[
C_1(\vec{\theta}) = \sum_{i,j=1}^{n_c} A_{ij} \frac{\langle \hat{P}_i \rangle_{\vec{\theta}}^a \langle \hat{P}_j \rangle_{\vec{\theta}}^a}{\langle \hat{P}_i \rangle_{\vec{\theta}}^a \langle \hat{P}_j \rangle_{\vec{\theta}}^a} (1 - \delta_{ij}) + \sum_{i=1}^{n_c} A_{ii} \frac{\langle \hat{P}_i \rangle_{\vec{\theta}}^a}{\langle \hat{P}_i \rangle_{\vec{\theta}}^a},
\]

where $\hat{P}_i = |\phi_i\rangle \langle \phi_i|_r$, $\langle \hat{P}_i \rangle_{\vec{\theta}}^a = |1\rangle_0 \otimes \langle \hat{P}_i \rangle_{\vec{\theta}}$ are the projectors over the register basis state $|\phi_i\rangle$, independent of the ancilla state (with the ancilla being in $|1\rangle_a$). The expectation value can be expressed as $\langle \hat{P}_i \rangle_{\vec{\theta}}^a = \langle \psi_1(\vec{\theta})|\hat{P}_i|\psi_1(\vec{\theta})\rangle$, giving $b_i(\vec{\theta}) = \langle \hat{P}_i \rangle_{\vec{\theta}}^a / \langle \hat{P}_i \rangle_{\vec{\theta}}^a$.

The highly entangled quantum state that minimizes Eq. (5) adopts the form $|\psi\rangle = \sum_i b_i |\sigma_i\rangle_0 \otimes |\phi_i\rangle$ with $\sigma_i = \{0, 1\}$ and corresponds unambiguously to the exact solution $\vec{x} = [\sigma_1, \ldots, \sigma_{n_c}]$ that minimizes the QUBO problem defined by the matrix $A$. Another important aspect of $C_1(\vec{\theta})$ is that it only depends on the set of norms $\{|b_i|^2\}$. As a consequence, partial tomography performed by a series of measurements solely in the computational basis is sufficient for its estimation. Finally, the cost function $C_1(\vec{\theta})$ in Eq. (5) cannot be reduced to a linear function of expectation values and therefore the QUBO model in the minimal encoding scheme cannot be described with a suitable Hamiltonian. A detailed derivation of Eq. (5) is presented in appendix A.

C. Variational protocol to solve randomly generated QUBO models

The quantum state $|\psi_1(\vec{\theta})\rangle = \hat{U}_1(\vec{\theta})|\psi_0\rangle$ is produced by a parameterized unitary evolution $\hat{U}_1(\vec{\theta})$ applied to an initial product state $|\psi_0\rangle \sim (|0\rangle_a + |1\rangle_a) \otimes \sum_{i=1}^{n_c} |\phi_i\rangle_r$. We consider a hardware efficient circuit as our ansatz $\hat{U}_1(\vec{\theta})$ in the form depicted in Fig. 2. This circuit starts with a layer of Hadamard gates applied to all the qubits initially in $|00\ldots0\rangle$ to produce $|\psi_0\rangle$. It then follows with an alternating sequence of nearest-neighbor CNOT gates and single qubit $R_y(\theta_i \rangle$ rotations. Each successive application of CNOT gates and $R_y(\theta_i \rangle$ rotations make up a single layer. This choice of ansatz represents the simplest case where qubits are arranged in a linear topology with nearest-neighbor couplings. It also produces states with only real-valued coefficients which efficiently restricts the Hilbert space since the cost function in Eq. (5) does not depend on any phases.

The optimization procedure is standard and first consists of randomly choosing a starting point for the variational parameters $\vec{\theta}_{ini}$ from a uniform distribution and measuring the output quantum state $|\psi(\vec{\theta}_{ini})\rangle$ in the computational basis. This quantum evolution is repeated $n_{\text{mean}}$ times to estimate $C_1(\vec{\theta}_{ini})$. The results are fed to a classical optimizer which updates the parameters $\theta_{old} \rightarrow \theta_{new}$. The parameters are updated $n_{\text{eval}}$ times until convergence or if a set of termination criteria is met. The resulting parameters are denoted $\vec{\theta}_{opt}$. From the final quantum state $|\psi(\vec{\theta}_{opt})\rangle$, a set of solutions $\{\vec{x}\}$ with value $C_x = \vec{x}^\top A \vec{x}$ are obtained by sampling each variable independently following $\Pr(x_i = 1) = |b_i|^2$ [cf. Eq. (2)].

In Fig. 3, we show the average optimized cost function as a function of circuit depth for 3 QUBO instances of different sizes, $n_c = 8, 32$ and 64, using $n_q = 4, 6$ and 7 qubits respectively. In each instance, the elements of $A$ were randomly drawn from a uniform distribution ranging from -1 to 1. COBYLA was chosen as the classical minimizer to update the variational parameters as it was found to give the best results for the least number of cost function evaluations.

In Fig. 4 (a)–(c), we compare the infinite-measurement limit to simulated values obtained using $n_{\text{mean}} \sim 1 - 15 \times 10^3$, at specific circuit depths for each of the different problem sizes. Our findings show that increasing the number of measurements reduces the likelihood of the optimizer terminating in a local minima caused by fluctuations in the cost function. It also allows for finer tuning of the optimal parameters due to the increased precision when estimating $C_1(\vec{\theta})$, resulting in an increase in $n_{\text{eval}}$.

The solutions drawn from the optimized states of Fig. 4 (a)–(c) are distributed according to their cost function value in Fig. 4 (d)–(f). The results show that the minimal encoding scheme was able to produce a significant
portion of its solutions to be within 20% of the optimal cost function value for \( n_c = 8, 32 \) and a majority of solutions produced for the \( n_c = 64 \) case were found to be within 30% of the optimal cost function value. The numerical results also suggest that an increase in resources such as \( n_{\text{meas}}, n_{\text{eval}} \) and depth \( L \) are required to maintain comparable accuracy as the problem sizes increase.

IV. TWO-BODY CORRELATIONS

In this section, we show how two-body correlations between the classical variables of the QUBO problem can be introduced into the probability distribution captured by the quantum state. These correlations refer to the conditional probability of one of the variables taking on a certain value given the value of another variable when sampling the classical solution from the probability distribution. We then describe how the particular topology of the different QUBO instances can influence the subset of correlated pairs to be encoded. Specifically, when applied to a Max-Cut problem, we find that encoding only the correlations between pairs of variables that are connected within the graph leads to an improvement in the classical solutions obtained when compared to the minimal encoding approach.

A. General encoding scheme

We propose a general form of the quantum state that allows for the encoding of two-body correlations:

\[
|\psi_2(\vec{\theta})\rangle = \sum_{i,j} \beta_{ij}(\vec{\theta})a_{ij}(\vec{\theta})|00\rangle_a + b_{ij}(\vec{\theta})|10\rangle_a + c_{ij}(\vec{\theta})|01\rangle_a + d_{ij}(\vec{\theta})|11\rangle_a \otimes |\phi_{ij}\rangle_r,
\]

where the register (ancilla) subspace now comprises \( n_r = \log_2(n_{\text{pair}}) \) (\( n_a = 2 \)) qubits with \( n_{\text{pair}} \) being the number of two-body correlations encoded. Similar to the minimal encoding scheme, each basis state \( |\phi_{ij}\rangle_r \) of the register space acts as a pointer. However, this pointer now points to the index of a pair of classical variables \((x_i, x_j)\), as depicted in Fig. 4. The associated two-qubit ancilla state encodes the bare probability for all pair values, e.g., \( \Pr(x_i = 0, x_j = 0) = |a_{ij}|^2 \), \( \Pr(x_i = 1, x_j = 0) = |b_{ij}|^2 \) and so on. This encoding allows one to produce probability distributions that is able to capture correlations beyond statistically independent variables.

The form of Eq. (6) is general enough to allow correlations to be captured between either all pairs of variables or only a subset of these pairs. In certain cases, one might be able to infer a preferred subset of pairs to encode based on the specific topology of the problem, allowing for an important reduction in the number of qubits required. In what follows, we highlight this point by comparing two general cases of frequently encountered QUBO models.
1. Selective subsets for sparse matrices

In QUBO instances where \( A \) is sparse, one might naturally expect that the most important correlations are those between the pairs of non-zero elements in \( A \). One seminal instance of sparse QUBO models is the \( d \)-regular Max-Cut problem where \( d \ll n_c \). Each vertex on the corresponding graph is represented by a classical variable in \( \bar{x} \) as depicted in Fig. 2 (b), and each edge by a non-zero off-diagonal element in \( A \). The resulting matrix \( A \) has \( d \) unit entries per row and column, and diagonal elements \( A_{i,i} = -d \). By selectively encoding only the \( n_{\text{pair}} = n_c \times d/2 \) pairs between non-zero elements in \( A \) (i.e. the edges), \( n_q = \log_2(n_c \times d) + 1 \) are required, which is only \( \log_2(d) \) qubits more than the minimal encoding scheme.

Illustrating with an example, encoding the 12 edges of the 3-regular graph with \( n_c = 8 \) shown in Fig. 2 (b) would require \( n_r = 4 \) register qubits. The pair \((x_1, x_2)\) could be mapped onto the basis state \(|\phi_{12}\rangle_r \equiv |0000\rangle_r\), the pair \((x_1, x_7)\) on \(|\phi_{17}\rangle_r \equiv |0001\rangle_r\) and so on until each edge is associated with a unique basis state. In the later sections, we apply this selective encoding method to solve a 3-regular Max-Cut problem with \( n_c = 42 \) number of variables using \( n_q = 8 \) qubits, allowing us to surpass the performance of the minimal encoding scheme.

2. Encoding all possible pairings for dense matrices

For more extreme instances where \( A \) is dense, such as the randomly generated QUBO models used in the previous section, selecting a specific subset of two-body correlations becomes completely arbitrary. The only unbiased approach then involves encoding all possible \( n_{\text{pair}} = n_c (n_c - 1)/2 \) pairs of classical variables, requiring the maximal number of qubits \( n_q = \log_2(n_c (n_c - 1)) + 1 \). Using this method to encode the 28 edges in the fully connected graph shown Fig. 1 (a) would require \( n_r = 5 \) register qubits. The mapping would proceed in a similar fashion as before, where the pair \((x_1, x_2)\) could be associated to \(|\psi_{12}\rangle_r \equiv |0000\rangle_r\), \((x_1, x_3)\) to \(|\psi_{13}\rangle_r \equiv |0001\rangle_r\) and so on. Despite the “unbiased” choice of pairing the variables, capturing all possible two-body correlations for general dense QUBO problems is typically not an efficient use of quantum resource as we shall observe later.

B. Averaging the probabilities and defining the cost function

Interpreting the quantum state \(|\psi_2\rangle\) in Eq. 6 as a distribution function \( \Pr(\bar{x}) \) over the ensemble of classical solutions \( \bar{x} \) is not as straightforward as the minimal encoding case. To better understand this statement, let us first consider the limit where the ensemble of pairs \( \{(i,j)\} \) encoded would correspond to the set of edges in a 1-regular graph, also known as a perfect matching in graph theory and highlighted in Fig. 3 (b). In this case, each variable \( x_i \) is paired with a single other variable \( x_j \) and the probability to sample a solution \( \bar{x} \) is uniquely defined as \( \Pr(\bar{x}) = \prod_{(i,j)} \Pr(x_i, x_j) \). However, in the more general scenarios where at least one variable is included in more than one pair, the probability of sampling a solution \( \bar{x} \) is not uniquely defined anymore. For example, in the limit where all pairs are encoded, there are \( N_{\text{pm}}(n_c) = (n_c - 1)! \) ways of calculating \( \Pr(\bar{x}) \) with the possibility of vastly different results, where \( N_{\text{pm}}(n_c) \) is the number of perfect matchings in a fully connected graph.

In order to be able to define a cost function in the form of Eq. 3 that is well-behaved despite the non-uniqueness of \( \Pr(\bar{x}) \), we need to define averaged probabilities \( \bar{P}_{i,j} \) of sampling \( x_i = \sigma_i \) and \( x_j = \sigma_j \) where \( \sigma = \{0, 1\} \) that takes into account the multiple ways of calculating \( \Pr(\bar{x}) \). Doing so, we obtain the averaged probability of sampling \((x_i, x_j) = (1, 1)\) from \( \sum_{x_i, x_j} \frac{\Pr(x_i, x_j)}{N} \) for \( P_{i,j} \) and \( \bar{P}_{i,j} \) where \( c_{ij} = 0 \) and \( d_{ij} = 1 \) are the amplitudes of the ancilla states given in Eq. 6 (\( \bar{\theta} \) is kept implicit). Here, \( R_{i,j}(G) = \frac{N_{\text{pm}}(G - v_i - v_j) / N_{\text{pm}}(G)}{N_{\text{pm}}(G)} \) is the ratio between the number of perfect matchings after subtracting the vertices \( v_i \) and \( v_j \) from the graph \( G \) to the total number of perfect matchings in \( G \). Similarly, \( R_{i,k,l}(G) \) describes the same ratio but with 4 vertices removed instead. The graph \( G \) is built by mapping each classical variable to a vertex and each pair encoded in \(|\psi_2\rangle\) to an edge. Expressions similar to Eq. 7 for \( \bar{P}_{i,j} \) and \( \bar{P}_{i,j} \) are derived in appendix A. Using the same approach, one can also derive the averaged probability of sampling \( x_i = 1 \), leading to

\[
\bar{P}_{i} = \sum_{k \neq i} R_{ik}(G)(|b_{ik}|^2 + |d_{ik}|^2),
\]

where \( b_{ij} \) is also defined in Eq. 6.

In the limit where all possible pairs are encoded, these ratios are \( R_{i,j}(G) = (n_c - 3)/(n_c - 1)! = 1/(n_c - 1) \) and \( R_{i,k,l}(G) = R_{i,j}(G)/(n_c - 3) \). However, in the case where only a subset of pairs are encoded, \( R_{i,k,l}(G) \) depends on the vertices \( \{i, j, k, l\} \) and is NP-hard to evaluate. One thus needs to resort to approximated ratios and our numerical experiments suggest that estimating \( R_{i,j}(G) = 1/d \) and \( R_{i,k,l}(G) = R_{i,j}(G)/(d - 2) \) for a \( d \)-regular graph leads to adequate behaviour of the probabilities.

Having the averaged probabilities defined, one can propose a cost function of the form

\[
C_2(\bar{\theta}) = \sum_{i,j=1}^{n_c} A_{ij} \bar{P}_{i,j}(\bar{\theta})(1 - \delta_{ij}) + \sum_{i=1}^{n_c} A_{ii} \bar{P}_{i}(\bar{\theta}).
\]
The key properties of Eq. (9) are similar to that of Eq. (5) in that (i) its global minimum corresponds unambiguously to the solution $\vec{x}$ that minimizes the QUBO problem, (ii) it can be estimated by a series of measurements solely in the computational basis, and (iii) it cannot be cast as a linear function of expectation values.

C. Sampling the classical solution from the quantum state

The form of $|\psi_2(\vec{\theta}_{\text{opt}})\rangle$ provides some flexibility in how solutions can be sampled from it. In the following, we describe a sampling protocol that fully exploits the encoded correlations and we show a simple example in Fig. 5.

The procedure is as follows.

1. Select the pair $(i, j)$ with the most definite mean probabilities, i.e. the pair where $P^{i,j}_{\sigma_i, \sigma_j}$ of sampling $x_i = \sigma_i$ and $x_j = \sigma_j$ is the closest to unity. As an example, let us consider that the probability to sample $(x_1, x_2) = (1, 1)$, $P^{1,2}_{1,1} = 0.9$, is the largest of all mean probabilities, we select the pair $(1, 2)$.

2. Sample the value of the variables from the set of probabilities $P^{i,j} = (P^{0,0}_i, P^{1,0}_i, P^{1,1}_i, P^{0,1}_i, P^{0,2}_i, P^{1,2}_i)$.

3. Renormalize the probabilities of all variables connected to the pair evaluated in (2). Following the example, assume that $x_2 = 1$ has been sampled and is connected to the variable $x_3$, with probabilities $P^{2,3}_{0,1} = (0, 0, 1, 0, 6, 0.3)$. The probability of sampling $(x_2, x_3) = (0, 1)$, $P^{2,3}_{0,1} = 0.6$, is now irrelevant given that $x_2 = 1$, leading to an updated probability of sampling $x_3 = 0$ of 0.25 and $Pr(x_3 = 1) = 0.75$.

4. Adjust all remaining probabilities $P^{k,l}$ consequently. Going back to the example, $x_3$ is now connected to $x_4$, where the probabilities were initially $P^{3,4} = (0, 1, 0, 0, 0.9)$. Since the probability to sample $x_3 = \{0, 1\}$ have been modified as exemplified in (3), $P^{3,4}$ is re-evaluated to $(0.04, 0.0, 0.96)$.

5. Repeat the steps from (1) until all variables have been assigned a value.

Conceptually, this method allows for a finite propagation of correlations along the graph $G$ during the sampling. As an example, let us consider the case where correlations in the pairs $(x_i, x_k)$ and $(x_k, x_l)$ are explicitly encoded in $|\psi_2\rangle$ but not for the pair of variables $(x_i, x_l)$. Using this sampling technique makes the probability of sampling $x_l = \{0, 1\}$ change conditionally for the sampled value of $x_i$, therefore inducing correlations. We stress that these induced correlations are not captured in the optimization process, but only during sampling.

D. Application to randomly generated QUBO instances versus a d-regular Max-Cut

In this section, we present the results obtained after optimizing quantum states of the form of Eq. (6) using the cost function $C_2(\vec{\theta})$ for two different instances of the QUBO model — a 3-regular Max-Cut problem of $n_c = 42$ and a randomly generated matrix $A$ of $n_c = 8$.

1. Selective encoding for a 3-regular Max-Cut problem

To demonstrate the effectiveness of capturing correlations, we apply our encoding scheme for $n_c = 2$ to a randomly generated 3-regular Max-Cut problem with $n_c = 42$ vertices and 63 edges. In this example, selective encoding was used to only encode correlations between classical variables that are connected by an edge, requiring $n_q = \log_2(63) + 2 \approx 8$ qubits. By contrast, encoding all of the 861 possible pairs would require 12 qubits.

Using the same hardware-efficient circuit shown in Fig. 2, we apply the optimization protocol described in Sec. III C. In Fig. 3(a), we show the final cost function $C_2(\vec{\theta}_{\text{opt}})$ as a function of the circuit depth $L$ in the limit of $n_{\text{mean}} \to \infty$. We compare to optimization results for the same problem using the minimal encoding scheme.
$n_a = 1$. Panel (b) shows the differences in the optimization process between the $n_a = 1$ and $n_a = 2$ encoding schemes for $L = 6$ for $n_{\text{meas}} \to \infty$ and $n_{\text{meas}} = 10^4$. While $C_1$ and $C_2$ are both depicted in the same figure to demonstrate their respective performance, we stress that they are different quantities and might lead to substantial differences in the quality of the solutions sampled despite their comparable values. This discrepancy is further accentuated given the fundamentally different sampling protocols.

The distribution of solutions drawn from $|\psi_2\rangle$ show a substantial improvement in quality over the solutions obtained from $|\psi_1\rangle$, as depicted in Fig. 6 (c). The use of selective encoding has allowed us to produce better quality solutions through a combination of encoding only the subset of two-body correlations that are expected to be the most relevant and reducing the complexity of the cost function $C_2(\tilde{\Theta}_{\text{opt}})$.

2. **Encoding all pairs for randomly generated QUBO instances**

We conclude the results by revisiting the matrix $A$ with $n_c = 8$ consisting of elements drawn from a continuous uniform probability distribution. In this instance, all 28 possible pairings between the 8 classical variables are encoded, requiring a total of $n_q = \log_2(28) + 2 \lesssim 7$ qubits.

The results are shown in Fig. 6 (d)–(f) and compared to the results previously obtained in the minimal encoding scheme. Most importantly, panel (c) shows that solutions sampled from the statistically independent distribution function encoded in $|\psi_1\rangle$ are of better quality than those sampled from $|\psi_2\rangle$. These results strongly suggest that encoding all pairs is not an efficient use of quantum resources and can lead to a poorer performance during optimization as well as poorer quality solutions obtained from the final state.

**V. GENERALIZATION TO MULTI-BODY CORRELATIONS**

Now that we have described in detail a framework to make the first step beyond statistically independent classical variables and encode two-body correlations, generalizing the idea to encoding any set of $n_a$-body correlations is straightforward. Consider a variational quantum state of the form:

$$|\psi_{a}(\tilde{\Theta})\rangle = \sum_i \beta_i(\tilde{\Theta})|\varphi_i(\tilde{\Theta})\rangle_a|\Phi_i\rangle_r,$$

where the ancilla state $|\varphi_i(\tilde{\Theta})\rangle_a$ is composed of $n_a$ qubits and is associated with a register state $|\Phi_i\rangle_r$ that points...
to a specified group $i$ of $n_a$ classical variables. In light of the previous section, whether $|\psi_a(\vec{\theta})\rangle$ can be efficiently optimized to solve a QUBO problem strongly depends on the choice of the encoded groups of $n_a$ classical variables.

One of the simplest mapping strategies consists of encoding a selected set of $n_c/n_a$ independent groups of $n_a$ variables, i.e., where no variable is part of more than one group. The number of qubits needed for this,

$$N_{\text{ind}}(n_a) = \log_2(n_c/n_a) + n_a,$$  

increases monotonically until the complete encoding threshold where $n_a = n_c$. In this strategy, there is a one-to-one correspondence between each of the $n_c/n_a$ subgroup of $n_a$ classical variables and a unique basis state of the $n_r = \log_2(n_c/n_a)$ register qubits. The quantum state $|\phi_i(\vec{\theta})\rangle_a$ of the $n_a$ ancilla qubits associated with the $i$th subgroup encodes a distribution function that can capture all correlations among the variables of this subgroup. The optimization protocol can be interpreted as partitioning the QUBO problem into subgroups and simultaneously solving each of them using the complete encoding. This choice of mapping is one that is arbitrary as there is no fixed structure as to how the variables should be grouped. However, the minimal use of quantum resources might make this a desirable choice in certain situations.

Another strategy would be to encode all $\frac{n_a!}{n_a!(n_c-n_a)!} \leq n_a$ groups of $n_a$ variables, which is the generalization of encoding all possible pairs for $n_a = 2$. This requires

$$N_{\text{all}}(n_a) = \log_2 \left( \frac{n_a!}{n_a!(n_c-n_a)!} \right) + n_a$$  

qubits, which is a non-monotonic function of $n_a$ and can substantially exceed the total number of qubits required for the complete encoding, showing an inefficient use of quantum resource.

In between these two extremes are multiple mapping options and whether any of these encoding schemes can efficiently exploit the dominant correlations within a specific family of QUBO models is of great interest. For example, one could imagine encoding an ensemble of $(d+1)$-body correlations that follows the specific topology of a $d$-regular Max-Cut problem. In this case, each classical variable within the $d$-regular graph forms a group of $d+1$ elements. Encoding all of those $n_c$ groups into a quantum state would require

$$N_{\text{reg}}(n_a) = \log_2(n_c) + n_a + 1,$$  

qubits, where $d = n_a$. For $n_a \to (n_c - 1)$, i.e. a fully connected graph, the number of qubits exceeds the threshold $n_q = n_c$ by $\log_2(n_c)$.

VI. CONCLUSION

In this work, we have proposed and analysed a systematic encoding scheme for variational quantum algorithms that allows one to capture increasing amount of correlations between classical variables in optimization problems. We first detailed the implementation of the minimal encoding scheme, using only $n_q = \log_2(n_c) + 1$ qubits to solve a QUBO model of size $n_c$. Our numerical solutions show that when applied to randomly generated problem instances of size $n_c = 8, 32$ and $64$, this encoding scheme was able to find suitable high quality solutions using resources compatible with NISQ devices despite the inability to capture any correlations between the classical variables.

We also detailed encoding protocols that allow for two-body correlations to be captured between the classical variables. The number of qubits required scales logarithmically with the number of pairs encoded and we showed that exploiting the topology of the QUBO instance is essential for efficient optimization of the quantum state. By applying the two-body correlation encoding to a Max-Cut problem of 42 vertices, we were able to obtain better performance compared to the minimal encoding scheme.

The focus of this work was primarily on the encoding schemes outlined in the main text and was not intended as a thorough investigation of the most efficient optimization protocols. We believe that the results presented can still be improved upon substantially. One possible area for exploration could be finding an ansatz that would result in a smoother cost function landscape with shallower circuits. A more adapted classical optimizer may also bring significant improvements in the optimization process as it was found that a considerable fraction of optimization runs got stuck in local minima.

Further avenues to explore would be whether generalizations to larger $n_a$-body correlations can be efficiently optimized and whether alternative ways of capturing correlations for dense problem instances can be found. Lastly, and perhaps most importantly, would be to explore whether these encoding protocols can be implemented on quantum platforms of sizes that cannot be classically simulated to provide a quantum advantage over existing classical algorithms.
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Appendix A: Derivation of the cost functions

In all of the encoding schemes outlined in the main text, the quantum state $|\psi(\vec{\theta})\rangle$ captures a probability distribution over all $2^{n_c}$ classical solutions. In this context,
we generalize the QUBO cost function, $C_x = \bar{x}^T A \bar{x}$, as a sum over all possible solutions weighted by their respective probability to be sampled, i.e.

$$C = \sum_{\{\bar{x}\}} \bar{x}^T A \bar{x} \Pr(\bar{x}),$$

$$= \sum_{\{\bar{x}\}} \sum_{i,j=1}^{n_c} x_i A_{ij} x_j \Pr(\bar{x}),$$

$$= \sum_{i,j=1}^{n_c} A_{ij} \sum_{\{\bar{x}\} \mid x_i = x_j = 1} \Pr(\bar{x}). \quad (A1)$$

Here, $\{\bar{x}\}$ represents the ensemble of all the $2^{n_c}$ possible solutions $\bar{x}$ while $\{\bar{x}\mid x_i = x_j = 1\}$ represents only the subset of the $2^{n_c} - 2$ solutions where the $i^{th}$ and $j^{th}$ variables in $\bar{x}$ are $x_i = x_j = 1$. To obtain the third line, we have explicitly used the fact that only variables with values equal to 1 contribute to the cost function. In what follows, we present in more details the following steps that lead to Eqs. (5) and (9) of the main text and provide further discussions about their properties.

1. Minimal encoding

In the minimal encoding, the state $|\psi_1(\vec{\theta})\rangle$ describes statistically independent classical variables where the probability of sampling $\bar{x}$ is $\Pr(\bar{x}) = \prod_{i=1}^{n_c} \Pr(x_i)$. In this case,

$$\sum_{\{\bar{x}\mid x_i = x_j = 1\}} \Pr(\bar{x}) = \begin{cases} \Pr(x_i = 1)\Pr(x_j = 1) & \text{if } i \neq j \\ \Pr(x_i = 1) & \text{if } i = j \end{cases}, \quad (A2)$$

which, in terms of the quantum state amplitudes, reads

$$\sum_{\{\bar{x}\mid x_i = x_j = 1\}} \Pr(\bar{x}) = \begin{cases} |b_i(\vec{\theta})|^2|b_j(\vec{\theta})|^2 & \text{if } i \neq j \\ |b_i(\vec{\theta})|^2 & \text{if } i = j. \end{cases} \quad (A3)$$

By substituting these results into Eq. (A1), one gets

$$C_1(\vec{\theta}) = \sum_{i,j=1}^{n_c} A_{ij}|b_i(\vec{\theta})|^2|b_j(\vec{\theta})|^2(1 - \delta_{ij}) + \sum_{i=1}^{n_c} A_{ii}|b_i(\vec{\theta})|^2. \quad (A4)$$

The final form presented in Eq. (5) of the main text is obtained by expressing the probabilities $|b_i(\vec{\theta})|^2 = \langle \hat{P}_i \rangle_{\vec{\theta}} / \langle \hat{\bar{P}}_i \rangle_{\vec{\theta}}$ in terms of the projectors $\hat{P}_i$ and $\hat{\bar{P}}_i$ (defined in the main text).

2. Two-body correlations

In the case where the variational quantum state $|\psi_2(\vec{\theta})\rangle$ encodes a given set of two-body correlations, evaluating Eq. (A1) is not as straightforward as in the minimal encoding. This is due to the multiple ways of evaluating the probability $\Pr(\bar{x})$ of sampling a solution $\bar{x}$, each of which capable of producing very different results. More precisely, for $\bar{x} = (\sigma_1, \sigma_2, \ldots, \sigma_{n_c})$, $\Pr(\bar{x}) = \prod_{(i,j)} \Pr(x_i = \sigma_i | x_j = \sigma_j)$. Here the ensemble $\{(i,j)\}$ represents a set of independent encoded pairs where no variables are repeated, i.e., a perfect matching. Consequently, there are as many ways to evaluate $\Pr(\bar{x})$ as there are perfect matchings $N_{pm}(\mathcal{G})$ in the graph $\mathcal{G}$, corresponding to the encoded pairs in $|\psi_2(\vec{\theta})\rangle$.

To evaluate Eq. (A1), we average over all possible ways of evaluating $\Pr(\bar{x})$, denoted by $\{\Pr(\bar{x})\}$, and define the mean probabilities

$$\bar{P}_{1,i} = \frac{1}{N_{pm}(\mathcal{G})} \sum_{\{\Pr(\bar{x})\}} \sum_{\{\bar{x}\mid x_i = x_j = 1\}} \Pr(\bar{x}), \quad (A5)$$

for $i \neq j$. The mean probability to sample a single variable $x_i = 1$, $\bar{P}_{1,i}$, is given by the same above definition with $i = j$. There are two distinct scenarios that one can encounter while averaging over all possible perfect matchings corresponding to $x_i = x_j = 1$ in $\mathcal{G}$. The first is when the perfect matching contains an edge connecting $x_i$ and $x_j$. There are $N_{pm}(\mathcal{G}_{ij})$ of such instances, where $\mathcal{G}_{ij}$ is the graph obtained by subtracting the two vertices $i$ and $j$. For each of these instances, the conditional probability $\Pr(x_i = 1 | x_j = 1) = |d_{ij}(\vec{\theta})|^2$ is directly encoded in the quantum state (see Eq. (6) of the main text). The second scenario occurs when the perfect matching does not include an edge connecting the vertices $i$ and $j$ to each other but instead to other vertices $k$ and $l$. These cases appear within a subset of $N_{pm}(\mathcal{G}_{ijkl})$ perfect matching instances, where $\mathcal{G}_{ijkl}$ is the graph obtained by subtracting the vertices $i, j, k$ and $l$. In these scenarios, the conditional probability $\Pr(x_i = 1 | x_j = 1)$ is not directly encoded in the quantum state and has to be inferred from $\Pr(x_i = 1 | x_j = 1) = \Pr(x_k = 0, 1 | x_i = 1)\Pr(x_l = 0, 1 | x_j = 1) = (|c_{kl}|^2 + |d_{kl}|^2)$, where $\Pr(x_k = 0, 1 | x_i = 1)$ is the conditional probability of having $x_k = 0$ or $x_k = 1$ given $x_i = 1$.

Considering these contributions, we obtain the following mean conditional probabilities:
\[ P_{1,1}^i = \frac{N_{pm}(G_{ijkl})}{N_{pm(G)}} \sum_{l \neq i, j, k \neq i, j, l} \sum_{s=0}^{n_c} \Pr(x_k = 0, 1|x_i = 1) \Pr(x_j = 0, 1|x_j = 1) + \frac{N_{pm}(G_{ij})}{N_{pm(G)}} \Pr(x_i = 1|x_j = 1), \]

\[ = \frac{N_{pm}(G_{ijkl})}{N_{pm(G)}} \sum_{l \neq i, j, k \neq i, j, l} \sum_{s=0}^{n_c} \left[ |c_{ki}|^2 + |d_{ki}|^2 \right] \left[ |c_{lj}|^2 + |d_{lj}|^2 \right] + \frac{N_{pm}(G_{ij})}{N_{pm(G)}} |d_{ij}|^2, \quad \text{(A6)} \]

for \((i \neq j), \) and

\[ P_{1,1}^i = \frac{N_{pm}(G_{ik})}{N_{pm(G)}} \sum_{l \neq k} \Pr(x_k = 0, 1|x_i = 1), \]

\[ = \frac{N_{pm}(G_{ik})}{N_{pm(G)}} \sum_{l \neq k} (|c_{ki}|^2 + |d_{ki}|^2), \quad \text{(A7)} \]

for \(i = j.\)

The cost function in Eq. (A1) thus adopts the final form

\[ C_2 = \sum_{i,j=1}^{n_c} A_{ij} P_{1,1}^i (1 - \delta_{ij}) + \sum_{i=1}^{n_c} A_{ii} P_{1,1}^i, \quad \text{(A8)} \]

as in Eq. [9] of the main text.

This averaging ensures a well behaved cost function where the averaging quantum state which minimizes this cost function gives the unit probability of sampling the exact solution which minimizes the QUBO problem. The drawback of this method is the partial “washing out” of the encoded correlations as it can be seen by the first term (second scenario) in Eq. (A6) which adopts the form of two statistically independent variables.

Following the steps outlined above, the following averaged probabilities can also be derived:

\[ \bar{P}_{0,1}^{i,j} = \sum_{l\neq i,j}^{n_c} \sum_{k\neq i,j}^{n_c} R_{ijkl}(\bar{G})(|a_{ki}|^2 + |b_{ki}|^2)(|c_{lj}|^2 + |d_{lj}|^2) \]

\[ + R_{ij}(\bar{G})|c_{lj}|^2, \quad \text{(A9)} \]

\[ \bar{P}_{1,0}^{i,j} = \sum_{l\neq i,j}^{n_c} \sum_{k\neq i,j}^{n_c} R_{ijkl}(\bar{G})(|c_{ki}|^2 + |d_{ki}|^2)(|a_{lj}|^2 + |b_{lj}|^2) \]

\[ + R_{ij}(\bar{G})|b_{lj}|^2, \quad \text{(A10)} \]

\[ \bar{P}_{0,0}^{i,j} = 1 - \left[ \bar{P}_{0,1}^{i,j} + \bar{P}_{1,0}^{i,j} - \bar{P}_{1,1}^{i,j} \right]. \quad \text{(A11)} \]

3. The cost function landscape

The cost functions \(C_1(\vec{\theta})\) and \(C_2(\vec{\theta})\), described by Eq. [5] and Eq. [7] of the main text, are nonlinear combinations of expectation values. This form leads to very different behaviours as a function of \(\vec{\theta}\) when compared to the linear cost function \(C_{cp}(\vec{\theta})\) derived in the complete encoding limit [cf. Eq. [9] of the main text].

These differences are depicted in Fig. 7 where \(C_{cp}(\vec{\theta})\), \(C_1(\vec{\theta})\) and \(C_2(\vec{\theta})\) are plotted as a function of a single parameter \(\theta_i\) with all other rotation angles being fixed at random values. The \(A\) matrix used in Fig. 7 (a)–(c) is the same randomly generated \(n_c = 8\) matrix used in Section [IV, A] of the main text, while the same \(A\) matrix describing the \(n_c = 42\) 3-regular Max-Cut in Section [IV, A] was used in panel (d). The circuit used to obtain the landscape of \(C_{cp}(\theta_i)\) consists of a single layer of \(R_{Y}(\theta)\) applied in parallel to all qubits. This circuit was chosen as it consists of only single-qubit rotations with no entangling gates. The resulting quantum state can therefore only describe probability distributions of statistically independent classical variables in the complete encoding, and is equally expressible as \(|\psi_1(\vec{\theta})\rangle\) in the minimal encoding.

For deep circuits and linear cost functions, Ref. [31] predicts the existence of barren plateaus for 2-design quantum circuits \(U(\vec{\theta})\). Interestingly, the non linear forms of \(C_1(\vec{\theta})\) and \(C_2(\vec{\theta})\) do not fulfil the necessary conditions underlying the proof derived in Ref. [31]. Consequently, we expect that a more constrained condition of a \(t\)-design quantum circuit, where \(t > 2\), would be necessary to demonstrate the existence of these barren plateaus. In addition, for cost functions comprising of a linear combination of a \(Poly(n_q)\) number of global observables, Ref. [45] predicts the existence of barren plateaus even for shallow circuits. Despite the fact that each observable considered in this work is a projector, i.e. global operator, the nonlinearity of \(C_1(\vec{\theta})\) and \(C_2(\vec{\theta})\) combined with the \(O(2^n)\) number of terms involved also do not fulfil the necessary conditions for the proof in Ref. [45]. A more thorough investigation of the barren plateaus for nonlinear cost function is left for future work.
FIG. 7: Cost function landscape as a function of a randomly chosen $\theta_i$. Solid line shows the expectation value in the limit $n_{\text{meas}} \to \infty$, compared with the simulated value obtained from finite $n_{\text{meas}}$. The dotted lines from the cross to the triangle show the path taken by the COBYLA optimizer to find the optimal $\theta_i$. (a)–(b) Complete and minimal encoding cost functions, $C_{eq}(\theta)$ and $C_1(\theta)$, for a randomly generated $A$ with $n_c = 8$. Simulated values obtained using $n_{\text{meas}} = 5000$ and circuit depth $L = 4$. $n_q = 8$ qubits were used for the complete encoding compared to $n_q = 4$ in the minimal encoding. (c) $C_2(\theta)$ for a randomly generated $A$ with $n_c = 8$ using $n_a = 2$ encoding scheme. All possible two-body correlations were encoded using $n_a = 7$ qubits. Simulated values obtained using $n_{\text{meas}} = 15000$ and circuit depth $L = 12$. (d) $C_2(\theta)$ for a 3-regular Max-Cut problem with $n_c = 42$ classical variables using $n_a = 2$ encoding scheme. Selective encoding with $n_a = 8$ qubits was used. Simulated values obtained using $n_{\text{meas}} = 15000$ and circuit depth $L = 6$.
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