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Abstract—Federated Learning (FL) is a distributed machine learning framework in parallel and distributed systems. However, the systems’ Non-Independent and Identically Distributed (Non-IID) data negatively affect the communication efficiency, since clients with different datasets may cause significant gaps to the local gradients in each communication round. In this article, we propose a Federated Vectorized Averaging (FedVeca) method to optimize the FL communication system on Non-IID data. Specifically, we set a novel objective for the global model which is related to the local gradients. The local gradient is defined as a bi-directional vector with step size and direction, where the step size is the number of local updates and the direction is divided into positive and negative according to our definition. In FedVeca, the direction is influenced by the step size, thus we average the bi-directional vectors to reduce the effect of different step sizes. Then, we theoretically analyze the relationship between the step sizes and the global objective, and obtain upper bounds on the step sizes per communication round. Based on the upper bounds, we design an algorithm for the server and the client to adaptively adjusts the step sizes that make the objective close to the optimum. Finally, we conduct experiments on different datasets, models and scenarios by building a prototype system, and the experimental results demonstrate the effectiveness and efficiency of the FedVeca method.
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I. INTRODUCTION

PARALLEL and distributed systems have transformed computing by allowing tasks to be executed simultaneously across multiple nodes, enhancing performance and scalability in high-performance computing environments, data centers, and cloud services [1]. With the rise of Big Data and artificial intelligence, these systems have become crucial for distributed machine learning frameworks that handle vast datasets across different locations while maintaining efficiency [2]. For real-world applications of distributed machine learning, considerations must be made for data silos resulting from privacy concerns, leading to the emergence of Federated Learning (FL) as an extension of parallel and distributed systems [3].

FL allows decentralized clients to train a global model using their own local data, thus alleviating the problems of data silos and user privacy [4], [5]. FL local training generally adopts the optimization method of Stochastic Gradient Descent (SGD) [6], which requires independent and identically distributed (IID) data to ensure unbiased estimation of global gradient in the training process [7], [8], [9]. Since the clients’ local data are obtained from the local environment and usage habits, the generated datasets are usually Non-IID due to differences in size and distribution [10], [11], [12]. The Non-IID datasets and multiple local SGD iterations will bring a drift to the global model in each communication round, which significantly reduces the FL performance and stability in the training process, thus requiring more communication rounds to converge or even fail to converge [13], [14], [15]. Therefore, it becomes a key challenge to optimize the FL objective by reducing the negative impact of Non-IID data.

As illustrated in Fig. 1, we consider a typical Federated Averaging Algorithm (FedAvg) [3] communication networks system, where clients are composed of communication-connected devices with local Non-IID training databases. Intuitively, the...
negative impact is due to the fact that the client has Non-IID data, and the common strategy is to adjust the data distribution from an optimization perspective of the data, thus effectively improving the generalization performance of the global model [16]. Data distribution is usually a fundamental property of FL that is not easily changed, and a more easily tuned parameter is the number of local SGD iterations as a way of counteracting global objective drift [17]. Furthermore, our previous research has revealed that the number of local SGD iterations correlates with the Non-IID nature of datasets on individual clients [18]. Hence, we proceeded to investigate its viability within a more sophisticated FL framework, namely, Normalized Averaging Federated learning (FedNova) [19].

In this paper, we propose a Federated Vectorized Averaging (FedVeca) method to make the global model close to the optimal global model on Non-IID data. Specifically, we define the local gradients as a bi-directional vectors with positive and negative (two categories of directions). Positive vectors represent local gradients that exhibit less deviation from the global gradient vector, while negative vectors indicate a greater disparity. The visual representation of the positive and negative directions of the bi-directional vector is provided in Fig. 4, with the analysis detailed in Section III-C. The standard quantization and classification of these vectors are detailed in Theorem 2 of Section IV. In addition to the direction, we define the step size for the bi-directional vector as the number of local SGD iterations. Then, we adaptively adjust the step size of the averaged bi-directional vector at each client to optimize global model. As shown in Fig. 2, the FedVeca method starts with the selection of the dataset and the construction of the model. Next, the global model is distributed from the server to the individual clients and then trained on the local dataset $D_{1-3}$ to obtain the local gradients and control parameters. Local gradients are weighted and aggregated into the global gradient for the global model update, and the control parameters act on the averaged bi-directional vector to optimize the local step size $\tau_{1-3}$ of the clients. Finally, the updated global model and the local step size are sent to the individual clients for the next round of updates.

The main contributions of this paper are as follows:

- We set a novel objective for the global model of FedVeca. In a qualitative analysis of the relationship between the global objective and the bi-directional vector’s step size, we obtained an upper bound on the step size of each client in each communication round.
- Using the above theoretical upper bound, we propose an algorithm for FedVeca that adaptively balances the step size at each client to accelerate the speed of the global model convergence.
- We evaluate the general performance of the proposed algorithm via extensive experiments on general public datasets, which confirms that the FedVeca algorithm provides efficient performance in the Non-IID datasets.

This paper is organized as follows. Related work is introduced in Section II. The basics and definitions of FL are summarized in Section III. The convergence analysis and control algorithm are presented in Section IV. Experimentation results are shown in Section V and the conclusion is presented in Section VI.

II. RELATED WORK

Based on the strategy of adjusting the distribution of dataset on FL clients, there is a mean-augmented FL strategy [20]...
which is inspired by data augmentation methods [21] and allows each client to average the data after exchanging updated model parameters. And the averaged data are sent to each client and used to reduce the degree of local data distribution imbalance. Moreover, other related studies treat each client as a domain, and data augmentation is applied to each client’s data by selecting transformations related to the overall distribution to generate similar data distributions [22], [23]. Rather than modifying data directly, some schemes indirectly improve data distribution through client-side selection. For example, the FL process can be stabilized and sped up by describing the data distribution on the client through the uploaded model parameters, thus the best subsets of clients are intelligently selected in each communication round [24]. Similarly, there is a scheme to evaluate the class distribution without knowing the original data, which uses a client selection strategy oriented towards minimizing class imbalance [25]. And the method proposed in [26] creates a globally shared subset of data to obtain better learning performance in the case of Non-IID data distributions. Besides, there are some schemes that share part of local data to the central server for mitigating the negative impact of Non-IID data [27], [28].

In addition to the optimization of FL strategies by improving data distribution, the broader focus aims at adapting the model to local tasks. For adapting the model, some methods create a better initial model by local fine-tuning. The scheme proposed in [29] makes the local model have a better initial global model by using Model-Agnostic Meta-Learning (MAML) [30]. As an extension, [31] proposes a federated meta-learning formulation using Moreau envelopes. Besides, Multi-tasking is proposed to solve statistical challenges in FL environments by finding relationships between clients’ data such that similar clients learn similar models [32], [33], [34]. With the idea of extracting information from large models to small models, knowledge distillation has also been generalized to optimization strategies for FL [35]. For example, a distillation framework for model fusion with robustness is proposed in [36], using unlabeled data output from client models to train a central classifier that flexibly aggregates heterogeneous models of clients. [37] proposed a domain-adaptive federated optimization method that aligns the learned representations of different clients with the data distribution of the target nodes and uses feature decomposition to enhance knowledge transfer.

The above algorithms are based on the same number of local SGD iterations per client in the training process, and we abbreviate this setup as synchronous FL in the paper. In synchronous FL optimization, the training time always depends on the slowest training node [19]. Besides, some clients are unable to complete the training tasks within the specified time, and these clients will be discarded under normal circumstances, thus affecting the performance and accuracy of the trained model [3]. Since the synchronous FL does not conform to the update principles of clients in real-world environments, it is necessary for each client to have a different number of local SGD iterations. But on Non-IID data, clients with different numbers of local SGD iterations lead to a problem where the global model is biased in the direction of the local model with a higher number of local SGD iterations. To solve this problem, Proximal Federated Learning (FedProx) [38] introduces a regularization term in the local loss function to adjust the distance from the global model, so that there is no need to manually adjust the number of local SGD iterations. Moreover, [39] proposed a local SGD with reduced variance and can further reduce the communication complexity by removing the dependence of different clients on gradient variance, which has a significant performance on Non-IID datasets. Further, Stochastic Controlled Federated Learning (SCAFFOLD) [40] corrects the direction of global model training by using a control variable (reduction variance), that solves the client-drift problem caused by local SGD iterations on Non-IID datasets. In the FedNova scheme [19], a regularization is introduced based on the contribution of the local gradients, limiting the bias problem for the global model caused by excessive local SGD iterations.

Building on the FedNova framework, our proposed FedVeca method introduces a strategy to adaptively regulate the local step size, which is contingent on the positive degree of the local gradient at each node. This strategy aims to modulate both the direction and magnitude of the local gradient vector. In the subsequent section, we formulate the training procedure and objectives of FedVeca, providing a proof of convergence along with the corresponding algorithm.

III. PRELIMINARIES AND DEFINITIONS

In this section, we introduce some related preliminaries and our definitions. For convenience, we assume that all vectors are column vectors in this paper and use $\mathbf{w}^T$ to denote the transpose of $\mathbf{w}$. We use “$\equiv$” to denote “is defined to be equal to” and use $\|\cdot\|$ to denote the $L$ norm.

A. Generalized Update Rules of FL

Assume that we have $N$ clients with local train datasets $D_1, D_2, \ldots, D_i, \ldots, D_N$, where $i$ denotes the client index. FL performs the training process on these local train datasets under generalized update rules [19]. In the generalized update rules, the training process has $K$ ($K \geq 1$) communication rounds and the server has global model parameters $\mathbf{w}_k$, where $k = 0, 1, 2, \ldots, K$ denotes the round index. In each round, each client $i$ has $\tau_{k,i}$ ($\tau_{k,i} \geq 1$) local SGD iterations and its local model parameters $\mathbf{w}_{k,i}$, where $\lambda = 0, 1, 2, \ldots, \tau_{k,i}$ denotes the local SGD iteration index. When FL begins ($k = 0$), the server initializes the global model parameters $\mathbf{w}_0$ and sends it to all clients. At $\lambda = 0$, the local model parameters for all clients are received from the server that $\mathbf{w}_0^{k,i} = \mathbf{w}_k$. For $0 \leq \lambda \leq \tau_{k,i} - 1$, the gradients $\nabla F_i(\mathbf{w}_{k,i})$ are computed according to the local loss function $F_i(\mathbf{w})$ and the local model parameters $\mathbf{w}_{k,i}^\lambda$, and $\mathbf{w}_{k+1,i}^\lambda$ are updated by local SGD update rule which is

$$\mathbf{w}_{k+1,i}^\lambda - \mathbf{w}_{k,i}^\lambda = -\eta \nabla F_i(\mathbf{w}_{k,i}^\lambda),$$

where $\eta > 0$ denotes the learning rate which is used in SGD. In this paper, $\eta$ is fixed with a pre-specified value and is equal across all clients.
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Fig. 3. Generalized update rules in the kth round.

For each node $i$, the total gradient on the collection of data samples at this node is

$$G_{(k,i)} \triangleq \frac{1}{\|a_i\|} \sum_{\lambda=0}^{\tau_{(k,i)}-1} a^\lambda_i \nabla F_i\left(w_{(k,i)}^\lambda\right),$$

where $a_i \in \mathbb{R}^{(k,i)}$ is a non-negative vector and defines how stochastic gradients are locally accumulated, and $a^\lambda_i$ is the element with index $\lambda$ in the vector $a_i$. Under this rule, $G_{(k,i)}$ denotes a locally normalized gradient at node $i$.

After one or multiple local SGD iterations, a global step is performed through the parameter server to update the global model parameters, which is

$$w_{k+1} - w_k = -\eta \sum_{i=1}^{N} p_i\|a_i\|_1 G_{(k,i)}.$$  

(3)

We define $D_i \triangleq |D_i|$ and $D \triangleq \sum_{i=1}^{N} D_i$, where $|.|$ denotes the size of the set, and the weight $p_i$ is equal to $D_i/D$.

At the end of each round $k = 0, 1, 2, \ldots, K$, the aggregator estimates the global loss function that we define

$$F(w_{k+1}) \triangleq \sum_{i=1}^{N} p_i F_i\left(w_{k}^{i,\lambda=\tau_i}\right),$$

where $F_i(w_{k}^{i,\lambda=\tau_i})$ is local loss function which is computed from $w_{k}^{i,\lambda=\tau_i}$ and local training dataset at work node $i$. It is important to note that the loss function values estimated during the training phase serve merely as references. Accurate assessment of the loss function should be performed directly on the test dataset.

We define that each round $k$ includes one global update step and $\tau_{(k,i)}$ local SGD iterations at each node $i$. In the kth round, the generalized update rules are shown in Fig. 3. Later in this section, we will present two algorithms that are based on these general update rules.

B. FedAvg and FedNova Algorithms

In the FedAvg and FedNova algorithms, each client performs $E$ epochs (traversals of their local dataset) of local SGD with a mini-batch size $B$. Thus, if a client has $D_i$ local data samples, the number of local SGD iterations is $\tau_{(k,i)} = \lceil E(D_i/B) \rceil$, which can vary widely across clients.

1) The FedAvg Algorithm: The FedAvg algorithm provides the basic principles for FL in the Non-IID datasets. As mentioned in [17], SGD can be seen as an approximation to Deterministic Gradient Descent (DGD). Therefore, for convergence analysis of federated optimization, it is generally assumed that the number of local updates is the same across all clients (that is, $\tau_{(k,i)} = \tau$ for all clients $i$).

According to the definition in Section III-A, FedAvg has $a_i = [1, 1, \ldots, 1]$ and $\|a_i\|_1 = \tau$, the update rule specializes (2) and (3) and is as follows:

$$\begin{align*}
G_{(k,i)} & \triangleq \sum_{\lambda=0}^{\tau_{(k,i)}-1} \nabla F_i(w_{(k,i)}^\lambda), \\
w_{k+1} - w_k & = -\eta \sum_{i=1}^{N} p_i G_{(k,i)}.
\end{align*}$$

(5)

Therefore, FedAvg is a simplified special case of the generalized update rules. And next, we will introduce an algorithm that improves on the generalized update rules.

2) The FedNova Algorithm: The FedNova algorithm has the same definition of $a_i = [1, 1, \ldots, 1]$ as the FedAvg algorithm, but FedNova does not impose a special constraint on the number of local SGD iterations, thus $\|a_i\|_1 = \tau_{(k,i)} = \lceil E(D_i/B) \rceil$. FedNova still uses the local SGD update rule of (1), the locally normalized gradient of (2) and the global aggregation rule as follows:

$$\begin{align*}
G_{(k,i)} & \triangleq \frac{1}{\tau_{(k,i)}} \sum_{\lambda=0}^{\tau_{(k,i)}-1} \nabla F_i(w_{(k,i)}^\lambda), \\
w_{k+1} - w_k & = -\eta \tau_k d_k,
\end{align*}$$

(6)

where $\tau_k \triangleq \sum_{i=1}^{N} p_i \tau_{(k,i)}$ is the aggregated value of the number of SGD iterations on each client and $d_k \triangleq \sum_{i=1}^{N} p_i G_{(k,i)}$ is the normalized averaging gradient.

Equation (6) can be seen as a decomposition of (3), where $-d_k$ denotes the direction of global gradient descent and $\eta \tau_k$ denotes the step size of global gradient descent.

C. Learning Objective and FedVeca Method

In FL, for each global model $w_k$ there is its corresponding loss function $F(w_k)$. The objective of learning is to find optimal global model $w^*_K$ to minimize $F(w^*_K)$,

$$w^*_K \triangleq \arg \min F(w^*_K),$$

(7)

thus the value of $F(w_k)$ should decrease as $k$ increases. In the kth round, we simplify this objective to find an optimal global model $w^*_k$ that is

$$w^*_k \triangleq \arg \min \left\{ F(w^*_k) - F(w_k) \right\}.$$  

(8)

In FedVeca, we use the update rule (6) of FedNova and define the local gradient $G_{(k,i)}$ as an averaged bi-directional vector whose step size is the value of $\tau_{(k,i)}$. In addition to that, we allow a heterogeneous value of step size at each client and analyze the relationship between our objective $w_{k+1}$ and FedNova’s global
model $w_{k+1}$. As shown in Fig. 4, we assume that there are two clients, the Client 1 with 5 local SGD iterations (step size of 5) and the Client 2 with 2 local SGD iterations (step size of 2). On these two clients, the local gradient $G_{r,1}$ on Client 1 is more closely aligned with the direction of $w_k - w_{k+1}$, making it a positive vector. In contrast, the local gradient on Client 2 deviates more significantly from the direction of $w_k - w_{k+1}$, making it a negative vector. The mathematical quantification underlying the classification of these two types of vectors will be presented in detail in Theorem 2 of Section IV-A. The direction of the global gradient $w_k - w_{k+1}$ is then determined by the sum of the step size of the gradient.

In order to make the global model $w_{k+1}$ close to our objective $w_{k+1}$, two factors need to be controlled: direction and step size of the global gradient. According to the definition of $d_k$ and $r_k$ in Section III-B,2, we know that the averaged bi-directional vector $G_{r,1}$ and its step size $r_{k,i}$ control the direction and step size of the global gradient, respectively. Moreover, we can see in (6) that there is a certain connection between $G_{r,1}$ and $r_{k,i}$, thus a certain connection between the global gradient $w_k - w_{k+1}$ and the bi-directional vector’s step size $r_{k,i}$.

We set that $r_{k,i}$ satisfy $r_{k,i} \neq \lfloor E(D_{i,j}/B) \rfloor$ and can be different in each round $k$ and each client $i$. Therefore, a natural question is how to determine the optimal values of $r_{k,i}$ at each node $i$, so that to get the global objective $w_{k+1}$. Based on this, if we want to get the optimal $w_{k+1}$, we need adaptive control of $r_{k,i}$ for each round $k$. And next, we will describe how our FedVega algorithm achieves this objective.

IV. CONVERGENCE ANALYSIS AND FEDVECA ALGORITHM

In this section, we first analyze the convergence of FedVega and get an upper bound of $r_{k,i}$. Then, we use this upper bound to design our algorithm to adaptively control the value of $r_{k,i}$ in each round $k$ and at each word node $i$.

A. Convergence Analysis

We analyze the convergence of FedVega in this subsection and find an upper bound of $F(w_{k+1}) - F(w_k)$. To facilitate the analysis, we first introduce the definition of the global gradient $\nabla F(w_k)$ which is the optimal gradient of $w_{k+1} - w_k$ on all training datasets, and we have $|d_k| \leq \|F(w_k)\|$ by comparing (6) and (8). However, the global gradient $\nabla F(w_k)$ can not be calculated directly from all training datasets in the $k$th round of FL. Thus, at the end of each round $k = 1, 2, \ldots, K$, the server estimates the last global gradient that we define

$$
\nabla F(w_{k-1}) = \sum_{i=1}^{N} p_i \nabla F_i(w_{k-1}),
$$

where $\nabla F_i(w_{k-1})$ is the local gradient of $w_{k-1}$ at client $i$ (can be calculated directly from the local training dataset). We assume the global gradient $\nabla F(w_{k-1})$ is convex and all the assumptions in this paper are as follows:

**Assumption 1 (Global Lipschitz smooth):** Each global gradient is convex and Lipschitz smooth for $k \in [0, k - 1]$, that is,

$$
\|\nabla F(w_{k+1}) - \nabla F(w_k)\| \leq L \|w_{k+1} - w_k\|. \tag{10}
$$

**Assumption 2:** For $k \in [0, k - 1]$, we have

$$
\|d_k\| \leq \|\nabla F(w_k)\|. \tag{11}
$$

**Assumption 3 (Local Lipschitz smooth):** For any local gradient $\nabla F_i(w_{k,i})$ and $\lambda \in [0, \tau_{k,i} - 1]$, there exist constants $\beta_{k,i} \geq 0$ such that

$$
\|\nabla F_i(w_k) - \nabla F_i(w_{k,i})\| \leq \beta_{k,i} \|w_k - w_{k,i}\|. \tag{12}
$$

**Assumption 4 (Bounded gradient error):** For all local gradients, $s \in [0, \lambda]$ and $\lambda \in [1, \tau_{k,i} - 1]$, there exist constants $\delta_{k,i} > 0$ such that

$$
\|\sum_{s=1}^{k-1} \nabla F_i(w_{k,i})\| \leq \delta_{k,i} \|\nabla F(w_k)\|^2. \tag{13}
$$

Under Assumptions 1 to 4 and the update rule of FedVega, we get the upper bound of $F(w_{k+1}) - F(w_k)$.

**Theorem 1:** In the $k$th round for $k \in [0, k - 1]$, when $\eta\tau L - 1 \geq 0$, we have

$$
\frac{F(w_{k+1}) - F(w_k)}{\|\nabla F(w_k)\|^2} \leq \eta \tau \left(1 - \frac{\eta}{4} \sum_{i=1}^{N} p_i \left(\tau_{k,i} (2L + A_{k,i}) - A_{k,i} - 1\right)\right),
$$

where $\delta_{k,i} = \eta \beta_{k,i}^2 \delta_{k,i}$ is a variable that varies with $\delta_{k,i}$ and $\beta_{k,i}^2$.

**Proof:** We first perform an inequality transformation on $F(w_{k+1}) - F(w_k)$ and then convert the equation to contain only the similar items of $\|\nabla F(w_k)\|^2$. For details, see Appendix A, available online.

According to Theorem 1, if the model can converge under our method, then it should be consistent with $F(w_{k+1}) - F(w_k) < 0$. It is equivalent to $\frac{1}{2} \eta \sum_{i=1}^{N} p_i \left(\tau_{k,i} (2L + A_{k,i}) - A_{k,i} - 1\right) < 1$, and this inequality is related to $\tau_{k,i}$. We can see from (14) that the parameters in $A_{k,i}$ (the effect of Non-IID) do not play a role when $\tau_{k,i} = 1$. Therefore, we
set the lower bound of $\tau_{(k,i)} > 1$, and have another theorem to determine the upper bound on $\tau_{(k,i)}$.

**Theorem 2:** In the $k$th round for $k \in [0, k-1]$, the model converges when

$$
\tau_{(k,i)} = \frac{A_{(k,i)}}{A_{(k,i)} - \alpha_k \min_i A_{(k,i)}}.
$$

for each client $i$, where $\alpha_k$ is a real number and has $\alpha_k \in (0, \min_i \frac{2L}{\min_i A_{(k,i)}})$ (when $\min_i \frac{2L}{A_{(k,i)}} < 1$) and $\alpha_k \in (0, 1)$ (when $\min_i \frac{2L}{A_{(k,i)}} > 1$).

**Proof:** For details, see Appendix B, available online. □

According to (15), we can define the positive and negative direction of the bi-directional vector (in Section III-C) based on the gap between the value of $A_{(k,i)}$ and the value of $\alpha_k \min_i A_{(k,i)}$. Further, we can obtain the relationship between the bounds on the step size $\tau_{(k,i)}$ and the corresponding direction of the bi-directional vector. We next describe how our FedVeca algorithm adaptively controls $\tau_{(k,i)}$ to achieve our objective in Section III-C.

### B. FedVeca Algorithm

FL is required to perform more local computations in each communication round [3]. Thus, according to the convex assumption and Theorem 2, we predict that

$$
\tau_{(k+1,i)} = \frac{A_{(k,i)}}{A_{(k,i)} - \alpha_k \min_i A_{(k,i)}}.
$$

That is, we use the results of the previous round to predict the number of local SGD iterations on each node in the next round. When $\tau_{(k+1,i)}$ is calculated as $\tau_{(k+1,i)} = 1$, to keep $\tau_{(k+1,i)} > 1$, we reset $\tau_{(k+1,i)} = 2$ in our algorithm. Moreover, when $\min_i \frac{2L}{A_{(k,i)}}$ is determined in the $k$th round, we can choose a suitable value of $\alpha_k$ to make the global model for the next round close to our global objective (which is mentioned in Section III-C).

As mentioned earlier, the local update runs on the clients and the global aggregation is performed with the assistance of the parameter server. The complete process of the parameter server and each client is presented in Algorithms 1 and 2, respectively, where Lines 5-8 of Algorithm 2 are local updates and the rest are considered as part of initialization, global aggregation and computing the value of $\tau_{(k+1,i)}$. We assume that the server initializes the learning process, then initializes $\tau_{(0,i)}$, $w_0$ and $\nabla F(w_0)$ and sends it to all clients. The input consists of a given $K$, an $\alpha_k$ that transforms with round $k$, and a $\eta$ that is fixed for all rounds, and finally FedVeca algorithm gives the global model $w_K$ obtained for the final round $K$.

1) Handling of SGD: When using SGD with FedVeca algorithm at all clients, all their gradients are computed on mini-batches. Each SGD step corresponds to a model update step where the gradient is computed on a mini-batch of local training data in Line 6 of Algorithm 2. The mini-batch changes for every step of the local iteration, i.e., for each new local iteration, a new mini-batch of a given size is randomly selected from the local training data. After $\tau_{(k,i)}$ local update steps, we average the corresponding model gradient vectors on these training data and get obtain the direction vector $G_{(k,i)}$ of SGD at node $i$ (Line 11 of Algorithm 2).

When the parameter server receives $G_{(k,i)}$ from each client, it updates $w_{k+1}$ (Line 7 of Algorithm 1) according to the second term in (6) where $\tau_k$ is calculated based on $\tau_{(k,i)}$ in Line 23 of Algorithm 1. With the value of $F_i(w_{(k,i)}^{t_{k}}}^{t_{k}}$ received from the clients (Line 4 of Algorithm 1) and (4), we can estimate the value of the loss function of $F_{t_{k}}$ (Line 5 of Algorithm 1). Compare it with the set minimum loss function value $F_{m}$, if it is less than, then accept this global update and assign the value to $F_{m}$, and if not, then do not accept this global update (Line 8-12 of Algorithm 1). When the program proceeds to the set number of rounds $k$, the final model parameter $w_K$ is obtained at the server.

---

**Algorithm 1:** Procedure at the Server.

**Input:** Total round $K$, parameter $\alpha_k$, learning rate $\eta$ and minimum loss value $F_m$.

**Output:** $w_K$.

1: Initialize $k = 0$, $F_m = \infty$, $\tau_{(k,i)}$ and $w_k$;
2: repeat
3: Send $\tau_{(k,i)}$ and $w_k$ to all clients;
4: Receive $\nabla F_i(w_{k})$ and $F_i(w_{k}^{k-\tau_{(k,i)}})$ from each node $i$;
5: Compute $\nabla F(w_k)$ and $F(w_{k-1})$ according to (9) and (4), respectively;
6: Receive $G_{(k,i)}$ from each node $i$;
7: Compute $w_{k+1}$ according to (6);
8: if $F(w_{k+1}) \leq F_m$ then
9: Set $F_m \leftarrow F(w_{k+1})$
10: else
11: Set $w_{k+1} \leftarrow w_k$
12: end if
13: if $k / 2 > 0$ then
14: Send $\nabla F(w_{k-1})$ to all clients;
15: Receive $\beta_{(k,i)}$ and $\delta_{(k,i)}$;
16: if $k = 1$ then
17: Estimate $L_{k-1} \leftarrow \|\nabla F(w_{k-1})\| \|\nabla F(w_{k-1})\|$
18: else
19: Estimate $L_{k-1} \leftarrow \|\nabla F(w_{k-1}) - \nabla F(w_{k-1})\| \|\nabla F(w_{k-1}) - \nabla F(w_{k-1})\|$
20: end if
21: Estimate $L \leftarrow \max L_{k-1}$;
22: Compute the value of $\tau_{(k+1,i)}$ according to (16);
23: Compute $\tau_{k+1}$ according to (6);
24: if $\tau_{(k+1,i)} \leq 1$ then
25: Set $\tau_{(k+1,i)} = 2$;
26: end if
27: end if
28: $k \leftarrow k + 1$;
29: if $k = 1$ then
30: Set $\tau_{(k,i)} = \tau_{(k-1,i)}$;
31: end if
32: if $k = K$ then
33: Set STOP flag, and send it to all clients;
34: end if
35: until STOP flag is set

---

**Algorithm 2:** Procedure at the Clients.

**Input:** Total round $K$, parameter $\alpha_k$, learning rate $\eta$, as well as $\tau_{(k,i)}$ and $w_k$.

**Output:** $w_{k+1}$.

1: Set $\tau_{(k,i)}$ and $w_k$;
2: repeat
3: if $\tau_{(k,i)} \geq 1$ then
4: Send $\tau_{(k,i)}$ and $w_k$ to all clients;
5: Receive $\nabla F_i(w_{k})$ and $F_i(w_{k}^{k-\tau_{(k,i)}})$ from each node $i$;
6: Compute $\nabla F(w_k)$ and $F(w_{k-1})$ according to (9) and (4), respectively;
7: if $F(w_{k+1}) \leq F_m$ then
8: Set $F_m \leftarrow F(w_{k+1})$
9: else
10: Set $w_{k+1} \leftarrow w_k$
11: end if
12: end if
13: Send $\tau_{(k,i)}$ to all clients;
14: Receive $\tau_{(k+1,i)}$ and $w_{k+1}$ from the server;
15: if $\tau_{(k+1,i)} \leq 1$ then
16: Set $\tau_{(k+1,i)} = 2$;
17: end if
18: if $\tau_{(k+1,i)} \leq 1$ then
19: Send $\nabla F(w_{k-1})$ to the server;
20: Receive $\beta_{(k,i)}$ and $\delta_{(k,i)}$ from the server;
21: Compute $\tau_{k+1}$ according to (6);
22: if $\tau_{(k+1,i)} \leq 1$ then
23: Set $\tau_{(k+1,i)} = 2$;
24: end if
25: end if
26: until STOP flag is set
Algorithm 2: Procedure at Each Client $i$.

1: Initialize $\lambda \leftarrow 0$, $k = 0$ and $w_{k}^{(i)}$; 
2: repeat
3: Receive $\tau_{(k,i)}$ and $w_{k}$ from the server;
4: Set $w_{k}^{(i)} \leftarrow w_{k}$;
5: for $\lambda = 0, 1, 2, \ldots, \tau_{(k,i)} - 1$ do
6: Compute $\nabla F_{i}(w_{k}^{(i)})$;
7: Perform local update of $w_{k}^{(i)}$ according to (1);
8: end for
9: Compute $\nabla F_{i}(w_{k})$ and $F_{i}(w_{k}^{\lambda=\tau_{(k,i)}})$;
10: Send $\nabla F_{i}(w_{k})$ and $F_{i}(w_{k}^{\lambda=\tau_{(k,i)}})$ to parameter server;
11: Compute $G_{(k,i)}$ according to (6);
12: Send $G_{(k,i)}$ to parameter server;
13: if $k \geq 1$ then
14: Receive $\nabla F(w_{k-1})$ from the server;
15: Estimate $\beta_{k,i}^{\lambda} \leftarrow \frac{||\nabla F_{i}(w_{k}) - \nabla F_{i}(w_{k}^{(i)})||}{||w_{k} - w_{k}^{(i)}||}$ for $\lambda \in [0, \tau_{(k,i)} - 1]$;
16: Estimate $\beta_{k,i} \leftarrow \max_{\lambda} \beta_{k,i}^{\lambda}$;
17: Estimate $\delta_{k,i}^{\lambda} \leftarrow \frac{||\sum_{s=0}^{\lambda} \nabla F_{i}(w_{k}^{(i)})||^{2}}{\sum_{s=0}^{\lambda} \nabla F(w_{k-1})}^{2}$ for $\lambda \in [1, \tau_{(k,i)} - 1]$;
18: Estimate $\delta_{k,i} \leftarrow \max_{\lambda} \delta_{k,i}^{\lambda}$;
19: Send $\beta_{k,i}$ and $\delta_{k,i}$ to parameter server;
20: end if
21: $k \leftarrow k + 1;
22: until$ STOP flag is received

in Lines 32-34 of Algorithm 1. Then we set the STOP flag to stop the server-side program and send the flag to all clients to stop the local program.

2) Estimation of Parameters: According to Assumptions 1, 3 and 4, we have three parameters $L$, $\beta_{k,i}$ and $\delta_{k,i}$ that need to be estimated in real-time during the learning process. $L$ is the parameter describing the smooth of global gradients and should be ensured to satisfy Assumption 1, so we perform the estimation of its maximum value (in all rounds for $k > 0$) on the server side in Lines 21 of Algorithm 1. Estimating $L$ requires the global gradient of the previous round, which does not exist when $k = 0$, so we give this program a delay of one round in Lines 19 of Algorithm 1. We know that $L$ is not involved in the calculation of the new $\tau_{(k,i)}$ in (16) and used to satisfy that premise $\eta \tau_{k}L - 1 \geq 0$ of Theorem 1, so a delay of one round in its estimation $L_{k-1}$ has little effect on the final result.

Therefore FedVeca algorithm should estimate the value of $A_{(k,i)}$. The expression of $A_{(k,i)}$ includes parameters $\beta_{k,i}$ and $\delta_{k,i}$ which need to be estimated in practice on the client side. Before starting the estimation, we need to calculate $F_{i}(w_{k})$ on the local training dataset in Line 9 of Algorithm 2. Then, the estimation of $\beta_{k,i}$ is computed from $\lambda = 0$ to $\lambda = \tau_{(k,i)} - 1$ and the estimation of $\delta_{k,i}$ is computed from $\lambda = 1$ to $\lambda = \tau_{(k,i)} - 1$ in Lines 15 and 17 of Algorithm 2. Finally, the largest estimations of $\beta_{k,i}$ and $\delta_{k,i}$ from these iterations will be selected (Lines 16 and 18 of Algorithm 2) and sent to the parameter server when $k > 0$ (Lines 19 of Algorithm 2).

3) Computing $\tau_{(k+1,i)}$: When $k = 0$, the server does not receive the relevant parameters ($\beta_{(k,i)}$ and $\delta_{(k,i)}$) from the clients to calculate the value of $\tau_{(k+1,i)}$. This is because the value of $L$ cannot be estimated at this point, and we have no way to choose the value of $\alpha_{k}$ to input. When $k \geq 1$, the value of $\tau_{(k+1,i)}$ can be computed according to (16) in Line 22 of Algorithm 1. Then, to satisfy $\tau_{(k+1,i)} > 1$ in Section IV-A, we set $\tau_{(k+1,i)} = 2$ for $\tau_{(k+1,i)} \leq 1$ in Lines 24-26 of Algorithm 1.

After computing the value of $\tau_{(k+1,i)}$, we can compute the global step size $\tau_{k+1}$ for the next round ($k \leftarrow k + 1$) of aggregation in Line 23 of Algorithm 1. Combining our obtained estimation of $L$, we can verify the premise $\eta \tau_{k}L - 1 \geq 0$ of Theorem 1. The verification results and the test results of FedVeca algorithm will be shown in Section V.

V. PERFORMANCE ANALYSIS

To evaluate FedVeca algorithm, the experiments focused on the qualitative and quantitative analysis of general properties under the setup of our prototype system and the simulation of IID and Non-IID datasets.

A. Setup

We first evaluate the general performance of FedVeca algorithm, thus we conducted experiments on a networked prototype system with five clients. The prototype system consists of five Raspberry Pi (version 4B) devices and one laptop computer, which are all interconnected via Wi-Fi in an office building. The laptop computer has an aggregator and implements FedVeca algorithm of parameter server, and the Raspberry Pi device implements FedVeca algorithm of client. All of these five clients have model training with local datasets and different simulated dataset distributions of IID and Non-IID.

1) Baselines: We compare FedVeca method with the following baseline approaches:

- Centralized SGD where the entire training dataset is stored on a single device and the model is trained directly on that device using a standard (centralized) SGD procedure.
- Standard FL approach which uses FedAvg algorithm and has the fixed (non-adaptive) value of $\tau_{(k,i)}$ at all clients in all rounds.
- Novel FL approach which uses FedNova algorithm and has the same value of $\tau_{(k,i)}$ as FedAvg algorithm at all clients in all rounds.
- Novel FL approach which uses FedProx algorithm and has the same value of $\tau_{(k,i)}$ as FedAvg algorithm at all clients in all rounds.
- Novel FL approach which uses SCAFFOLD algorithm and has the same value of $\tau_{(k,i)}$ as FedAvg algorithm at all clients in all rounds.

For a fair comparison, we first run FedVeca algorithm and then record the total number of local iterations $\tau_{(k,i)}$ run by all nodes in all $K$ rounds. Then for the centralized SGD, we train $\tau_{(k,i)}$ iterations and each iteration randomly picks a batch of the same size $B$ (fixed) as FedVeca algorithm, then we use this model for evaluating the convergence of other trained models.

When evaluating the FedAvg algorithm and FedNova algorithm,
we compute the average epoch $E_{avg} = \tau_{all}/k \times B/D$ of all rounds, and assign a fixed $\tau(k,i) = [E_{avg}(D_i/B)]$ to the clients for each round.

2) Model and Datasets: We evaluate the training of two different models on two different datasets, which represent both small and large models and datasets. The models include squared-Support Vector Machine (SVM)\(^1\) (we refer to as SVM in short in the following) and deep Convolutional Neural Network (CNN).\(^2\) Among them, the loss functions for SVM satisfy Assumption 1, whereas the loss functions for CNN are non-convex and thus do not satisfy Assumption 1.

SVM is trained on the original MNIST (which we refer to as MNIST in short in the following) dataset [41], which contains the gray-scale images of $7 \times 10^4$ handwritten digits ($6 \times 10^4$ for training and $10^4$ for testing).

CNN is trained using SGD on two different datasets: the MNIST dataset and the CIFAR-10 dataset [42], and the CIFAR-10 dataset includes $6 \times 10^4$ color images ($5 \times 10^4$ for training and $10^4$ for testing) associated with a label from 10 classes. A separate CNN model is trained on each dataset, to perform multi-class classification among the 10 different labels in the dataset.

3) Simulation of Dataset Distribution: To simulate the dataset distribution, we set up two different Non-IID cases and a standard IID case.

- **Case 1 (IID):** Each data sample is randomly assigned to a client, thus each client has a uniform (but not full) information.
- **Case 2 (Non-IID):** All the data samples in each client have the same label, which means that the dataset on each node has its unique features.
- **Case 3 (Non-IID):** Data samples with the first half of the labels are distributed to the first half of the clients as in Case 1, the other samples are distributed to the second half of the clients as in Case 2.

4) Training and Control Parameters: In all our experiments, we set the maximum $\tau(k,i)$ value $\max \tau(k,i) = 50$ to reduce the impact of errors in the experiment. Unless otherwise specified, we set the control parameter $\alpha_k$ to a fixed value $\alpha_k = 0.95$ for all rounds. And we manually select the total round $K = 100$ and the learning rate fixed at $\eta = 0.01$, which is acceptable for our learning process. Except for the instantaneous results, the others are the average results of 10 independent experiment runs.

B. Results

1) Loss and Accuracy Values: In our first set of experiments, the SVM and CNN models were trained on the prototype system with Case 3, and the results $u_k$ of each round will be calculated on the test dataset with the loss function values and prediction accuracy values which we refer to as loss and accuracy in short in the following.

We record the loss and accuracy on the SVM and CNN classifiers with FedVeca algorithm (with adaptive $\tau(k,i)$), and compare them to baseline approaches, where the centralized case only has one optimal value as the training result and we show a flat line across different rounds for the ease of comparison, the results are shown in Fig. 5.

It can be observed from Fig. 5 that the curves of loss and accuracy values of FedVeca algorithm fluctuate less on the SVM model, while they have larger fluctuations on the CNN model. This is because the loss function of the SVM model satisfies Assumption 1 of a convex function and the loss function of the CNN model is non-convex, as we mentioned in Section V-A2. Since the loss function of the CNN model is non-convex, the variation (orientation and size) of the local model parameters are unstable when making updates, so it is unreliable for us to describe the overall variation of global model parameters with the estimated values of $L_k$, $\beta \{k\}$ and $\delta \{k\}$. Further, it is less useful to predict the number of local SGD iterations for the next round based on the new value of $\tau(k,i)$ calculated from these estimated values. However, within the specified number of rounds ($K = 100$), FedVeca algorithm is the first to reach the loss and accuracy of the centralized SGD approach compared to FedAvg, FedNova and FedProx on all models and datasets (nearly simultaneous with SCAFFOLD), demonstrating the convergence and faster convergence speed of FedVeca algorithm with Non-IID datasets.

As demonstrated in Table I, on the CIFAR dataset, the FedVeca algorithm outperforms the FedAvg, FedNova, FedProx and SCAFFOLD algorithm in terms of loss and accuracy improvement in the final trained model, thereby underscoring the effectiveness of the algorithm. As for the MNIST dataset, We elaborate that although FedVeca exhibits marginally lower performance compared to the state-of-the-art algorithm SCAFFOLD, it nonetheless demonstrates a substantial performance advantage over other well-established algorithms, including FedAvg, FedNova, and FedProx. This underscores FedVeca’s reliability and its capacity to deliver competitive results across various federated learning scenarios, even when compared with advanced methods.

| Model   | Algorithm   | Loss($10^{-2}$) | Acc (%) | Centralized |
|---------|-------------|-----------------|---------|-------------|
| SVM     | FedAvg      | 23.13           | 85.75   | & Acc       |
| MNIST   | SCAFFOLD   | 22.07           | 86.92   | 22.06       |
| CNN     | FedAvg      | 32.32           | 90.67   | Loss        |
| MNIST   | SCAFFOLD   | 20.80           | 93.86   | 22.67       |
| CIFAR   | SCAFFOLD   | 163.28          | 41.23   | 160.88      |
| FedVeca |             | 170.50          | 38.62   | Loss        |
| FedVeca |             | 171.63          | 38.10   | & Acc       |
| FedVeca |             | 170.77          | 38.17   |             |
| FedVeca |             | 160.92          | 42.41   | 42.38       |

\(^{1}\)The squared-SVM has a fully connected neural network, and outputs a binary label that corresponds to whether the digit is even or odd.

\(^{2}\)The CNN has two $5 \times 5 \times 32$ convolution layers, two $2 \times 2$ MaxPoll layers, a $1568 \times 256$ fully connected layer, a $256 \times 10$ fully connected layer, and a softmax output layer with 10 units.
Fig. 5. Loss function values and classification accuracy values in Case 3. The curves show the results from FedVeca algorithm and the baselines with the different models and datasets [41], [42].

Fig. 6. The value of $\eta_0^L$ in Case 3. The curves show the results from FedVeca algorithm with the different models and datasets [41], [42].

**Premise of Theorem 1**

![Plot showing the premise of Theorem 1](image)

**2) Premise of Theorem 1:** As described in Section IV-A, the premise for Theorem 1 to be valid is that $\eta_0^L - 1 \geq 0$. Therefore, we record the value of $\eta_0^L$ for each round within the specified number of rounds ($K = 100$) on all specified models and datasets in Case 3, the results are shown in Fig. 6.

In Fig. 6, we set the value ‘1’ as a lower bound on the value of $\eta_0^L$ and use a straight line to represent. Moreover, according to the discussion in Section IV-B2, the estimated value of $L_k$ in Algorithm 1 is delayed by one round, so we make a blank for $k = 0$ in Fig. 6. As we can see, the specified models and datasets satisfy the premise of Theorem 1 for all $K$ rounds, except for the SVM model whose the values of $\eta_0^L$ are slightly smaller than the lower bound for the first few rounds on the MNIST dataset (which is within the estimation margin of error). And the SVM model has the most stable $\eta_0^L$ values on the MNIST dataset compared to the other specified models and datasets, which is consistent with our conclusion that non-convex loss functions cannot be described accurately as discussed in Section V-B1.

Due to the high complexity of evaluating CNN models, we focus on the SVM model in the following and provide further insights on the prototype system.

**3) Dataset Distribution:** We test the MNIST dataset distribution on the SVM model for the other two simulations which are Case 1 and Case 2, and the results of FedVeca algorithm and the baselines are shown in Fig. 7. In Case 1, the curves of loss and accuracy values of FedVeca algorithm in each round overlap with the baseline methods, and both converge within $K = 100$ rounds (compared to Centralized SGD), proving that FedVeca algorithm is applicable on the IID dataset. In Case 2, FedVeca algorithm has a smaller difference in loss values and a larger difference in accuracy values in each
round compared to the baseline methods, and both loss and accuracy values are the first to reach the convergence point. Together with the results of Case 3 we obtained in Section V-B1, we show that FedVeca algorithm is also applicable to the Non-IID dataset.

By comparing Figs. 7 and 5, we note that on the SVM model and the MNIST dataset (convex loss function), the convergence rate of the model obtained by FedVeca algorithm is essentially the same in Case 1, Case 2 and Case 3. Meanwhile, the models obtained by FedNova and FedAvg perform better in Case 1 and Case 2 and worse in Case 3. This proves that FedVeca algorithm has good performance and stability on both IID and Non-IID datasets. Therefore, we focus on Case 3 in the following and provide further insights on the prototype system.

4) Instantaneous Behavior: We study the instantaneous behavior of FedVeca algorithm for a single run on the prototype system. Results for SVM (MNIST) are shown in Fig. 8, where we record the amount of variation $\tau_{(k,i)}$, $\tau_k$, $L_k$, $\beta_{(k,i)}$ and $\delta_{(k,i)}$ on the five clients, and represent only one curve for $\tau_k$ and $L_k$. To make the image clearer, we only captured the first 50 rounds of the show.

We can see that the value of $\tau_{(k,i)}$ fluctuates very much with round $k$, and the maximum number of SGD iterations in each round is uniformly distributed across clients, indicating that FedVeca algorithm can adaptively choose the optimal $\tau_{(k,i)}$ value according to the working conditions during the training process. $\tau_k$ represents the step size of global gradient descent in Section III-B2, and there is no large fluctuation in the curve of $\tau_k$, indicating that the model converges smoothly globally despite the large difference in $\tau_{(k,i)}$ values at each client under adaptive control. For the value of $L_k$ and Assumption 1, we know that as the number of rounds increases, the variation between the model parameters of adjacent rounds becomes smaller, which represents the convergence of the model.

According to Theorem 2, $A_{(k,i)}$ is the key variable for adaptive control of $\tau_{(k,i)}$ values and is composed of two variables, $\beta_{(k,i)}$ and $\delta_{(k,i)}$. In Fig. 8, we can see that the values of $A_{(k,i)}$ on Node 4 and Node 5 are widely spaced compared to those on the remaining three clients. This is related to the Case 3 we mentioned in Section V-A3. The data distribution on Node 4 and Node 5 are similar but differ significantly from the remaining three clients, causing differences between the $\beta_{(k,i)}$ and $\delta_{(k,i)}$ values. Therefore, FedVeca algorithm accurately quantifies these differences and adaptively optimizes the FL training process by controlling the $\tau_{(k,i)}$ values.

5) Sensitivity of $\alpha_k$: In the setup of Section V-A4, the value of $\alpha_k$ is fixed for each round and we know that the maximum value of $\tau_{(k,i)}$ on all nodes in a round is related to $1 - \alpha_k$ according to (15). Therefore, we choose three numbers 0.5, 0.05 and 0.005 for the values of $1 - \alpha_k$ and record the variation of the model loss and accuracy values in these three scenarios, the results are shown in Fig. 9. We can see that when $1 - \alpha_k = 0.05$, the loss and accuracy values of the model reach the convergence point first, but their curves are not smooth. Therefore, in our previous experiments, we chose $1 - \alpha_k = 0.05$ which means $\alpha_k = 0.95$. 

Fig. 8. Instantaneous results of a single run (on the SVM model and the MNIST dataset [41]) with FedVeca algorithm in Case 3.

Fig. 9. Loss function and classification accuracy (on the SVM model and the MNIST dataset [41]) with the different values of $\alpha_k$. 
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In this setting, the loss and accuracy values of the model have both a fast convergence rate and a smooth curve.

6) Varying Number of Clients: To simulate the case of multiple nodes, we let each Raspberry Pi 4B in the prototype system run multiple programs of Algorithm 2 in parallel and set the number of programs running on each Raspberry Pi 4B to be equal from 1 to 10, thus simulating the number of nodes from 5 to 50. We record the loss and accuracy values in Case 3, where the number of clients is chosen to be 5, 30 and 50 for FedVeca algorithm, FedNova and FedAvg selected the number of clients as 50, and the results are shown in Fig. 10.

We can observe that the loss and accuracy values of the model do not converge faster as the number of clients increases, which is consistent with the phenomenon of diminishing returns which is described in [3]. Also, since the size of our total training dataset is fixed, when the number of nodes increases, the number of samples on each node decreases and the data becomes more dispersed, thus reducing the speed of model convergence. However, even at 50 nodes, the model of FedVeca algorithm converges faster than FedAvg and FedNova approach, proving that FedVeca algorithm is applicable at multiple nodes.

Considering the overall experiments, we can conclude that FedVeca algorithm provides an efficient performance for FL, and provides a novel innovation with theory for FL optimization.

VI. CONCLUSION AND THE FUTURE WORK

In order to improve the training efficiency of Federated Learning on the Non-IID dataset in communication networks, this paper proposed an method that is based on FedNova algorithm and controls the number of local SGD iterations on clients to obtain the optimal global training models in each communication round. We analyze the mathematical relationships between the number of local SGD iterations and the global objective in a round, and design an adaptive control algorithm from this relationship to predict the number of local SGD iterations on each client for the next round. Our experimental results confirmed the effectiveness of FedVeca method. In the future, we will explore how FedVeca method performs on the models with no-convex loss functions, and assign more effective weights for updating the global model based on the number and feature of samples per client. Furthermore, we intend to expand the application of the FedVeca algorithm to the rapidly growing field of Computer Vision (CV), specifically targeting more complex datasets such as CIFAR100 and ImageNet.
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