Error analysis of contactless optical temperature probing methods for cryogenic Yb:YAG
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Abstract
In this work, we have investigated six different in situ optical contactless temperature probing methods for cryogenic Yb:YAG systems. All the methods are based on variation of fluorescence spectra with temperature, and they either look at the width of the emission line, the ratio of the emission intensity at different wavelengths and to the overall spectral change at selected wavelength intervals. We have shown that, for Yb:YAG crystal with homogeneous temperature distribution, one can perform real-time contactless optical temperature measurements with ±1 K accuracy in the 78–300 K range. We have further tested the methods in measuring the average temperature of Yb:YAG rods at up to 500 W absorbed pump power level. We have seen that, a real-time temperature measurement accuracy of ±5 K is feasible in both lasing and non-lasing situations for estimating the average temperature of crystals under nonhomogeneous thermal load. The techniques are quite valuable in evaluating the bonding quality of Yb:YAG crystals in cryogenic systems. Moreover, the real-time temperature information provides feedback on parameters like cavity alignment status and extraction efficiency to the laser engineers while optimizing the system.

1 Introduction

Yb-doped cryogenic solid-state lasers and amplifiers such as Yb:YAG and Yb:YLF have reached multi-100 W to kW average power levels over the last decades [1–9]. Further power scaling of these systems require detailed understanding of thermal effects and measurement/estimation of internal crystal temperatures during laser/amplifier operation [10–14]. Infrared thermal cameras that could effectively provide temperature information for room-temperature systems [15] are not effective at cryogenic temperatures. Several different methods that are mostly based on measurement of emission spectrum had already been proposed for estimating laser crystal temperature. Petit et al. [16] used the temperature variation of upconversion spectra from the Er impurities in the 460–580 nm region in Yb:CALGO samples in estimating temperatures in the 50–120 °C range. A similar method is used in estimating temperatures of an Er:Yb:LuAB microchip laser in the 300–550 K interval [17]. The slight shift of laser wavelength was used for temperature estimation in the 20–50 °C range in a diode-pumped Yb:YAG laser system [18]. Fruse et al. [19, 20] demonstrated that the fluorescence intensity ratio of Yb:YAG at 1022 nm and 1027 nm could be used for estimation of temperature in the 77–200 K area. Chi et al. [10, 21] used the fluorescence spectra of Yb:YAG in the 1015–1029 nm interval for estimating temperatures in the 50–140 K range using neural network functions. The variation of pump absorption at 1030 nm with temperature was employed in estimating Yb:YAG thin-disk temperatures in the 40–300 K range by Petrov et al. [22]. We have recently investigated different spectral methods for temperature estimation of cryogenic Yb:YLF samples and demonstrated a temperature estimation accuracy below ±1 K in the 78–300 K region [23], and used this for analyzing laser performance [24, 25]. Similar methods had already been in use for temperature estimation of Yb:YLF and Yb:YAG by the cryogenic optical refrigeration community [26–30].
In our work, while developing high-power cryogenic Yb:YAG systems that are based on rods and thin disks, a contactless method to probe the bonding quality of the gain elements to the heat sink was required as this is very critical for laser/amplifier performance [31–33]. Furthermore, while optimizing the laser/amplifier, a real-time temperature information is quite valuable for the laser engineer/scientist to pinpoint the issues in the system. For both cases, a temperature estimation accuracy of at least ±5 K is necessary.

Motivated by that, in this work, we have performed a set of detailed experiments, where we have comparatively investigated pros and cons of different temperature estimation methods for Yb:YAG systems operating near cryogenic temperatures. In the analysis, we have used six different methods for temperature estimation that are based on investigation of: (1) the FWHM of the main ∼1030 nm line, (2) the ratio of the main ∼1030 nm peak intensity to the ∼1027 nm valley intensity, (3) the ratio of the ∼1024.5 nm side peak to the ∼1027 nm valley, and (4) the ratio of the 1022 nm side peak to the ∼1027 nm valley (as also used in [19, 20]). We have also considered the differential luminescence thermometry (DLT) method, where we looked at the spectral changes in wider spectral intervals, focusing on the (5) 950–1060 nm and (6) 950–1025 nm regions. We have shown that, with all the methods, a temperature estimation accuracy below ±4 K is feasible. The DLT method is more demanding in terms of time and effort, since it requires a more careful calibration process compared to other methods. On the other hand, it provides better temperature estimation accuracy (below ±1 K) compared to the other simpler methods. Among the fast methods, we have seen that 1024.5/1027 nm and 1022/1027 nm intensity ratio provides a performance close to DLT (below ±1.2 K).

The paper is organized as follows: Sect. 2 presents the experimental setups. In Sect. 3, we provide details of the different methods used in temperature estimation, and in Sect. 4, we present sample reference fluorescence data and the calibration curves. Then in Sect. 5, we analyze the temperature estimation accuracy of each method. Sample temperature measurements for lasing and non-lasing Yb:YAG laser rod systems are given in Sect. 6. Finally, in Sect. 7, we summarize with a brief discussion.

2 Experimental setup

We have tested several methods for temperature estimation of Yb:YAG, and all methods were based on the measured variation of emission spectra of Yb:YAG with temperature. Figure 1a shows a simple schematic of the emission measurement setup. A fiber-coupled, 940 nm laser diode with an $M^2$ of around 220 was used as the excitation source. The diode output is collimated with a 72 mm focal length lens, and focused to a pump diameter of 2.08 mm using a 250 mm lens. The pump had a flattop beam profile and was imaged to the center of the crystal. A 1% Yb-doped YAG crystal with a 24 mm length and $5 \times 15$ mm$^2$ aperture was used in the experiments. The Yb:YAG crystal is indium soldered from the top side to a multi-stage pyramidal cold head (Fig. 1b). Real-time measurement of cold head temperature with ±0.1 K accuracy was achieved via thermal sensors connected to the cold head.

For the temperature-dependent emission measurements, to collect the reference data, the dewar containing the Yb:YAG crystal is filled with liquid nitrogen. Later, once the nitrogen in the dewar tank is evaporated, the bulky dewar interior mass including the cold finger and the Yb:YAG crystal head heats up very slowly in around 10 h. In this heating-up cycle, the Yb:YAG crystal and the cold head are in thermal equilibrium, and the crystal temperature could be accurately measured using the thermal sensors. Emission measurements were made with little average power load on the crystal to preserve the thermal equilibrium between the crystal and the cold head (1 ms long pump pulses with 1 kW of peak power at 0.2 Hz: ~200 mW average absorbed power, around 20 mW thermal load).

![Fig. 1](https://example.com/fig1.png)

**Fig. 1** a Schematic of the contactless crystal temperature measurement setup used for Yb:YAG. The crystal is indium soldered to a pyramidal copper heat sink element, which is in direct contact with boiling liquid nitrogen. The fluorescence signal is collected via a dewar window placed 90 degrees to pump beam direction. Dimensions are not to scale. DW Dewar window, Spec spectrometer, PM power meter. b A photo of the cryogenically cooled Yb:YAG crystal inside the dewar while being pumped with hundreds of Watts of diode power at 940 nm.
The reference emission spectra were measured at a 90\(^\circ\) angle to the pump propagation direction via a window at the side of the dewar (Fig. 1a). An Ocean Optics HR4000 spectrometer with a spectral resolution of 0.1 nm, and a spectral coverage from 900 to 1060 nm was used in the measurements. The spectrometer contained a 3648 pixel CCD array, and spectral data are taken with ~0.045 nm steps ((1060–900)/3648). The spectrometer had a very narrow entrance slit with a size of around 5 \(\mu\)m by 2 mm. The entrance slit was hidden 10 mm deep inside a cylindrical metallic entrance with a diameter of 3 mm. This narrow entrance blocked stray light and provided directionality. In the experiments, the spectrometer entrance was aligned to look at the central portion of the crystal. Due to the large dewar mechanics, the spectrometer was around 15 cm away from the crystal, but a good signal-to-noise ratio could still be achieved without any additional imaging element. To improve our error analysis accuracy, a total of 630 emission measurements were made in the temperature range of 78–300 K: roughly one measurement at every 0.35 K. We estimate a maximum temperature measurement error of \(\pm 0.25\) K for these data.

Note that the reference data should be taken with great care to minimize temperature estimation errors. In general, the reference spectrum should be collected very carefully in a geometry similar to the intended use of the Yb:YAG sample in the laser/amplifier experiments. This is due to various effects such as self-absorption and amplified spontaneous emission, the reference data might vary easily with: (1) the doping of the crystal used [23], (2) the position of the excitation beam with respect to crystal, (3) the intensity of the excitation beam, (4) the size of the probe beam used, (5) the reference data signal collection geometry (system etendue), and also (6) the spectrometer instrument settings and specifications. For this work, where the specific aim is to accurately estimate the temperature of rod-type laser crystals under thermal load, we have collected the reference data using Yb:YAG crystals with doping adequate for lasing in rod geometry and the emission collection geometry is chosen to be exactly the same as the one that is used in laser experiments. We have further used the same pump beam size and pump beam position as in laser experiments (as seen in Fig. 1b) to minimize temperature estimation errors.

Once we have collected temperature-dependent reference emission data and prepared the calibration curves, the system was cooled down again by refilling liquid nitrogen, and the crystal was pumped with the pump module operating in continuous-wave (cw) regime, where incident cw pump powers up to 500 W were applied to the Yb:YAG crystal. The untouched emission setup was used to measure the emission at different pump power levels, and the collected data are used to predict the temperature of the Yb:YAG crystals under thermal load. At these power levels, due to pump saturation, the pump light could penetrate deeper inside the gain element, and this provides a relatively homogenous heating. As mentioned, the spectrometer input was directed toward the center of the crystal, and hence, the spectral data collected provide a rough measurement of average temperature of the Yb:YAG sample. In this method, it is also possible to adjust the spectrometer slit entrance direction to the front and back parts of the crystal to obtain a rough 1-D scan of temperature profile. We should note here that, due to the relatively large dewar that was used in our experiment, the spectrometer entrance was around 15 cm away from the laser crystal. As a result, besides the directly emitted light from the excited volume of interest, scattered light from other regions could still reach the spectrometer and this reduces the spatial resolution of temperature measurement. More advanced techniques such as confocal laser scanning microscopy geometry could ideally be adopted for 3-D temperature mapping of the crystal with high spatial resolution (~100–200 \(\mu\)m) at the expense of increased complexity [10]. In this work, we focused our attention on analyzing the accuracy of different temperature estimation methods, and knowledge of crystal average temperature is sufficient for determining crystal bonding quality or for analyzing laser/amplifier performance for our case.

We have also investigated the usability of the developed temperature estimation methods during lasing experiments. For that, a simple continuous-wave lasing cavity is configured (Fig. 2). A compact flat–flat cavity was employed which consisted of a flat dichroic mirror (DM) and a flat output coupler with a separation of around 30 cm. The DM had a reflectivity higher than 99.9% in the 990–1040 nm range, and a transmission >95% for the pump wavelength. The temperature estimation data are taken while monitoring the Yb:YAG fluorescence spectra via the side window, as it is described earlier.

![Fig. 2 Schematic of the diode-pumped cryogenic Yb:YAG laser system that is used in continuous-wave lasing experiments. The 30 cm-long simple cavity consists of one-flat dichroic mirror (DM) and a flat 25% transmitting output coupler (OC). \(f1\)–\(f2\) Lenses for pump coupling, PM1–2 power-meters](image)
3 Methods used for temperature probing

Figure 3a shows the measured emission spectra of Yb:YAG at selected temperatures for temperatures ranging from 78 and 300 K in normalized (arbitrary) units. Figure 3b shows the emission spectra near the \( \sim 1030 \) nm region where the measured variation with temperature is largest. Clearly, the measured spectral shape is a strong function of temperature and could be used for temperature estimation.

To formally attack the problem, one can directly calculate the spectral intensity change at different wavelengths \( \Delta S(\lambda, T, T_0) \) with respect to a reference spectrum at a chosen temperature using [27]

\[
\Delta S(\lambda, T, T_0) = S(\lambda, T) \int S(\lambda, T_0) d\lambda - S(\lambda, T_0) \int S(\lambda, T) d\lambda
\]

Here \( T \) is the temperature, \( T_0 \) is the reference spectra temperature, \( \lambda \) is the wavelength, \( S(\lambda, T) \) is the measured emission spectra at different temperatures, and the integration limit covers the spectral range of interest. We take the reference temperature as 78 K, since we are more interested in estimating temperatures at cryogenic range. Figure 4 then shows the calculated spectral change \( \Delta S(\lambda, T, T_0) \) with respect to the measured 78 K spectrum \( (T_0 = 78 \) K), which confirms that most of the spectral change is occurring near the 1030 nm transition.

As expected, at elevated temperatures with increasing phonon energy, the emission lines get broader, and the emission spectra become smoother. As one can see (from

---

Fig. 3  a  Measured normalized reference emission spectra of 1%-doped Yb:YAG as a function of temperature between 78 and 300 K. b A closer look at temperature induced changes in emission spectra in the 1020–1040 nm wavelength range. In the temperature estimation analysis, ratios of fluorescence intensities at points 1 (\( \sim 1030 \) nm), 2 (\( \sim 1027 \)nm), 3 (\( \sim 1024.5 \)nm), and 4 (\( \sim 1022 \)nm) are used.

Fig. 4  a  Calculated spectral intensity change \( \Delta S(\lambda, T, T_0) \) of Yb:YAG crystal compared to a reference spectrum taken at a temperature of 78 K (normalized for the 935–1067 nm region); b a closer look at temperature induced spectral change around the main emission peak at 1030 nm.
Figs. 3b and 4b), with increasing temperature, the sharp emission peak around ~ 1030 nm widens out with heating (point 1 in the figure). Moreover, the spectral dip (around ~ 1027 nm, point 2 in the figure) between these peaks fills in slowly. There are two side peaks located around ~ 1024.5 nm and ~ 1022 nm (points 3 and 4), that also widens out and smoothen with heating.

It is clear that the measured spectral change in emission could be used for estimation of the temperature, and it is interesting to find out pros and cons of different methods and their error margins. Ideally, for the most accurate temperature estimation, one should look at the temperature induced change in the whole emission spectra, and as mentioned earlier this method is known as DLT (Differential Luminescence Thermometry). On the other hand, this method could not be used in case of lasing or strong amplified spontaneous emission, and requires careful reference data acquisition, and hence, it is time and effort costly. Hence, we have also tried and investigated temperature prediction accuracy of other methods in this work.

The following six methods are investigated/compared for temperature estimation:

1) 1030 nm peak method: we look at the ratio of the ~ 1030 nm emission peak to the ~ 1027 nm emission valley (1030/1027 nm ratio: ratio of intensity around point 1 to point 2, in Fig. 3).

2) 1024.5 nm peak method: we utilize the ratio of the ~ 1024.5 nm emission peak to the ~ 1027 nm emission valley (1024.5/1027 nm ratio: ratio of intensity around point 3 to point 2, in Fig. 3).

3) 1022 nm peak method: we use the ratio of the ~ 1022 nm emission peak to the ~ 1027 nm emission valley (1022/1027 nm ratio: ratio of intensity around point 4 to point 2, in Fig. 3).

4) FWHM method: we have considered the temperature dependence of the full-width half-maximum of the main ~ 1030 nm transition.

5) DLT method: we look at the integrated absolute change in the overall spectral shape for temperature estimation. In terms of spectral intervals, we have chosen 950–1060 nm and 950–1025 nm intervals. The 950–1060 nm range (DLT-1) covers almost all the emission spectra except the lower wavelength range, which is not included to prevent noise due to the scattered pump signal. In the second interval (DLT-2: 950–1025 nm), we have excluded the main 1030 nm emission to investigate temperature estimation problems that might be induced by amplified spontaneous emission process.

As a final note, the peak and dip positions mentioned above are also temperature-dependent: as an example, the ~ 1030 nm line is located around 1029.25 nm at 78 K and moves to around 1030.05 nm at room temperature as it is clearly visible from Fig. 3b. In our work, as an example, while determining the 1030/1027 nm ratio, we have searched for the exact peak and dip positions around 1030 nm and 1027 nm, and used intensities at these peak/dip wavelengths (rather than using intensity ratios at fixed wavelength positions).

4 Reference data for different temperature estimation methods

In the earlier section, we have introduced the different temperature estimation methods we wanted to investigate. In this section, we will present reference data or calibration curves we have taken for the temperature estimation. As outlined in the experimental section earlier, the reference spectrum should be collected very carefully in a geometry similar to the intended use of the Yb:YAG sample to minimize temperature estimation errors. Hence, the reference data provided here are specific to our geometry and could be slightly different for other configurations.

To start with, Fig. 5a shows the measured variation of the ratio of fluorescence intensity at the emission peaks of 1022 nm, 1024.5 nm, and 1030 nm to the emission dip/valley at 1027 nm. As we saw in Figs. 3b and 4b as well, with increasing temperature, the emission strength in these peaks diminish as the transitions gets wider with increasing temperature and phonon energy. Hence, all the peaks lose strength (the ratios decrease) with increasing temperature. The change of intensity with temperature is larger for the main 1030 nm peak. One might think this then could provide the minimal temperature estimation error (due to larger slope with temperature), but this was not the case as it will be shown in the next section. Note also that, above 200–250 K, the intensity ratio for the 1022 nm and 1024 nm peaks slowly flatten out as these peaks almost gets hidden at elevated temperature (Fig. 3b). Hence, for these methods, accurate temperature estimation is only feasible in the 78–200 K interval, as we will see in upcoming section as well. Note that, as an example, our measured temperature variation of 1022/1027 nm intensity ratio is similar but different than earlier reports [10, 19]. This again shows the need to take these calibration data carefully in a setting similar to the intended usage of the Yb:YAG sample (so universal calibration data are not feasible).

Figure 5b shows the measured variation of the FWHM of the main 1030 nm emission peak with temperature. With increasing temperature, as expected, the FWHM of the line increases. As the spectra gets boarder, at around 250 K, the main 1030 nm line combines with the side emission peaks and there is a sudden increase of measured FWHM value. The measured variation of FWHM is in very good
agreement with the previous reports by [34, 35], but do not exactly match. This shows that, from one perspective, the FWHM of the emission is not a strong function of system conditions (doping level of crystal, measurement conditions, etc.…), and hence, unlike the intensity peak ratios, once a calibration curve is taken, it can potentially be used in different configurations. On the other hand, lasing and gain narrowing occurring in this line will certainly become an issue limiting wider usability of this method [10]. As usual, to achieve the minimum error bar in temperature estimation, the reference data should be repeated for different cases.

Figure 5b also shows the measured variation of integrated overall absolute spectral change with temperature

\[
S_{DLT}(T, T_0) = \int \Delta S(\lambda, T, T_0) \, d\lambda.
\]

As mentioned earlier, we have analyzed two different spectral regions in DLT: 950–1060 nm for DLT-1 and 950–1025 nm for DLT-2. Note that among the six methods investigated for temperature estimation, DLT method is the most sensitive one: if it is taken carefully, it can provide the most accurate temperature estimation. However, if the reference data are taken at a different condition than in the temperature measurement, it will be the most error-prone method. As mentioned earlier, with other methods, one is less sensitive in conditions: a slightly shifted beam on the crystal will not significantly change the measured FWHM of a line, but it can significantly modify the DLT signal creating large error bars.

5 Error analysis for the different temperature estimation methods

As we have stated earlier, we have used around 100 of the 630 emission spectra we took for obtaining the temperature calibration curves that is presented in the earlier section. To investigate the temperature estimation accuracy of different methods, we have randomly chosen spectra at known temperatures from the remaining data set, and checked how well the models work.

Figure 6a shows the estimated and measured temperatures using all the six methods. In Fig. 6b, we also show the errors in temperature estimation, defined as the difference between the measured and estimated temperature. A summary of error estimation performance of different methods is also given in Table 1, where we have listed the standard deviation of temperature estimation errors. In our analysis, we have looked at two ranges (78–200 K and 78–300 K), since as we mentioned earlier, some of the methods are not suitable for temperature estimation above 200 K due to disappearance of peaks at high temperatures (as it is clear from Fig. 6a).

When we compare all the methods, we see that both of the DLT methods enable temperature prediction with ± 1 K accuracy in the whole temperature range. DLT-1, which analyses a broader spectral range for temperature estimation, has a slightly better performance compared to DLT-2. On the other hand, as discussed earlier, DLT-2 does not include spectra above 1025 nm, where gain narrowing effects could be present, and it might be more suitable for high-power pumped systems. Among all the methods, the FWHM method has the largest error bar (± 4 K), and for our case, the error was due to the limited resolution of
Among the methods that are based on looking at the relative intensity of the emission peaks, despite its larger slope (larger change of intensity with temperature), interestingly, the temperature estimation based on the 1030/1027 nm peak ratio had a significantly higher error bar (± 3 K) compared to the others. We believe that this might be due to the sensitivity of this peak to gain modification as discussed in earlier literature as well [10]. The other methods (1022/1027 nm ratio and 1024.5/1027 nm ratio) work better with a temperature estimation error of ± 1 K in the 78–200 K interval.

6 Sample temperature measurements

In the earlier section, we have analyzed temperature estimation accuracy for the different methods. Here, we will present two sample temperature measurements that have practical importance for us: (1) for a Yb:YAG rod soldered onto a copper heat sink that is cooled by boiling liquid nitrogen, and (2) the same rod in cw lasing experiments. In the first case, the temperature measurement of the rod enables a quality checking mechanism for the thermal contact quality of the rod. For the second case, a real-time measurement of crystal temperature during lasing enables optimization of laser performance.

As an example, Fig. 7a shows the estimated average temperature of a 24 mm-long 1% Yb-doped YAG sample, as a function of absorbed pump power level in a non-lasing geometry. All six methods have been used for temperature estimation, and at least three data points are taken for each absorbed pump power level, and the error bars in the graph show the standard deviation of the measurements. As we see, the error bars are hardly visible for most data points, showing the repeatability of the temperature estimation. Note that all the methods estimate a very similar temperature trend. To compare, in Fig. 7b, we also show the average estimated temperature of the Yb:YAG crystal using all the methods, and the error bar now shows the standard deviation of temperature estimation using different methods. The average standard deviation for temperature estimation is only 2.25 K, which shows the good match between different temperature estimation methods employed in this work.

In Fig. 7b, for comparison purposes, we have also included numerically calculated variation of the average temperature of the Yb:YAG crystal with absorbed pump power [36]. The numerical estimation is performed for three different assumptions for fractional thermal load (FTL): (a) ideal case where the FTL is same as the quantum defect (QD: ~ 8.5%: ~ 1–940/1030), (b) FTL is 1.5 times the QD, and (c) FTL is two times the QD. Note that, in general, the measured trend of temperature increase match relatively well to the calculated trends. We also see that the measured temperatures are below what is estimated for 2 × QD case:

---

Table 1 Comparison of temperature estimation accuracy of the different techniques employed for Yb:YAG. Standard deviation (SD) of errors is given in the table for comparison

| Estimation method | Error (78–200 K) | Error (78–300 K) |
|-------------------|-----------------|-----------------|
| 1022 nm ratio     | 1.1             | –               |
| 1024.5 nm ratio   | 1.0             | –               |
| 1030 nm ratio     | 2.4             | 3.1             |
| FWHM              | 4.0             | 3.4             |
| DLT-1             | 0.9             | 0.8             |
| DLT-2             | 1.1             | 0.9             |

---

the spectrometer (~ 0.1 nm): the FWHM information was digitized in discrete steps of ~ 0.05 nm and this already creates an additional error bar of ± 2–3 K. Hence, we believe that the FWHM method accuracy could be significantly increased by employing a spectrometer with a higher resolution.
indicating that the fractional thermal load should be lower than $2 \times QD$. This is in agreement with the direct thermal load measurement of Fan, who reported a fractional thermal load of around $11\% \ (1.3 \times QD)$ in a room-temperature Yb:YAG system [37]. In our experiments with Yb:YLF, we have seen that, in the samples with the best thermal contact quality (bonding quality), the measured temperatures could get very close to simulation results assuming $1.5 \times QD$ [23, 36]. Here, with this Yb:YAG sample we are a little above that, and this we believe is due to the non-optimum bonding of this specific crystal.

As a second example, we have used the developed temperature estimation methods for real-time temperature probing during cryogenic lasing experiments with Yb:YAG. During lasing around 1030 nm, the laser background signal modifies the emission spectra, and hence, most of the developed methods could not be used for accurate temperature estimation. On the other hand, the 1022/1027 nm ratio and 1024.5/1027 nm ratio method still provide trustable information as they are further away from the lasing peak. Figure 8a summarizes performance of a 940 nm pumped continuous-wave Yb:YAG laser operating at 1030 nm. The simple short-cavity described earlier in Fig. 2 is used for lasing. The data are taken with a 1%-doped Yb:YAG crystal in a short flat-flat cw cavity using a 25% output coupler. b Sample near-field beam profiles of the short-cavity cw Yb:YAG cryogenic laser
are shown in Fig. 8b. The laser performance is limited by thermal lensing, and it is hence quite important to estimate the laser crystal temperature.

The temperature of the YAG crystal is estimated using both the 1022/1027 nm ratio and 1024.5/1027 nm ratio methods. The results obtained with each method are shown separately in Fig. 8a. We see that the temperature estimates with both methods are almost identical, and the rms value of the difference is only 1.2 K. This indicates the good measurement accuracy of the system, and we estimate an overall maximum error margin of ± 5 K for this measurement.

Note that, the temperature increase with pump power is faster than the non-lasing case discussed above. Unfortunately, for this short flat-flat cavity, most of the transmitted pump power (~40 W) is reflected back to the system by the output coupler creating additional heating of the crystal (the back reflected pump beam hitting back the crystal and the copper crystal holder is quite large in size and creates significant additional thermal load). This additional heat load is the reason for the faster temperature increase in this cavity compared to non-lasing case. Moreover, we want to note that the kink in the temperature estimation curve at around 250 W absorbed pump power is due to the realignment of the laser at that point, which shows that small temperature difference due to better extraction could also be easily measured with the proposed temperature estimation methods.

7 Conclusion

In this study, we have investigated six different temperature estimation methods for cryogenic Yb:YAG laser and amplifier systems. We have shown that for samples with a homogeneous temperature distribution in situ contactless optical temperature estimation within ± 1 K is feasible. We have further demonstrated that, for Yb:YAG rods pumped with 100 s of Watts of pump power, average crystal temperature could be estimated with better than ± 5 K accuracy for both lasing and non-lasing conditions.
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