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Abstract: Agriculture is the main occupation undertaken by majority of population in India. The Indian farmers produce food grains for entire population. Growing population needs constant increase in quantity and quality of agriculture produce. This is possible only by adopting improved technology in production and plant protection. Hence, technology intervention is at every stage of production and food processing is needed. Timely and suitable plant protection measures directly improve quantity and quality of agriculture produce. Effective result oriented plant protection mainly involves early detection of pest and diseases and suitable control measures. The entire human population consume products of food grains like cereals and millets as their staple food. This paper aims at summarizing common image processing methods to identify plant diseases and how it could be improved using nature inspired algorithm.
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I. INTRODUCTION

Plants mainly consist of leaves and supporting stem. Leaves, where photosynthesis is done, produce food for plant growth. When leaves are damaged due to diseases the plant growth is directly affected resulting in reduction in final yield. In traditional farming, in earlier days, the farmers used to detect the diseases only by observing and feeling the symptoms, that too at an advanced stage which resulted in heavy loss in yield. To meet increase in demand for food grain, the production is increases by growing technologically improved new varieties of plants. The farming has become more commercial which requires effective modern production technology. One of such technologies is early plant disease detection and control. Research on leaf diseases in pathology lab give information on the causes of disease and remedies that would control the disease. This pathological research data can be used to develop technology which can detect the disease by machine vision. Sample images of the diseased leaves at various stages are captured and subjected to texture analysis. Machine learning is applied to detect the image patterns and this data can further be used to train the system for leaf disease detection. A lot of work has been done in the field of image processing for technologically guided agriculture, including weed detection, fruit classification, quality evaluation, pest detection and disease estimation.

This paper is organised as follows: section II give information about millets and the common disease that affect production of grains. Section III contains the image processing methods used in modern agriculture mainly with the diseases identification. Section III summarises some of the applications of Nature Inspired Algorithm on real world problems. Section IV suggests how the Nature Inspired Algorithms could be used with image processing for more reliable disease detection.

II. MILLETS AND THEIR COMMON DISEASE

Millets form the most important cereal in the world food for humans and animal fodder. They are characterised by hard small sized seed. Millet is staple food for majority of the people in under-developed and developing countries of Asia and Africa. Most commonly grown millets in India are pearl millet, finger millet, sorghum and foxtail millet. Millets are gaining popularity for its nutritional values and studies have proven that consumption of millets lower the risk of diseases caused by blood pressure, fat absorption and gastric emptying. TABLE 1 show that the millets have higher protein content that the most commonly consumed cereals, rice and wheat [1].

| Table 1 Common Cereal and their Nutritional Values (per 100gm edible portion with 12% moisture) |
|-----------------------------------------------|
| Cereal | Scientific Name | Indian Name | Carbohydrate (g) | Ca (mg) | Fe (mg) | Protein (g) |
|--------|----------------|-------------|------------------|--------|--------|------------|
| Brown rice | Oryza sativa | Chaaval, Arisi | 76.0 | 33 | 1.8 | 7.9 |
| Wheat | Triticum aestivum | Geloon, Godhima | 71.0 | 30 | 3.5 | 11.9 |
| Maize | Zea mays | Makka, Makka solah | 73.0 | 26 | 2.7 | 9.2 |
| Pearl millet | Pennisetum | Bhajra, Kambu | 67.0 | 42 | 11 | 11.8 |
| Finger millet | Eleusine coracana | Manduv a, Kelvargu, Ragi | 72.6 | 35 | 3.9 | 7.7 |
| Foxtail millet | Setaria italica | Kangni, Tenai | 63.2 | 31 | 2.8 | 11.2 |
| Sorghum | Sorghum bicolor | Jowar, Solam | 70.7 | 25 | 5.4 | 10.4 |
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Millets require less or no irrigation as it can grow in too hot and dry climatic conditions. Millets are poor farmers’ choice of crops for two main reasons, lower cost of production and great nutrition values.

India produces about 42.08% of the world’s pearl millet[2]. It covers 10 million hectares of the agricultural land. But this crop also has records of major yield loss. The major factor for loss in crop is the diseases caused by microorganisms, parasitic and non-parasitic weeds, insects and birds. Totally 111 different diseases have been reported on the most important millet, the pearl millet in Africa and India. Among these diseases, downy mildew(green-ear disease), Smut, Ergot, Rust and Blast are the most reported fungal diseases[3].

Downy mildew the symptoms of this disease are visible on leaves and ear head of the affected plant. The leaves starts to turn into yellow from the lower end of the leaf or the ear head would produce a leaf-like structure giving the name ‘green-ear’. This disease will lead to stunted growth and does not produce ear head. Leaf Blast disease symptoms includes lesions of elliptical or diamond shapes with grey centres on the leaf. Neck blast have lesions are elongated and black and appear below the ear head. Rust disease is associated with pustules that are reddish brown giving a ‘rusty’ look to the leaves. This symptom starts to appear from the lower leaves of the plant and spread to young leaves on top. Smut disease is developed by infected ovary and grows into a grain like large structure sorus in place of the grain in the head[4]. Ergot disease symptoms are seen on the ear heads with sugary viscous liquid coming out of the glumes and leads to black sclerotia developing in place of grain[3].

III. LEAF DISEASE DETECTION METHODS

Image processing and machine vision researchers have done enormous contribution to provide easy and cost effective methods of leaf disease detection. Researchers have suggested various methods for the same. The authors of [5] paper have presented a review on techniques for disease classification. The authors have proposed a genetic based algorithm for segmentation. They have used colour co-occurrence matrix for feature extraction and genetic algorithm for clustering in to K clusters. The proposed technique was tested on various plant species and various diseases. The result obtained was 93.63% accurate. In paper [6], a non destructive method of Quality evaluation of rice grains using computer vision is proposed. Images of rice are converted to grey scale and morphological operations are performed to identify relevant parts of the rice. Threshold is computed based on histogram and the rice quality is evaluated. Paper [7] proposes a method for automatic estimation of coffee leaf damage. The leaf image is pre-processed by performing gamma correction. It is then converted to YUV colour space and Fuzzy C-means is used for clustering in the V space. The leaf damage is estimated as ratio of the normal pixels to the defected portion. The proposed method was estimated to be better than the other methods compared and naked eye inspection.

In paper [8] Colour Co-occurrence Matrix(CCM) is used on HIS colour model, 39 texture features were obtained in H, S and I. These features were grouped into different models and were used to classify into 4 disease categories. Stepwise linear reduction process was used to reduce the number of features for each category. The results showed that the texture features based Hue and Saturation gave better results than the intensity based features. This model was tested on 20 samples of each category and the result obtained was 95% accurate.

The authors of [9] used colour texture feature to mask the normal green colour of the leaf and segment the diseased part of the leaf. The image is initially converted to HIS and then segmented. The authors of [10] have described various diseases commonly affecting cotton leaves, and the general methodology followed for processing leaf images for disease detection. The paper also describes the commonly used features for extraction. The authors[11] have worked on cotton leaves affected by pests and insects. The images were pre-processed and segmented by using Spatial Fuzzy C-means algorithm. The colour features are extracted from the segmented images and then the disease is classified by Probabilistic Neural Network classifier. The authors in [12] have reviewed various papers and have given the general method followed for plant leaf disease detection.

The authors in paper[13] have reviewed the various image processing methods for feature extraction and classification of images. They have also given the general methodology followed for leaf disease detection using image processing. Researchers have explored the Colour texture analysis[9,10] and colour models[7,8] for detecting leaf disease. Fuzzy logic, neural network and machine learning have been applied to learn about the patterns of diseases[11,12]. The authors of paper[14] described regression based methods for leaf rust disease detection on wheat plant leaves. Experiments were conducted using Partial Least Square Regression (PSLR), support Vector Regression(SVR), v-Support Vector regression(v-SVR), and Gaussian process regression (GPR). The paper [15] describes a simple method for leaf-spot disease detection in sugarcane plants. The leaves were segmented using thresholding method in L*a*b color space and maximum standard deviation was applied to detect the diseased spot. The type of disease detected uses Gray-Level Co-occurrence Matrix(GLCM). Authors of paper[16] proposed a novel method of feature extraction based on local descriptors and Bag- of-visual Words(BOVW). Since the local descriptors do not require the image to be segmented, the method is more robust. The proposed model had three phases: feature extraction, vocabulary construction, histogram of visual word occurrence. The Paper[17] describes a SVM based classifying method of disease recognition in grape leaf. This method followed a simple process: segmentation by K-means clustering, feature extraction – 18 texture features were extracted and stored in data base for training. SVM was used to classify the testing images.
The authors in paper [18] have worked on the three different colour spaces for disease identification. The captured image was converted to CIELab, YCbCr and HSV image and processed parallel. The images were enhanced and morphological operations were performed on the three images and texture features distance matrices were obtained and then the infected regions were extracted. The paper[19] presents review of the common methodologies followed to detect leaf disease. The paper[20] suggests a method to extract cucumber leaf spots in a complex background. Water-marked algorithm is used to extract the leaf of interest from the background; neighbourhood greyscale information is used for segmentation of cucumber spot edges. This paper[21] presents another method for cucumber leaf disease detection using global-local Singular Value Decomposition(SVD). First, watershed algorithm is applied to segment the image. Second, the leaf spots image is decomposed to obtain Global-Local singular values. Third, keypoint features are extracted. Finally, SVM is used to classify the diseased leaf. The [22] paper presents a novel method for disease detection using color information and region growing. Comprehensive Colour Feature(CCF) is used to separate foreground from cluster background. Region growing method of segmentation is performed on the CCF map and morphological operations are performed to refine the results. The [23] paper proposes a new method based on global and zone-based local features to detect bacterial disease citrus canker on citrus leaves. The algorithm works on the images captured in the field, hence required background and foreground separation which is done by AdaBoost algorithm. The image is divided into different zones and features are extracted and they are fused to differentiate the lesions caused by canker and others. Authors of [24] presents a method for detecting and estimating the severity of bacterial spot disease on tomato leaf. Visual spectrum images were pre-processed for brightness and size adjustment and then converted to CIELab image. The paper[25] presents a method to recognise the Bakanae disease in the rice plant. The rice plant image is captured and anatomical parts of the plant are recognised, measured and classified. First, the morphological opening and thinning is performed in rice seedling image to obtain the skeleton of the image and the lengthwise and width wise end points are measured. And the colour trait, hue is measured. Second, Principal Component Analysis (PCA) is performed. Third, SVM is used to classify the healthy and non-healthy rice seedling. The paper[26] proposes a method for early detection and identification of three types of diseases(leaf spot, leaf rust and powdery mildew) on Sugar beet leaf. The proposed method uses SVM and spectral vegetative indices. The accuracy was achieved higher than 86%. The paper[27] proposes SVM based method to detect borer disease in sugarcane. First the image is segmented by thresholding and morphological filling and corrosion operations are performed on it. Adaptive thresholding was used to find the minimum grey value and the average minimum grey value was as classification feature. Finally SVM was used to classify the images. The[28] paper proposes a method for detecting powdery mildew and Tomato Spotted Wilt Virus (TSWV) diseases in bell pepper plants. RGB channels were used to classify each pixel as healthy r non- healthy using PCA method. Additionally, Coefficient of Variation (CV) was explored over the RGB channels for TSWV detection. Paper [29] presents a simple method of disease detection in brinjal leaf. First, the image is enhanced by histogram equalization, construct color transformation structure, apply K- means clustering, convert the affected leaf from RGB to HIS format, generates spatial grey level dependence matrices for S and H dimension. Then the GLCM is computed for extracting the texture features. Artificial Neural Network is used for training and recognising the leaf disease. The paper [30] provides a simple method of jujube plant disease identification. Firstly, the images were threshold-segmented to separate foreground and background; secondly, colour and texture features were extracted. Colour, morphological and texture feature models were selected and tested to distinguish healthy and unhealthy leaves affected by six types of diseases. Each feature set was evaluated by cross-validation classification. Analysis of the contribution of each feature set to the PCA was also performed. ANN with two-layered network and one hidden layer was applied with 12 neurons for 12 selected features and 6 output neurons. The images were classified into six diseases with minimum of 73% and maximum of 94% accuracy.

IV. CONTRIBUTION OF NIA ALGORITHMS

Natural systems have affected our lives in many ways. We look at nature as the universal solution provider for all problems with no known solution. Among the physical, chemical and biological aspects of nature we are greatly influenced by the biological aspects such as how the animals search for food, how they communicate the availability of food to fellow beings, how they defend themselves from their enemies and how they travel from one place to another in a swarm. Some of the algorithms developed based on these phenomenon are Artificial Bee Colony(ABC), Ant Colony Optimisation(ACO), Bat Algorithm(BA), Fish Swarm Algorithm(FSA), Whale Optimisation Algorithm(WOA), Flower Pollination Algorithm(FPA), Artificial Algae Algorithm(AAA), Fireflies Algorithm, Cuckoo Search Algorithm(CSA), Cat Swarm Optimisation(CSO), Chicken Swarm Optimisation Algorithm (CSOA), Grey Wolf Optimisation(GWO).

Bio inspired algorithms are applied to mostly solve optimization problems. They are proven to be better solutions than other conventional methods. Most of the image processing techniques need real time results. Segmentation, image fusion, texture analysis are time consuming processes. Hence, applying nature-inspired algorithms for these processes would yield faster and more accurate results. The authors of [31] have summarized NIA for real-world optimization problems including power distribution, short term scheduling problem and design of Ultra Wide band (UVB) with better accuracy and fast convergence.
Moth-flame Optimization (MFO) was used by the authors of [32] to automatically detect powdery mildew and early blight diseases of tomato.

The proposed method was more efficient than the Partial Swarm Optimisation (PSO) and Genetic Algorithm (GA). Paper [33] describes in detail some of the recently developed NIA including ABC, FSA, CSO, CSOA, WOA, MFO, GWO and their possible application for real world problem. Paper [34] uses ABC to select feature set for grape leaf disease identification. The feature set is then given to SVM for classification of the leaf disease. Paper [35] uses Ant Colony Optimisation technique to optimise disease classification with SVM. Paper [36] uses spider monkey optimization to filter out insignificant features and optimise the feature set for disease identification. It later uses SVM to predict the disease.

III. PROPOSED METHODOLOGY

![Figure 1: Methodology for disease identification](image)

Researchers have applied various image processing techniques for disease identification of the crops. The most crucial part of the process in image segmentation, here we propose a methodology that uses Nature Inspired Algorithms to segment the images more accurately and efficiently.

IV. RESULT

In general sample leaves are collected and are subjected to image pre-processing techniques to eliminate noise in the image and enhance the foreground to ease further processing. The image is then segmented by edge detection and NIA. For experiment, the image was segmented by Sobel edge detection and ABC, a NIA. The result showed that the segmentation by ABC algorithm showed the diseased part of the image more accurately than the edge detection.

![Figure 2:Input and Output of image segmentation](image)
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Figure 2: Input and Output of image segmentation: (a) Input image in RGB format; (b) Input image in grey scale; (c) Segmented by Sobel edge detection; (d) Segmented by ABC; (e) fusion of ABC and Sobel segmented image.

V. CONCLUSION

It is observed that image segmentation and analysis of the segmented image is the most complicated and crucial part of leaf disease identification. Incorrect and inaccurate segmentation of the disease area of the image could lead to wrong diagnosis and treatment for the crops. Improving the process’s accuracy will help in reducing false identification. Although Nature inspired algorithms are complicated, they have proven to give optimal solution for problems. In today’s world, computer resources come with high computational capabilities that can easily run such complicated algorithms. Millet diseases such as leaf blast and leaf rust have visible symptoms on leaf. Hence, including nature inspired algorithms in the process of leaf diseases identification of millets would make the results more reliable and reduce failure of crops.
Image acquisition methods – digital cameras, mobile phone cameras
Color models – HSI, RGB, Grey scale, YUV, L*a*b*

Pre-processing methods –
Enhancement- Histogram equalisation, Contrast – Gamma correction

Segmentation methods
Thresholding, green pixel masking, Edge detection

Feature extraction methods – GLCM, GLRLM, CCM, Gabor Filters
Feature selection methods- MFO, Rough set

Classification methods -
SVM, k-NN, multiple linear regression models

Figure 3: General methods followed for disease identification by image processing
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