Artificial neural network models for predicting 1-year mortality in elderly patients with intertrochanteric fractures in China
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Abstract

The mortality rate of older patients with intertrochanteric fractures has been increasing with the aging of populations in China. The purpose of this study was: 1) to develop an artificial neural network (ANN) using clinical information to predict the 1-year mortality of elderly patients with intertrochanteric fractures, and 2) to compare the ANN’s predictive ability with that of logistic regression models. The ANN model was tested against actual outcomes of an intertrochanteric femoral fracture database in China. The ANN model was generated with eight clinical inputs and a single output. ANN’s performance was compared with a logistic regression model created with the same inputs in terms of accuracy, sensitivity, specificity, and discriminability. The study population was composed of 2150 patients (679 males and 1471 females): 1432 in the training group and 718 new patients in the testing group. The ANN model that had eight neurons in the hidden layer had the highest accuracies among the four ANN models: 92.46 and 85.79% in both training and testing datasets, respectively. The areas under the receiver operating characteristic curves of the automatically selected ANN model for both datasets were 0.901 (95%CI=0.814-0.988) and 0.869 (95%CI=0.748-0.990), higher than the 0.745 (95%CI=0.612-0.879) and 0.728 (95%CI=0.595-0.862) of the logistic regression model. The ANN model can be used for predicting 1-year mortality in elderly patients with intertrochanteric fractures. It outperformed a logistic regression on multiple performance measures when given the same variables.
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Introduction

In recent years, the incidence of hip fractures has been increasing with the aging of populations worldwide, and approximately 50% of hip fractures are intertrochanteric fractures (1). In China, the percentage of the population over the age of 65 was 5% in 1982 and now stands at 7.5% but is expected to rise to more than 15% by 2025 (2). Families have been getting smaller and fracture care capabilities are declining because of the one-child family policy. The literature reports that there is an increased risk of death after intertrochanteric fracture, with 1-year mortality ranging from 8.4 to 36%, which imposes a tremendous economic burden on health care (3).

As most of the frailty syndrome that commonly occurs after hip fractures are known risk factors for mortality, it is necessary to identify those patients who are candidates for interventions, in order to reduce their risk for mortality (4,5). Accurately predicting mortality in elderly patients with intertrochanteric fractures is a significant clinical challenge, which is essential for family counseling and for designing a personalized rehabilitation program (6,7).

An artificial neural network (ANN) is a mathematical model that is inspired by the structure and/or functional aspects of biological neural networks (8). Most of the time, an ANN is an adaptive system that makes new decisions, classifications, and forecasts based on external or internal information that flows through the network during the learning phase (9). ANNs have been successfully applied in many complex and diverse tasks in clinical medicine, such as clinical outcome predictions of head injury (10), bone mineral density (11), and living settings, especially in predicting hip fracture mortality (12,13).
Few published reports, however, have comprehensively assessed mortality in elderly patients with intertrochanteric fractures. We hypothesized that the ability to identify 1-year mortality after intertrochanteric fracture could be improved by using computer analyses involving neural networks. To test this hypothesis, we trained an ANN by using a provincial database in China, and tested the network against a logistic regression model for comparison.

**Patients and Methods**

**Study design and patient population**

A total of 2769 patients treated for intertrochanteric femoral fractures between August 2001 and June 2010 were enrolled in this study. Data were obtained from the Department of Orthopedics, First Affiliated Hospital, Liaoning Medical University. Two hundred and seven patients were excluded due to age ≥65 years (93 patients), pathological fractures (32 patients), ineligibility for surgery (58 patients), and multiple fractures (24 patients). Information about follow-up for ≥1 year or death within 1 year of surgery was obtained for 2150 of the 2562 patients (Figure 1).

Eight predictor variables - age, gender, nursing home, the New Mobility Score (NMS), dementia or cognitive impairment, diabetes, cancer, and cardiac disease - were chosen to build a prediction model for 1-year survival because of their previously established influence on patient outcomes after intertrochanteric fracture surgery (12-15). Dementia/cognitive impairment was determined by the Clinical Dementia Rating scale. Cardiac disease was recorded from the medical record as previously known clinical evidence of heart disease confirmed by a typical history, positive results of an ECG, or exercise testing. The 1-year mortality risk was the primary outcome (Figure 2). The data and its format were similar for both ANN and logistic regression models.

This study was carried out in accordance with the ethics standards in the updated version of the 1964 Declaration of Helsinki. The study protocol was approved by the Local Ethics Committees of all participating centers, and the patients gave informed, oral and written consent before participating in the study.

**Performance and accuracy**

*Logistic regression modeling.* As a generalized linear regression model, logistic regression is widely used for predicting the probability of occurrence of an event. In this study, the dataset was divided randomly into two parts: 1432 cases for training and 718 cases for testing the model. The model was built by using a training set with logistic regression. Age, gender, nursing home, the NMS, dementia or cognitive impairment, diabetes, cancer, and cardiac disease were the independent variables, and the 1-year survival was the outcome. The logistic regression data were analyzed using Intercooled STATA 8.0 for Windows (StataCorp LP, USA). We used the test dataset

![Figure 1. Stepwise selection of patients.](image-url)
(718 cases) to test the logistic model we built.

**ANN modeling**

A total of 2150 patients were randomly assigned to training (1432 cases; 66.6%) and testing (718 cases; 33.4%) datasets. A schematic representation of our model is shown in Figure 2, and training in our model relied on a technique called “informative sampling” that we have described in a feed-forward three-layer neural network. The input layer consisted of eight input nodes, the hidden layer consisted of six hidden nodes, and the output layer consisted of one output node (16).

The learning rate for network training was set to 0.20. A trial and error procedure was employed to optimize the number of network layers, hidden neurons, and stopping criteria. Training consisted of pairing the eight inputs with the known output and allowing the algorithm to adjust the weight of the connections for different variables. The strength of these connections changes with repeated exposure to data and is rectified by feedback (10). We trained 20 ANNs simultaneously, which allowed us to produce a single prediction by averaging the 20 individual predictions. In this way, the four most accurate ANNs were identified for analysis, and two logistic regression models were evaluated against the ANNs using the same datasets for each training and testing dataset.

**Comparison of performance by the two models**

Continuous variables are reported as means ± SD. Means were compared using the t-test. Categorical variables are reported as counts and percentages, and the chi-square test was used to detect associations between variables. Statistical analyses were performed using PASW Statistics 13.0 and Clementine 11.0 softwares (SPSS Inc., USA). The significance level was set at 0.05. Prediction accuracy was evaluated by comparing the logistic regression and ANN models with a set of patients randomly selected from the database not previously exposed to the models. The overall accuracy \((\text{true positives} + \text{true negatives})/(\text{true positives} + \text{true negatives} + \text{false positives} + \text{false negatives})\) of the final model was determined by comparing the predicted values with the actual events. The receiver operating characteristic (ROC) curves were constructed by plotting true positives (i.e., sensitivity) vs the false-positive fraction (i.e., one minus specificity) (17).

**Results**

A total of 679 males and 1471 females were included in the study. The average age at the time of surgery was 81.6 years, ranging from 65 to 98 years. During surgery, dynamic hip screws were used in femoral intertrochanteric fractures; 582 patients died within 1 year of surgery (27.0%), and the other 1568 (73.0%) survived for >1 year with no patients lost to follow-up. Table 1 shows the clinical characteristics of the training, testing, and group lost to follow-up datasets. These three datasets did not differ significantly for any variable (\(P > 0.05\)).

The four most accurate ANNs were pooled and compared with the two different regression models for predicting 1-year mortality of elderly patients with intertrochanteric fractures in China and are presented in Table 2. We specified 10, 15, and 20 neurons in the hidden layer for the ANN models and built a model automatically selected by the computer (8 neurons in the hidden layer) (13). The ANN model that had eight neurons in the hidden layer had the highest accuracies of 92.46 and 85.79% in both training and testing datasets among the four ANN models, respectively. One logistic model contained the main effects, while the other model added two-way interactions. The logistic model contained two-way interactions with higher accuracies in both the training (80.92 vs 72.08%) and testing (71.33 vs 67.59%) datasets.
The automatically selected ANN model (8 neurons) and the logistic model that included main effects and two-way interactions had the highest accuracies. The areas under the ROC curves of the ANN model were higher than those of the logistic regression model for training and testing datasets. The areas under the ROC curves of the automatically selected ANN model for both datasets were 0.901 (95%CI=0.814-0.988) and 0.869 (95%CI=0.748-0.990), higher than the 0.745 (95%CI=0.612-0.879) and 0.728 (95%CI=0.595-0.862) of the logistic regression models.

Table 1. Description of the baseline variables within the training, testing, and lost to follow-up datasets.

| Variable                        | Training (n=1432) | Testing (n=718) | Follow-up for <1 year (n=412) | Total (n=2150) |
|---------------------------------|-------------------|-----------------|--------------------------------|----------------|
| Age                             |                   |                 |                                |                |
| <80 years                       | 433 (30.2%)       | 196 (27.3%)     | 119 (28.9%)                    | 629 (29.3%)    |
| ≥80 years                       | 999 (69.8%)       | 522 (72.7%)     | 293 (71.1%)                    | 1521 (70.7%)   |
| Gender                          |                   |                 |                                |                |
| Female                          | 982 (68.6%)       | 491 (68.4%)     | 285 (69.2%)                    | 1473 (68.5%)   |
| Male                            | 450 (31.4%)       | 227 (31.6%)     | 127 (30.8%)                    | 677 (31.5%)    |
| Nursing home                    |                   |                 |                                |                |
| Poor                            | 328 (22.9%)       | 166 (23.1%)     | 87 (21.1%)                     | 494 (23.0%)    |
| Good                            | 1104 (77.1%)      | 552 (76.9%)     | 325 (78.9%)                    | 1656 (77.0%)   |
| New Mobility Score              |                   |                 |                                |                |
| Mobility score ≥ 5              | 963 (67.2%)       | 490 (68.2%)     | 287 (69.7%)                    | 1453 (67.6%)   |
| Mobility score < 5              | 469 (32.8%)       | 228 (31.8%)     | 125 (30.3%)                    | 697 (32.4%)    |
| Dementia or cognitive impairment|                   |                 |                                |                |
| No                              | 1107 (77.3%)      | 562 (78.3%)     | 313 (76.0%)                    | 1669 (77.6%)   |
| Yes                             | 325 (22.7%)       | 156 (21.7%)     | 99 (24.0%)                     | 481 (22.4%)    |
| Diabetes                        |                   |                 |                                |                |
| No                              | 939 (65.6%)       | 476 (66.3%)     | 260 (63.1%)                    | 1415 (65.8%)   |
| Yes                             | 493 (34.4%)       | 242 (33.7%)     | 152 (36.9%)                    | 735 (34.2%)    |
| Cancer                          |                   |                 |                                |                |
| No                              | 1218 (85.1%)      | 572 (79.7%)     | 354 (85.9%)                    | 1790 (83.3%)   |
| Yes                             | 214 (14.9%)       | 146 (20.3%)     | 58 (14.1%)                     | 360 (16.7%)    |
| Cardiac disease                 |                   |                 |                                |                |
| No                              | 972 (67.9%)       | 445 (62.0%)     | 288 (69.9%)                    | 1417 (65.9%)   |
| Yes                             | 460 (32.1%)       | 273 (38.0%)     | 124 (30.1%)                    | 733 (34.1%)    |
| Death                           |                   |                 |                                |                |
| No                              | 1051 (73.4%)      | 518 (72.1%)     | 337 (81.8%)                    | 1569 (73.0%)   |
| Yes                             | 381 (26.6%)       | 200 (27.9%)     | 75 (18.2%)                     | 581 (27.0%)    |

There were no significant differences between variables (t-test).

The automatically selected ANN model (8 neurons) and the logistic model that included main effects and two-way interactions had the highest accuracies. The areas under the ROC curves of the ANN model were higher than those of the logistic regression model for training and testing datasets. The areas under the ROC curves of the automatically selected ANN model for both datasets were 0.901 (95%CI=0.814-0.988) and 0.869 (95%CI=0.748-0.990), higher than the 0.745 (95%CI=0.612-0.879) and 0.728 (95%CI=0.595-0.862) of the logistic regression models.

Table 2. Accuracies of artificial neural network (ANN) models and logistic models.

| Model                                  | Accuracy       |
|----------------------------------------|----------------|
|                                        | Training (n=1432) | Testing (n=718) |
| ANN                                    |                |
| 10 neurons in the hidden layer         | 86.32%         | 83.20%          |
| 15 neurons in the hidden layer         | 81.53%         | 74.66%          |
| 20 neurons in the hidden layer         | 84.14%         | 72.85%          |
| Automatically selected<sup>a</sup>     | 92.46%         | 85.79%          |
| Logistic models                        |                |
| Main effects                           | 72.08%         | 67.59%          |
| Main effects + two-way interactions    | 80.92%         | 71.33%          |

<sup>a</sup>Automatically selected ANN model by the software, with 8 neurons in the hidden layer.
Discussion

Osteoporotic intertrochanteric fractures in older adults are complicated by the many variables affecting treatment outcomes in elderly patients, including age, fracture type, preexisting comorbidities, and prefracture mobility status (18-20). The outcome of the 1-year mortality rate in elderly patients with hip fractures after surgical treatment is about 30% (12,13). Research suggests that the incidence and cost of treating intertrochanteric fractures in China are rising with the aging population (21). The idea of prediction models based on related clinical data at admission is worth trying and seems to be of practical value in this situation. Few studies, however, use clinical variables to provide an accurate prediction model for the 1-year mortality rate after surgery in elderly patients with intertrochanteric fractures in China. The development of such a model could provide doctors, patients, and their families with more objective information and design a personalized rehabilitation program in the future.

In this study, a clinical database was used to train and test a neural network in predicting outcomes for the 1-year mortality of elderly patients with intertrochanteric fractures. The neural network performance was compared with two logistic regression models created with the same clinical input and outcome measures. In this study, the automatically selected ANN model (8 neurons) had the highest accuracies of 92.46 and 85.79% in both training and testing datasets among the four ANN models. The average prediction rate obtained by ANN was 89.22% (training group: 92.46% vs testing group: 85.79%), while the average prediction rate obtained by logistic regression was 76.13% (training group: 80.92% vs testing group: 71.33%). The areas under the ROC curves of the automatically selected ANN model for both datasets were 0.901 (95%CI = 0.814-0.988) and 0.869 (95%CI = 0.748-0.990), higher than the 0.745 (95%CI = 0.612-0.879) and 0.728 (95%CI = 0.595-0.862) values with the logistic regression model. We found that ANN performance surpasses that of logistic regression models by using the same limited variables, which are similar to those obtained by Ottenbacher et al. (12) and Lin et al. (13) in predicting outcomes in elderly patients with hip fractures after surgery.

ANN as a form of modeling has been sufficiently utilized in the field of clinical outcome prediction (22-26). Some studies have focused on the role of ANN in predicting the mortality of hip fractures (12,13), but research focused on intertrochanteric fractures is rare. The number of inputs in our ANN model was limited, but the result is better than with logistic regression models regarding accuracy and specificity when using the same test set. Neural networks are significantly better than logistic regression models in this research, perhaps because they are not affected by interactions between factors. If the number of model inputs is added later and the predictions made are more specific, this discrepancy increases further.

Our ANN model suffers from several limitations. To rapidly apply the predictive models clinically, we simplified or quantified some variables artificially, such as age and the NMS (27,28). The inputs do not include implants, detailed types of fractures, and different operating methods because of the database itself (15,29). Logistic regression models with interaction analyses were not fully compared to ANN models. This strategy may potentially present better accuracy levels for logistic regression models. Accurately predicting outcomes for intertrochanteric fractures with ANN models will ultimately require predicting more than just 1-year mortality, which requires large datasets with detailed clinical as well as long-term follow-up information. We are now building larger datasets that we can use to predict more sophisticated fracture data than is possible with the current model.
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