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Abstract— A user of Brain Computer Interface (BCI) system must be able to control external computer devices with brain activity. Although the proof-of-concept was given decades ago, the reliable translation of user intent into device control commands is still a major challenge. There are problems associated with classification of different BCI tasks. In this paper we propose the use of chaotic indices of the BCI. We use largest Lyapunov exponent, mutual information, correlation dimension and minimum embedding dimension as the features for the classification of EEG signals which have been released by BCI Competition IV. A multi-layer Perceptron classifier and a KM-SVM (support vector machine classifier based on k-means clustering) is used for classification process, which lead us to an accuracy of 95.5%, for discrimination between two motor imagery tasks.
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I. INTRODUCTION

The automatic and online translation of the user intent to the computer language is the mission of brain computer interfacing. This intent is estimated from the Electroencephalogram (EEG) measurements.

Several linear and nonlinear techniques have been applied to the EEG signals for BCI applications in the past [2, 3, …, 12]. For example [2, 3] review the classification algorithms used in BCI, and some linear techniques are employed in [5, 6]. [7] used the wavelet transform and [8] proposed the MVAR model. [9] used independent component analysis (ICA) for BCI-EEG recognition. Also some nonlinear and chaotic methods are presented in [10, 11, 12].

Linear methods of EEG analysis such as Fourier transform or power spectral density, in comparison to chaotic analysis, are more computationally efficient but less strong in the interpretation of results [13, 14]. For example, [15] shows that through nonlinear time series analysis, one can discriminate even high-dimensional chaos from colored noise. Some of traditional linear methods have been found largely insensitive to task conditions associated with different brain dynamics [16, 17].

Recent researches on the human EEG, revealed the chaotic nature of this signal. In this research we take the advantage of this chaotic behavior in order to classify the EEG signals of a BCI task.

In section II the important indices are introduced briefly. Section III contains a short explanation of the EEG signals which we have used for simulation. In section IV is dedicated to the proposed method. Results are presented in section V, and section VI is conclusion.

II. CHAOTIC INDICES

The chaotic indices used in this research are introduced in the following subsections.

A. Largest Lyapunov Exponent

The Lyapunov exponent is a quantitative measure of the dynamics of trajectory evolution in the phase space. It encapsulates the average rate of convergence or divergence of two neighboring trajectories in the phase space. It can be negative, zero or positive. Negative values mean that the two trajectories draw closer to one another. Positive exponents on the other hand, result from the trajectory divergence and appear only within the chaotic domain. In other words, a positive Lyapunov exponent is one of the chaos indicators. Here we use the popular Wolf et al. [18] method for the calculation of largest Lyapunov exponent.

It is summarized in the following equation:

$$\lambda = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \log|f'(x_i)|$$

(1)

In this equation, $f'(x_i)$ is the local slope of trajectory. Because it averages local divergences and/or convergences from many places over the entire attractor, a Lyapunov exponent is a global quantity, not a local quantity.

Because the neighboring trajectories represent changes in initial conditions of a system, $\lambda_i$ is an average or global measure of the sensitivity of the system to slight changes or perturbations. A system isn't sensitive at all in the non-chaotic regime, since any two nearby trajectories converge. In contrast, a system is highly sensitive in the
chaotic regime, in that two neighboring trajectories separates, sometimes rapidly.

**B. Mutual Information**

If we denote $X, Y$ as two random variables, then $H_X, H_Y$ are their entropies and we have:

$$H_Y = -\sum_{j=1}^{N_y} p(y_j) \log_2 p(y_j) \quad (2)$$

in which $N_y$ is the number of non-zero probabilities.

The mutual information for $X, Y$ is defined as:

$$I_{Y,X} = H_Y + H_X - H_{X,Y} \quad (3)$$

in which $H_{X,Y}$ is defined as:

$$H_{X,Y} = -\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} p(x_i, y_j) \log_2 p(x_i, y_j) \quad (4)$$

After substituting (4) in (3) and by some mathematical simplifications, we will have:

$$I_{Y,X} = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} p(x_i, y_j) \log_2 \frac{p(x_i, y_j)}{p(x_i) p(y_j)} \quad (5)$$

For the calculation of $I_{Y,X}$ in EEG signals, in lag space $x_i$ becomes $x_t$ and $x_j$ becomes $x_{t+m}$. Bigger quantity of mutual information results in a less chaotic system. More details are reported in [19].

**C. Minimum Embedding Dimension**

For computational costs, simplicity of interpretation and other reasons, we'd like to reconstruct an attractor in a small embedding dimension. There's no theory or even a rule-of-thumb available in this regard. To solve the problem of false neighbor method, Cao proposed a method to choose the threshold value, which is often used to determine the embedding dimension. Different time series data may have different threshold values. These imply that it is difficult to give an independent reasonable threshold value which is independent of the dimension $d$ and each trajectory point, as well as the considered time series data. In this method a new quantity is defined:

$$E(m) = \frac{1}{N - m \tau} \sum_{i=1}^{N-m\tau} f(i,m) \quad (6)$$

$E(m)$ is dependent only on the dimension $m$ and the lag $\tau$ and $f$ is a function of $i, m$. To investigate its variation from $m$ to $m+1$, $E1(m)$ is defined as:

$$E1(m) = \frac{E(m+1)}{E(m)} \quad (7)$$

Cao found that $E1(m)$ stops changing when $m$ is greater than some value $m_0$ if the time series comes from an attractor. Then $m_0 + 1$ is the minimum embedding dimension we look for. It is necessary to define another quantity which is useful to distinguish between deterministic and stochastic signals. Let

$$E2(m) = \frac{E^*(m+1)}{E^*(m)} \quad (8)$$

where:

$$E^*(m) = \frac{1}{N - m\tau} \sum_{i=1}^{N-m\tau} |x_{i+m\tau} - x_{i+m(m+\tau)}| \quad (9)$$

More details are in [20].

**D. Correlation Dimension**

The correlation dimension is the most popular non-integer dimension currently used. It probes the attractor to a much finer scale than does the information dimension and is also easier and faster to compute. Like the information dimension, it takes into account the frequency with which the system visits different phase space zones. Most other dimensions involve moving a measuring device by equal, incremental lengths over the attractor. In contrast, the correlation dimension involves systematically locating the device at each datum point, in turn. The procedure usually begins by embedding the data in a two-dimensional pseudo phase space. For a given radius $E$, count the number of points within distance $E$ from the reference point. After doing that for each point on the trajectory, sum the counts and normalize the sum. That yields a correlation sum. Then repeat that procedure to get correlation sums for larger and larger values of $E$. A log plot of correlation sum versus $E$ (for that particular embedding dimension) typically shows a straight or nearly straight central region. The slope of that straight segment is the correlation dimension for chaotic data, the correlation dimension initially increases with embedding dimension, but eventually (at least in the ideal case) it asymptotically approaches a final (true) value. We use Grassberger and Procaccia's [21] method for computing the correlation dimension $D_2$. More details are in [23].

**III. THE EEG DATA**

EEG signals were obtained from BCI Competition 2008 databank [24]. Scalp EEG data were recorded (with sampling rate of 1000 Hz) from healthy subjects during a motor imagery task without feedback. In this task, for each subject two classes of motor imagery were selected from the three classes left hand, right hand, and foot (side chosen by the subject; optionally also both feet).

**A. Calibration Data**

In the first two runs, arrows pointing left, right, or down were presented as visual cues to the subject on a computer screen. Cues were displayed for a period of 4 seconds during which the subject was instructed to perform the cued motor imagery task. These periods were
interleaved with 2 seconds of blank screen and 2 seconds with a fixation cross shown in the centre of the screen. The fixation cross was superimposed on the cues, i.e. it was shown for 6 seconds.

B. Evaluation Data

Then 4 runs followed which are used for evaluating the submissions to the BCI competitions. Here, the motor imagery tasks were cued by soft acoustic stimuli (words left, right, and foot) for periods of varying length between 1.5 and 8 seconds. The end of the motor imagery period was indicated by the word stop. Intermittent periods had also a varying duration of 1.5 to 8 seconds. Note that in the evaluation data, there are not necessarily equally many trials from each condition.

Each of Healthy EEG's is recorded with a sampling frequency of 1000 Hz, from 59 EEG channels. More information about the dataset can be found in [30].

IV. METHOD

A window with an adaptive width is used for the analysis of each EEG signal. The length of window is equal to the duration of task conditions. For all the signals (and so all the task trials), the chaos indices including largest Lyapunov exponent, mutual information, correlation dimension and minimum embedding dimension were calculated (for all windows of the signals). To simplify the calculations two matrices were synthesized by concatenation of indices corresponding to different trials and subjects for test and training data. The dimension of the first matrix is 4*400*2 for the training set and that of second one is 4*450*2 for the test set. Each row corresponds to a feature (chaotic index that is computed for one trial), each column shows a single BCI task and the third dimension denotes the class of the task (which can be 1 or -1).

V. RESULTS

Table 1, summarizes the mean and standard deviation (STD) of various indices in different tasks (for the whole test and train data). Although some of indices seem to be different between different tasks, but one must consider the variability of them inside each task.

As a complete illustration, Fig. 1 shows the relative frequency of the largest Lyapunov exponent in two tasks (Both are normalized). The curve with dots corresponds to task 1. Thus these curves may be interpreted as probability density functions (pdf) of largest Lyapunov exponent for the two tasks. Fig. 2 compares mutual information between the two states, Fig. 3 does the same for correlation dimension and Fig. 4 compares minimum embedding dimension between them. The rest of this section is dedicated to explaining the classification procedure. Fig. 5 shows the whole procedure of extracting the indices and classifying them.

### Table 1: Chaos Indices in Different BCI Tasks, Calculated From EEG of 10 Subjects

|                        | Class 1= Task 1 | Class -1 = Task -1 |
|------------------------|-----------------|--------------------|
| largest Lyapunov       | 0.3821 (0.1246) | 0.6811 (0.1298)    |
| exponent               |                 |                    |
| mutual information     | 0.4672 (0.0810) | 0.7741 (0.0907)    |
| correlation dimension  | 0.5601 (0.1139) | 0.8596 (0.1221)    |
| minimum embedding      | 0.2364 (0.1797) | 0.5258 (0.1676)    |
| dimension              |                 |                    |

![Figure 1](image1.png)  
Comparison of largest Lyapunov exponent between tasks

![Figure 2](image2.png)  
Comparison of mutual information exponent between tasks
A. Classification

We applied two classifying algorithms to the chaotic indices used here and demonstrated that the chaotic indices are excellent features for an accurate classification of brain computer interfacing EEG. The data (described in Section 3) is divided into a set of test data and a set of train data. 53% of the whole data samples assigned for test, which approximately equal to 900 windows. The train data were 47% of the whole data, and correspond to 800 windows. We also applied a feature conditioning process using PCA (principal component analysis) through SVD (singular value decomposition) for this classification.

B. Multi-layer Perceptron Classifier

The first classifier we used was MLP classifier which belongs to the artificial neural networks family. MLP classifier includes four input neurons, one hidden layer including three neurons, and one output neuron. We utilized an adaptive conjugate gradient algorithm for the required optimization. The test and train procedure were both rapid and the simulation was quick. Correct classification rate was 95.1%. Also the classification percentage for the train data was nearly 98%.

C. KM-SVM Classifier

The KM-SVM classifier (support vector machine classifier based on k-means clustering) is faster than MLP classifier and Bayesian classifiers, and it can be more accurate if the number of clusters had been chosen appropriately. First a k-means clustering algorithm is applied to the train dataset. Number of clusters in this procedure can be arbitrary, but we proposed to use 4 clusters. After that a SVM classifier is constructed using the cluster centers as the training data. The test data is then classified by this SVM classifier. More details of this classifier can be found in [31]. Construction of the classifier by use of only cluster centers leads to a rapid training procedure. The correct classifying percentage using this classifier is 95.5%. This supports the results obtained in this section, which was plotted in Figs 1, 2, 3 and 4. Regarding the good separation of histograms in these figures, we expect the corresponding features to be well suited for a classification study. The confusion matrix of the classifier is presented in table II. As we see from the table, diagonal elements of the table are near to 450, which is the whole number of trials in each class. For example there are 435 trials that really are in class 1 and the classifier classifies them truly. Other 15 trials are classified to be in class 2.

The $mse$ value (Minimum Squared Error) using this classifier is 0.1788, which is a smaller value than all of the $mse$ values obtained by the competitors in BCI competition 2008 (The results can be seen in the BCI competition IV website). As there were described in the competition website, a major number of the algorithms are based on the use of linear and non-dynamic features; This reality shows that chaotic features of the EEG signal in comparison to linear features can be more powerful in BCI classifications.
VI. CONCLUSION

In this paper we calculated several indices of chaos for BCI EEG signals of 10 healthy subjects. We used largest Lyapunov exponent, mutual information, correlation dimension and minimum embedding dimension as the features for the classification of EEG signals. Then we illustrated the usefulness of these indices through the classification. The MLP and KM-SVM were proposed as classifiers. Classifiers were established on four features, and successfully classified the tasks into two classes. In conclusion, it was shown that the four chaotic indices can separate the two classes with an accuracy of 95.5%.
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