MAXIMAL RANK SUBGROUPS AND STRONG FUNCTORIZATION OF THE ADDITIVE EIGENCONE
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Abstract. Let $G$ be a simple connected complex Lie group. The additive eigencone $\Gamma_n(G)$ is a polyhedral cone containing the set of solutions to the additive eigenvalue problem, a generalization of the Hermitian eigenvalue problem. The additive eigencone is functorial, and for certain subgroups satisfies a stronger functoriality property: the eigencone of the subgroup is determined by the inequalities of the larger eigencone. Belkale and Kumar first studied this property for subgroups invariant under a diagram automorphism of $G$. We study a new class of subgroups arising from centralizers of torus elements that have the strong eigencone functoriality property.

1. Introduction

For any Hermitian matrix $A$, let $\lambda$ denote its set of eigenvalues. Given two sets of eigenvalues $\lambda$ and $\mu$, the Hermitian eigenvalue problem asks: For which sets of eigenvalues $\nu$ do there exist Hermitian matrices $A$, $B$, and $C$ such that $A + B = C$? The solution is that the set of tuples of eigenvalues $(\lambda, \mu, \nu)$ satisfying the Hermitian eigenvalue problem forms a convex polyhedral cone, whose facets are parametrized by certain cohomology products. This problem has a long history, starting with the work of Weyl [23], which led to Horn’s conjectures about inequalities determining the facets of this cone [14], which were proven by the combined work of Klyachko [17] and Knutson-Tao [18]. For more on the history of this problem and the methods used to solve it, see Fulton’s survey [13].

The Hermitian eigenvalue problem can be generalized both to an arbitrary number of matrices and to an arbitrary connected semisimple complex algebraic group $G$ (for a survey on this generalized problem see [20]). The set of solutions of this problem again forms a convex polyhedral cone $\Gamma_n(G)$ called the additive eigencone, and contains the saturated tensor semigroup as a subset. One of the properties of the additive eigencone is that it is functorial: given a group homomorphism $M \to G$ which maps the maximal compact subgroup of $M$ into the maximal compact subgroup of $G$, we get a piecewise-linear map $\Gamma_n(M) \to \Gamma_n(G)$ [16]. In [5] Belkale and Kumar studied subgroups of $\text{SL}(r+1)$ that exhibited a stronger functoriality property. An eigencone $\Gamma_n(G)$ is a subcone of the cone of tuples dominant coweights $h^{n+1},G$, and for a subgroup $M \subseteq G$ the map of eigencones $\Gamma_n(M) \to \Gamma_n(G)$ is the restriction of a map $\phi : h^{n+1},M \to h^{n+1},G$. The strong functoriality property is the condition that $\vec{\lambda} \in \Gamma_n(M)$ if and only if $\phi(\vec{\lambda}) \in \Gamma_n(G)$. Belkale and Kumar proved that $\text{SO}(2r+1) \subseteq \text{SL}(2r+1)$ and $\text{Sp}(2r) \subseteq \text{SL}(2r)$ have the strong eigencone functoriality property, and conjectured that any subgroup that is the fixed subgroup of a diagram automorphism of $G$ will also have this property. This conjecture was resolved by the work of Braley and Lee [9, 21].

In this article we study the strong functoriality property for groups arising from inner automorphisms. We say that a subgroup $M \subseteq G$ induces a sub-eigencone if

- The induced map $h^{n+1},M \to h^{n+1},G$ is an isometric embedding and,
- The map of eigencones $\Gamma_n(M) \to \Gamma_n(G)$ has the strong functoriality property.

Then our main theorem is the following.

Theorem 1.1. For any $n \geq 3$ the following subgroups induce sub-eigencones. (We describe the subgroups using the simple roots $\alpha_1, \ldots, \alpha_r$ of the larger group.)

1. The subgroup $\text{SO}(2r-1) \subseteq \text{SO}(2r+1)$ fixed by the diagram automorphism of the subgroup $\text{SO}(2r)$ corresponding to the type $D_r$ sub-root-system of $\text{SO}(2r+1)$.
of the smaller group $M$ parametrized by products
implies that 

Remark 1.2. The property of inducing a sub-eigencone is transitive, so that, for example, the above theorem
implies that $\Gamma_n(\text{SO}(2r+1))$ contains sub-eigencones of type $B_s$ for any $s < r$.

The images of these sub-eigencones are also interesting. The normalized Killing form defines an isomorphism between $h$ and $h^*$. Therefore we can describe subcones of an eigencone in terms of the fundamental weights $\omega_1, \ldots, \omega_r \in h^*$ of $G$. In each case of the above theorem, the images of the sub-eigencones can be described as subcones of $\Gamma_n(G)$ obtained by setting the coefficients of fundamental weights to zero.

Corollary 1.3. For any $n \geq 3$ we have the following. In each case we denote by $r_i$ the fundamental weights of the smaller group $M$.

1. For any $1 \leq s < r$, the subcone of $\Gamma_n(\text{Sp}(2r))$ in which the coefficients of $\omega_{s+1}, \ldots, \omega_r$ are zero for every weight $\lambda$, in $\lambda$ is isomorphic to $\Gamma_n(\text{Sp}(2s))$. The weights satisfy $(\sum_{i=1}^s a_i \omega_i)|_M = \sum_{i=1}^s a_i \nu_i$. The same is true for $\Gamma_n(\text{SO}(2s+1)) \subseteq \Gamma_n(\text{SO}(2r+1))$, but in this case the weights satisfy $(\sum_{i=1}^s a_i \omega_i)|_M = \sum_{i=1}^{s-1} a_i \nu_i + 2a_s \nu_s$.

2. The subcone of $\Gamma_n(\text{SO}(2r))$ in which the coefficients of $\omega_{r-1}^r$ and $\omega_r$ are zero for every weight is isomorphic to $\Gamma_n(\text{SO}(2r-3))$. The weights satisfy $(\sum_{i=1}^{r-2} a_i \omega_i)|_M = \sum_{i=1}^{r-3} a_i \nu_i + 2a_{r-2} \nu_{r-2}$.

3. The subcone of $\Gamma_n(G_2)$ in which the coefficients of $\omega_1^3$ are zero for every weight is isomorphic to $\Gamma_n(\text{SL}(2))$. The weights satisfy $(a \omega_2)|_M = 2a \nu_2$.

4. The subcone of $\Gamma_n(F_4)$ in which the coefficients of $\omega_3$ and $\omega_4$ are zero for every weight is isomorphic to $\Gamma_n(G_2)$. The weights satisfy $(a \omega_1 + b \omega_2)|_M = 3b \nu_1 + a \nu_2$.

In types B and C, we additionally have a projection from the larger eigencone to the smaller eigencone described above.

Theorem 1.4. For any $1 \leq s < r$, there exists a natural projection $\pi : \Gamma_n(\text{Sp}(2r)) \rightarrow \Gamma_n(\text{Sp}(2s))$ such that $\pi$ is surjective and the inclusion map $i : \Gamma_n(\text{Sp}(2s)) \rightarrow \Gamma_n(\text{Sp}(2r))$ is a section of $\pi$. The map $\pi$ is given by

$$\sum_{i=1}^r a_i \omega_i \mapsto \sum_{i=1}^{s-1} a_i \nu_i + \left(\sum_{i=s}^r a_i\right) \nu_s.$$

The same holds for $\text{SO}(2r+1)$.

1.1. Methods. The proof of the above theorems relies upon the determination of $\Gamma_n(G)$ by inequalities parametrized by cohomology products. The inequalities corresponding to the regular faces of $\Gamma_n(G)$ are parametrized by products $a \omega_1 \cdots a \omega_n = [pt]$ such that the product is additionally Levi-movable. To prove a subgroup $M \subseteq G$ induces a sub-eigencone, we need to relate cohomology products over homogeneous spaces of $M$ with products over homogeneous spaces of $G$. The relation is induced by the inclusion of Weyl groups $W_M \subseteq W_G$, which gives a correspondence between Schubert cells of $M/Q$ and Schubert cells of $G/P$. (See Section 2 for more details on the inequalities of the eigencone and the strategy of the proof of the above theorems.)

The following theorem is our main geometric result. Together with the work in [9] [21], this theorem is sufficient to prove Theorem 1.4. Here $G = \text{Sp}(2r)$ and $M = \text{Sp}(2(r-1))$ is the subgroup described in Theorem 1.4 and $\text{IG}(k, 2r)$ denotes the Grassmannian of $k$-dimensional isotropic subspaces.
\textbf{Theorem 1.5.} For classes $\sigma_1^M, \ldots, \sigma_n^M \in H^*(IG(k, 2(r - 1)))$, if the product $\sigma_1^M \cdots \sigma_n^M = 1[pt]$ is Levi-movable, then the corresponding product $\sigma_1 \cdots \sigma_n$ in $H^*(IG(k, 2r))$ is non-zero, Levi-movable, and equal to a multiple of the class of a point in $G/P$.

\textbf{Remark 1.6.} Both the assumption that the product is equal to $1[pt]$ and that the product is Levi-movable are necessary, and therefore the eigencone theorems depend on the work of Belkale and Kumar, who showed that the inequalities parametrized by these products are sufficient to define the eigencone \cite{5}. In fact, the theorem also depends on the work of Ressayre, who showed that this reduced set of inequalities are irredundant \cite{22}.

The basic strategy of the proof of this theorem is to show that the intersection of the Schubert cells corresponding to each $\sigma_i$ can be made proper by the action of $M$ on $G/P$. By replacing $M$ with the maximal rank subgroup $\text{Sp}(2(r - 1)) \times \text{SL}(2)$ containing it, we obtain a subgroup that acts on a finite set of orbits, making it possible to check properness orbit-by-orbit. This is the strategy used by Belkale-Kumar and Braley to prove similar cohomology results \cite{6, 9} (they did not need to enlarge $M$ however). In our case it is not quite true that even this larger $M$ can make the intersection proper. However by first shifting one of the cells by a particular element of $G$ we can show that general elements of $M$ will make the intersection proper. For more details see section \cite{3}.

1.2. \textbf{Finding sub-eigencones and a general conjecture.} Finally, we want to indicate how these results were found, and make a general conjecture. Let $G$ be a simple, simply connected algebraic group over $\mathbb{C}$, and suppose $M \subseteq G$ is a semisimple subgroup, such that $M$ is the fixed subgroup of an automorphism of $G$. Assume there is a simple factor of $M$, say $M_1$, whose highest root coincides with the highest root of $G$. The philosophy behind the above results is that there should be a close relationship between the eigencone of $G$ and the eigencone of $M_1$.

The map $\Gamma_n(M_1) \rightarrow \Gamma_n(G)$ is in general only piecewise-linear, and may involve folding $\Gamma_n(M_1)$ into $\Gamma_n(G)$, identifying multiple points of $\Gamma_n(M)$ with a point in $\Gamma_n(G)$. This occurs because the dominant chamber of $M_1$ will not always map into the dominant chamber of $G$. A subgroup $M_1 \subseteq G$ that induces this folding behavior will in general not have the strong eigencone functoriality property. However, along the “folds” of this map, where there is no identification, we observed that the strong eigencone functoriality property does hold. More precisely, the folds of the map $\phi : \Gamma_n(M_1) \rightarrow \Gamma_n(G)$ is the set $\{ \lambda \in \Gamma_n(M_1) \mid \phi^{-1}(\phi(\lambda)) = \{ \lambda \} \}$, and we have the following conjecture.

\textbf{Conjecture 1.7.} Along the folds of the map $\Gamma_n(M_1) \rightarrow \Gamma_n(G)$, we have that $\lambda \in \Gamma_n(M_1)$ if and only if $\lambda \in \Gamma_n(G)$.

The results in Theorem \ref{1.1} arose from following this script in types B, C, D, G$_2$ and F$_4$ for maximal rank semisimple subgroups of $G$; these subgroups are all centralizers of torus elements. Folding does happen in types B, D and F$_4$, and the sub-eigencones listed for these groups are a combination of the result in type C and the results of Braley and Lee. In type A the required subgroups do not exist, since in this case any proper centralizer of a torus element is not semisimple. We did not attempt to study types E$_6$, E$_7$, E$_8$, and the conjecture is open for fixed subgroups of inner automorphisms of these groups.

1.3. \textbf{Outline.} The paper is organized as follows.

- Section \ref{2} we review the definition of the additive eigencone, and the determination of its facets by inequalities parametrized by cohomology products. We also discuss the isomorphism between the eigencones in type B and C, which is important in the next section.
- Section \ref{3} we begin the proof of Theorem \ref{1.5} by showing the intersection in $IG(k, 2r)$ has expected dimension zero.
- Section \ref{4} we finish the proof of Theorem \ref{1.5} as outlined in the introduction. We then use this theorem to finish the proof of Theorem \ref{1.4}.

1.4. \textbf{Notation.} Let $G$ be a simple, connected, complex algebraic group of rank $r$. Fix a Borel subgroup $B$ and a maximal torus $T \subseteq B$. Let $W = W_G$ be the Weyl group of $G$. We denote the Lie algebras of Lie groups using fraktur script: for example, the Lie algebra of $G$ is written $\mathfrak{g}$. Let $\mathfrak{h}$ be the Cartan algebra corresponding to the choice of torus, and let $R \subseteq \mathfrak{h}^*$ be the set of roots of $\mathfrak{g}$. Let $R^+$ be the set of positive
roots with respect to $B$, and let $\alpha_1, \ldots, \alpha_r$ be the simple roots, ordered as in Bourbaki. Let $x_1, \ldots, x_r \in h$ be the dual basis of $\alpha_1, \ldots, \alpha_r \in h^*$. We denote the Killing form using angle brackets $\langle , \rangle$, which is normalized so that $\langle \theta, \theta \rangle = 2$, where $\theta$ is the highest root of $G$. The fundamental weights $\omega_1, \ldots, \omega_r \in h^*$ are defined so that $\frac{2\langle \omega_i, \alpha_j \rangle}{\langle \alpha_j, \alpha_j \rangle} = \delta_{ij}$, and we denote the dominant Weyl chamber $h_+ \subseteq h$, and its dual space of dominant weights $A_+ \subseteq h^*$.

For any root $\beta$ we denote the corresponding reflection $s_\beta \in W$. For a parabolic subgroup $P \supseteq B$, let $W_P$ be the corresponding subgroup of $W$, and let $W^P$ be the set of minimal length coset representatives of $W/W_P$. Each $w \in W^P$ corresponds to a unique Schubert cell $C_w \subseteq G/P$. Let $X_w$ be the closed Schubert cell, and $\sigma_w \in H^*(G/P)$ be the Poincaré dual of the homology class of $X_w$.

1.5. Acknowledgements. I gladly thank Prakash Belkale and Shrawan Kumar for helpful conversations and encouragement during the preparation of this article.

2. The additive eigencone in types $B$ and $C$

In this section we review the definition and geometry of the additive eigencone of $G$, describe the isomorphism between the eigencones in types $B$ and $C$, and explain the implications this has for the cohomology products parameterizing the two eigencones.

2.1. The additive eigencone of $G$. We want to define more precisely the additive eigencone of $G$, and how its faces are described by cohomology products. Let us first consider the algebra $\mathfrak{k}$ of Hermitian matrices. Every Hermitian matrix $A$ has a unique set of real eigenvalues, which we denote by $\epsilon(A)$. Then the group $K$ of unitary matrices acts on $\mathfrak{k}$ by conjugation, and $\epsilon$ is constant on each conjugacy class. A set of eigenvalues can be identified with a point in the dominant Weyl chamber of the Cartan algebra $h_+ \subset \mathfrak{k}$, and therefore we get a surjective map $\epsilon : \mathfrak{k}/K \to h_+$. The additive eigenvalue problem is as follows: for which sets of eigenvalues $\mu_1, \ldots, \mu_n \in h_+$ do there exist Hermitian matrices $A_1, \ldots, A_n$ such that $\epsilon(A_i) = \mu_i$ and $A_1 + \cdots + A_n = 0$?

We can generalize this to any Lie type as follows. Let $B \subseteq G$ be a Borel subgroup containing a maximal torus $T$, and let $K \subseteq G$ be a maximal compact subgroup such that $i\mathfrak{h}_R$ is the Lie algebra of a maximal torus of $K$, where $\mathfrak{h}_R$ is a real form of the Lie algebra $\mathfrak{h}$ of $T$. Then as for Hermitian matrices one can define an eigenvalue map $\epsilon : \mathfrak{k}/K \to h_+$, where $K$ acts on its Lie algebra $\mathfrak{k}$ by the adjoint action. The eigenvalue problem is then: for which $\mu_1, \ldots, \mu_n \in h_+$ do there exist $A_1, \ldots, A_n \in \mathfrak{k}$ such that $\epsilon(A_i) = \mu_i$ and $A_1 + \cdots + A_n = 0$? Fixing $n$, the set of tuples $(\mu_1, \ldots, \mu_n)$ satisfying this statement forms a full-dimensional convex polyhedral subcone $\Gamma_n(G) \subseteq h^*_+ \subset h^*$ called the additive eigencone.

Now recall that for any domain integral weight $\lambda \in A_+$ of $G$, there is a unique associated irreducible finite dimensional representation $V_\lambda$. Consider the following problem: for a tuple of such weights $(-\lambda_1, \ldots, -\lambda_n)$, when does the tensor representation $V_{-\lambda_1} \otimes \cdots \otimes V_{-\lambda_n}$ have a non-trivial invariant subspace $h_{A, \lambda} = (V_{-\lambda_1} \otimes \cdots \otimes V_{-\lambda_n})^G$? Remarkably, there is a very close connection between this problem and the additive eigenvalue problem. For any domain integral weight $\lambda$ and integer $N > 0$, we can scale $\lambda$ by $N$ to get another domain integral weight $N \cdot \lambda$. Then the saturated tensor problem is: for which tuple of weights $(\lambda_1, \ldots, \lambda_n)$ does there exist a positive integer $N$ such that $h_{A, \lambda} \neq 0$? This problem is equivalent to the additive eigenvalue problem: letting $\Gamma_n(G)$ be the semigroup of all tuples of weights satisfying the saturated tensor problem, we have that $(\lambda_1, \ldots, \lambda_n) \in \Gamma_n(G)$ if and only if $(\kappa(\lambda_1), \ldots, \kappa(\lambda_n)) \in \overline{\Gamma}_n(G)$, where $\kappa : h^* \to h$ is the isomorphism induced by the Killing form.

2.2. The facets of the additive eigencone. Since the additive eigencone is a polyhedral cone, it is defined by a unique set of irredundant linear inequalities. The inequalities are parametrized by products in the cohomology ring of the flag varieties $G/P$, where $P$ is a maximal parabolic. In type $A$ these are the complex Grassmannians. Let us begin by reviewing the general type combinatorics of the cohomology of $G/P$.

For any flag variety $G/P$ there is a canonical cell decomposition into Schubert cells. The Schubert cells are parametrized by cosets in $W/W_P$, where $W$ is the Weyl group of $G$, and $W_P$ is the Weyl group of $P$. These cosets each have a unique (minimal length) representative, the set of which is denoted $W^P$. We denote by $C_w$ the Schubert cell corresponding to $w \in W^P$, and by $\sigma_w \in H^*(G/P)$ the Poincaré dual of the homology
class of $C_w$. It is well known that the cohomology ring $H^*(G/P)$ is generated by the Schubert classes $\sigma_w$, and therefore the cohomology ring is determined by the set of positive numbers $c_{w,v}^w$ such that

$$\sigma_u \cdot \sigma_v = \sum_{w \in W^P} c_{w,u,v}^w \sigma_w^*.$$  

Inequalities that determine the additive eigencone are parametrized by cohomology products equal to a multiple of a point. The following theorem was proven in type A by Klyachko, and in general type by Berenstein and Sjamaar.

**Theorem 2.1.** [17, 7] A tuple of dominant weights $\bar{\lambda}$ lies in the eigencone $\Gamma_n(G)$ if and only if for every non-zero cohomology product $\sigma_{w_1} \cdots \sigma_{w_n} = m[pt]$, the following inequality is satisfied:

$$\sum_{i=1}^n \langle \omega_P, w_i^{-1} \lambda_i \rangle \leq 0.$$  

While these inequalities indeed determine the multiplicative polytope, they are not irredundant. The facets (codimension-one faces) intersecting the interior of the dominant chamber correspond in general to a subset of the above inequalities. Kapovich, Leeb, and Millson showed (building on the work of Klyachko, Berenstein-Sjamaar, and additionally Belkale [1]) that the list of inequalities can be reduced to those associated to products multiplying to a single point. However in general this list of inequalities is still not irredundant. The solution is to restrict to Levi-movable products [5].

A Levi-movable intersection is defined as follows. Let $\Lambda_w = w^{-1}C_w$. Then if $\sigma_{w_1} \cdots \sigma_{w_n} = m[pt]$, there exists, by Kleiman’s transversality theorem, generic $p_1, \ldots, p_n \in P$ such that $\bigcap p_i \Lambda_i$ is transverse at the identity $e \in G/P$. The intersection is Levi-movable if we can find $l_1, \ldots, l_n$ in the Levi subgroup $L$ of $P$ such that $\bigcap l_i \Lambda_i$ is transverse at $e$. We say that a cohomology product is Levi-movable if the corresponding intersection of Schubert varieties is Levi-movable.

Belkale and Kumar showed that Levi-movability is an algebraic condition and can be expressed completely in terms of weights of $G$. For any $w \in W^P$, define $\chi_w$ as

$$\chi_w = \sum_{\beta \in (R^+ \setminus R_L^+) \cap w^{-1} R^+} \beta.$$  

Alternatively, $\chi_w$ can be shown (see [19, 1.3.22.3]) to be equal to $\rho - 2\rho^L + w^{-1} \rho$, where $\rho$ and $\rho^L$ are one-half the sums of the positive roots of $G$ and $L$, respectively. Also, let $x_1, \ldots, x_r \in \mathfrak{h}$ be the dual basis of $\alpha_1, \ldots, \alpha_r$. Then Belkale and Kumar proved the following theorem.

**Theorem 2.2.** [5] Suppose that $\sigma_{w_1} \cdots \sigma_{w_n} = m[pt]$ and is non-zero. Then the following inequality holds

$$(\chi_1 - \sum_{i=1}^n \chi_{w_i})(x_P) \geq 0$$

and the product is Levi-movable if and only if this inequality is satisfied with equality.

Belkale and Kumar proved that the set of inequalities corresponding to Levi-movable products are sufficient to determine the multiplicative polytope [5]. Ressayre then proved that these inequalities are irredundant in [22]. These results are summarized in the following theorem.

**Theorem 2.3.** [5] [22] A tuple of dominant weights $\bar{\lambda}$ lies in the eigencone $\Gamma_n(G)$ if and only if for every Levi-movable cohomology product $\sigma_{w_1} \cdots \sigma_{w_n} = [pt]$, the following inequality is satisfied:

$$\sum_{i=1}^n \langle \omega_P, w_i^{-1} \lambda_i \rangle \leq 0.$$  

These inequalities are irredundant.

As a corollary, these theorems provide a method for proving a subgroup $M \subseteq G$ induces a sub-eigencone.
Corollary 2.4. Suppose that a subgroup $M \subseteq G$ induces an isometric embedding $\Gamma_n(M) \to \Gamma_n(G)$. Then $M$ induces a sub-eigencone if the following condition is satisfied: for every maximal parabolic $P \subseteq G$, maximal parabolic $Q = M \cap P$, and every Levi-movable product $\sigma^M_{w_1} \cdots \sigma^M_{w_n} = [pt]$ over $M/Q$, the corresponding product $\sigma_{w_1} \cdots \sigma_{w_n}$ over $G/P$ is non-zero and equal to $m[pt]$ for some $m > 0$.

Proof. Assume that $\bar{\lambda} = (\lambda_1, \ldots, \lambda_n)$ are weights of $M$, and that $\bar{\lambda} \in \bar{\Gamma}_n(G)$. By Theorem 2.3 we need to show that $\bar{\lambda}$ satisfies inequalities corresponding to Levi-movable cohomology products $\sigma^M_{w_1} \cdots \sigma^M_{w_n} = [pt]$. But by assumption, the product $\sigma_{w_1} \cdots \sigma_{w_n}$ over $G/P$ is non-zero, and therefore by Theorem 2.4 $\bar{\lambda}$ must satisfy the corresponding inequality: $\sum_{i}(\omega_p, w_i^{-1}\lambda_i) \leq 0$. But since the Killing form and Weyl group action of $M$ is preserved by the inclusion of dominant chambers $h_+, M \subseteq h_+, G$, this is the same as the inequality associated to $\sigma^M_{w_1} \cdots \sigma^M_{w_n}$, finishing the proof. \qed

2.3. The eigencone and cohomology in types B and C. The additive eigencone is determined by the Coxeter system associated to $G$, that is, the Weyl group $W$ of $G$ together with its action on the weight space $h^* \mathbb{C}$. This implies that the eigencones of $\text{Sp}(2r)$ and $\text{SO}(2r+1)$ are isomorphic since their Coxeter systems are identical, even though their root systems are not.

Let $G = \text{Sp}(2r)$ and $H = \text{SO}(2r+1)$. The isomorphism of the of the Weyl groups of $G$ and $H$ induces a correspondence between Schubert cells of $G/P$ and $H/P^H$, where $P$ is a maximal parabolic of $G$ and $P^H$ is the corresponding maximal parabolic of $H$. In fact, the cohomology rings of $G$ and $H$ are isomorphic via a graded isomorphism (see the appendix of [8]). Then the isomorphism of the eigencones of $G$ and $H$ implies the following proposition.

Proposition 2.5. For every Levi-movable product $\sigma_{w_1} \cdots \sigma_{w_n} = 1[pt]$, the corresponding product $\sigma^H_{w_1} \cdots \sigma^H_{w_n}$ over $H/P^H$ is equal to $1[pt]$ and is Levi-movable.

Proof. Since $\sigma_{w_1} \cdots \sigma_{w_n} = 1[pt]$ is Levi-movable, it corresponds to a regular face of the eigencone, or in other words the corresponding inequality is irredundant. Since the cohomology rings of $G/P$ and $H/P^H$ are isomorphic, the product $\sigma^H_{w_1} \cdots \sigma^H_{w_n}$ is non-zero, and therefore corresponds to an inequality a point in the eigencone of $H$ must satisfy. But this inequality is the same as the inequality corresponding to $\sigma_{w_1} \cdots \sigma_{w_n}$, and therefore defines a regular face of the eigencone. Since the inequalities coming from products $\sigma^H_{w_1} \cdots \sigma^H_{w_n} = m[pt]$ are pairwise distinct even up to scalars (see the beginning of section 8 in [4]), the product in question must be Levi-movable and equal to a point with multiplicity one. \qed

3. Cohomology of isotropic Grassmannians

In this section we introduce the subgroup $M \cong \text{Sp}(2s) \times \text{Sp}(2(r-s))$ of $G = \text{Sp}(2r)$, and compare the codimensions of Schubert cells in flag varieties associated to $M$ and $G$. Our main result in this section is Proposition 6.10 which gives the expected dimension of intersections of Schubert varieties in $G/P$ associated to cohomology products in $M/Q$ that parametrize the regular facets of the eigencone of $M$.

3.1. Preliminaries on $G$ and $M$. Let $\alpha_1, \ldots, \alpha_r \in h^*$ be the simple roots of $G$, where $h$ is a Cartan algebra of $g = \text{Lie}(G)$, and where we have chosen a Borel subgroup $B \subseteq G$, fixing the ordering of the roots. Let $V = \mathbb{C}^{2r}$. We fix an ordered basis $e_1, e_2, \ldots, e_r, e'_r, e'_{r-1}, \ldots, e'_1$, and let $(, )$ be the non-degenerate symplectic form satisfying

1. $(e_i, e'_j) = \delta_{ij}$
2. $(e_i, e_j) = 0$
3. $(e'_i, e'_j) = 0$.

Then a maximal torus $T$ of $G$ is given by matrices of the form diag$(a_1, a_2, \ldots, a_r, a^{-1}_r, \ldots, a^{-1}_1)$. Let $\epsilon_1, \ldots, \epsilon_r$ denote the characters of $T$ such that $\epsilon_i(\text{diag}(a_1, \ldots, a_i, \ldots)) = a_i$. These characters correspond to an orthonormal basis of $h^*$ with respect to the Killing form $(, )$. Then following Bourbaki [8. VI.4.6], the roots of $G$ are $\pm \epsilon_i \pm \epsilon_j \neq 0$, and the positive roots are $\epsilon_i - \epsilon_j$ for $1 \leq i < j \leq r$ and $\epsilon_i + \epsilon_j$ for $1 \leq i \leq j \leq r$. The simple roots of $G$ are then $\epsilon_i - \epsilon_{i+1}$ for $1 \leq i < r$ and $2\epsilon_r$. The fundamental weights $\omega_1, \ldots, \omega_r$ of $G$ are given by $\omega_i = \epsilon_1 + \epsilon_2 + \cdots + \epsilon_i$. 

Let \( \tau \) be the element of \( T \) corresponding to \( \text{diag}(-1, \ldots, -1, 1, \ldots, 1, -1, \ldots, -1) \), where there are \( 2(r-s) \) positive ones. Let \( M = C_G(\tau) \cong \text{Sp}(2s) \times \text{Sp}(2(r-s)) \), where \( C_G(\cdot) \) denotes the centralizer in \( G \). Then the roots of \( M \) can be identified with the roots \( \alpha \) of \( G \) such that \( \alpha(\tau) = 1 \). The simple roots \( \beta_i \) of \( M \) are therefore

\[
\epsilon_1 - \epsilon_2, \ldots, \epsilon_{s-1} - \epsilon_s, 2\epsilon_s
\]

for the first factor and

\[
\epsilon_{s+1} - \epsilon_{s+2}, \ldots, \epsilon_{r-1} - \epsilon_r, 2\epsilon_r
\]

for the second factor. In terms of the simple roots of \( G \) these are

\[
\alpha_1, \ldots, \alpha_{s-1}, 2\alpha_s + 2\alpha_{s+1} + \cdots + 2\alpha_{r-1} + \alpha_r
\]

and

\[
\alpha_{s+1}, \ldots, \alpha_r,
\]

respectively.

It is easy to see that the fundamental weights \( \nu_1, \ldots, \nu_r \) of \( M \) are given by \( \nu_i = \omega_i \) for \( 1 \leq i \leq s \) and \( \nu_i = \omega_i - \omega_s \) for \( s + 1 \leq i \leq r \). So clearly if \( \lambda = \sum_i a_i \omega_i \) then

\[
\lambda = \sum_{i=1}^{s-1} a_i \nu_i + (a_s + \cdots + a_r)\nu_s + \sum_{i=s+1}^{r} a_i \nu_i.
\]

Therefore the dominant chamber of \( G \) is contained in the dominant chamber of \( M \), but they are not identical. However, the first factor \( M_1 = \text{Sp}(2s) \) of \( M \) has a dominant chamber contained in the dominant chamber of \( G \).

### 3.2. Weyl groups of \( G \) and \( M \) and the codimension of Schubert varieties.

We need to understand the relationship between the Weyl groups of \( G \) and \( M \) in order to understand the relationship between certain cohomology products which parametrize the faces of the eigencones. To begin with, note that the Cartan subalgebras of \( G \) and \( M \) can be identified, and furthermore a common (normalized) Killing form can be chosen. The root system of \( M \) can be identified as above as a sub-root system of the root system of \( G \), and therefore the Weyl group \( W_M \) of \( M \) is contained in the Weyl group \( W \) of \( G \). Now let \( s_1, \ldots, s_r \) be the simple reflections generating \( W \), and \( t_1, \ldots, t_r \) the simple reflections of \( W_M \). Then it is easy to see that \( t_i = s_i \) in \( W \) for \( i \neq s \), and \( t_s = s_1s_{s+1} \cdots s_{r-1}s_rs_{r-1} \cdots s_s \).

**Lemma 3.1.** The Weyl group \( W_M \) is identified with the subgroup of \( W \) generated by the simple reflections \( s_1, \ldots, s_{s-1}, s_{s+1}, \ldots, s_r \) and the reflection \( s_1 \cdots s_{r-1}s_rs_{r-1} \cdots s_s \), which corresponds to the orthogonal reflection with respect to \( 2\alpha_s + 2\alpha_{s+1} + \cdots + 2\alpha_{r-1} + \alpha_r \).

We are interested in the relationship between the cohomology of \( G/P \cong IG(k, r) \) and \( M/Q \), where \( P \) is a maximal parabolic and \( Q = M \cap P \). In particular we are interested in the cases where \( k \leq s \), so that we have \( M/Q \cong IG(k, s) \), and \( M/Q \) is identified with the \( k \)-dimensional isotropic subspaces in \( IG(k, r) \) contained in a certain \( s \)-dimensional subspace of \( C^{2n} \) (see section 4). The Schubert cells of these spaces are parametrized by cosets in \( W/W_P \) and \( W_M/W_Q \), which have minimal length representatives; the sets of minimal length representatives are denoted \( W^P \) and \( W^Q_M \), respectively. Then we have the following proposition.

**Proposition 3.2.** The inclusion \( W_M \subseteq W \) induces an inclusion \( W^Q_M \subseteq W^P \) where \( P \) is chosen as above.

**Proof.** Let \( I \) be the set of simple reflections generating \( W_P \), and \( I_M \) be the set of simple reflections (simple in \( W_M \)) generating \( W_Q \). In Chapter 1 of [12], Humphreys shows that \( W^P \) is equal to the set

\[
W^I = \{ w \in W \mid \ell(ws_\alpha) > \ell(w) \text{ for all } s_\alpha \in I \}.
\]

Also he shows that \( \ell(ws_\alpha) > \ell(w) \) exactly when \( w\alpha > 0 \). Suppose \( w \in W^Q_M \). Now \( W_M \) is actually a product of the Weyl groups of the two factors of \( M = M_1 \times M_2 \), and by the choice of \( P \), any minimal representative in \( W^Q_M \) has a trivial \( M_2 \) part. Therefore \( w \) acts trivially on any \( \alpha_i \) for \( i > s \), and therefore \( w\alpha_i > 0 \) in this case. For a simple reflection \( s_i \in I \) where \( i < s \), we have \( w\alpha_i > 0 \) by the assumption that \( w \in W^Q_M \), since \( s_\alpha \in I_Q \). Now consider \( s_\alpha \in I \). Then letting \( \beta_i = 2\alpha_0 + 2\alpha_{s+1} + \cdots + 2\alpha_{r-1} + \alpha_r \), we know that \( s_\beta \in I_Q \) and \( w\beta_\alpha > 0 \) with respect to the ordering of the first factor. But \( w(2\alpha_{s+1} + \cdots + 2\alpha_{r-1} + \alpha_r) = 2\alpha_{s+1} + \cdots + 2\alpha_{r-1} + \alpha_r \), and hence \( \ell(ws_\alpha) > \ell(w) \).
and therefore if \(w\alpha_s\) is negative, it must only contain roots \(\alpha_i\) with \(i > s\). This is impossible. Therefore \(w\alpha_s > 0\) and so \(w \in W^P\).

Now denote the Schubert cell in \(G/P\) associated to \(w \in W^P\) as \(C_w\), and the Schubert cell in \(M/Q\) associated to \(w \in W^Q\) as \(C^M_w\). One important property of the relationship between the cell decompositions of \(G/P\) and \(M/Q\) is that for \(w \in W^Q\), the dimension of \(C_w\) may be higher than the dimension of \(C^M_w\). For example, in the case of the big cell in \(M/Q\), the jump is the difference in dimension between \(G/P\) and \(M/Q\).

In general we can calculate the difference in dimension in terms of certain characters associated to \(w\). As in section 2 let

\[
\chi_w = \sum_{\alpha \in w^{-1}R^+ \cap R^+ \setminus R^+_L} \alpha
\]

where \(R^+_L\) is the set of positive roots of the Levi \(L\) of \(P\). Let \(\chi^M_w\) be defined in the same way, but only including roots of \(M\). Also, let \(x_1, \ldots, x_r \in \mathfrak{h}\) be the dual basis of \(\alpha_1, \ldots, \alpha_r\). Then we have the following.

**Proposition 3.3.** For \(w \in W^Q\) we have

\[
\text{codim}(C_w) - \text{codim}(C^M_w) = (\chi_w - \chi^M_w)(x_P)
\]

where \(\alpha_P\) is the root corresponding to \(P\).

**Proof.** It is a fact (see [5, Lemma 16]) that \(\text{codim}(C_w) = |w^{-1}R^+ \cap R^+ \setminus R^+_L|\) and similarly \(\text{codim}(C^M_w) = |w^{-1}R^+_M \cap R^+_M \setminus R^+_L|\) and \(|w^{-1}R^+_M \cap R^+_M \setminus R^+_L| = |w^{-1}R^+ \cap R^+_M \setminus R^+_L|\). It is easy to see that the coefficient of \(\alpha_P\) for the roots in \(R^+ \setminus R^+_M\) is always one, and since \((\chi_w - \chi^M_w)(x_P)\) is equal to the coefficient of \(\alpha_P\) in \(\chi_w - \chi^M_w\), the result follows.

Each Schubert cell in \(M/Q\) and \(G/P\) corresponds to a subset of \(\{1, \ldots, 2s\}\) or \(\{1, \ldots, 2r\}\), which indicates how a subspace in the cell intersects a chosen flag. For example, the class of a point in \(G/P \cong IG(k, 2r)\) corresponds to \(\{1, 2, \ldots, k\}\), and the big cell corresponds to \(\{2r - k + 1, \ldots, 2r\}\). For more details see section 4 in [11]. For a Weyl group element \(w \in W^Q\), let \(I^M_w\) and \(I_w\) denote the subsets corresponding to \(C^M_w\) and \(C_w\), respectively. Note that \(I_w\) is constructed from \(I^M_w\) by adding \(2(r - s)\) to each element \(i \in I^M_w\) such that \(i > s\). We make the following definition.

**Definition 3.4.** For a set of integers \(I\) and an integer \(m\), let \(|I|\leq m|\), \(|I|\geq m|\), \(|I|< m|\), and \(|I|> m|\) denote the number of elements \(i \in I\) such that \(i \leq m\), \(i \geq m\), \(i < m\), or \(i > m\), respectively. If \(J\) is another set of integers, let \(|I|\leq J|\), \(|I|\geq J|\), \(|I|< J|\), and \(|I|> J|\) be the number of pairs \((i, j)\) such the \(i \leq j\), \(i \geq j\), \(i < j\), or \(i > j\), respectively.

Then we can also calculate the difference in codimension between \(C^M_w\) and \(C_w\) in terms of the associated subsets \(I^M_w\) and \(I_w\).

**Proposition 3.5.** For \(w \in W^Q\) we have

\[
\text{codim}(C_w) - \text{codim}(C^M_w) = 2(r-s)|I^M_w| \leq s|
\]

**Proof.** We prove the equivalent statement that

\[
\text{dim}(C_w) - \text{dim}(C^M_w) = 2(r-s)|I^M_w| > s|
\]

(Recall that \(\text{dim}(IG(k, 2r)) = 4k(4r - 3k + 1)\), so that \(\text{dim}(IG(k, 2r)) - \text{dim}(IG(k, 2s)) = 2k(r - s).\) Now Proposition 32 in [3] states that

\[
\text{dim}(C_w) = |I_w > I_w| + \frac{1}{2}(|I_w > I_w| + |I_w > r|),
\]

where if \(I_w = \{i_1 < i_2 < \cdots < i_k\}\),

\[
\overline{I}_w = \{2r + 1 - i_1, 2r + 1 - i_2, \ldots, 2r + 1 - i_k\}
\]

\[
\tilde{I}_w = \{1, 2, \ldots, 2r\} \setminus (I_w \sqcup \overline{I}_w).
\]
The formula for \( \dim(C_{w}^{M}) \) is similar. It is immediate that \( |I_{w} > r| = |I_{w}^{M} > s| \) and \( |I_{w} > \bar{I}_{w}| = |I_{w}^{M} > \bar{I}_{w}^{M}| \). Then since \( I_{w} \) is constructed from \( I_{w}^{M} \) by adding \( 2(r-s) \) to each element \( i \in I_{w}^{M} \) such that \( i > s \), we see that

\[
\dim(C_{w}) - \dim(C_{w}^{M}) = |I_{w} > \bar{I}_{w}| - |I_{w}^{M} > \bar{I}_{w}^{M}|
= 2(r-s)|I_{w}^{M} > s|.
\]

\[\Box\]

The odd orthogonal groups \( \text{SO}(2r+1) \) are closely related to the symplectic groups (see section 2). In the next section we will use the relationship between the cohomology of \( M \) and \( H = \text{SO}(2s+1) \times \text{Sp}(2(r-s)) \) to compute the expected dimension of intersections of Schubert varieties in \( G/P \). We begin by describing the roots of \( H \).

The weight space of \( H \) can be identified with the weight space of \( M \), and with respect to this identification the simple roots of \( H \) are the same as \( M \), except that \( \alpha_{s} \) is replaced with \( \frac{1}{2}\alpha_{s} \). More precisely, the roots of the first factor of \( H \) are \( \pm \epsilon_{i} \pm \epsilon_{j} \) for \( 1 \leq i \neq j \leq s \), and additionally \( \pm \epsilon_{i} \) for \( 1 \leq i \leq s \). The positive roots are \( \epsilon_{i} \pm \epsilon_{j} \) for \( 1 \leq i < j \leq s \), together with \( \epsilon_{i} \) for \( 1 \leq i \leq s \), with the simple roots being \( \beta_{1} = \epsilon_{1} - \epsilon_{2}, \beta_{2} = \epsilon_{2} - \epsilon_{3}, \ldots, \beta_{s-1} = \epsilon_{s-1} - \epsilon_{s}, \beta_{s} = \epsilon_{s} \). The simple roots of the second factor are the same as for \( M \), but we will denote them using \( \beta \) when referring to \( H \).

The two groups \( M \) and \( H \) clearly then have the same Weyl groups, which we denote \( W \). Furthermore, choosing a parabolic \( Q \) of \( M \), the set \( W_{Q}^{M} \) is the same as the set of minimal length representatives for the corresponding parabolic \( Q^{H} \) of \( H \). Let

\[
\chi_{w}^{H} = \sum_{\beta \in \bar{w}^{-1}R_{H}^{r} \cap R_{H}^{s} \backslash R_{L}^{r}} \beta.
\]

Then we have the following proposition.

**Proposition 3.6.** For any \( w \in W_{Q}^{M} \) we have

\[
(\chi_{w}^{M} - \chi_{w}^{H})(x_{Q}) = |I_{w}^{M} > s|.
\]

**Proof.** Let \( \rho^{M} \) be one-half the sum of the positive roots of \( M \), and \( \rho_{L}^{M} \) be one-half the sum of the positive roots of \( Q \). Then it is a fact (see section 3 of [2]) that

\[
\chi_{w}^{M} = \rho^{M} - 2\rho_{L}^{M} + w^{-1}\rho^{M}.
\]

Let \( \rho^{H} \) and \( \rho_{L}^{H} \) be one-half the sum of the positive roots of \( H \) and \( Q^{H} \), respectively. Then clearly \( \rho^{M} - \rho^{H} = \frac{1}{2} \sum_{i=1}^{s} \epsilon_{i} \) and \( \rho_{L}^{M} - \rho_{L}^{H} = \frac{1}{2} \sum_{i=k+1}^{s} \epsilon_{i} \). Then writing \( \epsilon = \sum_{i=1}^{s} \epsilon_{i} \) and \( \epsilon_{L} = \sum_{i=1}^{k} \epsilon_{i} - \sum_{i=k+1}^{s} \epsilon_{i} \), we see that

\[
\chi_{w}^{M} - \chi_{w}^{H} = \frac{1}{2}(\epsilon_{L} + w^{-1}\epsilon).
\]

It is easy to see that \( x_{Q} = \sum_{i=1}^{k} \epsilon_{i}^{*} \), where \( \epsilon_{1}^{*}, \ldots, \epsilon_{s}^{*} \) is the dual basis, so that \( \epsilon_{L}(x_{Q}) = k \). Therefore it is sufficient to show that \( w^{-1}\epsilon(x_{Q}) = k - 2|I_{w}^{M} > s| \). Now Lemma 39 of [6] implies that \( \langle w\epsilon, \epsilon \rangle = s - 2|I_{w}^{M} > s| \), so then

\[
w^{-1}\epsilon(x_{Q}) = \langle w^{-1}\epsilon, \epsilon \rangle - \langle w^{-1}\epsilon, \sum_{i=k+1}^{s} \epsilon_{i} \rangle
= s - 2|I_{w}^{M} > s| - \langle \epsilon, w \sum_{i=k+1}^{s} \epsilon_{i} \rangle.
\]

Now it is easy to see that \( w \sum_{i=k+1}^{s} \epsilon_{i} = \sum_{i=1}^{s-k} \epsilon_{j_{i}} \), for some \( 1 \leq j_{1} < j_{2} < \cdots < j_{s-k} \leq s \) (see Lemma 19 of [2]), and therefore that \( \langle \epsilon, w \sum_{i=k+1}^{s} \epsilon_{i} \rangle = s - k \), finishing the proof. \[\Box\]
3.3. Expected dimension of intersections of Schubert varieties in $G/P$. Our goal is to understand the relationship between Levi-movable products $\sigma_{w_1}^M \cdots \sigma_{w_n}^M = 1 \cdot [pt]$ in $H^*(M/Q)$ and the associated product $\sigma_{w_1} \cdots \sigma_{w_n}$ in $H^*(G/P)$. In this section we prove that the product over $G/P$ has degree zero, or equivalently that the expected dimension of the corresponding intersection of Schubert varieties is zero. We need to define some notation.

**Definition 3.7.** For any tuple of minimum length representatives $\vec{w} = (w_1, \ldots, w_n)$ we write $\theta(\vec{w}) = (\chi_1 - \sum_{i=1}^n \chi_{w_i})(x_P)$, $\theta^M(\vec{w}) = (\chi_1^M - \sum_{i=1}^n \chi_{w_i}^M)(x_Q)$, and $\theta^H(\vec{w}) = (\chi_1^H - \sum_{i=1}^n \chi_{w_i}^H)(x_Q)$. A (non-zero) cohomology product corresponding to $\vec{w}$ is Levi-movable if the appropriate number $\theta(\vec{w})$, $\theta^M(\vec{w})$, or $\theta^H(\vec{w})$ is zero. For the expected dimension of $\bigcap_i C_{w_i}^M$ in $G/P$ we write

$$\text{expDim}(\vec{w}, G) = \dim(G/P) - \sum_{i=1}^n \text{codim}(C_{w_i}).$$

The expected dimension of $\bigcap_i C_{w_i}^M$ is written $\text{expDim}(\vec{w}, M)$.

The following lemmas relate $\theta(\vec{w})$, $\theta^M(\vec{w})$, and $\theta^H(\vec{w})$ to the difference in expected dimension of intersections in $M/Q$ and $G/P$.

**Lemma 3.8.** For any $\vec{w} = (w_1, \ldots, w_n)$ where $w_i \in W^Q_M$ for each $i$, we have

$$\theta(\vec{w}) - \theta^M(\vec{w}) = \text{expDim}(\vec{w}, G) - \text{expDim}(\vec{w}, M).$$

*Proof.* By Proposition 3.3 and we have

$$\theta(\vec{w}) - \theta^M(\vec{w}) = (\chi_1 - \chi_1^M)(x_P) - \sum_{i=1}^n (\chi_{w_i} - \chi_{w_i}^M)(x_P)$$

$$= \dim(G/P) - \dim(M/Q) - \sum_{i=1}^n \text{codim}(C_{w_i}) - \text{codim}(C_{w_i}^M)$$

$$= \text{expDim}(\vec{w}, G) - \text{expDim}(\vec{w}, M).$$

$\square$

**Lemma 3.9.** For any $\vec{w} = (w_1, \ldots, w_n)$ where $w_i \in W^Q_M$ for each $i$, we have

$$\theta^M(\vec{w}) - \theta^H(\vec{w}) = \frac{1}{2(r-s)}(\text{expDim}(\vec{w}, G) - \text{expDim}(\vec{w}, M)).$$

*Proof.* By Propositions 3.6 and 3.3 we have

$$\theta^M(\vec{w}) - \theta^H(\vec{w}) = (\chi_1^M - \chi_1^H)(x_Q) - \sum_{i=1}^n (\chi_{w_i}^M - \chi_{w_i}^H)(x_Q)$$

$$= |I_1^M \leq s| - \sum_{i=1}^n |I_{w_i}^M \leq s|$$

$$= \frac{1}{2(r-s)} \left( \dim(G/P) - \dim(M/Q) - \sum_{i=1}^n \text{codim}(C_{w_i}) - \text{codim}(C_{w_i}^M) \right)$$

$$= \frac{1}{2(r-s)}(\text{expDim}(\vec{w}, G) - \text{expDim}(\vec{w}, M)).$$

$\square$

The following is the main proposition of the section.

**Proposition 3.10.** If $\sigma_{w_1}^M \cdots \sigma_{w_n}^M = 1[pt]$ is Levi-movable, then $\text{expDim}(\vec{w}, G) = \theta(\vec{w}) = 0$.

*Proof.* By hypothesis, $\theta^M(\vec{w}) = \text{expDim}(\vec{w}, M) = 0$. Therefore it suffices by the above lemmas to show that $\theta^H(\vec{w}) = 0$. By Proposition 3.3 the product $\sigma_{w_1}^H \cdots \sigma_{w_n}^H$ is non-zero and Levi-movable, so the proposition follows. $\square$
4. Properness of cohomology products in $G/P$ and proof of the eigencone theorems

In this section we assume that for Weyl group elements $w_i \in W^Q$, we have $\sigma_{w_1}^M \cdots \sigma_{w_n}^M = 1[pt]$, and furthermore this product is Levi-movable. We furthermore assume that $s = r - 1$. This case is sufficient to prove the eigencone result. The main theorem in this section is that the corresponding cohomology product in $H^*(G/P)$ is equal to a positive multiple of the class of a point (Theorem 1.5).

The idea behind the proof is as follows. We know from Proposition 3.10 that if $\sigma_{w_1} \cdots \sigma_{w_n} \neq 0$ then the theorem follows. By [12] Prop. 7.1 and Sec. 12.2 and Kleiman transversality (see [2] Prop. 1.1) it follows that if an intersection of Schubert varieties is non-empty and proper for some choice of flags – that is, the intersection is the expected dimension – then the corresponding cohomology product is non-zero. Our strategy is to move the Schubert varieties in $G/P$ is, the intersection is the expected dimension – then the corresponding cohomology product is non-zero. Furthermore this product is Levi-movable. We furthermore assume that $\sigma_{w_1} \cdots \sigma_{w_n} \neq 0$.

If $M$ acted transitively on $G/P$ this would be trivial, and the intersection would be non-zero because the corresponding intersection in $M/Q$ is non-zero. While $M$ does not act transitively on $G/P$, it does act with a finite number of orbits. This allows us to check the properness of the intersection orbit-by-orbit and conclude that if the intersection is the expected dimension in each orbit, then the intersection is proper. Since $M$ acts transitively on each orbit, checking the dimension of the intersection within each orbit amounts to computing the dimension of each Schubert variety within each orbit. This is the strategy which was used successfully in [3] to prove similar cohomology results for $SO(2r+1)$ and $Sp(2r)$ in $SL(2r+1)$ and $SL(2r)$, respectively. Similar methods were also used in [10] to prove quantum Pieri rules for isotropic Grassmannians.

Following this strategy leads to the conclusion that some intersections will always be above the expected dimension if we only move the Schubert varieties using $M$. However, by first shifting one of the varieties by a particular element of $G$, and then allowing shifting by general elements of $M$, these intersections can be made proper and non-empty.

4.1. Action of $M$ on $G/P$. First we give a description of the action of $M$ on $G/P$, including the orbits. We will see that this action has four orbits, which we denote $\mathcal{O}_1$, $\mathcal{O}_2$, $\mathcal{O}_2'$, and $\mathcal{O}_3$.

Let $V = \mathbb{C}^{2r}$. As in section 3 we fix an ordered basis $e_1, e_2, \ldots, e_r, e'_r, e'_{r-1}, \ldots, e'_1$, and let $(,)$ be the non-degenerate symplectic form satisfying

(1) $\langle e_i, e'_j \rangle = \delta_{ij}$
(2) $\langle e_i, e_j \rangle = 0$
(3) $\langle e'_i, e'_j \rangle = 0$.

Let $E_\sigma$ be the full flag of $V$ corresponding to this ordered basis. We will identify $\sigma \in G/P$ with the isotropic subspace $W_0 = \text{span}(e_1, e_2, \ldots, e_k)$.

Let $V_1 = \text{span}(e_1, e_2, \ldots, e_r, e'_{r-1}, \ldots, e'_1)$, and $V_2 = \text{span}(e_r, e'_r)$. Then $M$ is the subgroup of $G$ fixing $V_1$ and $V_2$. Clearly then $M/Q \cong IG(k, V_1)$, where $V_1$ is equipped with the form $(,)$ restricted from $V$. The inclusion $M/Q \subseteq G/P$ is simply given by the inclusion $V_1 \subseteq V$. We can describe the orbits of $M$ in terms of the dimensions of these spaces:

**Definition 4.1.** For any isotropic subspace $W \subseteq V$ of dimension $k$, let $W_1$ be the orthogonal projection of $W$ to $V_1$, and $W_2$ the projection to $V_2$. Furthermore:

1. Let $\mathcal{O}_1$ be the subset of $G/P$ such that $\text{dim}(W_2) = 0$;
2. Let $\mathcal{O}_2$ be the subset of $G/P$ such that $\text{dim}(W_2) = 1$ and $\text{dim}(W_1) = k$;
3. Let $\mathcal{O}_2'$ be the subset of $G/P$ such that $\text{dim}(W_2) = 1$ and $\text{dim}(W_1) = k - 1$;
4. Let $\mathcal{O}_3$ be the subset of $G/P$ such that $\text{dim}(W_2) = 2$.

It is immediate that these sets are disjoint and cover all of $G/P$. Furthermore, since the action of $M$ commutes with the projections $pr_1 : V \rightarrow V_1$ and $pr_2 : V \rightarrow V_2$, $M$ preserves these subsets. It remains to show that $M$ acts transitively on these subsets.

**Proposition 4.2.** The sets $\mathcal{O}_1$, $\mathcal{O}_2$, $\mathcal{O}_2'$, and $\mathcal{O}_3$ correspond to the closed points of the orbits of the action of $M$ on $G/P$. Furthermore, we have:

- $\text{dim}(\mathcal{O}_1) = \text{dim}(IG(k, 2(r - 1) - 3k + 1)) = \frac{k}{2}(4r - 1 - 3k + 1)$
- $\text{dim}(\mathcal{O}_2) = \text{dim}(IG(k - 1, 2(r - 1))) + \text{dim}(Gr(1, 2)) + \text{dim}(Gr(k, k + 1))$
- $\text{dim}(\mathcal{O}_2') = \text{dim}(IG(k - 1, 2(r - 1))) + \text{dim}(Gr(1, 2))$
- $\text{dim}(\mathcal{O}_3) = \text{dim}(IG(k, 2(r - 1)))$
\begin{itemize}
  \item \( \dim(O_3) = \dim(\text{IG}(k, 2r)) = \frac{1}{2}(4r - 3k + 1) \)
\end{itemize}

**Proof.** Let \( W \) be a \( k \)-dimensional isotropic subspace of \( V \), and let \( W_1 = W \cap V_k \). Note that \( W_1 \) is exactly the kernel of the projection \( W \to W_2 \). Clearly the action of \( M \) is transitive on \( O_1 \), since it is simply the image of \( M/Q \) in \( G/P \). If we suppose that \( \dim(W_2) = 1 \) and \( \dim(W_1) = k - 1 \) then \( W_1 \) is isotropic, so this orbit is clearly isomorphic to \( \text{IG}(k - 1, V_1) \times \text{Gr}(1, 2) \), and \( M \) acts on each factor in the obvious way; in particular this action is transitive.

Suppose now that \( \dim(W_2) = 1 \) and \( \dim(W_1) = k \). Then \( \dim(W_1) = k - 1 \), so let \( w_1, \ldots, w_{k-1} \) be a basis for \( W_1 \) and let \( w_k \in W \) be a vector that completes this basis to a basis of \( W \). Then we can write \( w_k = w_k^1 + w_k^2 \), where \( w_k^1 \in V_k \) and \( w_k^2 \in W_2 \), and neither of these vectors are zero. First we claim that \( W_1 \) is an isotropic subspace of \( V_1 \). It is clearly sufficient to show that \( (w_k^1, w_i) = 0 \) for all \( i < k \). Since \( W \) is isotropic, \( (w_k, w_i) = 0 \), and since \( W_1 \subseteq V_1 \), clearly \( w_k^1, w_i \) are linearly independent. Now suppose we have another isotropic subspace \( W' \) in this orbit, with a basis \( w_1', \ldots, w_k' \) constructed as above. Then there is an element \( m_2 \) of \( \text{Sp}(V_1) \) that maps the basis \( w_1, \ldots, w_{k-1}, w_k \) of \( W_1 \) to the basis \( w_1', \ldots, w_{k-1}', w_k' \) of \( W_1' \), and an element \( m_2 \) of \( \text{SL}(2) \) mapping \( w_k^2 \) to \( (w_k^2)' \). (One can extend these bases to symplectic bases of \( V_1 \) and \( V_2 \); the change of basis maps are then symplectic, giving \( m_1 \) and \( m_2 \).) Together these give an element \( (m_1, m_2) \) of \( M \) mapping \( W \) to \( W' \). Therefore \( M \) acts transitively on \( O_2 \). Now there is a natural surjective morphism \( O_2 \to \text{IG}(k, V_1) \times \text{Gr}(1, 2) \) induced by the projection maps to \( V_1 \) and \( V_2 \). Fixing the spaces \( W_1 \) and \( W_2 \), we can construct a subspace in the fiber of this morphism by choosing an appropriate isotropic \( k \)-dimensional subspace of \( W_1 + W_2 \). Any such subspace is automatically isotropic since \( W_1 + W_2 \) is isotropic, and so we simply need to choose a subspace of \( W_1 + W_2 \) whose projection to \( V_1 \) is \( W_1 \), and whose projection to \( V_2 \) is \( W_2 \). This is an open condition in \( \text{Gr}(k, W_1 + W_2) \), and so the fibers of the morphism \( O_2 \to \text{IG}(k, V_1) \times \text{Gr}(1, 2) \) can all be identified with open subsets of \( \text{Gr}(k, k+1) \).

Finally, suppose that \( \dim(W_2) = 2 \). This is clearly an open condition, so that this orbit will be open in \( G/P \). It remains to show that \( M \) acts transitively. Now \( \dim(W_1) = k - 2 \), so let \( w_1, \ldots, w_{k-2} \) be a basis of \( W_1 \), and let \( w_{k-1} \) and \( w_k \) complete this basis to a basis of \( W \). First we claim that \( \dim(W_1) = k \). Since \( W \) is isotropic,

\[
0 = (w_{k-1}, w_k)
= (w_{k-1}^1, w_k^1) + (w_{k-1}^2, w_k^2)
\]

and since \( (w_{k-1}^2, w_k^2) \neq 0 \), we see that \( w_{k-1}^1 \) and \( w_k^1 \) are non-zero and linearly independent. Suppose that \( a_1, \ldots, a_k \in \mathbb{C} \) are numbers such that \( w = a_1 w_1 + \cdots + a_{k-2} w_{k-2} + a_{k-1} w_{k-1} + a_k w_k = 0 \). For the sake of contradiction we can assume that one of \( a_{k-1} \) and \( a_k \) is non-zero; without loss of generality assume \( a_{k-1} \neq 0 \). But then

\[
0 = (w, w_k) = (a_{k-1} w_{k-1} + a_k w_k, w_k)
= (a_{k-1} w_{k-1}, w_k^1) \neq 0
\]

which is a contradiction. Therefore \( a_i = 0 \) for all \( i \) (since \( w_1, \ldots, w_{k-2} \) are independent), and so the vectors \( w_1, \ldots, w_{k-2}, w_{k-1}^1, w_k^1 \) are linearly independent. Now if we have another isotropic subspace \( W' \) in \( O_3 \), as above by extending to symplectic bases (after scaling \( w_k \) so that \( (w_{k-1}^1, w_k^1) = 1 \)) we can construct an element \( m \) of \( M \) identifying the chosen bases of \( W_1 \) and \( W_2 \) with the bases of \( W_1' \) and \( W_2' \). This element will then map \( W \) to \( W' \), completing the proof. \hfill \square

4.2. **Proof of Theorem 1.5.** Let \( I^M = \{i_1 < \cdots < i_k\} \) be a \( k \)-sized subset of \( \{1, \ldots, 2(r-1)\} \) corresponding to a Schubert variety in \( M/Q \), and \( I \) the corresponding subset of \( \{1, \ldots, 2r\} \). Assume that there is an \( i \in I \) such that \( i < r \). Then we define a full flag \( E_\bullet(I) \) of \( V \) as follows.

\[
\begin{align*}
E_0(I) &= \{0\} \\
E_i(I) = E_{i-1}(I) + \text{span}(e_i) & \text{if } i \leq r \text{ and } i \neq i_1 \\
E_i(I) = E_{i-1}(I) + \text{span}(e_i + e_r) & \text{if } i = i_1 \\
E_i(I) = E_{2r-i}(I)^\perp & \text{if } i > r
\end{align*}
\]

To finish the proof of Theorem 1.5 we need to calculate the dimension of the intersections of \( C_I(E_\bullet) \) and \( C_I(E_\bullet(I)) \) with each orbit of \( M \).
Proposition 4.3. If there is an \( i \in I \) such that \( i > r + 1 \) then the dimensions of the intersections of \( C_I(E_\bullet) \) with each orbit \( O_1, O_2, O'_2, \) and \( O_3 \) are:

1. \( \dim(C_I(E_\bullet)) = \dim(C_M) \)
2. \( \dim(C_I(E_\bullet) \cap O_1) = \dim(C_M) \)
3. \( C_I(E_\bullet) \cap O'_2 = \emptyset \)
4. \( \text{If non-empty, } \dim(C_I(E_\bullet) \cap O_3) = \dim(C_1) \)

If there is furthermore an \( i \in I \) such that \( i < r \) then letting \( E_\bullet(I) \) be the flag constructed above, we have

1. \( C_I(E_\bullet(I)) \cap O_1 = \emptyset \)
2. \( \dim(C_I(E_\bullet(I)) \cap O_2) = \dim(C_M) + \lvert I^M \rvert \)
3. \( C_I(E_\bullet(I)) \cap O'_2 = \emptyset \)
4. \( \text{If non-empty, } \dim(C_I(E_\bullet(I)) \cap O_3) = \dim(C_1) \)

Proof. The first equality follows from the fact that \( C_I(E_\bullet) \cap O_1 = C_M \). The fact that \( C_I(E_\bullet(I)) \cap O_1 = \emptyset \) follows from the fact that for any \( W \in C_I(E_\bullet(I)) \), there is a vector \( w \in W \) such that \( w = a_1 e_1 + \cdots + a_i (e_i + e_r) \) with \( a_i \neq 0 \), so that \( W \) is not a subspace of \( V_1 \). The empty intersections with \( O'_2 \) follow from the fact that \( W \subset C_I(E_\bullet) \) or \( W \subset C_I(E_\bullet(I)) \) cannot have a jump in dimension at position \( r \) or \( r + 1 \) of the corresponding flags, and any \( W \subset O'_2 \) must have a jump in dimension at these positions. The dimensions of the intersections with \( O_3 \) follow from the fact that \( O_3 \) is an open orbit.

It remains to calculate the dimensions in \( O_2 \). Since there is an \( i \in I \) such that \( i > r + 1 \) the intersection \( C_I(E_\bullet) \cap O_2 \) is nonempty. So let \( W \subset C_I(E_\bullet) \cap O_2 \). Clearly then \( W \subset C_I(E_\bullet) \cap O_2 \) is the standard full flag of \( V_1 \) according to \( I^M \). Therefore the image of \( C_I(E_\bullet)|_{O_2} \to \text{IG}(k, V_2) \) is contained in \( C_M \). Now fix \( W_1 \in C_M^1 \) and \( W_2 \in \text{Gr}(1, 2) \). We claim that the fiber in \( C_I(E_\bullet) \cap O_2 \) over \( (W_1, W_2) \) is a \( [I^M] \) dimensional subspace of \( \text{Gr}(k, W_1 + W_2) \). Let \( F_\bullet \) be the full flag of \( W_1 + W_2 \) induced by \( E_\bullet \). Note that the subset \( I' \) corresponding to the intersection of \( W_1 + W_2 \) with \( F_\bullet \) is the set \( I^M \) with either \( r \) or \( r + 1 \) added. Therefore, any \( k \)-dimensional subspace of \( W_1 + W_2 \) that intersects \( F_\bullet \) according to \( J = \{1, 2, \ldots, \lvert I^M \rvert \} \) is in \( C_I(E_\bullet) \); in fact \( C_I(E_\bullet) \cap \text{Gr}(k, W_1 + W_2) = C_I(F_\bullet) \), which has dimension \( \lvert I^M \rvert \). Then since the fiber in \( O_2 \) over \( (W_1, W_2) \) is open in \( \text{Gr}(k, W_1 + W_2) \), the fiber in \( C_I(E_\bullet) \cap O_2 \) over \( (W_1, W_2) \) is open in \( C_J(F_\bullet) \), and nonempty by assumption. Finally, it is easy to see that the fiber in \( C_I(E_\bullet) \cap O_2 \) over any pair \( (W_1, W_2) \) in \( C_M^1 \times \text{Gr}(1, 2) \) is non-empty, and therefore by the above work is \( [I^M] \)-dimensional. Therefore the dimension of \( C_I(E_\bullet) \cap O_2 \) is \( \dim(C_M) + \dim(\text{Gr}(1, 2)) + \lvert I^M \rvert \).

The calculation of the dimension of \( C_I(E_\bullet(I)) \cap O_2 \) is essentially identical, except that for any subspace \( W \) in this intersection, \( W \) is always the line spanned by \( e_r \), thus lowering the dimension by one. \( \square \)

Proof of Theorem 1.3 We follow the strategy outlined at the beginning of this section. By Proposition 3.10 the expected dimension of the intersection is 0, and if non-empty the intersection will be Levi-movable. Let \( I_1, \ldots, I_n \) be sets corresponding to the Schubert varieties. There are two cases. First assume that there is a \( j \) such that \( C_{I_j} \subset O_1 = M/Q \). Then the intersection

\[
\bigcap_j C_{I_j}(E_\bullet)
\]

is contained in \( O_1 = M/Q \), and by assumption we can make this intersection non-empty and proper inside this orbit by shifting the Schubert varieties by \( M \), proving the theorem in this case.

Now assume that none of the Schubert varieties are contained in \( O_1 \). Then for every \( j \), there is an \( i \in I_j \) satisfying \( i > r + 1 \). Furthermore, there exists a \( j_0 \) such that \( I_{j_0} \) contains an integer \( i \) satisfying \( i < r \). This follows from the calculation of the difference in codimension in Proposition 3.3 and Proposition 3.10. Without loss of generality, suppose \( j_0 = 1 \). Consider the following intersection:

\[
C_{I_1}(E_\bullet(I_1)) \cap \bigcap_{j = 2}^n C_{I_j}(E_\bullet)
\]

Then we claim that we can make the above intersection proper in each orbit of \( M \), and nonempty in \( O_2 \), by shifting these Schubert varieties independently by \( M \). Now by Proposition 4.3 the intersection is empty in \( O_1 \) and \( O'_2 \). Clearly we can make the intersection proper in the open orbit \( O_3 \).
We claim that for generic $m_1, \ldots, m_n \in M$ the intersection
\[ X = \mathcal{O}_2 \cap (m_1 C_{I_1}(E_\bullet(I_1)) \cap \bigcap_{j=2}^n m_j C_{I_j}(E_\bullet)) \]
is exactly a point. Recall the morphism $\mathcal{O}_2 \to IG(k, 2(r-1)) \times Gr(1, 2)$. As shown in the proof of Proposition 1.3 for $j > 1$, each $\mathcal{O}_2 \cap C_{I_j}(E_\bullet)$ is fibered over $C^M_{I_j} \times Gr(1, 2)$ by open subsets of linear spaces in $Gr(k, k+1)$ of dimension $|I_j^M| > r-1$, and similarly $\mathcal{O}_2 \cap C_{I_1}(E_\bullet(I_1))$ is fibered over $C^M_{I_1}$ by open subsets of linear spaces of dimension $|I_1^M| > r-1$. Choosing generic $m_1, \ldots, m_n$ we can make the intersection $\bigcap_{j} m_j C^M_{I_j}$ equal to a single point $x$ by assumption. Then since $M$ acts transitively on $\mathcal{O}_2$, it acts transitively on the fiber over $x$, and therefore by shifting the fibers by generic elements of the stabilizer of $x$ we see that the intersection $X$ is isomorphic to a non-empty open subset of a linear space of dimension
\[ k - \sum_j (k - |I_j^M| > r-1) = k - \sum_j |I_j^M| \leq r-1 \]
\[ = \frac{1}{2}(2k - \sum_j \text{codim}(C_{I_j}) - \text{codim}(C^M_{I_j})) = 0, \]
where the last two equalities follow by Propositions 3.5 and 3.10. Therefore, $X$ is a single point, finishing the proof. \hfill \Box

4.3. **Proof of the eigencone theorems.** In this section we use the cohomology result (Theorem 1.3) proven in the previous section to prove the eigencone results stated in the introduction. The proof also relies on the theorem of Belkale and Kumar reducing the inequalities determining the eigencone to those corresponding to Levi-movable products (Theorem 2.3). Parts (3) and (5) also depend on the work of Braden and Lee \cite{BradenLee}.

**Proof of Theorem 1.1.** (2) The inclusion $M \subseteq G$ induces a map of eigencones $\overline{\Gamma}_n(M) \to \overline{\Gamma}_n(G)$. When restricted to the first factor $M_1 \cong \text{Sp}(2(r-1))$ the map is an isometric embedding by the description of the fundamental weights of $M$ and $G$ in section 3. Furthermore note that the image of the dominant chamber of $M_1$ is identified with the subcone of the dominant chamber of $G$ where the coefficient of $\omega_s$ is zero. Therefore by Theorem 1.5 and Corollary 2.4, the proof is finished.

(1) This follows from the isomorphism between the eigencones of groups of types B and C (see section 2). Note that $\omega^C_r = \omega^B_r$ for $i < r$, $\omega^C_r = 2\omega^B_r$.

(3) This follows from part (1) and the main theorem in \cite{BradenLee}, which identifies the subcone of $\overline{\Gamma}_n(D_r)$ in which the coefficients of $\omega_{r-1}$ and $\omega_r$ are the same with $\overline{\Gamma}_n(B_{r-1})$.

(4) We follow the same strategy as in part (2). In this case $M \cong \text{SL}(2) \times \text{SL}(2)$, and $M \subseteq G$ corresponds to the sub-root-system of $G$ with positive roots $\beta = 3\omega_1 + 2\omega_2$ and $\beta' = \alpha_1$. The factor corresponding to $\beta$ will be labeled $M_1$. It is easy to check that the fundamental weights are $\nu = \frac{1}{2}\omega_2$ and $\nu' = \omega_1 - \frac{1}{2}\omega_2$, so that $a\omega_1 + b\omega_2$ equals $(a+2b)\nu + a\nu'$. Let $P$ be the parabolic subgroup of $G$ which excludes $\alpha_2$, and $Q$ be the parabolic subgroup of $M$ which excludes $\beta$. We need to check that non-zero cohomology products over $M/Q$ correspond to non-zero products over $G/P$. But there are only two Schubert cells in $M/Q$: a point and the big cell. Therefore it is sufficient to check that the big cell in $M/Q$ corresponds to the big cell in $G/P$ via the inclusion of Weyl groups $W_M \subseteq W$. The required calculations were done using the LiE software package \cite{LiE}, and $w \in W_M$ maps to $s_2s_1s_2s_1$ in $W$, which corresponds to the big cell in $G/P$.

(5) Let $M_1 \cong G_2 \subseteq F_4$ be the subgroup as described in the theorem. It is easy to see that given a weight $\lambda = a\omega_1 + b\omega_2$ of $F_4$, restricting the weight to $M_1$ we get $\lambda_{M_1} = 3b\alpha_1 + a\alpha_2$. As above, it suffices to finish the proof of the theorem to show that for any Levi-movable product $\sigma^M_1 \cdots \sigma^M_n = 1[pt]$ the corresponding product in $G/P$ is non-zero. Lee computed \cite{Lee} that any such Levi-movable product is simply the product of a class $\sigma^M$ and its dual satisfying $\sigma^M \cdot (\sigma^M)^\ast = 1[pt]$. Therefore it is sufficient to check that the map $W_M^Q \to W^P$ commutes with taking duals for each parabolic $Q$ of $M_1$. There are two maximal parabolic subgroups, $Q_1$ and $Q_2$, corresponding to omitting the roots $\beta_1$ and $\beta_2$, respectively. These parabolics are the restrictions of the parabolics $P_1$ and $P_2$ of $G$, omitting $\alpha_4$ and $\alpha_1$, respectively. Tables I, II, and III list the sets of minimal coset representatives, their duals, and the correspondence between $W^Q_M$ and $W^P$, which finishes the proof of
the theorem. The dual computations are reproduced from [21], and the rest was computed using the LiE system. □

Corollary 1.3 follows from the description of the weights in the above proof. Finally, we prove the projection theorem using the same strategy.

Proof of Theorem 1.4. The proof is essentially identical to part (2) of the proof of Theorem 1.1. Again it suffices to consider the case when $G = \text{Sp}(2r)$ and $M = \text{Sp}(2(r - 1)) \times \text{SL}(2)$. For $w \in W_M^G$, we want to compare $\langle \omega_P, w^{-1}\lambda \rangle = \langle \omega_P, w^{-1}\pi(\lambda) \rangle = \langle \omega_P, \pi(w^{-1}\lambda) \rangle = \langle \omega_P, \pi(w^{-1}\lambda) \rangle$. They differ by $\langle \omega_P, w^{-1}a_r\nu_r \rangle$, and since $\nu_r = \frac{1}{2}a_r$, this quantity is zero. Therefore given $\vec{\lambda} \in \Gamma_n(G)$ and a Levi-movable product $\sigma_M \cdot \cdots \cdot \sigma_M = [pt]$, as above we have $\sum_i \langle \omega_P, w_i^{-1}\pi(\lambda_i) \rangle = \sum_i \langle \omega_P, w_i^{-1}\lambda_i \rangle \leq 0$, finishing the proof. □

| $w \in W_{G_2}^Q$ | Dual | $w \in W_{G_2}^Q$ | Dual |
|------------------|------|------------------|------|
| e                | 1212 | e                | 2121 |
| 1                | 2121 | 2                | 1212 |
| 21               | 121  | 12               | 212  |
| 121              | 21   | 212              | 12   |
| 2121             | 1    | 1212             | 2    |
| 1212             | e    | 21212            | e    |

Table 1. $G_2$ Schubert cells

| $w \in W_{G_2}^Q$ | Image in $W_{F_4}^P$ | $w \in W_{G_2}^Q$ | Image in $W_{F_4}^P$ |
|------------------|----------------------|------------------|----------------------|
| e                | e                    | e                | e                    |
| 1                | 43234                | 2                | 1                    |
| 21               | 143234               | 12               | 2324321              |
| 121              | 232143234            | 212              | 12324321             |
| 2121             | 1232143234           | 1212             | 23214321324321       |
| 1212             | 432132343213234      | 21212            | 123214321324321      |

Table 2. $G_2$ to $F_4$ Weyl data

| $w \in W_{F_4}^P$ | Dual | $w \in W_{F_4}^P$ | Dual |
|------------------|------|------------------|------|
| e                | 432132343213234      | e    | 123214321324321 |
| 43234            | 1232143234           | 1    | 23214321324321  |
| 143234           | 232143234            | 2324321 | 12324321 |
| 232143234        | 143234               | 12324321 | 2324321 |
| 1232143234       | 43234                | 23214321324321 | 1 |
| 432132343213234  | e                    | 123214321324321 | e |

Table 3. $F_4$ Schubert cells
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