Charge and energy transfer in ac-driven Coulomb-coupled double quantum dots
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Abstract. We study the dynamics of charge and energy currents in a Coulomb-coupled double quantum dot system, when only one of the two dots is adiabatically driven by a time-periodic gate that modulates its energy level. Although the Coulomb coupling does not allow for electron transfer between the dots, it enables an exchange of energy between them which induces a time variation of charge in the undriven dot. We describe the effect of electron interactions at low temperature using a time-dependent slave-spin formulation within mean field that efficiently captures the main effects of the strong correlations as well as the dynamical nature of the driving. We find that the currents induced in the undriven dot due to the mutual friction between inter-dot electrons are of the same order as those generated in the adiabatically driven dot. Interestingly, up to 43% of the energy injected by the ac sources can be transferred from the driven dot to the undriven one. We complete our analysis by studying the impact of the Coulomb interaction on the resistance of the quantum dot that is driven by the gate.

1 Introduction

The study of transport through conductors coupled by the Coulomb interaction is a promising research field since the late 1970s, when Pogrebinskii [1] proposed an alternative way of measuring the inner properties of solids which involved two electrically isolated 2D conductors (or layers) placed close together. The measurement protocol was based on the mutual friction (i.e., Coulomb-mediated scattering processes) felt by charge carriers belonging to different conductors due to long-range interactions. In these scattering processes, momentum and energy can be transferred between the layers in spite of being electrically isolated from each other.

A spectacular effect of this mutual friction is the Coulomb drag [1–3], in which a charge current is induced in an unbiased conductor (known as “passive” conductor) simply applying a bias to the other (the “active” conductor). This effect has been extensively studied in a wide variety of systems, from layered conductors [4–6] to smaller dimensional systems as coupled quantum wires [7–9] or even double quantum dots structures [10–12]. In particular, experimental investigations in systems composed of Coulomb-coupled quantum dots are reported in Refs. [13–18].

Even more interestingly, not only charge currents but also heat and energy flows can be induced in the unbiased conductor thanks to the energy transfer between the Coulomb-coupled objects. In recent years, this phenomenon has rekindled the interest of theoretical and experimental communities in Coulomb-coupled devices, especially in their thermodynamics, due to the possibility of using such energy transfer to develop novel nanotechnologies. Some examples are the implementation of a single-electron heat diode [19], a self-contained quantum refrigerator [20], and the realization in a laboratory of a Szilard engine [21], an energy harvester [17,18], as well as an autonomous Maxwell’s demon [22] that convert thermal energy into work by the use of information. Among the most recent works addressing the study of heat transport and entropy production in Coulomb-coupled systems, we find Refs. [23–26] for double quantum dot circuits, and Ref. [27] in the case of coupled Coulomb-blockaded metallic islands and quantum wires.

In this work, we focus on several phenomena that boil down to a main question, namely what would happen if instead of a bias voltage or a thermal gradient, the active conductor is driven by time-dependent gates?

Here, we make a first step toward the answer to these questions, which have not been discussed to the best of our knowledge. We believe that our results can shed
light into the art of manipulating charge and energy fluxes, which is a crucial task for the development of new technologies. To achieve our goal we focused on the study of time-dependent charge and energy transport in a basic setup, which could be experimentally realized and is shown in Fig. 1. It is composed of two Coulomb-coupled quantum dots, namely the active dot and the passive dot, which are coupled in series with two electron reservoirs at the same temperature and chemical potential. Only the active quantum dot is driven by the application of an adiabatic time-periodic local gate that moves its level around the Fermi energy of the reservoir.

From the theoretical perspective, Coulomb-coupled quantum dot systems that are driven by bias voltages or a thermal gradients were previously studied mostly by the recourse of the master equation approach, valid in the regime where the hybridization with the reservoirs $\Gamma$ is negligible compared to the temperature and the Coulomb interaction $U$ [10–12, 19, 20, 23, 27]. Results were also presented by using the non-equilibrium non-crossing approximation (NCA) for rather high temperatures [28], since this approach fails at very low temperatures below the characteristic Kondo temperature. On the other hand, the use of master equations in similar systems and under the presence of adiabatic time-dependent drivings was addressed in Refs. [29, 30]. At low temperatures and for a small interaction $U$, $U \ll \Gamma$, Ref. [25] showed that the renormalized perturbation theory (RPT) in $U/\Gamma$ offers the most reliable description. However, in this work we focus on a different interesting regime, in which the temperature is very low and the interaction $U$ is larger than the hybridization. To describe the adiabatically driven interacting system in this latter regime, we use the mean-field slave-spin 1 approach in Ref. [31] that efficiently captures the main effects of Coulomb coupling as well as the dynamical nature of the driving. As we discuss below, the slave-spin method realizes a mean field which is suited to treat strong electron–electron interactions.

The paper is organized as follows. In Sect. 2, we introduce the model and the time-dependent slave-spin 1 approach within the adiabatic regime. Then in Sect. 3, we compute the charge and energy fluxes in the system. Section 4 presents the results for an illustrative example. Finally, Sect. 5 is devoted to the summary and conclusions.

2 Model and formalism

We consider the setup in Fig. 1, where we assume the quantum dots to be single level with spinless electrons. This is actually a simplification, which has also been assumed before in the literature, see for instance Refs. [12, 19, 25, 26], which certainly could be experimentally realized by the application of a magnetic field able to completely polarize the dots.

The prototypical device can be thought of as composed of two subsystems, namely “active” and “passive”, each containing a quantum dot and the corresponding reservoir. Accordingly, the active subsystem holds the active dot which is driven by the time-periodic local gate $\varepsilon_a(t)$. The passive subsystem remains undriven, with the quantum dot at a constant energy level $\varepsilon_p$. These two subsystems interact only through a Coulomb repulsion between inter-dot electrons, of magnitude $U$.

Thus, we describe the full system by the Hamiltonian $H_{\text{Full}}(t) = H_a(t) + H_p + U n_a n_p$, where

$$H_a = H_{a\text{dot}} + H_{a\text{Res}} \quad \text{for } a = a, p \quad (1)$$

represents the uncoupled active and passive subsystems, with

$$H_{a\text{dot}} = \varepsilon_a n_a + \sum_{k_a} \mathcal{w}_a (c_{k_a}^\dagger d_a + d_{k_a}^\dagger c_{k_a}), \quad (2)$$

for the quantum dots along with the tunneling couplings with the reservoirs, and

$$H_{a\text{Res}} = \sum_{k_a} \varepsilon_{k_a} c_{k_a}^\dagger c_{k_a}, \quad (3)$$

for the non-interacting reservoirs, which are assumed to be at equilibrium. The third term in $H_{\text{Full}}$ describes the Coulomb interaction, where the occupation operator reads $n_{a/p} = d_{a/p}^\dagger d_{a/p}$. On the other hand, the operator $c_{k_a}(c_{k_b})$ and its conjugate belong to the reservoir lying in the active (passive) subsystem, and $\varepsilon_{k_a}(\varepsilon_{k_b})$ is its energy band. The corresponding dot-reservoirs tunneling amplitudes are $\mathcal{w}_a/\mathcal{w}_b$. The Coulomb coupling between the two quantum dots does not allow for an exchange of electrons between them. Therefore, energy transfer between active and passive subsystems will not be accompanied by any
charge transfer between the two subsystems. Nevertheless, both quantum dots can certainly exchange particles with the reservoir they are attached to. In fact, as we are going to show later on in this section, energy transfer processes are accompanied (or mediated) by an induced time variation of charge in the passive dot. This charge current between the passive dot and the reservoir on the right is of zero net value when averaged over one oscillation period of the driving. Figure 2 shows in a more intuitive way how energy exchange processes take place. As an illustration, but without loss of generality, we consider an example in which all the reservoirs are at the same temperature $T = 0$. The energy level of the active dot evolves as $\varepsilon_a(t) = \varepsilon_0 \cos(\omega t) + \mu$ with $\varepsilon_0 > \mu$, while $\varepsilon_p$ is constant and $\varepsilon_p \ll \mu$. In this way, the initial configuration (see sketch 1) corresponds to the active level being above the Fermi sea while the passive dot lies below. Thus, the initial occupancy is $(n_a, n_p) = (0, 1)$. During the first half period, in the second sketch, the active level fills up as it goes below $\mu$. Then, the Coulomb repulsion between electrons from different dots start to be felt, and this opposes the filling of the active dot. Therefore, for the active dot to be filled up, it has to pay an energy cost which is extracted from the external time-dependent driving sources. Part of the energy that the active dot receives from the sources is then delivered to the passive dot, so that the electron there can tunnel above the Fermi level of the right reservoir (see 3), leaving in this way the dot empty. By last, during the second half period of the driving, the emptying process of the active dot takes place and therefore the passive dot can be occupied again. Thus, as shown in step 4, an electron of energy $\varepsilon_p$ from the right reservoir tunnels into the passive dot, generating a hole deep inside the Fermi sea. So then, an electron with an energy higher than $\mu$ decays to the hole, relaxing an amount of energy that will be then dissipated as heat in the reservoir but that could be eventually reused (or transformed) in a modified setup.

Thus, we see that the driving of the active dot induces a time-dependent charge current between the passive dot and the reservoir on the right, which is neutral on average over a completed driving period. The passive dot has to receive some energy from the active subsystem to allow for these charge variations. This feature is properly captured by the time-dependent slave-spin 1 approach we previously introduced in Ref. [31], which is presented in the following section.

**2.1 Slave-spin 1 approach and the adiabatic regime**

We choose the slave-spin 1 (S-S1) mean-field approach for finite $U$ introduced in Ref. [31] as a minimal theoretical framework which captures the main effect of the electronic correlations in two-level systems, while also allowing for an analytical treatment that can be combined with a linear-response treatment for slow driving frequencies. Within the S-S1 approach, the original interacting Hamiltonian $H_{\text{Full}}(t)$ is represented in an enlarged Hilbert space that contains an auxiliary $S = 1$ spin together with two pseudofermions. The slave spin is in correspondence with the total fermionic number of the four possible electronic configurations for the double dot system $(n_a, n_p) = \{(0, 0); (1, 0); (0, 1); (1, 1)\}$. Individual electrons are represented within this framework in terms of a pseudofermionic operator $d_{a/p}^\dagger$ together with the $S = 1$ spin. So that, operators belonging to the quantum dots are equally represented under the transformations: $d_{a/p} \rightarrow d_{a/p} S^-/(\hbar \sqrt{2})$ and $n_{a/p} \rightarrow n^z_{a/p}$, while the Coulomb interaction $n_a n_p \rightarrow S_z (S_z + 1)/(2\hbar^2)$ can be rewritten in terms of the spin solely. The four physical electronic configurations are ensured by enforcing the following constraint on the total number of electrons:

$$n^a + n^p = S_z + 1. \quad (4)$$

Plugging the above transformations for the operators into Eq. (3), the S-S1 Hamiltonian of the full system can be written as

$$H^\ast_{\text{Full}}(t) = \sum_{\alpha = a, p} H^\ast_{\alpha}(t) + H^\ast_{\text{res}}$$

$$+ \left( \frac{U}{2\hbar} S_z - \lambda(t) \right) \left( S_z^2 + 1 \right), \quad (5)$$

with

$$H^\ast_{\alpha}(t) = \sum_{k, \alpha} \frac{\omega_{\alpha_k}}{\hbar \sqrt{2}} \left( S^c_{\alpha_k} d_{\alpha_k}^\dagger + \text{H.c.} \right)$$

$$+ \varepsilon_a^\alpha(t)n_a^\ast, \quad (6)$$

![Fig. 2](image-url) Scheme for energy transfer mechanisms. The active dot evolves as $\varepsilon_a(t) = \varepsilon_0 \cos(\omega t) + \mu$ with $\varepsilon_0 > \mu$, while the levels of the passive dot remain constant and deep below $\mu$. (1) Initially, the active level is empty, but the passive dot is filled. (2) During the first half of the oscillation period, the passive level goes below $\mu$, and to be filled, it has to pay the energy cost of the Coulomb repulsion. (3) Energy is transmitted from active to passive dots, so that the electron lying in the passive dot can tunnel above $\mu$. (4) During the second half of the period, the active dot gets empty again so that the passive dot can return to be filled, dissipating heat during the process.
where $\lambda(t)$ is the Lagrange multiplier imposing the constraint on the occupancy in Eq. (4) at every time, and $\varepsilon^{*}_a(t) = \varepsilon_a(t) + \lambda(t)$ are the re-normalized energy levels of the dots. In Eq. (5), the Hamiltonians of the reservoirs $H^{\text{Res}}_{\alpha/b}$ remain the same since they are non-interacting, so that the S-S1 representation does not apply to them.

Now, as customary in other slave-particles methods, we are going to treat the problem within the mean-field approximation (MF) that consists of decoupling fermionic and spin degrees of freedom and treating the constraint on average. The latter assumptions are justified for $U \gg \{\Gamma_{\alpha/b}, \varepsilon_\alpha\}$, where $\Gamma_{\alpha/b}$ are the hybridizations with the active and passive reservoirs. Thereby, fluctuations of the spin with respect to the mean values can be neglected even under the action of the time-dependent driving, as long as the adiabatic condition $\varepsilon_\alpha \ll \Gamma_{\alpha/b}$ is satisfied. Then, we should replace the components of the slave-spin $S_z$, $S^+/- = S_x \pm i S_y$ with their expectation values $\langle S \rangle$ and neglect their fluctuations. Consequently, the interacting Hamiltonian $\hat{H}_{\text{Full}}(t)$ is mapped into a non-interacting one

$$\hat{H}_{\text{Full}}(t) = \hat{H}_\alpha(t) + \hat{H}_p(t) + \beta(t),$$

where $\hat{H}_\alpha(t)$ is the effective MF Hamiltonian for the subsystem $\alpha = \{a, p\}$, with $\hat{H}_\alpha(t) = \hat{H}^{\text{dot}}_{\alpha} + \hat{H}^{\text{Res}}_{\alpha}$,

$$\hat{H}^{\text{dot}}_{\alpha}(t) = \varepsilon^{*}_\alpha(t)n_\alpha^* + \sum_{k_\alpha} w^{*}_{\alpha,k_\alpha} d^{\dagger}_{\alpha,k_\alpha} + \text{H.c.},$$

and

$$\beta = \frac{U}{2\hbar^2} \left( \langle S_z^2 \rangle + \hbar \langle S_z \rangle \right) - \frac{\lambda}{\hbar} \left( \langle S_z \rangle + \hbar \right),$$

with the re-normalized tunneling factors being $w^{*}_{\alpha,k_\alpha}(t) = w_\alpha \langle S^-\rangle(t)/(\hbar \sqrt{2})$. Then, we can see that within the mean-field S-S1 framework “active” and “passive” subsystems are described as effectively uncoupled from each other, even though they actually interact via the Coulomb repulsion. In fact, all the information about the interaction between the subsystems is contained in the effective Hamiltonian parameters $\varepsilon^{*}_{\alpha/b}(t)$ and $w^{*}_{\alpha/b}(t)$, which are all time-periodic functions due to the periodicity of the driving. Although in the real setup the driving is merely applied to the active dot, now under the mean-field S-S1 both the dots turn out to be driven in time. This is because the Coulomb interaction is portrayed as extra time-dependent driving sources, acting locally on the levels of the dot as well as on the contact with the leads. The latter feature of this model is advantageous for describing the energy transfer mechanisms sketched in Fig. 2, since the induction of transport in the passive subsystem due to the interaction is simply explained in terms of extra time-dependent driving sources acting on that part of the device.

For finding the effective Hamiltonian parameters $\varepsilon^{*}_{\alpha/b}(t)$, $w^{*}_{\alpha/b}(t)$, and the function $\beta(t)$, the coupled problem between fermionic and spin dynamics must be solved. In this work, we consider the driving to be within the adiabatic regime $(ad)$, namely, a slow evolution in time of the parameter $\varepsilon^{*}_\alpha \to 0$. For this regime, as explained in detail in Ref. [31], the spin dynamics is simplified since all the spin components turn out to depend on $\langle S_z \rangle$ solely, as the only independent component. In particular, for the Hamiltonian parameters we have

$$\langle S^+ \rangle^{ad} = h^2 - \langle S_z \rangle^{ad}^2,$$

$$\langle S_z \rangle^{ad} = (\langle S_z \rangle^{ad}^2 + h^2)/2.$$  

In this way, the vertical component $\langle S_z \rangle^{ad}(t)$ together with $\lambda^{ad}(t)$ constitutes the full set of variables describing the the Coulomb interaction, and their dynamics is obtained by solving the following set of slave-spin equations [31] composed of: the equation of motion for $S_z$, that is

$$0 = \left( \frac{\lambda^{ad} - \frac{U}{2} \langle n^* \rangle}{\hbar} \right) \left( 1 - \frac{\langle S_z \rangle^{ad}^2}{h^2} \right) + \frac{\langle S_z \rangle^{ad}}{\hbar} \sum_{\alpha=a, p} \text{Re} \left\{ w^{*}_\alpha \langle c^{\dagger}_{\alpha,k_\alpha} d^{\dagger}_\alpha \rangle \right\},$$

with $n^* = n^*_a + n^*_p$, and the constraint on average

$$\langle S_z \rangle^{ad} = \sum_{\alpha=a, p} \langle d^{\dagger}_\alpha d^{\dagger}_\alpha \rangle,$$

In the above equations, the expectation values for the pseudo-fermions $\langle n^* \rangle$ and $\langle c^{\dagger}_{\alpha,k_\alpha} d^{\dagger}_\alpha \rangle$ should be consistently evaluated within the adiabatic regime, namely, in linear response in the small variation of the effective parameters $\varepsilon^{*}_\alpha$ and $w^{*}_\alpha$, which involve the time derivatives of the variables $\lambda^{ad}$ and $\langle S_z \rangle^{ad}$ (for further details see Ref. [31]). Then it is important to notice that even though Eqs. (11) and (12) appear to be stationary, they actually constitute a system of ordinary differential equations due to the presence of time derivatives of the variables inside the electronic expectation values. Although the above set of equations could be difficult to solve, the quasi-static evolution of the system makes it possible to approximate the solutions as little variations around the static (or frozen) solutions at every time $t$:

$$\langle S_z \rangle^{ad}(t) \sim S_z^t + \delta S_z,$$

$$\lambda^{ad}(t) \sim \lambda^t + \delta \lambda,$$

where the index $t$ means that they are static values, in the sense that the dependence on time is purely parametric, as in a series of snapshots of the system in equilibrium with frozen parameters. The first-order corrections taking into account the effect of the slow driving are $\delta S_z$ and $\delta \lambda$, which depend on the frozen solutions.
and are \( \propto \varepsilon_a \). The expansion in Eq. (13) has the advantage of offering a practical description of the dynamics in terms of the frozen static values \( S^t_a \) and \( \lambda^t \) solely, for which Eqs. (11) and (12) are reduced to a stationary system of non-linear equations as presented in Ref. [31]. When evaluated in the system model of this work, the latter set of stationary equations reads

\[
0 = \left[ \lambda^t - U \left( 1 + \frac{S^t_a}{\hbar} \right) \right] \left( 1 - \frac{S^{t^2}_a}{\hbar^2} \right) \\
+ \frac{S^t_a}{\hbar} \sum_{\alpha, a, p} \int \frac{d\varepsilon}{\pi} \rho^\alpha_a(\varepsilon)(\varepsilon - \varepsilon^t_a)f(\varepsilon), \tag{14}
\]

and

\[
\frac{S^t_a}{\hbar} + 1 = \sum_{\alpha, a, p} \int \frac{d\varepsilon}{2\pi} \rho^\alpha_a(\varepsilon)f(\varepsilon). \tag{15}
\]

Here, \( \varepsilon^t_a = \varepsilon_a(t) + \lambda^t \), and \( \rho^\alpha_a(\varepsilon) = \Gamma^\alpha_a/[\pi(\varepsilon - \varepsilon^t_a)^2 + (\Gamma^\alpha_a/2)^2] \), with \( \Gamma^\alpha_a = \Gamma_a(\hbar^2 - S^{t^2}_a)/2\hbar^2 \) being the effective hybridization, is the density of states of the quantum dot in subsystem \( \alpha \). We are considering the wide-band limit, where the bare hybridization reads \( \Gamma_a = \omega_n^\alpha \theta \), with \( \theta \) being the energy-independent density of states of the \( \alpha \)-lead. On the other hand, \( f(\varepsilon) \) is the Fermi–Dirac distribution which in this work is the same for both reservoirs. Linear response terms in Eqs. (11) and (12) are taken into account when computing the corrections \( \delta S^t_a \) and \( \delta \lambda \), which are the same as mentioned above, depend on the above frozen solutions and also on the spectral properties of the system. These latter can be found by solving a simple system of linear equations, but since they are not crucial for this work, we refer the reader to Ref. [31] for details on how to compute them.

3 Charge and energy fluxes

3.1 Pumping charge

In this work, we focus on the effect of the Coulomb coupling on charge and energy transfer, with a particular interest in the passive subsystem, where the transport is exclusively induced by the action of \( U \).

Regarding the transport of charge, electronic pumping currents flow in the contacts with the reservoirs in response to the time-periodic driving, while there cannot be any exchange of particles between the two dots. Then, the charge current entering reservoir \( \alpha \), \( I_\alpha(t) \), should obey the following charge conservation law

\[
I_\alpha = -e \frac{d\langle n^\alpha_n \rangle}{dt}, \tag{16}
\]

which establishes a relation between the currents entering the reservoirs and the charge variations in the dots. The lowest-order contribution of the above current, \( I^{(1)}_\alpha \equiv I^{\text{pump}}_\alpha \), is of first order in the variation of the Hamiltonian parameters, \( \varepsilon^t_a(t) \) and \( \omega^t_a(t) \) that are \( \propto \hbar \omega \). In Ref. [32], we have already provided an expression for the first-order (or linear response) current in the case of a single non-interacting quantum dot being driven by time-dependent couplings to the leads and also a time-dependent energy level. These calculations are applicable to the present problem within the mean-field approximation, for which active and passive dots appear to be non-interacting and uncoupled to each other. Then the current must be evaluated with the effective parameters given by the S-S1 mean-field approach, which contain all the information about the finite \( U \) coupling. Consequently, the pumping current reads

\[
\frac{I^{\text{pump}}_\alpha}{e} = \sum_{k_\alpha} \int \frac{d\varepsilon}{2\pi} \int \frac{d\varepsilon}{2\pi} \rho^\alpha_a(\varepsilon)f(\varepsilon) \left( \frac{\varepsilon - \varepsilon^t_a}{\Gamma^\alpha_a} \right). \tag{17}
\]

3.2 Power and energy transfer

The Coulomb interaction does not allow for an exchange of electrons between the two quantum dots. Yet, it allows for a net energy transfer, as shown before in Fig. 2. To study the latter energy transfer mechanisms between active and passive subsystems, we should first analyze the variation of the energy in the full system and then the way it is distributed in the two subsystems. In contrast to the pumped charge that is conserved for the full system, the corresponding rate of change in the total energy is equal to the power developed by the external ac sources

\[
P^{\text{ac}}(t) = \langle \partial_t \tilde{H}^{\text{Full}} \rangle = \delta_a(t)\langle n_a \rangle = \delta_a(t)\langle n^*_a \rangle. \tag{18}
\]

At this point, although \( \langle n^*_a(t) \rangle \) could be simply computed as the time integral of the current in Eq. (17) for \( \alpha = a \), it turns out to be more convenient to work with the effective Hamiltonian, as \( P^{\text{ac}} = \langle \partial_t \tilde{H}^{\text{Full}} \rangle \), because this allows us to easily identify how the energy is distributed between the two subsystems during the driving. However, at first glance, the fact that the mean-field S-S1 introduces extra time-periodic parameters for describing the interaction implies that some care should be taken before replacing the original Hamiltonian \( H^{\text{Full}} \) by the approximated \( \tilde{H}^{\text{Full}} \) in the definition of the power as it is usually done for computing the charge current.\(^1\) However, in our case, the substitution is justified since (as we will show in the following)

\[
\langle \partial_t \tilde{H}^{\text{Full}} \rangle^{\text{ad}} = \langle \tilde{H}^{\text{Full}} \rangle^{\text{ad}} \tag{19}
\]

at least within the adiabatic regime.

\(^1\) We stress here that transforming the Hamiltonian under the S-S1 framework \( H^{\text{Full}} \rightarrow \tilde{H}^{\text{Full}} \) is an exact representation, while approximations are imposed only when treating the problem within mean field with the Hamiltonian \( \tilde{H}^{\text{Full}} \).
To prove the latter equality, we start by comparing Eq. (18) with the time derivative of the MF Hamiltonian in Eqs. (7) and (8)

\[ \hat{\epsilon}_a(t)\langle n^*_a \rangle = \sum_{\alpha=a,p} \hat{\epsilon}^*_a(t)\langle n^*_a \rangle + 2\text{Re}\left\{ \hat{w}^*_a(t)\langle c_{k_a}^\dagger d^*_a \rangle \right\} + \hat{\beta}(t), \]

and since \( \hat{\epsilon}^*_a(t) = \hat{\epsilon}_a(t) + \hat{\lambda}(t) \), \( \hat{\epsilon}^*_p(t) = \hat{\lambda}(t) \) and \( \hat{w}^*_a(t) = w_a d_\alpha \langle S^- \rangle / \hbar \sqrt{2} \), the previous equation is then reduced to

\[ \hat{\beta}(t) = -\hat{\lambda}(t)\langle n^* \rangle - \sum_{\alpha=a,p} \sqrt{2}w_a \text{Re}\left\{ \langle S^- \rangle \langle c_{k_a}^\dagger d^*_a \rangle \right\}, \]

Now, taking Eq. (9) and using the relations between the components of the spin in (10), we can express \( \hat{\beta} \) in the adiabatic regime as

\[ \hat{\beta}^{ad} = \left( \frac{U}{2}\langle n^* \rangle - \lambda^{ad} \right) \langle \hat{S}_z^{ad} \rangle - \lambda^{ad}\langle n^* \rangle, \]

and, on the other hand, we also know from the time derivative of Eq. (10) that

\[ \langle \hat{S}^- \rangle^{ad} = -\frac{\hbar\langle \hat{S}_z^{ad} \rangle}{\langle \hat{S}^- \rangle^{ad}} \langle \hat{S}_z^{ad} \rangle. \]

Now, plugging Eqs. (22) and (23) into (21), we obtain

\[ \frac{U}{2}\langle n^* \rangle^{ad} = \frac{\hbar\langle \hat{S}_z^{ad} \rangle}{\langle \hat{S}^- \rangle^{ad}} \sum_{\alpha=a,p} 2\text{Re}\left\{ \hat{w}^*_a(t)\langle c_{k_a}^\dagger d^*_a \rangle \right\} + \lambda^{ad}, \]

which is the same as the slave-spin equation (11), which shows that Eq. (19) is satisfied.

### 3.2.1 Energy distribution

Now that we have already shown the validity of Eq. (19), so that the MF preserves the definition of the power \( P^{ac} = \langle \partial_t H_{\text{full}} \rangle^{ad} \), we can start analyzing the energy distribution in the system. From Eq. (7), we know that

\[ P^{ac} = \frac{d}{dt}\langle \hat{H}_a \rangle + \frac{d}{dt}\langle \hat{H}_p \rangle + \hat{\beta}, \]

where the first two terms tell us that a portion of the energy delivered by the external ac sources is temporally stored in the active and passive subsystems, while there is also a third contribution from the temporal variation of function \( \beta \). This latter function that is exclusively introduced by the MF is constant for stationary systems and so it is generally discarded. Nonetheless, it may not be dismissed when studying time-resolved energy transfer because its dynamical nature impacts on the power. Due to the periodicity of the MF parameters \( \lambda \) and \( \langle S_z \rangle \) in Eq. (9), \( \beta \) turns out to be also a time-periodic function and, as such, its time derivative vanishes when averaged over one driving period \( \tau = 2\pi / \omega \), \( \int_0^\tau \hat{\beta} dt = (\beta(\tau) - \beta(0)) = 0 \). Thus, we identify \( \dot{\beta} \) as a conservative term in the power insomuch as it does not give a net contribution to the rate of change of the energy.

On the other hand, the energy rates \( \frac{d}{dt}(\hat{H}_a) \) with \( \alpha = \{a,p\} \) are exactly the power \( P_\alpha \) developed by the effective potentials in the subsystem \( \alpha \),

\[ P_\alpha = \frac{d}{dt}\langle \hat{H}_\alpha \rangle = 2\text{Re}\left\{ \hat{w}^*_a(t)\langle c_{k_a}^\dagger d^*_a \rangle \right\} + \dot{\epsilon}^*_a(t)\langle n^*_a \rangle. \]

That will have a conservative contribution, \( P^{\text{cons}}_\alpha \), and one dissipative \( P^{\text{diss}}_\alpha \), so that \( P_\alpha = P^{\text{cons}}_\alpha + P^{\text{diss}}_\alpha \). As explained in Ref. [33] for a single dot device, the conservative component \( P^{\text{cons}}_\alpha \) corresponds to an amount of energy that is temporally stored in the quantum dot with a zero net value \( P^{\text{cons}}_\alpha = 0 \), and it is not related to the energy transferred to the reservoirs, which is purely dissipative and therefore contained in \( P^{\text{diss}}_\alpha \). Particularly in this work, we will focus on the dissipate components of the power in Eq. (25) that are those giving a net transfer of energy from the active to the passive subsystem. For evaluating the corresponding dissipative component of the power in Eq. (26), we again follow the procedure of Ref. [32], to which we refer the reader for further details. Thus,

\[ P^{\text{diss}}_\alpha = \hbar \int \frac{d\varepsilon}{4\pi} \frac{df}{d\varepsilon} \left( \hat{\rho}^\dagger_\alpha \hat{\Gamma}_\alpha \hat{\rho} \left( \varepsilon - \varepsilon^\dagger \right) \right)^2. \]

The dissipation of energy in each subsystem will be in the form of heat deep inside the reservoirs \( \alpha \), so that \( P^{\text{diss}}_\alpha = Q_\alpha \). However, due to the arrangement of the quantum dots in the device, the passive subsystem can get energy only from the active subsystem. In the way, all the heat that is dissipated in the passive reservoir must correspond to energy coming from the active subsystem. Consequentially, we may identify the heat \( Q_\alpha \) in the passive reservoir as the flux of energy exchanged between the subsystems \( \hat{E}^{a \rightarrow p} \) that goes from the active to the passive subsystem.

In this way, the equation for the net energy distribution in the full system reads

\[ P^{\text{ac}} = P^{\text{ac}}_\alpha + P^{\text{diss}}_\alpha + P^{\text{diss}}_p = \hat{Q}_\alpha + \hat{E}^{a \rightarrow p}, \]

and shows that the energy flux \( P^{\text{ac}} \) injected in the active subsystem is partly dissipated as heat \( Q_\alpha \) in reservoir \( \alpha \), while the rest \( \hat{E}^{a \rightarrow p} \) is transferred to the passive subsystem. In our setup, this latter energy that is exchanged between the subsystems is then dissipated.
as heat, but could be eventually transformed into useful work in a proper device.

4 Results

As an illustrative example for the energy transfer mechanisms in Fig. 2, we consider the case \( \varepsilon_p(t) = \varepsilon_0 \cos(\omega t) + \mu \) within the adiabatic regime, so that \( \hbar \omega \ll \Gamma_\alpha \), while \( \varepsilon_p \) is a constant function. In particular, we focus on the situation in which the system is at temperature \( T = 0 \) and with balanced hybridizations with the reservoirs \( \Gamma_\alpha = \Gamma_{p} = \Gamma/2 \). In what follows, we study the dynamics of charge and energy fluxes for different intensities of the Coulomb interaction \( U \) and various values of the energy level of the passive dot \( \varepsilon_p \).

As was shown in the previous section that the pumping charge currents \( P_{\alpha}^{\text{pump}} \) in Eq. (17), as well as the dissipative components of the power \( P_{\alpha}^{\text{diss}} \) in Eq. (27) are evaluated only at the frozen parameters \( \lambda\) and \( S_{z}^2 \). The latter can be found by solving the non-linear system of stationary equations in Eqs. (14) and (15) at every instant of time \( t \). We emphasize that the frozen picture used here considers the system to be at equilibrium at every time \( t \) as in a sequence of snapshots, in the way that the time variable is treated as a parameter.

In Fig. 3 we show the average values over a single driving period of the frozen effective level of the passive dot \( \varepsilon_p^{\tau} = \varepsilon_p + \lambda \), together with the re-normalizing factor of the hybridizations \( \Gamma^\tau/\Gamma = \Gamma^\alpha/\Gamma_\alpha = (\hbar^2 - S^2_{z})/2\hbar^2 \), which is the same for each of the reservoirs \( \alpha = \{a, p\} \) as for the total \( \Gamma^\tau = \Gamma_{a} + \Gamma_{p}^\tau \). Here, we vary \( \varepsilon_p \) within a range of energies in which the passive quantum dot is always occupied. From \( \varepsilon_p \ll \varepsilon_p^{\tau} \), the average occupation \( \langle n_p^{\tau} \rangle \rightarrow 1 \) is to the limit \( \varepsilon_p \rightarrow \Gamma \), the passive dot is almost empty \( \langle n_p^{\tau} \rangle \sim 0.05 \) but still occupied. Beyond this range of energies, for \( \varepsilon_p > \Gamma \), the undriven dot is empty and thus the Coulomb interaction vanishes, and so does the effect we want to study.

As it is already known, the interaction \( U \) has the effect of moving up the resonance from its non-interacting value \( \mu \) (we set \( \mu = 0 \)), and this upward shift is represented in our model by the Lagrange multiplier \( \lambda \) that is always a positive number [31]. This effect can be seen in the top panel of Fig. 3 from the fact that the effective level of the passive dot \( \varepsilon_p^{\tau} \) presents a change of sign (i.e., it crosses the Fermi level \( \mu = 0 \)) at a critical energy \( \varepsilon_p^{\tau}(U) \), such that \( \varepsilon_p^{\tau}(\varepsilon_p^{\tau}) = 0 \), which is smaller than the chemical potential \( \varepsilon_p^{\tau}(U) < \mu \). The critical energy depends on the strength of the Coulomb interaction \( U \), so that the crossing occurs earlier for larger values of \( U \) than for lower values of the interaction. As expected, we notice that the shift in the energy levels \( \lambda \) increases as the strength of the Coulomb interaction rises up, so the curves for higher values of \( U \) are above those corresponding to a lower \( U \). Moreover, a slope change in the curves of \( \varepsilon_p^{\tau} \) can be perceived around the critical values \( \varepsilon_p^{\tau}(U) \). When the effective level of the passive dot is deep below the Fermi energy \( \varepsilon_p \ll \varepsilon_p^{\tau} \), the slope \( \gamma = 1 + d\lambda/d\varepsilon_p \sim 1 \), which means that the Lagrange multiplier is approximately a constant function of \( \varepsilon_p \). On the contrary, \( 0 < \gamma < 1 \) and then \( d\lambda/d\varepsilon_p < 0 \) as the effective level moves further above the resonance \( \varepsilon_p > \varepsilon_p^{\tau} \), which tells us that the average energy shift \( \lambda \) decreases as the occupation of the passive dot gets diminished.

Now, we turn to the behavior of the mean value of the total frozen hybridization \( \Gamma^\tau \), which provides information about the electronic configuration of the double-dot system. As explained in the previous sections, the component of the spin \( S_{z} \) is in correspondence with the total occupation number \( n_{a}^{\tau} + n_{p}^{\tau} \) through the constraint in Eq. (4). In this way, we know that the two-level system is empty when \( S_{z}^{\tau} = -\hbar \), it is double occupied for \( S_{z}^{\tau} = \hbar \), and it is filled with a single electron when \( S_{z}^{\tau} = 0 \). Therefore, the effective hybridization is \( \Gamma^\tau = 0 \) when the system is either double occupied or empty, while it attains its maximum value \( \Gamma^\tau = \Gamma/2 \) at the single occupied state. Results are shown in the bottom panel of Fig. 3. We can see that when the level of the passive dot is deep below the Fermi sea \( \varepsilon_p \ll \mu \), the double-dot system approaches the single occupied state \( \Gamma^\tau \rightarrow \Gamma/2 \) as the intensity of \( U \) increases. This is simply because in this limit \( \langle n_p^{\tau} \rangle \rightarrow 1 \) and the repul-
sive Coulomb interaction prevents the system from the double occupancy, so that for high values of $U$ the active dot shall be almost empty on average $\langle \hat{n}_a \rangle \sim 0$. Whereas when the intensity of $U$ decreases, both the dots could be simultaneously occupied for some time interval in the oscillation period and this leads $\overline{\Gamma}$ to take smaller values.

On the other hand, we observe a significant change in the behavior of $\overline{\Gamma}$ as the effective passive level overcomes the Fermi energy, for $\varepsilon_p > \varepsilon_p^c(U)$. Now, smaller values of $U$ lead to higher values of hybridization. Moreover, $\overline{\Gamma}$ starts to decrease until it reaches half its maximum value $\overline{\Gamma} \sim 0.25\Gamma$ for $U = 5\Gamma$ when $\varepsilon_p \rightarrow \Gamma$, which means that the system is single occupied for half the oscillation period while it is empty for the rest of the time. The latter features can be understood as follows.

As the effective level of the passive dot moves further above $\mu$, its average occupancy decreases, and so does the average $\overline{\Gamma}$. In the limit $\varepsilon_p \rightarrow \Gamma$ and for large values of $U$, the passive dot is almost empty, while the level of the active dot can oscillate between being occupied and empty $\langle \hat{n}_a \rangle \sim 0.45$. As the strength of the interaction $U$ is reduced, the upward shift in the energies $\overline{\Gamma}$ gets smaller; thus, the effective levels are closer to $\mu$ and then they are more occupied on average. This increases the total occupation of the double system and therefore $\overline{\Gamma}$ rises up, which explains the fact that the curves for higher values of $U$ are below those corresponding to a less intense interaction.

4.1 Charge current

We now turn to analyze the linear response charge current in Eq. (17) that is pumped into the reservoirs. As an example, Fig. 4 shows $I_{a \text{pump}}^\text{pump}$ and $I_{p \text{pump}}^\text{pump}$ as functions of time for $U = 4\Gamma$ and $\varepsilon_p < \mu$, as well as when $U = 0$ for which the quantum dots are disconnected from each other. We show that, as explained before, currents in the passive dot are merely induced by the finite interaction $U$, thus $I_{p \text{pump}}^\text{pump}|_{U=0} = 0$. Naturally, the peaks in the charge currents $I_{p \text{pump}}^\text{pump}$ occur within a time interval in which $|\varepsilon_p^t - \mu| \lesssim \Gamma_p^t$, but interestingly we note that charge fluctuations in the two subsystems are completely synchronized (i.e., opposite in sign). So that, during the first half period, an electron leaves the passive dot and enters the right reservoir (positive peak) at the same time when an electron from the reservoir on the left is entering the active dot (negative peak). Then the process is reversed during the second half period. Moreover, we find that the induced currents in the undriven passive dot are just smaller but of the same order (first order in the variation of the driving $\dot{\varepsilon}_a$) as those generated in the active dot. This is different from that observed in Coulomb drag devices, for which drag currents are in general second order in the applied perturbation, i.e., bias voltage or thermal gradient [12,13,19,25,27]. Something surprising is that currents are induced in the passive dot even at zero temperature, which evidence that unlike drag currents that are $\sim T^2$, the induction of transport in the passive part cannot be interpreted as a rectification of thermal fluctuations [34]. On the other hand, we also observe a reduction in amplitude of $I_{a \text{pump}}^\text{pump}$ at finite $U$ with respect to the non-interacting case, which is due to the mutual friction between inter-dot electrons (i.e., Coulomb-mediated scattering processes) that opposes the filling of the active dot when the passive dot is occupied.

In what follows, we analyze the behavior of the maximum values of the pumped charge currents $I_{a \text{pump}}^{\text{max}} \equiv \max\{|I_{a \text{pump}}(t)|\}$. We can see from Figs. 5 and 6 that, as mentioned above, $I_{p \text{pump}}^{\text{max}} < I_{a \text{pump}}^{\text{max}}$ for any energy $\varepsilon_p$. Both the maximum values $I_{a \text{pump}}^{\text{max}}$ and $I_{p \text{pump}}^{\text{max}}$ exhibit a broad peak that is centered around the critical energy $\varepsilon_p^c(U)$, whose width extends over an energy range where the passive dot is able to exchange electrons with the right reservoir, since $|\varepsilon_p^t - \mu| \lesssim \Gamma_p^t$ for some time intervals in the oscillation period. On the contrary, when the undriven dot is deep below the Fermi energy $\varepsilon_p \ll \mu$, and in the limit $\varepsilon_p \rightarrow \Gamma$, the current in the passive dot is suppressed since $|\varepsilon_p^t - \mu| > \Gamma_p^t$ for all time, while $I_{a \text{pump}}^{\text{max}}$ is still finite but much smaller than the maximum value at $U = 0$ (dashed line in Fig. 5). As explained before, the reduction of the current $I_{a \text{pump}}^{\text{max}}$ in the active reservoir is due to the mutual friction between inter-dot electrons. Thus, to increase the current entering the active reservoir, the passive dot should be able to empty. This latter explains the fact that both currents exhibit the broad peak within the same range of energies.

![Fig. 4](image-url)
Fig. 5 Maximum value of the linear response coefficient of the charge current entering the active reservoir $I_a^{\text{max}}/\hbar \omega$, as a function of $\varepsilon_p$ and for different values of the Coulomb interaction $U$. The black dashed line corresponds to the maximum value at $U = 0$ when the quantum dots are decoupled from each other. Other parameters are the same as in Fig. 3.

Fig. 6 Maximum value of the linear response coefficient of the charge current entering the passive reservoir $I_p^{\text{max}}/\hbar \omega$, as a function of $\varepsilon_p$ and for different values of the Coulomb interaction $U$. Other parameters are the same as in Fig. 3.

Going more in detail, we identify three different regimes (or regions) in the behavior of the maximum currents:

4.1.1 Region I: for $\varepsilon_p \leq -\varepsilon_0$

This is the light gray region in Figs. 5 and 6, which is characterized by having off-peak currents. Then, $I_p^{\text{max}} \to 0$ is practically suppressed and $I_a^{\text{max}}$ is quite reduced with respect to its non-interacting value. Here, lower values of $U$ favor the generation of a charge current entering the active reservoir and make $I_p^{\text{max}}$ vanish; that is reasonable since charge variations in the passive dot are merely induced by the Coulomb coupling. The upper limit of the region was defined as the energy where there is a change in the behavior of $I_a^{\text{max}}$ in a way that curves for a more intense interaction start to be above those corresponding to lower values of $U$, precisely at the intersection $I_a^{\text{max}}(U = 2\Gamma) = I_a^{\text{max}}(U = 5\Gamma)$.

Within this range of energies, the level of the passive dot is deep below the Fermi energy and therefore the dot is filled ($n_0^* \to 1$). Then, to allow the electron in the passive dot to tunnel into the reservoir on the right, it has to receive some energy from the active dot, that is, just a portion of the power developed by the time-dependent source $\varepsilon_a(t)$ (see Eq. (28)). However, $|\varepsilon_p| > \varepsilon_0$ renders the external source $\varepsilon_a(t)$ unable to develop enough power to empty the passive dot, and that is why the current $I_p^{\text{max}}$ vanishes and $I_a^{\text{max}}$ flattens.

In this region, the ordering of the curves as $U$ is varied can be explained in terms of the mean energy shift $\overline{\lambda}$, that was previously analyzed. As the value of $U$ rises up, the Lagrange multiplier $\overline{\lambda}$ increases. Therefore, the effective energy of the passive dot gets closer to $\mu$ (see Fig. 3), which makes $I_p^{\text{max}}$ increase. On the contrary, the effective active level is shifted farther away from $\mu$ as $U$ gets larger (from Fig. 3, notice that $\overline{\varepsilon_a} = \overline{\varepsilon_p} - \overline{\varepsilon} = \overline{\lambda} > 0$), so that the level is out of resonance which consequently reduces the current entering the active reservoir.

4.1.2 Region II: for $-\varepsilon_0 < \varepsilon_p \leq \varepsilon_p^c$

This is the intermediate region in the Figs. 5 and 6. Its upper limit is approximate and it was defined as the average critical energy $\langle \varepsilon_p^c \rangle$ over all the values of $U$ we take, which coincides with the intersection $I_p^{\text{max}}(U = 2\Gamma) = I_p^{\text{max}}(U = 5\Gamma)$.

Within this region, the effective passive dot lies on average below the Fermi level of the reservoirs $\varepsilon_p^c \leq 0$, but it is in resonance for some time 43 intervals during the oscillation period $|\varepsilon_p^c - \mu| \lesssim \Gamma_p$ so that electrons can be exchanged between the passive dot and its reservoir. The time-dependent Lagrange multiplier $\overline{\lambda}$ makes the passive energy level oscillate around a mean value that gets closer to $\mu$ as the interaction $U$ increases. This settlement enhances the current entering the passive reservoir, and therefore in Fig. 6 we can see a growth of $I_p^{\text{max}}$ as $U$ rises up. Regarding the current in the active reservoir, Fig. 5 shows that also $I_a^{\text{max}}$ increases with $U$. Here, the Lagrange multiplier moves up the active level as well, but in this case its mean value moves away from the Fermi level as the repulsion $U$ increases. In this sense, we would expect weaker interactions to enhance the current $I_a^{\text{max}}$ since the mean effective active level $\overline{\varepsilon_a} = \overline{\lambda}$ would be closer to the resonance $\mu$. Nevertheless, there is another important factor that prevails and
determines the behavior of the $I_{\text{max}}$ within this region, and it is the following. For an electron to be pumped into the active dot, the passive dot should empty, since the Coulomb repulsion prevents (less or more, depending on the value of $U$) from the double occupancy of the double-dot system. For achieving that, the connection between the two dots should be reinforced by increasing the Coulomb coupling $U$ so that they can exchange more energy which induce the pumping of charge in the passive dot.

4.1.3 Region III: for $\varepsilon_p > \varepsilon_p^c$

The last region is distinguished by the fact that both the effective levels oscillate in time around a mean value that is above the Fermi level $\mu = 0$, so $\overline{\varepsilon_a} \geq 0$ and $\overline{\varepsilon_p} \geq 0$ (see Fig. 3). Therefore, for the level of the active dot as well as for the passive one, larger values of $U$ imply being further above the Fermi level of the reservoirs so that when the levels move away from the resonance both currents $I_{\text{a}}^{\text{max}}$ and $I_{\text{p}}^{\text{max}}$ decrease. Hence, in Figs. 5 and 6, curves for lower values of $U$ are above those corresponding to larger interactions. As the mean effective passive level goes further above the chemical energy, the current $I_{\text{p}}^{\text{max}}$ decreases and so does $I_{\text{a}}^{\text{max}}$, since charge transport in the active subsystem strongly depends on the possibility of pumping electrons in the passive subsystem. In the limit $\varepsilon_p \to \Gamma$, the effective passive level is off-resonance at all times, since $|\varepsilon_p^c - \mu | > \Gamma$, and consequently the current $I_{\text{p}}^{\text{max}}$ almost vanishes. As mention before, the mean occupancy of the passive dot in this limit is not completely zero so that there is still a mutual friction between inter-dot electrons that reduces the maximum current entering the active reservoir with respect to the $U = 0$ case. Naturally, the Coulomb coupling between the dots has a less impact on the active current as the passive level overcomes $\mu$ and it empties. That is why the active current $I_{\text{a}}^{\text{max}}$ seems to stabilize in this limit at higher values than when $\varepsilon_p \ll \mu$.

On the other hand, we can see that when $U < \varepsilon_0$, the peak in the active current $I_{\text{a}}^{\text{max}}$ exceeds the non-interacting value. This aspect has to do with the power supply from the external driving source, and it will be discussed in the following section.

4.2 Energy fluxes

In this section, we study the energy that is dissipated deep inside the reservoirs of the subsystems, $Q_\alpha$ and $E^{\text{a,p}}$, whose expressions were presented in Eq. (27). When evaluating Eqs. (17) and (27) at zero temperature, an instantaneous Joule Law relation emerges

$$P_{\alpha}^{\text{diss}}(t) = R_{\alpha}(I_{\alpha}^{\text{pump}}(t))^2 \text{ at } T = 0,$$

(29)

with an universal resistance $R_{\alpha} = h/2e^2$ that is the charge relaxation resistance found in Refs. [33,35] and also observed in Ref. [36]. In particular, for the passive subsystem $\alpha = p$, the above equation reads $E^{a,p} = R_{\alpha}(I_{\alpha}^{\text{pump}})^2$ and shows how the transfer of energy between the subsystems (from the active subsystem to passive one) is accompanied by the induction of charge pumping in the undriven dot.

Similarly, when $\alpha = a$, Eq. (29) relates the heat $\dot{Q}_a$ that is dissipated in the active reservoir to pumping in the driven dot. However, unlike in the passive dot, in the active subsystem not all the energy that the active dot receives from the external ac source is then dissipated as heat in the active reservoir. Here, as shown in Eq. (28), dissipation corresponds just to a portion of the power delivered by the external source $P_{\alpha}^{\text{ac}}$, while the rest $E^{a,p}$ is transferred to the passive subsystem to “palliate” the Coulomb friction. This does not happen when the two quantum dots are uncoupled, i.e., for $U = 0$, since in that case the dissipated heat $\dot{Q}_a |_{U=0} = R_{\alpha}(I_{\alpha}^{\text{pump}})^2 |_{U=0} = P_{\alpha}^{\text{diss}} |_{U=0}$ is equal to the ac power because there is no flow of energy to the passive dot. Thus, to generate a certain charge current in the active subsystem at finite $U$, the source has to inject a higher amount of energy to get over the friction. This fact should be reflected in the relation between $P_{\alpha}^{\text{diss}}$ and $I_{\alpha}^{\text{pump}}$, through an effective resistance for the active dot which should be larger than the non-interacting value $R_{\alpha}$. For analyzing this, we insert Eq. (29) in the total power, so

$$P_{\alpha}^{\text{diss}} = P_{\alpha}^{\text{diss}}(t) + P_{\alpha}^{\text{diss}}(t) = R(t)(I_{\alpha}^{\text{pump}}(t))^2,$$

(30)

where we define

$$R(t) \equiv R_{\alpha} \left(1 + \left[\frac{I_{\alpha}^{\text{pump}}(t)}{I_{\alpha}^{\text{pump}}(t)}\right]^2\right),$$

(31)

as the effective resistance, which is a manifestly positive quantity at all times. Therefore, we can see Eq. (30) as a Joule law with an instantaneous effective resistance $R(t)$ for the total energy dissipation due to pumping in the active dot. Here, we can notice from Eqs. (29) and (30) that the overcome of the non-interacting maximum current in Fig. 5 for $\varepsilon_0 > U$ is just because the source is injecting more energy with respect to the $U = 0$ case. As an example, we show in Fig. 7 the behavior of the effective resistance $R(t)$ for different values of the interaction $U$ when the passive level is filled $\varepsilon_p = -2.5\Gamma$. We can see that the effective resistance fulfills the relation $R(t) \geq R_q$ at all times, and that it is not universal since it depends on the interaction $U$ and the spectral properties of the dots. As expected, the effective resistance in the active dot due to the presence of an electron in the passive dot gets larger as $U$ increases.

Finally, we study the efficiency of the energy transfer between the two dots over a cycle of the external driving source. This quantity measures the amount of heat leaking from the active to the passive system. The knowledge of its behavior can be crucial to guide the design of experimental setups. A first natural use is to monitor this quantity to prevent an excessive heating of the passive part or, on the other hand, to use the leaking heat as an energy input (work), for example.
Effective resistance \( R(t) \) in units of \( R_q = \hbar/2e^2 \) as a function of time. Parameters are: \( \varepsilon_p = -2.5\Gamma \), \( \mu = 0 \), \( T = 0 \), \( \varepsilon_0 = 3\Gamma \). Inset: mean value of the resistance \( \overline{R} \) over one driving period \( \tau \) as a function of the interaction \( U \). All the energies are in units of \( \Gamma \).

Efficiency of the energy transfer from the active quantum dot to the passive one \( \eta_{a\to p} = 100 \times \frac{\overline{E_{a\to p}}}{P_{ac}} \), as a function of \( \varepsilon_p \). Parameters are the same as in Fig. 3 in positions where an external source cannot be easily connected.

For that, we define the efficiency as

\[
\eta_{a\to p} = \frac{\overline{E_{a\to p}}}{P_{ac}} \times 100,
\] (32)

that is the percentage of the averaged injected power \( \overline{P_{ac}} \) that is transmitted to the passive quantum dot. Fig. 8 shows the results as function of the level of the passive dot \( \varepsilon_p \), again for \( \mu = 0 \) and \( T = 0 \). Naturally, the broad peak in \( \eta_{a\to p} \) occurs within the same range of energies as the peak of the charge pumping in the passive reservoir. We can see that the efficiency also follows the behavior of \( I_{p_{\text{pump}}} \) as \( U \) is varied. In the sense that larger interactions improve the energy transmission when the effective passive level is filled on average \( \varepsilon_p < \varepsilon_p^c \), while they make it worse when the level is above the Fermi sea \( \varepsilon_p > \varepsilon_p^c \).

Surprisingly, we find that a maximum of around \( \sim 43\% \) (maximum of \( \eta_{a\to p} \) when \( U = 5\Gamma \)) of the energy delivered by the ac source is transmitted to the passive dot, which is quite high. As mentioned before, this amount of transmitted energy is then delivered to the passive reservoir and dissipated there as heat. However, this energy could be eventually transformed into useful work in a proper designed setup.

5 Conclusions

In this work, we have studied the transport of charge and energy in two Coulomb-coupled quantum dots. We considered the setup in Fig. 1 in which only one of the two dots (the active dot) is adiabatically driven by a time-periodic gate, while the other quantum dot remains undriven (passive dot). We have shown that although the Coulomb coupling does not allow for electron transfer between the two quantum dots, it enables a transfer of energy between them (sketched in Fig. 2) that eventually induces a pumping of charge also in the undriven dot, even at zero temperature. To treat the effects of the Coulomb interaction at low temperatures, we used the time-dependent slave-spin formulation within the mean field presented in Ref. [31], which turns out to be advantageous for describing the induction of transport in the passive subsystem due to the Coulomb repulsion, since it is simply explained in terms of effective time-dependent driving fields acting on the passive quantum dot.

We have found that the pumping currents that are induced in the passive dot due to the mutual friction are of the same order, even if always smaller, than those generated in the driven dot. Moreover, we identify three different regimes in the behavior of the charge fluxes as a function of the energy level of the passive dot.

As far as energy transport is concerned, we have found that the dissipation in both the reservoirs due to pumping at zero temperature is given by a Joule law controlled by the universal charge relaxation resistance \( R_q \). In addition, we also derived a Joule law for the total energy dissipation due to pumping in the active dot, which is now controlled by an instantaneous non-universal resistance \( R(t) \). We have derived that \( R(t) \geq R_q \) at all times and increases with the interaction \( U \). Finally, we analyzed the efficiency of the energy transfer from the active dot to the passive one, and our results showed that for suitable parameters we can reach a regime where up to \( \sim 43\% \) of the energy delivered by the ac source to the active dot is transmitted to the passive dot.

Our results represent a significant advance toward a full understanding of drag effects of charge and energy in Coulomb coupled quantum dots systems which is expected to have potential implications for nanoelec-
tronics. The development of low-dimensional electronic devices leads to setups where the components are located very close to each other. This leads inevitably to an increased Coulomb interaction, which can have undesired consequences. For example currents can be induced in undesired regions of the device which do not contribute to its functionality, and heat can be accumulated or dissipated in inappropriate locations thus ruining or even disrupting the material.

Our results provide a novel piece of information about the conditions favoring such undesired phenomena which can help to avoid or reduce their impact. While the current calculations refer to a very simplified setup, they open the path to calculations for more realistic descriptions of the devices owing to the simplicity and the reliability of our theoretical approach.
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