Federated Learning for the Classification of Tumor Infiltrating Lymphocytes
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Abstract. We evaluate the performance of federated learning (FL) in developing deep learning models for analysis of digitized tissue sections. A classification application was considered as the example use case, on quantifying the distribution of tumor infiltrating lymphocytes within whole slide images (WSIs). A deep learning classification model was trained using 50×50 square micron patches extracted from the WSIs. We simulated a FL environment in which a dataset, generated from WSIs of cancer from numerous anatomical sites available by The Cancer Genome Atlas repository, is partitioned in 8 different nodes. Our results show that the model trained with the federated training approach achieves similar performance, both quantitatively and qualitatively, to that of a model trained with all the training data pooled at a centralized location. Our study shows that FL has tremendous potential for enabling development of more robust and accurate models for histopathology image analysis without having to collect large and diverse training data at a single location.
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1 Introduction

Advances in machine learning (ML), and particularly deep learning (DL), have shown promise in healthcare. However, the availability of large amounts of data with increased diversity is essential to produce accurate and generalizable models [1]. This is currently addressed by pooling data to a centralized location, typically facilitated via use-inspired consortia [2–7]. However, this centralization is challenging (and at times infeasible) due to numerous concerns relating to privacy, data-ownership, intellectual property, as well as compliance with varying
regulatory policies (e.g., Health Insurance Portability and Accountability Act (HIPAA) of the United States [5] and the General Data Protection Regulation (GDPR) of the European Union [9]).

In contrast to this centralized paradigm, “federated learning” (FL) describes an approach where ML/DL models are getting trained only by sharing model updates, while all data are always retained locally within the acquiring institution [10–14]. Several studies have demonstrated that the performance of FL models is comparable to their equivalent CL-trained models [11, 12, 15–19]. As ML/DL methods increasingly become the primary means of analyzing large datasets, FL can offer a potential paradigm shift for multi-institutional collaborations, alleviating the need for data sharing, and hence increase access to geographically-distinct collaborators, thereby increasing the size and diversity of data used to train ML/DL models.

Electronic capture (digitisation) and analyses of whole slide images (WSIs) of tissue specimens are becoming ubiquitous. Digital Pathology interpretation is becoming increasingly common, where many sites are actively scanning archived glass tissue slides with commercially available high speed scanners to generate high-resolution gigapixel WSIs. Alongside these efforts, a great variety of AI algorithms have been developed to extract many salient tissue and tumor characteristics from WSIs. Examples include segmentation of tumor regions, histologic subtypes of tumors, microanatomic tissue compartments; detection and classification of immune cells to identify tumor infiltrating lymphocytes (TILs); and the detection and classification of cells and nuclei. TILs are lymphoplasmacytic cells that are spatially located in tumor regions, where their role as an important biomarker for the prediction of clinical outcomes in cancer patients is becoming increasingly recognised [20–22]. Identification of the abundance and the patterns of spatial distribution of TILs in WSI represent a quantitative approach to characterizing important tumor immune interactions.

The Stony Brook Biomedical Informatics group has actively contributed to this field of work for many years by characterizing the performance of DL pathology algorithms. Specifically, we have previously developed a DL based method to analyze WSIs to quantify distributions of TILs [23, 24]. This method partitions a WSI into a regular mesh of image patches. Each image patch covers an area of $50 \times 50$ square microns, which is equivalent to $100 \times 100$ and $200 \times 200$ square pixels in a WSI captured at $20\times$ and $40\times$ magnification level, respectively. The method trains a classification model (based on a VGG16 pre-trained on ImageNet) to predict if a given image patch is TIL-positive (i.e., the patch contains 2 or more lymphocytes) or TIL-negative. This classification model has been trained and evaluated with a set of TIL-positive and TIL-negative patches from multiple cancer types with comprehensive analyses carried out to characterize performance of this method [24].

In this present study, we study the performance of federated learning using DL based detection of TILs as our model application. It is particularly useful to leverage an algorithm and WSI datasets with well known performance characteristics so that performance differences arising from FL can be easily understood.
In our study, we assume that each node is responsible for all training required for slides from one or more cancer sites. This ensures that we will see significant out-of-distribution impacts as training carried out on WSIs from a given tumor type often imperfectly generalizes to WSIs from different cancer sites.

2 Methods

2.1 Data

We created a training and validation dataset consisting of patches extracted from WSIs of cancer from 12 anatomical sites, comprising breast (BRCA), cervix (CESC), colon (COAD), lung (LUAD and LUSC), pancreas (PAAD), prostate (PRAD), rectum (READ), skin (SKCM), stomach (STAD), uterus (UCEC), uvea of the eye (UVM) cases, publicly available in The Cancer Genome Atlas (TCGA) [25]. Tables 1 and 2 show the explicit breakdown of the dataset into individual network sites (Site 1-8).

| Node  | Anatomy                                          |
|-------|--------------------------------------------------|
| Site1 | Cervical squamous cell carcinoma (CESC)          |
| Site2 | Lung squamous cell carcinoma (LUSC)              |
| Site3 | Colon adenocarcinoma (COAD)                     |
|       | Pancreatic adenocarcinoma (PAAD)                |
|       | Uterine corpus endometrial carcinoma (UCEC)     |
| Site4 | Rectum adenocarcinoma (READ)                    |
| Site5 | Stomach adenocarcinoma (STAD)                   |
| Site6 | Uveal melanoma (UVM)                            |
| Site7 | Lung adenocarcinoma (LUAD)                      |
| Site8 | Breast invasive carcinoma (BRCA)                |
|       | Prostate adenocarcinoma (PRAD)                  |
|       | Skin cutaneous melanoma (SKCM)                  |

2.2 Data Sharding

The complete dataset was split into vertical partitions, i.e., include all the patients of a given type of cancer and assign all the associated training data to a single site (as is shown in Table 2). With this strategy in mind, eight virtual network sites were created with each virtual site assigned to a separate computational node.
Table 2: Data split amongst different network sites for training and validation cohorts

| Cohort  | Total Patients | Total Patches | Patients in training | Training patches | Patients in validation | Validation patches |
|---------|----------------|---------------|----------------------|------------------|-----------------------|--------------------|
| Site1   | 111            | 13144         | 89                   | 10542            | 22                    | 2602               |
| Site2   | 217            | 25624         | 174                  | 20517            | 43                    | 5107               |
| Site3   | 4              | 11276         | 3                    | 11039            | 1                     | 237                |
| Site4   | 40             | 4743          | 32                   | 3793             | 8                     | 950                |
| Site5   | 196            | 23258         | 156                  | 18505            | 40                    | 4753               |
| Site6   | 24             | 2438          | 19                   | 1938             | 5                     | 500                |
| Site7   | 10             | 23336         | 8                    | 16265            | 2                     | 7091               |
| Site8   | 60             | 51522         | 48                   | 39665            | 12                    | 11857              |

2.3 Model Architecture

In this study we used the VGG network architecture [26, 27] (Figure 1), which is well-known for performing classification and regression workloads, on the ImageNet classification challenge [28].

![Figure 1: Deep convolutional neural network based VGG type architecture. This figure was created using PlotNeuralNetwork tool [29].](image)

The VGG network used in the centralized configuration evaluated previously has 16 convolutional layers and 3 dense layers. We have modified the final classifier layers to include a global average pooling layer followed by a single dense layer, which allows greater flexibility for different types of workloads [30]. VGG uses $3 \times 3$ convolution filters and $2 \times 2$ max-pooling layers with a stride of 2 throughout the architecture. The original architecture uses ReLU activation function [31] and categorical cross-entropy loss function. The initial layers of the VGG perform feature extraction and the last sigmoid layers act as the classifier.

The model configuration used in the federated learning setting, was initialized using randomized weights and used as the starting point for all sites. The VGG
network is trained with patch size of 300 × 300, are normalised between [0, 1]. Sigmoid layer is used as final layer for classification. The model is trained with initial learning rate of 0.001. The cross entropy loss with adam optimizer is used to update the weights of the model during training.

2.4 Model Training and Prediction

In a centralized training scenario, all of the training and validation patches are used to train a classification model. In the inference (prediction) phase, an input WSI is partitioned into patches of 50 × 50 square microns. Each patch is processed by the trained model, and the model assigns a probability value between [0.0, 1.0] of the patch being TIL-positive. After all of the patches are processed, a probability map is created to show the distribution of TIL patches across the WSI.

Each “federated training round” is defined as each site training the model on their data for a pre-defined number of epochs and providing model updates to be aggregated. For this study, the model was trained for 500 federated rounds, where each site trained the model for a single epoch for each federated round by leveraging an independent aggregation server [13].

2.5 Experimental Design

The complete study described here was facilitated by the model and training infrastructure provided by the Generally Nuanced Deep Learning Framework (GaNDLF) [32]. We federate [11–13] the model and the entire training pipeline using the Open Federated Learning (OpenFL) library [33], which allows the model to be trained across multiple sites across the collaborative network without sharing any data. The quantitative performance evaluation was done using balanced classification accuracy [34].

3 Results

3.1 Quantitative Evaluation

The performance evaluation in terms of balanced classification accuracy for each individual site and the consensus model is shown in Table 3. In the centralized training scenario we achieved accuracy of 0.75.

3.2 Qualitative Evaluation

Figure 2(a) shows a visualization of patch-level probabilities from the original TIL classification model trained with all of the data in a centralized location. The patch-level probabilities are stitched together to generate a TIL heatmap overlaid on the source WSI. The RED-colored regions indicate high probability of TILs predicted by the models. The TIL predictions from the federated and
Table 3: Performance evaluation in terms of balanced classification accuracy for individual sites and the consensus model on the validation dataset

| Model (row) | Data (col) | Site1 | Site2 | Site3 | Site4 | Site5 | Site6 | Site7 | Site8 | Average |
|-------------|------------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| Site 1 model | 0.90 0.88 | 0.78 | 0.80 | 0.86 | 0.97 | 0.86 | 0.82 |       | 0.86  |         |
| Site 2 model | 0.90 0.90  | 0.72 | 0.84 | 0.88 | 0.97 | 0.84 | 0.79 |       | 0.85  |         |
| Site 3 model | 0.85 0.84  | 0.87 | 0.82 | 0.82 | 0.98 | 0.96 | 0.84 |       | 0.87  |         |
| Site 4 model | 0.78 0.80  | 0.56 | 0.86 | 0.81 | 0.93 | 0.63 | 0.72 |       | 0.76  |         |
| Site 5 model | 0.88 0.88  | 0.70 | 0.86 | 0.88 | 0.97 | 0.80 | 0.79 |       | 0.85  |         |
| Site 6 model | 0.78 0.74  | 0.59 | 0.76 | 0.72 | 1.00 | 0.97 | 0.73 |       | 0.79  |         |
| Site 7 model | 0.82 0.79  | 0.75 | 0.76 | 0.75 | 0.97 | 0.97 | 0.80 |       | 0.83  |         |
| Site 8 model | 0.83 0.81  | 0.71 | 0.81 | 0.79 | 0.99 | 0.94 | 0.88 |       | 0.84  |         |
| Consensus model | 0.88 0.88  | 0.81 | 0.85 | 0.86 | 0.98 | 0.95 | 0.87 |       | 0.89  |         |

Site-specific models are shown in Figure 2(b) and (c), respectively. The federated consensus model predicts a TIL map that is qualitatively similar to the curated TIL map generated by the centralized model. In this example, the site-specific model predictions also appear quite similar even though this model is not trained with the entire training dataset. Even though these TIL maps look similar overall, qualitative differences are evident in terms of both the abundance and spatial distribution of TILs when comparing the federated consensus model with the site-specific model.

Fig. 2: Predictions from different models displayed as heatmaps overlaid on the source whole slide image. (a) Predictions from the original model trained with all of the training data at a centralized location. (b) Predictions from the consensus model trained with the federated learning approach using data from all the sites. (c) Predictions from the model trained with data from a single site only.

4 Discussion

In this study, we generated anatomic site-specific and a federated consensus model to classify tissue regions that contain TILs. Overall, TIL maps generated with the consensus model trained in a federated manner appear comparable to
the output of the original VGG16 TIL model, trained by centrally collecting all of the data in a single location [23]. We have also shown that there are differences in performance when the TIL models are trained with anatomic site-specific data. We evaluated performance by using held-out local validation data from each anatomic cancer site. We also performed qualitative analysis on completely unseen held-out data.

The detection of TILs across WSIs of cancer was conceived based on the fairly consistent appearance of lymphocytes in normal and cancer tissues across anatomical sites. Lymphocytes are typically 8-12 um in size, round to ovoid in shape with dark blue-purple nuclei, and contain scant cytoplasm. However, detecting lymphocytes, which are called TILs within the spatial context of cancer, is challenging based on the ability of the models to distinguish TILs from cancer and other types of cells that may have overlapping features. Therefore, the original TIL model was trained with a centralized approach to provide the model with plenty of examples of non-lymphocytes and non-TILs across the complex microscopic landscapes of both normal and cancer tissues to develop a robust pan-cancer model.

Figure 3 expands upon Figure 2 to provide further insights into the nuances of model performance, where site-specific models (from Sites 1, 2, 3, and 5) generate TIL maps that appear quite similar. The TIL maps generated with models using training data from sites 4 and 8 also appear similar to one another with increased TILs in the left portion of the WSI at the left side of the displayed figure, which is qualitatively different from the TIL maps from site-specific models 1, 2, 3, and 5. The TIL map generated with the model from site 7 appears more conservative in comparison to models from sites 1-5 and 8, in terms of predicting less TILs globally. Notably, the model from site 6 does not predict any TILs since uveal melanoma (UVM) of the eye is typically not associated with TILs, which indicates the scarcity of TIL positive training patches. Furthermore, UVM is actually used as a negative control to test the specificity of the original TIL model in distinguishing TILs from melanoma tumor cells that can have features which mimic lymphocytes.

The performance of the models trained on site-specific data is dependent on the distribution of training data, specifically whether all training labels were present and if there were enough subjects in the site to warrant meaningful training. For example, it is observed (Table 3) that Site 6 has a perfect classification performance on its own validation dataset. After further investigation we confirmed that the validation data of Site 6 includes only non-TIL patches. This shows the value of training such models in a federated setting, which allows sites that do not have enough data to be able to learn from a global consensus, thus improving their own model performance. Also, from Table 3 it can be concluded that the federated consensus model performed better than the individual sites in terms of average balanced classification accuracy.

We have evaluated the federated training paradigm using a single network architecture, and this can be expanded to include multiple architecture types to analyze which one is more suitable with regards to communication efficiency,
Fig. 3: TIL heatmaps from federated training corresponding to the hematoxylin and eosin (H&E) stained WSI of breast cancer, TCGA-AO-A0JC-DX1. The TIL map from the original VGG16 TIL model, trained with all of the training data at a centralized location, is shown before displaying predicted TIL maps from models trained at each anatomic site. The consensus model trained with the federated training approach using data from all the sites is shown afterwards. Visually representing the TIL maps from the various models allows qualitative evaluation of model performance for each site and consensus with respect to the original centralized VGG16 TIL model within the federated training paradigm.

overall convergence stability, and data privacy. Additionally, a more rigorous analysis with varying data splits is needed to provide a holistic picture of the federated training paradigm in this vertical situation. Finally, the entire study was based on simulating a federated learning paradigm on a single institution’s network, but still using different computational nodes, and needs to be expanded to multiple institutions to showcase a more realistic deployment.
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