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Abstract—In this paper, we focus on the problem of compositional synthesis of controllers enforcing signal temporal logic (STL) tasks over a class of continuous-time nonlinear interconnected systems. By leveraging the idea of funnel-based control, we show that a fragment of STL specifications can be formulated as assume-guarantee contracts. A new concept of contract satisfaction is then defined to establish our compositionality result, which allows us to guarantee the satisfaction of a global contract by the interconnected system when all subsystems satisfy their local contracts. Based on this compositional framework, we then design closed-form continuous-time feedback controllers to enforce local contracts over subsystems in a decentralized manner. Finally, we demonstrate the effectiveness of our results on a numerical example.

I. INTRODUCTION

In the last few decades, the world has witnessed rapid progresses in the development and deployment of cyber-physical systems (CPSs). Typical examples of real-world CPSs include smart grids and multi-robot systems. Nowadays, these systems are often large-scale interconnected resulting from tight interactions between computational components and physical entities, subjecting to complex specifications that are difficult to handle using classical control design approaches.

To address the emerging challenges in dealing with modern CPSs, various approaches \cite{1}, \cite{2} have been developed to formally verify or synthesize certifiable controllers against rich specifications given by temporal logic formulae. Despite considerable development and progress in this field, when encountering large-scale CPSs, existing methods suffer severely from the curse of dimensionality, which limits their applications to systems of moderate size. To tackle this complexity issue, one can resort to compositional approaches which allow to tackle large-scale complex systems in a divide and conquer manner, by breaking down complex large design problems into sub-problems of manageable sizes.

This compositional strategy can be implemented in terms of assume-guarantee contracts (AGCs) \cite{3}–\cite{6}. Specifically, the notion of AGCs prescribes properties that a component must guarantee under assumptions on the behavior of its environment (or its neighboring subsystems) \cite{7}.

The main aim of this paper is to develop a compositional controller synthesis scheme to enforce signal temporal logic (STL) tasks on continuous-time interconnected systems via AGCs. STL \cite{8} entails space robustness \cite{9}, which determines how robust is the satisfaction of a task. Despite the advantages of STL formulae, the design of control systems under STL specifications is known to be a challenging task.

In \cite{10}, the problem of synthesizing STL tasks on discrete-time systems is handled using model predictive control where space robustness is encoded as mixed-integer linear programs. The results in \cite{11} established a connection between funnel-based control and the robust semantics of STL formulae, based on which a feedback control law is derived for continuous-time systems. This work is then extended to handle coupled multi-agent systems by providing a least violating solution for conflicting STL tasks \cite{12}.

In this paper, we consider a fragment of STL specifications which is first formulated as funnel-based control problems. By leveraging the derived funnels, we formalize the desired STL tasks as AGCs at the subsystem’s level. A new concept of contract satisfaction, namely uniform strong satisfaction (cf. Definition \cite{3}), is introduced, which is critical for the compositional reasoning by making it possible to ensure the global satisfaction of STL tasks. Our main compositionality result is then presented using assume-guarantee reasoning, based on which the control of STL tasks can be conducted in a decentralized fashion. Finally, we derive continuous-time feedback controllers for subsystems in the spirit of funnel-based control, which ensures the satisfaction of local assume-guarantee contracts. To the best of our knowledge, this paper is the first to handle STL specifications on continuous-time systems using assume-guarantee contracts. Thanks to the derived closed-form control strategy and the decentralized framework, our approach requires very low computational complexity compared to existing results in the literature which mostly rely on discretizations in state space or time.

Related work: While AGCs have been extensively used in computer science community \cite{7}, \cite{13}, new frameworks of AGCs for dynamical systems with continuous state variables have been proposed recently in \cite{4}, \cite{6} for continuous-time systems, and \cite{3}, \cite{14}, Chapter 2 for discrete-time systems. In this paper, we follow the same behavioural framework of AGCs for continuous-time systems as in \cite{4}. In the following, we provide a comparison with the approach proposed in \cite{4}, \cite{6}. A detailed comparison between the framework in \cite{4}, the one in \cite{3}, and existing approaches from the computer...
The contribution of the paper is twofold:

• At the level of compositionality rules: The authors in [4] rely on a notion of strong contract satisfaction to provide a compositionality result (i.e., how to go from the satisfaction of local contracts at the component’s level to the satisfaction of the global specification for the interconnected system) under the condition of the set of guarantees (of the contracts) being closed. In this paper, we are dealing with STL specifications, which are encoded as AGCs made of open sets of assumptions and guarantees. The non-closedness of the set of guarantees makes the concept of contract satisfaction proposed in [4] not sufficient to establish a compositionality result. For this reason, in this paper, we introduce a new concept of uniform strong contract satisfaction and show how the proposed concept makes it possible to go from the local satisfaction of the contracts at the component’s level to the satisfaction of the global STL specification at the interconnected system’s level.

• At the level of controller synthesis: When the objective is to synthesize controllers to enforce the satisfaction of AGCs for continuous-time systems, to the best of our knowledge, existing approaches in the literature can only deal with the particular class of invariance AGCs[14] in [6], where the authors used symbolic control techniques to synthesize controllers. In this paper, we present a new approach to synthesize controllers for a more general class of AGCs, where the set of assumptions and guarantees are described by STL formulas, by leveraging tools in the spirit of funnel-based control.

Due to lack of space, we provide the proofs of all statements in an arXiv version of the paper [15].

II. PRELIMINARIES AND PROBLEM FORMULATION

Notation: We denote by $\mathbb{R}$ and $\mathbb{N}$ the set of real and natural numbers, respectively. These symbols are annotated with subscripts to restrict them in the usual way, e.g., $\mathbb{R}_{>0}$ denotes the positive real numbers. We denote by $\mathbb{R}^n$ an n-dimensional Euclidean space and by $\mathbb{R}^{n \times m}$ a space of real matrices with $n$ rows and $m$ columns. We denote by $I_n$ the identity matrix of size $n$, by $1_n = [1, \ldots, 1]^T$ the vector of all ones of size $n$, and by $\text{diag}(a_1, \ldots, a_n)$ the diagonal matrix with diagonal elements being $a_1, \ldots, a_n$.

A. Signal Temporal Logic (STL)

Signal temporal logic (STL) is a predicate logic based on continuous-time signals, which consists of predicates $\mu$ that are obtained by evaluation of a continuously differentiable predicate function $P : \mathbb{R}^n \to \mathbb{R}$ as $\mu := \begin{cases} \top & \text{if } P(x) \geq 0 \\ \bot & \text{if } P(x) < 0. \end{cases}$ for $x \in \mathbb{R}^n$. The STL syntax is given by

$$\phi := \top \mid \mu \mid \neg \phi \mid \phi_1 \land \phi_2 \mid \phi_1 U_{[a,b]} \phi_2,$$

where $\phi_1$, $\phi_2$ are STL formulae, and $U_{[a,b]}$ denotes the temporal until-operator with time interval $[a,b]$, where $a \leq b < \infty$. Given a state trajectory $x : \mathbb{R}_{\geq 0} \to X \subseteq \mathbb{R}^n$, we use $(x, t) \models \phi$ to denote that $x$ satisfies $\phi$ at time $t$, and $(x, 0) \models \phi$ to denote that $x$ satisfies formula $\phi$. The semantics of STL for a state trajectory $x$ are recursively given and can be found in [8, Def. 1]. Note that the disjunction-, eventually-, and always-operator can be derived as $\phi_1 \lor \phi_2 = \neg (\neg \phi_1 \land \neg \phi_2)$, $F_{[a,b]} \phi = \top U_{[a,b]} \phi$, and $G_{[a,b]} \phi = \neg F_{[a,b]} \neg \phi$, respectively. Next, we introduce the robust semantics for STL (also referred to as space robustness) [9, Def. 3], which determines how robustly a signal $x$ satisfies the STL formula $\phi : \rho^\phi(x, t) := P(x(t))$, $\rho^\neg \phi(x, t) := \neg \rho^\phi(x, t)$, $\rho^{\phi_1 \land \phi_2}(x, t) := \min\{\rho^{\phi_1}(x, t), \rho^{\phi_2}(x, t)\}$, $\rho^{\phi_1 \lor \phi_2}(x, t) := \max\{\rho^{\phi_1}(x, t), \rho^{\phi_2}(x, t)\}$, $\rho^{\neg \phi}(x, t) := \min\{\rho^{\phi}(x, t_1), \rho^{\neg \phi}(x, t) := \max\{\rho^{\phi}(x, t_1), \rho^{\neg \phi}(x, t)\}$. Note that $(x, t) \models \phi$ if $\rho^\phi(x, t) > 0$ holds [16, Prop. 16]. We abuse the notation as $\rho^\phi(x, t)$ if $t$ is not explicitly contained in $\rho^\phi(x, t)$. However, $t$ is explicitly contained in $\rho^\phi(x, t)$ if temporal operators (eventually, always, or until) are used. Similarly as in [17], throughout the paper, the non-smooth conjunction is approximated by smooth functions as $\rho^{\phi_1 \land \phi_2}(x, t) \approx -\ln(\exp(-\rho^{\phi_1}(x, t)) + \exp(-\rho^{\phi_2}(x, t)))$.

In the remainder of the paper, we will focus on a fragment of STL as introduced below. Consider

$$\psi := \top \mid \mu \mid \neg \psi \mid \psi_1 \land \psi_2,$$

(1)

$$\phi := G_{[a,b]} \psi \mid F_{[a,b]} \psi \mid F_{[a,b]} G_{[a,b]} \psi,$$

(2)

where $\mu$ is the predicate, $\psi$ in (2) and $\psi_1, \psi_2$ in (1) are formulae of class $\psi$ given in (1). Formulae of class $\phi$ in (1) are non-temporal (Boolean) atomic formulae, whereas formulae of class $\psi$ in (2) are temporal formulae. This STL fragment allows us to encode concave temporal tasks, which is a necessary assumption used later for the design of closed-loop, continuous feedback controllers (cf. Assumption 4.1). However, by leveraging the results in e.g., [18], it is possible to expand our results to full STL semantics.

B. Interconnected control systems

In this paper, we study the interconnectedness of finitely many continuous-time control subsystems. Consider a network consisting of $N \in \mathbb{N}$ control subsystems $\Sigma_i$, $i \in \{1, \ldots, N\}$. For each $i \in I$, the set of in-neighbors of $\Sigma_i$ is denoted by $\mathcal{N}_i \subseteq I \setminus \{i\}$, i.e., the set of subsystems $\Sigma_j$, $j \in \mathcal{N}_i$, directly influencing subsystem $\Sigma_i$.

A continuous-time control subsystem is formalized in the following definition.

**Definition 2.1:** (Continuous-time control subsystem) A continuous-time control subsystem $\Sigma_i$ is a tuple $\Sigma_i = (X_i, U_i, W_i, f_i, g_i, h_i)$, where

• $X_i = \mathbb{R}^{n_i}$, $U_i = \mathbb{R}^{n_u}$ and $W_i = \mathbb{R}^{n_w}$ are the state, external input, and internal input spaces, respectively;

• $f_i : \mathbb{R}^{n_i} \to \mathbb{R}^{n_i}$ is the flow drift, $g_i : \mathbb{R}^{n_i} \to \mathbb{R}^{n_{in,i}}$ is the external input matrix, and $h_i : \mathbb{R}^{n_i} \to R^{m_i}$ is the internal input map.

A trajectory of $\Sigma_i$ is an absolutely continuous map $(x_i, u_i, w_i) : \mathbb{R}_{\geq 0} \to X_i \times U_i \times W_i$ such that for all $t \geq 0$

$$\dot{x}_i(t) = f_i(x_i(t)) + g_i(x_i(t))u_i(t) + h_i(w_i(t)),$$

(3)
A trajectory of funnel functions was originally proposed in [11]. Note that the idea of casting STL funnel functions which will be leveraged later to design continuous-time AGCs. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components. Before introducing the compositionality result, we first show how to cast STL formulae into time-varying components.
Theorem 3.3: Consider an interconnected control system \( \Sigma = (\Sigma_1, \ldots, \Sigma_N) \) as in Definition 2.2. To each subsystem \( \Sigma_i \), \( i \in I \), we associate a contract \( C_i = (A_i, G_i) \) and let \( C = (\emptyset, G) = (\emptyset, \prod_{i \in I} G_i) \) be the corresponding contract for \( \Sigma \). Assume the following conditions hold:

(i) for all \( i \in I \) and for any trajectory \( (x_i, u_i, w_i) : \mathbb{R}_{\geq 0} \to \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \) of \( \Sigma_i \), \( x_i(0) \in G_i(0) \);
(ii) for all \( i \in I, \Sigma_i \models u_c C_i \);
(iii) for all \( i \in I \), \( \prod_{j \in N_i} G_i \subseteq A_i \).

Then, \( \Sigma \models C \).

Remark 3.4: It is important to note that while in the definition of the strong contract satisfaction in [4] the parameter \( \delta \) may depend on time, our definition of assume-guarantee contracts requires a uniform \( \delta \) for all time. The reason for this choice is that the uniformity of \( \delta \) is critical in our compositional reasoning, since we do not require the set of guarantees to be closed as in [4] (see [4, Example 9] for an example, showing that the compositionality result does not hold using the concept of strong satisfaction when the set of guarantees of the contract is open). Indeed, as it will be shown in the next section, the set of guarantees of the considered contracts are open and one will fail to provide a compositional result based on the classical (non-uniform) notion of strong satisfaction in [4].

C. From STL tasks to assume-guarantee contracts

The objective of the paper is to synthesize local controllers \( u_i : X_i \times \mathbb{R}_{\geq 0} \to U_i, i \in I \), for subsystems \( \Sigma_i \) to achieve the STL specification \( \phi_i \), where \( \phi = \land_{i=1}^N \phi_i \) and \( \phi_i \) is the local STL task assigned to subsystem \( \Sigma_i \). Hence, in view of the interconnection between the subsystems and the decentralized nature of the local controllers, one has to make some assumptions on the behaviour of the neighbouring components while synthesizing the local controllers. This property can be formalized in terms of contracts, where the contract should reflect the fact that the objective is to ensure that subsystem \( \Sigma_i \) satisfies “the guarantee” \( \phi_i \) under “the assumption” that each of its neighbouring subsystems \( \Sigma_j \) satisfies its local task \( \phi_j \), \( j \in N_i \). In this context, by leveraging the concept of funnel function to cast local STL tasks \( \phi_i \), as presented in Section III-A, a natural assignment of the local assume-guarantee contract \( C_i = (A_i, G_i) \) for a subsystem \( \Sigma_i \) can be defined formally as follows:

- \( A_i = \prod_{j \in N_i}(x_j : \mathbb{R}_{\geq 0} \to X_j | -\gamma_j(t) + \rho_j \max < \rho_j \psi_i(x_j(t)) < \rho_j \max, \forall t \in \mathbb{R}_{\geq 0}) \),
- \( G_i = \{ x_i : \mathbb{R}_{\geq 0} \to X_i | -\gamma_i(t) + \gamma_i \max < \rho_i \psi_i(x_i(t)) < \gamma_i \max, \forall t \in \mathbb{R}_{\geq 0} \} \),

where \( x_j \) denotes the state trajectories of neighboring subsystem \( \Sigma_j, j \in N_i \), and \( -\gamma_i, \rho_i \psi_i, \gamma_i \max \) are the functions discussed in Subsection III-A corresponding to STL task \( \phi_i \).

Once the specification \( \phi \) is decomposed into local contracts\(^2\) and in view of Theorem 3.3 Problem 2.3 can be resolved by considering local control problems for each subsystem \( \Sigma_i \). These control problems can be solved in a decentralized manner and are formally defined as follows:

Problem 3.5: Given a subsystem \( \Sigma_i = (X_i, U_i, W_i, f_i, g_i, h_i) \) and an assume-guarantee contract \( C_i = (A_i, G_i) \), where \( A_i \) and \( G_i \) are given by STL formulae by means of funnel functions, synthesize a local controller \( u_i : X_i \times \mathbb{R}_{\geq 0} \to U_i \) such that \( \Sigma_i \models u_c C_i \).

IV. DECENTRALIZED CONTROLLER DESIGN

Here, we first provide a solution to Problem 3.5 by designing controllers ensuring that local contracts for subsystems are uniformly strongly satisfied. Then, we show that based on our compositionality result proposed in the last section, the global STL task for the network is satisfied by applying the derived local controllers to subsystems individually.

A. Local controller design

As discussed in Subsection III-A, one can enforce STL tasks via funnel-based strategy by prescribing the temporal behavior of \( \rho_i \psi_i(x_i(t)) \) within the predefined region in [5], i.e., \( -\gamma_i(t) + \rho_i \psi_i(x_i(t)) - \rho_i \max < 0 \). In order to design feedback controllers to achieve this, we translate the funnel functions into notions of errors as follows. First, define a one-dimensional error as \( e_i(x_i(t)) = \rho_i \psi_i(x_i(t)) - \rho_i \max \). Now, by normalizing the error \( e_i(x_i(t)) \) with respect to the funnel function \( \gamma_i \), we define the modulated error as \( \tilde{e}_i(x_i(t), t) = e_i(x_i(t)) / \gamma_i(t) \). Now, [5] can be rewritten as \( -1 < \tilde{e}_i(t) < 0 \).

We use \( D_i := (-1, 0) \) to denote the performance region for \( \tilde{e}_i(t) \). Next, the modulated error is transformed through a transformation function \( T_i : (-1, 0) \to \mathbb{R} \) defined as \( T_i(\tilde{e}_i(x_i(t), t)) = \ln(\frac{-\tilde{e}_i(x_i(t), t) + 1}{\gamma_i(t)}) \). Note that the transformation function \( T_i : (-1, 0) \to \mathbb{R} \) is a strictly increasing function, bijective and hence admitting an inverse. By differentiating the transformed error \( \epsilon_i : T_i(\tilde{e}_i(x_i(t), t)) \) w.r.t time, we obtain

\[ \dot{\epsilon}_i = J_i(\tilde{e}_i, t)[\tilde{e}_i + \alpha_i(t)\epsilon_i], \] (6)

where \( J_i(\tilde{e}_i, t) = \frac{\partial T_i(\tilde{e}_i)}{\partial \tilde{e}_i} \gamma_i(t) = -\frac{1}{\gamma_i(t)e_i + e_i} > 0 \), for all \( \tilde{e}_i \in (-1, 0) \), is the normalized Jacobian of the transformation function, and \( \alpha_i(t) = -\frac{\gamma_i(t)}{\gamma_i(t)} > 0 \) for all \( t \in \mathbb{R}_{\geq 0} \) is the normalized derivative of the performance function \( \gamma_i \).

Note that, if \( \epsilon_i \) is bounded for all \( t, \) then \( \tilde{e}_i \) is constrained within the performance region \( D_i \), which further implies that the error \( e_i(t) \) evolves within the prescribed funnel bounds as desired in [5]. We will derive feedback control law in Theorem 4.6 to achieve this.

Furthermore, we make the two following assumptions on functions \( \rho_i \psi_i \) for formulae \( \psi_i \), which are required for the local controller design in the our main result of this section.

Assumption 4.1: Each formula within class \( \psi \) as in [1] has the following properties: (i) \( \rho_i \psi_i : \mathbb{R}^n \to \mathbb{R} \) is concave and (ii) the formula is well-posed in the sense that for all \( C \in \mathbb{R} \) there exists \( C \geq 0 \) such that for all \( x_i \in \mathbb{R}^n \), one has \( |x_i| \leq C < \infty \).

Define the global maximum of \( \rho_i \psi_i(x_i) \) as \( \rho_i \opt = \sup_{x_i \in \mathbb{R}^n} \rho_i \psi_i(x_i) \). Note that \( \psi_i \) is feasible only if \( \rho_i \opt > 0 \), which leads to the following assumption.
Assumption 4.2: The global maximum of $\rho_i^{\psi_i}(x_i)$ is positive.

The following assumption is imposed on subsystems in order to design controllers enforcing local contracts.

Assumption 4.3: Consider subsystem $\Sigma_i$ as in Definition 2.1. The functions $f_i : \mathbb{R}^n_i \rightarrow \mathbb{R}^n_i$, $g_i : \mathbb{R}^n_i \rightarrow \mathbb{R}^{p_i \times m_i}$, and $h_i : \mathbb{R}^{p_i} \rightarrow \mathbb{R}^n_i$ are locally Lipschitz continuous, and $g_i(x_i)g_i(x_i)^T$ is positive definite for all $x_i \in \mathbb{R}^{n_i}$.

Next, we provide an important result in Proposition 4.5 to be used to prove the main theorem, which shows how to go from weak to uniform strong satisfaction of AGCs by relaxing the assumptions. The following definition is needed to measure the distance between continuous-time trajectories.

Definition 4.4: ($\varepsilon$-closeness of trajectories) Let $Z \subseteq \mathbb{R}^n$. Consider $\varepsilon > 0$ and two continuous-time trajectories $z_1 : \mathbb{R}_+ \rightarrow Z$ and $z_2 : \mathbb{R}_+ \rightarrow Z$. $z_2$ is said to be $\varepsilon$-close to $z_1$, if for all $t_1 \in \mathbb{R}_+$, there exists $t_2 \in \mathbb{R}_+$ such that $|t_1 - t_2| \leq \varepsilon$ and $|z_1(t_1) - z_2(t_2)| \leq \varepsilon$. We define the expansion of $z_1$ by: $B_\varepsilon(z_1) = \{ z' : \mathbb{R}_+ \rightarrow Z | z' \text{ is } \varepsilon \text{-close to } z_1 \}$. For set $A = \{ z : \mathbb{R}^n \rightarrow Z \}$, $B_\varepsilon(A) = \cup z \in A B_\varepsilon(z)$.

Proposition 4.5: (From weak to uniform strong satisfaction of AGCs) Consider a subsystem $\Sigma_i = (X_i, U_i, W_i, f_i, g_i, h_i)$ associated with a local AGC $C_i = (A_i, G_i)$. If trajectories of $\Sigma_i$ are uniformly continuous and $\Sigma_i \models C_i^\varepsilon$ where $C_i^\varepsilon = (B_\varepsilon(A_i), G_i)$ for $\varepsilon > 0$, then $\Sigma_i \models_{us} C_i$.

Now, we are ready to present the main result of this section solving Problem 3.5 for the local controller design.

Theorem 4.6: Consider subsystem $\Sigma_i$ as in Definition 2.1 satisfying Assumption 4.3 with corresponding local assume-guarantee contract $C_i = (A_i, G_i)$, where

- $A_i = \prod_{j \in N_i} \{ x_j : \mathbb{R}^n_j \rightarrow X_j | -\gamma_i(t) + \rho_i^{\max}(x_i(t)) < \rho_i^{\psi_i}(x_i(t)) < \rho_i^{\max}, \forall t \in \mathbb{R}_+ \}$,
- $G_i = \{ x_i : \mathbb{R}^n_i \rightarrow X_i | -\gamma_i(t) + \rho_i^{\max} < \rho_i^{\psi_i}(x_i(t)) < \rho_i^{\max}, \forall t \in \mathbb{R}_+ \}$,

where $\psi_i$ is a non-temporal formula as in (18) satisfying Assumptions 4.4. If $-\gamma_i(0) + \rho_i^{\max} < \rho_i^{\psi_i}(0)$, then $\rho_i^{\psi_i}(0) < \rho_i^{\max}$.

Remark: The connection between atomic formulae $\rho_i^{\psi_i}(x_i(t))$ and temporal formulae $\rho_i^{\phi_i}(x_i, 0)$ is made by $\gamma_i$ and $\rho_i^{\max}$ as in (19), which need to be designed as instructed in [11]. Specifically, if Assumption 4.2 holds, one can select

- $t_i^* = \begin{cases} \rho_i^{\max} & \text{if } \phi_i = G^{[a_i, b_i]} \psi_i \\ [a_i, b_i] & \text{if } \phi_i = F^{[a_i, b_i]} \psi_i \\ [\bar{a}_i + \bar{a}_i, \bar{a}_i + \bar{a}_i] & \text{if } \phi_i = F^{[a_i, \bar{a}_i]} G^{[b_i, b_i]} \psi_i \end{cases}$

- $\rho_i^{\max} = \max(0, \rho_i^{\psi_i}(0)), \rho_i^{\max}$

- $r_i \in (0, \rho_i^{\max})$

Now, with $\gamma_i$ and $\rho_i^{\max}$ chosen properly, one can achieve $0 < r_i < \rho_i^{\psi_i}(0) < \rho_i^{\max}$ by prescribing a temporal behavior to $\rho_i^{\psi_i}(x_i(t))$ as in the set of guarantee $G_i$ in Theorem 4.6, i.e., $-\gamma_i(t) + \rho_i^{\max} < \rho_i^{\psi_i}(x_i(t)) < \rho_i^{\max}$ for all $t \geq 0$.

B. Global task satisfaction

In this subsection, we show that by applying the local controllers to the subsystems, the global STL task for the network is also satisfied based on our compositionality result.

Corollary 4.7: Consider an interconnected control system $\Sigma = \{\Sigma_1, \ldots, \Sigma_N\}$ as in Definition 2.2. If we apply the controllers as in (17) to all subsystems $\Sigma_i$, then we get $\Sigma \models C = (\emptyset, \bigcup_{i \in I} C_i)$. This means that the control objective in Problem 2.3 is achieved, i.e., system $\Sigma$ satisfies signal temporal logic task $\phi$.

V. CASE STUDY

We demonstrate the effectiveness of the proposed results on two case studies: a room temperature regulation and a mobile robot control problem. The second example can be found in [15] and is omitted here due to lack of space.

Here, we apply our results to the temperature regulation of a circular building with $N = 3$ rooms each equipped with a heater. The evolution of the temperature of the interconnected model is described by the differential equation:

$$
\Sigma : \begin{cases}
T(t) = A T(t) + \alpha h T(t) + \alpha e T(t) \\
y(t) = T(t),
\end{cases}
$$

adapted from [20], where $A \in \mathbb{R}^{N \times N}$ is a matrix with elements $\{A\}_{i,j} = (-2\alpha - \alpha \mu_i)$, $\{A\}_{i,i+1} = \{A\}_{i+1,i} = (A)_{i,N} = (A)_{1,N} = \alpha$, $\forall i \in \{1, \ldots, N - 1\}$, and all other elements are identically zero, $T(t) = [T_1(t); \ldots; T_N(t)]$, $T_e = [T_{e1}; \ldots; T_{en}], \nu(t) = [\nu_1(t); \ldots; \nu_n(t)]$, where $\nu_i(t) \in [0, 1], \forall i \in \{1, \ldots, N\}$, represents the ratio of the heater valve being open in room $i$. Parameters $\alpha = 0.05, \alpha = 0.008$, and $\alpha_h = 0.0036$ are heat exchange coefficients, $T_e = -1^\circ C$ is the external environment temperature, and $T_h = 50^\circ C$ is the heater temperature.

Now, by introducing the subsystem $\Sigma_i$, representing the evolution of the temperature in the room $i$, and described by

$$
\Sigma_i : \begin{cases}
T_i(t) = a T_i(t) + dw_i(t) + \alpha h T_i(t) + \alpha e T_i(t) \\
y_i(t) = T_i(t),
\end{cases}
$$

where $a = -2\alpha - \alpha - \alpha \nu_i$, $d = \alpha$, and $w_i(t) = |y_{i-1}(t) - y_{i+1}(t)|$ (with $y_0 = y_{N}$ and $y_{N+1} = y_1$). one can readily verify that $\Sigma = \{\Sigma_1, \ldots, \Sigma_N\}$ as in Definition 2.2. The initial temperatures of these rooms are, respectively, $T_i(0) = 19^\circ C$ if $i \in I_0 = \{i \mid i \text{ is odd } \forall i \in \{1, \ldots, N\}\}$, and $T_i(0) = 25^\circ C$ if $i \in I_e = \{i \mid i \text{ is even } \forall i \in \{1, \ldots, N\}\}$. The room temperatures are subject to the following STL tasks $\phi_i$:
We proposed a compositional approach for the synthesis of a fragment of STL tasks for continuous-time interconnected systems using assume-guarantee contracts. A new concept of contract satisfaction, i.e., uniform strong satisfaction, was introduced to establish our contract-based compositionality result. A continuous-time feedback controller was designed to enforce the uniform strong satisfaction of local contracts by all subsystems, while guaranteeing the satisfaction of global STL for the interconnected system based on the proposed compositionality result.
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