Integrated canopy, building energy and radiosity model for 3D urban design
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Abstract

We present an integrated, three dimensional, model of urban canopy, building energy and radiosity, for early stage urban designs and test it on four urban morphologies. All sub-models share a common descriptions of the urban morphology, similar to 3D urban design master plans and have simple parameters. The canopy model is a multilayer model, with a new discrete layer approach that does not rely on simplified geometry such as canyon or regular arrays. The building energy model is a simplified RC equivalent model, with no hypotheses on internal zoning or wall composition. We use the CitySim software for the radiosity model. We study the effects of convexity, the number of buildings and building height, at constant density and thermal characteristics. Our results suggest that careful three dimensional morphology design can reduce heat demand by a factor of 2, especially by improving insolation of lower levels. The most energy efficient morphology in our simulations has both the highest surface/volume ratio and the biggest impact on the urban climate.
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1. Introduction

From narrow courtyards and passages in medina quarters or small compact plots in Japanes cities, to large avenues in Paris and terraced band housing in northern Europe, one can only be fascinated by the number and complexity of solutions that traditional urban fabrics present in terms of adaptation to the climate (see for example [1] for a broad picture of this morphological diversity). All such urban fabrics have in common a very intricate – and rarely intuitive – relationship between indoor and outdoor spaces, to find subtle compromises between access to the sun, compactness and air circulation. With the current world energy situation and the ever growing importance of rapid urbanization, it would be only natural for urban planners and architects to try to design such complex solutions to make urban developments more energy efficient. The critical point in so doing is to go beyond the simple sum of building consumption at an early stage. An urban designer needs to take into account the interactions between buildings and open spaces by considering sun obstruction and the urban heat island effect. Oke [2] developed the concept of the canyon to explain how streets trap solar radiations and collect anthropogenic heat released by buildings, resulting in much higher temperatures in urban areas than in their rural counterparts. The canyon concept was later settled into a more physically sound model [3], followed by multiple models adding more detailed geometries [4], turbulent transfers [5, 6] and Building Energy Models (BEM) [7, 8, 9]. The need for BEMs in urban canopy models reveals that building energy and the urban micro-climate are in fact a joint problem. However, up to the best of our current knowledge all urban canopy models\textsuperscript{1} reason on simplified geometries – either canyon or regular arrays [10]. Simplified geometries can prove limited in terms of solar radiation modeling. Three-dimensional morphology can produce complex and counter intuitive irradiation patterns, in consequence greatly impacting building energy demand [11, 12]. Moreover, an urban designer using a canopy model would then have to think about the real geometry for design but about a simplified one for physics, thus greatly reducing the potential of the model in terms of intuition and reasoning.

Building on existing models of urban physics, we present an integrated model of urban canopy, BEM and radiative transfers, with a description of the urban morphology as close as possible to three dimensional urban design master plans, and then use it on simple morphological variations.

2. Model development

After a bibliographic review of indoor and outdoor thermal models responding to an urban or neighborhood scale, we selected a canopy, a BEM and a radiation model that were the closest to the desired level of detail. We then adapted the models so that they all shared the same representation of urban morphology and the same parameters. The parameters need to be as simple as possible and should not require details unknown to urban design stages (e.g. window positioning or internal zoning). To meet such requirements, we first relaxed the regular array hypothesis in the multilayer model of Kondo [13]. We next

\textsuperscript{1}We refer here to Urban Canopy Models as a specific category of models used to compute urban temperatures and turbulent transfers. Other methods may include CFD or zonal methods for example and are not restricted to simplified geometries
adapted a single zone 2RC BEM with simple parameters. We present a final workflow to couple the analytical model to the CitySim\textsuperscript{2} software to compute the radiative net flux.

2.1. Canopy Model

2.1.1. Discrete layer model

The initial choice for the canopy model was the multilayer model of Kondo [13] because it has the most detailed description of urban morphology (regular arrays with height density probability) and can be coupled with a BEM [9]. Our goal in this section was to reformulate the model, but with general floor and wall areas defined storey by storey (or layer per layer), so that the parameters of the equations were actual design parameters. The core idea we used to relax the regular array hypothesis was to apply a spatial discretization corresponding to that of the BEM and radiosity models in the vertical direction.

Multilayer canopy models consider only the vertical diffusion of heat and average it over the horizontal plane. The vertical turbulent transport is derived from the potential temperature, using K-theory \( w\theta_c = -C_{p\rho}K_h\partial\theta_c/\partial z \), giving the vertical heat flux for a vertical wind speed \( w \) [14]. We note the resulting vertical surfacic heat flux \( Q_{h} [W.m^{-2}] \). Such models hold the implicit hypothesis of an infinite extension of the city with the same morphology around the studied block so that all horizontal gradients are negligible, thus no horizontal diffusion is considered.

With this definition of the turbulent flux, we can express the energy budget of a layer of the canopy with an arbitrary shape of buildings. The buildings are described by their cumulative floor area \( S_f \) and wall length \( l_w \) (sum over all buildings in the layer), giving the free canopy surface in the horizontal plane \( S_c \). Roofs are assumed to be only at the intersection of two layers, with surface \( S_r \). Inside a layer the characteristics \( l_w \) and \( S_f \) are assumed to be constant (implying \( S_c \) is constant too).

We consider four energy fluxes for a layer: surfacic flux from the walls \( H_w [W.m^{-2}] \), surfacic flux from the roofs \( H_r [W.m^{-2}] \), volumic heat flux from the inside air (venting and infiltration) \( q_v [W.m^{-3}] \), incoming and outgoing turbulent heat fluxes (Fig. 1).

The energy budget inside a layer is then written:

\[
\dot{E}_{tot} = Q_{h} + Q_{v} + Q_{c} + Q_{s} + Q_{w}
\]

The continuity between two layers at height \( z_k \), at the level of roofs, is written:

\[
\dot{E}_{tot} = Q_{h}(z_k)S_c + Q_{c}(z_k)(S_c - S_r) + H_w l_w S_c + q_v S_f
\]

With this definition of the turbulent flux, we can express the energy budget of a layer of the canopy with an arbitrary shape of buildings. The buildings are described by their cumulative floor area \( S_f \) and wall length \( l_w \) (sum over all buildings in the layer), giving the free canopy surface in the horizontal plane \( S_c \). Roofs are assumed to be only at the intersection of two layers, with surface \( S_r \). Inside a layer the characteristics \( l_w \) and \( S_f \) are assumed to be constant (implying \( S_c \) is constant too).

We did not expand the turbulent flux \( Q_{h} \) in eq. 2 to avoid defining \( K_h \) at the interface of two layers. Note that canopy area \( S_c \), floor area \( S_f \) and roof area \( S_r \) are not independant: between two layers the augmentation of \( S_c \) is equal to \( S_r \), and is also the reduction of floor area \( S_f (\Delta S_c = S_r = -\Delta S_f) \).
After establishing the budget inside a layer (eq. 1) we further simplified it with a spatial discretization, with one node per layer (i.e. one canopy temperature per layer, no continuous variation). This discretization facilitates coupling with the BEM (sec. 2.2), which uses only one outside temperature per layer. It also further simplifies the analytical formulation from one partial differential equation and two continuity conditions to one ordinary differential equation per layer.

The discretization point is the center of the considered layer. We further assume that heat fluxes \( H_w \) and \( q_v \) depend only on the building from which they originate, and are thus independent of \( z \) over the height of a layer (but vary from one layer to another). Integration of eq. 1 over a layer of height \( \Delta z \), delimited by heights \( z_i \) and \( z_{i+1} \), gives:

\[
C_p \rho \frac{d\theta_i}{dz} = \frac{(Q_h(z_i^+) - Q_h(z_{i+1}^-))}{\Delta z} + H_w \frac{l_w}{S_c} + q_v \frac{S_f}{S_c} \tag{4}
\]

We discretize the turbulent flux using an upwind explicit scheme:

\[
Q_h(z_i^+) = C_p \rho \frac{K_h^{i+1} \theta_{i+1}^{\epsilon} + K_h^{i-1} \theta_{i-1}^{\epsilon} - 2K_h^i \theta_{i}^{\epsilon}}{\Delta z} \tag{5}
\]

With \( K_h^i \) and \( \theta_{i}^{\epsilon} \) respectively the diffusivity and temperature at the center of the layer (also being the average over the height of layer \( i \)).

Substituting \( Q_h(z_i^+) \) using eq. 2 and then expanding the turbulent flux using eqs 5, 4 then gives:

\[
C_p \rho \frac{d\theta_i}{dz} = C_p \rho K_h^i \frac{\theta_{i+1}^{\epsilon} - \theta_{i-1}^{\epsilon}}{\Delta z^2} + C_p \rho K_h^i \frac{\theta_{i}^{\epsilon} - \theta_{i-1}^{\epsilon}}{\Delta z^2} \tag{6}
\]

This scheme is pictured in Fig. 1. This discrete layer formulation makes it possible to have only one ordinary differential equation per layer. With the hypothesis of constant morphological characteristics inside a layer, we were also able to simplify the porosity in the diffusion term. The heat fluxes of the buildings, \( H_w \), \( H_r \) and \( q_v \) depend on the indoor air temperatures and are determined with the BEM (eq. 9, 8). The turbulent diffusivity \( K_h \) is then the last unknown.

2.1.2. Determination of eddy diffusivity

Once we had established the constitutive equation for the canopy (eq. 6), we needed to compute the eddy diffusivity \( K_h(z) \) to solve this energy budget. We chose the linear-exponential approximation [15] for its ease of use and low computation requirements. We considered that a classical use of a planetary boundary layer scheme ([16] in [5] or [17] in [13]) was too computationally intensive for the design of a few urban blocks, with no intention of studying the full mesoscale feedback. The linear-exponential form is written:

\[
K_h = (K_{\text{max}} e^{1/2} / h_{\text{max}}) \exp(-0.5(z/h_{\text{max}})^2) \tag{7}
\]

Input parameters \( K_{\text{max}} \) and \( h_{\text{max}} \) were determined with simulations or experimental databases (in this application we used values from [15]).

Such an approach holds the implicit assumption that \( K_h(z) \) is independent from design choices. While urban morphology and eddy diffusivity are linked from a physical point of view, to the best of our knowledge there is no way to explicitly link the two. This conventional approach is in our opinion the best suited to design uses as it allows easier comparisons with less moving parameters, although it is less precise than classical meteorological studies.

2.2. Building Energy Model (BEM)

In this section we develop a single zone BEM in order to compute the anthropogenic heat fluxes \( (H_w, H_r \) and \( q_v) \) as well as the heating and cooling demands of buildings. It is important that the model require minimal input data to ensure that it is usable in early stage design without making any hypotheses on further stages (architecture and system design mainly) as well as to reduce computation time at the urban scale. We chose a two-node electrical equivalent model, similar to [18] as a starting base. Such models have been developed for early stage design purposes. They have been successfully used at the urban scale coupled to a full radiosity model [19] and can be easily coupled to a canopy model [9, 8, 7]. Two specific goals must be matched for our specific case:

- distinguishing wall and roof heat fluxes since they are realxed in different canopy layers,
- using no internal or external wall surfaces for the calculation of radiative flux, since they are not defined at such an early stage (the envelope is not yet real surfaces, just a virtual boundary).

Two-node models consider only one thermal mass node for heavy elements (mainly walls and floors) and one inside node (air, furnitures etc.). On the thermal mass node, of temperature \( T_w \) and capacity \( C_w \), we consider: conduction and convection
to the outdoor air through the walls with conductance $K_{ext}$, conduction and convection to the outdoor air through the roofs with conductance $K_r$, conduction and convection to the inside air with conductance $K_{int}$ and equivalent radiative flux on the thermal mass $\Phi_w$. Surface conduction is embedded in global coefficients $K_{ext}$, $K_r$ and $K_{int}$ and is not explicitly computed. On the inside air node, of temperature $T_a$ and capacity $C_a$, we consider: conduction and convection to the thermal mass node with conductance $K_{int}$, direct exchange with the outdoor air (venting, infiltration, windows conduction) with conductance $K_{vent}$, climatic heat flux (heating or cooling, algebraic) $Q_c$, indoor anthropogenic releases $Q_a$ and equivalent radiative flux heating the inside air $\Phi_a$. The full budget for the two nodes, for a zone in the $k$-th canopy layer, is then written (Fig. 2):

$$K_{int}(T_a - T_w) + K_{ext}(\theta_e^k - T_w) + K_w(\theta_e^{k+1} - T_w) + \Phi_w = C_w \frac{dT_w}{dt} \tag{8}$$

$$K_{int}(T_a - T_w) + K_{vent}(\theta_e^k - T_w) + Q_c + Q_a + \Phi_a = C_a \frac{dT_a}{dt} \tag{9}$$

Those equations include canopy temperatures of layers $k$ and $k+1$, $\theta_e^k$ and $\theta_e^{k+1}$. It is thus required to solve eq. 6 at the same time as the above BEM’s equations, as depicted in the workflow (sec. 2.4).

To compute the equivalent radiative flux on the internal air $\Phi_a$, we define the surface opening coefficient $\eta$ such as $\Phi_a = \eta \Phi$, where $\Phi$ is the total net radiative flux. $\eta$ includes the areas of both openings, their material characteristics and various geometric effects (window frames, corners, etc.) at once, with no need to further specify such details. The equivalent radiative flux on the thermal mass is defined by $\Phi_w = \Phi(1 - \eta)K_{ext}/h_{conv}$, with $h_{conv}$ the convection coefficient.

We use a simple constant-linear control scheme for the climatic flux $Q_c$, because it is very simple. We make no assumption on the energetic system used but allow for inside air temperature fluctuation. The bounding powers $Q_{c,\text{max}}$ (maximum heating) and $Q_{c,\text{min}}$ (maximum cooling) are assumed to happen at $\pm 2K$ around target temperature $T_{\text{targ}}$, viz. $Q_c = Q_{c,\text{min}} + (Q_{c,\text{max}} - Q_{c,\text{min}})(T_a - T_{\text{targ}} - 2)/4$.

All the equivalent characteristics ($K_{ext}$, $K_{int}$, $K_r$, $K_{vent}$, $\Phi_w$, $\Phi_a$, $\Phi_c$) allow us to work directly on urban scale parameters, without making hypotheses on smaller scales (e.g. wall composition, internal zoning).

[3]This formula is easily deduced from the electric equivalent, considering a separate resistance for the convection.

2.3. Radiosity method

After establishing the energy budget for the canopy model (eq. 1) and the BEM (eqs. 8 and 9), we use a radiosity method to determine the net radiative flux $\Phi$ – the last unknown of the system. Radiosity methods make it possible to compute both longwaves and shortwaves ranges and to account for all reflexions, on all possible geometries. The output is then the total net radiative flux for all wave lengths, including effect of all obstructions and reflection on ground.

We applied the radiosity method with the CitySim software (as opposed to an analytical formulation for the canopy model and BEM) because there was no practical interpretation of the analytical formula for design at the current time and we had no need to improve the analytical form. Moreover, radiosity methods require computing forms factors, a computationally intensive task which is sped up by the use of the simplified radiosity algorithm [20] in CitySim.

2.4. Inter-models workflow

Once all the submodels had been established, we assembled them into an integrated model so that all the feedbacks were modeled. We used one independant BEM for each storey of each building (as opposed to one equivalent building for all the scenes in most micro-climate studies). This enabled us to observe the effect of a full radiative budget on the real geometry, not only on heat demand, but also on the micro-climate feedback. The data are exchanged between the analytical models (canopy, BEM) and CitySim with an Xquery script, since CitySim uses a hierchical XML description of the morphology very similar to the one we use for our canopy model and BEM. The final system has then two equations for each surface for the radiative scheme (longwaves and shortwaves), two equations for each storey of each building for the BEM and one equation for each layer of the canopy (Fig. 3).

3. Test: regular and irregular morphologies

With the previously established model (sec. 2), we tested four theoritical morphologies, in order to investigate the effect of 3D morphological variations on the feedback loops between outdoor air, indoor air and radiative budget.
3.1. Case descriptions

The four tested morphologies were: regular slabs, convex slabs, even open block (all buildings have the same height), uneven open block (Fig. 4). We used the regular slabs as a basis for relative comparisons which made it possible to study three morphological transformations: bending, division into several buildings and modification of the vertical density gradient (roof lines distribution).

All cases are of equal density, with $40.000m^2$ of floor area, on a $100 \times 200m^2$ plot. The tallest buildings are all 10 storeys of $3m$, placing the canopy line at $30m$. Moreover, we maintain a width (smallest horizontal dimension) of $20m$ for all buildings in all cases, to make sure that the contribution of solar gains to the indoor temperature is affected only by the above mentioned transformations. Such width can be considered average, leading to a low, but not uncommon, passive volume ratio [21]. It should a priori ensure that the effect on solar access and the direct effect of the outdoor temperature are both significant in the observed results.

We use thermal characteristics of standard buildings of the 2000', taken from [19] under the Basel climate (also used in [11]). For the sake of simplicity, we use a constant internal loads throughout the day. Eddy diffusivity is taken from [15] (values summarized in Tab. 3.1). We use values from the literature in order to make comparisons as easy as possible and to focus on the effect of the morphology. We study a winter day (3rd of January), since it should demonstrate high sensitivity to differences between solar gains and heat demand. Multilayer canopy models can also simulate the winter temperature inversion [22], a much less studied phenomena than its summer counterpart.

![Figure 4: Studied morphologies description.](image)

| Conductance per unit of area $K_{ext} \ [W.K^{-1}.m^{-2}]$ | $K_{int}$ | $K_{vent}$ |
|---|---|---|
| 0.15 | 0.15 | 0.3 |

| Heat capacity per unit of area $C_w [J.K^{-1}.m^{-2}]$ | $C_{int}$ |
|---|---|
| 3E5 | 1.4E3 |

| Powers $[W.m^{-2}]$ | $Q_{min}$ | $Q_{max}$ | $Q_a$ |
|---|---|---|---|
| $-100$ | $100$ | $100$ |

| Albedo $\alpha$ | 0.2 |

| Eddy Diffusivity $K_{max} [m^2.s^{-1}]$ | $h$ |
|---|---|
| $2$ | 60 $[m]$ |

![Table 1: Thermal characteristics for the test cases.](image)

Figure 5: Cumulative sums on all buildings of a layer and on 24 hours of solar irradiance, surface dissipation and heat demand, normalized by floor area in the layer.

We ran simulations on a 3x3 grid, with the central cell containing the studied buildings and the surrounding cells being replica of the studied morphology in order to create the obstructions from the surrounding city. The turbulent diffusion is simulated up to $60m$ – i.e double the canopy line – to compute the perturbation induced by the urban area above the canopy line, while keeping a reasonable height/width for the simulated column. We force the temperature to the undisturbed atmospheric temperature at $60m$ as a boundary condition.

3.2. Results

We first studied the solar gains and surface dissipation (losses through walls and roofs) as both should increase with the surface envelope, leading to a compromise for heat demand. After those three components, we studied the canopy temperature distribution, both for its effect on heat demand and for the urban heat island effect.

We present the results in the form of total energy over the 24 hours, summed over all the building of a layer and then normalized by the floor area of the layer. This approach makes it possible for us to focus specifically on the vertical design with a single value per layer, while still accounting for uneven floor area distribution (Fig. 5).
3.2.1. Solar access

For the solar gains, we choose to display only the shortwave net flux (including reflections) on Fig. 5, as it best reflects sun and sky access, while the longwaves range also partly reflects surface dissipation and heat storage (longwaves are included in the calculation of heat demand nonetheless). On an average, solar radiations are 7 times higher on even and uneven open blocks than on regular slabs. Such a high factor is due mainly to the very low values for the regular slabs. Even and uneven open blocks display very similar results on average, with only a 4% difference, but can display up to 100% difference on specific layers due to roof surface variations. Convex slabs display a 40% increase over regular slabs due to the large opening of the pseudo-courtyard and to the reflections on the convex angles. In terms of vertical distribution, the relative increase for even and uneven open blocks compared to both slab cases is higher in the lower levels. Overall, we can clearly distinguish two groups: morphologies with large envelope surfaces (open blocks) and high solar gains – especially in the lower levels – and morphologies with small envelope surfaces (slabs) and low solar gains.

3.2.2. Surface dissipation

We define the surface dissipation of a layer as the sum of $H_w$ – released in the current layer – and $H_r$ – released in the next layer – from the buildings of the current layer. It represents energy losses from surfacic exchanges for buildings of a given story. It must not be confused with the anthropogenic heat released in the layer – $H_w$ from the current layer and $H_r$ from the previous layer, both released in the current layer. The surface dissipation is 11% higher for the convex slabs than for the straight slabs, despite the same envelope surface for both cases. This difference may be explained by a higher thermal mass temperature due to increased solar gains for the convex slabs, leading to a higher temperature gradient, but also by microclimatic effects. As expected, the even and uneven open blocks respectively display a 25% and 56% increase compared to the regular slabs because they have much larger dissipation surfaces. Layers with roofs display much larger dissipation, with a factor exceeding 400%. The effect is almost constant on the vertical axis for morphologies with even floor area distributions – except for the last layer due to the roof. However, the surface dissipation (per square meter of floor area in the considered layer) can vary by a factor of up to 4.5 between layers of the uneven block. As opposed to the other cases, the uneven block also displays variations of up to 60% between layers with no roofs (i.e. excluding layers 5, 7 and 10). Overall, we can distinguish the same two groups for the surface losses as for the solar gains, although the effects are far from being perfectly symmetric.

3.2.3. Heat demand

We define heating and cooling demands as $Q$, in absolute values ($Q_c$ is negative for cooling). We expect this heat demand to be a balance between the increased solar gains and increased losses, for both even and uneven open blocks. Results show that overall the solar gains weigh more in the balance. Convex slabs, even open blocks and uneven open blocks, show respectively 5%, 15% and 25% decreases in heating and cooling demands compared to straight slabs. The lower we go in the layers, the stronger the effect. The effect is not perfectly linear, with only a 7% difference between straight slabs and uneven open blocks in the 10th layer, but a 35% difference in the first. The open block with an uneven floor space distribution performs better in every single layer and achieves almost constant performance in every layer, with a maximum variation of only 10% between layers, as opposed to 35% for the straight slabs.

3.2.4. Microclimate

The effect of morphology on the canopy temperature during the night is almost null. At 5am (Fig. 6), we observe a regular gradient, almost identical for all morphologies, with a mean deviation between cases of less than 0.1%. The temperature is higher in the bottom layers and lower in the top layers, with a difference of 1.7 K – respectively 3.6 K – between the first layer – respectively the 10th layer (end of the urban canopy) – and the atmospheric temperature (undisturbed temperature). This temperature gradient corresponds to a constant upward turbulent flux, thus constant anthropogenic heat releases.

During the day we observe a reverted temperature gradient for all cases, with the highest temperatures in the top layer and the lowest in the bottom layer. As opposed to the night, the effect of morphology on the microclimate is significant at 3pm. The uneven open block displays an almost constant temperature gradient, i.e. a constant turbulent flux, creating a high heat circulation. The regular slabs display an almost constant temperature underneath the urban canopy line, meaning heat is stacking in the lower layers. The different dynamics result in significant differences in all layers, with a maximum difference of 1 K between cases in the 10th layer (top of the urban canopy) and a maximum difference of 2 K between cases in the first layer. We observe a strict hierarchy between cases, with straight slabs always having higher canopy temperatures than convex slabs. Then come even open blocks and uneven open blocks. This hierarchy is exactly the same as the one for heat demand, i.e. the morphologies with the highest canopy temperatures are those with the highest
energy input – an expected result.

4. Discussion on the model and the results of the test cases

We originally assumed that existing physics was sufficient to study energy flow in 3D urban fabrics, but needed to be restated around a common description of the urban morphology in order to be usable for design purposes. We were able to produce such a model, with new analytical developments and hypotheses. Since the core physic of the model is roughly the same as the one of the initial models, the results should present the same degree of confidence. However, the problem of numerical values in early stage design remains, as they are chosen on very rough estimate. The presented cases should then only be considered as theoretical.

The first of these hypotheses was to consider that the urban geometry is composed of layers of constant characteristics (both thermal and morphological) and only vertical and horizontal walls, i.e. the morphology is described story by story with shoe box elements. First, this hypothesis was taken from urban master plans, where shoe box representations are widely used. Second, given the vast array of possible morphologies to be described in this way, we are presently convinced that this hypothesis allows for greater generality and is suitable for most design applications.

The second hypothesis we had to make was the climatic forcing, in the form of a forced atmospheric temperature and a forced eddy diffusivity profile. Temperature forcing at the top of the studied domain is common practice in urban climate studies – commonly referred to as off-line simulation [23, 6] – especially for relative comparisons. However, by forcing a constant diffusivity profile we neglected all the time variations of the diffusivity (especially day-night variations) and the effects of morphology on diffusivity. The time variation could be compensated with better data, or even by coupling with a mesoscale model, although the latter method is too heavy for simple engineering needs in our opinion. To our knowledge, there are currently no methods explicitly linking eddy diffusivity to urban morphology. Given that we make only relative comparisons, and in view of the results, it is likely that this hypothesis does not invalidate the core logic of our results. We are of the opinion that linear-exponential profiles are a good simplification, especially for engineering and design applications, but will require more work to be fully usable on real cases.

[21] suggested that urban morphology can change energy demands by a factor of about two. We were indeed able to confirm this order of magnitude of two on heat demand. Studies at constant density and thermal characteristics, but varying morphologies, remain very rare, although studies like the present one prove they can be very insightful. One reason is that they require specific models. Our model can also simulate the winter temperature inversion as observed by [22]. On the basis of our results, we are presently convinced that more studies on the winter urban micro-climate could lead to new innovative solutions. Once again, such a task requires a 3D model to simulate the vertical temperature gradient and the effect of obstructions. Indeed, most of our cases affect only obstruction parameters, but the net radiative fluxes then have significant effects on heat demand and the urban climate through feedback loops, stressing the need for fully coupled models.

Our last and main initial hypothesis, was that developing a design model would dramatically change its use and interpretation compared to the starting models – even if the core physics are almost the same. Due to the high number of feedback loops and the consequent non-linearity, one can hardly anticipate the effect of a specific parameter change. The core logic of our model is then case-based reasoning [24]. The user builds a specific case, simulates it and uses it as an analogy that helps him reason, hints at design solutions or examples contrary to general rules or beliefs, but does not try to generalize the results into a hard rule. This design parameter approach can be considered the opposite of the morphological indicator where one tries to infer a general rule from a parameter supposed a priori, not necessarily related to a specific analytical formulation. It is our strong belief that the morphological indicator approach (e.g. [25, 11]), while good for evaluating existing urban fabrics, is not suited to design purposes. The indicator approach would force the designer into a reduced spectrum of solutions (e.g. a range of surface to volume ratio), excluding a priori some particular solutions. Our results show that some original solutions are worth considering and can be very challenging to both the intuition and hard rules: the case with the highest surface to volume ratio has the lowest heat demand but produces the strongest micro-climate distortion\(^4\). In the parameter approach, virtually every imaginable solution is potentially worth testing, especially the most original ones. The role of a model like the one presented in this study is then to test and back up the logic of the designer on new solutions. The model itself can even suggest ways of producing new solutions by testing new values for parameters. This change from a rule-based to a case-based use and interpretation represents a switch from an assessment goal to a design goal.

5. Conclusion

In the course of the present study we produced a new urban design energy model and an application on four urban morphologies. First, starting with existing models of urban physics, we were able to produce a design model of coupled urban canopy, BEM and radiosity for three dimensional urban forms in order to study coupled indoor and outdoor energy transfers during the urban design process. We built the parameters of the equations to be simple design parameters (floor or wall areas, global conductance, etc.) shared by all three sub-models and revolving around a description of the morphology as close as possible to urban design practice. One could say urban design and physics speak the same language in our model. As an example use of this model, we showed that three dimensional urban morphology design choices, such as convexity, number of buildings or height gradient, could reduce heat demand by a factor of two and make heat demand almost even between all levels, while a bad design choice lead to almost double the heat demand

\(^4\)In the form of temperature inversion, not temperature increase
for lower levels than for top levels. Those morphology choices can also amplify the winter temperature inversion effect, with a magnitude of about 2K. It is noteworthy that the case with the best sun access and the lowest heat demand also lead to higher climate distortion due to effect of the turbulent diffusion. In light of these results on very simple variations, we find every reason to believe that the study of more complex morphologies could unveil unknown effects and lead to creative design solutions to energy problems. It is our firm opinion that more research is needed on integrated tools that allow architects, engineers and physicists to think and communicate with a common language and shared objects so as to reach real interdisciplinary action on the critical problem of energy in urban planning.
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