Centralized Scheduling Strategies for Cooperative HARQ Retransmissions in Multi-Source Multi-Relay Wireless Networks
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Abstract—In this paper, we investigate centralized scheduling strategies for cooperative incremental redundancy retransmissions in the slow-fading half-duplex multiple access multiple relay channel. Time Division Multiple Access is assumed for the sources and the relays. Sources transmit successively in time slots for the first phase. The second phase consists of a limited number of time slots for retransmissions. In each time slot, the destination schedules a node (being a relay or a source) to retransmit, conditional on the knowledge of the correctly decoded source sets of each node (which is itself for a source). A scheduled relay retransmission uses Joint Network and Channel Coding on its correctly decoded source messages (cooperative retransmission). Several node selection strategies are proposed based on the maximization of the long-term aggregate throughput under a given constraint of fairness. Monte-Carlo simulations show that these strategies outperform the state of the art one based on the minimization of the probability of the common outage event after each time-slot. Moreover, the long-term aggregate throughput reached with these strategies is close to the upper-bound, calculated by the exhaustive search approach. The same conclusion remains valid for both symmetric and asymmetric source rate scenarios.

I. INTRODUCTION

The usage of relays in wireless networks allows either to: (1) Extend the coverage of the network; (2) Increase the spectral efficiency of the network (for a fixed power), or transmit with less power (for a fixed throughput). Fundamental principles of cooperative communications can be found in [1], where the key idea is that the relay can use the overheard transmission from the source to form its own transmission which helps the decoding at the destination.

In this work, Multiple Access Multiple Relay Channel (MAMRC), denoted by $(M,L,1)$-MAMRC, consisting of $M \geq 2$ independent users (sources) and $L$ dedicated relays (nodes which do not have their own messages to transmit), is considered. Multiple Access is orthogonal in time (OMAMRC), where transmissions occur in consecutive time-slots. All relays are half-duplex, and apply Selective Decode-and-Forward (SDF) protocol. In SDF, each relay tries to decode the messages of the sources, and sends a function of the correctly decoded ones (usually the error detection is based on CRC added to the source payload before encoding). There, unlike in the classic DF, relays do not have to wait to successfully decode all the sources, as they can cooperate with their correctly decoded subset at a given time. All links are subject to Additive White Gaussian Noise (AWGN) and slow-fading. The existence of limited feedback control channels from the destination to the sources and relays is assumed. That enables the destination to efficiently control the available channel resources. We also assume forward coordination control channels, i.e., each relay can inform the destination about its set of correctly decoded source messages. Incremental Redundancy (IR) Hybrid Automatic Repeat Request (HARQ) is used as an efficient a posteriori fast link adaptation mechanism, i.e., adapting the sources’ coding rates to the experienced channel quality. In each time-slot the destination schedules one node (a source or a relay) to transmit. If the selected node is a relay, it performs a cooperative strategy based on the Joint Network Channel Coding/Decoding (JNCC/JNCD) framework [2]. If it is a source, it performs an incremental redundancy retransmission. Search for an optimal scheduling strategy for a defined performance criterion is the main goal of this paper.

User scheduling for cooperative multi-source multi-relay networks is considered in [3], but only for perfect source-to-relay links where classical DF protocol is used. Performance analysis of cooperative single relay network that uses HARQ mechanism is done in [4]. IR-HARQ protocol in combination with multi-source multi-relay networks is considered in [5].

Part of this work has been performed in the framework of the Horizon 2020 project ONE5G (ICT-760809) receiving funds from the European Union. The authors would like to acknowledge the contributions of their colleagues in the project, although the views expressed in this contribution are those of the authors and do not necessarily represent the project.
where OMAMRC based on Separate Network Channel Coding/Decoding (SNCC/SNCD) framework is proposed, which is suboptimal comparing to JNCC/JNCD framework. In [9], an information outage analysis of SDF with JNCC/JNCD for the slow-fading \((M,L,1)\)-MAMRC with control channels used by IR-HARQ protocol is conducted. The scheduling (node selection) strategies proposed in the latter work, applicable only for the symmetric rate scenario, are far from being optimal in terms of long-term aggregate throughput, even tough the number of retransmissions is minimized. In this paper, we investigate both symmetric and asymmetric source rate scenarios. We show that the approach based on the maximization of the number of decoded sources at the destination after each time-slot is beneficial for maximizing the long-term aggregate throughput.

The remainder of the paper is organized as follows. In section II, we describe the system model. In section III, long-term aggregate throughput and different outage events involved in its calculation are defined. Three different cooperative HARQ retransmission strategies are proposed in section IV. Numerical results are presented in section V. Finally, in section VI we conclude the paper.

II. SYSTEM MODEL

In this paper, slow-fading OMAMRC is considered. Each source \(s\), belonging to the set \(S = \{s_1, \ldots, s_M\}\), sends its message of \(K_s\) information bits \((x_s \in \mathbb{R}^{K_s})\) toward the destination (the \(M\) sources are mutually independent). The source messages have equal priority. \(L\) half-duplex dedicated relays, belonging to the set \(R = \{r_1, \ldots, r_L\}\), help the destination decoding of source messages (Fig. 1). Time-slotted communication is assumed, where the maximum number of time slots in one frame is set to \(M + T_{max}\), where \(T_{max} \geq L\) is a system design parameter (Fig. 2). During the first phase consisting of the first \(M\) time-slots of the frame, each source transmits in turns its message. The time resource is equally shared between the sources defining a time slot made of \(N_1\) channel uses. In that phase, the relays listen and try to decode the message of each source relying on a Cyclic Redundancy Check (CRC) code for error detection. During the second phase, at the beginning of each time-slot, each relay sends the information about the set of successfully decoded sources to the destination, called the "decoding set" in the following. Forward coordination control channels are used for that purpose, which are assumed to be errorless. Based on that information, in a given time-slot, the destination schedules one node to transmit. The scheduling decision is transmitted to all nodes using errorless limited feedback broadcast control channels. Non-selected relays in a given time-slot can benefit from the transmission of the selected relay. In that way, after each time-slot, the decoding set of each relay (and the destination) can be updated. The exact number \(t \in \{1, \ldots, T_{max}\}\) of time-slots used in that phase, called also "rounds" in the following, is a random variable and depends on the success of the decoding process at the destination. During the second phase, each time-slot consists of \(N_2\) channel uses. The rates of the sources are fixed during the whole transmission. All nodes transmit with the same power. The following notation is used:

- \(x_{a,k} \in \mathbb{C}\) is the coded modulated symbol for channel use \(k\), sent from the node \(a \in S \cup R\).
- \(y_{a,b,k}\) is a received signal at the node \(b \in R \cup \{d\}\), originating from the node \(a\) described previously.
- \(\gamma_{a,b}\) is the average signal-to-noise ratio (SNR) that captures both path-loss and shadowing effects.
- \(h_{a,b}\) are the channel fading gains, which are independent and follow a zero-mean circularly symmetric complex Gaussian distribution with variance \(\gamma_{a,b}\).
- \(n_{a,b,k}\) are independent and identically distributed AWGN samples, which follow a zero-mean circularly-symmetric complex Gaussian distribution with unit variance.

Using the previous notation, the received signal at node \(b\), originating from node \(a\) can be represented as:

\[
y_{a,b,k} = h_{a,b} x_{a,k} + n_{a,b,k}. \tag{1}
\]

During the first phase, \(a \in S\), \(b \in R \cup \{d\}\), and \(k \in \{1, \ldots, N_1\}\). During the second phase, \(a \in S \cup R\), \(b \in R \cup \{d\}\) \(\setminus \{a\}\), and \(k \in \{1, \ldots, N_2\}\).

Only the CSI \(h_{dir} = [h_{s_1,d}, \ldots, h_{s_M,d}, h_{r_1,d}, \ldots, h_{r_L,d}]\) of source-to-destination (S-D), and relay-to-destination (R-D) links are perfectly known by the destination. On the other hand, the CSI of source-to-relay (S-R) and relay-to-relay (R-R) links are unknown to the destination. Each node is equipped with one antenna only.

III. PROBLEM FORMULATION

Since the destination does not have the CSI of all links in the network, it cannot take an optimal scheduling decision, no matter the criterion of optimization. Let us denote by \(S_{b,t} \subseteq S\) the decoding set of node \(b\) after the round \(t \in \{0, \ldots, T_{max}\}\).
Each relay $r$ at the beginning of the round $t$ sends $S_{r,t}$ to the destination, which can be considered as a partial knowledge of the CSI of S-R and R-R links. Let $P_{t-1}$ denote the set collecting the nodes $a_1$ which were selected in rounds $l \in \{1, \ldots, t-1\}$ prior to round $t$ together with their associated decoding sets $\hat{S}_{a_1,t-1}$, and the decoding set of the destination $S_{d,t-1}$. We can consider the end of the first phase as the end of the round zero, where $P_0$ gathers only sets $S_{0,b}, \forall b \in R \cup \{d\}$.

Let us define the set comprised of all sources and relays in the network with $\mathcal{N} = \mathcal{S} \cup \mathcal{R}$. For our further analysis it is useful to define the event $E_t(a_t, S_{a_1,t-1} | \hat{h}_{\text{dir}}, P_{t-1})$, where at least one source is not decoded correctly at the destination at the end of the round $t$. This event obviously depends on the selected node $a_t \in \mathcal{N}$, and associated decoding set $S_{a_t,t-1}$ (note that the decoding set of a source is itself). It is conditional on the knowledge of $\hat{h}_{\text{dir}}$ and $P_{t-1}$. We call this event “the common outage event after round $t$”. The individual outage event $E_{a_t}(a_t, S_{a_1,t-1} | \hat{h}_{\text{dir}}, P_{t-1})$ is the event that source $s$ is not decoded correctly at the destination after round $t$. The probability of the common outage event $E_t(a_t, S_{a_1,t-1} | \hat{h}_{\text{dir}}, P_{t-1})$ for a candidate node $a_t$ can be formulated as $\mathbb{E}(\mathbf{1}_t \mathbb{E}_t(I_{E_t(a_t, S_{a_1,t-1} | \hat{h}_{\text{dir}}, P_{t-1})}))$, where $\mathbb{E}(\cdot)$ is the expectation operator, and $\mathbf{1}_V$ stands for the non-respect of the MAC inequality associated to the sum rates of the sources contained in $V$. Note that it is equivalent to the maximization of the long-term aggregate throughput in case of symmetric initial rates, i.e., $\tilde{R}_s = \tilde{R}$ for all $s \in \mathcal{S}$.

Joint Network Channel Coding/Decoding framework is used. Therefore, in each round $t$ in the second phase, the transmitted sequence of the selected node $a_t$ (if it is a relay), and the transmitted sequences of the sources in $S_{a_1,t-1}$ form a joint codeword on the messages of the sources in $S_{a_1,t-1}$.

Let $\tilde{S}_{d,t-1} = \mathcal{S} \setminus S_{d,t-1}$ be the set of non-successfully decoded sources at the destination after the round $t-1$. For any subset $B \subseteq \tilde{S}_{d,t-1}$ and a given candidate node $a_t$, we define the common outage event of sources in $B$ after round $t$ as the vector of rates $(R_1, R_2, \ldots, R_M)$ lies outside of the corresponding $|B|$-user MAC capacity region. In that case, the sources that belong to $I = \tilde{S}_{d,t-1} \setminus B$ are considered as interference. Analytically, that event can be expressed as:

$$E_t(B(a_t, S_{a_1,t-1}) = \bigcup_{U \subseteq B} F_{d,B}(U),$$

where $F_{d,B}(U)$ stands for the non-respect of the MAC inequality associated to the sum rates of the sources contained in $U$:

$$F_{d,B}(U) = \left\{ \sum_{s \in U} R_s > \sum_{s \in U} I_{s,d} \right\} + \sum_{l=1}^{t-1} \alpha I_{a_l,d}^1 \left( C_{a_l,s} \right) + \alpha I_{a_t,d}^1 \left( C_{a_t,s} \right).$$

The individual outage event of the source $s$ after the round $t$ can be defined as:

$$E_{s,t}(a_t, S_{a_1,t-1}) = \bigcup_{I \subseteq S_{a_1,t-1}, U \subseteq S \setminus U} \left\{ \sum_{s \in U} R_s > \sum_{s \in U} I_{s,d} \right\} + \sum_{l=1}^{t-1} \alpha I_{a_l,d}^1 \left( C_{a_l,s} \right) + \alpha I_{a_t,d}^1 \left( C_{a_t,s} \right),$$

where $\tilde{I} = \tilde{S}_{d,t-1} \setminus I$, and $C_{a_1,s}$ and $C_{a_t,s}$ have the same definition as above.

IV. COOPERATIVE HARQ RETRANSMISSION STRATEGIES

As a summary, in the given round $t$ in the second phase, the following HARQ mechanism occurs:

1) The destination broadcasts a common ACK bit using a feedback control channel to all the other nodes if it succeeded in decoding all the source messages after round $t-1$. Otherwise it broadcasts a common NACK.

2) If a NACK bit was sent by the destination, each relay $r$ sends its decoding set $S_{r,t-1}$ using forward coordination.
channels. Otherwise, if an ACK bit was sent, a new frame begins and the sources transmit new messages while the relays and destination empty their memory.

3) Based on a partial knowledge of the channel matrix, $h_{as}$, and the set $\mathcal{P}_{t-1}$, the destination makes a scheduling decision about the node to select for transmission. Its decision is broadcasted using a feedback control channel.

4) Selected node transmits. If a source is selected, it sends additional redundancy bits of its original message. If a relay is selected, it performs JNCC with the messages of the sources that it was able to decode.

The practical approach of the selection strategies described in [6], which are based on the minimization of the probability of the common outage event after each round in the second phase, seems as a good idea at first sight for the maximization of the long-term aggregate throughput. Indeed, since $\Pr\{\mathcal{O}_s,T_{\text{max}}\} \leq \Pr\{\mathcal{E}_{T_{\text{max}}}\}$ for each $s \in S$, and since $\Pr\{\mathcal{E}_t\} \leq \Pr\{\mathcal{E}_{t-1}\}$, the individual outage probabilities of all sources are being lowered as well, while the average number of retransmission rounds in the second phase is minimized.

Note that $\Pr\{\mathcal{O}_s,T_{\text{max}}\}$ and $\mathbb{E}(T)$ are in the expression of the long-term aggregate throughput. However, the individual outage probabilities are not minimized in that way (even tough they are lowered), which can be very costly in the case where the quality of each link in the network is bad. In such a scenario, we can end up easily in the case where neither of the sources is being decoded correctly at the end of the round $T_{\text{max}}$. Hence, it may be more useful to dedicate the retransmission rounds to the successful decoding of a subset of sources. As shown in Section V it has a positive impact on the long-term aggregate throughput. Another drawback of the proposed strategies in [6] is that they are applicable only to the symmetric source rate scenario.

In the following, we propose three different node selection strategies.

A. Strategy 1: Node selection based on the number of newly decoded sources

The idea of this strategy is to go exhaustively through all node selection alternatives and try to find the node activation that maximizes the number of decoded sources at the destination at the end of round $t$. The derivation of the number of decoded sources is performed only for the nodes for which $\bar{S}_{d,t-1} \cap \bar{S}_{a_t,t-1} \neq \emptyset$. The destination chooses the node which brings the highest number of newly decoded sources, which is equivalent to the maximization of the cardinality of the decoding set of the destination. When there are multiple nodes that bring the same number of decoded sources at the destination, the selected node is the one having the highest mutual information between itself and the destination.

The reasoning for that comes from the nature of (7), where if we want to minimize the probability of the individual outage event of a given source $s$, we need to maximize the right-hand side of all the inequalities that are in (7). Obviously, the choice of the candidate node $a_t$ only affects $\alpha I_{a_t,d}I\{c_{a_t,s}\}$ in (7). The problem is that in general, there is not a single node $a_t$ that simultaneously maximizes $\alpha I_{a_t,d}I\{c_{a_t,s}\}$ for each possible $s$, $\mathcal{I}$ and $\mathcal{U}$. However, for a given $s$, $\mathcal{I}$ and $\mathcal{U}$, the optimal selection process is equivalent to the choice of the candidate node $a_t$ with the highest $I_{a_t,d}$, for which $c_{a_t,s} = 1$.

Therefore, our intuitive approach for the node selection is:

$$\hat{a}_t = \arg\max_{a_t \in \mathcal{A}_t} \{I_{a_t,d}\},$$ (8)

where $\mathcal{A}_t'$ is the set of candidate nodes that maximizes the decoding set of the destination after the round $t$.

Our method for determining the decoding set of the destination for the selected candidate node $a_t$ is based on multiple checks of common outage events associated to the subsets of $\bar{S}_{d,t-1}$. Before proceeding to the algorithm, let us recall the sufficient and necessary conditions for a set of sources to be the decoding set of the destination. They are: (i) The $|S_d|$-user MAC is not in common outage and (ii) For all the subsets $S'_d$ that include $S_d$ ($S_d \subset S'_d$), the $|S'_d|$-user MAC is in outage.

Let us denote with $B_i^{(j)}$ the $j$-th subset of cardinality $i$ of the $\bar{S}_{d,t-1}$, where $j \in \{1, \ldots, (|S_{d,t-1}|)\}$ (as there are total of $|S_{d,t-1}|$ subsets of cardinality $i$ in the $\bar{S}_{d,t-1}$). Furthermore, let us denote with $v(a_t)$, where $a_t \in \mathcal{N}$, the number of newly decoded sources at the destination after round $t$ comparing to round $t-1$, by choosing the node $a_t$. The step-by-step algorithm of this strategy is described in Alg. [1].

B. Strategy 2: Node selection based on the highest mutual information

In this strategy, the similar intuitive approach is used as in strategy 1 for the case where multiple nodes can provide the destination with the same number of newly decoded sources. The difference here is that in round $t$, each node that was able to decode at least one source from the set $\bar{S}_{d,t-1}$ is a candidate node. That is to say, the selection criterion has the following form:

$$\hat{a}_t = \arg\max_{a_t \in \mathcal{S} \cup \mathcal{R}} \{I_{a_t,d} \mathbb{1}\{\bar{S}_{d,t-1} \cap \bar{S}_{a_t,t-1} \neq \emptyset\}\}. \quad (9)$$

Obviously, this strategy offers much less computational complexity compared with the previous one.

C. Strategy 3: Node selection based on the highest product of the mutual information and the cardinality of the decoding set

The biggest drawback of the strategy 2 is that a node with small cardinality of the set $|S_{a_t,t-1}|$ may be chosen. So we propose a modification of that strategy where in each round the destination selects the node $a_t$ with the highest product of $I_{a_t,d} \cdot |S_{a_t,t-1}|$. Such product could potentially be a good joint indicator of both the amount of the mutual information $I_{a_t,d}$ and the cardinality of the decoding set $|S_{a_t,t-1}|$.

D. The exhaustive search approach for the best possible activation sequence

Conditional on the knowledge of the CSI of all links in the network, we can find the optimal activation sequence of nodes with respect to normalized long-term aggregate throughput by
Algorithm 1 Node selection process of strategy 1.

1: \( v(a_t') \leftarrow 0, \forall a_t' \in \mathcal{N} \). \( \triangleright \) Initialization.
2: \( \max_v \leftarrow 0 \). \( \triangleright \) We track the maximum \( v(a_t) \).
3: for \( n \leftarrow 1 \) to \( |\mathcal{N}| \) do
4: \( a_t \leftarrow \mathcal{N}(n) \). \( \triangleright \) Pick a new candidate node.
5: if \( \mathcal{S}_{t-1} \cap S_{a_t,t-1} = \emptyset \) then
6: continue. \( \triangleright \) \( v(a_t) = 0 \) remains.
7: end if
8: \( \text{found} \leftarrow 0 \). \( \triangleright \) Indicator that we found \( v(a_t) \).
9: for \( t \leftarrow |\mathcal{S}_{t-1}| \) to 1 do
10: for \( j \leftarrow 1 \) to \( (|\mathcal{S}_{t-1}|) \) do
11: \( \text{Calculate } \mathcal{E}_{t,b}^{(a_t)}(a_t, \mathcal{S}_{a_t,t-1}) \text{ (using (5), (6)).} \)
12: if \( \mathcal{E}_{t,b}^{(a_t)}(a_t, \mathcal{S}_{a_t,t-1}) = 0 \) then
13: \( v(a_t) \leftarrow i \).
14: if \( v(a_t) > \max_v \) then
15: \( \max_v \leftarrow v(a_t) \).
16: end if
17: end if
18: end for
19: \( \text{found} \leftarrow 1 \).
20: \( \text{break.} \)
21: end if
22: end for
23: end if
24: end for
25: \( \mathcal{A}'_t \leftarrow \emptyset \). \( \triangleright \) Set of candidate nodes with maximum \( v(a_t) \).
26: for \( n \leftarrow 1 \) to \( |\mathcal{N}| \) do
27: \( a_t \leftarrow \mathcal{N}(n) \).
28: if \( v(a_t) = \max_v \) then
29: \( \mathcal{A}'_t \leftarrow \mathcal{A}'_t \cup \{a_t\} \).
30: end if
31: end for
32: end for
33: \( \hat{a}_t \leftarrow \text{argmax}_{a_t \in \mathcal{A}'_t} \{I_{a_t,d}\} \).

using the exhaustive search approach. Since the maximum number of rounds is \( T_{\text{max}} \) and for each round there are \( M + L \) possible candidate nodes, the number of possible activation sequences is equal to \((M + L)^{T_{\text{max}}} \). For each possible activation sequence, we can check how many sources the destination can decode at any given round. Finally, in order to determine which activation sequence is optimal, the following procedure is used:

- Out of all activation sequences leading to the correct decoding of all the sources at the destination, select the one(s) which necessitates the lowest number of rounds. If there are several activation sequence candidates, choose one of them randomly.
- If no activation sequence leads to the correct decoding of all sources until \( T_{\text{max}} \), then choose the one which is associated with the highest cardinality of the decoding set at \( T_{\text{max}} \). If there are still several activation sequence candidates (which brings the same \( |\mathcal{S}_{t,T_{\text{max}}}| \)), choose one of them randomly.

This kind of procedure is computationally very expensive. In addition, we should stress that the knowledge of the CSI of all links would incur extremely large feedback overhead. Thus this strategy has no interest in practice. It is used in Section IV as an upper bound yielding the optimal node selection strategy in case of full CSI knowledge.

V. NUMERICAL RESULTS

In this section, we want to evaluate the performance of the three proposed selection strategies in terms of long-term aggregate throughput. Two different selection strategies are used as benchmark. The first one, referred to as "Reference 1" in the figure legends, is the strategy 1 from [6], which is described in section [IV]. The second one uses the exhaustive search approach to find the optimal node selection strategy. It is described in section [IV-D] and referred to as "Upper-bound" in the figure legends.

We focus on the \((3,3,1)\)-OMAMRC, with \( T_{\text{max}} = 3 \) and \( \alpha = 0.5 \). Independent Gaussian distributed channel inputs is assumed (with zero mean and unit variance), in which case \( I_{a,b} = \log_2(1 + |h_{a,b}|^2) \). Some other formulas could be also used for calculating \( I_{a,b} \) taking into account, for example, discrete entries, finite length of the codewords, non-outage achieving JNCC/JNCD architectures etc. They would not have any impact on the basic concepts of this work.

In the first part of simulations, we assume a symmetric rate scenario where \( R_s = R = 1 \) [b.c.u] for all \( s \). All the links in the network are symmetric, i.e., \( \gamma_{a,b} = \gamma \), \( \forall a \in \mathcal{S} \cup \mathcal{R}, \forall b \in \mathcal{R} \cup \{d\} \), and \( a \neq b \). Fig. 3 shows the long-term aggregate throughput as a function of \( \gamma \) for different strategies. In the range of low SNR, "Reference 1" strategy is significantly worse in terms of long-term aggregate throughput than all the other strategies. Indeed, the minimization of the common outage probability at each round often leads to smaller number of correctly decoded source messages than for the other strategies. Note that the asymptotic limit of the long-term aggregate throughput for boundless capacity links in the
network is equal to $\eta = \sum_{s \in \mathcal{S}} R_s/M$, since in that regime $\mathbb{E}(T) \to 0$ and $\Pr(O_{s,T_{max}}) \to 0, \forall s \in \mathcal{S}$. The three strategies proposed in this paper perform close to each other. Strategy 1 is the best one, and strategy 3 is the worst. We can conclude that strategies 2 and 3 represent a good trade-off between computational complexity and performance. Finally, all the proposed strategies are much closer to the theoretical upper-bound than "Reference 1" strategy, confirming the validity of our intuitive approach.

The same comparison is made keeping a symmetric link scenario in Fig. 4. However, here the initial rates are chosen from a discrete Modulation and coding scheme (MCS) family whose rates belong to $\{0.5, 1, 1.5, 2, 2.5, 3, 3.5\}$ [b.c.u]. The initial rates are chosen to maximize the long-term aggregate throughput with respect to the average SNR (slow link adaptation). Here, the slow link adaptation is very simple since the rates of the sources and the SNR are equal. The slow link adaptation for "Reference 1" is illustrated by the black dotted line that corresponds each to a given initial rate (the same for each source) ranging from 0.5 to 3.5 [b.c.u]. It simply takes the envelope of these curves. The gain of the proposed strategies (within the framework of slow link adaptation) compared with "Reference 1" is approximately 1 dB.

Finally, in the second part of the simulations, we want to illustrate the application of the proposed strategies in an asymmetric source rate scenario, where the initial rates are set to $[R_{s_1} = 3, R_{s_2} = 2.5, R_{s_3} = 2]$ [b.c.u] as an example. Average SNR of all links in the network are also set to be asymmetric and in the range: $\gamma_{a,b} \in \{-10\text{dB}, \ldots, 15\text{dB}\}$. This time, the long-term aggregate throughput, shown on the Fig. 5, is a function of $\Delta$, which is added to each individual link simultaneously with respect to the starting asymmetric link configuration. Obviously, "Reference 1" strategy is left out from the simulations. We observe that the performance of the proposed strategies remains close to the upper-bound.

VI. CONCLUSION

In this paper, we have proposed three node selection strategies for the slow-fading half-duplex time-slotted OMAMRC, that are applicable both to symmetric and asymmetric source rate scenarios. The first one is based on the exhaustive search of the node which maximizes the cardinality of the decoding set at the destination after each time slot. The other two are less computationally expensive and proceed from intuitive approaches. Simulation results show that all the proposed strategies perform close to each other in terms of long-term aggregate throughput. Additionally, our strategies perform close to the long-term aggregate throughput upper bound (under the given fairness constraint) obtained by an exhaustive search over all possible node sequence activations. It confirms the validity of our intuitive approaches. Finally, it is demonstrated that our strategies always perform better than the strategy based on the minimization of the common outage event probability after each time-slot. As a future work, we will investigate efficient slow link adaptation algorithms in the asymmetric link scenario with respect to different quality of services.
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