Engineering an imaginary stark ladder in a dissipative lattice: passive $PT$ symmetry, $K$ symmetry and localized damping
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We study an imaginary stark ladder model and propose a realization of the model in a dissipative chain with linearly increasing site-dependent dissipation strength. Due to the existence of a $K$-symmetry and passive $PT$ symmetry, the model exhibits quite different feature from its Hermitian counterpart. With the increase of dissipation strength, the system first undergoes a passive $PT$-symmetry breaking transition, with the shifted eigenvalues changing from real to complex, and then a $K$-symmetry restoring transition, characterized by the emergence of pure imaginary spectrum with equal spacing. Accordingly, the eigenstates change from $PT$-unbroken extended states to the $PT$-broken states, and finally to stark localized states. In the framework of the quantum open system governed by Lindblad equation with linearly increasing site-dependent dissipation, we unveil that the dynamical evolution of single particle correlation function is governed by the Hamiltonian of a $K$-symmetry, an imaginary stark ladder model possesses a unique features with no counterpart in Hermitian systems, for example, the non-Hermitian skin effect and passive $PT$-symmetry restoration when we increase the strength of imaginary potential. We also discuss the effects of finite system size and open boundary condition. In Sec.III, we propose how to realize this model in the open system size and open boundary condition. In Sec.III, we propose how to realize this model in the open quantum system. Dissipative processes have been employed as a tool to engineer quantum states, e.g., a dissipative coupling was used to experimentally realize a Tonks-Girardeau gas of molecules\cite{1,2} and study peculiar dynamical behaviors associated with passive $PT$ symmetry in dissipative quantum systems\cite{3,4}. The feasibility of simulating non-Hermitian Hamiltonians in the context of open quantum systems attracts a growing interest in studying unique features with no counterpart in Hermitian systems, for example, the non-Hermitian skin effect\cite{5,6} and topological classifications beyond the standard ten classes\cite{7,8}. Some recent works have unveiled the unique dynamical signatures of the non-Hermitian skin effect in dissipative systems\cite{9,10}, the emergence of chiral damping\cite{11} and helical damping\cite{12}, and edge bursts\cite{13}. Experimental observation of dynamical signature of non-Hermitian skin effect has been recently reported in the ultracold atomic gas\cite{14}. Quantum simulation in virtue of controllable dissipations greatly expands the research field of traditional condensed matter systems, which stimulates us to explore novel effect induced by purely imaginary potentials\cite{15,16}. In this work, we shall focus on the problem of particles on a lattice with a linearly increasing imaginary potential. It is well known that an electron in a crystal subjected to an electric field can be described by a lattice model with linear potential, known as the stark ladder model, which yields an equispaced energy spectrum and localized eigenstates controlled by the electric field strength\cite{17,18}. The stark ladder model can be also realized in tilted optical lattice\cite{19,20}. This model has been extensively studied\cite{21,22} with particular attention on interesting phenomena, like Bloch oscillations\cite{23}, Zener tunneling\cite{24} and dynamical localization driven by oscillating field\cite{25,26} and many-body stark localization\cite{27,28}.

When the dissipation effect is considered, early works mainly focused on the fate of the Bloch oscillation\cite{29}, Zener tunneling\cite{30} and dynamical localization in complex crystals\cite{31}. A recent work studied the interplay between non-Hermitian skin effect and electric field\cite{32}. However, the effect of an imaginary linear potential induced by dissipation is not explored yet. It is the aim of this work to investigate the imaginary stark ladder model in a dissipative lattice, highlighting some unique features arising from the purely imaginary linear potential.

In contrast to the stark ladder model which has no symmetry, an imaginary stark ladder model possesses a $K$-symmetry and passive $PT$ symmetry, which render the spectrum displaying quite different features from its Hermitian counterpart. When the strength of imaginary potential exceeds a threshold, a passive $PT$ symmetry breaking occurs and the shifted eigenvalues become complex. When we further increase the strength to exceed another threshold, the $K$ symmetry is restored as all eigenvalues lie in the imaginary axis. We then explore the physical realization of the imaginary stark ladder model via the engineering of dissipative lattices, for which key characters of imaginary stark ladder are built into the dissipative quantum jump processes of a Lindblad master equation\cite{33,34}.

Our paper is organized as follows. We introduce our model in Sec.I and analyze the symmetry of the system. Then we study the $PT$ symmetry breaking and $K$ symmetry restoration when we increase the strength of imaginary potential. We also discuss the effects of finite system size and open boundary condition. In Sec.III, we propose how to realize this model in the open quan-
tum system with linearly increasing on-site dissipation and demonstrate the unique dynamical properties of the model. A summary is given in Sec IV.

II. MODEL, SYMMETRIES AND SPECTRUM

We consider a one-dimensional lattice model with linear imaginary potentials described by the Hamiltonian:

$$\hat{H} = \frac{J}{2} \sum_{j=1}^{L-1} (\hat{c}_j^\dagger \hat{c}_{j+1} + h.c.) - i F \sum_{j=1}^{L} j \hat{n}_j,$$  \hspace{1cm} (1)

where $\hat{c}_j (\hat{c}_j^\dagger)$ is the fermionic annihilation (creation) operator on the $j$th site, $\hat{n}_j$ is the particle number operator on the $j$th site, $J/2$ is the strength of the hopping term between neighboring sites, $F$ denotes the strength of the linear imaginary potential, and $L$ is the number of sites on the lattice with the boundary conditions taken to be open. The model (1) is distinguished from the stark (or Wannier-stark) ladder model\textsuperscript{[22]} by the potential being imaginary. For convenience, we coin the model (1) as the imaginary stark ladder model. In the following calculation, we shall take $J = 1$ as the unit of energy.

Although the imaginary stark ladder model has a very similar form to the stark ladder model, it displays quite different spectrum structure from the stark ladder model due to the existence of two symmetries. At first, we indicate that the Hamiltonian (1) after making an overall energy shift fulfills a $K$ symmetry\textsuperscript{[19]} Explicitly, the Hamiltonian with an overall energy shift is written as

$$\hat{H}' = \hat{H} + i \frac{L+1}{2} F (\sum_j \hat{c}_j^\dagger \hat{c}_j),$$  \hspace{1cm} (2)

which fulfills:

$$\hat{U}^{-1} \hat{H}' \hat{U} = \hat{H}'^\dagger.$$  \hspace{1cm} (3)

Here $\hat{U}$ corresponds to a transformation:

$$\hat{c}_j \rightarrow (-1)^j \hat{c}_j.$$

Note that $\hat{H}'$ can be represented as

$$\hat{H}' = \hat{c}^\dagger \hat{H}' \hat{c},$$

where $\hat{c} = (\hat{c}_1, \hat{c}_2 \ldots \hat{c}_L)^T$, $\hat{c}^\dagger = (\hat{c}_1^\dagger, \hat{c}_2^\dagger \ldots \hat{c}_L^\dagger)$ and $\hat{H}'$ is the matrix form of the Hamiltonian $\hat{H}'$. Correspondingly, we use $\hat{H}$ to represent the matrix form of $\hat{H}$. Then Eq. (3) suggests that $\hat{H}'$ fulfills the $K$ symmetry:

$$U^{-1} \hat{H}' U = -\hat{H}'^\dagger.$$  \hspace{1cm} (4)

Explicitly, $\hat{H}'$ is given by

$$\hat{H}' = \begin{pmatrix} \frac{L-1}{2} F & \frac{J}{2} & \frac{J}{2} & \cdots & \frac{J}{2} \\ \frac{J}{2} & \frac{L-3}{2} F & \frac{J}{2} & \cdots & \frac{J}{2} \\ \frac{J}{2} & \frac{J}{2} & \frac{L-3}{2} F & \cdots & \frac{J}{2} \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ \frac{J}{2} & \frac{J}{2} & \frac{J}{2} & \cdots & \frac{L-1}{2} F \end{pmatrix}.$$
plot the minimum and maximum values of IPR. In order to determine the transition points between different regions, we count the number of pure imaginary eigenvalues ($N_i$) and real eigenvalues ($N_r$) after taking an energy shift $E' = E - E_0$ and display the fraction of real and imaginary eigenvalues in Fig. 1(d). From the figure, we can determine the $\mathcal{PT}$-symmetry breaking point $F_{c1}$, below which $N_r/L = 1$, and the $K$-symmetry restoring point $F_{c2}$, above which $N_i/L = 1$.

When $L \to \infty$, we can get analytical expressions of eigenvalues and eigenstates of the Hamiltonian \cite{cite4} [see Appendix B]. By solving $\hat{H}\psi_m = E_m\psi_m$ analytically, where $|\psi_m\rangle = \sum_n \psi_m(n)c_n|0\rangle$, we get

$$E_m = -imF, m = 1, 2, 3 \ldots \quad (7)$$

and

$$\psi_m(n) = c\mathcal{J}_{n-m}(-i\gamma) \quad (8)$$

where $\gamma = J/F$, $c = 1/\sqrt{\sum_n |\mathcal{J}_{n-m}(-i\gamma)|^2}$ is a normalization factor, $E_m$ denotes the $m$-th eigenvalue, and $\psi_m$ is the corresponding eigenstate. According to the property of the Bessel function, the eigenstate can be represented by a modified Bessel function $I_n(x)$ and $\psi_m(n) = (i)^{m-n}c\mathcal{J}_{n-m}(\gamma)$. The eigenstate $\psi_m(n)$ is localized at the site $n = m$ and we find that the modulus square of the wavefunction $|\psi_m(n)|^2$ can be approximated by a Gaussian function

$$|\psi_m(n)|^2 \approx a_0e^{-\left(\frac{n-m}{L}\right)^2} \quad (9)$$

where $a_0$ is a normalization constant and $\sigma$ is related to the localization length of the wavefunction by

$$L_s = \sqrt{2\sigma},$$

which fulfills $|\psi_m(m + l_s)| / |\psi_m(m)| = e^{-1}$. For a given eigenstate, the wavefunction is mainly distributed in the region $[m - l_s, m + l_s]$. The localization length decreases with the increase of $F$. Our numerical result indicates that the localization length approximately fulfills a power-law relation

$$L_s \propto \frac{1}{F^{\alpha}}$$

with $\alpha \approx 0.58$. The eigenstate $\psi_m(n)$ can be achieved by shifting the localization center via a simple real-space translation. All eigenvalues are distributed on the imaginary axis with the same level spacing.

Next, we consider the effects of the system size and the open boundary condition. We take finite-size analysis on the transition points. The numerical results are shown in Figs. 1(e1) and (e2): $F_{c1}$ shows a power-law decay when we increase the system size, whereas $F_{c2}$ does not depend on the system size. The numerical results indicate that $F_{c2}$ approaches zero and $F_{c1} \approx 0.7079$ when $L$ tends to infinity. Intuitively, $F_{c2}$ can be roughly estimated from $l_s \approx 1$. If the localization length $l_s < 1$, the boundaries do not affect the properties of localized state greatly, and the localized state of a finite size system can be still well described by the analytical expression \cite{cite5}. Here we emphasize that the analytical results given by Eqs. (7) and (8) are valid description for the case with all eigenvalues on the imaginary axis, i.e., the case of $F > F_{c2}$. It follows that the IPR of states on the imaginary axis can be approximately expressed as $I = \sum_n |c\mathcal{J}_{n-m}(-i\gamma)|^4$.

We display the IPRs in terms of the above analytic expression in Fig. 1(c), which are shown to agree well with the numerical results. When $l_s$ is much larger than 1...
and smaller than the system size, the boundaries have a significant impact on eigenstates close to the boundaries. For eigenstates far from the boundary, the impact of boundary for these eigenstates can be neglected. These eigenstates distribute on the imaginary axis and can also be approximated by the analytic results (see Appendix B). For eigenstates near the boundary, the impact of the boundary condition can not be neglected. Consequently, there are always some eigenvalues departing the imaginary axis, which distribute symmetrically with respect to the imaginary axis and the line of $E = E_0$. As shown in Fig. 2(a), for the system with a fixed $F = 0.1$ and various sizes $L$, the numerical results show that the numbers of states departing the imaginary axis are fixed for different system sizes. Moreover, the real part of the corresponding eigenvalues are also size-independent and only determined by the strength of the complex potential. When $F > F_{c1}$, all the states distribute on the imaginary axis for systems with different sizes, as shown in Fig. 2(b).

Our numerical results have shown clearly that the transition point of passive $\mathcal{PT}$ symmetry breaking transition is size dependent and shall approach zero in the limit of $L \to \infty$. However, for a fixed $L$, there always exists a $\mathcal{PT}$-unbroken region, in which all the eigenstates distribute on the whole lattice and are extended states. For $F > F_{c1}$, the passive $\mathcal{PT}$ symmetry breaking transition happens. With further increase of $F$, stark-localization states occur, corresponding to states distributed on the imaginary axis. We note that the transition from the extended states to the stark-localization states is not a sharp transition. The passive $\mathcal{PT}$ symmetry breaking transition does not occurs simultaneously with the localization transition. To see it clearly, we display the absolute value of the eigenstates corresponding to the first three eigenvalues with the smallest real part before and after the passive $\mathcal{PT}$ symmetry breaking. We choose $L = 40$ and the transition point is $F_{c1} \approx 10^{-4}$. So we choose the parameters as :(a) $F=0.00001$ (b) $F=0.01$. Inset is the energy spectrum for different parameters. We choose system size as $L = 40$. We use $m$ to label different eigenstates. The sorting rules are as follows: we first arrange the energy according to the real part from small to large, and those with the same real part are sorted according to the imag part from large to small.

It is known that the stark ladder model can also lead to localized eigenstates. In Fig. 3 we display the mean IPR in Fig. 3(a) and the typical eigenstates with different $F$ in Fig. 3(b) and Fig. 3(c) for the real and imaginary stark ladder model, respectively. It is shown that the eigenstates in the imaginary stark ladder model is more localized than the real case and the shapes of eigenstates are also different. Although both models exhibit stark localization, the physical meanings of the localization in real case and the imaginary case are different. For the real case, a linearly increasing potential suppresses the tunneling of the wavefunction and leads to localized eigenstates. As for the imaginary case, the imaginary potential leads to localized dissipation modes.

### III. DYNAMICAL BEHAVIORS IN THE DISSIPATIVE LATTICE

The model of imaginary stark ladder can be realized in a lossy lattice with linearly increasing site-dependent dissipation. We consider the open quantum system with the evolution of density matrix governed by the Lindblad

Figure 2. (a) Spectrum for $F = 0.1$ with different system sizes. (b) Spectrum for $F = 0.8$ with different system sizes.

Figure 3. Absolute value of the eigenstates corresponding to the first three eigenvalues with the smallest real part before and after the passive $\mathcal{PT}$ symmetry breaking. We choose $L = 40$ and the transition point is $F_{c1} \approx 10^{-4}$. So we choose the parameters as :(a) $F=0.00001$ (b) $F=0.01$. Inset is the energy spectrum for different parameters. We choose system size as $L = 40$. We use $m$ to label different eigenstates. The sorting rules are as follows: we first arrange the energy according to the real part from small to large, and those with the same real part are sorted according to the imag part from large to small.
master equation:
\[
\frac{d\rho}{dt} = -i[H_0, \rho] - \sum_\mu (L^\dagger_\mu L_\mu \rho + \rho L^\dagger_\mu L_\mu - 2L^\dagger_\mu \rho L_\mu) = \mathcal{L}\rho,
\]
(11)
where \(\rho\) is the density matrix,
\[
\hat{H}_0 = \frac{J}{2} \sum_j (\hat{c}^\dagger_{j+1} \hat{c}_j + \hat{c}^\dagger_j \hat{c}_{j+1})
\]
is the Hamiltonian and \(L_\mu\) are the Lindblad operators describing the dissipative process. The index \(\mu\) denotes the dissipation channel. Here we consider the dissipation operators acting on each lattice site, i.e., \(\mu \equiv j\) with \(j = 1, \ldots, N\), and taking the form of
\[
L_j = \sqrt{\gamma_j} \hat{c}_j = \sqrt{F} \hat{c}_j,
\]
(12)
where \(\hat{c}_j\) is the fermionic annihilation operator and \(\gamma_j = J F^j\) denotes the site-dependent dissipation strength, which increases linearly with the site \(j\).

Define
\[
\hat{H}_{eff} = \hat{H}_0 - i L^\dagger_\mu L_\mu,
\]
(13)
and then Eq. (11) can be rewritten as
\[
\frac{d\rho}{dt} = -i(\hat{H}_{eff} \rho - \rho \hat{H}_{eff}^\dagger) + 2 \sum_\mu L^\dagger_\mu \rho L_\mu,
\]
(14)
where \(\hat{H}_{eff}\) is the effective non-Hermitian Hamiltonian and the other terms \(2 \sum_\mu L^\dagger_\mu \rho L_\mu\) are called jump terms. For the case with \(L_\mu\), given by Eq. (12), the effective non-Hermitian Hamiltonian has the same form as Eq. (1).
When the jump terms are omitted, the dynamics is governed by the effective non-Hermitian Hamiltonian. In general, the jump terms also contribute to the dynamical behaviors and non-Hermitian dynamics is only a short time approximation of Lindblad evolution. However, for the case with the initial state in the subspace of \(N = 1\), the dynamics of the single particle correlation function governed by the Lindblad equation and non-Hermitian effective Hamiltonian are equivalent (more details about the connection and difference between them can be found in Appendix C).

In the scheme of Lindblad equation, the time evolution of the single-particle correlation \(\Delta_{jj'}(t) = \text{Tr}[\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)]\) can be determined by the damping matrix\(^{23}\)
\[
X = i h T - M T,
\]
(15)
where \((h)_{jk} = J(\delta_{jk+1} + \delta_{j+1,k})/2\), \(M_{jk} = i \gamma_j \delta_{jk}\) and the dynamics of the single-particle correlation is governed by
\[
\frac{d\Delta(t)}{dt} = X \Delta(t) + \Delta(t) X^\dagger.
\]
(16)
We note that the \(X\) matrix can be written as \(X = i H^*\), where \(H\) is the matrix form of the Hamiltonian\(^{[1]}\).

First, we study the time evolution of the wavepacket. In Figs. (a)-(c), we display the time evolution of the particle density distribution \(n_j(t) = \langle \hat{n}_j(t) \rangle\) for various \(F\) with the initial state chosen as a wavepacket localized in the center of the lattice. When \(F = 0.0001\), the passive \(\mathcal{PT}\) symmetry of the corresponding imaginary stark ladder model is unbroken, and the time evolution of wavepacket is very similar to a free fermion system but with a global decaying rate. When we increase \(F\) over \(F_{\text{c1}}\), for example \(F = 0.01\), the \(\mathcal{PT}\) symmetry is broken. The density distribution displays obviously different decaying behaviors on the two sides. When \(F\) is large enough, e.g., \(F = 1\), the evolution of wavepacket displays a localized damping behavior. As shown in Fig. (d), the wavepacket decays very quickly on its initial position and the spreading to another sites are suppressed due to the emergence of stark-localization modes. In Figs. (d), we display the ratio of density on the 25th site and 15th site \(R(t) = n_{25}(t)/n_{15}(t)\) for \(F = 0.00001\) and 0.01. It is shown that \(R(t) \approx 1\) for \(F = 0.00001\), whereas \(R(t) \propto \exp(-\beta t)\) for \(F = 0.01\), where \(\beta\) is a constant. Although \(R(t)\) exhibits obviously different behaviors for \(F = 0.00001\) and 0.01, we note that \(R(t)\) is not a suitable indicator for distinguishing the passive \(\mathcal{PT}\) symmetry breaking and unbroken regions. No sharp change around \(F_{\text{c1}}\) can be observed.

Then we choose the initial state as a single excitation, which is uniformly distributed on the lattice: \(|\psi(0)\rangle = \sum_j \frac{1}{\sqrt{L}} |j\rangle\), and show the dynamical behavior with different dissipation strengths. In Figs. (a-b), we plot the time evolution for \(F = 0.00001\) and \(F = 1\) and they display very different behaviors. We display the time evolution of the density distribution \(n_j(t)\) for the system with \(F = 1\) in Figs. (b) and label contours of the density distribution by using the dashed lines. It is shown that the density distribution at different sites decay in different decaying
rates. By analyzing the data of contours, we find that the contours can be well fitted by hyperbolic curves described by \( j \propto \frac{1}{t} \) as shown in Fig.6(c). This behavior can be explained by the existence of localized modes and equispaced energy spectrum in the region of \( F > F_{c2} \), which gives rise to

\[
n_j(t) \approx \frac{1}{L} e^{-2Fjt} \tag{17}
\]

(see Appendix \ref{appd} for more details).

In order to characterize the difference of dynamical behavior in passive \( \mathcal{PT} \) symmetry breaking and unbroken region, we define a rescaled particle number:

\[
N_r(t) = \exp[F(L + 1)t] \sum_{j=1}^L n_j(t). \tag{18}
\]

In the passive \( \mathcal{PT} \) symmetry unbroken region, \( N_r(t) = 1 \). While in the passive \( \mathcal{PT} \) symmetry breaking region, \( N_r(t) \) shows an exponential increase. We plot the rescaled particle number versus the dissipation strength \( F \) for various rescaled time \( t/F \). The results are shown in Fig.6(d), which indicates clearly the occurrence of a sharp change of \( N_r \) near the passive \( \mathcal{PT} \) breaking transition point \( F_{c1} \). Substituting Eq.\,(17) into Eq.\,(18), we get

\[
N_r(t/F) = \frac{1}{L} \frac{\sinh(Lt)}{\sinh(t)}
\]

for \( F > F_{c2} \). It implies that \( N_r \) shall not change with \( F \) when \( F > F_{c2} \), consistent with our numerical results in Fig.6(d).

When \( F < F_{c2} \), the \( K \) symmetry is broken and complex eigenvalues appear in the symmetry breaking region. The real part of these complex eigenvalues are size-independent (see Fig.2(a)) and shall lead to dynamical oscillating behavior, which can be detected by the size-independent oscillation in the boundary. In Fig.7 we display the time evolution of a rescaled density distribution at the first site. Here a rescaled factor \( e^{\Lambda t} \) is introduced to eliminate the decaying behavior caused by the imaginary part of the complex eigenvalue, where \( \Lambda \) is the average speed of decay. From Fig.7(a), we can see that the boundary oscillating behavior is insensitive to the system size for \( F = 0.5 \), whereas no oscillation is observed for \( F = 1 \). Fig.7(d) shows the frequency of oscillation decreases with the increase of \( F \) and this behavior is consistent with our analysis of the spectrum: when we increase the potential strength, the real part of the complex eigenvalue becomes smaller, corresponding to a larger period.
strate that the model possesses a passive PT with linearly increasing on-site dissipation. We demonstrate that the model possesses a passive PT symmetry and K symmetry and increasing the strength of the imaginary potential can lead to PT-symmetry breaking and K-symmetry restoration. We determine the transition points numerically and make finite-size analysis, which indicates the PT-symmetry breaking point $F_{c_1}$ approaches zero in the large size limit and the K-symmetry restoring point $F_{c_2} \approx 0.7079$ is size independent. When the dissipation strength is above $F_{c_2}$, all the eigenstates are localized and can be well described by the analytic result obtained in the limit $L \to \infty$. By studying the lattice with linearly increasing on-site dissipation described by Lindblad equation, we show that the dynamical evolution of density distribution displays distinct behaviors in different regions of the corresponding non-Hermitian Hamiltonian.

**IV. SUMMARY**

In summary, we propose and study the imaginary stark ladder model and its realization in a lossy lattice with linearly increasing on-site dissipation. We demonstrate that the model possesses a passive PT symmetry and K symmetry and increasing the strength of the imaginary potential can lead to PT-symmetry breaking and K-symmetry restoration. We determine the transition points numerically and make finite-size analysis, respectively. Our numerical results show that both breathe mode and Bloch oscillation disappear in the imaginary stark ladder model. In (a-b), we choose $L = 40$, $F = 1$ and the initial state is chosen as a Gaussian wavepacket $(|\psi\rangle = c_0 \sum_j \exp(-\beta(j - L/2)^2)|j\rangle$, $c_0$ is the normalization factor) localized at the center of the system. We choose $\beta = 1$ in our results.

Finally, we compare the time evolution between the real and imaginary stark ladder models. It is well known that the real stark ladder model can exhibit unique dynamical behaviors: when the initial state is localized at one site, the dynamical behavior exhibits breathe modes, whereas it exhibits Bloch oscillation if the initial state is chosen as a Gaussian wavepacket. A natural question is the fate of the breathe mode and Bloch oscillation in the imaginary stark ladder model. In Fig.8 we display the time evolution of the density distribution in different models with different initial states. In Fig.8(a) and Fig.8(c), we plot the time evolution of $n_j(t)$ in the imaginary stark ladder model with the initial state localized at one site and given by a Gaussian wavepacket, respectively. The time evolution shows similar results for different initial states in the imaginary stark ladder model. As a comparison, we show the breathe mode and Bloch oscillation in Fig.8(b) and Fig.8(d) with the initial state localized at one site and given by a Gaussian wavepacket, respectively. Our numerical results show that both breathe mode and Bloch oscillation disappear in the imaginary stark ladder model.
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**Appendix A: The K symmetry**

Given the transformation: $\hat{U} = \Pi_{n=1}^N [\hat{c}_j^\dagger + (-1)^j \hat{c}_j^\dagger]$, it is easy to check

$$\hat{U}^{-1} \hat{c}_j \hat{U} = (-1)^j \hat{c}_j^\dagger$$

Then we can prove that $\hat{H}'$ fulfills the K symmetry under the transformation $\hat{U}$:

$$\hat{U}^{-1} \hat{H}' \hat{U} = -\frac{J}{2} \sum_j (\hat{c}_j \hat{c}_{j+1}^\dagger + \hat{c}_{j+1} \hat{c}_j^\dagger)$$

$$- iF \sum_j (j - \frac{L + 1}{2}) \hat{c}_j \hat{c}_j^\dagger$$

$$= \frac{J}{2} \sum_j (\hat{c}_j \hat{c}_{j+1} + \hat{c}_{j+1} \hat{c}_j)$$

$$+ iF \sum_j (j - \frac{L + 1}{2}) \hat{c}_j \hat{c}_j^\dagger$$

$$- iF \sum_j (j - \frac{L + 1}{2})$$

$$= \hat{H}^k.$$

Since $\hat{H}' = \hat{c}_j^\dagger \hat{H}' \hat{c}_j$, from $\hat{U}^{-1} \hat{H}' \hat{U} = \hat{H}^k$, we get

$$\hat{U}^{-1} \hat{c}_m \hat{H}'_{mn} \hat{c}_n \hat{U} = \hat{c}_m \hat{H}'_{mn} \hat{c}_n,$$

$$\hat{U}^{-1} \hat{c}_m \hat{U}^{-1} \hat{H}'_{mn} \hat{c}_n \hat{U} = \hat{c}_m \hat{H}'_{mn} \hat{c}_n,$$

$$\hat{H}_{nm} \hat{c}_m \hat{H}'_{mn} \hat{c}_n = \hat{c}_m \hat{H}'_{mn} \hat{c}_n,$$

$$- \hat{H}_{nm} \hat{H}'_{mn} \hat{c}_n \hat{c}_m = \hat{c}_m \hat{H}'_{mn} \hat{c}_n.$$
where $H_{nm}'$ represents the element of $H'$. Then it follows $(U^{-1}H'U)^T = -H^\dagger$, which is equivalent to 

$$U^{-1}H'U = -H^\dagger.$$ 

The existence of $K$ symmetry implies that if $E_m$ is an eigenvalue of $H'$, then $E_m' = -E_m^*$ is also an eigenvalue of $H'$. This can be proved straightforwardly: Given $H'\psi_m = E_m\psi_m$, where $\psi_m$ is the $m_{th}$ eigenvector of the matrix $H'$. Then we can construct a state given by 

$$\psi'_m = U\psi_m'$$

where $(\psi_m')^\dagger H' = E_m(\psi_m')^\dagger$. It follows 

$$H'\psi'_m = H'U\psi_m' = -UH'^\dagger\psi_m' = -E_m^*U\psi_m' = -E_m^*\psi_m'.$$

i.e., $-E_m^*$ is also an eigenvalue of $H'$ with $\psi_m'$ being an eigenvector of $H'$. This means that the eigenvalues of $H'$ are either pure imaginary or complex pairs distributing symmetrically about the imaginary axis. The Hamiltonian before and after the energy shift operation only differs by an imaginary constant. Thus $E_m' = -E_m^*$ still holds true for the energy spectrum of the Hamiltonian without energy shift.

In Fig.9, we display the spectrum for the system with $F = 0.1$ and several eigenstates. In our model, $\psi_m^L = \psi_m^*$. If an eigenstate fulfills $K$ symmetry, it is invariant under the transformation of $U = UK$, where $K$ denotes the complex conjugation, i.e., it fulfills 

$$\psi_m = UK\psi_m = U\psi_m^*.$$ 

Our numerical result shows that the eigenstate, such as $\psi_1$, indeed fulfills $\psi_1 = UK\psi_1^*$. Then we check the eigenstates $\psi_2, \psi_3$, whose eigenvalues distribute symmetrically about the imaginary axis, can be connected by 

$$\psi_3 = UK\psi_2 = U\psi_2^*.$$ 

The numerical results indicate that the eigenstates with the same imaginary part can be connected by $\psi_3 = UK\psi_2$. Here, we note that the subscripts $m = 1, 2, 3$ just correspond to states labeled in Fig.9(a).

### Appendix B: Eigenvalues and eigenstates for $L \to \infty$

In this appendix, we derive the analytical solution for the imaginary stark ladder in the limit of $L \to \infty$ by following a method similar to the Ref[13]. After inserting a set of orthonormal basis vectors $\mathbb{I} = \sum_n |n\rangle\langle n|$, the Hamiltonian can be written as:

$$\hat{H} = \frac{J}{2} \sum_n (|n+1\rangle\langle n| + |n\rangle\langle n+1|) - iF \sum_n n|n\rangle\langle n|.$$ 

Introducing a Fourier transform:

$$|k\rangle = \sum_n \sqrt{\frac{1}{2\pi}} e^{ink}|n\rangle,$$

then we can get the matrix element

$$\langle k'|\hat{H}|k\rangle = J \sum_n \left( \langle k'|n\rangle\langle n+1|k\rangle + \langle k'|n+1\rangle\langle n|k\rangle \right)$$

$$- iF \sum_n \langle k'|n\rangle\langle n|k\rangle n$$

$$= \frac{J}{2} \sum_n \frac{1}{2\pi} e^{-ink}\cos(n+1) + \frac{1}{2\pi} e^{-i(n+1)k}\cos(k)$$

$$- iF \sum_n e^{-ink}\cos(n+1)$$

$$= J\delta(k' - k)\cos(k) + F\delta(k' - k)\frac{d}{dk}.$$ 

Since $\langle k'|\hat{H}|k\rangle = \delta(k'-k)H(k)$, we can get

$$H(k) = J\cos(k) + F\frac{d}{dk}.$$ 

Next, we solve the equation

$$E\psi(k) = J\cos(k)\psi(k) + F\frac{d}{dk}\psi(k),$$

or equivalently,

$$\frac{d}{dk}\psi(k) = E\frac{F}{J}\psi(k) - J\frac{F}{J}\cos(k)\psi(k).$$

Then it follows

$$\psi(k) = e^{\frac{E}{F}k - \frac{F}{J}\cos(k)}\psi(0)$$

$$= e^{\frac{E}{F}k - \frac{F}{J}\sin(k)}\psi(0).$$

Besides, we have $\psi(k + 2\pi) = \psi(k)$, which gives rise to

$$E_m = -imF, m = 0, \pm 1, \pm 2, \ldots$$

$$\psi_m(k) = e^{\frac{E_m}{F}k + \frac{F}{J}\sin(k)}\psi(0) = e^{-ikm - \frac{F}{J}\sin(k)}\psi(0).$$
Choosing a normalization factor $c$, then we change the wavefunction into real space:

$$
\psi_m(n) = c \int_{-\pi}^{\pi} dk \langle n | k \rangle \langle k | \psi_m \rangle \frac{1}{2\pi}
$$

$$
= c \frac{1}{2\pi} \int_{-\pi}^{\pi} dk e^{ikn} e^{-ikm - \frac{1}{2} \sin(k)}
$$

$$
= c \frac{1}{2\pi} \int_{-\pi}^{\pi} dk e^{ik(n-m) - \frac{1}{2} \sin(k)}.
$$

Defining $J/F = \gamma$ and making use of the definition of Bessel function $J_0(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\tau e^{i(\alpha - x \sin(\tau))}$, we have

$$
\psi_m(n) = c J_{n-m}(-i\gamma),
$$

where $m = 1, 2, \ldots n$ in our model.

Next we show more details about the eigenstates. There is a relationship that

$$
J_n(iz) = i^{-n} I_n(x)
$$

when $x$ is real and $I_n(x)$ is Modified Bessel function. That means the eigenstate can be described by $I_n(x)$ with additional phases. According to $I_{-n}(z) = I_n(z)$, the module of the eigenstate is symmetric about the center. We compare the numerical and analytical results in Fig.10. For $F = 0.8$ ($F > F_{c2}$), the localization length is small and the effect of boundary can be ignored. Thus both the eigenstates near the boundary and far from the boundary can be described by the analytical results. The results are shown in Fig.10(a,b). For $F = 0.1$ ($F < F_{c2}$), there are some eigenvalues deviating from the imaginary axis (see Fig.9(a)), which do not match the analytical results. The corresponding eigenstates are distributed on the boundary and cannot be described by the analytical results. A typical eigenstate is shown in Fig.10(c). However, eigenstates far from the boundary are not affected by the boundary and can still be well described by the analytical results. We plot the eigenstate in the middle of the energy spectrum (located in the imaginary axis in Fig.9(a)) in Fig.10(d), which is well described by the analytical result.

Now we numerically confirm that the eigenstates with different $F$ can be approximated by the Gaussian wavepacket. In Fig.11(a), we plot $|\psi_m(j)|^2$ versus $j$ with different eigenstate label $m$ for various $F$. The Gaussian wavepackets fit well with the numerical results for all the cases. The localization length $l_s$ can be also obtained numerically. In Fig.11(b), we fit the relationship between $F$ and $l_s$ in the region near $F_{c2}$, where the eigenstates are localized. The numerical results show that they fulfill $l_s \propto \frac{1}{F^{0.58}}$.

The above discussion mainly focuses on the eigenstates which are far from the boundary and the effect of boundary can be neglected. Next we study the eigenstates near the boundary and the relationship with $F$. We sort the eigenstates with the imaginary part of their eigenvalues. The eigenstates localized near the boundary correspond to the eigenvalues with the maximum and minimum imaginary parts. In order to compare the eigenstates near the boundary and far from the boundary, we plot the eigenstates with label $m = 1$ and $m = 20$ for different $F$ in Fig.12. All the eigenstates become more localized when we increase $F$. However, the localization center of the eigenstates move to the boundary gradually for the boundary eigenstates while the eigenstates in the middle
The initial state was chosen in the subspace with \( N = 1 \) and \( N = 0 \). The single particle correlation function can be written as:
\[
\text{Tr}[\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)]
\]
and we only need to consider the subspace \( N = 1 \) and \( N = 0 \). The single particle correlation function can be written as:

\[
\begin{align*}
\text{Tr}(\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)) &= \sum_{j''} \langle j''|\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)|j''\rangle + \langle V\text{ac}|\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)|V\text{ac}\rangle \\
&= \sum_{j''} \langle j''|\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)|j''\rangle + \sum_{j''} \langle j''|\hat{c}_j^\dagger \hat{c}_{j'} \rho_{\text{eff}}(t)|j''\rangle,
\end{align*}
\]
where \(|V\text{ac}\rangle\) represents the vacuum state. So the single particle correlation is determined by the dynamics in the subspace \( N = 1 \) and is equivalent to result in non-Hermitian dynamics.

However, the dynamics given by a non-Hermitian Hamiltonian and the Lindblad master equation have many differences. One important part is the purity of the density matrix: the wavefunction in non-Hermitian dynamics can be written as
\[
|\psi(t)\rangle = c(t) \exp(-i\hat{H}_{\text{eff}}t)|\psi(0)\rangle,
\]
where \( c(t) \) is the normalization coefficient and the wavefunction is always a pure state. However, the probability to find the vacuum state is always \(|\langle V\text{ac}|\psi\rangle|^2 = 0 \). It is clear that the non-Hermitian dynamics is not an effective description for the evolution of purity. As for the Lindblad evolution, the Lindblad equation will lead to the state mixed. The time evolution of density matrix in our model can be written as
\[
\rho(t) = \rho_{\text{eff}}(t) + [1 - \text{Tr}(\rho_{\text{eff}}(t))]|V\text{ac}\rangle\langle V\text{ac}|,
\]
and the density matrix in Lindblad evolution contains more information than the non-Hermitian dynamics.

When we consider many-body cases, the Lindblad evolution becomes complicated and the non-Hermitian Hamiltonian can not describe the evolution dynamics effectively. However, when we focus on the single particle correlation evolution, the evolution is determined by the X matrix, which is similar to a single particle Hamiltonian. This holds true even when the initial state is chosen as a many-body state. In this respect, different properties of X matrix will lead to different behaviors in dynamics.

Appendix C: Lindblad evolution and non-Hermitian dynamics

In this appendix, we discuss the relationship between non-Hermitian dynamics and the Lindblad evolution. It is known that the dynamics of open quantum system is governed by the effective non-Hermitian Hamiltonian if the jump terms are omitted. In general, non-Hermitian dynamics is only a short time approximation of Lindblad evolution as the jump terms also contribute to the dynamical behaviors. Here, we show the equivalence between Lindblad evolution and non-Hermitian dynamics when we calculate the single particle correlation matrix in the single particle case. For the case that only contains the loss terms, the results obtained by the non-Hermitian dynamics and the Lindblad master equation are the same. This equivalence can be understood as follows: the particle number of the initial state is a certain number and the initial state density matrix \( \rho(0) \) is block diagonalized in particle number space. The jump terms in the Lindblad master equation \( (2L_\mu^\dagger \rho L_\mu) \) have no effects on the dynamics in the subspace of the initial number. We consider the projection operator \( P_N \) which projects the wavefunction to a subspace with \( N \) particles and the jump term satisfies:
\[
P_N 2L_\mu^\dagger \rho L_\mu P_N = 0.
\]
That means the dynamics in the subspace with \( N \) particles is completely determined by the effective Hamiltonian.

In our calculation, there are only loss terms and the initial state was chosen in the subspace with \( N = 1 \). The evolution of the density matrix in the subspace \( N = 1 \) can be written as
\[
\rho_{\text{eff}}(t) = e^{-i\hat{H}_{\text{eff}}t} \rho(0) e^{i\hat{H}_{\text{eff}}t}.
\]
Then we consider the correlation function
\[
\Delta_{jj'}(t) = \text{Tr}[(\hat{c}_j^\dagger \hat{c}_{j'}) \rho(t)],
\]
and only need to consider the subspace \( N = 1 \) and \( N = 0 \). The single particle correlation function can be written as:
\[
\begin{align*}
\text{Tr}(\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)) &= \sum_{j''} \langle j''|\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)|j''\rangle + \langle V\text{ac}|\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)|V\text{ac}\rangle \\
&= \sum_{j''} \langle j''|\hat{c}_j^\dagger \hat{c}_{j'} \rho(t)|j''\rangle + \sum_{j''} \langle j''|\hat{c}_j^\dagger \hat{c}_{j'} \rho_{\text{eff}}(t)|j''\rangle,
\end{align*}
\]
where \(|V\text{ac}\rangle\) represents the vacuum state. So the single particle correlation is determined by the dynamics in the subspace \( N = 1 \) and is equivalent to result in non-Hermitian dynamics.

However, the dynamics given by a non-Hermitian Hamiltonian and the Lindblad master equation have many differences. One important part is the purity of the density matrix: the wavefunction in non-Hermitian dynamics can be written as
\[
|\psi(t)\rangle = c(t) \exp(-i\hat{H}_{\text{eff}}t)|\psi(0)\rangle,
\]
where \( c(t) \) is the normalization coefficient and the wavefunction is always a pure state. However, the probability to find the vacuum state is always \(|\langle V\text{ac}|\psi\rangle|^2 = 0 \). It is clear that the non-Hermitian dynamics is not an effective description for the evolution of purity. As for the Lindblad evolution, the Lindblad equation will lead to the state mixed. The time evolution of density matrix in our model can be written as
\[
\rho(t) = \rho_{\text{eff}}(t) + [1 - \text{Tr}(\rho_{\text{eff}}(t))]|V\text{ac}\rangle\langle V\text{ac}|,
\]
and the density matrix in Lindblad evolution contains more information than the non-Hermitian dynamics.

When we consider many-body cases, the Lindblad evolution becomes complicated and the non-Hermitian Hamiltonian can not describe the evolution dynamics effectively. However, when we focus on the single particle correlation evolution, the evolution is determined by the X matrix, which is similar to a single particle Hamiltonian. This holds true even when the initial state is chosen as a many-body state. In this respect, different properties of X matrix will lead to different behaviors in dynamics.

Appendix D: Some analytic results for the dynamical evolution

In this part, we give some analytic results for the time evolution in the limit case \( (F \) is very small or large \). For a system with dissipative term, the dynamical behavior of the single particle correlation is determined by the equation:
\[
\frac{d\Delta(t)}{dt} = X\Delta(t) + \Delta(t)X^\dagger,
\]
where $X = i\hbar T - M = iH^*$. For the dissipative nature, the steady state of our system is an empty state ($\Delta_n(t) = 0$) and the deviation $\Delta(t) = \Delta(t) - \Delta_n = \Delta(t)$. Then we have

$$\Delta(t) = e^{-Xt} \Delta(0) e^{Xt}.$$  

We can write $X$ matrix in terms of right and left eigenvectors:

$$X = \sum_{n} \lambda_n |u_{Rn}\rangle \langle u_{Ln}|$$

and the single-particle correlation can be written as

$$\Delta(t) = \sum_{m,n} \exp[(\lambda_n + \lambda_m^*)t] |u_{Rn}\rangle \langle u_{Ln}| \Delta(0) |u_{Lm}\rangle \langle u_{Rm}|.$$  

We choose an initial state in which the particles are located at the center $m_1$, i.e., $\Delta_{ij}(0) = \delta_{im_1}, \delta_{jm_1}$.

(i) When $F$ is small (passive-$\mathcal{PT}$-symmetry unbroken), the real part of the eigenvalues of $X$ matrix are the same. Thus we have

$$\Delta(t) = \sum_{m,n} \exp[(\lambda_n + \lambda_m^*)t] |u_{Rn}\rangle \langle u_{Ln}| \Delta(0) |u_{Lm}\rangle \langle u_{Rm}| \approx \exp(Re(\lambda_n + \lambda_m^*)t) \times \sum_{m,n} \exp[Im(\lambda_n + \lambda_m^*)t] |u_{Rn}\rangle \langle u_{Ln}| \Delta(0) |u_{Lm}\rangle \langle u_{Rm}| \approx \exp(-F(L + 1)t) \times \sum_{m,n} \exp[Iim(\lambda_n + \lambda_m^*)t] |u_{Rn}\rangle \langle u_{Ln}| \Delta(0) |u_{Lm}\rangle \langle u_{Rm}|.$$  

The dynamical behavior is similar to a Hermitian system but with a global dissipation which is related to $E_0$.

(ii) When $F$ is large (all the eigenvalues are distributed on the imaginary axis), all the eigenstates are localized and we can get:

$$\Delta(t) = \sum_{m,n} \exp[(\lambda_n + \lambda_m^*)t] |u_{Rn}\rangle \langle u_{Ln}| \Delta(0) |u_{Lm}\rangle \langle u_{Rm}| = \exp[2\lambda_m t] |u_{Rm}\rangle \delta_{im_1}\delta_{jm_1} \langle u_{Rm}|,$$

which means the wavepacket decays rapidly in one lattice before it propagates to another sites.

Now we explain why the contours of density distribution can be described by hyperbolic curves in the region of $F > F_c$. The initial state is chosen as the state with all the sites being occupied. The $\Delta(t)$ can also be written as:

$$\Delta(t) = \sum_{m,n} \exp[(\lambda_n + \lambda_m^*)t] |u_{Rn}\rangle \langle u_{Ln}| \Delta(0) |u_{Lm}\rangle \langle u_{Rm}|.$$  

Then we consider the density distribution as the $j_{th}$ site, which

$$n_j(t) = \Delta(t)_{jj} = \langle j|\Delta(0)|j\rangle = \sum_{m,n} \exp[(\lambda_n + \lambda_m^*)t] \langle j|u_{Rn}\rangle \langle u_{Ln}| \langle u_{Rm}| \Delta(0)|u_{Lm}\rangle \langle u_{Rm}|.$$  

We assume $\langle j|u_{Rn}\rangle \approx \delta_{jn}$ and $\langle u_{Rm}| \approx \delta_{mj}$, and it follows

$$\Delta(t)_{jj} \approx \exp[(\lambda_j + \lambda_j^*)t] \langle j|\Delta(0)|j\rangle.$$  

Since the initial state is fully occupied, $\langle j|\Delta(0)|j\rangle$ is the same for all the $j$. Then we get

$$n_j(t) \approx C_0 e^{-2Fjt},$$

where $C_0 = \langle j|\Delta(0)|j\rangle = n_j(0)$ is a constant. It follows

$$\ln n_j(t) \approx \ln C_0 - 2Fjt.$$  

Then a contour with fixed local density $n_c$ fulfills

$$t \approx -\frac{\ln(n_c) - \ln C_0}{2F}.$$  
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