iOrgs™ Information Systems raise important issues for formalizing norms that require extensions and revisions of previous foundational work. For example, extension and revision is required of the fundamental assumption of the Event Calculus:

*Time-varying properties hold at particular time-points if they have been initiated by an action at some earlier time-point, and not terminated by another action in the meantime.*

The fundamental assumption of the Event Calculus is overly simplistic when it comes to organizations in which time-varying properties have to be *actively maintained and managed* in order to continue to hold and termination by another action is not required for a property to no longer hold. *I.e.*, if active measures are not taken then things will go haywire by default.

Similarly extension and revision is required for Grounding Checking properties of systems based on a set of ground inferences. Previously Model Checking has been performed using the model of nondeterministic automata based on states determined by time-points. These nondeterministic automata are not suitable for iOrgs, which are highly structured and operate asynchronously with only loosely bounded nondeterminism.

iOrgs Information Systems have been developed as a technology in which organizations have people that are tightly integrated with information technology that enables them to function organizationally. iOrgs formalize existing practices to provide a framework for addressing issues of authority, accountability, scalability, and robustness using methods that are analogous to human organizations. In general

- iOrgs are a natural extension Web Services, which are the standard for distributed computing and software application interoperability in large-scale Organizational Computing.
- iOrgs are structured by Organizational Commitment that is a special case of Physical Commitment that is defined to be information pledged.

iOrgs norms are used to illustrate the following:

- Even a very simple microtheory for normative reasoning can engender inconsistency In practice, it is impossible to verify the consistency of a theory for a practical domain.
- Improved Safety in Reasoning. It is not safe to use classical logic and probability theory in practical reasoning.
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iOrgs™ Information Systems

In the organization lies the power.

iOrgs Information Systems have been developed as a technology in which organizations have people that are tightly integrated with information technology that enables them to function organizationally [Hewitt and Inman 1991; Hewitt 2008b, 2008d, 2008g]. iOrgs formalize existing practices to provide a framework for addressing issues of authority, accountability, scalability, and robustness using methods that are analogous to human organizations." In general

- iOrgs are a natural extension Web Services, which are the standard for distributed computing and software application interoperability in large-scale Organizational Computing.
- iOrgs are structured by Organizational Commitment that is a special case of Physical Commitment [Hewitt 2007 2008b] that is defined to be information pledged."

This paper discusses how iOrgs require Direct Logic in reasoning and participatory grounding checking in systems analysis:

1. The development of iOrgs and the extreme dependence of our society on these systems have introduced new phenomena. These systems have pervasive inconsistencies among and within the following:
   - Norms that express how systems can be used and tested in practice
   - Policies that express over-arching justification for systems and their technologies
   - Practices that express implementations of systems

Different parties are responsible for constructing, evolving, justifying and maintaining practices, norms, and operations for large-scale Organizational Computing. In specific cases any one consideration can trump the others. Sometimes debates over inconsistencies can become quite heated, e.g., between sales, engineering and finance.

2. Grounding checking" is a fundamental tool in the analysis of iOrgs. However, previous work on model checking has been performed using the model of nondeterministic automata based on states determined by time-points. These nondeterministic automata are not suitable for iOrgs, which are highly structured and operate asynchronously with only loosely bounded nondeterminism. Instead analysis based on regions of space-time (as in Participatory Semantics [Hewitt and Manning 1996]) is required.

Participatory Semantics

Participatory Semantics [Hewitt and Manning 1996] is based on regions of space-time called Participations" according to the following legend:"
Contrast between Participatory Semantics and the Event Calculus

Participatory Semantics is based on 4-dimensional regions of space-time whereas the Event Calculus is based on events (which take 0 time) on a global universal time-line.

This paper does not use the usual Event Calculus formalism [Kowalski and Sergot 1986, Miller and Shanahan 1999]. A principle reason for not adopting the Event Calculus is avoidance of its fundamental assumption:

“Time-varying properties hold at particular time-points if they have been *initiated* by an action at some earlier time-point, and not *terminated* by another action in the meantime.”

The fundamental assumption of the Event Calculus is overly simplistic when it comes to organizations in which time-varying properties have to be *actively managed* in order to continue to hold and termination by another action is not required for a property to no longer hold. *I.e.*, if active measures are not taken then things will go haywire by default. For example consider the following property: “Drive safely” It might be said that the property was “terminated” when a driver collides with another vehicle. However, it is often the case that some “unsafe driving” occurred before the collision!

---

**Figure 1. Legend**

| XML | XML (a message or data structure) |
|-----|----------------------------------|
| Participation | A participation |
| Source → Target | A reference |
| Origin → Message@Time → Destination | A message transmission arrived at the specified time |
| Origin → Object → Destination | An object transport |
Another problem with the Event Calculus is that it is formulated at the very low level of abstraction of time-points. As Carlo Rovelli has explained:

“We never really see time. We see only clocks. If you say this object moves, what you really mean is that this object is here when the hand of your clock is here, and so on. We say we measure time with clocks, but we see only the hands of the clocks, not time itself. And the hands of a clock are a physical variable like any other. So in a sense we cheat because what we really observe are physical variables as a function of other physical variables, but we represent that as if everything is evolving in time.”

Preoccupation with global time-points is a serious problem with the Event Calculus. This problem is closely related to another problem with the Event Calculus: A time is not bound to a locale but is instead imagined to be free floating!

Consider an example in which safe driving is followed by unsafe driving leading to a collision. An important issue is that there may be no event which clearly delineates the transition from safe driving to unsafe driving. The lack of such an event is not material to Participatory Semantics. However, there is no clear terminating event for the Event Calculus.

![Figure 2. Transition from Safe to Unsafe Driving (with no clipping event)](image)

Next consider an example in which AM transitions to PM on July 31, 2008 in California. Here the issue is that there is no physical event that occurs throughout California that marks the transition from AM to PM.

![Figure 3. Transition from AM to PM (with no clipping event)](image)
By convention, the AM and PM regions for California are adjacent to each other. However, this adjacency does not require the existence of any event that occurs throughout California and the lack of such an event is not material to Participatory Semantics. However, there is no terminating event as required by the Event Calculus.

**Commitment**

According to [Hewitt 2007], a *Physical Commitment* \( PC \) is defined to be a *pledge* that certain *information* \( I \) holds for a *physical system* \( PS \) for a *space-time region* \( R \). Note that physical commitment is defined for *whole physical systems*; not just a participant or process.

This paper uses a mythical *Santa Cruz FishMarket* to illustrate how organizational commitments can be formulated at a higher level of abstraction. The Santa Cruz FishMarket uses an electronic English Auction starting with a reserved price in which a certain time is allowed for more bids to come in before the bidding is closed. As each higher bid is received, the new minimum bid is announced to the participants. Tie bids are broken by choosing the one which arrived first as the winner. Consequently the Santa Cruz FishMarket is an organizational commitment with an auction of buyers and sellers.

An implementation\(^x\) for a *SimpleAuction* for the Santa Cruz FishMarket is given in the appendix.\(^xii\) The commitments below are made by the implementation pledging the following information:

![Diagram](image)

**Figure 4. Commitment: Bidding too late causes an exception**
Participatory Grounding Checking

The denotational semantics of concurrency were first developed in [Clinger 1981]. Subsequently [Hewitt 2006b] developed the TimedDiagrams model with the Computational Representation Theorem which states:

The denotation $\text{Denote}_S$ of a closed system $S$ represents all the possible behaviors of $S$ as

$$\text{Denote}_S = \bigcup_{i \in \omega} \text{Progression}_S^i(\bot_S)$$

where $\text{Progression}_S^i$ is an approximation function that takes a set of approximate behaviors to their next stage and $\bot_S$ is the initial behavior of $S$.

The denotational semantics exhibits relatively unbounded nondeterminism because in the delivery of a message can occur a relatively unbounded amount of time after it is sent. This relatively unbounded nondeterminism can cause trouble with traditional global state-based approaches [Bianculli, Morzenti, Pradella, San Pietro, Spoletini 2007; Bordini, Fisher, Visser, and Wooldridge 2004; Cliffe, De Vos, and Padget 2006; Desai, Cheng, Chopra, and Singh 2007; Venkatraman and Singh 1999, etc.] because of the following issues:

- State explosion because of the increase in possible interleavings of global states
- Modeling failure because the system being modeled is not finite state

Participatory grounding checking makes use of the Representation Theorem to characterize possible alternative computations. In participatory grounding checking:

- Explosion is less of a problem because local groundings are modeled instead of global state. Also Participatory Semantics can be used to abstract high level properties of denotations in a way that is similar to how abstraction has been used in global state model checking.

Figure 5. Commitment: An alarm triggers the processing of the auction outcome
• Systems are not modeled as nondeterministic state machines, Petri nets, or process calculi [Aceto and Gordon 2005].

• Communication is modeled as being fundamentally one-way and asynchronous. In this way modeling problems such as occur using Petri Nets and synchronous process calculi are avoided [Padget and Bradford 1998].

For example consider the system with SimpleAuction (defined in the appendix of this article) augmented with bidders like the following:

SimpleBidder \equiv

behavior \{
\begin{align*}
\text{serialize the messages received by this bidder} \\
\text{Auction::theAuction} \quad \& \quad \text{auction that bidder is bidding for} \\
\text{Currency::maximumBid} \quad \& \quad \text{maximum that bidder will bid for this auction}
\end{align*}
\}

\begin{align*}
\text{implements Bidder} \quad \& \quad \text{the Bidder interface is implemented below} \\
\text{self.newMinimum(amount)} \rightarrow \quad \& \quad \text{a newMinimum message with amount has been received} \\
\begin{align*}
\text{amount} \ ? \ ? \{ \\
\text{(< maximumBid)} : \quad \& \quad \text{if amount is less than maximumBid} \\
\text{theAuction.bid(amount for: self)} \quad \& \quad \text{then bid the minimum} \\
\text{catcher \{ \\
\text{TooLittle:[minimumBid]} : \quad \& \quad \text{and if it throws the exception} \\
\text{relay self.newMinimum(minimumBid)}} \quad \& \quad \text{that the bid was too small} \\
\text{\}} \\
\text{send yourself the new minimum bid} \\
\text{not (< maximumBid) : void}) \} \\
\text{else do nothing and return void}
\end{align*}
\}
\}
\}
\}
\}
\}
\}

Using bidders like the above, execution scenarios of the system can be computed using the Representation Theorem. These execution scenarios can be checked against norms such as the following:

Commitment: At Santa Cruz FishMarket, deliveries from seller to buyer are paid at the agreed price; i.e. Santa Cruz FishMarket pledges the following information: For every seller, buyer, and delivery,

Delivers[seller, buyer, delivery] \vdash \text{FishMarket PaysAgreedPrice[buyer, seller, delivery]}^{xvii}

Note that seller, buyer, and delivery are all space-time participations in the above norm. Consequently, there is enough information to specify that the buyer pays the agreed price to the seller on delivery of the purchase.\textsuperscript{xviii}
Figure 6. A commitment involving the exchange of Goods for Payment

**Direct Inference**

Direct inference is used in to directly infer conclusions from premises. For example, suppose that we have

1) WeekdayAt5PM ⊢<sub>Boston</sub> TrafficJam
   which says that in Boston, a weekday at 5PM infers a traffic jam.

2) ⊢<sub>Boston</sub> ¬TrafficJam
   which says that in Boston, no traffic jam.

In classical logic, ¬WeekdayAt5PM is inferred in Boston from 1) and 2) above. But fortunately in Direct Logic:

If ¬<sub>Boston</sub> WeekdayAt5PM
which says in Boston, there is a particular proposition (¬WeekdayAt5PM) that cannot be inferred in Direct Logic from 1) and 2) above.

Consequently, *direct inference comes into play even in the absence of overt inconsistency.*

---

xix
Collusion at Santa Cruz FishMarket

Ethical conduct at the FishMarket is worthy of further study. A classic guide to norms for ethical conduct appears in *The Prince* [Machiavelli 1532]. So roughly in this spirit, consider the following axiomatization of collusion at FishMarket:

1) \( p, \text{action}: \text{CanResult}(\text{Do}[p, \text{action}], \text{Rich}[p]) \vdash_{\text{ThePrince}} \text{Do}[p, \text{action}] \)  

2) \( \vdash_{\text{ThePrince}} \text{CanResult}(\text{Do}[\text{Machiavelli}, \text{Collude}], \text{Rich}[\text{Machiavelli}]) \)  

2') \( \text{Do}[\text{Machiavelli}, \text{Collude}] \vdash_{\text{ThePrince}} \text{CanResult}([\text{Rich}[\text{Machiavelli}]]) \)  

3) \( \vdash_{\text{ThePrince}} \text{Do}[\text{Machiavelli}, \text{Collude}] \)  

4) \( p, \text{action}: \text{CanResult}(\text{Do}[p, \text{action}], \text{Ruined}[p]) \vdash_{\text{ThePrince}} \neg\text{Do}[p, \text{action}] \)  

5) \( \vdash_{\text{ThePrince}} \text{CanResult}(\text{Do}[\text{Machiavelli}, \text{Collude}], \text{Ruined}[\text{Machiavelli}]) \)  

5') \( \text{Do}[\text{Machiavelli}, \text{Collude}] \vdash_{\text{ThePrince}} \text{CanResult}([\text{Ruined}[\text{Machiavelli}]]) \)  

6) \( \vdash_{\text{ThePrince}} \neg\text{Do}[\text{Machiavelli}, \text{Collude}] \)  

Note that, in the *ThePrince*, there is an inconsistency between 3) and 6). However, even though the *ThePrince* is inconsistent, it is not meaningless because in some respects it captures some underlying paradoxical aspects of Machiavelli’s theory:

“The wish to acquire more is admittedly a very natural and common thing; and when men succeed in this they are always praised rather than condemned. But when they lack the ability to do so and yet want to acquire more at all costs, they deserve condemnation for their mistakes.”

Inconsistent policy in War

A classic case of inconsistency occurs in the novel *Catch-22* [Heller 1961] which states that a person “would be crazy to fly more missions and sane if he didn’t, but if he was sane he had to fly them. If he flew them he was crazy and didn’t have to; but if he didn’t want to he was sane and had to. Yossarian was moved very deeply by the absolute simplicity of this clause of *Catch-22* and let out a respectful whistle. ‘That's some catch, that *Catch-22*,’ he observed.’”

In the spirit of *Catch-22*, consider the following axiomatization of the above:

1. \( \vdash_{\text{Catch-22}} \mathbb{P}(\text{Able}[x, \text{Fly}] \land \neg\text{Fly}[x]) \leq \mathbb{P}(\text{Sane}[x]) \)  

2. \( \vdash_{\text{Catch-22}} \mathbb{P}(\text{Sane}[x]) \leq \mathbb{P}(\text{Obligated}[x, \text{Fly}]) \)  

3. \( \vdash_{\text{Catch-22}} \mathbb{P}(\text{Sane}[x] \land \text{Obligated}[x, \text{Fly}]) \leq \mathbb{P}(\text{Fly}[x]) \)  

4. \( \vdash_{\text{Catch-22}} \mathbb{P}(\text{Fly}[x]) \leq \mathbb{P}(\text{Crazy}[x]) \)  

5. \( \vdash_{\text{Catch-22}} \mathbb{P}(\text{Crazy}[x]) \leq \mathbb{P}(\neg\text{Obligated}[x, \text{Fly}]) \)  

6. \( \vdash_{\text{Catch-22}} \mathbb{P}(\text{Sane}[p] \land \neg\text{Obligated}[p, \text{Fly}]) \leq \mathbb{P}(\neg\text{Fly}[p]) \)
For Yossarian, we have the following axioms:

7. \( \vDash_{\text{Catch-22}} \mathbb{P}(\text{Able}[\text{Yossarian}, \text{Fly}]) \equiv 1 \)  
   \( \updownarrow \) \( \text{axiom} \)

8. \( \vDash_{\text{Catch-22}} \mathbb{P}(\text{Sane}[\text{Yossarian}]) \equiv 1 \)  
   \( \updownarrow \) \( \text{axiom} \)

Consequently,

2'. \( \vDash_{\text{Catch-22}} 1 \equiv \mathbb{P}(\text{Obligated}[\text{Yossarian}, \text{Fly}]) \)  
   \( \updownarrow \) Yossarian using 2 and 8

3'. \( \vDash_{\text{Catch-22}} 1 \equiv \mathbb{P}(\text{Fly}[\text{Yossarian}]) \)  
   \( \updownarrow \) Yossarian using 3, 2' and 8

4'. \( \vDash_{\text{Catch-22}} 1 \equiv \mathbb{P}(\text{Crazy}[\text{Yossarian}]) \)  
   \( \updownarrow \) Yossarian using 4 and 3'

5'. \( \vDash_{\text{Catch-22}} 1 \leq 1 - \mathbb{P}(\text{Obligated}[\text{Yossarian}, \text{Fly}]) \)  
   \( \updownarrow \) Yossarian using 5 and 4'

5''. \( \vDash_{\text{Catch-22}} \mathbb{P}(\text{Obligated}[\text{Yossarian}, \text{Fly}]) \not\equiv 0 \)  
   \( \updownarrow \) reformulation of 5'

6'. \( \vDash_{\text{Catch-22}} 1 \leq 1 - \mathbb{P}(\text{Fly}[\text{Yossarian}]) \)  
   \( \updownarrow \) Yossarian using 6', 5' and 6''

6''. \( \vDash_{\text{Catch-22}} \mathbb{P}(\text{Fly}[\text{Yossarian}]) \not\equiv 0 \)  
   \( \updownarrow \) reformulation of 6'

Thus there is an inconsistency in \( \text{Catch-22} \) in that both of the following hold:

3'. \( \vDash_{\text{Catch-22}} 1 \equiv \mathbb{P}(\text{Fly}[\text{Yossarian}]) \)

6''. \( \vDash_{\text{Catch-22}} \mathbb{P}(\text{Fly}[\text{Yossarian}]) \not\equiv 0 \)

Paradigm shift from Inconsistency Denial to Rapid Recovery

The Prince and \( \text{Catch-22} \) illustrate the following important points:

- **Even a very simple microtheory for normative reasoning can engender inconsistency** In practice, it is impossible to verify the consistency of a theory for a practical domain.
- **Improved Safety in Reasoning.** It is not safe to use classical logic and probability theory in practical reasoning.

Norms at Santa Cruz FishMarket

Norms are commitment supported by communities of practice.

**Norm:** *At Santa Cruz FishMarket, there is no collusion among buyers and sellers.*

Formalizing the norm above is the subject of future research.
Conclusion

iOrgs raise important issues for inconsistency robustness and participatory grounding checking. This paper presents some ideas for formalizing these issues. Relationships among these issues are analyzed using illustrations from *FishMarket* and *The Prince*. The following conclusions are proposed.

- Extension and revision is required of the fundamental assumption of the Event Calculus: *Time-varying properties hold at particular time-points if they have been initiated by an action at some earlier time-point, and not terminated by another action in the meantime.* The fundamental assumption of the Event Calculus is overly simplistic when it comes to iOrgs in which time-varying properties have to be *actively maintained and managed* in order to continue to hold and termination by another action is not required for a property to no longer hold. I.e., if active measures are not taken then things will go haywire by default. Consequently the Event Calculus approach must evolve into a strongly paraconsistent system structured around participations in space-time.

- Similarly extension and revision is required for Model Checking properties of systems. Previously Model Checking has been performed using the model of nondeterministic automata based on states determined by time-points. These nondeterministic automata are not suitable for iOrgs, which are highly structured and operate asynchronously with only loosely bounded nondeterminism. Consequently Model Checking needs to evolve in the direction of verifying participatory behavior in iOrgs.
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Appendix 1. A simple auction procedure in ActorScript

SimpleAuction ≡

behavior {
  Bidders::theBidders  // a collection of those allowed to bid on this auction
  Currency::minimumBid  // current minimum bid for this auction
  Time::deadline  // current deadline by which this auction will end unless
                  // another higher bid is received for this auction
  Bidding::currentBidding  // a recording of the current state of bidding for this auction

  implements Auction  // the Auction interface is implemented below

  self.bid(amountBid)@Time::arrivalTime ➔
  // a message with amount bid and bidder has been received at arrivalTime
  arrivalTime ?(  // if arrivalTime
    (> deadline) : throw TooLate,[deadline];  // is after deadline, complain bid is too late
    not (> deadline) :
      amountBid ?(  // else if the amount bid is smaller than the minimum
        (< minimumBid) : throw TooLittle,[minimumBid ];  // then complain the bid is too little
        not (< minimumBid) :
          (currentBidding.bid(amountBid,time:arrivalTime);  // record the bid in currentBidding
            if the bidder is unqualified
          {currentBidding.bid(amountBid,time:arrivalTime);  // this may throw an exception
            let (Time::newDeadline = CurrentTime()+δ,
              Amount::newMinimumBid = amountBid * 110%)  // compute the new deadline and new minimum bid
              (theBidders.newMinimum(newMinimumBid,deadline:newDeadline),
               inform the allowed bidders of the new minimum and deadline
              self.alarm(newDeadline),  // set an alarm for this auction with a new deadline
              Acknowledgment.[ ] also become(minimumBid = newMinimumBid,
                deadline = newDeadline)])
            // return acknowledgment that the bid has been accepted and
            // also update this auction with the new minimum bid and deadline
          })
        }
      return the result of processing the outcome of this auction according to the currentBidding
  )

  alarm(alarmTime) ➔
  // an alarm message with alarmTime has been received
  alarmTime ?? {  // if alarmTime
    (not(<deadline) : void;  // is before the deadline return void
     not (< deadline) : currentBidding.processOutcome)
    // else return the result of processing the outcome of this auction according to the currentBidding
  }
The architecture of an iOrg differs fundamentally from a Mental Agent that cognitively operates in a human-like fashion. The Mental Agent paradigm [Alberti, Gavanelli, Lamma, Mello, and Torroni 2004] has had some success in modeling and simulating human-like behavior. However, computing has changed dramatically from the time of its invention and we are in the midst of a “perfect disruption” [Hewitt 2008g] brought on by the following:

- **Hardware.** Many-core architecture that will soon support thousands of threads in a process for widely-used software applications using semantic integration (see below).

- **Software.** Client cloud computing in which information is permanently stored in servers on the Internet and cached temporarily on clients that range from single chip sensors, handhelds, notebooks, desktops, and entertainment centers to huge data centers. (Even data centers are clients that often cache their information to guard against geographical disaster.) Client cloud computing will provide much needed new capabilities including the following:
  - maintaining the privacy of client information by storing it on servers encrypted so that it can be decrypted only by using the client’s private key. (The information is unencrypted only when cached on clients.)
  - providing greater integration of user information obtained from servers of competing vendors without requiring them to interact with each other.
  - providing better advertising relevance and targeting without exposing client privacy.

- **Applications.** Scalable semantic integration, e.g., integrating the following:
  - calendars and to do lists
  - email archives
  - presence information including physical, psychological and social
  - documents (including presentations, spread sheets, proposals, job applications, photos, videos, gift lists, memos, purchasing, contracts, articles, etc.)
  - contacts (including social graphs)
  - search results
  - marketing and advertising relevance influenced by the above

This perfect disruption is causing a paradigm shift from Mental Agents to iOrgs as the foundation for implementing large-scale Internet applications [Hewitt 2008g].

For background information on iOrgs see [Bowker, Star, Turner, and Gasser 1977; Dignum 2004, Singh and Huhns 2005; Horling and Lesser 2005].

In some previous work, the subject of contracts [Blum 2004, etc.] has been treated using the (somewhat unfortunate name) “commitment” for contractual obligations [Singh 1991, Jennings 1993; Noriega 1997; Singh and Huhns 2005; Chopra and Singh 2009]. In this paper, these obligations are treated as special cases of Physical Commitment. See Hewitt [2007].

*i.e.*, checking the behavior of a system against a model

Note that Participations (being regions of space-time) represent both objects and activities.
vi Note that Participatory Semantics is based on space-time as opposed to the more usual approach of basing semantics just on time, e.g. the Event Calculus [Farrell, Sergot, Salle, and Bartolini 2005], etc.

vii XML is used because it is increasingly dominant as the de facto standard for structured message communication and stands to become the de facto standard for data structures.

viii quoted in [Folger 2007]

ix For example, such an event would have to exist in the Event Calculus formulation in Kowalski [1992].

x Inspired by the Blanes FishMarket Metaphor [Noriega 1997].

xi appendix in the concurrent programming language ActorScript [Hewitt 2008c]

xii A functional notation is used for XML. For example

\[
\text{PersonName<First"Kurt"> Last"Gödel"}> can print as:}
\[
<PersonName> <First> Kurt </First> <Last> Gödel </Last> </PersonName>
\]

xiii Closed means that the system does not receive any communications from outside itself.

xiv The Actor Model subsumes other models of concurrency, e.g. Process Calculi [Milner 1993; Aceto and Gordon 2005] and Petri Nets [Petri 1962] using a two-phase commit protocol [Knabe 1992].

xv Implemented in ActorScriptTM [Hewitt 2010]

xvi The symbol \( \forall \) is used to begin a comment that extends to the end of the line.

xvii Expressed in Direct Logic [Hewitt 2008c] (see discussion later in this paper).

xviii Note that (unlike Venkatraman and Singh [1999]), no assumption is made that the buyers and sellers are not malicious, e.g., no use is made of time-stamps that can be forged.

xix Statistical probabilistic (fuzzy logic) systems are affected follows: Suppose (as above)

\[
\begin{align*}
\begin{bmatrix}
\n\text{Boston} \ \mathbb{P}(\text{TrafficJam | WeekdayAt5PM}) = 1^\text{ix}\n\text{Boston} \ \mathbb{P}(\text{TrafficJam}) = 0
\end{bmatrix}
\end{align*}
\]

Then

\[
\begin{align*}
\begin{bmatrix}
\text{Boston} \ \mathbb{P}((\text{WeekdayAt5PM} \wedge \text{TrafficJam})) = \frac{\mathbb{P}(\text{WeekdayAt5PM} \wedge \text{TrafficJam})}{\mathbb{P}(\text{TrafficJam | WeekdayAt5PM})} = 0^\text{ix}
\end{bmatrix}
\end{align*}
\]

Thus contraposition is built into probabilistic (fuzzy logic) systems and consequently incorrect information can be generated.

The above example illustrates that the choice of how to incorporate measurements into statistics can effectively determine the model being used. In this particular case, the way that measurements were taken did not happen to take into account things like holidays and severe winter storms. This point was largely missed in [Anderson 2008] which stated
"Correlation is enough." We can stop looking for models. We can analyze the data without hypotheses about what it might show. We can throw the numbers into the biggest computing clusters the world has ever seen and let statistical algorithms find patterns where science cannot.” (emphasis added)

xx The axiomatization makes use of higher order capabilities. For example a predicate like CanResult can take arguments Do[Machiavelli, Collude] and Rich[Machiavelli] to form the proposition CanResult[Do[Machiavelli, Collude], Rich[Machiavelli]].

xxi The axiomatization uses a colon (:) to separate universally quantified variable from the following proposition to which they apply.

Direct Logic supports fine grained reasoning because inference does not necessarily carry argument in the contrapositive direction. For example, the general principle “A person does anything that can make them rich”

\[(i.e., \text{CanResult}[\text{Do}[p, \text{action}], \text{Rich}[p]]) \vdash \text{ThePrince Do}[p, \text{action}]\]

\[
\text{does not support the inference of } \neg \text{CanResult}[\text{Do}[\text{Machiavelli, Collude}], \text{Rich}[\text{Machiavelli}]] \text{ from } \neg \text{Do}[\text{Machiavelli, Collude}].\]

E.g., it might be the case that CanResult[Do[Machiavelli, Collude], Rich[Machiavelli]] even though it infers Do[Machiavelli, Collude] contradicting \neg Do[Machiavelli, Collude].

xxii “A prince never lacks legitimate reasons to break his promise” [Machiavelli 1532]

xxiii “The one who adapts his policy to the times prospers, and likewise that the one whose policy clashes with the demands of the times does not.” [Machiavelli 1532]