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Abstract

Coronal holes (CHs) have subdued intensity and net blueshifts when compared to the quiet Sun (QS) at coronal temperatures. At transition region temperatures, such differences are obtained for regions with identical absolute photospheric magnetic flux density (|B|). In this work, we use spectroscopic measurements of the C II 1334 Å line from the Interface Region Imaging Spectrograph, formed at chromospheric temperatures, to investigate the intensity, Doppler shift, line width, skew, and excess kurtosis variations with |B|. We find the intensity, Doppler shift, and linewidths to increase with |B| for CHs and QS. The CHs show deficit in intensity and excess total widths over QS for regions with identical |B|. For pixels with only upflows, CHs show excess upflows over QS, while for pixels with only downflows, CHs show excess downflows over QS that cease to exist at |B| ≲ 40. Finally, the spectral profiles are found to be more skewed and flatter than a Gaussian, with no difference between CHs and QS. These results are important in understanding the heating of the atmosphere in CH and QS, including solar wind formation, and provide further constraints on the modeling of the solar atmosphere.

Unified Astronomy Thesaurus concepts: Solar chromosphere (1479); Solar coronal holes (1484); Quiet sun (1322)

1. Introduction

The upper solar atmosphere, i.e., solar corona, is highly structured, and may be broadly classified into the bright active regions (ARs), the dark coronal holes (CHs), and the remaining areas with no extensive activity called quiet Sun (QS). While all these regions can be visually differentiated in the corona, the visual distinction between CHs and QS cannot be made in the intensities recorded at lower atmospheric heights, such as the transition region and the chromosphere.

Various investigators have undertaken comprehensive studies of CHs and QS across different temperatures (see, e.g., Stucki et al. 2000b, 1999; Xia et al. 2004), and studied the line intensity, velocity, and widths covering temperatures from ≈8 × 10^3 K to ≈1.4 × 10^6 K. It was found that CHs have marginally excess intensity over QS for the spectral lines with a peak formation temperature between ≈8 × 10^3 K to ≈1.42 × 10^5 K. However, the spectral lines forming at higher temperatures showed excess intensity in QS over CHs. Furthermore, CHs were found to be redshifted (blueshifted) with respect to QS for lines forming at temperatures below (above) ≈6.76 × 10^4 K. Finally, CHs were seen to have larger linewidths than QS for almost all the lines in observation. However, note that the differences in intensities, velocities, and widths in the lower atmosphere were negligible within the errors (see, e.g., Stucki et al. 2000b, for details).

The He I 10830 Å and He I 584 Å lines are the only chromospheric lines that show significant differences between CH and QS. Note that the He I 10830 Å is an absorption line, while the He I 584 Å is an emission line. The He I 10830 Å line shows excess intensity in CHs (Harvey & Sheeley 1977; Kahler et al. 1983), while the He I 584 Å line shows lower intensity in CHs (Jordan et al. 2001) over QS. The He I 584 Å was also found to have excess blueshifts and linewidths inside CHs, when compared to QS regions (Peter 1999). However, these differences may be attributed to the sensitivity of these lines to the extreme ultraviolet (EUV) radiation from the corona, which provides coronal information in the chromosphere. At radio wavelengths (1.21 mm), CHs are indistinguishable from QS (Brajša et al. 2018). This, however, is not the case in the microwave region. At 17 GHz, CHs are found to be brighter than QS, with a variability over multiple timescales (Gopalswamy et al. 1999). This variability and the dynamic nature of CHs is suggested by Gopalswamy et al. (1999) to be a signature of solar wind acceleration and heating.

Differences between CHs and QS have also been studied in the chromosphere and transition regions using the Mg II (Kayshap et al. 2018; Bryans et al. 2020) and Si IV lines (Tripathi et al. 2021) recorded by the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al. 2014). Kayshap et al. (2018) found that while there is no distinction in the distribution of the absolute photospheric magnetic flux density (|B|) in CHs and QS, the QS shows excess intensity vis-à-vis CHs for regions with identical |B|. Bryans et al. (2020) found that some CHs may be identified through a marginal excess in the peak separation of the Mg II h line. Similarly, for the Si IV line, Tripathi et al. (2021) found that CHs and QS show differences in intensities and Doppler shifts for the regions with identical |B|, while no difference in the nonthermal width was observed.

These observations lead us to the question—are CHs and QS already differentiated at the chromosphere? If so, how are plasma properties different in CHs and QS at this level? Moreover, how do these properties vary with the underlying magnetic field? A detailed understanding of these questions will not only provide essential ingredients to further understand the heating and dynamic coupling of the solar atmosphere in CHs and QS, but also help us diagnose the origin and formation of the solar wind (see, e.g., Hassler et al. 1999; Tu et al. 2005) and the recently observed switch-backs in the magnetic field (see, e.g., Balogh et al. 1999; Fisk 2003; Bale et al. 2019; Fisk & Kasper 2020; Zank et al. 2020; Tripathi et al. 2021).

For the above described purpose, we study the properties of the C II 1334 Å line observed by IRIS in CHs and QS as a function of |B|. The remaining paper is structured as follows. In Section 2, we present details of our observations, with description of data preprocessing in Section 2.1, feature extraction in Section 2.2, and segmentation in Section 2.3. The obtained results are presented in
Section 3. We finally summarize, discuss, and conclude in Section 4.

2. Observations and Data

In this work, we have primarily used the observations recorded from IRIS, along with those from the Atmospheric Imaging Assembly (AIA; Boerner et al. 2012) and the Helioseismic and Magnetic Imager (HMI; Scherrer et al. 2012), on board the Solar Dynamics Observatory (SDO; Pesnell et al. 2012). IRIS observes the Sun in three wavelength bands, viz. from 2782.7 to 2851.1 Å in near-ultraviolet (NUV), from 1332 to 1358 Å in far-ultraviolet-1 (FUV 1), and from 1389 to 1407 Å (FUV 2). We use the C II rasters, which have a pixel size of ∼0.16′′ along the slit, and sample at ≈35′′ across the field of view (FOV), along with a spectral pixel size of ∼25.9 mÅ. Time cadence between successive slit positions is ≈30 s.

IRIS also has a Slit-Jaw Imager, which provides photometric Slit-Jaw Images (SJIs) with passbands around the strong lines in NUV and FUV centered around 1330 and 2796 Å. We use the SJIs for coalignment purposes. These SJIs have a pixel size of ∼0.16′′, and are available at a cadence of ≈63 s.

AIA observes the Sun’s atmosphere in UV and EUV bands using eight different passbands sensitive to plasma at different temperatures (O’Dwyer et al. 2010; Boerner et al. 2012). Here, we use data from the 193 and 1600 Å passband from AIA, and the line-of-sight (LOS) magnetic field data from HMI. The AIA images are taken with a pixel size of ∼0.6′ and a time cadence of ≈12 s. The LOS magnetic field measurements (B_{1\text{LOS}}) are obtained by HMI at ≈45 s cadence with a pixel size of 0′.5. Note that we do not use the vector magnetogram measurements from HMI due to larger noise in this product, especially for CHs and QS regions (Hoeksema et al. 2014; Couvidat et al. 2016). We have used images taken at 193 Å to identify CHs and QS and those at 1600 Å for coalignment between IRIS and HMI.

For our study, we considered five different IRIS rasters obtained during a time span of a year. We have selected the observations such that the QS and CHs are present in the same FOV of each raster. The details of the IRIS observations are given in Table 1. Note that DS1, DS2, and DS5 are the same ones used by Tripathi et al. (2021). We use corresponding coordinated AIA data cubes for this study, while the full disk HMI cubes were cut out from Level-2 data.

The C II lines at 1334 and 1335 Å form in an optically thick atmosphere under non-LTE conditions. Hence, depending on the variation of source function with height, the profiles can show single-peaked, double-peaked or even multi-peaked profiles (Rathore & Carlsson 2015), though the profiles are predominantly single peaked in QS regions (Rathore et al. 2015b). Note, however, that on average the line centroid is well correlated with the atmospheric velocity at line core formation height (see Figure 15 of Rathore et al. 2015a). The line full width at half maximum (FWHM) deviates marginally from the theoretical result expected from a single Gaussian fit (see Figure 16(a) of Rathore et al. 2015a). However, since we are interested in comparing the linewidths across CH and QS regions, the absolute values in themselves may be underestimated by similar factors in both these regions. Similarly, we seek to compare the intensities across CH and QS regions, and hence a single Gaussian fit is justified for such a comparison. Nevertheless, we also seek to understand the deviations of profiles from a single Gaussian for both CHs and QS. Hence, we also study the higher moments of the C II line in CHs and QS. Note, however, that given |B| is not very different between CHs and QS, we expect the C II line profiles to show similar behavior in CHs and QS.

An example QS spectrum centered at the two C II lines obtained from a random pixel of DS3 is shown in Figure 1. The two C II lines, along with their centroids (blue dotted–dashed) and ±σ locations (solid red) as obtained from a single Gaussian fit, are marked with vertical lines. Note that the 1335.707 Å line is actually blended with another C II line at 1335.66 Å. Hence, we do not use the 1335 line in our analysis, due to ambiguity introduced in the analysis by the line blend. To estimate the gross properties of the 1334 line, we hence perform a single Gaussian fit and extract the parameters out.

2.1. Data Preprocessing

Since AIA, HMI, and IRIS are distinct instruments, we perform a coalignment between these observations before performing detailed analysis. For this purpose, first, the SJIs obtained from IRIS and B_{1\text{LOS}} maps from HMI are downsampled to AIA resolution. The AIA 1600 Å images are then coaligned with the nearest SJIs from IRIS at 2796 Å. The shifts from coalignment are then applied to AIA 193 Å and HMI B_{1\text{LOS}} data. Next, we generate artificial rasters of AIA and B_{1\text{LOS}} data by selecting data along the slit position from these images, for the observation time. Finally, both the AIA and HMI pseudo-rasters are converted to the IRIS raster FOV and resolution to enable comparison with features derived later on from these rasters. Note that we use the sunpy.map.resample function to make the resolutions uniform, which uses linear interpolation under the hood.

2.2. Feature Extraction and Spectral Properties

We first smooth the spectral profiles following Rathore et al. (2015b). This smoothing marginally increases the number of converged fits, especially in regions with low intensity. The

| Dataset Name | Time Range | (xcen, ycen) | Raster FOV | μ |
|--------------|------------|-------------|------------|---|
| DS1          | 2014-07-24 11:10:28–14:40:53 | (128°, −180°) | (141°, 174°) | 0.97 |
| DS2          | 2014-07-26 00:10:28–03:40:53 | (469°, −167°) | (141°, 174°) | 0.85 |
| DS3          | 2014-08-02 23:55:28–03:25:53+1d | (332°, −152°) | (141°, 174°) | 0.92 |
| DS4          | 2015-04-26 11:39:31–15:09:56 | (−288°, 45°) | (141°, 174°) | 0.95 |
| DS5          | 2015-10-14 11:07:33–14:37:58 | (215°, −165°) | (141°, 174°) | 0.97 |
smoothing filter taken from Rathore et al. (2015b) is:

\[
S_{\text{filt}} = \begin{cases} 
\frac{\sigma^2}{\sigma_s^2}m_s + \left(1 - \frac{\sigma^2}{\sigma_s^2}\right)s \\
\sigma^2 < \sigma_s^2 \\
\sigma^2 \geq \sigma_s^2 
\end{cases},
\]

where \(S_{\text{filt}}\) is the filtered signal in a \(3 \times 3\) window, \(m_s\) and \(\sigma_s^2\) are the local means and variances, respectively, and \(\sigma^2\) is the average of local variances. For regions with strong signal, \(S_{\text{filt}}\) tends to the local mean \(m_s\), while the weaker regions are smoothed out. This operation is performed in slices of 2D spectrum with a coordinate along the slit, wavelength. On the obtained spectra, we perform a single Gaussian fit with a constant continuum to the C II line profiles following Rathore et al. (2015a). This scheme, while having the disadvantage of being influenced by the whole line profile in providing line core information, was our best bet due to the relatively large noise in using a peak-finding algorithm.

The fit is performed within a spectral window of \(\pm 50\) km s\(^{-1}\) with respect to the reference wavelength of 1334.532 Å, as taken from Rathore & Carlsson (2015); Kelly & Palumbo (1973). From this fitting, we obtain the line core intensity, Doppler shift (i.e., the centroid), and width. The smoothed spectrum (solid) and the fitted line centroid \(\sigma\) are depicted in Figure 1. As mentioned earlier, the line core intensity is a proxy for strength of the source function, as shown in Rathore et al. (2015a). Similarly, the Doppler shift is a measure of the plasma velocity at the formation height. The line width, however, is a function of both the line formation temperature and opacity broadening factor, as shown in Rathore et al. (2015a). Double-peaked profiles are formed due to the presence of a local maximum in the source function, while line profiles become asymmetric due to the presence of velocity gradient in the chromosphere. For further information on the formation of C II lines and their general properties see Rathore et al. (2015a, 2015b); Avrett et al. (2013).

We also estimate the third and fourth moments, namely the skew and kurtosis, respectively, of the spectral profiles following Jeffrey et al. (2016). These are computed since the observed spectral profiles are known to have marked departures from a Gaussian profile (Rathore et al. 2015b). The skew and kurtosis for a perfectly Gaussian profile are expected to be 0 and 3, respectively. Hence, any departures would indicate a significant difference from a Gaussian profile.

The skew (\(S\)) and the excess kurtosis (\(K\)) are defined as:

\[
S = \frac{1}{\sigma^3} \int \left(\frac{\lambda - \lambda_0}{\sigma}\right)^3 I(\lambda) d\lambda - \frac{1}{\sigma^3} \int I(\lambda) d\lambda,
\]

\[
K = \frac{1}{\sigma^4} \int \left(\frac{\lambda - \lambda_0}{\sigma}\right)^4 I(\lambda) d\lambda - 3.0,
\]

where \(\lambda_0\) is the centroid estimated from the Gaussian fits, and the integral is performed over the range \(\pm 50\) km s\(^{-1}\) of our spectral window in wavelengths, around the reference wavelength. The \(\sigma^2\) is the second moment of the line given by

\[
\sigma^2 = \frac{1}{\lambda} \int \left(\frac{\lambda - \lambda_0}{\sigma}\right)^2 I(\lambda) d\lambda.
\]

Note that the moments are computed for the Gaussian fit to the line. For the spectral line, the continuum is subtracted, and then the moments are computed, following Jeffrey et al. (2016)

2.3. Segmentation of CHs and QS

Since our aim is to study the properties of the C II line, both in CHs and QS, we generate segmentation maps separating CHs and QS. To isolate the CHs and QS, previous investigators (e.g., Kayshap et al. 2018; Tripathi et al. 2021) have considered an intensity threshold of 80 DN in AIA 193 Å images. While such an intensity threshold does a good job, it is an ad-hoc procedure. To be more objective and have an adaptive threshold depending on the distribution of intensity, we follow the threshold method outlined in Upendran et al. (2020), which is based on Otsu’s algorithm (Otsu 1979). The algorithm works by assuming the presence of two distinct distributions of pixel
intensities separated by maximizing the inter-class variance. Upendran et al. (2020) modified this algorithm by applying a “stacked thresholding” to separate out the CHs and QS clearly.

3. Data Analysis and Results

As stated above, we have studied five different IRIS rasters that contained CHs and QS within the same FOV. We study the dependence of spectral line properties viz. intensity, Doppler shift, and width on $|B|$ in CHs and QS. We performed identical analysis on all five data sets. Here, we discuss in detail the results for DS3. Note that similar results were obtained for the other four data sets. Since all the observations are taken at similar $\mu$-values on the solar disk, to improve the statistics, we combine the results from all data sets in Section 3.5 by averaging the obtained parameters from different data sets. Note that we consider 10 Gauss as the noise in the magnetic field density (Yeo et al. 2014; Couvidat et al. 2016).

To improve the signal to noise ratio (S/N) and statistics, we consider the derived quantities in bins of $|B|$, and report the average values in these bins. For this purpose, we use a constant $|B|$ bin size of 0.1 in log-space to account for the lesser number of pixels at higher $|B|$. Note that the LOS values have been converted to radial values for both $|B|$ & Doppler shifts via division by $\mu$. Note also that the error bars reported in all the plots are the standard error on the mean. The standard error is defined as $\sigma/\sqrt{N}$, where $\sigma$ is the standard deviation of the samples present in each bin, and $N$ is the number of points in the bin. This error quantifies uncertainty in estimating the mean value of a quantity.

In Figure 2(a), we display the context AIA 193 Å image. The over-plotted white box corresponds to the IRIS raster FOV. Figures 2(b) and (c) display the pseudo-rasters of AIA 193 Å and the LOS magnetic field map, respectively. The over-plotted green contours in panels (b) and (c) demarcate the boundary between the CH and QS regions. While there is clear difference between the CH and QS regions observed in the AIA image, no such difference is seen in the magnetograms.

3.1. Line Intensities

Figure 3(a) displays the intensity map obtained in C II 1334 Å. The over-plotted green contours are the same as those plotted in Figure 2(b). Note that the intensity map, and all subsequent maps, show a white space at the bottom of the raster that corresponds to missing data. In Figure 3(b), we plot the intensity distribution obtained within the CH (black) and QS (orange) regions. The number of bins of the histogram is selected using Doane’s rule (Doane 1976). There is no visual difference between the CH and QS regions in Figure 3(a) like the differences seen in the coronal image of Figure 2. Note, however, that excess counts are seen at higher intensities for QS over CHs in the distribution in Figure 3(b).

From the intensity maps shown in Figure 3(a), and the photospheric magnetic field maps shown in Figure 2(c), we find a clear correspondence between the $|B|$ and intensities. In Figure 3(c), we plot the variation of intensities as a function of $|B|$. We find that for both CHs and QS, the intensities of the C II line increase with increasing $|B|$ until about 50 G and show a reduced rise thereafter. The intensities in the QS are larger than those in CHs for the regions with identical $|B|$. We further note that with increasing $|B|$, and the difference in intensities increases slightly. This is similar to findings of Kayshap et al. (2018) for Mg II lines and Tripathi et al. (2021) for the Si IV line.

3.2. Velocities

Figure 4 displays the Doppler map obtained in C II 1334 Å in panel (a), and the velocity distribution in panel (b). The brown contours in panel (a) demarcate CHs and QS. The velocity maps shown in panel (a) reveal that the C II line is predominantly redshifted in CHs as well as QS. Similar to the intensities, we find that there is no visual difference in the Doppler shift in the CH and QS regions. Black (orange) curves in panel (b) denote CHs(QS). The number of bins was again obtained using Doane’s rule (Doane 1976). The histograms show marginally excess counts of both positive and negative velocities in CHs over QS in Figure 4(b).

Similar to the intensities, we study the Doppler velocity both in QS and CHs as a function of $|B|$. For this purpose, we analyze this data in two ways. In the first method, we simply consider the average shift in every bin of $|B|$. In the second, following Tripathi et al. (2021), we consider the redshifted and blueshifted pixels separately for each bin of $|B|$. The first method gives us the average flow for the CHs and QS, while the second method gives us systematic variation of downflows and upflows with increasing $|B|$. Such an exercise can reveal if...
the dynamics and structure of the magnetic field causes any preferential effect on the Doppler shifts.

Figure 5 displays the Doppler shifts as a function of $|B|$ measured in the CH and QS regions. Panel (a) shows the variation of signed average velocities obtained within bins of $|B|$, while the panels (b) and (c) depict the variation of blueshifted and redshifted pixels alone, respectively. Panel (a) reveals that on average both QS and CHs are redshifted in the chromosphere, and this velocity increases with $|B|$. When considering only the blueshifted pixels in Figure 5(b), we find the CHs have higher blueshifts than QS, and that the blueshift appears independent of $|B|$ for QS, while being almost independent, within the uncertainties for CH. Finally, when considering only the redshifted pixels (see Figure 5(c)), we find that the CHs have excess redshifts when compared to QS. We further note that the magnitude of the downflows is much larger than that of the upflows in both CHs and QS, which explains the predominant downflows in the chromosphere. The excess downflows, however, also increase with increasing $|B|$.

3.3. Line Width

We next study the total line width obtained from the Gaussian fit. Note that the line width (see, e.g., Rathore et al. 2015a) is defined as:

$$W_{\text{FWHM}} = 2\sigma\sqrt{\ln(2)}.$$  \hspace{1cm} (4)

where $W_{\text{FWHM}}$ is the line width and $\sigma$ is standard deviation obtained from the Gaussian fits to the spectral line.

The line width map obtained for DS3 is shown in Figure 6(a), with the brown contours demarcating the CH and QS regions. We plot the distribution of the width in panel (b). Similar to the intensities and Doppler shifts, we do not see any conspicuous difference between the CHs and QS.

In Figure 6(c), we plot the linewidths as a function of $|B|$. Note that the bin size of the $|B|$ is same as those used for intensity and Doppler shift. The line width increases rapidly with increasing $|B|$. Beyond 30–40 G, for CHs, the width still
increases, albeit slowly. However, for QS it shows saturation beyond 40 G and a slight reduction thereafter.

3.4. Skew and Kurtosis

Finally, we study the skew and kurtosis for the CII line using Equations (1) and (2). Figures 7(a) and (c) display the skew and kurtosis maps, respectively. The skew maps show a good correspondence with that of the magnetic field in Figure 2. This structure, however, is far more prominent as deficit of kurtosis in Figure 7(c). We plot the distribution of skew and kurtosis for CH (black) and QS (orange) regions in Figures 7(b) and (d), respectively. We find that the distribution of skew and kurtosis is very similar for both CHs and QS.

In Figure 8, we plot the variation of skew (panel (a)) and kurtosis (panel (b)) with |B|. In the plots, the skew, and kurtosis obtained for the lines are shown as a scatter with dots, while the filled star bands correspond to the moments computed on the single Gaussian fit. Theoretically, a Gaussian’s skew and excess kurtosis are zero. However, this need not be the case for a Gaussian profile which is sampled at specific wavelength locations. Hence, to get a handle on the significance of the computed profile moments, we also compute the moments for the Gaussian fit as a benchmark. The deviations of obtained moments of the Gaussian profile from theoretically expected values quantify the effects of a discrete wavelength grid. To make the differences clear, the upper half of the plot is for moments obtained from Gaussian fits and the lower half is for the moments directly computed from the spectral profiles themselves. The plots clearly reveal that the Gaussian fit and spectral line have significantly different moments. The spectral profiles are negatively skewed with respect to the Gaussian fits, indicating a general tendency to have a longer blue tail (or a steep redward rise) in the observed spectrum. Moreover, the line gets more skewed with increasing |B|. Note that the errors are one sigma. The kurtosis plots in the right column show that the spectral lines are flatter, and have fewer outliers than a Gaussian due to kurtosis deficit. The presence of significant differences indicate that these are not just due to sampling artifacts but also due to physical processes.

3.5. All Datasets Together

As stated earlier, we analyzed all five data sets listed in Table 1 and obtained similar results. To increase the statistical significance, we finally average the obtained parameters from all five sets of observations, and study the dependence of intensity, velocity, line width, skew, and kurtosis on |B|.

We display the results for intensity, velocity, and width in Figure 9. The plots reveal that the intensities increase in both QS and CHs as a function of |B| (see panel (a)). Moreover, QS regions have higher intensities than CHs for the regions with identical |B|, and the difference in the intensities increases with
increasing $|B|$. The Doppler shifts plot (panel (b)) suggests that both QS and CH regions are on average redshifted and that the magnitude of the Doppler shift increases with increasing $|B|$. We also note that for the smaller $|B|$ ($<30$ G), QS is slightly more redshifted than CHs. Between 30 and 50 G, both show similar redshifts. At higher $|B|$ (>50 G), CHs are slightly more
redshifted than QS. Panel (c) shows that the line width increases with $|B|$ and that CHs exhibit a larger width than QS regions.

In Figure 10, we plot the velocity results for upflows and downflows separately as a function of $|B|$. We find that the CH pixels are blueshifted relative to the QS pixels with identical $|B|$. Such a relation is not seen for QS, which in fact shows a marginal reduction in blueshift with $|B|$ (see panel (a)). Figure 10(b) shows that the redshifts in both CH and QS regions are almost same until $\approx 30$ Gauss, following which the CHs show excess redshifts and QS shows saturation.

Finally, in Figure 11, we plot the skew (panel (a)) and kurtosis (panel (d)) averaged over the five sets of observations as a function of $|B|$. Similar to Figure 8, the star and banded plots depict the moments for the Gaussian fit, while the dots depict moments for the spectral profile. We find a clear signal of kurtosis deficit and negative skew of the lines vis-à-vis a Gaussian profile. Furthermore, we also study the moments for red- and blueshifted pixels separately (see panels (b) and (c)). We find that blueshifted (redshifted) pixels are positively (negatively) skewed. Such a behavior suggests that the spectra with blue (red) shifts rise more steeply than a Gaussian on the blueward (redward) side, and fall off gradually on the opposite side. Finally, the kurtosis shows no dependence on the line shift, as seen from panels (e) and (f) which have kurtosis as a function of redshift and blueshift of the line. This implies that the spectral profiles themselves are flatter than a Gaussian profile irrespective of whether they are shifted to the blue or red side.

4. Summary, Discussion, and Conclusions

The C II resonance line observed at around 1334 Å provides us with extensive information on the plasma conditions in the solar chromosphere. Specifically, the intensity, Doppler shift, and width are standard quantities that may be inferred from this line. Moreover, the line skew and kurtosis may provide us with information on the variation of the source function in the chromosphere (see, e.g., Rathore & Carlsson 2015; Rathore et al. 2015a). In this work, we have used the observations recorded by IRIS, HMI, and AIA. The results are presented for a single data set from Figure 3 through Figure 8, while the results obtained by combining all data sets are shown in Figures 9 through Figure 11. Below, we summarize the obtained results.

1. CHs have lower intensities vis-à-vis QS for the regions with identical $|B|$, and this difference increases with increasing $|B|$. 

Figure 9. C II intensity (panel (a)), velocity (panel (b)) and line width (panel (c)) variation with $|B|$ for all data sets taken together.

Figure 10. C II upflow and downflow velocity variation with $|B|$ for all data sets taken together. Panel (a) shows the variation of upflows binned in $|B|$, while panel (b) shows the variation for downflows. This plot is similar to Figure 5, but is performed for all data sets taken together.
2. Both CH and QS regions are, on average, redshifted in the CII line. The QS shows larger redshifts for $|B| \lesssim 30$ Gauss, while the CHs show larger redshifts for $|B| \gtrsim 50$ Gauss. The QS velocities, however, show a saturation at large $|B|$, while the CH velocities show a monotonic increase with $|B|$.

3. For pixels with only upflows, CHs have larger blueshifts vis-à-vis QS. This blueshift marginally increases with increasing $|B|$ for CH. The QS blueshifts, however, remain constant (or even marginally reduce) with increasing $|B|$.

4. For pixels with only downflows, both CHs and QS show similar redshifts until $\approx 30$ Gauss. At higher $|B|$, the CHs show excess redshift over QS. We also note that while the redshifts in CHs keep increasing monotonically, those in QS shows saturation beyond 40 G.

5. The total line width, i.e., the FWHM in both QS and CH regions show monotonic increase with increasing $|B|$, with some sign of saturation beyond 50 G. CHs have excess total linewidths vis-à-vis QS for the regions with identical $|B|$, and this difference slightly increases with increasing $|B|$, albeit at the level of saturation.

6. Both CH and QS spectral profiles have similar skew and kurtosis. However, the profiles themselves are negatively skewed and flatter vis-à-vis a Gaussian profile. The regions with larger $|B|$ clearly show a kurtosis deficit and an average negative skew.

A detailed comparison between various parameters observed in CHs and QS have been performed in various lines, spanning a broad range of temperatures using the observations recorded by the Solar Ultraviolet Measurements of Emitted Radiation (SUMER; Wilhelm et al. 1998; Stucki et al. 1999, 2000a, 2000b; Xia et al. 2004) and the Coronal Diagnostic Spectrometer (CDS; Harrison et al. 1995; Stucki et al. 2002), both on board the Solar and Heliospheric Observatory (SoHO), and IRIS (e.g., Kayshap et al. 2018; Tripathi et al. 2021). At chromosphere heights, by studying the Ni I (1319 Å, $\approx 1.6 \times 10^4$ K) and Ni II (1317 Å, $\approx 1.4 \times 10^4$ K) lines, Stucki et al. (2000b) found that CHs have marginally higher intensities over QS. However, as also mentioned by the authors, this difference could be due to an artifact of the statistics. For the Mg II line, which also forms in the chromosphere, Kayshap et al. (2018) found that CHs have reduced intensities over QS regions, for the regions with identical $|B|$. These two results are different from each other. However, it is important to emphasize here that Kayshap et al. (2018) compare the intensities in CHs and QS for the regions with identical $|B|$ and not full area-averages, as was done by Stucki et al. (2000b). Our results for the C II line agree with those obtained by Kayshap et al. (2018), albeit C II generally forms a bit higher than the Mg II line as shown by Rathore & Carlsson (2015). Note that the intensity ratio of QS to CH at $\approx 70$ Gauss is $\approx 1.2$ for the Mg II peak (Kayshap et al. 2018), $\approx 1.42$ for C II and $\approx 1.6$ for Si IV (Tripathi et al. 2021). This is in line with the increasing difference

![Figure 11](image-url)
between CH and QS from the chromosphere to the corona, with increasing height.

The observed differences in Mg II intensities by Kayshap et al. (2018) have been attributed to loop statistics proposed by Wiegelmann & Solanki (2004), which is obtained based on scaling laws. The intensity differences in CH and QS, in this scenario, arise simply due to the presence of excess (similar) long (short) closed loops in QS vis-à-vis the CHs. Similar interpretation can be provided here too. However, as also noted by Kayshap et al. (2018), such scaling laws may not be directly applicable for the observations derived using spectral lines formed in the chromospheric region. Finally, note that using 3D MHD simulations Rathore & Carlsson (2015), Rathore et al. (2015a) have shown that the intensities of the C II lines depends on the source function at $\tau = 1$ height. Our results hence suggest that the values of the source function at line formation height are smaller in CHs over QS.

With SUMER observations, Stucki et al. (2000b, 1999) and Xia et al. (2004) reported that CHs have marginally excess redshifts over QS in C II 1334 Å, albeit within the uncertainties. These results are, again, different than those observed here using IRIS observations. Our results conspicuously show that for the regions with $|B| < (>) 40 (50) G$, QS (CH) is clearly more redshifted than CHs (QS). We further note that while the flows in QS saturate at higher $|B|$ values, i.e., for network regions, those in CHs show a monotonic increase. He et al. (2008) performed a 1D hydrodynamic simulation of a cylindrically symmetric flux tube with impulsive deposition of energy at $\approx 5$ Mm height, following the suggestions by Tu et al. (2005) and demonstrated the presence of upflows (downflows) at heights above (below) 5 Mm. Such an impulsive energy deposition scenario can potentially explain the presence of excess redshifts in CHs over QS. However, it is important to note that the energy deposition may occur across a range of heights as observed in the simulations by Hansteen et al. (2010). Thus, there may be upflooding plasma at C II temperatures if energy is dumped at much lower heights. Such a scenario can potentially explain the observed excess upflows in CHs over QS. However, this needs further investigation, combining observations and simulations.

From simulations, it has been observed that opacity plays an important role in the broadening of the lines (Rathore & Carlsson 2015; Rathore et al. 2015a). Opacity broadening may be qualitatively explained by Equation (25) of Rathore & Carlsson (2015), where in the absence of any flows the opacity broadening is proportional to the ratio of column mass at the line wing to the column mass as line center. From Equations (23) and (20) of Rathore & Carlsson (2015), we find:

$$
\frac{1}{m_c(0)} = \frac{1}{m_c(\infty)} + \frac{\chi_0}{\rho},
$$

where $m_c(\Delta \nu)$ is the column mass at a shift $\Delta \nu$, $\Delta \nu = 0$ representing the line core, $\Delta \nu = \infty$ represents the continuum, $\chi_0$ is the opacity at line core per unit volume, and $\rho$ is the density. Thus, with other terms being constant, $m_c(0)$ depends directly on the density $\rho$, and any reduction in density reduces the line core column mass, thereby increasing the opacity broadening. Assuming the line intensity to be directly related to density, a reduction in density would be seen as a reduction in the core intensity. Thus, density reduction in the line core of CHs over QS can neatly explain the observed intensity and line width differences. However, note that Equation (5) has been derived under a static atmosphere, while in the real solar atmosphere there would be components of nonthermal velocities and microturbulence that would affect the line width.

Our observations further show that the spectral profiles themselves have less kurtosis than a Gaussian, and are negatively skewed vis-à-vis a Gaussian profile. To understand these profiles further, we look at the skew and kurtosis of redshifted and blueshifted profiles separately, and attempt to disentangle their properties in Figure 11. The skew is observed to change sign depending on the line shift. The observed profiles are observed to be positively (negatively) skewed if the profile is blueshifted (redshifted). Since the comparison is performed with respect to a Gaussian fit, it would mean that the blueshifted (redshifted) profiles have a steeper blueward (redward) rise than a Gaussian. Such asymmetric C II profiles have been observed in 1D simulations by Avrett et al. (2013). Moreover, the authors have observed increasing asymmetry with increasing atmospheric velocities. It has been suggested by Avrett et al. (2013) that the asymmetry arises if the flows are column mass conserving—implies that the vertical velocity is inversely proportional to the density. Hence, the part of line that is emitted higher shows greater shift than the part of the line emitted lower. This may be a possible explanation for the observed skew of the line.

Finally, we clearly see that the kurtosis is independent of whether the profile is blueshifted or redshifted, and is significantly different from a Gaussian. It also shows a distinct variation with $|B|$. Thus, C II profiles are, in general, flatter than a Gaussian, and the flatness increases with increasing $|B|$. The Ca II lines in spicules have been shown to change from having a central reversal to a flat-topped to a peaked profile with increasing formation height by Zirker (1962). Such changes in profiles were explained by a reduction in opacity in these lines. A similar picture may also hold with the C II line, which may show such flat-topped profiles due to opacity variations. Note, however, that similar kurtosis-deficit profiles have been clearly seen as the presence of a “box-shaped” profile by Rathore et al. (2015a). From 3D simulations, Rathore et al. (2015a) assert this to be a consequence of a steep rise in the source function near the continuum, with a more gradual rise near the core formation region. Also note that such a source function variation would also give rise to broader lines, as shown in Rathore et al. (2015a). Thus, the flat rise of source function, dictated by the underlying $|B|$, may cause the kurtosis deficit in the C II line.

The results presented in this paper demonstrate the diagnostics potential of the C II line and provide further important inputs for modeling of the solar chromosphere. Further observational work in synergy with simulations is definitely warranted.
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