Abstract—In this paper, we investigate mutual information as a cost function for clustering, and show in which cases hard, i.e., deterministic, clusters are optimal. Using convexity properties of mutual information, we show that certain formulations of the information bottleneck problem are solved by hard clusters. Similarly, hard clusters are optimal for the information-theoretic co-clustering problem that deals with simultaneous clustering of two dependent data sets. If both data sets have to be clustered using the same cluster assignment, hard clusters are not optimal in general. We point at interesting and practically relevant special cases of this so-called pairwise clustering problem, for which we can either prove or have evidence that hard clusters are optimal. Our results thus show that one can relax the otherwise combinatorial hard clustering problem to a real-valued optimization problem with the same global optimum.
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I. INTRODUCTION

Information-theoretic clustering, i.e., clustering employing information-theoretic cost functions, has received a lot of attention in the last decade. Information-theoretic cost functions capture more than just linear correlation, allowing to identify nonlinear dependencies between data points and to obtain clusters with a more complicated structure than, e.g., k-means is capable of. Thus, the proposed information-theoretic methods were shown to perform as good as or even better than competing spectral, centroid-based, hierarchical, or model-based clustering methods.

A particularly successful example is the information bottleneck method [1]. Motivated by rate-distortion theory with an information-theoretic distortion function, it tries to cluster data into as few clusters as possible, while preserving as much information as possible about a “relevant random variable”. Taken as a pre-processing step for classification, the data could be a random feature vector, that should be compressed while staying informative about a class random variable. Both compression and information-preservation are quantified by mutual information.

The capability of mutual information to capture nonlinear statistical dependencies subsequently made it an attractive cost function for tackling various types of clustering problems: Information-theoretic clustering algorithms similar to the information bottleneck method have been proposed [2], and there are algorithms for simultaneous clustering of two dependent data sets [3], for obtaining clusters that are in some sense orthogonal to a predefined clustering [4], and for clustering data sets based on the pairwise similarities between data points [5], [6].

Despite its success, we believe that mutual information as a cost function for clustering, and the proposed algorithms to optimize it, are not well understood. In this paper, we fill this gap by analyzing several settings of information-theoretic clustering. In Section III we build the bridge between a data set and its probabilistic description, and introduce properties of mutual information relevant for this work. We then turn to the problem of simultaneous clustering two dependent data sets, dubbed co-clustering (Section IV), and to a specific formulation of the clustering problem related to the information bottleneck problem (Section V). We show that information-theoretic cost functions for these problems are maximized by deterministic, i.e., hard clusters: The optimal solution of the real-valued soft clustering problem coincides with the solution of the combinatorial hard clustering problem. As a consequence, we argue that the heuristic methods proposed in the literature to solve the latter can be complemented by methods targeted at solving the former. Future work shall mainly deal with developing information-theoretic clustering algorithms based on this observation.

One can restrict the information-theoretic co-clustering problem such that the cluster assignments for the two data sets are identical. This approach is used for clustering data sets characterized by pairwise (dis-)similarities, and is hence called pairwise clustering. We show in Section V that for this scenario, hard clusters need not be optimal in general. In contrast, Section VI discusses several practically relevant special cases for which we can either prove, or have convincing numerical evidence, that the optimal pairwise clusters are hard.

II. PRELIMINARIES

A. The Probabilistic Approach to Clustering

In a clustering problem, the aim is to find a (possibly stochastic) mapping \( f^* \) of a set of \( N \) elements to a set of \( M < N \) elements based on available data \( D \) that is optimal w.r.t. some cost function \( C(D, f) \).

In a co-clustering problem, the aim is the simultaneous clustering of two dependent sets. We look, based on the available data \( D \), for two mappings \( f_1^* \) and \( f_2^* \), each clustering one of the two sets optimally w.r.t. some cost function \( C(D, f_1, f_2) \).

The probabilistic approach to (co-)clustering first transforms the data \( D \) into a probabilistic description \( \mathcal{P} \) before clustering. I.e., it consists of the following two steps:

- Define a probabilistic model \( \mathcal{P} \) for the data \( D \).
• Optimize some cost function \( \mathbb{C}(\mathcal{P}, f) \) (or \( \mathbb{C}(\mathcal{P}, f_1, f_2) \)) to find the optimal (co-)clustering \( f_1, f_2 \).

The method to define the model \( \mathcal{P} \) can depend on the type of available data \( D \), the specific application of (co-)clustering in mind, and the cost function being used. This two step approach has the benefit that we can adapt the transformation of the data to \( \mathcal{P} \) according to the specific application while keeping the cost function fixed. Hence we can develop efficient algorithms to solve the optimization problem for a fixed cost function independently of the underlying application.

A popular example for the probabilistic approach is clustering based on Gaussian mixture models (GMMs): In the first step, the expectation-maximization algorithm is used to model the data by a GMM which is used in the second step to obtain the mapping \( f \).

B. From Data to Probabilities

Since this work considers mutual information as a cost function, we restrict our attention to the case where the probabilistic model \( \mathcal{P} \) contains the joint distribution between two random variables (RVs). Specifically, if \( X_1 \) and \( X_2 \) are RVs with alphabets \( X_1 = \{1, 2, \ldots, N_1\} \) and \( X_2 = \{1, 2, \ldots, N_2\} \), their joint distribution is given by an \( N_1 \times N_2 \) matrix \( P = \{P_{kl}\} \), where \( P_{kl} := \text{Pr}(X_1 = k, X_2 = l) \). While in the rest of the paper we assume that \( P \) is given, we mention two examples that illustrate how \( P \) can be obtained from data \( D \).

Example 1. Let the data \( D \) consist of \( N \) points \( a_i \in \mathbb{R}^k \), and let \( d_{ij} \) be the Euclidean distance between the \( i \)-th and the \( j \)-th point. Using these pairwise distances, we write

\[
P = \frac{1}{\sum_{i,j} e^{-\sigma d_{ij}}} \begin{bmatrix}
e^{-\sigma d_{11}} & \cdots & e^{-\sigma d_{1N}} \\
\vdots & \ddots & \vdots \\
e^{-\sigma d_{N1}} & \cdots & e^{-\sigma d_{NN}}
\end{bmatrix} \tag{1}
\]

where \( \sigma > 0 \) is a scaling parameter.

Example 2. Let the available data \( D \) consist of a set of \( N_1 \) books, containing a total of \( N_2 \) words. From \( D \) we can build a relationship matrix \( D \), where \( D_{ij} \) is the number of times the \( j \)-th word occurs in the \( i \)-th book. We obtain a joint probability matrix \( P \) by normalizing \( D \),

\[
P = \frac{1}{\mathbf{1}^\top D} D \tag{2}
\]

where \( \mathbf{1} \) represents a column vector of ones and \( \mathbf{T} \) represents its transpose.

C. Soft vs. Hard Clustering

Soft (or stochastic) clustering means that the mapping \( f \) (or \( f_1 \) and \( f_2 \)) assigns, to each data point \( i \) to be clustered, a probability vector \( \mathbf{w}_i = [W_{i1} \cdots W_{iM}] \), where \( W_{ik} \) represents the probability of data point \( i \) being a part of the cluster \( k \). Hard (or deterministic) clustering puts each data point \( i \) into exactly one cluster \( k \), i.e., for each \( i \) there is one \( k \) such that \( W_{ik} = 1 \), while for all other \( j \neq k \), \( W_{ij} = 0 \). Hence soft clustering can be viewed as a stochastic channel from data points to the clusters, and hard clustering is a special case of it.

Stacking the vectors \( \mathbf{w}_i \) in an \( N \times M \) matrix \( W \), we get a matrix describing the conditional distribution of a cluster RV \( Y \) given a data point RV \( X \). Since \( W1 = 1 \), \( W \) is an element of the space \( \mathcal{M}_{N \times M} \) where \( N \times M \) stochastic matrices.

\[\text{Deterministic matrices } V \in \mathcal{M}_{N \times M} \text{ corresponding to hard clusters, are special cases of stochastic matrices and satisfy } V_{kl} \in \{0,1\} \text{ for all } k, l. \text{ Every stochastic matrix is the convex combination of finitely many deterministic matrices.}\]

Lemma 1 ([9] Thm. 1). Every stochastic matrix \( W \in \mathcal{M}_{N \times M} \) can be written as the convex combination of at most \( N(M-1)+1 \) deterministic matrices, i.e.,

\[
W = \sum_{i=1}^{N(M-1)+1} \lambda_i W^{(i)} \tag{3}
\]

where \( \lambda_i \geq 0 \) and \( \sum_{i=1}^{N(M-1)+1} \lambda_i = 1 \).

In other words, \( \mathcal{M}_{N \times M} \) is a convex polytope with deterministic matrices as its vertices. This fact is closely related to the Birkhoff-von Neumann theorem, a constructive proof of which appears in [8] Thm. 2.1.6.

D. Mutual Information as a Cost Function

As discussed in Section I mutual information has become an important cost function for clustering because of its capability to capture non-linear dependencies. We now introduce some of its properties.

The joint and marginal distributions of \( X_1 \) and \( X_2 \) are given as \( P, \mu^{(1)} = P \mathbf{1}, \) and \( \mu^{(2)} = \mathbf{T}P \). Let \( \text{diag}(\mu^{(i)}) \) be a diagonal matrix with the entries of \( \mu^{(i)} \) on the main diagonal. With this notation, we write \( I(P) := I(X_1; X_2) \) for the mutual information between \( X_1 \) and \( X_2 \), \( H(\mu^{(1)}) := I(\text{diag}(\mu^{(1)})) = H(X_i) \) for the entropy of \( X_i \), and \( D(\mu || \mu') \) for the Kullback-Leibler divergence between the two distributions \( \mu \) and \( \mu' \) [9] Ch. 2.

Lemma 2 ([9] Thm. 2.7.2]). The Kullback-Leibler divergence \( D(\mu || \mu') \) between two distributions \( \mu \) and \( \mu' \) is convex in the pair \( (\mu, \mu') \), i.e.,

\[
D(\lambda \mu^{(1)} + (1 - \lambda) \mu^{(2)} || \lambda \mu'^{(1)} + (1 - \lambda) \mu'^{(2)}) \\
\leq \lambda D(\mu^{(1)} || \mu'^{(1)}) + (1 - \lambda) D(\mu^{(2)} || \mu'^{(2)}) \tag{4}
\]

Corollary 1 ([9] Thm. 2.7.4]). The mutual information \( I(\text{diag}(\mu)W) \) is convex in \( W \) for fixed \( \mu \) and concave in \( \mu \) for fixed \( W \). Moreover, \( I(\text{diag}(\mathbf{1}W)) = H(\mathbf{1}W) \) is concave in \( W \) for fixed \( \mu \).

In what follows, we will show scenarios in which mutual information as a cost function is optimized by hard clusters. Some of our derivations are based on fact that a convex function over \( \mathcal{M}_{N \times M} \) attains its maximal value at a deterministic matrix \( \mathbf{V} \). This is a direct consequence of Lemma [1] and the following result:
Lemma 3 ([10], Ch. 4). A convex function over a convex polytope attains its maximal value at one of the polytope’s vertices.

III. HARD CO-CLUSTERS ARE OPTIMAL

We depict the information-theoretic formulation of co-clustering in Fig. 1. Our aim is to find mappings \( W^{(1)} \) and \( W^{(2)} \) between the RVs \( X_1 \) and \( Y_1 \), and between \( X_2 \) and \( Y_2 \), respectively. In the framework of Example 2, \( X_1 \) is a RV over books, \( X_2 \) a RV over words, and the aim of information-theoretic co-clustering is to maximize the mutual information between the clusters \( Y_1 \) of books and the clusters \( Y_2 \) of words.

Algorithms for information-theoretic co-clustering date back to Dhillon et al. [3]. The authors restricted themselves to hard clustering and presented a suboptimal, sequential algorithm. We will show in this section that the restriction to hard clusters comes without loss of generality, and that hence the problem can be attacked with a larger set of tools.

Formulating the problem mathematically, we are interested in finding a maximizer \( (W^{(1)*}, W^{(2)*}) \) of

\[
\max_{W^{(1)} \in M_{N_1 \times M_1}} \max_{W^{(2)} \in M_{N_2 \times M_2}} I \left( W^{(1)} \mid P W^{(2)} \right). \tag{5}
\]

Theorem 1. At least one solution \( (W^{(1)*}, W^{(2)*}) \) to problem (5) consists of two deterministic matrices.

Proof: The proof follows again by applying Lemma 1

Assuming that there is no deterministic solution, we decompose the stochastic solutions \( W^{(j)*}, j = 1, 2, \) as

\[
W^{(j)*} = \sum_{i=1}^{r_j} \lambda^{(j)}(i) V^{(j,i)} \tag{6}
\]

where \( r_j \leq N_j(M_j - 1) + 1 \). Careful calculations show that

\[
Q := W^{(1)*} P W^{(2)*} \] can thus be written as

\[
Q = \sum_{i=1}^{r_1} \sum_{k=1}^{r_2} \lambda^{(1)}(i) \lambda^{(2)}(k) V^{(1,i)} P V^{(2,k)} \tag{7}
\]

While \( Q \) denotes the joint distribution of \( Y_1 \) and \( Y_2 \), we let \( \tilde{Q} := \nu^{(1)} \mu^{(2)} \) denote the product of their marginal distributions. But with

\[
\nu^{(j)} = \frac{\mu^{(j)}}{\mu^{(j)}(j)} V^{(j,i)} = \sum_{i=1}^{r_j} \lambda^{(j)}(i) \mu^{(j)} V^{(j,i)} \tag{8}
\]

and

\[
\mu^{(2)} = \frac{\nu^{(2)}}{\nu^{(2)}(i)} V^{(2,k)} = \sum_{k=1}^{r_2} \lambda^{(2)}(k) \nu^{(2)} V^{(2,k)} \tag{9}
\]

we get

\[
\tilde{Q} = \nu^{(1)} \nu^{(2)} = \sum_{i=1}^{r_1} \sum_{k=1}^{r_2} \lambda^{(1)}(i) \lambda^{(2)}(k) V^{(1,i)} \mu^{(1)}(i) \mu^{(2)}(k) V^{(2,k)} \tag{10}
\]

where \( \mu^{(1)}(i) \mu^{(2)}(k) \) is the joint distribution of the clusters. Formulating the problem mathematically, we are interested in finding a maximizer \( W^* \) of

\[
\max_{W \in M_{N_2 \times M_2}} I(PPW) \tag{11}
\]

We can now write the mutual information between \( Y_1 \) and \( Y_2 \) as the Kullback-Leibler divergence between their joint distribution and the product of their marginal distributions and get

\[
I(Q) = D(Q||\tilde{Q}) \tag{12}
\]

where \( \beta \) is a constant.

IV. INFORMATION BOTTLENECK-BASED CLUSTERING LEADS TO HARD CLUSTERS

We are now interested in the problem depicted in Fig. 2. Our aim is to find a mapping \( W \) between the RVs \( X_2 \) and \( Y_2 \). In the framework of Example 2, \( X_1 \) is a RV over books and \( X_2 \) a RV over words, but now we are only interested in clustering words into clusters \( Y_2 \) such that the mutual information between books \( X_1 \) and word clusters \( Y_2 \) is maximized. Formulating the problem mathematically, we are interested in finding a maximizer \( W^* \) of

\[
\max_{W \in M_{N_2 \times M_2}} I(PPW) - \beta I(diag(\mu^{(2)})) \tag{13}
\]

Note the similarity between this problem and the information bottleneck method [1], which tries to solve

\[
\max_{W \in M_{N_2 \times M_2}} I(PPW) - \beta I(diag(\mu^{(2)})) \tag{14}
\]

In other words, the information bottleneck method does not explicitly limit the number of clusters, but rather restricts the mutual information shared between \( X_2 \) and the clustered RV
The solution to this problem is obtained by the following implicit equation:
\[
W_{ij} \propto (TPW) e^{-\beta D(w_i^{(12)}, (PW) + (TPW))},
\]
where \(w_i^{(12)}\) is the \(i\)-th row of \(W^{(12)} = \text{diag}(\mu^{(2)})^{-1}\). While in general the solution is stochastic, these equations reveal that in the limit of \(\beta \to \infty\) an optimal solution is deterministic. We now show, based on more elementary results, that a deterministic solution is optimal for problem (13):

**Theorem 2.** At least one solution \(W^\star\) to problem (13) is a deterministic matrix.

**Proof:** We decompose \(P\) as \(P = \text{diag}(\mu^{(1)}) W^{(2|1)}\) to get
\[
I(PW) = I\left(\text{diag}(\mu^{(1)}) W^{(2|1)}W\right).
\]
By Lemma \[1\] \(W\) can be written as a convex combination of deterministic matrices, and with Corollary \[1\] we obtain
\[
I(PW) = I\left(\text{diag}(\mu^{(1)}) W^{(2|1)} \sum_r \lambda_r V^{(i)}\right)
\]
\[
\leq \sum_r \lambda_r I\left(\text{diag}(\mu^{(1)}) W^{(2|1)}V^{(i)}\right)
\]
for \(r \leq N_2(M_2 - 1) + 1\). This shows that \(I(PW)\) is convex in \(W\). Lemma \[3\] completes the proof.

A simple corollary of this result applies if one wants to restrict the alphabet of a RV while preserving most of its information, i.e., if one is looking for a \(W \in \mathcal{M}_{N_2 \times M_2}\) that maximizes \(I(X_2; Y_2)\). Setting \(P = \text{diag}(\mu^{(2)})\) in (13) reduces it to this problem. Hence, by Theorem 2 we know that hard clustering is optimal.

Since the sum of two convex functions is convex, this proof can be used to show that the problem
\[
\max_{W \in \mathcal{M}_{N_2 \times M_2}} I(PW) - \beta H(\mu^{(2)}W)
\]
is solved by at least one deterministic matrix \(W^\star\). The authors of \[2\] investigated this problem, provided a slightly more difficult proof for its solution being deterministic, and dubbed the problem thus the deterministic information bottleneck problem. As in the original information bottleneck problem, also here an implicit equation is obtained as the solution, and the authors formulated an iterative procedure to find an optimum.

Theorem 2 is not surprising, as one can view (13) as a special case of (5) where we fix \(W^{(1)}\) to be identity matrix. The particular appeal of the results in this section, however, is not only that the real-valued optimization problem is equivalent to a combinatorial one, but that, unlike (5), the cost functions studied in this section are convex. Hence, although the problem is NP-hard, we can apply tools from non-convex optimization targeted at the maximization of convex functions over convex sets, such as cutting plane or branch-and-bound methods \[10\, \text{Ch. 9-11}].

\[\begin{array}{c}
Y_1 \leftarrow W \\
X_1 \rightarrow X_2 \rightarrow W \rightarrow Y_2
\end{array}\]

Fig. 3. Pairwise clustering to maximize \(I(Y_1; Y_2)\) requires finding a single matrix \(W\) for both RVs. As Example 2 shows, deterministic clusters are not always optimal.

V. HARD PAIRWISE CLUSTERS ARE NOT ALWAYS OPTIMAL

Suppose now that the data \(D\) consists only of a single set of \(N\) points that shall be clustered. Converting this set to a probability matrix \(P\) as in, e.g., Example \[1\] yields two RVs \(X_1\) and \(X_2\) with the same alphabet. In information-theoretic pairwise clustering, depicted in Fig. 3 one aims at finding a single mapping \(W\) that maps both \(X_1\) to \(Y_1\) and \(X_2\) to \(Y_2\), such that the mutual information between the clustered RVs \(Y_1\) and \(Y_2\) is maximized.

Note that, aside from the clustering problem of Example \[1\] the cost function for pairwise clustering is also used for the aggregation of two RVs \(X_1\) and \(X_2\) that indicate two consecutive samples of the stochastic process. Specifically, \[11, 12\] investigate the problem of clustering the alphabet of a Markov chain such that the mutual information between two consecutive state clusters \(Y_1\) and \(Y_2\) is maximized.

Let us now formulate the pairwise clustering problem mathematically. In pairwise clustering we wish to find a maximizer \(W^\star\) of
\[
W^\star = \arg \max_{W \in \mathcal{M}_{N \times M}} I(PW)W).
\]
Although pairwise clustering can thus be seen as restricted co-clustering, cf. (5), our analysis from Theorem 1 does not carry over to this case. In fact, the following example shows that deterministic pairwise clusters are not sufficient:

**Example 3.** Let \(N = 3\) and
\[
P = \begin{bmatrix}
0.1 & 0.1 & 0.175 \\
0.1 & 0.15 & 0.075 \\
0.175 & 0.075 & 0.05
\end{bmatrix}.
\]

We wish to cluster \(X_1\) and \(X_2\) pairwise to \(M = 2\) clusters, hence we are looking for \(W \in \mathcal{M}_{3 \times 2}\) that maximizes the mutual information between \(Y_1\) and \(Y_2\). We parametrized \(W\) as
\[
W = \begin{bmatrix}
p & 1-p \\
q & 1-q \\
r & 1-r
\end{bmatrix}
\]
and, in simulations, swept all three parameters \(p, q,\) and \(r\) between 0 and 1 in steps of 0.025. The parameters maximizing the mutual information were found to be \(p = 1, q = 0.65,\) and \(r = 0,\) achieving a mutual information of 0.0316. In comparison, the mutual information obtained by the three (nontrivial) deterministic pairwise clusterings evaluated to 0.0281 for \(q = 1 - r = 1, 0.0288\) for \(p = 1 - q = r = 1,\) and 0.0222 for \(p = 1 - q = 1 - r = 1.\) These values can be
seen as the corner points in Fig. 4 together with the trivial result of a vanishing mutual information for \( p = q = 1 \).

VI. WHEN ARE OPTIMAL PAIRWISE CLUSTERINGS HARD?

In the previous section we showed that, in general, the matrix \( \mathbf{W} \) optimal for information-theoretic pairwise clustering is not deterministic. In this section, we present scenarios for which we can either show or for which we have experimental evidence that hard pairwise clusters maximize mutual information.

A. Diagonal Probability Matrix

Suppose that \( \mathbf{P} = \text{diag}(\mu) \), i.e., that \( X_1 = X_2 \). We have by the properties of mutual information,

\[
I(\mathbf{W}\mathbf{P}\mathbf{W}) = I(Y_1; Y_2) \leq I(X_1; Y_2) = I(X_2; Y_2). 
\]

(23)

From Section IV we know that the right-hand side is maximized for a deterministic matrix \( \mathbf{W} \), which implies \( Y_1 = Y_2 \) and achieves equality in (23). Hence, a deterministic matrix solves the pairwise clustering problem (20) for a diagonal \( \mathbf{P} \).

Looking at the co-clustering problem for a diagonal \( \mathbf{P} \), one can show that, for any two deterministic matrices \( \mathbf{V}^{(1)} \) and \( \mathbf{V}^{(2)} \), we have

\[
I(\mathbf{V}^{(1)}\mathbf{P}\mathbf{V}^{(2)}) \leq I(\mathbf{V}^{(2)}\mathbf{P}\mathbf{V}^{(2)}) = H(Y_2). 
\]

(24)

In other words, choosing the same deterministic matrix for both RVs is at least as good as choosing two different deterministic matrices. This implies that

\[
\max_{\mathbf{W}^{(1)}, \mathbf{W}^{(2)} \in \mathcal{M}_{N \times M}} I(\mathbf{W}^{(1)}\mathbf{P}\mathbf{W}^{(2)}) = \max_{\mathbf{W} \in \mathcal{M}_{N \times M}} I(\mathbf{W}\mathbf{P}\mathbf{W})
\]

(25)

i.e., the co-clustering and pairwise clustering problems coincide for a diagonal \( \mathbf{P} \).

B. "Lifted" Probability Matrix: The Stochastic Block Model

Consider an arbitrary \( M \times M \) probability matrix \( \mathbf{Q} \) modeling the joint distribution between \( Z_1 \) and \( Z_2 \), and let \( \mathbf{V} \) be a deterministic \( N \times M \) matrix. From this matrix \( \mathbf{V} \), we derive a stochastic matrix \( \mathbf{U} \in \mathcal{M}_{M \times N} \) with entries

\[
U_{ij} = \frac{\nu_j V_{ij}}{\sum_{k=1}^{N} \nu_k V_{ki}} \Leftrightarrow \mathbf{U} = \text{diag}(\mathbf{p})^{-1}\mathbf{V}\text{diag}(\nu)
\]

(26)

where \( \nu \) is a length-\( N \) vector with positive entries. We now use \( \mathbf{U} \) to "lift" the joint distribution between \( Z_1 \) and \( Z_2 \) to a joint distribution \( \mathbf{P} = \mathbf{U}\mathbf{Q}\mathbf{U} \) between \( X_1 \) and \( X_2 \) (see Fig. 5). One can see that every state of \( X_i \) is related to exactly one state of \( Z_i \). The channel \( \mathbf{U} \) from \( Z_i \) to \( X_i \) preserves information. It follows that the data processing inequality \( I(\mathbf{P}) \leq I(\mathbf{Q}) \) becomes an equality. Since moreover \( \mathbf{U}\mathbf{V} = \mathbf{I} \), choosing \( \mathbf{W} = \mathbf{V} \) yields

\[
I(\mathbf{W}\mathbf{P}\mathbf{W}) = I(\mathbf{V}\mathbf{U}\mathbf{Q}\mathbf{U}\mathbf{V}) = I(\mathbf{Q})
\]

(27)

i.e., \( \mathbf{W} = \mathbf{V} \) achieves the upper bound on mutual information. Hence, a deterministic clustering solves problem (20).

This model appears in the aggregation of Markov chains, e.g., [12], and describes models in which the outgoing probabilities of a state depend only on the state cluster. Specifically, suppose that \( \gamma = \mathbf{Q}1 = \mathbf{1}\mathbf{Q} \). Then, \( \mathbf{Q} = \text{diag}(\gamma)^{-1}\mathbf{Q} \) is the transition probability matrix of a Markov chain with alphabet size \( M \). If we choose \( \nu \) such that \( \mathbf{p}\mathbf{V} = \mathbf{1} \), then

\[
\mathbf{P} = \text{diag}(\nu)^{-1}\mathbf{P} = \mathbf{V}\mathbf{Q}\mathbf{V}
\]

(28)

is a transition probability matrix of a Markov chain with alphabet size \( N \), that has equal rows for all states belonging to the same cluster. This model is strongly related to the phenomenon of lumpability, the scenario in which a deterministic function of a Markov chain has the Markov property.

As a second instance for this model, consider a symmetric \( \mathbf{Q} \) and \( \nu = 1 \). One thus obtains the stochastic block model, a popular model for random graphs. It generalizes the Erdős-Rényi model by creating communities, determined by \( \mathbf{V} \), within which and between which edges exist with probabilities \( Q_{ii} \) and \( Q_{ij} \), respectively.

C. Boltzmann Probability Matrix: Pairwise Distances

Suppose you have \( N \) data points and a symmetric \( N \times N \) matrix \( \mathbf{D} \) that collects pairwise distances between these data points, cf. Example 1. Writing \( \mathbf{P} \propto e^{-\sigma\mathbf{D}} \), where \( \sigma \) is an appropriate scaling factor, yields a symmetric probability matrix with entries reminiscent of the Boltzmann, or Gibbs,
Theorem 1 we can write

\[ I(\mathbf{PW}) \leq \sum_{i,j} \lambda_i \lambda_j I(\mathbf{V}(i) \mathbf{U} \mathbf{A} \mathbf{V}(j)) \]

\[ \leq \sum_{i,j,k,l} \lambda_i \lambda_j \phi_k \phi_l I(\mathbf{V}(i) \mathbf{R}(k) \mathbf{A} \mathbf{V}(j)) \].

Since the product of two deterministic matrices is a deterministic matrix, we obtain an upper bound of (32) by

\[ I(\mathbf{PW}) \leq \max_{\mathbf{V}^{(1)}, \mathbf{V}^{(2)}} I(\mathbf{V}^{(1)} \mathbf{A} \mathbf{V}^{(2)}) \leq \max_{\mathbf{V}} I(\mathbf{V} \mathbf{AV}) \] where the maximum is over all \( N \times M \) deterministic matrices and where \((a)\) follows from the discussion in Section VI-A.

In order to show that the pairwise clustering for a \( \mathbf{P} \) of the form (29) is deterministic, we need to apply the analysis from Section VI-A to the bound (31). A sufficient condition for hard pairwise clusters to be optimal is, if for any two deterministic matrices \( \mathbf{V}^{(1)} \) and \( \mathbf{V}^{(2)} \),

\[ I(\mathbf{W}^{(1)} \mathbf{A} \mathbf{W}^{(2)}) \]

\[ \leq \max \left\{ I(\mathbf{W}^{(1)} \mathbf{A} \mathbf{W}^{(2)}), I(\mathbf{W}^{(1)} \mathbf{A} \mathbf{W}^{(1)}) \right\} \].

where \( \mathbf{W}^{(i)} = \mathbf{U} \mathbf{V}^{(i)} \). Unfortunately, we found counterexamples for this statement.

At the time of submission, a proof that hard pairwise clusters are optimal has still eluded us. Note, however, that in this setting (cf. Fig. 6)

\[ I(Y_1; Y_2) = I(Z; Y_1) + I(Z; Y_2) - I(Z; Y_1, Y_2) \].

We believe that this result is a good starting point for finding a proof. Future work shall investigate this issue.

ACKNOWLEDGMENTS

The authors thank Roy Timo, Technical University of Munich, and Jalal Etesami, University of Illinois Urbana-Champaign, for fruitful discussions. This work was supported by the German Ministry of Education and Research in the framework of an Alexander von Humboldt Professorship. The work of Bernhard C. Geiger was funded by the Erwin Schrödinger Fellowship J 3765 of the Austrian Science Fund.

REFERENCES

[1] N. Tishby, F. C. Pereira, and W. Bialek, “The information bottleneck method,” in Proc. Allerton Conf. on Communication, Control, and Computing, Monticello, IL, Sep. 1999, pp. 368–377.
[2] D. Strouse and D. Schwab, “The deterministic information bottleneck,” Apr. 2016, arXiv:1604.00268 [cs.IT].
[3] I. Dhillon, S. Mallela, and D. Modha, “Information-theoretic co-clusterings,” in Proc. ACM Int. Conf. on Knowledge Discovery and Data Mining (SIGKDD), Washington, D.C., Aug. 2003, pp. 89–98.
[4] D. Gondek and T. Hofmann, “Conditional information bottleneck clustering,” in IEEE Int. Conf. on Data Mining (ICDM), Workshop on Clustering Large Data Sets, Melbourne, FL, Nov. 2003, pp. 36–42.
[5] A. Alash, A. Friedman, and J. Goldberger, “Pairwise clustering based on the mutual-information criterion,” Neurocomputing, vol. 182, pp. 284–293, 2016.
[6] N. Tishby and N. Sloim, “Data clustering by Markovian relaxation and the information bottleneck method,” in Advances in Neural Information Processing Systems (NIPS), Denver, CO, Nov. 2000.
[7] A. S. Davis, “Markov chains as random input automata,” The American Mathematical Monthly, vol. 68, no. 3, pp. 264–267, Mar. 1961.
[8] R. B. Bapat and T. E. S. Raghavan, Nonnegative Matrices and Applications, ser. Encyclopedia of mathematics and its applications. Cambridge: Cambridge University Press, 1997, vol. 64.
[9] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd ed. Hoboken, NJ: Wiley Interscience, 2006.
[10] H. P. Benson, Concave Minimization: Theory, Applications and Algorithms. Boston, MA: Springer US, 1995, pp. 43–148.
[11] J. Goldberger, K. Erez, and M. Abeles, “A Markov clustering method for analyzing movement trajectories,” in Proc. IEEE Int. Workshop on Machine Learning for Signal Processing (MLSP), Thessaloniki, Aug. 2007, pp. 211–216.
[12] K. Deng, P. G. Mehta, and S. P. Meyn, “Optimal Kullback-Leibler aggregation via spectral theory of Markov chains,” IEEE Trans. Autom. Control, vol. 56, no. 12, pp. 2793–2808, Dec. 2011.