Controlling quantum numbers and light emission of Rydberg states via the laser pulse duration
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Attosecond science investigates and makes use of phenomena that result from the interaction of a short-pulsed laser of extremely high intensity with atoms, molecules or solids [11, 12]. If the field strength of the laser field is comparable to the Coulomb force of an atom, the laser field can bend the Coulomb potential so strongly that a barrier is formed through which an electron can tunnel out of the atom [3–6]. After tunneling, the electron does not necessarily leave the atom for good, but can get captured in a Rydberg state, thus creating a neutral excited atom [7–10].

The relevance of this effect, referred to as ‘frustrated tunnel ionization’ (FTI), already becomes clear by the observation that under typical strong field conditions 10-20% of tunnel ionized electrons are trapped in a Rydberg state [20]. It is therefore important to control these states. Here, we show that low-lying Rydberg states can be populated by using shorter, but experimentally realistic, pulses.

Rydberg states populate different quantum numbers, the distribution of which is important for the characterization of the excited neutral atoms, e.g. in terms of their lifetime before decaying into metastable states [7]. In the past decade, the distribution of principal quantum numbers has helped understand the stability of excited states under the influence of a second laser pulse [12, 13].

FFI not only explains the significant reduction of ionization rates [7], but can also be used to calibrate laser intensities [13], study nonadiabatic effects [14], probe the spatial gradient of the ponderomotive potential in a focused laser beam [15], or control the motion of neutral atoms in strong laser fields [12, 16].

Rydberg states populate different quantum numbers, the distribution of which is important for the characterization of the excited neutral atoms, e.g. in terms of their lifetime before decaying into metastable states [7]. In the past decade, the distribution of principal quantum numbers has helped understand the stability of excited states under the influence of a second laser pulse [12, 13].

Production of coherent EUV radiation via FTI relies on spectrally separated peaks created by low-lying (or small n) Rydberg states [20]. It is therefore important to find realistic laser parameters that preferentially populate these states. Here, we show that low-lying Rydberg states can be populated by using shorter, but experimentally realistic, pulses.

Our results might seem surprising, as it is generally believed that quantum number populations are determined primarily by the peak field strength, E_0, and laser wavelength, \( \omega \), [23, 30], with the most likely principal quantum
number given by \[ \tilde{n} \approx \frac{\sqrt{\varepsilon_0}}{\omega}. \] (2)

In contrast, we find that increasing pulse duration (while keeping \( \varepsilon_0 \) and \( \omega \) fixed) increases \( \tilde{n} \), diminishes the overall Rydberg yield and dramatically reduces the occupation of small principal quantum numbers, which are necessary for the production of coherent EUV light via FTI [20]. This is illustrated in Fig. 1, which shows how low \( n \) states are dramatically depopulated with increasing number of cycles, while high-\( n \) states are relatively unaffected, resulting in a shift to higher \( \tilde{n} \) values. We explain the underlying physical mechanism as arising from recollision with a parent ion, which occurs sooner for low-\( n \) states. Our conclusions are illustrated with analysis of electron trajectories and supported by Classical Trajectory Monte Carlo (CTMC) simulations and the solution of the time-dependent Schrödinger equation (TDSE). Note that the identified mechanism cannot be captured within the strong-field approximation framework, such as was recently used to investigate FTI as a source of coherent EUV radiation [31].

Within the dipole approximation, a laser pulse linearly polarized along the \( z \)-direction is given by

\[
\vec{E}(t) = \varepsilon_0 \cos(\omega t) \cos^2 \left( \frac{\omega t}{2N} \right) \Theta \left( |t| < \frac{\pi N}{\omega} \right) \vec{e}_z. \] (3)

where \( N \) denotes the total number of optical cycles and \( \Theta \) is the heaviside step function. Although there are quantum effects in Rydberg states, such as channel closings or certain molecular effects, that can only be explained by invoking the time-dependent Schrödinger equation [18, 28, 32, 33], semiclassical simulations have been found to be a powerful tool for understanding phenomena related to Rydberg atoms [7, 8, 34–36]. Therefore, in addition to solving the time-dependent Schrödinger equation (TDSE) [20, 37] to reproduce the EUV spectrum, we use a Classical Trajectory Monte Carlo (CTMC) method [14, 35] with ADK and TIPIS initial conditions [39] to analyze the underlying pulse duration effects.

Figure 1 gives the distribution of the principal quantum numbers \( n \) for various pulse durations specified by the number of cycles \( N \). Increasing the pulse duration diminishes the overall Rydberg yield and especially reduces the occupation of small principal quantum numbers. The result was obtained from CTMC simulations with hydrogen at a laser intensity of \( I = 1.5 \times 10^{14} \text{W/cm}^2 \) and central wavelength \( \lambda = 800 \text{nm} \).

FIG. 1. Distribution of principal quantum numbers \( n \) for various pulse durations specified by the number of cycles \( N \). Increasing the pulse duration diminishes the overall Rydberg yield and especially reduces the occupation of small principal quantum numbers. The result was obtained from CTMC simulations with hydrogen at a laser intensity of \( I = 1.5 \times 10^{14} \text{W/cm}^2 \) and central wavelength \( \lambda = 800 \text{nm} \).

Note that most electrons originate before the peak of the laser pulse, corresponding to \( t_0 < 0 \), which is consistent with prior findings [35]. This nested crescent-shape quantum number distribution can be understood by considering that the earlier-born electrons are accelerated more by the laser field and have consequently higher energy after the pulse has passed, corresponding to higher-lying Rydberg states.

Figure 2 reveals that the value of \( n \), as a function of the ionization time and initial velocity, does not change significantly with pulse duration. Rather, longer pulses deplete preferentially low-lying Rydberg states, corresponding to inner parts of the crescent. Note that this contrasts prior assumptions that the more loosely bound higher \( n \) states are less likely to survive longer pulses [8].

The successive depletion of low-\( n \) Rydberg states with increasing pulse length leads to the shifting of the most likely principal quantum number, \( \tilde{n} \), to successively higher values, as shown in Fig. 1. We find that this effect can be analytically described as follows,

\[
\tilde{n} = a + b\sqrt{N} \] (4)

where \( a \) and \( b \) depend on laser frequency and field strength and \( N \) is the number of laser cycles. An intuitive explanation for the linear dependence of \( n \) on \( \sqrt{N} \) is given in appendix [4]. Note that for short pulses, this result is compatible with the long-known Eq. (2) (see appendix [4] for details).

To test the robustness of our results, we replace the \( \cos^2 \) term in Eq. (3) by a constant envelope, obtaining almost the same results as shown in Fig. 2, with significant discrepancies only for very small pulse durations in the regime of \( N \leq 4 \). Hence, the occupation of low-lying Rydberg states depends strongly on the amount of time that the electron spends in the laser field rather than a particular pulse shape.
The final energy from CTMC simulations was converted into the principal quantum number \( n \) using
\[
E = -0.5/n^2 \quad [8, 40].
\]
Initial conditions which do not end up in a Rydberg state (positive total energy, \( E > 0 \)) are marked in gray. The pulse duration is given by the number of cycles \( N \).

To understand the physical mechanism that underpins the observed pulse length dependence, quantified in Eq. (4), we turn to analysis of individual electron trajectories. The top panels of Fig. 3 compare two electron trajectories with slightly different pulse durations – one that still captures a particular electron into a Rydberg state \( (N = 16) \) and another where the same electron is ionized \( (N = 17) \). We can see that during the first optical cycles the electron is – on cycle average – driven away from the residual ion and comes closer to it later on, approximately following a concave-up curve, whose width and location of a minimum depends on the electron quantum number. This motion can be understood as resulting from competing effects of the attractive long-range Coulomb force of the ion and the laser field that drives the electron away from the ion.

The curves shown in Fig. 3, depicting averaged motion of different electron trajectories, illustrate how longer pulses lead to depletion of Rydberg states: If a critical number of optical cycles (here \( N = 16 \)) is exceeded, the electron comes back to the ion, leading to elastic recollision and subsequent ionization. The recollision is elastic in the sense that the electron is only scattered from the Coulomb potential of the ion and does not exchange energy with the ion by e.g. exciting or ionizing other electrons [1]. Nonetheless, the electron can gain energy in this process due to the time-dependent electric field that is present during rescattering [1, 41]. This energy gain leads to the electron acquiring total positive energy, meaning it can leave the atom for good and thus ionization has taken place.

As the cycle-averaged electron motion is crucial in this process, rather than oscillation amplitude, which would be reduced by a \( \cos^2 \)-envelope, we can also understand why the time spent interacting with the laser field, rather than a particular envelope shape, is important in this process. Overall, we find from CTMC simulations that the total Rydberg yield depends on the pulse duration rather than the particular shape of the pulse envelope (see appendix for details).

The bottom panel of Fig. 3 illustrates how higher-lying Rydberg states have significantly longer recollision times,
thereby surviving longer pulses. This panel shows two trajectories with the same initial velocity, but different ionization times, where an ionization time that is closer to the field maximum (at \( t_0 = 0 \)) corresponds to a smaller principal quantum number. Fig. 3 shows that the electron born near the field maximum move along a narrower curve. This is mainly due to the smaller vector potential of the laser field closer to the field maximum. Therefore, the acceleration by the laser field driving the electron away from the ion is weaker and the Coulomb potential pulls the electron back faster. Consequently, the critical number of optical cycles above which the electron recollides and becomes ionized is smaller for the low-lying Rydberg electrons. This is the underlying reason behind the selective depletion of low-\( n \) states with increasing pulse length. Incidentally, a similar effect seems to play a role when a second laser pulse is used to probe the stability of Rydberg atoms [12, 13, 42]. The use of the second pulse also preferentially depletes low principal quantum numbers by causing recollision and subsequent ionization of low-lying Rydberg states.

Note that the non-perturbative nature of the Coulomb potential is crucial to explaining the loss of low-lying Rydberg states with increasing pulse duration. This is in contrast to other aspects of FTI, such as decline of Rydberg electrons with increasing ellipticity, which can be accurately described by neglecting the Coulomb potential altogether during the propagation [35]. Another theoretical model [8], which neglects the Coulomb potential during propagation in the laser field, predicts a similar total yield but with a significantly different explanation, which relies on the assumption that it is the higher-lying Rydberg states that are preferentially ionized with increasing pulse duration. Note that this stands in contrast to the results shown in Fig. 2 where the outer boundary of the crescent (corresponding to high-\( n \) Rydberg electrons) stays almost constant, while the Rydberg states vanish from the inner part of the crescent with increasing pulse duration. Thus, we see a counter-intuitive effect at work: The limit of \( E = 0 \), corresponding to the loosely bound Rydberg electrons, is hardly affected by the pulse duration, whereas the deeply bound Rydberg states of more negative energies survive only short pulses. Finally, existing quantum models, like the modified SFA in [31], explain some features of the EUV radiation due to FTI [20], but neglect the Coulomb potential during propagation. Consequently these treatments cannot explain why shorter pulses are needed for the production of coherent EUV radiation via FTI, experimentally demonstrated in [20].

To test our finding that longer pulses will suppress coherent EUV radiation due to depletion of lower-lying Rydberg states, we implement TDSE simulations, following the procedure in [37]. The time evolution of the wave-function after the end of the laser pulse was obtained by first projecting the TDSE solution at the moment \( t = T_1 \), corresponding to the end of the laser pulse, on the subspace of bound states of the field-free helium atom. Subsequent development of this projection in time can be described by the equation:

\[
\tilde{\Psi}(t) = \sum_k \langle \phi_k | \Psi(T_1) \rangle \phi_k e^{-i\epsilon_k(t-T_1)} ,
\]

where the sum on the right-hand side includes bound states of He atom with wave-functions \( \phi_k \) and energies \( \epsilon_k \). Evolution equation (5) was used to compute the expectation value \( \tilde{z}(t) = \langle \tilde{\Psi}(t) | z | \tilde{\Psi}(t) \rangle \) of the dipole momentum operator, and the radiation spectrum was obtained via Fourier transform of \( \tilde{z}(t) \).

Fig. 4 shows TDSE simulations of an EUV spectrum along with the occupation of principal quantum numbers. As predicted, we see that the overall EUV yield decreases with increasing pulse duration. There is also a substantial depletion of lower-\( n \) states (corresponding to \( n \leq 5 \)) with increasing pulse duration, which is consistent with the single trajectory analysis above. The normalized distribution of the \( n \)-states, with \( n \) on a linear scale for better visibility, is given in Fig. E8 in appendix E and shows how the maximum of the \( n \)-distribution shifts to larger values for longer pulses. CTMC simulations at the same laser and atomic parameters are given for comparison in this plot and show the same tendencies as the TDSE results. These insights can be used to optimize coherent EUV light by employing shorter pulses or designing two-colour schemes that preferentially populate low-\( n \) quantum states.

For the EUV emission from FTI [20], the relevance of occupation of low \( n \)-states is directly related to the occupation of low \( l \)-states, with the \( p \)-states being those that contribute most to the EUV radiation. As the angular quantum number \( l \) can range from 0 to \( n-1 \), we expect a depletion of low \( n \)-states to be accompanied by a depletion of low \( l \)-states, and thus also of the \( p \)-states (\( l = 1 \)) relevant for the EUV emission. That this is indeed the case can be seen in Fig. 5, where the angular quantum number \( l \) of the Rydberg states obtained from
FIG. 5. Yield of Rydberg states with angular quantum numbers $l$, obtained from semiclassical CTMC simulations with helium by calculating the classical angular momentum $L$ of the Rydberg states and obtaining $l$ from the relation $L^2 = l \cdot (l + 1)$ and rounding the resulting $l$ to an integer. The low $l$-states are depleted with increasing pulse duration.

The semiclassical CTMC simulations at the parameters of the experiment of Ref. [20] is depicted. It clearly shows that Rydberg states with $l < 6$, and thus also the p state, strongly decrease in their yield as the pulse duration is increased. This result is further supported by the $p$-state occupation obtained from the TDSE: Occupations of the states 2p and 6p, which were found in [20] to be the principal actors in the EUV production, drop from $5.15 \times 10^{-6}$ to $6.83 \times 10^{-7}$ to $2.75 \times 10^{-7}$ for $N = 16$, $N = 32$, and $N = 48$, respectively, and from $2.90 \times 10^{-7}$ to $2.47 \times 10^{-8}$ and $5.92 \times 10^{-8}$ (6p state for $N=16, 32, 48$).

To conclude, pulse duration complements other parameters known to affect the quantum number distribution, namely the intensity and wavelength of the field [28–30]. This leads to greater control over the new coherent EUV radiation scheme, where HHG peaks appear in the spectrum as well. As the HHG spectrum is highly sensitive to the intensity and wavelength of the incoming laser [4] [5] [33], pulse duration can serve as an independent knob controlling the relative contributions of FTI and HHG to the EUV spectrum. This raises a possibility of enhancing attosecond pulses by combining FTI and HHG contributions.

We identify elastic recollision as a key mechanism behind depletion of lower-$n$ Rydberg states with changing pulse duration. Moreover, it is possible to rescatte electrons at a well-defined time and energy determined by pulse duration. Direct timing information is provided by the fact that for each electron trajectory, there is a critical pulse duration corresponding to recollision time, as was shown in Fig. 3. Normally time has to be inferred from some other observable, like HHG [4] [5] or electron momenta distributions [46]. This provides a new, complementary tool for exploring recollision physics and an opportunity to test existing theoretical models. This is particularly important for lower energy electrons, where the classical assumptions underlying the three-step model [4] [5] can break down. Improved understanding of elastic recollision should lead to more accurate time-resolved molecular imaging, which relies on the analysis of electron momenta distributions [47–49].
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Appendix A: Description of the Classical-Trajectory Monte Carlo (CTMC) simulations

In our Classical-Trajectory Monte Carlo (CTMC) simulations an ensemble of trajectories is started with the initial conditions chosen such that, for the whole ensemble, they follow the ADK probability distribution [50] [51]

$$P(t_0, v_\perp) \propto \exp \left( -\frac{2(2I_p)^{3/2}}{3\varepsilon(t_0)} \right) \cdot \exp \left( -\frac{\sqrt{2I_p}}{\varepsilon(t_0) v_{\perp,0}} \right),$$

(A1)

with $t_0$ denoting the time of the electron’s appearance at the tunnel exit and $v_{\perp,0}$ being its initial velocity perpendicular to the laser polarization. For a detailed description of the method we refer to [38]. The coordinates of the tunnel exit are calculated on the basis of the energy conservation law in parabolic coordinates [39] [52] [53]. The electron trajectories are then propagated in the superposed potential of the laser and Coulomb field solving Newton’s equations:

$$\ddot{\vec{r}} = -\vec{E}(t) - \frac{\vec{r}}{(\dot{\vec{r}}^2 + a^2)^{3/2}}.$$

(A2)

with soft core parameter $a^2 = 0.01$.

Appendix B: Rydberg area with $\cos^2$ and with constant envelope

To conclusively establish whether the loss of Rydberg electrons for longer pulses is caused by the longer time the electron spends in the laser field or by the different shapes of the envelope that the different pulse durations imply, additional simulations are performed. Replacing the $\cos^2$-term in eq. (3) by a constant we get almost the same crescents as the ones obtained using the full envelope. This can be seen from comparing the top and bottom row of Fig. 5, with the former using a $\cos^2$-envelope.
and the latter a constant pulse envelope. Significant discrepancies due to different types of envelopes are only observed for very short pulse durations in the regime of $N \leq 4$.

We observe the same pulse duration effects independent of the envelope shape: In both the top and bottom row of Fig. B8 increasing the pulse duration leads to a depletion of the ‘inner edge’ of the crescent-shaped area, and in both cases the position of the quantum numbers are hardly affected by the pulse duration. This shows that the main reason for the loss of low quantum number Rydberg states with longer pulse durations is the long time the electrons spend in the laser field rather than a particular envelope shape.

Appendix C: Dependence of the peak of the quantum number distribution on the pulse duration - Numerical aspects

The successive depletion of low-$n$ Rydberg states with increasing pulse length leads to the shifting of the most likely principal quantum number, $\tilde{n}$, to successively higher values, as shown in Fig. C7. We find that this affect can be analytically described by

$$\tilde{n} = a + b\sqrt{N} \quad (C1)$$

where $a$ and $b$ are fitting parameters whose physical meaning will become clear in the following. A depiction of this function can be found in Fig. C7 and it shows that the different laser parameters chosen only affect significantly the offset $a$ but not the increase $b\sqrt{N}$. This is also confirmed numerically by comparing the fitting parameters $b$: We have $b = 0.56$ for the blue curve and $b = 0.54$ for the orange curve, which correspond to simulations at two different set of laser parameters (see legend).

As should also become clear from Fig. C7 the offset $a$ is directly related to the long-known estimate of the peak quantum number $\tilde{n}$ that does not account for pulse duration effects that was given in eq. [2] and which we reprint for quick reference

$$\tilde{n} = \frac{\sqrt{E}}{\omega}. \quad (C2)$$

This value is depicted as dashed horizontal lines in Fig. C7 and we can see that it coincides with eq. (C1) for short pulses, here $N = 4$. Thus it becomes clear that the long-known estimate for $\tilde{n}$ given by eq. (C2) is true only for short pulses in the few-cycle regime but that the peak position will shift due to depletion of low principal quantum numbers and that this shift can be described by the $b\sqrt{N}$ part of eq. (C1).

A slightly more mathematical description is given in the following. The offset $a$ is directly related to $\sqrt{E}/\omega$, but it is not identical to it because $a$ is the value for $N = 0$, which is an unphysically short pulse. Rather we find that the value of $\sqrt{E}/\omega$ is attained for short pulses of about $N = 4$ and we can write

$$\sqrt{E}/\omega = a + b\sqrt{4}. \quad (C3)$$

Since the parameter $b$ (fitting parameter) is found to be almost identical for the two strongly different laser parameters used in Fig. C7 we can use this value of $b \approx 0.55$ to give an estimate for the relation between the offset $a$ and the value $\sqrt{E}/\omega$ from eq. (C2)

$$\sqrt{E}/\omega \approx a + 0.55\sqrt{4} = a + 1.1. \quad (C4)$$

For an intuitive physical explanation for the linear dependence of $n$ on $\sqrt{N}$ we refer to section D of the appendix.

Appendix D: Dependence of the peak of the quantum number distribution on the pulse duration - Intuitive explanation

We can intuitively understand the result of eq. (4), which tells us that the most likely principal quantum number $\tilde{n}$ grows as $\sqrt{N}$, by invoking that the mean distance of the Rydberg electron $r_n$ follows the dependence $r_n \approx n^2$ [26]. As we have seen in Fig. 3 the electron mean position follows a trajectory which can be approximately described by

$$z_{\text{mean}}(t) = d \cdot (e - t)^2 + f, \quad (D1)$$

with parameters $d$, $e$, and $f$. Here, we restrict ourselves to the electron’s motion along the $z$-direction, the polarization direction of the laser. The extremum of the parabola is found at time $e$ and we can assume that it is attained after half of the propagation time: $e \approx N/2$, where $N$ is the number of cycles the electron propagates before it recollides with the ion. The parameter $f$ is the mean distance attained at this time $t = e$, i.e. $f$ is the largest mean distance from the ion. Directly after ionization, at $t = 0$, eq. (D1) becomes

$$z_{\text{mean}}(0) = d \cdot e^2 + f; \quad z'_{\text{mean}}(0) = -2de \quad (D2)$$

and thus

$$f = z_{\text{mean}}(0) - d \cdot e^2$$

$$= z_{\text{mean}}(0) + z'_{\text{mean}}(0)\frac{e}{2}$$

$$\approx z_{\text{mean}}(0) + z'_{\text{mean}}(0)\frac{N}{2}. \quad (D3)$$

We can see that the maximum mean elongation $f$ scales linearly with $e \propto N$, suggesting that the overall mean elongation $r_n \approx n^2$ grows linearly with $N$ and consequently $n \propto \sqrt{N}$, in agreement with the results obtained by numerical fits in eq. (3).

These considerations also show that the parabola’s curvature radius and the electron’s mean elongation will be
FIG. B6. Top row: Pulse with $\cos^2$-envelope. This figure is identical to Fig. 2 in the main text and is reprinted here merely for easier comparison. Bottom row: Same as top row except for the constant envelope of the pulse used here.

FIG. C7. Quantum numbers $\hat{n}$ at which the quantum number distribution peaks as a function of the total number of optical cycles of the pulse for two different laser parameters specified in the legend (atomic target is hydrogen in both cases). Eq. (C1) is fitted to the data and shown as solid lines. The horizontal dashed lines are positioned at $\sqrt{E/\omega}$ and approximately coincide with the peak position $\hat{n}$ at the shortest pulse duration examined ($N = 4$).

larger if $|z'_\text{mean}(0)|$ is larger. As we can approximate the mean velocity offset $|z'_\text{mean}(0)|$ directly after ionization by $E_0/\omega \cdot \sin(\omega t_0) \approx E_0 t_0$, we can see clearly that an earlier birth, i.e. $t_0$ is more negative, leads to a larger $|z'_\text{mean}(0)| \approx |E_0 t_0|$. As this results in a larger overall mean elongation, the earlier ionization time is related to a larger $n$, just as we have seen in Fig. 2.

Appendix E: Comparison of TDSE and CTMC distribution of principal quantum numbers $n$

In addition to Fig. 4, which showed the EUV radiation spectrum obtained from TDSE (upper part of figure) and the absolute populations of the Rydberg states with principal quantum number $n$ (lower part of figure), we directly compare the relative $n$ distribution in CTMC and TDSE. The result is found in Fig. E8. The laser and atomic parameters are the same as the ones used for the TDSE result in Fig. 4 and for the CTMC results in Fig. 5.

Fig. E8 shows that the principal quantum number distribution peaks at identical or similar values in the CTMC and TDSE result, and that this peak shifts to larger $n$ by about the same value in both methods as the pulse duration increases.

The increasing relative population at larger $n$ in the TDSE result for a pulse with $N = 32$ cycles is interpreted as being due to interference effects that cannot be captured in the semiclassical CTMC simulations.
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