Stochastic resetting in a networked multiparticle system with correlated transitions
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Abstract
The state of many physical, biological and socio-technical systems evolves by combining smooth local transitions and abrupt resetting events to a set of reference values. The inclusion of the resetting mechanism not only provides the possibility of modeling a wide variety of realistic systems but also leads to interesting novel phenomenology not present in reset-free cases. However, most models where stochastic resetting is studied address the case of a finite number of uncorrelated variables, commonly a single one, such as the position of non-interacting random walkers. Here we overcome this limitation by framing the process of network growth with node deletion as a stochastic resetting problem where an arbitrarily large number of degrees of freedom are coupled and influence each other, both in the resetting and non-resetting (growth) events. We find the exact, full-time solution of the model, and several out-of-equilibrium properties are characterized as function of the growth and resetting rates, such as the emergence of a time-dependent percolation-like phase transition, and first-passage statistics. Coupled multiparticle systems subjected to resetting are a necessary generalization in the theory of stochastic resetting, and the model presented herein serves as an illustrative, natural and solvable example of such a generalization.
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1. Introduction

The mechanism of randomly resetting a dynamical variable to a particular set of values is widespread in nature, such as in quantum mechanics, stochastic thermodynamics, chemical reactions and movement ecology [1]. Stochastic resetting can be convenient for a number of reasons, and rooted in diverse origins, e.g. given by evolutionary advantage or designed to fulfill specific purposes. Such a mechanism can lead to the optimization of some task with respect to the reset-free scenario, e.g. in search strategies [2], enzymatic catalysis [3], rare event sampling [4], or Internet congestion reduction strategies [5], among many others [1]. From a fundamental viewpoint, in recent years the focus has been put on unveiling the properties of the relaxation to the stationary state, of the first-passage times and of the survival statistics in systems following diverse dynamics that undergo stochastic resetting [6–11]. Of particular note are the emergence of a nonequilibrium steady state and the existence of an optimal value of the resetting rate that minimizes the mean first-passage time (MFPT) to a target, properties that usually hold true for any embedding dimension [12–14], for several underlying dynamics followed by the particle [2, 15–17] and for most inter-resetting time statistics [18–22]. See [1] for a recent review.

Beyond particles diffusing in regular and heterogeneous topologies, resetting can be actually worth exploring in any dynamical system with a stochastically evolving state [9, 10, 23, 24]. An interesting example due to its theoretical and practical relevance is complex network growth undergoing stochastic resetting. Indeed, networks are abstract representations of complex systems, where nodes represent individual units and edges encode the interactions among these units [25], e.g. neurons and synapses in the brain, people and acquaintance ties in a social network, or web pages and hyperlinks in the world wide web. Apart from characterizing the topological structure of empirical networks [26–34], and study the behavior of dynamical models on top of them [35–40], it is crucial to understand how simple growing mechanisms yield the emergence of topological features present in real interconnected systems. Diverse mechanisms are able to predict or explain a plethora of these features: link rewiring leads to small-worldness [41], node addition with preferential attachment linking leads to scale-free networks [42–45], or heterogeneous node fitness leads to winner-takes-all (or Bose–Einstein condensation) phenomena [46].

Users in a social network can deactivate their accounts, websites in the WWW can be deleted, and neurons in the brain can be injured and stop functioning. In fact, many empirical networks might shrink, and even crash. Hence, a realistic ingredient to take into consideration in modeling network evolution is node removal [47–56]. It turns out that this effect can be framed as a general stochastic resetting problem that provides a conceptual advancement with respect to more traditional multiparticle stochastic resetting models, namely, the fact that the stochastic events on a particle influence the state of an arbitrary and variable number of other particles. Recently, there have been some contributions that take into account the particle interactions in the reset probability, but in an indirect way, see e.g. [57–61]. In this article we show that such a direct interaction can be mathematically handled and we derive some consequences from it: the emergence of a macroscopic network structure via a time-dependent phase transition, and the emergence of an inflection point in the MFPT.

The remainder of this paper is structured as follows. First, we explain in detail the model of network growth with node removal. We then write a master equation accounting for its probabilistic description, which is exactly solved. Afterward, the time-dependent percolation phase transition is examined and its critical point is derived. Finally, the analysis of the first-passage distribution and the MFPT are considered. We close the article drawing some conclusions.
2. Model definition

We consider a set of $N$ interconnected nodes, each one characterized by its degree $k$, i.e. the number of undirected connections to its neighbors. Two processes compete in the formation of the network. On the one hand, a link between two nodes picked uniformly at random is added at rate $\alpha N/2$. In the absence of resetting, the average degree would grow at rate $\alpha$, and if $N \to \infty$ this corresponds to a kinetic formulation of the Erdős-Rényi model with parameter (ratio between the number of links $M(t)$ at time $t$ and the number of possible links between $N$ pair of nodes) $p = \alpha t/N$, where $t$ is time [62]. On the other hand, with rate $rN$, a node selected uniformly at random is removed, along with all of its edges, and a new node with no connections is added into the network. Notice the coupling induced by the edges in both the growth and removal process: the increase of a degree unit occurs simultaneously in two nodes, and a deletion of a node with degree $k$ implies a degree unit loss in other $k$ nodes. See figure 1 for a sketch of this process. With this model we prioritize the analytical understanding of the coupled multiparticle stochastic resetting process over a faithful description of network evolution. The incorporation of some realistic effects is possible—e.g. the higher chances of well-connected nodes to acquire new links, the correlations between the degree and the removal probability, a variable system size $N$, or the fact that resetting event could make a node to lose not necessarily all its connections—, but they make the analytical treatment much more limited.

3. Time-dependent degree distribution

We can describe the temporal behavior of the model by studying the probabilities $p_k(t)$, the so-called degree distribution, that give the fraction of nodes with degree $k$ at time $t$ [49]. These probabilities follow the master equations

$$
\frac{dp_k}{dt} = \alpha p_{k-1} - \alpha p_k - rp_k + r(k+1)p_{k+1} - rkp_k + \delta_{k,0}r.
$$

(1)
The first two terms are associated to the uniformly random addition of a link, while the rest correspond to the resetting process. In specific, the third term encodes the direct resetting of a node of degree \( k \), while the fourth and the fifth terms correspond to the loss of one link due to the removal of a neighbor. The last term stands for the incoming flux of nodes that are reset to degree 0. Negative degrees are not allowed, so the boundary condition is \( p_{-1}(t) = 0 \). As initial condition, we choose \( p_{k}(0) = \delta_{k,0} \), that is, initially there are no links in the network.

The exact full-time solution to the master equations (1) can be obtained by means of the generating function. Introducing the time-dependent degree generating function \( g(z,t) = \sum_{k=0}^{\infty} z^{k} p_{k}(t) \), if we multiply equations (1) by \( z^{k} \) and sum over all degrees, we obtain

\[
\frac{\partial g}{\partial t} = [\alpha z - (\alpha + r)] g + r(1 - z) \frac{\partial g}{\partial z} + r,
\]

with the conditions \( g(1,t) = 1 \), which derives from the normalization of the degree distribution, and \( g(z,0) = 1 \), which derives from the initial condition. Employing the method of characteristics, the solution reads

\[
g(z,t) = \frac{1}{1-z} \left[ e^{\alpha z/\alpha} \mathcal{G} \left( (1-z)e^{-rt} \right) + \frac{r}{\alpha} \right],
\]

where \( \mathcal{G}(x) = (x - r/\alpha) \exp[\alpha/r(x-1)] \). To obtain the time-dependent degree distribution, we need to rewrite equation (3) as a power series of the auxiliary variable \( z \). To do so, we use the well-known expansions \( (1-z)^{-1} = \sum_{k=0}^{\infty} z^{k} \) and \( e^{x} = \sum_{k=0}^{\infty} x^{k} / k! \), along with the relation

\[
\sum_{k=0}^{\infty} z^{k} \sum_{m=0}^{\infty} \frac{(xz)^{m}}{m!} = e^{x} \sum_{k=0}^{\infty} z^{k} Q(k+1,x),
\]

where \( Q(a,b) \equiv \gamma(a,b)/\Gamma(a) \) is the regularized Gamma function, with \( \Gamma(a) \) the complete Gamma function and

\[
\gamma(a,b) = \int_{b}^{\infty} dx x^{a-1} e^{-x}
\]

the upper incomplete Gamma function. After some simple algebra, we arrive at our desired solution

\[
p_{k}(t) = \frac{r}{\alpha} \left[ 1 - Q(k+1, c(t)) \right] + e^{-c(t) - r c(t) k / k!},
\]

where we have introduced the function \( c(t) = \frac{r}{\alpha} (1 - e^{-rt}) \) to ease the notation.

Although the full-time solution (6) is a complicated expression, we can extract some useful information under certain limits. Let us consider first the long-time limit, where we have the stationary degree distribution

\[
p_{k}(t) \approx \frac{r}{\alpha} \left[ 1 - Q \left( k + 1, \frac{\alpha}{r} \right) \right].
\]

By virtue of the relation

\[
1 - Q \left( k + 1, \frac{\alpha}{r} \right) = e^{-\alpha/r} \sum_{m=k+1}^{\infty} \frac{(\alpha/r)^{m}}{m!},
\]

which can be proved by integration by parts, equation (7) becomes

\[
p_{k}(t) \approx \frac{r}{\alpha} e^{-\alpha/r} \sum_{m=k+1}^{\infty} \frac{(\alpha/r)^{m}}{m!} \approx \left( \frac{\alpha}{r} \right)^{k} e^{-\alpha/r} \left( k + 1 \right)!.
\]
Figure 2. In (a), temporal evolution of the degree distribution. We show the curves for several degrees, indicated in the caption, together with their stationary value, computed from equation (7). Markers come from simulations and solid lines come from equation (6). In (b), temporal evolution of the mean degree and its variance. Markers come from simulations and lines from the theory. In all simulations we use \( N = 1000 \), \( \alpha = 1 \), \( r = 0.5 \) and averages are computed over 200 independent realizations.

where in the last step we keep only the smallest value of the sum, which is at the same time the largest contribution. Using the Stirling’s formula for the factorial, we obtain the asymptotic behavior of the stationary degree distribution

\[
p_{st}^{k} \approx e^{-\alpha/r} \left( \frac{e \alpha}{r} \right)^{k} (k + 1)^{-3/2 - k},
\]

which decays much faster than an exponential \([49]\). In figure 2(a) we verify that both the analytical time-dependent degree distribution and its stationary values coincide with the values coming from the simulations of the model.

Another interesting limit to explore is the one of small reset rate \( r \). On the one hand, if we set \( r = 0 \) and solve the master equations (1), the time-dependent degree distribution is \( p_{k}(t) = (\alpha t)^{k}e^{-\alpha t}/k! \). That is, in the reset-free scenario there is no stationary state, and the network grows indefinitely. On the other hand, if we take the limit of small resetting rates in the time-dependent solution (6), we get

\[
\frac{(\alpha t)^{k}e^{-\alpha t}}{k!} + r \left[ \frac{t(\alpha t - k - 2)}{2} \left( \frac{(\alpha t)^{2}e^{-\alpha t}}{k!} + \frac{1 - Q(k + 1, \alpha t)}{\alpha} \right) \right] + O(r^2).
\]

We see that only when \( r = 0 \) equation (11) reduces to the reset-free degree distribution. As far as the resetting rate becomes finite, this no longer holds true and the system is able to tend to a well-defined stationary state. Thus, the introduction of a resetting rate, however small it may be, induces the emergence of a nonequilibrium steady-state.

Additional information of the process of network growth under stochastic resetting can be gained with the temporal evolution of the moments of the degree distributions \( \langle k^{n} \rangle(t) \equiv \sum_{k} k^{n} p_{k}(t) \). Although they could be computed directly from the full-time expression (6), a significantly easier approach is to solve the differential equation governing them. We can solve...
exactly up to arbitrary order \( n \) because the differential equations for the moments are closed. For example, after some trivial algebra, for the mean degree we obtain

\[
\frac{d \langle k \rangle}{dt} = \alpha - 2r \langle k \rangle,
\]

(12)

with initial condition \( \langle k \rangle(0) = 0 \). The solution reads

\[
\langle k \rangle(t) = \frac{\alpha}{2r} \left( 1 - e^{-2rt} \right),
\]

(13)

and it is displayed in figure 2(b), along with the standard deviation, which can be trivially calculated.

4. Percolation transition

The time-dependent degree distribution and their moments allow us to study network-wide connectivity properties during the growth process. As an illustration, we herein consider the emergence of the giant component, which is the order parameter of the percolation phase transition and is of crucial importance, because connectivity is usually assumed the first proxy for network functionality. Let us denote \( u(t) \) the probability that, at time \( t \), a node is not in the giant component via one of its links. If that node has \( k \) connections, the probability to belong to the giant component is then \( 1 - u(t) \). Averaging over the degree distribution, we obtain the size of the giant component

\[
S(t) = \sum_{k=0}^{\infty} p_k(t) \left( 1 - u(t)^k \right) = 1 - g(u,t),
\]

(14)

where \( g(z,t) \) is the time-dependent degree generating function used to solve equation (1). To solve equation (14), we need to know what is the value of \( u(t) \). This can be obtained in a recursive manner, by noting that the condition for a node to not belong to the giant component following one of its links is that the node at the end of the link we are following does not belong to the giant component via any of its other \( k - 1 \) neighbors, i.e. \( u(t)^{k-1} \). To account for the network heterogeneity, this latter quantity needs to be averaged in a similar fashion to the computation of the giant component \( S(t) \), although without the use of the degree distribution. Indeed, let \( q_k(t) \) denote the probability that a node at the end of a link has \( k \) connections at time \( t \). It then follows that \( q_k(t) \) is proportional to \( kp_k(t) \). The proportional factor must ensure the normalization of this distribution, that is, \( q_k(t) = kp_k(t) / \langle k \rangle(t) \). Hence, we reach to our self-consistent equation for \( u(t) \),

\[
u(t) = \frac{1}{\langle k \rangle(t)} \sum_{k=0}^{\infty} kp_k(t) u(t)^{k-1} = \frac{\partial g(u,t)}{\partial u} g(1,t).
\]

(15)

Note that \( u(t) = 1 \) is always a solution to equation (15) and, if plugged in equation (14), we obtain \( S(t) = 0 \). This absence of the giant component is of course consistent with the physical meaning of \( u(t) \), and it could have been guessed \textit{a priori}. When a second, non-trivial solution \( u(t) \neq 1 \) exists, we find a finite \( S(t) \). The appearance of this second solution marks the existence of a percolation-like phase transition, and occurs when the derivatives of both sides of equation (15), evaluated at \( u(t) = 1 \), are equal. In our case, the condition for criticality is given by the combination of values \((t, \alpha, r)\) that satisfy

\[
1 = \frac{2\alpha}{3r} \frac{1 - 2e^{-rt} + e^{rt}}{1 + e^{rt}}.
\]

(16)
Figure 3. In (a), size of the giant component as a function of time and the reset rate. The growth rate is $\alpha = 1$. Separating the percolating and non-percolating phases, there is the critical line $t_c(\alpha, r)$, from equation (16). In (b), temporal evolution of the size of the giant component for different values of $\alpha$ and $r$. Solid lines come from the analytical approximations equations (14) and (15), markers come from simulations. In all curves, we have considered $N = 20000$ and averages over 10 realizations.

We graphically investigate the time-dependent percolation framework developed above, in figure 3(a). We show the size giant component $S$ as a function of time and of the resetting parameter, for fixed $\alpha = 1$. We see that as resetting becomes more and more probable, the giant component needs more time to emerge and its stationary value tends to be smaller. There is a value of resetting rate, $2\alpha/3$, above which the giant component never emerges, no matter how long we wait. That is, the minimum average degree (at stationarity) for a network to display a percolating structure is $3/4$. This is somehow counterintuitive at first sight, because we would expect, on average, at least one link per node in order to find a connected subgraph traversing a large fraction of the network. Indeed, for the Erdős-Rényi model the giant component is found only if $\langle k \rangle > 1$. This conundrum is solved by looking at higher moments of the degree distribution: if $\alpha$ is large enough, or $r$ is small enough—they need to satisfy $\alpha/r > 3/2$—the fluctuations from the mean value become relevant and create nodes with large enough degrees, so the giant component can emerge even if, on average, nodes have less than one neighbor. It is not difficult to verify that the Molloy–Reed criterion [63] for the existence of the giant component precisely leads to $\langle k \rangle^{\mathrm{st}} > 3/4$.

To further evince the non-trivial impact of the growth and resetting rate on the percolation transition, in figure 3(b) we show the time evolution of the size of the giant component for several pairs $(\alpha, r)$. We see that if their ratio is the same, the curves tend to the same stationary value, as expected from the long-time limit of the degree distribution and the mean degree. However, the absolute values of $(\alpha, r)$ do have a strong impact on the critical point and on the time scale to reach the stationary value, as it can be appreciated in the ordering of the curves. We see, moreover, that theory and simulations match very well in all the cases.

5. First-passage statistics

A final point that we address is the first-passage properties of this coupled multiparticle system. Let $q_k(t)$ be the probability that at time $t$ a randomly selected node has degree $k$ without having arrived at degree $k^* > k$, and let $a_{k^*}(t)$ be the probability that at time $t$ a randomly selected node
has arrived at degree $k^*$. Mathematically, this is equivalent to setting an absorbing boundary at $k^*$, so there is no outflow probability from that state. The master equations for these quantities are

\[
\frac{dq_k}{dt} = \alpha q_{k-1} - \alpha q_k - rq_k + r(k+1)q_{k+1} - rkq_k + \delta_{k,0}r(1-a_k^+) \quad \text{for } 0 \leq k \leq k^* - 2.
\]

\[
\frac{dq_k}{dt} = \alpha q_{k-1} - \alpha q_k - rq_k - rkq_k \quad \text{for } k = k^* - 1.
\]

\[
\frac{da_k}{dt} = \alpha q_{k-1} \quad \text{for } k = k^*.
\]

The initial conditions are $q_k(0) = \delta_{k,0}$. Clearly, the first-passage time probability to the target degree $k^*$ is given by $f_{k^*}(t) = \alpha q_{k^*-1}$, with the MFPT being then $\langle t_{k^*} \rangle = \int dt f_{k^*}$. We show in figure 4(a) that the first-passage distribution obtained from the numerical solution of equations (17)–(19) match well with the results from simulations.

It is a non-trivial task to obtain the solution of the above set of equations. In order to proceed and find some analytical results regarding the first-passage statistics, we apply some approximations whose validity will be later checked. In particular, we transform the set of discrete master equations (17)–(19) into a single Fokker–Planck equation, approximating the degree as a continuous variable (see appendix for the derivation). If we define $q(k,t)$ as the continuous version of $q_k(t)$, that is, $q(k,t)$ is a probability density function that gives the probability of finding a randomly chosen node with degree $k \in [k,k+dk]$ at time $t \in [t,t+dt]$ that has not yet arrived at $k^*$, we obtain

\[
\frac{\partial q}{\partial t} = -\frac{\partial}{\partial k} [v(k)q(k,t)] + \frac{\partial^2}{\partial k^2} [D(k)q(k,t)] + rq(k,t) + r\delta(k),
\]

with the drift coefficient $v(k) = (\alpha - rk)$ and the diffusion coefficient $D(k) = (rk + \alpha)/2$. The boundary conditions are $q(k^*,t) = 0$ and $\partial_k q(k,t)|_{k=0} = 0$, and the initial condition is $q(k,0) = \delta(k)$. The survival probability is defined such that

\[
S(k^*,t) = \int_0^{k^*} dk q(k,t),
\]

that relates to the MFPT as

\[
\langle T_{k^*} \rangle = -\int_0^{\infty} dt \frac{\partial S(k^*,t)}{\partial t} = \hat{S}(k^*,s = 0),
\]

where $\hat{S}(k^*,s) = \int_0^{\infty} dte^{-st}S(k^*,t)$ is the Laplace transform of the survival probability.

In the appendix, we obtain a solution for the $\hat{S}$ in terms of special functions. However, a direct inspection of equation (20) already provides information that would hardly be obtained from the discrete master equations or grasped by analyzing directly the analytical solution. Given the growth and reset parameters, we see that the drift term vanishes at $k_{ip} = \alpha/r$. Those nodes with degrees $k < k_{ip}$ experience a positive drift toward $k_{ip}$, while, on the contrary, those with degrees $k > k_{ip}$ suffer a negative drift toward $k_{ip}$. Consequently, we anticipate different behaviors depending on whether the target degree $k^*$ is larger or smaller than $k_{ip}$. In particular, in the regime $k^* < k_{ip}$, the creation of links dominates over the resetting of nodes, and the arrival to the target degree will be relatively fast. In the regime $k^* > k_{ip}$, however, the resetting dominates and the system does not create connections quick enough in order for a node to easily reach the target degree. Thus, we expect a considerable increase in the MFPT. In fact, because the drift is degree-dependent, we expect that the larger the difference $k^* - k_{ip} > 0$,
Figure 4. In (a), first-passage time distribution to target degrees $k^* = 4, 5, \ldots, 11$. Solid lines correspond to $f_{k^*}$ computed from the numerical integration of equations (17)–(19), while markers come from simulations. The growth and reset parameters $\alpha = 2$ and $r = 0.5$. In (b), mean first-passage time computed from the analytical expression obtained in the appendix (solid lines) and from simulations (markers). From left to right, curves corresponding to $(\alpha, r) = (2, 2.5), (2, 0.5)$ and $(2, 0.2)$. In all simulations, we use networks with $N = 100$ nodes.

the more difficult will be to arrive to the target degree and the longer it will take. Likewise, the larger the difference $k_{ip} - k^* > 0$, the faster the target will be attained, hence observing a decrease in the MFPT. Note, however, that we should not wait for a non-trivial combination of $(\alpha, r)$ that minimizes the MFPT, because our system is now bounded and the non-resetting transitions are unidirectional. Hence, it is natural to suppose that $\langle T_{k^*} \rangle$ shows a concave-to-convex inflection point at $k^* = k_{ip}$ if $\alpha > r$. When $\alpha < r$ the inflection point will disappear and the MFPT will be purely convex over all target degrees $k^*$. In figure 4(b), we verify that the analytical approximation for the MFPT reproduces well the results from simulations. Indeed, we find an overall good agreement, especially in the concave region. When we enter in the convex regime, where resetting dominates, we observe that some slight differences between the prediction and simulations arise, that can be associated with the failure of the mean-field approach in capturing the full complexity of the growth and reset network process.

6. Conclusions

In summary, we have approached a central problem in network science by reformulating it as a stochastic resetting process. In doing so, we have provided insights that are relevant to both areas of research. On the one hand, network growth under node removal advances our knowledge of stochastic resetting, providing an analytically amenable model characterized by many-body variable interactions. In it, the particles’ state evolution is non-trivially coupled in the degree space: growth events can be seen as a two-particle coupling, with a simultaneous increase of one degree unit; reset events can be seen as a $(k + 1)$-particle coupling, where one node in state $k$ resets and $k$ other nodes lose one degree unit. On the other hand, we have studied several out-of-equilibrium properties of network growth with node removal, as it is customary in stochastic resetting problems.

In particular, we have obtained an exact expression for the time-dependent degree distribution, which has allowed us to elucidate network-wide properties such as the existence of a connected component occupying a macroscopic portion of the network. In addition, we have studied first-passage statistics, finding that our system does not display a minimum in the MFPT from the origin to a target state $k^* > 0$, typical of many processes with resetting [1].
Instead, we find a monotonously increasing function that, however, can present an inflection point depending on the growth and resetting rates.

There are several directions for further research. One deals with the inclusion of more realistic dynamical rules both in the network formation and in the resetting process. This would partially change the mathematical form of the master equations and the challenge would be related to solving more complicated equations that could lead to new physical insights. On these lines, it would be interesting to test the performance of different growth and reset mechanisms in reproducing the evolution of empirical networks. Another research avenue deals with a more complete characterization of the very same model presented in this article. For example, when computing first-passage statistics we could be interested in knowing the first-passage time of the \(i\)th fastest node arriving to a target. The cluster dynamics would be very interesting to be explored as well, as network growth with node removal can be seen as a highly non-trivial aggregation-fragmentation process for which writing a Smoluchowski-like equation and grasping analytical insights remain as a considerable technical challenge. Finally, we acknowledge that correlated transitions like the ones presented here are still an under-researched characteristic in stochastic resetting models. Therefore, devising new mathematically tractable models that incorporate this feature and that lend themselves to be eventually compared to empirical data is a necessary step toward a more complete, solid and useful theory of stochastic resetting.
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**Appendix. Continuous approach**

To gain insight into the first-passage problem, we proceed by applying some approximations, namely, we are treating the discrete degrees \(k\) as a continuous variable. We will see that even for small target degrees \(k^*\), hence a small effective interval, the approximation works well.

Our starting point are the master equations (17)–(19). Let \(q(k,t)\) be continuous version of \(q_k(t)\), that is, \(q(k,t)\) is a probability density function that gives us the probability of finding a node with degree \(k \in [k, k + dk]\) at time \(t \in [t, t + dt]\). We notice that we can write

\[
\frac{\partial q}{\partial t} = \Omega^+(k - \delta k)q(k - \delta k, t) + \Omega^-(k + \delta k)q(k + \delta k, t) - \left[\Omega^+(k) + \Omega^-(k) + \rho(k)\right]q(k, t),
\]

(A.1)

where \(\Omega^+(k) = \alpha\) is the growing rate, while \(\Omega^-(k) = rk\) and \(\rho(k) = r\) correspond to the resetting rates, the former due to a neighbor deletion and the latter due to the deletion of the node itself. For convenience, we leave \(\delta k\) undetermined during the calculations and set \(\delta k = 1\) at the end. Expanding both the rates and the pdf up to order \((\delta k)^2\), we arrive at

\[
\frac{\partial q}{\partial t} = -\frac{\partial}{\partial k} [v(k)q(k, t)] + \frac{\partial^2}{\partial k^2} [D(k)q(k, t)] - \rho(k)q(k, t),
\]

(A.2)
where the drift and diffusion terms are, respectively, \( v(k) = \delta k(\Omega^+(k) - \Omega^-(k)) \) and \( D(k) = \delta k^2(\Omega^+(k) + \Omega^-(k))/2 \). We have not yet incorporated the information given in master equations for the boundary degrees \( k = 0 \) and \( k = k^* \). The former can be manually introduced as a delta-like source of probability at the resetting point, \( k_{\text{reset}} \), while the former takes the form of an absorbing boundary condition. Putting all the pieces together, we are dealt with

\[
\frac{\partial q}{\partial t} = -\delta k \frac{\partial}{\partial k} \left[ (\alpha - rk)q(k,t) \right] + \frac{\delta k^2}{2} \frac{\partial^2}{\partial k^2} \left[ (rk + \alpha)q(k,t) \right] - rq(k,t) + r\delta(k - k_{\text{reset}}),
\]

(A.3)

with \( q(k^*,t) = 0 \) and \( \partial_k q(k,t)|_{k=0} = 0 \) and \( q(k,0) = \delta(k - k_0) \).

In this continuous-degree approach, the survival probability reads \( S(k^*,k_0,t) = \int_0^{k^*} \, dk \, q(k,t) \), where \( k_0 \) is the initial degree. Treating \( k_0 \) as a variable, the survival probability satisfies the backward equation

\[
\frac{\partial S}{\partial t} = (\alpha - rk) \frac{\partial S}{\partial k_0} + \frac{\delta k^2}{2} (rk + \alpha) \frac{\partial^2 S}{\partial k_0^2} - rS(k^*,k_0,t) + rS(k^*,k_{\text{reset}},t)
\]

(A.4)

with \( S(k^*,k^*,t) = 0 \) and \( \partial_k S(k^*,k_0,t)|_{k_0=0} = 0 \). Introducing the Laplace transform \( \tilde{S}(k^*,k_0,s) = \int_0^\infty \, dt e^{-st} S(k^*,k_0,t) \), we obtain

\[
(\alpha - rk) \frac{\partial \tilde{S}}{\partial k_0} + \frac{r + \alpha \delta^2 \tilde{S}}{2} - (r + s)\tilde{S}(k^*,k_0,s) = -1 - r\tilde{S}(k^*,k_{\text{reset}},t).
\]

(A.5)

The general solution to this equation is

\[
\tilde{S}(k^*,k_0,s) = \frac{r\tilde{S}(k^*,k_{\text{reset}},t) + 1}{s + r} + c_1 \, U(1,k_0) + c_2 \, \mathcal{L}(0,k_0),
\]

(A.6)

where to ease the notation we have introduced the functions \( U(x,y) = U(x + r/\alpha,x - 1 + 4\alpha/r,2y + 2\alpha/r) \), being \( U(\cdot,\cdot,\cdot) \) the confluent hypergeometric function of the second kind, and \( \mathcal{L}(x,y) = L^{\frac{1-4\alpha/r}{2}}_{-i}(2y + \alpha/r) \), being \( L^b_\alpha(\cdot) \) the generalized Laguerre polynomial. The derivative is

\[
\frac{\partial \tilde{S}}{\partial k_0} = -\frac{2}{r} (r + s) c_1 U(2,k_0) - 2 c_2 \mathcal{L}(1,k_0).
\]

(A.7)

Applying the boundary conditions, after some easy algebra we obtain

\[
c_1 = \frac{r\tilde{S}(k^*,k_{\text{reset}},t) + 1}{s + r} \frac{B_2}{A_2B_1 - A_1B_2},
\]

(A.8)

\[
c_2 = \frac{r\tilde{S}(k^*,k_{\text{reset}},t) + 1}{s + r} \frac{A_2}{A_1B_2 - A_2B_1},
\]

(A.9)

with

\[
A_1 = U(1,k^*),
\]

(A.10)

\[
B_1 = \mathcal{L}(0,k^*),
\]

(A.11)

\[
A_2 = -\frac{2}{r} (r + s) U(2,0),
\]

(A.12)

\[
B_2 = -2 \mathcal{L}(1,0).
\]

(A.13)

Note that all these quantities are constant with respect to the ‘spatial’ variable \( k_0 \) but of course do depend explicitly on the growth and reset rates, \( \alpha \) and \( r \), as well as the target degree \( k^* \) and
the time in Laplace domain $s$. Now setting $k_0 = \text{k}_{\text{reset}} = 0$, we obtain the Laplace transform of the probability that a randomly chosen node starts with no connections and arrives for first time to reach degree $k^*$. Taking the limit $s \to 0$, we have an analytical expression for the Laplace transform of the survival probability, from which we can obtain the MFPT of a randomly chosen node of an initially empty network to reach degree $k^*$.

Note that if we relax the condition $\text{k}_{\text{reset}} = 0$, the value and relative ordering of $\text{k}_{\text{reset}}, k^*$, and $k_{\text{ip}}$ (the degree value at which the drift vanishes, see main text) will impact in the behavior of the first-passage distribution and its moments. Despite being an interesting theoretical exercise, these cases do not bring new phenomenological insights with respect to the case $\text{k}_{\text{reset}} = 0$. For this reason, a careful report of all the combinations falls outside the scope of the present article, and we stick to the case of nodes losing all their links in the resetting events.
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