Research and Implementation of $\varepsilon$-SVR Training Method Based on FPGA
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Abstract: Online training of Support Vector Regression (SVR) in the field of machine learning is a computationally complex algorithm. Due to the need for multiple iterative processing in training, SVR training is usually implemented on computer, and the existing training methods cannot be directly implemented on Field-Programmable Gate Array (FPGA), which restricts the application range. This paper reconstructs the training framework and implementation without precision loss to reduce the total latency required for matrix update, reducing time consumption by 90%. A general $\varepsilon$-SVR training system with low latency is implemented on Zynq platform. Taking the regression of samples in two-dimensional as an example, the maximum acceleration ratio is 27.014 compared with microcontroller platform and the energy consumption is 12.449% of microcontroller. From the experiments for the University of California, Riverside (UCR) time series data set. The regression results obtain excellent regression effects. The minimum coefficient of determination is 0.996, and running time is less than 30 ms, which can meet the requirements of different applications for real-time regression.
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1. Introduction

Support Vector Regression (SVR) belongs to a classic application in Support Vector Machine (SVM) [1]. It has been widely used in the fields of sample regression [2], data prediction [3], fault diagnosis [4] and so on. The existing libraries for implementation of SVR, such as SVM Light and LibSVM, need to be run based on personal computers. These methods focus on the application of SVR and do not consider the underlying design of the software. With the increasing use of embedded artificial intelligence in various fields, there is an urgent need for a platform with small size, high performance, and low power consumption. Commonly used embedded artificial intelligence platforms include Advanced RISC Machine (ARM) and Field-Programmable Gate Array (FPGA). ARM-based SVR depends on the performance of hardware kernel. The development of SVR based on bare metal is difficult and time-consuming. High performance kernels usually support embedded systems with complex peripheral circuits, high power consumption and costs. All of these restrict the application of SVR in ARM. Compared with ARM, FPGA has obvious advantages, such as high flexibility, simple hardware circuit, and low power consumption. The implementation of SVR using FPGA has attracted a large number of researchers. Noronha et al. proposes a parallel FPGA implementation of the Sequential Minimal Optimization (SMO) of SVM [5]. After the parallel implementation, SVM is validated by bit-accurate simulation. Meanwhile, Lopes et al. realize parallel implementation of SVM using Stochastic Gradient Descent (SGD) algorithm on FPGA [6]. In order to model the implied volatility surface, Yaxiong Zeng et al. implement most computationally intensive parts in a FPGA,
where a 132× speedup is achieved during online prediction [7]. Matrix product is the key step in SVM, and a novel matrix-vector product approach is proposed in [8].

The training method of SVR is similar to that of SVM, thus the research on SVM is also applicable to SVR. The implementation of SVM is divided into two parts: forward inference and training. For the research of forward inference on FPGA, a high performance, low resource consuming hardware design for Support Vector Classification (SVC), and SVR is proposed in [9]. This system is implemented on a low cost FPGA and exploits the advantages of parallel processing to compute the feed forward in SVM. The method of cascade SVM in [10] is used to implement face recognition on FPGA. In [11] the authors propose a parallel hardware architecture for target detection, which applies SVM to real-time detection of targets such as faces, pedestrians, and vehicles. A low-complexity pedestrian detection framework is proposed in [12] for intelligent video surveillance systems. Jian Hua Luo et al. [13] combined SVM and Histogram of Oriented Gradient (HOG) to realize real-time pedestrian detection system design on FPGA with a small amount of resources. Early research emphasized the processing of kernel functions and the implementation of parallel computation of multiple input data and achieved significant acceleration effects. The detection object in the above applications is a fixed model. Usually the training of model is achieved through a computer, and then the model should be imported into FPGA. Therefore, if the model changes, the new model needs to be retrained on the computer to get new training parameters. In order to adapt to changes in the model, the accelerated training method based on FPGA has caused widespread concern. Papadonikolakis et al. focus on the acceleration of training phase and a geometric approach to SVM training based on Gilbert’s Algorithm is targeted, due to the high parallelization potential of the heavy computational tasks [14]. Cao Kui Kang et al. proposed a parallel scalable digital architecture of SMO, which realized online training of SVM based on FPGA [15]. The test is performed using sonar data with a maximum classification error of 8.65%. This method provides guidance for online training of SVM. For the key steps of SMO to satisfy Karush–Kuhn–Tucher (KKT) conditions during training, Jhing-Fa Wang et al. studied the implementation of SMO, which includes Intellectual Property (IP) core implementation of SMO [16], an efficient configurable chip design based on SMO acceleration training method [17], and implementation of a low cost trainable SMO mode classifier [18]. The above research adopts a development method close to the underlying layer. It still requires a lot of manpower and time. In order to reduce the FPGA-based development cycle, Afifi et al. implemented the SVM classifier for online detection of skin cancer based on Zynq platform, and the system power consumption is less than 1.5 W [19,20]. Hongda Wang et al. proposed a real-time seizure detection hardware design based on STFT for nonlinear SVM [21]. The experiment achieves a 1.7× improvement, and the total power is less than 380 mW. Tsoutsouras V uses Vivado High-Level Synthesis (HLS) to implement hardware acceleration of SVM for electrocardiogram arrhythmia detection, achieving 78× acceleration compared to software execution [22]. Based on the Zynq platform, Benkuan Wang et al. used the Least Squares Support Vector Machine (LSSVM) for online fault diagnosis of an Unmanned Aerial Vehicle (UAV) [23,24]. The Vivado HLS accelerated kernel matrix and inversion processing of LSSVM to realize data prediction and state judgment. The above research provide new ideas for hardware implementation of SVM/SVR. To our best knowledge, the existing literature does not have a systematic research and implementation of ε-SVR training method based on FPGA. Therefore, this paper studies the implementation of ε-SVR training method based on FPGA. The main contributions of this paper are as follows:

(1) In view of the complexity of the existing training method, this paper reconstructs the training framework and implementation without precision loss to reduce the total latency required for matrix update.

(2) Based on the parallel characteristics of FPGA, this paper uses the techniques of pipeline and array partition to optimize the execution of ε-SVR. A small amount of resource consumption in exchange for a significant increase in performance.
(3) A general \( \varepsilon \)-SVR training system with low latency is implemented on Zynq platform, software and hardware co-design makes this system suitable for different regression scenarios with low power consumption and high performance.

The rest of the paper is organized as follows: Section 2 describes the principles and hardware design of \( \varepsilon \)-SVR. Section 3 uses Vivado HLS to accelerate the implementation of \( \varepsilon \)-SVR based on FPGA. Section 4 describes the experimental results and compares with other platforms. Section 5 summarizes this paper and presents future work.

2. Hardware Reconstruction of \( \varepsilon \)-SVR

2.1. Principle of \( \varepsilon \)-SVR

The purpose of \( \varepsilon \)-SVR training method is to solve the regression function in a given sample space. The maximum error between predicted value and true value is less than \( \varepsilon \). It is assumed that the samples used for regression belong to the data set shown in Equation (1), wherein the number of samples is \( l \), each sample \( x_i \) belongs to the space of dimension \( d \), and \( y_i \) is the true value in one-dimensional space.

This paper takes the regression of samples in two-dimensional space as an example, as shown in Figure 1. Equation (2) is used to represent the regression function \( f(x) \) obtained from training, where \( x \) is the input samples, \( w \) is the coefficient of the regression function, \( \langle w, x \rangle \) is the kernel function, and \( b \) is the bias. The \( \varepsilon \)-SVR training method consists of determining the function \( f(x) \) and optimizing the solution to minimize the expected risk.

\[
\begin{align*}
\{(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l) | x_i \in X = R^d, y_i \in Y = R, i = 1, \ldots, l\} \\
f(x) = \langle w, x \rangle + b, w \in X, b \in R.
\end{align*}
\]

![Figure 1. Schematic diagram of \( \varepsilon \)-Support Vector Regression (SVR).](image)

According to [25], the optimization problem is expressed in Equation (3):

\[
\begin{align*}
\min_{\frac{1}{2} ||w||^2} \\
\text{subject to} \quad \{ y_i - \langle w, x \rangle - b \leq \varepsilon, \langle w, x \rangle + b - y_i \leq \varepsilon \}
\end{align*}
\]

By constructing the Lagrange equation to solve the inequality constraint problem in Equation (3), Equation (4) represents the optimal solution problem \( S \), where \( K \) represents the matrix constructed by kernel function and \( A \) represents the Lagrange multiplier.
\[
\begin{align*}
S &= \min \left\{ \frac{1}{2} A Q A^T + \begin{bmatrix} \varepsilon - y & \varepsilon + y \end{bmatrix} A^T \right\} \\
Q &= \begin{bmatrix} K & -K \\
- K & K \end{bmatrix} = K \begin{bmatrix} 1 & -1 \\
-1 & 1 \end{bmatrix} \\
A &= \alpha - \alpha^* \tag{4}
\end{align*}
\]

The coefficient \(w\) and bias \(b\) of the regression function are processed by solving the Langrange multiplier in Equation (4), and the regression function \(f(x)\) after training is expressed by the Equation (5).

\[
\begin{align*}
f(x) &= \sum_{i=1}^{l} \left( \alpha_i - \alpha_i^* \right) \phi(x_i) \phi(x) + b = \sum_{i=1}^{l} A_i K(x_i, x) + b \\
A &= \alpha - \alpha^* \tag{5}
\end{align*}
\]

\[
\phi(x_i) \phi(x) = e^{-\gamma \| x_i - x \|^2}. \tag{6}
\]

For the solution of the optimization problem in Equation (4), the commonly used method include SMO [5], SGD [6], etc. The SMO only needs to update two parameters in each iteration, which has the characteristics of small calculation amount and high precision. Therefore, it is widely used in the training method of \(\varepsilon\)-SVR. This paper refers to the training method of SMO designed in [25].

The symbol matrix \(e\) and the gradient matrix \(G\) are initialized with Equation (7).

\[
\begin{align*}
e &= \begin{bmatrix} 1 \cdots 1 \\
-1 \cdots -1 \\
l \cdots l \\
\varepsilon - y & \varepsilon + y \end{bmatrix} \\
G &= \begin{bmatrix} K - K \\
- K & K \end{bmatrix} \tag{7}
\end{align*}
\]

The indices of matrix for updating in the SMO are determined according to the working set selection proposed in [25]. Assuming that the indices of selected matrices are \(i\) and \(j\), the corresponding matrices \(A_i\) and \(A_j\) of Lagrange multiplier are updated using Equation (8). The updated results should be limited between the upper (\(H\)) and the lower (\(L\)), as shown in Equation (9).

\[
\begin{align*}
A_{new,un}^j &= A_{old}^j - G_{i,j}^* + G_{j,j}^* \\
A_{new,un}^j &= A_{old}^j - G_{i,j}^* - G_{j,j}^* \\
Quad_{i,j} &= K_{i,i} + K_{j,j} - 2K_{i,j} \\
A_{new} &= \begin{cases} 
H & A_{new,un} > H \\
A_{new,un} & L \leq A_{new,un} \leq H \\
L & A_{new,un} > L \end{cases} \tag{8}
\end{align*}
\]

The gradient matrix is updated using Equation (10) to complete a single iteration based on SMO while preparing for the next working set selection. In the next iteration of working set selection, if the maximum difference between the gradient matrix is less than the maximum error \(\varepsilon\), it indicates that the current training result satisfies the KKT condition, while the iterative training ends.

\[
\begin{align*}
G_{new}^k &= G_{old}^k + Q_{j,k} \Delta A_i + Q_{i,k} \Delta A_j \\
\Delta A_i &= A_{new}^i - A_{old}^i \tag{9}
\end{align*}
\]

Through above analysis of the \(\varepsilon\)-SVR training method, the training process based on SMO mainly includes working set selection and the update of matrix. The Lagrange multiplier matrix processed after the training is used to derive coefficient \(w\) and bias \(b\). Thereby the solution of regression function is realized. The optimized hardware design of training method will be implemented in the next section.
2.2. Hardware Design of ε-SVR

Implementation of ε-SVR consists of two parts: iterative training and inferential regression. The design of inference regression is similar to the implementation of SVM. Our team discussed the implementation of the SVM in [26]. This paper focuses on the hardware design of the training method. According to the previous analysis, the training method is an iterative process focusing on the iterative update of Lagrange multiplier and gradient matrix. As shown in Figure 2, the matrix is updated by direct hardware mapping method. The operations include addition, subtraction, multiplication, division, exponential, and comparison. The types of operations are all floating point. Data operations required for a single iteration of matrix update are shown in Table 1. According to the parameters provided in Vivado, the maximum latency corresponding to different operations is listed in Table 1. The direct hardware mapping method used in Figure 2 requires the construction of multiple floating-point arithmetic units. Assuming that the extra time consumption caused by data transfer is not considered, the total latency required for update is 657. Therefore, if the direct hardware mapping is adopted, the problems such as large amount of processing, high resource consumption, and slow efficiency will occur.

![Figure 2. Direct hardware mapping block diagram.](image)

**Table 1. Direct hardware mapping operation statistics.**

| Arithmetic        | Operations | Maximum Latency |
|-------------------|------------|-----------------|
| Addition          | 7          | 8               |
| Subtraction       | 11         | 8               |
| Multiplication    | 38         | 8               |
| Division          | 2          | 28              |
| Exponential       | 5          | 29              |
| Comparison        | 4          | 2               |

In order to solve the problems caused by direct hardware mapping, the mapping process of training needs to be improved. The optimization strategies adopted in this paper include the optimization of training framework and implementation. According to the contents of Table 1, the multiplication is the most frequent process, and division and exponential cause the largest latency. As shown in Figure 2, the process of kernel function occupies all the exponential operations and most of the
multiplication operations, which are the processes of matrix $Q$ in Equation (4) and matrix $Quad$ in Equation (8). By constructing the kernel matrix, the processing of kernel function in the original framework is eliminated. It can be known from Equation (4) that the matrix $Q$ is a symmetric matrix constructed by kernel matrix with different coefficients. Considering that direct construction will consume a large amount of storage resources, this paper replaces the matrix $Q$ with kernel matrix by the strategy of address indirect mapping. In the optimization of the implementation, according to Equation (7), the value of the matrix $e$ is 1 or $-1$. However, matrix $e$ only participates in multiplication in Equation (8), so this paper replaces the original framework with hardware operation of xor to simplify the implementation. The optimized hardware mapping block diagram is shown in Figure 3. The statistics of operations in Figure 3 are shown in Table 2. Since the process of kernel function is not required in the matrix update, the operation of exponential is reduced to zero. At the same time, the operations of multiplication are greatly reduced, and the operations of addition and subtraction are reduced by a small amount. The division and comparison belong to the main process of matrix update, which remains unchanged. Through the above optimization strategy, the total latency required for matrix update is reduced to 136, and the amount of operations and resource consumption are reduced. Then the efficiency of proposed framework is improved.

According to the optimized hardware mapping method, the $\varepsilon$-SVR training is divided into three parts: matrix initialization, iterative optimization (SMO Solver), and regression function processing.
The software flow chart of \( \varepsilon \)-SVR training designed in this paper is shown in Figure 4. The initialization module includes the initialization of gradient matrix \( G \), Lagrange multiplier \( A \), the kernel matrix \( Q \). The iterative optimization implements SMO, including working set selection and optimized matrix update. In the design of this paper, a statistics function is added to record the number of iterations. The processing of regression function is mainly dealt by deriving the coefficient \( w \) and bias \( b \).

\[
\begin{align*}
\text{Start} & \quad \rightarrow \quad \text{Update Matrix} \; A \\
\text{Initialization Of Matrix} \; Q & \quad \rightarrow \quad \text{Update Matrix} \; G \\
\text{Initialization Of Matrix} \; G & \quad \rightarrow \quad \text{Save Iteration} \\
\text{Initialization Of Matrix} \; A & \quad \rightarrow \quad \text{Compute} \; A' \\
\text{Working Set Selection} & \quad \rightarrow \quad \text{Compute} \; b \\
\text{Success?} & \quad \rightarrow \quad \text{End}
\end{align*}
\]

**Figure 4.** Flow chart of the \( \varepsilon \)-SVR training method.

\( \varepsilon \)-SVR has no limitation on the dimensions of the training samples. The difference of input data with different dimensions in the training lies in the processing of kernel matrix, and the subsequent SMO remains unchanged. In order to verify the effect of the proposed \( \varepsilon \)-SVR training method, this paper takes the curve regression of discrete samples in two-dimensional plane as an example. The coefficient of determination \( (R^2) \) is used to measure the regression effect [27]. The expression of \( R^2 \) is shown in Equation (11), where \( f_i \) is the predicted value of regression function with input value \( x_i \).

\[
\begin{align*}
\bar{y} & = \frac{1}{l} \sum_{i=1}^{l} y_i \\
R^2 & = 1 - \frac{\sum_{i=1}^{l} (y_i - f_i)^2}{\sum_{i=1}^{l} (y_i - \bar{y})^2}
\end{align*}
\]

(11)

Since the predicted value of regression function deviates from true value, the larger the deviation, the smaller coefficient of determination. Under the ideal condition, the deviation between predicted value and true value is zero, and \( R^2 \) is equal to 1, which is the optimal regression effect.

Figure 5 is the regression diagram of the \( \varepsilon \)-SVR training method proposed in this paper, including input samples and regression curve. The coefficient of determination calculated by Equation (11) is 0.970. The result shows that the training method completes the regression of given samples and achieves a good regression effect.
3. Acceleration Unit Design of ε-SVR

In applications where real-time regression is required, a single system needs to perform multiple sets of data for online training at the same time. The traditional pipelined processor cannot meet the requirements of the system while FPGA has the ability to process multiple sets of data in parallel. This paper chose to use Xilinx Zynq platform, which is divided into Process System (PS) and Program Logic (PL) in chip. This platform meets the requirements of high performance and parallelism. The Vivado HLS tools convert the original algorithm into Hardware Description Language (HDL), deploying it in the form of a custom core on PL, and PS transfers data and controls the running state of custom core through the Advanced eXtensible Interface (AXI) bus. Compared with the traditional development method, it not only saves development time, but also accelerates the implementation of training method efficiently.

The FPGA-based ε-SVR acceleration system designed in this paper is shown in Figure 6. The Application Processor Unit (APU) with dual-core Cortex-A9 in PS serves as the central controller in this system. The Central Interconnect acts as a bridge between the APU and other modules to transmit control commands. PL to Memory Interconnect is connected to Memory Interfaces for accessing external memory. The external memory used in this system is Double Data Rate 3 (DDR3) Synchronous Dynamic Random Access Memory (SDRAM). In order to reduce the usage rate of APU during sample data transmission, this system builds the Direct Memory Access (DMA) controller and an acceleration unit of ε-SVR on PL. The design proposed in this paper also supports the construction of multiple acceleration units. DMA controller automatically transfers the samples to the acceleration unit. After the acceleration unit completes the training of samples, results are selected to be stored in the PL or external memory according to the requirements of application.

In the implementation of acceleration unit of ε-SVR based on FPGA, the definition of input and output interfaces needs to be completed firstly. It can be known from Equation (1) that the input data include the values of X and Y. The parameters to be defined in the training process include C and ε. C is the cost factor, which indicates tolerance to the error and affects the regression effect after training. ε determines the width of the insensitive area of samples, which affects the number of support vectors. It is closely related to the noise of samples in the application. An additional parameter γ needs to be defined if the type of kernel function is RBF. It determines the data distribution when the samples are mapped to the high-dimensional feature space, which reflects the degree of relaxation between samples. It directly affects the number of iterations during the training process. From the above analysis, the complexity and generalization ability of training model depend on these parameters. The acceleration unit is started after the completion of transmission. After iterative training of acceleration unit, matrix $A'$ and $b$ are selected as results, which are the regression function $f(x)$. The number of iterations is outputted as optional information.
It takes at least eight clock cycles to complete three loops. This paper uses pipelining to optimize data. The traditional processing method only performs one operation in one clock cycle. Therefore, pipelining optimization for a single loop. A single loop contains reading, computing, and writing of the data initialization and the update of matrix in SMO. Figure 7 is the schematic diagram of Loop 3.1. Single Loop Optimization.

There is a large amount of loop processing on matrix in training, such as the assignment of matrix in the data initialization and the update of matrix in SMO. Figure 7 is the schematic diagram of Loop Pipelining optimization for a single loop. A single loop contains reading, computing, and writing of data. The traditional processing method only performs one operation in one clock cycle. Therefore, it takes at least eight clock cycles to complete three loops. This paper uses pipelining to optimize the execution of the loop. Thus, the data can be written, computed, and read simultaneously during processing, which improves the bandwidth of the data storage and the effective utilization.

Figure 6. Schematic diagram of the acceleration unit.
3.2. Nested Loop Optimization

In addition to single loop optimization described above, there are also a large number of nested loops in the proposed method. The type of kernel function matrix is two-dimensional, and the initialization needs to be done by nested loops. As shown in Figure 8, the nested loop optimization diagram is different from single loop optimization. The second execution of the inner loop needs to re-establish a new memory read and write operation. During the re-execution of inner loop, the memory access has an idle period for rewinding the address from end to start. Therefore, this paper adopts the rewinding strategy. As shown in Figure 9, after the inner loop is completed, the idle period is eliminated by pre-reading the data of the next loop in advance. The optimization can effectively improve the efficiency of nested loop, especially as the iteration of inner loop is frequent and it needs to be executed multiple times.

![Loop pipelining optimization](image)

**Figure 7.** Loop pipelining optimization.

![Loop pipelining without rewind](image)

for(i=0;i<3;i++)
{
    op_Read;
    op_Compute;
    op_Write;
}

![Loop pipelining with rewind](image)

**Figure 8.** Loop pipelining without rewind.

![Loop pipelining with rewind](image)

**Figure 9.** Loop pipelining with rewind.
3.3. Array Partition Optimization

The pipelined optimization is used to improve the bandwidth usage of existing memory block, but the bandwidth of on-chip memory becomes a bottleneck limiting the execution efficiency of training. From the analysis of the SMO in [5], the length of the matrix \( G \) is twice the number of samples. Usually the matrix is stored in a single BRAM, and only one element of matrix can be updated in a single cycle. In view of the fact that the matrix \( G \) needs to be updated twice, this paper adopts the strategy of array partitioning to improve the parallelism of training. As shown in Figure 10, a partition optimization diagram is performed. Compared with no optimization, the optimized design performs two matrix processing at the same time, and the number of cycles required is half of the original, which improves the execution efficiency of the design.

\[
\begin{align*}
\text{for}(i=0; i<N; i++) & \quad \text{op}_\text{Read}; \\
& \quad \text{op}_\text{Compute}; \\
& \quad \text{op}_\text{Write}; \\
\end{align*}
\]

\[
\begin{align*}
\text{for}(i=0; i<(N/2); i++) & \quad \text{op}_\text{Read}_0; \quad \text{op}_\text{Read}_1; \\
& \quad \text{op}_\text{Compute}_0; \quad \text{op}_\text{Compute}_1; \\
& \quad \text{op}_\text{Write}_0; \quad \text{op}_\text{Write}_1; \\
\end{align*}
\]

Figure 10. Array partition.

3.4. Other Optimizations

In addition to the optimization strategies proposed above, others are also used to accelerate training. Multiple matrices are initialized simultaneously using the loop merge method during the data initialization stage. In the [26], adding FIFO to the AXI4-Memory Map improves the ability of DMA to read data. Inline instructions are used in Vivado HLS to reduce the time of function calls.

The original training method is accelerated according to the optimization strategy proposed above. Figure 11 shows a flow chart with optimized annotations. Since each stage of training execution includes loop processing of matrix data, the loop pipelining optimization is applied to each stage of the flowchart, and the loop pipelining with rewind optimization is used for the nested loop. Since optimization of array partition is closely related to the type of matrix, it is suitable for the update of gradient matrix \( G \). The loop merge optimization combines multiple unrelated loops and it is suitable for the data initialization of acceleration unit.

Vivado HLS report with latency is used to evaluate the optimization results. This paper divides optimization into four levels, namely the Original (-O0), Pipelined (-O1), Array Partition (-O2), and Loop Merge (-O3). The test results are shown in Table 3. Compared with original, pipelining optimization reduces the latency of each module. Array partition reduces the time in data initialization and SMO Solver, while loop merge reduces the latency of data initialization. Since optimization level ‘-O3’ has minimal latency, it is used in subsequent experiments. In the next section, the acceleration system is implemented on the experimental platform.
According to the parallel characteristics of FPGA, additional acceleration units can be constructed to further improve the computing ability of the single chip.

From the detailed resource utilization in Table 4, the largest consumption ratio in this system is 32.27%. The occupied resources have been released while maintaining the efficiency of original. As can be seen from the detailed resource utilization in Table 4, the largest consumption ratio in this system is 32.27%. In the following optimization, in addition to the large proportion of DSP, the others remain almost unchanged. Compared with the original design, the increase in the proportion of DSP intensifies the computational power. In the resource consumption corresponding to the -O3 optimization level, DSP remains unchanged, but the consumption ratios of LUTRAM and BRAM vary little. In the next section, in addition to the large proportion of DSP, the others remain almost unchanged.

4. Experimental Results and Evaluation

The experimental platform used in this paper is XC7Z020CLG484-1 and the acceleration system in Figure 6 is implemented in Vivado. According to the previous description of the optimization of ε-SVR, the acceleration unit with different optimization levels (-O0, -O1, -O2, and -O3) is constructed. Resource, power, and running time are evaluated with other platforms. Finally, the partial dataset from the University of California, Riverside (UCR) time series is used to test the regression effect and verify the real-time performance.

4.1. Comparison of Resource Utilization

Figure 12 shows the resource utilization at different optimization levels. Table 4 lists the detailed resource utilization at the optimal level. According to Figure 12, resource utilization of no optimization is minimal among different levels. After the optimization of the -O1 level, the consumption ratios of Look-Up-Table (LUT), Flip Flop (FF), and Digital Signal Processing (DSP) increase slightly, while the consumption ratios of LUTRAM and BRAM vary little. In the following optimization, in addition to the large proportion of DSP, the others remain almost unchanged. Compared with the original design, the increase in the proportion of DSP intensifies the computational power. In the resource consumption corresponding to the -O3 optimization level, DSP remains unchanged, but the consumption ratios of LUT and LUTRAM are decreased. It shows that the architecture of acceleration unit is improved, and the occupied resources have been released while maintaining the efficiency of original. As can be seen from the detailed resource utilization in Table 4, the largest consumption ratio in this system is 32.27%.

According to the parallel characteristics of FPGA, additional acceleration units can be constructed to further improve the computing ability of the single chip.
Compared with the original design, the increase in the proportion of DSP intensifies the computational power. In the resource consumption corresponding to the -O3 optimization level, DSP remains unchanged, but the consumption ratios of LUT and LUTRAM are decreased. It shows that the architecture of acceleration unit is improved, and the occupied resources have been released while maintaining the efficiency of original. As can be seen from the detailed resource utilization in Table 4, the largest consumption ratio in this system is 32.27%. According to the parallel characteristics of FPGA, additional acceleration units can be constructed to further improve the computing ability of the single chip.

![Resource utilization at different optimization levels.](image)

**Table 4. Resource utilization at level ‘-O3’**

| Resource | Utilization | Available | Percentage (%) |
|----------|-------------|-----------|----------------|
| LUT      | 16,684      | 53,200    | 31.36          |
| LUTRAM   | 582         | 17,400    | 3.34           |
| FF       | 18,632      | 106,400   | 17.51          |
| BRAM     | 10.5        | 140       | 7.50           |
| DSP      | 71          | 220       | 32.27          |

The power consumption of the embedded system is also an important indicator. The embedded system typically has lower power consumption, allowing it to keep working for a long time in special applications. Table 5 shows the statistics table with system power consumption. The total power consumption is 2.037 W, of which PS7 consumes the most power. The ε-SVR acceleration unit consumes 0.343 W, and it is much smaller than PS7. If only the acceleration unit is running in this system, the power consumption of PS7 can be omitted. In addition, during the test, the default frequency of the Cortex-A9 core is 667 MHz, and lower power consumption (1.313 W) is achieved by reducing the core frequency (50 MHz).

**Table 5. System power consumption.**

|                                | Clocks 0.068 W | Signals 0.124 W | Logic 0.097 W | BRAM 0.012 W | DSP 0.041 W | PS7 1.531 W | PL Static 0.164 W |
|--------------------------------|----------------|-----------------|----------------|--------------|-------------|-------------|------------------|
| Total                          | 2.037 W        | 0.343 W         |                |              |             |             |                  |

In order to evaluate the rationality of the system’s resource distribution, this paper uses Xilinx Implemented Design in Vivado to obtain on-chip place and route. Different colors are used to mark the
distribution of different modules, as shown in Figure 13. This design has a better uniformity within the constraint region. However, since the kernel function of the RBF type is used in this paper, there are exponential type floating-point operations in matrix initialization, thus the matrix initialization module shown in Figure 13 occupies a large amount of resources.

![Figure 13. Place and route of proposed system.](image)

4.2. Comparison of Running Time

In this paper, the sample data in Figure 5 is used to test the running time of the \(\varepsilon\)-SVR acceleration. The running time at different optimization levels is shown in Table 6. Compared with the original, the optimization of the -O1 level significantly improves the performance, and other levels of optimization further reduce the running time. Experimental results are in agreement with the report in Table 3. Meanwhile, the running time is reduced to 13.31% compared with the original, which has an obvious acceleration effect.

| Optimization | Time (ms) |
|--------------|-----------|
| -O0          | 108.527   |
| -O1          | 16.219    |
| -O2          | 14.449    |
| -O3          | 14.445    |

Table 6. Running time at different optimization levels.

Combined with the existing test equipment in our lab, this paper uses the STM32 series of microcontrollers from STMicroelectronics to compare the running time of training. The parameters of selected microcontrollers are shown in Table 7. The PS of Zynq is capable of running a bare metal program with Xilinx SDK (Software Development Kit, 2016.4, Xilinx, San Jose, CA, USA, 2016). This paper also tests the performance of the proposed algorithm in PS. In the embedded field, energy efficiency ratio is an important factor in estimating power consumption, which is the energy consumed to perform the training method with different platforms. Therefore, the energy consumed with different platforms is listed in the last row of Table 7. It is worth noting that the low-frequency of kernel has a lower power, but the corresponding processing time is longer than high-frequency and it cannot compensate for the increase in power consumption. Therefore, the experimental results in this paper only compare the best energy consumption achieved by the kernel at the highest frequency.
The optimization flag of compiler is also an important factor affecting the efficiency of the algorithm. The speed-first compilation flag is used to get the optimal running result.

Table 7. Performance with different platforms.

| FPU      | STM32F469 | STM32F767 | XC7Z020 | XCZU9EG |
|----------|-----------|-----------|---------|---------|
|          | PS        | PL        | PS      | PL      |
| Kernel Type |           |           |         |         |
| Cortex-M4  | Single    | Single    | Single  | Double  |
| Cortex-M7  | Double    | Double    | Double  | Single  |
| Frequency (MHz) | 180      | 216       | 667     | 100     |
| Optimization | Speed    | Speed     | Speed   | Speed   |
| Time (ms)   | 205.007   | 136.810   | 30.581  | 14.445  |
| Power (W)   | 0.339     | 0.411     | 1.531   | 0.507   |
| Energy (mJ) | 69.492    | 56.229    | 46.820  | 7.324   |

1 The precision type of floating point IP core is single. 2 The cache of kernel is valid.

When we use the frequency of acceleration unit at 200 MHz in our experiments, due to problems such as the speed level of hardware, the report from Vivado HLS points out that an additional latency is needed to maintain the stability of acceleration unit. That is to say, the increase in frequency does not satisfy the extra consumption of latency. Therefore, this paper uses a new platform (ZCU102) with higher speed level. The parameters are shown in the last column of Table 7. Using the same optimization level, a new acceleration system is built on this platform. The frequency of acceleration unit is updated to 200 MHz. Experimental result shows that the running time is reduced from 14.445 to 7.589 ms. Thus, the platform with a higher speed level can further improve the performance of the acceleration unit. It can be seen from Table 7 that the running time of Cortex-M4 with the Float Point Unit (FPU) is the longest among results. The running time is greatly improved with the increase of the frequency of kernel. The test platform of Cortex-A53 kernel (1300 MHz) achieves optimal running time with the result of 14.623 ms. As can be seen from the results, the method of increasing the frequency of kernel to reduce the energy is limited, because high-frequency has more static power consumption, thus this method is not suitable for the application requiring low power. The implementation of algorithm based on FPGA reduces the energy under the premise of achieving the same performance, and the energy consumed by PL in XC7Z020 is 18.779% of PS in XCZU9EG. Compared with the platform of microcontroller, the maximum acceleration ratio is 27.014x, and the corresponding energy is 12.449% of the former. Thus, the implementation of the algorithm in this paper has higher performance and better energy consumption.

4.3. Regression Results of UCR Time Series Dataset

In this paper, two-dimensional random samples in Figure 5 were used in the previous test. In order to verify the test results of real data, this paper selects six samples from the UCR time series dataset to verify the regression effect and time consumption [28]. Figure 14 shows the samples in different types of time series datasets and the regression curves obtained by the proposed training method, where the x coordinate of samples is normalized. The training parameters, number of iterations, time consumption, and coefficient of determination are noted in Figure 14. It can be seen from the experiments for the selected time series samples that the regression results of the acceleration unit obtain an excellent regression effects, and the minimum coefficient of determination is 0.996. The time consumption is less than 30 ms, which can meet the requirements of different applications for real-time regression.
5. Conclusions

In this paper, the training method of $\varepsilon$-SVR based on FPGA was studied. The strategy was adopted to optimize the training framework and implementation. The acceleration unit design of $\varepsilon$-SVR was also optimized in combination with the parallel characteristics of FPGA. Experimental results show that the acceleration unit designed in this paper has an obvious acceleration effect, and time consumption reduced to 13.31% without precision loss.

Figure 14. Regression results of the University of California, Riverside (UCR) time series dataset.
reduced to 13.31% without precision loss. Compared with the microcontroller platform, the maximum acceleration ratio reaches 27.014 and the energy consumption is 12.449% of the microcontroller. Additional experimental results of UCR time series dataset show that the acceleration system has an excellent data regression effect for different types of time series, and the running time is less than 30 ms, which can meet the real-time requirements in different applications. However, there are also deficiencies in this design. The processing of the kernel function in the acceleration unit consumes a large amount of on-chip resources, resulting in a low resource utilization rate for the SMO module. In the future, large-scale samples require a large amount of memory resources to hold the kernel matrix. It is a significant factor affecting resource utilization. Synchronous processing of the kernel matrix is the key step in achieving SVR training method for large-scale samples, which needs to be further studied.
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