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Abstract—Neural networks are increasingly used in robotics as policies, state transition models, state estimation models, or all of the above. With these components being learned from data, it is important to be able to analyze what behaviors were learned and how this affects closed-loop performance. In this paper we take steps toward this goal by developing methods for computing control invariant sets and regions of attraction (ROAs) of dynamical systems represented as neural networks. We focus our attention on feedforward neural networks with the rectified linear unit (ReLU) activation, which are known to implement continuous piecewise-affine (PWA) functions. We describe the Reachable Polyhedral Marching (RPM) algorithm for enumerating the affine pieces of a neural network through an incremental connected walk. We then use this algorithm to compute exact forward and backward reachable sets, from which we provide methods for computing control invariant sets and ROAs. Our approach is unique in that we find these sets incrementally, without Lyapunov-based tools. In our examples we demonstrate the ability of our approach to find non-convex control invariant sets and ROAs on tasks with learned van der Pol oscillator and pendulum models. Further, we provide an accelerated algorithm for computing ROAs that leverages the incremental and connected enumeration of affine regions that RPM provides. We show this acceleration to lead to a 15x speedup in our examples. Finally, we apply our methods to find a set of states that are stabilized by an image-based controller for an aircraft runway control problem.

I. INTRODUCTION

A. Overview

In this paper we describe the Reachable Polyhedral Marching (RPM) algorithm for enumerating the affine regions of neural networks with rectified linear unit (ReLU) activation. This algorithm can then be leveraged to compute forward and backward reachable sets of neural networks. Our algorithm provides a building block for proving safety properties for autonomous systems with learned perception, dynamics, or control components in the loop. Specifically, given a set in the input space, RPM computes the set of all corresponding outputs. Similarly, given a set of outputs, RPM computes the set of all corresponding inputs under the ReLU network. We use these capabilities to compute control invariant sets and regions of attraction (ROAs) for dynamical systems represented as neural networks. Computing these sets helps roboticists (i) verify whether safety specifications on the robot state are met, (ii) identify states that will converge to some desirable equilibria, and (iii) identify regions in the state space for which a system can be controlled. Identification of these sets is an important part of the control design process, as directly synthesizing control policies that meet invariance constraints by construction is challenging [1]. If a constraint is not met, the reachable or invariant sets computed give insight into which states lead to violation of the constraints, informing targeted policy improvements.

It is well known that ReLU networks implement continuous piecewise-affine (PWA) functions, that is, the input space for a ReLU network can be tessellated into polyhedra, and over each polyhedron the neural network is affine. The RPM algorithms explicitly finds this equivalent PWA representation for a given ReLU network. Figure 1 illustrates how RPM incrementally solves for this representation. The algorithm incrementally enumerates the polyhedra and affine pieces of the PWA function by solving a series of Linear Programs (LPs), and following analytical edge flipping rules to determine neighboring polyhedra. The algorithm starts with an initial polyhedron, then solves for its neighboring polyhedra, then neighbors of neighbors, etc., until the desired input set is tessellated. In this way, our method is geometrically similar to fast marching methods in optimal control [2], path planning [3], [4], and graphics [5], [6].

We then use computational methods for PWA reachability to compute forward and backward reachable sets for each polyhedron and associated affine function. The ability to compute forward and backward reachable sets allows us to search for and construct control invariant sets and ROAs without Lyapunov tools. Finally, we also propose an ac-
celerated backward reachability procedure that leverages the connected enumeration of the RPM algorithm to restrict the number of polyhedra the algorithm searches over. We show that this accelerated procedure is guaranteed to enumerate the entire backward reachable set in the case that the deep network is a homeomorphism (a continuous bijection with continuous inverse). Checking this condition is simply done, and represents a novel general procedure for examining the invertibility of neural networks whose hidden layers are not bijections themselves.

B. Existing Work

Most existing algorithms that compute exact reachable sets of neural networks iterate through the network layer-by-layer [7], [8], [9]. The layer-by-layer approaches obtain the entire reachable set at once at the end of the computation, rather than revealing the reachable set piece by piece throughout the computation. Consequently, if the computation must end early due to memory constraints or a computer fault, no usable result is obtained. In contrast, RPM builds the reachable set one polyhedron at a time, leading to a partial, but still potentially useful result if computation is halted before the algorithm runs to completion.

The nnenum tool uses an exact reachability algorithm that is also incremental [10]. The difference between this tool and our RPM algorithm is that RPM enumerates affine regions of the neural network in a connected walk; each new region that is revealed is connected to a previous region. In contrast, the algorithm used by nnenum does not have this property; whether a new region is connected to a previous one is unknown by the algorithm. In Section VII we show how the connected enumeration property leads to an accelerated algorithm for computing ROAs. Another way to conceptualize this difference between RPM and nnenum is that RPM can also return the graph that describes which affine regions neighbor one another.

C. Contributions and Organization

In this paper, we build on the RPM algorithm to construct control invariant sets and ROAs for dynamical systems represented as neural networks. By taking this approach, we are able to compute intricate invariant sets that may be non-convex and even disconnected. In numerical examples, we compute ROAs for a learned van der Pol oscillator, and show this computation enjoys a 15x speedup because the learned dynamics are homeomorphic. We then pair RPM with the MPT3 [11] Matlab toolbox to find an a control invariant set for a learned torque-controlled pendulum. Finally, we apply our algorithm to find a set of states stabilized by an image-based airplane runway taxiing system, TaxiNet [12]. The closed-loop system is PWA with ~250,000 regions, orders of magnitude larger than PWA systems for which other non-linear stability analysis approaches have been demonstrated.

The contributions of this paper are

- Application of PWA analysis tools to compute control invariant sets and regions of attraction for dynamical systems represented as ReLU networks.
- An accelerated exact backward reachability algorithm for ReLU networks that leverages a novel method for checking the invertibility of the network.

This paper builds upon an earlier conference version [13], that first introduced the RPM algorithm to convert a ReLU network into a PWA representation. This paper improves upon [13] by (i) adding a formal proof of correctness for the main RPM algorithm, (ii) extending the RPM framework to compute control invariant sets and ROAs, and (iii) introducing an accelerated method for computing ROAs.

The paper is organized as follows. We give related work in Section II and give background and state the problem in Section III. Section IV describes the RPM algorithm and explains its derivation. In Section V we describe how RPM is used to perform forward and backward reachability computations for ReLU networks over multiple time steps. In Section VI we describe how RPM is leveraged to compute control invariant sets and ROAs. Finally, Section VII presents numerical results for computing control invariant sets and ROAs for learned dynamical systems and we offer conclusions in Section VIII.

II. RELATED WORK

Though the analysis of neural networks is a young field, a broad literature has emerged to address varied questions related to interpretability, trustworthiness, and safety verification. Much work has been dedicated to characterizing the expressive potential of ReLU networks by studying how the number of affine regions scales with network depth and width [14], [15], [16]. Other research includes encoding piecewise-affine (PWA) functions as ReLU networks [17], [18], learning deep signed distance functions and extracting level sets [6], and learning neural network dynamics or controllers that satisfy stability conditions [19], [20], which may be more broadly grouped with correct-by-construction training approaches [21], [22].

Spurred by pioneering methods such as Reluplex [23], the field of neural network verification has emerged to address the problem of analyzing properties of neural networks over continuous input sets. A survey of the neural network verification literature is given by [24]. Reachability approaches are a subset of this literature and are especially useful for analysis of learned dynamical systems.

Reachability methods can be categorized into overapproximate and exact methods. The reachable sets computed by overapproximate methods are guaranteed to capture all reachable states, but may also contain states that are unreachable. Overapproximate methods often compute neuron-wise bounds either from interval arithmetic or symbolically [25], [26], [27], [28], [29], [30]. Optimization based approaches are also used to solve for bounds on a reachable output set in [31], [32], [33], [34]. Other approaches include modeling the network as a hybrid system [35], abstracting the domain [36], and performing layer-by-layer operations
on zonotopes [37]. Closed-loop forward reachability using overapproximate methods is investigated in [38], [39], [40], [41], [42], [43]. Closed-loop backward reachability using overapproximate methods is investigated in [44], [45].

Exact reachability methods have also been proposed, although to a lesser degree. These methods either iteratively refine the reachable set by applying layer-by-layer transformations [7], [8], [9], or they solve for the explicit PWA representation and compute reachable sets from this [10], [13]. Similar layer-by-layer approaches have also been proposed to solve for the explicit PWA representation of a ReLU network [46], [47], [48].

Our RPM algorithm is an exact method, meaning that there is no conservatism in the reachable sets computed by our algorithm. Our algorithm inherits all the advantages of exact methods, but is unique in that it enumerates the reachable set in an incremental and connected walk. This makes our high-level procedure more similar to explicit model predictive control methods [49] than to other neural network reachability methods. Finally, all intermediate polyhedra and affine map matrices of layer-by-layer methods must be stored in memory until the algorithm terminates, whereas with incremental methods, once a polyhedron-affine map pair is computed it can be sent to external memory and only a binary vector (the neuron activations) needs to be stored to continue the algorithm. This is especially useful because no method has been shown to accurately estimate the number of regions without explicit enumeration. Unlike other incremental approaches, ours explores affine regions in a connected walk. As a point of distinction, this allows our algorithm to not only output the PWA representation, but for each affine region also output the neighboring affine regions.

In this paper we demonstrate how RPM can be used not only for finite-time reachability, but also for computing control invariant sets and ROAs. Computing these sets tends to be much harder than computing finite-time reachable sets, but the associated guarantees hold for all time, unlike with finite-time reachable sets. Few methods exist for computing invariant sets or ROAs for dynamical systems represented as neural networks, and most that do rely on an optimization-based search of a Lyapunov function. In [50], the authors learn a quadratic Lyapunov function using semidefinite programming that results in an ellipsoidal ROA, a drawback of which is that ellipsoids are not very expressive sets. In contrast, nonconvex ROAs can be computed by [51], [52], [53]. These methods learn Lyapunov functions for a given autonomous dynamical system and verify the Lyapunov conditions either using many samples and Lipschitz continuity or mixed integer programming. In [54], an optimization and sampling-based approach for synthesizing control invariant sets is given, but as with searching for Lyapunov functions, it may fail in finding a control invariant set when one exists. All of these methods inherit the drawbacks of Lyapunov-style approaches wherein a valid Lyapunov function may not be found when one exists, and certifying the Lyapunov conditions is challenging. In contrast to these methods, we explicitly solve for the PWA form of the dynamics, then find invariant sets using reachability methods rather than Lyapunov theory. A reachability-based approach like ours can be more constructive and reliable than Lyapunov approaches, as we show in our experiments. Lastly, a non-Lyapunov method is given in [55], where the focus is on continuous-time dynamical systems, whereas our focus is on discrete-time.

For PWA dynamics, there are specialized algorithms for computing ROAs based on convex optimization approaches for computing Lyapunov functions [56], [57], [58], [59], or reachability approaches [11], [60]. A drawback to the Lyapunov approaches for PWA dynamics is they can be too conservative and the standard approaches require the user to provide an invariant domain, which itself can be very challenging to find. Furthermore, in Section 7.2 of [56], motivating examples are given where a variety of Lyapunov approaches fail to find valid Lyapunov functions for very small PWA systems that are known to be stable.

In contrast to the Lyapunov approaches, the reachability approach requires the user to supply an initial ‘seed’ set of states that is a ROA and uses backward reachability to grow the size of the ROA. Finding a seed ROA can be difficult for general nonlinear systems, but for PWA systems can be easily found due to the dynamics being locally linear. Although reachability-based computation of invariant sets has been explored for PWA dynamical systems before [60], a novelty in our work is pairing these methods with our RPM algorithm so that they can apply to dynamical systems represented as neural networks. Our proposed method for finding ROAs of neural networks follows the backward reachability approach from the literature. In addition, we show that our backward reachability algorithm may be sped up considerably when restricting RPM to enumerate a connected backward reachable set (a feature enabled by the connected walk of the algorithm).

### III. Background and Problem Statement

We begin by formalizing a model of a ReLU network, and defining various concepts related to polyhedra, PWA functions, and dynamical systems. We then state the main problems we seek to address in this paper.

#### A. ReLU Networks

An $L$-layer feedforward neural network implements a function $y = F_\Theta(x)$, with the map $F_\Theta : \mathbb{R}^n \rightarrow \mathbb{R}^m$ defined recursively by the iteration

$$z_i = \sigma_i(W_i z_{i-1} + b_i), \quad i = 1, \ldots, L$$

(1)

where $z_0 = x$ is the input, $y = z_L$ is the output, and $z_i$ is the hidden layer output of the network at layer $i$. The function $\sigma_i(\cdot)$ is the activation function at layer $i$, and $W_i \in \mathbb{R}^{l_i \times l_{i-1}}$ and $b_i \in \mathbb{R}^{l_i}$ are the weights and biases, respectively, where $l_i$ denotes the number of neurons in layer $i$. We assume $\sigma_L(\cdot)$ is an identity map and all hidden layer activations are ReLU,

$$\sigma_i(z_i^{\text{pre}}) = [\max(0, z_i^{\text{pre}}) \cdots \max(0, z_i^{\text{pre}})]^\top,$$

(2)
where \( z_i^\text{pre} = [z_{i1}^\text{pre} \cdots z_{il}^\text{pre}]^\top = W_i z_{i-1} + b_i \) is the pre-activation hidden state at layer \( i \). We can rewrite the iteration in (1) in a homogeneous form
\[
\begin{bmatrix} z_i \\ 1 \end{bmatrix} = \sigma_i \left( \Theta_i \begin{bmatrix} z_{i-1} \\ 1 \end{bmatrix} \right),
\]
where
\[
\Theta_i = \begin{bmatrix} W_i & b_i \\ 0 & 1 \end{bmatrix} \quad \text{for} \quad i = 1, \ldots, L - 1,
\]
\[
\Theta_L = \begin{bmatrix} W_L & b_L \end{bmatrix}.
\]

We define \( \Theta = (\Theta_1, \ldots, \Theta_L) \) as the tuple containing all the parameters that define the function \( F_\Theta(\cdot) \).

Given an input \( x \) to a ReLU network, every hidden neuron has an associated binary neuron activation of zero or one, corresponding to whether the preactivation value is nonpositive or positive, respectively. Specifically, the activation for neuron \( j \) in layer \( i \) is given by
\[
\lambda_{ij}(x) = \begin{cases} 1 & \text{for } z_{ij}^\text{pre}(x) > 0 \\ 0 & \text{for } z_{ij}^\text{pre}(x) \leq 0. \end{cases}
\]

We define the activation pattern at layer \( i \) as the binary vector \( \lambda_{i}(x) = [\lambda_{i1}(x) \cdots \lambda_{il}(x)]^\top \) and the activation pattern of the whole network as the tuple \( \lambda(x) = (\lambda_1(x), \ldots, \lambda_{L-1}(x)) \). For a network with \( N = \sum_{i=1}^L l_i \) neurons there are \( 2^N \) possible combinations of neuron activations, however not all are realizable by the network due to inter-dependencies between neurons from layer to layer, as we will see later in the paper. Empirically, the number of activation patterns achievable by the network is better approximated by \( N^n \) for input space with dimension \( n \) [61].

We can write equivalent expressions for the neural network function in terms of the activation pattern. Define the diagonal activation matrix for layer \( i \) as \( \Lambda_{ij}(x) = \text{diag}([\lambda_{ij}(x) \cdots 1]^\top) \), where \( a \cdot 1 \) is appended at the end\(^1\) to match the dimensions of the homogeneous form in (3). Using the activation matrix, we can write the iteration defining the ReLU network from (3) as
\[
\begin{bmatrix} z_i \\ 1 \end{bmatrix} = \Lambda_{ij}(x) \Theta_i \begin{bmatrix} z_{i-1} \\ 1 \end{bmatrix}.
\]

Finally, the map from input \( x \) to the hidden layer pre-activation \( z_{ij}^\text{pre} \) can be written explicitly from the iteration (6) as
\[
z_{ij}^\text{pre}(x) = \theta_{ij} \left( \prod_{i=1}^{L} \Lambda_{ij}(x) \Theta_i \right) x^{1},
\]
where \( \theta_{ij} \) is the \( j \)-th row of the matrix \( \Theta_i \). Similarly, the whole neural network function \( y = F_\Theta(x) \) can be written explicitly as a map from \( x \) to \( y \) as
\[
y = \Theta_L \left( \prod_{i=1}^{L-1} \Lambda_{ij}(x) \Theta_i \right) x^{1}.
\]

\(^1\)This choice is arbitrary. Some works use the opposite convention.

It is well known that in (8), the output \( y \) is a continuous and PWA function of the input \( x \) [14], [15], [16]. Next, we mathematically characterize PWA functions and give useful definitions.

### B. Polyhedra and PWA Functions

**Definition 1 (Convex Polyhedron):** A convex polyhedron is a closed convex set \( P \subset \mathbb{R}^n \) defined by a finite collection of \( M \) halfspace constraints,
\[
P = \{ x | a_i^\top x \leq b_i, \ i = 1, \ldots, M \},
\]
where \( a_i, x \in \mathbb{R}^n, b_i \in \mathbb{R} \), and each \( (a_i, b_i) \) pair defines a halfspace constraint. Defining matrix \( A = [a_1 \cdots a_N]^\top \) and vector \( b = [b_1 \cdots b_M]^\top \), we can equivalently write
\[
P = \{ x | Ax \leq b \}.
\]

We henceforth refer to convex polyhedra as just polyhedra.

The above representation of a polyhedron is known as the halfspace representation, or H-representation. Note:
- A polyhedron can be bounded or unbounded.
- A polyhedron can occupy a dimension less than the ambient dimension (if \( (a_i, b_i) = \alpha_{ij}(-a_j, -b_j) \) for some pairs \( (i, j) \) and some positive scalars \( \alpha_{ij} \)).
- A polyhedron can be empty (\( \exists x \) such that \( Ax \leq b \)).
- Without loss of generality, the halfspace constraints for a polyhedron can be normalized so that \( ||a_i|| \in \{ 0, 1 \} \) by dividing the unnormalized parameters \( a_i \) and \( b_i \) by \( ||a_i|| \), where \( || \cdot || \) is the \( \ell_2 \) norm. \( ||a|| = 0 \) represents a degenerate constraint that is trivially satisfied if \( b_i \geq 0 \).
- An H-representation of a polyhedron may have an arbitrary number of redundant constraints, which are constraints that are implied by other constraints.

**Definition 2 (Polyhedral Tessellation):** A polyhedral tessellation \( \mathcal{P} = \{ P_1, \ldots, P_N \} \) is a finite set of polyhedra that tessellate a set \( X \subset \mathbb{R}^n \). That is, \( \cup_{i=1}^N P_i = X \) and \( |P_i \cap P_j|_n = 0 \), for all \( i \neq j \), where \( | \cdot |_n \) denotes the \( n \)-dimensional Euclidean volume of a set (the integral over the set with respect to the Lebesgue measure of dimension \( n \)).

Intuitively, the polyhedra in a tessellation together cover the set \( X \), and can only intersect with each other at shared faces, edges, vertices, etc. In the remainder of the paper when we refer to shared faces between neighboring polyhedra we mean the \( n - 1 \) dimensional polyhedron given by the set intersection \( P_i \cap P_j \).

**Definition 3 (Neighboring Polyhedra):** Two polyhedra, \( P_i \) and \( P_j \), are neighbors if their intersection has non-zero Euclidean volume in \( n - 1 \) dimensions, that is, \( |P_i \cap P_j|_{n-1} > 0 \).

Intuitively, neighboring polyhedra are adjacent to one another in the tessellation, and share a common face. A polyhedral tessellation naturally induces a graph in which each node is a polyhedron and edges exist between neighboring polyhedra.

**Definition 4 (Piecewise Affine (PWA) Function):** A PWA function is a function \( F_{\text{PWA}}(x) : \mathbb{R}^n \rightarrow \mathbb{R}^m \) that is affine
over each polyhedron in a polyhedral tessellation $\mathcal{P}$ of $\mathbb{R}^n$. Specifically, $F_{\text{PWA}}(x)$ is defined as
\begin{equation}
F_{\text{PWA}}(x) = C_k x + d_k \quad \forall x \in P_k \quad \forall P_k \in \mathcal{P},
\end{equation}
where $C_k \in \mathbb{R}^{m \times n}$, $d_k \in \mathbb{R}^m$.

Note that this requires a collection of tuples $\{(A_1, b_1, C_1, d_1), \ldots, (A_N, b_N, C_N, d_N)\}$, where $A_k, b_k$ define the polyhedron, and $C_k, d_k$ define the affine function over that polyhedron. We refer to the PWA representation in (9) as the explicit PWA representation, as each affine map and polyhedron is written explicitly without specifying the relationship between them. There also exist other representations, such as the lattice representation [62], [63] and the, so called, canonical representation [64], [65].

C. Dynamical Systems

In this paper we are concerned with analyzing dynamical systems represented by ReLU networks. Specifically, we consider the situations when the ReLU network represents the relationship between them. There also exist other dynamical systems, such as the autonomous (11) dynamical system,
\begin{align}
\dot{x}_t & = F_\theta(x_t, u_t) \quad (10) \\
\dot{x}_t & = F_\theta(x_t) \quad (11)
\end{align}

For notational convenience, in the remainder of the paper we drop the $\Theta$ subscript from $F$. We next define key concepts and state the overall problems that we seek to solve.

Definition 5 (t-Step Forward Reachable Set): Given an initial set of states $\mathcal{X}$ and a set of admissible control inputs $\mathcal{U}$, a t-step forward reachable set can be defined recursively,
\begin{align}
S_0 & = \mathcal{X} \\
S_t & = \{x_t \mid x_t = F(x_{t-1}, u_{t-1}), \forall x_{t-1} \in S_{t-1}, \forall u_{t-1} \in \mathcal{U}\}.
\end{align}

Definition 6 (t-Step Backward Reachable Set): Given a final set of states $\mathcal{X}$ and a set of admissible control inputs $\mathcal{U}$, a t-step backward reachable set can be defined recursively,
\begin{align}
S_0 & = \mathcal{X} \\
S_{-t} & = \{x_{-t} \mid x_{-t+1} = F(x_{-t}, u_{-t}), \forall x_{-t+1} \in S_{-t+1}, \forall u_{-t} \in \mathcal{U}\}.
\end{align}

The ability to compute $t$-step forward and backward reachable sets will later enable us to compute control invariant sets and regions of attraction.

Definition 7 (Control Invariant Set): Given a set of admissible control inputs $\mathcal{U}$, a control invariant set is a set of states for which there exists a sequence of control inputs such that the system state remains in the set for all time. If $S$ is a control invariant set, then
\begin{align}
x_0 \in S & \implies \exists u_0, \ldots, u_{t-1} \in \mathcal{U} \text{ s.t. } x_t \in S \quad \forall t \in \mathbb{N}
\end{align}
where $x_t = F(x_{t-1}, u_{t-1})$ and $\mathbb{N}$ is the natural numbers.

Definition 8 ((Invariant) Region of Attraction): Given an autonomous dynamical system $x_{t+1} = F(x_t)$, an invariant region of attraction (ROA) is a set of states that asymptotically converges to an equilibrium state $(x_{eq})$ and for which sequences of states remain for all time. If $S$ is an ROA, then
\begin{align}
x_0 \in S & \implies x_t \in S \quad \forall t \in \mathbb{N} \\
x_0 \in S & \implies \lim_{t \to \infty} x_t = x_{eq}
\end{align}

where $x_t = F(x_{t-1})$.

In this paper we seek to solve the following problems.

Problem 1: Given a ReLU network $y = F(x)$ and a polyhedral input set $\mathcal{X} \subset \mathbb{R}^n$, compute the forward reachable set $\mathcal{Y}$. Similarly, given a polyhedral output set $\mathcal{Y} \subset \mathbb{R}^m$, compute the backward reachable set $\mathcal{X}$.

Problem 2: Given a ReLU network that implements a discrete-time dynamical system $x_{t+1} = F(x_t)$ and state domain $\mathcal{X}$, identify the existence of stable fixed-point equilibria $x_{eq}$ and compute associated ROAs.

Problem 3: Given a ReLU network that implements a discrete-time dynamical system $x_{t+1} = F(x_t, u_t)$, a state domain $\mathcal{X}$, and set of admissible inputs $\mathcal{U}$, compute a control invariant set (if one exists).

Problem 4: Given a ReLU network that implements a function $y = F(x)$, determine whether the network is a homeomorphism (bijection with continuous inverse).

In the next section we describe the RPM algorithm for transcribing the ReLU network function $y = F_\theta(x)$ into its equivalent explicit PWA representation $y = F_{\text{PWA}}(x)$. We then address the solution of the above problems in the subsequent sections.

IV. FROM RELU NETWORK TO PWA FUNCTION

First, we seek to construct the explicit PWA representation of a ReLU network. Our method enumerates each polyhedral region and its associated affine map directly from the ReLU network. In Sec. IV-A we show how polyhedra and affine maps are computed from the activation pattern of a ReLU network. In Sec. IV-B we show how polyhedral representations are reduced to a minimal form, which is used in Sec. IV-C to determine neighboring polyhedra given a current polyhedron. This leads to a recursive procedure, that we call Reachable Polyhedral Marching (RPM), in which we explore an expanding front of polyhedra, ultimately giving the explicit PWA representation, as explained in Sec. IV-D.

A. Determining Polyhedral Regions from Activation Patterns

We show here that the network activation pattern $\lambda(x)$ from (3) has a one-to-one correspondence with the regions of the polyhedral tessellation underlying the ReLU network. We show how to explicitly extract the half-space constraints defining the polyhedron from the activation pattern.

Consider the expression for the preactivation value $z_{ij}^{\text{pre}}$ in (7). We can re-write this equation as
\begin{equation}
z_{ij}^{\text{pre}} = [\bar{a}_{ij} - \bar{b}_{ij}] \begin{bmatrix} x \\ 1 \end{bmatrix},
\end{equation}
where
\begin{equation}
[\bar{a}_{ij}^{-\top} - \bar{b}_{ij}] = \theta_{ij} \left( \prod_{l=1}^{i-1} \Lambda_{(l)}(x)\Theta_l \right).
\end{equation}
The activation $\lambda_{ij}$ is decided by the test $z_{ij}^{\text{pre}} > 0$, which we can write as $\bar{a}_{ij}^\top x > b_{ij}$, defining a halfspace constraint in the input space. Specifically, we have the following cases,

$$\begin{align*}
\bar{a}_{ij}^\top x > b_{ij} & \quad \text{if } \lambda_{ij} = 1 \\
\bar{a}_{ij}^\top x \leq b_{ij} & \quad \text{if } \lambda_{ij} = 0.
\end{align*}$$

This defines a halfspace constraint, that may or may not be open (due to the strict ‘$>$’ inequality). However, on the boundary $\bar{a}_{ij}^\top x = b_{ij}$, we have $z_{ij}^{\text{pre}} = 0$ from (12), leading to the post activation hidden state $z_{ij} = \lambda_{ij}z_{ij}^{\text{pre}} = 0$. We see that the value of the activation $\lambda_{ij}$ is irrelevant on the boundary, as the post activation state evaluates to zero regardless. We can therefore replace the ‘$>$’ with ‘$\geq$’ in (14) without loss of generality.

Finally, to obtain the standard normalized form for a halfspace constraint $(\bar{a}_{ij}^\top x \leq b_{ij})$, we define

$$\begin{align*}
a_{ij} &= (1 - 2\lambda_{ij})\frac{\bar{a}_{ij}}{|\bar{a}_{ij}|} \quad (15a) \\
b_{ij} &= (1 - 2\lambda_{ij})\frac{b_{ij}}{|\bar{a}_{ij}|}. \quad (15b)
\end{align*}$$

where, in the degenerate case when $\bar{a}_{ij} = 0$, we define $a_{ij} = 0$ and $b_{ij} = b_{ij}$. Hence, we obtain one halfspace constraint $\bar{a}_{ij}^\top x \leq b_{ij}$ for each neuron activation state $\lambda_{ij}$.

Given a specific input $x$, we can then take the resulting activation pattern of the network $\lambda(x)$, and directly extract the halfspace constraints that apply at that activation state from (14). In fact, (13) shows that $(a_{ij}, b_{ij})$ are actually functions of the activation patterns at earlier layers in the network. Indeed, consider perturbing $x$ as $x' = x + \delta$. The halfspace constraints $(a_{ij}, b_{ij})$ will remain fixed under this perturbation until $\delta$ is large enough to change the activation pattern of an earlier layer $\lambda(l), l < i$. Consider the set of all such perturbed input values $x$ that do not result in a change in any neuron activation. We have

$$P_{\lambda} = \{x \mid a_{ij}^\top x \leq b_{ij} \quad i = 1, \ldots, L - 1, \quad j = 1, \ldots, l_i\}, \quad (16)$$

which is a polyhedron. We see that for each activation pattern $\lambda$, there exists an associated polyhedron $P$ in the input space over which that activation pattern remains constant. The procedure for determining the polyhedron associated with an activation pattern is formalized in Algorithm 1. A unique activation pattern $\lambda_k$ can then be defined for each affine region $k$. To be clear, we refer to the activation pattern for region $k$ as $\lambda_k$, and use subscripts in parentheses to refer to the specific layer and neuron activation values. Lastly, for a fixed activation pattern, from (8) the ReLU network simplifies to the affine map $y = C_kx + d_k$ where

$$[C_k \quad d_k] = \Theta_L\left(\prod_{i=1}^{L-1} A_{k, (i)}(x)\Theta_i\right). \quad (17)$$

### B. Finding Essential Constraints

As mentioned previously, a polyhedron may have redundant constraints. We find that many of the constraints for the polyhedron $P_k$ generated by $\lambda_k$ are either duplicates or redundant, and can thus be removed. We define more formally the concepts of duplicate and redundant constraints.

**Definition 9 (Duplicate Constraints):** A constraint $a_{ij}^\top x \leq b_{ij}$ is duplicate if there exists a scalar $\alpha > 0$ and a constraint $\alpha a_{ij}^\top x \leq \alpha b_{ij}$ for $i < j$, such that $a_{ij}^\top x = \alpha a_{ij}^\top x$. A constraint is redundant if the feasible set does not change upon its removal. An essential constraint is not redundant.

We next describe how to remove the redundant constraints in a H-representation, leaving only the essential halfspace constraints. We first normalize all constraints, remove any duplicate constraints, and consider the resulting H-representation $Ax \leq b$. To determine if the remaining $i^{\text{th}}$ constraint is essential or redundant, we define a new set of constraints with the $i^{\text{th}}$ constraint removed,

$$\tilde{A} = [a_1 \ldots a_{i-1} a_{i+1} \ldots a_M]^\top, \quad (18a)$$

$$\tilde{b} = [b_1 \ldots b_{i-1} b_{i+1} \ldots b_M]^\top, \quad (18b)$$

and solve the linear program

$$\max x \quad a_{ij}^\top x \quad (19a)$$

subject to $\tilde{A}x \leq \tilde{b}. \quad (19b)$

If the optimal objective value is less than or equal to $b_i$, constraint $i$ is redundant. Note, it is critical that any duplicate constraints are removed before this procedure. We formalize this procedure in Algorithm 2.

In the worst case, a single LP must be solved for each constraint to determine whether it is essential or redundant. However, heuristics exist to practically avoid this worst case complexity. For computational efficiency, Algorithm 2 can be modified to first identify and remove a subset of redundant constraints using the bounding box heuristic [66]. We observe that this can result in identifying as many as 90% of the redundant constraints. We find that other heuristics such as ray-shooting do not improve performance in our tests.

### C. Determining Neighboring Activation Patterns

Consider two neighboring polyhedra $P_k$ and $P_{k'}$ such that their shared face is identified by $a_{ij}^\top x = b_{ij}$ and $a_{ij}^\top x \leq b_{ij}$ is an essential constraint for $P_k$, while $-a_{ij}^\top x \leq -b_{ij}$ is an essential constraint for $P_{k'}$. We call $a_{ij}^\top x \leq b_{ij}$ the neighbor constraint. Given the neuron activation pattern $\lambda$ for $P_k$, we next describe a procedure to find the activation

---

**Algorithm 1: Polyhedron from Activation Pattern**

**Input:** $\lambda$

**Output:** $A, b$

1. $k \leftarrow 1$

2. for $i = 1, \ldots, L - 1, \quad j = 1, \ldots, l_i$

3. $a_{ij}, b_{ij} \leftarrow (13)$

4. $a_{ij}, b_{ij} \leftarrow (15)$

5. $A[k, :], b[k] \leftarrow a_{ij}, b_{ij}$

6. $k \leftarrow k + 1$

7. end

8. return $A, b$
Algorithm 2: Essential H-representation

**Input:** \( \lambda, b \)

**Output:** \( A \), \( b \)

1. \( A, b \leftarrow \text{Algorithm 1} \)
2. \( A, b \leftarrow \text{remove duplicate constraints of } A, b \)
3. \( \tilde{A}, \tilde{b} \leftarrow A, b \) \( \triangleright \) make copy of \( A, b \)
4. for \( a_i, b_i \in A, b \) do
5.     \( \tilde{A}, \tilde{b} \leftarrow \text{remove } a_i, b_i \text{ from } \tilde{A}, \tilde{b} \)
6.     \( p^* \leftarrow \text{optimal objective value of } (19) \)
7.     if \( p^* > b_i \) then
8.         add \( a_i, b_i \) back to \( \tilde{A}, \tilde{b} \)
9.     end
10. end
11. \( A, b \leftarrow \tilde{A}, \tilde{b} \)
12. return \( A, b \)

where \( P_k \subset \{ x \mid a^T_{\eta} x \leq b_\eta \} \). Then,

1. if \( [a_{k,ij}^T - b_{k,ij}] \neq \alpha [a_{\eta}^T - b_\eta] \) for some \( \alpha \in \{0,1\} \),
   the activation of neuron \( ij \) does not change, \( \lambda_{k,ij} = \lambda_{k',ij} \).

2. if \( [a_{k,ij}^T - b_{k,ij}] = \alpha [a_{\eta}^T - b_\eta] \) for some \( \alpha \in \{0,1\} \),
   then \( [a_{k',ij}^T - b_{k',ij}] = \alpha [a_{\eta}^T - b_\eta] \) for some
   \( \alpha \in \{-1,0\} \), and the activation \( \lambda_{k',ij} \) should be set to
   ensure this holds.

The proof for Theorem 1 is in the Appendix. Then, the procedure to generate a neighboring activation pattern is defined in Algorithm 3. We present Algorithm 3 in as simple a manner as possible, however, for a more efficient approach, one need not loop over all neurons in the network, but only those that meet condition 2) of Theorem 1.

Algorithm 3: Neighboring Activation Pattern

**Input:** \( \lambda_k, a_\eta, b_\eta, \Theta \)

**Output:** \( \lambda_{k'} \)

1. \( \lambda_{k'} \leftarrow \lambda_k \) \( \triangleright \) Initialize neighbor region \( \lambda \)
2. for \( i = 1, \ldots, L - 1, j = 1, \ldots, l_i \) do
3.     \( a_{k',ij}, b_{k',ij} \leftarrow (15) \)
4.     if \( a_{k',ij} = a_\eta \) and \( b_{k',ij} = b_\eta \) then
5.         \( \lambda_{k',ij} \leftarrow \neg \lambda_{k,ij} \)
6.     else if \( a_{k',ij} = 0 \) and \( b_{k',ij} = 0 \) then
7.         \( \lambda_{k',ij} \leftarrow 0 \)
8. end
9. return \( \lambda_{k'} \)

D. Reachable Polyhedral Marching

Building on Algorithms 2 & 3 we now define our main algorithm, Reachable Polyhedral Marching (RPM) in Algorithm 4 for explicitly enumerating all polyhedra in the input space of a ReLU network, resulting in the explicit PWA representation. First we start with a polyhedral set of inputs and we would like to enumerate affine regions over. This set of inputs can also be \( \mathbb{R}^n \), but in most applications it makes sense to consider a bounded set of inputs. Then, we find an initial
point within the input set and evaluate the network to find the activation pattern. From this, the essential H-representation is found using Algorithm 2. For each essential constraint we generate a neighboring activation pattern using Algorithm 3.

The process then repeats with each new neighboring activation pattern being added to a working set. For a given starting polyhedron each neighbor polyhedron is enumerated, and since all polyhedra are connected via neighbors, Algorithm 4 is guaranteed to enumerate every polyhedron in the input space. Figure 2 illustrates the steps of RPM and Figure 1 shows the result of applying Algorithm 4 to a ReLU network trained to model a quadratic function.

The bulk of the computation for Algorithm 4 is dedicated to solving the LPs needed to retrieve the essential H-representation for each polyhedron (Algorithm 3). In the worst case, for each polyhedron in the input space, Algorithm 4 solves an LP for each neuron in the network. As noted in Section III-A, the number of polyhedra for the algorithm to explore scales according to $O(N^n)$ where $N$ is the number of neurons and $n$ is the dimension of the input space. Thus, in the worst case, the number of LPs solved by the algorithm scales according to $O(N^{2n})$. This exponential complexity in the input dimension is unsurprising and is inherent to the exact analysis of ReLU neural networks [23].

**Algorithm 4: Reachable Polyhedral Marching**

**Input:** $\lambda_0$, $\Theta$

**Output:** Explicit PWA representation

1. $PWA = \emptyset$; visited = $\emptyset$
2. working set = $\{\lambda_0\}$

3. while working set $\neq \emptyset$

4. $\lambda_k \leftarrow$ pop next $\lambda$ off working set

5. $A_k, b_k \leftarrow$ Algorithm 2 $\triangleright$ Retrieve essential H-rep

6. $C_k, d_k \leftarrow$ Equation (17) $\triangleright$ Retrieve affine map

7. push $(A_k, b_k, C_k, d_k)$ onto PWA

8. for $a_{k,i}, b_{k,i} \in A_k, b_k$ do

9. $\lambda_{k'} \leftarrow$ Algorithm 3 $\triangleright$ a$_{k,i}$, b$_{k,i}$

10. if $\lambda_{k'}$ $\notin$ visited $\cup$ working set then

11. push $\lambda_{k'}$ onto working set

12. end

13. end

14. push $\lambda_k$ onto visited

15. end

16. return PWA

V. REACHABILITY

A. Forward Reachability

The forward reachable set of a PWA function over some input set is simply the union over the forward reachable sets of each polyhedron comprising the input set. The image of a polyhedron under an affine map is

$$P_{image} = \{y \mid y = Cx + d, \quad Ax \leq b\}. \quad (20)$$

For invertible $C$, the H-representation of the image is

$$P_{image} = \{y \mid AC^{-1}y \leq b + AC^{-1}d\}. \quad (21)$$

In the case the affine map is not invertible, more general polyhedral projection methods such as block elimination, Fourier-Motzkin elimination, or parametric linear programming can compute the H-representation of the image [67], [68]. Our implementation uses the block elimination projection in the case of a non-invertible affine map [69].

Our RPM algorithm is used to perform forward reachability as follows. We first specify a polyhedral input set whose image through the ReLU network we want to compute. This is a set over which to perform the RPM algorithm. For each activation pattern $\lambda_k$ we also compute the image of $(A_k, b_k)$ under the map $y = C_kx + d_k$. To do this, an additional line is introduced between lines 9 and 10 of Algorithm 4

$$(A_k, d_k)_{\text{forward}} \leftarrow \text{project}(A_k, d_k, C_k, d_k) \quad (22)$$

where project($A, b, C, d$) applies (21) if $C$ invertible and block elimination on (20) otherwise.

B. Backward Reachability

The preimage of a polyhedron under an affine map is

$$P_{pre} = \{x \mid y = Cx + d, \quad Ay \leq b\} \quad (23a)$$

$$= \{x \mid ACx \leq b - Ad\}. \quad (23b)$$

Like forward reachability, performing backward reachability only requires a small modification to Algorithm 4. We first specify a polyhedral output set whose preimage we would like to compute. For each activation pattern $\lambda_k$, we then compute the intersection of the preimage of the given output set under the map $C_kx + d_k$ with $P_k$ (the polyhedron for which the affine map is valid). Two additional lines are thus introduced between lines 9 and 10 of Algorithm 4

$$P_{pre} \leftarrow \text{Equation 23b}$$

$$(A_k, b_k)_{\text{backward}} \leftarrow P_k \cap P_{pre}. \quad (24a)$$

Multiple backward reachable sets can be solved for simultaneously at the added cost of repeating (24a) and (24b) for each output set argument to Algorithm 4.

Finally, we address the issue of finding $t$-step forward and backward reachable sets for a dynamical system represented as a neural network, $x_{t+1} = F(x)$. For a ReLU network that is applied iteratively over $t$ time steps, $x_t = F \circ \cdots \circ F(x_0)$. Thus, we can concatenate the ReLU network $F$ with itself $t$ times, forming one larger network representing a $t$-step update. If the original network $F(x)$ has $r$ hidden layer neurons and $N$ layers, the concatenated network has $tr$ neurons and $Nt + 1$ layers. We then simply perform RPM for forward or backward reachability on the concatenated network. Thus, computing a $t$-step reachable set is as expensive as computing a 1-step reachable set for a network with $t$ times the depth.

VI. INVARIANT SETS

A. Control Invariant Sets

In this subsection we discuss a strategy for computing control invariant sets once we have the PWA representation of a dynamical system $x_{t+1} = F(x_t, u_t)$. This strategy for
computing control invariant sets is implemented in MPT3 specifically for PWA dynamical systems [11]. First, we note that for some state transition functions \( F \), there may not exist a control invariant set. Existence of such a set depends on the state domain \( X \) and the set of admissible control inputs \( U \), as well as the specific effect of control inputs on the state transitions given by \( F \). If a control invariant set exists, it can be computed via the following recursion which uses backward reachability,

\[
X_0 = X \\
X_{i+1} = \{ x \mid F(x, u) \in X_i, u \in U \},
\]

for a compact polyhedral state domain \( X \) and set of admissible inputs \( U \). If \( X_{i+1} = X_i \), then \( X_i \) is control invariant.

### B. Regions of Attraction

In this subsection we specifically consider the problem of computing invariant ROAs given a ReLU network that represents an autonomous dynamical system \( x_{t+1} = F(x_t) \). One of the most common goals in designing a control policy is to stabilize the system around some equilibrium. By identifying a ROA, we are identifying a set of states which is stabilized.

The strategy we use to compute ROAs is as follows. We first use RPM to enumerate each affine region of \( F \) and within each region check for the existence of a stable fixed point. If one is found, we then compute a small ‘seed ROA’ around this equilibrium. Then we use backward reachability to find the \( t \)-step backward reachable set of the seed ROA, which itself is guaranteed to be an ROA (see [60]). The volume of the resulting ROA grows as more backward reachability steps are taken. Thus, the maximal ROA is better approximated by using more backward reachability steps.

In the following subsections we detail the procedure for finding fixed points, checking whether they are stable equilibria, and computing seed ROAs. We also describe how the computation of the ROA can be accelerated by exploiting the connected walk of RPM, and under what conditions this accelerated method captures the same result as the original method. Finally, as with control invariant sets, there are some dynamical systems for which no ROA exists. However, in our outlined procedure, the time taken to find fixed points (if they exist) is a small fraction of the time taken to find the ROA through backward reachability. Thus, verifying that no ROA exists can be accomplished with relative ease (compared to verifying that no control invariant set exists, for example).

1) **Finding Fixed Points:** To find fixed points of a ReLU network we use RPM to solve for the explicit PWA representation and for each region \( k \) solve the following system of equations for \( x \).

\[
C_k x + d_k = x
\]

We consider \( x \) a fixed point if it is the unique solution of (26) and lies on the interior of \( P_k \). A fixed point in \( P_k \) is a stable equilibrium if \( C_k \) is a stable dynamics matrix. That is, if the eigenvalues of \( C_k \) have magnitude strictly less than one. When all eigenvalues have magnitude strictly less than one, trajectories near the fixed point will asymptotically converge.

2) **Finding Seed ROAs:** For our backward reachability algorithm we require a polyhedral seed ROA to start from. Once a stable fixed point is located we translate the corresponding affine system to a linear one via a coordinate transformation. We can then use existing techniques for computing invariant polyhedral ROAs of stable linear systems [70]. Once a polyhedral ROA is found it can be scaled up or down to ensure it is a subset of the polyhedron for which the local affine system is valid. Then, it is well known that the backward reachable set of an invariant set is also an invariant set [60]. Thus by finding the backward reachable set of the seed ROA, we grow the ROA.

### C. An Accelerated Procedure

The backward reachability algorithm as previously presented can be made more efficient if RPM is restricted to only enumerated a connected backward reachable set. For instance, since we know the fixed point \( x_{eq} \) must be in the ROA, initializing RPM at the fixed point and then only computing a connected backward reachable set of the seed ROA can restrict the number of polyhedra explored by RPM significantly. In this case, we can alter the backward reachabilty algorithm to only add neighbor polyhedra to the working set if they are neighbors of a polyhedron known to be in the backward reachable set.

The resulting set of states found by this procedure still converges to the equilibrium, but since we may not be computing the entire backward reachable set of the seed ROA, it may not be an invariant set. Next we consider sufficient conditions for this accelerated procedure to still produce an ROA which is an invariant set.

It is known that the backward reachable set of a connected set will also be connected if the function mapping between the input and output spaces is a homeomorphism.

**Definition 11 (Homeomorphism):** A function \( f : X \to Y \) between two metric spaces is a homeomorphism if (i) \( f \) is bijective, (ii) \( f \) is continuous, (iii) \( f^{-1} \) is continuous. Furthermore, the composition of homeomorphisms is also a homeomorphism.

Specific conditions for a PWA function to be homeomorphic are given in [71].

**Theorem 2 (Homeomorphic PWA Functions [71]):** For affine maps \( C_k x + d_k \) of regions \( P_k \in P \), let \( C[r] \) denote the matrix consisting of the first \( r \) rows and columns of \( C \). If for each \( r = 1, \ldots, n \),

\[
\text{sgn} \ det(C_k[r]) = \sigma_r \quad \forall k
\]

where \( \sigma_r \neq 0 \) and \( \text{sgn} \ det() \) is the sign of the determinant, then the PWA function is a homeomorphism.

Note that all \( C_k \) nonsingular is a necessary but insufficient condition. This theorem gives us a simple way to check whether a ReLU network is a homeomorphism once we have obtained the explicitly defined PWA function.
Thus, if the ReLU network defining the dynamical system is a homeomorphism, then restricting RPM to enumerate a connected backward reachable set of the seed ROA results in no loss of generality and the set obtained remains invariant. In our examples we explore the effect of this accelerated procedure and show that it can lead to dramatic decreases in computation time. The computation time saved is roughly the ratio between the number of polyhedra in the connected backward reachable set and the number of polyhedra over the entire state domain $\mathcal{X}$. Depending on the definition of the state domain, this ratio can be quite extreme.

Our method of decomposing ReLU networks into their explicit PWA representations using RPM and checking the homeomorphism condition is, to the best of our knowledge, the first approach for determining the invertibility of an arbitrary ReLU network. This procedure for checking invertibility may find use beyond the problems studied in this paper, like in training normalizing flow models [72].

VII. EXAMPLES

All examples are run on a desktop computer with AMD Ryzen 5 5600X 3.7 GHz 6-Core processor and 16GB of RAM. Our implementation uses the GLPK open-source LP solver and the JuMP optimization package [73]. The polyhedron coloring in plots is random.

Given that answering queries about exact reachable sets of ReLU neural networks is NP-complete [23], the application of the methods presented in this paper is constrained by (i) the size of the neural network to analyze and (ii) the properties one wishes to verify. When only a single-step reachability computation is needed, as in verifying open-loop safety properties of a learned policy, the ReLU networks can be moderately sized. With multi-step reachability computations, such as in Examples VII-A, VII-B, VII-C the ReLU networks are smaller since the network is concatenated with itself for each desired reachability step.

A. van der Pol Oscillator Example

In this example we illustrate ROA computation for a learned reverse-time van der Pol oscillator. These dynamics give rise to a bounded, nonconvex ROA (the boundary is the limit cycle). We train a ReLU network to learn a 10 Hz discrete-time model from the continuous-time model, thus, if the ReLU network defining the dynamical system is a homeomorphism, then restricting RPM to enumerate a connected backward reachable set of the seed ROA results in no loss of generality and the set obtained remains invariant.

We show the resulting 5, 10, 15, 20, 25, and 30-step ROAs in Figure 5. Note that in this example we compute a $t$-step ROA without needing intermediate ROAs by simply concatenating $t$ dynamics networks. However, we show multiple ROAs for illustration. By verifying the learned dynamics function is homeomorphism, we can run RPM on a restricted domain, providing a significant computational speedup. In Table II we report the number of regions in the resulting ROAs as well as the number of regions explored by the backward reachability algorithm with and without leveraging the homeomorphic property of the network. The results in the table indicate a 15x speedup is gained by leveraging the knowledge that the ROA will be connected since the seed ROA is connected and the network is homeomorphic.

B. Pendulum Example

In this example we pair our RPM tool with the popular multi-parametric toolbox (MPT3) [11] to find a control invariant set for a learned pendulum model. We first learn a ReLU network that models the continuous-time dynamics without needing intermediate ROAs by simply concatenating $t$ dynamics networks. However, we show multiple ROAs for illustration. By verifying the learned dynamics function is homeomorphism, we can run RPM on a restricted domain, providing a significant computational speedup. In Table II we report the number of regions in the resulting ROAs as well as the number of regions explored by the backward reachability algorithm with and without leveraging the homeomorphic property of the network. The results in the table indicate a 15x speedup is gained by leveraging the knowledge that the ROA will be connected since the seed ROA is connected and the network is homeomorphic.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Steps & # in ROA & \# Explored & Time (s) & # Explored & Time (s) \\
\hline
1 & 500 & 594 & 5 & 7362 & 98 \\
10 & 2525 & 2735 & 42 & 33,946 & 627 \\
15 & 6560 & 6898 & 157 & 85,217 & 2280 \\
25 & 20,949 & 21,554 & 954 & -- & -- \\
30 & 32,753 & 33,500 & 1956 & -- & -- \\
\hline
\end{tabular}
\caption{van der Pol ROA}
\end{table}

\begin{equation}
X_0 = \mathcal{X} \quad (29a)
\end{equation}

\begin{equation}
X_{i+1} = \{x \mid f(x) \in X_i\} \quad (29b)
\end{equation}

for a compact polyhedral domain $\mathcal{X}$, which in this case is the rectangle $x_1 \in [-2.5,2.5], x_2 \in [-3,3]$. After running this recursion in MPT3 for 200 steps (9 hours), an invariant set was not found and we terminated the procedure. Our backward reachability approach, leveraging the homeomorphic property of the dynamics, is much more reliable for finding ROAs. Furthermore, our approach allows the user to trade-off between computation time and size of the ROA, whereas the standard Lyapunov approach is “all or nothing”.

\begin{equation}
\dot{\theta} = \frac{u + mgl \sin \theta}{ml^2} \quad (30)
\end{equation}
Fig. 3: 5, 10, 15, 20, 25, and 30-step regions of attraction (ROAs) for the learned van der Pol system. The learned dynamics network is continuously invertible, implying that preimages of connected sets are connected. This property restricts the space explored with RPM, resulting in a 15x speedup in ROA computation. The black line represents the boundary of the true continuous-time maximal ROA.

as a discrete-time model where \( m = 1 \text{kg}, \ g = 9.81 \text{m/s}^2, \ l = 1 \text{m}, \) and \( \theta \) is measured clockwise from the upright position. Details of the learned dynamics network are in Table III.

**TABLE III: Pendulum Dynamics Analysis**

| Layer Sizes | Number of Affine Regions | Time to Enumerate Affine Regions |
|-------------|--------------------------|---------------------------------|
| 3, 16, 16, 2 | 217 Regions             | 3 Seconds                       |

We then use MPT3 to compute the control invariant set shown in Figure 4 with computational details in Table IV.

**TABLE IV: Pendulum Control Invariant Set**

| Algorithm Steps | # Polyhedra in Set | Time |
|----------------|--------------------|------|
| 61             | 958                | 5.4 hours |

As shown in Figure 4, the control invariant set is the union of 3 disjoint sets. The leftmost set represents the states for which there is enough control authority to keep the pendulum counterclockwise of the swing-down position, but not enough to swing back upright. The middle set represents the states for which there is enough control authority to keep the pendulum from swinging all the way down. Finally, rightmost set has a similar interpretation to the leftmost set, being the states for which there is enough control authority to keep the pendulum counterclockwise of the swing-down position, but not enough to swing back upright. With the explicit PWA representation given by RPM, the wide array of PWA analysis tools offered by the MPT3 toolbox is able to be leveraged for learned dynamics and controls models.

Fig. 4: A control invariant set for a learned, torque controlled pendulum system. The domain of the dynamics is \( \theta \in (-180^\circ, 180^\circ), \ \dot{\theta} \in [-180^\circ/s, 180^\circ/s], \ u \in [-5, 5] \text{N-m}, \) where \( 0^\circ \) is upright. Note that we restrict the pendulum so it is not allowed to pass through the down position. When RPM is paired with MPT3 we are able to compute complicated control invariant sets of learned systems, like this unconnected set, as opposed to convex approximations. Within each connected component a sample state is illustrated to help visualize the possible pendulum configurations.

C. Verifying Image-Based Control

In this example we apply the tools of Section VI to a larger dynamical system that models the closed-loop behavior of ataxing airplane controlled from camera images. Our goal is to investigate the set of states that are stabilized by a learned image-based controller by modeling the closed-loop dynamical system with a single ReLU network, and applying the accelerated procedure from Section VI.

The specific system we consider was introduced in [12] where a taxiing airplane is regulated to the centerline of

---

Fig. 5: The X-Plane 11 flight simulator is used to generate realistic image observations (left) that are then downsampled (right). The downsampled images are used to learn an image-based controller, as well as to learn an observation model from state to image observation. Putting these two components together along with a learned dynamics network results in closed-loop system dynamics represented as a single ReLU network. These images and learned controller/observation models are from [12].
and then have the closed-loop system 

\[ x_{t+1} = F_{\text{cl}}(x_t), \]

and a control network that produces a rudder angle command given an observed image

\[ u = F_{\text{ctrl}}(x_t). \]

The continuous time dynamics are

\[
\begin{align*}
\dot{p} &= v \sin \theta \\
\dot{\theta} &= \frac{v}{L} \tan u
\end{align*}
\]

for crosstrack position \( p \), heading error \( \theta \), rudder angle \( u \), and speed \( v = 5 \text{ m/s} \). We learn a 1Hz discrete-time model,

\[ x_{t+1} = F_{\text{dyn}}(x_t, u), \]

and then have the closed-loop system

\[ x_{t+1} = F_{\text{cl}}(x_t) = F_{\text{dyn}}(x_t, F_{\text{ctrl}} \circ F_{\text{obs}}(x_t)) \]

which can be represented as one ReLU network.

Next, we use Algorithm 4 to retrieve the explicit PWA function for \( F_{\text{cl}} \) over the domain \( p \in [-5, 5] \text{ m}, \theta \in [-15^\circ, 15^\circ] \). The resulting PWA function has 244,920 regions and took 3 hours to compute. The PWA function was found to not be a homeomorphism. Computation time for these steps is summarized in Table IV since the function is not homeomorphic, when applying the accelerated algorithm from Section VI-C we are not guaranteed that the resulting set will be invariant, however, we are still guaranteed that all states within this set asymptotically converge to the stable fixed point.

TABLE V: Image-Based Control Dynamics Analysis

| Layer Sizes          | 2, 260, 260, 260, 260, 20, 12, 12, 16, 2 | 244,920 Regions |
|----------------------|------------------------------------------|----------------|
| Number of Affine Regions | 244,920 Regions                  |                |
| Time to Enumerate Affine Regions | 3.5 Hours                           |                |
| Time to Find Fixed Point    | 0.04 Seconds                         |                |
| Time to Find Seed ROA      | 2 Seconds                            |                |
| Time to Check if Homeomorphism | 3 Seconds                        |                |

This PWA function is significantly larger than other PWA dynamics that have been studied in the literature (\( \sim 250,000 \) regions vs \( \sim 1,000 \) regions). After computing the explicit PWA function, we find a stable fixed point. Next, we find a seed ROA for each stable fixed point and perform backward reachability to grow the ROAs. During the backward reachability computation, we use a few strategies to make the problem more tractable. First, we restrict the backward reachability algorithm to only explore connected backward reachable sets as described in Section VI-C. Second, to avoid numerical concerns accompanied with very small polyhedra, we compute backward reachable sets iteratively with the 1-step PWA dynamics directly instead of in one shot using concatenated ReLU networks. Third, at each step we merge the polyhedra into a union of overlapping polyhedra to reduce the complexity of the set representation.

In Figure 6 we show the set of states that our algorithm was able to show is asymptotically stabilized by the learned controller. This set was computed using 11 backward reachable steps (11 seconds of trajectory evolution), and is represented as a union of 28,715 polyhedra.

TABLE VI: Image-Based Control ROA

| Algorithm Steps | # Polyhedra in Set | Time |
|-----------------|--------------------|------|
| 11              | 28,715             | 14 hours |

VIII. CONCLUSIONS

We proposed the Reachable Polyhedral Marching (RPM) algorithm to incrementally construct an exact PWA representation of a ReLU network. RPM computes an explicit PWA function representation for a given ReLU network that can then be used to quickly find forward and backward reachable sets of ReLU networks. In addition, we demonstrated how, for nonlinear dynamical systems modeled as ReLU networks, the RPM tool can be leveraged to (i) compute intricate control invariant sets and (ii) certify stability and compute ROAs. RPM enumerates affine regions and reachable sets in an incremental and connected fashion, which we demonstrate can lead to massive acceleration when computing ROAs. Lastly, RPM also provides a novel way to determine invertibility of ReLU networks.

In future work we are interested in investigating the homeomorphic properties of ReLU networks. There are many studies on the invertibility of neural networks that propose to restrict the network architecture and training such that invertibility is guaranteed with high probability. However,
these restrictions might be loosened by further understanding the connection between PWA homeomorphisms and ReLU networks. Another area for future work is to use the insights gained from Theorem 1 to develop an inverse RPM method for encoding explicit PWA functions as ReLU networks. Existing work in this direction yields ReLU networks with many more parameters than necessary, not taking full advantage of the dependency of PW A parameters. Also of interest is the potential to use the PWA decomposition given by RPM to assess where in the domain the ReLU network is likely to generalize well and where it is not.
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APPENDIX

A. Proofs

In this section we give a proof for Theorem 1. Similar arguments are used to characterize the change in Jacobians of PWA components in [65] and the references therein.

Lemma 3 (Stationary Neurons): If \( a_{k,ij}^T - b_{k,ij} \neq \alpha [a_{ij}^T - b_{ij}] \) for some \( \alpha \in \{0, 1\} \), then the activation of neuron \( ij \) does not change, \( \lambda_{k,ij} = \lambda_{k',ij} \).

Proof: First, it cannot be the case that \( a_{k,ij}^T - b_{k,ij} = -[a_{ij}^T - b_{ij}] \) (i.e. \( \alpha = -1 \)) because this would imply that the interior of \( P_k \) is of dimension lower than the ambient dimension, which cannot be according to Definition 2. Next, if \( a_{k,ij}^T - b_{k,ij} \neq \alpha [a_{ij}^T - b_{ij}] \) for some \( \alpha \in \{0, 1\} \), then we know that the constraint \( a_{k,ij}^T x < b_{k,ij} \) is not active on the boundary between \( P_k \) and \( P_{k'} \). Formally, \( \forall x \in \text{int}(P_k \cap P_{k'}) \),

\[
\begin{align*}
    a_{k,ij}^T x &< b_{k,ij} \\
    \Rightarrow a_{ij}^T x &< b_{ij} \\
    \Rightarrow \lambda_{k,ij} &< \lambda_{k',ij}.
\end{align*}
\]

The inequality is strict because if the relationship held with equality \( \forall x \in \text{int}(P_k \cap P_{k'}) \) then we would have \( a_{k,ij}^T - b_{k,ij} = \alpha [a_{ij}^T - b_{ij}] \) for some \( \alpha \in \{0, 1\} \), by definition of the neighbor constraint, a contradiction. Furthermore if equality held on a strict subset of \( \text{int}(P_k \cap P_{k'}) \) then the shared face of \( P_k \) and \( P_{k'} \) would not be identified by \( a_{k,ij}^T x = b_{k,ij} \), but instead by both \( a_{ij}^T x = b_{ij} \) and \( a_{k,ij}^T x = b_{k,ij} \), another
contradiction. Given the above strict inequality and noting that $a_{k',ij}(x)x - b_{k',ij}(x)$ is a continuous function of $x$, $\exists \delta$ such that $x + \delta \in \text{int}(P_{k'})$ and the inequality remains strict,

$$a_{k',ij}^T(x + \delta)(x + \delta) < b_{k',ij}(x + \delta). \quad (37)$$

Thus, since the constraints associated with such a neuron $ij$ are valid on the interior of both $P_k$ and $P_{k'}$, the neuron activation does not change.

**Lemma 4 (Effects of Activation Flips):** If

$$[a_{k',ij}^T - b_{k',ij}] = \alpha [a_{\eta}^T - b_\eta]$$

for some $\alpha \in \{0,1\}$, then

$$[a_{k',ij}^T - b_{k',ij}] = \alpha' [a_{\eta}^T - b_\eta]$$

for some $\alpha' \in \{-1,0,1\}$.

**Proof:**

Consider the affine functions defined by neuron $ij$ in regions $P_k$ and $P_{k'}$.

$$a_{k',ij}^T x - b_{k',ij} \forall x \in P_k \quad (38a)$$

$$a_{k',ij}^T x - b_{k',ij} \forall x \in P_{k'} \quad (38b)$$

(note that the overbar accent indicates the parameters are non-normalized as in (13)). Since ReLU networks are continuous functions, $\forall x \in P_k \cap P_{k'}$ we know

$$a_{k',ij}^T x - b_{k',ij} = \frac{\alpha}{\alpha'} a_{\eta}^T x - b_\eta \quad (39a)$$

$$\Rightarrow [a_{k',ij}^T - b_{k',ij}] \frac{x}{1} = [a_{\eta}^T - b_\eta] \frac{x}{1} \quad (39b)$$

$$\Rightarrow [a_{k',ij}^T - b_{k',ij}] \frac{x}{1} = \beta [a_{\eta}^T - b_\eta] \frac{x}{1} \quad (39c)$$

for some $\beta \geq 0$. Thus, we know the normalized constraint $a_{k',ij}^T x \leq b_{k',ij}$ must satisfy

$$[a_{k',ij}^T - b_{k',ij}] \frac{x}{1} = \alpha' [a_{\eta}^T - b_\eta] \frac{x}{1} \quad (40)$$

for some $\alpha' \in \{-1,0,1\}$ and $\forall x \in P_k \cap P_{k'}$. We next seek to remove this relationship’s dependence on $x$.

First, suppose $b_\eta = 0$, then $P_k \cap P_{k'}$ is a subset of the $n - 1$-dimensional linear subspace $\{x \mid a_{\eta}^T x = 0\}$. Since $|P_k \cap P_{k'}|_{n-1} \neq 0$, there exist $x_1, \ldots, x_{n-1} \in P_k \cap P_{k'}$ that are linearly independent. Then the vectors

$$\begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_{n-1} \\ 1 \end{bmatrix} \in \mathbb{R}^{n+1} \quad (41)$$

are also linearly independent. Now assume $x_{n-1} \neq 0$ and

$$x_n = \beta x_{n-1} \quad (42)$$

for some $\beta \neq 1$ such that $x_n \in P_k \cap P_{k'}$. Then the vectors

$$\begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \\ 1 \end{bmatrix} \in \mathbb{R}^{n+1} \quad (43)$$

are linearly independent since $x_n$ is only in the span of $x_{n-1}$, but with $\beta \neq 1$, $[x_n^T 1]^T$ is not in the span of $[x_{n-1}^T 1]^T$.

Now consider the matrix formed by these vectors,

$$X = \begin{bmatrix} x_1^T \\ \vdots \\ x_n^T \\ 1 \end{bmatrix} \in \mathbb{R}^{n+1}. \quad (44)$$

Since we know $a_{\eta}^T x_i = 0$ $\forall i \in 1, \ldots, n$,

$$X \begin{bmatrix} a_{k',ij}^T - b_{k',ij} \\ -1 \end{bmatrix} = \alpha' X \begin{bmatrix} a_{\eta}^T \\ -b_\eta \end{bmatrix} \quad (45a)$$

$$X \begin{bmatrix} a_{k',ij}^T - b_{k',ij} \\ -b_{k',ij} \end{bmatrix} = 0. \quad (45b)$$

Thus, $[a_{k',ij}^T - b_{k',ij}]^T \in \text{null}(X)$. Furthermore, by the rank-nullity theorem, $\text{nullity}(X) = 1$ (rank is $n$ by construction and $X \in \mathbb{R}^{n \times n+1}$). Finally, for some $\alpha' \in \{-1,0,1\}$,

$$[a_{k',ij}^T - b_{k',ij}]^T, [a_{\eta}^T - b_\eta]^T \in \text{null}(X) \quad (46a)$$

$$\Rightarrow [a_{k',ij}^T - b_{k',ij}] = \alpha' [a_{\eta}^T - b_\eta]. \quad (46b)$$

Next, suppose $b_\eta \neq 0$, then $P_k \cap P_{k'}$ is a subset of the $n - 1$-dimensional affine span $\{x \mid a_{\eta}^T x = b_\eta\}$. Since $|P_k \cap P_{k'}|_{n-1} \neq 0$ there exist $x_1, \ldots, x_n \in P_k \cap P_{k'}$ that define the vertex points of an $n - 1$-dimensional simplex on $P_k \cap P_{k'}$. The vertices of a simplex are known to be affinely independent. Therefore, by Lemma 5 the vectors

$$\begin{bmatrix} x_1 \\ \vdots \\ x_n \\ 1 \end{bmatrix} \in \mathbb{R}^{n+1} \quad (47)$$

are linearly independent. Now, in a similar manner to the previous case, one can construct the matrix

$$X = \begin{bmatrix} x_1^T \\ \vdots \\ x_n^T \\ 1 \end{bmatrix} \in \mathbb{R}^{n \times n+1}. \quad (48)$$

Since we know $a_{\eta}^T x_i = b_\eta = 0$ $\forall i \in 1, \ldots, n$,

$$X \begin{bmatrix} a_{k',ij}^T - b_{k',ij} \\ -1 \end{bmatrix} = \alpha' X \begin{bmatrix} a_{\eta}^T \\ -b_\eta \end{bmatrix} \quad (49a)$$

$$X \begin{bmatrix} a_{k',ij}^T - b_{k',ij} \\ -b_{k',ij} \end{bmatrix} = 0. \quad (49b)$$

As in the previous case, we know that $\text{nullity}(X) = 1$. Finally, for some $\alpha' \in \{-1,0,1\}$,

$$[a_{k',ij}^T - b_{k',ij}]^T, [a_{\eta}^T - b_\eta]^T \in \text{null}(X) \quad (50a)$$

$$\Rightarrow [a_{k',ij}^T - b_{k',ij}] = \alpha' [a_{\eta}^T - b_\eta]. \quad (50b)$$

Lastly, $[a_{k',ij}^T - b_{k',ij}] = [a_{\eta}^T - b_\eta]$ cannot hold as it leaves $P_{k'}$ lower than the ambient dimension, so $\alpha' \neq 1$.

Thus, we arrive at the desired result.

**Lemma 5 (Affine Independence to Linear Independence):** Given affinely independent vectors $x_1, \ldots, x_k \in \mathbb{R}^n$, $[x_1^T 1]^T, \ldots, [x_k^T 1]^T \in \mathbb{R}^{n+1}$ are linearly independent.

**Proof:** The vectors $[x_1^T 1]^T, \ldots, [x_k^T 1]^T$ are linearly independent if and only if

$$\lambda_1 [x_1^T 1] + \lambda_2 [x_2^T 1] + \ldots + \lambda_k [x_k^T 1] = 0 \quad (51a)$$

$$\Rightarrow \lambda_1 = \lambda_2 = \ldots = \lambda_k = 0. \quad (51b)$$

This condition is equivalent to

$$\begin{bmatrix} \lambda_1 x_1 + \lambda_2 x_2 + \ldots + \lambda_k x_k = 0 \end{bmatrix} \quad (52a)$$

$$\lambda_1 + \lambda_2 + \ldots + \lambda_k = 0 \quad (52b)$$

i.e. $x_1, \ldots, x_k$ are affinely independent. ■