ABSTRACT: In decision making, the decision-makers frequently employ and perform routine tasks. These processes normally are time-intensive, complex, and in most cases occur regularly. To address this challenge decision makers reuse the already successful decisions. During difficult times, such actions may lead to save time, energy and man-hours, and also result in effective decision making. Memory building depends on how we successfully store earlier knowledge. We through this work introduce a recommender system which is names as BLKBRS which utilized the earlier successful models. In this work we use a case of bank loan and experimented using a semi-structured multiple attribute recommendation environment, and equate the RL-KBRS with a conventional case based reasoning system. RL-KBRS will compensate for lack of experience of young bank consultants, which permits the spread of knowledge distribution to other banks.
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1. Introduction

Recommending processes involve users performing periodic and repetitive activities. This prompts them to store their knowledge and their experience invoked in prior sessions in a shared repository. This shared repository together with the appropriate means for managing its content is in fact a utilization of memory.

Previous research in recommending systems has proposed the use of memory to accumulate, organize, preserve, link and share diverse knowledge coming from past experiences [1] [2] [3] [4] [5]. The development of a memory is seen as the means by which knowledge from the past can be used to influence present activities. The memory and its associated mechanisms to capture the experiential knowledge of the users can be of significant value to the organization in general, and the users in particular.

Many advantages are devolved to memory. The latter, that stores the knowledge of users and experience, retains the rules and procedures, is useful for users engaged in similar recommending activities. It clearly assists them, reduces the time required to come to a choice, particularly, in a critical situation, simplifies the process, and codifies strategies [6] [7] [8]. In addition, the memory can be used to increase user effectiveness by supporting the
management of information [9]. Other cases where such a memory will be of utility are multi-stage problem solving where tasks cannot be satisfactorily completed in a single session, creating a need to carryover intermediate findings to subsequent sessions.

Memory concepts in recommender systems have been addressed by many earlier papers such as [10], [11] memory to support repetitive recommender processes is not adequately described in the previous papers. Recommender systems that support the reuse of choices and recommendations are partially addressed. Even research has specified such systems, a comprehensive approach is not yet arrived.

We apply our approach to real estate loan management; a financial domain where products usually require a long-term significant financial commitment, compared to those of conventional recommender systems, as their utility is not attained immediately. This depends on several external factors (like market returns, governmental regularizations, currency, etc.). Furthermore, in this domain, expert knowledge is necessary to judge which product is a good choice. As a way to deal with these needs, we propose a recommender system called RL-KBRS for a bank to access and retrieve knowledge in a similar activity. The integration of a memory in the form of a case base within a recommendation system is likely to provide additional information processing support. The memory indexes and retrieves cases to propose whole or part of them as solution(s) to a new problem [12]. In this way, the recommending system increases knowledge reuse functionalities through cases and their components, and allows reducing the time required to come to a decision, compensating for lack of experience of young bank consultants, and disseminating and distributing available experience to different bank sites.

The remaining part of the paper is organized as follows. First, in section 2 we give a literature review and background on recommender systems, the major datamining techniques applied in developing such systems, and in section 3 their application domains. Next, we describe our knowledgebased approach to recommender system and its integration within group decision support systems. In section 5 we apply our approach to a bank loan assessment, a case study to illustrate the feasibility and applicability of our idea. A comparative study is done in section 6. Finally, concluding remarks and future work are given in section 7.

2. Literature Review and Background

2.1 Recommender Systems

Recommender Systems [13] are information filtering and decision supporting tools for interacting with large and complex information spaces. They help respond to the information overload, being able to provide the user with advice about a decision to make or an action to take, when there may be a great many options to consider. Such systems provide a personalized view of such spaces, prioritizing items likely to be of interest to the user in a specific context. These systems learn about user preferences over time and automatically suggest items that fit the learned user model. To be able to provide recommendations, information should be acquired from the users, either explicitly (by obtaining user ratings of the items) or implicitly (by tracking user behavior). Recommender systems may also utilize information contained in the user profile [14].

Recommender systems apply several data mining techniques such as collaborative and content-based filtering, hybrid techniques, knowledge-based methods depending on the characteristics of the domain, the quality of available data and the business goals.

2.1.1 Collaborative Filtering

Collaborative Filtering (CF) has been described as “the process of filtering or evaluating items using the opinions of other people” [5-15]. Traditional CF technique works using the analysis of the historical rating data, finds a user’s neighbors (i.e., users having a rating history similar to that of the current user), predicts the ratings of the item for the target user and generates the recommendations [16]. If a user has rated items in common with other users, it is assumed that they have similar preferences; the other users will then be called the user’s “neighbors”. Users will get recommendations for items they have not previously rated but have been positively rated by their neighbors [17].

Collaborative-Filtering systems focus on the relationship between users and items. One of the main features of the CF technique is calculating the similarity between users or items. The items recommended to a user are those preferred by similar users. Similarity of items is determined by the similarity of the ratings of those items by the users who have rated the same items.

A similar technique called Item-based Collaborative filtering was also proposed [18]. It looks at similarities between items. Instead of identifying similarities between users, this method attempts to find the most similar items to those the candidate user has already rated. The similarity between two items is computed by finding the users who have rated these items and then applying a similarity computation method [18]. Similarity computation methods rely on user ratings on items, and not on item characteristics, as is the case in Content-Based filtering (discussed below). Once the similarity of items is calculated and similar items have been specified, the process uses prediction techniques to recommend to the user the most appropriate items [18].

The biggest advantage of Collaborative Filtering is that it does not depend on any system representations of the items to be recommended and can function well with
complex items such as music and movies [9]. However, the most well-known problem of this method is the “New user” problem, which states that a new user has to rate a certain amount of items before the system may effectively apply the algorithm. This is true if we consider that neighborhood formation, which finds user similarities, is based on previous user ratings. Therefore, a new user with no previous ratings is left with no recommendations. Moreover, the “New item” problem is also very common where the recommender cannot recommend a new item until it has been rated by a number of users. Finally, scalability issues have been reported, as well as performance problems for users with large information set [18].

2.1.2 Content-Based Filtering
Content-Based Filtering (CBF) performs a matching between features of alternatives and the user’s interests on the values of those features. Content-based filtering [19] compares the content of already consumed items with new items that can potentially be recommended to the user, i.e., to find items that are similar to those already rated positively by the user. Content-Based systems focus on properties of items. Similarity of items is determined by measuring the similarity in their properties. Items are similar in terms of their content (characteristics, features and attributes of the items are used), and therefore the algorithm differs from Item-based CF.

As Content Based recommenders tend to use items represented by text, the content is normally represented by keywords using simple retrieval models, the most representative example being the Vector Space Model, where cosine similarity with weights computed using either TF or TFIDF are the most popular techniques.

Some of the most important Content-based issues are [20,21]: Items suffer from over-specialization, since the algorithm focuses only on items already rated by a user as well as other items similar to those, excluding in this manner other, different types of items. The “New user” problem also applies here, where a new user has to rate a certain amount of items before the system can apply the algorithm. This happens because in order for the system to learn any user preferences, the user must rate a number of items. Moreover, Content-based filtering is limited to use only features that are explicitly associated with the items to be recommended.

2.1.3 Hybrid Filtering
The shortcomings of both collaborative filtering and content-based techniques can be overcome by combining them by adding content-based capabilities to a collaborative based approach (and vice versa), or by unifying the approaches into one model [22] to achieve a higher performance while limiting the potential drawbacks that each system may have separately. For example, when combining content-based filtering with collaborative recommendation, content-based recommendation helps to recommend unrated items.

The combination can exist either within a system, i.e. the system uses a combination of CF and CBF methods, or by using two separate systems, i.e. a CF recommender and a CBF recommender accordingly [20]. In the first case, an example would be to construct user profiles via CBF techniques and then directly compare these profiles to evaluate the similarity of users to provide collaborative recommendations [20]. In the latter case, one can either combine the output of the two systems in one common recommendation list, or choose which of the two recommendation sets is going to be displayed according to appropriate metrics.

CF and CBF systems are easy to set up since only basic information about item names, descriptions, and graphical representations is needed. Hybrid Filtering (HF) methods can be more precise than conventional ones; however, the efficient implementation of such solutions can be very difficult for complex problems. Both approaches, if not trained with lot of examples (item ratings or pattern of user preferences), deliver poor recommendations. This limitation mostly motivated a fourth approach, knowledge-based, that tries to better use preexisting knowledge specific of the application domain (e.g. travels vs. computers) to build a more accurate model requiring less training instances.

2.1.4 Knowledge-Based Filtering
The Knowledge-Based Filtering (KBF) approach is considered complementary to the other approaches [23]. This KBF recommender provides recommendations based on the domain knowledge of what items features will match a user’s interest. Knowledge can be expressed as a detailed user model, a model of the selection process or a description of the items that will be suggested. KBF recommender systems require a more detailed specification of the recommendation knowledge (represented in terms of attributes, constraints, and/or similarity metrics) and also of the corresponding items (semantic properties have to be specified).

The most important advantage of KBF method is that the recommendations relies only on the domain-knowledge and constraints of the user preferences and does not depend on (exclusively) user’s rates, hence avoiding the mentioned difficulty in bootstrapping the system. However, the usually complex and error prone process required for extracting the required knowledge and building the needed models (knowledge representation), is seen as a limitation of this approach.

KBF recommender systems are mainly based on Case-Based Reasoning (CBR) to provide recommendations to users. CBR systems are distinguished from other forms of CBF systems by using fairly well-structured descriptions of those items [24]. The main difference with CF and CBF is that in KBF recommender systems, the user interactively specifies a single example of interest, and the nearest neighbors of this example are retrieved as possible items of interest for the user. KBF recommender
systems are easy to be explained. Furthermore, a significant amount of domain knowledge is used in the design of the similarity function, because only a single example is available. This single example can be more appropriately viewed as a user requirement rather than a historical rating, because it is specified interactively. In KBF systems, there is less emphasis on using historical ratings.

2.2 Knowledge-Based Recommender Systems

In knowledge-based recommender systems, the memory which contains a collection of data items is organized in a knowledge base taking originally the form of a database. Over the years, the knowledge becomes more complex and its nature has evolved. Several knowledge base recommender systems tend to apply a case-based approach where the knowledge base is structured as a case base.

2.2.1 Role of Memory in Recommendation

Recommender systems focus on activities or tasks which involve a sequence of operations and users [25]. Recommender systems researchers have employed shared repositories such as knowledge bases to store user information and knowledge from prior sessions. Recommendation literature has frequently used the term “memory” for this shared repository and its tools.

Recommender systems can greatly benefit from memory. Indeed memory has a significant role in intelligent recommending support. Such a memory can support a work within and across recommending sessions. It can also provide uniform and consistent knowledge acquired from prior sessions. Recommender systems based on memory support the capture, storage, and recall of memory [26]. It is assumed that intelligent recommending support should provide some memory aids for the users and include “learning” from the users’ experience.

Memory integrated within a recommender system should be designed as means for providing easy access and retrieval of relevant information to users. Case-Based Reasoning (CBR) systems are the most prevalent ones that implement memory. The case-based reasoning formalism was proposed as a way of reflecting human knowledge by storing data about significant experiences as “cases” and manipulating reasoning by analogy.

2.2.2 Case-Based Reasoning

Case-Based Reasoning (CBR) is one of the most successful machine learning methodologies that exploit a knowledge rich representation of the application domain. The main hypothesis behind CBR is simply that similar problems have similar solutions. Basically, CBR is a problem solving methodology that addresses a new problem presented to the system by first searching and retrieving the past, already solved most similar case(s) in the case base, and then reusing an adapted version of the retrieved solution to solve the new problem. CBR systems are designed to keep the experiences or cases of the user in a case-base, which requires maintenance to keep system’s response accurate and efficient.

Most case-based reasoning systems represent problems and solutions as cases. In CBR terminology, the central notion is a case which is a contextualized piece of knowledge representing a previous experience. A case usually denotes a problem situation which has been captured and learned in a such way that it can be reused to solve future problems. It is referred to as a past case, previous case, stored case, or retained case. Correspondingly, a new case or unsolved case is the description of a new problem to be solved.

CBR recommender system is very similar to generic CBR problem solving system including the classical four steps of CBR methodology (retrieve, reuse, adapt and retain) [27]. In the simplest recommendation process, the user is supposed to be looking for some items and therefore is asked by the system to provide some item requirements, those that he/she considers as the most important. In reply, the system initiates a search in the case base to retrieves similar problems from the case base that should be suggested and recommended to the user i.e. those that satisfy these requirements and terminates the process by retaining the new case.

Sometime the solution retrieved can be straightforwardly reused in the new problem, but in the majority of the situations the retrieved solution is not directly applicable and must be adapted to the specific requirements of the new problem. The adaptation phase is split into two sub-steps: revise and review. In the revise step the system modifies the solution to fit the specific requirements of the new problem whereas in the review step, the constructed solution is evaluated by applying it to the new problem understanding where it fails and making the necessary corrections. After this adaptation the system creates a new case and could retain it in the case base (learning).

3. Domain Applications of Recommender Systems

Recommender Systems have been used primarily by online e-commerce sites to suggest products to their customers and improve the look to buy ratio. Amazon.com is a very popular example of this type of systems. Nowadays, recommender systems are widely used to provide recommendations for a set of items or products that might prove interesting to a collection of users. They are applied in a very broad scale of domains where a significant amount of choices exists in the system and users are interested in just a small portion of items [28].

Recommender Systems (RS) are receiving significant attention and a number of research projects have focused on recommender systems. A simple similarity based collaborative-filtering method is applied for personalized ranking of properties; however, their data were collected by questionnaires [29]. A study about the application of recommender systems is presented in [30] the authors
propose a CBR-based application for recommending insurance policies. Case-based reasoning is employed for portfolio recommendation. They point out that CBR is better than CF for financial domains. The recommenda-
tion approach presented in [32] follows a knowledge-based (rule based) paradigm. Several solutions are proposed for recommending various financial products using constraint based reasoning, which is a type of knowledge-based methods [33, 34].

4. A CBR-Based Recommender System

In a Case-Based Reasoning Recommender System the effectiveness of the recommendation is based on: the ability to match user preferences with item description; the tools used to explain the match and to enforce the validity of the suggestion; the range of available functionalities and the graphical interface that support the user in browsing the information content, either the cases or the items to recommend. Using memory, the re-
commending process should involve the representation and utilization of knowledge organized in cases, and adopts a case-based reasoning approach accessing and searching in this memory.

A case is the most basic element representing a past experienced situation. The main goal of the case repre-
sentation is to organize the knowledge needed in a rel-
levant way to identify the main characteristics describing a problem and its associated solution and to ensure the retrieval of the most appropriated cases. Each case is in general, a couple of (problem, solution), storing both the problem description and the solution applied in that situ-
tion. It is necessary to decide which attributes should compose a case and what representation is better suited to represent the particular knowledge involved in the re-
commending process. A case may be defined in various ways (like item description, user preference, search cri-
teria and outcome of case). The problem component of the case is the user’s query, it is typically represented by a set of item features, those specified by the user, and the solution component of the case is the item itself.

The number of cases in the case base is constantly in-
creasing due continuous memorization of new transac-
tions. In order to reduce the research time and to in-
crease the effectiveness of the retrieval process, the lat-
ter is carried out in two steps: The first one consists in or-
ingen the case base in such a way just a subset of relevant case is selected whilst the second one is dedi-
cated to the similarity measurement and the ranking of source cases included in the subset.

4.1 Case Indexing

Several approaches can be applied to organize cases for efficient retrieval. A flat case base is the most simple and common organization. Here, all the cases are represented at the same level by a set of attributes-value pairs i.e. an attribute-value vector. The major drawback of the flat case base remains the exhaustive search through the whole memory. Moreover, this drawback increases sharply when the number of both features and cases increase which requires a huge computational effort.

Case indexing and storage are an important aspect in designing efficient CBR systems in that, it should reflect the conceptual view of what is represented in the case and take into account the indices or features that charac-
terize the case and help in distinguishing one case from another. Case indexing refers to creating additional data structures and partitioning the memory to speed up the search process and retrieval of relevant subset focusing on the most relevant dimensions. Hence, each case in the memory is assigned a specific label which identifies under what conditions the case may be useful, and also suggests the applicability of the case to a new one when retrieved. The case descriptors or attributes can be either of nominal type or numeric one. They are used to mea-
ure case similarity.

Instead of an exhaustive search, we use a binary deci-
sion tree structure to organize the case-base. The case library is split into groups of cases in such a way that each group contains cases that are similar to each other according to a given similarity measure. In such a hierar-
chical structuring approach, index cases are structured into categories to reduce the number of available cases for similarity measurement. Using this manageable structure, a balance is found between storing methods that preserve the semantic richness of cases and their indi-
ces, and methods that supports efficient search, and sim-
plify the access and retrieval of relevant cases. Indexing
trees also enable richer case representations of past situ-
ations than a simple database, since a case includes information about the context of the event as well as de-
tails.

4.2 Case Retrieval

The retrieval process is driven by a similarity metric that computes the similarity of the problem description, i.e., the current user requirements and the items in the case base. More precisely, it is to calculate the degree of simi-
ilarity between the source cases and the target case. CBR Recommender system guarantees that it retrieves the cases that are maximally similar to the target problem. This operation is carried out over two stages: 1) Measur-
ing local similarities between the characteristics of a source case and those of the target case using a simi-
arity operator; 2) Measuring global similarity from the local similarities.

The local similarities are used to compute similarities between values of single attributes. They are calculated for each attribute $i$ by comparing the value of the target case $x_i$ with the corresponding source one $y_i$. However, as problem features are described by different types of values (nominal or numeric), the local similarity is calcu-
lated regarding these types.
4.2.1 Local Similarity Measurement for Numerical Features

For numerical values, the local similarity is often calculated with a distance measurement. Various distances have been proposed to measure the variation between two values. The most used ones are the Euclidian and the Manhattan distances which are in fact particular kinds of the Minkowski measurement. Eq. (1):

\[ d(X, Y) = (\sum_{i=1}^{n} w_i |x_i - y_i|^p)^{1/p} \]

Where \( x_i \) and \( y_i \) represent respectively the \( i \)th feature of \( X \) and \( Y \), and \( w_i \) the associated weight to this feature.

As the global distance cannot be calculated due to the different features values types, we get a local distance for each feature. For numerical features, the calculation of the local distance is based on the following equation Eq. (2): (derived from Eq. (1)):

\[ d(x_i, y_i) = |x_i - y_i| \]

However, this way of measuring can distort the results when the features have different definition domain sizes. Thus, to normalize the distance calculation, we introduce the \( Int \) function to explicitly express the definition domain. This function expresses the difference between the maximum and the minimum values for the feature \( i \).

\[ d(x_i, y_i) = \frac{|x_i - y_i|}{int_i} \]

Finally, the local similarity for a numerical characteristic can be calculated from the distance given by equation (3). According to equation (4, two closest problems are the most similar.

\[ sim(x_i, y_i) = 1 - \frac{|x_i - y_i|}{int_i} \]

4.2.2 Local Similarity Measurement for Nominal Features

For nominal features, the classical local measurement considers two values Eq. (5):

\[ sim(x_i, y_i) = \begin{cases} 1 & \text{if } x_i = y_i \\ 0 & \text{if } x_i \neq y_i \end{cases} \]

So, if two features \( (x_i, y_i) \) have the same nominal value, then they are identical (similarity = 1), otherwise they are different (similarity = 0).

4.2.3 Global Similarity

The global similarity criteria allow ranking all the source cases from the most similar to the less one. The former are used to express the different importance between features. The user can assign the weight values, or rank the attributes upon their importance. Attribute having the rank of 1 is the most important, and two attributes can have the same rank. For each attribute, the corresponding weight is calculated by Eq. (6):

\[ w_i = 1 - \frac{rank_i - 1}{Max(rank)} \]

Where:
- \( w_i \) is the attribute weight
- \( Ri \) is the importance rank of the attribute in the CBR system
- \( Max(Ri) \) is the maximum value of importance between the attributes

With the weight \( w_i \), the user can customize the global similarity weighting one feature more importantly than the others. This choice is crucial to obtain relevant similarity measurement.

The global similarity is calculated from all the local similarities in order to establish similarities and more precisely the degree of similarity between the target problem and source ones by taking weighted sums of local similarities of \( n \) attributes. The target problem (\( X \)) is compared with a source problem (\( Y \)) in the case base by means of the global similarity measurement (Eq. 7):

\[ sim(X, Y) = \frac{\sum_{i=1}^{n} w_i sim(x_i, y_i)}{\sum_{i=1}^{n} w_i} \]

A set of retrieved relevant cases (items) is then recommended to the user. If the user is not satisfied with these suggestions he/she can modify the requirements in the query and a new recommendation cycle is started.

5. Application to Bank Loan Assessment

The model that we have presented is being tested using a specific case in a selected bank for loan evaluation. A loan is ending money from one entity (individual or organization) to another one with specified conditions. Under a loan product, we mean a debt with a promissory note specifying the amount of money borrowed the interest rate and the dates of payment. In this domain, the recommendation problem is finding the right product of the loan company for the borrower, which both satisfies his financial needs and will be likely to be paid back by the borrower.

To make a loan to a customer for housing, the bank must take into account some lineaments allowing its real price assessment so that if the customer would be unable to repay the loan, the bank can sell the real state consisting of the land, its natural resources and the buildings on it with its price. The latter varies from one area of real estate to another. It depends on number of lineaments such as façades of the plot of real estate and whether is built or not.
not. This makes the banking operation complex and various phenomena may occur. Therefore, the bank must consider all these parameters to compare the amount of the loan requested by the customer and the real price of the real estate and give the right choice: accepting or refusing the loan demand.

The bank receives lot of loan requests from customers. To assist bank financial consultant in loan analysis and endow her/him with tools aiding her/him to make quickly right decisions without comparing and analyzing each time all the characteristics of the real estate and preferences of the customer, we propose to develop and use the case-base recommender system, called RL-KBRS.

GMSS supports the bank financial consultant to make his analysis based on expert knowledge and past experiences of experts. The bank organizational memory is a case base where each case consists of an already analyzed loan demand with its features and its associated decision.

In order to implement our system, we have collected the data from the “Cadastre” office (land register). The latter manages the land and buildings of the sites built or not, urban or rural through the national territory. The collected data serve to analyze and manage the bank loans demands in order to finance the granting of a real estate by customers. Based on these cadastral data, we performed a simulation for a bank wanting to manage bank loans. We considered a sample of 122 land properties from the Directorate of Cadastre of Oran department, all types combined (rural or urban, built or not built, one or two facades, or even three, etc.).

To evaluate our system and assess the system performance, we have carried out a number of experiments. Our system will be also compared with a conventional CBR called FreeCBR (a free open source Java implementation of a Case Based Reasoning tool) authored by Lars Johanson [35].

| Loan Requested (Millions of DA) | Real Estate |
|---------------------------------|-------------|
| Type of the Plot | Area (m²) | Zone | Number of de façades | Conditions (%) |
| 5 | Built | 350.50 | Urban | 1 | 70 |

Table 1. Example of a bank loan request
6. Comparative Study

The Figures 1 and 2 show the results of relevant cases retrieving with both systems. It should be noted that FreeCBR retrieves all cases, from the case base, with different similarities. On the other hand, our system only retrieve cases with a similarity greater than or equal to 0.5 (> = 0.5) to the new case. We harmonized the case retrieving process for both systems by considering only cases with a similarity of 0.5 (> = 0.5).

Specifically, as shown in Tables 2.a and 2.b, we calculated some values such as A the number of relevant cases retrieved, B the number of non-relevant cases retrieved, C the number of relevant cases non-retrieved by the system, and D the number of non-relevant cases nonretrieved:

To evaluate the effectiveness of the search strategies, we use statistical measures such Precision, Recall, Accuracy and F-Measure.

There is an inverse relationship between precision and recall. Increasing precision often involves reducing recall. The inverse relationship between precision and recall compels the system to come to a compromise between them. To this end, F-Measure (F-score) is calculated by Eq. 12:

\[
\text{Precision} = \frac{A}{A + B} \\
\text{Recall} = \frac{A}{A + C} \\
\text{Accuracy} = \frac{A + D}{A + B + C + D} \\
F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

![AHP Similarity](image)

**Figure 2. Cases retrieved with CBR-DSS [38]**

| NUM | LAND | AREA | ZONE | SIDES | COST | STATE | DECISION | SIMILARITY |
|-----|------|------|------|-------|------|-------|----------|------------|
| 116 | Built| 145,45| Urban | 2 | 500 | 56 | Favorable | 0.66 |
| 30 | Built | 348,23 | Urban | 2 | 780 | 85 | Unfavorable | 0.65 |
| 106 | Built | 345,67 | Urban | 3 | 370,3 | 30 | Unfavorable | 0.626 |
| 26 | Built | 355,44 | Urban | 1 | 650 | 80 | Favorable | 0.625 |
| 28 | Built | 355,59 | Urban | 2 | 600 | 40 | Unfavorable | 0.624 |

**Table 2(a). Comparing Case retrieved**
All these measures are calculated for both systems (Table 3) in order to evaluate their performance.

We ran five queries on both systems. The results of retrieving relevant and irrelevant cases with both systems are summarized in (Table 4). The analysis of these results leads to a comparisons between the two systems.

The FreeCBR system retrieves more relevant cases (the A number) than RL-KBRS. But on the other hand, RL-KBRS retrieves much less irrelevant cases (the number D) than FreeCBR. That said, RL-KBRS retrieves a few less relevant cases compared to FreeCBR, but it eliminates many more unnecessary irrelevant cases.

The two systems are also compared against the four calculated statistical measures (Table 5).

- **Precision and recall:** To see the difference between the two systems, the values of these two parameters are shown graphically. Then, as depicted in (Figure 3), we can see that RL-KBRS has more precision than FreeCBR. In other words, RL-KBRS is more accurate in recovering relevant cases than FreeCBR. On the other hand, RL-KBRS has missed more relevant cases in the collection of relevant cases, in general, which is measured by recall, figure (Figure 4).

- **F-measure:** The inverse relationship between precision and recall, mentioned by F-measure forces to a compromise: some tasks particularly require good precision whereas others need good recall. Out of the five tests, RL-KBRS has, in three times, an F-measure higher than that of FreeCBR, i.e. RL-KBRS makes a good compromise between precision and recall than FreeCBR. (Figure 5).

- **Accuracy:** As depicted in (Figure 6), out of the five tests, RL-KBRS has a higher accuracy than FreeCBR. This finding means that RL-KBRS has the highest proportion of correctly classified cases either relevant or not.

### Table 2(b). Comparing Case retrieved

| Retrieved   | Relevant | Irrelevant | Total |
|-------------|----------|------------|-------|
| CBR-DSS     | A: 9     | B: 19      | A+B: 28 |
| FreeCBR     | A: 14    | B: 51      | A+B: 65 |
| Not retrieved | C: 8     | D: 86      | C+D: 94 |
| CBR-DSS     | C: 3     | D: 54      | C+D: 57 |
| FreeCBR     | A+C: 17  | B+D: 105   | A+B+C+D: 122 |
| Total       | A+C: 17  | B+D: 105   | A+B+C+D: 122 |

Table 3. GMSS and FreeCBR comparison based on statistical values

|                  | Precision | Recall | Accuracy | F-measure |
|------------------|-----------|--------|----------|-----------|
| RL-KBRS          | 0,321     | 0,529  | 0,779    | 0,4       |
| FreeCBR          | 0,215     | 0,824  | 0,557    | 0,341     |

Table 4. Performance Thresholds

| Loan Requests   | RL-KBRS | FreeCBR |
|-----------------|---------|---------|
|                 | A+B     | A       | D       | A+B     | A       | D       |
| Req. 1          | 28      | 9       | 86      | 65      | 14      | 51      |
| Req. 2          | 7       | 3       | 101     | 63      | 17      | 59      |
| Req. 3          | 7       | 3       | 108     | 55      | 10      | 67      |
| Req. 4          | 24      | 7       | 93      | 59      | 10      | 61      |
| Req. 5          | 7       | 5       | 109     | 19      | 10      | 102     |

Table 5. GMSS and FreeCBR comparison based on statistical values
|             | RL-KBRS  | FreeCBR  |
|-------------|----------|----------|
| Precision   | Request 1| 0.321    |
|             | Request 2| 0.429    |
|             | Request 3| 0.429    |
|             | Request 4| 0.292    |
|             | Request 5| 0.714    |
| Recall      | Request 1| 0.529    |
|             | Request 2| 0.176    |
|             | Request 3| 0.300    |
|             | Request 4| 0.583    |
|             | Request 5| 0.455    |
| Accuracy    | Request 1| 0.779    |
|             | Request 2| 0.852    |
|             | Request 3| 0.910    |
|             | Request 4| 0.820    |
|             | Request 5| 0.934    |
| F-measure   | Request 1| 0.400    |
|             | Request 2| 0.250    |
|             | Request 3| 0.353    |
|             | Request 4| 0.389    |
|             | Request 5| 0.556    |

Table 5. Performances Comparison based on statistical measures

![Figure 3. Precision](image-url)
Figure 4. Recall

Figure 5. F-Measure

Figure 6. Accuracy [38]
In current bank activity, we must come to an appropriate decision in a short time. It’s a precision-critical task where retrieving just one relevant and more similar case to the target problem is sufficient. That means a full recall of all relevant cases is not required. In other words, we need a quick search of the relevant cases to make promptly the decision. So, we need a precision in the relevant cases and a higher recall, i.e. a higher F-measure. Regarding all the previous results, the proposed RL-KBRS system outperforms FreeCBR, the conventional CBR. Nevertheless, more experiments and comparisons with other systems are needed to establish the performance of our system.

7. Conclusion

Knowledge-based Systems have been recognized as means for supporting the collection, storage and distribution of the knowledge and experience of the organization. These systems are proposed to improve the quality of recommending processes by using the power of recent computer technologies.

We described in this paper a case-based reasoning approach. The use of this reasoning mode enables decision makers to reduce the time required to come to a decision, particularly, in a critical situation. We applied our approach on bank loan analysis to provide a bank consultant with access to past experience in the form of cases using a reasoning mechanism to retrieve the relevant cases.

It appears evidence that this form of system is useful for intelligent decision support. Overall the experiment showed in this study the recommender System using CBR to search and recall previous decisions which are in some way “similar” to the current decision situation improve the efficiency of performance of the bank consultant.

Finally, in order to evaluate the proposed system, a comparative performance was undertaken with FreeCBR, a conventional CBR, using statistical parameters. We found that the RL-KBRS system shows better values in relation to some parameters and outperforms the conventional FreeCBR particularly in relation to precision and accuracy measures. Besides, a new index method is used in order to facilitate the retrieval of relevant cases using the decision tree index and thus reducing the search time.

In future work, we plan to improve RL-KBRS in the case retrieving step to allow calculating and retrieving the similar cases and choosing the most appropriate and relevant source case(s) by coupling the traditional similarity measure with the fuzzy set theory. Also we intend to integrate RLKBRS in the GDSS framework [36,37].
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