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Abstract: The calculation of P-wave Sommerfeld enhancement in processes with unstable particles in the final state is known to be divergent. This problem is usually remediated by introducing a cutoff which is related to a relevant scale of the system. However, this approach is arbitrary and can spoil the physical significance of the enhancement. In this paper, we identify the source of these divergences to be the same as the usual UV divergences in quantum field theory. To obtain a finite result we implement a renormalization procedure, showing that these divergences can be removed by adding proper counterterms. We show analytically, by considering the Coulomb interaction as an example, that this procedure renders the enhancement unique and unambiguous and can be easily generalized.
1 Introduction and motivation

The Sommerfeld enhancement [1] in scattering amplitudes can be understood as the result of multiple exchanges of light mediators among either the initial or the final state particles in the process. This is a non-relativistic quantum mechanical effect that can be expressed as a deformation of the initial or final state wavefunctions induced by the interaction of the light mediators with the external states. This modification can be obtained by solving the Schrödinger equation with a potential term that results from the new interaction. Typically, these effects lead to significant enhancements in the cross-sections near the threshold due to non-perturbative effects. These effects can overcome phase space suppression, resulting in a finite cross-section even at the threshold.

The first computation of the Sommerfeld enhancement due to the Coulomb interaction between final-state leptons was performed in [2]. Examples of Sommerfeld enhancement computations in S-wave dominated processes involving stable particles can be found in studies related to dark matter annihilation [3–6]. General results for arbitrary partial waves have been obtained in [7, 8]. Examples of Sommerfeld enhancement computations in S-wave
dominated processes involving unstable particles can be found in studies related to top quark pair production [9–13], \( W^+W^- \) production [14] and Higgs pair production [15, 16]. Other interesting processes have significant P-wave contributions and involve unstable particles (like stop quarks) in the final states. Sommerfeld enhancement studies for this kind of process have been performed in [17–20].

The computation of the Sommerfeld enhancement for unstable particles in the final state uses Green’s functions and the optical theorem. The finite width of unstable particles regulates an infrared divergence by damping the wave functions at large distances. However, it also introduces ultraviolet divergences in the usual procedure to compute the Sommerfeld enhancement for P-waves [17, 19, 21]. The reason is that for the \( P \)-wave, the enhancement is calculated from the Laplacian of the Green’s function, which is divergent at the origin (short distance). This divergence is real for stable particles and S-wave processes with unstable particles, and hence it does not contribute to the cross-section. When considering unstable particles in P-wave processes, the width introduces a divergence in the imaginary part of the amplitude that contributes to the cross-section through the optical theorem. This ultraviolet divergence introduces a certain degree of arbitrariness in the computation of the Sommerfeld enhancement. This work aims to point to a solution to this problem by showing that this divergence can be absorbed by the usual counterterms in a renormalized quantum field theory, thereby eliminating ambiguities in the computations.

The remainder of this paper is organized as follows. In section 2, we briefly review the Sommerfeld enhancement effect in a 2-to-2 process due to the exchange of a light mediator in the final state. We consider the annihilation of a fermion-antifermion into two scalars as a concrete example. In section 3 we introduce the general formalism for the calculation of the enhancement in the presence of an unstable particle in the final state using the optical theorem. In section 4 we present the computation of the enhancement for a specific S-wave dominated process and we propose a procedure to deal with the UV divergences appearing in the calculation.

In section 5 we present the computation of the enhancement for a specific P-wave dominated process. In this case, the divergences are imaginary and by applying our method we show how the renormalization procedure provides a finite unambiguous result. We discuss some of the differences between using our renormalization procedure and a finite cutoff in section 6. We conclude in section 7.

2 Brief Review of Sommerfeld enhancement

The Sommerfeld enhancement for a 2-to-2 scattering process is due to the exchange of a light force carrier between the initial or final state particles and can be computed using two distinct methods. The first method, which is the way the effect was discovered, uses the computation of the wave function of the produced final state [6–8, 22]. The calculation of this wave function at the origin includes the non-perturbative information of the interaction potential and gives the enhancement factor of the scattering process. This approach is straightforward and uses basic quantum mechanics. The second method, instead, takes advantage of the optical theorem to relate the cross-section with the imaginary part of an
amplitude where initial and final states are the same [9, 11, 12]. In this work, we adopt this second approach to use the full power of quantum field theory and tackle the divergences that arise in the computations.

To demonstrate our methodology, in this paper we consider the annihilation of two fermionic particles $\psi\bar{\psi}$ into two massive scalars $S$ with mass $m_S$ and width $\Gamma_S$. We will further assume the existence of a light real scalar field $\phi$ which interacts exclusively with $S$ in such a way that the cross-section of the process $\psi\bar{\psi} \rightarrow SS$ can be enhanced by the multiple exchanges of $\phi$-particles between the two scalar particles in the final state, as shown in Fig. 1. In the non-relativistic limit, the ladder diagrams dominate and we can ignore the cross diagrams. We can define the enhancement of the cross-section in this process as:

$$\sigma(\psi\bar{\psi} \rightarrow SS) = S(E) \sigma_0(\psi\bar{\psi} \rightarrow SS),$$  \hspace{1cm} (2.1)

where $\sigma_0(\psi\bar{\psi} \rightarrow SS)$ is the leading order cross-section and $S(E)$ is the energy-dependent Sommerfeld enhancement factor. The computation of the enhancement factor $S(E)$ depends on two important elements of the theory. The first one is the form of the $\phi SS$ interaction vertex. It can be generic, but in this work, we assume a simple form that occurs in a plethora of different models, namely:

$$\mathcal{L}_{\text{int}} = \frac{\kappa}{2} \phi S^2,$$  \hspace{1cm} (2.2)

where $\kappa$ is a dimensionful coupling constant. The second element is the leading order amplitude $\mathcal{M}_0(\psi\bar{\psi} \rightarrow SS)$ such that:

$$\sigma_0(\psi\bar{\psi} \rightarrow SS) \sim |\mathcal{M}_0(\psi\bar{\psi} \rightarrow SS)|^2.$$

The most general leading-order (off-shell) amplitude for the process $\psi(q_1)\bar{\psi}(q_2) \rightarrow S(p_1)S(p_2)$ can be written as:

$$\mathcal{M}_0(\psi\bar{\psi} \rightarrow SS) = \bar{v}(q_2)\Gamma_I u(q_1) F_I^\dagger(q,p),$$

where $q = q_1 + q_2 = p_1 + p_2 = \sqrt{s}$ is the center of mass energy and $\Gamma_I = 1, \gamma\mu, \gamma\sigma, \gamma\mu\gamma\sigma, \sigma_{\mu\nu}$ is an element of the Clifford space basis. By defining $p_1 = q/2 + p, p_2 = q/2 - p$ and using
momentum conservation, we have that the leading order form factor $F^I_0$ is a function of three independent momenta: $q_1$, $q$ and $p$. For simplicity, we just write $F^I_0(q,p)$.

At this point, we can expand the amplitude in partial waves as follows

$$
M_0 = 16\pi \sum_{l=0}^{\infty} (2l+1) P_l(\cos \theta) M^I_0(s,t),
$$

where $s, t, u$ are the usual Mandelstam variables, $P_l(x)$ is the Legendre polynomial of order $l$ and $M^I_0$ is the $l$-th partial wave amplitude. Even though this expansion is not a necessary step for performing the Sommerfeld enhancement computation, it represents a very useful tool that simplifies the study of the enhancement in cases where only one partial wave dominates.

**Figure 2**: Examples of processes that are dominated by a single partial-wave: (a) S-wave dominated, (b) P-wave dominated at tree-level and (c) P-wave dominated at 1-loop.

For instance, S-wave ($l = 0$) amplitudes can arise in renormalizable models where the $\bar{\psi} \psi \rightarrow SS$ process is mediated by the exchange of a scalar particle $A$ with mass $m_A$ in the $s$-channel (see Fig. 2a) and they can be written as:

$$
M_0^{S\text{-wave}}(\bar{\psi} \psi \rightarrow SS) \propto \frac{y_{\bar{\psi} A} \kappa_{SA}}{q^2 - m_A^2} \bar{v}(q_2) u(q_1),
$$

where $y_{\bar{\psi} A}$ is the $\bar{\psi} \psi A$ Yukawa coupling and $\kappa_{SA}$ is the trilinear $ASS$ scalar coupling. One concrete occurrence of such amplitude is the tree-level Higgs pair production at muon colliders, which is dominated by the s-channel exchange of the Higgs itself and $y_{\bar{\psi} A}$ is the lepton Yukawa coupling and $\kappa_{SA}$ is the triple Higgs coupling $\lambda_h$.

An example of P-wave ($l = 1$) amplitude can arise in renormalizable models where we have a vector field $V_\mu$ with mass $m_V$ which couples to $\psi$ and $S$.

$$
M_0^{P\text{-wave}}(\bar{\psi} \psi \rightarrow SS) \propto \frac{g_{\bar{\psi} \psi S}}{q^2 - m_V^2} \bar{v}(q_2) u(q_1),
$$

where $g_{\bar{\psi} \psi}$ and $g_S$ are, respectively, the fermionic and the scalar gauge couplings. One concrete occurrence of such amplitude is the stop pair production at lepton colliders in

---

1In principle, the field $S$ can be a complex scalar but for simplicity, we take it to be real.

2Notice that in this case $S$ is charged and the final state will be $SS$. 

---
the MSSM, where there is a photon exchange in the s-channel and $g_\psi$ and $g_S$ are the electromagnetic gauge couplings to leptons and stops [23].

There is also the possibility of having a P-wave-dominated process in models where the structure of the interactions is such that we have contributions to $\psi \bar{\psi} \to SS$ that come from diagrams involving the one-loop exchange of vector bosons. For instance, if we consider a theory where a gauge field $V_\mu$ couples minimally to $\psi$ (with vector and axial couplings) while $S$ is a neutral scalar component which has a $SVV$ coupling induced by a symmetry breaking mechanism, then we can write a box diagram (see Fig. 2c) which has the following amplitude:

$$M_{P-wave}^{\psi \bar{\psi} \to SS} = F_0(q, p) \bar{v}(q_2) \not{p} u(q_1) + G_0(q, p) \bar{v}(q_2) \gamma_5 \not{p} u(q_1),$$  \hspace{1cm} (2.8)

where $F_0$ and $G_0$ are one-loop structure functions. In general, these form factors are given in terms of complicated functions of momenta and masses but assume a simple form in the limit of heavy $V_\mu$. The form of this amplitude is similar to the one obtained by considering the leading box diagrams in Higgs pair production at electron colliders, which involve $W$ and $Z$ bosons in the loop [24]. In general, the $F_0$ and $G_0$ form factors have additional $p$ dependence which makes the enhancement calculation more complicated compared with the case of having form factors which are independent of $p$, as we highlight in the next section.

In this work we calculate the Sommerfeld enhancement for both S-wave and P-wave processes, focusing on two concrete examples where the leading order amplitude is generated by an effective $\psi \bar{\psi} SS$ interaction. More specifically, for the S-wave case, we use as a leading order amplitude the one in Eq. (2.6) computed in the limit of heavy $A$, while for the P-wave case we use Eq. (2.7) as the leading order amplitude in the limit of heavy $V$. Examining Eq. (2.6) and Eq. (2.7) we see that the calculation of the enhancement is actually independent of the presence of the mediator propagator in the s-channel and we can safely work in the limit where we integrate out this intermediate particle. The only difference is that using the renormalizable models one would have to consider $A/V \to SS$ as the initial process for the computation of the enhancement, while in the effective field theory limit we are working directly with the $\psi \bar{\psi} SS$ interaction. In general, working with non-renormalizable $\psi \bar{\psi} SS$ interactions can introduce additional problems. For instance, the $\psi \bar{\psi} \to SS$ cross-section could be divergent already when considering one single exchange of the $\phi$ particles in the final state, in a way that this quantity is no longer a prediction of the theory [25, 26] and needs to be renormalized by itself. This is not the case for the interactions we are considering in this paper since there are no additional factors of momenta in the effective vertex.  

\[\text{However, there could be a problem when considering a generic effective operator which might introduce higher powers of } p \text{ momenta in the } \psi \bar{\psi} SS \text{ vertex. In UV complete models this is not a problem because the renormalization occurs as usual.}\]
Figure 3: Recursion relation for the leading operator in the $\psi\bar{\psi} \rightarrow SS$ process. The blob represents the leading interaction which in general can be momentum dependent.

3 The enhancement factor $S(E)$

The infinite series of ladder diagrams, representing the exchange of an increasing number of $\phi$ particles in the final state, can be re-summed by solving a recursion relation for the non-perturbative form factor $F^I(q,p)$. This recursion relation is shown diagrammatically in Fig. 3, and the corresponding equation is given by:

$$F^I(q,p) = F^I_0(q,p) + (i\kappa)^2 \int \frac{d^4k}{(2\pi)^4} \frac{i}{(k + \frac{q}{2})^2 - m_S^2 + im_S\Gamma_S} \Gamma^S \frac{i}{(k - \frac{p}{2})^2 - m_S^2 + im_S\Gamma_S} F^I(q,k).$$

In the non-relativistic limit, we have that

$$q \rightarrow (2m_S + E, \vec{0}) \quad \text{and} \quad p \rightarrow (0, \vec{p}),$$

where $E$ is the non-relativistic energy of the final state system. Using these momenta approximations and performing the $k_0$ integral, the recursion relation in Eq. (3.1) reduces to (see Appendix A for the derivation):

$$F^I(E, \vec{p}) = F^I_0(E, \vec{p}) - \frac{\kappa^2}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{E + i\Gamma_S - \frac{\vec{p}^2}{m_S} \left(\vec{k} - \vec{p}\right)^2 + m_\phi^2} F^I(E, \vec{k}).$$

Let us define the following function:

$$\tilde{G}^I(z, \vec{p}) = -\frac{1}{z - \frac{\vec{p}^2}{m_S}} F^I(E, \vec{p}),$$

where $z = E + i\Gamma_S$. With the above definition, we can write the recursion relation in Eq. (3.3) as:

$$\left(\frac{\vec{p}^2}{m_S} - z\right) \tilde{G}^I(z, \vec{p}) = F^I_0(E, \vec{p}) + \int \frac{d^3k}{(2\pi)^3} \tilde{V}(\vec{k} - \vec{p}) \tilde{G}^I(z, \vec{k}).$$
The quantity
\[ \tilde{V}(\vec{p}) = -\frac{4\pi\alpha_\phi}{p^2 + m_\phi^2} \] (3.6)
is the Fourier transform of the Yukawa potential induced by the exchange of \( \phi \)
\[ V(\vec{r}) = -\alpha_\phi \frac{e^{-m_\phi r}}{r}, \] (3.7)
where \( r = |\vec{r}| \) and \( \alpha_\phi = \frac{e^2}{16\pi m_\phi^2} \). At this point it is useful to define the position space representation of \( \tilde{G}^I(z, \vec{p}) \) as follows:
\[ G^I(z, \vec{r}) = \int \frac{d\vec{3}k}{(2\pi)^3} \tilde{G}^I(z, \vec{p}) e^{i\vec{p}\cdot\vec{r}}. \] (3.8)
Now we need to find the connection between \( G^I(z, \vec{r}) \) defined above and the \( \psi\bar{\psi} \rightarrow SS \) cross-section. In order to do so, we consider the amplitude of the 2-to-2 scattering process \( \psi\bar{\psi} \rightarrow \psi\bar{\psi} \), which is shown in Figure 4, and compute the total cross-section for \( \psi\bar{\psi} \rightarrow SS \) by applying the optical theorem. We can write the amplitude \( \mathcal{M}(\psi\bar{\psi} \rightarrow \psi\bar{\psi}) \) as follows:
\[ \mathcal{M}(\psi\bar{\psi} \rightarrow \psi\bar{\psi}) = \bar{v}(q_2)\Gamma_I u(q_1)\bar{u}(q_1)\Gamma_J v(q_2) I^{IJ}(q), \] (3.9)
where \( I^{IJ}(q) \) is given by:
\[ I^{IJ}(q) = -i \int \frac{d^3k}{(2\pi)^3} F^I(q, k) \frac{1}{(k + \frac{q}{2})^2 - m_S^2 + im_S \Gamma_S} \frac{1}{(k - \frac{q}{2})^2 - m_S^2 + im_S \Gamma_S} F^J_0(q, k). \] (3.10)
In the non-relativistic limit, the quantity \( I^{IJ}(q) \) can be written in terms of the leading order form factor \( F^J_0 \) and the function \( \tilde{G}^I(z, \vec{k}) \) defined in Eq. (3.4). We have:
\[ I^{IJ}(E) = \frac{1}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} F^J_0(E, \vec{k}) \tilde{G}^I(z, \vec{k}) = \frac{1}{4m_S^2} \mathcal{O}^J \tilde{G}^I(z, \vec{r}) \bigg|_{\vec{r}=0}. \] (3.11)
The quantity \( I^{IJ}(E) \) is just the Fourier transform of \( F^J_0(E, \vec{k}) \tilde{G}^I(z, \vec{k}) \) evaluated at \( \vec{r} = 0 \). Notice that, after performing the Fourier transform, the form factor \( F^J_0(E, \vec{k}) \) becomes a
differential operator in position space, that we denoted by $O^J$, which acts on $G^I(z, \vec{r})$. This quantity is in general divergent\textsuperscript{4}: the divergences can be real and imaginary. However, only imaginary divergences are problematic for the computation of the enhancement, as we will see in the following.

Let us compute the total cross section for $\bar{\psi} \psi \rightarrow SS$ by applying the optical theorem:

$$s\sigma(\bar{\psi} \psi \rightarrow SS) = \text{Im} \sum_{\text{spins}} M(\bar{\psi} \psi \rightarrow \bar{\psi} \psi) = \text{Im} \sum_{\text{spins}} \bar{v}(q_2) \Gamma_J u(q_1) \bar{u}(q_1) \Gamma_J v(q_2) I^{IJ}(q)$$

(3.12)

In the non-relativistic limit, we can write

$$\sigma^{NR}(\bar{\psi} \psi \rightarrow SS) = \frac{1}{8} g_{IJ} \text{Im} I^{IJ}(E)$$

(3.13)

where $g_{IJ} = \text{Tr}(\Gamma_I q \Gamma_J q)$ is a real quantity. We should point out that there are subtleties in using the optical theorem with unstable particles in internal lines. We discuss this issue in Appendix B, where we show that the usual Cutkosky rules apply with good approximation when the widths are narrow compared to the particle’s mass. Using Eq. (3.11) and Eq. (3.13) we can write the Sommerfeld enhancement factor as follows:

$$S(E) = \frac{\sigma^{NR}(\bar{\psi} \psi \rightarrow SS)}{\sigma^{NR}_0(\bar{\psi} \psi \rightarrow SS)} = \frac{g_{IJ} \text{Im} O^J G^I(z, \vec{r})}{g_{IJ} \text{Im} O^J G^I_0(z, \vec{r})} \bigg|_{\vec{r}=0},$$

(3.14)

where $G^I_0(z, \vec{r})$ is the Fourier transform of the function defined in Eq. (3.4) computed in the free case, namely for $\alpha_\phi = 0$. The specific form of the enhancement factor defined in Eq. (3.14) is computed in the following sections for different types of interactions (S-wave and P-wave) and depending on the form of the interaction, the quantity $I^{IJ}(E) \sim O^J G^I(z, \vec{r}) \big|_{\vec{r}=0}$ presents imaginary divergences which need to be renormalized to provide a finite result.

4 S-wave Sommerfeld enhancement

In this section, we study the enhancement of an S-wave process. In this case, the divergences appearing in the computation of $I^{IJ}(E)$ in Eq. (3.11) are real [9, 11, 12] even when the width of $S$ is non-zero (unstable final-state particles). Therefore, the computation of the total cross-section in Eq. (3.13) is unaffected by the presence of divergent terms. Here we will compute those divergences in any case because they will help us understand the origin of imaginary divergences occurring in the P-wave case that directly affect the enhancement calculation and will be discussed in the next section.

Let us consider an effective dimension-5 operator $(\bar{\psi} \psi SS)$ that gives the following S-wave leading order amplitude for $\bar{\psi} \psi \rightarrow SS$:

\textsuperscript{4}The Fourier transform at $\vec{r} \neq 0$ acts as regulator for the divergent quantity $I^{IJ}(E)$. In this case, the divergences are represented as singular terms for $\vec{r} \rightarrow 0$. 
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\[ \mathcal{M}_0^{S\text{-wave}} = \lambda_0 \bar{v}(q_2) u(q_1), \quad (4.1) \]

where \( \lambda_0 \) is a real dimensionful coupling constant. The same amplitude \(^5\) can be derived from Eq. (2.6) in the limit of very heavy \( A \) and in this case \( \lambda_0 = -y_0 A \kappa_{SA}/m_A^2 \). By comparing Eq. (4.1) with the most general parametrization of the amplitude in Eq. (2.4) we have that

\[ \Gamma_I = 1 \quad \text{and} \quad F_0^I(q,p) = \lambda_0. \quad (4.2) \]

Using these definitions together with Eq. (3.3), we can write the following recursion relation for the non-perturbative form factor \( F(E, \vec{p}) \) in the non-relativistic limit:

\[ F(E, \vec{p}) = \lambda_0 + \int \frac{d^3k}{(2\pi)^3} \tilde{V}(\vec{k} - \vec{p}) F(E, \vec{k}) \frac{1}{z - \frac{k^2}{m_S}}, \quad (4.3) \]

where \( \tilde{V}(\vec{k} - \vec{p}) \) has been defined in Eq. (3.6). At this point, it is convenient to define the Green’s function in momentum space as follows\(^6\):

\[ \tilde{G}(z, \vec{k}) = -\frac{1}{z - \frac{k^2}{m_S}} \frac{F(E, \vec{k})}{\lambda_0}, \quad (4.4) \]

such that the Fourier transform of Eq. (4.3) becomes the familiar Schrödinger equation:

\[ \left[ -\nabla^2 - z + V(\vec{r}) \right] G(z, \vec{r}) = \delta^3(\vec{r}). \quad (4.5) \]

where \( V(\vec{r}) \) is the Yukawa potential defined in Eq. (3.7). The function \( G(z, \vec{r}) \) is the Fourier transform of Eq. (4.4) and can be interpreted as the standard Schrödinger Green’s function \( G(z, \vec{r}, \vec{r}') \), evaluated at \( \vec{r}' = 0 \). The next step is to use the optical theorem to find the relation between the cross-section and the imaginary part of the Green’s function. We can start from Eq. (3.11) and write the integral as:

\[ I(E) = \frac{\lambda_0^2}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} \tilde{G}(z, \vec{k}) = \frac{\lambda_0^2}{4m_S^2} G(z, \vec{r}) \bigg|_{\vec{r}=0}, \quad (4.6) \]

Notice that the integral \( I(E) \) is simply given by the Green’s function \( G(z, \vec{r}) \) evaluated at \( \vec{r} = 0 \). Therefore, the optical theorem in Eq. (3.13) can be written as:

\[ \sigma(\bar{\psi}\psi \rightarrow SS) = \frac{1}{s} \text{Tr} \left( q_2 g_4 \right) \text{Im} I(E) = \frac{1}{s} \text{Tr} \left( q_2 g_4 \right) \frac{\lambda_0^2}{4m_S^2} \text{Im} G(z, \vec{r}) \bigg|_{\vec{r}=0} \quad (4.7) \]

The Sommerfeld enhancement factor in Eq. (3.14) is given by:

\[ S(E) = \frac{\text{Im} G(z, \vec{r})|_{\vec{r}=0}}{\text{Im} G_0(z, \vec{r})|_{\vec{r}=0}}. \quad (4.8) \]

\(^5\)As already said, the Sommerfeld enhancement computed with Eq. (4.1) will be identical to the one computed with Eq. (2.6).

\(^6\)In this case the \( F_0^I = \lambda_0 \) is constant and we can divide the equation by it to simplify the calculation.
From now on we will consider the limit \( m_\phi \to 0 \). In this limit, the Yukawa potential in Eq. (3.7) becomes the Coulomb potential and Eq. (4.5) admits an analytic solution \[27\]. To identify the divergent terms of \( I(E) \sim G(z, \vec{r}) \bigg|_{\vec{r}=0} \), we take the analytic Coulomb Green’s function \( G(z, \vec{r}, \vec{r}’) \) \[27\] evaluated at \( \vec{r}’ = 0 \) and expand it around \( \vec{r} = 0 \). Therefore we get:

\[
I_{\text{div}}(E) = \frac{\lambda_0^2}{4m_S^2} \left( \frac{m_S}{4\pi r} + \frac{m_S^2\alpha_\phi}{4\pi} \log r \right) \bigg|_{\vec{r}=0} .
\]  

(4.9)

We can see that the divergent terms of the Coulomb Green’s function at \( \vec{r} = 0 \) are real and they do not affect the computation of the enhancement factor in Eq. (4.8) which involves only the imaginary part of \( G(z, \vec{r}) \big|_{\vec{r}=0} \). Nevertheless, it is very instructive to analyze the origin of these divergences. In order to do this, let us use Eq. (4.3) and Eq. (4.4) to solve Eq. (4.6) by expanding the recursion relation for \( F(E, \vec{k}) \) in powers of \( \alpha_\phi \). We can write

\[
I(E) = I_0(E) + I_1(E) + \ldots + I_n(E) + \ldots ,
\]  

(4.10)

where \( I_n(E) = I_n^{\text{finite}}(E) + I_n^{\text{div}}(E) \) contains terms of order \( \alpha_\phi^n \). Here we compute the first two terms of the series in Eq. (4.10) and identify the divergent pieces. These quantities, \( I_0(E) \) and \( I_1(E) \), represent the non-relativistic limit of the loop integrals shown in Fig. 5a and Fig. 5b, respectively. The first integral is

\[
I_0(E) = \frac{\lambda_0^2}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\sqrt{\vec{k}^2 - m_S^2 - z}} = \frac{\lambda_0^2}{4m_S^2} G_0(z, \vec{r}) \bigg|_{\vec{r}=0} ,
\]  

(4.11)

where \( G_0(z, \vec{r}) \) is the free Green’s function which is given by

\[
G_0(z, \vec{r}) = \frac{m_S}{4\pi r} e^{i\sqrt{m_S^2}z} .
\]  

(4.12)

Expanding around \( \vec{r} = 0 \) we identify the following divergent contribution

\[
I_0^{\text{div}}(E) = \frac{\lambda_0^2}{4m_S^2} \left( \frac{m_S}{4\pi r} \right) \bigg|_{\vec{r}=0} ,
\]  

(4.13)
which coincides with the first term of Eq. (4.9). The second integral of the expansion is

\[ I_1(E) = -\frac{\lambda_0^2}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{m_S^2 - z} \int \frac{d^3k'}{(2\pi)^3} \frac{4\pi\alpha_x}{(k'^2 - k^2)^2} \frac{1}{m_S^2 - z}. \]

(4.14)

The position space representation can be done by integrating one of the momenta and doing the Fourier transform of what survives in the large momenta region. Expanding around \( \vec{r} = 0 \) we identify the following divergent contribution (see Appendix C):

\[ I_{1}^{\text{div}}(E) = \frac{\lambda_0^2}{4m_S^2} \frac{m_S^2 \alpha_x}{4\pi} \log r, \]

(4.15)

which coincides with the second term of Eq. (4.9). All the \( I_n(E) \) integrals, with \( n \geq 2 \), are finite. Therefore, in the ladder approximation, we have that the UV divergences appearing in the computation of \( \mathcal{M}(\psi\bar{\psi} \rightarrow \psi\bar{\psi}) \) in the non-relativistic limit are two-loop exact, namely \( I_{1}^{\text{div}}(E) = I_{0}^{\text{div}}(E) + I_{1}^{\text{div}}(E) \). The \( \psi\bar{\psi} \rightarrow \psi\bar{\psi} \) amplitude can be simply renormalized by introducing the following counterterm

\[ v_s(q_2)u_r(q_1)u_r(q_1')v_r(q_2')\delta I_{CT}, \]

(4.16)

with \( \delta I_{CT} \) equal to \( -I_{1}^{\text{div}}(E) \) given by Eq. (4.9). Notice that this counterterm looks non-renormalizable because we considered a non-renormalizable interaction to start with. On the other hand, in a renormalizable model, where there is another particle in the s-channel that mediates the interaction between \( \psi \) and \( S \), the counter term would enter in the renormalization of that particle’s self-energy. The counterterm in Eq. (4.16) cancels all the divergences appearing in the non-relativistic limit in the ladder approximation in the \( \psi\bar{\psi} \rightarrow \psi\bar{\psi} \) process, which are directly related to \( G(z, \vec{r}) \big|_{\vec{r}=0} \). To compute the Sommerfeld enhancement, one can start directly with the Green’s function and remove all the imaginary divergent terms there. In the S-wave case, because these divergences are real, it is safe to ignore them for the computation of the enhancement. The picture changes when considering a P-wave-dominated process, as we will show in the next section.

Notice that we are using a position space regularization scheme, which is not the one usually implemented in standard quantum field theory calculations. If one wants to compute, in addition to the enhancement, other observables of the theory, then the same regularization scheme needs to be implemented. This means that one would need to compute the Green’s function in dimensional regularization [28, 29] or use the position space regularization scheme for the computation of the observables.

5 P-wave Sommerfeld enhancement

In the previous section, we saw that no imaginary divergences are affecting the computation of the S-wave enhancement. On the other hand, for the P-wave case, the situation is different and imaginary divergences appear. The Sommerfeld enhancement in P-wave dominated processes was studied in [17, 19, 30]. There are different forms of P-wave-dominated
amplitudes one can write down but all of them have the property of being proportional to the velocity of the final state system in the region close to the threshold.

In this section we consider an effective dimension-6 operator \((\bar{\psi}\gamma^{\mu}\psi S \partial_{\mu}S)\) that gives the following P-wave leading order amplitude for \(\psi\bar{\psi} \rightarrow SS\):

\[
\mathcal{M}^{\text{P-wave}}_0 = F_0 \bar{\psi}(q_2)\psi u(q_1),
\]

(5.1)

where \(F_0\) is a real dimensionful coupling constant. We choose this form of interaction because it is the most simple example of a P-wave process and can occur in different models. For instance, the same amplitude can be derived from Eq. (2.7) in the limit of very heavy \(V\) and in this case \(F_0 = -g_\psi g_S/m_V^2\). By comparing Eq. (5.1) with the most general parametrization of the amplitude in Eq. (2.4) we have that

\[
\Gamma_I = \gamma^\mu \quad \text{and} \quad F^I_0(q,p) = p_\mu F_0.
\]

(5.2)

Using these definitions together with Eq. (3.3), we can write the following recursion relation for the non-perturbative form factor \(F^i(z,\vec{p})\)

\[
F^i(z,\vec{p}) = p^i F_0 + \int \frac{d^3k}{(2\pi)^3} \tilde{V}(\vec{k} - \vec{p}) F^i(z,\vec{k}) \frac{1}{z - \frac{k^2}{m_S}},
\]

(5.3)

where \(\tilde{V}(\vec{k} - \vec{p})\) has been defined in Eq. (3.6). In analogy to the S-wave case, it is convenient to define:

\[
\tilde{G}^i(z,\vec{k}) = -\frac{1}{z - \frac{k^2}{m_S}} \frac{F^i(z,\vec{k})}{F_0} \equiv k^i \tilde{G}(z,\vec{k}),
\]

(5.4)

where the in the last equality we have used the fact that \(F^i(z,\vec{p}) \sim p^i\), since \(p^i\) is the only vector we have at our disposal to construct a covariant expression for \(F^i(z,\vec{p})\). With this definition, the position space representation of Eq. (5.3) becomes:

\[
\left[ -\nabla^2 - z + V(\vec{r}) \right] \partial_i G(z,\vec{r}) = \partial_\ell \delta^3(\vec{r}),
\]

(5.5)

where \(V(\vec{r})\) is the Yukawa potential defined in Eq. (3.7) and \(G(z,\vec{r})\) is the Fourier transform of \(\tilde{G}(z,\vec{k})\) defined in Eq. (5.4). Let us show that \(G(z,\vec{r})\) can be taken to be the standard Schrödinger Green’s function \(G(z,\vec{r},\vec{r}')\) that solves

\[
\left[ -\nabla^2 - z + V(\vec{r}) \right] G(z,\vec{r},\vec{r}') = \delta^3(\vec{r} - \vec{r}'),
\]

(5.6)

evaluated at \(\vec{r}' = 0\). In order to do this, let us take Eq. (5.6) and act with \(-\partial_\ell^i\) on both sides:

\[
\left[ -\nabla^2 - z + V(\vec{r}) \right] (\partial_\ell^i G(z,\vec{r},\vec{r}')) = -\partial_\ell^i \delta^3(\vec{r} - \vec{r}').
\]

(5.7)

\footnote{Because we are using effective interactions, it could be that \(F^i(z,\vec{p})\) is also divergent. This divergence would spoil the predictability of the process and is something to be careful of in a general model. In our case, the amplitude is finite and we do not have this specific problem.}
Using the fact that $\partial_z G(z, \vec{r}, \vec{r}) = -\partial_{\vec{r}} G(z, \vec{r}, \vec{r})$ and substituting this relation back into Eq. (5.7), it is possible to show that we recover Eq. (5.5) after taking $\vec{r} \to 0$. Therefore, the Green’s function equation we need to solve here is the same as the one we encountered in the S-wave case. The difference appears when expressing the cross-section in terms of the Green’s function, using the optical theorem. To show this let us start from Eq. (3.11) and write the integral as

$$I^{ij}(E) = \frac{F_0^2}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} k^i k^j \hat{G}(z, k) = \frac{F_0^2}{4m_S^2} \int \frac{d^3k}{(2\pi)^3} k^i k^j \hat{G}(z, k),$$

(5.8)

where in the second equality we used Eq. (5.4). Thanks to the symmetry properties of the integrand, we can replace $k^i k^j \to \delta^{ij} k^2 / 3$ inside the second integral of Eq. (5.8). In this way we obtain:

$$I^{ij}(E) = \frac{F_0^2}{12m_S^2} \delta^{ij} \int \frac{d^3k}{(2\pi)^3} k^2 \hat{G}(z, k) = -\frac{F_0^2}{12m_S^2} \delta^{ij} \nabla^2 G(z, \vec{r}) \bigg|_{\vec{r}=0}. \quad (5.9)$$

Notice that the integral $I^{ij}(E) = \delta^{ij} I(E)$ is simply given in terms of the Laplacian of the Green’s function that solves Eq. (5.6) evaluated at $\vec{r} = \vec{r} = 0$. The optical theorem in Eq. (3.13) can be written as:

$$\sigma(\bar{\psi} \psi \to SS) = \frac{1}{\hbar} \left| \text{Tr} \left( \gamma_2 \gamma_i \gamma_j \right) \right| \delta^{ij} \text{Im} I(E) = -\frac{F_0^2}{12m_S^2} \frac{1}{\hbar} \text{Tr} \left( \gamma_2 \gamma_i \gamma_j \right) \text{Im} \nabla^2 G(z, \vec{r}) \bigg|_{\vec{r}=0}. \quad (5.10)$$

In the P-wave enhancement calculation, differently than the S-wave case, the total cross section is given in terms of the Laplacian of $G(z, \vec{r})$ and the Sommerfeld enhancement factor $S(E)$ can be written as:

$$S(E) = \frac{\text{Im} \nabla^2 G(z, \vec{r}) \bigg|_{\vec{r}=0}}{\text{Im} \nabla^2 G_0(z, \vec{r}) \bigg|_{\vec{r}=0}}. \quad (5.11)$$

Let us compute $I^{ij}(E) = \delta^{ij} I(E) \sim \delta^{ij} \nabla^2 G(z, \vec{r}) \big|_{\vec{r}=0}$ perturbatively in $\alpha_0$ and identify the divergent terms. In order to do this we use Eq. (5.3) and Eq. (5.4) to solve Eq. (5.8) by expanding the recursion relation for $F^2(z, \vec{k})$ in powers of $\alpha_0$. We can write

$$I^{ij}(E) = \delta^{ij} \left( I_0(E) + I_1(E) + \ldots + I_n(E) + \ldots \right), \quad (5.12)$$

where $I_n(E)$ contains terms of order $\alpha_0^n$. Let us consider the first two integrals of the expansion, namely $I_0(E)$ and $I_1(E)$. They are UV divergent and represent the non-relativistic limit of the loop integrals shown in Fig. 5a and Fig. 5b, respectively. The divergences of the Green function are then matched order by order in the perturbative expansion.

The first integral is:

$$I_0(E) = \frac{F_0^2}{12m_S^2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{k^2 - \frac{m_S^2}{m_S^2}} = -\frac{F_0^2}{12m_S^2} \nabla^2 G_0(z, \vec{r}) \bigg|_{\vec{r}=0}. \quad (5.13)$$
where $G_0(z, r)$ is the free Green’s function given by Eq. (4.12). Expanding around $r' = 0$ we identify the following $1/r$ divergent contribution:

$$I_0^\text{div}(E) = \frac{F_0^2}{12m_S^2} \left( \frac{m_S^2}{4\pi r} \right)_{r=0}.$$  \hspace{1cm} (5.14)

Notice that, in this case, the imaginary part of the $1/r$ divergence is non-zero for finite width, namely for $\Gamma_S \neq 0$. The second integral of the expansion is:

$$I_1 = -\frac{F_0^2 \alpha_{\phi} \pi}{3m_S^2} \int \frac{d^3k}{(2\pi)^3} \frac{d^3l}{(2\pi)^3} (k \cdot l) \frac{1}{z - \frac{k^2}{m_S} (k - l)^2 + \frac{m_S^2}{z} - \frac{\beta}{m_S}}.$$  \hspace{1cm} (5.15)

This integral is UV divergent and it can be regularized by taking the Fourier transforms for a generic $r \neq 0$. Then, expanding around $r = 0$, it is possible to identify the following divergent contributions (see Appendix D):

$$I_1^\text{div}(E) = \frac{F_0^2}{12m_S^2} \alpha_{\phi} \left( -\frac{m_S^2}{8\pi} \frac{1}{r^2} + \frac{m_S^2 z}{4\pi} \log r \right)_{r=0}.$$  \hspace{1cm} (5.16)

Notice that, in this case, we have a new real $1/r^2$ divergence and the imaginary part of the log $r$ divergence is non-zero for finite width, namely for $\Gamma_S \neq 0$. Contrary to the S-wave case, we have that the UV divergences appearing in the computation of $\mathcal{M}(\psi\bar{\psi} \rightarrow \bar{\psi}\psi)$ in the non-relativistic limit are not two-loop exact. Indeed, in the P-wave case, additional divergent contributions are coming from higher loops. However, it is possible to show that these divergent terms can only be of the form $1/r^2, 1/r$ and log $r$, and no new $r$ dependence appears. To do this, let us consider the $n + 1$-loop expression:

$$I_n(E) = -\frac{F_0^2 \alpha_{\phi} \pi^n}{3m_S^2} \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \ldots \frac{d^3k_n}{(2\pi)^3} \frac{1}{k_1 \cdot k_2 \ldots k_{n-1}} \frac{1}{z - \frac{k_1^2}{m_S} \frac{k_2^2}{m_S} \ldots \frac{k_{n-1}^2}{m_S}} \frac{1}{z - \frac{m_S^2}{z} - \frac{k_n^2}{m_S}}.$$  \hspace{1cm} (5.17)

By inspecting the integrand, one can see that the divergences come from the $k_1$ and $k_n$ integration, every other integral in between is finite. Therefore, the divergences have the same functional form as the one-loop $I_0(E)$ and two-loop $I_1(E)$ case. We can write

$$I^\text{div}(E) = \frac{A}{r^2} + \frac{B}{r} + C \log r.$$  \hspace{1cm} (5.18)

where $A, B$ and $C$ are complex coefficients that can be written as a series in $\alpha_{\phi}$. Since $I(E) \sim \nabla^2 G(z, r')$ evaluated at $r' = 0$ and expand it around $r' = 0$. The terms in Eq. (5.14) and Eq. (5.16) are recovered by expanding the full result to $\mathcal{O}(\alpha_{\phi})$. The $\bar{\psi}\psi \rightarrow \bar{\psi}\psi$ amplitude can be simply renormalized by introducing the following counterterm

$$\bar{\psi}_s(q_2)\gamma_i u_r(q_1) \bar{u}_r(q'_1)\gamma_i v_r(q'_2) \delta I_{\text{CT}},$$  \hspace{1cm} (5.19)

where $G_0(z, r)$ is the free Green’s function given by Eq. (4.12).
with $\delta I_{CT}$ equal to $-I^\text{div}(E)$ given by Eq. (5.18). The counterterm in Eq. (5.19) cancels all the divergences appearing in the non-relativistic limit in the ladder approximation in the $\psi\bar{\psi} \to \psi\bar{\psi}$ process, which are directly related to $\nabla^2 G(z, \vec{r})|_{\vec{r}=0}$. In order to compute the Sommerfeld enhancement, one can start directly with the Laplacian of Green's function and remove all the divergent imaginary terms there. In the P-wave case, these divergences have an imaginary part (proportional to the width $\Gamma_S$) and therefore this procedure is crucial to obtaining a finite result.

As an example of the application of this method, we perform the computation of the Sommerfeld enhancement for some specific values of the parameters as a function of the energy $E$. In Figure 6a we show the behavior of the Sommerfeld enhancement factor as function of the energy $E < 0$ (below threshold region), computed for $\alpha_\phi = 1$, $m_S = 125$ GeV and $\Gamma_S = 0.001$ GeV. In Figure 6b we show the same behavior computed for $\alpha_\phi = 1$, $m_S = 125$ GeV and $\Gamma_S = 1$ GeV. From these two plots, we can see that the finite $S$ width has the effect of smearing out the delta function spikes associated with the energy levels of the $SS$ bound state and this effect is more visible when increasing the width value, Figure 6b. Notice that going to larger widths makes the calculation breakdown because of unitarity violations, as discussed in Appendix B. In Figure 6c we show the behavior of the Sommerfeld enhancement factor as function of the energy $E > 0$ (above threshold region), computed for $\alpha_\phi = 1$, $m_S = 125$ GeV and two different non-zero values of $\Gamma_S$ which are taken to be 0.001 and 1 GeV, and we compare it with the $\Gamma_S = 0$ literature result [7]. For $E > 0$, we have that the finite width effects are small compared to $\Gamma_S = 0$ case (less than 10%).

6 Discussion

Now that the source of the divergence in the Sommerfeld calculation is clear, it is worth discussing what is the difference between the approach that we propose here and what was used in the literature before. In previous works on the topic, the divergence was noticed for the case where there are unstable particles in P-wave processes. There were different attempts at solving this problem. In [17], it was discussed how the divergence is unavoidable in the non-relativistic limit and an arbitrary cutoff around the scale of the stop mass was adopted. In [19], it was discussed how the uncertainties in choosing the right cutoff for the stop pair production are of the same order of magnitude as higher-order QCD corrections. In this case, there is no clear scale for what the cutoff should be and the reduced mass was used as this sets the scale of the theory. In this approach, the enhancement is acknowledged to be UV sensitive and the physical cutoff shows the dependence on new physics. Near the cutoff, it is expected for order one correction to appear from the new physics contribution. This is different from the approach that we introduce in this work. By using the quantum field theory renormalization, we are describing all the low-energy physics without having to care about the microscopic description\footnote{There is still some arbitrariness since new physics can contribute to some specific observables, however, the observables in which this occurs are seen as an input for the model instead of a prediction.}.
Figure 6: P-wave dominated Sommerfeld enhancement factor $S(E)$ behavior in the belowthreshold region, computed using $\alpha = 1$, $m_S = 125$ GeV and $\Gamma_S = 0.001$ GeV (a) or $\Gamma_S = 1$ GeV (b). In (c) the comparison between the behavior of the Sommerfeld enhancement in the above threshold region is presented, computed using $\alpha = 1$, $m_S = 125$ GeV and two non-zero width values, namely $\Gamma_S = 0.001$ GeV and $\Gamma_S = 1$ GeV, and the literature result [7] obtained with $\Gamma_S = 0$ (c). The inset of Figure (c) shows the ratio between the renormalized enhancement and the results from [7] (dashes), and the ratio between the renormalized enhancements for $\Gamma_S = 1$ GeV and $\Gamma_S = 0$ (dots).

If we were working in a model where the UV is strongly interacting, then the cutoff can have a better motivated physical meaning as being the dynamical scale itself. In the models that we study here, there is no dynamic scale. This makes it harder to guess what cutoff could give a physical result. In the position space regularization, a cutoff is defined as a minimal distance $r_\Lambda$. The only natural cutoff in our case is the scale in which the non-relativistic theory ceases to be a good approximation. In this case, we should expect when
the distances probed are smaller than the reduced mass the approximation starts to break down. Because the divergences are of order $1/r^2$, there is a strong sensitivity for the scale. If there were only logarithmic divergences the sensitivity near zero would be softer. In order to show this sensitivity, we choose three different cutoffs and compared with the method proposed here: $r_\Lambda = 10^{-2} \text{ GeV}^{-1}$, $r_\Lambda = 10^{-3} \text{ GeV}^{-1}$ and $r_\Lambda = 10^{-5} \text{ GeV}^{-1}$. Since we are using the mass $m_S = 125 \text{ GeV}$ we expect that the best cutoff lies around $1/125 \text{ GeV}^{-1}$. We explore these cutoffs in Figure 7 for the case where the width is $\Gamma_S = 0.001$. We can see that the cutoff which is closer to the true result is the one which is closer to the $1/m_S$ scale.

In the case where the width is larger, we could not find a sensible cutoff, and the behaviour of the enhancement factor breaks down. This regime is unphysical because it was picking too much of the divergent contribution or too much of the finite contribution, and thus the unitarity violation is significant and the approximation ceases to work.
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**Figure 7:** Enhancement value ($S(E)$) for the interaction $q^2/\alpha_\phi$ in the above-threshold regime with $\alpha_\phi = 1$ and $m_S = 125 \text{ GeV}$ for $\Gamma_S = 0.001 \text{ GeV}$. The enhancement is presented for positive energies computed using the renormalization approach (Solid curve) and by using different values for a cutoff given by $r_\Lambda$ for $\Gamma_S = 0.001 \text{ GeV}$.

We can see then that, given a reasonable choice of cutoff, it is possible to reproduce the renormalized result to a good approximation. However, the sensitivity of the cutoff makes it difficult to choose one, to begin with. In this case, it seems better to approximate the problem to zero width, in which we do not have any divergences than to guess what is the best value for the cutoff. In the approach we propose, we use the consistency of the renormalized quantum field theory to guarantee our result for the Sommerfeld enhancement is sensible and independent of UV physics. This removes the arbitrariness of choosing the cutoff, even if it is physical, and allows us to probe the small, but measurable, finite width effects.

---

9The arbitrariness of the renormalization scheme is the same as in the usual quantum field theory and observables cannot depend on it by construction.
7 Conclusion

In this work, we have proposed a method to deal with divergences that arise when computing the Sommerfeld enhancement factor in P-wave dominated processes with unstable particles in the final state. This problem has been recognized in the literature before and previous studies showed that these divergences can be avoided by using a simple cutoff procedure. Contrary to that approach, we showed that these divergences can be dealt with in the same way as the usual UV divergences in quantum field theory. This implies that taking properly into account the standard renormalization procedure in the quantum field theory removes all divergences, and it is not necessary to use any (physical or unphysical) cutoff in the calculation. We also showed that for the specific P-wave process we have studied, the effects of the finite width are small (of the order of 10\% for positive energy.

In this work, we have used a specific model to implement our renormalization procedure. However, the procedure that we introduce here can be generalized to any kind of interaction. In approaching a different model, the first step is to verify that the 2-to-2 cross-section, which we want to enhance, is finite (and thus predictable) when considering the loop exchange of the mediator. This check can be done perturbatively and it is always true for renormalizable theories. Then, the next step is to apply the optical theorem, take the non-relativistic limit and identify which operator acts on the Green’s function. From that, it is guaranteed that all the divergences are dealt with in the renormalization, and thus one should worry only about picking the finite contribution for the enhancement. A renormalization scheme must be chosen, and if others observables are worked in the same theory, they need to be calculated in the same scheme. In the case where Green’s function is only obtained numerically, the subtraction can introduce some additional error since it will be necessary to work out what is the finite contribution of the process. This, unfortunately, is a problem even if the amount to be subtracted is known exactly order by order since numerical noise makes the cancellation not exact.

In the case of Coulomb\textsuperscript{10} interaction, the divergences are only a problem for higher partial waves when the particles are unstable. In recent years, the scenario where dark matter has an unstable sector is becoming more popular \cite{31,32}. This work allows the calculation of enhancement of these kinds of models, provided that the width is small to allow the use of the optical theorem for unstable particles.
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A Non-relativistic approximation of the recursion relations.

In this appendix, let us work out the non-relativistic approximations of the recursion relations used during the paper. Starting from:

\[
F^I(q,q_1,p_1) = F^I_0(q,q_1,p_1) + (i\kappa)^2 \int \frac{d^4k}{(2\pi)^4} \frac{i}{(k + \frac{q}{2})^2 - m_h^2 + im_h\Gamma_h} \frac{i}{(k - \frac{q}{2})^2 - m_h^2 + im_h\Gamma_h} \\
\frac{i}{(k - p)^2 - m_\phi^2} F^I(q,q_1,k),
\]

We then consider only contributions linear in the time-like direction inside the integral:

\[
\frac{i}{(k + \frac{q}{2})^2 - m_\phi^2 + im_\phi\Gamma_\phi} \rightarrow \frac{i}{2m_\phi} \left( \frac{E}{2} + k_0 - \frac{k^2}{2m_\phi} + i\Gamma_\phi/2 \right),
\]

\[
\frac{i}{(k - \frac{q}{2})^2 - m_\phi^2 + im_\phi\Gamma_\phi} \rightarrow \frac{i}{2m_\phi} \left( \frac{E}{2} - k_0 + \frac{k^2}{2m_\phi} + i\Gamma_\phi/2 \right),
\]

\[
\frac{i}{(k - p)^2 - m_\phi^2} \rightarrow \frac{-i}{(k - p)^2 + m_\phi^2},
\]

The recursion relation in this limit is then:

\[
F^I(E,\vec{p}) = F^I_0(E,\vec{p}) - \frac{(i\kappa)^2}{4m^2_\phi} \int \frac{d^4k}{(2\pi)^4} \frac{i}{E/2 + i\Gamma_\phi/2 + k_0 - \frac{k^2}{2m_\phi}} \frac{i}{E/2 + i\Gamma_\phi/2 - k_0 - \frac{k^2}{2m_\phi}} \\
\frac{i}{(\vec{k} - \vec{p})^2 + m_\phi^2} F^I(E,\vec{k}),
\]

where we used \( q = (2m_\phi + E,0) \), with \( E \) being the energy above or below the threshold for the production of the \( S \) particle pair. In the non-relativistic limit, we have \( p^0 = 0 \) and thus we can perform the \( k^0 \) integral:

\[
\int \frac{dk^0}{2\pi} \frac{i}{2m_\phi} \frac{i}{E/2 - k_0 - \frac{k^2}{2m_\phi} + i\Gamma_\phi/2} \frac{i}{2m_\phi} \frac{i}{E/2 + k^0 - \frac{k^2}{2m_\phi} + i\Gamma_\phi/2} = \frac{i}{4m^2_\phi} \frac{1}{E + i\Gamma_\phi - \frac{k^2}{m_\phi}}.
\]

With this we recover Eq.(3.3):

\[
F^I(E,\vec{p}) = F^I_0(E,\vec{p}) - \frac{\kappa^2}{4m^2_\phi} \int \frac{d^3k}{(2\pi)^3} \frac{1}{E + i\Gamma_\phi - \frac{k^2}{m_\phi}} \frac{1}{(\vec{k} - \vec{p})^2 + m_\phi^2} F^I(E,\vec{k}).
\]
Figure 8: The cut through the unstable internal line in the narrow width approximation on the left side of the equation. On the right is the actual cut in the stable states in the case where we have this two-body decay.

B Optical theorem for unstable particles

In the optical theorem approach, it is also possible to treat unstable particles in any internal line. The procedure uses the complex mass scheme\cite{33, 34} where we change the internal propagator to have the decay width:

\[
\frac{1}{p^2 - m^2} \rightarrow \frac{1}{p^2 - m^2 + i m \Gamma} \tag{B.1}
\]

At this point, one should be careful when considering these unstable particles, especially with the unitarity of the theory. The application of Cutkosky rules does not apply directly to unstable particles \cite{33, 35}. However, a general relation (largest time equation) can be obtained, which is valid for both unstable and stable particles \cite{35}. Using the largest time equation, it is possible to show that any cut with unstable particles does not contribute to the scattering matrix. The physical interpretation is that no final state has those particles. Because of this, we can, in the end, use the Cutkosky rules for both unstable and stable particles, but we do not cut the unstable states\footnote{Applying Cutkosky or holomorphic cuts to unstable-particle propagators may lead to well-defined results, once they are treated properly as distributions \cite{36}.} \cite{37}. The downside of this approach is that processes that go through the unstable state end up being in higher loop order, as represented in Figure 8.

The way to simplify such treatment can be achieved when the particle has a narrow width. In this case, we can treat the unstable particles just as stable particles because we separate the production from the decay. The cut generates the imaginary part of the propagator, which in the narrow width approximation has the same delta function form as the stable particle:

\[
\text{Im} \left( \frac{1}{p^2 - m^2 + i m \Gamma} \right) = -\frac{m \Gamma}{(p^2 - m^2)^2 + m^2 \Gamma^2} \approx -\pi \delta(p^2 - m^2) \tag{B.2}
\]

In this case, we can get some effects for the finite width while preserving the optical theorem’s simplicity and unitarity. For a more in-depth discussion about this we refer the reader to \cite{33, 37}. With this in mind, we can then use the optical theorem for states with narrow width, which is the main interest of this paper.
C One-loop process (two-loop optical diagram) for the S-wave contact interaction.

The analysis for the one-loop process (two-loop optical diagram) is similar to the leading contribution:

\[ iM = i\hat{v}_s(p_2)u_r(p_1)\hat{u}_r(p_1)v_r(p_2)I_1 \]

\[
I_1 = -\lambda_0^2\kappa^2 \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{(k + q/2)^2 - m_S^2 + im_S\Gamma_S} \frac{1}{(l + q/2)^2 - m_S^2 + im_S\Gamma_S} \\
\quad \cdot \frac{1}{(k - l)^2 - m^2_\phi} \frac{1}{(l - q/2)^2 - m^2_\phi + im_\phi\Gamma_\phi} \frac{1}{(l - q/2)^2 - m^2_\phi + im_\phi\Gamma_\phi}. \tag{C.2}
\]

Then, we apply the near-threshold approximation by dropping every quadratic dependence on the energy or the time component of the vectors from the denominator. In this case we drop \( k_0^2, l_0^2, k_0l_0, k_0E, l_0E \) and \( E^2 \). Using this approximation, the integral in the non-relativistic limit becomes:

\[
I_1 = -\lambda_0^2\kappa^2 \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{2m_S(k_0 + E + i\Gamma_S - \frac{\vec{E}^2}{2m_S})} \frac{1}{2m_S(k_0 - E + i\Gamma_S - \frac{\vec{E}^2}{2m_S})} \\
\quad \cdot \frac{1}{2m_S(l_0 + E + i\Gamma_S - \frac{\vec{E}^2}{2m_S})} \frac{1}{2m_S(l_0 - E + i\Gamma_S - \frac{\vec{E}^2}{2m_S})}. \tag{C.3}
\]

The integration of \( k_0 \) and \( l_0 \) is done to give:

\[
I_1 = -\lambda_0^2\kappa^2 \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{1}{E + i\Gamma_S - \frac{\vec{E}^2}{2m_S}} \frac{1}{(\vec{k} - \vec{l})^2 + m^2_\phi} \frac{1}{E + i\Gamma_S - \frac{\vec{E}^2}{2m_S}}. \tag{C.4}
\]

To write the divergent contribution in position space, we must first perform the following \( l \) integral

\[
I'_1 = \int \frac{d^4l}{(2\pi)^4 \vec{k}^2} \frac{1}{(\vec{k} - \vec{l})^2 + m^2_\phi} \frac{1}{\vec{E}^2}. \tag{C.5}
\]

Using the Feynman parametrization, we can rewrite it as:

\[
I'_1 = m_S \int_0^1 dx \int \frac{d^3l}{(2\pi)^3 \vec{l}^2} \frac{1}{\vec{l}^2 + \Delta^2} \frac{1}{\sqrt{\Delta^2}} = \frac{m_S}{8\pi} \int_0^1 dx \frac{1}{\sqrt{\Delta^2}}, \tag{C.6}
\]

where \( \Delta^2 = (1 - x)(\vec{k}^2 + m^2_\phi) - \vec{k}^2(1 - x)^2 - m_Sxx \). We can perform the integral in \( x \), which is well behaved in the limit when \( m_\phi \to 0 \) and write:

\[
I_1 = -\lambda_0^2\kappa^2 \int \frac{d^3k}{(2\pi)^3} \frac{\sqrt{-k^2 + m_Sz}}{64\pi m_S^2 k(\vec{k}^2 - m_S^2)^{3/2}} \sin^{-1}\left(\frac{k}{\sqrt{-k^2 + m_S^2}}\right). \tag{C.7}
\]

We can expand for large momenta to pick up the most divergent contributions and then perform the Fourier transform:

\[
I_1 = -\lambda_0^2\kappa^2 \int \frac{d^3k}{(2\pi)^3} \frac{m_S}{8\pi} \frac{1}{\vec{k}^3} \frac{1}{\sqrt{\vec{k}^2}} + \ldots \cdot \tag{C.8}
\]
Now if we perform the Fourier transform using:
\[
\mathcal{F}\left( \frac{1}{k^4} \right) = -\frac{1}{2\pi^2} \log r ,
\]
(C.9)
We can write the one-loop divergent contribution as:
\[
I_1^{\text{div}} = -\frac{\lambda_0^2}{4m_S^2} \frac{\kappa_\phi^2}{4m_S^2} \left( -\frac{m_S^2}{16\pi^2} \right) \log r = \frac{\lambda_0^2}{4m_S^2} \alpha_\phi \left( \frac{m_S^2}{4\pi} \right) \log r ,
\]
(C.10)

D One-loop process (two-loop optical diagram) for the P-wave contact interaction.

The next leading order for the P-wave process can be computed as follows:
\[
i\mathcal{M} = i\bar{\psi}(p_2)\gamma_\mu u_\nu(p_1)\bar{u}_\nu(p_1)\gamma_\mu v_\nu(p_2) I_1^{\mu\nu}
\]
(D.1)
\[
I_1^{\mu\nu} = -F_0^2 \kappa^2 \int \frac{d^4k}{(2\pi)^4} \frac{d^4l}{(2\pi)^4} \frac{k^{\mu\nu}}{(k+q/2)^2 - m_S^2 + im_S \Gamma_S} \frac{1}{(k-l)^2 - m_\phi^2 (l-q/2)^2 - m_S^2 + im_S \Gamma_S} \frac{1}{E + i\Gamma_S - \frac{k^2}{m_S} (k-l)^2 + m^2_\phi E + i\Gamma_S - \frac{\bar{r}}{m_S} } .
\]
(D.2)
We can apply the near-threshold approximation by dropping every quadratic dependence on the energy or the time component of the vectors from the denominator and perform the \( k_0 \) and \( l_0 \) integrals:
\[
I_1^{ij} = -F_0^2 \kappa^2 \frac{1}{16m_S^4} \int \frac{d^3k}{(2\pi)^3} \frac{d^3l}{(2\pi)^3} \frac{k^{ij}}{(k+q/2)^2 - m_S^2 + im_S \Gamma_S} \frac{1}{(k-l)^2 - m_\phi^2 (l-q/2)^2 - m_S^2 + im_S \Gamma_S} \frac{1}{E + i\Gamma_S - \frac{k^2}{m_S} (k-l)^2 + m^2_\phi E + i\Gamma_S - \frac{\bar{r}}{m_S} } .
\]
(D.3)
From this limit we can see that the only tensor structure that can appear is proportional to the Euclidean metric:
\[
I_1^{ij} = \delta^{ij} (I_1)^{\text{NR}} ,
\]
(D.4)
\[
I_1 = -\frac{F_0^2 \kappa^2}{48m_S^4} \int \frac{d^3k}{(2\pi)^3} \frac{d^3l}{(2\pi)^3} \frac{k^{ij} l^{ij}}{k^2 - m_\phi^2} \frac{1}{z} \frac{1}{(k-l)^2 + m^2_\phi \bar{r}/m_S - z} .
\]
(D.5)
To write the divergent contribution in position space we can draw a connection with the S-wave calculation. We can use the Feynman parametrization to write \( I_1^{ij} \) as:
\[
I_1 = \int \frac{d^3l}{(2\pi)^3} \frac{k.l}{(k-l)^2 + m^2_\phi \bar{r}/m_S - z} = m_S \int_0^1 dx \int \frac{d^3l}{(2\pi)^3} \frac{(1-x)k^2}{(l^2 + \Delta^2)^2} = \frac{m_S}{8\pi} \int_0^1 dx \frac{(1-x)k^2}{\sqrt{\Delta^2}} ,
\]
(D.6)
where \( \Delta \) is the same as the S-wave. We can perform the \( x \) integral to write \( I_1 \) as:
\[
I_1 = F_0^2 \kappa^2 \int \frac{d^3k}{(2\pi)^3} \frac{k \sqrt{-k^2 + m_S z}}{192\pi m_S^2 (k^2 - m_S z)^{3/2}} \sin^{-1} \left( \frac{k}{\sqrt{-k^2 + m_S z}} \right) .
\]
(D.7)
We can then expand in large momenta to perform the Fourier transform of the most divergent contributions:

\[ I_1 = \int \frac{d^3k}{(2\pi)^3} \left( -F_0^2 \pi \alpha_\phi \frac{1}{48k^3} - F_0^2 \pi \alpha_\phi \frac{1}{24k^3} + \ldots \right) \] (D.8)

Performing the Fourier transform we have:

\[ I_{\text{div}}^1 = -\frac{F_0^2}{12m_S^2} \frac{\kappa_\phi^2}{4m_S^2} \left( \frac{m_S^2}{32\pi^2} \frac{1}{r^2} - \frac{m_S^2}{16\pi^2} \log r \right) \]
\[ = \frac{F_0^2}{12m_S^2} \alpha_\phi \left( -\frac{m_S^2}{8\pi} \frac{1}{r^2} + \frac{m_S^2}{4\pi} \log r \right) \] (D.9)
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