FPGA Architecture for Deep Learning and its application to Planetary Robotics
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Abstract— Autonomous control systems onboard planetary rovers and spacecraft benefit from having cognitive capabilities like learning so that they can adapt to unexpected situations in-situ. Q-learning is a form of reinforcement learning and it has been efficient in solving certain class of learning problems. However, embedded systems onboard planetary rovers and spacecraft rarely implement learning algorithms due to the constraints faced in the field, like processing power, chip size, convergence rate and costs due to the need for radiation hardening. These challenges present a compelling need for a portable, low-power, area efficient hardware accelerator to make learning algorithms practical onboard space hardware. This paper presents a FPGA implementation of Q-learning with Artificial Neural Networks (ANN). This method matches the massive parallelism inherent in neural network software with the fine-grain parallelism of an FPGA hardware thereby dramatically reducing processing time. Mars Science Laboratory currently uses Xilinx-Space-grade Virtex FPGA devices for image processing, pyrotechnic operation control and obstacle avoidance. We simulate and program our architecture on a Xilinx Virtex 7 FPGA. The architectural implementation for a single neuron Q-learning and a more complex Multilayer Perceptron (MLP) Q-learning accelerator has been demonstrated. The results show up to a 43-fold speed up by Virtex 7 FPGAs compared to a conventional Intel i5 2.3 GHz CPU. Finally, we simulate the proposed architecture using the Symphony simulator and compiler from Xilinx, and evaluate the performance and power consumption.
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1. INTRODUCTION
Space missions can benefit from machine learning algorithms to increase operational autonomy. Missions on Mars and beyond are faced with long latencies that prevent teleoperation. Typically, machine learning algorithms are computationally intensive and require significant processing power, making it a concern for running such algorithms on planetary rovers and space hardware [2]. However, autonomous software is being used. Examples of autonomous software present on Mars Science Laboratory (MSL) rover is AEGIS (Autonomous Exploration for Gathering Increased Science) software, which helps the rover to autonomously choose targets for the laser [3] as shown in Figure 1. Other forms of autonomous software are intended for use in vision, particularly particle detection [26-27] and for localization.

Figure 1. Target selection and pointing based on Navcam Imagery on MSL Rover [3].

Reinforcement Learning (RL) [4] is one potential learning algorithm and it determines how an agent in a random un-modelled environment ought to take actions to maximize the cumulative future reward. Through trial-and-error interactions with its environment, RL aids a robot to autonomously discovering an optimal behavior. In RL, human interactions with the robot is confined to provide the feedback in terms of an objective function that measures the one-step performance of the robot rather than obtaining a generalized closed-form solution [5]. This is one of the key advantages of RL because in real-world applications there is seldom any chance of finding a closed form solution to a learning problem. The goal in RL is specified by the reward function, which either acts as reinforcement or punishment that is dependent on the performance of the autonomous agent with respect to the desired goal.
Reinforcement Learning has been in existence for 30 years, however the most recent innovations of combining learning with deep neural networks [6] is shown to be human competitive. This new approach has been proven to beat humans in various video games [7]. One of the implemented examples is shown in Figure 2. Some of the other examples in robotic applications include, robots learning how to perform complicated manipulation tasks, like the terrain adaptive locomotion skills using deep reinforcement learning [8] and Berkley robot performing new tasks like a child [9]. Robot platforms running such algorithms have large computational demands and often have long execution times when implemented using traditional CPUs [10]. This challenge has paved the way for development of accelerators with many parallel cores that can in theory speed up computation for low-power. These devices consist of GPUs, ASICs and FPGAs.

Alternate approaches include Neuro-evolution using algorithms like the Artificial Neural Tissue (ANT) [20-22] that have been used to control single and multi-robot systems for off-world applications [23-25]. ANT has been found to beat humans in the control of robot teams for excavation tasks [24]. ANT utilizes a neural-network controller much like the Q-learning approach presented here but is trained using Evolutionary Algorithms [20-22]. The Q-learning training approach utilizes back-propagation which requires calculating gradients and hence the error function needs to be differentiable. ANT however can work with non-differentiable, discontinuous and discrete cases [21-22]. As with Q-learning, the process benefits from trial and error learning utilizing a goal function. The work presented here is directly applicable to neuro-evolution techniques including ANT as FPGA implementation of Q-learning using neural networks can be easily transferred and used for neuro-evolution.

The rest of the paper is organized as follows: In Section 2, we present the Q-learning algorithm (a subclass of Reinforcement Learning). In Section 3, we show how neural networks aid in improving the performance of Q-learning algorithm. In Section 4, we present the implementation architecture, and start with a single perceptron based architecture for Q-learning and continue with multilayer perceptron based Q-learning approach. Finally, in Section 5, we present the simulation results for the implemented architecture followed by conclusions.

2. Q-LEARNING ALGORITHM

Q-learning is a reinforcement learning technique that looks for and selects an optimal action based on an action selection function called the Q-function [1]. The Q function determines the utility of selecting an action, which takes into account optimal action \(a\) selected in a state \(s\) that leads to a maximum discounted future reward when optimal action is selected from that point. The Q-function can be represented as follows:

\[
Q(s_t, a_t) = \max_{R_{t+1}}
\]

(1)

The future rewards are obtained through continuous iterations selecting one of the actions based on existing Q-values, performing an action in the future and updating the Q-function in the current state. Let us assume that we pick an optimal action in the future based on the maximum Q-value. The equation demonstrates the action policy selected based on the maximum Q-value:

\[
\pi(s) = \arg\max_{s_{t+1}} R_{t+1}
\]

(2)

After selecting an optimal action, we move on to a new state, obtaining rewards during this process. Let us assume that new state to be \(s_{t+1}\). The optimal value for next state is found out by iterating through all the Q-values in next state.

![Figure 2. Playing Mario using Reinforcement learning.](image)
and finding an action \( a_{t+1} \) which produces an optimal Q-value in a state.

\[
\text{opt } Q(t+1) = \max_{a'} Q(s_{t+1}, a'_{t+1}) \quad (3)
\]

Now that we have the optimal Q-value for next state, we update the current Q-value with the following famous Q-update function

\[
Q(s, a) = Q(s, a) + \alpha [r + \gamma \text{opt } Q(t+1) - Q(s, a)] \quad (4)
\]

The above equation is the basis of the Q-learning algorithm, in which \( \alpha \) is the learning rate or learning factor set between 0 and 1, that determines how much a Q-error update influences the current Q-values. In general, when learning rate is large we might overshoot the local minimum of the Q-function. At a learning rate equal to 0, the value of Q never updates and remains same as before thereby stopping learning. At a learning rate equal to 1, we see the Q-values cancelling out updates of the Q-value with its target value.

Q-learning with neural networks eliminates the usage of the Q-table as the neural network acts as a Q-function solver [17]. Instead of storing all the possible Q-values, we estimate the Q-value based on the output of the neural network, which has been trained with Q-value errors. Q-values for a given state-action pair can be stored using a single neural network. To find the Q-value for a given state and action, we perform a feed-forward calculation for all actions possible in a state, thus calculating the Q-values for each of the actions. Based on the calculated Q-value, an action is chosen using one of the action selection policies. This action selection is performed in real-time, which leads to a new state. The feed-forward step is run again, this time with next state as its input and for all possible actions in the next state. The target Q-value is calculated using Equation 4, which is used to propagate the error in the neural network.

The state-flow for the Q-learning algorithm using neural networks to update a single Q-value for a state-action pair is:

1. Calculate Q-values for all actions in a state by running the feed-forward step ‘A’ times where A is the number of possible actions in a state.
2. Select an action (\( a_t \)), and move to a next state (\( s_{t+1} \)).
3. Calculate Q-values for all actions in next state (\( s_{t+1} \)) by running the feed-forward step ‘A’ times where A is the number of possible actions in next state.
4. Determine the error value as in Equation 4, by calculating the maximum of \( q \) values in next state.
5. Use the error signal to run a backpropagation step, to update weights and biases.

### 3. PERCEPTRON Q LEARNING ACCELERATOR

A Perceptron is as a single neuron in a multi-layer neural network. It has a multi-dimensional input and a single output. A perceptron contains weights for each of the inputs and a single bias, as shown in Figure 3.

![Figure 3. Perceptron architecture](image)

The weighted sum of all the inputs is calculated using the Equation 5, which is modelled as a combination of a multiplier and an accumulator in hardware:

\[
\sigma = (\sum_{i \in N} x_i w_i) \quad (5)
\]

The output of a perceptron, also called the firing rate is calculated by passing the value of \( \sigma \) through the activation function as follows:

\[
O = f(\sigma) = \frac{1}{1+e^{-\sigma}} \quad (6)
\]

The output of a perceptron, also called the firing rate is calculated by passing the value of \( \sigma \) through the activation function as follows:

There are many number of hardware schematics existing for implementing the activation function [18-19]. We utilize a Look-up Table approach, which stores the pre-calculated values of the sigmoid values. The size of ROM plays a major role in the accuracy of the output value. As the sensitivity of the stored values increases, the lookup time increase.

![Figure 4. Feed Forward Step Hardware Schematic](image)
The feed forwards step is run twice for updating one single Q-value, once to calculate the q values in current state, and then to calculate the q values in next state. During step 4, error is determined by buffering out all the FIFO Q-values of the current and next state in parallel by calculating the maximum value of next state Q-values, followed by applying Equation 4. The hardware schematic of our implementation is shown in Figure 5.

\[ Q_{error} = \alpha [r + \gamma \cdot \text{opt} \cdot Q(t + 1) - Q(s, a)] \]  \hfill (8)

The weights are updated using the following equation, where C is the learning factor

\[ \Delta W = (C)\delta \]  \hfill (9)

\[ W_{\text{new}} = W_{\text{prev}} + \Delta W \]  \hfill (10)

The weights are updated by reading the weight values from the buffer, updating them using Equation 9 and writing them back to the FIFO buffer. A schematic of the implemented architecture for Q-learning is presented in Figure 7.

Throughput values differ between fixed and floating point implementation of the architecture as shown in Table 1. In a fixed point architecture, total number of clock cycles to update a single Q value equals 7A + 1, with A being the number of actions possible in a state. For an action size equal to 9, the total number of Q-values computed per second equals 2.34 million for a simple environment, and 0.53 Million for a complex environment.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|}
\hline
Architecture & Throughput \\
\hline
Fixed Point Simple & 2340 kQ/second \\
Floating Point Simple & 290 kQ/second \\
Fixed Point Complex & 530 kQ/second \\
Floating Point Complex & 10 kQ/second \\
\hline
\end{tabular}
\caption{Throughput calculation}
\end{table}

Figure 5. Error Capture Hardware Schematic Block

The control path and data implementation path for the module is shown in Figure 6. Two buffers have been implemented to store the Q-values for all actions in a state. One of them stores the Q-values for current state and the other stores Q-values for the next state. For a perceptron, a single backpropagation block is implemented to update the weights and biases of the neural network.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{Control and Data path for single neuron architecture}
\end{figure}

Q-learning differs from other supervised learning from the fact that the backpropagation happens not through predefined errors but estimates of the error. The error value propagated is given by the Equation 7, where \( f'(\sigma) \) is the derivative of a sigmoid function. The derivative of the sigmoid is also implemented using a Look-up Table (ROM) with pre-calculated set of values.

\[ \delta = f'(\sigma)Q_{error} \]  \hfill (7)

\begin{align*}
Q_{error} & = \alpha [r + \gamma \cdot \text{opt} \cdot Q(t + 1) - Q(s, a)] \\
\delta & = f'(\sigma)Q_{error} \\
\text{Q-error} & \text{ is propagated backwards, and is used to train the neural network, the value of the Q-error is determined by Equation 8, where } Q(t+1) \text{ are the Q-values present in the next state buffer.}
\end{align*}

\section{4. Multilayer Perceptron (MLP) Q Learning Accelerator}

The Q-learning architecture for a Multilayer Perceptron (MLP) is an extension of a single perceptron. The control path and data path is shown in Figure 8.
Each feedforward step is similar to that of Figure 4. Two buffers have been used with a size equal to the number of actions per state, to store the Q-values of current state and next state respectively. The feed forward block diagram for the complete MLP is shown in Figure 9. Though the error generation is similar in comparison to a single perceptron, the backpropagation block is different from the backpropagation of a single perceptron. The error value to be propagated is calculated using following equation.

$$\delta_i = f'(\sigma_i)(Q_{\text{error}}) \forall i, i \in \text{outputLayer}$$  \hspace{1cm} (11)

Based on the output layer error value in Equation 11, error values for each of the hidden layers and input layer is calculated using Equation 12.

$$\delta_i = f'(\sigma_i) \left( \sum_{j \in \text{outputLayer}} \delta_j W_{ij} \right) \forall i \in \text{outputLayer}$$  \hspace{1cm} (12)

The weights of each hidden, input and output layer are updated using Equations 13 and 14, where $C$ is the learning rate of the neural network, $A$ and $B$ are the neurons in the current and next layer respectively.

$$\Delta W_{ij} = (CO_i \delta_j) \forall i, j ; i \in A ; j \in B$$  \hspace{1cm} (13)

$$W_{ij} = W_{ij(prev)} + \Delta W_{ij}$$  \hspace{1cm} (14)

The presented architectures are simulated using Xilinx Tools on Vertex 7 FPGA. The following combinations of architecture and environment have been considered.

| Architecture | Throughput |
|--------------|------------|
| Fixed Point Simple | 1060 kQ/second |
| Floating Point Simple | 745 kQ/second |
| Fixed Point Complex | 247 kQ/second |
| Floating Point Complex | 9 kQ/second |

Simple and complex environment vary by the fact that the simple environment has a small size of state, action vector and number of possible actions per state. In our case the size is equal to 6 with the size of the state vector equal to 4 and size of the action vector equal to 2. The complex environment is modelled with the total size of the state and action vector as 20, possible number of actions per state as 40, and the state space size as 1800. The neural network architecture for MLP consists of 11 neurons in a simple environment and 25 neurons in a complex environment with 4 hidden layer neurons.
Table 3 through 6 presents the time taken to update 1 single Q-value for each of the architecture implementations. The Fixed point parallel architectures have high performance. We note up to a 95-fold improvement in simulating a single neuron going from a conventional Intel i5 6th Gen 2.3 GHz CPU to a Xilinx Virtex-7 FPGA. Further, if we scale up to a multilayer perceptron, Virtex-7 FPGA utilizing fixed-point achieves up to a 43-fold improvement over a conventional CPU. The major advantage comes from utilizing fixed point representation. Improvements are expected even with floating point use but are not significant. These results show it is critical to transform the problem into a fixed point representation to exploit the advantage of a Virtex-7 FPGA.

The fixed point word length and fraction length plays a major role in trading off accuracy with power consumption. Based on this fact, fixed-point architecture can be implemented with high accuracy, same throughput or performance metric as that of Figure 2, while having increased power consumption.

| Table 3: Simple Neuron |
|------------------------|
| Architecture | Completion Time (µs) | Advantage |
| FPGA – Virtex 7, Fixed | 0.4 | 22x |
| FPGA – Virtex 7, Floating | 7.7 | 1.5x |
| CPU – Intel i5 2.3 GHz | 20 | 1x |

| Table 4: Complex Neuron |
|------------------------|
| Architecture | Completion Time (µs) | Advantage |
| FPGA – Virtex 7, Fixed | 1.8 | 95x |
| FPGA – Virtex 7, Floating | 102 | 1.7x |
| CPU – Intel i5 2.3 GHz | 172 | 1x |

| Table 5: Simple Multilayer Perceptron (MLP) |
|--------------------------------------------|
| Architecture | Completion Time (µs) | Advantage |
| FPGA – Virtex 7, Fixed | 0.9 | 22x |
| FPGA – Virtex 7, Floating | 13 | 1.5x |
| CPU – Intel i5 2.3 GHz | 20 | 1x |

| Table 6: Complex Multilayer Perceptron (MLP) |
|--------------------------------------------|
| Architecture | Completion Time (µs) | Advantage |
| FPGA – Virtex 7, Fixed | 4 | 43x |
| FPGA – Virtex 7, Floating | 107 | 1.6x |
| CPU – Intel i5 2.3 GHz | 172 | 1x |

We observe in Table 7 and 8, that the peak power consumption is slightly higher for floating point architecture when simulating a multilayer perceptron at 150 MHz frequency. Though power estimation is an important factor for consideration, the energy values is what that is most useful for comparisons, since Q-values change over time with improving accuracy, the total time taken to calculate the optimal Q values vary for each of the architectures. The total time taken for finding the optimal Q values can only be obtained when the learning algorithm is implemented on real space hardware and is exposed to simple and complex environments. Overall, FPGAs point towards a promising pathway to implement learning algorithms for use on aerospace robotic platforms.

| Table 7: Power Consumption for Simple Multilayer Perceptron (MLP) |
|---------------------------------------------------------------|
| Architecture | Power (w) | Advantage |
| FPGA – Virtex 7, Fixed | 5.6 | 1.3x |
| FPGA – Virtex 7, Floating | 7.1 | 1x |

| Table 8: Power Consumption for Complex Multilayer Perceptron (MLP) |
|---------------------------------------------------------------|
| Architecture | Power (w) | Advantage |
| FPGA – Virtex 7, Fixed | 7.1 | 1.3x |
| FPGA – Virtex 7, Floating | 10 | 1x |

6. CONCLUSION

Fine grained parallelism for Q-learning using single perceptron and multilayer perceptron has been implemented on a Xilinx Vertex-7 v485T FPGA. The results show up to a 43-fold speed up by Virtex 7 FPGAs compared to a conventional Intel i5 2.3 GHz CPUs. Fine grained parallel architectures are competitive in terms of area and power consumption and we observe a power consumption of 9.7W, for a multi-layer perceptron floating point FPGA. The power consumption can be further reduced by introducing pipelining in the data path. These results show the promise of parallelism in FPGAs. Our architecture matches the massive parallelism inherent in neural network software with the fine-grain parallelism of an FPGA hardware thereby dramatically reducing processing time. Further work will be done to apply this technology on single and multi-robot platforms in the laboratory followed by field demonstrations.
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