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Abstract

Artificial intelligence (AI) has emerged as a transformative and versatile tool, breaking new frontiers across scientific domains. Among its most promising applications, AI research is blossoming in concrete science and engineering, where it has offered new insights towards mixture design optimization and service life prediction of cementitious systems. This chapter aims to uncover the main research interests and knowledge structure of the existing literature on AI for concrete materials. To begin with, a total of 389 journal articles published from 1990 to 2020 were retrieved from the Web of Science. Scientometric tools such as keyword co-occurrence analysis and documentation co-citation analysis were adopted to quantify features and characteristics of the research field. The findings bring to light pressing questions in data-driven concrete research and suggest future opportunities for the concrete community to fully utilize the capabilities of AI techniques.
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1. Introduction

The world population has grown from 1.5 to 7.7 billion over the last hundred years (Leridon 2020), with more than half of the humanity currently living in urban areas (Chen et al. 2019). As the world population continues to grow, global urbanization will expand at a fast pace. It is expected that by 2050, two in every three people will live in cities (Buhaug et al. 2013). Such a high rate of urban development requires enormous quantities of materials for the construction of residential
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housing, commercial buildings, sanitation facilities, and other parts of the infrastructure. Concrete is the principal building material for the construction and infrastructure industries (Mehta and Monteiro, 2014). Despite decades of research and analysis, some scientific and engineering questions on concrete materials regarding mixture design optimization and service life prediction still remain unanswered (DeRousseau et al., 2018; Dolado and Van Breugel, 2011). While most of the early concrete research relied on expert knowledge and intuition, trial-and-error experiments, or physical modeling, recent advances in data-driven techniques such as artificial intelligence (AI) can provide fresh perspectives to tackle the existing research questions (Asteris et al., 2021; Cai et al., 2020; Young et al., 2019).

During the past few years, AI has attracted worldwide attention as the “fourth paradigm of science” owing to the exponential growth in computing power, higher accessibility of data repositories, and more availability of data science tools (Agrawal and Choudhary, 2016). Compared with labor-intensive experiments or computationally expensive simulations, AI techniques take advantage of existing data, automatically learn patterns from them, and perform tasks without explicit instructions (Batra et al., 2020). Such data-driven techniques have offered an alternative route to accelerate concrete mixture design and optimization in a more effective manner (Gunasekera et al., 2020; Young et al., 2019): large concrete mixture datasets are constructed and fed into AI models; the models then screen and generate new mixtures with desired properties; and the best mixture can be identified and validated by experimental and computational tests, with the outcomes appended to the collected datasets and iteratively calibrating the models. Nevertheless, the interactions between AI and concrete are still in the nascent stages and the full power of AI in concrete research is far from being realized. Thus, an overview of current research progress and future opportunities will be helpful for the wider adoption of AI in the construction industry.

Existing AI review studies in the concrete domain (Behnood and Golafshani, 2021; Ben Chaabene et al., 2020; DeRousseau et al., 2018; Nunez et al., 2021; Rafiei et al., 2016) have made valuable contributions. Yet, they have some limitations. First, these studies frequently adopted a relatively narrow perspective, focusing on limited AI applications in concrete science. For example, Nunez et al. (2021) examined different AI models for accurate prediction of compressive
strength of concrete; Ben Chaabene et al. (2020) further extended the scope to AI applications in concrete mechanical property prediction; while DeRousseau et al. (2018) discussed several computational methods used to optimize concrete mixture design. Second, previous review studies largely depended on the manual review and appraisal, which may lead to subjective interpretation (Martinez et al., 2019; Pan and Zhang, 2021). As such, these review studies do not offer a full picture of the current knowledge structure of AI research within the concrete domain. As the first attempt to fill this gap, this chapter is intended to present a quantitative evaluation of the knowledge patterns and capture the research interests and emerging trends of AI in concrete science.

To this end, the present chapter utilized scientometric techniques to conduct quantitative analysis on the literature regarding AI in concrete materials. Scientometrics is a branch of informatics that quantifies features and characteristics of science and scientific research, and unravels emerging research trends and knowledge structures in the research domain (Chen et al., 2012). While manual review provides an insightful overview of the research field, scientometric tools take scientific literature as an input and generate interactive visualization and mapping in a more effective and efficient manner (Börner et al., 2003). The objectives of this chapter are to: (1) quantitatively analyze existing literature within the topic by scientometric techniques (i.e., keyword co-occurrence analysis and documentation co-citation analysis); (2) highlight hot research topics and applications of AI in concrete materials; and (3) identify research gaps for further adoption of AI in the construction industry.

2. Literature survey

This chapter analyzes bibliographic data retrieved from the Web of Science (WoS) Core Collection database, which is one of the most established bibliographic data sources and includes peer-reviewed, high-quality scholarly journals published worldwide (Visser et al., 2021). A combination with other bibliographic databases (such as Google Scholar and Scopus) was not considered due to difficulties in checking duplicates of publications and dealing with different data formats from various databases.

Keywords were selected based on related review studies (Darko et al., 2020; Halilaj et al., 2019; Pan and Zhang, 2021).
Martinez et al. (2019) and iterative search in the WoS platform. As a result, a list of keywords for topics related to concrete science and AI was created, with the query string being: (“concrete” OR “cement” OR “cementitious”) AND (“artificial intelligence” OR “machine learning” OR “deep learning” OR “neural network*” OR “support vector machine*” OR “random forest” OR “decision tree*” OR “k-nearest” OR “k nearest” OR “k-nn” OR “knn” OR “k-mean*” OR “k mean*” OR “gaussian process*”). Note that the wildcard character * was used to capture plural forms, e.g., “neural network*” matches “neural network” and “neural networks”. The keyword search was performed on topic terms from the title, abstract, author keywords, and keywords plus (automatically generated from the titles of cited articles by WoS) within a record. The search period was set to include the last 30 years, from January 1990 to December 2020, which is sufficient based on our preliminary search to represent the development of AI within the concrete domain. The language of the publications was limited to English, and the “document type” was set to “article” such that the evolution of the field can be represented by high-quality and original research (Darko et al., 2020). We further restricted the “research area” by the Boolean operation (“Construction & Building Technology” AND “Materials Science” NOT “Computer Science”), as keywords like “concrete” are often used in other senses of the words within other subject areas, such as computer science.

As of October 2021, 440 documents were identified. A further manual refining process was conducted to evaluate the collected articles by reading the source title and abstract for inclusion/exclusion. The exclusion was mainly for publications that were: (1) review articles and book chapters; (2) unrelated to concrete science (e.g., focused on other construction materials like steel but cited concrete-related articles as references); and (3) unrelated to AI (e.g., applied traditional statistical models like linear regression models and only included AI as a recommendation for future research). This approach filtered down the number of publications from 440 to 389. Detailed information of the retrieved publications is available in Li et al. (2022).

Figure 1 presents the list of top journals where publications on AI for concrete materials have been published. All the 12 journals in Fig. 1 had impact factors larger than 1.7 in the year 2020, which lends credence to the representativeness of the collected database. The majority (over 50%)
of the publications on AI in concrete have been published in *Construction and Building Materials*, which is found to be the most influential journal in this research domain according to the number of citations (6,993). Interestingly, although the number of publications from *Cement and Concrete Research* ranked fourth place, the citation record of this journal ranked second in its field. *Steel and Composite Structures* and *ACI Structural Journal* were found to be the main sources of references for citations, while they were not in the list of top 10 journals in terms of number of publications.

The research field of AI dates back to the mid-20th century ([Haenlein and Kaplan](2019)) and has been extended to the construction industry in the 1970s ([Darko et al.](2020)); however, the adoption of AI in concrete materials has not started until the early 1990s. The first study on AI in the concrete domain appears to be the work from Pratt and Sansalone (1992), published in the *ACI Materials Journal* in 1992, where AI was employed to automate signal interpretation for impact echo testing in the field. This was followed by the study from Mo and Lin (1994), where they used AI to model the behavior of reinforced concrete framed shear walls. Figure 2 shows the trend in research publications on AI in concrete science from 1990 to 2020. It reveals a relatively steady and gradual increase in research interest at the end of the 20th century. The number of publications
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did not reach double digits until 2009. Since then, exponential growth has been seen due to the ever-increasing computing power and availability of experimental data and computational tools. An exponential model was used to fit the data in Fig. 2: \( N(t) = N_0(1 + p)(t-t_0) \), where \( N(t) \) and \( N_0 \) are the numbers of publications in the year of \( t \) and the initial year \( t_0 = 1990 \), respectively. Parameter \( p \) represents the annual percentage rate of increase. \( N_0 \) and \( p \) were determined as 0.006 and 0.376, respectively. This indicates that the estimated increase in the publication number over the period of a year is 37.6\%, and that the numbers of relevant publications in 2021 and 2022 could be over 110 and 160, respectively.

**Figure 2:** Number of publications for AI applications in concrete science during 1990–2020.

3. Main research interests: keyword co-occurrence analysis

Keywords are the words or phrases that deliver the most essential content of a published document (Martinez et al., 2019; Pan and Zhang, 2021). The analysis of keywords can offer opportunities to uncover the main research interests in any scientific field (Darko et al., 2020; van Eck and Waltman, 2014). In order to construct and map the knowledge domain between AI and concrete materials, a keyword co-occurrence network was developed using VOSviewer (van Eck and Waltman, 2013). The co-occurrence of two keywords can be defined as the situation when both keywords occur together in a publication (van Eck and Waltman, 2014). A typical co-occurrence network of keywords consists
of nodes (i.e., keywords) and links (indicating relations between pairs of nodes). The strength of the relation between two keywords represents the connection of their respective knowledge domains. Visualization of the keyword co-occurrence network provides an understanding of existing research topics and how they are intellectually developed and connected (van Eck and Waltman, 2014).

Keywords can be extracted from the title and abstract of a publication by text mining approaches or from the list of author-supplied keywords (van Eck and Waltman, 2014). In this work, only author keywords were used to conduct the analysis and obtain reproducible and readable results. Identical terms (such as “neural network” and “neural networks”; “mix design” and “mixture design”) were merged for the accuracy of the analysis. However, keywords like “concrete”, “high performance concrete”, “recycled aggregate concrete”, “asphalt concrete”, “self-consolidating concrete”, “high strength concrete”, and “reinforced concrete” remained in the database, as their presence and the absence of the terms regarding other types of concrete indicated hot topics and research interests for the specific types of concrete (Darko et al., 2020). Other examples include the keywords “strength”, “compressive strength”, “flexural strength”, and “bond strength”, which are mechanical performance of hardened concrete. The minimum number of occurrences of a keyword was set to five such that 45 of the 969 keywords were included in the co-occurrence network. This criterion was selected following previous related studies (Martinez et al., 2019) and based on multiple experiments to generate the optimal clusters in the network. Fractional counting methodology was adopted to fractionalize the weight of a link by considering the number of keywords in a publication (van Eck and Waltman, 2014). This method has been found to be preferable over a traditional full counting approach (Perianes-Rodriguez et al., 2016).

Figure 3 presents the resulting network of co-occurring keywords with 45 nodes and 536 links. In the network, each node represents a keyword term. The size of a node and a label denotes the number of publications that have the corresponding term in the keyword lists. The distance between two nodes indicates the relatedness of the nodes. In general, the smaller distance, the closer relationship between keywords. The width of a link represents the strength of the link, i.e., the number of publications where two keywords occur together. Nodes with the same color suggest a similar knowledge domain among the investigated publications (van Eck and Waltman, 2013).
Table 1 summarizes the keyword occurrences and related network data.

As shown in Fig. 3 and Table 1, some research interests have received special attention. For example, keywords like “modeling”, “prediction”, “regression”, and “optimization” have been frequently used in the publications. This could be explained by the fact that the main objectives of utilizing AI in concrete are to model concrete behavior, predict concrete properties, and optimize concrete mixture design for desirable performance.

Interestingly, “neural network” appeared most frequently among all the keywords, indicating that neural network has been the most commonly used model, followed by support vector machine and random forest as shown in Table 1. As the second most frequent keyword, “compressive
| Keyword                        | Occurrences | Average publication year | Links | Total link strength |
|-------------------------------|-------------|--------------------------|-------|---------------------|
| Neural network                | 167         | 2014                     | 42    | 130                 |
| Compressive strength          | 92          | 2015                     | 32    | 85                  |
| Concrete                      | 54          | 2014                     | 25    | 45                  |
| Machine learning              | 34          | 2019                     | 26    | 29                  |
| Modeling                      | 32          | 2011                     | 21    | 29                  |
| Prediction                    | 22          | 2017                     | 23    | 22                  |
| Support vector machine        | 19          | 2018                     | 11    | 17                  |
| Deep learning                 | 17          | 2019                     | 13    | 13                  |
| Regression                    | 17          | 2015                     | 20    | 17                  |
| High performance concrete     | 15          | 2015                     | 15    | 14                  |
| Fly ash                       | 13          | 2014                     | 14    | 12                  |
| Recycled aggregate concrete   | 13          | 2016                     | 15    | 13                  |
| Elastic modulus               | 12          | 2014                     | 15    | 11                  |
| Artificial intelligence       | 11          | 2016                     | 15    | 9                   |
| Asphalt concrete              | 11          | 2018                     | 6     | 9                   |
| Random forest                 | 10          | 2019                     | 7     | 7                   |
| Self-consolidating concrete   | 10          | 2013                     | 6     | 8                   |
| Flexural strength             | 9           | 2018                     | 11    | 9                   |
| Mixture design                | 9           | 2013                     | 11    | 9                   |
| Corrosion                     | 8           | 2017                     | 9     | 6                   |
| Durability                    | 8           | 2015                     | 14    | 8                   |
| Fuzzy logic                   | 8           | 2011                     | 9     | 7                   |
| High strength concrete        | 8           | 2013                     | 10    | 8                   |
| Mechanical properties         | 8           | 2018                     | 11    | 8                   |
| Non-destructive testing       | 8           | 2015                     | 9     | 8                   |
| Shear strength                | 8           | 2013                     | 5     | 7                   |
| Acoustic emission             | 7           | 2017                     | 5     | 6                   |
| ANFIS                         | 7           | 2015                     | 12    | 7                   |
| Cement mortar                 | 7           | 2016                     | 6     | 7                   |
| Dynamic modulus               | 7           | 2018                     | 5     | 6                   |
| Genetic programming           | 7           | 2014                     | 7     | 7                   |
| Reinforced concrete           | 7           | 2016                     | 6     | 6                   |
| Carbonation                   | 6           | 2014                     | 10    | 6                   |
| Cement                        | 6           | 2013                     | 10    | 6                   |
| Elevated temperature          | 6           | 2017                     | 7     | 5                   |
| Nano silica                   | 6           | 2017                     | 7     | 5                   |
| Optimization                  | 6           | 2014                     | 12    | 6                   |
| Porosity                      | 6           | 2015                     | 7     | 6                   |
| Silica fume                   | 6           | 2014                     | 9     | 6                   |
| Strength                      | 6           | 2011                     | 9     | 4                   |
| Bond strength                 | 5           | 2015                     | 5     | 5                   |
| Geopolymer                    | 5           | 2017                     | 5     | 5                   |
| Image processing              | 5           | 2017                     | 6     | 5                   |
| Microstructure                | 5           | 2015                     | 6     | 5                   |
| Slag                          | 5           | 2011                     | 7     | 5                   |

Note: ANFIS = Adaptive neuro-fuzzy inference system.
“strength” represented the strongest link with “neural network” (see Fig. 3). This shows that the most common AI application in concrete science has been the deployment of neural network models for compressive strength prediction of concrete, in agreement with other studies (Behnood and Golafshani, 2021; Ben Chaabene et al., 2020). Compressive strength is considered to be one of the most important design parameters in construction applications, since it determines the loading capacity of concrete structures and is correlated with several mechanical and durability properties of concrete, including tensile and flexural strength, elastic modulus, and impermeability (ACI Committee 211, 2002). The prediction of compressive strength of concrete as a function of mixture proportions has become a research focus to facilitate mixture design optimization during the design phase and assist project scheduling as well as quality control during the production phase. Although AI techniques are promising, Table 1 suggests that other models such as fuzzy logic, adaptive neuro-fuzzy inference system (ANFIS), and genetic programming have obtained far less attention in concrete research. Thus, future research in this area should explore different AI models (i.e., models other than neural networks) and full development and exploitation of various models could be a promising aid in accelerating adoption of AI in the construction industry.

Figure 3 and Table 1 also show that research interests have been focused on the prediction of hardened properties for concrete materials, including compressive strength, elastic modulus, flexural strength, shear strength, bond strength, dynamic modulus, porosity, and durability (e.g., corrosion and carbonation). However, modeling of the performance of concrete in fresh state has remained understudied by AI techniques. This must draw attention of concrete researchers, given that fresh properties, such as setting, bleeding, segregation, heat evolution, plastic shrinkage, and rheological properties, are also of significance for both workability in construction practice and microstructural development towards the hardened performance of concrete (e.g., strength and durability) (Kovler and Roussel, 2011). One major challenge that hinders practical applications of AI in fresh property prediction is the lack of large and universal datasets for concrete fresh properties. For example, absolute values (e.g., yield stress and plastic viscosity) calculated for a given concrete mixture are not identical and comparable among various rheometers (with different principles and geometries) (Brower and Ferraris, 2003). As such, data collection from different
laboratories using different rheometers could become less meaningful. Moving forward, it would be promising to standardize reference materials for concrete rheometry in order to calibrate different concrete rheometers and normalize calculated values (Ferraris et al., 2014). With the development of large datasets for fresh properties and the availability of AI techniques, accurate prediction and modeling of concrete behavior at early ages could be very useful.

Based on the network, similar observations can be made for concrete types. Among various concrete types, high performance concrete, recycled aggregate concrete, asphalt concrete, self-consolidating concrete, high strength concrete, reinforced concrete, and geopolymer concrete have been extensively reported with AI methods (see Fig. 3 and Table 1). The absence of the other types of concrete in the network, including pervious concrete, lightweight aggregate concrete, and 3D-printed concrete, indicates that these types of concrete have been overlooked in AI-related concrete research. AI technologies have demonstrated their vast potential to offer novel approaches to model and predict material behaviors of the majority of concrete. Current research could be extended to explore other concrete types with the use of AI approaches, which could facilitate the development of an intelligence ecosystem for various concrete materials.

As shown in Fig. 3, nodes with the same color suggest a similar topic among the publications, and seven distinct clusters of keywords were obtained in the network. From each cluster, main research interests and research gaps could be identified. For example, in the yellow cluster (Fig. 3, middle right), keywords such as “strength”, “compressive strength”, “flexural strength”, “elastic modulus”, were grouped together with “mixture design” and “optimization”. This indicates that physical concrete performance measures have been the main objective for mixture design optimization (Ghafari et al., 2015; Han et al., 2020). However, concrete mixture design involves multiple competing criteria, such as minimizing both cost and environmental impacts (e.g., carbon emissions) while maximizing physical performance (DeRousseau et al., 2018; Huang et al., 2020; Young et al., 2019). From the viewpoint of engineering applications, more research efforts would be needed to explore the application of AI techniques in multi-objective problems towards cheaper, stronger, more workable, durable, and more environmentally sustainable concrete.

The green cluster was another cluster with significant size in Fig. 3. This cluster consisted of
keywords such as “machine learning”, “deep learning”, and “image processing”. It is worth pointing out that these topics are considered emerging, as indicated in Fig. 4. In contrast to the static representations of knowledge domains in Fig. 3, the network in Fig. 4 provides a timeline view of the knowledge map, where the evolution of AI applications in the concrete domain can be visualized according to the average publication year of each keyword. Notably, the average publication year of keyword “deep learning” was 2019, suggesting that research emphasis has been shifting towards the applications of deep learning techniques in concrete science, especially for image analysis and data recognition (corresponding to the keywords “image processing” and “acoustic emission”, respectively). This could be attributed to the successful deep learning architectures developed in computer science, including convolutional neural networks for image classification (Krizhevsky et al., 2012) and long short-term memory networks for time-series modeling (Greff et al., 2017).

Note that deep learning techniques have been mainly used for crack detection in field practice (Flah et al., 2020; Khallaf and Khallaf, 2021; Liu et al., 2019), whereas the integration of these techniques with concrete petrographic analyses (e.g., flatbed scanning (Song et al., 2020), scanning electron microscopy (Tong et al., 2019b, 2020), and X-ray computed tomography (Lorenzoni et al., 2020; Tong et al., 2019a)) could be promising yet under-researched.

Keywords such as “neural network”, “compressive strength”, and “concrete” were represented in the middle spectrum around 2015 (see Fig. 4 and Table 1). This is because these topics have been the research focuses during the whole period of time investigated. AI models including support vector machine (average publication year: 2018) and random forest (average publication year: 2019) have become prevalent in addition to deep learning approaches, which indicates that more research efforts have been made recently to explore the effectiveness of AI techniques (other than neural networks) in concrete research.
Figure 4: Network of co-occurring keywords related to research on AI in concrete materials (timeline view). Timeline covers a period of time from 2012 to 2018 in terms of average publication year.

4. Citation patterns: document co-citation analysis

A publication typically includes a list of references, which delineates the knowledge base of the publication. Similar to co-occurrence, co-citation could be defined as the frequency with which two references are cited together by other publications (Small [1973]). Given that frequently cited references typically present key concepts, methods, or conclusions in a research field, co-citation patterns of references could offer valuable insights into the relationship between these key ideas. The analysis of document co-citation has demonstrated its potential to unravel the intellectual structures of scientific literature and thus to identify research interests and emerging trends in a
research domain (Hou et al., 2018).

To further identify research trends in AI and concrete studies, a network of document co-citation was generated by CiteSpace (Chen, 2014, 2016) (see Fig. 5). Records of 389 citing publications and 11,842 cited references were retrieved from WoS, as described in Section 2. In Fig. 5, each node stands for a cited reference, and node size reflects the citation number of the reference. Links between nodes indicate co-citation. The colors of these links represent the first time when two references were co-cited. Links in more recent years are shown in red, whereas older co-citation links are colored in yellow. No network pruning (or link reduction) was performed to avoid reducing the characteristics of the bibliographic network. Figure 5 and Table 2 show the five major clusters identified in the network. These clusters were numbered and ranked in terms of their size, i.e., the number of references in a cluster. Each cluster was labeled using the log-likelihood ratio algorithm. This algorithm identifies a label based on the latent semantic analysis of publications that cite the references in each cluster. Although this approach has been found to provide the most accurate results in terms of unique labeling and sufficient coverage (Chen, 2014), additional manual examination of the publications was conducted to cross-validate the identified labels and determine the focus of each cluster.

Figure 5: Network of co-cited documents in the publications on AI in concrete materials (timeline view).

Table 2: Major clusters identified in the document co-citation analysis.

| Cluster ID | Size | Silhouette value | Average publication year | Cluster label                  | Focus of the cluster                                      |
|------------|------|------------------|--------------------------|-------------------------------|------------------------------------------------------------|
| 1          | 169  | 0.913            | 2011                     | Concrete strength             | Concrete compressive strength                               |
| 2          | 65   | 0.957            | 1996                     | Predicting properties         | Mixture design                                              |
| 3          | 47   | 0.979            | 2002                     | Using neural network          | Neural network; durability                                  |
| 4          | 47   | 0.952            | 2002                     | Load-carrying capacity        | Shear capacity; elastic modulus                             |
| 5          | 46   | 0.976            | 1997                     | Cement paste                  | Cement paste; waste solidification                          |
Two fundamental metrics, namely, the modularity Q index and the silhouette value, were calculated to examine the reliability of the network. The modularity Q index ranges from 0 to 1 and assesses the extent to which a network can be partitioned into multiple clusters; the silhouette value ranges between −1 and 1 and measures the quality of a clustering configuration. A higher modularity Q index and a higher silhouette value imply higher divisibility of a network and better homogeneity of a cluster, respectively (Chen, 2014; Lim and Aryadoust, 2021). The threshold of the silhouette value has been found to be 0.7, above which the clusters in a network could be considered highly isolated with clear boundaries and weak links between individual clusters (Chen, 2014). The network in Fig. 5 had a modularity Q index of 0.8867 and a weighted mean silhouette value of 0.9557. These values were relatively high, indicating that the network was highly divisible into clusters, each of which was, on average, highly homogeneous (Chen, 2014). In other words, studies in each identified cluster were consistent in addressing similar issues.

As per cluster sizes in Table 2, cluster #1 on concrete strength has been the largest cluster with 169 references. After examining the content of the 47 publications that cited these references, the focus of this cluster could be further specified as concrete compressive strength (Chou et al., 2014; Gholampour et al., 2017; Sobhani et al., 2010). This is in line with the earlier observation in Fig. 3 and Table 1 where “compressive strength” has been the second most frequently used keyword. The “average publication year” in Table 2 shows the average period within which the references in a given cluster were published. While most of the clusters showed activities over two decades ago (i.e., 1996–2002), studies in cluster #1 have been published more recently, around 2011 on average, and this cluster had the longest active duration of approximately 17 years from 2002 to 2019. These again confirm the significance of cluster #1 on concrete compressive strength in the field of AI in concrete science.

Detection of citation burstness was further conducted to identify references that were of great significance to the concrete domain. Citation burstness occurs when a reference received a considerable surge in terms of citations and attention within a specific duration (Chen et al., 2010) (e.g., large nodes in Fig. 5). Table 3 shows the top 10 references with the highest burst strengths (i.e., most co-cited and influential references). It is interesting to note that all these references
listed in Table 3 were grouped in cluster #1. Most of them focused on the numerical prediction of compressive strength, and only two references (Behnood et al., 2015; Duan et al., 2013b) on that of elastic modulus (which is correlated to compressive strength). All these references utilized AI techniques for prediction. In agreement with Section 3, neural network was the most commonly used algorithm (Chithra et al., 2016; Dantas et al., 2013; Duan et al., 2013a,b; Öztaş et al., 2006; Pala et al., 2007; Sobhani et al., 2010; Topçu and Saridemir, 2008). The concrete type investigated in these studies varied from normal concrete (Behnood et al., 2017; Pala et al., 2007; Topçu and Saridemir, 2008) to high performance concrete (Behnood et al., 2017; Chithra et al., 2016) and recycled aggregate concrete (Behnood et al., 2015; Duan et al., 2013a,b). Note that most of these 10 cited references were included in the bibliographic database containing 389 citing publications, which cross-validates the completeness and representativeness of the retrieved database. Table 4 provides the citation information of the 389 publications regarding AI in concrete. Three studies (Duan et al., 2013a; Öztaş et al., 2006; Sobhani et al., 2010) were present in both Table 3 and Table 4, suggesting their importance in the field of concrete research.

Table 3: Top 10 references regarding AI in concrete materials with the strongest document co-citation burstness.

| No. | Reference       | Burst strength | Year Begin | Year End | Span | Citation counts | Cluster ID |
|-----|-----------------|----------------|------------|----------|------|-----------------|------------|
| 1   | Duan et al. 2013a | 11.27          | 2013       | 2015     | 5    | 29              | 1          |
| 2   | Öztaş et al. 2006 | 10.15          | 2006       | 2008     | 5    | 24              | 1          |
| 3   | Sobhani et al. 2010 | 7.84          | 2010       | 2012     | 6    | 22              | 1          |
| 4   | Behnood et al. 2017 | 7.76          | 2017       | 2017     | 2018 | 2020           | 3          |
| 5   | Pala et al. 2007 | 7.66           | 2007       | 2011     | 2016 | 5               | 2          |
| 6   | Behnood et al. 2015 | 7.59          | 2015       | 2018     | 2020 | 2               | 1          |
| 7   | Topçu and Saridemir 2008 | 7.38          | 2008       | 2008     | 2016 | 2               | 1          |
| 8   | Chithra et al. 2016 | 7.31          | 2016       | 2016     | 2017 | 2               | 1          |
| 9   | Dantas et al. 2013 | 7.07           | 2013       | 2008     | 2013 | 5               | 1          |
| 10  | Duan et al. 2013b | 6.12           | 2013       | 2015     | 5    | 15              | 1          |

As shown in Table 2, cluster #2 with 65 cited references was identified as “predicting properties”. There were eight citing publications in this cluster with a focus on mixture design (Dias and Pooliyadda, 2001; Yeh, 1998a,b, 2006, 2007a). Most studies (Dias and Pooliyadda, 2001; Yeh, 1998a,b, 2006) have emphasized sensitivity analyses for strength to investigate the effects of mixture constituents, such as cement, water, silica fume, and fly ash. Such sensitivity analyses could identify the relationship between strength and individual constituents of concrete mixtures.
Table 4: Top 10 most cited publications regarding AI in concrete materials.

| No. | Reference | Year | Title | Total citations |
|-----|-----------|------|-------|-----------------|
| 1   | Yeh (1998b) | 1998 | Modeling of strength of high-performance concrete using artificial neural networks | 548 |
| 2   | Gopalakrishnan et al. (2017) | 2017 | Deep Convolutional Neural Networks with transfer learning for computer vision-based data-driven pavement distress detection | 254 |
| 3   | Ni and Wang (2000) | 2000 | Prediction of compressive strength of concrete by neural networks | 243 |
| 4   | Öztaş et al. (2006) | 2006 | Predicting the compressive strength and slump of high strength concrete using neural network | 212 |
| 5   | Yeh (2007b) | 2007 | Modeling slump flow of concrete using second-order regressions and artificial neural networks | 163 |
| 6   | Duan et al. (2013a) | 2013 | Prediction of compressive strength of recycled aggregate concrete using artificial neural networks | 152 |
| 7   | Sobhani et al. (2010) | 2010 | Prediction of the compressive strength of no-slump concrete: A comparative study of regression, neural network and ANFIS models | 152 |
| 8   | Dorafshan et al. (2018) | 2018 | Comparison of deep convolutional neural networks and edge detectors for image-based crack detection in concrete | 150 |
| 9   | Alshihri et al. (2009) | 2009 | Neural networks for predicting compressive strength of structural light weight concrete | 138 |
| 10  | Tam et al. (2007) | 2007 | Optimization on proportion for recycled aggregate in concrete using two-stage mixing approach | 135 |

However, as mentioned earlier, there has been an ever-growing need for concrete mixtures to meet multiple objectives and satisfy many design criteria. Thus, developing appropriate AI models for multi-objective optimization (e.g., strength-cost-CO$_2$ optimization) will contribute to the concrete industry (Yeh, 1998a, 2007a; Young et al., 2019).

Cluster #3 was automatically labeled as “using neural network”. Manual examination of the five citing publications (Chang and Yang, 2006; Kwon and Song, 2010; Öztaş et al., 2006; Pala et al., 2007; Song and Kwon, 2009) confirmed that neural network models were used in these studies. This suggests the key role of neural networks in concrete research, which is in entire agreement with the observation in Section 3. Another focus of this cluster was durability, such as carbonation (Kwon and Song, 2010), chloride penetration (Song and Kwon, 2009), later-age compressive strength (Pala et al., 2007), and residual strength after high temperature (Chang and Yang, 2006).

The fourth largest cluster with 47 cited references, cluster #4, was identified as “load-carrying capacity”, which is not a clear labeling. We reviewed the content of the six publications in this cluster and identified shear capacity (Stegemann and Buenfeld, 2002) or elastic modulus (Demir, 2008; Gesoğlu et al., 2010; Yan and Shi, 2010) as the focus. Cluster #5 labeled as “cement paste”
had 46 cited references but only two citing articles (Stegemann and Buenfeld, 2001, 2002). These two studies investigated the effects of pure inorganic or toxic metal compounds on compressive strength (Stegemann and Buenfeld, 2002) and setting time (Stegemann and Buenfeld, 2001) of cement paste systems by neural network models, providing financial benefits and environmentally-friendly solutions for the treatment of industrial wastes by cement-based solidification. Hence, the focus of this cluster could be cement paste or waste solidification. Compared with other clusters, cluster #5 was the smallest cluster, which implies relatively little attention has been devoted to the research topic so far.

Note that all the high silhouette values in Table 2 were larger than the threshold 0.7, suggesting that each cluster is highly isolated and disjointed from each other with weak links in between (Chen, 2014) (see Fig. 5). This highlights the fact that researchers do not cite relevant work outside their clusters (Hicks, 1999), and thus fail to draw on a wide range of knowledge sources (Darko et al., 2020; Nerur et al., 2008). Consequently, the current body of research on AI in the concrete domain appears inward-looking, not benefiting from applicable theories or concepts from other research domains (Hosseini et al., 2018). As AI itself is a concept from the field of computer science, it is expected that interdisciplinary research could expand the frontier of knowledge in the concrete field.

5. Discussion and future trends

AI techniques have entered the concrete science toolbox in the early 1990s and an exponential increase in relevant publications has been witnessed from the last decade (Fig. 2). This trend confirms the growing research interest of AI in the field of concrete materials. Existing literature (period: 1990–2020) on AI in concrete materials was examined in the preceding sections by scientometric tools, including keyword co-occurrence analysis (Section 3) and documentation co-citation analysis (Section 4). The scientometric analysis extends earlier review studies of the field by providing a quantitative interpretation of the past and present knowledge structure and offering a complete picture and understanding of AI literature in the concrete domain. Most research efforts have been directed towards prediction of concrete properties, in particular compressive strength,
and substantial successes have been achieved by the use of neural network models. For example, the highest cited work by Yeh (1998b) (Table 4) employed neural network models on a dataset of over 1,000 samples to predict the compressive strength of high performance concrete, and obtained a high coefficient of determination ($R^2$) of about 0.91 to 0.92. These neural network models with concrete mixture constituents as the input significantly outperformed the traditional regression analysis merely based on water-to-cement ratio and age ($R^2 \approx 0.57$). Since then, the neural network approach has received the most attention for predicting properties of different types of concrete (Ben Chaabene et al., 2020; Dias and Pooliyadda, 2001; Dingqiang et al., 2020; Duan et al., 2013a; Ramkumar et al., 2020; Young et al., 2019). In this section, we provide our perspectives on the key challenges and opportunities within the domain of AI in concrete science based on the results presented earlier.

5.1. Data

As discussed in Section 3, existing research efforts have focused on the prediction of hardened properties of concrete materials, while modeling behaviors of concrete in fresh state has received far less attention in current literature. This could be attributed to the difficulty in constructing datasets for concrete fresh properties given that measurement principles and results vary among testing methods or instruments (e.g., rheometers). Further examination of the retrieved 389 publications showed that the majority of studies have relied heavily on small datasets with less than 200 experimental data points (Ben Chaabene et al., 2020; Li et al., 2022), which could be insufficient for AI techniques, especially neural network models with a large number of parameters to be calibrated, and may lead to overfitting of AI models and poor generalization performance on new datasets.

The lack of large and universal datasets for concrete materials becomes a major challenge towards the wider adoption of AI in the construction industry. Many tens of thousands of concrete mixtures as well as their physical properties have been reported in the literature, but collecting these data could be a daunting data mining problem. Research articles are written in different formats by researchers in different laboratories, using different experimental parameters; methods and results are presented by different terms with inconsistent levels of completeness; thus, manual
extraction of data from literature could be rather time-consuming and labor-intensive (Cao et al., 2018). In addition, null or negative results tend to be discarded and not published, although these results would be extremely useful in the context of AI. These lead to a call for standardization of data reporting criteria and sharing of research data, which are a big step towards open science (Gewin, 2016).

There are also other approaches worth exploring when dealing with data sparsity issues. One promising yet understudied topic in concrete research is transfer learning, where the knowledge learned from one material or property can be used to develop models for a similar material or property (Pan and Yang, 2010; Ravinder et al., 2021). As discussed in Section 3, existing literature has mainly focused on specific concrete types (e.g., high performance concrete) and concrete properties (e.g., compressive strength). Thus, it is reasonable to assume that more datasets related to these types of concrete and properties are available. By using transfer learning, reliable models could be developed for other types of concrete or other properties that have received far less attention with only sparse data available (Gopalakrishnan et al., 2017; Moussa and Owais, 2020; Tong et al., 2020; Yang et al., 2020).

Another solution to data sparsity is extracting composition-property datasets via natural language processing or text mining approaches (Batra et al., 2020). Data are typically presented in an unstructured form in a research article: researchers may report the compositions of concrete mixtures in one table, the testing conditions and experimental parameters in the body text of the methods section, and then the final properties in figures within the results section (Olivetti et al., 2020). Given the highly distributed nature of data, automated mining information from the literature could be more effective and reliable than manual collection, although there has been no work attempting to apply this approach in the concrete domain.

5.2. Models

Neural network models have been extensively used in current concrete literature (see Sections 3 and 4). The success of neural network models in concrete research provides a glimpse into possible future applications. An emerging trend is the development and deployment of convolutional neural networks, a popular class of deep neural networks or deep learning (Khallaf and Khallaf, 2021).
Krizhevsky et al., 2012; Martinez et al., 2019). Deep networks herein refer to neural networks with deeper architectures and more processing layers. Table 4 presents two research articles that were listed among the top cited publications and highly related to the applications of convolutional neural networks (Dorafshan et al., 2018; Gopalakrishnan et al., 2017). These two studies have demonstrated the advantages of using convolutional neural networks for crack detection in field practice, e.g., in concrete bridges (Dorafshan et al., 2018) and pavements (Gopalakrishnan et al., 2017). This can be attributed to the high accuracy of convolutional neural networks to process data with grid patterns, e.g., images (Krizhevsky et al., 2012; Yamashita et al., 2018). While these techniques have been explored for monitoring concrete structures at macro scales, there have been limited studies on their applications in concrete microstructural analyses (e.g., scanning electron microscopy and X-ray computed tomography) (Dong et al., 2020; Lorenzoni et al., 2020; Song et al., 2020; Tong et al., 2020), where a large number of images could be produced and require extensive efforts from researchers to manage and interpret.

Many AI models have been treated as “black boxes” in concrete research, especially for neural networks that often provide accurate predictions at the cost of high model complexity. One challenge that hinders their systematic adoption in the construction industry is the lack of interpretability in AI models (Naser, 2021). Limited research efforts have been devoted to unravel how or why a model predicts the way it does (i.e., the cause-and-effect relationship). Besides building an accurate model, it is crucial to gain insights and knowledge from the model in the concrete domain. Testable hypotheses resulting from interpretable models can be cross-validated by proposed experiments. Interpretability has been an active area of research in computer science (Lipton, 2018; Molnar, 2019; Molnar et al., 2020; Montavon et al., 2017). Moving forward, AI models that offer scientific understanding will become increasingly desirable in the concrete research field.

A deep dive into the retrieved concrete literature reveals that most AI research has been based on commonly accessible AI models with a main emphasis on parameter tuning. As these models are designed for data mining purposes, they require large datasets and depend to a large degree on the information contained in the data without considering known scientific principles (Karpatne
et al., 2017a). This raises challenges due to the inadequacy of the available data in concrete science (discussed in Section 5.1). Recent advances in physics-guided data science have illustrated the potential of integrating known physical laws or scientific knowledge (e.g., the inverse relationship between compressive strength and water-to-cement ratio in the context of concrete research) with AI models [Karpatne et al., 2017b; Willard et al., 2020]. Such an approach offers novel solutions to increase model interpretability, enhance generalization performance, and reduce the amount of data needed for training.

6. Conclusion

AI has already been utilized in concrete research for almost three decades, where it has advanced the numerical modeling and prediction of concrete properties. This chapter has examined the existing literature using scientometric approaches such as keyword co-occurrence analysis and document co-citation analysis. Results revealed that current research interests have focused on the application of neural network models in concrete compressive strength prediction, while other AI techniques as well as other physical measures remain understudied. This implies that the existing research on AI in concrete science is still immature, with the power of their merging far from being fully realized. With continued advances in data (e.g., reporting standardization, data sharing, knowledge transferring by transfer learning, and automated data collection by natural language processing or text mining) and models (e.g., deeper architectures, higher interpretability, and more physics-aware), a veritable intelligence ecosystem is emerging in concrete science and will have a profound impact on this field.

Acknowledgements

The authors would like to thank Dr. Ismaila Dabo, Dr. Jinyoung Yoon, and Rui Zhang for their insightful thoughts and valuable discussions that form the basis of this work.

References

ACI Committee 211, 2002. 211.1-91 Standard Practice for Selecting Proportions for Normal, Heavyweight, and Mass Concrete (Reapproved 2009).
Agrawal, A., Choudhary, A., 2016. Perspective: Materials informatics and big data: Realization of the "fourth paradigm" of science in materials science. APL Materials 4. doi:10.1063/1.4946894.

Alshihri, M.M., Azmy, A.M., El-Bisy, M.S., 2009. Neural networks for predicting compressive strength of structural lightweight concrete. Construction and Building Materials 23, 2214–2219. doi:10.1016/j.conbuildmat.2008.12.003.

Asteris, P.G., Skentou, A.D., Bardhan, A., Samui, P., Pilakoutas, K., 2021. Predicting concrete compressive strength using hybrid ensembling of surrogate machine learning models. Cement and Concrete Research 145, 106449. doi:10.1016/j.cemconres.2021.106449.

Batra, R., Song, L., Ramprasad, R., 2020. Emerging materials intelligence ecosystems propelled by machine learning. Nature Reviews Materials doi:10.1038/s41578-020-00255-y.

Behnood, A., Behnood, V., Modiri Gharehveran, M., Alyamac, K.E., 2017. Prediction of the compressive strength of normal and high-performance concretes using M5P model tree algorithm. Construction and Building Materials 142, 199–207. doi:10.1016/j.conbuildmat.2017.03.061.

Behnood, A., Golafshani, E.M., 2021. Artificial Intelligence to Model the Performance of Concrete Mixtures and Elements: A Review. Archives of Computational Methods in Engineering doi:10.1007/s11831-021-00964-0.

Behnood, A., Olek, J., Glinicki, M.A., 2015. Predicting modulus elasticity of recycled aggregate concrete using M5’ model tree algorithm. Construction and Building Materials 94, 137–147. doi:10.1016/j.conbuildmat.2015.06.055.

Ben Chaabene, W., Flah, M., Nehdi, M.L., 2020. Machine learning prediction of mechanical properties of concrete: A critical review. Construction and Building Materials 260, 119889. doi:10.1016/j.conbuildmat.2020.119889.

Börner, K., Chen, C., Boyack, K.W., 2003. Visualizing knowledge domains. Annual Review of Information Science and Technology 37, 179–255. doi:10.1002/aris.1440370106.

Brower, B.Y.L.E., Ferraris, C.F., 2003. Comparison of Concrete Rheometers. Concrete international, 41–47.

Buhaua, H., Urdal, H., Østby, G., 2013. Sustainable urbanization and human security, in: A Changing Environment for Human Security. Routledge, London, UK, pp. 82–92. doi:10.4324/9780203109885-15.

Cai, R., Han, T., Liao, W., Huang, J., Li, D., Kumar, A., Ma, H., 2020. Prediction of surface chloride concentration of marine concrete using ensemble machine learning. Cement and Concrete Research 136. doi:10.1016/j.cemconres.2020.106164.

Cao, B., Adutwum, L.A., Oliynyk, A.O., Luber, E.J., Olsen, B.C., Mar, A., Buriak, J.M., 2018. How to optimize materials and devices via design of experiments and machine learning: Demonstration using organic photovoltaics. ACS Nano 12, 7434–7444. doi:10.1021/acsnano.8b04728.

Chang, C.H., Yang, C.C., 2006. Artificial neural networks in prediction of concrete strength reduction due to high temperature. ACI Materials Journal 103, 68–69.

Chen, C., 2014. The CiteSpace manual. College of Computing and Informatics 1, 1–84.

Chen, C., 2016. CiteSpace: a practical guide for mapping scientific literature. Nova Science Publishers, Hauppauge,
Chen, C., Hu, Z., Liu, S., Tseng, H., 2012. Emerging trends in regenerative medicine: A scientometric analysis in CiteSpace. Expert Opinion on Biological Therapy 12, 593–608. doi:10.1517/14712598.2012.674507.

Chen, C., Ibekwe-SanJuan, F., Hou, J., 2010. The structure and dynamics of cocitation clusters: A multiple-perspective cocitation analysis. Journal of the American Society for Information Science and Technology 61, 1386–1409. doi:10.1002/asi.21309.

Chen, M., Sui, Y., Liu, W., Liu, H., Huang, Y., 2019. Urbanization patterns and poverty reduction: A new perspective to explore the countries along the Belt and Road. Habitat International 84, 1–14. doi:10.1016/j.habitatint.2018.12.001.

Chithra, S., Kumar, S.R., Chinnaraju, K., Alfin Ashmita, F., 2016. A comparative study on the compressive strength prediction models for High Performance Concrete containing nano silica and copper slag using regression analysis and Artificial Neural Networks. Construction and Building Materials 114, 528–535. doi:10.1016/j.conbuildmat.2016.03.214.

Chou, J.S., Tsai, C.F., Pham, A.D., Lu, Y.H., 2014. Machine learning in concrete strength simulations: Multi-nation data analytics. Construction and Building Materials 73, 771–780. doi:10.1016/j.conbuildmat.2014.09.054.

Dantas, A.T.A., Batista Leite, M., De Jesus Nagahama, K., 2013. Prediction of compressive strength of concrete containing construction and demolition waste using artificial neural networks. Construction and Building Materials 38, 717–722. doi:10.1016/j.conbuildmat.2012.09.026.

Darko, A., Chan, A.P., Adabre, M.A., Edwards, D.J., Hosseini, M.R., Ameyaw, E.E., 2020. Artificial intelligence in the AEC industry: Scientometric analysis and visualization of research activities. Automation in Construction 112, 103081. doi:10.1016/j.autcon.2020.103081.

Demir, F., 2008. Prediction of elastic modulus of normal and high strength concrete by artificial neural networks. Construction and Building Materials 22, 1428–1435. doi:10.1016/j.conbuildmat.2007.04.004.

DeRousseau, M.A., Kasprzyk, J.R., Srubar, W.V., 2018. Computational design optimization of concrete mixtures: A review. Cement and Concrete Research 109, 42–53. doi:10.1016/j.cemconres.2018.04.007.

Dias, W.P., Pooliyadda, S.P., 2001. Neural networks for predicting properties of concretes with admixtures. Construction and Building Materials 15, 371–379. doi:10.1016/S0950-0618(01)00006-X.

Dingqi, F., Rui, Y., Zhonghe, S., Chunfeng, W., Jinnan, W., Qiqi, S., 2020. A novel approach for developing a green Ultra-High Performance Concrete (UHPC) with advanced particles packing meso-structure. Construction and Building Materials 265, 120339. doi:10.1016/j.conbuildmat.2020.120339.

Dolado, J.S., Van Breugel, K., 2011. Recent advances in modeling for cementitious materials. Cement and Concrete Research 41, 711–726. doi:10.1016/j.cemconres.2011.03.014.

Dong, Y., Su, C., Qiao, P., Sun, L., 2020. Microstructural crack segmentation of three-dimensional concrete images based on deep convolutional neural networks. Construction and Building Materials 253, 119185. doi:10.1016/j.conbuildmat.2020.119185.
Dorafshan, S., Thomas, R.J., Maguire, M., 2018. Comparison of deep convolutional neural networks and edge detectors for image-based crack detection in concrete. Construction and Building Materials 186, 1031–1045. doi:10.1016/j.conbuildmat.2018.08.011

Duan, Z.H., Kou, S.C., Poon, C.S., 2013a. Prediction of compressive strength of recycled aggregate concrete using artificial neural networks. Construction and Building Materials 40, 1200–1206. doi:10.1016/j.conbuildmat.2012.04.063

Duan, Z.H., Kou, S.C., Poon, C.S., 2013b. Using artificial neural networks for predicting the elastic modulus of recycled aggregate concrete. Construction and Building Materials 44, 524–532. doi:10.1016/j.conbuildmat.2013.02.064

van Eck, N.J., Waltman, L., 2013. VOSviewer manual. Technical Report July.

van Eck, N.J., Waltman, L., 2014. Visualizing Bibliometric Networks. doi:10.1007/978-3-319-10377-8_13

Ferraris, C.F., Martys, N.S., George, W.L., 2014. Development of standard reference materials for rheological measurements of cement-based materials. Cement and Concrete Composites 54, 29–33. doi:10.1016/j.cemconcomp.2013.02.008

Flah, M., Suleiman, A.R., Nehdi, M.L., 2020. Classification and quantification of cracks in concrete structures using deep learning image-based techniques. Cement and Concrete Composites 114, 103781. doi:10.1016/j.cemconcomp.2020.103781

Gesoğlu, M., Güneyisi, E., Özturan, T., Özbay, E., 2010. Modeling the mechanical properties of rubberized concretes by neural network and genetic programming. Materials and Structures/Materiaux et Constructions 43, 31–45. doi:10.1617/s11527-009-9468-0

Gewin, V., 2016. Data sharing: An open mind on open data. Nature 529, 117–119. doi:10.1038/nj7584-117a

Ghafari, E., Bandarabadi, M., Costa, H., Júlio, E., 2015. Prediction of fresh and hardened state properties of UHPC: Comparative study of statistical mixture design and an artificial neural network model. Journal of Materials in Civil Engineering 27, 1–11. doi:10.1061/(ASCE)MT.1943-5533.0000127

Gholampour, A., Gandomi, A.H., Ozbakkaloglu, T., 2017. New formulations for mechanical properties of recycled aggregate concrete using gene expression programming. Construction and Building Materials 130, 122–145. doi:10.1016/j.conbuildmat.2016.10.114

Gopalakrishnan, K., Khaitan, S.K., Choudhary, A., Agrawal, A., 2017. Deep Convolutional Neural Networks with transfer learning for computer vision-based data-driven pavement distress detection. Construction and Building Materials 157, 322–330. doi:10.1016/j.conbuildmat.2017.09.110

Greß, K., Srivastava, R.K., Koutník, J., Steunebrink, B.R., Schmidhuber, J., 2017. LSTM: A Search Space Odyssey. IEEE Transactions on Neural Networks and Learning Systems 28, 2222–2232. doi:10.1109/TNNLS.2016.2582924 arXiv:1503.04069

Gunasekera, C., Lokuge, W., Keskič, M., Raj, N., Law, D.W., Setunge, S., 2020. Design of Alkali-Activated Slag-Fly Ash Concrete Mixtures Using Machine Learning. ACI Materials Journal 117, 263–278. doi:10.14359/51727019
Haenlein, M., Kaplan, A., 2019. A brief history of artificial intelligence: On the past, present, and future of artificial intelligence. California Management Review 61, 5–14. doi:10.1177/0008125619864925

Halilaj, E., Rajagopal, A., Fiterau, M., Hicks, J.L., Hastie, T.J., Delp, S.L., 2018. Machine learning in human movement biomechanics: Best practices, common pitfalls, and new opportunities. Journal of Biomechanics 81, 1–11. doi:10.1016/j.jbiomech.2018.09.009

Han, T., Siddique, A., Khayat, K., Huang, J., Kumar, A., 2020. An ensemble machine learning approach for prediction and optimization of modulus of elasticity of recycled aggregate concrete. Construction and Building Materials 244, 118271. doi:10.1016/j.conbuildmat.2020.118271

Hicks, D., 1999. The difficulty of achieving full coverage of international social science literature and the bibliometric consequences. Scientometrics 44, 193–215. doi:10.1007/BF02457380

Hosseini, M.R., Martek, I., Zavodskas, E.K., Aibinu, A.A., Arashpour, M., Chileshe, N., 2018. Critical evaluation of off-site construction research: A Scientometric analysis. Automation in Construction 87, 235–247. doi:10.1016/j.autcon.2017.12.002

Hou, J., Yang, X., Chen, C., 2018. Emerging trends and new developments in information science: a document co-citation analysis (2009–2016). Scientometrics 115, 869–892. URL: https://doi.org/10.1007/s11192-018-2695-9

Huang, Y., Zhang, J., Tze Ann, F., Ma, G., 2020. Intelligent mixture design of steel fibre reinforced concrete using a support vector regression and firefly algorithm based multi-objective optimization model. Construction and Building Materials 260, 120457. doi:10.1016/j.conbuildmat.2020.120457

Karpatne, A., Athuri, G., Faghmous, J.H., Steinbach, M., Banerjee, A., Ganguly, A., Shekhar, S., Samatova, N., Kumar, V., 2017a. Theory-guided data science: A new paradigm for scientific discovery from data. IEEE Transactions on Knowledge and Data Engineering 29, 2318–2331. doi:10.1109/TKDE.2017.2720168, arXiv:1612.08544

Karpatne, A., Watkins, W., Read, J., Kumar, V., 2017b. Physics-guided neural networks (PGNN): An application in lake temperature modeling. arXiv arXiv:1710.11431

Khallaf, R., Khallaf, M., 2021. Classification and analysis of deep learning applications in construction: A systematic literature review. Automation in Construction 129, 103760. doi:10.1016/j.autcon.2021.103760

Kovler, K., Roussel, N., 2011. Properties of fresh and hardened concrete. Cement and Concrete Research 41, 775–792. doi:10.1016/j.cemconres.2011.03.009

Krizhevsky, A., Sutskever, I., Hinton, G.E., 2012. ImageNet classification with deep convolutional neural networks. Advances in Neural Information Processing Systems 2, 1097–1105.

Kwon, S.J., Song, H.W., 2010. Analysis of carbonation behavior in concrete using neural network algorithm and carbonation modeling. Cement and Concrete Research 40, 119–127. doi:10.1016/j.cemconres.2009.08.022

Leridon, H., 2020. World population outlook: Explosion or implosion? Population and Societies 573, 1–4. doi:10.3917/POPSOC.573.0001

Li, Z., Yoon, J., Zhang, R., Rajabipour, F., Srubar III, W.V., Dabo, I., Radlińska, A., 2022. Machine learning in
concrete science: Applications, challenges, and best practices. npj Computational Materials 7, 1–17. doi:10.1038/s41524-022-00810-x

Lim, M.H., Aryadoust, V., 2021. A scientometric review of research trends in computer-assisted language learning (1977–2020). Computer Assisted Language Learning 0, 1–26. doi:10.1080/09588221.2021.1892768

Lipton, Z.C., 2018. The mythos of model interpretability: In machine learning, the concept of interpretability is both important and slippery. Queue 16, 1–28. doi:10.1145/3236386.3241340

Liu, Z., Cao, Y., Wang, Y., Wang, W., 2019. Computer vision-based concrete crack detection using U-net fully convolutional networks. Automation in Construction 104, 129–139. doi:10.1016/j.autcon.2019.04.005

Lorenzoni, R., Curosu, I., Paciornik, S., Mechtcherine, V., Oppermann, M., Silva, F., 2020. Semantic segmentation of the micro-structure of strain-hardening cement-based composites (SHCC) by applying deep learning on micro-computed tomography scans. Cement and Concrete Composites 108, 103551. doi:10.1016/j.cemconcomp.2020.103551

Martinez, P., Al-Hussein, M., Ahmad, R., 2019. A scientometric analysis and critical review of computer vision applications for construction. Automation in Construction 107. doi:10.1016/j.autcon.2019.102947

Mehta, P.K., Monteiro, P.J.M., 2014. Concrete: microstructure, properties, and materials. McGraw-Hill Education, New York.

Mo, Y.L., Lin, S.S., 1994. Investigation of framed shearwall behaviour with neural networks. Magazine of Concrete Research 46, 289–299. doi:10.1680/macr.1994.46.169.289

Molnar, C., 2019. Interpretable Machine Learning: A Guide for Making Black Box Models Explainable. URL: https://christophm.github.io/interpretable-ml-book

Molnar, C., König, G., Herbinger, J., Freiesleben, T., Dandl, S., Scholbeck, C.A., Casalicchio, G., Grosse-Wentrup, M., Bischl, B., 2020. Pitfalls to Avoid when Interpreting Machine Learning Models. arXiv arXiv:2007.04131

Montavon, G., Lapuschkin, S., Binder, A., Samek, W., Müller, K.R., 2017. Explaining nonlinear classification decisions with deep Taylor decomposition. Pattern Recognition 65, 211–222. doi:10.1016/j.patcog.2016.11.008 arXiv:1512.02479

Moussa, G.S., Owais, M., 2020. Pre-trained deep learning for hot-mix asphalt dynamic modulus prediction with laboratory effort reduction. Construction and Building Materials 265, 120239. doi:10.1016/j.conbuildmat.2020.120239

Naser, M.Z., 2021. An engineer’ s guide to eXplainable Artificial Intelligence and Interpretable Machine Learning: Navigating causality, forced goodness, and the false perception of inference. Automation in Construction 129, 103821. doi:10.1016/j.autcon.2021.103821

Nerur, S.P., Rasheed, A.A., Natarajan, V., 2008. The intellectual structure of the strategic management field: An author co-citation analysis. Strategic Management Journal 29, 319–336. doi:10.1002/smj.659

Ni, H.G., Wang, J.Z., 2000. Prediction of compressive strength of concrete by neural networks. Cement and Concrete Research 30, 1245–1250. doi:10.1016/S0008-8846(00)00345-8
Nunez, I., Marani, A., Flah, M., Nehdi, M.L., 2021. Estimating compressive strength of modern concrete mixtures using computational intelligence: A systematic review. Construction and Building Materials 310, 125279. doi:10.1016/j.conbuildmat.2021.125279.

Olivetti, E.A., Cole, J.M., Kim, E., Kononova, O., Ceder, G., Han, T.Y.J., Hiszpanski, A.M., 2020. Data-driven materials research enabled by natural language processing and information extraction. Applied Physics Reviews 7. doi:10.1063/5.0021106

Öztas, A., Pala, M., Özbay, E., Kanca, E., Çağlar, N., Bhatti, M.A., 2006. Predicting the compressive strength and slump of high strength concrete using neural network. Construction and Building Materials 20, 769–775. doi:10.1016/j.conbuildmat.2005.01.054

Pala, M., Özbay, E., Öztas, A., Yuce, M.I., 2007. Appraisal of long-term effects of fly ash and silica fume on compressive strength of concrete by neural networks. Construction and Building Materials 21, 384–394. doi:10.1016/j.conbuildmat.2005.08.009

Pan, S.J., Yang, Q., 2010. A survey on transfer learning. IEEE Transactions on Knowledge and Data Engineering 22, 1345–1359. doi:10.1109/TKDE.2009.191

Pan, Y., Zhang, L., 2021. Roles of artificial intelligence in construction engineering and management: A critical review and future trends. Automation in Construction 122, 103517. doi:10.1016/j.autcon.2020.103517

Perianes-Rodriguez, A., Waltman, L., van Eck, N.J., 2016. Constructing bibliometric networks: A comparison between full and fractional counting. Journal of Informetrics 10, 1178–1195. doi:10.1016/j.joi.2016.10.006 arXiv:1607.02452

Pratt, D., Sansalone, M., 1992. Impact-echo signal interpretation using artificial intelligence. ACI Materials Journal 89, 178–187. doi:10.14359/2285

Rafiei, M.H., Khushefati, W.H., Demirboga, R., Adeli, H., 2016. Neural network, machine learning, and evolutionary approaches for concrete material characterization. ACI Materials Journal 113, 781–789. doi:10.14359/51689360

Ramkumar, K.B., Kannan Rajkumar, P.R., Noor Ahmmad, S., Jegan, M., 2020. A Review on Performance of Self-Compacting Concrete – Use of Mineral Admixtures and Steel Fibres with Artificial Neural Network Application. Construction and Building Materials 261, 120215. doi:10.1016/j.conbuildmat.2020.120215

Ravinder, Venugopal, V., Bishnoi, S., Singh, S., Zaki, M., Grover, H.S., Bauchy, M., Agarwal, M., Krishnan, N.M., 2021. Artificial intelligence and machine learning in glass science and technology: 21 challenges for the 21st century. International Journal of Applied Glass Science, 1–16 doi:10.1111/ijag.15881

Small, H., 1973. Co-citation in the scientific literature: A new measure of the relationship between two documents. Journal of the American Society for Information Science 24, 265–269. doi:10.1002/asi.4630240406

Sobhani, J., Najimi, M., Pourkhoshidi, A.R., Parhizkar, T., 2010. Prediction of the compressive strength of non-slump concrete: A comparative study of regression, neural network and ANFIS models. Construction and Building Materials 24, 709–718. doi:10.1016/j.conbuildmat.2009.10.037

Song, H.W., Kwon, S.J., 2009. Evaluation of chloride penetration in high performance concrete using neural network
algorithm and micro pore structure. Cement and Concrete Research 39, 814–824. doi:10.1016/j.cemconres.2009.05.013

Song, Y., Huang, Z., Shen, C., Shi, H., Lange, D.A., 2020. Deep learning-based automated image segmentation for concrete petrographic analysis. Cement and Concrete Research 135, 106118. doi:10.1016/j.cemconres.2020.106118

Stegemann, J.A., Buenfeld, N.R., 2001. Neural network modelling of the effects of inorganic impurities on calcium aluminate cement setting. Advances in Cement Research 13, 101–114. doi:10.1680/adcr.13.3.101.39289

Stegemann, J.A., Buenfeld, N.R., 2002. Prediction of unconfined compressive strength of cement paste with pure metal compound additions. Cement and Concrete Research 32, 903–913. doi:10.1016/S0008-8846(02)00722-6

Tam, V.W., Tam, C.M., Wang, Y., 2007. Optimization on proportion for recycled aggregate in concrete using two-stage mixing approach. Construction and Building Materials 21, 1928–1939. doi:10.1016/j.conbuildmat.2006.05.040

Tong, Z., Gao, J., Wang, Z., Wei, Y., Dou, H., 2019a. A new method for CF morphology distribution evaluation and CFRC property prediction using cascade deep learning. Construction and Building Materials 222, 829–838. doi:10.1016/j.conbuildmat.2019.06.160

Tong, Z., Guo, H., Gao, J., Wang, Z., 2019b. A novel method for multi-scale carbon fiber distribution characterization in cement-based composites. Construction and Building Materials 218, 40–52. doi:10.1016/j.conbuildmat.2019.05.115

Tong, Z., Huo, J., Wang, Z., 2020. High-throughput design of fiber reinforced cement-based composites using deep learning. Cement and Concrete Composites 113, 103716. doi:10.1016/j.cemconcomp.2020.103716

Topcu, I.B., Saridemir, M., 2008. Prediction of compressive strength of concrete containing fly ash using artificial neural networks and fuzzy logic. Computational Materials Science 41, 305–311. doi:10.1016/j.commatsci.2007.04.009

Visser, M., van Eck, N.J., Waltman, L., 2021. Large-scale comparison of bibliographic data sources: Scopus, Web of Science, Dimensions, Crossref, and Microsoft Academic. Quantitative Science Studies 2, 20–41. doi:10.1162/qss_a_00112

Willard, J.D., Jia, X., Xu, S., Steinbach, M., Kumar, V., 2020. Integrating physics-based modeling with machine learning: A survey. arXiv arXiv:2003.04919

Yamashita, R., Nishio, M., Do, R.K.G., Togashi, K., 2018. Convolutional neural networks: an overview and application in radiology. Insights into Imaging 9, 611–629. doi:10.1007/s13244-018-0639-9

Yan, K., Shi, C., 2010. Prediction of elastic modulus of normal and high strength concrete by support vector machine. Construction and Building Materials 24, 1479–1485. doi:10.1016/j.conbuildmat.2010.01.006

Yang, Q., Shi, W., Chen, J., Lin, W., 2020. Deep convolution neural network-based transfer learning method for civil infrastructure crack detection. Automation in Construction 116, 103199. doi:10.1016/j.autcon.2020.103199

Yeh, I.C., 1998a. Modeling Concrete Strength with Augment-Neuron Networks. Journal of Materials in Civil
Yeh, I.C., 1998b. Modeling of strength of high-performance concrete using artificial neural networks. Cement and Concrete Research 28, 1797–1808. doi:10.1016/S0008-8846(98)00165-3.

Yeh, I.C., 2006. Analysis of Strength of Concrete Using Design of Experiments and Neural Networks. Journal of Materials in Civil Engineering 18, 597–604. doi:10.1061/(asce)0899-1561(2006)18:4(597).

Yeh, I.C., 2007a. Computer-aided design for optimum concrete mixtures. Cement and Concrete Composites 29, 193–202. doi:10.1016/j.cemconcomp.2006.11.001.

Yeh, I.C., 2007b. Modeling slump flow of concrete using second-order regressions and artificial neural networks. Cement and Concrete Composites 29, 474–480. doi:10.1016/j.cemconcomp.2007.02.001.

Young, B.A., Hall, A., Pilon, L., Gupta, P., Sant, G., 2019. Can the compressive strength of concrete be estimated from knowledge of the mixture proportions?: New insights from statistical analysis and machine learning methods. Cement and Concrete Research 115, 379–388. doi:10.1016/j.cemconres.2018.09.006.