Sequential construction of spatial networks with arbitrary degree sequence and edge length distribution
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Abstract

Complex systems, ranging from soft materials to wireless communication, are often organised as random geometric networks in which nodes and edges evenly fill up the volume of some space. Studying such networks is difficult because they inherit their properties from the embedding space as well as from the constraints imposed on the network’s structure by design, for example, the degree sequence. Here we consider geometric graphs with a given distribution for vertex degrees and edge lengths and propose a numerical method for unbiased sampling of such graphs. We show that the method reproduces the desired target distributions up to a small error asymptotically, and that is some boundary cases only a positive fraction of the network is guaranteed to possible to construct.
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1 Introduction

Models for complex networks are often constructed to incorporate geometric properties: each vertex is given a coordinate in some metric space and the probability for a pair of vertices to be connected depends on the metric distance between them. Complex networks for which the embedding space is explicitly given are also called spatial networks [1, 2]. For example, in the geometric random graph [2] the coordinates are sampled uniformly at random from a unit square and the edges connect pairs of vertices closer apart than a given threshold. Geographical threshold graphs generalise the latter model by assigning vertices randomly distributed weights that affect the threshold [3, 4]. Such models tend to be useful in various modelling contexts and may even be informative if there is no obvious metric space to consider. In the latter cases authors refer to the latent space which can be inferred from the network structure [5], or the feature space in the network completion problem [6].

To mention examples, spatial networks are ubiquitous in soft materials and polymer gels, where vertices represent correspondingly monomer units and granules [7, 8]. Likewise, in wireless communication the vertices are receivers/transmitters distributed on a plane and the edges represent neighbours at a close distance [9, 4]. Even if in both of the latter examples the number of neighbours is limited by the design factors, such as chemical valency or number of radio channels per unit, it is the overall structure of the network that defines mechanical properties of the material and the throughput capacity of a wireless network. Such interests in the ‘bulk’ properties of spatial networks motivate asymptotic analysis of large spatial networks having an a priori defined degree sequence. Besides, a similar paradigm occurs in spatial rumours spreading models [10] and fluid mechanics in porous materials [11], and there is a potential for applications to spatial game theory [12] and spatial epidemiological models [13], where specific degree distributions may need to be imposed.

Constructing a general spatial network with a given degree distribution is a computationally difficult task. Even a simpler problem of constructing a non-spatial network that has a given degree sequence is already a known NP-hard problem with a long history of research [14]. That being said, randomised algorithms achieve such construction in linear time for undirected [15] and directed [16] graphs when such networks are sufficiently sparse. One of the largest challenges in designing fast algorithms is to ensure that the produced graphs remain simple while they are sampled uniformly at random from all admissible possibilities that satisfy the constraints. The uniformity is an advantage when numerically studying a property of the model as the ensemble average. Furthermore, if the graphs are not required to be simple, a single iteration of stub matching will produce the desired multigraph and hence the construction problem is trivial in the non-spatial setting. In the spatial setting, however, it may happen that the algorithm fails to complete the whole graph because of incompatibility of the constraints, which is hard to assess a priori.

In this paper, we propose a numerical method that for a given set of points in space constructs a network with a target sequence for vertex degrees and
distribution for the lengths of the edges. Controlling degree sequences independently of the spatial constraints opens up a possibility to single out the effect of space on the function of such networks and their bulk properties. In the rest of the paper we formalise our model for spatial networks and provide a sequential algorithm for constructing such networks numerically. The method we use to incorporate the target edge-length distribution may be useful for other sequential algorithms for graph sampling.

In our analysis we show that the algorithm has asymptotically vanishing bias and study the convergence of the empirical distribution of the edge lengths to its target. It turns out that this convergence depends on how the target distribution scales with the number of vertices. In other words, controlling the density of the points in the metric space as a function of the number of vertices may affect the success rate of algorithm completion. We show that for some scaling regimes the convergence is achieved for arbitrary target distributions. At the same time, there is a boundary regime where the algorithm is guaranteed to complete only a linear fraction of edges in the graph. We provide a lower bound for this fraction when the edge length satisfies a certain dependency condition.

2 The model and the sequential algorithm

**Algorithm:** Graph sampling with degrees and weights

- **Input:** Graphical degree sequence \( d \), target distribution \( f \), and weights \( \{r_{ij}\}_{1 \leq i < j \leq n} \).
- **Output:** A graph \( G \) with degree sequence \( d \) and edge-weight/length distribution, or 'failure'.

1. Let \( E \) be the set of edges; \( \hat{d} = (\hat{d}_1, \ldots, \hat{d}_n) \) a tuple of integers.
2. Initialize \( E = \emptyset \) and \( \hat{d} = d \).
3. Choose two vertices \( i, j \in V_n \) with probability proportional to

   \[
   \frac{f_n(r_{ij})}{g_n(r_{ij})} \hat{d}_i \hat{d}_j \left(1 - \frac{d_i d_j}{4m}\right)
   \]

   among all pairs \( i, j \) with \( i \neq j \) and \( ij \notin E \). Add \( ij \) to \( E \) and decrease \( \hat{d}_i \) and \( \hat{d}_j \) by 1.
4. Repeat step 2 until no more edges can be added
5. If \(|E| < m\) report failure, otherwise output \( G = (V,E) \).

We construct our spatial network on a set of vertices \( V = \{1, \ldots, n\} \) by requiring three ingredients as input:

1) a graphical degree sequence \( d = (d_1, d_2, \ldots, d_n) \),
2) desired distribution of edge lengths, having density \( f(x) \),
Figure 1: Spatial network with regular degree sequence and 1000 vertices. The vertex coordinates are chosen on a torus with Poisson disk model. The lengths of the edges are normally distributed with mean $0.03$ and variance $2 \cdot 10^{-5}$. The periodic boundaries are indicated with the box.
3) a list of admissible edge lengths \( r_{ij} \geq 0 \), with \( r_{ij} = r_{ji} \) for \( i, j = 1, \ldots, n \). These numbers are identically distributed with density \( g(x) \) and are pairwise independent.

**Remark 2.1 (Spatial network).** It is instructive to think of the vertices as points randomly distributed in space, and of \( r_{ij} \) as the distance between \( i \) and \( j \). Then the realisation of the graph satisfying the input constraints can be viewed as a spatial network, see, for example, Figure 1. Such spatial interpretation is only a little less general.

Since \( d_i \) is the degree of vertex \( i \), the total number of edges in the network is \( m = \frac{1}{2} \sum_{i=1}^{n} d_i \). Our aim is to randomly sample a simple graph \( G = (V, E) \) satisfying the degree sequence \( d \), such that the empirical distribution of edge lengths selected from \( \{r_{ij}\} \) is close to the desired distribution \( f(x) \). Algorithm starts with set \( E \) being empty and sequentially adds edges one-by-one to \( E \) while avoiding double edges or self loops. At each step, the next edge \( \{i, j\} \) is selected with importance probability proportional to

\[
\frac{f_n(r_{ij})}{g_n(r_{ij})} \hat{d}_i \hat{d}_j \left( 1 - \frac{d_i d_j}{4m} \right).
\]

among all pairs \( ij \) that maintain our graph being simple (\( i.e. \ i \neq j \) and \( \{i, j\} \notin E \)). Here, \( \hat{d}_i \) is the remaining degree of vertex \( i \) at the given step of the algorithm. Hence this probability is different at each step, which means that the probability of a given edge at step \( r \) depends on the whole history of edges placed at earlier steps.

In the analysis section we show that if the degree sequences \( d^n \) are uniformly bounded and \( \frac{L_n}{m} = O(n^\tau) \) for some \( \tau < 1 \), then Algorithm produces with high probability a graph with degree sequence \( d^n \), and the empirical edge-weight distribution in this graph is close to the target distribution \( f_n \). Furthermore, we discuss an example showing that if \( \tau = 1 \), the result typically does not hold, and one has to terminate the algorithm early to assure the empirical edge-weight distribution of the graph is still close to the target distribution.

### 2.1 Analysis of the algorithm

Let the random variables \( E_k \) denote the edge chosen by Algorithm at iteration \( k \) and random variables \( L_k \) denote the weight of this edge. We then define the empirical weight distribution of the graph \( G_n \),

\[
L(G_n) = \frac{1}{m} \sum_{k=1}^{m} \delta_{L_k^n}.
\]

Here, \( m = \frac{1}{2} \sum_{i=1}^{n} d_i \) depends on \( n \), and in particular, \( m \geq \frac{1}{2} n \). Note that \( L(G_n) \) is a random probability distribution. We will show that \( L(G_n) \) converges to the target distribution \( f \). For this we need to introduce an appropriate metric on the space of probability measures.
**Definition 2.2.** [18] Let $\mu, \nu$ be two probability measures on $\mathbb{R}$. Let $||h||_{\text{Lip}}$ denote the Lipschitz constant of a function $h : \mathbb{R} \to \mathbb{R}$. The Kantorovich distance $d_K(\mu, \nu)$ is defined as

$$d_K(\mu, \nu) := \sup \left\{ \int_R h \text{d}(\mu - \nu) \mid h : M \to \mathbb{R} \text{ continuous with } ||h||_{\text{Lip}} \leq 1 \right\}.$$ 

We are now ready to state the main theorem:

**Theorem 2.3.** Let the degree sequences $d^n = (d_i)_{i \in V_n}$ be uniformly bounded and the weights $\{r_{ij}\}_{1 \leq i < j \leq n}$ be pairwise independent, identically distributed random variables with distribution $g_n$. Let $f_n$ be probability densities on $\mathbb{R}^+$. Assume that $f_n, g_n$ all have support contained in some compact interval $I$. Assume that there exist constants $C_n > 0$ such that $f_n \leq C_n g_n$ for all $n \in \mathbb{N}$ and $C_n = O(n^\tau)$ for some $\tau < 1$. Then for all $\varepsilon > 0$, 

$$\lim_{n \to \infty} P(d_K(L(G_n), f_n) > \varepsilon) = 0. \quad (1)$$

If $f_n$ converges to some $f$ in the Kantorovich distance, we can replace $f_n$ by $f$ in $[1]$. 

**2.2 Analysis of the boundary case $C_n = Cn$** 

Our proof of Theorem 2.3 breaks down when $\tau = 1$. However, it turns out that this case is a very natural setting. To see this, replace the unit square with a square of arbitrary length, chosen such that the density of the points inside is constant for all $n$. Then $\tau = 1$ implies that the length of the edges in the graph is independent of $n$. Another way to motivate this setting is to draw an analogy with the scaling typically used in random geometric graphs in the critical regime.

**2.2.1 Example: random geometric graphs**

Consider $n$ points $V_n = \{X_1, \ldots, X_n\}$ chosen independently and uniformly at random from the box $[0,1]^N$. We can construct the geometric graph $G(V_n, r)$ by connecting $X_i$ and $X_j$ whenever $|X_i - X_j| < r$. From classical percolation results (see e.g. [19]), it follows that the critical value of $r$ for the emergence of a giant component is of order $r_n \sim n^{-\frac{1}{d}}$.

Now suppose we want to sample such geometric graphs near this critical regime, under additional constraints on the degree distribution. For this, let us set the weights $r_{ij} = |X_i - X_j|$, using periodic boundary conditions, i.e. we identify 0 with 1. By the triangle inequality, we find that any subset of these random variables is independent as long as the corresponding edges (in the complete graph) do not contain a cycle. More precisely, any two disjoint subsets of $\{r_{ij}\}$ are independent provided no cycle is formed containing edges from both subsets. In particular, the random variables are pairwise independent. Now, to obtain a graph near the critical regime, our target distribution $f_n$ needs to be supported
Figure 2: Length $r$ of edges placed by the algorithm at stage $\alpha$ is shown for three runs with different edge length distributions. We use 1000 vertices with degree 3 and the target means being correspondingly 0.2, 0.1 and 0.04 (top-down). The standard deviations are factor 0.15 times the means. The samples in the latter case split after $\alpha > 0.8$ indicating that the target constraints are not compatible.
on an interval of the form $I_n = [0, \lambda n^{-\frac{1}{2}}]$. This implies that every vertex can on average connect only to $\lambda$ neighbours, i.e., the density of edges around each point is constant in $n$. Because the complete graph has $n - 1$ edges per vertex, it follows that $\frac{1}{g_n} \sim n$, that is, $\tau = 1$.

Simulations shown in Figure 2 suggest that in this case the edge-weight distribution of the graph produced by Algorithm fails to converge to the target distribution, while nevertheless remaining close to the target distribution for a positive fraction of the iterations. It turns out that this is true in general, provided we have a little more independence among the edge-weights than just pairwise. Let $G_n^k$ be the graph obtained by Algorithm after first $k$ iterations. We then have the following theorem.

**Theorem 2.4.** Let the assumptions of Theorem 2.3 be satisfied, but instead assume that $C_n = Cn$ for some $C > 0$. Assume additionally that for any disjoint subsets together containing at most 4 edges, the corresponding sets of edge-weights are independent when no cycle is formed containing edges from both subsets. For $k \leq m$, define $G_n^k$ to be the random graph obtained by the algorithm after $k$ iterations. Then there is $\gamma > 0$ such that for every $\varepsilon > 0$ we have

$$\lim_{n \to \infty} \mathbb{P}(d_K(L(G_n^m), f_n) > \varepsilon) = 0.$$

(2)

If $f_n$ converges to $f$ in the Kantorovich distance, we can replace $f_n$ by $f$ in (2).

**Remark 2.5** (Independence assumption in Theorem 2.4). The independence assumption in Theorem 2.4 implies that 3-tuples and 4-tuples of edge-weights may be dependent whenever they form a cycle. It is possible to generalise these assumptions even further, as the proof requires that the amount of dependent 3-tuples and 4-tuples of edge-weights is sufficiently small.

### 3 Proof of Theorem 2.3

As before, we write $E_k$ for the (random) edge added by Algorithm at iteration $k$, and $E_k = \{E_1, \ldots, E_k\}$ for the set of edges formed at the first $k$ iterations. Furthermore, for $i = 1, \ldots, n$ the remaining degree at iteration $k$ is denoted by

$$d_i^k = d_i - \sum_{l=1}^{k-1} 1_{i \in E_l}.$$

By definition of Algorithm, at iteration $k$, an edge $ij$ is chosen with probability

$$p_{ij}^k = \frac{1}{Z_k^n} \frac{f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k \left(1 - \frac{d_i d_j}{4m}\right) 1_{ij \notin E_{k-1}},$$

where

$$Z_k^n = \sum_{ij} \frac{f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k \left(1 - \frac{d_i d_j}{4m}\right) 1_{ij \notin E_{k-1}}.$$
is the normalization constant. Finally, for the sake of readability, in what follows we write 

\[ w_{ij} := 1 - \frac{d_id_j}{4m}, \]

since it is independent of step \( k \).

### 3.1 Sketch of the proof

The proof relies on the idea that if the distribution of each \( L^n_k \) is close to \( f_n \), then so is their empirical distribution. Indeed, if \( L^n_1, \ldots, L^n_m \) are i.i.d. random variables with distribution \( f_n \), then standard results on laws of large numbers for measure-valued random variables (see e.g. [20, Chapter 6]) show that \( L(G_n) \) is close to \( f_n \) in probability. In our case, since the distribution of \( L^n_k \) is given by conditioning on \( E_{k-1} \), the random variables are independent. However, they are not identically distributed. Therefore, we show in Proposition 3.4 that with high probability the distribution of \( L^n_k \) is close to \( f_n \) in the Kantorovich distance. For this, we will make use of Chebyshev’s inequality. However, as seen in Proposition 3.4 this can only be achieved for all \( k \leq m - o(m) \). This is because in order to obtain a vanishing bound from Chebyshev’s inequality, the number of remaining edges at stage \( k \) needs to tend to infinity when \( n \) tends to infinity. Once it is established that sufficiently many of the random variables \( L^n_k \) have distribution close to \( f_n \), the proof of Theorem 2.3 follows from the technical result in Proposition 3.5, which is an adapted version of the law of large numbers for measure-valued random variables.

### 3.2 Convergence at each iteration

As discussed in the previous section, we first show that at (almost) every iteration, the distribution of \( L^n_k \) is close to \( f_n \), uniformly in \( k \). To prove this, we make use of Chebyshev’s inequality. However, before we can do this, we first need a result showing that the sum of all weights remains large enough for sufficiently many iterations. For this, we first prove the following technical result. This is necessary to account for the fact that an edge not being chosen (yet) by the algorithm changes its distribution.

**Proposition 3.1.** Let \( c_1, \ldots, c_n > 0 \) and let \( X_1, \ldots, X_n \) be non-negative, pairwise independent random variables with distributions \( g_1, \ldots, g_n \). Define the random variable \( I \in \{1, \ldots, n\} \) with

\[ P(I = i|X_1, \ldots, X_n) = \frac{c_iX_i}{\sum_{j=1}^n c_jX_j}. \]

Then the distribution of \( X_k \) conditional on \( I \neq k \) is given by

\[ g_k(x|I \neq k) = \mathbb{E} \left( \frac{\sum_{i \neq k} c_iX_i}{\sum_{j=1}^n c_jX_j} \right)^{-1} \mathbb{E} \left( \frac{\sum_{i \neq k} c_iX_i}{c_kx + \sum_{i \neq k} c_iX_i} \right) g_k(x). \]
Proof. By Bayes’ rule we have
\[
g_k(x|I \neq k) = \frac{\mathbb{P}(I \neq k|X_k = x)g_k(x)}{\mathbb{P}(I \neq k)}.
\]

Denoting by \(g\) the joint distribution of \(X_1, \ldots, X_n\), we have
\[
\mathbb{P}(I \neq k) = \int \mathbb{P}(I \neq k|X_1 = x_1, \ldots, X_n = x_n)g(x_1, \ldots, x_n)\,d(x_1, \ldots, x_n)
= \int \frac{\sum_{i \neq k} c_i x_i}{\sum_{j=1}^m c_j x_j}g(x_1, \ldots, x_n)\,d(x_1, \ldots, x_n) = \mathbb{E}\left(\frac{\sum_{i \neq k} c_i X_i}{\sum_{j=1}^m c_j X_j}\right).
\]

Since a similar expression holds for \(\mathbb{P}(I \neq k|X_k = x)\), the claim follows. \(\square\)

An important consequence of Proposition 3.1 is that we can control the distribution of the weights \(f_n(r_{ij})\) conditional on the fact that edge \(ij\) was not chosen by the algorithm yet. We need this to prove the following.

**Lemma 3.2.** Let the assumptions of Theorem 2.3 be satisfied. Then there are constants \(C_1, C_2 > 0\) depending only on the maximum degree \(d\), such that for all \(\varepsilon > 0\) and \(\tau - \frac{1}{2} < \delta < \frac{1}{2}\),
\[
\mathbb{P}(Z_k^n \geq (1 - \varepsilon)C_1 n^{\frac{3}{2} + \frac{1}{2}\delta}|\mathcal{E}_{k-1}) \geq 1 - \frac{C_n}{\varepsilon^2 C_2} n^{-\frac{3}{2} - \delta}
\]
for all \(k \leq m - m^{\frac{3}{2} + \frac{1}{2}\delta}\). Here, \(C_n > 0\) and \(\tau < 1\) are such that \(f_n \leq C_n g_n\) and \(C_n = \mathcal{O}(n^\tau)\).

**Proof.** Denote by \(R_k\) the set of valid edges, i.e.
\[
R_k := \{ij|i \neq j, ij \notin \mathcal{E}_{k-1}, d_i^k, d_j^k > 0\}.
\]

We first find a lower bound for \(|R_k|\). To this end, note that after \(k \leq m - m^{\frac{3}{2} + \frac{1}{2}\delta}\) iterations, the total remaining degree is \(2m - 2k \geq 2m^{\frac{3}{2} + \frac{1}{2}\delta}\). Since the degree of every vertex is at most \(d\), we have that at least \(\frac{2m^{\frac{3}{2} + \frac{1}{2}\delta}}{d}\) vertices still have left-over degrees. This gives rise to at least
\[
\frac{1}{d} m^{\frac{3}{2} + \frac{1}{2}\delta} (m^{\frac{3}{2} + \frac{1}{2}\delta} - 1) - (m - m^{\frac{3}{2} + \frac{1}{2}\delta})
\]
valid edges. Here, we subtract \(k = m - m^{\frac{3}{2} + \frac{1}{2}\delta}\), since the algorithm has already chosen \(k\) edges. Since furthermore \(m \geq \frac{1}{2} n\), we can find a constant \(C_2 > 0\) such that \(|R_k| \geq C_2 n^{\frac{3}{2} + \delta}\).

Now consider \(Z_k^n\) conditional on \(\mathcal{E}_{k-1}\). Note that
\[
Z_k^n = \sum_{ij \in E_k} \frac{f_n(r_{ij})}{g_n(r_{ij})}d_i^k d_j^k w_{ij} \geq c \sum_{ij \in E_k} \frac{f_n(r_{ij})}{g_n(r_{ij})}
\]
for some $c > 0$. This is because for all $ij \in R_k$ we have $d_i^kd_j^k \geq 1$ and $w_{ij} \geq 1 - \frac{d_i}{m}$.

As a consequence, we are done once we show that with sufficiently high probability

$$\sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} \geq (1 - \varepsilon)C|R_k|.$$ 

For this, let us write

$$\mu_{ij}^k := \mathbb{E} \left( \frac{f_n(r_{ij})}{g_n(r_{ij})} \mid \mathcal{E}_{k-1} \right)$$

so that

$$\mathbb{E} \left( \sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} \mid \mathcal{E}_{k-1} \right) = \sum_{ij \in R_k} \mu_{ij}^k =: \mu_k.$$ 

Using Chebyshev’s inequality, we obtain

$$P \left( \left| \sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} - \mu_k \right| > \varepsilon \mu_k \mid \mathcal{E}_{k-1} \right) \leq \text{Var} \left( \sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} \mid \mathcal{E}_{k-1} \right) \varepsilon^{-2} \mu_k^{-2}.$$ 

Since the $\{r_{ij}\}$ are pairwise independent, also when conditioned on $\mathcal{E}_{k-1}$, we have

$$\text{Var} \left( \sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} \mid \mathcal{E}_{k-1} \right) = \sum_{ij \in R_k} \text{Var} \left( \frac{f_n(r_{ij})}{g_n(r_{ij})} \mid \mathcal{E}_{k-1} \right)$$

$$\leq C_n \sum_{ij \in R_k} \mathbb{E} \left( \frac{f_n(r_{ij})}{g_n(r_{ij})} \mid \mathcal{E}_{k-1} \right)$$

$$= C_n \mu_k.$$ 

Putting everything together, we find that

$$P \left( \sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} \geq (1 - \varepsilon)\mu_k \mid \mathcal{E}_{k-1} \right) \geq P \left( \left| \sum_{ij \in R_k} \frac{f_n(r_{ij})}{g_n(r_{ij})} - \mu_k \right| \leq \varepsilon \mu_k \mid \mathcal{E}_{k-1} \right)$$

$$\geq 1 - \varepsilon^{-2}C_n\mu_k^{-1}.$$ 

The proof is completed by finding a suitable lower bound for $\mu_k$. We will show that

$$\mu_k \geq \left( 1 - \frac{2(k-1)C_n}{C_1\varepsilon^2 n^{\frac{3}{2} + \delta}} \right) C_2 n^{\frac{4}{2} + \delta}$$

for all $k \leq m - m^{\frac{3}{4} + \delta}$ and $n$ being sufficiently large. We prove this using induction.
For this, first note that $\mu_1 = \frac{1}{2}n(n-1)$ is the total number of edges in $K_n$, which is certainly bigger than $C_2 n^{\frac{3}{2}+\delta}$ when $n$ is sufficiently large. Next, note that by Proposition 3.1 we have for $ij \in R_k$ that

$$\mu_{ij}^k \geq \mathbb{E} \left( \frac{Z_{k-1}^n - f_n(r_{ij}) g_n(r_{ij}) d_j^{-1} d_i^{-1} w_{ij}}{d^2 C_n + Z_{k-1}^n - f_n(r_{ij}) g_n(r_{ij}) d_j^{-1} d_i^{-1} w_{ij}} | \mathcal{E}_{k-2} \right) \mu_{ij}^{k-1}$$

$$\geq \mathbb{E} \left( \frac{Z_{k-1}^n - d^2 C_n}{Z_{k-1}^n} | \mathcal{E}_{k-2} \right) \mu_{ij}^{k-1}$$

$$\geq \mathbb{P}(Z_{k-1}^n \geq x | \mathcal{E}_{k-2}) \left( 1 - \frac{d^2 C_n}{x} \right) \mu_{ij}^{k-1}.$$

Applying this with $x = c(1-\varepsilon)\mu_{k-1}$, we obtain

$$\mu_k \geq \left( 1 - \frac{2(k-2)C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) \mathbb{P}(Z_{k-1}^n \geq c(1-\varepsilon)\mu_{k-1}) | \mathcal{E}_{k-2} \right) \left( 1 - \frac{d^2 C_n}{c(1-\varepsilon)\mu_{k-1}} \right) C_2 n^{\frac{3}{2}+\delta}$$

$$\geq \left( 1 - \frac{2(k-2)C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) \left( 1 - \frac{d^2}{c(1-\varepsilon)^2} + 1 \varepsilon^2 \right) C_2 n^{\frac{3}{2}+\delta} \left( 1 - \frac{2(k-2)C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) C_2 n^{\frac{3}{2}+\delta}$$

$$\geq \left( 1 - \frac{2(k-2)C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} - \frac{2C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) C_2 n^{\frac{3}{2}+\delta} \left( 1 - \frac{2(k-1)C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) C_2 n^{\frac{3}{2}+\delta}$$

as desired.

Now, since $k \leq dn$, we find that

$$\mu_k \geq \left( 1 - \frac{2C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) C_2 n^{\frac{3}{2}+\delta}$$

for all $k$. Since furthermore $C_n = \mathcal{O}(n^\tau)$, we have for $\delta > \tau - \frac{1}{2}$ that

$$\lim_{n \to \infty} \left( 1 - \frac{2C_n}{C_2 \varepsilon^2 n^{\frac{3}{2}+\delta}} \right) = 1.$$

Therefore, we can find a constant $\tilde{C}_2 > 0$ such that for $n$ large enough we have

$$\mu_k \geq \tilde{C}_2 n^{\frac{3}{2}+\delta}$$

for all $k \leq m^{\frac{3}{2}+\frac{1}{2}}$.

Collecting everything, we find

$$\mathbb{P} \left( Z_k^n \geq c \mu_2 n^{\frac{3}{2}+\delta} \bigg| \mathcal{E}_{k-1} \right) \geq \mathbb{P} \left( \sum_{ij \in R_k} f_n(r_{ij}) \geq (1-\varepsilon)\mu_k \bigg| \mathcal{E}_{k-1} \right)$$

$$\geq 1 - \frac{C_n}{\varepsilon^2 \mu_k}$$
\[ \geq 1 - \frac{C_n}{\varepsilon^2C_2} n^{-\frac{3}{2} - \delta} \]

as desired. \(\square\)

Having a lower bound for \(Z_n^k\), allows us to prove the following technical computation result.

**Lemma 3.3.** Let the assumptions of Theorem 2.3 be satisfied. Let \(R_k\) be the set of valid edges at iteration \(k\). Furthermore, define the quantities

\[ M_{ij}^k := \mathbb{E} \left( \frac{f_n(r_{ij})}{g_n(r_{ij})} \mathcal{E}_{k-1} \right), \quad \text{and} \quad M_k = \sum_{ij \in R_k} M_{ij}^k d_i^k d_j^k w_{ij} \]

and

\[ H_{ij}^k := \mathbb{E} \left( \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} \mathcal{E}_{k-1} \right), \quad \text{and} \quad H_k = \sum_{ij \in R_k} H_{ij}^k d_i^k d_j^k w_{ij}. \]

Finally, suppose \(0 \leq h(x) \leq b\) for all \(x \in I\). Then for every \(\varepsilon > 0\) and all \(\tau - \frac{1}{2} < \delta < \frac{1}{2}\),

\[ \left| \frac{H_{ij}^k}{M_{ij}^k} - \int_I h(r)f_n(r) \, dr \right| < \varepsilon \]

for \(n\) being sufficiently large and all \(k \leq m - m^{\frac{3}{2} + \frac{1}{2}\delta}\) and \(ij \in R_k\). Moreover, we have

\[ \left| \frac{H_k}{M_k} - \int_I h(r)f_n(r) \, dr \right| < \varepsilon \]

for \(n\) being sufficiently large.

**Proof.** We make use of Proposition 3.1. Define the function

\[ F_k(r) = \mathbb{E}_{k-1} \left( \frac{Z_{k-1,i,j}^n}{d_i^{k-1} d_j^{k-1} w_{ij} r + Z_{k-1,i,j}^n} \right), \]

where

\[ Z_{k-1,i,j}^n = Z_{k-1}^n - \frac{f_n(r_{ij})}{g_n(r_{ij})} d_i^{k-1} d_j^{k-1} w_{ij}. \]

Note that

\[ 1 - F_k(r) = (d_i^{k-1} d_j^{k-1} w_{ij} r) \mathbb{E} \left( \frac{1}{d_i^{k-1} d_j^{k-1} w_{ij} r + Z_{k-1,i,j}^n} \right). \]

Using Lemma 3.2, we obtain

\[ 1 - F_k(r) \leq \mathbb{P}_{k-1} (Z_{k-1}^n \leq \eta m^{\frac{3}{2} + \delta}) + \frac{1}{\delta n^{\frac{3}{2} + \delta}} \leq \alpha n^{-\frac{3}{2} - \delta} \]
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for some constant $\alpha > 0$ independent of $k$.

Using this, together with Proposition 3.3 (see also the proof of Lemma 3.2), we obtain

\[
\frac{H_{ij}^k}{M_{ij}^k} \leq \left( 1 + \frac{\alpha n^{-\frac{3}{2} - \delta}}{n^{\frac{3}{2} + \delta}} \right) \frac{H_{ij}^{k-1}}{M_{ij}^{k-1}}
\]

and

\[
\frac{H_{ij}^k}{M_{ij}^k} \geq \left( 1 + \frac{\alpha n^{-\frac{3}{2} - \delta}}{n^{\frac{3}{2} + \delta}} \right) \frac{H_{ij}^{k-1}}{M_{ij}^{k-1}}.
\]

Iterating this bound, and using that $k \leq m \leq dn$, we find that

\[
\left( 1 - \frac{\alpha}{\alpha + n^{\frac{3}{2} + \delta}} \right)^{dn} H_{ij}^1 M_{ij}^1 \leq \left( 1 + \frac{\alpha}{\alpha + n^{\frac{3}{2} + \delta}} \right)^{dn} H_{ij}^k M_{ij}^k.
\]

The claim now follows by observing that the constants in the upper and lower bound converge to 1, and the fact that $M_{ij}^1 = 1$ and $H_{ij}^1 = \int_I h(r) f_n(r) \, dr$.

The second statement follows by rewriting the first to

\[
\left( \int_I h(r) f_n(r) \, dr - \varepsilon \right) M_{ij}^k \leq H_{ij}^k \leq \left( \int_I h(r) f_n(r) \, dr + \varepsilon \right) M_{ij}^k.
\]

and then summing over all $ij \in R_k$.

We are now ready to prove that the distribution of $L_k^n$ (conditional on $\mathcal{E}_{k-1}$) is close to $f_n$.

**Proposition 3.4.** Let the assumptions of Theorem 2.3 be satisfied. Then for $n$ large enough there exists a constant $\alpha > 0$ only depending on $d$ and $|I|$ such that for every $\varepsilon > 0$ small enough and $\delta < \frac{1}{2}$ we have

\[\mathbb{P}(d_K^n(L_k^n, f_n) > \varepsilon | \mathcal{E}_{k-1}) \leq \frac{\alpha C_n}{\varepsilon^2 n^{\frac{3}{2} + \delta}}\]

for all $k \leq m - m^{\frac{3}{2} + \frac{\delta}{2}}$. Here, $C_n > 0$ are the constants such that $f_n \leq C_n g_n$.

**Proof.** Let $h$ be a Lipschitz function with $\|h\|_{\text{Lip}} \leq 1$ and assume without loss of generality that $|I| \leq h(x) \leq 2|I|$ for all $x \in I$. It suffices to bound

\[\mathbb{P}\left( \left| \sum_{ij \in \mathcal{K}_n} h(r_{ij}) p_{ij}^{k,n} - \int_I h(r) f_n(r) \, dr \right| > \varepsilon \bigg| \mathcal{E}_{k-1} \right)\]

independent of $h$ and $k$.

For this, recall that given $\mathcal{E}_{k-1} = \{E_1, \ldots, E_{k-1}\}$ we have

\[p_{ij}^{k,n} = \frac{1}{Z_k^n} f_n(r_{ij}) \left( d_i^k \delta_{ij} w_{ij} 1_{ij \notin \mathcal{E}_{k-1}} \right).
\]
Let \( M^k_{ij}, M_k, H^k_{ij}, H_k \) and \( R_k \) be as in Lemma 3.3. Then

\[
H_k = \mathbb{E} \left( \sum_{ij \in R_k} \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k w_{ij} \bigg| \mathcal{E}_{k-1} \right).
\]

Applying Chebyshev’s inequality in a similar way as in the proof of Lemma 3.2 and using that \(|I| \leq h(x) \leq 2|I|\) for all \( x \in I \), we obtain

\[
\mathbb{P} \left( \left| \sum_{ij \in R_k} \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k w_{ij} - H_k \right| > H_k \varepsilon \right) \leq \frac{C_n |I| d^2}{\varepsilon^2 H_k}.
\]

Likewise, we can prove

\[
\mathbb{P} (|Z^a_k - M_k| > M_k \varepsilon) \leq \frac{C_n d^2}{2 \varepsilon^2 M_k}.
\]

Now assume that

\[
\left| \sum_{ij \in R_k} \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k w_{ij} - H_k \varepsilon \right| \leq H_k \varepsilon
\]

and \( |Z^a_k - M_k| \leq M_k \varepsilon \). Then we can estimate

\[
\left| \sum_{ij \in R_k} h(r_{ij}) p^{k,n}_{ij} - \int_{\mathbb{R}} h(r) f_n(r) \, dr \right|
\]

\[
\leq \frac{1}{Z^a_k} \sum_{ij \in R_k} \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k w_{ij} - \frac{H_k}{M_k} \left| \int_{\mathbb{R}} h(r) f_n(r) \, dr \right|
\]

\[
\leq \frac{M_k}{Z^a_k M_k} \sum_{ij \in R_k} \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} d_i^k d_j^k w_{ij} - H_k \left| \int_{\mathbb{R}} h(r) f_n(r) \, dr \right|
\]

\[
\leq \frac{2H_k \varepsilon}{Z^a_k} + \varepsilon.
\]

Here we used Lemma 3.3 in the third line.

Now note that

\[
H_k = \sum_{ij \in R_k} \mathbb{E} \left( \frac{h(r_{ij}) f_n(r_{ij})}{g_n(r_{ij})} \bigg| \mathcal{E}_{k-1} \right) d_i^k d_j^k w_{ij}
\]

\[
\leq 2|I| \mathbb{E} \left( \frac{f_n(r_{ij})}{g_n(r_{ij})} \bigg| \mathcal{E}_{k-1} \right) d_i^k d_j^k w_{ij}
\]

\[
= 2|I| M_k.
\]
Furthermore, we have $Z^n_k \geq (1 - \varepsilon)M_k$. Using these estimates, we obtain

$$\left| \sum_{ij \in K_n} h(r_{ij})p_{ij}^{k,n} - \int h(r)f_n(r) \, dr \right| \leq \frac{2|I|}{1 - \varepsilon} \varepsilon + \varepsilon.$$  

Collecting everything, we find that there is a constant $\alpha_1 > 0$ such that for $\varepsilon > 0$ small enough

$$\left| \sum_{ij \in K_n} h(r_{ij})p_{ij}^{k,n} - \int h(r)f_n(r) \, dr \right| \leq \alpha_1 \varepsilon$$

with probability at least

$$1 - \frac{4C_n|I|d^2}{\varepsilon^2H_k} - \frac{2C_n d^2}{\varepsilon^2M_k}.$$  

Now note that since $h \geq |I|$, we have $H_k \geq |I|M_k$. Furthermore, we have

$$M_k = \sum_{ij \in K_k} M_{ij}^k \delta_{i,j}^k w_{ij} \geq \varepsilon \sum_{ij \in K_k} M_{ij}^k = \mu_k \geq C_1 n^{3 \frac{2 + \delta}{2}}.$$  

where the latter follows from the proof of Lemma 3.2. As a consequence, there exists a constant $\alpha > 0$ such that the probability that

$$\left| \sum_{ij \in K_n} h(r_{ij})p_{ij}^{k,n} - \int h(r)f_n(r) \, dr \right| > \varepsilon$$

is at most $\frac{\alpha C_n}{\varepsilon^{2 + \delta}}$. Because these estimates are independent of $h$, this completes the proof. \hfill \Box

### 3.3 Converge of the edge-weight distribution

Using Proposition 3.4 we will show that the empirical edge-weight distribution $L(G_n)$ of $G_n$ is close to $f_n$. First, consider the following version of the law of large numbers for a sequence of random probability measures.

**Proposition 3.5.** Suppose $X_1^n, X_2^n, \ldots, X_n^n$ are real-valued independent random variables with random distributions $\mu_1^n, \ldots, \mu_n^n$. Assume that all supports of the $\mu_i^n$ are contained in a compact set $I$. Define

$$\sigma_n = \frac{1}{n} \sum_{i=1}^n \delta_{X_i^n}.$$  

Furthermore, assume that there are distributions $\mu_n$ and for every $\varepsilon > 0$ a sequence $\varepsilon_n$ with $\lim_{n \to \infty} n\varepsilon_n = 0$ such that

$$\mathbb{P}(d_K(\mu_i^n, \mu_n) > \varepsilon) \leq \varepsilon_n$$
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for all \( i = 1, \ldots, n \) and all \( n \) large enough. Then for all \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} \mathbb{P}(d_K(\sigma_n, \mu_n) > \varepsilon) = 0.
\]

**Proof.** Let \( h \) be a Lipschitz function with \( ||h||_{\text{Lip}} \leq 1 \). Furthermore, let \( X_n \) be distributed according to \( \mu_n \). Then

\[
\int h \, d\sigma_n = \frac{1}{n} \sum_{i=1}^{n} h(X_n^i)
\]

and

\[
\int h \, d\mu_n = \mathbb{E}(h(X_n)).
\]

Note that

\[
\mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} h(X_n^i) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(h(X_n^i)) \right| > \varepsilon \right) \leq \mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} h(X_n^i) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(h(X_n^i)) \right| > \frac{\varepsilon}{2} \right) + \mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(h(X_n^i)) - \mathbb{E}(h(X_n)) \right| > \frac{\varepsilon}{2} \right).
\]

We will bound both terms independent of \( h \). Because the random variables are independent, the bound for the first term follows from Chebyshev’s inequality,

\[
\mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} h(X_n^i) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(h(X_n^i)) \right| > \frac{\varepsilon}{2} \right) \leq \frac{4 \sum_{i=1}^{n} \text{Var}(h(X_n^i))}{n^2 \varepsilon^2}.
\]

Since \( ||h||_{\text{Lip}} \leq 1 \) and each random variable is contained in the compact set \( I \), we may assume that \( ||h||_{\infty} \leq |I| \). It follows that \( \text{Var}(h(X_n^i)) \) can be uniformly bounded, independent of \( h \). Hence, we find that

\[
\mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} h(X_n^i) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(h(X_n^i)) \right| > \frac{2}{\varepsilon} \right) \leq \frac{\tilde{C}}{n \varepsilon},
\]

where \( \tilde{C} \) is independent of \( h \) and \( n \). For the second term, note that

\[
\mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(h(X_n^i)) - \mathbb{E}(h(X_n)) \right| > \frac{\varepsilon}{2} \right) \leq \sum_{i=1}^{n} \mathbb{P}\left( |\mathbb{E}(h(X_n^i)) - \mathbb{E}(h(X_n))| > \frac{\varepsilon}{2} \right) \leq \sum_{i=1}^{n} \mathbb{P}\left( d_W(\mu_n^i, \mu_n) > \frac{\varepsilon}{2} \right) \leq n \varepsilon_n.
\]

Collecting everything, we find that

\[
\mathbb{P}\left( \left| \frac{1}{n} \sum_{i=1}^{n} h(X_n^i) - \mathbb{E}(h(X_n)) \right| > \varepsilon \right) \leq \frac{\tilde{C}}{n \varepsilon} + n \varepsilon_n.
\]

Since the upper bound is independent of \( h \), and tends to 0, the claim follows. \( \square \)
Remark 3.6. Proposition 3.5 remains true as long as the conditions are satisfied for all but at most \( o(n) \) of the random variables. Since we divide by \( n \), the influence of \( o(n) \) random variables on the empirical average is negligible.

3.4 Proof of Theorem 2.3

With all the preparations done, the proof of Theorem 2.3 now follows from Proposition 3.4 and Proposition 3.5 (in particular Remark 3.6).

Proof of Theorem 2.3. Given \( \varepsilon > 0 \), it follows from Proposition 3.4 that for \( \tau - \frac{1}{2} < \delta < \frac{1}{2} \) there exists a constant \( \alpha > 0 \) such that

\[
\mathbb{P}(d_{K}(L_{k}^{n}, f_{n}) > \varepsilon) \leq \frac{\alpha C_{n}}{\varepsilon^{2} n^{\frac{1}{2} + \delta}}
\]

for all \( k \leq m - m^\frac{1}{2} + \frac{1}{2} \). Since \( C_{n} = O(n^{\tau}) = o(n^{\delta + \frac{1}{2}}) \), we find that

\[
\lim_{n \to \infty} \frac{n \alpha C_{n}}{\varepsilon^{2} n^{\frac{1}{2} + \delta}} = \lim_{n \to \infty} \frac{\alpha C_{n}}{\varepsilon^{2} n^{\frac{1}{2} + \delta}} = 0.
\]

Hence, applying Proposition 3.5 especially Remark 3.6, it follows that

\[
\lim_{n \to \infty} \mathbb{P}(d_{K}(L(G_{n}), f_{n}) > \varepsilon) = 0.
\]

This is the first claim. The second claim follows by an application of the triangle inequality.

4 Proof of Theorem 2.4

In this section, we provide a proof of Theorem 2.4. One of the main difficulties compared to Theorem 2.3 is that in every iteration, the potential total weight of the edges that can no longer be considered by the algorithm can increase by \( O(n^2) \). In particular, this may result in the conditional expectation of the edge-weights to go to 0, making edges necessary to approximate the target edge-weight distribution unavailable.

The second difficulty is that due to the weights being \( O(n) \), Chebyshev’s inequality no longer provides sharp enough concentration bounds. Therefore, using the additional independence assumptions, we will improve upon Chebyshev’s inequality (see Lemma 4.4).

4.1 Preliminary estimates

We start out by proving that the conditional expectation of the weights can be bounded both from above and away from 0. This is where conditions on the fraction \( \gamma \) as in the statement of Theorem 2.4 arise. To do this, we first have to control the size of the total sum of the weights \( Z_{k}^{n} \) using Chebyshev’s inequality. Using these results, we then sharpen these estimates in the next section. The following is an adaptation of Lemma 3.2.
Lemma 4.1. Let the assumptions of Theorem 2.4 be satisfied. Then there exist constants $C_1, C_2 > 0$ (only depending on the maximum degree $d$) and a constant $\gamma^* < 1$ such that for all $\varepsilon > 0$ and all $\gamma < \gamma^*$ we have

$$\mathbb{P}(Z^n_k \geq (1-\varepsilon)C_1(1-\gamma)^2n^2 \text{ for all } k \leq \gamma m) \geq 1 - \frac{C_2}{\varepsilon^2 n}.$$ 

Here, $C > 0$ is such that $f_n \leq C n g_n$.

Proof. The proof is the same as that of Lemma 3.2 apart from finding an appropriate lower bound for $\mu_k$. For this, suppose $k \leq \gamma m$ for $\gamma < \gamma^*$ to be determined later. Following the procedure of finding a lower bound for $\mu_k$ in Lemma 3.2, we can prove that

$$\mu_k \geq \left(1 - \frac{2(k-1)C n}{L(\varepsilon)|R_{\gamma m}|} \right) |R_{\gamma m}|,$$

where

$$L(\varepsilon) = \frac{d^2}{c(1-\varepsilon)} + \frac{1}{\varepsilon^2}.$$ 

Furthermore, we can lower bound $|R_{\gamma m}|$. Indeed, after $\gamma m$ iterations, there is $2m - 2\gamma m = (1-\gamma)2m$ degree left. Since the maximum degree is bounded by $d$, this is distributed over at least $(1-\gamma^2m)^2$ vertices. Therefore, we have

$$|R_{\gamma m}| \geq \eta \frac{(1-\gamma)^2 m^2}{d^2}$$

for some $\eta < 1$.

Now write $\bar{d} = \frac{1}{n} \sum_{i=1}^{n} d_i$ for the average degree. Then $m = \frac{1}{2} \bar{d} n$. Now, if $k \leq \gamma m$, we find

$$\mu_k \geq \left(1 - \frac{\gamma C d^2}{L(\varepsilon) \eta (1-\gamma)^2} \right) \eta \frac{(1-\gamma)^2 \bar{d}^2 n^2}{d^2}$$

The claim now follows if we take $\gamma^*$ such that

$$1 - \frac{\gamma^* C d^2}{L(\varepsilon) \eta (1-\gamma^*)^2} > 0.$$ 

Remark 4.2. The condition for $\gamma^*$ in (3) only provides a lower bound for the threshold value. For large $n$, the constant $\eta$ will be close to 1. Furthermore, the function $L$ may be minimized over $\varepsilon \in (0, 1)$ to optimize the bound.

We now show how to control the expectation of the weights at different iterations. This is necessary for sharpening the concentration inequality used in proving Lemma 4.1.
Lemma 4.3. Let the assumptions of Theorem 2.4 be satisfied. Define

\[ M^k_{ij} := \mathbb{E} \left( \frac{f_n(r_{ij})}{g_n(r_{ij})} \right| \mathcal{E}_{k-1}) . \]

Then there exists a constant \( \gamma^* \in (0, 1] \) and constants \( A, B > 0 \) such that for all \( k \leq \gamma^* m \) and all \( ij \in R_k \) we have

\[ A \leq M^k_{ij} \leq B. \]

Proof. We only consider the lower bound, the upper bound following similarly. Following the proof of Lemma 3.3 we have

\[ M^k_{ij} \geq \mathbb{P}(Z^n_{k-1} \geq x|\mathcal{E}_{k-2})^dn \left( 1 - \frac{d^2 Cn}{x} \right) M^{dn}_{ij}. \]

From Lemma 4.1 by taking \( x = \beta n^2 \) for \( \beta < 1 \) small enough, we have

\[ M^k_{ij} \geq \left( 1 - \frac{C_2}{n} \right)^dn \left( 1 - \frac{d^2 C \eta^{-1}}{n} \right)^dn \]

Since the lower bound converges to \( e^{-dC_2} e^{-d^3 C \eta^{-1}} > 0 \), the claim follows. \( \square \)

4.2 A sharper concentration inequality

In proving Lemma 4.1, we only used that the edge-weights are pairwise independent. However, we assume slightly more independence. To strengthen the bound in Lemma 4.1, we need the following improvement over Chebyshev’s inequality. Because the proof of this sharper concentration inequality relies on Lemma 4.3, which in turn relies on Lemma 4.1, we had to prove the weaker bound first.

Lemma 4.4. Let \( \{R_{ij}\}_{1 \leq i < j \leq n} \) be random variables in \( [0, Ln] \). Suppose the random variables are pairwise independent. Assume additionally that for any disjoint subsets together containing at most 4 edges, the corresponding sets of \( R_{ij} \) are independent when no cycle is formed containing edges from different subsets. Define \( \alpha_{ij} := \mathbb{E}(R_{ij}) \) and \( \alpha = \sum_{ij} \alpha_{ij} \). Assume that there are constants \( 0 < c < C \) such that \( c \leq \alpha_{ij} \leq C \) for all \( ij \). Then there exists a constant \( C_1 > 0 \) such that for every \( \varepsilon > 0 \) and \( n \geq C \) we have

\[ \mathbb{P} \left( \left| \sum_{ij} R_{ij} - \alpha \right| > \alpha \varepsilon \right) \leq \frac{C_1}{\varepsilon^2 n^2}. \]

Proof. By Markov’s inequality we have

\[ \mathbb{P} \left( \left| \sum_{ij} R_{ij} - \alpha \right| > \alpha \varepsilon \right) \leq \frac{\mathbb{E} \left( \left( \sum_{ij} R_{ij} - \alpha \right)^4 \right)}{\varepsilon^4 \alpha^4}. \]
We now estimate the expectation. For this, first consider independent copies \( \tilde{R}_{ij} \) which are all independent of each other. By expanding, we find that

\[
E \left( \left( \sum_{ij} R_{ij} - \alpha \right)^4 \right) - E \left( \left( \sum_{ij} \tilde{R}_{ij} - \alpha \right)^4 \right) = E \left( \left( \sum_{ij} R_{ij} \right)^4 \right) - E \left( \left( \sum_{ij} \tilde{R}_{ij} \right)^4 \right) + 4\alpha E \left( \left( \sum_{ij} R_{ij} \right)^3 \right) - 4\alpha E \left( \left( \sum_{ij} \tilde{R}_{ij} \right)^3 \right).
\]

Indeed, all lower order products cancel because of pairwise independence. This also implies that if we expand the powers, we only need to worry about terms with at least three different random variables. Next, define the sets

\[
C_3 := \{ \{ij, jk, ki\} | 1 \leq i, j, k \leq n \text{ unequal} \}
\]

and

\[
C_4 := \{ \{ij, jk, kl, li\} | 1 \leq i, j, k, l \leq n \text{ unequal} \}.
\]

Using the assumption on the 3-wise dependence of the random variables, we find that

\[
E \left( \left( \sum_{ij} R_{ij} \right)^3 \right) - E \left( \left( \sum_{ij} \tilde{R}_{ij} \right)^3 \right) = \sum_{(ij, jk, ki) \in C_3} E(R_{ij}R_{jk}R_{ki}) - E(R_{ij})E(R_{jk})E(R_{ki}) = \sum_{(ij, jk, ki) \in C_3} E(R_{ij}R_{jk}R_{ki}) - E(R_{ij})E(R_{jk})E(R_{ki}).
\]

Using that \( R_{ij} \in [0, Ln] \), together with pairwise independence, we obtain

\[
0 \leq E(R_{ij}R_{jk}R_{ki}) \leq Ln E(R_{jk})E(R_{ki})
\]

Using furthermore that \( E(R_{jk}) \leq C \), it follows that for large enough \( n \),

\[
\left| \sum_{(ij, jk, ki) \in C_3} E(R_{ij}R_{jk}R_{ki}) - E(R_{ij})E(R_{jk})E(R_{ki}) \right| \leq LC^2 n |C_3| \leq LC^2 n^4.
\]

Here we also used that \( |C_3| \leq n^3 \).
For the fourth power, this analysis is somewhat more involved. After expanding, and using the pairwise independence, we are left with

\[ E \left( \left( \sum_{ij} R_{ij} \right)^4 \right) - E \left( \left( \sum_{ij} \tilde{R}_{ij} \right)^4 \right) \]

\[ = \sum_{(ij,jk,kl,li) \in C_4} E(R_{ij}R_{jk}R_{kl}R_{li}) - E(R_{ij})E(R_{jk})E(R_{kl})E(R_{li}) \]

\[ + \sum_{(ij,jk,ki) \in C_3} E(R_{ab})(E(R_{ij}R_{jk}R_{ki}) - E(R_{ij})E(R_{jk})E(R_{ki})) \]

\[ + \sum_{(ij,jk,ki) \in C_3} E(R_{ij}^2R_{jk}R_{ki}) - E(R_{ij}^2E(R_{jk})E(R_{ki}). \]

Following a similar estimating procedure as before, we obtain

\[ \left| E \left( \left( \sum_{ij} R_{ij} \right)^4 \right) - E \left( \left( \sum_{ij} \tilde{R}_{ij} \right)^4 \right) \right| \leq L^2 C_2^2 n^2 |C_4| + C^3 L n^3 |C_3| + L^2 C_2^2 n^2 |C_3| \]

\[ \leq (L^2 C^2 + L C^3) n^6 + L^2 C^2 n^5. \]

Here, we used in the last line that \(|C_4| \leq n^4\).

Collecting everything, and noting that \(\alpha \leq Cn^2\), we find that there exists a constant \(C_1 > 0\), only depending on \(C\) and \(L\), such that

\[ \left| E \left( \left( \sum_{ij} R_{ij} - \alpha \right)^4 \right) - E \left( \left( \sum_{ij} \tilde{R}_{ij} - \alpha \right)^4 \right) \right| \leq C_1 n^6. \]

Using furthermore that \(\alpha \geq \frac{1}{2}n(n-1)\), we thus obtain a constant \(C_2 > 0\) such that

\[ \mathbb{P} \left( \left| \sum_{ij} R_{ij} - \alpha \right| > \alpha \varepsilon \right) \leq \frac{C_2}{\varepsilon^4 n^2} + \frac{E \left( \left( \sum_{ij} \tilde{R}_{ij} - \alpha \right)^4 \right)}{\varepsilon^4 \alpha^4} \]

Following a similar reasoning, we are done once we show that

\[ E \left( \left( \sum_{ij} R_{ij} - \alpha \right)^4 \right) \preceq n^6. \]

To this end, denote by \(\kappa_l\) the \(l\)-th cumulant, i.e., the \(l\)-th coefficient of the power series of the log moment generating function. Then

\[ E \left( \left( \sum_{ij} \tilde{R}_{ij} - \alpha \right)^4 \right) = \kappa_4 \left( \sum_{ij} \tilde{R}_{ij} \right) + 3 \text{Var} \left( \sum_{ij} \tilde{R}_{ij} \right)^2 \]
\[ = \sum_{ij} \kappa_4(\tilde{R}_{ij}) + 3 \left( \sum_{ij} \text{Var}(\tilde{R}_{ij}) \right)^2 \]
\[ = \sum_{ij} \mathbb{E}((\tilde{R}_{ij} - \alpha_{ij})^4) + 3 \sum_{ij \neq xy} \text{Var}(\tilde{R}_{ij}) \text{Var}(\tilde{R}_{xy}). \]

Here we used independence in the second line. Since \( \tilde{R}_{ij} \in [0, Ln] \), we have
\[ \sum_{ij} \mathbb{E}((\tilde{R}_{ij} - \alpha_{ij})^4) \lesssim n^4. \]
Furthermore, we also have \( \text{Var}(\tilde{R}_{ij}) \lesssim n \mathbb{E}(\tilde{R}_{ij}) \leq nC \), from which we obtain
\[ \sum_{ij \neq xy} \text{Var}(\tilde{R}_{ij}) \text{Var}(\tilde{R}_{xy}) \lesssim n^6. \]
This completes the proof. \( \square \)

The following improvement of Lemma 4.1 is an immediate consequence of Lemma 4.4.

**Lemma 4.5.** Let the assumptions of Theorem 2.4 be satisfied. There are constants \( C_1, C_2 > 0 \) (only depending on the maximum degree \( d \)) and a constant \( \gamma^* < 1 \) such that for all \( \epsilon > 0 \) and all \( \gamma < \gamma^* \),
\[ \mathbb{P} \left( Z_n^k \geq (1 - \epsilon)C_1(1 - \gamma)^2 n^2 \text{ for all } k \leq \gamma m \right) \geq 1 - \frac{C_2}{\epsilon^2 n^2}. \]
Here, \( C > 0 \) is such that \( f_n \leq Cg_n \).

**Proof.** This is a direct consequence of replacing Chebyshev’s inequality in the proof of Lemma 4.1 by the inequality from Lemma 4.4. This is allowed because of Lemma 4.3. \( \square \)

The following result is the analogue of Lemma 3.3. The proof is identical, relying on the lower bound for \( Z_n^k \) provided in Lemma 4.5.

**Lemma 4.6.** Let the assumptions of Theorem 2.4 be satisfied. Let \( R_k \) be the set of valid edges at iteration \( k \). Furthermore, define the quantities \( M_{ij}^k, M_{ij}, H_{ij}^k \) and \( H_k \) as in Lemma 3.3. Finally, suppose \( 0 \leq h(x) \leq b \) for all \( x \in I \). Then for every \( \epsilon > 0 \) and sufficiently large \( n \),
\[ \left| \frac{H_{ij}^k}{M_{ij}^k} - \int_I h(r)f_n(r) \, dr \right| < \epsilon \]
for all \( k \leq \gamma^* m \) and \( ij \in R_k \), where \( \gamma^* \) is as in Lemma 4.3. Moreover, for all \( k \leq \gamma^* \) and sufficiently large \( n \) we have
\[ \left| \frac{H_k}{M_k} - \int_I h(r)f_n(r) \, dr \right| < \epsilon. \]
4.3 Proof of Theorem 2.4

With all preparations done, we are ready to prove Theorem 2.4. For the sake of readability, we first prove that the edge-length distribution converges at each iteration separately. Theorem 2.4 is then an immediate consequence of Proposition 4.7 together with Proposition 3.5.

Proposition 4.7. Let the assumptions of Theorem 2.4 be satisfied. Let $\gamma^*$ be as in Lemma 4.5 and suppose $\gamma < \gamma^*$ and $k \leq \gamma m$. Then there exists a constant $C_1(C, d, |I|) > 0$ such that for every $\varepsilon > 0$ small enough we have

$$
P(d_K(L_k^n, f_n) > \varepsilon) \leq \frac{C_1(C, d, |I|)}{\varepsilon^2 n^2}.
$$

Proof. We follow the proof of Proposition 3.4. Assuming that $|I| \leq h(x) \leq 2|I|$, Lemma 4.3 allows us to apply Lemma 4.4 instead of Chebyshev’s inequality. From this, we obtain a constant $C_1 > 0$ such that with probability at least

$$
1 - \frac{C_1}{\varepsilon^4 n^2}
$$

we have

$$
\left| \sum_{ij \in R_k} h(r_{ij}) f_n(r_{ij}) - \frac{g_n(r_{ij})}{g_n(r_{ij})} H_k \right| \leq \varepsilon H_k
$$

and

$$
|Z_k^n - M_k| \leq \varepsilon M_k.
$$

Using these, we can estimate

$$
\left| \sum_{ij \in R_k} h(r_{ij}) p_{ij}^{k,n} - \int_R h(r) f_n(r) \, dr \right|
$$

\begin{align*}
&\leq \left| \frac{1}{Z_k^n} \sum_{ij \in R_k} h(r_{ij}) f_n(r_{ij}) \frac{d_k^i d_k^j w_{ij}}{g_n(r_{ij})} - \frac{H_k}{M_k} \right| + \left| \frac{H_k}{M_k} - \int_I h(r) f_n(r) \, dr \right| \\
&\leq \frac{2\varepsilon H_k}{Z_k^n} + \varepsilon,
\end{align*}

where the last line holds for $n$ large enough by Lemma 4.6. Now notice that

$$
Z_k^n \geq (1 - \varepsilon) M_k \geq \frac{1 - \varepsilon}{2|I|} H_k.
$$

Collecting everything, we have

$$
\left| \sum_{ij \in R_k} h(r_{ij}) p_{ij}^{k,n} - \int_R h(r) f_n(r) \, dr \right| \leq \frac{4|I|}{1 - \varepsilon} \varepsilon + \varepsilon
$$
with probability at least
\[ 1 - \frac{C_1}{\varepsilon^4 n^2}. \]
Since this is independent of $h$, the claim now follows. \qed

References

[1] Marc Barthelemy. *Morphogenesis of spatial networks*. Springer, 2018.

[2] Mathew Penrose. *Random geometric graphs*, volume 5. OUP Oxford, 2003.

[3] Milan Bradonjić, Aric Hagberg, and Allon G Percus. The structure of geographical threshold graphs. *Internet Mathematics*, 5(1-2):113–139, 2008.

[4] Milan Bradonjić and Joseph Kong. Wireless ad hoc networks with tunable topology. In *Proceedings of the 45th Annual Allerton Conference on Communication, Control and Computing*. Citeseer, 2007.

[5] Marian Boguna, Ivan Bonamassa, Manlio De Domenico, Shlomo Havlin, Dmitri Krioukov, and M Ángeles Serrano. Network geometry. *Nature Reviews Physics*, 3(2):114–135, 2021.

[6] Myunghwan Kim and Jure Leskovec. The network completion problem: Inferring missing nodes and edges in networks. In *Proceedings of the 2011 SIAM international conference on data mining*, pages 47–58. SIAM, 2011.

[7] Ariana Torres-Knoopp, Verena Schamboeck, Nitish Govindarajan, Pieter D Iedema, and Ivan Kryven. Effect of different monomer precursors with identical functionality on the properties of the polymer network. *Communications Materials*, 2(1):1–9, 2021.

[8] Lia Papadopoulos, Mason A Porter, Karen E Daniels, and Danielle S Bassett. Network analysis of particles and grains. *Journal of Complex Networks*, 6(4):485–565, 2018.

[9] Lotte Weedage, Clara Stegehuis, and Suzan Bayhan. Impact of multi-connectivity on channel capacity and outage probability in wireless networks. *arXiv preprint arXiv:2104.09823*, 2021.

[10] Jeannette Janssen and Abbas Mehrabian. Rumors spread slowly in a small-world spatial network. *SIAM Journal on Discrete Mathematics*, 31(4):2414–2428, 2017.

[11] Binan Gu, Lou Kondic, and Linda J Cummings. A graphical representation of membrane filtration. *SIAM Journal on Applied Mathematics*, 82(3):950–975, 2022.
Mridu Nanda and Richard Durrett. Spatial evolutionary games with weak selection. *Proceedings of the National Academy of Sciences*, 114(23):6046–6051, 2017.

Richard Durrett. Spatial epidemic models. *Epidemic models: their structure and relation to data*, pages 187–201, 1995.

Catherine Greenhill. Generating graphs randomly. *arXiv preprint arXiv:2201.04888*, 2022.

Mohsen Bayati, Jeong Han Kim, and Amin Saberi. A sequential algorithm for generating random graphs. *Algorithmica*, 58(4):860–910, 2010.

Femke van Ieperen and Ivan Kryven. Fast sequential algorithm for generating directed random graphs with a given degree sequence. *arXiv preprint arXiv:2103.15958*, 2021.

Gerard Sierksma and Han Hoogeveen. Seven criteria for integer sequences being graphic. *Journal of Graph theory*, 15(2):223–231, 1991.

C. Villani. *Optimal Transport: Old and New*. Springer Berlin Heidelberg, 2008.

Mathew Penrose. *Random geometric graphs*, volume 5 of *Oxford Studies in Probability*. Oxford University Press, Oxford, 2003.

Amir Dembo and Ofer Zeitouni. *Large deviations techniques and applications*, volume 38 of *Applications of Mathematics* (New York). Springer-Verlag, New York, second edition, 1998.