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Abstract. The N-version programming, as a methodology of the fault-tolerant software systems design, allows successful solving of the mentioned tasks. The use of N-version programming approach turns out to be effective, since the system is constructed out of several parallel executed versions of some software module. Those versions are written to meet the same specification but by different programmers. The problem of developing an optimal structure of N-version software system presents a kind of very complex optimization problem. This causes the use of deterministic optimization methods inappropriate for solving the stated problem. In this view, exploiting heuristic strategies looks more rational. In the field of pseudo-Boolean optimization theory, the so called method of varied probabilities (MVP) has been developed to solve problems with a large dimensionality.

1. Introduction
Development of high-reliable fault-tolerant systems is an interesting engineering problem having not only technical meaning but also social importance. Systems of this kind determine the stability in social and technical environments, and multiple examples of such systems’ crashes prove the strong need for more reliable constructions which can be realized through the use of up-to-date methods and approaches.

The rapid progress of computer technique of late years has made the software an essential part of any complex automated system. The reliability of software component may determine the reliability of whole the hardware-software system. That’s why during last years large attention is paid to the development of the methodologies of designing high-reliable software complexes [1-5].

Practically, multi-channel tools increasing the system reliability at the expense of a multiple duplication of certain structure elements are very much in evidence. This approach has given a good account of itself in the designing of hardware parts of complex systems. The use of this methodology leads to a sizable decreasing of appearance probability of random errors having the physical nature. In turn, this approach is not an influence on software reliability, since it doesn’t trace so called dormant (or sleeping) errors which could arise while writing the program code by a stated specification [6].
The multi-version programming, as a methodology of the fault-tolerant software systems design, allows successful solving of the mentioned tasks. The idea of multi-version programming has been introduced by A. Avizienis in 1977 [7]. The term N-version programming (NVP) used in the literature is of equal meaning and often takes place in papers on the observed methodology. A. Avizienis introduced NVP as an independent generation of \( N \geq 2 \) functionally equivalent software modules from the same initial specification. The concurrent execution tools are provided for such the modules. In cross-check points (cc-points) software modules generate cross-check vectors (cc-vectors). The components of the cc-vectors and the cc-points are to be determined in the specification set.

The use of N-version programming approach turns out to be effective, since the system is constructed out of several parallel executed versions of some software module. Those versions are written to meet the same specification but by different programmers. Where, the writing process of each version of concrete software module in any way must not intersect with or depend on another version code writing. This is done to avoid the presence of same dormant (or sleeping) errors in separate software designs. This kind of errors is typical for software components.

The problem of developing the optimal structure of an N-version software system (NVS) is the following: to choose a set of software modules, so as to provide the highest reliability for the system subject to the budget constraint. Since a description of any possible system configuration is made through such the positioning of its components, we can say that an observed problem has the binary essence [8]. Moreover, the existing theory of pseudo-Boolean functions and their optimization contains strong tools for solving problems of this kind [9]. And that fact makes the use of binarization algorithms more affordable.

The process of a problem binarization consists in setting relationships between the system states and the binary space elements. In the case of our system model, we need to determine some Boolean vector the elements of which will characterize the system structure. Each element of such the Boolean vector will signify either presence or absence of corresponding system component [10].

In that way, before starting to describe the exact process of binarization, all the necessary terms should be coined and the presented system model should be overviewed in details.

2. Optimization Model for Structuring NVS

The structure of N-version software system is determined consisting of a set of tasks (a set \( I, \text{card} I = I \)). All the tasks are divided into classes, i.e. a set of task classes is introduced as well ( \( J, \text{card} J = J \)).

To solve the tasks belonging to a certain class, there is a software module, which can be realized by any of its versions. Thus, \( K, \text{card} K = J \) – the set of software modules. Let us introduce the vector \( S = \{S_j\} (j = 1, J) \), each component of which is equal to a number of module versions ( \( S_j \) – the number of versions of module solving a task of class \( j \)) [11].

To describe the task belonging to particular classes, in [12] the authors define sets of tasks for every task class. That is introduced as two-dimensional array in programming terms. Since the numbers of tasks belonging to different classes are not equal, that may cause some difficulties when translating the analytic expressions into a program code.
Here, it is proposed to use only one set the capacity of which is equal to the number of tasks in a system. And each element of this set is equal to the number of class a task belongs to. So, the set $B$, card $B = I$ is the set of class membership of tasks, i.e. the element $B_i$ of the set $B$ presents the number of class the $i$-th task belongs to.

Using the introduced notations, lets us determine a common analytic form of the number of versions solving $i$-th task. If the element $B_i$ of the set $B$ is the number of class the $i$-th task belongs to, then an element of the set $S$, the index number of which is equal to $B_i$, determines the number of versions in a module solving $i$-th task. Therefore, this number can be written like this $S_{B_i}$.

Basing on that, we will introduce the Boolean variables $X^i_s$ to describe the control implication of different module versions:

$$X^i_s = \begin{cases} 1, & \text{the } s - \text{th (} s = 1, S_{B_i} \text{) version of module } B_i \text{ is used to solve the } i - \text{th (} i = 1, I \text{) task}, \\ 0, & \text{the } s - \text{th (} s = 1, S_{B_i} \text{) version of module } B_i \text{ is not used to solve the } i - \text{th (} i = 1, I \text{) task}. \end{cases}$$

Expanding the introduced variables into the implication vector is the head moment in applying pseudo-Boolean optimization methods to the considered systems design.

Since a vector component number is specified by only one index and we deal with two-index variables, it is necessary to establish an algorithm forming an implication vector and an algorithm determining the component indices of this vector. Following section contains the algorithms to convert a problem of optimal structure design for N-version systems to a problem of pseudo-Boolean optimization and vice versa.

**2.1. Conversion Algorithms**

The algorithm of an implication vector forming acts in the following way (see the scheme on fig. 2). The first component of an implication vector $X$ describes the first version of a module to be involved in the solving of the first system task. If the software module which solves the first task has more than one version, the next component of vector $X$ characterizes the second version of the first task module. In this way, all the versions of all software modules are overhauled.
Hence, in order to determine the number of a vector $X$ component, being aware of corresponding number of a task $i$ and a number of version $s$, it is necessary to sum the number of versions in the modules solving the first $(i-1)$ tasks and to add $s$ to obtained value.

Analytically this conversion appears as follows:

$$
pos = \begin{cases} 
  s, & \text{if } i = 1, \\
  \sum_{j=1}^{i-1} S_{B_j} + s, & \text{if } i > 1.
\end{cases} \tag{2}$$

In order not to recalculate the first sum (the number of versions in the first $(i-1)$ tasks) every time when optimizing a system, it would be better to count those sums depending on different $i$ and to memorize them in an index vector:

$$G_i = \sum_{j=1}^{i} S_{B_j}, \text{ or in recurrent form}$$

$$G_i = \begin{cases} 
  S_{B_i}, & \text{if } i = 1, \\
  G_{i-1} + S_{B_i}, & \text{if } i > 1.
\end{cases} \tag{3}$$

Therefore, the value of the $i$-th component of vector $G$ equals the number of versions in modules solving the tasks from the first up to the $i$-th. It results from this that the value of the last vector $G$ component is equal to $n$ – the implication vector dimensionality, i.e.

$$\sum_{i=1}^{N} S_{B_i} = n .$$

Once the index vector is introduced, the analytic record of a calculation of the implication vector component number takes the form of the following:

$$
pos = \begin{cases} 
  s, & \text{if } i = 1, \\
  G_{i-1} + s, & \text{if } i > 1.
\end{cases} \tag{4}$$

The reverse conversion task (a conversion of the implication vector component number to the numbers of task and version) consists of the consecutive determining of $i$ and $s$. The flowchart of this algorithm is show on the figure 2.
Figure 2. A conversion of the implication vector component number into the numbers of task and version.

Since the $i$-th element of the index vector equals the number of versions in modules solving the tasks from the first up to the $i$-th, the task number is determined by comparing the index of the implication vector component with the elements of the index vector. The comparison is being made from the first element of the index vector till the last one sequentially. And when the value of the parameter $pos$ turns out to be less than or equal to the value of the index vector component, the required task number takes the value of this element number.

Then subtracting the number of versions in all the tasks from the first up to the $(i-1)$-th (equal to $G_{i-1}$) from $pos$ we get a version number of software module solving the $i$-th task corresponding to $pos$.

The two presented algorithms [12] are the core of applying binary approach to solve the stated problem. Thus, having received the tools for a problem conversion, it became possible to use the methods developed within the confines of pseudo-Boolean optimization study. Some the features of the considered problem are discussed in the following section. Basing on this the conclusions about the relevant methods is made.
2.2. The mathematical Statement of the Problem

The converting algorithms considered above allow to describe the NVS structure in a form of a Boolean vector. As it was noticed previously, the optimal design of control system is held subject to different parameters: the reliability (it should be as big as possible), the cost (it should be as small as possible or at least it shouldn't exceed some limit), the allocation & scheduling and so on [14].

In terms of optimization theory, a system reliability function of a system structure is nothing else but an objective function. And conditions imposed on the system structure are the constraints set to limit the objective function domain [13]. Since we are able to associate a system structure with a Boolean vector, an objective function is a pseudo-Boolean one. And an optimization problem becomes a pseudo-Boolean one too.

In the framework of the presented model we will use a system reliability function as the objective function and the system cost will be the constraint imposed on the system [15-19]. In analytic form this problem can be written as follows:

\[
\max R = \prod_{i=1}^{I} R_i,
\]

where \( R_i = 1 - \prod_{s=1}^{S} (1 - R_{B_i})^x_{is} \)

subject to

\[
\sum_{i=1}^{I} \sum_{s=1}^{S} X_{is} \cdot C_{B_i} \leq B .
\]

Here, \( R_{B_i} \) and \( C_{B_i} \) are the reliability and the cost of the software version \( s \) from module which solves the task of class \( B_i \)

3. Conclusion

The problem of structuring an N-version software system is specified by the binary character, what made it plausible to apply the methods of pseudo-Boolean optimization. Within the limits of the discrete optimization a set of methods and algorithms has been proposed. Thus, having received the tools for a problem conversion, it became possible to use the methods developed within the confines of pseudo-Boolean optimization study.
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