Two-loop amplitude for mixed QCD-EW corrections to $gg \to Hg$
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ABSTRACT: We report on the two-loop amplitude computation for the mixed QCD-electroweak corrections to the process $gg \to Hg$, with exact dependence on the electroweak boson masses. This amplitude has been employed in the computation of next-to-leading order (NLO) mixed QCD-electroweak corrections to the Higgs-boson production rate in [1]. The master integrals that appear in the amplitude are evaluated by means of generalized power series expansions, which allows for fast and high-precision numerical evaluation of the amplitude in the physical phase-space, proving to be a powerful tool for phenomenological applications.
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1 Introduction

The discovery of the Higgs boson [2, 3] concluded the long ongoing experimental search for the elementary particles described and predicted within the Standard Model (SM) of particle physics. This discovery can be seen as the starting point of a precision physics program which aims at the accurate determination of the model parameters and the rigorous assessment of the goodness of the theoretical predictions.

Part of this precision program has been focused on studying the Higgs sector, with one important aspect being the Higgs boson production via gluon fusion at the Large Hadron Collider (LHC) at CERN. Gluon fusion is by far the dominant Higgs production mode and it is thus of utmost importance to have a very accurate theoretical prediction of this process.

The coupling of the Higgs boson to gluons is mediated by a heavy-quark loop. The Higgs production cross section in gluon fusion was computed at leading order in the ’70s [4],
and at next-to-leading-order (NLO) in the strong coupling constant $\alpha_s$ in the ’90s [5, 6]. The NLO QCD corrections are sizable ($\sim +100\%$), therefore it is crucial to compute higher-order terms in the perturbative expansion to improve the accuracy of the predictions. The next-to-next-to-leading-order (NNLO) [7–9] and the next-next-to-next-to-leading-order ($N^3$LO) [10–15] corrections in $\alpha_s$ have been computed in the Higgs Effective Field Theory (HEFT) approach, i.e. in the limit of a top quark much heavier than the Higgs boson, $M_T \gg M_H$. In this limit the loop-mediated coupling is replaced by an effective tree-level one. The NNLO corrections were found to be significant ($\sim 10–20\%$) and with a reduced scale-dependent uncertainty. The $N^3$LO corrections turn out to be small ($\sim 4–6\%$) [16], with a renormalization/factorization scale variation of less than 2%.

Given the very high theoretical accuracy of the $N^3$LO corrections, sub-dominant effects to the Higgs cross section, which are estimated to be in the percent range, have to be considered. One kind of sub-dominant contribution to the cross section is given by the quark-mass effects. Firstly, the infinite top mass approximation has a $\sim 6\%$ effect on the SM cross section with 5 massless flavors and the top. This effect is estimated from the NLO [17] prediction, and it can be improved through a multiplicative correction factor applied to the state-of-the-art $N^3$LO HEFT computation. The finite top-mass contributions mostly factorize from the perturbative corrections [16], so that rescaling results in an estimated $\sim 1\%$ uncertainty on the prediction [18, 19] only. However, this represents a sizeable portion of the remaining theoretical error. At NNLO, top-quark mass effects have been estimated through a power expansion in $M_H/M_T$ [18, 20, 21] to be a $\sim 1\%$ effect. Moreover, very recently [22] the NNLO-accurate prediction retaining the full top-mass dependence has been performed, thus effectively removing the residual uncertainty associated with non-factorizing top-mass effects.

A different kind of quark-mass effect is given by the contribution stemming from light-quarks. At NLO-accuracy, these finite light-quark mass-effects are known exactly [6, 17, 23–28] and contribute a $\sim −7\%$ change [26] to the cross section, mainly due to top-bottom interferences. Although almost all\(^1\) the relevant ingredients - double-virtual [29–31], real-virtual [32–34] and double-real [35, 36] - of the computation including all finite quark-mass effects at NNLO are available, such a computation has not been performed yet, resulting in a remaining residual uncertainty of $\sim 0.8\%$.

Beyond the quark-mass effects, another class of suppressed contribution to the Higgs cross section are the so-called “mixed QCD-electroweak (EW) effects”. They arise at two loops, i.e. at $O(\alpha^2\alpha_s^2)$ \(^2\), and are heavily suppressed due to the coupling hierarchy ($\alpha \sim 10^{-1}\alpha_s$). They are due to the gluons coupling to EW bosons $V = W, Z$ through a quark loop, followed by the gauge coupling of the EW bosons to the Higgs boson. Mixed QCD-EW

\(^1\)The double-virtual corrections with both quark masses is not known yet.

\(^2\)We count all factorized coupling constants except the strong coupling as $\alpha$. 
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contributions were calculated for the light-quark loop [37–39], for the heavy-quark loop [40], and with full quark-mass dependence [40], and found to increase the N^3LO cross section by about 2% [16]. Since this increase is of the order of the residual QCD uncertainty, it is important to compute the NLO corrections in \( \alpha_s \). They consist of three parts: the one-loop \( 2 \to 3 \), the two-loop \( 2 \to 2 \), and the three-loop \( 2 \to 1 \) with sample diagrams of the last two shown in the first column of table 1. In [41], the one-loop \( 2 \to 3 \) processes were computed and found to yield a negligible contribution. At LO \( (\sim O(\alpha^2_s \alpha_w^2)) \), the largest part \( (\sim 98\% [39]) \) of the mixed QCD-EW contributions is due to the light-quark part. The evaluation of the NLO \( (\sim O(\alpha^2_s \alpha_w^3)) \) corrections has, therefore, been aimed at the light-quark part only. These corrections were first estimated in the limit where the Higgs mass is much smaller than the EW boson masses, \( M_H \ll M_V \) [42] and they turned out to be sizable. The three-loop contribution was evaluated analytically and expressed in terms of multiple polylogarithms (MPLs) [43]. In [44], the soft part of the two-loop \( 2 \to 2 \) process was added, and in [45] the total cross section was evaluated in the small EW-boson mass limit, \( M_V \ll M_H \). These different approximations gave consistent results. However, they do not allow for a detailed assessment of the remaining uncertainties, since boson-mass and hard effects could not be accessed precisely. Thus, the remaining uncertainty due to mixed QCD-EW contributions to the N^3LO-accurate Higgs production cross section in gluon fusion remained a sizeable \( \pm 1\% \) [16]. This motivates the exact computation of mixed QCD-EW contributions at NLO.

The planar master integrals (MIs) for the two-loop \( gg \to Hg \) process with the exact EW-boson mass were published in [46] and in [47] the complete helicity amplitudes, including the non-planar diagrams, were presented. The calculation was done analytically, expressing the results in terms of MPLs.

In [1], we computed the NLO-accurate corrections to the mixed QCD-electroweak contributions to the Higgs-boson production rate. This computation removed the major uncertainty, i.e. the unknown exact hard-effects at NLO, and allowed for a significant reduction (almost a factor of two) of the uncertainty associated with mixed QCD-EW contributions to the gluon fusion Higgs production cross section at N^3LO.

In this work we augment [1] by providing additional details on the computation of the two-loop amplitude for the partonic process \( gg \to Hg \), with the exact EW-boson mass, used in the cross section computation, where we employed the generalized power series expansion method [48] to evaluate the master integrals appearing in the amplitude numerically. This method allows for fast and reliable numerical evaluation of the amplitude in the physical phase-space, proving to be a powerful tool for phenomenological applications [1]. Our result has been checked against ref. [47] and we found full agreement. We also provide ancillary material for the numerical evaluation of the MIs, and of the amplitude. While we exploited a private implementation of the generalized power series expansion method, the ancillary material can also be used within the software DIFFEXP [49] in order to obtain numerical.
values for the MIs, and thus for the amplitude.

The paper is organized as follows. In section 2 we summarize the main results of the paper and we describe the general setup of the computation. In section 3 we describe in detail the amplitude computation, in particular we discuss the form factors decomposition and consistency checks that have been made to ensure the correctness of the calculation. Finally, in section 4 we present a brief review of the generalized power series method used to solve the system of differential equations associated to the (MIs) that appear in the amplitude.

Table 1: Overview of the relevant interferences necessary for the computation of the cross sections $\sigma^{(\alpha_s^2 \alpha^2 + \alpha^3 \alpha^2)}_{gg \rightarrow H+X}$ presented in [1]. The red colored cell is the LO and cells highlighted in blue are part of the NLO contribution. Amplitudes are denoted by a single representative diagram. Curly lines denote gluons, wavy lines massive weak gauge bosons, continuous straight lines massless quarks and the dashed line represents the Higgs boson. The red diagram at the bottom left is a representative for the two-loop amplitude considered in this work. Diagrams are drawn with TikZ-Feynman [50].

2 Overview of the computation

The main result of this paper is the computation of the two-loop amplitude for the partonic process $g(p_1)g(p_2) \rightarrow g(p_3)H(p_4)$. This is a necessary ingredient for the light-quark contribution to the NLO mixed QCD-electroweak (EW) corrections to Higgs production in gluon fusion at the LHC with exact dependence on the EW gauge boson masses [1].
The amplitude for the partonic process \( g(p_1)g(p_2) \rightarrow g(p_3)H(p_4) \) can be written as

\[
A = -\frac{i}{2} f_{a_1a_2a_3} \left( \frac{\sqrt{\alpha_s^2 \alpha_{EW}^2 \alpha_W^2}}{4\pi s_W^2} m_W \right) \varepsilon_{\mu_1}(p_1, p_2) \varepsilon_{\mu_2}(p_2, p_1) \varepsilon^{*}_{\mu_3}(p_3, p_1)
\]

\[
\times \sum_{i=1}^{4} T_{i}^{\mu_1\mu_2\mu_3} \left( \sum_{V=W,Z} \frac{\kappa_{V}}{m_{V}} A_{i} \left( \frac{s}{m_{V}^{2}}, \frac{t}{m_{V}^{2}}, m_{H}^{2} \right) \right)
\]

(2.1)

with \( p_1^2 = p_2^2 = p_3^2 = 0 \), \( p_4^2 = m_H^2 \), \( s = (p_1 + p_2)^2 \), \( t = (p_1 - p_3)^2 \), \( m_H \) \( (m_V) \) is the Higgs (weak) boson mass, \( \varepsilon(p_k, q_k) \) are polarization vectors for the external gluon \( k \) with reference momentum \( q_k \), and the \( T_i \) are gauge-invariant Lorentz tensors derived in section 3.2. The global couplings due to light-quark contributions (see section 3.1) are

\[
\kappa_W = 1, \quad \kappa_Z = \frac{1}{\epsilon_W^4} \left( \frac{11s_W^2}{9} - \frac{7s_W^2}{6} + \frac{5}{8} \right),
\]

(2.2)

where \( \alpha_s \) \( (\alpha_{EW}) \) denotes the strong (weak) coupling constant and \( s_W \) \( (c_W) \) the sine (cosine) of the Weinberg angle. The \( A_i \left( \frac{s}{m_{V}^{2}}, \frac{t}{m_{V}^{2}}, m_{H}^{2} \right) \) are functions of the rescaled kinematic invariants and of the master integrals (MIs) defined in section 3, which we provide in the ancillary material.

The other main result for this paper is the evaluation of the relevant MIs for the two-loop amplitude (2.1) by means of the generalized power series expansion method [48]. The starting data for this method are the knowledge of the system of differential equations and a set of boundary points for the MIs; then the generalized series technique allows us to transport the boundary values to a new kinematic point. This method allows for fast high-precision numerical evaluation which can be improved by having a precomputed grid of boundary points. Moreover, the analytic continuation of the generalized series expansion in the physical region is completely algorithmic.

### 3 Computation of the amplitude

In this section we describe the details of the amplitude computation for the process under consideration. To obtain the amplitude we generate all relevant Feynman diagrams with QGraf [51], perform the color and Lorentz algebra with private computer codes and decompose it into a set of four gauge-invariant form factors. We then map all diagrams to a minimal set of two propagator structures and perform an Integration-by-Parts (IBP) reduction [52] to a minimal set of master integrals (MIs) with the computer code Kira [53, 54]. The MIs are computed as described in section 4. All computations are performed in conventional dimensional regularization (CDR) [55].

In the first section 3.1 we describe the decomposition of the amplitude into four form factors based on the coupling structure of the process, and we show that actually just one form factor, \( A_{VV} \), has to be explicitly computed. In section 3.2 we perform the tensor
decomposition of $A_{VV}$. Finally, in the third section 3.3, we discuss the derivation of functional relations exploited to simplify the amplitude, and in the last one, section 3.4, the checks performed to validate our result.

3.1 Coupling structure of the light-quark contribution

In the following we outline the coupling structure of the light-quark contribution eq. (2.1). In order to discuss the decomposition we separate the couplings of the quarks to the electroweak gauge bosons in SM as follows:

\[
\begin{align*}
udW^+ &\propto g_{V,W}^\mu \gamma^\mu + g_{A,W}^\mu \gamma^5, \\
udW^- &\propto g_{V,W}^\mu + g_{A,W}^\mu \gamma^5, \\
qqZ &\propto g_{V,Z}^\mu + g_{A,Z}^\mu \gamma^5.
\end{align*}
\]

We refer to $g_V$ as the vector coupling constant, and to $g_A$ as the axial coupling constant. Following this coupling separation we may write the mixed QCD-EW amplitude as:

\[
\mathcal{A} = A_{VV} + A_{AV} + A_{VA} + A_{AA} = \sum_{vb=(ZZ,W^\pm W^\mp)} g_{H,vb} \left( g_{V,vb}^2 A_{VV} + g_{A,vb}^2 A_{AA} + g_{V,vb} g_{A,vb} A_{AV} + g_{A,vb}^2 A_{VA} + g_{V,vb}^2 A_{VA} + g_{A,vb}^2 A_{AA} \right),
\]

where $g_{H,vb}$ is the coupling of the weak bosons to the Higgs. This decomposition highlights the coupling structure of the electroweak loop with representative diagrams shown in the first column of table 1. In order to compute the mixed QCD-EW cross section, we are interested in the interference of electroweak amplitudes against the pure QCD background shown in the first row of table 1. Therefore, for the cross section under consideration, the mixed coupling structures $A_{VA}$ and $A_{AV}$ are of no concern, since they will not contribute to the interferences. In particular, the relevant amplitude can thus be written as:

\[
\mathcal{A} = A_{VV} + A_{AA} = \sum_{vb=(ZZ,W^\pm W^\mp)} g_{H,vb} \left( g_{V,vb}^2 A_{VV} + g_{A,vb}^2 A_{AA} \right).
\]

This also implies that the subtleties arising in the embedding of $\gamma^5$ into CDR do not arise in our computation, since the $\gamma^5$-odd traces do not contribute. We can treat $\gamma^5$ as completely anti-commuting and one can show that the pure vector-piece $A_{VV}$ and the pure axial-piece $A_{AA}$ are equal:

\[
A_{VV} = A_{AA}.
\]

This is due to the fact that all the relevant $\gamma$-chains of $A_{AA}$ are of the form:

\[
\gamma^5 \gamma^{\mu_1} \ldots \gamma^{\mu_{2n}} \gamma^5 = \gamma^{\mu_1} \ldots \gamma^{\mu_{2n}},
\]

They appear in the neglected $A_{VA(AV)}$-pieces only
where \( n \) is an integer.

The second simplification of the amplitude computation arises solely from phenomenological considerations. As already alluded to in the introduction, the top-quark contribution to the mixed QCD-EW cross section at LO makes up only \( \sim 2\% \) of the contribution. It is reasonable to expect a similar behaviour at NLO and we therefore restrict ourselves to the computation of the light-quark contributions, e.g. 5 massless flavors. Removing the top-quark will manifestly break gauge invariance, since the \( SU(2) \)-doublet involving the left-handed top is effectively removed from the computation. We implement it in practical terms by restricting the \( W \)-exchange contribution to a diagonal mixing matrix where we neglect the top-bottom flavour exchange, such that:

\[
g^2_{A,W^\pm W^\mp} = g^2_{V,W^\pm W^\mp} = -\frac{1}{4} g^2 \sum_{\{(u,d),\{(c,s)\}} 1 = -\frac{1}{4} g^2 ,
\]

while for the \( Z \)-boson exchange we include the bottom quark and obtain

\[
g^2_{A,ZZ} = -\frac{1}{4} g^2 \sum_{\{u,c,d,s,b\}} (T_3^f)^2 = -\frac{5}{16c_W^2} g^2 ,
\]

\[
g^2_{V,ZZ} = -\frac{1}{4} g^2 \sum_{\{u,c,d,s,b\}} (T_3^f - 2Q_f s_w^2)^2 = -\left(\frac{176s_w^4 - 168s_w^2 + 45}{144c_W^2}\right) g^2 , \tag{3.7}
\]

where \( s_w (c_W) \) denotes the sine (cosine) of the Weinberg mixing angle, \( T_3^f \) the weak isospin, and \( Q_f \) the electric charge.

Following the previous discussion, when we compute mixed amplitudes, we are concerned with the computation of the pure vector piece \( A_{VV} \) for an arbitrary vector boson with mass \( m_V \) and a massless quark. The \( A_{AA} \) pieces, the relevant quark flavours, and the \( W^- \) and \( Z \) -bosons are then restored by inserting the associated couplings in eq. (3.3):

\[
A = \sum_{vb=(ZZ,W^\pm W^\mp)} g_{h,vb} (g^2_{V,vb} A_{VV} + g^2_{A,vb} A_{AA}) = g_{h,ZZ} \left(g^2_{V,ZZ} + g^2_{A,ZZ}\right) A_{VV}(m_Z) + 2g_{h,WW} \left(g^2_{V,WW} + g^2_{A,WW}\right) A_{VV}(m_W)
\]

\[
= -g^3 m_W \left(\frac{1}{c_W^2} \left(\frac{11s_w^2}{9} - \frac{7s_w^2}{6} + \frac{5}{8}\right) A_{VV}(m_Z) + A_{VV}(m_W)\right) , \tag{3.8}
\]

where the factor two accounts for the \( W^+W^- \) and \( W^-W^+ \) configuration and \( \alpha_{EW} = \frac{g^2 s_w^2}{4\pi} \).

Including the color-factors we arrive at the coupling structure in eq. (2.1).

### 3.2 Gauge invariant tensor decomposition

In order to perform the analytic computation one is interested in decomposing the amplitude into a minimal set of gauge-invariant tensor structures defined by the external particles of the process under consideration. Such a tensor decomposition involves the analytic solution of potentially large systems. Here, the large size of these systems is mainly
due to the regularization scheme choice. When we work in CDR, we lift all structures to $d$-dimensions. Such a treatment has many advantages, e.g. renormalization constants are particularly easy, and one does not have to treat external structures differently from off-shell structures. However, it also comes with drawbacks, e.g. one can not easily define explicit helicity states, and the lift of the Dirac-structures becomes non-trivial since one does not have a finite basis as for the four-dimensional case. In comparison, for example, the ’t Hooft-Veltman scheme keeps the external structure, e.g. external momenta, polarizations, and spinors, in strictly four dimensions. It explicitly splits the algebra and the loop-momenta into 4-dimensional, and $-2\varepsilon$-dimensional orthogonal components, and requires introducing additional renormalization pieces, which account for this splitting. However, keeping the external states strictly four-dimensional has advantages. In particular, one can work with physical, on-shell amplitudes, e.g. defined helicity states, which gets rid of unphysical, spurious structures. Such an approach can simplify the construction of the projectors by not projecting on generic, Ward-identity fulfilling Lorentz structures, but specific helicity states. This was put forward in a general approach recently in [56, 57] and [58], and we refer to the discussion and references therein for more details.

In our computation we do not work within the framework of helicity amplitudes. Instead we follow the more “traditional” multi-loop approach, in which a set of projectors for generic helicities is obtained, see e.g. [59–61], that can be applied to project the amplitude onto a minimal set of Ward-identity fulfilling, independent tensor structures. The derivation of the decomposition for the amplitude under consideration is detailed in the following.

The amplitude for the vector piece of the process $g(p_1) \ g(p_2) \rightarrow g(p_3) \ H(p_4)$ may be written as:

$$A_{VV} = \sum_{i=1}^{14} t_i S_i$$

where the $t_i$ are all possible rank-three Lorentz-tensors obtained from the metric and the external momenta, and the $S_i$ are scalar loop-integrals independent of the polarization vectors. The tensor-structures are:

\[
\begin{align*}
P_{i \neq 1}^{\mu_1} P_{j \neq 2}^{\mu_2} P_{k \neq 3}^{\mu_3} & : \\
& t_1 = (\varepsilon_1 p_2)(\varepsilon_2 p_3)(\varepsilon_3^* p_1) \\
& t_2 = (\varepsilon_1 p_3)(\varepsilon_2 p_1)(\varepsilon_3^* p_2) \\
& t_3 = (\varepsilon_1 p_2)(\varepsilon_2 p_1)(\varepsilon_3^* p_1) \\
& t_4 = (\varepsilon_1 p_3)(\varepsilon_2 p_1)(\varepsilon_3^* p_1) \\
& t_5 = (\varepsilon_1 p_2)(\varepsilon_2 p_1)(\varepsilon_3^* p_2) \\
& t_6 = (\varepsilon_1 p_3)(\varepsilon_2 p_1)(\varepsilon_3^* p_2) \\
& t_7 = (\varepsilon_1 p_3)(\varepsilon_2 p_3)(\varepsilon_3^* p_1) \\
& t_8 = (\varepsilon_1 p_3)(\varepsilon_2 p_3)(\varepsilon_3^* p_2) \\
& t_9 = (\varepsilon_1 \varepsilon_2)(\varepsilon_3^* p_1) \\
& t_{10} = (\varepsilon_1 \varepsilon_2)(\varepsilon_3^* p_2) \\
& t_{11} = (\varepsilon_1 \varepsilon_3^*)(\varepsilon_2 p_1) \\
& t_{12} = (\varepsilon_1 \varepsilon_3^*)(\varepsilon_2 p_3) \\
& t_{13} = (\varepsilon_2 \varepsilon_3^*)(\varepsilon_1 p_2) \\
& t_{14} = (\varepsilon_2 \varepsilon_3^*)(\varepsilon_1 p_3)
\end{align*}
\]

where the first element of each line states the Lorentz-structure that gives rise to the $t_i$ and transversality of the polarizations $(p_i \varepsilon_i) = 0$ is imposed.
Requiring gauge invariance,

\[ A_{VV|_{\varepsilon(p_i)\to p_i}} = 0, \quad i = 1, \ldots, 3, \quad (3.17) \]

one finds relations between the \( S_i \), and the amplitude may be written as

\[ A_{VV} = \sum_{i=1}^{4} T_i A_i \]

\[ = \sum_{i=1}^{4} (\varepsilon_{\mu_1} (p_1) \varepsilon_{\mu_2} (p_2) \varepsilon_{\mu_3}^* (p_3) T_i^{\mu_1\mu_2\mu_3}) A_i, \quad (3.18) \]

where the \( A_i \) are linear combinations of the \( S_i \) in eq. (3.9). The \( T_i \) fulfill Ward identities independently. Their components are

\[ T_1^{\mu_1\mu_2\mu_3} = -\frac{(s_{23} p_1^{\mu_3} - s_{13} p_2^{\mu_3}) (s_{12} g^{\mu_1\mu_2} - 2 p_2^{\mu_1} p_1^{\mu_2})}{2 s_{23}}, \quad (3.19) \]

\[ T_2^{\mu_1\mu_2\mu_3} = -\frac{(s_{13} p_2^{\mu_1} - s_{12} p_3^{\mu_1}) (s_{23} g^{\mu_1\mu_3} - 2 p_3^{\mu_1} p_2^{\mu_3})}{2 s_{13}}, \quad (3.20) \]

\[ T_3^{\mu_1\mu_2\mu_3} = -\frac{(s_{23} p_1^{\mu_2} - s_{12} p_3^{\mu_2}) (s_{13} g^{\mu_1\mu_3} - 2 p_3^{\mu_1} p_1^{\mu_3})}{2 s_{23}}, \quad (3.21) \]

\[ T_4^{\mu_1\mu_2\mu_3} = \frac{1}{2} (g^{\mu_2\mu_3} (s_{13} p_2^{\mu_1} - s_{12} p_3^{\mu_1}) + g^{\mu_1\mu_3} (s_{12} p_3^{\mu_2} - s_{23} p_1^{\mu_2}) + g^{\mu_1\mu_2} (s_{23} p_1^{\mu_3} - s_{13} p_2^{\mu_3}) - 2 (p_2^{\mu_1} p_3^{\mu_2} p_1^{\mu_3} - p_3^{\mu_1} p_1^{\mu_2} p_2^{\mu_3})) \quad (3.22) \]

with \( s_{ij} = 2 \langle p_i p_j \rangle \).

These tensor-structures are not unique. In order to see this, consider \( A_{VV|_{\varepsilon_1\to p_1}} = 0 \) from eq. (3.9):

\[ A|_{\varepsilon_1\to p_1} = 0 \quad (3.23) \]

\[ \Rightarrow 0 = [S_6 (p_1 p_2) + S_8 (p_1 p_3)] (\varepsilon_2 p_3) (\varepsilon_3^* p_2) + [S_2 (p_1 p_3) + S_5 (p_1 p_2) + S_{10}] (\varepsilon_2 p_1) (\varepsilon_3^* p_2) + [S_3 (p_1 p_2) + S_4 (p_1 p_3) + S_9 + S_{11}] (\varepsilon_2 p_1) (\varepsilon_3^* p_1) + [S_1 (p_1 p_2) + S_7 (p_1 p_3) + S_{12}] (\varepsilon_2 p_3) (\varepsilon_3^* p_1) + [S_{13} (p_1 p_2) + S_{14} (p_1 p_3)] (\varepsilon_2 p_3) \quad (3.24) \]

Here, each term in the square-brackets, multiplying the contracted polarization, has to vanish resulting in five relations among linear combinations of the \( S_i \). Once we impose the other Ward identities as well, we get a total of 15 equations (5 from each Ward identity). Some of the relations will be linear combinations of others and in order to solve the overdetermined system efficiently, we introduce a strict ordering \( S_i < S_j \) if \( i < j \) and solve w.r.t. the variable with the highest ordering. This is in complete analogy to the well
known Laporta-algorithm used in the integration-by-parts (IBP) reduction to scalar MIs. For example, from the first Ward-identity above we get, using this particular ordering:

\[ S_8 = -S_6 \frac{(p_1 p_2)}{(p_1 p_3)}, \quad S_{10} = -S_2 (p_1 p_3) - S_5 (p_1 p_2), \]  
\[ S_{11} = -S_3 (p_1 p_2) - S_4 (p_1 p_3) - S_9, \quad S_{12} = -S_1 (p_1 p_2) - S_7 (p_1 p_3), \]  
\[ S_{14} = -S_{13} \frac{(p_1 p_2)}{(p_1 p_3)}. \]  

(3.25)

(3.26)

(3.27)

As for the IBP-reduction, the choice of the ordering will define a different set of independent \( S_i \) (similar to the case of MIs), which will ultimately result in different gauge invariant Lorentz-tensors \( T_i \). In particular, some ordering choices may give a “better” (e.g. more compact) definition of the basis of tensor structures than others.

To extract the scalar components \( A_i \) from the amplitude \( A_{V V} \) (see eq. (3.18)), one can construct “projectors”, denoted as \( P_i \) such that

\[ \langle P_i, T_j \rangle := \sum_{\text{hel.}} \left( \varepsilon^{*}_{\nu_1}(p_1) \varepsilon^{*}_{\nu_2}(p_2) \varepsilon_{\nu_3}(p_3) P_i^{\nu_1 \nu_2 \nu_3}(p) \right) \left( \varepsilon_{\mu_1}(p_1) \varepsilon_{\mu_2}(p_2) \varepsilon^{*}_{\mu_3}(p_3) T_j^{\mu_1 \mu_2 \mu_3}(p) \right) \]

\[ = \delta_{ij}. \]  

(3.28)

In particular, if the \( T_i \) are a complete set of linearly independent Lorentz structures for the process under consideration, the projectors may be decomposed as

\[ P_k = \sum_{i=1}^{4} c_{k,i} T_i, \]  

(3.29)

where the \( c_{k,i} \) are rational functions of the Mandelstam variables and the dimension. Denoting the reference vector for the external momentum \( p_i \) as \( q_i \) one can consider

\[ \langle P_i, T_j \rangle = \sum_{\text{hel.}} \left( \varepsilon^{*}_{\nu_1}(p_1) \varepsilon^{*}_{\nu_2}(p_2) \varepsilon_{\nu_3}(p_3) P_i^{\nu_1 \nu_2 \nu_3}(p) \right) \left( \varepsilon_{\mu_1}(p_1) \varepsilon_{\mu_2}(p_2) \varepsilon^{*}_{\mu_3}(p_3) T_j^{\mu_1 \mu_2 \mu_3}(p) \right) \]

\[ = \sum_{k=1}^{4} c_{i,k} T_k^{\nu_1 \nu_2 \nu_3} \left( -g_{\mu_1 \nu_1} + \frac{(p_1)_{\mu_1}(q_1)_{\nu_2} + (q_1)_{\mu_1}(p_1)_{\nu_2}}{(p_1 q_1)} \right) \]

\[ \left( -g_{\mu_2 \nu_2} + \frac{(p_2)_{\mu_2}(q_2)_{\nu_2} + (q_2)_{\mu_2}(p_2)_{\nu_2}}{(p_2 q_2)} \right) \]

\[ \left( -g_{\mu_3 \nu_3} + \frac{(p_3)_{\mu_3}(q_3)_{\nu_3} + (q_3)_{\mu_3}(p_3)_{\nu_3}}{(p_3 q_3)} \right) T_j^{\mu_1 \mu_2 \mu_3} \]

\[ = \sum_{k=1}^{4} c_{i,k} T_k^{\nu_1 \nu_2 \nu_3} (-g_{\mu_1 \nu_1})(-g_{\mu_2 \nu_2})(-g_{\mu_3 \nu_3}) T_j^{\mu_1 \mu_2 \mu_3}, \]  

(3.30)

where we used that by construction \( T|_{\varepsilon^{*}(p_i)\rightarrow p_i} = T|_{\varepsilon(p_i)\rightarrow p_i} = 0 \). Thus, \( \langle P_i, T_j \rangle \) is independent of the chosen reference momentum, and it is sufficient that

\[ (P_i^{\mu_1 \mu_2 \mu_3} T_j^{\mu_1 \mu_2 \mu_3}) = -\delta_{ij}, \]  

(3.31)
where the $−1$ is a direct consequence of exchanging polarization sums of the inner product $⟨\cdot,\cdot⟩$ for Lorentz-contractions of the respective coefficients. The components of the “projectors” $P_i$ can then be constructed as

$$P_{i}^{\mu_1\mu_2\mu_3} = -(B^{-1})_{ij} T_{j}^{\mu_1\mu_2\mu_3},$$

where

$$B_{ij} = (T_{i,\mu_1\mu_2\mu_3} T_{j}^{\mu_1\mu_2\mu_3}),$$

since

$$P_{i}^{\mu_1\mu_2\mu_3} T_{j,\mu_1\mu_2\mu_3} = -(B^{-1})_{ik} T_{k}^{\mu_1\mu_2\mu_3} T_{j,\mu_1\mu_2\mu_3} = -(B^{-1})_{ik} B_{kj} = -\delta_{ij}. \quad (3.34)$$

For the tensor structures in (3.22) one finds, following this procedure, the components of the projectors:

$$-P_{1}^{\mu_1\mu_2\mu_3} = -\frac{ds_{13}T_{1}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}} - \frac{(d-4)T_{2}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{23}} + \frac{(d-4)s_{23}T_{3}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}},$$

$$-P_{2}^{\mu_1\mu_2\mu_3} = -\frac{ds_{13}T_{2}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{23}} - \frac{ds_{13}T_{2}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{23}} + \frac{(d-4)T_{3}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}},$$

$$-P_{3}^{\mu_1\mu_2\mu_3} = \frac{(d-4)s_{23}T_{1}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}} + \frac{(d-4)T_{2}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{23}} - \frac{ds_{23}T_{3}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}},$$

$$-P_{4}^{\mu_1\mu_2\mu_3} = -\frac{(d-2)T_{1}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}} - \frac{(d-2)T_{2}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{23}} + \frac{(d-2)T_{3}^{\mu_1\mu_2\mu_3}}{(d-3)s_{12}^{2}s_{13}}.$$  

(3.35)

where $d = 4 - 2\varepsilon$. In particular, for projecting the amplitude $A_{VV}$ onto the $T_i$, we choose the reference momenta to be $q_{i(t)} = p_{2(t)}$ and $q_3 = p_1$. The tensor-structures eq. (3.22) agree with the ones given in [61] under re-labeling, e.g. the same ordering for solving the overdetermined system in the determination of the independent $T_i$ was used.

### 3.3 Functional relations

The amplitude $A_{VV}$ is the leading-order amplitude for the partonic process $gg \to Hq$ with the electroweak loop. Therefore, it is free of explicit poles in the dimensional regulator and only has implicit singularities in the IR-singular configurations. However, due to the IBP-reductions and the projections, the obtained result has spurious explicit poles multiplying...
different Laurent coefficients of the canonical MIs $f_i$. The semi-analytic integration we employ (see section 4.2) does not give a result in terms of special functions and, therefore, functional relations are not explicit, e.g. we do not have manifest cancellations of spurious poles in the dimensional regulator. In the following, we outline how the explicit functional relations can be obtained by exploiting the fact that our set of MIs are canonical. This can directly be used to impose cancellation of spurious poles and it simplifies the amplitude considerably.

For this we consider the explicit (spurious) pole of order $j$ of the scalar form-factor:

$$A^{(-j)} = \frac{1}{\varepsilon^j} \sum_k \sum_{i_k} \alpha_{j,k,i_k}(\vec{x}) f_{i_k}^{(k)}$$

where $\alpha_{j,k,i_k}(\vec{x})$ is an algebraic function of the external scales and $f_{i_k}^{(k)}$ is the $k$-th Laurent coefficient of the $i_k$-th canonical integral. In order for this pole to vanish, we first notice that the Laurent coefficients $f_{i_k}^{(k)}$ are transcendental functions of weight $k$. This directly implies that there is a set of $\mathbb{Q}$-linear independent algebraic functions $\tilde{\alpha}_{j,m,k}(\vec{x})$, such that

$$A^{(-j)} = \frac{1}{\varepsilon^j} \sum_k \sum_m \alpha_{j,m,k}(\vec{x}) \left( \sum_{i_m} q_{i_m} f_{i_m}^{(k)} \right)$$

where $q_{i_m} \in \mathbb{Q}$, and

$$A^{(-j)} = 0 \Rightarrow F_m = \left( \sum_{i_m} q_{i_m} f_{i_m}^{(k)} \right) = 0, \ \forall m.$$  \hspace{1cm} (3.38)

$F_m$ is a functional relation between Laurent coefficients of weight $k$.

In order to obtain the functional relations $F_m$ between the weight $k$-coefficients of the canonical MIs we proceed as follows. For each spurious pole of the amplitude $A^{(-j)}$ we obtain the analytic coefficients $\tilde{\alpha}_{j,k}$ in front of all weight $k$ integrals such that

$$A^{(-j)} = \frac{1}{\varepsilon^j} \sum_k \left( \tilde{\alpha}_{j,k} \cdot \vec{f}^{(k)} \right),$$

where $\cdot$ is the usual scalar product. We then build a matrix $A_{\text{num.}}$ where each row is $\tilde{\alpha}_{j,k}$ evaluated at $(s/m_V^2, t/m_V^2, m_H^2/m_V^2) = \vec{\pi} = (\pi_1, \pi_2, \pi_3)$ where the $\pi_i$ are different and sufficiently large prime numbers. The sampling is performed for more (distinct) prime-tuples $\vec{\pi}$ than there are weight $k$ integrals in $A^{(-j)}$. The row-reduction $A_{\text{num.}}^{\text{row-red.}}$ of $A_{\text{num.}}$ will have $n$ non-zero rows with elements $q_{i_m} \in \mathbb{Q}$, each corresponding to one of the functional relations eq. (3.38):

$$F_m = \left( \sum_{i_m} q_{i_m} f_{i_m}^{(k)} \right) = 0 \Leftrightarrow \exists l : \sum_{i_l} \left( A_{\text{num.}}^{\text{row-red.}} \right)_{l,i_l} f_{i_l}^{(k)} = F_m = 0.$$  \hspace{1cm} (3.40)

We use this sampling to reveal 444 functional identities between Laurent coefficients of scalar integrals up to weight 3, effectively by-passing the analytic decomposition eq. (3.37).
This approach is very efficient, since row-reductions of large numeric matrices is not a bottleneck. We then impose these relations to make the vanishing of the spurious poles manifest, which, as a by-product, simplifies the finite remainder considerably.

3.4 Validation of the amplitude

In order to validate our result for the two-loop amplitude for $gg \to Hg$ we performed a variety of checks.

First, we verified that our amplitude reproduces numerically the $gg \to Hg$-HEFT one in the limit $m_V \to \infty$ as predicted by the infinite boson mass approximation [42].

Furthermore, we validated the interference of our amplitude against the interference obtained from the helicity amplitudes provided in [47]. This could only be done in the Euclidean regime, since in order to obtain the full set of helicity amplitudes from [47] one needs to relabel their results, which amounts to a kinematic crossing into a regime for which [47] does not provide the analytic continuation.

Lastly, in [1] we used our amplitude to compute the light quark-contribution of the NLO mixed QCD-electroweak contribution to the gluon fusion Higgs production cross section. In this computation, we perform our phase-space integration with two different local subtraction schemes (see [1] for more details), both of which are fully automatized, generic, and independent implementations. As a consequence errors occurring in the amplitude expression would have been seen as missed numerical cancellations in the IR, which do not occur. This is a powerful additional check since it happens independently at runtime and for physical kinematics.

4 Computation of the Master Integrals

In this section we discuss the computation of the MIs that appear in the amplitude $\mathcal{A}$ eq. (2.1), which has been performed by means of the differential equation approach [62–64] together with the generalized series method [48] in order to obtain numerical results for MIs in the physical region. For the computation we heavily rely on the publicly available IBP-reduction programs Kira [53, 54, 65], Fire [66–69], and LiteRed [70, 71].

If one allows for the permutations:

Map I: $p_1 \to p_1 \quad p_2 \to -p_3 \quad p_3 \to -p_2$,

Map II: $p_1 \to p_2 \quad p_2 \to p_1 \quad p_3 \to p_3$,

Map III: $p_1 \to -p_3 \quad p_2 \to p_2 \quad p_3 \to -p_1$,

(4.1)

all the scalar integrals appearing in the $A_i$ in eq. (3.18) can be considered as (sub-)topologies of the propagator sets shown in table 2.

The associated graphs, corresponding to the propagators $D_{1,(P,NP)}, \ldots, D_{7,(P,NP)}$ are depicted in fig. 1. Here, continuous lines denote massless propagators and wavy lines correspond to the massive gauge-boson propagators.
\[
\begin{align*}
D_{1,P} &= k_1^2 \\
D_{2,P} &= (k_1 - k_2)^2 \\
D_{3,P} &= (k_1 + p_1)^2 \\
D_{4,P} &= (k_1 + p_1 + p_2)^2 \\
D_{5,P} &= (-k_1 - p_3)^2 \\
D_{6,P} &= (k_2 + p_1 + p_2)^2 - m_V^2 \\
D_{7,P} &= (-k_2 - p_3)^2 - m_V^2 \\
D_{8,P} &= (k_1 - k_2 - p_3)^2 \\
D_{9,P} &= (k_2 + p_2)^2 \\
D_{1,NP} &= k_1^2 \\
D_{2,NP} &= (k_1 - k_2)^2 \\
D_{3,NP} &= (k_1 + p_1)^2 \\
D_{4,NP} &= (k_1 + p_1 + p_2)^2 \\
D_{5,NP} &= (k_1 - k_2 - p_3)^2 \\
D_{6,NP} &= (k_2 + p_1 + p_2)^2 - m_V^2 \\
D_{7,NP} &= (-k_2 - p_3)^2 - m_V^2 \\
D_{8,NP} &= (-k_1 - p_3)^2 \\
D_{9,NP} &= (k_2 + p_2)^2
\end{align*}
\]

Table 2: Propagator sets for the scalar topologies in \( gg \to Hg \). External momenta are denoted by \( p_i \) and loop-momenta by \( k_i \), where \( p_i^2 = 0, (p_1 + p_2 - p_3)^2 = m_H^2 \), and \( m_V \) denotes the gauge boson masses \( m_Z \) or \( m_W \).

Figure 1: The scalar top-topologies associated to the propagator sets in table 2. Continuous lines denote massless propagators, wavy lines denote massive propagators. All external particles are on-shell.

The two-loop scalar integrals can be written in dimensional regularization as

\[
\mathcal{J}_{a_1,\ldots,a_9}^{(P,NP)} = \int \mathcal{D}^d k_1 \mathcal{D}^d k_2 \frac{D_{8,(P,NP)}^{d_8} D_{9,(P,NP)}^{d_9}}{D_{1,(P,NP)}^{d_1} \cdots D_{7,(P,NP)}^{d_7}},
\]

where \( a_i \geq 0 \) are positive integers, \( d = 4 - 2\varepsilon \) and the integration measure is defined as

\[
\mathcal{D}^d k_i = \frac{d^d k_i}{i\pi^d} \varepsilon^{-\varepsilon} \left( \frac{m_V^2}{\mu^2} \right)^{\varepsilon}.
\]

The number of master integrals for the planar topology (P) is 48, while for the non-planar topology (NP) we found 61 master integrals. The MIs relevant for this process have been analytically computed in [46] and [47], respectively for the planar and non-planar topologies. For the purpose of this project we performed an independent numerical computation based on the generalized series expansion method described in [48]. The MIs basis, the differential equation matrices and the boundary values are given in the ancillary.
files, along with the scalar form-factors and the relevant tensor structures. The numerical evaluation is performed with a private implementation of the method [48], however it is possible to use the material given in the ancillary files also within the software DiffExp [49].

4.1 Differential equations approach

The MIs satisfy a system of linear first order partial differential equations with respect to the kinematic invariants [63, 72]. In order to solve the system efficiently we adopted the canonical basis approach [62, 73]. A set of MIs \( \vec{f}(\vec{x}, \varepsilon) \) is said to be in canonical form if it satisfies a system of differential equations of the kind:

\[
\begin{align*}
\text{d} \vec{f}(\vec{x}, \varepsilon) &= \varepsilon \sum_i A_i(\vec{x}) \vec{f}(\vec{x}, \varepsilon) \text{d}x_i, \quad A_i(\vec{x}) := \partial_{x_i} \tilde{A}(\vec{x}), \\
\end{align*}
\]

where \( \varepsilon \) is the dimensional regularization parameter and \( \text{d} \) is the total differential with respect to the kinematic invariants \( \vec{x} \). The matrix \( \tilde{A}(\vec{x}) \) is a \( \mathbb{Q} \)-linear combination of logarithms,

\[
\begin{align*}
\tilde{A}(\vec{x}) &= \sum_i c_i \log(\alpha_i(\vec{x})),
\end{align*}
\]

where \( c_i \) are matrices of rational numbers and \( \alpha_i(\vec{x}) \) are algebraic functions of the kinematic invariants which we refer to as letters. The set of letters is usually called the alphabet. For the planar (non-planar) topology we find 25 (62) independent letters, such that

\[
\begin{align*}
\sum_{i=1}^{25,62} c_i \text{d} \log(\alpha_i(\vec{x})) &= 0 \quad \Rightarrow \quad c_i = 0 \quad \forall i,
\end{align*}
\]

which involve the square roots

\[
\begin{align*}
r_1 &= \sqrt{-m_H^2 \sqrt{4m_V^2 - m_H^2}}, \\
r_2 &= \sqrt{s - m_H^2 \sqrt{-m_H^2 + 4m_V^2} + s}, \\
r_3 &= \sqrt{-t \sqrt{4m_V^2 (s + t) (m_H^2 - s) - t m_H^4}}, \\
r_4 &= \sqrt{-m_H^2 + s + t \sqrt{4m_V^2 (m_H^2 - s) (m_H^2 - t) + m_H^4 (-m_H^2 + s + t)}},
\end{align*}
\]

where \( s = (p_1 + p_2)^2 \) and \( t = (p_1 - p_3)^2 \). The alphabet for the planar and non-planar topologies is provided as part of the ancillary material.

In order to find a canonical basis several approaches have been proposed [74–80]. We choose the approach discussed in [81, 82]. The system of differential equations eq. (4.4) admits the solution in terms of Chen iterated integrals [83],

\[
\vec{f}(\vec{x}, \varepsilon) = \mathbb{P} \exp \left( \varepsilon \int_{\gamma} \text{d} \tilde{A}(\vec{x}) \right) \vec{f}(\vec{x}_0, \varepsilon),
\]
where $\mathbb{P}$ is the path-ordering operator, $\gamma$ represents a path in kinematic space and $\vec{f}(\vec{x}_0, \varepsilon)$ is the vector of boundary conditions. In the context of high-energy physics, the solution eq. (4.8) is written as a series expansion with respect to the dimensional regularization parameter around the point $\varepsilon = 0$,

$$\vec{f}(\vec{x}, \varepsilon) = \sum_{k=0}^{\infty} \varepsilon^k \vec{f}^{(k)}(\vec{x})$$  \hspace{1cm} (4.9)

The coefficients of the expansion can be explicitly written, for example, parametrizing the integration path $\gamma$ with a parameter $t \in [0, 1]$:

$$\vec{f}(\vec{x}, \varepsilon) = \vec{f}^{(0)}(\vec{x}_0) + \sum_{k=1}^{\infty} \varepsilon^k \sum_{j=1}^{k} \int_{0}^{1} dt_1 A(t_1) \int_{0}^{t_1} dt_2 A(t_2) \cdots \int_{0}^{t_{j-1}} dt_j A(t_j) \vec{f}^{(k-j)}(\vec{x}_0),$$  \hspace{1cm} (4.10)

where the matrices $A(t)$ denote the pull-back onto the interval $[0, t]$ along the path $\gamma$:

$$A(t) dt := \gamma^* (d\tilde{A}(\vec{x}))(t).$$  \hspace{1cm} (4.11)

The alphabet of the system of differential equations determines the functional space in which the solution to eq. (4.4) is represented. Specifically, if the $\alpha_i(\vec{x})$ are rational in the kinematic invariants, it is possible to write eq. (4.10) order-by-order in $\varepsilon$ in terms of MPLs [84, 85],

$$G(w_1, \cdots, w_n; z) = \int_{0}^{z} \frac{dt}{t - w_1} G(w_2, \cdots, w_n; z),$$  \hspace{1cm} (4.12)

with

$$G(; z) = 1, \quad G(\tilde{0}; z) = \frac{\log^n z}{n!}.$$  \hspace{1cm} (4.13)

For algebraic $\alpha_i(\vec{x})$ in eq. (4.5), it is not always possible to write the solution of eq. (4.4) in terms of MPLs [86]. However, in certain cases one can obtain a representation in terms of MPLs by employing computational techniques involving the symbol associated to the solution itself [32, 87, 88]. Such is the case of both the planar and the non-planar topologies of the two-loop $gg \rightarrow Hg$ amplitude [46, 47], for which a representation in terms of MPLs can be achieved, despite the fact that the system of differential equations depends on the set of square roots eq. (4.7).

### 4.2 Series expansion method

In our computation of the mixed QCD-EW cross section [1], we did not aim at a fully analytic two-loop $gg \rightarrow Hg$ amplitude as in [47]. Instead we exploited the method of generalized power series [48] to evaluate the MIs numerically in the physical phase-space regions. In the following paragraph, we want to review the main points of this semi-analytical integration.

The method can be summarised as follows: given the knowledge of the solution of the system eq. (4.4) in a given point $\vec{x}_0$ (either analytically or numerically with high-precision),
it is possible to evaluate the solution in a point $\vec{x}_a$ numerically, by patching together local solutions in terms of generalized power series. The advantages of this strategy are several. First, it allows to obtain high-precision numerical results for a system of MIs regardless of the actual space of functions in which the analytic solution may be expressed. This aspect is particularly relevant when dealing with Feynman integrals that admit a solution in terms of elliptic integrals \[\text{(4.10)}\], for which the numerical evaluation of analytic expression has received, recently, increasing attention \[\text{(89–91)}\]. Secondly, even if the solution can be expressed in terms of MPLs it can be more convenient, especially for phenomenological applications \[\text{(1, 92)}\], to exploit this generalized power series method. In particular when the system of differential equations involves square roots of the kinematic invariants, the numerical evaluation of an analytic solution expressed in terms of MPLs can be less efficient and it involves complicated analytic continuation for the special functions.

We assume that the solution to the system eq. \[\text{(4.4)}\] is known in a point $\vec{x}_0$ and we want to evaluate it at a point $\vec{x}_a$. The system eq. \[\text{(4.4)}\] can be written with respect to some variable $t$ which parametrize the path $\gamma(t)$ that connects the points $\vec{x}_0$ and $\vec{x}_a$:

$$
\gamma(t) : t \mapsto \vec{x}(t), \ t \in [0, 1], \ \gamma(0) = \vec{x}_0, \ \gamma(1) = \vec{x}_a.
\quad \text{(4.14)}
$$

As already shown in eq. \[\text{(4.10)}\], the solution can be written as

$$
\tilde{f}(t, \varepsilon) = \sum_{k=0}^{\infty} \varepsilon^k \tilde{f}^{(k)}(t),
\quad \text{(4.15)}
$$

$$
\tilde{f}^{(k)}(t) = \sum_{j=1}^{k} \int_0^{t_1} dt_1 A(t_1) \int_0^{t_2} dt_2 A(t_2) \cdots \int_0^{t_{j-1}} dt_{j-1} A(t_{j-1}) \tilde{f}^{(k-j)}(\vec{x}_0) + \tilde{f}^{(k)}(\vec{x}_0).
\quad \text{(4.16)}
$$

The first step is to split the path which connects the points $\vec{x}_0$ and $\vec{x}_a$ into segments $S_i := [t_i - r_i, t_i + r_i]$. Then, inside each segment $S_i$, we denote by $f_i^{(k)}(t)$ the local solution obtained as a truncated power series expansion around $t_i$ with radius of convergence $r_i$. The global solution on the path $\gamma(t)$ can then be approximated as:

$$
\tilde{f}(t, \varepsilon) = \sum_{k=0}^{\infty} \sum_{i=0}^{N-1} \varepsilon^k \sum_{i=0}^{N-1} \rho_i(t) f_i^{(k)}(t), \quad \rho(t) = \begin{cases} 1, & t \in [t_i - r_i, t_i + r_i) \\ 0, & t \notin [t_i - r_i, t_i + r_i) \end{cases},
\quad \text{(4.17)}
$$

where $N$ is the total number of segments.

We can construct the segments $S_i$ from the knowledge of the singular points of the differential equations. In the general case, we can have both real and complex-valued singular points. Let us denote the real singular points of the system of differential equations as $R := \{r_i \mid i = 1, \ldots, N_r\}$, and the complex-valued ones as $C := \{\lambda_i^{re} + i\lambda_i^{im} \mid i = 1, \ldots, N_c\}$. Starting from $C$ we can construct a set of regular points $C_r := \cup_{i=1}^{N_c} \{\lambda_i^{re} \pm \lambda_i^{im}\}$, therefore we can choose the expansion points $t_i$, which define the segments $S_i$, to belong to the set $R \cup C_r$, and the radius of convergence $r_i$ can be defined as the distance of $t_i$ to the closest element $t_p$, with $p \neq i$. 


As a second step we need to know the local solution inside each segment $S_i$. This can be done by expanding the system of differential equations around the point $t_i$:

$$A(t) = \sum_{l=0}^{\infty} A_l \, (t - t_i)^{w_l}, \quad w_l \in \mathbb{Q}, \quad (4.18)$$

where $A_l$ are constant matrices. By substituting eq. (4.18) into $\vec{f}(k)(t)$ we obtain:

$$\vec{f}(k)(t) = \sum_{j=1}^{k} \sum_{l_1=0}^{\infty} \cdots \sum_{l_j=0}^{\infty} A_{l_1} \cdots A_{l_j} \int_0^t \, dt_1 \, (t_1 - t_i)^{w_1} \cdots \int_0^{t_{j-1}} \, dt_j \, (t_j - t_i)^{w_{j}} \, f^{(k-j)}(\vec{x}_0) + f^{(k)}(\vec{x}_0). \quad (4.19)$$

As a consequence of working with a system of differential equations in canonical form, the integrals that appear in eq. (4.19) are of the form:

$$\int_0^t \, dt \, (t - t_i)^w \log(t - t_i)^m, \quad w \in \mathbb{Q}, \quad m \in \mathbb{N}, \quad (4.20)$$

this implies that eq. (4.19) can be written as

$$f^{(k)}(t) = \sum_{l_1=0}^{N_{i,k}} \sum_{l_2=0}^{l_1} c_k^{(i,l_1,l_2)} (t - t_i)^{l_1} \log(t - t_i)^{l_2}, \quad (4.21)$$

where the rational exponent $\frac{l_1}{l_2}$ is a consequence of the presence of the square roots, e.g. eq. (4.7), in the system of differential equations. The matrices $c_k^{(i,l_1,l_2)}$ depend on the boundary conditions and the constant matrices $A_l$ in eq. (4.18). Finally, using the previous result for $f^{(k)}(t)$, it is possible to numerically evaluate the solution in the point $\vec{x}_n$ by employing the expression eq. (4.17).

We conclude this brief review of the method by emphasizing that the endpoint of the integration path is considered a fixed numerical value so that the result is not considered a function of the endpoint itself, as for example in fully analytic approaches.

### 4.3 Analytic continuation

Let us now turn to the analytic continuation, which in this approach simply means a singularity of the matrix $A(t)$ exists for $t \in [0, 1]$ such that the contour will cross a branch-cut. In eq. (4.21) it is obvious that we will need to analytically continue only roots (typically square roots) and logarithms. For physical thresholds $s_{\text{phys}}$, which are linear in one kinematic variable $x_k$, Feynman prescription dictates to assign a small positive imaginary part $i\eta$, such that

$$x_k(t) = a + bt \mapsto a + bt + i\eta \quad \Rightarrow \quad x_k(t) \mapsto x_k(t + i\text{sign}(b)\eta). \quad (4.22)$$
This directly determines the imaginary part for the logarithms of the series around the threshold. More subtle are the singularities of the differential equations which are multivariate polynomials in the kinematic invariants. For these singularities, an analytic continuation can be very non-trivial often. However, if these singularities are spurious the analytic continuation for intermediate steps does not matter. We say, a singularity is spurious if all the numeric coefficient $c_k^{(i_1,i_2)}$ in eq. (4.21) vanish identically; the Feynman integral does not dependent on these logarithms at all. This can be turned into an efficient check. We assume that all multivariate polynomial singularities are spurious. Then we check explicitly, for each integration, that indeed all numeric coefficients vanish whenever a contour crosses such singularities.

The analytic continuation for “physical square roots” (linear in one kinematic invariant) is completely analogous. However, a sufficient condition for a square-root to be spurious does not only involve the vanishing of the numeric coefficients $c$ in eq. (4.21). This is due to the algebraic transformation we use to obtain a canonical basis $\tilde{\mathbf{f}}$ from a basis of scalar integrals $\mathbf{f}$

$$\tilde{\mathbf{f}} = T(\vec{x},\varepsilon)\mathbf{f}. \quad (4.23)$$

For a square root to be spurious all coefficients in front of that root have to vanish for all $\mathcal{J}_i \in \tilde{\mathbf{f}}$. So whenever a contour crosses an assumed spurious branch-cut of a root, one has to invert back to the scalar integrals $\mathbf{f}$ and verify that indeed all coefficients in front of the root vanish for all scalar Feynman integrals. For logarithms, this is not necessary since they will never be used in the transformations to obtain a canonical basis.

4.4 Boundary conditions

In order to evaluate the semi-analytic integration we obtain the initial boundary value in the large boson mass limit $m_H^2 \gg |m_H^2|, |s|, |t|$ when approached along a straight line from the un-physical region $m_H^2, s, t < 0$. In this limit, only a subset of factorized one-loop and sunrise-type integrals contribute. In particular, we compute the integrals:

$$\begin{align*}
\mathcal{J}_{000210200}^{(NP)}, & \quad \mathcal{J}_{000211000}^{(NP)}, & \quad \mathcal{J}_{000220100}^{(NP)}, & \quad \mathcal{J}_{002012000}^{(NP)}; \\
\mathcal{J}_{002020100}^{(NP)}, & \quad \mathcal{J}_{020100200}^{(NP)}, & \quad \mathcal{J}_{020200100}^{(NP)}, & \quad \mathcal{J}_{021000200}^{(NP)}; \\
\mathcal{J}_{022000100}^{(NP)}, & \quad \mathcal{J}_{200100200}^{(NP)}, & \quad \mathcal{J}_{200101200}^{(NP)}.
\end{align*} \quad (4.24)$$

and respectively:

$$\begin{align*}
\mathcal{J}_{000210200}^{(P)}, & \quad \mathcal{J}_{000220100}^{(P)}, & \quad \mathcal{J}_{002010200}^{(P)}, & \quad \mathcal{J}_{020012000}^{(P)}; \\
\mathcal{J}_{002020100}^{(P)}, & \quad \mathcal{J}_{021000200}^{(P)}, & \quad \mathcal{J}_{022000100}^{(P)}, & \quad \mathcal{J}_{101110200}^{(P)}; \\
\mathcal{J}_{200100200}^{(P)}, & \quad \mathcal{J}_{210000100}^{(P)}, & \quad \mathcal{J}_{210002000}^{(P)}, & \quad \mathcal{J}_{220001000}^{(P)}.
\end{align*} \quad (4.25)$$
exactly and augment them with the large mass expansion of:

\[ \mathcal{J}^{(NP)}_{101112000}, \mathcal{J}^{(NP)}_{101121000}, \mathcal{J}^{(NP)}_{111100200}, \mathcal{J}^{(NP)}_{121100100} \quad (4.26) \]

and:

\[ \mathcal{J}^{(P)}_{111012000}, \mathcal{J}^{(P)}_{111100200}, \mathcal{J}^{(P)}_{121011000}, \mathcal{J}^{(P)}_{121100100} \quad (4.27) \]

respectively. The large mass expansion is performed by means of an expansion by regions with help of the code ASY [93]. The boundary conditions are included in the ancillary file.

5 Conclusions

The two-loop amplitude described in this work has been used for our computation of the light-quark contribution to the NLO-mixed QCD-electroweak contribution to the gluon fusion Higgs production cross section [1]. This means, in particular, that our result is aimed at sufficiently fast, high-precision, numerical evaluations in the complete physical phase-space and it motivates our choice of the semi-analytic integration discussed in section 4.2. In order to perform the integration we use a private implementation of the algorithm [48]. In particular, to facilitate the cross section computation, we have pre-computed a grid of values obtained by an analogous \( gg \rightarrow Hg \)-HEFT computation. This means that our starting grid is non-uniform and much more dense near the IR-singular regions.

The evaluation of the \( \sim 300 \) canonical integrals (including crossing), takes on average \( \sim 1 \) min on a single CPU thread. For phase-space points very close to the IR-singular configuration or deep in the UV the evaluation time increases considerably to \( \sim 5 - 15 \) min.

In these regions, the scale hierarchies become extreme and higher depth expansions are needed in order to reach a fixed precision of better than 16-digits.

In order to perform the cross section computation [1] we integrated the amplitude into MadGraph5_AMC@NLO program [94], allowing for the generation of a standalone library for the evaluation of all matrix elements entering the computation, by means of a dedicated plugin\(^4\) detailed in appendix A.

We furthermore provide ancillary files for the differential equations, the boundary conditions and the amplitude, which allows a standalone evaluation of the amplitude within the publicly available code DIFFEXP [49].
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A Example usage of the dedicated MadGraph5\_aMC@NLO-plugin

The \( A_{gg\rightarrow Hg}^{QCD-EW} \)-amplitude contributes to a pure NLO-QCD correction, even though the LO is at two-loops. In particular, this means it is suited for a fully automatized treatment in publicly available NLO matrix element generators. For the cross section computation [1], we implemented our amplitude as a plugin into the MadGraph5\_aMC@NLO programme [94], which we will abbreviate as MG5AMC. In the MG5AMC-framework Feynman rules are implemented in the Universal FeynRules Output (UFO) [95] model. The UFO is a representation of a vertex \( v \) in the following universal form

\[
v(\text{fields, momenta}) = \sum_i \sum_j (\text{color fact.})_i \times (\text{Lorentz struct.})_j \times (\text{coupling const.})_{ij}.
\]  

(A.1)

In the usual pipeline this representation is derived directly from the Lagrangian with the FeynRules-package. In MG5AMC this representation is used as follows. One defines the process and specifies the coupling order. Then all valid amplitudes at the specified coupling order are build, the Feynman rules get inserted and the resulting expression auto-generates FORTRAN code for the numerical evaluation with the help of ALOHA [96]. Each matrix-element becomes a standalone FORTRAN-library that is used for all successive computations.

The UFO-model is our entry point into this pipeline. All color-decomposed, tensor-projected amplitudes define an effective vertex where the coupling constants are the scalar form-factors. The only difference w.r.t. to the tree-level UFO-representation is that our coupling constant gets dynamically updated at each phase-space point. We define for each mixed QCD-EW \( A_{gg\rightarrow H}^{QCD-EW}, A_{gg\rightarrow H+g}^{QCD-EW}, A_{gg\rightarrow H+g}^{QCD-EW} \), and for each HEFT-amplitude \( A_{gg\rightarrow H}^{HEFT}, A_{gg\rightarrow H+g}^{HEFT} \) an effective vertex. The virtual mixed QCD-EW amplitude are taken from [44, 97]. For performance reasons we fix the Higgs and the electroweak-boson masses such that the virtual amplitudes are just a number\(^5\). The HEFT-amplitude \( A_{gg\rightarrow H+g}^{HEFT} \) is a pure-Lorentz structure, and only the mixed amplitude \( A_{gg\rightarrow H+g}^{QCD-EW} \) is a costly coupling computation at each phase-space point.

\(^5\)We validate that the input parameters correspond to our fixed values. E.g. when our implementation is run with masses different to these values, it will abort and inform the user. However, we provide these coupling calls as templates such that arbitrary mass-dependent computations can be performed with very minor modifications of the code.
After following the installation instructions\(^6\) one can for example use our plugin with

```
# start mg5\_aMC with our plugin
# python2 ./mg5\_aMC --mode=higgsew
# information on coupling parameters gets printed
#
G\_G\_H\_G. Interface: PLUGIN INFORMATION:
G\_G\_H\_G. Interface: HEFT QCD-Background:
G\_G\_H\_G. Interface: For LO:
G\_G\_H\_G. Interface: generate g g > H GGHEFT'2==2 QCD'2==4
G\_G\_H\_G. Interface: generate g g > H g GGHEFT'2==2 QCD'2==6
G\_G\_H\_G. Interface: For NLO-virtu als:
G\_G\_H\_G. Interface: generate g g > H GGHEFT'2==2 QCD'2==6
G\_G\_H\_G. Interface: massive Mixed EW:
G\_G\_H\_G. Interface: For LO:
G\_G\_H\_G. Interface: generate g g > H GGHEFT'2==1 GGHEW'2==1 QCD'2==4
G\_G\_H\_G. Interface: generate g g > H g GGHEFT'2==1 GGHEW'2==1 QCD'2==6
G\_G\_H\_G. Interface: For NLO-virtu als:
G\_G\_H\_G. Interface: generate g g > H GGHEFT'2==1 GGHEW'2==1 QCD'2==6
G\_G\_H\_G. Interface: output standalone ggHg OUTPUTDIR
```

The generation statements are directly related to the UFO-representation. One defines a process and a coupling order. For example, for the HEFT-amplitudes we see the definition

```
G\_G\_H\_G. Interface: For LO:
G\_G\_H\_G. Interface: generate g g > H GGHEFT'2==2 QCD'2==4
```

The `generate g g > H` command defines the process, and `GGHEFT'2==2 QCD'2==4` specifies that we are working at \(C^2_{\text{Wilson}}\) and \(g_s^4\). If we want one higher order in QCD, e.g. the virtuals, we need to increase to \(QCD'2==6\) but retain the count of the Wilson coefficient. If we interfere against non-HEFT amplitudes, the squared Wilson coefficient count is decreased to \(GGHEFT'2==1\), e.g. only one of the interfered amplitudes involves a HEFT-coupling. One is now in the default MG5\_aMC command line environment and can generate all processes. For example, typing

```
MG5\_aMC> generate g g > H g GGHEFT'2==1 GGHEW'2==1 QCD'2==6
# # printed info on amplitude
```

\(^6\)available under
https://bitbucket.org/aschweitzer/mg5_higgs_ew_plugin/
or
http://madgraph.physics.illinois.edu/Downloads/PLUGIN/higgsew.tar.gz
will generate the amplitudes for the interferences of the real radiation diagrams, where \texttt{MG5\_aMC} is just the prompt of the interface. The three diagrams are the HEFT-amplitude and the mixed QCD-EW amplitudes for the two different masses $m_W/z$. In order to compile the process into a standalone library one needs to specify an output directory

\begin{verbatim}
MG5\_aMC>output standalone ggH example ggHg standalone
\end{verbatim}

This output directory “example\_ggHg\_standalone” includes, among other things, a standalone library for the numerical evaluation of the matrix elements. This means, one can perform the cross section computation with any public or private code by linking against this library. Since our scalar integrals are evaluated in \textsc{Mathematica}, which provides a poor interface with low-level languages, we perform an offline-parallelisation over the Monte-Carlo grids of the cross section computation. Sample codes which can be used to facilitate such offline parallelization are provided with the plugin.
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