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Abstract. Let \( R \) be a commutative ring with identity. An edge labeled graph is a graph with edges labeled by ideals of \( R \). A generalized spline over an edge labeled graph is a vertex labeling by elements of \( R \), such that the labels of any two adjacent vertices agree modulo the label associated to the edge connecting them. The set of generalized splines forms a subring and module over \( R \). Such a module is called a generalized spline module. We show the existence of a flow-up basis for the generalized spline module on an edge labeled graph over a principal ideal domain by using a new method based on trails of the graph. We also give an algorithm to determine flow-up bases on arbitrary ordered cycles over any principal ideal domain.

1. Introduction

Classical splines are piecewise polynomial functions defined on polyhedral complexes that agree up to a smoothness degree at the intersection of faces. They are used in many areas related with industry, computer based animations and geometric design. Classical spline theory is studied by many mathematicians as Alfeld [1], Schumaker [13], Billera [3, 4, 5], Rose [5, 11, 12] and Schenck [13]. While classical splines are defined on polyhedral complexes, generalized splines are defined on edge labeled graphs \((G, \alpha)\) with a base ring \( R \), where \( G \) is a graph and \( \alpha \) is an edge labeling function, introduced by Gilbert, Polster and Tymoczko [8]. Billera and Rose [4] introduced a description of classical splines in terms of dual graph of a polyhedral complex. This is the starting point of generalized spline theory. The set of generalized splines on an edge labeled graph has a ring structure and \( R \)-module structure as in the case of classical splines. Here we study the module structure of generalized splines.

The main problem of the theory of generalized splines is to determine whether generalized spline modules are free or not, and if so, to characterize the bases of generalized spline modules. If \( R \) is a principal ideal domain, then the generalized spline module \( R_{(G, \alpha)} \) over an arbitrary graph \((G, \alpha)\) has a free \( R \)-module structure. Also if \( G \) is a tree, then \( R_{(G, \alpha)} \) is free independently of the base ring.

A special type of splines, which is called flow-up classes, is a useful tool to find module bases for \( R_{(G, \alpha)} \). Flow-up classes are first introduced on cycles by Handschy, Melnick and Reinders in 2014 [9]. They studied integer splines and showed the existence of flow-up classes on cycles over \( \mathbb{Z} \). They also proved that the smallest flow-up classes exist and formed a basis for \( \mathbb{Z}_{(C_n, \alpha)} \). The smallest leading entries of flow-up classes have a big role to determine a basis. In [7], Bowden and Tymoczko showed not only the existence of a certain flow-up classes for any graph over the quotient ring \( \mathbb{Z}/m\mathbb{Z} \) but also proved that these flow-up classes form minimum \( \mathbb{Z} \)-module generators. In [10], Philbin and the others studied splines on any connected graph and gave an algorithm to find a minimum flow-up generating set for \( \mathbb{Z}/m\mathbb{Z}_{(C_n, \alpha)} \). They also extended some of their results to \( \mathbb{Z}_{(C_n, \alpha)} \).

In this paper we introduce a method to determine the smallest flow-up classes on an arbitrary graph over a principal ideal domain by using special trails, which is a new approach compare to Bowden and Tymoczko in [7]. In order to do this, we compute the smallest leading entries of flow-up classes by combinatorial techniques. The existence of such flow-up classes can be shown by other methods too. The difference and significance of our approach is that: A basis criteria for \( R_{(G, \alpha)} \) can be given by a crucial element \( Q_G \) of \( R \) which is defined by using trails of \( G \) (see [2]). It is shown that \( Q_G \) corresponds to the product of these smallest leading entries if \( G \) is a cycle, a diamond graph or a tree over a principal ideal domain (PID) \( R \). If \( R \) is not a PID, then \( R_{(G, \alpha)} \) may not have any flow-up basis even if it is free.
Nevertheless the element $Q_G$ gives a basis criteria for generalized spline modules.

In the last section we give an algorithm to determine flow-up bases on arbitrary ordered cycles over principal ideal domains as an application of our trail method.

## 2. Generalized Splines

In this section, we give some basic definitions and properties of generalized splines.

**Definition 2.1.** Let $G = (V, E)$ be a finite graph, $R$ be a commutative ring with identity and $\alpha : E \to \{\text{ideals in } R\}$ be a function that labels the edges of $G$ with ideals in $R$. We call the pair $(G, \alpha)$ as an edge labeled graph. The ring $R$ is called the base ring.

Each edge of $(G, \alpha)$ is labeled with a generator of the ideal $I$ when the corresponding ideal $I$ is principal. Throughout the paper we assume that $G$ is a simple and connected graph.

**Definition 2.2.** A generalized spline on an edge labeled graph $(G, \alpha)$ is a vertex labeling $F \in R^{\mid V \mid}$ such that for each edge $v_i v_j \in E$, we have

$$f_i - f_j \in \alpha(v_i v_j)$$

where $f_i$ denotes the label on vertex $v_i$. The collection of all generalized splines on a base ring $R$ over the edge labeled graph $(G, \alpha)$ is denoted by $R_{(G, \alpha)}$.

From now on we refer to generalized splines as splines.

Let $(G, \alpha)$ be an edge labeled graph with $n$ vertices. We denote the elements of $R_{(G, \alpha)}$ by column matrix notation with ordering from bottom to top as follows:

$$F = \begin{bmatrix} f_1 \\ \vdots \\ f_n \end{bmatrix} \in R_{(G, \alpha)}.$$

We also use vector notation as $F = (f_1, \ldots, f_n)$.

**Example 2.3.** Let $(G, \alpha)$ be as the figure below:

![Figure 1. Example of generalized spline](image)

A spline over $(G, \alpha)$ can be given by

$$F = \begin{bmatrix} x^2 + 2x + 1 \\ x + 1 \\ 1 \end{bmatrix}.$$

If we label all vertices of $(G, \alpha)$ by a fixed $r \in R$, we get a spline since the difference on every edge is zero. We call such splines as trivial splines. Let $e_{ij}$ be the edge that connects the vertices $v_i$ and $v_j$. If $\alpha(e_{ij}) = 1$, then spline condition on $e_{ij}$ holds for any $f_i, f_j \in R$. If $\alpha(e_{ij}) = 0$, then $f_i = f_j$.

If the base ring is an integral domain, then the freeness of $R_{(G, \alpha)}$ can be given by the number of vertices of $G$. To show this, we first need the concept of "rank of a module". The rank of an $R$-module $M$, denoted by $\text{rk } M$, is defined by the maximum number of $R$-linearly independent elements of $M$. 


Proposition 2.4. Let $R$ be an integral domain and $M \subset R^n$ be an $R$-submodule of rank $n$. If $M$ contains a generating set $B$ with $n$ elements, then $M$ is free with basis $B$.

Proof. See Lemma 8.3 of [5].

Proposition 2.5. Let $R$ be an integral domain. If $M$ is an $R$-module and $N \subset M$ is a submodule, then $\text{rk } N \leq \text{rk } M$.

Proof. Say $\text{rk } N = n$ and let $B = \{b_1, \ldots, b_n\} \subset N$ be a maximal linearly independent subset of $N$. Since $B \subset N \subset M$, $B$ is linearly independent in $M$. So $n \leq \text{rk } M$ by the definition of the rank of $M$.

Theorem 2.6. If $R$ is an integral domain and $G$ is a graph with $n$ vertices, then $\text{rk } R_{(G, \alpha)} = n$.

Proof. Since $R_{(G, \alpha)} \subset R^n$ as an $R$-submodule, $\text{rk } R_{(G, \alpha)} \leq n$ by Proposition 2.5. Moreover there exists a set of flow-up classes $A = \{F^{(1)}, \ldots, F^{(n)}\} \subset R_{(G, \alpha)}$, which is linearly independent since $R$ is an integral domain. Hence $\text{rk } R_{(G, \alpha)} \geq n$ by definition of rank and thus we have $\text{rk } R_{(G, \alpha)} = n$.

Theorem 2.7. Let $R$ be an integral domain and $G$ be a graph with $n$ vertices. The module $R_{(G, \alpha)}$ has a generating set $B$ with $n$ elements if and only if it is free.

Proof. If we assume that $R_{(G, \alpha)}$ has a generating set $B$ with $n$ elements, being free follows directly from Theorem 2.6 and Proposition 2.4. Now let $R_{(G, \alpha)}$ be free. By Theorem 2.6, it has rank $n$. Therefore there exists a generating set (actually a basis) for $R_{(G, \alpha)}$ with $n$ elements.

We introduce a special type of splines, which is called flow-up classes, is a useful tool to find $R$-module bases for $R_{(G, \alpha)}$ below.

Definition 2.8. Let $(G, \alpha)$ be an edge labeled graph with $n$ vertices. Fix $i$ with $1 \leq i \leq n$. A flow-up class $F^{(i)}$ is a spline in $R_{(G, \alpha)}$ with first $i - 1$ leading zeros, that is, the components $F^{(i)}_i \neq 0$ and $F^{(i)}_j = 0$ for all $j < i$. The set of all $i$-th flow-up classes is denoted by $\mathcal{F}_i$.

Example 2.9. Let $(G, \alpha)$ be as in the Figure 1. Example of flow-up classes on $(G, \alpha)$ can be given as

\[
F^{(1)} = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}, \quad F^{(2)} = \begin{bmatrix} -x - 2 \\ x \\ 0 \end{bmatrix}, \quad F^{(3)} = \begin{bmatrix} x^2 + 3x + 2 \\ 0 \\ 0 \end{bmatrix}.
\]

It can be easily observed that flow-up classes for all $i$ exist. To see this, let $L$ be the product of all edge labels on $(G, \alpha)$. For all $1 \leq i \leq n$, define a labeling on the vertices of $(G, \alpha)$ with $f_j = 0$ for $j < i$ and $f_i = L$ for $t \geq i$. Hence the resulting labeling gives an element of $\mathcal{F}_i$. This construction of flow-up classes is very trivial and not so useful. We will give another method to construct special types of flow-up classes.

The next theorem shows whenever flow up classes form a basis.

Theorem 2.10. Let $R$ be integers and $(G, \alpha)$ be an edge labeled graph with $n$ vertices. The following statements are equivalent:

(a) The set $\{F^{(1)}, F^{(2)}, \ldots, F^{(n)}\}$ forms a flow-up basis for $R_{(G, \alpha)}$.

(b) For each flow-up class $G^{(i)} = (0, \ldots, 0, g_i, g_{i+1}, \ldots, g_n)$, the entry $g_i$ is a multiple of the entry $F^{(i)}_i$.

Proof. See Theorem 3.1 in [6].

Theorem 2.10 shows that the leading entries of flow-up classes has a big role to determine whether a set of flow-up classes forms a basis or not. We define certain trails to determine such leading entries in the next section.
3. Existence of Special Flow-up Classes

In this section we introduce special trails to determine the smallest leading entries of flow-up classes over an integral domain $R$. We show that we can construct flow-up classes with smallest leading entries when $R$ is a PID.

3.1. Trails.

**Definition 3.1.** Let $(G, \alpha)$ be an edge labeled graph with $n$ vertices. A trail is a sequence of vertices and edges $v_0, e_{i_1}, v_1, \ldots, e_{i_k}, v_k$ in which no edge is repeated. If an edge $e_{i_j} = v_{i_{j-1}}v_{i_j}$ is labeled by $l_{i_j}$ we shorten a trail notation to $l_{i_1}l_{i_2}\ldots l_{i_k}$. For a fixed vertex $v_i$, a trail $p_{(i,j)}$ that connects $v_i$ to a vertex $v_j$ is called a $v_j$-trail of $v_i$. If $v_j$ is labeled by zero, then $p_{(i,j)}$ is called a zero trail of $v_i$. A zero trail of $v_i$ is denoted by $p_{(i,0)}$ if the vertex index $j$ is not important.

Let $p_{(i,j)}$ be a $v_j$-trail of $v_i$. We use the notation $\left(p_{(i,j)}\right)$ for the greatest common divisor of edge labels on $p_{(i,j)}$ and $[\ ]$ for the least common multiple. We denote the set of greatest common divisors of edge labels on $v_j$-trails of $v_i$ by $\{(p_{(i,j)})\}$.

**Example 3.2.** Let $(G, \alpha)$ be the edge labeled graph in Figure 2 and $(0, 0, f_3, f_4, f_5) \in \mathcal{F}_3$. The red and blue arrays illustrates the zero trails of $v_3$.

![Figure 2. Zero trails](image)

The zero trails of $v_3$ are listed below:

\[
p_1^{(3,0)} = l_7l_4, \quad p_2^{(3,0)} = l_7l_5l_3, \quad p_3^{(3,0)} = l_7l_5l_2, \quad p_4^{(3,0)} = l_6l_3, \quad p_5^{(3,0)} = l_6l_2, \quad p_6^{(3,0)} = l_6l_5l_4.
\]

By notation above,

\[
\{(p^{(3,0)})\} = \{(p_1^{(3,0)}), (p_2^{(3,0)}), (p_3^{(3,0)}), (p_4^{(3,0)}), (p_5^{(3,0)}), (p_6^{(3,0)})\} = \{(l_7, l_4), (l_7, l_5, l_3), (l_7, l_5, l_2), (l_6, l_3), (l_6, l_2), (l_6, l_5, l_4)\}.
\]

Consider the spline conditions induced by zero trails. For instance, for the zero trail $l_7l_4$, we have the following conditions.

\[
f_3 \equiv f_5 \mod l_7
\]

\[
f_5 \equiv 0 \mod l_4.
\]

It implies that

\[
f_5 = k_4l_4
\]

\[
f_3 = f_5 + k_7l_7 = k_4l_4 + k_7l_7
\]

for some $k_4, k_7 \in R$. Hence $(l_7, l_4)$ divides $k_4l_4 + k_7l_7 = f_3$. This holds also for other zero trails of $v_3$.

This observation leads us to the following proposition.
Proposition 3.3. Let \((G, \alpha)\) be an edge labeled graph with \(n\) vertices and let \(F^{(i)} = (0, \ldots, 0, f_i, \ldots, f_n)\) \(\in \mathcal{F}_i\) with \(i > 1\). Let \(v_j\) be a vertex with \(j \geq i\) and let \(p^{(j,0)}\) be an arbitrary zero trail of \(v_j\). Then \((p^{(j,0)})\) divides \(f_j\).

Corollary 3.4. Let \(F^{(i)} = (0, \ldots, 0, f_i, \ldots, f_n)\) \(\in \mathcal{F}_i\) with \(i > 1\) on an edge labeled graph with \(n\) vertices. Let \(v_j\) be a vertex with \(j \geq i\) and let \(p^{(j,0)}_1, \ldots, p^{(j,0)}_t\) denote zero trails of \(v_j\). Then \([\{(p^{(j,0)}_k)|1 \leq k \leq t\}]\) divides \(f_j\).

In general, we may not find a flow-up class \(F^{(i)} \in \mathcal{F}_i\) with leading element \(f_i = \{(p^{(i,0)})\}\). If such a flow-up class exists, then \(f_i\) is called the smallest leading entry of the elements of \(\mathcal{F}_i\). If \(i = 1\), then we can set the smallest leading entry of the elements of \(\mathcal{F}_1\) as 1. Notice that the smallest leading entry satisfies the condition in Theorem 2.10 (b) for all \(i\). As we will prove at the end of this section; we can always construct flow-up classes \(F^{(i)} \in \mathcal{F}_i\) with the smallest leading entry if the base ring \(R\) is a PID.

So in this case, zero trails are sufficient to determine the leading entries. For \(j > i\) they are not enough to determine the other entries \(f_j\) of a flow-up class \(F^{(i)}\). In order to illustrate this fact, consider the following example.

Example 3.5. Let \((G, \alpha)\) be an edge labeled graph as in Figure 3 and let \(F^{(3)} = (0, 0, g_3, g_4, g_5, g_6, g_7)\) be a flow-up class with the smallest leading entry. We try to determine the entries of \(F^{(3)}\).

![Figure 3. Example 3.5](image-url)

Zero trails of \(v_3\) are \(l_4\), \(l_5l_3\) and \(l_5l_2\). So by Proposition 3.3

\[
\begin{array}{c|c}
 x - 2 & g_3 \\
 x - 1, x & 1 \\
 (x - 1, x^2 + x) & 1 \\
\end{array}
\]

and the smallest value for \(g_3 = [x - 2, 1, 1] = x - 2\).

Now we try to determine \(g_4\) by zero trails. Zero trails of \(g_4\) are \(l_2\), \(l_3\) and \(l_5l_4\). So

\[
\begin{array}{c|c}
 x^2 + x & g_4 \\
 x & g_4 \\
 (x - 1, x - 2) & 1 \\
\end{array}
\]

and then \([x^2 + x, x] = x^2 + x\) divides \(g_4\). But if we choose \(g_4 = x^2 + x\), then this \(g_4\) does not satisfy spline conditions since \(x^2 + x \not\equiv x - 2 \mod x - 1\), namely \(g_4 \not\equiv g_3 \mod l_5\). Here we also need to consider
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Lemma 3.6. Let $v$ vertices exists a vertex $v$. We show that there is already satisfied by the spline condition from $v$. Hence $g_3 = g_4 \equiv x + 1 \mod x + 1$. and we can assign $g_5 = x + 1$.

In order to find $g_6$, we only need $v_5$-trails of $v_5$ by Lemma 3.7 again. Thus $g_6 \equiv g_5 \mod [x^2 - 1, (x^3, x + 2)]$ and we can assign $g_6 = 0$.

Finally we have to consider $v_5$-trails and $v_6$-trails of $v_7$ to determine $g_7$.

$$g_7 \equiv g_5 \mod x + 2$$

$$g_7 \equiv g_6 \mod x^3.$$ and we can assign $g_7 = x^3/8$.

While determining entries of a flow-up class $F(x)$ with $i \geq 2$ we first set $f_i = \{\{(p^{(i,0)})\}\}$. Then we determine $f_{i+1}, \ldots, f_n$ inductively by considering trails to vertices with smaller indices. The following two lemmas show that we do not have to consider all $v_j$-trails of a vertex $v_k$ to determine $f_k$ with $i \leq k$.

Lemma 3.6. Let $(G, \alpha)$ be an edge labeled graph and let $v_i, v_j \in V(G)$ with $j < i$. Let $p^{(i,j)}_1$ and $p^{(i,j)}_2$ be two $v_j$-trails of $v_i$ with $p^{(i,j)}_1 \subset p^{(i,j)}_2$. Then we do not need to consider $p^{(i,j)}_2$ to determine $f_i$.

Proof. It is clear that $(p^{(i,j)}_2)$ divides $(p^{(i,j)}_1)$ since $p^{(i,j)}_1 \subset p^{(i,j)}_2$. Hence the spline condition from $p^{(i,j)}_2$ is already satisfied by the spline condition from $p^{(i,j)}_1$ and we do not need to consider $p^{(i,j)}_2$.

In consideration of Lemma 3.6 we can refer zero trails as zero paths.

Lemma 3.7. Let $(G, \alpha)$ be an edge labeled graph and let $p^{(i,j)}$ be a $v_j$-trail of $v_i$ with $j < i$. If there exists a vertex $v_k$ on $p^{(i,j)}$ with $k < i$ then it is sufficient to consider the trail $p^{(i,k)} \subset p^{(i,j)}$ instead of $p^{(i,j)}$ to determine $f_i$.

Proof. We show that $f_i \equiv f_k \mod (p^{(i,k)})$ implies $f_i \equiv f_j \mod (p^{(i,j)})$. If $j > k$, then we already have $f_k \equiv f_j \mod (p^{(k,j)})$ by the construction of $f_k$. Therefore $f_i - f_k = r_1(p^{(i,k)})$ and $f_k - f_j = r_2(p^{(k,j)})$ for some $r_1, r_2 \in R$. Hence $f_i - f_j = r_1(p^{(i,k)}) - r_2(p^{(j,k)})$. Notice that $p^{(i,k)} \cup p^{(k,j)} = p^{(i,j)}$, so $(p^{(i,k)})$ divides $(p^{(i,j)})$ and $(p^{(j,k)})$. Thus we have $(p^{(i,j)})$ divides $f_i - f_j$ and $f_i \equiv f_j \mod (p^{(i,j)})$. If $k < j$, then $f_j \equiv f_k \mod (p^{(j,k)})$ by the construction of $f_j$ and the proof follows similarly.

As the main theorem of this section, we prove the existence of flow-up bases for $R(G, \alpha)$ when the base ring $R$ is a PID.

Theorem 3.8. Let $(G, \alpha)$ has $n$ vertices and $R$ be a PID. Fix $v_i$ with $i > 1$ and assume that all vertices $v_j$ with $j < i$ are labeled by zero. Then a flow-up class $F(x)$ exists with the first nonzero entry $f_i = \{\{(p^{(i,0)})\}\}$. 

Proof. Let \( f_i = \left\{ \{ (p^{i,0}) \} \right\} \). We claim the existence of the entries \( f_{i+1}, \ldots, f_n \). Assume that \( G \) is connected. Otherwise we think of each connected component of \( G \) separately.

We use induction. The following modular equations yields the existence of \( f_{i+1} \):

\[
\begin{align*}
  f_{i+1} &\equiv 0 \mod \left\{ \{ (p^{i+1,0}) \} \right\} \\
  f_{i+1} &\equiv f_i \mod \left\{ \{ (p^{i+1,1}) \} \right\}
\end{align*}
\]

Say \( \left\{ \{ (p^{i+1,0}) \} \right\} = \ast \) and \( \left\{ \{ (p^{i+1,1}) \} \right\} = \ast \ast \). There exists \( f_{i+1} \) satisfying these equations if \((\ast, \ast \ast)\) divides \( f_i \) by Chinese Remainder Theorem. To see that \((\ast, \ast \ast)\) divides \( f_i \), let \((\ast, \ast \ast) = p_1^{\alpha_1} p_2^{\alpha_2} \ldots p_m^{\alpha_m} \).

Choose \( p_j^{\alpha_j} \) with \( 1 \leq j \leq m \). Then

\[
p_j^{\alpha_j} \mid (\ast, \ast \ast) \Rightarrow \exists \alpha_{j_1}, \alpha_{j_2} \in R \text{ such that } p_j^{\alpha_{j_1}} \mid \ast, \quad p_j^{\alpha_{j_2}} \mid \ast \ast, \quad \alpha_j = \min(\alpha_{j_1}, \alpha_{j_2})
\]

and hence

\[
p_j^{\alpha_{j_1}} \mid (\ast) \Rightarrow \exists p^{(i+1,0)} \text{ with } p_j^{\alpha_{j_1}} \mid (p^{(i+1,0)})
\]

\[
p_j^{\alpha_{j_2}} \mid (\ast \ast) \Rightarrow \exists p^{(i+1,1)} \text{ with } p_j^{\alpha_{j_2}} \mid (p^{(i+1,1)}).
\]

Since \( \alpha_j = \min(\alpha_{j_1}, \alpha_{j_2}) \), we get

\[
p_j^{\alpha_j} \mid (p^{(i+1,0)}) \land p_j^{\alpha_j} \mid (p^{(i+1,1)}) \Rightarrow p_j^{\alpha_j} \mid ((p^{(i+1,0)}), (p^{(i+1,1)})) \Rightarrow p_j^{\alpha_j} \mid (p^{(i+1,0)} \cup p^{(i+1,1)})
\]

One can go from \( v_i \) to \( v_{i+1} \) by \( p^{(i+1,1)} \) and then goes from \( v_{i+1} \) to 0 by \( p^{(i+1,0)} \), so the union \( p^{(i+1,0)} \cup p^{(i+1,1)} \) is either a zero trail of \( v_i \) or contains a zero trail of \( v_i \), say \( p^{(i+1,0)} \subseteq p^{(i+1,0)} \cup p^{(i+1,1)} \). The union may have some cycles, so it is not a zero trail of \( v_i \), but contains a zero trail of \( v_i \) in this case. Here the trail \( p^{(i+1,0)} \cup p^{(i+1,1)} \) has greater or equal number of edges than the trail \( p^{(i,0)} \) and thus

\[
p_j^{\alpha_j} \mid (p^{(i+1,0)} \cup p^{(i+1,1)}) \mid (p^{(i,0)}) \mid f_i
\]

Since \( p_j^{\alpha_j} \) is chosen arbitrary, we have \( p_j^{\alpha_j} \mid f_i \) for all \( 1 \leq j \leq m \) and hence

\[
(\ast, \ast \ast) = [p_1^{\alpha_1}, \ldots, p_m^{\alpha_m}] \mid f_i
\]

This proves the existence of the entry \( f_{i+1} \) and \( f_{i+1} \) is unique up to modulo \((\ast, \ast \ast)\). In other words, \( f_{i+1} \) can be chosen as smallest relative to \( f_i \).

As an induction hypothesis, suppose that there exist vertex labels \( f_{i+2}, f_{i+3}, \ldots, f_{n-1} \) satisfying the spline conditions. The existence of the vertex label \( f_n \) is related to the following modular equations:

\[
\begin{align*}
  f_n &\equiv 0 \mod \left\{ \{ (p^{(n,0)}) \} \right\} \\
  f_n &\equiv f_i \mod \left\{ \{ (p^{(n,i)}) \} \right\} \\
  f_n &\equiv f_{i+1} \mod \left\{ \{ (p^{(n,i+1)}) \} \right\} \\
  \vdots \\
  f_n &\equiv f_{n-1} \mod \left\{ \{ (p^{(n,n-1)}) \} \right\}
\end{align*}
\]

Let \( L_t = \left\{ \{ (p^{(n,t)}) \} \right\} \) for \( t = 0, i, i+1, \ldots, n-1 \). There exists \( f_n \) satisfying these equations if

\[
\begin{align*}
  (3.1) \quad &f_j \equiv 0 \mod (L_j, L_0) \text{ for all } j \in \{ i, i+1, \ldots, n-1 \} \\
  (3.2) \quad &f_j \equiv f_k \mod (L_j, L_k) \text{ for all } j, k \in \{ i, i+1, \ldots, n-1 \}
\end{align*}
\]

by Chinese Remainder Theorem.

To conclude that Equation (3.1) holds, first take a factor \( p^a \) of \((L_j, L_0)\) and see that \( p^a \) divides \( f_j \). Here notice that if \( p^{(n,j)} \) is a \( v_j \) trail of \( v_n \) and \( p^{(n,0)} \) is a zero trail of \( v_n \), then \( p^{(n,j)} \cup p^{(n,0)} \) is either a zero trail of \( v_j \) or contains a zero trail of \( v_j \). Hence one can conclude that Equation (3.2) holds by the same observation as in the proof of the existence of \( f_{i+1} \). Similarly, notice that if \( p^{(n,j)} \) and \( p^{(n,k)} \) are \( v_j \) and \( v_k \) trails of \( v_n \) respectively with \( j, k \in \{ i, i+1, \ldots, n-1 \} \), then \( p^{(n,j)} \cup p^{(n,k)} \) is either a \( v_j \)-trail.
of \(v_k\) or contains a \(v_j\)-trail of \(v_k\). So it can be shown that Equation (3.2) holds by taking a factor of
\((L_j, L_k)\) and the same observation. Thus we conclude the existence of \(f_n\).

As the last part of the proof, we need show that this construction gives a spline. Take an adjacent
pair \(v_i, v_j\) of vertices of \((G, \alpha)\) with \(i<j\). The edge \(e_{ij}\) is a \(v_i\)-trail of \(v_j\). Then we have
\[
f_j \equiv f_i \mod \left[\{(p^{(j,i)})\}\right]
\]
by construction and hence
\[
l_{ij} \mid \left[\{(p^{(j,i)})\}\right] \mid f_j - f_i.
\]

□

Corollary 3.9. Let \((G, \alpha)\) be an edge labeled graph with \(n\) vertices. If the base ring \(R\) is a PID, then there
exists a flow-up basis \(\{F^{(1)}, \ldots, F^{(n)}\}\) where \(F_i^{(1)} = \left[\{(p^{(i,0)})\}\right]\) for \(1 < i \leq n\) and \(F^{(1)} = (1, \ldots, 1)\).

Proof. It follows directly from Theorem 2.10. □

It is acceptable that using zero trails method for huge graphs is not practical, however a basis criteria
for spline modules over some specific graph types is given in [2] by using this method. The element
\(f_i \in R\) defined in Theorem 3.8 has a crucial role to give the criteria. In [2], we define the element
\(Q_G = \prod_{i=1}^{n} f_i \in R\) where \(n = |V(G)|\) to determine whether a given set of splines forms a basis for
\(R_{(G, \alpha)}\) or not, where \(G\) is a cycle, a diamond graph or a tree. As an open question, we claim that a
basis criteria for any graph \(G\) over a GCD domain can be given by the element \(Q_G\).

We conclude that if \(R\) is PID, then we can construct flow-up basis for \(R_{(G, \alpha)}\). But if \(R\) is not a PID,
then \(R_{(G, \alpha)}\) may not have a flow-up basis even it is free. The following example illustrates this case.

Example 3.10. Let \((G, \alpha)\) be as the figure below and let \(R = k[x, y]\).

\[\begin{array}{c}
v_1 \\
v_2 \\
v_3 \\
\end{array}
\]
\[
x \\
x^2 + y \\
y
\]

\[\text{Figure 4. Edge labeled 3-cycle}\]

If we consider the flow-up class \(F^{(2)} = (0, f_2, f_3)\) with smallest leading entry, we can compute
\(\left[\{(p^{(2,0)})\}\right] = x\) but there is no \(f_3 \in R\) satisfying the spline conditions for \(f_2 = x\). It means that
there is no flow-up basis for \(R_{(G, \alpha)}\). For example, choose a set \(A\) of flow-up classes
\[
A = \left\{ \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ xy \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} x^2 y + y^2 \\ 0 \\ 0 \\ 0 \end{pmatrix} \right\} \subset R_{(G, \alpha)}.
\]
The set \(A\) is not a basis for \(R_{(G, \alpha)}\). In order to see this, notice that \(F = (0, x^2, x^2 + y) \in R_{(G, \alpha)}\) is a
flow-up class and the first nonzero entry of \(F\) is not a multiple of the first nonzero entry of \((0, xy, 0) \in A\).
Hence \(A\) is not a basis for \(R_{(G, \alpha)}\) by Theorem 2.10. It is not so difficult to see that the same result
holds for other choice of \(A\) for this example.

We can compute \(R\)-module generators of \(R_{(G, \alpha)}\) by Macaulay2 as
\[
G = \left\{ \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ y \\ x y \\ x y \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right\}.
\]
Since \(|G| = |V(G)|\), we can conclude that \(R_{(G, \alpha)}\) is a free \(R\)-module by Theorem 2.7. By using determinantal techniques with \(Q_G = 1 \cdot x \cdot y(x^2 + y) \in R\) discussed in [2], it can not only be shown that \(G\) is a \(R\)-module basis for \(R_{(G, \alpha)}\) but also any flow-up classes are not a basis.

Spline modules on trees always have a flow-up basis even \(R\) is not a PID. For a detailed proof of this fact, see Theorem 4.1 in [8].

In the next section we give an algorithm to determine flow-up classes on arbitrary ordered cycles.

4. Flow-Up Classes on Arbitrary Ordered Cycles

Bowden, Hagen, King and Reinders studied flow-up classes on ordered cycles over \(\mathbb{Z}\) in [6]. They gave explicit formulas for the entries of flow-up classes with smallest leading entry on ordered cycles. In this chapter we first give the result of Bowden, Hagen, King and Reinders. Their result does not hold for arbitrary ordered cycles. Then we give an algorithm to determine the entries of flow-up classes with smallest leading entry on arbitrary ordered cycles. This is an example of Section 3. In this section we assume that the base ring \(R\) is a PID. Before we start to talk about flow-up classes on cycles, we first illustrate ordered and arbitrary ordered cycles in Figure 5.

\[\text{Figure 5. Ordered 6-cycle (left) and arbitrary ordered cycle (right)}\]

The following theorem is given for ordered cycles in [6].

**Theorem 4.1.** [6] Fix an edge-labeled cycle \((C_n, \alpha)\). The vector \(F^{(k)} = (0, \ldots, 0, f_k, \ldots, f_n)\) for \(1 < k \leq n\) has entries as follows:

- \(f_k = [l_{k-1}, (l_1, \ldots, l_n)]\).
- For \(k < i \leq n\), if \(\frac{l_{i-1}}{l_i} = 1\) then \(f_i = (l_i, \ldots, l_n)\).
- For \(k < i \leq n\), if \(\frac{l_{i-1}}{l_i} \neq 1\) then

  \[f_i = f_{i-1} \cdot \frac{(l_i, \ldots, l_n)}{(l_{i-1}, \ldots, l_n)} \cdot \left(\frac{(l_i, \ldots, l_n)}{(l_{i-1}, \ldots, l_n)}\right)^{-1} \mod \frac{l_{i-1}}{l_{i-1}}\]

Then \(F^{(k)} \in \mathbb{Z}_{(C_n, \alpha)}\).

**Proof.** See Definition 4.1 and Theorem 4.2 in [6].

Bowden, Hagen, King and Reinders showed that the vector \(F^{(k)} \in \mathbb{Z}_{(C_n, \alpha)}\) and then they proved that the set \(\{F^{(1)}, \ldots, F^{(n)}\}\) form a basis for the set of splines on \((C_n, \alpha)\) where \(F^{(1)} = (1, \ldots, 1)\). They used the fact that on an ordered cycle all entries of a flow-up class can be determined by two modular equations in Equation 4.1. If \(F^{(i)} = (0, \ldots, 0, f_i, \ldots, f_n)\) is an \(i\)-th flow-up class on an ordered cycle,
then for \( k = i \) the leading entry \( f_i = [l_{i-1}, (l_i, \ldots, l_n)] \) and the other entries \( f_k (k > i) \) can be determined inductively by the following two modular equations.

\[
\begin{align*}
  f_k &\equiv f_{k-1} \mod l_{k-1} \\
  f_k &\equiv 0 \mod (l_k, \ldots, l_n).
\end{align*}
\]

We will give a method to determine the entries of a flow-up class with the smallest leading entry on an arbitrary ordered cycle. We first give an algorithm which simplifies the computations.

**Algorithm 4.2.** Let \( C_n \) be an arbitrary cycle and \((C_n, \alpha)\) be an edge labeled graph. Let \( F^{(i)} = (0, \ldots, 0, f_i, \ldots, f_n) \) be an \( i \)-th flow-up class with \( i \geq 3 \). Then

1. Connect the nearest left and the nearest right zero labeled vertices to \( v_i \) by an edge. If these two vertices are not adjacent then this operation splits \((C_n, \alpha)\) into two cycles. Otherwise go to (3).
2. Label all vertices contained in the cycle that do not contain \( v_i \) by zero.
3. Contract \((C_n, \alpha)\) by combining all zero labeled vertices and form a new cycle that contains \( v_i \) with a single zero labeled vertex.
4. Fix \( f_i = \left[ \left\{ (p^{(i,0)}) \right\} \right] \) on the new cycle and determine the other vertex labels by starting the smallest index to the largest one on the new cycle by using Proposition 3.8 below and the Chinese Remainder Theorem.

As a result of Algorithm 4.2 we reduce the problem of finding the entries of a flow-up class on \( C_n \) to a cycle with one single zero labeled vertex. The next proposition illustrates that it is sufficient to consider two trails to determine the entries of a flow-up class on an arbitrary ordered cycle. We can also give a generalization of the formula in Theorem 1.1 as follows.

**Proposition 4.3.** Let \((C_n, \alpha)\) be an edge labeled graph with \( C_n \) is an arbitrary ordered cycle. Let \( F^{(i)} \) be an \( i \)-th flow-up class and \( v_j \) be a vertex with \( j \geq i \). Then it is sufficient to consider the trails \( p^{(j,j_l)} \) and \( p^{(j,j_r)} \) to determine \( f_j (i \leq j \leq n) \) inductively, where \( v_{j_l} \) is the nearest left vertex to \( v_j \) with \( j_l < j \) and \( v_{j_r} \) is the nearest right vertex to \( v_j \) with \( j_r < j \).

**Proof.** In order to determine \( f_j \), we need to consider all \( v_k \)-trails of \( v_j \) with \( k \leq j \). Since \( C_n \) is a cycle, such trails include either \( p^{(j,j_l)} \) or \( p^{(j,j_r)} \). Hence it is sufficient to consider \( p^{(j,j_l)} \) and \( p^{(j,j_r)} \) to determine \( f_j \) by Lemma 3.6.

**Theorem 4.4.** Let \((C_n, \alpha)\) be an edge labeled arbitrary ordered cycle. Let \( F^{(i)} \) be an \( i \)-th flow-up class and \( v_j \) be a vertex with \( j \geq i \). The entry \( f_j \) of \( F^{(i)} \) can be given by the following formula:

- For \( j = i \), \( f_j = \left[ (p^{(j,j_r)}), (p^{(j,j_l)}) \right] \).
- For \( j > i \), \( f_j = f_{j_r} + \left( p^{(j,j_r)} \right) \cdot \frac{f_{j_l} - f_{j_r}}{d} \cdot \left( \frac{p^{(j,j_r)}}{d} \right)^{-1} \mod \left( \frac{p^{(j,j_l)}}{d} \right) \)

where \( d = \left( (p^{(j,j_r)}), (p^{(j,j_l)}) \right) \).

**Proof.** If \( j = i \), we obtain

\[
\begin{align*}
  f_j &\equiv 0 \mod (p^{(j,j_r)}) \\
  f_j &\equiv 0 \mod (p^{(j,j_l)})
\end{align*}
\]

and we can set \( f_j = \left[ (p^{(j,j_l)}), (p^{(j,j_r)}) \right] \).

Assume that \( j > i \), then \( f_j \) can be given by two modular forms as

\[
\begin{align*}
  f_j &\equiv f_{j_r} \mod (p^{(j,j_r)}) \\
  f_j &\equiv f_{j_l} \mod (p^{(j,j_l)}).
\end{align*}
\]

by Lemma 3.6. We can rewrite this system of congruences as \( f_j = s \cdot (p^{(j,j_r)}) + f_{j_l} \equiv f_{j_l} \mod (p^{(j,j_l)}) \). Notice that \( f_{j_r} \) and \( f_{j_l} \) are already determined since \( j_r, j_l < j \). Then we have

\[
s \cdot (p^{(j,j_r)}) \equiv f_{j_l} - f_{j_r} \mod (p^{(j,j_l)}).
\]
Let \( d \) be the greatest common divisor of \( (p_{jjl}) \) and \( (p_{jjr}) \), then
\[
s \cdot \frac{(p_{jjl})}{d} = \frac{f_{jl} - f_{jr}}{d} \mod \frac{(p_{jjl})}{d}.
\]
By multiplying this equation with the inverse of \( (p_{jjl}) \) modulo \( (p_{jjl}) \), we obtain
\[
s = \frac{f_{jl} - f_{jr}}{d} \left[ \frac{(p_{jjl})}{d} \right]^{-1} \mod \frac{(p_{jjl})}{d}.
\]
Finally we can get the formula for \( f_j \) by setting \( s = \left[ \frac{(p_{jjl})}{d} \right]^{-1} \mod \frac{(p_{jjl})}{d} \).

The following example is an application of Algorithm 4.2 and above observation.

**Example 4.5.** Consider the arbitrary ordered 8-cycle in Figure 6.

![Figure 6. Arbitrary ordered \( C_8 \) and \( F(4) \)](image)

Let \( F^{(4)} \in \mathcal{F}_4 \). The nearest left and right zero labeled vertices to \( v_4 \) are \( v_1 \) and \( v_3 \). By Algorithm 4.2, we first connect \( v_1 \) and \( v_3 \). This gives us two new cycles. We consider the cycle which does not contain \( v_4 \). Then we label the vertices of this cycle by zero. In this case, \( f_5 = f_7 = 0 \). We obtain a new cycle containing \( v_4 \) by combining \( v_1 \) and \( v_3 \) as in Figure 7.

![Figure 7. Arbitrary ordered \( C_4 \)](image)

We fix \( f_4 = [8, (9, 6, 5)] = 8 \) by zero trails. For \( f_6 \), we have
\[
f_6 = 2 \mod 3
\]
\[
f_6 = 0 \mod 5.
\]
The inverse of 3 modulo 5 is 2 and \( d = (3, 5) = 1 \), so we have
\[
f_6 = 2 + 3 \cdot (-2) \cdot 2 = -10 \equiv 5 \mod 15
\]
and we can set \( f_6 = 5 \). For \( f_8 \), we have
\[
f_8 \equiv 8 \mod 9
\]
\[
f_8 \equiv 5 \mod 6.
\]
Here \( d = (9, 6) = 3 \) and the inverse of \( 9/3 = 3 \) modulo \( 6/3 = 2 \) is 1, thus
\[
f_8 = 8 + (-1) \cdot 9 = -1 \equiv 17 \mod 18
\]
and we can assign \( f_8 = 17 \). Hence we get \( F^{(4)} = (0, 0, 0, 8, 0, 5, 0, 17) \). Similarly, we can easily obtain
\[
F^{(5)} = (0, 0, 0, 0, 12, 0, 0, 0)
\]
\[
F^{(6)} = (0, 0, 0, 0, 15, 0, 0)
\]
\[
F^{(7)} = (0, 0, 0, 0, 0, 20, 0)
\]
\[
F^{(8)} = (0, 0, 0, 0, 0, 0, 18).
\]
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