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Abstract

Causality knowledge is crucial for many artificial intelligence systems. Conventional textual-based causality knowledge acquisition methods typically require laborious and expensive human annotations. As a result, their scale is often limited. Moreover, as no context is provided during the annotation, the resulting causality knowledge records (e.g., ConceptNet) typically do not take the context into consideration. To explore a more scalable way of acquiring causality knowledge, in this paper, we jump out of the textual domain and investigate the possibility of learning contextual causality from the visual signal. Compared with pure text-based approaches, learning causality from the visual signal has the following advantages: (1) Causality knowledge belongs to the commonsense knowledge, which is rarely expressed in the text but rich in videos; (2) Most events in the video are naturally time-ordered, which provides a rich resource for us to mine causality knowledge from; (3) All the objects in the video can be used as context to study the contextual property of causal relations. In detail, we first propose a high-quality dataset Vis-Causal and then conduct experiments to demonstrate that with good language and visual representation models as well as enough training signals, it is possible to automatically discover meaningful causal knowledge from the videos. Further analysis also shows that the contextual property of causal relations indeed exists, taking which into consideration might be crucial if we want to use the causality knowledge in real applications, and the visual signal could serve as a good resource for learning such contextual causality. Vis-Causal and all used codes are available at: [https://github.com/HKUST-KnowComp/Vis_Causal](https://github.com/HKUST-KnowComp/Vis_Causal).

1 Introduction

Humans possess a basic knowledge about facts and understandings for commonsense of causality in our everyday life. For example, if we leave five minutes late, we will be late for the bus; if the sun is out, it’s not likely to rain; and if we are hungry, we need to eat. Such causality knowledge has been shown to be helpful for many NLP tasks [1, 2, 3]. Thus, it is valuable to teach machines to understand causality [4].

Causal relations in the commonsense domain are typically contributory and contextual [5]. By contributory, we mean that the cause is neither necessary nor sufficient for the effect, but it strongly contributes to the effect. By contextual, we mean that some causal relations only make sense in a certain context. The contextual property of causal relations is important for both the acquisition and application of causal knowledge. For example, if some people tell the AI assistant (e.g. Siri) “they are hungry” in a meeting, a basic assistant may suggest them to order food because it has the knowledge that ‘being hungry’ causes ‘eat food’. A better assistant may suggest ordering food after the meeting

\(^{\ast}\)This work was done when the author was visiting HKUST.

\(^{2}\)The other two levels are absolute causality (the cause is necessary and sufficient for the effect) and conditional causality (the cause is necessary but not sufficient for the effect), which commonly appear in the scientific domain rather than our daily life.
Figure 1: An example of Vis-Causal. Based on the annotated plausibility, there exists a strong causal relation from ‘A dog is running’ to ‘The leaves blow around’ with the visual signal as context (i.e., on leaves), but that causal relation is no longer plausible without the context.

because it knows that the causal relation between ‘being hungry’ and ‘eat food’ may not be plausible in the meeting context. Without understanding the contextual property of causal knowledge, achieving such a level of intelligence would be challenging.

To help machines better understand the causality commonsense, many efforts have been devoted into developing the causality knowledge bases. For example, ConceptNet [6] and ATOMIC [7] leverage human-annotation to acquire small-scale but high-quality causality knowledge. After that, people try to leverage linguistic patterns (e.g., two events connected with “Because”) [8, 9, 10] to acquire causality knowledge from textual corpus. However, causality knowledge, especially those trivial knowledge for humans, are rarely formally expressed in documents [6], a pure text-based approach might struggle at covering all causality knowledge. Besides that, none of them take the aforementioned contextual property of causal knowledge into consideration, which may restrict their usage in downstream tasks.

In this paper, we propose to ground causality knowledge into the real world and explore the possibility of acquiring causality knowledge from visual signals (i.e., images in time sequence, which are cropped from videos). By doing so, we have three major advantages: (1) Videos can be easily acquired and can cover rich commonsense knowledge that may not be mentioned in the textual corpus; (2) Events contained in videos are naturally ordered by time. As discussed by [3], there exists a strong correlation between temporal and causal relations, and thus such time-consecutive images can become a dense causality knowledge resource; (3) Objects from the visual signals can act as the context for detected causality knowledge, which can remedy the aforementioned lack of contextual property issue of existing approaches.

To be more specific, we first define the task of mining causality knowledge from time-consecutive images and propose a high-quality dataset (Vis-Causal). To study the contextual property of causal relations, for each pair of events, we provide two kinds of causality annotations: one is the causality given certain context and the other one is the causality without context. Distribution analysis and case studies are conducted to analyze the contextual property of causality. An example from Vis-Causal is shown in Figure 1 where the causal relation between “dog is running” and “blowing leaves” only makes sense when the context is provided because the dog is running on the leaves, so its high speed and quickly-moved pow cause the leaves blow around. Without the context “leaves on the ground”, this causal relation is implausible. After that, we propose a Vision-Contextual Causal (VCC) model, which can effectively leverage both the pre-trained textual representation and visual context to acquire causality knowledge and can be used as a baseline method for future works. Experimental results demonstrate that even though the task is still challenging, by jointly leveraging the visual and contextual representation, the proposed model can better identify meaningful causal relations from time-consecutive images. To summarize, the contributions of this paper are three-fold: (1) We formally define the task of mining contextual causality from the visual signal; (2) We present a high-quality dataset Vis-Causal; (3) We propose a Vision-Contextual Causal (VCC) model to demonstrate the possibility of mining contextual causality from the vision signal.

The rest of the paper is organized as follows. In Section 2, we formally define the task of learning contextual causality from the visual signal. After that, we present the construction details about Vis-Causal in Section 3. In Section 4 and 5, we present the details about the proposed VCC model and the experiments. In the end, we use Section 6 to introduce related works and Section 7 to conclude this paper.
2 The Task Definition

As introduced in the introduction, the ultimate goal of this work is to acquire contextual causality knowledge from videos. However, as current models cannot afford processing videos directly, we simplify the task into mining causality knowledge from time-consecutive images, which are cropped from the video. Thus, we formally define the task as follows. Each image pair \( P \in \mathcal{P} \), where \( \mathcal{P} \) is the overall image pair set, consists of two images \( I_1 \) and \( I_2 \), sampled from same video, in a temporal order (i.e., \( I_1 \) appears before \( I_2 \)). For each \( P \), our goal is to identify all possible causal relations between the contained images. Normally, this task contains two sub-tasks: identifying events in images and identifying causality relation between contained events. As there exists a huge overlap between the event identification task and the scene graph generation task \[11\] in the computer vision (CV) community, which has been extensively studied \[12, 13\], in this work, we focus on the second sub-task. We assume that the event sets contained in \( I_1 \) is denoted as \( E_1 \) and the event sets contained in all images sampled from \( V_1 \) is denoted as \( E_v \). For each event \( e_1 \in E_1 \), our goal is finding all events \( e_2 \in E_v \) such that \( e_1 \) causes \( e_2 \).

3 The Vis-Causal Dataset

In this section, we introduce the details about the creation of Vis-Causal, which was carried out in four steps: (1) Pre-processing the raw video data into frames for further annotation; (2) Identifying the contained events from the frames; (3) First-round of causal annotation, which requires annotators to write down events that can be caused by the given event; (4) Second-round of causal annotation, which refines the quality of the annotation from step three via more fine-grained annotation and two settings are included (one is with the visual context and the other one is without any context). We select Amazon MTurk\(^3\) as the annotation platform and show survey examples in the appendix. We elaborate on each step as follows.

3.1 Data Source

In order to acquire a broad coverage of daily life causality, we chose to use ActivityNet \[14\], which contains short videos from YouTube, as the video resource. We randomly selected 1,000 videos. For each video, we took five uniformly sampled screen-shots and took adjoined screen-shots as pairs of time-consecutive images to better capture the chained events. As a result, we collected 4,000 image pairs.

3.2 Event Identification

In the first step, for each image pair, we invited three annotators to write down any events they can identify in the first image. Clear instructions and examples were given to help annotators understand the definition of events and our task. We invited three annotators for each image, resulting in 12,000 events in total for 4,000 image pairs.

3.3 First-round Causal Annotation

After identifying events, we invited annotators to identify related event pairs, which are used as candidates for next-step causal relation annotation. For each pair of time-consecutive images, we selected all three identified events in the first image, and for each one of them, we asked annotators to describe one event that happens in the second image and is caused by the selected event, which happens in the first image. If no suitable event was found, which is possible due to the sparseness of causal relations, the annotators could choose ‘None’ as the answer. For each question, we invited three different annotators to provide annotations. After filtering out answers that contain ‘None’ or has less than two words, we obtained 23,558 event pair candidates. On average, we kept 5.89 candidate event pairs for each image pair.

3.4 Second-round Causal Annotation

As crowd-workers, unlike experts, are less likely to effectively distinguish the difference between inference and causality (For example, ‘A cat is running’ infers ‘An animal is running’ but ‘A cat is running’ doesn’t cause ‘an animal is running’), such relations are often mistakenly annotated as causal relation in the first-round annotation based on our observation. To remedy this problem, in the second round of annotation, we first present a clear definition and several examples of all possible relations (e.g., ‘Inference’ and ‘Causality’) and then ask annotators to select the most plausible relations for all candidate event pairs, which is more fine-grained and thus achieves the better annotation quality. Besides that, to investigate the contextual property of causality knowledge, two settings are considered for the annotation (one with the

\(^3\)https://www.mturk.com/
context and one without). For each setting, we invite five annotators for annotating each event pair. Following previous works [15, 16], we employ Inter Annotator Agreement (IAA), which computes the average agreement of an annotator with the average of all other annotators, to evaluate the overall annotation quality. As a result, we achieve 78% and 76% IAA scores for “with context” and “without context” settings respectively. We achieve slightly lower agreement in the “without context” setting. One possible explanation is that when no context is provided, different people may think about different contexts and thus their annotations about causal relations could be slightly different.

### 3.5 Annotation Analysis

The distribution of annotation results for both settings are shown in Figure 2(a) and Figure 2(b) respectively. For each pair of events, we compute the plausibility based on voting. For example, if four out of five annotators vote “causal”, its causal plausibility is 0.8. In general, we can see that for both settings, the majority of the candidate event pairs have weak causal relations and only a small portion of the candidates contain strong causal relations, especially for the “with context” setting. One possible explanation is that when no context is provided, humans can think about multiple contexts and find the most suitable one such that the causal relation is plausible in that scenario. However, when the visual context is provided, where the scenario is fixed, humans do not have the freedom to choose a suitable scenario by themselves. As a result, Annotators tend to annotate more plausible causal relations in the “no context” setting.

To investigate the contextual property of causal relations, we show the distribution of plausibility difference (“with context” minus “without context”) in Figure 2(c). From the result, we can observe that about 6% of event pairs, which is indicated with the dashed box, have stronger causal relations without any context, while about 1% of event pairs, which is indicated with the solid box, have a stronger causal relation when the visual context is provided. Two examples of both cases are shown in Figure 2(d) and 2(e) respectively.

### Table 1: Dataset statistics.

|        | #Videos | #Images | #Pairs | #Positives | #Cand. |
|--------|---------|---------|--------|------------|--------|
| Train  | 800     | 4000    | 3200   | 2599       | 31.8   |
| Dev    | 100     | 500     | 400    | 329        | 32.1   |
| Test   | 100     | 500     | 400    | 282        | 32.2   |

#Videos, #Images and #Pairs denotes the number of videos, images and image pairs, respectively. #Positives denotes the number of event pairs labeled with causality relation. #Cand. denotes the average length of the candidate event list.
Figure 3: Demonstration of the proposed model. We use $e_1$ and $e_2$ to denote the vector representation of $e_1$ and $e_2$ after encoding respectively. Assuming that three objects ($o_1$, $o_2$, and $o_3$), whose vector representations are denoted as $o_1$, $o_2$, and $o_3$ respectively, are extracted from the two context images, a cross attention module is proposed to jointly leverage the event and context representation to make the final prediction.

3.6 Dataset Splitting and Statistics

We split the dataset into train, dev, and test sets based on the original split of ActivityNet [14] and collect 800, 100, and 100 videos for the train, dev, and test set respectively. We select positive causal relations based on the annotation under the “with context” setting. If at least four of five annotators think there exists a causal relation between a pair of events given the context, we will treat it as a positive example. As a result, we got 2,599, 329, and 282 positive causal pairs for the train, dev, and test set, respectively. On average, each event pair contains 11.41 words and the total vocabulary size is 10,566. We summarize the detailed dataset statistics in Table 1.

4 The VCC Model

In this section, we introduce the proposed Vision-Contextual Causal (VCC) Model, which leverages both the visual context and contextual representation of events to predict the causal relations, and we show the overall framework in Figure 3. In total, we have three major components: event encoding, which encodes the two events into vectors for further prediction; visual context encoding, which encodes the context frame such that the context can be utilized in the model; and cross attention, which aims at finding the best context and event representation via the attention mechanism [17]. The details about these components are introduced as follows.

4.1 Textual Event Encoding

As both $e_1$ and $e_2$ are represented with natural language, we begin with converting them into vector representations. In this work, we leverage a pre-trained language representation model BERT [18] to encode all events. Assuming that after the tokenization, event $e$ contains $n$ tokens $w_1, w_2, ..., w_n$, we denote their contextualized representations after BERT as $w_1, w_2, ..., w_n$. 

5
4.2 Visual Context Encoding

Following the common approach in multi-modal approaches [11, 19], we first leverage an object detection module to detect objects from images and use all extracted objects to represent the visual context. Assuming that for $I_1$ and $I_2$, we extract $m_1$ and $m_2$ objects respectively. After combining all objects from two images together and sorting them based on the confidence score provided by the object detection module, we keep the top $m$ objects and denote them as $o_1, o_2, ..., o_m$. The motivation for that operation is to avoid the influence of noise introduced by the object detection module. As all objects are in the form of words, to align with events, we use the same pre-trained language representation model to extract the vector representation $\mathbf{o}_1, \mathbf{o}_2, ..., \mathbf{o}_m \in \mathcal{O}$.

4.3 Cross-Attention Module

The purpose of the cross-attention module is to minimize the influence of noise by selecting important context objects with events and informative tokens in events with the context. Thus, the cross-attention module contains two sub-steps: (1) context representation; (2) event representation.

**Context Representation:** For each event $e$, whose tokens’ vector representations are $\mathbf{w}_1, \mathbf{w}_2, ..., \mathbf{w}_n$, we first take the average of all tokens and denote the resulted average vector as $\tilde{\mathbf{w}}$. As the vector representation set of all selected objects is denoted as $\mathcal{O}$, we compute the overall context representation as:

$$\mathbf{o} = \sum_{o' \in \mathcal{O}} a_{\tilde{\mathbf{w}}, o'} \cdot o',$$

where $a_{\tilde{\mathbf{w}}, o'}$ is the attention weight of $\tilde{\mathbf{w}}$ on object $o'$. Here we compute the attention weight as:

$$a_{\tilde{\mathbf{w}}, o'} = NN_a([\tilde{\mathbf{w}}, o']),$$

where $NN_a$ is a standard two-layer feed forward neural network and $[,]$ indicates the concatenation.

**Event Representation:** After getting the context representation, the next step is computing the event representation. Assuming that the vector set of $e$ is $\mathcal{W}$, we can get the event representation with a similar attention structure:

$$\mathbf{e} = \sum_{\mathbf{w'} \in \mathcal{W}} b_{\mathbf{o}, \mathbf{w'}} \cdot \mathbf{w'},$$

$$b_{\mathbf{o}, \mathbf{w'}} = NN_b([\mathbf{o}, \mathbf{w'}]),$$

where $b$ is the attention weight we computed with another feed forward neural network $NN_b$.

4.4 Causality Prediction

Assuming that the context representations with $e_1$ and $e_2$ as attention signal are denoted as $\mathbf{o}_{e_1}$ and $\mathbf{o}_{e_2}$ respectively and the overall representations of $e_1$ and $e_2$ are $\mathbf{e}_1$ and $\mathbf{e}_2$, we can then predict the final causality score as follows:

$$F(e_1, e_2, I_1, I_2) = NN_c([\mathbf{e}_1, \mathbf{e}_2, \mathbf{o}_{e_1}, \mathbf{o}_{e_2}]).$$

5 The Experiment

In this section, we present experiments and analysis to show that both the pre-trained textual representation and visual context can help learn causality knowledge from time-consecutive images.

5.1 Evaluation Metric

As each event in the first image could cause multiple events in the second image, following previous works [11], we evaluate different causality extraction models with a ranking-based evaluation metric. Given each event $e$ in the first images, models are required to rank all candidate events based on how likely they think these events are caused by $e$. We then evaluate different models based on whether the correct caused event is covered by the top one, five, or ten ranked events. We denote these evaluation metrics as Recall@1, Recall@5, and Recall@10. In our experiment, all detected events in the same video are considered as negative examples.

\[4\text{If an object word is tokenized to multiple tokens, we take their average representation as the token representation.}\]
Table 2: Performances of different models. Performances by context categories are reported. The best performance on each evaluation metric for each category is indicated with the bold font.

| Model                  | Metric | Sports | Socializing | Household | Personal Care | Eating | Overall |
|------------------------|--------|--------|-------------|-----------|---------------|--------|---------|
| **Random Guess**       | R@1    | 0.67   | 3.64        | 1.69      | 0.00          | 9.09   | 2.13    |
|                        | R@5    | 14.19  | 16.36       | 15.25     | 11.11         | 27.27  | 15.25   |
|                        | R@10   | 28.38  | 38.18       | 27.12     | 33.33         | 27.27  | 30.14   |
| **No Visual Context**  | R@1    | 6.76   | **9.09**    | **8.47**  | 0.00          | 9.09   | 7.45    |
|                        | R@5    | 31.08  | 30.91       | 23.73     | 22.22         | 45.45  | 29.79   |
|                        | R@10   | 59.46  | **63.64**   | **64.41** | 55.56         | 72.73  | 61.70   |
| **No Attention**       | R@1    | 7.43   | 9.09        | 6.78      | 0.00          | 18.18  | 7.80    |
|                        | R@5    | 38.51  | 29.09       | 22.03     | 11.11         | 36.36  | 32.27   |
|                        | R@10   | 61.49  | 54.55       | 54.24     | 66.67         | 54.55  | 58.51   |
| **ResNet as Context**  | R@1    | 7.43   | **9.09**    | 1.69      | 0.00          | 9.09   | 6.38    |
|                        | R@5    | 37.16  | 27.27       | 22.03     | 11.11         | 36.36  | 31.21   |
|                        | R@10   | 59.46  | 58.18       | 52.54     | **77.78**     | 63.64  | 58.51   |
| **The proposed VCC Model** | R@1    | **8.78** | 7.27       | 6.78      | **11.11**     | 27.27  | **8.87** |
|                        | R@5    | 37.16  | **36.36**   | **28.81** | **33.33**     | 45.45  | **34.75** |
|                        | R@10   | **64.86** | 58.18    | 62.71     | 55.56         | **72.73** | **63.12** |

5.2 Baseline Methods

To prove that the context is crucial and the proposed cross-attention module is helpful, we compare VCC with the following models:

1. **No Visual Context**: Directly predicts the causal relation between events without considering the visual context. For each event, we take the average of word representations as the event representation and concatenate the representations of two events together for the final prediction.

2. **No Attention**: Removes the cross-attention module and uses the average word embeddings of all selected objects to represent the context.

3. **ResNet as Context**: Removes the object detection module and uses the average image representation extracted by ResNet-152 [20] as the context representation.

Besides the aforementioned baselines, we also present the performance of a “random guess” baseline, which randomly ranks all candidate events and can be used as a performance lower-bound for all causality extraction models.

5.3 Implementation Details

**Model Details**: We use BERT [18] as the textual representation model to encode both events and objects detected from images. We follow the previous scene graph generation work [11] to leverage a Faster R-CNN network [21], which is trained on MS-COCO [22], to detect objects from the images.

We set the hidden state size in the feed-forward neural network to be 200 and the number of selected objects $m$ to be 10. The total number of trainable parameters is 109.9 million (including 109.48 million from BERT-base).

**Training Details**: During the training phase, for each positive example, we randomly select one negative example and use cross-entropy as the loss function. We employ stochastic gradient descent (SGD) as the optimizer. All parameters are initialized randomly and the learning rate is set to be $10^{-4}$. All models are trained with up to ten epochs and the models that perform best on the dev set are evaluated on the test set. The experiments are implemented on Intel(R) Xeon(R) CPU E5-2640v4@2.40GHz and one GTX-1080 GPU. Each training epoch takes 18 minutes on average.

5.4 Result Analysis

We report the performance of all models on all categories and show the results in Table 2 from which we can make the following observations:

---

5 All models converge before ten epochs.
1. All models significantly outperform the “random guess” baseline in almost all settings, which show that models can learn to extract meaningful causality knowledge from these time-consecutive images and learning causality knowledge from the visual signal can be a good supplement for the current text-based approach of acquiring causality knowledge in the future.

2. With the help of the context information, VCC outperforms the baseline ‘No Context’ model in most experiment settings, which proves the importance of context and is consistent with our previous observation that some causality only makes sense in certain contexts.

3. The proposed VCC model outperforms the ‘No Attention’ model significantly, which demonstrates the influence of noise introduced by the object detection module and the effectiveness of the proposed cross-attention module.

4. The proposed VCC model, which first extracts objects from images and then use extracted objects as the context, outperforms the “ResNet as Context” baseline, which directly uses the ResNet encoded image representation as the context, even though it does not suffer from the noise introduced by the object detection module at all. One possible explanation is that the event textual representation and the ResNet encoded image representation are vectors in different semantic spaces (one in language and one in vision), which may not perfectly align with each other. As a comparison, in the proposed model, we first extract objects from images and then encode them as text, and thus the alignment issue no longer exists.

5. In general, even though the proposed model outperforms all baseline methods and can learn to extract meaningful causality knowledge from the training data, the task is still challenging due to the following reasons: (1) Missing information about the visual context: the performance of current object detection module is not good enough and many important objects related to the two events could be missing; (2) Correct resolution of pronouns: pronouns appear frequently in events and without the correct resolution of those pronouns, it is hard to fully understand the semantic meaning of events; (3) Lack of support of external knowledge, especially commonsense knowledge: the proposed dataset is a great test dataset for evaluating models abilities of understanding causality but its scale is not large enough to cover all the scenarios. It is important to include more knowledge from other resources.

5.5 Can Language Representation Models Understand Causality?

As observed in [23], language representation models can preserve rich knowledge, in this subsection, we conduct experiments to investigate whether pre-trained language representation models (i.e., BERT [18] and GPT-2 [24]) can understand causality without any training. For each candidate event pair (e.g., (“A dog is running”, “The leaves blow around”)), we convert it into a natural sentence (e.g., “A dog is running, so the leaves blow around”), and then input it into the language representation model. The overall probability returned by models can be used as their causality predictions. Higher probability indicates higher plausibility prediction. We rank all candidates by their probabilities and evaluate the models in the same way as previous experiments. We conduct experiments on BERT-base[6] and GPT-2 (774 million parameters), with the Hugging face implementation[7]. Besides unsupervised approaches, we also present the performances of replacing the language representation module in VCC with different pre-trained models.

From the experimental results in Table 3, we can see that, compared with the “random guess” baseline, unsupervised BERT and GPT-2 only achieved slightly better performance. The reason behind this is that even though these pre-trained language representation models contain rich semantics about events, they can only distinguish which two events are more relevant rather than identify the causality between them. As all negative examples are also selected from the same video, which makes them very relevant to the target process, the task becomes too challenging for unsupervised models. However, if we incorporate them into the VCC model and further train them, they will achieve much better performance.

Table 3: Performances of different models. Best-performing models are indicated with the bold font.

| Model          | R@1 | R@5 | R@10  |
|----------------|-----|-----|-------|
| Random Guess   | 2.13| 15.25| 30.14 |
| BERT           | 2.13| 22.34| 39.00 |
| GPT-2          | 3.55| 17.73| 34.40 |
| VCC (BERT)     | 8.87| 34.75| 63.12 |
| VCC (GPT-2)    | 7.80| 31.56| 56.03 |

---

6 We also tried BERT large, but it does not make a significant improvement over the base model.

7 https://github.com/huggingface/transformers
5.6 Case Study

To further analyze the success and limitation of the proposed VCC model, we present a case study, where predictions are sorted based on the prediction scores, in Figure 4, from which we can see that VCC successfully predict that “wash car” can cause “ground becomes wet” and “car is cleaned”, but it also makes mistakes. For example, based on these two images, humans know that the car does not change color but VCC may mistakenly connect the event “change color” with “wash” from some other training examples. In this case, using a few objects to represent images may not be enough to cover all the visual information. Besides that, VCC also predicts “Man sees the car”, which indeed happens in the second image but is not caused by “wash”. Understanding this might need the inference over external knowledge. How to leverage external knowledge to better understand the visual signal and thus acquire more accurate causal knowledge is left for our future investigation.

6 Related Works

In this section, we introduce related work about causality acquisition and visually-grounded NLP.

6.1 Causality Acquisition

As a crucial knowledge for many artificial intelligence (AI) systems [4], causality has long been an important research topic in many communities with different focuses. For example, in the machine learning community, researchers [4, 25] are focusing on modeling causality from structured data (e.g., directed acyclic graph). Different from them, researchers from the computer vision community [26, 27] are focusing on identifying key objects or events in images that can cause certain decision makings. Last but not least, previous works in the natural language processing (NLP) community are mostly working on acquiring causality knowledge via either crowd-sourcing [6, 7] or linguistic pattern mining [8] and then applying the acquired knowledge for understanding human language [3]. The ultimate goal of this paper is the same as previous NLP works that we are trying to acquire causality knowledge, which can be stored and used for downstream tasks. But the approach is different. To the best of our knowledge, this is the first work exploring the possibility of directly acquiring causality from the visual signal. Another related work from the CV community is Visual-COPA [28], which asks models to identify if one image can cause another. The major difference is that our paper is trying to extract causality knowledge rather than leveraging external knowledge to predict image relations.
6.2 Visually-grounded NLP

As the intersection of computer vision (CV) and natural language processing (NLP), visually-grounded NLP research topics are popular in both communities. For example, image captioning [29] aims at generating captions for images and scene graph generation [11] tries to detect not just entities but also events or states from images. Besides these basic tasks, some other visually-grounded NLP tasks (e.g., visual question answering (VQA) [30] and visual dialogue [19]) are also created to test how well models can understand human language and visual signals jointly. Another line of related works is visual commonsense reasoning [31, 32, 33, 34], which aim at either extracting commonsense knowledge from the images or evaluating models’ commonsense reasoning abilities over images. Considering that the causality often happens between events that appear in the temporal order, which are unlikely to appear in the same image, we choose to work on time-consecutive image pairs rather than a single image.

7 Conclusion

In this paper, we explore the possibility of learning causality knowledge from time-consecutive images. To do so, we first formally define the task and then create a high-quality dataset Vis-Causal, which contains 4,000 image pairs, 23,558 event pairs, and causal relation annotations under two settings. On top of the collected dataset, we propose a Vision-Contextual Causal (VCC) model to demonstrate that with the help of strong pre-trained textual and visual representations and careful training, it is possible to directly acquire contextual causality from visual signals. Further analysis shows that even though VCC can outperform all baseline methods, it is still not perfect. As the visual signal could serve as an important causality knowledge resource, we will keep exploring how to better acquire causal knowledge from the visual signal (e.g., leveraging external knowledge) in the future. Both the dataset and code will be released to encourage research on the causality acquisition.
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A Appendix

Figure 5: Event identification. Annotators are requested to identify one event from the image. Detailed instructions and examples, which are not shown in this screenshot, are also provided at the beginning of each survey.

Figure 6: First-round Causal Relation Annotation. Annotators are requested to identify events happen in the second image that can be caused by the event in the first image.

Figure 7: Second-round Causal Relation Annotation. We only show the survey for causal relation annotation with context as an example. The only difference in the w/o context setting is that we remove the images.