Criticality-Enhanced Quantum Sensing via Continuous Measurement
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Present protocols of criticality-enhanced sensing with open quantum sensors assume direct measurement of the sensor and omit the radiation quanta emitted to the environment, thereby potentially missing valuable information. Here we propose a protocol for criticality-enhanced sensing via continuous observation of the emitted radiation quanta. Under general assumptions, we establish a scaling theory for the global quantum Fisher information of the joint system and environment state at dissipative critical points. We derive universal scaling laws featuring transient and long-time behavior governed by the underlying critical exponents. Importantly, such scaling laws exceed the standard quantum limit and can in principle saturate the Heisenberg limit. To harness such advantageous scaling, we propose a practical sensing scheme based on continuous detection of the emitted quanta as realized experimentally in various quantum-optical setups. In such a scheme a single interrogation corresponds to a (stochastic) quantum trajectory of the open system evolving under the nonunitary dynamics dependent on the parameter to be sensed and the backaction of the continuous measurement. Remarkably, we demonstrate that the associated precision scaling significantly exceeds that based on direct measurement of the critical steady state, thereby establishing the metrological value of the continuous detection of the emitted quanta at dissipative criticality. We illustrate our protocol via counting the photons emitted by the open Rabi model, a paradigmatic model for the study of dissipative phase transition with finite components. Our protocol is applicable to generic quantum-optical open sensors permitting continuous readout, and may find applications at the frontier of quantum sensing, such as the human-machine interface, magnetic diagnosis of heart disease, and zero-field nuclear magnetic resonance.

I. INTRODUCTION

A most ambitious vista of quantum sensing is to enhance the sensor precision from the standard quantum limit (SQL) [1–3] of independent, uncorrelated measurements towards the Heisenberg limit (HL) [4, 5], the ultimate precision allowed by quantum mechanics. Given a fixed number N of the sensor components and a total time t of the sensing interrogation, the SQL represents a (classical) scaling of the estimation error as ~ 1/√Nt, whereas the HL features a quantum-enhanced scaling ~ 1/Nt [6]. Such enhancement, on the one hand, can be achieved by preparing individual sensor components in entangled quantum states, e.g., the Greenberger–Horne–Zeilinger state [7] and spin-squeezed states [6, 8]. Nevertheless, such states are technically challenging to scale, fragile when exposed to noise [9], and thus far restricted to a small number of components, see recent advances [10–16]. On the other hand, alternative strategies without direct preparation of entangled states open intriguing and promising routes towards quantum-enhanced sensing with affordable technological requirements; see Ref. [17] for an overview.

A recent highlight among these is criticality-enhanced sensing [18–27]. The key ingredient there is the universally divergent susceptibility of the ground state to small parameter variation of the Hamiltonian at a quantum critical point (CP). Such divergence translates directly into a divergent quantum Fisher information (QFI). Protocols of criticality-enhanced sensing typically adopt one of the following two approaches. The first [19, 26] is based on the time evolution of the ground state following a quench of the Hamiltonian parameters across the CP, i.e., exploiting the dynamic susceptibility. The precision is quantified by the QFI of the time-evolved state, which obeys a sub-Heisenberg scaling ~ t^2 N^α with α ≤ 2 determined by the critical exponents of the underlying CP. The second approach [18, 23] exploits the static susceptibility of the ground state, by adiabatically switching the Hamiltonian parameters across the CP. The precision is quantified by the QFI of the ground state, which may obey an apparent super-Heisenberg scaling with respect to N. This, however, comes at the price of a divergent interrogation time to maintain adiabaticity close to the CP [20]. Taking into account such time, the ground-state QFI obeys the same scaling ~ t^2 N^α as in the quench approach [20]. Therefore, the two approaches are equivalent and both provide a promising avenue towards the HL based on engineering short-range interacting many-body systems close to quantum criticality. Experimentally, such a capability has been demonstrated in various quantum-optical setups well isolated from the environment [28–31].

Open quantum-optical setups represent another interesting candidate for criticality-enhanced sensing. These systems support dissipative criticality [32–37], defined via gap closing in the highest real part of the spectrum of the Liouville superoperator for the reduced density matrix of
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the system [38]. At a dissipative CP, the thermodynamic properties of the steady density matrix manifest divergent scaling behavior, bearing similarities to the behavior of the ground state at a quantum CP [38].

State-of-the-art protocols [21–24] for critical open sensors quantify the sensor precision limit via the QFI of the reduced density matrix of the system. This, however, only represents the optimal precision achieved by direct measurement of the system. In stark contrast to closed systems, open dissipative systems continuously exchange radiation quanta with their environments, which carry information about the system and, therefore, about the parameter to be sensed. Such radiation quanta may be detected continuously in time via mature experimental techniques in quantum optics, e.g., photon counting and homodyne measurement [39–42], accomplishing indirect monitoring of the system via measurement of the environment. Such a unique opportunity makes open sensors a natural platform for implementing continuous-measurement-based sensing schemes [43–51] and, from a theoretical point of view, requires the use of the global QFI of the joint system and environment state $|\Psi(t)\rangle$

\[ I_\theta(t) = 4|\langle \partial_\theta \Psi(t) | \partial_\theta \Psi(t) \rangle - |\langle \Psi(t) | \partial_\theta \Psi(t) \rangle|^2 \]  

(1)
as the ultimate precision bound, which can in principle be achieved by the most general measurement of the joint system and environment (implementing such measurement in practice, however, may be challenging). This has been emphasized in sensing with non-interacting open system [43–48] and systems manifesting intermittent dynamics [49], as well as in scenarios of noisy quantum sensing with observed environments [52–54]. In contrast to the existing studies [43–54], here we are interested in open interacting many-body sensors at (continuous) dissipative CPs. Two fundamentally important questions emerge naturally in this context. (i) Does the global QFI (1) manifest criticality-enhanced universal scaling at a dissipative CP? (ii) If so, can we access such enhanced precision scaling via realistic measurement schemes of the emitted radiation quanta? In this paper, we provide positive answers to both questions. We show that the global QFI (1) for a generic Markovian open sensor obeys universal scaling laws at dissipative criticality, which are governed by and can be related analytically to the universal critical exponents of the underlying CP. Such scaling exceeds the SQL, and can in principle saturate the HL. Moreover, as a practical scheme to access the criticality-enhanced precision, we analyze a sensing protocol based on continuous measurements that is applicable to the the sensing of arbitrary parameters at generic dissipative CPs, relevant to diverse platforms across experimental quantum optics.

Our key findings are illustrated in Fig. 1 with the example of the open Rabi model (see Refs. [55] and below), a paradigmatic model for the study of dissipative phase transitions with finite components. Figure 1(a) presents a schematic of our sensing protocol. We assume that the open system is tuned to a dissipative CP. The quantity we wish to sense is encoded as a parameter, $\theta$, in the system Hamiltonian. A single sensing interrogation consists of initializing the system at $t_0 = 0$ in the same (arbitrary) state and subsequent detection and evolution spanning $[0,t]$. We emphasize that such evolution is subjected to measurement backaction randomly driving the system away from the steady state, in stark contrast to the steady-state-based scenario [21, 23]. As such, our scheme has the natural advantage that it does not require steady-state preparation that typically suffers critical slowing down. Detection of the radiation quanta continuously in time provides us with measurement signals $D(t,0)$ dependent on the system dynamics, that is, on $\theta$. This allows us to construct an estimator $\theta_{\text{est}}$. The associated precision can be quantified by the Fisher information (FI) of the detected signal

\[ F_\theta(t) = \sum_{D(t,0)} P[D(t,0)] \left| \langle \partial_\theta \ln P[D(t,0)] \rangle \right|^2, \]  

(2)where $P[D(t,0)]$ is the probability of the continuously detected signal $D(t,0)$. According to the Cramér–Rao inequality [56], the FI sets a lower bound to the variance of any (unbiased) estimator of $\theta$, i.e., $\text{Var}(\theta_{\text{est}}) \geq 1/F_\theta(t)$.

The universal scaling of the precision bounds is exemplified in Fig. 1(b) by the sensing of the cavity mode frequency, $\theta = \omega$. We find that the time dependence of both the global QFI and the FI can be divided into two regimes, the transient regime and the long-time regime, separated by a characteristic time scale $t_\ast \approx \eta/\kappa$, with $\eta$ the effective size of the system and $\kappa$ the cavity damping rate. In the transient regime, $t \lesssim t_\ast$, the global QFI obeys a super-Heisenberg scaling with respect to time $I_\omega(t) \sim t^1$ whereas the FI obeys the Heisenberg scaling $F_\omega(t) \sim t^2$. In the long-time regime, $t \gg t_\ast$, both quantities grow linearly in time, and depend algebraically on the system size $\eta$, $I_\omega(t) \sim \eta^2 t$ and $F_\omega(t) \sim \eta t$. The scaling exponents of the global QFI can be expressed analytically in terms of the critical exponents of the underlying dissipative CP.

The rest of the paper is organized as follows. In Sec. II, we develop a scaling theory for the universal behavior of the global QFI (1) at a generic dissipative critical point. In Sec. III, we analyze a continuous-measurement-based sensing protocol for accessing the criticality-enhanced precision, illustrated with the example of the open Rabi model. We conclude in Sec. IV with a summary of our results and an outlook.

## II. UNIVERSAL SCALING OF THE GLOBAL QUANTUM FISHER INFORMATION

Let us start our discussion by analyzing the precision limit of a generic quantum-optical open sensor at dissipative criticality. Consider the sensor as an open many-particle system with spatial extension $L$ defined on a $d$-dimensional lattice, consisting of $N = L^d$ interacting
inter-particle interactions are single-body terms, with operators resulting from system and environment coupling, 

both quantities manifest algebraic scaling with respect to $t$ and $\eta$, and for illustration we show the numerical results for $N = 500$, $\omega = 1$, $\kappa = 0.1$. With respect to the interrogation time $t$, the precision bounds obey (super-)Heisenberg scaling in the transient regime, $t \ll t_{*} \sim \eta/\kappa$, whereas linear scaling in the long-time regime, $t \gg t_{*}$. The scaling should be contrasted with the HL $\sim t^{3/2}$ (thick dashed blue) and the SQL $\sim t \sqrt{\eta}$ (not shown). The scaling exponents of the global QFI can be related to the critical exponents $z = 1$, $\Delta_{h} = -1/2$ and the spatial dimension $d = 0$ via the general formulas (12) and (13).

We consider the sensing of a single quantity that, without the loss of generality, is assumed to be encoded as a parameter $\theta$ of the many-body Hamiltonian $H(\theta)$. Here $\{\hat{J}_{\ell}\}$ represents a set of (single- or many-body) jump operators resulting from system and environment coupling, with $\ell$ the set index. To be specific, we focus on the experimentally common situation where $\theta$ is encoded in single-body terms,

$$
H(\theta) = \sum_{i=1}^{N} \hat{h}_{i}(\theta) + \sum_{i<j}^{N} \hat{h}_{ij} + \ldots,
$$

i.e., we assume that all $k$-body ($k \geq 2$) terms describing inter-particle interactions are $\theta$ independent.

The sensor precision is upper bounded by the global QFI (1), which may be achieved by the most general measurement performed on the joint system and environment state $|\Psi(t)\rangle$. For quantum-optical open sensors where the quantum regression formula [59, 62] typically holds, the global QFI can be expressed in terms of the system autocorrelators [46],

$$
I_{\theta}(t) = 2 \int_{0}^{t} d\tau \int_{0}^{t} d\tau' \langle\{\delta\hat{O}(\tau'), \delta\hat{O}(\tau)\}\rangle. \tag{5}
$$

Here, $\hat{O} := \partial_{\theta}\hat{H}(\theta)$ is the Hermitian operator which encodes $\theta$, the angle bracket $\langle\cdots\rangle := \text{tr}[\cdots |\rho(0)\rangle\langle\rho(0)|]$ denotes an expectation with respect to the initial (pure) system density matrix $\rho(0) = |\psi(0)\rangle\langle\psi(0)|$, and $\delta\hat{O}(t) := \hat{O}(t) - \langle\hat{O}(t)\rangle$. Under our assumption Eq. (4), $\hat{O} = \sum_{i=1}^{N} \hat{O}_{i}$ is an extensive single-body operator, with $\hat{O}_{i} := \partial_{\theta}\hat{h}_{i}(\theta)$ the local operator of the $i$-th particle. The global QFI (5) can therefore be expressed as

$$
I_{\theta}(t, L) = 8L^{d} \int_{0}^{t} d\tau \int_{0}^{t-\tau} ds S(\tau, s, L), \tag{6}
$$

$$
S(\tau, s, L) = \frac{1}{L^{d}} \sum_{i,j=1}^{N} \Re[\langle\delta\hat{O}_{i}(\tau + s)\delta\hat{O}_{j}(\tau)\rangle], \tag{7}
$$

in which $\Re$ denotes the real part, and we have indicated explicitly the dependence of the global QFI on the system size $L$. Equations (6) and (7) provide us with a useful connection between the global QFI and the autocorrelators of the open quantum sensor. In particular, as we show below, they lead to explicit quantitative predictions at continuous dissipative CPs, where the universal scaling laws of the autocorrelators translate directly into the scaling of the global QFI.
A. Criticality and universal scaling

Let us assume that LME (3) supports a continuous dissipative CP in its steady state $\rho_{st}$, i.e., the solution of the stationary LME $L\rho_{st} = 0$. We assume that $h$ is a parameter of LME (3) that drives the system across the phase transition ($h$ can be independent of $\theta$), and the CP is located at $h_{CP} = 0$. Close to the CP, the static and dynamic properties associated with $\rho_{st}$ obey universal scaling laws governed by a small number of critical exponents. In the following we show that the global QFI (6) manifests such universal scaling behavior.

To begin with, we introduce

$$S_{st}(s, L) = \frac{1}{L^d} \sum_{i,j=1}^{N} \Re[\langle \delta \hat{o}_i(s) \delta \hat{o}_j(0) \rangle_{st}],$$

with $\langle \cdots \rangle_{st} := \text{tr}(\rho_{st} \cdots)$ an expectation value with respect to the steady state. Note that $S_{st}(0, L)$ is the static structure factor of the steady state at zero momentum. Assuming translational invariance, and taking the thermodynamic limit $L \to \infty$, $S_{st}(0, L)$ obeys the well-known scaling behavior (see, e.g., Ref. [63]) $S_{st}(0, L) \sim \xi^{d-2\Delta_\delta}$, provided $d - 2\Delta_\delta > 0$, where $\Delta_\delta$ is the scaling dimension of the operator $\hat{o}_i$, defined via $(\delta \hat{o}_i(0) \delta \hat{o}_j(0))_{st} \sim r^{-2\Delta_\delta}$ at the CP $h_{CP} = 0$; $\xi$ is the correlation length of the system, which diverges according to $\xi \sim h^{-\nu_c}$ close to the CP, with $\nu_c$ the correlation-length critical exponent. In the opposite case of $d - 2\Delta_\delta < 0$, $S_{st}(0, L) \sim c_{st}$ dependent on the short-distance (ultraviolet) cutoff, i.e., it is not universal. For correlations of nonequal time $s \neq 0$ and of finite system size $L$, the above scaling behavior can be generalized to a dynamic scaling form [64, 65]

$$S_{st}(s, L) = \Lambda^{d-2\Delta_\delta} \varphi_{st}(\Lambda^{1/\nu_c} h, \Lambda^z s^{-1}, \Lambda^{-1} L),$$

(8)

in which $\Lambda$ is a cutoff length scale determined by the relative strength of the two relevant perturbations to the CP, $h$ and $L^{-1}$, $\varphi_{st}$ is a universal scaling function and $z$ is the dynamic critical exponent. Equation (8) completely captures the dominant divergent behavior of $S_{st}(s, L)$ close to criticality, i.e., for small enough $h$ and $L^{-1}$. If $h$ is sufficiently small, $h \ll L^{-1/\nu_c}$, the inverse system size $L^{-1}$ is the dominant perturbation to the CP, i.e., the finite-size effect most severely drives the system away from criticality. Correspondingly, $\Lambda \simeq L$ and therefore $S_{st}(s, L) \sim L^{d-2\Delta_\delta}$. In the opposite limit $h \gg L^{-1/\nu_c}$, $h$ is the dominant perturbation to the CP. Correspondingly, $\Lambda \simeq \xi \sim h^{-\nu_c}$ and thus $S_{st}(s, L) \sim h^{-\nu_c d + 2\nu_c \Delta_\delta}$. The scaling behavior of $S(\tau, s, L)$ [cf. Eq. (7)] can be deduced via direct extensions of Eq. (8). To keep our presentation concise, we only outline the essential physics here, and defer a comprehensive theoretical analysis to Appendix A. We note that in the limit $\tau \to \infty$, the autocorrelator $S(\tau, s, L) \to S_{st}(s, L)$, as can be seen by applying the quantum regression formula $\langle \delta \hat{o}_i(\tau + s) \delta \hat{o}_j(\tau) \rangle = \text{tr}[\delta \hat{o}_i e^{\hat{L} \tau} \delta \hat{o}_j e^{\hat{L} \tau} \rho(0)]$. Consequently, the parameter $\tau^{-1}$ can be regarded as a new perturbation that controls the scaling behavior of $S(\tau, s, L)$ close to criticality, i.e., for $\tau \gg 1$. Importantly, $\tau^{-1}$ can be shown to be a relevant perturbation (in the renormalization group sense) with a scaling dimension identical to the dynamic exponent $z$. This allows us to extend Eq. (8) by the inclusion of $\tau^{-1}$ as a new scaling variable besides $h$ and $L^{-1}$, therefore arriving at a dynamic scaling ansatz

$$S(\tau, s, L) = \Lambda^{d-2\Delta_\delta} \varphi(\Lambda^{1/\nu_c} h, \Lambda^z \tau^{-1}, \Lambda^z s^{-1}, \Lambda^{-1} L),$$

(9)

where the cutoff length scale $\Lambda$ is determined by the relative strengths of $h$, $\tau^{-1}$ and $L^{-1}$. We emphasize that Eq. (9) is valid in the critical region, where the relevant perturbations $h$, $\tau^{-1}$ and $L^{-1}$ are sufficiently small such that the system behavior is universal. In particular, the evolution time $\tau$ in Eq. (9) should be longer than some short cutoff time scale $t_{\text{cutoff}}$, whose exact value depends on the model details (i.e., it is not universal) and is not interesting to us. To focus on the universal scaling of precision bounds, we implicitly assume that all time scales we consider are longer than $t_{\text{cutoff}}$ in the rest of the paper.

We provide a comprehensive formulation of the physics outlined above in Appendix A via analogy with quantum criticality based on the renormalization group framework. Remarkably, we show theoretically that the scaling ansatz (9) is applicable to generic continuous dissipative CPs, except the rare case of multicritical points. To consolidate our theoretical analysis, we verify Eq. (9) for the model system considered in our work (the open Rabi model, to be introduced in Sec. III A) via numerical finite-size scaling, which can be extended to verify Eq. (9) for other models as well.

Equation (9) provides us with a simple yet powerful scaling form for autocorrelators close to dissipative criticality, which leads directly to the scaling laws of the global QFI via Eq. (6), as shown in the next section.

B. Scaling laws of the global quantum Fisher information

We now study the scaling laws of the global QFI (6), based on the scaling ansatz (9). First, we note that Eq. (9) allows us to identify different regimes where the cutoff length scale $\Lambda$ is set by different perturbations to the CP among $h$, $L^{-1}$ and $\tau^{-1}$, and correspondingly $S(\tau, s, L)$ obeys different scaling forms. For criticality-enhanced sensing, we consider $h = 0$, i.e., the system parameter is tuned at the CP. Consequently, $S(\tau, s, L)$ picks up the following scaling forms

$$S(\tau, s, L) = \left\{ \begin{array}{l}
\varphi_{st}(\tau^{-1}, L \tau^{-1}, L^z s^{-1}, L L^{-1}), \\
\Lambda^{d-2\Delta_\delta} \varphi_{st}(\tau L^{-1}, \tau L^z s^{-1}, L L^{-1}),
\end{array} \right.$$
time $t$ compared to the system size $L$: (i) $t \lesssim L^2$, which is referred to as the transient regime hereafter, where the integrand $S(\tau, s, L)$ obeys the scaling form (10); (ii) $t \geq L^2$, which is referred to as the long-time regime hereafter, where $S(\tau, s, L)$ picks the form (11) in most of the integration interval in Eq. (6). Completing the integration in Eq. (6) in the two regimes we find that

$$I_\theta(t, L) \sim \begin{cases} t^{(d-2\Delta_\theta)z+2}L^d, & t \lesssim L^z, \\ t^{2d-2\Delta_\theta+z}, & t \gg L^z. \end{cases} \tag{12}$$

In arriving at Eq. (13), we have made the approximation $\int_0^{L-z} ds \sim \int_0^\infty ds$, justified by the fact that $\phi_\theta(Lz^{z-1}, L^zs^{-1}) \to 0$ sufficiently fast at large $s/L$ as a result of the finite correlation time in a finite-size system.

Equations (12) and (13) serve as the central formulas of this section, which provide us with the scaling laws of the global QFI (1) of a generic quantum-optical open quantum sensor at dissipative criticality. Such scaling depends on the spatial dimension $d$, the dynamic critical exponent $z$ and the scaling dimension of the local operator $\hat{a}_i$ that encodes the unknown parameter.

C. Super-Heisenberg scaling and consistency with the Heisenberg limit

Let us discuss a few peculiar features of the scaling laws in Eqs. (12) and (13); cf. Fig. 2. First, we note that they surpass the SQL, and are improved further by coupling $\theta$ to operators with a small scaling dimension $\Delta_\theta$. Such a condition is typically met by relevant operators (in the renormalization group sense) of low-dimensional CPs [20]. Second, we compare the scaling laws in Eqs. (12) and (13) to the HL widely discussed in the context of interferometric sensing [4, 5]. We focus on the case that $\hat{a}_i$ is a single-body operator, and we temporarily assume $d \geq 1$. Therefore, the HL adopts the familiar expression $\text{HL} \sim t^{2}\Omega^2 \equiv t^2L^{2d}$. We comment on the special case $d = 0$ at the end of this section.

One interesting aspect is the apparent super-Heisenberg scaling with respect to the interrogation time $t$ or the particle number $N$ in different regimes. In the transient regime $t \lesssim L^z$, the global QFI [cf. Eq. (12)] manifests super-Heisenberg scaling with respect to $t$ [note that we assume that $d - 2\Delta_\theta > 0$ for the validity of Eqs. (12) and (13)] and linear scaling with respect to $N$. In the long-time regime $t \gg L^z$, the global QFI [cf. Eq. (13)] manifests linear scaling in $t$ and super-Heisenberg scaling in $N$, provided by the condition $z - 2\Delta_\theta > 0$, which can be fulfilled by encoding $\theta$ in operators with small scaling dimensions.

Despite such apparent super-Heisenberg scaling, the global QFI is indeed upper-bounded by the HL. To see this, let us introduce the precision scaling

$$I_\theta(t, L) \sim t^2L^{2d-2\Delta_\theta}. \tag{14}$$

We note that for continuous CPs defined in spatial dimensions $d \geq 1$, the operator scaling dimensions are positive, $\Delta_\theta \geq 0$. Therefore, scaling (14) is sub-Heisenberg. Dividing both sides of Eqs. (12) and (13) by $I_\theta(t, L)$ yields

$$I_\theta(t, L)/I_\theta^*(t, L) \sim \begin{cases} (tL^{-z}(d-2\Delta_\theta)/z, & t \lesssim L^z \\ L^zt^{-1}, & t \gg L^z. \end{cases}$$

Therefore, $I_\theta(t, L) \lesssim I_\theta^*(t, L)$ in both the transient and the long-time regimes. Only at the sweet spot $t_* \simeq L^z$, $I_\theta(t_*, L)$ saturates $I_\theta^*(t, L)$. This confirms that the global QFI is Heisenberg limited in $d \geq 1$.

In $d = 0$, the critical open system does not possess a rigorous spatial extension $L$. Consequently, the HL cannot be expressed as $t^2L^{2d}$, and should be analyzed in terms of the actual resources involved in the sensing protocol. This is illustrated in the next section via the open Rabi model, for which we show that the associated global QFI can actually saturate the HL [cf., Fig. 1(b)] and Sec. III.B).

III. CRITICALITY-ENHANCED PRECISION VIA CONTINUOUS MEASUREMENT

The universal scaling of the global QFI opens an attractive avenue towards enhanced precision scaling by harnessing dissipative criticality. Saturating the global QFI, however, requires a most general measurement of

![FIG. 2. Illustration of the universal scaling laws of the global QFI at a generic dissipative CP, Eqs. (12) and (13), with respect to the interrogation time $t$ and the particle number $N = L^d$, assuming $d \geq 1$. The global QFI (red solid line) and its tight bound Eq. (14) (green solid line), are contrasted with the HL (blue dashed line) and the SQL (black dotted line). The characteristic time scale $t_* \sim L^z$ separates the transient regime and the long-time regime, where the global QFI obeys different scaling laws. The scaling exponents are determined by the spatial dimension $d$, the dynamic critical exponent $z$ and the scaling dimension $\Delta_\theta$ of the local operator $\hat{a}_i$ that encodes the unknown parameter, via $\beta = 2 + (d - 2\Delta_\theta)/z$ and $\gamma = 2 + (z - 2\Delta_\theta)/d$. The shaded region represents an initial time window characterized by a short cutoff time scale $t_{\text{cutoff}}$, in which the behavior of the global QFI is not universal.](image-url)
the joint system and environment, which may be practically challenging. This leads to the question of whether practical measurement schemes provide access to the criticality-enhanced scaling (which, in general, is lower than the scaling of the global QFI). In this section we provide a positive answer to this question, by analyzing a readily implementable sensing protocol based on continuous measurement of the radiation quanta emitted by the critical open sensor. While our protocol is generally applicable to critical open systems in diverse setups that permit optical readout, to be specific in the following we illustrate it via the open Rabi model [55], a light-matter interacting model featuring a continuous dissipative CP in zero spatial dimension. Besides its conceptual simplicity, its finite-component nature facilitates numerical simulation, making it possible to extract the scaling of the (classical) Fisher information as the precision bound of our sensing scheme. As such, it allows for direct comparison between the precision scaling of our protocol and that of a recent study [23] based on direct, instantaneous measurement of the critical steady state of the open Rabi model, therefore demonstrating the advantages of our scheme.

A. Model system: the open Rabi model

Let us consider a cavity mode coupled to a qubit [cf. Fig. 1(a)] as described by the quantum Rabi Hamiltonian

\[ \hat{H} = \omega \hat{c} \hat{c} + \frac{\Omega}{2} \hat{\sigma}_z - \lambda (\hat{c} + \hat{c}^\dagger) \hat{\sigma}_z. \]  

(15)

Here, \( \hat{c} (\hat{c}^\dagger) \) denotes the annihilation (creation) operator of the cavity mode, \( \hat{\sigma}_{z,x} \) are the Pauli matrices of the qubit, \( \omega \) is the cavity mode frequency, \( \Omega \) is the qubit transition frequency and \( \lambda \) is the coupling strength. The cavity leaks photons to the external electromagnetic environment at a rate \( \kappa \). Without monitoring the environment, the dynamics of the open cavity-qubit system can be described by a standard LME [23, 55]

\[ \dot{\rho} = -i[\hat{H}, \rho] + \kappa \left( \hat{c} \rho \hat{c}^\dagger - \frac{1}{2} \{\hat{c}^\dagger \hat{c}, \rho\} \right). \]  

(16)

Equation (16) conserves a \( \mathbb{Z}_2 \) parity symmetry \( \hat{c} \to -\hat{c}, \hat{\sigma}_z \to -\hat{\sigma}_z \). Remarkably, in the soft-mode limit \( \omega / \Omega \to 0 \), the steady state of Eq. (16) can spontaneously break such a symmetry, resulting in a continuous dissipative phase transition [55].

Being zero dimensional, the model (16) does not possess a rigorously defined system size. Nevertheless, following Refs. [55, 66] we can introduce the frequency ratio \( \eta = \Omega / \omega \) as the ‘effective size’ of the model, with \( \eta \to \infty \) corresponding to the thermodynamic limit [55]. We further introduce a dimensionless coupling constant \( g = 2\lambda / \sqrt{4\Omega \omega} \). In the limit \( \eta \to \infty \), the system undergoes a continuous phase transition at a CP \( g_C = \sqrt{1 + (\kappa / 2\omega)^2} \) [55], cf. Fig. 1(a). At \( g < g_C \), the system is in the normal phase, characterized by the order parameter \( \langle \hat{c} \rangle_{st} = 0 \), whereas at \( g > g_C \), the system enters the superradiant phase, characterized by \( \langle \hat{c} \rangle_{st} \neq 0 \). Finite \( \eta \) plays the role of a finite-size cutoff, which renders the phase transition to a smooth crossover.

The critical properties of the CP have been extracted numerically via finite-size(i.e., finite-\( \eta \)) scaling of various thermodynamic quantities [55], which provides \( z = 1 \) as the dynamic and \( \nu = 2 \) as the correlation length critical exponent. As such, the open Rabi model lies in the same universality class as the open Dicke model [67, 68]. At the CP \( g = g_C \), the mean occupation of the cavity mode diverges according to \( \langle \hat{n} \rangle_{st} \sim \eta^{1/2} \), in which \( \hat{n} := \hat{c} \hat{c}^\dagger \).

Therefore, the scaling dimension of \( \hat{n} \) is \( \Delta_n = -1/2 \), which satisfies the condition \( d - 2\Delta_n > 0 \) (cf. Sec. II.B). As such, the sensing of the cavity mode frequency \( \omega \) serves as an ideal demonstration of criticality-enhanced scaling, which we analyze in detail in sections below.

Finally, we emphasize that the features of the open Rabi model presented above fundamentally rely on the validity of LME (16) in the thermodynamic limit \( \eta \to \infty \), as assumed without proof by previous studies [23, 55]. In the present work we manage to take the significant leap of a rigorous derivation of Eq. (16) in such a limit, based on the microscopic system and environment Hamiltonian in an actual experimental implementation. We outline such an implementation in Sec. III.E, and provide the detailed derivation in Appendix D, which consolidate the model system for demonstrating our sensing scheme and provide a firm ground for Refs. [23, 55].

B. Scaling laws of the global quantum Fisher information

In Fig. 3 we show the numerical finite-size scaling of the global QFI for the sensing of \( \omega \), for different system sizes \( \eta \) in both the transient regime \( \kappa t \lesssim \eta^2 \) [Fig. 3(a)] and in the long-time regime \( \kappa t \gg \eta^2 \) [Fig. 3(b)], assuming...
that the model is tuned to the CP $g = g_{CP}$. The perfect data collapse indicates the following scaling behavior of the global QFI

$$I_\omega(t, \eta) = \begin{cases} (kt)^3 f_1(kt/\eta), & kt \lesssim \eta, \\ \text{const.} \times (kt)^2, & kt \gg \eta, \end{cases} \tag{17}$$

with $f_1(kt/\eta)$ is a scaling function reflecting the finite-size correction. This validates the predictions of the general formulas Eqs. (12) and (13) when the relevant exponents $d = 0, z = 1$ and $\Delta \rho = -1/2$ are plugged in.

The scaling laws Eqs. (17) and (18) are Heisenberg limited. As a zero-dimensional model, the HL of the open Rabi model can be analyzed in terms of the actual resources involved, that is, the interrogation time $t$ and the mean occupation of the cavity mode $\langle \hat{n} \rangle_{st}$. Hereby $HL \sim t^2 \langle \hat{n} \rangle_{st}^2 \sim t^2 \eta$. From Eqs. (17) and (18), we have $I_\omega(t, \eta) \sim (kt/\eta) \times HL$ in the transient regime $kt \lesssim \eta$, whereas $I_\omega(t, \eta) \sim (\eta/kt) \times HL$ in the long-time regime $kt \gg \eta$.

Therefore, the global QFI manifests super-Heisenberg scaling with respect to the interrogation time $t$ (the cavity photon number $\langle \hat{n} \rangle_{st}$) in the transient (long-time) regime; nevertheless is always upper bounded by the HL. We further note that $I_\omega(t, \eta) \sim HL$ at $t = \eta/\kappa$, i.e., the global QFI saturates the HL in the asymptotic limit $t, \eta \to \infty$ with $kt \simeq \eta$ kept fixed. These features are illustrated in Fig. 1(b).

In contrast to these criticality-enhanced, Heisenberg-limited scaling laws at the CP, the global QFI obeys significantly lower scaling laws when the model is tuned far away from the CP. A detailed analysis of the latter is provided in Appendix C.

C. Photon counting and the scaling laws of the Fisher Information

Let us now analyze a continuous-measurement-based sensing protocol for accessing the criticality-enhanced precision scaling with open quantum sensors. As a concrete illustration, we consider the sensing of the cavity mode frequency $\omega$ of the open Rabi model via photon counting. Generalization to other types of continuous measurement, e.g., homodyning [45], is straightforward.

We assume that the photons leaked from the cavity are directed to and counted by a photon detector [cf. Fig. 1(a)]. For simplicity, we assume unit detection efficiency (finite detection efficiency reduces the FI by an overall factor but does not change its scaling; see [69]). The evolution of the joint cavity-qubit system is therefore subjected to the measurement backaction conditioned on a specific series of photon detection events. Specifically, in an infinitesimal time interval $d\tau$, the detection of a photon leads to the collapse of the (unnormalized) conditional state of the cavity-qubit system according to $|\tilde{\psi}_c⟩ \rightarrow \sqrt{kd\tau} \hat{c}|\tilde{\psi}_c⟩$, while if no photon is detected, the system evolves according to the nonunitary dynamics $|\tilde{\psi}_c⟩ \rightarrow M_0|\tilde{\psi}_c⟩$ with $M_0 = 1 - d\tau (i\hat{H} + \kappa \hat{c}^\dagger \hat{c})/2$ [58–60]. For an infinitesimal time interval $d\tau$, the probability of the detection of a photon is $p_1 = \kappa \langle \hat{c}^\dagger \hat{c} \rangle d\tau$ with $\langle \hat{c}^\dagger \hat{c} \rangle := \langle \psi_c | \cdots | \psi_c ⟩ / \langle \psi_c | \psi_c ⟩$, whereas the probability of the detection of no photon is $p_0 = \langle M_0^\dagger M_0 \rangle_{\psi_c} = 1 - p_1$.

Repeating such stochastic evolution for each time step $\tau, \tau + d\tau$, in which $\tau \in [0, t)$, defines a quantum trajectory consisting of the photon detection signals up to time $t$ and the associated conditional quantum state $|\tilde{\psi}_c(t)⟩$.

Mathematically, this can be formulated rigorously in terms of a (Itô) stochastic Schrödinger equation [58–60]

$$d|\tilde{\psi}_c⟩ = -\left(i\hat{H} + \frac{\kappa}{2} \hat{c}^\dagger \hat{c} \right) dt|\tilde{\psi}_c⟩ + dN(t)(\sqrt{\kappa d\tau \hat{c} - 1})|\tilde{\psi}_c⟩. \tag{19}$$

Here $dN(t)$ is a stochastic Poisson increment that takes two values: $dN(t) = 0$ with probability $p_0$, and $dN(t) = 1$ with probability $p_1$. The last term of Eq. (19) accounts for the backaction of photon counting by updating the system state conditioned on the detection of a photon or not. Corresponding to Eq. (19), the photon-counting signal up to time $t$ for a specific trajectory is $D(t, 0) := \{dN(ndt), ..., dN(dt), dN(0)\}$ where we identify $t \equiv ndt$.

The probability of this trajectory is [58–60]

$$P[D(t, 0)] = p_{dN(ndt)} \cdots p_{dN(0)} = \langle \tilde{\psi}_c(t)|\tilde{\psi}_c(t)⟩. \tag{20}$$

An ensemble average over all conditional states leads to the definition of a density operator of the cavity-qubit system, $\rho(t) = \sum D_{t,0} |\tilde{\psi}_c(t)⟩⟨\tilde{\psi}_c(t)|$, which evolves according to LME (16).

A single interrogation of our sensing protocol therefore corresponds to a quantum trajectory consisting of the continuously detected signal $D(t, 0)$ and the associated conditional evolution of the open system. Processing $D(t, 0)$ via standard means (e.g., via Bayesian inference [43–45]) provides an estimator $\omega_{est}$ of the cavity mode frequency. The associated precision is quantified...
by the FI of the detected signal
\[ F_\omega(t) = \sum_{D(t,0)} P[D(t,0)] \left\{ \partial_\omega \ln P[D(t,0)] \right\}^2. \] (21)

FI (21) can be extracted numerically, via approximating the ensemble average \( \sum_{D(t,0)} \) by a statistical average over sufficient (but finite) numbers of sampled trajectories. For each trajectory, we extract \( P[D(t,0)] \) via Eq. (20) following the numerical propagation of Eq. (19), and \( \partial_\omega P[D(t,0)] \) via calculating \( P[D(t,0)] \) at a slightly different \( \omega \) and subsequent numerical differentiation.

In Fig. 4 we show the results of our numerical finite-size scaling of the FI for different system sizes \( \eta \) in both the transient regime \( \kappa t \lesssim \eta^2 \) [Fig. 4(a)] and in the long-time regime \( \kappa t \gg \eta^2 \) [Fig. 4(b)], assuming that the model is tuned to the CP \( g = g_{CP} \). The perfect data collapse indicates, similar to the global QFI, that the FI obeys scaling behavior at criticality,
\[ F_\omega(t,\eta) \sim \begin{cases} \kappa^2 t \omega F_\omega(\kappa t/\eta), & \kappa t \lesssim \eta, \\ \text{const.} \times \kappa \eta \omega, & \kappa t \gg \eta. \end{cases} \] (22) (23)

where \( F_\omega(\kappa t/\eta) \) is a scaling function reflecting the finite-size correction.

As a validation of the accuracy of our numerics, we show in Fig. 5 the convergence of the approximated FI with respect to \( N_{\text{traj}} \), the number of sampled trajectories. As can be seen, the approximated FI gradually converges to the predicted scaling form (cf. Fig. 4) as \( N_{\text{traj}} \) increases, while convincing data collapse typically requires \( N_{\text{traj}} \geq 10^4 \). As the simulation time of each trajectory scales polynomially in the system size at criticality, the extraction of such FI scaling for generic dissipative criticality in high spatial dimensions may represent a computational challenge. Here, thanks to its zero-dimensional, finite-component nature, our model system allows for extracting such scaling behavior directly by quantum trajectory simulation.

D. Discussion

In contrast to the global QFI, we are not able to analytically relate the scaling laws of the FI given in Eqs. (22) and (23) to the critical exponents of the underlying CP. Nevertheless, we manage to develop a physical understanding of these scaling laws by analyzing them with respect to the resources involved in our sensing protocol. First, the long-time behavior Eq. (23) can be expressed as \( F_\omega(t,\eta) \sim \kappa^2 t \omega t_{*} \) with \( t_{*} \sim \eta^2/\kappa \) as defined previously in Sec. III B. This should be compared to the long-time behavior of the global QFI (18), which can be expressed similarly as \( L_c(t,\eta) \sim \kappa^2 t \omega \langle \hat{n}_t \rangle_{st}^2 \) (note that \( \langle \hat{n}_t \rangle_{st} \sim \eta^{1/2} \) at the CP, as introduced in Sec. III A). Such an expression illustrates that the global QFI (18) behaves the same as that of a standard noiseless interferometric scheme involving \( \langle \hat{n}_t \rangle_{st} \) entangled photons and spanning a time window \( t_{*} \) in each interrogation. The time scale \( t_{*} \) therefore characterizes the correlation time of the emitted photons—two photon detection events that are separated by more than \( t_{*} \) are essentially uncorrelated and are therefore analogous to two independent interrogations. Such an interpretation extends naturally to the FI—in comparison to the global QFI, it lacks the contribution \( \sim \langle \hat{n}_t \rangle_{st}^2 \) from the cavity photons, as it is obtained by measurement of the environment alone.

In contrast to these long-time scalings, the transient scaling Eq. (22) is due to dynamic critical behavior that lacks an analog in conventional interferometric schemes. Nevertheless, it can be recovered from the long-time scaling Eq. (23) by the simple replacement \( \eta \rightarrow (\kappa t)^{1/2} \), as they both originate from the dynamic criticality of the underlying CP, with \( \eta^{-1} \sim [(\kappa t)^{-1/2}] \) being the dominant perturbation in the long-time (transient) regime. Similarly for the global QFI, Eq. (17) can be related to (18) by the same replacement.

Finally, we compare the precision bounds of our continuous-measurement-based sensing protocol with that based on direct measurement of the critical steady state of the open Rabi model [23]. The latter scheme
discards the emitted radiation quanta and, therefore, the achievable sensing precision of it is upper bounded by the QFI of the reduced density matrix of the cavity-qubit system. Such a QFI was shown [23] to obey the SQL, i.e., $\sim kT(\bar{n})_{st} \sim kT\eta^{1/2}$, where the linear dependence on $t$ results from repeated preparation of the steady state in every interrogation. By continuously counting the emitted radiation quanta, the precision scaling is enhanced as quantified by the FI in the long-time regime $F_{\text{QFI}}(t, \eta) \sim kT\eta$. Moreover, in our scheme the global QFI in the long-time regime obeys a further enhanced scaling $L_{\text{QFI}}(t, \eta) \sim kT\eta^2$, which can in principle be achieved by a joint measurement of the open system and the environment.

E. Experimental implementation

Various quantum optical platforms provide promising opportunities for the implementation of the model system demonstrating our sensing scheme. In particular, the Rabi Hamiltonian (15) has been realized in trapped-ion [71, 72] and superconducting qubit [73, 74] setups, where continuous readout is a well-established tool. As a concrete example, we outline in the following a possible implementation of our sensing scheme with trapped ions, and defer a microscopic derivation of the LME (16) in such a setup to Appendix D.

As shown in Fig. 6, we consider two ions trapped in a linear Paul trap sharing a quantized vibrational motion (phonon mode), which we assume is cooled to the ground state. We assume that the two ions can be manipulated independently by lasers, e.g. via single-ion addressability with focussed laser beams [75] or via frequency space addressing using a crystal of mixed species [76]. The system ions possess a pair of internal states $\{\downarrow, \uparrow\}$ representing a (pseudo)spin-$1/2$, which, together with the phonon mode, provides the two elementary degrees of freedom for implementing the Rabi Hamiltonian (15). The ancilla ion, subjected to (weak) sideband resolved laser cooling, introduces controllable dissipation to the phonons and allows for continuous readout of the phonon properties via detection of the fluorescence photons.

Following Refs. [71, 72, 77–80], the Rabi Hamiltonian (15) can be engineered by driving the spin transition $\downarrow \rightarrow \uparrow$ with bichromatic laser beams at the same Rabi frequency $\Omega_0$, and respectively detuned by $\omega_{ph} - \delta_0$ and $-\omega_{ph} - \delta_r$ with respect to the ionic resonance; cf. Fig. 6. Here $\omega_{ph}$ is the phonon frequency, and $\delta_0 \ll \omega_{ph}$ are small frequency offsets. As such, the two laser beams are nearly resonant to the blue (red) phonon sideband, thus inducing transition processes $\sim \hat{\sigma}_+ \hat{c}^\dagger \hat{\sigma}_z \hat{c}$ respectively, with $\hat{\sigma}_+ = \hat{\sigma}_{\uparrow\downarrow}$, $\hat{\sigma}_z = \hat{\sigma}_{\uparrow\uparrow} - \hat{\sigma}_{\downarrow\downarrow}$ the Pauli operators and $\hat{c} \ (\hat{c}^\dagger)$ the creation (annihilation) operator of the phonon mode. By moving to a suitable rotation-frame and keeping all nearly-resonant processes [77], we arrive at the effective Hamiltonian

$$\hat{H} = \frac{\delta_b - \delta_r}{2} \hat{c}^\dagger \hat{c} + \frac{\delta_b + \delta_r}{4} \hat{\sigma}_z + \frac{\eta_{LD} \Omega_0}{2} \hat{\sigma}_x (\hat{c} + \hat{c}^\dagger),$$

where $\eta_{LD} = k/\sqrt{2m\omega_{ph}}$ is the Lamb-Dicke parameter, with $m$ the ion mass and $k$ the magnitude of the laser wavevector along the direction of the quantized oscillation. Equation (24) recovers the Rabi Hamiltonian (15) via the identification $\omega = (\delta_b - \delta_r)/2$, $\Omega = (\delta_b + \delta_r)/2$ and $\lambda = -\eta_{LD} \Omega_0/2$. Importantly, all three parameters can be adjusted independently in experiment, allowing for tuning of the system to the CP.

The demonstration of our critical sensing scheme in this system further requires continuous measurement of the phonons, which can be achieved via the ancilla ion; cf. Fig. 6. We assume that the ancilla is driven by a readout laser on a dipole-allowed transition $|g\rangle \rightarrow |e\rangle$, and the associated scattered light is collected (e.g., via a lens setup) and counted by a photon detector. The laser is tuned in resonance with the red phonon sideband, $\Delta_e = -\omega_{ph}$, under the resolved-sideband condition $\omega_{ph} \gg \Gamma_e$. $\Omega_e$, where $\Gamma_e$ is the spontaneous emission rate of the cooling transition $|e\rangle \rightarrow |g\rangle$, and $\Omega_e$ and $\Delta_e$ are the Rabi frequency and the detuning of the readout laser respectively. Physically, such a condition prescribes that the emission of a fluorescence photon is accompanied by the annihilation of a vibrational photon due to energy conservation and as a result, continuous counting of fluorescence photons accomplishes counting of phonons. A quantitative theoretical description can be derived by eliminating adiabatically the ancilla ion and projecting out the environment following a procedure similar to that used in Ref. [81]. This results in a stochastic ME for the (unnormalized) conditional density matrix of the joint system including the system-ion and the phonon mode

$$d\tilde{\rho}_c = \left( -i[\hat{H}, \tilde{\rho}_c] - \frac{\kappa}{2} \{\hat{c}^\dagger \tilde{\rho}_c, \hat{c}^\dagger \} + (1 - \epsilon) \kappa \hat{c} \hat{c}^\dagger \tilde{\rho}_c \right) dt$$

$$+ (\epsilon d\tau) \tilde{\rho}_c dN(t),$$
where \( \kappa \simeq \frac{k_0^2 \Omega X}{(4\Gamma_1 m_A \omega_{ph})} \) is the (adjustable) damping rate of the phonon mode with \( k_0 \) the magnitude of the wavevector of the readout laser and \( m_A \) the mass of the ancilla ion. The overall detection efficiency \( \epsilon \leq 1 \) is dependent on various factors, including the collection efficiency of the lens setup and the detector efficiency. In the ideal limit \( \epsilon = 1 \), Eq. (25) recovers our model, Eq. (19), via the identification \( \hat{\rho}_c = |\hat{\psi}_c \rangle \langle \hat{\psi}_c | \). Remarkably, the scaling behavior of the FI persists even at finite efficiency \( \epsilon < 1 \) \cite{11}, allowing for the demonstration of the criticality-enhanced precision scaling under realistic experimental conditions.

A photon collection efficiency of approximately 15% is feasible via lens setups in trapped-ion experiments \cite{41}. Further improvement can be achieved by coupling the ancilla ion to optical cavities \cite{82}, by simultaneous detection of the fluorescence of several ancilla, or by entanglement-based amplification \cite{11}

IV. CONCLUSION AND OUTLOOK

In contrast to the previous state of the art, we have established a protocol for criticality-enhanced sensing via continuous observation of the radiation quanta emitted by critical open sensors. The resulting precision achieves significantly enhanced scaling, thereby establishing the metrological usefulness of the emitted radiation quanta. To achieve this, we have followed a twofold approach.

First, we establish a scaling theory for the global QFI at continuous dissipative CPs. Under general assumptions, we demonstrate that the global QFI obeys transient and long-time scaling laws governed by the universal critical exponents of the underlying CP. Such scaling can be super-Heisenberg with respect to the interrogation time \( t \) or the particle number \( N \), but not both. We show that the global QFI is close to and can in principle saturate the HL at dissipative criticality, therefore providing rich opportunities towards criticality-enhanced quantum sensing. To achieve such a precision limit, however, requires the most general measurement of the joint system and environment, which may be challenging in practice.

In view of this, we present a feasible sensing scheme for approaching such criticality-enhanced precision scaling, based on continuous measurement of the radiation quanta emitted by the open sensor. We illustrate our protocol via counting photons emitted by a critical open sensor—the open Rabi model. The relatively simple structure of this model allows us to extract the FI of the detected signal, as a key parameter quantifying the achievable precision of our protocol. Similar to the global QFI, the FI manifests (transient and long-time) scaling behavior at the CP that, importantly, exceeds the SQL and is therefore criticality enhanced. Moreover, as the QFI of the reduced density matrix of the open Rabi model obeys the SQL \cite{23}, our protocol outperforms any protocol based on direct measurement of the open sensor alone. Such a continuous-measurement-based sensing scheme can be applied to various open quantum sensors permitting continuous readout, thereby establishing a general and practical strategy for criticality-enhanced sensing with open quantum sensors.

The quantum sensing framework established in the present work is timely and feasible in view of the significant experimental progresses in recent years towards the integration of synthetic many-body systems as quantum sensors. Promising candidates for directly implementing our model system include the recent realization of the critical Rabi Hamiltonian in trapped-ion setups \cite{72}, where continuous readout is a well-established tool. Several experimental platforms have demonstrated the intimately related open Dicke model \cite{32, 84}, which lies in the same universality class as the open Rabi model and therefore shares the same criticality-enhanced precision. Other relevant systems where our general scaling theory may apply include optically addressable spins in solid, e.g., color centers in diamond \cite{85}, twodimensional surfaces on diamond \cite{86}, driven-dissipative atomic gas \cite{87, 88}, polariton condensates \cite{89} and many-body cavity QED \cite{90} and circuit QED \cite{91} setups. With its broad applicability, our sensing protocol may lead to significant improvements in the design of ultimate sensing devices on the basis of interacting many-body systems that may, for example, find applications in human-machine interfaces \cite{92} or heart diagnostics \cite{93}.

The present work raises a few interesting theoretical questions as well. For example, while the general scaling theory of the global QFI (cf. Sec. II) established here is validated numerically for the open Rabi(Dicke) universality class, we believe that it and the underlying scaling assumptions hold for a broad class of dissipative CPs, including CPs in higher spatial dimensions. Extending such analysis to models belonging to other universality classes and evaluating the associated metrological precision limit therefore represents an attractive theoretical problem. In the broad context of open quantum sensors, remaining open questions include how to achieve the criticality-enhanced scaling of the global QFI via realistic measurement schemes, and the possible generalization of present results to non-Markovian scenarios \cite{94}. Finally, as the QFI is a witness of multipartite entanglement \cite{95, 96}, the universal scaling of the global QFI at dissipative criticality may lead to interesting implications, e.g., to the study of the dynamics of entanglement and other correlations in critical open quantum systems.
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**Appendix A: JUSTIFICATION OF THE DYNAMIC SCALING ANSATZ**

In this appendix, we discuss in detail the dynamic scaling ansatz (9) underlying the universal scaling of the global QFI, by combining theoretical analysis from the renormalization group perspective and numerical validation for the specific model system demonstrating our sensing scheme.

1. Theoretical analysis

Equation (9) is a generalization of the established dynamic scaling form given in Eq. (8) via the inclusion of the inverse evolution time \( \tau^{-1} \) as a new scaling variable. Crucial for such a generalization is the assumption that \( \tau^{-1} \) is a relevant scaling variable under the renormalization group (RG) transformation, with a scaling dimension identical to the dynamic critical exponent \( z \) of the dissipative CP:

\[
\tau^{-1} \rightarrow \lambda^z \tau^{-1}, \quad \text{under the RG } L \rightarrow \lambda^{-1} L, \tag{A1}
\]

in which \( L \) denotes the system size and \( \lambda > 1 \) is a rescaling factor. Below we show that the assumption (A1) and, thus Eq. (9), are valid at generic continuous CPs that are not multicritical, i.e., that are not the intersection of two or more critical curves that belong to different universality classes. In the (relatively rare) case that the dissipative CP is multicritical, Eq. (9) may need to be replaced by more sophisticated scaling forms reflecting the crossover physics between multiple universality classes.

Let us start our discussion by analyzing an analogous scenario in quantum phase transitions of equilibrium statistical mechanics. Consider an equilibrium system described by the thermal partition function \( Z_T = \text{tr}[e^{-\beta \hat{H}(B)}] \), with \( \beta = 1/k_B T \) the inverse temperature and \( \hat{H}(B) \) the system Hamiltonian dependent on a parameter \( B \) (we consider a single relevant parameter for simplicity). Suppose that at \( T = 0 \) the system undergoes a continuous quantum phase transition at a quantum CP \( B_{\text{CP}} \), say \( B_{\text{CP}} = 0 \). Consequently, thermodynamic quantities obey universal scaling behavior close to \( B_{\text{CP}} \). As the simplest example, the singular part of the susceptibility of a local observable \( \hat{o} \) obeys

\[
\partial_B \langle \hat{o} \rangle = \Lambda^{1/\nu - \Delta_s} \Phi_0 \left( \Lambda L^{-1}, \Lambda^{1/\nu} B \right), \tag{A2}
\]

where \( L \) is the system size, \( \Lambda \) is the RG cutoff scale and \( \Delta_s \) and \( \nu \) are critical exponents. Equation (A2) can be theoretically constructed within the RG framework. The CP corresponds to a RG fixed point, and \( L^{-1} \) and \( B \) are the (only) two relevant scaling variables of the RG transformation, which transforms by a simple rescaling as \( L^{-1} \rightarrow \lambda L^{-1} \) and \( B \rightarrow \lambda^{1/\nu} B \) close to the fixed point.

According to the scaling assumption, all parameters can be expanded in the basis of the scaling variables close to criticality. Expanding various thermodynamic quantities in \( L^{-1} \) and \( B \) and performing repeated RG transformation leads to the universal scaling forms as exemplified by Eq. (A2).

Now consider the system behavior at a slightly nonzero temperature \( T > 0 \), inside the celebrated “quantum critical region”; cf. Fig. 7(a). This region is characterized by a RG flow from the unstable fixed point at \( T = 0 \) (corresponding to the quantum CP) to the high-\( T \) stable fixed point (corresponding to the disordered phase). In this region, the temperature \( T \) enters as a new relevant scaling variable besides \( L^{-1} \) and \( B \). Its scaling dimension can be read by a simple dimensional analysis of the partition function \( Z_T \)–as \( \beta \) has the dimension of (imaginary) time \( t \), and \( \tau \) transforms as \( \tau \rightarrow \lambda^{-z} \tau \) under the RG, with \( z \) the dynamic critical exponent of the quantum CP. Therefore,

\[
\beta^{-1} \rightarrow \lambda^{z} \beta^{-1}, \quad \text{under the RG } L \rightarrow \lambda^{-1} L. \tag{A3}
\]

In the quantum critical region, we can again expand all thermodynamic quantities in the basis of the scaling operators \( L, B, \) and \( \beta^{-1} \), and perform repeated RG transformation, therefore extending the zero-temperature universal scaling laws to \( T > 0 \). As it turns out, this
amounts to simply adding $\Lambda^2 \beta^{-1}$ as a new variable in the scaling function $\Phi$ (which is different from the zero-temperature scaling function $\Phi_0$). For example, Eq. (A2) is extended to

$$\partial_B (\hat{o}) = \Lambda^{1/\nu - \Delta_\rho} \Phi \left( \Lambda L^{-1}, \Lambda^{1/\nu} B, \Lambda^2 \beta^{-1} \right),$$

and similarly for other thermodynamic quantities, e.g., correlators and response functions. In this way, the quantum criticality extends from the CP to $T > 0$—a generic feature of quantum phase transitions. By further increasing $T$ beyond some cutoff temperature (whose exact value depends on the microscopic details of the model), however, these universal behaviors are lost and the system enters a nonuniversal region, as demonstrated in Fig. 7(a).

The above paradigm is applicable to describe generic continuous quantum CPs, but not all. The exceptions are multicritical quantum CPs. A typical example is shown in Fig. 7(b), where the quantum CP, $(B, T) = (B_{CP}, 0)$, is the end point of a continuous thermal phase transition line that belongs to a different universality class from the quantum CP. As such, the physics in the low-$T$ region is determined not only by the quantum CP but also by the thermal CPs, therefore typically demonstrating more sophisticated crossover behavior than that captured by Eq. (A4). In particular, the dynamic critical exponent $z|_{T=0^+}$ associated with the thermal CP $(B, T) = (B_{CP}, 0^+)$ infinetisimally above the quantum CP, $z|_{T=0^+} \neq z$. From the RG point of view, this reflects that the RG transformation is nonanalytic at a multicritical quantum CP, rendering the extension from Eq. (A2) to Eq. (A4) presented above invalid. Methods to construct appropriate scaling forms to describe the crossover physics near multi-critical CPs are established (see, e.g., Chap. 10-14 of Ref. [98] for an introduction), but are irrelevant to our analysis here.

We now turn to the universal physics near a dissipative CP that, as we show below, shares strong similarities with the scenario discussed above. In contrast to equilibrium systems, which are described by a thermal partition function $Z_T = \text{tr}[e^{-\beta H}]$, (Markovian) driven dissipative systems are described by a Keldysh partition function $Z_K = \text{tr}[\rho (\tau)] = \text{tr}[e^{\tau \hat{O}} \rho (0)]$ (such a description is completely equivalent to the Lindblad-master-equation description, we refer to Ref. [38] for an introduction of the Keldysh framework). In $Z_K$ the evolution time $\tau$ plays a role analogous to $\beta$ in $Z_T$. Analogous to a quantum CP, which is defined by the non-analyticity of $Z_T$ on the $\beta = \infty$ (i.e., $T = 0$) plane, a dissipative CP is characterized by the non-analyticity of $Z_K$ on the $\tau = \infty$ plane, i.e., of the steady state. There is an important difference, however—as $\hat{H}$ is the Hermitian, $Z_T$ by construction obeys the detailed balance condition (as reflected by the quantum fluctuation-dissipation theorem), such feature is lost in $Z_K$.

Crucially, our analysis of the quantum CP presented above does not rely on the assumption of thermal equilibrium (i.e., the condition of detailed balance). Its validity essentially relies on two conditions: (1) the parameter $\beta$ enters as a linear coefficient in $\log(Z_T)$, such that $\beta$ has the dimension of time; (2) the quantum CP is not multicritical, such that the RG transformation is differentiable at the quantum CP. These conditions are also fulfilled in the case of a dissipative CP (we note that, although the initial state $\rho (0)$ formally enters the definition of $Z_K$, it contributes only irrelevant parameters under the RG as long as the dissipative system has a unique steady state [38]). Therefore, all the RG reasoning presented above can be adapted to the case of dissipative CP by simply replacing $\beta$ with $\tau$. Specifically we have two conclusions.

(I) The critical properties of a generic dissipative CP (defined for $\tau = \infty$) extends to a scaling region characterized by long, but finite evolution time $\tau$; cf., Fig. 7(c). Such a region terminates at a short time scale $\tau_{\text{cutoff}}$, whose exact value depends on the model details, and the evolution shorter than $\tau_{\text{cutoff}}$ is nonuniversal. In the scaling region, if the dissipative CP is not multicritical, the inverse evolution time $\tau^{-1}$ plays the role of a relevant scaling variable, with scaling dimension identical to the dynamic critical exponent $z$ of the dissipative CP:

$$\tau^{-1} \to \lambda^2 \tau^{-1}, \text{ under the RG } L \to \lambda^{-1} L.$$  \hspace{1cm} (A5)

This justifies our assumption (A1). Hence, universal scaling laws at $\tau = \infty$ can be extended to finite $\tau$ by simply adding $\Lambda^2 \tau^{-1}$ as a new variable in the scaling function. Applying this to the steady-state dynamic structure [cf., Eq. (8)], we arrive at our ansatz (9).

(II) In the rare case that the dissipative CP is multicritical, assumption (A1) is not necessarily valid, and may need to be replaced by more sophisticated scaling forms to reflect the underlying crossover physics. While multicritical dissipative CPs are to a large extent unexplored, we conjecture a possible crossover scenario in Fig. 7(d) via analogy to the equilibrium situation. A detailed investigation of the universal physics of multicritical dissipative CPs is attractive, is nevertheless beyond the scope of our paper.

2. Numerical validation for the open Rabi model

Here we provide a numerical validation of the dynamic scaling ansatz (9) for the model system that demonstrates our sensing scheme. Equation (9) prescribes that the correlator $S(\tau, s, L)$ obeys a universal scaling form determined by the three relevant perturbations $h$, $\tau^{-1}$, and $L^{-1}$, which can be validated via finite-size scaling collapse in the $(h, \tau^{-1}, L^{-1}, s^{-1})$ parameter space. For illustration, in the following we fix either $\tau^{-1}$ or $L^{-1}$, and show numerical finite-size scaling of the correlator with respect to the other two perturbations. To be specific, we choose $\hat{O} = \hat{n}$, which has scaling dimension $\Delta_\hat{n} = -1/2$ (cf. Sec. III A).

First, we fix $\tau^{-1} = 0$, which corresponds to taking the infinitely long time limit, at which $S(\tau, s, \eta) = S_{\text{st}}(s, \eta)$. Here we use the notation $S_{\text{st}}(s, \eta)$. For another value of $\tau^{-1}$, the scaling form (9) gives

$$S(\tau, s, \eta) = S_{\text{st}}(s, \eta) \times \lambda^{2\tau^{-1}}.$$  \hspace{1cm} (A6)

In the following, we present numerical results for $\Delta_\hat{n} = -1/2$.

3. Conclusions

In this work, we have demonstrated the sensing of quantum criticality through the measurement of critical fluctuations arising from the dynamics of a dissipative quantum system. Our theoretical framework is based on a generalization of the Keldysh partition function, which allows us to capture the full dynamics of the system. We have shown that, similar to the equilibrium case, the critical behavior of the system can be described by a scaling function that depends on the evolution time $\tau$. In particular, we have derived a scaling law that is valid for both single and multi-critical CPs, and we have provided numerical evidence for the validity of this law in the case of the open Rabi model. Our results open up new possibilities for the detection and characterization of quantum critical points, which could have applications in various fields, including quantum computing and condensed matter physics.
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\[ Z_{q} = \text{tr}[e^{-\beta H_B}] \]
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FIG. 8. Numerical verification of the dynamic scaling ansatz (9) for the open Rabi model, which has \( z = 1, \nu = 2 \) and \( \Delta_k = -1/2 \). The perfect scaling collapse indicates that, at sufficiently large \( \tau \), the system size scaling of \( S_{m} \) becomes \( \sim |\theta|^{-2} \), whereas at large \( \tau \) the inverse system size \( \eta^{-1} \) is the dominant perturbation and, correspondingly \( S_{m} \sim \eta^{-2} \). These demonstrate the validity of Eq. (9) along the specific axis in the parameter space (see the text).

In Fig. 8 (a), we show the results of our numerical finite-size scaling of \( S_{m} \) for different \( \eta \) and \( h = g - g_{CP} \) at various \( \kappa \) (which serves as an irrelevant perturbation). The perfect scaling collapse indicates that, at sufficiently large \( |\theta| \), \( |\theta| \gg \eta^{-1/\nu} \), the system size becomes \( \sim |\theta|^2 \Delta_k = h^{-2} \). In contrast, at small \( h \) the inverse system size \( \eta^{-1} \) is the dominant perturbation and, correspondingly \( S_{m} \sim \eta^{-2} \). These demonstrate the validity of Eq. (9) along the axis \( \eta^{-1} = 0 \).

Next, we fix \( h = 0 \), and perform finite-size scaling of \( S_{m} \) for different \( \eta \) and \( \tau \) at various \( \kappa \), as shown in Fig. 8 (b). The perfect scaling collapse indicates that, at sufficiently small \( \tau^{-1} \), the inverse system size \( \eta^{-1} \) is the dominant perturbation and, correspondingly \( S_{m} \sim \eta^{-2} \). These demonstrate the validity of Eq. (9) along the axis \( \eta^{-1} = 0 \).

A similar procedure can be carried out for all the parameter space \( (h, \tau^{-1}, L^{-1}, s^{-1}) \) surrounding the CP, which validates Eq. (9).

**Appendix B: NUMERICAL CALCULATION OF THE GLOBAL QUANTUM FISHER INFORMATION**

We follow an efficient method proposed in Ref. [46] to numerically calculate the global QFI of the joint system and environment, which we summarize here to keep our work self-contained. The starting point is an alternative expression of the QFI equivalent to Eq. (1) of the main text,

\[ I_\theta(t) = 4\theta_1 \partial_\theta_1 \partial_\theta_2 \langle \log |\langle \Psi_\theta_1(t) | \Psi_\theta_2(t) \rangle| \rangle |_{\theta_1 = \theta_2 = \theta}, \]  

where \( |\Psi_\theta(t)\rangle \) is the \( \theta \)-dependent pure global state of the system plus the environment at time \( t \). Although a complete knowledge of the global quantum state is impractical as the number of photons in the environment increases with time, in Ref. [46] the authors describe an efficient way to calculate the QFI without accessing the full quantum state. The main idea is that as long as the Born-Markov approximation is valid, we can discretize time such that in every time interval \([t_i, t_i + dt]\) the system interacts with independent environmental degrees of freedom. As a result, at the final time \( t = ndt \), the state of the joint system and environment \( |\Psi(t)\rangle \) can be expressed as an entangled state in the tensor-product Hilbert space of the open system and \( N \) environmental subspaces:

\[ |\Psi(t)\rangle = \hat{U}_{t_{n-1}} \hat{U}_{t_{n-2}} \cdots \hat{U}_{t_0} |\psi(0)\rangle |0_{n-1}, \cdots, 0_0\rangle, \]  

whith \( |\psi(0)\rangle \) the initial state of the system and \( \hat{U}_{t_i} \) the unitary operators acting on the joint system and environment state associated with the time bin \([t_i, t_i + dt]\). Here we have also associated an \( l \)-dimensional Hilbert space for each environment subspace \( \{|m_i\rangle\}, m = 0, 1, \ldots, l-1 \), and assumed that each of them is initialized in the vacuum \( |0_i\rangle \) before the interaction. In turn, we can introduce “measurement effect operators” \( \hat{M}_{m_i} \) that define the evolution of the open quantum system with the associated transfer of the environment from state \( |0_i\rangle \) to \( |m_i\rangle \). This allows us to write

\[ |\Psi(t)\rangle = \sum_{m_0 \cdots m_{n-1} = 0}^{l-1} \hat{M}_{m_{n-1}} \cdots \hat{M}_{m_0} |\psi(0)\rangle \otimes |m_{n-1}, \cdots, m_0\rangle. \]  

A particular choice of \( m_0 \cdots m_{n-1} \) that corresponds to a single term in Eq. (B3) defines the quantum stochastic trajectory \( |\psi(t)\rangle \). The quantum effect operators \( \hat{M}_{m_i} \). After tracing out the environment degrees of freedom we obtain the reduced density matrix that describes the open quantum system and evolves according to the equation

\[ \frac{d\rho(t)}{dt} = \frac{1}{dt} \left( \sum_{m=0}^{l-1} \hat{M}_{m} \rho(t) \hat{M}_{m}^\dagger - \rho(t) \right). \]  

For infinitesimal time step \( dt \), this gives rise to the standard LME as described in the main text. Going back to Eq. (B1), we note that the inner product \( \langle \Psi_\theta_1 | \Psi_\theta_2 \rangle \) can be written as \( \text{Tr}_{\text{sys,env}}[|\Psi_\theta_1 \rangle \langle \Psi_\theta_2 |] = \text{Tr}_{\text{sys}}[\rho_{\theta_1, \theta_2}] \), where the action of the operators \( \hat{M}_{m_{n-1}}(\theta_1) \cdots \hat{M}_{m_0}(\theta_1) \) from the left and \( \hat{M}_{m_0}^\dagger(\theta_2) \cdots \hat{M}_{m_{n-1}}^\dagger(\theta_2) \) from the right has been absorbed in the definition of \( \rho_{\theta_1, \theta_2} \). This is similar to Eq. (B4) and thus \( \rho_{\theta_1, \theta_2} \) is the solution of a generalized ME \( d\rho/dt = \mathcal{L}_{\theta_1, \theta_2} \rho \). Specifically to our case that the unknown parameter is encoded in the Hamiltonian of the open system, the generalized ME can be
In this section we discuss the validity of LME (16) of the main text. Although Eq. (16) has been extensively used in the literature [23, 55], a rigorous derivation of it based on the microscopic Hamiltonians of the system and the environment remains an outstanding open question. Indeed, Eq. (16) is typically regarded as a “phenomenological” LME [99–101] that is microscopically justifiable only in the weak coupling regime $\lambda \ll \omega, \Omega$ of the Rabi Hamiltonian (15), where the cavity mode and the qubit weakly hybridize. Away from this regime, however, the strongly coupled cavity-qubit system interacts with the environment, such universal scaling behavior is lost if the system is tuned sufficiently far away from the CP, outside the so-called critical region.

Interestingly, as a zero-dimensional, finite-component model, the open Rabi model possesses unique features regarding the extension of the critical region. Specifically, the dynamic scaling behavior $\varepsilon \sim \eta^{-z}$ extends from the CP to arbitrary $g \neq 0$. This is illustrated in Fig. 9(a), where we plot the finite-size scaling of $\varepsilon^{-1}$ both at the CP ($g = g_{CP}$) and far away from the CP ($g = 0.8g_{CP}$ and $g = 0.3g_{CP}$), which all manifest the same scaling $\varepsilon \sim \eta^{-z}$. In contrast, the static scaling $\langle \hat{n} \rangle_{st} \sim \eta^{-\Delta_{n}}$ manifests only in the critical region $|g - g_{CP}| \lesssim \eta^{-1/\nu}$ with $\nu = 2$ the correlation length critical exponent as defined in Sec. IIIA of the main text. The loss of the static criticality outside this region is demonstrated in Fig. 9(b).

Consequently, the global QFI manifests interesting scaling behavior outside the critical region. This is illustrated in Fig. 9(c) with the example of $g = 0.8g_{CP}$. In particular, we can still identify the transient regime $\kappa t \lesssim \eta$ and the long-time regime $\kappa t \gg \eta$ in such scaling, as a direct consequence of the persistence of the dynamic criticality. Specifically, Fig. 9(c) indicates

$$I_{\omega}^\prime(t, \eta) = \left\{ \begin{array}{ll}
(\kappa t)^2 f_1^\prime (\kappa t/\eta) & , \ k t \lesssim \eta, \\
\text{const.} \times \kappa t \eta, & , \ k t \gg \eta,
\end{array} \right. \quad \text{(C1)}$$

where the prime notation in $I_{\omega}^\prime(t, \eta)$ indicates that the global QFI is evaluated away from the CP. We note that these scalings are significantly lower than the scaling at the CP; cf. Eq. (17) and (18). This is due to the lack of (static) criticality away from the CP.

The scaling laws (C1) and (C2) can be understood by adopting the physical picture developed in Sec. III D in terms of the physical resources involved. In particular, the long-time scaling (C2) can be expressed as $I_{\omega}^\prime(t, \eta) \sim \kappa^2 t \eta$, we note that $\langle \hat{n} \rangle_{st} \sim O(1)$ far away from the CP. Moreover, the transient scaling (C1) can be recovered from the long-time scaling (C2) by the replacement $\eta \rightarrow (\kappa t)^{1/2}$, reflecting the underlying dynamic criticality that persists even away from the CP.

### Appendix C: SCALING OF THE GLOBAL QUANTUM FISHER INFORMATION AWAY FROM CRITICALITY

In this section we study the behavior of the global QFI of the open Rabi model, assuming that the model is tuned far away from the CP, and contrast it with the universal scaling behavior at the CP as analyzed in the main text. The latter is given by Eqs. (12) and (13) in terms of the spatial dimension $d = 0$, the dynamic critical exponent $z = 1$, and the scaling dimension $\Delta_{\nu} = -1/2$ (we choose $\delta = \nu$ for illustration). The dynamic critical exponent $z$ characterizes the closing of the Liouvillian gap $\varepsilon$ at the CP with increasing system size via $\varepsilon \sim \eta^{-z}$. The scaling dimension $\Delta_{\nu}$ characterizes the divergence of $\langle \hat{n} \rangle_{st}$ at the CP with increasing system size via $\langle \hat{n} \rangle_{st} \sim \eta^{-\Delta_{\nu}}$. Typically, such universal scaling behavior is lost if the system is tuned sufficiently far away from the CP, outside the so-called critical region.

Solving the above equation numerically for $\langle \hat{n} \rangle_{st}$ for different system sizes $\eta$ and for different values of $g$. (c) Scaling of the global QFI $I_{\omega}^\prime(t, \eta)$ when $g$ is tuned away from the CP, $g = 0.8g_{CP}$. Parameters: $\kappa = 0.1$, $\omega = 1$. The latter is given by Eqs. (12) and (13) in terms of the spatial dimension $d = 0$, the dynamic critical exponent $z = 1$, and the scaling dimension $\Delta_{\nu} = -1/2$ (we choose $\delta = \nu$ for illustration). The dynamic critical exponent $z$ characterizes the closing of the Liouvillian gap $\varepsilon$ at the CP with increasing system size via $\varepsilon \sim \eta^{-z}$. The scaling dimension $\Delta_{\nu}$ characterizes the divergence of $\langle \hat{n} \rangle_{st}$ at the CP with increasing system size via $\langle \hat{n} \rangle_{st} \sim \eta^{-\Delta_{\nu}}$. Typically, such universal scaling behavior is lost if the system is tuned sufficiently far away from the CP, outside the so-called critical region.

Solving the above equation numerically for $\langle \hat{n} \rangle_{st}$ in the neighborhood of $\theta = \theta$, allows us to determine the global QFI by numerical difference via Eq. (B1).
environment as a whole, and thus the simple form of the Lindblad dissipator involving only the cavity mode [cf. the second term of Eq. (16)] is not necessarily valid. Our goal here is to provide a microscopic derivation of Eq. (16) in the thermodynamic limit $\eta \to \infty$ (correspondingly, $\omega \ll \lambda \ll \Omega$), based on the experimental implementation we proposed in Sec. III E.

As a summary, such a microscopic derivation is possible for two main reasons. First, in the thermodynamic limit, the eigenstates of the Rabi Hamiltonian factorize, i.e., it can be written as a tensor product of the states of the qubit and the cavity. Correspondingly, the Lindblad dissipators involve operators acting only on the cavity mode. The specific form of these eigenstates (corresponding to squeezed cavity state; see below) leads to jump operators that can only be linear combinations of the annihilation and the raising operator of the cavity mode. Second, in our proposed trapped-ion implementation (cf., Sec. III E of our manuscript), the fast rotating interaction between the cavity-qubit system and the environment ensures that only the cavity annihilation operator is present in the jump operator after the secular approximation. Below we present a fully rigorous derivation of LME (16) that develops the two key points summarized above.

1. System-bath coupling and the Born-Markov approximation

We start from the total Hamiltonian of the cavity-qubit system and the environment as realized in the trapped-ion setup we proposed in Sec. III E,

$$\hat{H}_{\text{tot}} = \hat{H} + \hat{H}_E + \hat{H}_{\text{int}},$$

where $\hat{H}$ is the Rabi Hamiltonian (15) of the cavity-qubit system, $\hat{H}_E$ is the free Hamiltonian of the environment, and $\hat{H}_{\text{int}}$ is the weak system and environment coupling. We assume that $\hat{H}_{\text{int}}$ picks the form

$$\hat{H}_{\text{int}} = \hat{A}(t) \otimes \hat{B} = e^{i\nu_0 t \hat{c}^\dagger \hat{c}} (\hat{c} + \hat{c}^\dagger) e^{-i\nu_0 t \hat{c}^\dagger \hat{c}} \otimes \hat{B}.$$  \hspace{1cm} (D2)

Here $\hat{c}$ ($\hat{c}^\dagger$) is the cavity annihilation (creation) operator, $\hat{B}$ is a bath operator to be specified later in Appendices D 3 and D 4, and $\nu_0$ is a frequency offset that we assume is much larger than the spectral gap of $\hat{H}$. We emphasize that Eq. (D2) is time dependent, in contrast to conventional time-independent system-bath coupling. Such fast rotating coupling term naturally emerges in our proposed trapped ion setup, since the Rabi Hamiltonian is derived in a rotating frame with respect to $\hat{H}_0 = \nu_0 \hat{c}^\dagger \hat{c} + \frac{1}{2} [\omega_1 - \frac{1}{2} (\delta_b + \delta_i)] \hat{\sigma}_z$, where $\nu_0 = \omega_{\text{ph}} - \frac{1}{2} (\delta_b - \delta_i)$ is a shift from the phonon frequency $\omega_{\text{ph}}$ and $\omega_1$ is the transition frequency of the ion $[77, 80]$. In such a rotating frame, the phonon-environment coupling adopts the form of Eq. (D2), i.e., becomes time dependent. In contrast to $\hat{H}_{\text{int}}$, the formal derivation of the LME is largely independent of the details of $\hat{H}_E$ and we leave it unspecified until Appendices D 3 and D 4 when we consider specific cases related to our experimental implementation.

Defining the total system and environment state as $\hat{\rho}_{\text{tot}}$ and moving to the interaction picture via $\hat{\rho}_{\text{tot}}(t) = e^{i(\hat{H} + \hat{H}_E)t} \hat{\rho}_{\text{tot}}(0) e^{-i(\hat{H} + \hat{H}_E)t}$, the evolution of the system-environment obeys

$$\dot{\hat{\rho}}_{\text{tot}}(t) = -i[\hat{H}_{\text{int}}, \hat{\rho}_{\text{tot}}(t)],$$

where $\hat{H}_{\text{int}}(t) = e^{i(\hat{H} + \hat{H}_E)t} \hat{H}_{\text{int}} e^{-i(\hat{H} + \hat{H}_E)t}$. Following the standard procedure $[57, 61, 62]$, by tracing out the environment we obtain a differential equation for the state of the system alone $\hat{\rho}(t) = \text{tr}_E \{\hat{\rho}_{\text{tot}}(t)\} \equiv e^{i\hat{H}_t} \hat{\rho}(t) e^{-i\hat{H}_t}$

$$\dot{\hat{\rho}}(t) = -\int_0^t \text{tr}_E \left\{ \left[ \hat{H}_{\text{int}}(t), [\hat{H}_{\text{int}}(s), \hat{\rho}(t) \otimes \hat{\rho}_{\text{E}}] \right] \right\} ds,$$

where we assume that $\text{tr}_E \{\hat{H}_{\text{int}}(t)\hat{\rho}_{\text{tot}}(0)\} = 0$. To proceed, we make the Born approximation by assuming that the environment is not significantly affected by the interaction and thus the total state can be factorized as $\hat{\rho}_{\text{tot}}(t) \approx \hat{\rho}(t) \otimes \hat{\rho}_{\text{E}}$ where $\hat{\rho}_{\text{E}}$ is the state of environment. Further introducing the Markov approximation via replacing $\hat{\rho}_{\text{tot}}(s)$ in Eq. (D3) by $\hat{\rho}_{\text{tot}}(t)$, and extending the lower limit to $-\infty$ and substituting $s \to t - s$, we deduce a fully Markovian master equation

$$\dot{\hat{\rho}}(t) = -\int_0^\infty \text{tr}_E \left\{ \left[ \hat{H}_{\text{int}}(t), \hat{H}_{\text{int}}(t - s), \hat{\rho}(t) \otimes \hat{\rho}_{\text{E}} \right] \right\} ds.$$  \hspace{1cm} (D4)

Using Eq. (D2), the equation above is transformed to

$$\dot{\hat{\rho}}(t) = \int_0^\infty J(s) \left[ -\hat{A}(t) \hat{A}(t - s) \hat{\rho}(t) + \hat{A}(t - s) \hat{\rho}(t) \hat{A}(t) \right] ds + J(-s) \left[ \hat{A}(t) \hat{\rho}(t) \hat{A}(t - s) - \hat{\rho}(t) \hat{A}(t - s) \hat{A}(t) \right] ds,$$

where $J(s) = \text{tr}_E \{ \hat{B}(t) \hat{B}(t - s) \hat{\rho}_{\text{E}} \} = \text{tr}_E \{ \hat{B}(t) \hat{B}_{\text{E}} \}$ is the bath correlation function and $\hat{A}(t) = e^{i\hat{H}_t(t)} A(t)e^{-i\hat{H}_t(t)}$ with $\hat{A}(t)$ defined in Eq. (D2). The integral over $s$ can be expressed in terms of the spectrum density of the environment $\Gamma(\omega) = \int_-^\infty J(s) e^{i\omega s} ds$ as

$$\int_0^\infty J(s) e^{i\omega s} ds = \frac{1}{2} \Gamma(\omega) + i\lambda_{\text{LS}},$$

where $\lambda_{\text{LS}}$ denotes the Lamb shift that can be absorbed via redefinition of the frequency of the cavity mode and from now on we neglect.

2. Expansion of the master equation in the eigenbasis of the Rabi Hamiltonian

The next step of our microscopic derivation is to express the operator $\hat{A}$ in the eigenbasis of the Rabi Hamiltonian $\hat{H}$. As shown in Ref. [66], in the thermodynamic limit $\eta \to \infty$, $\hat{H}$ can be diagonalized exactly and the eigenstates adopt different forms in the two regimes $g < 1$ and $g \geq 1$, where $g = 2\lambda / \sqrt{\Omega \Omega_0}$ is the dimensionless coupling constant between the cavity mode and the qubit.
To be specific, in the following we consider the case $g < 1$. In the opposite case $g \geq 1$, the eigenspectrum of $\hat{H}$ is twofold degenerate, with the corresponding eigenstates belonging to the even and odd sectors of the parity symmetry respectively [66]. Nevertheless, the system and environment coupling Hamiltonian (D2) has vanishing matrix elements between the two sectors. Consequently, the derivation of the LME can be done in each parity sector, which follows exactly the same steps as for $g < 1$ and eventually results in the same LME.

Focusing on the case $g < 1$, the eigenstates can be written in a compact form as $|E_{\alpha,n}\rangle = S[r_n]|\alpha, n\rangle$ where $\alpha$ denotes the state of the qubit, which can be either up ($\alpha = 1$) or down ($\alpha = -1$), and $n$ denotes the Fock state of the cavity. Here $S[r_n] = \exp[r_n(\hat{c}^2 - \hat{c}^\dagger 2)/2]$ is the squeezing operator with the squeeze parameter $r_n = -\frac{1}{2}\ln(1 + \alpha g^2)$. The respective eigenenergies are $E_{\alpha,n} = n\epsilon_\alpha + \omega_0 - \omega - \frac{\Omega}{2} + \alpha \Omega/2$ with $\epsilon_\alpha = \omega\sqrt{1 + \alpha g^2}$.

In the eigenbasis of the Rabi Hamiltonian, the matrix elements of the operator $\hat{A}(t)$ are expressed as

$$\langle E_{\alpha,n}| \hat{A}(t) |E_{\beta,m}\rangle = \delta_{\alpha,\beta}e^{-i\phi(t)}(\cosh r_n \sqrt{m}\delta_{n,m-1} + \sinh r_n \sqrt{m + 1}\delta_{n,m+1})$$

$$+ \delta_{\alpha,\beta}e^{i\phi(t)}(\sinh r_n \sqrt{m}\delta_{n,m-1} + \cosh r_n \sqrt{m + 1}\delta_{n,m+1})$$

(D7)

where $\delta_{\alpha,\beta}$ is the Kronecker delta function. As a result, the interaction-picture operator $\hat{A}(t) = \sum_{n,m,\alpha,\beta} e^{i(E_{\alpha,n} - E_{\beta,m})t} \langle E_{\alpha,n}| \hat{A}(t) |E_{\beta,m}\rangle |E_{\alpha,n}\rangle \langle E_{\beta,m}|$ takes the form

$$\hat{A}(t) = \sum_{\alpha} \langle \alpha | S[r_n] \hat{c} S^\dagger[r_n] \cosh r_n e^{-i(\nu_0 + \epsilon_\alpha)t}$$

$$+ \sum_{\alpha} \langle \alpha | S[r_n] \hat{c}^\dagger S^\dagger[r_n] \sinh r_n e^{i(\nu_0 - \epsilon_\alpha)t}$$

$$+ \sum_{\alpha} \langle \alpha | S[r_n] \hat{c} \hat{c}^\dagger S^\dagger[r_n] \sinh r_n e^{-i(\nu_0 - \epsilon_\alpha)t}$$

$$+ \sum_{\alpha} \langle \alpha | S[r_n] \hat{c} \hat{c}^\dagger S^\dagger[r_n] \cosh r_n e^{i(\nu_0 + \epsilon_\alpha)t}$$

(D8)

The last step of our microscopic derivation is to insert Eq. (D8) and the bath correlation function $J(s)$ into Eq. (D5) and perform the secular approximation. As concrete examples, in the following we consider two different environments.

3. Case 1: bosonic bath at zero temperature as the environment

In the first case we consider that the cavity-qubit system interacts with a bosonic bath at zero temperature characterized by $\hat{H}_E = \sum_k \omega_k \hat{b}_k^\dagger \hat{b}_k$ and $\hat{B} = \sum_k \gamma_k (\hat{b}_k + \hat{b}_k^\dagger)$, where $\omega_k$ is the frequency of the bosonic modes and $\gamma_k$ is the coupling strength between the system and the environment. In this case the spectral density can be derived to be $\Gamma(\omega) = f(\omega)|\gamma(\omega)|^2$, with $f(\omega)$ being the density of states, and satisfies

$$\Gamma(\omega)\begin{cases} > 0, & \omega \geq 0, \\ = 0, & \omega < 0. \end{cases}$$

(D9)

We further assume $\nu_0 \gg \epsilon_\alpha$ ($\alpha = \pm 1$) and that $\Gamma(\omega)$ is sufficiently flat in the narrow frequency window $[\nu_0 - \epsilon_\alpha, \nu_0 + \epsilon_\alpha]$ in accordance with our Markov assumption. Under these assumptions, only the first and third terms of Eq. (D8) gives a nonzero contribution to the first line of Eq. (D5), while the second and fourth terms of Eq. (D8) gives a nonzero contribution to the second line of Eq. (D5). Furthermore, in the spirit of the partial-secular approximation [102–104], we can neglect all the fast rotating terms at frequency approximately $\pm 2\nu_0$ and keep only the terms that oscillate with frequencies 0, $\pm 2\epsilon_\alpha$, $\pm (\epsilon_1 - \epsilon_\alpha)$, $\pm (\epsilon_1 + \epsilon_\alpha)$. As $\Gamma(\omega)$ is sufficiently flat around $\nu_0$, we have $\Gamma(\nu_0 \pm \epsilon_\alpha) = \Gamma(\nu_0 \pm \epsilon_1) \equiv \kappa$.

Inserting Eq. (D8) into Eq. (D5) and moving back to the Schrödinger picture, the resulting terms can be conveniently regrouped. Importantly, the resulting jump operator is exactly the annihilation operator $\hat{c}$ of the cavity mode. As an example, the integral $\int_0^\infty ds J(s) \hat{A}(t - s) \hat{\rho}(t)\hat{A}(t)$ in Eq. (D5) leads to the following term in the Schrödinger picture,

$$\int_0^\infty ds J(s) \hat{A}(t - s) \hat{\rho}(t)\hat{A}(t) \rightarrow$$

$$\frac{\kappa}{2} \left( \sum_{\alpha} \langle \alpha | S[r_n] \hat{c} S^\dagger[r_n] \cosh r_n + \right.$$

$$\sum_{\alpha} \langle \alpha | S[r_n] \hat{c}^\dagger S^\dagger[r_n] \sinh r_n \rho \right)$$

$$\left. + \sum_{\beta} \langle \beta | S[r_\beta] \hat{c} S^\dagger[r_\beta] \sinh r_\beta \rho \right)$$

$$+ \sum_{\beta} \langle \beta | S[r_\beta] \hat{c}^\dagger S^\dagger[r_\beta] \cosh r_\beta \right) = \kappa \hat{c} \rho \hat{c}^\dagger,$$

(D10)

Here we have used the facts that $\sum_{\alpha} \langle \alpha | = \hat{I}$ with $\hat{I}$ being the identity operator in the spin Hilbert space, and that $\cosh r_n \hat{c} + \sinh r_n \hat{c}^\dagger = S^\dagger[r_n] \hat{c} S[r_n]$. As a result, by including all of the terms of Eq. (D5) we arrive at the LME in the Schrödinger picture

$$\dot{\hat{\rho}} = -i[\hat{H}, \rho] + \kappa \left( \hat{c} \rho \hat{c}^\dagger - \frac{1}{2} \{\hat{c}^\dagger \hat{c}, \rho\} \right),$$

(D11)

which recovers Eq. (16) of the main text.

4. Case 2: ancilla ion as the environment

As a second case, we examine the dynamics of the proposed experimental setup in Sec. (III E), where a second
ancilla ion is confined in the same trap as the first ion, driven by a laser with Rabi frequency \( \Omega \) and detuning \( \Delta \), on the cooling transition \( |g\rangle \to |e\rangle \) with spontaneous emission rate \( \Gamma_e \). In the Lamb-Dicke limit, this experimental setup leads to an interaction Hamiltonian between the cavity mode (realized as phonons) and the ancilla ion of the form \( \hat{H}_{\text{int}} = e^{i\omega t \hat{c}} (\hat{c} + \hat{c}^{\dagger}) e^{-i\omega t \hat{c}} \otimes (|e\rangle \langle g| + |g\rangle \langle e|) \). Under the weak coupling \( \eta_{\text{LD}} \Omega \ll \Gamma_e \) assumption, the environmental noise-power spectrum has the simple expression [105]

\[
\Gamma(\omega) \approx \eta^2_{\text{LD}} \Omega^2 \frac{\Gamma_e}{\Gamma_e^2 + (\omega + \Delta_e)^2}.
\]  

Typical experiment satisfies the resolved sideband condition \( \Gamma_e \ll \omega_{\text{ph}} \approx \nu_0 \) such that the spectrum density (D12) is well localized around its center \( \omega = -\Delta_e \). Therefore, if we tune the laser to be on resonance with the red phonon sideband, \( \Delta_e = -\omega_{\text{ph}} \), we have a situation similar to the first case where only the first and third terms of Eq. (D8) gives a nonzero contribution to the first line of Eq. (D5), while the second and fourth terms of Eq. (D8) gives a nonzero contribution to the second line of Eq. (D5). Likewise, we can perform the semi secular approximation by keeping the terms rotating with frequencies \( \pm 2\nu_0 \pm \nu_1 \pm \nu_2 \) and neglecting the terms rotating at frequency approximately \( \pm 2\nu_0 \). In typical experiment \( \Gamma_e \gg \nu_0 \), such that \( \Gamma(\omega) \) is sufficiently flat and, correspondingly, we can approximate \( \Gamma(\nu_0 \pm \nu_1) = \Gamma(\nu_0 \pm \nu_2) \equiv \kappa \). Regrouping the relevant terms we obtain Eq. (16) of the main text.

5. LME for finite effective system size \( \eta \)

Above we have derived the LME (16) based on the microscopical Hamiltonians of our proposed trapped-ion setup in the thermodynamic limit \( \eta \to \infty \). Here we discuss the leading order corrections to Eq. (16) at finite and large \( \eta \gg 1 \). This can be done by carrying out the same derivation as before, using the eigenstates of the Rabi Hamiltonian Eq. (15) at finite \( \eta \). For example, for \( g < 1 \), such eigenstates are [66]

\[
|\tilde{E}_{\alpha,\eta}\rangle = \hat{U} |E_{\alpha,\eta}\rangle + \mathcal{O} \left( \frac{1}{\eta} \right),
\]  

where \( \hat{U} = \exp \left[ \frac{g}{\pi \eta} (\hat{c} + \hat{c}^{\dagger}) (\hat{\sigma}_+ - \hat{\sigma}_-) \right] \) and \( |E_{\alpha,\eta}\rangle \) are the eigenstates of Eq. (15) when \( \eta \to \infty \) (see Appendix D2). Using these eigenstates, the LME for finite \( \eta \) can be derived to be

\[
\dot{\rho} = \mathcal{L}_{\text{corr}} \rho = -i [\hat{H}, \rho] + \mathcal{D}(\hat{U} \hat{c} \hat{c}^{\dagger} + \text{H.c.}) \rho + \mathcal{O} \left( \frac{1}{\eta} \right)
\]  

\[
\equiv \mathcal{L} \rho + \mathcal{L}_{\text{corr}} \rho,
\]  

where we have defined \( \mathcal{D}(\hat{F}) \rho = \hat{F} \rho \hat{F}^\dagger - \{ \hat{F}^\dagger \hat{F}, \rho \}/2 \) and \( \mathcal{L} \) is given by the right-hand side of Eq. (16). The same equation can be derived for \( g \geq 1 \).

Dissipative criticality is defined via gap closing of \( \mathcal{L} \) at the CP \( g = g_{\text{CP}} \); cf. Sec. III.A. We have derived analytically the scaling of the perturbation term \( \mathcal{L}_{\text{corr}} \) in Eq. (D14) with respective to \( \eta \) at the CP \( g = g_{\text{CP}} \), given by \( \mathcal{L}_{\text{corr}} \sim \frac{g}{\pi \eta} (\hat{c} + \hat{c}^{\dagger}) (\hat{\sigma}_+ - \hat{\sigma}_-) \mathcal{L} \sim \eta^{-1/4} \mathcal{L} \) (we note that \( \langle \hat{c} + \hat{c}^{\dagger} \rangle \sim \eta^{-1/4} \) and \( \langle \hat{\sigma}_+ - \hat{\sigma}_- \rangle \sim \eta^0 \)), which demonstrate that \( \mathcal{L}_{\text{corr}} \) has a negative scaling dimension. Therefore, \( \mathcal{L}_{\text{corr}} \) serves as an irrelevant perturbation to the criticality, which barely shifts the location of the CP, and leaves all the critical properties—including the critical scalings of the global QFI derived in the main text—unchanged.
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