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Abstract

We discuss the asymptotic behavior (as $n \to \infty$) of the entropic integrals

$$E_n = - \int_{-1}^{1} \log (p_n^2(x)) p_n^2(x) w(x) \, dx,$$

and

$$F_n = - \int_{-1}^{1} \log (p_n^2(x) w(x)) p_n^2(x) w(x) \, dx,$$

when $w$ is the symmetric Pollaczek weight on $[-1,1]$ with main parameter $\lambda \geq 1$, and $p_n$ is the corresponding orthonormal polynomial of degree $n$. It is well known that $w$ does not belong to the Szegő class, which implies in particular that $E_n \to -\infty$. For this sequence we find the first two terms of the asymptotic expansion. Furthermore, we show that $F_n \to \log(\pi) - 1$, proving that this “universal behavior” extends beyond the Szegő class. The asymptotics of $E_n$ has also a curious interpretation in terms of the mutual energy of two relevant sequences of measures associated with $p_n$’s.

1 Introduction and statement of results

Different information measures, and in particular, the Shannon entropy, has found application in many branches of science. In quantum mechanics, the uncertainty in the localization of a particle in ordinary space is quantitatively measured by the so-called position information entropy

$$S_\rho = - \int \rho(\vec{r}) \log \rho(\vec{r}) d\vec{r},$$
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of the probability density $\rho(\vec{r}) = |\psi(\vec{r})|^2$, where $\psi(\vec{r})$ is the wavefunction of its dynamical state. This functional leads, for instance, to a stronger version of the celebrated Heisenberg’s uncertainty principle, a fundamental law of nature [4]. This fact and the effective implementation of the density functional theory of complex many-electron systems [17], which uses the single-particle density as the basic variable, are responsible for the fact that the study of the entropy has become a standard tool in atomic and molecular physics, and in condensed matter theories. The exact or explicit determination of the information entropies of complex many-particle systems is an extremely difficult problem. Only recently a small progress has been achieved yielding in some cases closed formulas for the information entropies of the simplest 1-dimensional single-particle systems and the three-dimensional systems of particles moving in a central or spherically symmetric potential. For these systems the wavefunctions are expressible in terms of some special functions, and the determination of the corresponding information entropies boils down naturally to the computation of entropic functionals for sequences of orthogonal polynomials (cf. [22, 23]; a state-of-the art of this topic up to 2001 is given in [10]). In particular, given a positive unit integrable weight $w$ on $[-1,1]$, and the sequence of corresponding orthonormal polynomials $\{p_n\}_{n \geq 0}$, we may define the Shannon entropy of these polynomials either as

$$E_n = E_n(w) \overset{\text{def}}{=} - \int_{-1}^{1} \log \left( p_n^2(x) w(x) \right) p_n^2(x) w(x) \, dx,$$  \quad (1)

or as

$$F_n = F_n(w) \overset{\text{def}}{=} - \int_{-1}^{1} \log \left( p_n^2(x) w(x) \right) p_n^2(x) w(x) \, dx.$$  \quad (2)

They are obviously related by

$$E_n(w) - F_n(w) = G_n(w),$$

where

$$G_n = G_n(w) \overset{\text{def}}{=} \int_{-1}^{1} \log \left( w(x) \right) p_n^2(x) w(x) \, dx.$$  \quad (3)

Hence, we are faced with two different problems. One is the explicit computation of (1–2) for fixed $n$’s (either as a closed formula or numerically). Observe that a naive evaluation of these functionals by means of quadratures encounters the difficulty of the zeros of $p_n$, that belong to the interval of orthogonality. Some of the contributions in this sense are [5, 7, 8, 9, 22]. A second problem is the study of the asymptotic behavior of $\{E_n\}$, $\{F_n\}$, and $\{G_n\}$ when $n \to \infty$, which has a special interest in the analysis of the highly-excited (Rydberg) states of numerous quantum-mechanical systems.
In this sense there have been important contributions in the last few years \[2, 3, 7, 10, 11, 14, 20\]. In a recent paper \[3\] the authors have studied the asymptotic behavior of these functionals under the assumption that the weight of orthogonality satisfies the Szegő condition,

\[
\int_{-1}^{1} \frac{\log(w(x))}{\sqrt{1-x^2}} \, dx > -\infty.
\]

Under an additional assumption on the growth of the polynomials on the interval of orthogonality they proved that both \(E_n\) and \(F_n\) (and in consequence, also \(G_n\)) converge, and

\[
\lim_{n} F_n(w) = \log(\pi) - 1
\]

(notice that \(F_n\) is taken here with a slightly different normalization than in \[3\]). The authors of \[3\] conjectured that the limit in (5) is valid for a larger class of weights; from their work it follows also that if \(w > 0\) on \((-1, 1)\) does not satisfy (4), then \(E_n(w)\) and \(G_n(w)\) diverge to \(-\infty\). The Pollaczek polynomials constitute the first and the best known example of a family of orthogonal polynomials on \([-1, 1]\) with respect to a weight not satisfying the Szegő condition \[4\]. In this paper we deal with the symmetric Pollaczek polynomials, \(p_\lambda^n(x; a)\), that depend on two real parameters, \(\lambda > 0\), \(a \geq 0\), and that may be defined by the recurrence relation

\[
 xp_\lambda^n(x; a) = a_{n+1} p_\lambda^{n+1}(x; a) + a_n p_\lambda^{n-1}(x; a), \quad p_\lambda^1(x; a) = 0, \quad p_\lambda^0(x; a) = 1,
\]

with the coefficients

\[
a_n = \frac{1}{2} \sqrt{\frac{n(n + 2\lambda - 1)}{(n + \lambda + a)(n + \lambda + a - 1)}},
\]

It is known (see \[21\] Appendix) that these polynomials are orthonormal on \([-1, 1]\) with respect to the unitary weight function

\[
w_\lambda(x; a) = \frac{2^{2\lambda}(\lambda + a)}{2\pi \Gamma(2\lambda)} (1-x^2)^{\lambda-1/2} e^{(2\arccos x - \pi)i} \left| \frac{\Gamma \left( \lambda + i \frac{ax}{\sqrt{1-x^2}} \right)}{\Gamma(2\lambda)} \right|^2,
\]

where \(\Gamma(x)\) denotes the gamma function. From (8) it is clear that Pollaczek polynomials \(p_\lambda^n(x; 0)\) (that is, for \(a = 0\)) reduce to orthonormal Gegenbauer polynomials with parameter \(\lambda\). In the sequel, whenever it cannot lead us into confusion, we omit the explicit reference to the parameters \(\lambda\) and \(a\) from the notation of the polynomials.
Our main goal is to study the asymptotic behavior of the sequences $E_n(w), F_n(w)$ and $G_n(w)$ as $n \to \infty$, when $w$ is the symmetric Pollaczek weight. We can summarize our main results saying that limit (5) is proved to be valid also for $w = w_\lambda(\cdot; a)$, with the restriction $\lambda \geq 1$ (so, this fact extends beyond the Szegő class, as conjectured), and we find the main part of the asymptotic expansion of $E_n(w)$ and $G_n(w)$, up to the $o(1)$ terms. Namely, we establish the following: for $F_n$ we prove that indeed, also for the symmetric Pollaczek weight, limit (5) is still valid:

**Theorem 1.1** For the symmetric Pollaczek weight $w = w_\lambda(\cdot; a)$, with $a \geq 0$ and $\lambda \geq 1$,

$$F_n(w) = \log(\pi) - 1 + o(1), \quad n \to \infty.$$

**Remark 1.2** The restriction $\lambda \geq 1$ comes from the method of proof; we believe that Theorem 1.1 is valid for the whole range of the parameter $\lambda$, that is, for $\lambda > 0$.

For the divergent sequence $\{G_n\}$ we find the first two terms of its asymptotic expansion:

**Theorem 1.3** For the symmetric Pollaczek weight $w = w_\lambda(\cdot; a)$, with $a \geq 0$ and $\lambda > 0$,

$$G_n(w) = -2a \log(n) + 2a + \log \left( \frac{\Gamma(\lambda + a)\Gamma(\lambda + a + 1)}{\pi \Gamma(2\lambda)} \right) + o(1), \quad n \to \infty.$$

As a straightforward corollary we obtain

**Corollary 1.4** For the symmetric Pollaczek weight $w = w_\lambda(\cdot; a)$, with $a \geq 0$ and $\lambda \geq 1$,

$$E_n(w) = -2a \log(n) + \tau(\lambda; a) + o(1), \quad n \to \infty,$$

where

$$\tau(\lambda; a) \overset{\text{def}}{=} 2a - 1 + \log \left( \frac{\Gamma(\lambda + a)\Gamma(\lambda + a + 1)}{\Gamma(2\lambda)} \right).$$

**Remark 1.5** The value $\tau(\lambda; 0) = -1 + \log (\Gamma(\lambda)\Gamma(\lambda + 1)/\Gamma(2\lambda))$ matches $\lim_n E_n$ for orthonormal Gegenbauer polynomials, found in [2].

For illustration, we have computed the entropy $E_n(w_\lambda(\cdot; a))$ for $n = 1, 2, \ldots, 500$, $\lambda = 5, 15$, and $a = 5, 10, 15$ (Fig. 1), using the numerical algorithm from [3], which admits as the only input data the expression of
the recurrence coefficients $a_n$ in (7). For comparison, in Fig. 2 we plot the difference $E_n(w_\lambda(;a)) - \tilde{E}_n(w_\lambda(;a))$, where

$$\tilde{E}_n(w_\lambda(;a)) \overset{\text{def}}{=} -2a \log(n) + \tau(\lambda;a).$$

In [14], a rather general result about the leading term of the asymptotics of $E_n$ has been established, that we state here for the symmetric case: for even weights functions $w$ on $[-1,1]$ which belong to the class $\mathcal{F}(C^2+)$ introduced in [13] (and whose definition we recall in Section 2), if an additional assumption on the behavior of $w$ at $\pm 1$ (see Eq. (1) in [14]) is satisfied, then

$$E_n(w) = -\frac{2}{\pi} \int_{-\alpha_n}^{\alpha_n} \frac{Q(x)}{\sqrt{\alpha_n^2 - x^2}} dx \left(1 + o(1)\right), \quad n \to \infty,$$

where

$$Q(x) \overset{\text{def}}{=} -\frac{1}{2} \log \frac{w(x)}{w(0)}$$

is the “external field”, associated with the weight $w$, and $\alpha_n$ is the Mahskar-Rakhmanov-Saff number (or MRS number), defined as the unique solution of the integral equation

$$\frac{1}{\pi} \int_{-\alpha_n}^{\alpha_n} x Q'(x) \frac{dx}{\sqrt{\alpha_n^2 - x^2}} = n$$

(see e.g. [19] for details). Unfortunately, the assumptions from [14] on the behavior of $w$ at $\pm 1$ are not fulfilled by the symmetric Pollaczek weights. Nevertheless, the result of Corollary 1.4 above shows that the assertion in [14] is still valid:

**Corollary 1.6** For the symmetric Pollaczek weight $w = w_\lambda(;a)$, with $a \geq 0$ and $\lambda \geq 1$, formula (11) holds.

**Remark 1.7** We should observe however that the result in [14] is sharp: there the $o(1)$ term of (11) has a power decay, fact which is not true for the Pollaczek weight, where the decay is logarithmic.

Finally, asymptotic formula (11) has a curious interpretation in terms of the behavior of the mutual energy of two relevant sequences of probability measures on $[-1,1]$ associated with $p_n$’s:

$$\rho_n = \frac{1}{n} \sum_{j=1}^{n} \delta_{\nu_j(n)} \quad \text{and} \quad d\nu_n(x) = p_n^2(x)w(x) dx,$$
Figure 1: Entropy $E_n(w_{\lambda (\cdot ; a)})$ for $n = 1, 2, \ldots, 500$, with $\lambda = 5$ (upper) and $\lambda = 15$ (lower). We use the values $a = 5$ (‘*’), $a = 10$ (‘x’) and $a = 15$ (‘o’).
Figure 2: $E_n(w_{\lambda}(\cdot; a)) - \tilde{E}_n(w_{\lambda}(\cdot; a))$ for $n = 1, 2, \ldots, 500$, with $\lambda = 5$ (upper) and $\lambda = 15$ (lower). We use the values $a = 5$ (‘*’), $a = 10$ (‘x’) and $a = 15$ (‘o’).
where $-1 < \zeta_1^{(n)} < \cdots < \zeta_n^{(n)} < 1$ are the zeros of the polynomial $p_n$. Both measures are standard objects of study in the analytic theory of orthogonal polynomials. For instance, the normalized zero counting measure $\rho_n$ is closely connected with the $n$-th root asymptotics of $p_n$, while $\nu_n$ is associated with the behavior of the ratio $p_{n+1}/p_n$ as $n \to \infty$ (see [16, 18]).

If $\rho$ and $\nu$ are Borel (generally speaking, real signed) measures on $\mathbb{C}$, we denote by

$$V^\rho(z) \overset{\text{def}}{=} -\int \log |z - t| \, d\rho(t) \quad (15)$$

the logarithmic potential of $\rho$, and by

$$I[\nu, \rho] \overset{\text{def}}{=} \int V^\nu(z) \, d\rho(z) = -\iint \log |z - t| \, d\nu(t) \, d\rho(z),$$

the mutual energy of $\nu$ and $\rho$. The latter is connected with the entropy (1) by the formula

$$E_n = -2 \log \gamma_n + 2 \sum_{j=1}^{n} V^{\nu_n}(\zeta_j^{(n)}) = -2 \log \gamma_n + 2n I[\rho_n, \nu_n], \quad (16)$$

where

$$\gamma_n = 2^n \left( \frac{(\lambda + a + 1)_n (\lambda + a)_n}{n! (2\lambda)_n} \right)^{1/2} > 0 \quad (17)$$

is the leading coefficient of $p_n$, and $(z)_n = \Gamma(z + n)/\Gamma(z)$ denotes as usual the Pochhammer’s symbol. It is well known that as long as the orthogonality weight $w > 0$ a.e. on $[-1, 1]$, both $\rho_n$ and $\nu_n$ tend (as $n \to \infty$) in the weak-* sense to the Chebyshev (equilibrium) distribution of the interval, which implies that $\lim_{n \to \infty} I[\rho_n, \nu_n] = \log(2)$. In [3] a rather surprising “universal” behavior of the next term of the asymptotic expansion of $I[\rho_n, \nu_n]$ was observed. Namely, if the orthogonality weight satisfies the Szegő condition [11] with an additional assumption on the growth of the sequence of $\{p_n\}$ on $[-1, 1]$, then $I[\rho_n, \nu_n] = \log(2) - 1/(2n) + o(1/n)$, $n \to \infty$. However, this result is no longer valid for the Pollaczek polynomials, as it follows from formula (9):

**Corollary 1.8** For the symmetric Pollaczek weight $w = w_\lambda(\cdot; a)$, with $a \geq 0$ and $\lambda \geq 1$,

$$I[\rho_n, \nu_n] = \log(2) - \frac{1 - 2a}{2n} + o \left( \frac{1}{n} \right), \quad n \to \infty.$$
Observe that the second term of asymptotics is still independent of the main parameter \( \lambda \), and matches the result in [3] for \( a = 0 \).

The structure of this paper is as follows. In Section 2 we gather some technical facts about the weight function \( w_\lambda(\cdot; a) \); in particular, we show that this weight does not satisfy \( \mathcal{F}(C^2+) \). Section 3 contains some results about the equilibrium measure of total mass \( n \) in the external field \( Q \); it is needed for the proof of Theorem 1.1 and Corollary 1.4 (Section 4). We defer the proof of the asymptotics of the sequence \( \{G_n\} \) (Theorem 1.3) to Section 5. Finally, corollaries 1.6 and 1.8 are established in Section 6.

### 2 The weight function

As a first step in our analysis we study the behavior of the symmetric Pollaczek weight function \( w_\lambda(\cdot; a) \) defined in (8), which we denote simply by \( w \) whenever it cannot lead us into confusion. Using the notation

\[
 t = \frac{aX}{\sqrt{1-x^2}}, \quad x \in \Delta = [-1, 1],
\]

we rewrite its definition as

\[
 w(x) = \frac{2^{2\lambda} (\lambda + a)}{2\pi \Gamma(2\lambda)} (1-x^2)^{\lambda-1/2} e^{(2 \arccos x - \pi) t} |\Gamma(\lambda + it)|^2, \quad x \in \Delta. \quad (18)
\]

This is an even function on \( \Delta \), strictly positive in \((-1, 1)\), but vanishing at the end points. The fast (exponential) decay at \( \pm 1 \) is precisely the reason why \( w \) does not satisfy \( \mathcal{F}(\mathcal{H}) \). Indeed, using the asymptotic formula (6.1.40) from [1] (see also [15, §2.11]), we can easily obtain that

\[
 2 \log |\Gamma(\lambda + it)| = -\pi t + 2(\lambda-1/2) \log t + 2 \log \sqrt{2\pi} + \frac{\lambda(\lambda - 1)(2\lambda - 1)}{6t^2} + \mathcal{O}(t^{-4}),
\]

when \( x \to 1^- \) (which denotes in what follows the one-sided limit from the left). Thus, (18) yields that

\[
 \log w(x) = \log \left( \frac{2^{2\lambda} (\lambda + a)}{2\pi \Gamma(2\lambda)} \right) + (\lambda - 1/2) \log(1 - x^2) + (2 \arccos x - \pi) t \\
 + \log |\Gamma(\lambda + it)|^2
 = -2\pi t + (\lambda - 1/2) \log(x^2) + 2t \arccos x + \log \left( \frac{2^{2\lambda} (\lambda + a) a^{2\lambda-1}}{2\pi \Gamma(2\lambda)} \right) \\
 + 2 \log \sqrt{2\pi} + \frac{\lambda(\lambda - 1)(2\lambda - 1)}{6t^2} + \mathcal{O}(t^{-4}), \quad x \to 1^-.
\]
Since
\[ 2t \arccos x = 2a - \frac{2a}{3}(1 - x^2) + \mathcal{O}(1 - x^2)^2, \quad x \to 1^-, \quad (20) \]
we obtain that
\[ \log w(x) = -2\pi t + \mathcal{O}(1), \quad x \to 1^- \text{.} \]
In consequence,
\[ w(x) = \exp(-2\pi t + \mathcal{O}(1)) = \exp\left(\frac{-2\pi a|x|}{\sqrt{1 - x^2}} + \mathcal{O}(1)\right), \quad |x| \to 1^-, \quad (21) \]
showing that for this weight the integral in (19) is divergent. The previous analysis motivates the introduction of functions \( w_0 \) and \( s \) on \( \Delta \), such that
\[ w_0(x) \overset{\text{def}}{=} e^{-2\pi t} = \exp\left(-\frac{2\pi a|x|}{\sqrt{1 - x^2}}\right), \quad \text{and} \quad w(x) = w_0(x)e^{s(x)}. \quad (22) \]

**Lemma 2.1** Function \( s \in C^\infty(-1, 1) \) is even and continuous in \([-1, 1]\).

**Proof.** We need to check only the existence of finite limits of \( s \) at \( \pm 1 \) (the rest is trivial). From (19) it is clear that
\[ s(x) = \log \frac{w(x)}{w_0(x)} = \log \left(\frac{2^{2\lambda}(\lambda + a)}{2\pi \Gamma(2\lambda)} a^{2\lambda - 1}\right) + (\lambda - 1/2) \log(x^2) \]
\[ + 2t \arccos x + \frac{\lambda(\lambda - 1)(2\lambda - 1)}{6t^2} + \mathcal{O}(t^{-4}), \]
and using (20) we get
\[ s(x) = \log \left(\frac{2^{2\lambda}(\lambda + a)}{\Gamma(2\lambda)} a^{2\lambda - 1} e^{2a}\right) + \mathcal{O}(x - 1), \quad x \to 1^-, \]
which concludes the proof. \( \square \)

**Proposition 2.2** For \( \lambda \geq 1 \), the weight \( w = w_\lambda(\cdot; a) \) belongs to the class \( \mathcal{F}(C^2+) \).

Recall that \( w \in \mathcal{F}(C^2+) \) (see [13]) if the corresponding external field \( Q \) introduced in [12] is positive and verifies the following conditions:

a) \( Q' \) is continuous in \( \Delta \).
b) \( Q'' \) exists and is positive in \( \Delta \setminus \{0\} \).

c) \( \lim_{|x| \to 1^-} Q(x) = \infty \).

d) Function

\[
T(x) = \frac{xQ'(x)}{Q(x)},
\]

is quasi-increasing in \((0, 1)\) quasi-decreasing in \((-1, 0)\), and

\[
T(x) \geq \Lambda > 1, \quad x \in (-1, 1).
\]  

(23)

e) There exists \( C_1 > 0 \) such that

\[
\frac{Q''(x)Q(x)}{(Q'(x))^2} \leq C_1, \quad x \in (-1, 1).
\]

f) There exist a compact subinterval \( J \), contained in \((-1, 1)\), and \( C_2 > 0 \) such that

\[
\frac{Q''(x)Q(x)}{(Q'(x))^2} \geq C_2,
\]

for all \( x \in (-1, 1) \setminus J \), except a subset with zero measure.

A function \( f : I \to [0, +\infty) \) is quasi-increasing if \( \forall x < y \in I, \ \exists C > 0 \), such that \( f(x) < C f(y) \).

We prove Proposition 2.2 in several steps.

**Lemma 2.3** If a function \( f \in C[0, +\infty) \) is positive and decreasing, then for \( t > 0 \),

\[
I(t) \overset{\text{def}}{=} \int_0^{+\infty} f(u) \sin(ut) \, du \in (0, +\infty].
\]  

(24)

**Proof.** With the change of variable \( v = ut \) we can write

\[
I(t) = \frac{1}{t} \int_0^{\infty} f(v/t) \sin(v) \, dv.
\]
We denote \( g(v) = f(v/t) \); then

\[
I(t) = \sum_{k=0}^{\infty} \int_{k\pi}^{(k+1)\pi} g(v) \sin v \, dv = \sum_{k=0}^{\infty} \int_{0}^{\pi} g(k\pi + v) \sin(k\pi + v) \, dv
\]

\[
= \sum_{k=0}^{\infty} \int_{0}^{\pi} g(2k\pi + v) \sin(2k\pi + v) \, dv
\]

\[
+ \sum_{k=0}^{\infty} \int_{0}^{\pi} g((2k + 1)\pi + v) \sin((2k + 1)\pi + v) \, dv
\]

\[
= \sum_{k=0}^{\infty} \int_{0}^{\pi} g(2k\pi + v) \sin(v) \, dv - \sum_{k=0}^{\infty} \int_{0}^{\pi} g((2k + 1)\pi + v) \sin(v) \, dv
\]

\[
= \sum_{k=0}^{\infty} \int_{0}^{\pi} \left( g(2k\pi + v) - g((2k + 1)\pi + v) \right) \sin(v) \, dv.
\]

Since each integral in the series is strictly positive, it proves \( (24) \).

Now we gather some properties of the digamma and trigamma functions in the following technical lemma:

**Lemma 2.4** For the digamma function \( \psi(x) = \Gamma'(x)/\Gamma(x) \) the following statements hold: for \( \lambda \geq 1 \),

i) \( \Re \psi'(\lambda + it) \) is a strictly positive even function of \( t \in \mathbb{R} \), and

\[
\lim_{t \to \pm \infty} t \Re \psi'(\lambda + it) = 0. \tag{25}
\]

ii) \( \Im \psi(\lambda + it) \) is an odd function of \( t \in \mathbb{R} \), strictly positive in \((0, +\infty)\), and

\[
\Im \psi(\lambda \pm it) = \pm \frac{\pi}{2} + \mathcal{O}(t^{-1}), \quad t \to +\infty. \tag{26}
\]

**Remark 2.5** Limits \( (25) - (26) \) are valid in fact for \( \lambda > 0 \).

**Proof.** The symmetry of both the real and the imaginary parts of \( \psi(\lambda + it) \) follows from the well known property

\[
\psi(\overline{z}) = \overline{\psi(z)};
\]

so, we restrict our attention to \( t > 0 \).
For \( i) \) we consider the integral representation of the trigamma function,

\[
\psi'(z) = \int_0^{+\infty} e^{-uz} \frac{u}{1 - e^{-u}} du,
\]

(27)

(see e.g. [12, formula 3.41.371.6]), from where

\[
\Re \psi'(\lambda + it) = \int_0^{\infty} e^{-u\lambda} \frac{u}{1 - e^{-u}} \cos(ut) \, du.
\]

Integrating by parts it can be reduced to

\[
\Re \psi'(\lambda + it) = \frac{1}{t} \int_0^{\infty} e^{-\lambda u} \frac{ue^{-u} - (1 - \lambda u)(1 - e^{-u})}{(1 - e^{-u})^2} \sin(ut) \, du.
\]

It is easy to check that for \( \lambda \geq 1 \), function

\[
f(u) = e^{-\lambda u} \frac{ue^{-u} - (1 - \lambda u)(1 - e^{-u})}{(1 - e^{-u})^2},
\]

is positive and decreasing on \((0, +\infty)\). Hence, the first part of \( i) \) follows from Lemma 2.3. On the other hand, by [1, formula 6.4.12],

\[
\psi'(z) = \frac{1}{z} + \mathcal{O}\left(\frac{1}{z^2}\right), \quad z \to \infty, \quad |\arg z| < \pi,
\]

so that

\[
(\lambda + it)\psi'(\lambda + it) = 1 + \mathcal{O}\left(\frac{1}{t}\right), \quad t \to \pm\infty.
\]

In particular,

\[
0 = \lim_{t \to \pm\infty} t \Re\psi'(\lambda + it) = \lambda \lim_{t \to \pm\infty} t \Re\psi'(\lambda + it) + \lim_{t \to \pm\infty} t \Re\psi'(\lambda + it)
\]

\[
= \lim_{t \to \pm\infty} t \Re\psi'(\lambda + it),
\]

which proves (25). For \( ii) \) we may use the series expansion [1, formula 6.3.16],

\[
\psi(1 + z) = -\gamma + \sum_{k=1}^{\infty} \frac{z}{k(k + z)}, \quad -z \notin \mathbb{N},
\]

according to which

\[
\Im \psi(1 + z) = -\sum_{k=1}^{\infty} \Im\left(\frac{1}{k + z}\right) = \sum_{k=1}^{\infty} \frac{\Im(z)}{|k + z|^2} > 0 \quad \text{if} \quad \Im(z) > 0.
\]
Finally, by the asymptotic formula [1, formula 6.3.18],
\[ \psi(z) = \log z + O \left( \frac{1}{z} \right), \quad z \to \infty, \quad |\arg z| < \pi, \]
from which (20) is immediate.

Now we are ready to analyze whether the weight belongs to \( \mathcal{F}(C^2+) \). Conditions a) and b) are a straightforward consequence of the following statement:

**Lemma 2.6** *The even function \( Q \in C^\infty(-1, 1) \) satisfies*

\[ \frac{d^k Q(x)}{dx^k} > 0 \quad \text{for } x \in (0, 1) \text{ and } k = 0, 1, 2. \]

*Proof.* By definition, \( Q(0) = 0 \), and by symmetry, \( Q'(0) = 0 \), so
\[ Q''(x) > 0 \quad \Rightarrow \quad Q'(x) > 0 \quad \Rightarrow \quad Q(x) > 0, \quad x \in (0, 1). \]

But for \( x \in (0, 1) \) we have \( t > 0 \), and
\[
Q''(x) = \frac{(\lambda - 1/2)(1 + x^2)}{(1 - x^2)^2} + \frac{ax^2 + 2a}{(1 - x^2)^2} + \frac{3ax}{(1 - x^2)^{5/2}} \frac{1}{2} (\pi - 2 \arccos x) \\
+ \frac{3ax}{(1 - x^2)^{5/2}} \Im \psi(\lambda + it) + \frac{a^2}{(1 - x^2)^3} \Re \psi'(\lambda + it) > 0,
\]
where we have used Lemma 2.4.

Since by (21),
\[
Q(x) = -\frac{1}{2} \log w(x) + \frac{1}{2} \log w(0) = \frac{1}{2} \frac{2\pi a|x|}{\sqrt{1 - x^2}} + O(1), \quad |x| \to 1^-, \quad (29)
\]
condition c) also trivially holds.

We turn now to the even function
\[ T(x) = \frac{xQ'(x)}{Q(x)}; \]
let us show that it is quasi-increasing in \( (0, 1) \). Since \( T \) is continuous and positive on the bounded interval \( (0, 1) \), it is sufficient to show that it does
not blow up at the left end point, nor it vanishes at the right one. Recall that
\[ Q(0) = Q'(0) = 0, \quad Q''(0) = (\lambda - 1/2) + 2a + a^2 \psi'(\lambda) > 0; \]
in particular,
\[ Q(x) = \frac{(\lambda - 1/2) + 2a + a^2 \psi'(\lambda)}{2} x^2 + O(x^3), \quad x \to 0. \tag{30} \]
Hence,
\[ \lim_{x \to 0} T(x) = \lim_{x \to 0} \frac{xQ'(x)}{Q(x)} = \lim_{x \to 0} \frac{Q'(x)/x}{Q(x)/x^2} = \frac{Q''(0)}{2Q'(0)} = 2 > 0. \tag{31} \]
On the other hand,
\[ Q'(x) = \frac{(\lambda - 1/2)x}{1 - x^2} + \frac{ax}{1 - x^2} + \frac{1}{2} \frac{\pi - 2 \arccos x}{(1 - x^2)^{3/2}} + \frac{a}{(1 - x^2)^{3/2}} \text{Im} \psi(\lambda + it), \tag{32} \]
and by Lemma 2.4
\[ \lim_{x \to 1^-} (1 - x^2)^{3/2} Q'(x) = a\pi. \tag{33} \]
Together with (31) it shows that
\[ \lim_{x \to 1^-} T(x) = \lim_{x \to 1^-} \frac{xQ'(x)}{Q(x)} = \lim_{x \to 1^-} \frac{1}{1 - x^2} \frac{\pi a}{\pi a} = +\infty. \tag{34} \]
In conclusion, \( T \) is quasi-increasing in \((0, 1)\).

On the other hand, if \( \zeta \in (0, 1) \) is a local minimum of \( T \), then
\[ \left. \frac{d \log(T(x))}{dx} \right|_{x=\zeta} = 0 \quad \Rightarrow \quad \frac{1}{\zeta} + \frac{Q''(\zeta)}{Q'(\zeta)} - \frac{Q'}{Q}(\zeta) = 0, \]
or equivalently,
\[ T(\zeta) = 1 + \frac{\zeta Q''(\zeta)}{Q'(\zeta)} > 1. \]
Taking into account also the behavior at \( x = 0 \) and \( x = 1 \) (see (31) and (34)), we obtain (23).

Finally, let us check conditions e) and f). Denote
\[ H(x) \overset{\text{def}}{=} \frac{Q(x)Q''(x)}{(Q'(x))^2}. \]
This is an even, continuous and positive function on \((-1, 1)\), with \(H(0) = \frac{1}{2}\), where we have used (30). On the other hand,
\[
\lim_{x \to 1^-} (1 - x^2)^{1/2} Q(x) = \lim_{x \to 1^-} (1 - x^2)^{3/2} Q'(x) = a\pi,
\]
where we have used (29) and (33). Also from (28) it follows that
\[
\lim_{x \to 1^-} (1 - x^2)^{5/2} Q''(x) = 3a\pi.
\]
Gathering these identities we obtain that
\[
\lim_{x \to 1^-} H(x) = \lim_{x \to 1^-} \frac{(1 - x^2)^{1/2} Q(x) (1 - x^2)^{5/2} Q''(x)}{(1 - x^2)^3 (Q'(x))^2} = 3.
\]
Hence, \(H\) can be extended as a strictly positive and continuous (and thus, uniformly continuous) function on \([-1, 1]\); from this fact conditions e) and f) follow automatically. This concludes the proof of Proposition 2.2.

3 Equilibrium measure

The equilibrium measure \(\mu_n\) on \([-1, 1]\) of total weight \(n\) in the external field \(Q\) plays a prominent role in the asymptotics of the orthogonal polynomials, and we gather in this section some of its properties needed further. By Lemma 2.6, function \(Q \in C^\infty(-1, 1)\) is strictly convex, and \(Q(-1^+) = Q(1^-) = +\infty\). In consequence, (see e.g. [19]), \(\mu_n\) is absolutely continuous and supported on the interval \([-\alpha_n, \alpha_n]\), where \(\alpha_n\) is the MRS number, defined by (13). If we denote by \(\sigma_n(x)\) the density \((\mu_n)'\) of \(\mu_n\), then
\[
\int_{-\alpha_n}^{\alpha_n} \sigma_n(x) \, dx = n,
\]
and the characterizing property of the equilibrium is
\[
V^{\mu_n}(x) + Q(x) \begin{cases} = b_n (= \text{const}), & x \in [-\alpha_n, \alpha_n], \\ > b_n, & \alpha_n < |x| \leq 1, \end{cases}
\]
where \(V^{\mu_n}\) is the logarithmic potential of \(\mu_n\) (cf. (15)). We analyze first the asymptotic behavior of \(\{\alpha_n\}\), needed in the proof of Corollary 1.6. It is known that \(\alpha_n \to 1^-\), and even more, that \(1 - \alpha_n = O(1/n)\) (see [13] §1.6), but we are looking for a more precise information. The following technical lemma is useful for the estimation of the behavior of the integral in (13):
Lemma 3.1 Let \( f(u,x) \) be defined for \( u,x \in [0,1] \) with \( f \) and \( \partial f/ \partial x \) continuous in \([0,1]^2\), \( f(1,1) \neq 0 \); then when \( u \to 1^- \),

\[
\int_0^1 \frac{f(u,x)}{\sqrt{1-u^2x^2}} \frac{dx}{\sqrt{1-x^2}} = -\frac{f(1,1)}{2} \log(1-u) \left(1 + o(1)\right), \tag{35}
\]

\[
\int_0^1 \frac{f(u,x)}{(1-u^2x^2)} \frac{dx}{\sqrt{1-x^2}} = \frac{\pi f(1,1)}{2\sqrt{2}} \frac{1}{\sqrt{1-u}} \left(1 + o(1)\right), \tag{36}
\]

\[
\int_0^1 \frac{f(u,x)}{(1-u^2x^2)^{3/2}} \frac{dx}{\sqrt{1-x^2}} = \frac{f(1,1)}{2} \frac{1}{1-u} \left(1 + o(1)\right). \tag{37}
\]

Formula (35) appears in [12, formula 8.113.3] for \( f(u,x) = 1 \); the proof is standard, and we omit it here for the sake of brevity.

Now we can obtain the first two terms of the asymptotics of \( \alpha_n \):

**Proposition 3.2** The MRS numbers \( \alpha_n \) satisfy

\[
\alpha_n = 1 - \frac{a}{n} + o\left(\frac{1}{n}\right), \quad n \to \infty.
\]

**Proof.** Formula [13] defining the MRS numbers may be rewritten as

\[
\frac{2}{\pi} \int_0^1 \alpha_n x \frac{Q'(\alpha_n x)}{\sqrt{1-x^2}} \, dx = n, \tag{38}
\]

which motivates the study of the asymptotics (as \( u \to 1^- \)) of the integral

\[
\frac{2}{\pi} \int_0^1 \frac{ux Q'(ux)}{\sqrt{1-x^2}} \, dx
\]

\[
= \frac{1}{\pi} \int_0^1 \frac{ux ((\lambda - 1/2)2ux + 2aux)}{(1-u^2x^2) \sqrt{1-x^2}} \, dx + \frac{1}{\pi} \int_0^1 \frac{ux (-2)a \arccos(ux)}{(1-u^2x^2)^{3/2} \sqrt{1-x^2}} \, dx
\]

\[
+ \frac{1}{\pi} \int_0^1 \frac{ux (\pi a + 2a \text{Im} \psi \left(\lambda + i \frac{aux}{\sqrt{1-u^2x^2}}\right))}{(1-u^2x^2)^{3/2} \sqrt{1-x^2}} \, dx = I_1(u) + I_2(u) + I_3(u).
\]

Using Lemma 3.1 we have that for \( u \to 1^- \),

\[
I_1(u) = \frac{1}{\pi} ((2\lambda - 1) + 2a) \frac{\pi}{2\sqrt{2} \sqrt{1-u}} \left(1 + o(1)\right) = o\left(\frac{1}{1-u}\right),
\]

\[
I_3(u) = \frac{1}{\pi} (\pi a + 2a \pi/2) \frac{1}{2} \frac{1}{1-u} \left(1 + o(1)\right) = \frac{a}{1-u} \left(1 + o(1)\right).
\]
Moreover, since
\[ f(u, x) = \frac{\arccos(ux)}{\sqrt{1 - u^2 x^2}}, \]
satisfies the conditions of Lemma 3.1, we have that
\[ I_2(u) = -\frac{1}{\pi} \int_0^1 \frac{ux^2 af(u, x)}{(1 - u^2 x^2)\sqrt{1 - x^2}} = o\left(\frac{1}{1 - u}\right), \quad u \to 1^- \]
Summarizing,
\[ \frac{2}{\pi} \int_0^1 \frac{ux Q'(ux)}{\sqrt{1 - x^2}} dx = \frac{a}{1 - u} \left(1 + o(1)\right), \]
and equation (38) for the MRS numbers can be rewritten as
\[ \frac{a}{1 - \alpha_n} \left(1 + o(1)\right) = n, \]
which proves the statement.

We turn now to the analysis of the density \( \sigma_n \). It is convenient to introduce the normalized translation of \( \sigma_n \) to \( \Delta \),
\[ \sigma^*_n(u) = \frac{\alpha_n}{n} \sigma_n(\alpha_n u), \quad u \in \Delta, \quad (39) \]
as well as the cumulative distribution
\[ \Phi_n(\theta) \overset{\text{def}}{=} \pi \int_{\cos \theta}^1 \sigma^*_n(t) dt, \quad (40) \]
which is obviously a smooth and strictly increasing function on \([0, \pi]\); moreover, \( \Phi_n : [0, \pi] \to [0, \pi] \) is a bijection, and the inverse function \( \Phi_n^{-1} \) exists (observe that our definition differs in normalization from that used in [13, 14]). We summarize some properties of \( \Phi_n \) in the following lemma.

**Lemma 3.3** For \( \Phi_n \) defined in (40),

i) \( \Phi_n'(\theta) \to 1 \) pointwise in \((0, \pi)\).

ii) \[ \int_0^{\pi} \frac{1}{\Phi_n'(\Phi_n^{-1}(\eta))} - 1 \, d\eta = o(1), \quad n \to \infty. \]
iii) $\Phi_n(\theta) \to \theta$ and $\Phi_n^{-1}(-1)(\theta) \to \theta$ as $n \to \infty$ uniformly in $[0, \pi]$.

**Proof.** Let $0 < \varepsilon < 1/2$, and $x = \cos \theta \in (-1 + 2\varepsilon, 1 - 2\varepsilon)$. By Lemma 6.5 of [13],

$$
\Phi'_n(\theta) - 1 = \pi \sigma_n^*(\cos \theta) \sin \theta - 1 = \frac{\alpha_n}{\pi n} P V \int_{-1}^{1} \frac{Q'(\alpha_n u) \sqrt{1 - u^2}}{u - x} du,
$$

where $PV$ means the principal value of integral. Hence,

$$
\Phi'_n(\theta) - 1 = \frac{\alpha_n}{\pi n} \left( \int_{-1+\varepsilon}^{1-\varepsilon} \frac{Q'(\alpha_n u) \sqrt{1 - u^2}}{u - x} du - Q'(\alpha_n x) \sqrt{1 - x^2} PV \int_{-1+\varepsilon}^{1-\varepsilon} \frac{du}{u - x} + \int_{-1}^{-1+\varepsilon} \frac{Q'(\alpha_n u) \sqrt{1 - u^2}}{u - x} du \right).
$$

(41)

The first two terms within parentheses in the right hand side of (41) are uniformly bounded. Let us estimate

$$
\left| \int_{1-\varepsilon}^{1} \frac{Q'(\alpha_n u) \sqrt{1 - u^2}}{u - x} du \right| \leq \frac{1}{\varepsilon} \int_{1-\varepsilon}^{1} Q'(\alpha_n u) \sqrt{1 - u^2} du
$$

(the remaining term is analyzed in a similar fashion). Integrating by parts,

$$
\int_{1-\varepsilon}^{1} Q'(\alpha_n u) \sqrt{1 - u^2} du = -\frac{1}{\alpha_n} Q(\alpha_n (1-\varepsilon)) \sqrt{\varepsilon(2 - \varepsilon)} + \frac{1}{\alpha_n} \int_{1-\varepsilon}^{1} \frac{uQ'(\alpha_n u)}{\sqrt{1 - u^2}} du,
$$

and using (35) we get that

$$
|\Phi'_n(\theta) - 1| = O \left( \frac{\log(n)}{n} \right),
$$

which proves i).

On the other hand, by [14 lemma 4.2 a)], the sequence $|\Phi'_n(\theta)|$ is uniformly bounded on $[0, \pi]$. Thus, by the dominated convergence theorem,

$$
\int_0^\pi \left| \frac{1}{\Phi'_n(\Phi_n^{-1}(-1)(\eta))} - 1 \right| d\eta = \int_0^\pi \left| \frac{1}{\Phi'_n(\theta)} - 1 \right| \Phi'_n(\theta) d\theta
$$

$$
= \int_0^\pi |1 - \Phi'_n(\theta)| d\theta \to 0, \quad n \to \infty.
$$
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Furthermore, given \( \theta \in [0, \pi] \),

\[
|\Phi_n(\theta) - \theta| = \left| \int_0^\theta (\Phi_n'(\eta) - 1) d\eta \right| \leq \int_0^\pi |\Phi_n'(\eta) - 1| d\eta = o(1),
\]

and so the uniform convergence of \( \Phi_n \) on \([0, \pi] \) follows again by the dominated convergence theorem. Finally, if \( \theta = \Phi_n(\eta) \),

\[
|\Phi_n^{-1}(\theta) - \eta| = |\Phi_n^{-1}(\Phi_n(\eta)) - \Phi_n(\eta)| = |\eta - \Phi_n(\eta)|,
\]

showing that \( \Phi_n^{-1}(\theta) \) converges uniformly to \( \theta \) on \([0, \pi] \). This concludes the proof. \( \square \)

## 4 Asymptotics of \( F_n \): proof of Theorem 1.1

We follow the scheme of proof of \[3\]. We have established already that the weight \( w \in F(C^2+) \); furthermore, \( w(x) > 0 \) on \((-1, 1) \), and in consequence, it is an Erdős-Turán weight. One of the most relevant facts about these weights is that the sequence \( p_n^2(x)w(x)dx \) converges in the weak-* topology to the equilibrium (Robin) measure \( \mu \) of \([-1, 1] \) (see \[16, 18\]). In other words, for any \( f \in C[-1, 1] \),

\[
\lim_{n \to \infty} \int_{-1}^{1} f(x)p_n^2(x)w(x) dx = \frac{1}{\pi} \int_{-1}^{1} f(x) \frac{dx}{\sqrt{1-x^2}}. \tag{42}
\]

We make use also of the following technical lemmas. In the sequel we write that \( x_n \sim y_n \) if the ratios \( x_n/y_n \) and \( y_n/x_n \) are uniformly bounded in \( n \).

**Lemma 4.1**

\[
\int_{\Delta \setminus [-\alpha_n, \alpha_n]} \log(p_n^2(x)w(x)) \frac{p_n^2(x)w(x)dx}{x} = o(1), \quad n \to \infty.
\]

**Proof.** Since \( w \in F(C^2+) \), by \[13\] Theorem 1.18,

\[
\sup_{x \in \Delta} \left| p_n(x) \sqrt{w(x)} \right| \sim n^{1/6} \left( \frac{T(\alpha_n)}{\alpha_n} \right)^{1/6} \sim n^{1/3},
\]

where we have taken into account Proposition 3.2. Thus, for \( \varepsilon > 0 \), there exists \( C_1 > 0 \) such that

\[
\left( p_n^2(x)w(x) \right)^{1+\varepsilon} \leq C_1 n^{(2+2\varepsilon)/3}
\]
and so, if \( \varepsilon < 1/2 \), then

\[
\int_{\Delta\left[-\alpha_n, \alpha_n\right]} \log(p^2_n(x) w(x)) p^2_n(x) w(x) \, dx \leq \int_{\Delta\left[-\alpha_n, \alpha_n\right]} (p^2_n(x) w(x))^{1+\varepsilon} \, dx
\]

\[
\leq C_1 \, n^{(2+2\varepsilon)/3} \int_{\Delta\left[-\alpha_n, \alpha_n\right]} \, dx \leq C_2 \, n^{2+2\varepsilon-1} = C_2 \, n^{-\frac{1+2\varepsilon}{2}} = o(1).
\]

For a lower bound it is sufficient to take into account that function

\[
\mathcal{R}(y) = y^2 \log(y^2)
\]

is bounded from below on \([0, +\infty)\), and thus

\[
\int_{\Delta\left[-\alpha_n, \alpha_n\right]} \log(p^2_n(x) w(x)) p^2_n(x) w(x) \, dx \geq C \int_{\Delta\left[-\alpha_n, \alpha_n\right]} \, dx = o(1), \quad n \to \infty,
\]

which concludes the proof.

**Lemma 4.2**

\[
\lim_{n \to \infty} \int_{-\alpha_n}^{\alpha_n} \log(\alpha_n^2 - x^2) \, p^2_n(x) w(x) \, dx = -\log(2).
\]

**Proof.** Let

\[
\ell_n(x) \overset{\text{def}}{=} \begin{cases} 
\log(\alpha_n^2 - x^2) , & x \in (-\alpha_n, \alpha_n) , \\
0 , & x \in [-1, 1] \setminus (-\alpha_n, \alpha_n).
\end{cases}
\]

Obviously, \( \ell_n(x) \to \log(\sqrt{1 - x^2}) \) pointwise for \( x \in (-1, 1) \). Furthermore, there exists \( C_1 > 0 \) such that for \( t > 1 \) it holds that \( (\log(t))^3 < C_1 t \). Then, by Lebesgue dominated convergence theorem,

\[
\left\| \ell_n(x) - \log(\sqrt{1 - x^2}) \right\|_{L^3} = o(1), \quad n \to \infty
\]

(here and in the sequel \( \| \cdot \|_{L^p} \) denotes the \( p \)-norm with respect to the Lebesgue measure on \( \Delta \)).

Furthermore, from [13 Theorem 13.6] it follows that the sequence \( \|p_n \sqrt{w}\|_{L^p} \) is uniformly bounded as long as \( p < 4 \) (and in particular, for \( p = 3 \)). Thus, by Hölder inequality,

\[
\left| \int_{-1}^{1} \left( \ell_n(x) - \log(\sqrt{1 - x^2}) \right) p^2_n(x) w(x) \, dx \right| 
\]

\[
\leq \left\| \ell_n(x) - \log(\sqrt{1 - x^2}) \right\|_{L^3} \left\| p^2_n \right\|_{L^{3/2}},
\]
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which implies that

\[
\int_{-\alpha_n}^{\alpha_n} \log(\sqrt{\alpha_n^2 - x^2}) p_n^2(x) \, w(x) \, dx = \int_{-1}^{1} \log(\sqrt{1 - x^2}) p_n^2(x) \, w(x) \, dx + o(1), \quad n \to \infty. \tag{45}
\]

On the other hand, if for \( \varepsilon \in (0, 1) \) we denote

\[
\log_{\varepsilon}(x) \overset{\text{def}}{=} \max\{\log(x), \log(\sqrt{1 - x^2})\} \in C[-1, 1],
\]

then

\[
\begin{align*}
&\left| \int_{-1}^{1} \log(\sqrt{1 - x^2}) p_n^2(x) \, w(x) \, dx - \frac{1}{\pi} \int_{-1}^{1} \log(\sqrt{1 - x^2}) \frac{dx}{\sqrt{1 - x^2}} \right| \\
&\leq \left| \int_{-1}^{1} \left( \log(\sqrt{1 - x^2}) - \log_{\varepsilon}(x) \right) p_n^2(x) \, w(x) \, dx \right| \\
&+ \left| \int_{-1}^{1} \log_{\varepsilon}(x) \left( p_n^2(x) \, w(x) - \frac{1}{\pi \sqrt{1 - x^2}} \right) \, dx \right| \\
&+ \left| \int_{-1}^{1} \left( \log_{\varepsilon}(x) - \log(\sqrt{1 - x^2}) \right) \frac{1}{\pi \sqrt{1 - x^2}} \, dx \right| = I_1 + I_2 + I_3.
\end{align*}
\]

By (42), \( I_2 = o(1) \), as \( n \to \infty \), while

\[
I_3 = - \int_{\sqrt{1 - x^2} < \varepsilon} \log(\sqrt{1 - x^2}) \frac{1}{\pi \sqrt{1 - x^2}} \, dx = O(\varepsilon).
\]

Using the same arguments as for (45) we find also that \( I_1 = O(\varepsilon) \). Taking into account that \( \varepsilon > 0 \) is arbitrary and using (45) we obtain that

\[
\begin{align*}
&\int_{-\alpha_n}^{\alpha_n} \log(\sqrt{\alpha_n^2 - x^2}) p_n^2(x) \, w(x) \, dx \\
&= \frac{1}{\pi} \int_{-1}^{1} \log(\sqrt{1 - x^2}) \frac{dx}{\sqrt{1 - x^2}} + o(1), \quad n \to \infty.
\end{align*}
\]

The identity

\[
\frac{1}{\pi} \int_{-1}^{1} \log(\sqrt{1 - x^2}) \frac{dx}{\sqrt{1 - x^2}} = - \log(2)
\]

is straightforward, which concludes the proof. \( \square \)
Remark 4.3 This result is not surprising: if we denote by \( \hat{\nu}_n \) the absolutely continuous measure on \([-\alpha_n, \alpha_n]\) with \( \hat{\nu}'_n(x) = p_n^2(x)w(x) \), then \( \hat{\nu}_n \to \mu \) in the weak*-topology, where \( \mu \) is the Robin measure of \( \Delta \). The integral in the left hand side of (44) can be rewritten as

\[
-\frac{1}{2} \left( V_{\hat{\nu}_n}(-\alpha_n) + V_{\hat{\nu}_n}(\alpha_n) \right) \to -\frac{1}{2} (V^\mu(-1) + V^\mu(1)) = -\log(2).
\]

Now we turn to the proof of Theorem 1.1. Using function \( \Phi_n \) introduced in (40), let us denote

\[
f_n(\alpha_n \cos \theta) \overset{\text{def}}{=} \sqrt{\alpha_n} p_n(\alpha_n \cos \theta) \sqrt{w(\alpha_n \cos \theta)} \sqrt{\sin \theta}, \quad g_n(\alpha_n \cos \theta) \overset{\text{def}}{=} \frac{\sqrt{2}}{\pi} \cos \left( \frac{\theta}{2} - \frac{\pi}{4} + n\Phi_n(\theta) \right). \tag{46}
\]

Since \( w \in F(C^2+) \), by [13, Theorem 15.1 and Lemma 15.4],

\[
\int_0^\pi |f_n(\alpha_n \cos \theta) - g_n(\alpha_n \cos \theta)| \, d\theta = o(1), \quad n \to \infty, \tag{47}
\]

(where we have used that on the bounded interval convergence in \( L^2 \) is stronger than in \( L^1 \)). Let us rewrite the definition of \( F_n \) as

\[
F_n = -\int_{-\alpha_n}^{\alpha_n} \log(p_n^2(x) w(x)) p_n^2(x) w(x) \, dx \\
- \int_{\Delta \setminus [-\alpha_n, \alpha_n]} \log(p_n^2(x) w(x)) p_n^2(x) w(x) \, dx \\
= -\int_{-\alpha_n}^{\alpha_n} \log(p_n^2(x) w(x)) p_n^2(x) w(x) \, dx + o(1),
\]

where we have used Lemma 4.1. With the notation \( [43] \) and \( [46] \) it is equivalent to

\[
F_n = -\int_{-\alpha_n}^{\alpha_n} \mathcal{R}(f_n(x)) \frac{dx}{\sqrt{\alpha_n^2 - x^2}} + \int_{-\alpha_n}^{\alpha_n} \log(\sqrt{\alpha_n^2 - x^2}) p_n^2(x) w(x) \, dx + o(1) \\
= -\int_0^\pi \mathcal{R}(f_n(\alpha_n \cos \theta)) \, d\theta - \log 2 + o(1), \quad n \to \infty, \tag{48}
\]

(see Lemma 4.2). Since by [13, Theorem 1.17] there exists a constant \( M > \sqrt{2/\pi} \) such that for all \( n \in \mathbb{N} \), \( |f_n(\alpha_n \cos \theta)| \leq M \), for \( \theta \in [0, \pi] \), we get by
\[
\int_0^\pi |\mathcal{R}(f_n(\alpha_n \cos \theta)) - \mathcal{R}(g_n(\alpha_n \cos \theta))| \, d\theta \\
\leq \max_{y \in [0,M]} \mathcal{R}'(y) \int_0^\pi |f_n(\alpha_n \cos \theta) - g_n(\alpha_n \cos \theta)| \, d\theta = o(1),
\]
which yields
\[
F_n = -\int_0^\pi \mathcal{R}(g_n(\alpha_n \cos \theta)) \, d\theta - \log 2 + o(1), \quad n \to \infty.
\]

With the change of variable \(\eta = \Phi_n(\theta)\) we rewrite
\[
F_n = -\int_0^\pi \mathcal{R} \left( \sqrt{\frac{2}{\pi}} \cos \left( \Phi_n^{-1}(\eta) - \frac{\pi}{4} + n\eta \right) \right) \frac{d\eta}{\Phi_n'(\Phi_n^{-1}(\eta))} - \log 2 + o(1)
= -\int_0^\pi \mathcal{R} \left( \sqrt{\frac{2}{\pi}} \cos \left( \Phi_n^{-1}(\eta) - \frac{\pi}{4} + n\eta \right) \right) \, d\eta - \log 2 + o(1)
= -\int_0^\pi \mathcal{R} \left( \sqrt{\frac{2}{\pi}} \cos \left( \eta - \frac{\pi}{4} + n\eta \right) \right) \, d\eta - \log 2 + o(1),
\] (49)
where we have used Lemma 3.3. It remains to use the following analogue of the Lebesgue lemma, proved in [2] under weaker conditions:

**Lemma 4.4** Let \(g\) be a \(\pi\)-periodic continuous function on \([0, +\infty)\), and \(h \in C[0, \pi]\). Then
\[
\int_0^\pi f(n\theta + h(\theta)) \, d\theta = \int_0^\pi f(\theta) \, d\theta + o(1).
\]

Applying this lemma to (49), we obtain finally
\[
F_n = -1 + \log(2) + \log(\pi) - \log(2) + o(1) = \log(\pi) - 1 + o(1), \quad n \to \infty.
\]

5 \ Asymptotics of \(G_n\): proof of Theorem 1.3

We start again with some technical results:

**Lemma 5.1** When \(n \to \infty\),
\[
\int_0^1 x(1 - x^2) s'(x) p_n^2(x) w(x) \, dx = B_2 + o(1),
\]

...
where
\[ B_2 = \int_0^1 x(1 - x^2) \, s'(x) \frac{1}{\pi \sqrt{1 - x^2}} \, dx. \]  
(50)

**Proof.** By (42), it is sufficient to show that \((1 - x^2)s'(x)\) can be extended as a continuous function to the whole interval \(\Delta\); for this purpose we only need to show that the limit

\[ \lim_{x \to 1^-} (1 - x^2) s'(x) \]

exists. From the explicit expression for \(s\) it is easy to find that for \(x \in (0, 1),
\[
(1 - x^2)s'(x) = (1 - x^2) \frac{w'(x)}{w(x)} - (1 - x^2) \frac{w_0'(x)}{w(x)} = (1 - x^2) \frac{w'(x)}{w(x)} + \frac{2\pi a}{\sqrt{1 - x^2}} - 2x(\lambda - 1/2) - 2ax + 2 \arccos x \frac{a}{\sqrt{1 - x^2}}
\]
\[ - 2 \frac{t}{x} \left( \text{Im} \psi(\lambda + it) - \frac{\pi}{2} \right). \]

It remains to use (26), and the statement follows. \(\square\)

Let us denote
\[ p_n(x) = \gamma_n x^n + \beta_n x^{n-2} + \text{lower degree terms}; \]  
(51)
the explicit expression for \(\gamma_n\) was given in (17).

**Lemma 5.2** The followings identities hold:
\[ \int_{-1}^1 x \, p_n(x) \, p'_n(x) \, w(x) \, dx = n, \]  
(52)
and
\[ \int_{-1}^1 x^3 p_n(x) \, p'_n(x) \, w(x) \, dx = n(a_{n+1}^2 + a_n^2) - 2a_n a_{n-1} \frac{\beta_n}{\gamma_{n-2}}, \]  
(53)
where \(a_n\) are the coefficients of the recurrence relation (6), and \(\gamma_n, \beta_n\) are the coefficients of \(p_n\) defined in (51).

**Proof.** By the recurrence relation (3),
\[ xp_n(x)p'_n(x) = a_{n+1} p_{n+1}(x)p'_n(x) + a_n p_{n-1}(x)p'_n(x), \]
so that
\[
\int_{-1}^{1} x p_n(x) p'_n(x) \, w(x) \, dx = a_n \int_{-1}^{1} p_{n-1}(x) p'_n(x) \, w(x) \, dx
\]
\[
= a_n \frac{n \gamma_n}{\gamma_{n-1}} \int_{-1}^{1} p^2_{n-1}(x) \, w(x) \, dx = n,
\]
where we have used the well known fact that \( a_n = \gamma_{n-1} / \gamma_n \). This proves (52). Again, from (6) it is easy to find that
\[
x^2 p_n(x) = a_n + 2 a_{n+1} p_{n+2}(x) + (a^2_{n+1} + a^2_n) p_n(x) + a_n a_{n-1} p_{n-2},
\]
and we get
\[
\int_{-1}^{1} x^2 p_n(x) p'_n(x) \, w(x) \, dx = (a^2_{n+1} + a^2_n) \int_{-1}^{1} x p_n(x) p'_n(x) \, w(x) \, dx
\]
\[
+ a_n a_{n-1} \int_{-1}^{1} x p_{n-2} p'_n(x) \, w(x) \, dx.
\] (54)

First integral in the right hand side was computed in (52), and it remains to concentrate our attention on the second one. Since
\[
x p'_n(x) = n \gamma_n x^n + (n - 2) \beta_n x^{n-2} + \text{lower degree terms}
\]
\[
= n p_n(x) - 2 \frac{\beta_n}{\gamma_{n-2}} p_{n-2}(x) + \text{lower degree terms},
\]
we have
\[
\int_{-1}^{1} x p_{n-2}(x) p'_n(x) \, w(x) \, dx = -2 \frac{\beta_n}{\gamma_{n-2}}.
\]
Substituting it in (54), we obtain (53).

We find next an expression for the ratio \( \beta_n / \gamma_n \) in terms of the coefficients of the recurrence relation:

**Lemma 5.3** With the notations introduced in (6) and (51),
\[
\frac{\beta_{n+1}}{\gamma_{n+1}} = \frac{\beta_n}{\gamma_n} - a^2_n, \quad n \in \mathbb{N}; \quad (55)
\]
in particular
\[
\frac{\beta_{n+1}}{\gamma_{n+1}} = - \sum_{k=1}^{n} a^2_k. \quad (56)
\]
Proof. Comparing the coefficients of $x^{n-1}$ in both sides of (4) we obtain that

$$\beta_n = a_{n+1}\beta_{n+1} + a_n\gamma_{n-1},$$

so that

$$\frac{\beta_{n+1}}{\gamma_{n+1}} = \frac{1}{a_{n+1}} \frac{\gamma_n}{\gamma_{n+1}} \beta_n - \frac{a_n}{a_{n+1}} \frac{\gamma_{n-1}}{\gamma_n} \gamma,$$

and so, using the identity

$$a_n = \frac{\gamma_{n-1}}{\gamma_n},$$

(55) holds. Formula (56) follows from (55) and the fact that $\beta_1 = 0$. □

Remark 5.4 Observe that we have used only the symmetry of the recurrence relation, so these formulas are valid for any even weight function on $[-1, 1]$.

Corollary 5.5 For the symmetric Pollaczek polynomials the following asymptotic formula is valid:

$$\frac{\beta_n}{\gamma_n} = -\frac{n}{4} + \frac{a}{2}\log n - \frac{a - \lambda}{4} - \frac{a}{2}\psi(a + \lambda) + O\left(\frac{1}{n}\right), \quad n \to \infty. \quad (57)$$

Proof. From (7) it is easy to obtain that

$$a_k^2 = 1 + \frac{a^2 - \lambda^2 - a + \lambda}{k + \lambda + a - 1} + \frac{\lambda^2 - a^2 - \lambda - a}{k + \lambda + a},$$

and (56) lead us to

$$\frac{\beta_n}{\gamma_n} = -\frac{n - 1}{4} + \frac{1}{4} \sum_{k=1}^{n-1} \frac{2a}{k + \lambda + a - 1} + \frac{1}{4} \frac{-\lambda^2 + a^2 + \lambda + a}{n + \lambda + a - 1}$$

$$-\frac{1}{4} \frac{-\lambda^2 + a^2 + \lambda + a}{\lambda + a}.$$

Using that

$$\sum_{k=1}^{n-1} \frac{1}{k + \lambda + a - 1} = \psi(n + \lambda + a - 1) - \psi(\lambda + a) = \log(n) - \psi(\lambda + a) + O\left(\frac{1}{n}\right),$$

when $n \to \infty$, we finally get

$$\frac{\beta_n}{\gamma_n} = -\frac{n - 1}{4} + \frac{2a}{4} (\log(n) - \psi(\lambda + a)) + \frac{1}{4} (\lambda - a - 1) + O\left(\frac{1}{n}\right),$$

which is equivalent to the statement of the Lemma. □
Now we can prove Theorem 1.3. Remember that the technique of [14] is not valid here because an additional assumption on \( w \) from [14] is not satisfied. The central idea in our proof is to take advantage of the fact that the main contribution to the asymptotics of \( G_n \) comes from the behavior of the weight \( w \) at the endpoints of \( \Delta \) (see Section 2). Using functions \( w_0 \) and \( s \) introduced in [22], we write \( G_n \) in the form

\[
G_n = \int_{-1}^{1} \log(w_0(x)) \, p_n^2(x) \, e^{s(x)} \, w_0(x) \, dx + \int_{-1}^{1} s(x) \, p_n^2(x) \, w(x) \, dx.
\]

In particular, since \( s \in C[-1,1] \) (see Lemma 2.1), applying (42) in the second integral we have

\[
G_n = \int_{-1}^{1} \log(w_0(x)) \, p_n^2(x) \, e^{s(x)} \, w_0(x) \, dx + B_1 + o(1),
\]

where

\[
B_1 = \lim_{n \to \infty} \int_{-1}^{1} s(x) \, p_n^2(x) \, w(x) \, dx = \int_{-1}^{1} \frac{s(x)}{\pi \sqrt{1 - x^2}} \, dx.
\]

If we denote

\[
g(x) = \log(w_0(x)) = -\frac{2\pi a |x|}{\sqrt{1 - x^2}},
\]

taking into account the symmetry, we can rewrite the integral in the right hand side of (58) as

\[
\int_{-1}^{1} g(x) \, p_n^2(x) \, e^{s(x)} \, e^{g(x)} \, dx = 2 \int_{0}^{1} \frac{g(x)}{g'(x)} \, p_n^2(x) \, e^{s(x)} \, e^{g(x)} \, g'(x) \, dx
\]

\[
= 2 \int_{0}^{1} \left( \frac{g(x)}{g'(x)} \, p_n^2(x) \, e^{s(x)} \right) \, e^{g(x)} \, dx.
\]

Observe that for \( x \in [0,1] \), \( g(x)/g'(x) = x(1 - x^2) \), so integrating by parts,

\[
\int_{-1}^{1} g(x) \, p_n^2(x) \, e^{s(x)} \, e^{g(x)} \, dx
\]

\[
= 2 \left[ x(1 - x^2) \, p_n^2(x) \, w(x) \right]_{x=0}^{x=1} - 2 \int_{0}^{1} \left( x(1 - x^2) \, p_n^2(x) \, e^{s(x)} \right)' \, w_0(x) \, dx
\]

\[
= - \int_{-1}^{1} (1 - 3x^2) p_n^2(x) \, w(x) \, dx - \int_{-1}^{1} x(1 - x^2) \, (p_n^2(x))' \, w(x) \, dx
\]

\[- 2 \int_{0}^{1} x(1 - x^2) \, p_n^2(x) \, s'(x) \, w(x) \, dx.
\]
The asymptotics of each of these three integrals can be computed by means of (42), Lemma 5.2, and Lemma 5.1, respectively, obtaining that
\[ G_n = 2n(a_n^2 + a_n^2 - 1) - 4a_n a_{n-1} \frac{\beta_n}{\gamma_{n-2}} + B_1 - 2B_2 + \frac{1}{2} + o(1) \]
\[ = 2n(a_{n+1}^2 + a_n^2 - 1) - 4a_n a_{n-1} \frac{\beta_n}{\gamma_n} + B_1 - 2B_2 + \frac{1}{2} + o(1), \quad n \to \infty. \]

Using that \( a_n \to 1/2 \) (see (7)) and (57), we get that
\[ G_n = -2a \log(n) + B_1 - 2B_2 + \frac{1}{2} + B_3 + o(1), \quad (59) \]
where
\[ B_3 = -2a + (a - \lambda) + 2a \psi(a + \lambda) = -a - \lambda + 2a \psi(a + \lambda). \quad (60) \]

Let us simplify the expression of the constant term of this asymptotics. First,

\[ B_1 - 2B_2 = \int_{-1}^{1} \frac{s(x)}{\pi \sqrt{1-x^2}} \, dx - 2 \int_{0}^{1} \frac{x \sqrt{1-x^2} s'(x)}{\pi} \, dx, \]
and integrating by parts the second integral,

\[ B_1 - 2B_2 = 2 \int_{0}^{1} \frac{s(x)}{\pi \sqrt{1-x^2}} - \frac{x \sqrt{1-x^2} s(x)}{\pi} \bigg|_{x=0}^{x=1} \, dx + 2 \int_{0}^{1} \frac{1 - 2x^2}{\pi \sqrt{1-x^2}} s(x) \, dx \]
\[ = \frac{4}{\pi} \int_{0}^{1} s(x) \sqrt{1-x^2} \, dx. \quad (61) \]

Using the explicit expression for \( s \) on \([0,1]\), the right hand side in (61) is reduced to

\[ \log \left( \frac{2^{2\lambda} (\lambda + a)}{2\pi \Gamma(2\lambda)} \right) \frac{4}{\pi} \int_{0}^{1} \sqrt{1-x^2} \, dx + \frac{4(\lambda - 1/2)}{\pi} \int_{0}^{1} \log(1-x^2) \sqrt{1-x^2} \, dx \]
\[ + \frac{4}{\pi} \int_{0}^{1} 2ax \arccos x \, dx + \frac{4}{\pi} \int_{0}^{1} \log |\Gamma(\lambda + it)|^2 \sqrt{1-x^2} \, dx + 4 \int_{0}^{1} ax \, dx \]
\[ = \log \left( \frac{2^{2\lambda} (\lambda + a)}{2\pi \Gamma(2\lambda)} \right) + (1 - 2 \log(2)) (\lambda - 1/2) \]
\[ + a + \frac{4}{\pi} \int_{0}^{1} \log |\Gamma(\lambda + it)|^2 \sqrt{1-x^2} \, dx + 2a \]
\[ = \log \left( \frac{\lambda + a}{\pi \Gamma(2\lambda)} \right) + \lambda + 3a + \frac{4}{\pi} \int_{0}^{1} \log \left| \Gamma \left( \lambda + i \frac{ax}{\sqrt{1-x^2}} \right) \right|^2 \sqrt{1-x^2} \, dx. \quad (62) \]
Let us compute now the value of this last integral. With the change of variables $u = x/\sqrt{1 - x^2}$ we obtain that
\[
\int_0^1 \log \left| \Gamma \left( \lambda + i \frac{ax}{\sqrt{1 - x^2}} \right) \right|^2 \sqrt{1 - x^2} \, dx = \int_0^{+\infty} \log |\Gamma (\lambda + i au)|^2 \frac{du}{(1 + u^2)^2} = \int_{-\infty}^{+\infty} \log |\Gamma (\lambda + i au)| \frac{du}{(1 + u^2)^2}.
\]

With $\lambda > 0$, $a \geq 0$, function
\[
f(u) \overset{\text{def}}{=} \frac{\log (\Gamma (\lambda + i au))}{(1 + u^2)^2}
\]
is meromorphic and single valued in the lower half plane $\{\text{Im}(u) < 0\}$, with a double pole at $u = -i$. Taking into account that by Stirling formula,
\[
\log (\Gamma (\lambda + i au)) \sim (\lambda + i au)|u| \log (\lambda + i au) \quad \text{as} \quad u \to \infty, \ \text{Im}(u) < 0,
\]
we may apply the residue calculus to establish that
\[
\int_{-\infty}^{+\infty} \log (\Gamma (\lambda + i au)) \frac{du}{(1 + u^2)^2} = -2\pi i \ \text{res}_{u=-i} f(u) = \frac{\pi}{2} (a \psi(\lambda + a) - \log(\Gamma(\lambda + a)))
\]
Taking the real part, we get that
\[
\frac{4}{\pi} \int_0^1 \log \left| \Gamma \left( \lambda + i \frac{ax}{\sqrt{1 - x^2}} \right) \right|^2 \sqrt{1 - x^2} \, dx = 2a \psi(\lambda + a) - 2 \log(\Gamma(\lambda + a)) \quad (63)
\]
Gathering (60)–(63) in (59) we conclude the proof of Theorem 1.3.

**Remark 5.6** The idea of this proof can be applied also to the case of a non-symmetric weight of the form
\[
w(x) = \exp \left\{ -\frac{4c}{(1 - x)^{\alpha}} - \frac{4d}{(1 + x)^{\alpha}} + s(x) \right\},
\]
where $s \in C^1[-1, 1]$, and $\alpha \in [1/2, 1]$.

6 Proof of corollaries 1.6 and 1.8

**Proof of Corollary 1.6** Consider the integral
\[
I_n = -\frac{2}{\pi} \int_{\alpha_n}^{\alpha} \frac{Q(x)}{\sqrt{\alpha_n - x}(x - \alpha_n)} \, dx = -\frac{4}{\pi} \int_{0}^{\alpha_n} \frac{Q(x)}{\sqrt{(\alpha_n - x)(x - \alpha_n)}} \, dx.
\]
By (22),

\[
I_n = -\frac{4}{\pi} \int_{0}^{\alpha_n} \left( \frac{\pi a|x|}{\sqrt{1-x^2}} + \frac{1}{2} \log(w(0)) - \frac{s(x)}{2} \right) \frac{1}{\sqrt{\alpha_n^2 - x^2}} \, dx \\
= -\frac{4}{\pi} \int_{0}^{1} \left( \frac{\pi a|\alpha_n x|}{\sqrt{1-\alpha_n^2 x^2}} + \frac{1}{2} \log(w(0)) - \frac{s(\alpha_n x)}{2} \right) \frac{1}{\sqrt{1-x^2}} \, dx \\
= -\frac{4}{\pi} \int_{0}^{1} \frac{\pi a|\alpha_n x|}{\sqrt{1-\alpha_n^2 x^2}} \frac{1}{\sqrt{1-x^2}} \, dx \\
- \frac{4}{\pi} \int_{0}^{1} \left( \frac{1}{2} \log(w(0)) - \frac{s(\alpha_n x)}{2} \right) \frac{1}{\sqrt{1-x^2}} \, dx.
\]

Since \( s \in C[-1,1] \), the second integral is bounded; hence, by (35),

\[
I_n = -\frac{4a\alpha_n}{2} \log(1 - \alpha_n) + O(1) = 2a \log(1 - \alpha_n) + O(1), \quad n \to \infty.
\]

Finally, from the asymptotics of \( \alpha_n \) found in Proposition 3.2 we obtain

\[
I_n = 2a \log(a/n) + O(1) = -2a \log(n) + O(1), \quad n \to \infty,
\]

and comparing this expression with the result of Corollary 1.4, the statement follows.

\textit{Proof of Corollary 1.8} Taking into account the relation between the entropy and the mutual energy (16) we obtain that

\[
I[\rho_n, \nu_n] = \frac{E_n + 2 \log(\gamma_n)}{2n}.
\]

By (17),

\[
2 \log(\gamma_n) = 2n \log(2) + 2a \log(n) - \log \left( \frac{\Gamma(\lambda + a + 1) \Gamma(\lambda + a)}{\Gamma(2\lambda)} \right) + o(1),
\]

so that by (9),

\[
I[\nu_n, \lambda_n] = \log(2) + \frac{1}{2n} \left( \tau(\lambda, a) - \log \left( \frac{\Gamma(\lambda + a + 1) \Gamma(\lambda + a)}{\Gamma(2\lambda)} \right) \right) + o \left( \frac{1}{n} \right).
\]

The use of the explicit expression for \( \tau(\lambda, a) \) in (10) concludes the proof of the Corollary.
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