Linear scaling computation of forces for the domain-decomposition linear Poisson–Boltzmann method
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Abstract

The Linearized Poisson–Boltzmann (LPB) equation is a popular and widely accepted model for accounting solvent effects in computational (bio-)chemistry. In the present article we derive the analytical forces of the domain-decomposition-based ddLPB-method with vdW or SAS surface. We present an efficient strategy to compute the forces and its implementation, allowing linear scaling of the method with respect to the number of atoms using the fast multipole method (FMM). Numerical tests illustrates the accuracy of the computation of the analytical forces and compares efficiency with other available methods.

1 Introduction

Most chemical processes and virtually all biochemical processes happen in condensed phase, a situation where the reacting part, or in general the studied part, is embedded in an environment which usually consists of a solvent. For this reason, solvation models, which take into account the effect of the environment on the interesting part (solute), are widely used in computational chemistry and biochemistry. These models can be broadly divided into two classes, explicit solvation models and implicit (continuum) solvation models. Explicit solvation models consider the molecular representation of both, the solute and solvent, making the method more accurate, but computationally expensive and also dependent on a large set of empirical parameters (force field). On the other hand, continuum solvation models treat the solvent as a continuum, described only by a few macroscopic properties. This approach, by its nature, cannot describe specific interactions and anisotropic environment, however it presents some large advantages, it reduces the computational cost significantly, requires fewer parameters and implicitly takes into account the sampling over the degrees of freedom of the solvent. For this reason, implicit solvation models are nowadays popular computational approaches to characterize solvent effects in the simulation of properties and processes of molecular systems in condensed phase [TP94, HN95, RS99, CT99, OL00, TMC05].

Independently from the choice between explicit or implicit solvation model, the solute can be modelled by different levels of theory ranging from (possibly polarizable) force-fields up to coupled cluster theory within a multi-scale approach. Thus, this wide scope of different models of the solute has made implicit solvation models popular in different application areas as, depending on the level of theory, structures ranging from only a few atoms to thousands or millions are considered.
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The Poisson–Boltzmann (PB) equation is one of the widely used implicit solvation models that we will consider in this paper. The PB equation was described independently by Gouy already in 1910 [Gou10] and Chapman in 1913 [Cha13] to equate the chemical potential and relative forces acting on a small adjacent volumes in an ionic solution between two plates having different voltages. Debye and Hückel generalised this concept in 1923 [DH23] by applying it to the theory of ionic solutions leading to a successful interpretation of thermodynamic data. The solutions to the nonlinearised equation were sought by Gronwall, [GLMS28] in function terms with powers of the inverse of the dielectric constant as coefficients. Simpler electrostatic models for globular proteins were put forward quite early, [Kir34, LL24, NT67], while DNA and other linear polyelectrolytes were later specialised with proper structural parameter (see [LK54, AJBM51, Kat71, Man78]). All the aforementioned models were based around the PB equation or its linear approximation and led to quite accurate results.

We consider here specifically the linearized Poisson–Boltzmann (LPB) equation which describes the electrostatic potential, $\psi$ of the solvation model in the following form

$$- \nabla \cdot \left[ \varepsilon(x) \nabla \psi(x) \right] + \kappa(x)^2 \psi(x) = 4\pi \rho_M(x) \quad \text{in} \quad \mathbb{R}^3, \quad (1)$$

where $\varepsilon(x)$ is the space-dependent dielectric permittivity function, $\kappa(x)$ is the modified Debye-Hückel parameter, and $\rho_M(x)$ is the solute charge distribution.

We denote the solute cavity by $\Omega$ and the solvent region by $\Omega^C = \mathbb{R}^3 \setminus \Omega$. To describe the solute-solvent region we will use the van-der Waals (vdW) surface (see Fig. 1). The solute cavity $\Omega$ is defined as a union of overlapping subdomains, $\Omega_j$, i.e.,

$$\Omega = \bigcup_{j=1}^M \Omega_j, \quad \Omega_j = B_{r_j}(x_j),$$

where each $\Omega_j$ is a vdW ball with radius $r_j$ and center $x_j$, and $M$ is the total number of atoms. Then $\varepsilon(x)$ has the form

$$\varepsilon(x) = \begin{cases} \varepsilon_1 & \text{in} \ \Omega, \\ \varepsilon_2 & \text{in} \ \Omega^C, \end{cases}$$

where $\varepsilon_1$ and $\varepsilon_2$ are the solute and solvent’s dielectric permittivity, respectively. Furthermore, $\kappa(x)$ has the form

$$\kappa(x) = \begin{cases} 0 & \text{in} \ \Omega, \\ \sqrt{\varepsilon_2 \kappa} & \text{in} \ \Omega^C, \end{cases}$$

where $\kappa > 0$ is the Debye-Hückel screening constant of the solvent.

We would like to mention some of the widely used methods for solving the LPB equation such as the boundary element method (BEM), the finite difference method (FDM), and the finite element method.
We refer to [LZH08] for a review. The main idea of the BEM is to recast the LPB equation as an integral equation defined on a two-dimensional solute-solvent interface [YL90, BFZ02, ABWT09, BCR11, SCvW22, Coo19]. It is an efficient way to solve the LPB equation, which can be optimized using fast multipole methods [ZPH15] and the hierarchical treecode technique [LZH08]. The PAFMPB solver [LCHM10, ZPH15] uses the former optimization technique, whereas the TABI-PB [GK13, WGK22] uses the latter one. The PB-SAM solver developed by Head-Gordon et al. [LHG06, YHG10, YHG13] discretizes the solute-solvent interface (such as the vdW surface) with grid points on atomic spheres like a collocation method and solves the associated linear system by use of the fast multipole method. It primarily targets the interaction of disjoint molecular compounds. However, one of the limitations of all these solvers relying on integral equations and layer potentials is that it cannot be generalized to solve the nonlinear PB (NPB) equation as opposed to PDE-based methods such as the FDM or FEM.

The finite difference approach is the most popular method to solve linear or nonlinear PB equations. The main idea is to cover the region of interest with a big-box grid and choose different kinds of boundary conditions. Some of the popular software packages using the FDM include UHBD [MBW95], Delphi [LLS12], MIBPB [CCC10], and APBS [BSJ01, DCL07, JES17]. One of the drawbacks of the FDM is that the cost can increase considerably with respect to the grid dimension.

The finite element approach, compared to FDM, provides more flexible mesh refinement and a proper convergence analysis [CHX07]. The SDPBS and SMPBS offer fast and efficient approximations of the size-modified PB equation [Xie14, YX15, JXY15, XYX17].

Alongside the PB model in the quantum mechanical (QM) community, continuum solvation models such as the conductor-like screening model (COSMO), proposed in [KS93]; the surface and simulation of volume polarization for electrostatics (SS(V)PE) [Ch99, Chi06]; polarizable continuum model (PCM) [TMC05, MST11, CMT97, BC98, CRSB03] have been developed as a cheap but in a physically sound manner to include solvation effects in the QM description of a molecule and its properties. The classical PCM and the COSMO model can be considered as the special cases for PB solvation models. In the classical PCM, the solvent is represented as a polarizable continuous medium that is non-ionic (κ = 0) whereas the COSMO is a reduced version of the PCM, where the solvent is represented as a conductor-like continuum. Some of the common ways of solving the COSMO model is the BEM [CT95] or the York-Kaprlus method [YK95]. For the PCM model numerical methods include [CSRB02a, SBK04, SF10, LH10b, LH10a].

In this paper, we focus on the domain decomposition (dd) framework. Recently, in [QSM19] a domain decomposition algorithm has been proposed for the LPB equation, which uses a particular Schwarz domain decomposition method to solve Eq. (1). The ideas of the ddLPB method can be traced back to the domain decomposition methods proposed for the COSMO model (ddCOSMO) [CMS13, LSC13, LLS14, LSL14] and the PCM model (ddPCM) [SCLM16, GLS17, NSSL19]. These methods do not require any mesh or grid of the molecular surface, are easy to implement, and about two orders of magnitude faster than the state of the art [LLS14]. In particular, the ddCOSMO solver can perform up to thousands of times faster than equivalent existing algorithms.

Similar to the aforementioned dd approaches the ddLPB method does also not require any mesh or grid but depends, as ddCOSMO and ddPCM, only on the Lebedev quadrature points [LL99] on a two-dimensional sphere. Hence it is convenient to be applied in molecular dynamics without re-meshing the molecular surface as is required for the BEM. The ddLPB solver adopts a spectral Galerkin method for discretization and benefits from high sparsity of the involved matrices for the Laplace and screening Poisson equations in Ω, which are coupled by a non-local integral equation on the boundary. The latter takes the majority of cost but can be further accelerated using for example the fast multipole method (FMM). Numerical implementations show that the ddLPB solver is very efficient even without acceleration techniques (see [QSM19] for details).

The focus of this work is to develop the framework of the computation of first derivatives of the solvation energy with respect to some parameters and the forces in particular, for the LPB method in the domain decomposition paradigm. The electrostatic solvation force is given by the negative gradient of the solvation energy with respect to the nuclear positions and encompasses the reaction field force (RFF), the dielectric boundary force (DBF), and the ionic boundary force (IBF). Out of the three forces, the computation of DBF is quite challenging. The development for computing the DBF was initiated around 30 years ago by Davis.
and MacCannon in [DM91] where they developed the algorithm based on the Maxwell stress tensor for the two dielectric model which was investigated further through a variational approach in [CDLM08]. At the same time as Davis and MacCannon an alternative algorithm was developed for BEM using the induced surface charge in [Zau91]. Similar results to [Zau91] were obtained using a Maxwell stress tensor for the FEM in [CF97].

Approaches for computing the DBF using FDM were investigated in [GDLM93, IBR98] using a sufficiently smooth-varying dielectric permittivity constant at the molecular surface, but many models used in practice assume a sharp interface. To circumvent this problem a new formulation was proposed on the concept of boundary polarization charge in [CYWL11]. This idea was further expanded to include the abrupt transitional dielectric in [CYL12]. In this work we present the results regarding the total electrostatic solvation forces, which combines RFF, DBF, and IBF altogether. As can be deduced from above, the computation of the different force components seems to be well-established for FDM and FEM while it seems much harder to generalize this concept for methods based on sharp interfaces, such as the BEM. For example, up to our knowledge, the computation of forces is not implemented in popular software such as the TABI-PB method.

Our approach is different and based on the analytical gradients of the discrete energy using the adjoint-method, see, e.g. [CSRB02b, LSC13]. Thus, upon the controllable residual of solving the adjoint linear system, the computed derivatives are the exact negative derivatives of the solvation energy with respect to the nuclear coordinates.

The choice of the solute-solvent interface is part of the model and can be described by the vdW-surface, solvent accessible surface (SAS) or the solvent excluded surface (SES). For a given solute molecule, both, the SAS and SES, were first introduced by Lee & Richards in the 1970s [LR71, Ric77] and reflect some properties of the solvent by reducing the solvent molecules to spherical probes [TMC05]. The SAS is, as the vdW-surface, the surface of a union of balls, but with increased radii compared to the vdW-cavity. The SES is also called “the smooth molecular surface” or “the Connolly surface”, due to Connolly’s fundamental work [Con83], and has been rigorously defined and analyzed in [QS16] yielding an efficient meshing-algorithm [QS17].

It is known that SAS- or vdW-type surfaces yield less accurate energies compared to SES-based models, in particular for large molecular structures. On the other hand, SES-based models are not very efficient if high-accurate numerical approximations are required, in particular if high accuracy is needed for the computation of accurate forces or if the PB-model is coupled to quantum-mechanical Hamiltonians. We therefore think, as a first step towards a SES-based domain-decomposition methods, that a linear scaling method for the computation of energy and forces arising from the linearized Poisson-Boltzmann equation based on SAS- or vdW-surfaces is a valuable contribution to the state of the art.

By the nature of the adjoint method, the derivation of the terms in the computation of the forces is a very technical task, but a necessity in order to make accessible the method to models requiring the gradient of the solvation energy with respect to the nuclear coordinates such as molecular dynamics or geometry optimization. Further, we accelerate the method based on an FMM-implementation which has recently been proposed in [MNS22] for the ddPCM model yielding a linear scaling method for the computation of the energy and forces.

The paper is divided as follows: Section 2 introduces the notations and gives a summary of the domain decomposition algorithm for the LPB equation. In Section 3 we derive the adjoint method to compute analytical derivatives and the forces. In Section 4 we present a comprehensive numerical study, before we conclude in Section 5. Lastly, in Appendix A we give the details of the FMM terms needed for the ddLPB method.

2 ddLPB Method

2.1 Linear Poisson–Boltzmann Equations

One notes that the LPB equation [1] can be written as two equations, one defined in the solute cavity \( \Omega \), namely the Laplace equation given by

\[
- \Delta \psi_r = 0 \quad \text{in} \; \Omega, \tag{2}
\]
which is obtained from transforming the Poisson equation by using the transformation \( \psi_r = \psi - \psi_0 \) where \( \psi_0 \) is the potential generated by \( \rho_M \) in the vacuum, i.e.,

\[
-\Delta \psi_0 = \frac{4\pi}{\varepsilon_1} \rho_M \quad \text{in} \quad \mathbb{R}^3;
\]

and a homogeneous screened Poisson (HSP) equation defined on the solvent region given by

\[
-\Delta \psi(x) + \kappa^2 \psi(x) = 0 \quad \text{in} \quad \Omega^C,
\]

Using potential theory arguments one can define the HSP equation inside \( \Omega \),

\[
-\Delta \psi_e(x) + \kappa^2 \psi_e(x) = 0 \quad \text{in} \quad \Omega,
\]

with two classical jump conditions

\[
[ \psi ] = 0 \quad \text{on} \quad \Gamma,
\]

\[
[ \partial_n (\varepsilon \psi) ] = 0 \quad \text{on} \quad \Gamma,
\]

along the solute-solvent interface \( \Gamma = \partial \Omega \), and where \([ f ]\) denotes the jump of the function \( f \), given by \([ f ] = f|_\Omega - f|_{\Omega^C} \), and \( \partial_n \psi \) the normal derivative of \( \psi \). Based on the classical jump condition of \( \psi \), a coupling condition between Eq. (2) and Eq. (4) arises through a function \( h \) defined by

\[
h = S_\kappa \left( \partial_n \psi_e - \frac{\varepsilon_1}{\varepsilon_2} \partial_n (\psi_0 + \psi_r) \right) \quad \text{on} \quad \Gamma,
\]

where \( S_\kappa : H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma) \) denotes a single-layer operator on \( \Gamma \) and \( H^{\pm1/2}(\Gamma) \) denote the fractional Sobolev spaces \( \text{[Ada75]} \).

We call \( \psi_r \) and \( \psi_e \) the reaction potential and the extended potential, respectively. In this paper, we assume that the solute’s charge distribution \( \rho_M \) is supported in \( \Omega \) and in particular given by the sum of \( M \) point charges, i.e.,

\[
\rho_M(x) = \sum_{i=1}^{M} q_i \delta(x - x_i),
\]

where \( q_i \) denotes the (partial) charge carried on the \( i \)th atom with center \( x_i \), and \( \delta \) is the Dirac delta distribution, but the framework can easily be generalized to non-classical charges under the usual assumption \( \text{supp} (\rho_M) \subset \Omega \).

2.2 Domain Decomposition Algorithm

The domain decomposition algorithm that we will consider in this paper has been derived in \( \text{[QSM19]} \). For brevity, we will not be deriving the whole method, but we will only present the main equations required for the derivation of analytical forces.

We first introduce certain notations and functions that will be used throughout the paper. We denote the characteristic function on \( \Omega_i \) by \( \chi_i \), i.e.,

\[
\chi_i(x) := \begin{cases} 
1 & \text{if} \ x \in \Omega_i, \\
0 & \text{else}, 
\end{cases}
\]

and then let

\[
\omega_{ij}(x) := \frac{\chi_j(x)}{\sum_{k \in N_i} \chi_k(x)} \quad \text{for} \quad x \in \Gamma_i,
\]

where \( N_i \) denotes the set of indices of spheres intersecting \( \Omega_i \) (\( i \) not included). We make the convention that if \( |N_i| = 0 \), we define \( \omega_{ij}(x) = 0 \) for all \( j \). The boundary \( \Gamma_i \) of the sphere \( \Omega_i \) can either be on the
solute-solvent boundary, $\Gamma$, i.e., on the external part or inside the solute cavity, i.e., the internal part. To distinguish between the two cases we define the characteristic function, $\chi^e_i(x)$ as

$$
\chi^e_i(x) := \begin{cases} 
1 & \text{if } x \in \Gamma^e_i, \\
0 & \text{if } x \in \Gamma^i_i,
\end{cases}
$$

where $\Gamma^e_i$ and $\Gamma^i_i$ denote the external and internal part of the boundary $\Gamma_i$ respectively, see Fig. 2. With the definition of $\omega_{ij}(x)$ from Eq. (7) we have the relation

$$
\chi^e_i(x) = 1 - \sum_{j \in N_i} \omega_{ij}(x) \quad \text{for } x \in \Gamma_i.
$$

We define the radial scaling function of order $\ell$ depending on the $i^{th}$ atom by

$$
r^i_\ell(x) := \left(\frac{|x-x_i|}{r_i}\right)^\ell.
$$

The angular dependency relative to the $i^{th}$ atom is denoted by

$$
Y^i_{\ell m}(x) := Y_{\ell m}\left(\frac{x-x_i}{|x-x_i|}\right),
$$

where $Y_{\ell m} : \mathbb{S}^2 \rightarrow \mathbb{R}$ is the real-valued orthonormal spherical harmonic of degree $\ell$ and order $m$. Moreover, we define the following radial Bessel function by

$$
i^i_\ell(x) := \frac{i_\ell(|x-x_i|)}{i_\ell(r_i)},
$$

where $i_\ell(x)$ is the modified spherical Bessel’s function of the first kind.

Finally, we have integrals over the unit sphere $\mathbb{S}^2$ which will be numerically approximated using the Lebedev quadrature rule \cite{LL99} with $N_{\text{lab}}$ points. The approximation over the sphere $\Omega_i$ is given by

$$
\langle f, g \rangle_{n,i} := \sum_{n=1}^{N_{\text{lab}}} \omega_n f(x^n_i)g(x^n_i),
$$

where $x^n_i = x_i + r_is_n$, $s_n \in \mathbb{S}^2$, and $\omega_n$ is the quadrature weight.

The fully discretized domain decomposition algorithm for the LPB equation gives rise to the system of equations given by

$$
LX = g,
$$

where

$$
L = \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} + \begin{bmatrix} C_1 & C_2 \\ C_1 & C_2 \end{bmatrix}, \quad X = \begin{bmatrix} X_r \\ X_e \end{bmatrix}, \quad \text{and} \quad g = \begin{bmatrix} G_0 + F_0 \\ F_0 \end{bmatrix}.
$$

(12)
The matrices $\mathbf{A}$, $\mathbf{B}$, $\mathbf{C}_1$, and $\mathbf{C}_2$ are of the size $M (\ell_{\text{max}} + 1)^2 \times M (\ell_{\text{max}} + 1)^2$ where $\ell_{\text{max}}$ denotes the maximum degree of spherical harmonics. The vectors $\mathbf{G}_0$ and $\mathbf{F}_0$ on the right-hand side correspond to $\psi_0$ and $\partial_n \psi_0$, respectively, and $X_r$ and $X_e$ denote the solution vectors corresponding to the reaction potential and the extended potential, respectively. After calculating $X$, we can approximate $\psi_r$ and $\psi_e$ respectively by a linear combination of spherical harmonics as follows

$$
\psi_r(\mathbf{x}) \approx \sum_{\ell=0}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} [X_r]_{\ell m} r_\ell^i(\mathbf{x}) Y_{\ell m}(\mathbf{x}), \quad \mathbf{x} \in \Omega_r,
$$

and

$$
\psi_e(\mathbf{x}) \approx \sum_{\ell=0}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} [X_e]_{\ell m} i_\ell^i(\mathbf{x}) Y_{\ell m}(\mathbf{x}), \quad \mathbf{x} \in \Omega_e.
$$

We now show the specific formulas of the matrices. The $(i \ell m, j \ell' m')$th matrix entry for $\mathbf{A}$ is given by,

$$
[A]_{ij}^{m m'} := \delta_{\ell \ell'} \delta_{m m'},
$$

and

$$
[A]_{ij}^{m m'} := - \sum_{n=1}^{N_{\text{leb}}} \omega_n \omega_{ij} (x_i^n) r_{\ell'}(x_i^n) Y_{\ell' m'}^j(x_i^n) Y_{\ell m}(s_n), \quad i \neq j,
$$

and the $(i \ell m, j \ell' m')$th matrix entry for $\mathbf{B}$ is given by,

$$
[B]_{ij}^{m m'} := \delta_{\ell \ell'} \delta_{m m'},
$$

and

$$
[B]_{ij}^{m m'} := - \sum_{n=1}^{N_{\text{leb}}} \omega_n \omega_{ij} (x_i^n) i_{\ell'}(x_i^n) Y_{\ell' m'}^j(x_i^n) Y_{\ell m}(s_n), \quad i \neq j.
$$

We note that both the matrices $\mathbf{A}$ and $\mathbf{B}$ are sparse in nature, as blocks are nonzero only for interlocking vdW balls.

Next, we move to the matrices $\mathbf{C}_1$ and $\mathbf{C}_2$ where the $(i \ell m, j \ell' m')$th entry of $\mathbf{C}_1$ is given by

$$
[C_1]_{ij}^{\ell' m'} := \frac{\varepsilon_1}{\varepsilon_2} \left( \sum_{n=1}^{N_{\text{leb}}} \omega_n \chi_i^n Y_{\ell m}(s_n) [Q]_{j \ell' m'}^{i n} \right),
$$

and for $\mathbf{C}_2$ by,

$$
[C_2]_{ij}^{\ell' m'} := \left( \sum_{n=1}^{N_{\text{leb}}} \omega_n \chi_i^n Y_{\ell m}(s_n) [Q]_{j \ell' m'}^{i n} \right) \frac{i_{\ell'}(r_j)}{i_{\ell'}(r_j)}.
$$

where matrix $\mathbf{Q}$ is a matrix of size $M (\ell_{\text{max}} + 1)^2 \times M N_{\text{leb}}$ and the $(j \ell' m', i n)$th entry is given by

$$
[Q]_{j \ell' m'}^{i n} := \sum_{\ell_0 \ell_0} C_{jx}^{i \ell_0} [\mathbf{P} \chi_j^s]_{\ell_0 m_{\ell_0}} \chi_{\ell_0}^i(x_i^n) Y_{\ell_0 m_{\ell_0}}(s_{\ell_0}),
$$

where $k_{\ell_0}^{j}(x)$ is defined similarly to Eq. (11) given by

$$
k_{\ell_0}^{j}(x) = \frac{k_{\ell_0}^{j}(|x - x_j|)}{k_{\ell_0}^{j}(r_j)},
$$

$k_{\ell_0}^{j}(x)$ is the modified spherical Bessel’s function of the second kind,
and the notation $\sum_{\ell m}$ denotes $\sum_{\ell = 0}^{\ell_{\text{max}}} \sum_{m = -\ell}^{\ell}$.

The matrix $\mathbf{P}_{\ell m}$ is of size $(\ell_{\text{max}} + 1)^2 \times (\ell_{\text{max}} + 1)^2$ whose $(\ell_0 m_0, \ell' m')$th entry is given by

$$[\mathbf{P}_{\ell m}]_{\ell_0 m_0} = \sum_{n=1}^{N_{\text{nlb}}} \omega_n \chi_j^\ell(x_j^n) Y_{\ell_0 m_0}(s_n) Y_{\ell' m'}(s_n).$$

Finally, we have the right-hand side vectors. The $(i \ell m)$th entry of the vector $\mathbf{G}_0$ is given by

$$[\mathbf{G}_0]_{i \ell m} = -\varepsilon_1 \langle \psi_0(x_i), \rho_M \rangle_{j} = -\frac{\varepsilon_1}{\varepsilon_2} \sum_{n=1}^{N_{\text{nlb}}} \omega_n \chi_j^\ell(x_j^n) \psi_0(x_i^n) Y_{\ell m}(s_n),$$

where

$$\psi_0(x_i) = \sum_{j=1}^{M} \frac{q_j}{|x_i - x_j|},$$

is the solution of Eq. (3) and the $(i \ell m)$th entry of $\mathbf{F}_0$ is given by

$$[\mathbf{F}_0]_{i \ell m} = -\frac{\varepsilon_1}{\varepsilon_2} \left( \sum_{n=1}^{N_{\text{nlb}}} \omega_n \chi_j^\ell(x_j^n) \psi_0(x_i^n) Y_{\ell m}(s_n) \sum_{j=1}^{M} [\mathbf{S}]_{jn} \right),$$

where

$$[\mathbf{S}]_{jn} = \sum_{\ell_0 m_0} C_{j\ell_0 m_0} C_{j0 \ell_{\text{max}}} \varepsilon_1 \varepsilon_2 \gamma_2^n \psi_0(x_j^n) Y_{\ell_0 m_0}(s_n),$$

and

$$C_{j\ell_0 m_0} = \sum_{n=1}^{N_{\text{nlb}}} \omega_n \chi_j^\ell(x_j^n) \partial_n \psi_0(x_j^n) Y_{\ell_0 m_0}(s_n).$$

### 3 Computation of Forces

The computation of the electrostatic solvation energy, $E_s$, in [QSM19], follows the ideas of [FBM02] where the reaction potential was used to compute $E_s$. For the computation of forces, we require the whole electrostatic potential and hence we define $E_s$ as

$$E_s = \frac{1}{2} \langle \psi, \rho_M \rangle = \frac{1}{2} \sum_{j=1}^{M} \langle X, Q \rangle_j,$$

where $X$ is given in Eq. (12), $Q$ has the same size as $X$ with

$$[Q]_{j \ell m} = \begin{cases} q_j \delta_{\ell_0 \ell} \delta_{m_0 m}, & \text{if } 1 \leq j \leq M, \\ 0, & \text{if } M < j \leq 2M. \end{cases}$$

and the inner product $\langle \cdot, \cdot \rangle_j$ is given by

$$\langle X, Q \rangle_j = \sum_{\ell m} [X]_{j \ell m} [Q]_{j \ell m}.$$
The ddLPB system is given by \( LX = g \). Taking the derivative with respect to \( \lambda \):

\[
\nabla^\lambda X + L \nabla^\lambda X = \nabla^\lambda g
\]
\[
\nabla^\lambda X = L^{-1} (\nabla^\lambda g - \nabla^\lambda LX).
\]

Substituting \( \nabla^\lambda X \) in the force computation

\[
F_\lambda = \frac{1}{2} \left( L^{-1} (\nabla^\lambda g - \nabla^\lambda LX), Q \right)
\]
\[
= \frac{1}{2} \left( \nabla^\lambda g - \nabla^\lambda LX \right), (L^{-1})^* Q \right),
\]

where \( L^* \) is the adjoint of the matrix \( L \) and \( (L^{-1})^* Q \) is the solution of the system

\[
L^* X_{adj} = Q.
\]

(28)

Using the definition of \( X_{adj} \) we get the computation of forces as

\[
F_\lambda = \frac{1}{2} \left( \nabla^\lambda g - \nabla^\lambda LX, X_{adj} \right).
\]

(29)

We note that in Eq. (29) we require the computation of the adjoint system (but only once for any number of different parameters \( \lambda \)) and the derivatives of the \( g \) and \( L \) matrix. The adjoint matrix of the system is given by

\[
L^* = \begin{bmatrix}
A^T & 0 \\
0 & B^T
\end{bmatrix} + \begin{bmatrix}
C^T_1 & C^T_2 \\
C^T_3 & C^T_4
\end{bmatrix},
\]

(30)

where \( A^T \) stands for the transpose of the matrix \( A \) and respectively others.

In the next subsection we would present the analytical derivatives that arise in Eq. (29).

### 3.1 Analytical Derivatives

We now restrict ourselves to the case where \( \lambda \) denotes the central coordinate \( x_k \) of the \( k^{th} \) atom. We note that entries of matrix \( L \) and vector \( g \) have certain functions that are not smooth, namely, \( \chi_i(x) \), \( \chi_i^e(x) \), and \( \omega_{ij}(x) \). To define their differentiable counterparts, we follow the ideas presented in \[LSC^{+}13\]. We first introduce a polynomial, \( p_\eta(t) \) given by

\[
p_\eta(t) := \eta^{-5} (1 - t)^3 (6t^2 + (15\eta - 12) t + 1 - \eta^2 - 15\eta + 6),
\]

where \( \eta \) is a smoothness parameter. Then the regularized characteristic function is given by

\[
\chi_\eta(t) = \begin{cases}
1 & \text{if } t \leq 1 - \eta, \\
p_\eta(t) & \text{if } 1 - \eta < t < 1, \\
0 & \text{if } t \geq 1.
\end{cases}
\]

(31)

Using Eq. (31), the regularized version of \( \omega_{ij}^\eta(x) \) defined in Eq. (7) is given by

\[
\omega_{ij}^\eta(x) := d_i(x) \chi_\eta \left( r_i^1(x) \right), \quad \forall x \in \Gamma_i,
\]

(32)

with

\[
d_i(x) := \min \left\{ f_i(x), 1 \right\}
\]

(33)

where

\[
f_i(x) := \sum_{k \in \mathcal{N}_i} \chi_\eta \left( r_{ik}^1(x) \right)
\]

(34)
three terms depending on the position, namely $B$ matrix which gives non-zero contribution.

As we are finding derivatives with respect to the position of sphere $\Omega$, we note that if $r_i = 1$ is defined in Eq. (9). Finally, the differentiable counterpart of $\chi_i(x)$ is given by

$$\chi_i^\eta(x) := 1 - \sum_{j \in N_i} \omega_{ij}^\eta(x), \quad \forall x \in \Gamma_i. \quad (35)$$

One thing to note is that in the definition of $d^i(x)$ we have a minimum which is not a smooth function. On close inspection we note that if $f^i(x) < 1$, then $d^i(x) = 1$, else $d^i(x) = 1/f^i(x)$.

### 3.1.1 Sparse Matrices $A$ and $B$

As noted in the previous sections, the matrices $A$ and $B$ are sparse in nature with constant diagonal entries. As we are finding derivatives with respect to the position of sphere $\Omega_k$, i.e., $x_k$, we have the following cases which gives non-zero contribution:

1. $j \in N_i$ and $i = k$ (see Subfig. 3a);
2. $j \in N_i$ and $j = k$ (see Subfig. 3b);
3. $j \in N_i$ and $k \in N_i$ and $k \neq j$ (see Subfig. 3c and 3d).

Fig. 3 shows the aforementioned cases. Looking at the matrix entries for $A$ and $B$ we note that we have three terms depending on the position, namely $\omega_{ij}^\eta(x_i^n), Y_{ij}^\eta(x_i^n)$, and $r_{ij}^\eta(x_i^n)$ for matrix $A$; and $r_{ij}^\eta(x_i^n)$ for matrix $B$.

For abbreviation, we denote $\nabla_{x_k}$ by $\nabla^k$ in the following content. The derivative of $\omega_{ij}^\eta(x_i^n)$ is given by

$$\nabla^k \left( \omega_{ij}^\eta(x_i^n) \right) = \begin{cases} 
\frac{d^i(x_i^n)}{\ell^i(x_i^n)} \left[ \chi_{ij}^\eta \left( r_{ij}^\eta(x_i^n) \right) \frac{\ell^i(x_i^n)}{r_{ij}} - \delta_{f_{ij}^k > 1} \omega_{ij}^\eta(x_i^n) Z_k^\eta \right] & \text{if } (j \in N_i) \land (k = i), \\
-\frac{d^i(x_i^n)}{\ell^i(x_i^n)} \chi_{ij}^\eta \left( r_{ij}^\eta(x_i^n) \right) \frac{\ell^i(x_i^n)}{r_{ij}} \left( 1 - \delta_{f_{ij}^k > 1} \omega_{ij}^\eta(x_i^n) \right) & \text{if } (j \in N_i) \land (k = j), \\
\omega_{ij}^\eta(x_i^n) \delta_{f_{ij}^k > 1} d^i(x_i^n) \chi_{ij}^\eta \left( r_{ij}^k(x_i^n) \right) \frac{\ell^i(x_i^n)}{r_{ik}} & \text{if } (j \in N_i) \land (k \in N_i \land k \neq j), \\
0 & \text{else,} 
\end{cases} \quad (36)
where
\[ e^j(x) := (x - x_j)/|x - x_j|, \]
\[ Z_n^i := \sum_{k=0}^{N_i} \chi_n^i \left( r_{k0}^i (x_n^i) \right)^{\delta_{f_n^i}}/r_{k0}, \quad f_n^i := f^i(x_n^i), \]
and
\[ \delta_{f_n^i} > 1 \begin{cases} 1 & \text{if } f_n^i > 1, \\ 0 & \text{if } f_n^i \leq 1. \end{cases} \]

Further, the derivative of \( Y_{\ell' m'}^j(x_n^i) \) is given by
\[ \nabla^k \left( Y_{\ell' m'}^j(x_n^i) \right) = \left( \nabla Y_{\ell' m'} \right) \left( \frac{x_n^i - x_j}{|x_n^i - x_j|} \right) \nabla^k \frac{x_n^i - x_j}{|x_n^i - x_j|} \]
\[ = \begin{cases} \left( \nabla Y_{\ell' m'} \right)^2 (x_n^i) \frac{1}{r_j r_j^\ell (x_n^i)} & \text{if } (j \in N_i) \land (k = i), \\ -\left( \nabla Y_{\ell' m'} \right)^2 (x_n^i) \frac{1}{r_j r_j^\ell (x_n^i)} & \text{if } (j \in N_i) \land (k = j), \\ 0 & \text{else.} \end{cases} \] (37)

We now show the details for derivation of Eq. (37). Note that \( \forall x = (x_1, x_2, x_3) \), we have
\[ \nabla_x \frac{x}{|x|} = \frac{1}{|x|^3} \begin{pmatrix} |x|^2 - x_1^2 & -x_1 x_2 & -x_1 x_3 \\ -x_1 x_2 & |x|^2 - x_2^2 & -x_2 x_3 \\ -x_1 x_3 & -x_2 x_3 & |x|^2 - x_3^2 \end{pmatrix} \] (38)

and
\[ \nabla_x Y_{\ell' m'} \left( \frac{x}{|x|} \right) \cdot x = 0, \] (39)

which yield that
\[ \nabla_x Y_{\ell' m'} \left( \frac{x}{|x|} \right) \nabla_x \frac{x}{|x|} = \nabla_x Y_{\ell' m'} \left( \frac{x}{|x|} \right) \frac{1}{|x|} \cdot \frac{x}{|x|}. \] (40)

The equation Eq. (37) is then followed.

Lastly, we have the derivatives of the radial scaling \( r_{\ell'}^j(x_n^i) \) given by
\[ \nabla^k \left( r_{\ell'}^j(x_n^i) \right) = \begin{cases} \frac{e^j(x_n^i) \ell' r_{\ell' - 1}^j(x_n^i)}{r_j} & \text{if } (j \in N_i) \land (k = i), \\ -\frac{e^j(x_n^i) \ell' r_{\ell' - 1}^j(x_n^i)}{r_j} & \text{if } (j \in N_i) \land (k = j), \\ 0 & \text{else}, \end{cases} \] (41)

and the Bessel scaling, \( i_{\ell'}^j(x_n^i) \) which is given by
\[ \nabla^k \left( i_{\ell'}^j(x_n^i) \right) = \begin{cases} \frac{i_{\ell'}^j(|x_n^i - x_j|) e^j(x_n^i)}{1 e(r_j)} & \text{if } (j \in N_i) \land (k = i), \\ -\frac{i_{\ell'}^j(|x_n^i - x_j|) e^j(x_n^i)}{1 e(r_j)} & \text{if } (j \in N_i) \land (k = j), \\ 0 & \text{else}. \end{cases} \] (42)

Collecting all the terms, we can compute the derivatives of the \((i \ell m, j \ell' m')\)th element of matrix \( A \) and \( B \). In the case of \( i = j \),
\[ \nabla^k [A_{ii}]_{\ell \ell'}^{mm'} = 0, \quad \nabla^k [B_{ii}]_{\ell \ell'}^{mm'} = 0. \] (43)

We now consider different cases for \( i \neq j \) as follows.
1. Case \( j \in N_i \) and \( k = i \) (Subfig. 3a):

\[
\nabla^k [A_{ij}]_{\ell'\ell}^{mm'} = - \sum_{n=1}^{N_{\text{ach}}} \omega_n Y_{\ell m}(s_n) \left[ r_{ij}'(x_i^n) Y_{\ell' m'}(x_i^n) d_i'(x_i^n) \right] \\
\times \left\{ \frac{1}{r_j} x_j'(r_j) \left[ T_z^{k}(x_j^n) \right] e^j(x_i^n) - \delta_{f_{ij}>1} \omega_{ij}^{k}(x_i^n) Z_i^n \right\} \\
+ \omega_{ij}^{k}(x_i^n) r_{ij}'(x_i^n) \frac{1}{r_j} \left\{ \ell' Y_{\ell' m'}(x_i^n) e^j(x_i^n) + (\nabla Y_{\ell' m'})^j(x_i^n) \right\},
\]

and

\[
\nabla^k [B_{ij}]_{\ell'\ell}^{mm'} = - \sum_{n=1}^{N_{\text{ach}}} \omega_n Y_{\ell m}(s_n) \left[ i_{ij}'(x_i^n) Y_{\ell' m'}(x_i^n) d_i'(x_i^n) \right] \\
\times \left\{ 1 - \delta_{f_{ij}=1} \omega_{ij}^{k}(x_i^n) \right\} \\
+ \omega_{ij}^{k}(x_i^n) r_{ij}'(x_i^n) \frac{1}{r_j} \left\{ \ell' Y_{\ell' m'}(x_i^n) e^j(x_i^n) + (\nabla Y_{\ell' m'})^j(x_i^n) \right\},
\]

2. Case \( j \in N_i \) and \( k = j \) (Subfig. 3b):

\[
\nabla^k [A_{ij}]_{\ell'\ell}^{mm'} = \sum_{n=1}^{N_{\text{ach}}} \omega_n Y_{\ell m}(s_n) \left[ r_{ij}'(x_i^n) Y_{\ell' m'}(x_i^n) d_i'(x_i^n) \right] \\
\times \left\{ 1 - \delta_{f_{ij}>1} \omega_{ij}^{k}(x_i^n) \right\} \\
+ \omega_{ij}^{k}(x_i^n) r_{ij}'(x_i^n) \frac{1}{r_j} \left\{ \ell' Y_{\ell' m'}(x_i^n) e^j(x_i^n) + (\nabla Y_{\ell' m'})^j(x_i^n) \right\},
\]

and

\[
\nabla^k [B_{ij}]_{\ell'\ell}^{mm'} = \sum_{n=1}^{N_{\text{ach}}} \omega_n Y_{\ell m}(s_n) \left[ i_{ij}'(x_i^n) Y_{\ell' m'}(x_i^n) d_i'(x_i^n) \right] \\
\times \left\{ 1 - \delta_{f_{ij}=1} \omega_{ij}^{k}(x_i^n) \right\} \\
+ \omega_{ij}^{k}(x_i^n) i_{ij}'(x_i^n) \frac{1}{r_j} \left\{ \ell' Y_{\ell' m'}(x_i^n) e^j(x_i^n) + (\nabla Y_{\ell' m'})^j(x_i^n) \right\},
\]

3. Case \((j \in N_i) \land (k \in N_i \land k \neq j)\) (Subfig. 3c and 3d):

\[
\nabla^k [A_{ij}]_{\ell'\ell}^{mm'} = - \sum_{n=1}^{N_{\text{ach}}} \omega_n Y_{\ell m}(s_n) r_{ij}'(x_i^n) Y_{\ell' m'}(x_i^n) \omega_{ij}^{k}(x_i^n) \\
\times \delta_{f_{ij}>1} d_i'(x_i^n) \chi_n \left( r_{ij}'(x_i^n) \right) \frac{e^k(x_i^n)}{r_k}.
\]
and

\[ \nabla^k |B_{ij}|_{\ell m'} = - \sum_{n=1}^{N_{\text{sub}}} \omega_n Y_{\ell m}(s_n) \nabla^k x_i^n(x_i^n) Y_{\ell m'}(x_i^n) \omega^n_i(x_i^n) \delta_{f_n^i > 1} d^i(x_i^n) \chi'_{\omega} (r^i_1(x_i^n)) \frac{\epsilon^k(x_i^n)}{r_k}. \]

3.1.2 Dense Matrices \( C_1 \) and \( C_2 \)

Now, we move our attention towards the computation of derivatives for the matrices \( C_1 \) and \( C_2 \). We compute the derivative of \( C_1 \) and \( C_2 \) together, i.e., we consider

\[
\begin{bmatrix}
C_1 & C_2 \\
C_1 & C_2
\end{bmatrix} X_r = \begin{bmatrix}
C_1 X_r + C_2 X_c \\
C_1 X_r + C_2 X_c
\end{bmatrix},
\]

where the \((ilm)^{th}\) entry of \([C_1 X_r + C_2 X_c]\) is given by:

\[
[C_1 X_r + C_2 X_c]_{ilm} = \sum_{j=1}^{M} \sum_{\ell' m'}^{N_{\text{sub}}} \omega_n Y_{\ell m}(s_n) [Q]_{ij}^{lm} \times \chi'_{\omega}(x_i^n) \left[ \frac{\epsilon}{r_j} \frac{\ell'}{r_j} \right] \left[ X_r \right]_{j \ell' m'} - \frac{\epsilon}{r_j} \frac{\ell'}{r_j} \left[ X_c \right]_{j \ell' m'}.
\]

We note that we have two terms depending on \( x_k \), i.e., \( \chi'_{\omega}(x_i^n) \) and \([Q]_{ij}^{lm}. Unlike for matrices \( A \) and \( B \) we have non-trivial contributions on the diagonal as well. We divide the computation of derivative of Eq. (45) into two parts with help of the product rule as follows

\[
\nabla^k [C_1 X_r + C_2 X_c]_{ilm} = \sum_{j=1}^{M} \sum_{\ell' m'}^{N_{\text{sub}}} \omega_n Y_{\ell m}(s_n) \left[ \frac{\epsilon}{r_j} \frac{\ell'}{r_j} \right] \left[ X_r \right]_{j \ell' m'} - \frac{\epsilon}{r_j} \frac{\ell'}{r_j} \left[ X_c \right]_{j \ell' m'}.
\]

**Derivative of \( \chi'_{\omega}(x_i^n) \)**. The first contribution is the derivative of \( \chi'_{\omega}(x_i^n) \) when keeping \( Q \) as constant. The non zero contribution comes when \( k = i \) or \( k = N_i \). Combining (35) and (36), we have

\[
\nabla^k (\chi'_{\omega}(x_i^n)) = \sum_{j \in N_i} \nabla^k (\omega_{ij}^n(x_i^n))
\]

\[
\begin{cases}
(1 - \chi_{ij}^n(x_i^n)) \delta_{f_n^i > 1} d^i(x_i^n) Z_i^n & \text{if } k = i, \\
0 & \text{else}.
\end{cases}
\]

\[
\begin{cases}
1 - (1 - \chi_{ij}^n(x_i^n)) \delta_{f_n^i > 1} d^i(x_i^n) \chi'_{\omega}(r^i_1(x_i^n)) & \text{if } k \in N_i, \\
0 & \text{else}.
\end{cases}
\]

Here we use the fact that if \( f_n^i > 1 \), then \( \chi'_{\omega}(x_i^n) = 0 \); if \( f_n^i \leq 1 \), then \( d^i(x_i^n) = 1 \).

**Derivative of \([Q]_{ij}^{lm}\)**. The second contribution comes from the derivatives of matrix \( Q \). The entries are given by Eq. (19).
In this matrix we note that three terms depend on the position namely, \([P_{\chi_j}^{\eta}]_{\ell_0 m_0}^i, k_{i_0}^j(x_i^n), \) and \(Y_{\ell_0 m_0}^j(x_i^n).\) To be precise, we have

\[
\nabla^k [Q_{j m'}^{\ell}] = \sum_{\ell_0 m_0} C_{ik} [\nabla^k [P_{\chi_j}^{\eta}]_{\ell_0 m_0}^i k_{i_0}^j(Y_{\ell_0 m_0}^j(x_i^n) + [P_{\chi_j}^{\eta}]_{\ell_0 m_0}^i k_{i_0}^j(x_i^n) \nabla^k Y_{\ell_0 m_0}^j(x_i^n)]).
\]

The non-zero contribution of the derivative for \(k_{i_0}^j(x_i^n)\) and \(Y_{\ell_0 m_0}^j(x_i^n)\) comes when \(k = i\) or \(k = j.\) The derivative of \(k_{i_0}^j\) is given by:

\[
\nabla^k (k_{i_0}^j(x_i^n)) = \begin{cases} k_{i_0}^j([x_i^n - x_j])e^j(x_i^n) & \text{if } k = i, \\ -k_{i_0}^j([x_i^n - x_j])e^j(x_i^n) & \text{if } k = j, \end{cases}
\]

while the derivative of \(Y_{\ell_0 m_0}^j(x_i^n)\) is already given by Eq. \((37)\) with \(\ell, m'\) replaced by \(\ell_0, m_0.\) The final contribution comes from the derivative of \([P_{\chi_j}^{\eta}]_{\ell_0 m_0}^{i, m'}\). We have the computation of

\[
\nabla^k [P_{\chi_j}^{\eta}]_{\ell_0 m_0}^{i, m'} = \sum_{n_0=1}^{N_{n_0}} \omega_{n_0} \nabla^k (\chi_j^{\eta}(x_j^{m_0})) Y_{\ell_0 m_0} (s_{n_0}) Y_{\ell m'} (s_{n_0}),
\]

where the derivative of \(\chi_j^{\eta}(x_j^{m_0})\) is given by Eq. \((46)\) with \(i, n\) replaced by \(j, n_0.\)

### 3.1.3 Right-hand Side \(G_0\) and \(F_0\)

The final derivatives we require are those of the right-hand side \(G_0\) and \(F_0.\) In Eq. \((22)\) we have two terms depending on \(x_k; \chi_i^{\eta}(x_i^n)\) and \(\psi_0(x_i^n).\) The derivatives of \(\chi_i^{\eta}(x_i^n)\) is given by Eq. \((46)\) and the derivative of \(\psi_0\) is given by

\[
\nabla^k (\psi_0(x_i^n)) = \begin{cases} -1 \sum_{j=1}^M q_j \frac{e^j(x_i^n)}{|x_i^n - x_j|^2} & \text{if } k = i, \\ q_k \frac{e^k(x_i^n)}{|x_i^n - x_k|^2} & \text{if } k = j. \end{cases}
\]

Next we move towards the computation of derivative for \(F_0.\) We note that the entries of \(F_0\) are very similar to the entries of \([C_1 X_r + C_2 X_c\],\) with only the addition of the term \(\nabla \psi_0(x_i^n).\) The computation of other terms namely, \(\chi_i^{\eta}(x_i^n), k_{i_0}^j(x_i^n),\) and \(Y_{\ell_0 m_0}^j(x_i^n)\) has been taken before. The derivatives of \(\nabla \psi_0\) is given by

\[
\nabla^k (\nabla \psi_0(x_i^n)) = \sum_{j=1}^M q_j \begin{bmatrix} 3 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_i^n - x_j \end{bmatrix}^T \begin{bmatrix} |x_i^n - x_j|^2 \\ |x_i^n - x_j|^3 \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \cdot n & \text{if } k = i, \\
-q_k \begin{bmatrix} 3 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_i^n - x_k \end{bmatrix}^T \begin{bmatrix} |x_i^n - x_k|^2 \\ |x_i^n - x_k|^3 \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \cdot n & \text{if } k \neq i,
\end{bmatrix}
\]

where \(\begin{bmatrix} 1 \\ 0 \end{bmatrix}\) is the identity matrix of size \(3 \times 3\) and \(n = s_n\) at \(x_i^n\) is the unit normal derivative.

The computation of forces can be summarized as follows:

1. Solve Eq. \((12)\) to get the reaction potential \(X_r\) and the extended potential \(X_c.\)
2. Solve Eq. \((30)\) to get the adjoint solution \(X_{adj}.\)
3. Compute the analytical derivatives of the matrix \(L\) and the right-hand side \(g\) with respect to a parameter \(\lambda.\)
4. Contract the analytical derivatives with the adjoint solution to get the forces.
4 Numerical Simulations

In this section, we present an extensive study for the computation of the electrostatic solvation energy and the electrostatic solvation forces. Before presenting the examples, we would like to mention some details on solving the system of equations (12) and (28). We follow a slightly different approach as presented in [QSM19]. We re-write our system of equations (12) as

\[(L_{AB} + L_C) X = g,\]

where

\[L_{AB} := \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} \quad \text{and} \quad L_C := \begin{bmatrix} C_1 & C_2 \\ C_1 & C_2 \end{bmatrix}.\]

We solve the above system using direct inversion in the iterative subspace (DIIS) [Pul80, RS11] with \(L_{AB}\) as the preconditioner.

The initial iterate for this system is taken as \(L_{AB}^{-1} g\), i.e. we start with \(X = 0\). We refer to these iterations as macro-iterations, and as one needs to solve two linear systems within the preconditionner for finding \(A^{-1}\) and \(B^{-1}\), we refer to them as micro-iterations as they are also performed in an iterative manner. The initial iterate for the two linear systems is zero for the first iteration. For the subsequent iterations, we take the solution of the previous macro-iterations as the guess. Compared to the strategy presented in [QSM19], this technique allows our method to be more consistent as one can use the same solver for both the micro and macro-iterations.

For each linear system, the stopping criterion is on the relative increment of the solution, i.e.,

\[
\frac{\|X^{(\nu)} - X^{(\nu-1)}\|_\infty}{\|X^{(\nu)}\|_\infty} \leq \text{tol} \quad \nu \geq 1,
\]

where \(\cdot \| \|_\infty\) is the \(\ell^\infty\)-norm of the corresponding vector. However, we use two different tolerances for the micro and macro-iterations, namely, the inner tolerance is equal to the outer tolerance divided by 100.

| PDB Code | Number of Atoms (M) | Name | Reference |
|----------|---------------------|------|-----------|
| 1ay3     | 25                  | Nodularin | [ALM+96] |
| 1etn     | 180                 | Enterotoxin | [OSK+91] |
| 1dnu9    | 380                 | Scorpion toxin | [XWP+00] |
| 1d3w     | 2049                | Ferredoxin | [CHC+00] |
| 1jvu     | 3964                | Ribonuclease A | [VMZM01] |
| 1qjt     | 9046                | EH1 domain | [WTC+99] |
| 1a3n     | 10087               | Human haemoglobin | [TV00] |
| 1ju2     | 20260               | Hydroxynitrile lyase | [DGG+01] |

Table 1: Information about the input structures.

The code was tested on a set of input structures with different number of atoms, spanning from \(10^1\) to \(10^4\) atoms. We prepared the input structures using the tool PDB2PQR provided in the APBS software package [JES+17], the AMBER force field was used to assign the atomic partial charges [PC03].

The (relative) dielectric constant of the solute’s region is set to 1 (vacuum) and the dielectric constant of the environment is set to 78.54 (water). We included two ions of charge +1 and −1, both in concentration 0.1 M, which combined with a temperature of 298.15 K, correspond to \(\kappa = 0.104\).

The radii were assigned in a subsequent step, according to a definition of a solvent accessible surface (SAS): for each atom we set its radius to its value as reported in ref. [Bon64] plus a contribution from the effective size of the solvent (1.4 Å for water). Table 1 reports detailed information about the structures. The same radii were used in the ddX, APBS finite difference method. For what concerns TABI-PB calculation,
these can only be done on smooth cavities generated using Nanoshaper. In this case we used the same Van der Waals radii defined in ref [Bon64], but then we generated a solvent excluded surface (SES) using a probe radius of 1.4 Å.

All the calculations were run on the BwUniCluster2.0 using the “thin” nodes. These servers are equipped with two Intel Xeon Gold 6230 (2.1 GHz) CPUs, for a total of 80 cores and up to 192 GB of RAM, which run Red Hat Enterprise Linux 8.4 (Ootpa). Furthermore the ddX, APBS and TABI-PB executables were compiled using the Intel compiler 2021.4.0 and linked against the Intel MKL libraries bundled in the same package.

For all the simulations we used 10 cores, except in Sec. 4.2.2 where we used a single core while comparing different methods.

For the ddLPB calculations we used our implementation of ddX, available on GitHub [HJL+ at commit 6bbea05 and compiled using the flags -O3 -xHost -fp-model=precise. For the APBS-FDM calculations we used the APBS code available on GitHub (Electrostatics/apbs) at commit e8d1a9c compiled using the default release flags. Finally, for the TABI-PB calculations we used the TABI-PB code available on GitHub (Treecodes/TABI-PB) at commit 0710ff7 and compiled using the default release flags. TABI-PB also requires the NanoShaper executable, for which the version 0.7.8 was used.

In the following, we will present numerical results, that are divided into two parts. We first present the results regarding the accuracy of the method and then we present the results regarding the complexity of the method.

4.1 Accuracy of the Discretization

4.1.1 Numerical Validation of the Analytical Forces

The analytical forces computed by Eq. (29) have been tested against numerical forces that were computed through finite differences. Indeed, the numerical forces are evaluated using the following definition

\[ D_h[E_s](\lambda) := \frac{E_s(\lambda + h) - E_s(\lambda)}{h}. \] (51)

Here, \( \lambda \) is a generic parameter, for instance one component of a nuclear coordinate, and \( 0 < h \ll 1 \) is a small step size. Note that the ddLPB-method proposed in this manuscript computes the analytical forces, i.e. the exact derivative of the discrete energy, up to the tolerance of the resolution of the adjoint linear system, and the numerical forces are just computed for purpose of testing the former one.

For the numerical test, we selected the two smallest structure (1ay3, 1etn) since the computation of the numerical forces acting on each nuclear coordinate is quite expensive and we computed all the numerical derivatives with respect to the nuclear coordinates using Eq. (51), for various finite step sizes. Due to high computational cost related to the repeated number of calculations, we used a coarser discretization: \( \ell_{\text{max}} = 2 \), \( N_{\text{iter}} = 110 \), and \( \text{tol} = 10^{-6} \). Also, given the small size of the structures we decided to not use the FMM acceleration.

Due to the finite difference approximation of the analytical derivative we expect a first-order convergence of

\[ \text{Err}_{j,\alpha}(h) := D_h[E_s](x_{j,\alpha}) - \frac{\partial E_s}{\partial x_{j,\alpha}}, \quad \text{with} \quad x_j = (x_{j,1}, x_{j,2}, x_{j,3})^T, \]

with respect to \( h \). As comparison, note that the force acting on the component \( \alpha = 1, 2, 3 \) of nuclei \( j \) due to the solvation model is given by \( F_{j,\alpha} = -\frac{\partial E_s}{\partial x_{j,\alpha}} \).

Fig. [H] illustrates the convergence of the maximum (\( \ell^\infty \)-error) and the root-mean-squared deviation (RMSD), or equivalently the \( \ell^2 \)-error, of the error vector \( \text{Err} \) as a function of \( h \) and first-order convergence is indeed observed. However, beyond \( h = 10^{-5} \), the finite precision of the algorithms interferes with the convergence of the numerical forces. We deduce correctness of our theory and implementation from these tests.
Figure 4: Comparison between numerical forces at various step sizes, and the analytical forces for the 1ay3 (left) and 1etn (right) molecules. The two curves report the maximum difference and the root-mean-squared deviation (RMSD) between the two sets of forces.

4.1.2 Accuracy of Energy and Forces

As a preliminary test, we now investigated the role of the discretization parameters used in ddLPB. We present results for the four smallest structures (1ay3, 1etn, 1du9, 1d3w). For 1ay3, 1etn, and 1du9 we run the calculations without the FMM acceleration, for 1d3w we use the FMM acceleration using $p_{\text{max}} = 20$. We run a series of energy and force calculations using different values of $\ell_{\text{max}} (= 2, 4, 6, 8, 10, 12)$.

These calculations were run using a tight convergence threshold of $10^{-8}$ for the linear system, and a value of $N_{\text{leb}} = 590$, which is enough to perform the numerical quadrature of the high order spherical harmonics used in this test.

Figure 5: Relative error of the energy against the reference values, with respect to the discretization parameter $\ell_{\text{max}}$. The analysis has been done for the four smallest structures. The reference values are obtained through an exponential fitting of the available energies.

For each structure, we estimated the converged energy by first using an exponential fitting of the energy with respect to $\ell_{\text{max}}$, and then taking the limit $\ell_{\text{max}} \to \infty$. Once the reference values were available, we
computed the relative error of the discretization at each value of $\ell_{\text{max}}$, for each structure. These results are shown in Fig. 5. We draw two conclusions from these tests. First, we observe that it is possible to achieve an accuracy below 1% of the energy by taking $\ell_{\text{max}} = 6$. Second, we observe an exponential decay of the error with respect to $\ell_{\text{max}}$ (which justifies the exponential fitting). This allows to reach relatively quickly a regime of high-accuracy with a moderate number of degrees of freedom.

Next, we investigate the role of the parameter $p_{\text{max}}$ which is used to control the FMM acceleration and accuracy. For each value of $\ell_{\text{max}}$, and for each of the three smallest structures, the reference value is obtained with a non FMM calculation. For the 1d3w structure, the reference value is obtained with an FMM calculation for $p_{\text{max}} = 20$. For each structure, and for each value of $\ell_{\text{max}}$ we run a series of calculations using different values of $p_{\text{max}}$ (= 2, 4, 6, 8, 10, 12). Also in this case, the convergence threshold was set to $10^{-5}$, and $N_{\text{leb}} = 590$.

Figure 6: Absolute error of the energy against the reference values, with respect to the FMM discretization parameter $p_{\text{max}}$. The analysis has been done for the four smallest structures, for different values of $\ell_{\text{max}}$ values.

Figure 7: Maximum absolute error of the forces against the reference values, with respect to the FMM discretization parameter $p_{\text{max}}$. The analysis has been done for the four smallest structures, for different values of $\ell_{\text{max}}$ values.
For each calculation we computed the relative error on the energy using as a reference the corresponding non FMM accelerated calculation (or in case of the system 1d3w, the FMM calculations obtained by setting $p_{\text{max}} = 20$). Furthermore, we also computed the maximum error on the forces. These results are plotted in Figs. 6 and 7. The plots show that the energy is particularly robust with respect to the FMM discretization, however, the forces need a value of $p_{\text{max}}$ at least equal to $\ell_{\text{max}}$ to achieve a high accuracy, the same observation was found in the recent publication [MNS22].

### 4.1.3 Rotational Symmetry of the ddLPB Model

In this example we show that the fluctuation of the energy computation of the ddLPB model under rotational symmetry is systematically controllable. For this we use the Hydrogen Fluoride molecule and run the simulations with keeping the Hydrogen atom fixed at $(0,0,0)$ and rotating the Fluorine atom around the Hydrogen atom with $\theta \in [0, 2\pi]$, where $\theta$ is the angle subtended by the center of Fluorine and Hydrogen atom. To obtain accurate quadrature we set the number of quadrature points proportional to the degree of spherical harmonics as given in [CMS13]. Fig. 8 presents the energy for values of $\ell_{\text{max}} = 6, 10, 15$. We notice that the energy fluctuation under rotation of the fluorine atom is systematically controllable by the discretization parameter $\ell_{\text{max}}$ and is about 0.017 kcal mol$^{-1}$ for the coarsest discretization that is presented here.

### 4.2 Complexity of the Discretisation

#### 4.2.1 Scaling of ddLPB

After finding suitable parameters for achieving the required accuracy for the ddLPB-energy, in this section we investigate the performance of the method. To do this, an energy and force calculations were run for each structure. For these calculations the parameters were set as $\ell_{\text{max}} = 6, N_{\text{leb}} = 110$, $\text{tol} = 10^{-4}$, and $p_{\text{max}} = 6$. We run these calculations with two setups, in one case by computing the sparse matrix vector products ($AX_r$ and $BX_e$) “onthefly” (i.e. without assembling the matrices), and, in the other case, by storing the sparse matrices “incore” and using BLAS routines to perform the matrix vector products. In principle the second strategy should be faster but at the cost of an increased, but still linear scaling, memory usage.

Time and memory required by each calculation were measured using the Unix program `time` and the results are plotted in Fig. 9. The log–log plot confirms that the ddLPB method is linear scaling in both time and memory. The linear scaling regime is retained in both the “incore” and “onthefly” setup, however the “incore” setup is only slightly faster than the “onthefly” setup but at the cost of a significantly increased memory usage.

In Fig. 10 we report a detailed breakdown of the time required to perform the various steps of the ddLPB calculation. The initialization time, as well as the time required to compute the RHS (electric potential,
electric field, and electric field gradient) are linear scaling and negligible with respect to the rest. The time required to solve the primal and the adjoint linear systems are two of the main contributions, both of them are linear scaling, and are slightly faster when the “incore” setup is used. Finally, the computation of the forces is again linear scaling in time and is of the same order of magnitude as of solving the linear systems.

4.2.2 Comparison with Other Software

Next, we compare the ddLPB model with some of the well used software, namely APBS-FDM and TABI-PB. For APBS-FDM, the calculations were performed using the box provided by PDB2PQR (keyword key), which is enough to contain the structures, and a number of grid points (keyword grid) suitable for the multigrid algorithm, calculated using

\[ n = c 2^{\ell+1} + 1, \]

where \( n \) is the number of grid points along a given dimension, \( \ell \) is the depth of the multilevel solver (keyword nlev), and \( c \) is an arbitrary integer. We choose \( c \) such that, with \( \ell = -4 \), a certain target density of points is achieved. In the following discussion, we report the actual density of points computed with \( \ell = -4 \) and as an average over the three dimensions. The remaining relevant keywords are chgm = spl4, bcfl = mdh, srad = 0.0, and swin = 0.3. For ddLPB, we set the tolerance to1 = \( 10^{-4} \), Nleb = 590, and the smooth-switching window \( \eta = 0.0 \). The maximum degree of spherical harmonics is set to values between 2 and 12. Furthermore, these calculations were run using both the “incore” and “onthefly” setup. Finally, for TABI-PB we used the following keywords: mesh = SES, pdie = 1, sdie = 78.54, bulk = 0.1, temp = 298.15, tree_degree = 2, tree_max_per_leaf = 50, and tree_theta = 0.8. The density of points (sdens) was varied from 5 to 40 to study the convergence of the results. All the calculations were run using a single core, to ease further comparisons.

Once a series of points for different discretizations were gathered, we performed a fitting to extrapolate the energy value in the limit of an infinite discretization. It can be shown that the energies computed using both TABI-PB and APBS-FDM converge in an algebraic way with respect to the number of degrees of freedom, on the other hand, the energies computed using ddLPB converge exponentially with respect to the number of degrees of freedom. For this reason, for the first method we use a nonlinear fitting of the form \( a + bx^c \) where \( x \) is the number of triangles of the cavity; for the second model we use a linear fitting \( a + bx \) where \( x \) is the inverse of the average grid spacing in Å; and finally for ddLPB we use an exponential fitting of the form \( a + be^{cx} \) where \( c \) is the maximum degree of the spherical harmonics. In each case, \( a \) is
the extrapolated energy in the limit of an infinite discretization, which was used to compare the results of ddLPB and APBS-FDM, and to compute the discretization errors.

| Structure | ddLPB | APBS-FDM | Rel. diff. (%) |
|-----------|-------|----------|----------------|
| 1ay3      | -31.2 | -31.4    | 0.47           |
| 1etu      | -126.7| -125.6   | 0.91           |
| 1du9      | -296.8| -295.6   | 0.39           |
| 1d3w      | -3384.3| -3358.5 | 0.77           |
| 1jvu      | -1563.8| -1555.8 | 0.52           |

Table 2: Comparison of the ddLPB and APBS-FDM energies (kcal mol\(^{-1}\)) in the extrapolated limit of an infinite discretization. The last column reports the percent relative differences computed as \(|ddLPB – APBS-FDM|/|APBS-FDM| \times 100\).

Table 2 compares the energies obtained from APBS-FDM and ddLPB for the molecules presented in Table 1.

Finally, we present a comparison between the resource consumption of the three methods in Fig. 11. Since the resource consumption strongly depends on the used discretization, we decided to plot the resources with respect to the discretization error. For this analysis we used only three systems of intermediate size, for which the resource consumption is considerable, but not too large to prevent going to high discretization values. We observe that, within this computational protocol outlined above and for these molecules, the three methods behave similarly for low accuracy while the exponential convergence makes a real difference if one is aiming for high-accuracy solutions.

5 Conclusion

In this work, we provide the detailed derivation of analytical forces and linear scaling for the computation of energy and forces for the ddLPB numerical method which efficiently approximates solutions to the linearized Poisson-Boltzmann equation that is a frequent model used in computational (bio-) chemistry. The derivation is technical but mandatory and is based on an adjoint method to compute analytical derivatives of the energy.
with respect to (possibly many) external parameters such as the nuclear coordinates which result in the computation of the forces. The implementation of the energy and forces have been validated by a series of benchmark problems and by comparing the results with those of the APBS-FDM-package and TABI-PB. The current implementation scales linearly with respect to the number of atoms using the fast multipole method (FMM) developed in [MNS22].

A Appendix

In this appendix we give a brief overview of the fast multipole method (FMM) that was used in Sec. 4. The basic idea of FMM is to reduce the bottleneck, quadratic scaling operations to linear scaling. The quadratic scaling bottlenecks in the computation of energy are the matrix-vector multiplication in the operations corresponding to the primal solution, i.e., Eq. (12). For the computation of forces there are two more bottlenecks, namely the matrix-vector multiplication in the computation of the adjoint solution (28) and the contraction of derivatives described in (29). For all these operations, the quadratic scaling is due to the presence of the single layer potential in the nonlocal coupling condition given by (5) which is affecting only the matrices $C_1$, $C_2$ and the right hand side $F_0$.

In [MNS22], the idea of FMM was introduced for the ddPCM model which uses the Coulomb potential, in contrast to the ddLPB which is based on the Yukawa potential. We therefore follow the same implementation as proposed in [MNS22] using a binary adaptive tree-structure, but with adapted multipole-to-multipole (M2M), multipole-to-local (M2L), and local-to-local (L2L) operators for the Yukawa potential.

Indeed, these operations only need to be defined along the OZ-axis and therefore we only report the corresponding OZ translations, i.e., a translation of length $\rho$ along the direction $e_z$. They are based on notations of equations (29), (31) and (32) of the ddPCM-FMM paper and read as

Figure 11: Comparison of the resource consumption for different target accuracies between ddX, APBS-FDM, and TABI-PB.
\[
\begin{align*}
\text{[M2M}(\rho e_z, R_S, R_T)\text{]}_{m'}_{m''} &= \begin{cases}
0, & m = m'' \\
\frac{C_{N,N_{m,m'}}^{(54)}}{k_{z}(R_S)} \sum_{k=|m|}^{\min(|m'|, |m|)} C_{\ell m}^{(55)} \frac{z_{\ell+\ell'-k}(\rho)}{\rho^k}, & m \neq m''
\end{cases}, \\
\text{[M2L}(\rho e_z, R_S, R_T)\text{]}_{m'}_{m''} &= \begin{cases}
0, & m = m'' \\
\frac{C_{N,N_{m,m'}}^{(54)}}{k_{z}(R_S)} \sum_{k=|m|}^{\min(|m'|, |m|)} C_{\ell m}^{(55)} \frac{z_{\ell+\ell'-k}(\rho)}{\rho^k}, & m \neq m''
\end{cases}, \\
\text{[L2L}(\rho e_z, R_S, R_T)\text{]}_{m'}_{m''} &= \begin{cases}
0, & m = m'' \\
\frac{C_{N,N_{m,m'}}^{(54)}}{k_{z}(R_S)} \sum_{k=|m|}^{\min(|m'|, |m|)} C_{\ell m}^{(55)} \frac{z_{\ell+\ell'-k}(\rho)}{\rho^k}, & m \neq m''
\end{cases},
\end{align*}
\]

where

\[
C_{N,\ell,m}^{(56)} = \bar{N}_{\ell}^{(56)}(2\ell' + 1)(\ell' + |m|)!|m|! = C_{N,\ell,m}^{(55)},
\]

\[
\bar{N}_{\ell}^{(57)} = \frac{(2k)!}{2^k(k + m)!k!(k - m)!|\ell' - k|!(\ell - k)!} = C_{\ell,m}^{(57)},
\]

and with \(\bar{N}_{\ell}^{(58)}\) denoting the normalization factors of spherical harmonics:

\[
\bar{N}_{\ell}^{(58)} = \begin{cases}
\sqrt{\frac{2\ell + 1}{4\pi}}, & m = 0 \\
(-1)^m \sqrt{\frac{2\ell + 1}{4\pi}} \frac{(|m|)!|\ell + |m||!}{|\ell + |m||!}, & m \neq 0.
\end{cases}
\]

Note that for the computation of forces, more precisely when the gradients of the potentials and the so-called adjoint potentials (see [MNS22]) are required, we follow the approach proposed in [MNS22] which relies on the gradients of the M2M and L2L translations with identical source and target spheres. This leads to differentiating OZ-translations of the M2M and L2L operations (equations (53) and (55)) with respect to the gradients of the potentials and the so-called adjoint potentials (see [MNS22]) are required, we follow the approach proposed in [MNS22] which relies on the gradients of the M2M and L2L translations with identical source and target spheres. This leads to differentiating OZ-translations of the M2M and L2L operations (equations (53) and (55)) with respect to \(\rho\) evaluated at \(\rho = 0\). Taking the well-known asymptotic behaviour of \(i_\ell(\rho) \approx \frac{\rho^{\ell}}{(2\ell + 1)!}\) near \(\rho = 0\) and \(i_0(0) = 0\) into assumption, all the calculations are finally reduced to the following derivative:

\[
\left[ \frac{iz_{\ell+\ell'-k}(\rho)}{\rho^k} \right]_{\rho=0} = \begin{cases}
0, & \ell + \ell' - 2k \neq 1, \\
\frac{1}{(2\ell + 1)!}, & \ell + \ell' - 2k = 1.
\end{cases}
\]

Due to the upper limit \(k \leq \min\{\ell, \ell'\}\) the condition \(\ell + \ell' - 2k = 1\) is satisfied only in the case \(\ell' = \ell \pm 1\) and \(k = \min\{\ell, \ell'\}\).
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