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Abstract
As an important part of smart city construction, traffic image denoising has been studied widely. Image denoising technique can enhance the performance of segmentation and recognition model and improve the accuracy of segmentation and recognition results. However, due to the different types of noise and the degree of noise pollution, the traditional image denoising methods generally have some problems, such as blurred edges and details, loss of image information. This paper presents an image denoising method based on BP neural network optimized by improved whale optimization algorithm. Firstly, the nonlinear convergence factor and adaptive weight coefficient are introduced into the algorithm to improve the optimization ability and convergence characteristics of the standard whale optimization algorithm. Then, the improved whale optimization algorithm is used to optimize the initial weight and threshold value of BP neural network to overcome the dependence in the construction process, and shorten the training time of the neural network. Finally, the optimized BP neural network is applied to benchmark image denoising and traffic image denoising. The experimental results show that compared with the traditional denoising methods such as Median filtering, Neighborhood average filtering and Wiener filtering, the proposed method has better performance in peak signal-to-noise ratio.
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1 Introduction
Smart city refers to the use of new generation of information technology to connect and integrate the city’s systems and services, so as to improve the efficiency of resource utilization, optimize city services, achieve fine and dynamic management, and improve the quality of life of citizens [1]. From the perspective of technological development, smart city realizes comprehensive perception, ubiquitous interconnection, pervasive computing and converged application through the support of the new generation of information technology represented by the Internet of things (IOT), mobile Internet, cloud computing and big data [2–4]. For example, relying on the IoT and mobile Internet can realize intelligent perception, identification, positioning, tracking and supervision while with
the help of cloud computing, big data and intelligent analysis technology, massive information processing and decision support can be realized.

Intelligent transportation system (ITS) is one of the important parts of smart city construction. Through monitoring, traffic flow distribution optimization and other technologies, the traffic information network system is improved and unified intelligent urban traffic integrated management and service system is established to realize the full sharing of traffic information, real-time monitoring and dynamic management [5, 6]. ITS is an important technical means of modern transportation management in recent years. Its essence is a traffic system which uses sensors, network transmission, intelligent control, multimedia processing and other technologies to carry out large-scale, comprehensive, real-time and efficient monitoring and management [7, 8]. ITS has brought huge economic and social benefits to the transportation industry and has become an important part of modern transportation system [9]. However, surveillance video and image acquisition in ITS are often limited by various factors such as acquisition equipment and external environment and there is a certain amount of noise, which affects the visibility and further processing of the image. Image denoising is one of the useful technical means to improve the image visibility which can provide a higher quality image source for further image processing.

Image denoising, as an image processing technology aiming at eliminating image noise, has attracted more and more attention from scholars. For image segmentation, image recognition and other technologies, image denoising can enhance the performance of segmentation and recognition model and improve the accuracy of segmentation and recognition results [10, 11]. The traditional image denoising methods are mainly divided into space domain denoising method and transform domain method according to the different denoising processing domain [12–15]. Among them, the spatial domain denoising methods directly analyze and process the gray value of the pixels in the noised image, mainly including Mean filtering, Median filtering and Gaussian filtering. These methods can suppress the noise in the image to a certain extent, but because all the pixels in the image are processed in the same way, it also blurs the edges and details in the image while smoothing the noise, resulting in the loss of image information [16]. Transform domain denoising methods transform the noised image from the spatial domain to the corresponding transform domain by using different transformation methods, mainly including Fourier transform, Wavelet transform, sparse representation and denoising methods combined with non-local denoising theory, etc. These methods have greatly promoted the research of image denoising [17].

In recent years, neural network has been widely used in image feature extraction, image denoising, image segmentation and image recognition because of its good non-linear mapping, parallel computing and adaptive ability [18]. In the research of various application fields of neural network image processing, the majority are back propagation (BP) neural network. But BP neural network uses gradient descent search algorithm, so it is sensitive to the initial weight threshold [19, 20], and the algorithm is easy to converge to the local minimum. To solve this problem, there are usually two kinds of improvement methods [10]: the first is to use the additional momentum method, the adaptive learning rate method with momentum term and Levenberg–Marquardt algorithm, etc., to improve the operation mechanism of the algorithm and improve the search ability of
the algorithm. This kind of method can increase the running speed, but it cannot solve the problem of falling into local minimum caused by the randomness of weight threshold. The second is to use swarm intelligence algorithms such as genetic algorithm, particle swarm optimization algorithm to determine the initial weight threshold of BP neural network and then use Levenberg–Marquardt algorithm for optimization, which can effectively reduce the possibility of BP neural network falling into local minimum.

Whale optimization algorithm (WOA) [21] is a new swarm intelligence optimization algorithm proposed by Seyedali Mirjalili in 2016 which simulating the behavior of whale predation. Compared with particle swarm optimization (PSO), gravitational search algorithm (GSA) and other classical intelligent optimization algorithms, this algorithm has the advantages of simple structure, less parameters and strong optimization ability [22, 23]. It has been widely concerned by many scholars and applied to different practical problems. However, like other intelligent optimization algorithms, the standard whale optimization algorithm also has the problems of slow convergence speed and easy to fall into local optimum.

1.1 Our contributions
Based on the existing research results, this paper proposes an image denoising method based on BP neural network optimized by improved whale optimization algorithm. Compared with Median filtering (MF), Neighborhood averaging filtering (NAF), Wiener filtering (WF) and traditional BP neural network denoising algorithm, the peak signal-to-noise ratio (PSNR) of the image is significantly improved. To be specific, the major contributions of this paper are threefold:

- The nonlinear convergence factor and adaptive weight coefficient are introduced into the whale optimization algorithm to improve the standard whale optimization algorithm, which improves the optimization ability and convergence characteristics of the algorithm.
- The improved whale optimization algorithm is used to optimize the initial weights and thresholds of BP neural network, which overcomes the dependence on the initial weights and thresholds in the construction process of BP neural network and shortens the training time of the neural network.
- The optimized BP neural network is applied to image denoising. The benchmark images and UAS data set are selected for denoising experiment. The results show that MSWOA-BP has better denoising effect than other denoising algorithms.

1.2 Organization of the rest paper
The rest of the paper is arranged as follows. Section 2 reviews traffic image denoising, the application of BP neural network in image denoising and the improvement of whale optimization algorithm. In Sect. 3, an improved whale optimization algorithm based on mixed strategy and an image denoising method based on improved BP neural network are proposed. In Sect. 4, the complexity of the improved whale optimization algorithm is analyzed. In Sect. 5, experiments are carried out to verify the effectiveness of the improved whale optimization algorithm, and then the proposed denoising method is
compared with the traditional method to verify the effectiveness of the method. Finally, some concluding remarks are presented in Sect. 6.

2 Related work

Recently, traffic image denoising has been studied. In [24], a traffic image denoising method based on low rank decomposition is proposed. The experimental results show that the proposed algorithm can remove noise more effectively and retain the effective information of the image compared with BM3D, KSVD and PCA and has better performance in the evaluation index PSNR and visual effect. Shijie and Yanbing [25] introduced the sparse representation method to traffic image processing and realized a traffic image denoising algorithm based on K-SVD orthogonal matching pursuit. Experimental results show that compared with the traditional image enhancement methods (Median filtering, Mean filtering, Wavelet filtering) and sparse representation image enhancement method based on DCT redundant dictionary, the proposed algorithm can remove traffic image noise more effectively and get higher PSNR. Aiming at the problem of image denoising in license plate recognition preprocessing, an adaptive coupled partial differential equation (PDE) denoising model is proposed in [26], which can more effectively remove the mixed noise in the license plate image, protect the edge information of the image and improve the PSNR. The denoised image is more conducive to the subsequent character segmentation and recognition. It can effectively improve the recognition accuracy of license plate image.

Generally speaking, whether traffic images or other images, the research of denoising technology can be divided into three directions: (1) traditional filtering denoising methods [27], such as median filter and mean filter; (2) the denoising technology based on wavelet [28, 29]; (3) the denoising technology based on neural network and deep learning [30]. Among them, the denoising technology based on neural network and deep learning is a research hotspot in recent years. Wei et al. [31] propose an alternating directional 3D quasi-recurrent neural network for hyperspectral image denoising, and experimental results demonstrate significant improvement over the state-of-the-art under various noise settings, in terms of both restoration accuracy and computation time. Zhang et al. [32] propose a deep unfolding model dubbed AMP-Net, and experimental results show that the proposed AMP-Net has better reconstruction accuracy than other state-of-the-art methods with high reconstruction speed and a small number of network parameters. Shi et al. [33] propose a novel dual-attention denoising network to consider the global dependence and correlation between spatial and spectral information, and experimental results on simulated and real data substantiate the superiority of our method both visually and quantitatively when compared with state-of-the-art methods. Wang [11] studied the image denoising model based on BP neural network and pointed out that the model is sensitive to the initial weight and easy to fall into the local minimum, which cannot converge to the specified target. By introducing the PSO algorithm into the denoising model, the randomness of the initial weight is effectively reduced, and the denoising effect of the model is improved.

In order to solve the problems of BP neural network in the process of image denoising that the convergence speed is slow and it is easy to fall into the local extreme value, great efforts have been made to improve it. According to the distribution
characteristics of speckle noise in medical image, Jing et al. [34] proposed a denoising model based on the nonlinear mapping ability of BP neural network. The model can remove the speckle noise in the ultrasonic image and retain the edge features of the image, but the whole model has poor denoising effect and long running time. Yan et al. [35] proposed a new image denoising method based on BP neural network improved by improved copula distribution estimation algorithm. The centroid mutation operator is introduced on the basis of traditional copula distribution estimation algorithm, which effectively overcomes the shortcoming that BP neural network is easy to fall into local optimum in image denoising, but the overall complexity of the model is high and the overall performance is poor. Aiming at the shortcomings of BP neural network in image denoising, such as slow convergence speed, easy to fall into local minimum and so on, Wang et al. [36] used gray wolf optimization algorithm to optimize the initial parameters of the neural network. The convergence speed of the improved neural network is greatly improved, but the denoising effect still needs to be improved. On the basis of [36, 37] improves the noise removal ability of the model through enhancing the global optimization ability of gray wolf optimization algorithm by changing the convergence mode of convergence factor and introducing differential evolution to increase population diversity. It has improved the denoising ability of the image polluted by Gaussian noise of the improved model, but it has not greatly improved the denoising ability of other noises.

In order to solve the problems of slow convergence speed, premature convergence and easy to fall into local optimum in the whale optimization algorithm, effective improvements have been made to the standard algorithm [38]. Arora et al. [39] proposed CWOA by using chaotic map to optimize the update probability \( p \) in WOA, and it is verified that the algorithm has a high convergence speed through the benchmark function test. Mirjalili et al. [40] fused simulated annealing algorithm and whale optimization algorithm to optimize the optimization accuracy of the algorithm and improve the global search capability. They also obtained good results in the public test of 18 data sets in the UCI library. Oliva et al. [41] proposed OBWOA by using reverse learning for initialization that enhanced the algorithm to explore the search space and applied OBWOA to three different diode models to estimate the parameters of the solar cell. Experiments showed that the method has good performance. Zhang Yong et al. [42] proposed MOWA by first initializing the population by generating a chaotic sequence from the segmented logistic chaotic map to maintain the initial population diversity and introducing segmented adaptive weights at the same time to balance the algorithm’s global exploration and local development capabilities. The performance of the algorithm was verified by testing on six benchmark functions. In order to solve large-scale complex optimization problems, Long et al. [43] first used the opposite learning strategy to initialize the population position, designed a nonlinear convergence factor, coordinated the exploration and development capabilities of the algorithm, and introduced diversity mutation operations to improve the algorithm’s premature convergence. However, although the existing research has improved the optimization effect of the standard WOA, the problems such as the balance between global exploration and local development ability, slow convergence speed and easy to fall into local optimization still need to be further studied [44–46].
3 Methodology

3.1 Improved whale optimization algorithm

3.1.1 Whale optimization algorithm

The inspiration of WOA originates from the unique foraging behavior of humpback whales that it follows a spiral-shaped path to forage by creating a bubble net after finding a foraging target (as shown in Fig. 1). The specific behaviors include encircling prey, bubble-net attacking and search for prey [47]. Among them, the bubble-net attacking can be divided into shrinking encircling mechanism and spiral updating position. The foraging behavior of humpback whales can be described mathematically as follows:

**Encircling Prey**

In the process of hunting, the whale needs to determine the position of its prey before encircling and capturing its prey. Since the position of prey in the search space is unknown, WOA assumes that the optimal solution in the current population is the target prey. After determining the prey, other whales in the population will update their positions according to the current position of the prey. In the process of predation, the following formula is used to update the position:

$$D = |C \cdot X^*(t) - X(t)|$$  \hspace{1cm} (1)

$$X(t + 1) = X^*(t) - A \cdot D$$  \hspace{1cm} (2)

where $t$ is the current number of iterations, $X^*(t)$ indicates the optimal whale’s position in the $t$th iteration. $X(t)$ is the position of the individual whale in the $t$th iteration. $A$ and $C$ are coefficients calculated using the following equation:

$$A = 2a \cdot r_1 - a$$  \hspace{1cm} (3)

$$C = 2 \cdot r_2$$  \hspace{1cm} (4)

where $r_1$ and $r_2$ are random numbers in $[0,1]$, $a$ decreases linearly from 2 to 0 as the number of iterations increases.

**Bubble-net attacking**

In WOA, the whale chooses one of the two behaviors of shrinking encircling and spiral updating position according to the random probability value. The shrinking encircling is realized by Eq. (3), the convergence factor $a$ decreases linearly as the number of iterations increases, and $A$ is a random value between $[-a,a]$. If $|A| \leq 1$, the individual whale gradually approaches the prey after updating its position and completes the shrinking and encircling of the prey according to Eq. (2). The spiral

![Fig. 1 Bubble-net feeding behavior of humpback whales](image-url)
updating position first needs to calculate the distance between the individual whale and the prey and then prey on the prey in a spiral form. The mathematical model of this behavior is described as follows:

\[ D' = |X^*(t) - A(t)| \]  

(5)

\[ X(t + 1) = X' \cdot e^{bl} \cdot \cos(2\pi l) + X^*(t) \]  

(6)

where Eq. (5) indicates the distance between the \( i \)th whale and its prey. \( l \) is a random number in \([-1, 1]\), when \( l = -1 \), the individual whale is the closest to the foraging target, and when \( l = 1 \), the individual whale is the farthest from the foraging target; \( b \) is a helical constant used to define the shape of the logarithmic spiral.

In the process of bubble-net attacking, the behavior probability of whale choosing position updating mode is set as \( p \). WOA assumes that the probability \( p \) of performing these two kinds of predatory behavior is 50%, respectively. The attacking process can be described as follows:

\[
X(t + 1) = \begin{cases} 
X^*(t) - A \cdot D & \text{if } p < 0.5 \\
D' \cdot e^{bl} \cdot \cos(2\pi l) + X^*(t) & \text{if } p > 0.5 
\end{cases}
\]  

(7)

**Search for prey**

When \( |A| > 1 \), WOA randomly selects an individual in the population to conduct random search. The mathematical model is as follows:

\[ D = |C \cdot X_{\text{rand}} - X| \]  

(8)

\[ X(t + 1) = X_{\text{rand}} - A \cdot D \]  

(9)

where \( X_{\text{rand}} \) is the position of a random individual in the current population.

### 3.1.2 WOA based on mixed strategy

Although the standard whale optimization algorithm has few parameters and excellent performance, it still has the problems of low solution accuracy, slow convergence speed and easy to fall into local optimum. In order to overcome these shortcomings, this paper improves the algorithm from the two aspects of location update strategy and prevention of falling into local optimum and proposes an improved whale optimization algorithm based on mixed strategy (MSWOA).

**Nonlinear convergence factor** Similar to other swarm intelligence optimization algorithms, whale optimization algorithm will have an imbalance between global search ability and local search ability in the process of finding the optimal solution. In the standard whale optimization algorithm, the parameter that controls whether the algorithm performs global search or local search is \( A \). When \( |A| \geq 1 \), the algorithm performs random global search with a probability of 0.5; when \( |A| < 1 \), the algorithm performs local search. The value of \( A \) mainly depends on the convergence factor \( a \). Therefore, the change of the convergence factor \( a \) is very important for the algorithm to find the optimal solution. The larger convergence factor can provide strong global search ability and avoid the algorithm from falling into local optimum, while the smaller convergence factor can provide strong local search...
ability and accelerate the convergence speed of the algorithm. In the standard whale optimization algorithm, the convergence factor $a$ decreases linearly as the number of iterations increases. This change makes the convergence speed of the algorithm too slow. Therefore, inspired by the improvement strategy proposed in [44, 46, 48], this paper introduces a non-linear strategy to dynamically adjust the original convergence factor $a$ on the premise of not changing the overall change trend of the original convergence factor $a$, which can balance the global search ability and local search ability of the algorithm and accelerate the convergence speed of the algorithm. The mathematical formula is as follows:

$$a = \frac{2}{e-1} \times \left( e^{1-(\frac{t}{T})^\lambda} - 1 \right)$$

(10)

where $t$ is the current number of iterations, $T$ is the maximum number of iterations, and $\lambda$ is a constant. In this paper, we take $\lambda = 3$. The change of the improved convergence factor is shown in Fig. 2.

*Adaptive weight coefficient* In the standard whale optimization algorithm, the position of the prey is the position of the optimal solution. However, during the execution of the algorithm, the position $X^*(t)$ of the prey in the position update Eqs. (2), (6) and (9) is not fully utilized. In this paper, adaptive weight coefficient is introduced to use the optimal solution to improve the accuracy of the algorithm. The adaptive weight coefficient is defined as follows:

$$\omega(t) = \frac{4}{\pi} \arctan \left( \frac{t}{\text{max}_{\text{iter}}} \right)$$

(11)

$$X(t+1) = \omega(t) \cdot X^*(t) - A \cdot D \quad |A| < 1, p < 0.5$$

(12)
where $\text{max\_iter}$ is the maximum number of iterations.

In Eqs. (15), (16), the adaptive weight coefficient $\omega(t)$ increases with the increase in iteration, which means that the position of prey is closer to the position of theoretical optimal solution after each iteration, so as to improve the optimization accuracy of the algorithm; in spiral updating, with the increase in iteration times, whales will continue to approach prey, and at this time, a smaller weight is used to facilitate the whale to better find whether there is a better solution around the prey while updating the position, thereby improving the local search ability of the algorithm.

3.2 MSWOA-BP denoising method

3.2.1 BP neural network

BP neural network is a kind of neural network with signal forward propagation and error back-propagation. It is mainly composed of three neuron layers, namely input layer, hidden layer and output layer [49, 50]. The neurons between layers are all connected, and the neurons in the layer are not connected. The number of hidden layers is not fixed [51]. Take one hidden layer as an example, its structure is shown in Fig. 3.

In the process of forward propagation, the input variables are transferred to the output layer through the input node in input layer and hidden layer, and the required information is obtained at the output layer. The weights and offsets of each network node should be consistent, and the neuron states of each layer are transmitted through activation function. If the error cannot be converged, then the error back propagation is carried out. In the process of error back propagation, contrary to forward propagation, the error is propagated layer by layer from the output layer to the input layer. By back propagating the output error, the error is allocated to all the cells of the original layer, so as to further obtain the error signal of each layer, and then correct the weight of each cell. Through

$$X(t + 1) = \omega(t) \cdot X_{\text{rand}} - A \cdot D \quad |A| \geq 1, p < 0.5$$ (13)

$$X(t + 1) = D' \cdot e^{hi} \cdot \cos(2\pi l) + (1 - \omega(t)) \cdot X^*(t) \quad p \geq 0.5$$ (14)
repeated training, the weights and offsets of the nodes are modified until the expected error accuracy is achieved.

### 3.2.2 Principle of MSWOA-BP method

The WOA is introduced to use its global search ability to optimize the initial weights and thresholds of BP neural network. As the purpose of establishing the network is to make the error between the denoised image and the original image as small as possible, the mean square error (MSE) between the real output value and the expected output value of network is used as the fitness function. The principle diagram of MSWOA-BP denoising method is shown Fig. 4.

In image degradation, the gray value of a point is closely related to the gray value of its neighborhood. Even if the gray value of a pixel is the same, if its neighborhood is different, the gray value after degradation is not the same. In view of the great influence of the field on the gray value, this paper uses the idea of block when extracting image features. As shown in Fig. 4, the noise picture is padded firstly, and then the gray value corresponding to each pixel and several pixels around it is used as the input of the neural network. The entire padded noised image is traversed using a sliding window to obtain all the input data of the neural network training. For the output data, the output of the model is the noiseless pixel point corresponding to the center of the sliding window. The determination of the input and output data also determines the number of nodes in the input layer and output layer of the BP neural network.

### 3.2.3 Steps of MSWOA-BP method

The specific steps to obtain the initial weights and thresholds of the BP neural network by improved whale optimization algorithm are as follows:

**Step 1** Determine the topology of BP neural network, and set the number of nodes in the input layer, hidden layer, and output layer of the neural network \( (inputnum, hidden-\text{num}, outputnum) \) and other related parameters;

**Step 2** Initialize \( N, Max_\text{iter}, lb, ub \) and other parameters in whale optimization algorithm, and calculate the dimension \( dim \) according to the number of nodes in each layer of BP neural network set in step1. And then initialize the

---

![Fig. 4 Principle of MSWOA-BP method](image-url)
initial position $X_i = (x_{i1}, x_{i2}, \ldots, x_{idim})^T, (i = 1, 2, \ldots, N)$ of the whale population $X = (X_1, X_2, \ldots, X_N)$. The dimension $dim$ is calculated as follows:

$$\text{dim} = \text{inputnum} \cdot \text{hiddennum} + \text{hiddennum} + \text{hiddennum} \cdot \text{outputnum} + \text{outputnum}$$

(15)

**Step 3** Calculate and compare the fitness $f_i$ of each gray wolf individual in the population to determine the whale individual with the best current fitness value, defined as $X^*$. In this paper, the weight and threshold corresponding to the individual in the population are taken as the weight and threshold of BP neural network in each iteration, and the absolute error value of BP neural network is taken as its fitness value;

**Step 4** Update the position of every whale in the population. If $p < 0.5$ and $|A| < 1$, use Eq. (3), otherwise use Eq. (9). If $p \geq 0.5$, use Eq. (6);

**Step 5** Evaluate the whole whale population to find the global optimal whale and its positions;

**Step 6** If the termination condition (maximum number of iterations) of the algorithm is met, it ends; otherwise, go to Step 3 and continue the algorithm iteration;

**Step 7** The global optimal solution $X^*$ obtained by whale optimization algorithm is transformed into the weight ($W1$, $W2$) and threshold ($B1$, $B2$) of BP neural network.

For the network model obtained in the previous steps, in order to test the denoising ability of the model, this paper selects common benchmark images for denoising experiments. By adding Gaussian noise of different intensities to the benchmark images, the noised images are obtained and used as the input of the model. Through the denoising model, the denoised images are obtained. The denoised images are compared with the standard images to obtain the peak signal-to-noise ratio (PSNR).

### 4 Complexity analysis of improved algorithm

The computational complexity depends on the number of executions of the algorithm. In the standard whale optimization algorithm, the computational complexity is mainly related to the population size $N$, the maximum number of iterations $\text{Max\_iter}$ and the search space dimension $\text{Dim}$, and the computational complexity is $O(N \cdot \text{Max\_iter} \cdot \text{Dim})$. According to the process of the improved algorithm, the introduction of a nonlinear convergence factor adjustment strategy and an adaptive weight coefficient increases the amount of operations for $O(N \cdot \text{Max\_iter} \cdot \text{Dim})$, and its computational complexity is $O(2 \cdot N \cdot \text{Max\_iter} \cdot \text{Dim})$, which is higher than that of the standard whale optimization algorithm.

The space complexity is mainly affected by the population size $N$ and the search space dimension $\text{Dim}$. Since the improved algorithm has no changes in the population size and search space dimension, the space complexity is $O(N \cdot \text{Dim})$.

### 5 Results and discussion

The simulation experiments in this paper are based on Intel(R) Core(TM) i5-7300HQ CPU, 2.50 GHz, 16 GB memory and Windows 10 (64-bit) operating system, and the programming software is Matlab R2016b.
5.1 Evaluation index of denoising effect

In order to evaluate the denoising effect of the proposed denoising model, the peak signal-to-noise ratio (PSNR) is used to compare the denoised image with the standard image. PSNR is the ratio of peak signal energy to average noise signal energy. The unit is the logarithmic variable component (dB). This evaluation method is based on mean square error (MSE), and the formula of mean square error of two gray-scale images \(A(i, j)\) and \(B(i, j)\) with size of \(m \times n\) is shown in Eq. (16):

\[
\text{MSE} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \|A(i, j) - B(i, j)\|^2
\]  

(16)

Based on MSE, the formula of PSNR is shown in Eq. (17):

\[
\text{PSNR} = 10 \cdot \log_{10} \left( \frac{\text{MAX}_1^2}{\text{MSE}} \right)
\]

(17)

where \(\text{MAX}_1\) is the maximum pixel value in the image.

5.2 The performance of improved whale optimization algorithm

In order to test the optimization ability of the improved whale optimization algorithm (MSWOA), 12 benchmark functions are selected and compared with particle swarm optimization (PSO), gray wolf optimization (GWO) and standard whale optimization algorithm (WOA). The 12 benchmark functions are shown in Table 1.

In this work, the values of population size and \(\text{Max}_{\text{iter}}\) of all algorithms are 30 and 500, respectively. The initial parameter settings of each algorithm used in the experiment are shown in Table 2.

| Function | Dim | Range | \(n_{\text{iter}}\) |
|-----------|-----|-------|-----------------|
| \(f_1(x) = \sum_{i=1}^{m} x_i^2\) | 30  | \([-100, 100]\) | 0               |
| \(f_2(x) = \sum_{i=1}^{m} |x_i| + \prod_{i=1}^{m} |x_i|\) | 30  | \([-10, 10]\)   | 0               |
| \(f_3(x) = \left( \frac{1}{100} + \sum_{i=1}^{m} \frac{1}{\sum_{j=1}^{m} (x_i - a_j)^2} \right)^{-1}\) | 2   | \([-65, 65]\)   | 1               |
| \(f_4(x) = \max_i \{ |x_i|, 1 \leq i \leq n \}\) | 30  | \([-100, 100]\) | 0               |
| \(f_5(x) = \sum_{i=1}^{m} \left[ 100 (x_{i+1} - x_i)^2 + (x_i - 1)^2 \right]\) | 30  | \([-30, 30]\)   | 0               |
| \(f_6(x) = \sum_{i=1}^{m} \left( x_i + 0.5 \right)^2\) | 30  | \([-100, 100]\) | 0               |
| \(f_7(x) = \sum_{i=1}^{m} x_i^2 + \text{random}(0, 1)\) | 30  | \([-1.28, 1.28]\) | 0              |
| \(f_8(x) = \sum_{i=1}^{m} \left[ x_i^2 - 10 \cos(2 \pi x_i) + 10 \right]\) | 30  | \([-5.12, 5.12]\) | 0               |
| \(f_9(x) = \frac{1}{\pi^2} \sum_{i=1}^{m} x_i^2 - \pi^2 \sum_{i=1}^{m} \cos \left( \frac{x_i}{\pi} \right) + 1\) | 30  | \([-3000, 0]\)  | 0               |
| \(f_{10}(x) = \frac{2}{10} \sin(\pi y_1) + \sum_{i=1}^{m} \left( y_1 - 1 \right)^2 \left[ 1 + 10 \sin(2 \pi y_{i+1}) \right] + \left( y_1 - 1 \right)^2 \right] + \sum_{i=1}^{n-1} u(x_i, 10, 100, 4)\) | 30  | \([-50, 50]\)   | 0               |
| \(y_i = 1 + \frac{k+1}{k} u(x_i, a, k, m) = \begin{cases} \frac{k(x_i - a)^m}{k - x_i < a} & x_i > a \\ \frac{k(x_i - a)^m}{a < x_i < a} & x_i < -a \end{cases}\) | 30  | \([-50, 50]\)   | 0               |
| \(f_{11}(x) = (x_2 - \frac{x_1}{10})^2 + \frac{1}{10} x_1 - 6)^2 + 10(1 - \frac{1}{e}) \cos x_1 + 10\) | 2   | \([-5, 5]\)     | 0.398           |
| \(f_{12}(x) = -\sum_{i=1}^{m} \left( x_i - a \right)^2 - \sum_{j=1}^{n} \left( x_i - a \right)^2 + c_i \right]^{-1} \) | 4   | \([0, 10]\)     | -10.4028        |
To test the optimization performance of MSWOA, Table 3 shows the test results of PSO, GWO, WOA and MSWOA after 30 independent experiments, which are compared from the average value (AVG) and standard deviation (STD) of the optimal target value.

It can be seen from Table 3 that among the 12 benchmark functions, the MSWOA algorithm proposed in this paper has the best results in 10 test functions (F1–F10), and only the results of function F11 and F12 are slightly worse than other algorithms. Taking the average value and standard deviation of the optimal solution as the evaluation criteria, it can be seen that the solution accuracy of the MSWOA is significantly better than the other three intelligent algorithms and has strong robustness. In order to more intuitively reflect the convergence speed and the ability to jump out of local optimal value of MSWOA, the convergence curves of each algorithm are shown in Fig. 5.

It can be seen from the convergence curve in Fig. 5 that MSWOA has the fastest convergence speed in the optimization process of 12 benchmark functions compared with PSO, GWO and standard WOA, which can effectively save optimization time. The convergence curve of the MSWOA algorithm has sudden changes in the decline range, especially when optimizing the five functions of F1, F2, F3, F4 and F5, there are multiple inflection points, which proves that its ability to jump out of the local

Table 2 Parameter setting

| Algorithm | Parameter | Value               |
|-----------|-----------|---------------------|
| PSO       | c_1       | 2                   |
|           | c_2       | 2                   |
|           | ω         | 0.9 linearly decreases to 0.2 |
| GWO       | a         | 2 linearly decreases to 0 |
| WOA       | a         | 2 linearly decreases to 0 |
| MSWOA     | a         | 2 nonlinearly decreases to 0 |
|           | ω         | 0 nonlinearly increases to 1 |

Table 3 Performance comparison of four algorithms

| F  | PSO Avg | PSO Std | GWO Avg | GWO Std | WOA Avg | WOA Std | MSWOA Avg | MSWOA Std |
|----|---------|---------|--------|---------|---------|---------|-----------|-----------|
| F1 | 0.000201| 0.000358| 9.8969e−28 | 1.7798e−27 | 1.3287e−71 | 4.6923e−71 | 2.987e−235 | 0.000000  |
| F2 | 0.027834| 0.022819| 9.4228e−17 | 4.0359e−17 | 6.5191e−52 | 1.3916e−51 | 7.4087e−122 | 2.7436e−121|
| F3 | 3.2627  | 2.829   | 3.254   | 3.5172   | 2.537   | 2.8982   | 1.1964    | 0.60541   |
| F4 | 1.0994  | 0.2093  | 6.1646e−07 | 5.0583e−07 | 43.683  | 30.5652  | 2.9716e−120 | 1.5375e−119|
| F5 | 82.3794 | 94.0824 | 27.9435 | 0.85738  | 27.996  | 0.53038  | 27.8959   | 0.1526    |
| F6 | 9.3017e−05| 0.000108| 0.80641 | 0.41776  | 0.39688 | 0.23078  | 0.20227   | 0.065166  |
| F7 | 0.17078 | 0.057366| 0.002217 | 0.001334 | 0.003305 | 0.004761 | 8.907e−05 | 6.9351e−05|
| F8 | 56.481  | 15.5315 | 2.8299  | 3.4839   | 0.000000| 0.000000 | 0.000000  | 0.000000  |
| F9 | 0.009372| 0.009238| 0.002068 | 0.005518 | 0.011227| 0.042789 | 0.000000  | 0.000000  |
| F10| 0.010368| 0.014732| 0.001238 | 0.016416 | 0.032643| 0.044017 | 0.007025  | 0.002786  |
| F11| 0.39789 | 0.000000| 0.39789 | 4.6716e−06| 0.39789 | 8.4987e−06| 0.39878   | 0.003067  |
| F12| −8.5514 | 3.1639  | −10.4012| 0.000910 | −7.8285 | 2.963   | −8.0695   | 2.3667    |
optimum has been effectively enhanced. Therefore, compared with other intelligent algorithms, MSWOA has a stronger ability to jump out of the local optimum.

5.3 Selection of sliding window and hidden layer node
For the determination of the size of the sliding window and the number of nodes in the hidden layer, based on the basic criteria proposed in [52], this paper uses comparative experiment to compare the PSNR results after denoising through BP neural network for lena noised images with a Gaussian noise intensity (variance) of 0.05 when the size of the sliding window is 3, 5 and 7 and the number of nodes in the hidden layer is 13, 15 and 17, respectively. The experimental results are shown in Table 4. Based on the comparison
results, in the next experiment, the sliding window size is $5 \times 5$, and the number of hidden layer nodes is 15.

### 5.4 Image denoising experiment 1: benchmark images

In this experiment, the number of hidden layer nodes is 15, the training epochs is 500, the learning rate is 0.05, the training goal is 0.001 and the training function is trainlm. The *Lena* image with the size of $512 \times 512$ is used as the training sample of neural network. For the benchmark image, the imnoise() function in Matlab is used to add Gaussian noise with a mean value of 0 and different variances. The image after adding the Gauss noise is shown in Fig. 6. For the noised images with different noise intensity, Wiener filtering, Neighborhood average filtering, Median filtering, BP neural network, WOA-BP and MSWOA-BP are used to denoise them, respectively. The PSNR results after denoising are shown in Table 5.

It can be seen from Table 5 that as the noise intensity increases, the denoising effect of every denoising algorithm gradually weakens. Under the same noise intensity, the peak signal-to-noise ratio of MSWOA-BP is the highest, and the denoising effect is the best. In the case of Gaussian noise with a variance of 0.03, the maximum PSNR of MSWOA-BP for Lena noised images is 28.32.

In order to further verify the denoising effect (generalization ability) of MSWOA-BP, 4 benchmark images (Man, Boat, Butterfly, House) are selected for testing. The size of Man image and Boat image is $512 \times 512$, the size of Butterfly image and House image is $256 \times 256$. The Gaussian noise added into the images has a variance of 0.03. The trained network is used for denoising, and the results are shown in Fig. 7 and Table 6.

| Size of the sliding window | Number of hidden layer node | PSNR  |
|---------------------------|-----------------------------|-------|
| $3 \times 3$              | 13                          | 18.67 |
|                           | 15                          | 20.67 |
|                           | 17                          | 19.74 |
| $5 \times 5$              | 13                          | 22.17 |
|                           | 15                          | 23.57 |
|                           | 17                          | 21.91 |
| $7 \times 7$              | 13                          | 23.44 |
|                           | 15                          | 23.55 |
|                           | 17                          | 22.82 |

![Fig. 6](image_url) Lena image with different Gaussian noise: (a) without noise, (b) variance of 0.03, (c) variance of 0.04, (d) variance of 0.06, (e) variance of 0.08
It can be seen from Table 6 that the PSNR of MSWOA-BP are all less than 28.32, which shows that its generalization denoising effect is limited by the denoising ability of the training network, but the two values are close (the maximum difference is 3.61), indicating that the trained network has good generalization and denoising ability. Compared with traditional Median filtering, Neighborhood average filtering and Wiener filtering, MSWOA-BP has a higher PSNR, and compared with BP and WOA-BP, MSWOA-BP also has certain advantages in PSNR.

5.5 Image denoising experiment 2: traffic images
In this section, 6 traffic images from UAS (UESTC All-Day Scenery) [53] data set are selected and grayed for denoising experiment, as shown in Fig. 8, named TI-1,TI-2,TI-3,TI-4,TI-5,TI-6, respectively. The size of each image is 640 * 360. Figure 8a is used for training the neural networks, and Fig. 8b–f is used for verifying the denoising effect. The intensity of Gaussian noise is 0.01. The experimental results are shown in Table 7 and Fig. 9.

Table 7 shows PSNR with different denoising algorithms for traffic images. It can be seen that for each traffic image, the denoising effect of MAWOA-BP is the best, which is obviously better than Median filtering, Neighborhood average filtering and Wiener filtering. Figure 9 shows denoising effect of different denoising algorithms for Fig. 8d. From the perspective of visual effect, each denoising algorithm has a certain denoising effect. The denoising result of Wiener filtering makes the image boundary more fuzzy, while the MSWOA-BP denoising result image is more visible.

6 Conclusion
Traffic image denoising is an useful technique for intelligent transportation system in smart city construction. This paper proposes an image denoising method based on BP neural network optimized by improved whale optimization algorithm to denoise the traffic image and improve the image quality and visibility. The improved whale optimization algorithm is used to optimize the initial weights and thresholds of the BP neural network to overcome the dependence of the initial weights and thresholds in the construction process of the BP neural network and shortens the training time of the neural network. The improved whale optimization algorithm's ability to jump out of the local optimum has been effectively enhanced. And compared with other intelligent optimization algorithms, the convergence speed of it is also improved. The experimental results
Fig. 7 Denoising effect of different denoising algorithms for benchmark images
Table 6  PSNR with different denoising algorithms for benchmark images

|       | MF   | NAF  | WF   | BP   | WOA-BP | MSWOA-BP |
|-------|------|------|------|------|--------|----------|
| Man   | 21.09| 21.88| 22.48| 23.59| 25.67  | 25.97    |
| Boat  | 20.82| 21.46| 22.27| 24.98| 26.04  | 26.18    |
| Butterfly | 19.73| 20.14| 22.21| 23.79| 24.88  | 25.77    |
| House | 19.31| 19.84| 22.57| 22.88| 23.80  | 24.71    |

Table 7  PSNR with different denoising algorithms for traffic images

|      | MF   | NAF  | WF   | BP   | WOA-BP | MSWOA-BP |
|------|------|------|------|------|--------|----------|
| TI-2 | 24.57| 25.20| 26.65| 28.27| 28.32  | 28.44    |
| TI-3 | 25.80| 26.47| 26.60| 26.75| 27.07  | 27.32    |
| TI-4 | 25.06| 25.27| 26.13| 26.51| 26.81  | 28.58    |
| TI-5 | 23.26| 23.67| 26.28| 26.70| 27.37  | 27.54    |
| TI-6 | 24.40| 25.00| 26.47| 28.23| 28.55  | 28.68    |

Fig. 8  Original traffic images:  a  TI-1,  b  TI-2,  c  TI-3,  d  TI-4,  e  TI-5,  f  TI-6
of image denoising show that compared with the traditional Median filtering, Neighborhood average filtering, Wiener filtering algorithm and other denoising algorithms, MSWOA-BP has a significant improvement in the peak signal-to-noise ratio (PSNR). In the future, the following research will be considered: (1) improve the performance of MSWOA-BP method; (2) introduce other intelligent optimization algorithms such as artificial bee colony algorithm (ABC); (3) apply the proposed method to more image fields, such as medical images and hyperspectral images.

Fig. 9 Denoising effect of different denoising algorithms for traffic images: a original image, b noised image, c Median filtering result, d Neighborhood average filtering result, e Wiener filtering result, f BP result, g WOA-BP result, h MSWOA-BP result
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