Abstract

We consider $D$-dimensional amplitudes in $R^2$ gravities (conformal gravity in $D = 4$) and in the recently introduced $(DF)^2$ gauge theory, from the perspective of the CHY formulae and ambitwistor string theory. These theories are related through the BCJ double-copy construction, and the $(DF)^2$ gauge theory obeys color-kinematics duality. We work out the worldsheet details of these theories and show that they admit a formulation as integrals on the support of the scattering equations, or alternatively, as ambitwistor string theories. For gravity, this generalizes the work done by Berkovits and Witten on conformal gravity to $D$ dimensions. The ambitwistor is also interpreted as a $D$-dimensional generalization of Witten’s twistor string ($SYM$ + conformal supergravity). As part of our ambitwistor investigation, we discover another $(DF)^2$ gauge theory containing a photon that couples to Einstein gravity. This theory can provide an alternative KLT description of Einstein gravity compared to the usual Yang-Mills squared.
I. Introduction

In a fascinating paper [1], Cachazo, He and Yuan constructed a way to write the $n$-point amplitudes for Yang-Mills and for gravity in $D$ dimensions. They wrote the amplitudes as $n$-dimensional integrals on the support of the so-called scattering equations. Later on, the formalism was shown to be well-suited to describe other theories as well, such as bi-adjoint scalars [2], Dirac-Born-Infeld and the non-linear sigma model [3]. These compact formulae were subsequently shown to also arise from ambitwistor strings [4, 5].
TABLE I: The matrix of ambitwistor string actions with the new row/column (None).

In this paper we will add three extra theories to the list of those that admit a simple CHY-type formulation. The first theory is the $(DF)^2$ theory constructed in \cite{6}. This theory is related to conformal gravity \cite{7} via the KLT relations \cite{8}. We compute its lower point amplitudes and subsequently find an $n$-point generalization, that possesses the correct factorization channels. The CHY formulation makes the absence of all $\varepsilon_i \cdot \varepsilon_j$-terms in the amplitudes manifest, a property that is otherwise obscure from a Feynman diagram representation.

The second theory we consider is conformal gravity itself\footnote{or more accurately a $D$-dimensional $R^2$ theory which in $D = 4$ becomes conformal gravity. Throughout the paper we will use these terms interchangeably. There are other types of $R^2$ gravity but this is the only one of interest to us}. For this theory we also propose a CHY formulation for the $n$-point amplitude and show that it factorizes correctly. The formula beautifully generalizes the one by Berkovits and Witten for conformal gravity \cite{9}, to which it reduces when considering the MHV sector in $D = 4$.

Finally, we show that these theories can be given a straightforward interpretation in terms of ambitwistor strings. In our investigation of the corresponding ambitwistor string theories,
we find a third theory which can be given a simple CHY formulation. This theory consists of a photon field governed by a $(DF)^2$ term and coupled to Einstein gravity. With these theories in hand, we can expand the usual matrix of possible ambitwistor theories with a new row/column. The new matrix of ambitwistor theories is shown in table I with different choices of ambitwistor actions and the resulting theories coming from these actions. Note that the $(\text{Weyl})^3$-theory is just the usual bosonic ambitwistor string, corresponding to the choice (None, None).

At tree level, the theories we analyze can also be interpreted as sectors of previously considered ambitwistor models. For example, the conformal gravity given by the (Single Fermion, None)-choice is a sector of the heterotic ambitwistor string given by (Single Fermion, Current Algebra), in the same sense that Berkovits–Witten is a sector of Witten’s twistor string \cite{10}. In fact, the same is true for any pair of theories of the form \{(X, None); (X, Current Algebra)\}. Nonetheless, it is remarkable that the ambitwistor approach allows us to truncate the larger models and consider those sectors themselves as stand-alone theories, and the applicability of this is exemplified by the fact that the theories considered in this paper had not been discussed before in the context of ambitwistor strings.

One should note that the theories studied in this paper are un-physical, due to the presence of modes with a wrong-sign propagator which render the theories non-unitary. However, they are interesting to study because of their relationships with well-known, physical theories. Conformal supergravity can be related to Einstein gravity in asymptotically (anti-) de Sitter space \cite{11} and its $U(1)$ anomaly can be used to study the similar anomaly in Poincaré supergravity \cite{12}. Furthermore, the $\alpha' \to \infty$ limit of the heterotic string should also be related to some kind of conformal gravity. The theory with a $(DF)^2$ photon coupled to Einstein gravity, which we mentioned above and will describe further on in section \cite{13} is also related to a physical theory. By taking a specific limit, it is possible (at tree level) to relate the amplitudes of the photons to graviton amplitudes from pure Einstein gravity. This provides an alternative route for generating (tree-level) gravity amplitudes through the double copy by merging the $(DF)^2$ theory of Johansson and Nohle with the non-linear sigma model. As for the $(DF)^2$ itself, apart from being a piece in the double-copy constructions, it is of interest for the ambitwistor string community since it helps clarify some aspects of the theory, as we show in this paper.

The paper is structured as follows. We will begin by describing some basic properties of
gluon amplitudes, the $(DF)^2$ theory and the similarities between the amplitudes of this theory and those of Yang-Mills (section II). Then we will review the scattering equations and the CHY-formulation of amplitudes, as well as some functions that will prove useful later (section III). We will then argue that the theories in question give rise to amplitudes that are extremely simple when written in the CHY-formulation (section IV). Subsequently we show how these simple formulae can arise from ambitwistor theories (section V). Finally we sum up our results in the conclusions.

II. $(DF)^2$ THEORY

The $(DF)^2$ theory created by Johansson and Nohle [6] will play an essential role in this paper so in this section the theory will briefly be described. We should perhaps note that Lagrangians with similar operators have previously been studied for phenomenological reasons in [13–18] and because the operators arise as corrections in the $\alpha'$ expansion of bosonic open string theory [19–21]. It is however the specific theory introduced in [6] that interests us as it satisfies color-kinematics duality and gives conformal gravity through the double copy. In general the amplitudes of this theory have many features similar or identical to the beautiful features of Yang-Mills amplitudes. For this reason it will be useful to review some of the basic properties of Yang-Mills amplitudes.

For starters the tree-level amplitudes of gluons in Yang-Mills theory can be written as a sum over single-trace color factors and corresponding color-ordered amplitudes:

$$A_{\text{tree}}^n = g^{n-2} \sum_{\text{perm}(2,3,\ldots,n)} \text{Tr}(T^{a_1}T^{a_2}T^{a_3} \ldots T^{a_n}) A(1,2,3,\ldots,n). \quad (2.1)$$

Using the Kleiss-Kuijf relations [22], this can be re-expressed as a sum over strings of structure constants:

$$A_{\text{tree}}^n = (ig)^{n-2} \sum_{\text{perm}(2,3,\ldots,n-1)} f^{a_1a_2b_1} f^{b_1a_3b_2} \ldots f^{b_{n-3}a_{n-1}a_n} A(1,2,3,\ldots,n), \quad (2.2)$$

where the color-ordered amplitudes are the same as in (2.1). This is known as the DDM basis [23, 24], and it is the form that the amplitudes from the ambitwistor string naturally appear in.
The gluon amplitudes of Yang-Mills are also known to satisfy the color-kinematics duality \[25\] (see also \[26\]), which works as follows. Consider an \(n\)-point amplitude written in the form:

\[
A_n = (ig)^{n-2} \sum_{i \in \text{cubic graphs}} \frac{n_i c_i}{D_i}, \tag{2.3}
\]

where the \(c_i\)'s are products of structure constants, the \(n_i\)'s are kinematic numerators and the \(D_i\)'s are products of propagators. There is a certain ambiguity in how the numerators are chosen because the \(c_i\)'s are dependent on each other due to the Jacobi relations. However the color-kinematics duality tells us that it is possible to chose the numerators in such a way that they satisfy relations identical to the Jacobi relations for the corresponding color factors.

For the color-ordered amplitudes the duality leads to the BCJ relations \[25\] (proven from a string theory perspective in \[27\] and from a field theory perspective in \[28\] using the BCFW recursion relations \[29, 30\]).

\[
0 = p_1 \cdot p_2 A(1, 2, 3, \ldots, n) + \sum_{i=3}^{n-1} (p_1 \cdot p_2 + p_2 \cdot p_3 + \cdots + p_2 \cdot p_i) A(1, 3, \cdots, i, 2, i+1, \cdots, n). \tag{2.4}
\]

Writing the amplitudes in a form satisfying color-kinematics duality has the advantage that it makes the relationship between Yang-Mills and Einstein gravity straightforward. If the numerators satisfy the duality, one simply replaces the color factors, \(c_i\), by another copy of the numerators, \(n_i\), in order to arrive at the amplitudes for gravity. This is known as the double copy and is equivalent to the KLT relations:

\[
\mathcal{M}_n^{EG} = A_{YM}^Y \cdot S \cdot A_{YM}^Y, \tag{2.5}
\]

where the color-ordered gauge-theory amplitudes have been packaged into column/row vectors of \((n - 3)!\) size, and the matrix \(S\) is the (field theory) KLT kernel.

Schematically we can write this as:

\[
EG = YM \otimes YM. \tag{2.6}
\]
These are the properties of Yang-Mills theory that will be relevant for our discussion of the \((DF)^2\) theory which we will now turn to. The Lagrangian of this theory is given by:

\[
\mathcal{L}_{(DF)^2} = \frac{1}{6}(D_\mu F^a_{\mu\nu})(D^\rho F^a_{\rho\nu}) + \frac{1}{3}(D^\rho F^a_{\mu\nu})(D_\mu F^a_{\rho\nu}) + \frac{1}{2}g C^{\alpha ab} \varphi^\alpha F^a_{\mu\nu} F^{\rho\mu\nu} + \frac{1}{2}(D_\mu \varphi^\alpha)^2 + \frac{1}{3!}g d^{\alpha\beta\gamma} \varphi^\alpha \varphi^\beta \varphi^\gamma.
\]  

(2.7)

where the field strength and the covariant derivatives are defined as

\[
F^a_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + gf^{abc} A^b_\mu A^c_\nu,
\]

\[
D_\rho F^a_{\mu\nu} = \partial_\rho F^a_{\mu\nu} + gf^{abc} A^b_\rho F^c_{\mu\nu},
\]

\[
D_\mu \varphi^\alpha = \partial_\mu \varphi^\alpha - ig(T^a)^{\alpha\beta} A^a_\mu \varphi^\beta.
\]  

(2.8)

The scalar \(\varphi^\alpha\) transforms in a real representation of the gauge group, with generator \((T^a)^{\alpha\beta}\). Some of the interactions are parametrized by symmetric Clebsch-Gordan coefficients \(C^{\alpha ab} = C^{\alpha ba}\) and totally symmetric \(d^{\alpha\beta\gamma}\) constants, which are only implicitly defined through the two relations

\[
C^{\alpha ab} C^{\alpha cd} = f^{ace} f^{edb} + f^{ade} f^{ecb},
\]

\[
C^{\alpha ab} d^{\alpha\beta\gamma} = (T^a)^{\beta\alpha} (T^b)^{\gamma} + C^{\beta ac} C^{\gamma cb} + (a \leftrightarrow b).
\]  

(2.9)

From eq. (2.9), and together with the Lie algebra relations that trivially follow from infinitesimal group transformations

\[
(T^a)^{\alpha\gamma} (T^b)^{\gamma\beta} - (T^b)^{\alpha\gamma} (T^a)^{\gamma\beta} = i f^{abc} (T^c)^{\alpha\beta},
\]

\[
f^{bae} C^{ace} + f^{cae} C^{abe} = i(T^a)^{\alpha\beta} C^{\beta bc},
\]

\[
(T^a)^{\alpha\delta} d^{\delta\beta\gamma} + (T^a)^{\beta\delta} d^{\alpha\delta\gamma} + (T^a)^{\gamma\delta} d^{\alpha\beta\delta} = 0,
\]  

(2.10)

we have a sufficient number of relations to reduce any tree-level Feynman diagram with external adjoint particles (and possibly internal scalars) to a sum over strings of \(f^{abc}\) structure constants, or equivalently, a sum over single-trace factors \(\text{Tr}(T^a_1 \cdots T^a_n)\). So the gluonic amplitudes for this theory can also be expressed as in (2.1). Furthermore, the color-ordered amplitudes will
obey the Kleiss-Kuijf relations by virtue of the fact that the trees can alternatively be expressed in terms of only $f^{abc}$’s. Hence it is also possible to express the amplitudes of the $(DF)^2$ theory in the DDM basis as well.

Of course there are significant differences between Yang-Mills and the $(DF)^2$ theory. For instance, the $(DF)^2$ theory will have $1/p^4$ poles since the kinetic term has four derivatives, and in four dimensions the all-plus and single-minus amplitudes are non-vanishing $A(\pm + \ldots +) \neq 0$. The latter implies that the theory does not admit a supersymmetric generalization, which can also be seen from the presence of the $F^3$ term in the Lagrangian; this operator is well-known to be incompatible with supersymmetry.

Besides the gluon and scalar states, the $(DF)^2$ contain gluon ghost states (i.e. the linearized equations of motion for $A^\mu$ has additional solutions) which have the wrong-sign propagator. According to standard field-theory arguments this suggest that the $(DF)^2$ theory violates unitarity; however, this will not be important in the current context. As formal objects the tree amplitudes are well defined, and it is not surprising that such ghost states are present given the close relationship between $(DF)^2$ and conformal gravity. The only caveat is that we need to be careful with how the gluon amplitudes are defined. The external gluon states are taken on the usual plane-wave form $\varepsilon^\mu e^{ip \cdot x}$, and for the LSZ prescription we are amputating the Feynman diagrams by isolating the residue of the $1/p^4$ poles of the external legs.

Some examples of four-gluon amplitudes in $D = 4$ are

\begin{align}
A^{(DF)^2}(1^-, 2^-, 3^+, 4^+) &= 2i u \frac{\langle 1 2\rangle^2}{\langle 3 4\rangle^2}, \\
A^{(DF)^2}(1^-, 2^+, 3^-, 4^+) &= 2i u \frac{\langle 1 3\rangle^2}{\langle 2 4\rangle^2}, \\
A^{(DF)^2}(1^+, 2^+, 3^-, 4^+) &= 2i u \frac{[1 2][3 4]}{\langle 1 2 \rangle \langle 3 4 \rangle}, \\
A^{(DF)^2}(1^-, 2^+, 3^+, 4^+) &= 2i [2 4]^2 \frac{\langle 1 2 \rangle [2 3]}{[1 2] [2 3]}.
\end{align}

(2.13)

Notice how some of the color-ordered amplitudes have $1/p^4$ poles and one of them has a $u$ pole which is not possible in Yang-Mills for this particular ordering. These amplitudes however still satisfy the BCJ amplitudes relations (2.14) and it is possible to write the amplitudes in such a form that they satisfy color-kinematics duality (the relations (2.9) are necessary for the theory to satisfy the duality, and demanding that the theory satisfy the duality was part of how the
color relations were found in \cite{6}. Notice that the denominators, $D_i$, in (2.3) will still be the same as they were in Yang-Mills theory, even though this theory contains double propagators. The extra poles will simply be absorbed into the numerator factors.

As shown in \cite{6} it is possible to get conformal gravity by using the double copy between the $(DF)^2$ and ordinary Yang-Mills. Schematically, we write this as

$$\text{CG} = (DF)^2 \otimes \text{YM}. \quad (2.14)$$

For the supersymmetric generalizations ($\mathcal{N} = 1, 2, 4$ in $D = 4$ notation) we get conformal supergravity from the double copy

$$\text{CSG} = (DF)^2 \otimes \text{SYM}, \quad (2.15)$$

where all the supersymmetry belongs to the SYM theory. At tree level and for adjoint external particles, we can write the double copy in terms of the KLT formula,

$$\mathcal{M}^{C(S)G}_n = A^{(DF)^2} \cdot S \cdot A^{(S)YM}. \quad (2.16)$$

As an example consider the following four-point MHV amplitude in conformal gravity

$$M^{CG}(1^{--}, 2^{--}, 3^{++}, 4^{++}) = A^{(DF)^2}(1^{--}, 2^{--}, 3^{++}, 4^{++}) \left( -i \frac{st}{u} \right) A^{YM}(1^{--}, 2^{--}, 3^{++}, 4^{++}) = i \frac{(12)^4 [34]^4}{s^2}. \quad (2.17)$$

One can of course do the double copy where both numerators come from the $(DF)^2$ theory. As will hopefully become clear in section \ref{sec:Weyl}, the resulting theory will be the $(\text{Weyl})^3$ theory that arises from the bosonic ambitwistor string \cite{4}.

\section{The Scattering Equations and the CHY Formula}

It is our goal to express the amplitudes of the theory described in section \ref{sec:II} in the CHY formulation. In this section we will therefore review some basics about the CHY formulation as well as some functions that will prove useful when considering the $(DF)^2$ theory.

The amplitudes of several quite different theories can be written in the following form in $D$ dimensions:
\[
\mathcal{A}_n = ig^{n-2} \int \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_i \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right) I_L I_R \quad (3.1)
\]

Here the prime on the product sign means that three of the delta function are left out:

\[
\prod_i \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right) \equiv \sigma_{kl} \sigma_{lm} \sigma_{mk} \prod_{i \neq k,l,m} \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right). \quad (3.2)
\]

This is necessary as the scattering equations are SL(2, \mathbb{C}) invariant. The three factors of \( \sigma \) in the above expression ensures invariance under permutations. Similarly the factor of \( \text{vol}[\text{SL}(2, \mathbb{C})] \) in the denominator is also necessary in order not to integrate over infinitely many identical terms. It indicates that three of the integration variables will have to be fixed. The remaining part of the integrand is divided into two parts: a left integrand and a right integrand. When we turn towards the ambitwistor string theories, these two parts of the integrand will correspond to different parts of the string action.

In order to get Yang-Mills amplitudes, one can make the following choices for the left and right integrand:

\[
I_L = \sum_{\beta \in S_n/\mathbb{Z}_n} \text{Tr} \left( T^{\alpha_{\beta(1)}} T^{\alpha_{\beta(2)}} \cdots T^{\alpha_{\beta(n)}} \right), \quad I_R = \text{Pf}^t M_n. \quad (3.3)
\]

The dependence on the polarization vectors in the amplitude comes from the \( 2n \times 2n \) antisymmetric matrix called \( M_n \). This matrix can be written in the following form:

\[
M_n = \begin{pmatrix}
M_A & -M_C^T \\
M_C & M_B
\end{pmatrix}, \quad (3.4)
\]

where the different submatrices are defined as:

\[
M_{A,n}^{i,j} = \begin{cases}
\frac{p_i \cdot p_j}{\sigma_{ij}} & \text{for } i \neq j \\
0 & \text{for } i = j
\end{cases}, \quad M_{B,n}^{i,j} = \begin{cases}
\frac{\epsilon_i \cdot \epsilon_j}{\sigma_{ij}} & \text{for } i \neq j \\
0 & \text{for } i = j
\end{cases}, \quad (3.5)
\]

\[
M_{C,n}^{i,j} = \begin{cases}
\frac{\epsilon_i \cdot p_j}{\sigma_{ij}} & \text{for } i \neq j \\
-\sum_{k \neq i} \frac{\epsilon_k \cdot p_i}{\sigma_{ik}} & \text{for } i = j
\end{cases}.
\]
The Pfaffian of this matrix vanishes so the object appearing in the CHY formula is the reduced Pfaffian which is defined by removing rows and columns number \( k \) and \( l \), then computing the Pfaffian of this smaller matrix and finally multiplying by \((-1)^{k+l}/\sigma_{kl}\). The choice of \( k \) and \( l \) is arbitrary.

If one instead is interested in the amplitudes of Einstein gravity, one can choose both the left and the right integrand to be given by reduced Pfaffians:

\[
I_L = \text{Pf}^t M_n, \quad I_R = \text{Pf}^t M_n. \tag{3.6}
\]

If on the other hand, one chooses both the left and the right integrand to be given by a color trace over a Parke-Taylor factor:

\[
I_L = \sum_{\beta \in S_n/Z_n} \frac{\text{Tr} (T^a_{\beta(1)} T^a_{\beta(2)} \cdots T^a_{\beta(n)})}{\sigma_{\beta(1)\beta(2)} \sigma_{\beta(2)\beta(3)} \cdots \sigma_{\beta(n)\beta(1)}}, \quad I_R = \sum_{\beta \in S_n/Z_n} \frac{\text{Tr} (T^a_{\beta(1)} T^a_{\beta(2)} \cdots T^a_{\beta(n)})}{\sigma_{\beta(1)\beta(2)} \sigma_{\beta(2)\beta(3)} \cdots \sigma_{\beta(n)\beta(1)}}, \tag{3.7}
\]

one will end up with the amplitudes of a bi-adjoint scalar.

A. Some useful building blocks

In order to write the amplitudes for the \((DF)^2\) theory from section II in the CHY form, it is necessary to use some additional building blocks, besides the ones that Yang-Mills and gravity amplitudes are constructed from. These building blocks must contain an additional factor of momentum squared as compared to the reduced Pfaffian used for Yang-Mills amplitudes. This can easily be seen by inspecting the Lagrangian: the term with three gluons also contains three derivatives (as opposed to one for Yang Mills), the term with four gluons contains two derivatives (as opposed to none for Yang Mills) etc. Fortunately such factors have already been discussed in the literature \([31, 32]\). They can be written in terms of the following functions:

\[
w_{(i_1 i_2 \cdots i_k)} = \frac{1}{2} \text{tr} \left( f_{i_1} f_{i_2} \cdots f_{i_k} \right),
\]

\[
\sigma_{i_1 i_2} \sigma_{i_2 i_3} \cdots \sigma_{i_k i_1}, \tag{3.8}
\]

where the trace is over Lorentz indices and the \( f \)'s are linearized field strengths:
\[ f_i^{\mu\nu} = p_i^\mu \varepsilon_i^\nu - p_i^\nu \varepsilon_i^\mu. \] (3.9)

One also needs to introduce the following special case:

\[ w(i) = - \sum_{j \neq i} \frac{\varepsilon_i \cdot p_j}{\sigma_{ij}}. \] (3.10)

A useful feature of these functions is that they are gauge-invariant. Equation (3.8) is manifestly gauge-invariant because the linearized field strengths are while equation (3.10) is gauge-invariant on the support of the scattering equations. It can however be a good idea to rewrite (3.10) in order to make Möbius invariance manifest in the formula for the amplitude. Therefore we employ momentum conservation to re-express the function as:

\[ w(i) = \sum_{j \neq i} \frac{\varepsilon_i \cdot p_j \sigma_{jr}}{\sigma_{ri} \sigma_{ij}}. \] (3.11)

Here \( r \) is simply some external leg which is different from \( i \). This is a better way of writing the function because \( \sigma_i \) then appears twice in the denominator just like in the other functions in (3.8), making it easier to construct manifestly Möbius invariant quantities.

From the above elements we construct the following permutationally invariant functions to be used when constructing the \( n \)-pt. amplitudes:

\[ W_{i_1 i_2 \ldots i_k} = \sum_{\beta \in S_n} \frac{1}{i_1 i_2 \ldots i_r} w(\beta(1) \ldots \beta(i_1)) w(\beta(i_1 + 1) \ldots \beta(i_1 + i_2)) \ldots w(\beta(i_1 + i_2 \ldots + i_{k-1} + 1) \ldots \beta(n)) \] (3.12)

Here the \( i \)'s are chosen to satisfy:

\[ i_1 \leq i_2 \ldots \leq i_k, \quad i_1 + i_2 \ldots + i_k = n. \] (3.13)

These functions have exactly the right number of momenta: \( W_{111} \), \( W_{112} \) and \( W_3 \) all contain three momentum vectors while \( W_{1111} \), \( W_{112} \), \( W_{22} \), \( W_{13} \) and \( W_4 \) all contain four momentum
vectors. This exactly matches the counting mentioned above. We thus expect that the right integrand will consist of these functions in place of the reduced Pfaffian while the left integrand will remain the color trace over a Parke-Taylor factor just like in Yang-Mills. Indeed this expectation will turn out to be correct.

One should notice that the functions defined in equation (3.12) are not all independent. They can be combined to give the Pfaffian of the matrix $M_n$ which as mentioned before is zero:

$$M_n = \sum_{1 \leq i_1 \leq i_2 \cdots \leq i_k \leq n} (-1)^{n-k} W_{i_1 i_2 \cdots i_k}. \quad (3.14)$$

As a consequence of this one gets that:

$$0 = W_{111} - W_{12} + W_3,$$
$$0 = W_{1111} - W_{112} + W_{13} + W_{22} - W_4,$$
$$0 = W_{11111} - W_{1112} + W_{113} + W_{122} - W_{14} - W_{23} + W_5,$$
$$0 = W_{111111} - W_{11112} + W_{1113} + W_{1122} - W_{114} - W_{123} - W_{222} + W_{15} + W_{24} + W_{33} - W_6. \quad (3.15)$$

Because of these relations there can be different ways of expressing the amplitudes. We will try to write the amplitudes in a way that makes the generalization to $n$-point amplitudes as straightforward as possible.

IV. THE AMPLITUDES

Having described the CHY formalism as well as some functions that will prove useful, we can now turn our attention to the amplitudes of the $(DF)^2$ theory described in section II. We have computed the amplitudes up to 6 points using standard Feynman rules and then subsequently determined which of the previously described functions matched them. The expressions in the CHY formalism were evaluated using the tools developed in [33, 34] (how to apply these tools to double poles has also been dealt with in [35]). We arrive at the following results for the amplitudes:
\[ A_{3}^{(DF)} = 4g \int \frac{d^3 \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_{i=1}^{3} \delta \left( \sum_{j \neq i} p_i \cdot p_j / \sigma_{ij} \right) \sum_{\beta \in S_3/Z_3} \frac{\text{Tr} (T^{a_{\beta(1)}} T^{a_{\beta(2)}} T^{a_{\beta(3)}})}{\sigma_{\beta(1) \beta(2) \beta(3) \beta(1)}} W_{111}, \] \[ A_{4}^{(DF)} = -4g^2 \int \frac{d^4 \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_{i=1}^{4} \delta \left( \sum_{j \neq i} p_i \cdot p_j / \sigma_{ij} \right) \sum_{\beta \in S_4/Z_4} \frac{\text{Tr} (T^{a_{\beta(1)}} T^{a_{\beta(2)}} \cdots T^{a_{\beta(4)}})}{\sigma_{\beta(1) \beta(2) \beta(3) \cdots \beta(4) \beta(1)}} W_{1111}, \] \[ A_{5}^{(DF)} = -4g^3 \int \frac{d^5 \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_{i=1}^{5} \delta \left( \sum_{j \neq i} p_i \cdot p_j / \sigma_{ij} \right) \sum_{\beta \in S_5/Z_5} \frac{\text{Tr} (T^{a_{\beta(1)}} T^{a_{\beta(2)}} \cdots T^{a_{\beta(5)}})}{\sigma_{\beta(1) \beta(2) \beta(3) \cdots \beta(5) \beta(1)}} W_{11111}, \] \[ A_{6}^{(DF)} = -4g^4 \int \frac{d^6 \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_{i=1}^{6} \delta \left( \sum_{j \neq i} p_i \cdot p_j / \sigma_{ij} \right) \sum_{\beta \in S_6/Z_6} \frac{\text{Tr} (T^{a_{\beta(1)}} T^{a_{\beta(2)}} \cdots T^{a_{\beta(6)}})}{\sigma_{\beta(1) \beta(2) \beta(3) \cdots \beta(6) \beta(1)}} W_{111111}. \] \[ A_{n}^{(DF)} = -4ig^{n-2} \int \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_{i=1}^{n} \delta \left( \sum_{j \neq i} p_i \cdot p_j / \sigma_{ij} \right) \sum_{\beta \in S_n/Z_n} \frac{\text{Tr} (T^{a_{\beta(1)}} T^{a_{\beta(2)}} \cdots T^{a_{\beta(n)}})}{\sigma_{\beta(1) \beta(2) \cdots \beta(n) \beta(1)}} W_{11\cdots 1}. \]
in the amplitudes tells us that the new scalars decouple. This property is not manifest in the Feynman rules and only appears after many different terms cancel each other.

In order to support the claim that (4.5) is in fact the correct $n$-point generalization, we are going to check that it has the correct factorization channels. Since we only have a formula for the scattering of $n$ gluon fields and none with the scalars in the theory as external states, we are going to focus on how the amplitude factorizes when a gluon goes on-shell. These are in any case the easiest factorization channels to determine since they provide a double pole when $q^2 \to 0$ as opposed to the scalars which only give a single pole.

A. Factorization

In order to check the factorization channels of (4.5), the external momenta are divided into two groups:

$$ L = \{1, \cdots, n_L\}, \quad R = \{n_L + 1, \cdots, n\}. $$ \hspace{1cm} (4.6)

We then consider the case where the sum of the momenta in each group goes on-shell:

$$ \sum_{i=1}^{n_L} p_i \equiv q_R, \hspace{1cm} (4.7) $$

$$ \sum_{i=n_L+1}^{n} p_i \equiv q_L = -q_R, \hspace{1cm} (4.8) $$

$$ q_R^2 \to 0. \hspace{1cm} (4.9) $$

If (4.5) is the correct $n$-point generalization, the formula should develop a $q_R^{-4}$-pole and the residue of this pole be the product of two lower-point amplitudes of the same form. This will turn out to indeed be the case as can be demonstrated by considering different pieces of the formula individually.

As shown in [2], the trick to study a factorization channel like the one above is to redefine the integration variables:
\[ \sigma_i = \frac{s}{u_i}, \quad \text{for } i \in L, \] (4.10)
\[ \sigma_i = \frac{v_i}{s}, \quad \text{for } i \in R. \] (4.11)

The variables \( u_1, u_2 \) and \( v_n \) will be fixed in order to remove the \( \text{SL}(2, \mathbb{C}) \) symmetry from the amplitude expression. In addition to this, the variable \( v_{n-1} \) will be considered to be fixed in exchange for treating \( s \) as an integration variable. This means that now four \( u, v \) variables are fixed. However one would expect there to be six (three for each amplitude). The last two of the fixed integration variables will be the ones corresponding to the new states arising from letting \( q^2_R \) go on-shell, and in the calculations to come the quantities will factorize into pieces that will look exactly as expected if the \( u \) and \( v \) variables corresponding to the new on-shell states have been set to zero.

The \( s \) integration will be responsible for the pole. When \( q^2_R \) goes to zero, the variable will begin to behave like

\[ s^2 \sim \frac{q^2_R}{\sum_{i \in R} v_n - v_i \sum_{j \in L} 2 p_i \cdot p_j u_j v_i}. \] (4.12)

The order of the pole (or whether there is one) then depends on how many factors of \( s \) come from the different parts of the CHY expression. The individual factors will be dealt with in appendix A. We will only be interested in the dominant terms which will be the ones with the lowest power of \( s \). Below is a summary of the powers of \( s \) for the \((DF)^2\) theory contrasted with ordinary Yang-Mills:

| Factor | \((DF)^2\) | Yang-Mills |
|--------|-------------|------------|
| \( \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \) | \( s^{nL-nR-3} \) | \( s^{nL-nR-3} \) |
| \( \prod_i \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right) \) | \( s^{nL-nR-2} \) | \( s^{nL-nR-2} \) |
| \( \text{Tr}(T^a T^{a_2} \cdots T^{a_n}) \) | \( s^{-nL+nR+2} \) | \( s^{-nL+nR+2} \) |
| \( \text{Pf} M_n \) | \(-\) | \( s^{-nL+nR+2} \) |
| \( \underbrace{W_{11 \cdots 1}}_n \) | \( s^{-nL+nR} \) | \(-\) |
| Total | \( s^{-3} \) | \( s^{-1} \) |
We see that the \((DF)^2\) theory has an extra factor of \(s^{-2}\) compared to Yang-Mills, which is to be expected since this theory has double poles while Yang-Mills only has single poles. In the \(q_R^2 \to 0\) limit, the amplitude of the \((DF)^2\) theory then become proportional to

\[
\int ds \frac{1}{s^3} \delta \left( \sum_{i \in R} \frac{v_n - v_i}{v_n} \sum_{j \in L} \frac{2p_i \cdot p_j}{u_j v_i} s^2 - q_R^2 \right) = \frac{\sum_{i \in R} \frac{v_n - v_i}{v_n} \sum_{j \in L} \frac{p_i \cdot p_j}{u_j v_i}}{q_R^4}.
\]

(4.13)

The numerator can be understood as the product of the \(w(i)\)-functions for the new on-shell state. We therefore introduce polarization vectors for the intermediate state that has gone on-shell:

\[
\epsilon_{qL} \cdot q_L = 0, \quad (4.14)
\]

\[
\epsilon_{qR} \cdot q_R = 0, \quad (4.15)
\]

\[
\sum_{+/-} \epsilon^{\mu}_{qL} \epsilon^{\nu}_{qR} = -2\eta^{\mu\nu} + \cdots. \quad (4.16)
\]

Here \(\cdots\) indicate terms proportional to \(q^\mu_L\) or \(q^\nu_R\). These terms vanish as each lower point amplitude is gauge-invariant. Equation (4.13) can then be written as:

\[
\int ds \frac{1}{s^3} \delta \left( \sum_{i \in R} \frac{v_n - v_i}{v_n} \sum_{j \in L} \frac{2p_i \cdot p_j}{u_j v_i} s^2 - q_R^2 \right) = \sum_{+/-} \frac{\epsilon_{qR} \cdot p_i (v_n - v_i)}{v_i v_n} \sum_{j \in L} \frac{\epsilon_{qL} \cdot p_j}{u_j}.
\]

(4.17)

The numerator is equivalent to two \(w(i)\)-functions with the \(u\) and \(v\) variables corresponding to the new on-shell state both having been fixed to 0.

The remaining details can be found in appendix A. Putting them all together, one arrives at the conclusion that (4.5) does indeed satisfy the correct factorization properties:

\[
A_n^{(DF)^2}(L, R) \bigg|_{q_R^2 \to 0} = \sum_{+/-} A_{n_L}^{(DF)^2}(L, q_L^{a_L}) \frac{-i\delta^{a_L}a_R}{q_R^4} A_{n-R_L}^{(DF)^2}(q_R^{a_R}, R).
\]

(4.18)

As a final comment about factorization, let us focus on some terms that do not play a role in (4.18), but are nonetheless interesting. They are some of the sub-leading terms from the color part of the CHY formula. The only terms that contribute to (4.18) are those where the
color generators in the trace separate nicely into one product of generators for the $L$ set and one product of generators for the $R$ set. As a shorthand, we could denote these as the Tr($LR$)-terms. However, one could also consider the Tr($LRLR$)-terms. Such terms do not generate a pole in Yang-Mills theory as they correspond to having an intermediate state which is not in the adjoint representation of the gauge group. However they do generate a simple pole in the $(DF)^2$ theory, which is to be expected since this theory does in fact contain particles that are not in the adjoint representation, the scalars.

To conclude, this section showed that (4.5) factorizes into two amplitudes of the same form when a $1/q^4$ propagator was put on-shell. It also showed that the expression for the amplitude requires that the theory contain particles that are in a different representation of the gauge group than the adjoint. Both these observations support the claim that (4.5) is in fact the correct $n$-point amplitude for the $(DF)^2$ theory.

**B. Conformal gravity amplitudes**

Conformal gravity can be found through combining the $(DF)^2$ theory described in section [II] with standard super Yang-Mills in the KLT relations [8]. In the CHY formalism, one can simply replace the color factor in (4.5) with the reduced Pfaffian from Yang-Mills:

$$A_{CG}^n = \int \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_i \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right) W_1 \cdots W_n \text{Pf}^\prime M_n$$

This should be the $D$-dimensional formula for conformal gravity (up to some overall constant). As a simple check for this formula let us point out that using the factorization properties of the reduced Pfaffian:

$$\text{Pf}^\prime M_n \sim s^{n_R-n_L+2} \left( \prod_{i=1}^{n_L} a_i^2 \right) \text{Pf}^\prime M_L \text{Pf}^\prime M_R,$$

it is straightforward to show that the formula factorizes correctly.

Another simple check is to focus on the 4-dimensional MHV amplitudes. It is believed that in this case, there is only one relevant solution to the scattering equations [36–38]. It can be written in terms of spinors as follows:
\[ \sigma_i = \frac{\langle i1 \rangle \langle 2\chi \rangle}{\langle i\chi \rangle \langle 21 \rangle}. \]  

(4.21)

Here \( |\chi\rangle \) is an arbitrary spinor not collinear with \( |1\rangle \) or \( |2\rangle \). This solution was proven to give the correct \( n \)-point MHV amplitude for Yang-Mills theory and Einstein gravity in [39] where it was also shown that, at least up to 9-point, the other solutions to the scattering equations make the reduced Pfaffian vanish. Compared to those two theories, the only new element in (4.19) is the function \( W_{11\ldots1} \) which, on this particular solution to the scattering equations and assuming that particles 1 and 2 are the only negative helicity gluons, can be written as:

\[ W_{11\ldots1} = \left( \frac{\langle 21 \rangle}{\langle 1\chi \rangle \langle 2\chi \rangle} \right)^n \left( \prod_{i=1}^{n} \langle i\chi \rangle^2 \right) \left( \prod_{j=3}^{n} \sum_{k \neq j}^{n} \frac{\langle jk \rangle \langle k\eta \rangle^2}{\langle jk \rangle \langle j\eta \rangle^2} \right), \]  

(4.22)

where \( |\eta\rangle \) is another arbitrary spinor not necessarily identical to \( |\chi\rangle \).

By combining (4.22) with results from the previously mentioned papers, one easily arrives at the following results for the scattering of gravitons among themselves and scattering between gravitons and scalars:

\[ A_{CG}^n(1{-}2{-}3^+ \ldots n^+) = \langle 12 \rangle^4 \left( \prod_{j=3}^{n} \sum_{k \neq j}^{n} \frac{\langle jk \rangle \langle k\eta \rangle^2}{\langle jk \rangle \langle j\eta \rangle^2} \right), \]  

\[ A_{CG}^n(1{-}2^\varphi 3^+ \ldots n^+) = \langle 12 \rangle^4 \left( \prod_{j=2}^{n} \sum_{k \neq j}^{n} \frac{\langle jk \rangle \langle k\eta \rangle^2}{\langle jk \rangle \langle j\eta \rangle^2} \right), \]  

\[ A_{CG}^n(1^\varphi 2^\varphi 3^+ \ldots n^+) = \langle 12 \rangle^4 \left( \prod_{j=1}^{n} \sum_{k \neq j}^{n} \frac{\langle jk \rangle \langle k\eta \rangle^2}{\langle jk \rangle \langle j\eta \rangle^2} \right). \]  

(4.23)

These amplitudes exactly match the expression found by Berkovits and Witten [9], and thus we see that (4.19) can in fact be seen as a \( D \)-dimensional generalization of the Berkovits-Witten formula.

As a side note let us point out that this way of simplifying the CHY formulation in 4-dimensional MHV case will not work for the \((DF)^2\) theory. This is due to the fact that the function \( W_{11\ldots1} \) is just a product of functions for each individual on-shell leg (the \( w_{(i)} \)'s from equation (3.10)), which means that for the function to be zero, one of these functions will have
to be zero. These functions only depend on the helicity of the given external leg and not on all the other helicities. So if we imagine that a given solution to the scattering equations does not contribute to the all plus amplitudes because it sets $w_1$ to 0, then all other amplitudes where the helicity of particle 1 is positive will also not get contributions from this solution to the scattering equations.

We should also note that of supersymmetrizing (4.19) is essentially the same as the problem for Yang-Mills theory since the supersymmetry in the $R^2$ theory derives from this theory (see equation (2.16)). If it is possible to construct a simple CHY-formulation for the amplitudes of $\mathcal{N} = 4$ super Yang-Mills, it should therefore be straightforward to construct a supersymmetric version of equation (4.19) as well.

V. AMBITWISTOR INTERPRETATION

The fact that the amplitudes of conformal gravity and the $(DF)^2$ theory can be written as CHY formulae suggests that there should be ambitwistor string theories corresponding to them. In this section we will briefly review ambitwistor string theory and show which specific choices of the worldsheet action lead to the amplitudes given in equations (4.5) and (4.19).

A. Review

The ambitwistor string theories can be thought of as chiral worldsheet models describing the interactions of massless states. In the simplest example, bosonic strings, the action is given by

$$S_B = \frac{1}{2\pi} \int d^2\sigma \left( P_\mu \partial \bar{X}^\mu - \frac{1}{2} e P^2 \right),$$

where $X^\mu$ ($\mu = 0$ to $D - 1$) denotes the string coordinates in the $D$-dimensional target space, $P_\mu$ are their conjugate momenta and $e$ is a Lagrange multiplier enforcing the constraint $P^2 = 0$.

Because of this first-class constraint, the model is invariant under the following local symmetry, in addition to reparameterization invariance:

$$\delta X^\mu = \alpha P^\mu, \quad \delta P_\mu = 0, \quad \delta e = \bar{\partial} \alpha,$$

$$\delta \alpha = \frac{1}{2} \partial P^\mu \bar{\partial} \bar{X}^\mu \partial P^\mu.$$
for some transformation parameter $\alpha$. One can use this symmetry to gauge-fix $e = 0$, and then the standard BRST procedure yields the gauge-fixed action

$$S_B^* = \frac{1}{2\pi} \int d^2 \sigma \left( P_\mu \bar{\partial} X^\mu + b \bar{\partial} c + \tilde{b} \bar{\partial} \tilde{c} \right),$$

(5.3)

together with the BRST charge

$$Q = \frac{1}{2\pi} \oint d\sigma \left( cT - bc \bar{\partial} c + \frac{1}{2} \tilde{c} P^2 \right),$$

(5.4)

where $T$ is the complete energy-momentum tensor (matter + ghosts), $(b, c)$ are the usual (anti)ghosts of string theory and $(\tilde{b}, \tilde{c})$ are the (anti)ghosts corresponding to the extra gauge symmetry.

Physical states correspond to vertex operators in the cohomology of $Q$, which in this case contains only

$$V = c\tilde{c} P_\mu P_\nu \epsilon^{\mu\nu} e^{ip \cdot X}$$

(5.5)

and its integrated version

$$U = \int d^2 \sigma \delta(p \cdot P) P_\mu P_\nu \epsilon^{\mu\nu} e^{ip \cdot X}.$$  

(5.6)

BRST-closedness requires $p^2 = p_\mu \epsilon^{\mu\nu} = 0$, while the analysis of BRST-exact states implies the gauge transformation $\delta \epsilon^{\mu\nu} = p^{(\mu} \epsilon^{\nu)}$ for some parameter $\epsilon^\mu$ such that $p_\mu \epsilon^\mu = 0$. Thus, these operators correspond to an on-shell graviton.

However, if one computes the correlation function containing three unintegrated vertex operators, the result does not agree with the expected three-point amplitude coming from Einstein gravity. In fact, it is of order six in the momenta. In [4], the authors could not interpret the result in terms of any known theory of gravity, although they mention that it could be related to a (Weyl)$^3$ vertex. The tree-level $n$-point function is given by

$$\mathcal{A}_n = \int \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_i \delta(p^{(i)} \cdot P(\sigma_i)) \prod_{j=1}^n \epsilon^{\mu\nu}_{(j)} P_\mu(\sigma_j) P_\nu(\sigma_j),$$

(5.7)

with $P_\mu$ constrained to take its value as $P_\mu(\sigma) = \sum_{i=1}^n p^{(i)}_\mu/(\sigma - \sigma_i)$. Note that, using the language introduced in section 3, this amplitude can be cast as

$$\mathcal{A}_n = \int \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_i \delta(p^{(i)} \cdot P(\sigma_i)) \left(W_{1 \ldots n} \right)^2,$$

(5.8)

$^2$ In this paper we consider only plane-wave states, even though higher-derivative theories typically contain other types of states such as those of the form $A \cdot X e^{ip \cdot X}$. 

21
and the appearance of the $W_{11\cdots 1}$ function squared indicates that this theory will be the result of squaring the $(DF)^2$ theory via the double copy.

This purely bosonic model can be generalized in many different ways. To do so, the standard procedure consists of adding two other terms to the action (5.1), $S_L$ and $S_R$, which ultimately correspond to the left and right integrands in CHY formulae (cf. (3.1)).

In perhaps the most successful example, both $S_L$ and $S_R$ are RNS-like fermion systems, with the important difference that in the ambitwistor case all worldsheet fields are left-moving (holomorphic). The complete action is given by:

$$S_B + S_L + S_R = \frac{1}{2\pi} \int d^2 \sigma \left( P_\mu \tilde{\partial} X^\mu - \frac{1}{2} e P^2 + \frac{1}{2} \sum_{r=1,2} (\Psi_{r\mu} \tilde{\partial} \Psi^\mu_r - 2 \chi_r P_\mu \Psi^\mu_r) \right),$$

(5.9)

where $\Psi^\mu_1, \Psi^\mu_2$ are the worldsheet fermions and $\chi_1, \chi_2$ are fermionic Lagrange multipliers for the fermionic constraints $P \cdot \Psi_1, P \cdot \Psi_2$.

Gauge-fixing the Lagrange multipliers to zero via the BRST procedure, one ends up with the usual RNS-like bosonic (anti)ghosts $(\beta_1, \gamma_1)$ and $(\beta_2, \gamma_2)$, in addition to the same (anti)ghosts as before. The BRST charge is now given by

$$Q_{(\Psi_1, \Psi_2)} = \frac{1}{2\pi i} \oint d\sigma \left( c T - bc \partial c + \frac{1}{2} \tilde{c} P^2 + \sum_r (\gamma_r \Psi_r \cdot P + \tilde{b} \gamma_r \gamma_r) \right)$$

(5.10)

and its cohomology contains the vertex operator

$$V^{(1)}_{(\Psi_1, \Psi_2)} = c \tilde{c} e^{ip \cdot X} \prod_r \delta(\gamma_r) \Psi_r \cdot \epsilon_r,$$

(5.11)

together with corresponding picture-number-zero or integrated versions, where $\epsilon^\mu_1, \epsilon_2^\nu$ combine to form the graviton, Kalb–Ramond and dilaton polarizations. One can show that the tree-level $n$-point correlation function of these vertex operators gives rise to the CHY formula (3.6) when restricted to gravitons.

Another possibility for $(S_L, S_R)$ is to replace one of the fermionic systems of the previous model with an action for a generic current algebra, $S_C$. Then one can define the currents $J_I$ satisfying the OPE

$$J_I(\sigma_1) J_J(\sigma_2) \sim \frac{\ell}{(\sigma_1 - \sigma_2)^2} \delta_{IJ} + \frac{1}{\sigma_1 - \sigma_2} f_{IJ}^K J_K(\sigma_2),$$

(5.12)
where $\ell$ is the so-called level of the algebra and $f_{IJ}^K$ are the structure constants of the gauge group. The BRST charge of this model has the same form as (5.10), with the obvious differences that now the sum over $r$ comprises only one term and the energy-momentum tensor is the one corresponding to the new gauge-fixed action.

This theory is reminiscent of the usual heterotic string theory, and its spectrum also contains two sectors: the gauge one and the gravity one. However, the latter does not correspond to the usual Neveu–Schwarz sector of heterotic strings, and in particular it contains a 3-form potential whose interpretation was unclear in the original work by Mason and Skinner. In the gauge sector, the following vertex operator belongs to the cohomology of $Q$:

$$V_{(-1)}^{(\Psi, J)} = c^T \delta(\gamma) \Psi \cdot \epsilon J^I T^I e^{i\mu X},$$

where $T^I$ denotes the generators of the gauge group. BRST invariance imposes $p^2 = p \cdot \epsilon = 0$, and the vertex operator is BRST-trivial if $\epsilon_\mu \propto p_\mu$. Therefore, it describes an on-shell gluon.

When restricted to single-trace contributions, the tree-level $n$-point correlation function involving (5.13) (and the other versions of this vertex operator, as appropriate) is equal to the CHY formula (3.3) for gluons.

**B. $(S_L, 0)$-models**

From the review in the previous subsection, it should be clear that there is a correspondence between the choice of $(S_L, S_R)$, the vertex operators and the correlation functions of a given ambitwistor string. We summarize the results presented so far in the following table.

| $S_{L/R}$ | Vertex | $I_{L/R}$ |
|-----------|--------|-----------|
| 0         | $\epsilon \cdot P$ | $W_{11\cdots 1}$ |
| $\Psi$    | $\delta(\gamma) \epsilon \cdot \Psi$ | $\text{Pf}(M_n)$ |
| $J$       | $T^I J_I$ | color factor |

In the above, 0 signifies that $S_L$ or $S_R$ are absent from the model, e.g. $(0, 0)$ represents the bosonic ambitwistor string. Moreover, “Vertex” denotes the contribution to the simplest vertex operator and $I_{L/R}$ the two different parts of the integrand in the CHY formulation of amplitudes.
(cf. (3.1)). More precisely, the (single-trace) tree-level $n$-point correlation function of any $(S_L, S_R)$-model gives rise to a CHY formula containing $I_L$ and $I_R$.

Thus, by comparing with (4.5), we see that the CHY formula for the $(DF)^2$-theory can be obtained via the ambitwistor model $(J, 0)$, while a comparison with (4.19) leads to the conclusion that the CHY formula for conformal supergravity can be obtained through the model $(\Psi, 0)$.

Since, to the best of our knowledge, models of the type $(S_L, 0)$ have not yet been explored in the literature, it is worth to discuss them in a bit more detail. In the $(J, 0)$ case, the action is given by

$$S_{(J,0)} = \frac{1}{2\pi} \int d^2\sigma \left( P_\mu \partial X^\mu - \frac{1}{2} \epsilon P^2 + \mathcal{L}_C \right),$$

(5.14)

where $\mathcal{L}_C$ is the Lagrangian corresponding to a generic current algebra. The gauge-fixing procedure is almost identical to the one for the bosonic case, and we are left with the BRST-charge

$$Q_{(J,0)} = \frac{1}{2\pi i} \oint d\sigma \left( c T - bc \partial c + \frac{1}{2} \tilde{c} P^2 \right),$$

(5.15)

which looks exactly the same as (5.4), but now $T$ includes the energy-momentum tensor $T_C$ corresponding to $\mathcal{L}_C$. Accordingly, the central charge receives a contribution $c_C$ from the gauge sector, and is given by $c_{(J,0)} = 2(D - 26) + c_C$. Thus, one can make $c_{(J,0)}$ vanish in a given number of dimensions by choosing the current algebra appropriately. However, we need not concern ourselves much about this since we only work at tree level.

The cohomology of $Q_{(J,0)}$ contains the vertex operator

$$V_{(J,0)} = \tilde{c} c P \cdot \epsilon e^{ip \cdot X} J_I T^I,$$

(5.16)

together with its integrated version — which as usual amounts to replacing the ghosts with $\int d^2\sigma \delta(p \cdot P)$. This expression is BRST-invariant if and only if $p^2 = p \cdot \epsilon = 0$, and $\epsilon^\mu \propto p^\mu$ renders it BRST-trivial, hence it corresponds to an on-shell gluon. It is easy to see that the tree-level $n$-point correlation function computed with these operators gives rise to (4.5).

Note that the cohomology also contains gravity states, a feature common to all known ambitwistor string theories. In this case, the graviton vertex operators are identical to the ones in the bosonic model, given in (5.5) and (5.6), and thus the 3-point amplitude exhibits the same (Weyl)$^3$ behavior. As anticipated in the introduction, it is a general property of $(S_L, 0)$-models that the states and tree-level amplitudes obtainable from one such model can also be
obtained from an \((S_L, J)\)-model, and the appearance of gravity states in the \((0, J)\)-model is just a consequence of that. By the same token, the \((J, 0)\)-model can be identified with a sector of the more general \((J, \tilde{J})\)-model, which contains bi-adjoint scalars transforming under two potentially different gauge groups. It is remarkable that the ambitwistor framework allows such a truncation, i.e. that some sectors can be treated as theories on their own. We will encounter another example of that in the following.

Let us now discuss the \((\Psi, 0)\) ambitwistor string, which gives rise to the tree-level \(n\)-point amplitude in \((4.19)\). The action of the model is given by

\[
S_{(\Psi, 0)} = \frac{1}{2\pi} \int d^2\sigma \left( P_\mu \bar{\partial}X^\mu - \frac{1}{2} e P^2 + \frac{1}{2} \Psi_\mu \bar{\partial}\Psi^\mu - \chi P_\mu \Psi^\mu \right). \tag{5.17}
\]

After gauge-fixing \(e = \chi = 0\), one gets the BRST charge

\[
Q_{(\Psi, 0)} = \frac{1}{2\pi i} \oint d\sigma \left( cT - b c c + \frac{1}{2} \tilde{c} P^2 + \gamma \Psi^\mu P_\mu + \tilde{b} \gamma^2 \right), \tag{5.18}
\]

whose cohomology contains the vertex operator

\[
V^{(-1)}_{(\Psi, 0)} = c\tilde{c} \delta(\gamma) \epsilon_1^\mu \epsilon_2^\nu \Psi_\mu \Psi_\nu e^{ip\cdot X}, \tag{5.19}
\]

together with corresponding picture-number-zero or integrated versions, where \(\epsilon_1^\mu, \epsilon_2^\nu\) combine to form the graviton, Kalb–Ramond and dilaton polarizations. Restricting to gravitons, one can show that the tree-level \(n\)-point correlation function of these vertex operators gives rise to the CHY formula \((4.19)\). However, since the central charge is computed to give \(c_{(\Psi, 0)} = \frac{5}{2}D - 41\), it is not possible to make sense of this model beyond tree level, in any (integer) number of dimensions.

Note that, at tree level, this model is equivalent to the gravity sector of the heterotic ambitwistor string, given by \((\Psi, J)\). Indeed, the current-algebra part of the heterotic model is inert in the gravity sector, which implies that the cohomology and correlation functions are the same as those in the \((\Psi, 0)\) model. In particular, the \((\Psi, 0)\) model also contains the unexpected (from the Einstein-gravity point of view) massless 3-form first encountered in \([4]\), whose picture-number \(-1\) vertex operator is given by

\[
V_{3\text{-form}}^{(-1)} = c\tilde{c} \delta(\gamma) A_{\mu\nu\rho} \Psi^\mu \Psi^\nu \Psi^\rho e^{ip\cdot X}, \tag{5.20}
\]
with \( p^\mu A_{\mu\nu\rho} = 0 \). Therefore, we conclude that the gravity sector of the heterotic ambitwistor string describes conformal supergravity, and it is then natural to interpret that theory as a generalization of Witten’s twistor string theory. We will come back to this point shortly.

Finally, we would like to discuss the more exotic case of the \( (\Psi_1, \Psi_2, 0) \) ambitwistor string. This is reminiscent of the \( (\Psi_1, \Psi_2) \) model, and indeed the action and BRST operator are the same as \( (5.9) \) and \( (5.10) \), respectively. Hence, one would naively think that the spectrum and correlation functions of the two models are identical.

However, putting both fermion systems on the same side of the model translates into having weaker GSO-like conditions. To make this point clearer, consider the following state:

\[
\psi_{((\Psi_1, \Psi_2), 0)} = \tilde{c} \delta(\gamma_1) \delta(\gamma_2) \epsilon \cdot P e^{ip \cdot X}. \tag{5.21}
\]

For \( p^2 = p \cdot \epsilon = 0 \), this state is BRST-invariant, and \( \epsilon^\mu \propto p^\mu \) renders it trivial, as usual. In the \( (\Psi_1, \Psi_2) \) model, this state is projected out of the physical spectrum, since in that case one requires physical states to have an even number of \( \{\gamma_1, \Psi_1\} \) and an even number of \( \{\gamma_2, \Psi_2\} \) — cf. \( (5.11) \), for example. In the \( (\Psi_1, \Psi_2, 0) \) model, the GSO-like projection requires that the number of \( \{\gamma_1, \gamma_2, \Psi_1, \Psi_2\} \) be even, and thus both \( (5.11) \) and \( (5.21) \) are considered physical. Since there is no current algebra in this particular model, the state in \( (5.21) \) corresponds to a U(1)-field, i.e. a photon.

One can show that the tree-level \( n \)-point correlation function of these photon states gives

\[
\mathcal{A}_n = \int \frac{d^n\sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_i \delta(p^{(i)} \cdot P(\sigma_i)) W_{11} \cdots 1 \left( \text{Pf}'(M_{A,n}) \right)^2, \tag{5.22}
\]

where \( M_{A,n} \) is an \( n \) by \( n \) matrix identical to one of the submatrices of the bigger matrix \( M_n \) defined in \( (5.5) \). From this discussion, it is evident that one more row can be added to the table above:

| \( S_{L/R} \) | Vertex | \( I_{L/R} \) |
|----------------|--------|--------------|
| \( (\Psi_1, \Psi_2) \) | \( \delta(\gamma_1) \delta(\gamma_2) \) | \( \left( \text{Pf}'(M_{A,n}) \right)^2 \) |

Let us now consider the amplitude in \( (5.22) \) from the quantum field theory point of view. It
arises from combining the \((DF)^2\) theory with the non-linear sigma model in the KLT relations.\(^3\)

By inspecting the amplitude, we find that up to four points the simplest Lagrangian for this theory is given by:

\[
\frac{1}{\sqrt{-g}} L = \frac{1}{2\kappa^2} R + \frac{1}{4} (\nabla_\mu F_{\nu\rho})(\nabla^\mu F^{\nu\rho}) + \frac{1}{8} R F_{\mu
u} F^{\mu
u} - \frac{1}{6} \kappa^2 (\nabla_\mu F_{\sigma\lambda}) (\nabla^\sigma F^{\mu\nu}) F_{\nu\rho} F^{\rho\lambda} + \frac{1}{48} \kappa^2 (\nabla_\mu F^{\nu\rho}) (\nabla_\nu F^{\sigma\lambda}) F_{\sigma\lambda} F^{\rho\nu} + \cdots. \tag{5.23}
\]

We will refer to this theory as the \((DF)^2\)-photon theory. Note that the ordinary Einstein gravity appears as part of this Lagrangian and that the coupling constant for its self-interaction is the same as for its interaction with the gravitons. From the ambitwistor string theory point of view, the appearance of Einstein gravity is fairly obvious since both the vertices (5.11) and (5.21) are allowed in the \(((\Psi_1, \Psi_2), 0)\) model. From the quantum field theory perspective, it is less clear how the product of the \((DF)^2\) theory and the non-linear sigma model can give rise to a spin-2 field. Nonetheless, the \((DF)^2\)-photon is bound to interact with regular Einstein gravity, as can be seen by the following factorization argument.

Consider an amplitude of \(2n\) \((DF)^2\)-photons, group the photons into \(n\) pairs and take the limit where the propagator for each pair goes on-shell. In this scenario, the amplitude in (5.22) behaves in the following way:

\[
\left( \prod_{i \in \{1,3,\ldots,2n-1\}} \lim_{p_i \cdot p_{i+1} \to 0} p_i \cdot p_{i+1} \right) A_{2n}^{(DF)^2-\text{photon}} \propto \int \frac{d^n \sigma}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_i \delta^\prime \left( \sum_j p_i \cdot p_j \right) \det^\prime (\widetilde{M}_{A,2n}),
\]

where the matrix \(\widetilde{M}_{A,2n}\) can be written in the following form (where \(i\) and \(j\) only run over the odd numbers):

\[
\widetilde{M}_{A,2n}^{i,j} = \begin{cases} 
\frac{(p_i+p_{i+1})^2}{\sigma_{ij}} & \text{for } i \neq j, \\
0 & \text{for } i = j,
\end{cases}
\]

\[
\widetilde{M}_{A,2n}^{i+n,j+n} = \begin{cases} 
\frac{p_i \cdot p_{i+1}}{\sigma_{ij}} & \text{for } i \neq j, \\
0 & \text{for } i = j,
\end{cases}
\]

\[
\tilde{M}_{A,2n}^{i+n,j} = \begin{cases} 
\frac{p_i \cdot (p_{i} + p_{i+1})}{\sigma_{ij}} & \text{for } i \neq j, \\
-\sum_{j \neq i} \frac{p_i \cdot (p_{i} + p_{i+1})}{\sigma_{ij}} & \text{for } i = j,
\end{cases}
\]

\[
\tilde{M}_{A,2n}^{i,j+n} = \begin{cases} 
\frac{p_i \cdot (p_{i} + p_{i+1})}{\sigma_{ij}} & \text{for } i \neq j, \\
-\sum_{i \neq j} \frac{p_i \cdot (p_{i} + p_{i+1})}{\sigma_{ij}} & \text{for } i = j.
\end{cases}
\]

\(^3\) The non-linear sigma model corresponds to the \(((\Psi_1, \Psi_2), J)\) ambitwistor string, as can be seen from the table displayed in the introduction.
By comparing with the formula for Einstein gravity (3.6), one sees that this is the amplitude of $n$ gravitons with momenta $p_i + p_{i+1}$ where the polarization vectors have been replaced by $p_i^{(\mu, \nu)} p_{i+1}^{(\mu, \nu)}$. This makes it clear also from the quantum field theory perspective that the $(DF)^2$ photon couples to Einstein gravity.

C. Connection to Witten’s twistor string

Even though we only discuss bosonic states in this paper, it should be said that the spectrum of the $(\Psi, J)$ ambitwistor string theory also contains fermions and is in fact supersymmetric — see [40] for a description in the pure-spinor context. In ten dimensions, the gauge sector corresponds to SYM, while the gravity sector must be equivalent to the $R^2$ conformal supergravity studied by de Roo in [41] — see also [42] —, since the action presented in that paper is supposed to be unique.

From our point of view, it is then natural to interpret this theory as a $D$-dimensional generalization of Witten’s twistor string theory [10]. In four dimensions, the gauge sector describes $\mathcal{N} = 4$ SYM, while the gravity sector reduces to the conformal supergravity sector analyzed by Berkovits and Witten [9]. Indeed, the CHY formula (4.19) can be obtained from the gravity sector of this ambitwistor theory. Note also that a massless 3-form has no propagating degrees of freedom in four dimensions. In summary, we have the following table of approaches to the same theory:

| Double-copy | Ambitwistor | in $D = 4$ |
|-------------|-------------|------------|
| $(DF)^2 \otimes$ SYM | $(\Psi, 0)$ | Berkovits–Witten sector |
| $((DF)^2 + \phi^3) \otimes$ SYM | $(\Psi, J)$ | Witten’s twistor string |

where $\phi^3$ stands for the bi-adjoint scalar theory, whose amplitudes can be obtained in the CHY representation through the $(J, \bar{J})$ ambitwistor string. It would be very interesting to obtain a more direct relation between the heterotic ambitwistor string and the twistor string studied by Berkovits and Witten, for example at the level of vertex operators. We plan to address this question in future work.
VI. CONCLUSIONS

In this paper, we introduced three new, elegant CHY-type formulae and provided an ambitwistor string interpretation for each of them. The string actions are all of the type \((S_L, 0)\) so, together with the bosonic ambitwistor string, they form an entire new row/column in the matrix of possible ambitwistor models.

First we considered the \((DF)^2\) theory introduced in \cite{6}. The CHY formulation of this theory is simple and exposes a property of the amplitudes that is far from obvious from the Feynman diagram perspective, namely the absence of \(\varepsilon_i \cdot \varepsilon_j\) terms.

The second theory we considered was an \(R^2\) theory of gravity which in \(D = 4\) becomes conformal gravity. Our work can therefore be seen as a \(D\)-dimensional generalization of the paper \cite{9} by Berkovits and Witten, and our CHY formulation of the amplitudes does in fact reduce to their result in the appropriate limit.

Finally, we looked at the \((DF)^2\)-photon theory. This theory arose naturally from our studies of the previous two theories. An interesting feature of this theory is that the photon couples to regular Einstein gravity. This may seem surprising since the theory can be described using the KLT relations as the product of the non-linear sigma model and the previously mentioned \((DF)^2\) theory. Simplistically one would expect to get at most spin-1 fields running around in such a theory since the non-linear sigma model contains only scalars and the \((DF)^2\) theory consists of scalars and gluons. This expectation is however wrong and, as demonstrated in section \(\text{V}\), one can in fact get an \(n\)-point Einstein gravity amplitude from the appropriate limit of an amplitude of \(2n\) \((DF)^2\)-photons. It will be interesting to study this theory further and try to understand this in detail. Central to this surprising fact are certainly the scalars in the \((DF)^2\) theory and their unusual color structure.

The role of the scalars is in general interesting, if somewhat mysterious. They are essential for the \((DF)^2\) theory to satisfy the color-kinematics duality, but their strange color structure leads to non-planar diagrams making contributions to tree-level amplitudes. For instance this means that in the four-point amplitudes, the numerator \(n_s\) could get a term proportional \(1/u\) (terms like this can of course be removed through redefinitions of the numerators, but only in exchange for similarly weird terms in the other numerators). This in turn makes the interpretation of the function of the fields in the double copy a bit hazy, because it means that an internal graviton
carrying momentum $p_1 + p_2$ somehow is the product of a gluon with the same momentum and a scalar carrying momentum $p_1 + p_3$. Perhaps a closer look at the amplitudes of the scalars will provide some answers. It should be fairly straightforward to get some of the amplitudes from the $\text{Tr}(LRLR)$-terms arising in the factorization limit as described towards the end of section IV A.
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Appendix A: Factorization Details

In this appendix we will give some of the details to the factorization calculation done in section IV A. We begin with the delta functions:

$$\prod_i \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right) \equiv \sigma_{kl} \sigma_{lm} \sigma_{mk} \prod_{i \neq k, l, m} \delta \left( \sum_{j \neq i} \frac{p_i \cdot p_j}{\sigma_{ij}} \right). \quad (A1)$$

As mentioned in section III, the prime indicates that three delta functions have been removed and replaced by a product of differences between the $\sigma$'s corresponding to the removed delta functions. We choose to remove the delta functions corresponding to the three fixed $\sigma$'s (though strictly speaking one could have made a different choice). The product of differences then becomes:

$$(\sigma_1 - \sigma_2)(\sigma_2 - \sigma_n)(\sigma_n - \sigma_1) = \frac{(u_1 - u_2)(s^2 - v_n u_2)(s^2 - v_n u_1)}{u_1^2 u_2^2 s}. \quad (A2)$$

Now we turn to the delta functions. Notice that one of the delta functions for the particles in the $R$ is used to impose the behaviour of $s$ i.e. it becomes the delta function in equation...
To see how this comes about, just consider the scattering equations for the particles in the \( R \) set:

\[
\sum_{i=1}^{n} \frac{p_i \cdot p_j}{\sigma_i - \sigma_j} = s \sum_{i \in R} \frac{p_i \cdot p_j}{v_i - v_j} + s^3 \sum_{j \in L} \frac{p_i \cdot p_j}{v_i u_j (v_i - \frac{s^2}{u_j})}.
\]

If we multiply this \( v_i(v_n - v_i)/sv_n \) and sum over all of the particles belonging to \( R \), this becomes:

\[
\sum_{i \in R} \sum_{j=1}^{n} \frac{p_i \cdot p_j}{\sigma_{ij}} = -\frac{1}{2} q_R^2 + s^2 \sum_{i \in R} \frac{v_n - v_i}{v_n} \sum_{j \in L} \frac{p_i \cdot p_j}{v_i u_j (v_i - \frac{s^2}{u_j})}.
\]

This is what imposes the behaviour of \( s \) in (4.12). In total the delta functions for the \( R \) set becomes:

\[
\prod_{i \in R/\{n\}} \delta \left( \sum_{k=1}^{n} \frac{p_i \cdot p_k}{\sigma_{ij}} \right) = 2v_{n-1}(v_n - v_{n-1})v_n s^{1-n_R} \delta \left( \sum_{i \in R} \frac{v_n - v_i}{v_n} \sum_{j \in L} \frac{2p_i \cdot p_j}{u_j v_i} s^2 - q_R^2 \right) \tag{A3}
\]

\[
\prod_{i \in R/\{n-1,n\}} \delta \left( \sum_{j \in R} \frac{p_i \cdot p_j}{v_i - v_j} + \frac{2p_i \cdot q_R}{v_i} + O(s^3) \right),
\]

The delta functions for the particles in the \( L \) set has a straightforward under the shift and become:

\[
\prod_{i \in L/\{1,2\}} \delta \left( \sum_{j=1}^{n_L} \frac{p_i \cdot p_j}{\sigma_{ij}} \right) = s^{n_L-2} \prod_{i \in L/\{1,2\}} \delta \left( -u_i^2 \left( \sum_{j \in L} \frac{p_i \cdot p_j}{u_i - u_j} + \frac{p_i \cdot q_L}{u_i} \right) + O(s^2) \right) \tag{A4}
\]

Putting the factors of \( s \) together from (A2), (A3) and (A4), we get that the dominant behaviour will be \( s^{n_L - n_R - 2} \) as in the table on page 16.

The integration measure behaves as follows under the change of variables:

\[
\frac{1}{\text{vol}[\text{SL}(2, \mathbb{C})]} \prod_{i=1}^{n} d\sigma_i = (-1)^{n_L} \left( \prod_{i=3}^{n_L} du_i \right) \left( \prod_{j=n_L+1}^{n-2} dv_i \right) ds s^{n_L - n_R - 3} \tag{A5}
\]

\[
2(u_1 - u_2)(v_{n-1} - v_n)(-s^4 + u_1 u_2 v_{n-1} v_n) \frac{v_{n-1} \prod_{i=1}^{n_L} u_i^2}{v_{n-1} \prod_{i=1}^{n_L} u_i^2},
\]
Let us now proceed to the color part of the formula:

\[ \sum_{\beta \in S_n/\sigma_n} \frac{\text{Tr} \left( T^{a_\beta(1)} T^{a_\beta(2)} \cdots T^{a_\beta(n)} \right)}{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(1)} \cdot \frac{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(n)}{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(n)}. \]

The different terms in the sum depend differently upon \( s \) so we will begin by determining which have the lowest power of \( s \). Each term contains \( n \) factors of \((\sigma_i - \sigma_j)^{-1}\). If both \( i \) and \( j \) belong to \( L \), such a factor will contribute with \( s^{-1} \) while if they both belong to \( R \), it will contribute with \( s \). If \( i \) belongs to \( L \) and \( j \) belongs \( R \) or vice versa, such a factor will contribute with \( s \). As a consequence the terms with as few factors of \((\sigma_i - \sigma_j)^{-1}\) where \( i \) and \( j \) belong to different sets, will be the terms will the lowest power in \( s \). This is perhaps not surprising from the point of view of the color factor as the amplitude is thus split into a product of two planar amplitudes with one only containing the particles from the set \( L \) plus an intermediate state and the other only the ones from the set \( R \) plus the intermediate state.

\[ \sum_{\beta \in S_n/\sigma_n} \frac{\text{Tr} \left( T^{a_\beta(1)} T^{a_\beta(2)} \cdots T^{a_\beta(n)} \right)}{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(1)} \cdot \frac{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(n)}{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(n)} = (-1)^{n_L} S^{n_R-n_L+2} \left( \prod_{i=1}^{n_L} u_i \right) \sum_{\alpha \in S_{n_L}} \frac{\text{Tr}(T^{a_\alpha(1)} \cdots T^{a_\alpha(n_L)})}{u_{\alpha(1)} u_{\alpha(1)} u_{\alpha(2)} \cdots u_{\alpha(n_L-1)} u_{\alpha(n_L)} u_{\alpha(n_L)}} \]  

\[ \delta^{a_{n_L} a_{q_R}} \sum_{\beta \in S_{n_R}} \frac{\text{Tr}(T^{a_{q_R} a_{\beta(n_L+1)}} \cdots T^{a_\beta(n)})}{v_{\beta(n_L+1)} v_{\beta(n_L+1)} v_{\beta(n_L+2)} \cdots v_{\beta(n-1)} v_{\beta(n)} u_{\beta(n)}} + O(S^{n_R-n_L+4}). \]  

The factor involving the traces over the gauge group generators look exactly as one would expect if we imagine the \( u \) and \( v \) variables corresponding to the new on-shell state to have been fixed to zero. We note that the dominant term is proportional to \( s^{n_R-n_L+2} \) as mentioned in the table on page 16.

Finally, we consider the function \( W_{1111} \) or rather the individual functions that it is a product of, the \( w_i \)'s. If \( i \) belongs to the set \( R \), this function becomes:

\[ w_i = s \sum_{j \in R, j \neq i} \frac{\epsilon_i \cdot p_j (v_j - v_r)}{(v_r - v_i)(v_i - v_j)} - s \frac{\epsilon_i \cdot q_R v_r}{(v_r - v_i)v_i} + O(s^3), \]  

while it becomes the following for \( i \) belonging to \( L \):

\[ \sum_{\beta \in S_n/\sigma_n} \frac{\text{Tr} \left( T^{a_\beta(1)} T^{a_\beta(2)} \cdots T^{a_\beta(n)} \right)}{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(1)} \cdot \frac{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(n)}{\sigma_{\beta(1)}(1) \sigma_{\beta(2)}(2) \cdots \sigma_{\beta(n)}(n)} = (-1)^{n_L} S^{n_R-n_L+2} \left( \prod_{i=1}^{n_L} u_i \right) \sum_{\alpha \in S_{n_L}} \frac{\text{Tr}(T^{a_\alpha(1)} \cdots T^{a_\alpha(n_L)})}{u_{\alpha(1)} u_{\alpha(1)} u_{\alpha(2)} \cdots u_{\alpha(n_L-1)} u_{\alpha(n_L)} u_{\alpha(n_L)}} \]  

\[ \delta^{a_{n_L} a_{q_R}} \sum_{\beta \in S_{n_R}} \frac{\text{Tr}(T^{a_{q_R} a_{\beta(n_L+1)}} \cdots T^{a_\beta(n)})}{v_{\beta(n_L+1)} v_{\beta(n_L+1)} v_{\beta(n_L+2)} \cdots v_{\beta(n-1)} v_{\beta(n)} u_{\beta(n)}} + O(S^{n_R-n_L+4}). \]
\[ w_i = -\frac{u_i^2}{s} \sum_{j \in L, j \neq i} \frac{\epsilon_i \cdot p_j (u_j - u_i)}{(u_r - u_i)(u_i - u_j)} + \frac{u_i^2}{s} \epsilon_i \cdot q_L (u_r - u_i) + O(s). \] (A8)

We see that in both cases the dominant terms depend only on the other particles in the same set in addition to a term depending on the momentum of the internal propagator that has gone on-shell. From the above expressions we see that \( W_{11...1} \) will contribute with a factor of \( s^{n_R-n_L} \) as mentioned in the table on page 16.
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