Design and Development of an Intelligent System for Predicting 5-Year Survival in Gastric Cancer
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ABSTRACT

BACKGROUND: Gastric cancer remains one of the leading causes of worldwide cancer-specific deaths. Accurately predicting the survival likelihood of gastric cancer patients can inform caregivers to boost patient prognostication and choose the best possible treatment path. This study intends to develop an intelligent system based on machine learning (ML) algorithms for predicting the 5-year survival status in gastric cancer patients.

METHODS: A data set that includes the records of 974 gastric cancer patients retrospectively was used. First, the most important predictors were recognized using the Boruta feature selection algorithm. Five classifiers, including J48 decision tree (DT), support vector machine (SVM) with radial basic function (RBF) kernel, bootstrap aggregating (Bagging), hist gradient boosting (HGB), and adaptive boosting (AdaBoost), were trained for predicting gastric cancer survival. The performance of the used techniques was evaluated with specificity, sensitivity, likelihood ratio, and total accuracy. Finally, the system was developed according to the best model.

RESULTS: The stage, position, and size of tumor were selected as the 3 top predictors for gastric cancer survival. Among the 6 selected ML algorithms, the HGB classifier with the mean accuracy, mean specificity, mean sensitivity, mean area under the curve, and mean F1-score of 88.37%, 86.24%, 89.72%, 88.11%, and 89.91%, respectively, gained the best performance.

CONCLUSIONS: The ML models can accurately predict the 5-year survival and potentially act as a customized recommender for decision-making in gastric cancer patients. The developed system in our study can improve the quality of treatment, patient safety, and survival rates; it may guide prescribing more personalized medicine.
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Introduction

According to global cancer statistics (GLOBOCAN) 2020, gastric cancer ranks fifth for incidence (5.6% of total new cases of cancer, 1089103 people) and fourth for mortality (7.7% of total cancer-related deaths, 768793 deaths) globally. It is the most commonly diagnosed malignancy and the chief cause of cancer-related mortality in several developing countries.1 Despite the downward trend during the last decades globally, like many other Asian countries, Iran still has constantly increasing incidence and mortality rates of gastric cancer. According to GLOBOCAN 2020, gastric cancer is the second most common cancer in Iran with 13191 (11.2%) new cases of total cancer and is first with 79136 (16.4) deaths of total cancer-related deaths. This rising incidence in Iran is likely due to the recent demographic and epidemiological transitions in its population.2,3

This malignancy imposes heavy costs on the health system and patients’ families. Therefore, prevention and early screening of gastric cancer should be the main priority of the country’s health system programs.4 The fundamental issue in patients with gastric cancer, as in many other clinical areas, is the multidimensional and ambiguous nature of its diagnosis and treatment processes.5 The treatment of tumors depends largely on the prognosis judgment that strongly rests on the phase, in which it is detected.6,7 The 5-year relative survival rate is up to 70% for lesions in the early stages and 4% for lesions in the advanced stages.6,8 Survival often refers to the likelihood, by which a patient will live 60 months after being diagnosed with cancer. This index is commonly used in medical science to evaluate the effects of surgical and treatment plans.10 Accurately predicting the survival of gastric cancer patients could help clinicians make better decisions about the diagnosis and treatment process, including the choice of treatment methods, treatment schedule, and follow-up visits, which can increase the patients’ outcomes and contain economic costs.11,12 But calculating survival time in gastric cancer patients by using traditional clinical and statistical methods is faced with limitations and challenges as follows:6,13
The traditional tumor-node-metastasis (TNM) staging system has been useful in stratifying gastric cancer patients; however, mid-stage patients show a variety of prognostic outcomes and there is a critical need to categorize these patients more carefully. Thus, the TNM system is insufficient due to the large differences in survival outcomes. The gastric cancer treatment outcomes are related to many variables, and it is not possible to predict the survival of the disease by using one factor alone because several factors related to the disease, the patient, and the treatment process can affect the survival of cancer patients. Thus, multivariate analysis tools are needed to find patterns and relationships between multiple variables simultaneously. The multivariate analysis allows to predict the effects that a change in one variable will have on other variables. Multivariate analysis can provide a more accurate picture and understanding of data behaviors which are related to each other. Multivariate analysis techniques are complex and require a statistical program to perform this analysis. One of the important limitations of multivariate analysis is that it is not always easy for physicians to interpret statistical modeling outputs. In addition, a large sample of data is required to obtain meaningful results for multivariate techniques.

Technical advances in statistics and artificial intelligence (AI) enable computer engineers and health scientists to work closely to improve the prognosis using multifactorial analysis, conventional logistic regression, and Cox analysis. The accuracy of such predictions is significantly higher than the experimental predictions. In addition, research shows that traditional statistical methods do not provide as accurate analyzes as AI. With the implementation of AI, researchers have recently developed models using AI algorithms to predict and diagnose cancer. These methods currently play an important role in increasing the accuracy of predicting cancer vulnerability, recurrence, and survival.

Machine learning (ML), as a special concept, is a subset of AI, increasingly used in medicine. This technique is used to build predictive models to extract hidden patterns and uncover unknown correlations from massive historical data. ML has been widely used in improving the prognosis of patients. Prognosis is important expertise in clinical practice, especially for physicians who make decisions in complex and ambiguous situations such as caring for cancer patients. Past research has shown that ML techniques improve the accuracy of predicting cancer vulnerability, relapse, and survival, 3 facets that are essential for early detection and prognosis of cancer. ML can provide good results according to the clinical condition of patients. By apprehending multifaceted non-linear relationships in the data, the ML technique can increase the prediction performance more than traditional statistical methods. Many studies have applied ML algorithms for predicting cancer survival. Presently, ML can predict breast cancer survivability in the primary stages. Das et al. and Hauser et al. have compared selected ML methods to the survival prognosis of patients with leukemia. They have respectively found that the gradient boosting algorithms (BAs) such hist gradient boosting (HGB) with area under the curve (AUC) of 0.779 and XGBoost with AUC of 0.87 achieve the highest performance.

Given the high prevalence of gastric cancer in Iran and lack of a reliable study to determine risk factors of the disease survival based on ML methods, our study aims to develop an intelligence system regarding the use of novel ML algorithms for the development and validation of gastric cancer survival prediction. The primary outcome indicator is the accuracy of the different models in predicting a 5-year (60 months or 1825 days) survival rate for gastric cancer to provide a better theoretical basis for the application of ML in survival prediction.

Methods

Study design and setting

This is a retrospective study using a data set from Ayatollah Taleghani Hospital in the southwest of Khuzestan Province, Iran. Data related to 1220 patients pathologically confirmed gastric cancer were extracted from the electronic medical record (EMR) database after obtaining appropriate approval from Research Ethical Committee, Abadan University of Medical Sciences. The study methodology complied with the cross-industry standard process for data mining (CRISP-DM). The CRISP method determined 6 phases for a data mining project including business understanding, data understanding, data preparation, modeling, evaluation, and deployment. Figure 1 represents the CRISP-DM research methodology. All the prediction models were developed using Python programming language. J48 decision tree (DT) and support vector machine (SVM) (with RBF kernel) were implemented using Python library scikit-learn (0.23.2), while bootstrap aggregating (Bagging) classifier, HGB, and adaptive boosting (AdaBoost) were implemented using another specific Python library (see Figure 1).
Data understanding

There is a large number of features collected for the patients with gastric cancer in the EMR database. So, we checked the definition of the features included in the data dictionary section of the database to completely understand the data definitions and choice of proper variables. The criteria for identifying the candidate variables related to gastric cancer for survival prediction were based on consulting with experts’ oncologists and studying the related literature. Patients were only included in the study if all the following criteria were met: (1) patients who were pathologically diagnosed with gastric cancer; (2) the survival status of patients (alive/dead) was available in their records; (3) in terms of the timeframe, we considered patients diagnosed between 2010 and 2017 so as to have adequate follow-up period (5 years or more) after the diagnosis; (4) age of more than or equal to 18 years; the patients aging under 18 years old should be included in the scope of pediatric exploration; (5) records with missing values of less than 30%.

Accordingly, from 1220 patients’ records, 59 records for patients who were aged <18 years old were excluded. In the preprocessing phase, 187 incomplete rows of data (with missing data of greater than 70%) were removed. After these criteria were applied, a total of 974 patients (399 survived and 575 dead within 5 years) remained for additional analysis. Survival at 5 years was selected as the outcome variable. The following covariates were extracted based on the literature review coupled with experts’ opinions from the EMR database, as depicted in Table 1.

Data preparation

Since the raw data with missing values, noisy data, and outliers or inconsistent data will affect ML algorithms’ performance, in our study to improve the performance of prediction models, the preprocessing step was made on the raw data to make it balanced, effective, and noise-free. In this phase, the attribution of missing values means and regression-based techniques were used. The rows with missing values of greater than 70% were removed. The Z-score standardization technique was applied as a data distribution-based data scaling and, for data range-based scaling, the min-max techniques were used. The data set was randomly divided into a training data set (n = 877) and a testing data set (n = 79) with the proportion of 9:1. The procedure of our study is shown in Figure 2.

Feature extraction and feature selection

After the data set cleaning and imputation steps, we can extract relevant and important features. For this purpose, in our study, first, the previous literature was studied to extract the candidate features related to predicting survival in the patients with
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Figure 1. The framework of the machine learning method based on CRISP-DM. AUC indicates area under the curve; CRISP-DM, cross-industry standard process for data mining; SVM, support vector machine; RBF, radial basic function.
gastric cancer. Then, we adopted the Boruta feature selection algorithm to select the most important variables and, using these selected features, the performance of the ML algorithms was calculated. In this study, we also tested the performances of different ML predictive models for gastric cancer survival prediction on all and selected features.

**Development prediction models and evaluation method**

To develop the prediction model for predicting survival risk in gastric cancer patients, 5 ML algorithms, including the Bagging classifier, AdaBoost classifier, HGB classifier, SVM (with RBF) and J48, were trained. For the development and validation of ML models, a 10-fold cross-validation method was used to train and test these models over the full and selected features. The final data set was randomly split into training (877 records, 90%) and testing (97 records, 10%) sets using methods in Scikit-learn (as shown in Figure 2). The training set is a piece of data used for model development and hyperparameter tuning (to teach ML models) and the testing set to evaluate the performance of the trained models. Data splitting prevents random data bias and ensures balanced distribution of data in training and testing sets. It is important to note that

### Table 1. Characteristics of patients with gastric cancer.

| NO. | FEATURE NAME            | SCALE       | VALUE                                      |
|-----|-------------------------|-------------|--------------------------------------------|
| 1   | Sex                     | Nominal     | Male—Female                                |
| 2   | Age at diagnosis        | Interval    | Ranged between 23 and 79                   |
| 3   | Bodyweight              | Interval    | >>60, <60                                  |
| 4   | Weight loss             | Nominal     | Yes—No                                     |
| 5   | Addiction               | Nominal     | Yes—No                                     |
| 6   | History of other cancers| Nominal     | Yes—No                                     |
| 7   | Family history of gastric cancer | Nominal | Yes—No                                      |
| 8   | Family history of other cancers | Nominal | Yes—No                                      |
| 9   | Tumor size              | Ordinal     | <<3 CM, 3-6 CM, >6                         |
| 10  | Tumor stage             | Ordinal     | IA, IB, IIA, IIB, IIIA, IIIB, IIIC          |
| 11  | Tumor location          | Ordinal     | Lower third, middle third, upper third, whole stomach |
| 12  | Metastatic status       | Nominal     | Yes—No                                     |
| 13  | Histological type/histology | Ordinal | Rivers, diffuse, complex                   |
| 14  | Lymphatic invasion      | Nominal     | Positive, negative                         |
| 15  | Vascular invasion       | Nominal     | Positive, negative                         |
| 16  | Histopathology type     | Ordinal     | Adenocarcinoma, lymphoma, sarcoma          |
| 17  | Treatment               | Ordinal     | Surgery, chemotherapy, surgery + chemotherapy + radiotherapy |
| 18  | Outcome class           | Nominal     | Survived, did not survived                 |

**Figure 2.** Gastric cancer patient inclusion diagram (test and training set).
testing set data, which was used to evaluate the performance of ML algorithms, was never used when training algorithms during the training process.

We experimentally tuned the hyperparameters over the training set based on the cross-validation method.

Once the classification algorithms were implemented over the training data, the next phase was to test these trained algorithms over the testing set to assess the performance of classifiers on unseen data. The performance of 5 classification models for predicting survival among gastric cancer patients was evaluated using 5 commonly used performance testing metrics including accuracy, specificity, sensitivity, AUC, and F1-score (Equations 1 to 4). Afterward, the performance of each trained classifier was compared with all other ML algorithms according to the 5 selected performance metrics. Then, the best-performing model was further applied to predict the survival of patients with gastric cancer. The performance evaluation metrics of the classifiers are listed below:

1. classification accuracy = \( \frac{TP + TN}{TP + TN + FP + FN} \times 100 \)
2. classification sensitivity = \( \frac{TP}{TP + FN} \times 100 \)
3. classification specificity = \( \frac{TN}{TN + FP} \times 100 \)
4. F1-score = \( 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \)

Ethical consideration

Ethical Committee approved the study conducted by Abadan University of Medical Sciences (Ethics code: IR.ABadanUMS.REC.1401.003). To protect the privacy and confidentiality of the patients, we concealed the unique identification information of all the patients in the process of data collection and presentation. It adhered to the principles expressed in Declaration of Helsinki.

Results

Characteristics of patients

Overall, 974 patients with gastric cancer met the prespecified inclusion criteria. Of 974 eligible patients in our study, 648 (66.53%) cases were male and 326 (33.47%) cases were women and the median age of the participants was 57.25 (age of cases ranged from 23 to 79 years old). Of these, 399 (40.96%) cases survived and 575 (59.04%) dead. The detailed descriptions of all the variables are listed in Table 2.

Variables included in the ML models

The variables that would be important for the prediction of the 5-year survival status of gastric cancer patients were selected from a large number of features for modeling. The Boruta algorithm was used to select important features. The Boruta algorithm selects the most important features based on the random forest (RF) algorithm, which determines all the variables that are either potentially or faintly related to the decision features. The 8 features that were selected as the most important predictors by the Boruta algorithm and their scores and ranks are shown in Table 3.

The 8 most important features were tumor stage, tumor site, tumor size, age, metastatic status, type of treatment, lymphatic invasion, and body weight. As shown in Figure 3, tumor stage, tumor site, and tumor size obtained the highest score for survival prediction among the patients with gastric cancer.

Moreover, between these 8 selected features, body weight and lymphatic invasion had the lowest rank for prediction of gastric cancer survival; additionally, 10 features were not selected for the survival prediction model and were deleted from the data set.

Results of hyperparameters tuning

The performance of prediction models depends on the setting of the hyperparameter. In this study, to select the best model architecture, the Randomized Search CV method was used for parameter tuning and optimization models. Table 4 represents the best hyperparameters selected in this study for feeding into ML algorithms.

Performance of ML models

In this experiment, we first trained 5 ML algorithms (Bagging, SVM, AdaBoost, HGB and J48 DT) over all and selected features. Afterward, we tested these trained algorithms over the testing set. The performances of 5 ML models were tested with a 10-fold cross-validation method using evaluation metrics including the mean of accuracy, sensitivity, specificity, F1-score, and area under the receiver operating characteristic (ROC). Table 5 describes the 10-fold cross-validation performance of the applied ML algorithms when using the full features data set and selected feature.

As indicated in Table 5, the Bagging classifier achieved 85.37 accuracy, 86.395% specificity, 86.54% sensitivity, 83.77% AUC, and 85.64% the F1-score value. The AdaBoost classifier had 87.322% accuracy, 83.62% specificity, 87.15% sensitivity, 86.93% AUC, and 85.15% F1-score value. The J48 DT classifier was given with prediction accuracy of 85.63%, specificity of 84.19%, sensitivity of 83.1%, AUC of 84.72%, and F1-score of 83.45%.

The HGB classifier performance for the prediction of survival among gastric cancer was 88.37% accuracy, 86.24% specificity, 89.72% sensitivity, 88.11% AUC, and 89.91% F1-score value. Finally, the SVM model with RBF kernel had 86.25% accuracy, 87% specificity, 86.43% sensitivity, 86.103% AUC, and 85.971% F1-score (Figure 4).

As indicated in Figure 4, the best ML model for predicting survival in the patients was with gastric cancer HGB classifier,
Table 2. The descriptive statistics of variables of the study after preprocessing.

| NO. | FEATURE NAME                      | CLASSIFICATIONS | TOTAL | SURVIVED | DID NOT SURVIVE |
|-----|-----------------------------------|-----------------|-------|----------|----------------|
|     |                                   |                 | N     | N        | N              |
| 1   | Age at diagnosis                  |                 |       |          |                |
|     | <45                               |                 | 249   | 197      | 36             |
|     | >>45                              |                 | 725   | 483      | 258            |
| 2   | Sex                               |                 |       |          |                |
|     | Female                            |                 | 326   | 218      | 108            |
|     | Male                              |                 | 648   | 462      | 186            |
| 3   | Body weight                       |                 |       |          |                |
|     | <60                               |                 | 263   | 174      | 89             |
|     | >>60                              |                 | 711   | 506      | 205            |
| 4   | Weight loss                       |                 |       |          |                |
|     | Yes                               |                 | 369   | 231      | 138            |
|     | No                                |                 | 605   | 449      | 156            |
| 5   | Addiction                         |                 |       |          |                |
|     | Yes                               |                 | 70    | 27       | 43             |
|     | No                                |                 | 604   | 353      | 251            |
| 6   | History of other cancers          |                 |       |          |                |
|     | Yes                               |                 | 155   | 74       | 81             |
|     | No                                |                 | 819   | 606      | 213            |
| 7   | Family history of gastric cancer  |                 |       |          |                |
|     | Yes                               |                 | 23    | 7        | 16             |
|     | No                                |                 | 951   | 673      | 278            |
| 8   | Family history of other cancers   |                 |       |          |                |
|     | Yes                               |                 | 62    | 27       | 35             |
|     | No                                |                 | 912   | 653      | 259            |
| 9   | Tumor size                        |                 |       |          |                |
|     | <<<3 CM                           |                 | 326   | 269      | 57             |
|     | 3-6 CM                            |                 | 459   | 324      | 135            |
|     | >6                                |                 | 189   | 87       | 102            |
| 10  | Tumor stage                       |                 |       |          |                |
|     | IA                                |                 | 43    | 31       | 12             |
|     | IB                                |                 | 134   | 107      | 27             |
|     | IIA                               |                 | 159   | 127      | 32             |
|     | IIB                               |                 | 198   | 153      | 45             |
|     | IIIA                              |                 | 183   | 132      | 51             |
|     | IIIB                              |                 | 139   | 47       | 82             |
|     | IIIC                              |                 | 152   | 83       | 69             |
| 11  | Tumor location                    |                 |       |          |                |
|     | Lower third                       |                 | 315   | 288      | 27             |
|     | Middle third                      |                 | 340   | 256      | 84             |
|     | Upper third                       |                 | 284   | 132      | 152            |
|     | Whole stomach                     |                 | 35    | 4        | 31             |
| 12  | Metastatic status                 |                 |       |          |                |
|     | Yes                               |                 | 227   | 93       | 134            |
|     | No                                |                 | 549   | 437      | 112            |
|     | Unknown                           |                 | 198   | 150      | 48             |
| 14  | Lymphatic invasion                |                 |       |          |                |
|     | Positive                          |                 | 542   | 433      | 209            |
|     | Negative                          |                 | 332   | 247      | 85             |

(Continued)
Table 2. (Continued)

| NO. | FEATURE NAME           | CLASSIFICATIONS | TOTAL | SURVIVED | DID NOT SURVIVE |
|-----|------------------------|-----------------|-------|----------|----------------|
|     |                        |                 |       | N        | N              |
| 15  | Vascular invasion      | Positive        | 583   | 364      | 219            |
|     |                        | Negative        | 391   | 316      | 75             |
| 16  | Histopathology type    | Adenocarcinoma  | 670   | 507      | 163            |
|     |                        | Lymphoma        | 146   | 98       | 48             |
|     |                        | Sarcoma         | 158   | 75       | 83             |
| 17  | Type of treatment      | Surgery         | 192   | 75       | 117            |
|     |                        | Chemotherapy    | 366   | 292      | 74             |
|     |                        | Surgery + chemotherapy + radiotherapy | 416 | 313 | 103 |
| 18  | Class                  | Survived        | 974   | 399      | 575            |
|     |                        | Did not survive |       |          |                |

Table 3. The most important selected variables of survival prediction.

| NO. | FEATURE NAME      | IMPORTANCE |
|-----|-------------------|------------|
| 1   | Tumor stage       | 0.311      |
| 2   | Tumor site        | 0.274      |
| 3   | Tumor size        | 0.193      |
| 4   | Age               | 0.135      |
| 5   | Metastatic status | 0.117      |
| 6   | Type of treatment | 0.098      |
| 7   | Lymphatic invasion| 0.941      |
| 8   | Body weight       | 0.059      |

Figure 3. The most important predictors of survival among patients with gastric cancer.
with mean accuracy value, mean specificity value, mean sensitivity value, mean AUC value, and mean F1-score value of 88.37%, 86.24%, 89.72%, 88.11%, and 89.91%, respectively. Figure 5 depicted the classification report matrix and AUC curve of the HGB model which was selected as the best prediction model in terms of the highest performance metrics. The AdaBoost classifier was the second-best classifier that had the accuracy of 87.322%. The worst ML model's performance was observed for the Bagging classifier out of 5 prediction models in terms of the average accuracy, sensitivity, specificity, AUC, and F1-measure.

**System development**

Using the best-performing ML model developed from among the 5 models, a windows-based clinical decision support system (CDSS) was designed and implemented between August 2021 and December 2021. The user interface of the gastric cancer survival prediction system was developed by C# programming language. To help medical oncologists' decision-making and to predict the survival among the patients with gastric cancer, the CDSS was installed at Ayatollah Taleghani Hospital of Abadan city, Iran. Screenshots of the developed CDSS are shown in Figure 6.

**Discussion**

Accurate evaluation of the gastric cancer prognosis is of great value in understanding the disease and providing effective treatment for each patient. In the last few decades, the TNM grading system has been the most accepted and used global gastric cancer classification system in the anatomic extent of disease. However, the TNM gastric cancer grading system has led to a substantial difference in the survival of patients with the same tumor stage and similar survival results between distinctive steps.44,45 Presently, TNM staging cannot still meet the individual and precise treatment of patients’ requirements in the health center. The TNM staging system is inherently limited, with large survival variations for same-stage tumors and low accuracy in determining a patient-specific prognosis. Relevant literature has revealed that the recital of making a prognostic model by Cox proportional hazards model45 and SVM46 is significantly better than the TNM staging system. However, determining more illustrative variables for precise prediction of prognosis is a crucial problem that needs to be addressed. ML algorithms can be a good alternative for solving this problem. In the present work, the selected ML models were evaluated to predict future gastric cancer survival. Then, a CDSS was developed based on the best model.

So far, several studies have been conducted to compare ML techniques and design optimal and efficient CDSSs for the survival prognosis of the patients with gastric cancer. Liu et al8 used ML methods in the survival prediction of gastric cancer. Out of 6 models, the light gradients boosting machine (GBM) had the best accuracy and the highest precision rate for survival analysis. By implementing 6 ML models, Akcay et al concluded that XGBoost with 86% accuracy (95% confidence interval, 0.74-0.97, AUC: 0.86) along with RF is the most successful algorithms for gastric cancer survival and recurrence prediction. Similarly in Bang’s study,35 among the 18 ML models, the XBoost classifier showed the best performance in early gastric cancer prediction and survivability with the accuracy of 93.4%, precision of 92.6%, recall of 99.0%, and F1 score of 95.7%. Fan et al36 retrospectively compared 3 ML techniques for the prediction of metastatic, relapse, and patient survival chances in the early stage of gastric cancer. In their study, the AdaBoost model achieved better performance with the AUC of 0.849. Accordingly, Lee et al37 applied 7 ML methods for a 2-year survival analysis of patients with gastric cancer. They found that the gradient Boosting algorithm (GBA) with the AUC of 0.80 gained the highest performance. In addition, Gao et al48 implemented the selected ML models for gastric cancer recurrence and survival prediction. Their results showed that the GBA would present optimum performance. Chen et al49 proposed a gradient-boosting decision tree (GBDT)-based prediction method for projecting the GC clinical deterioration and survival chance. Ultimately, the proposed model attained appropriate performance with 0.89% of AUC. Mirniaharikandehei et al50 compared 5 gradients boosting machine (GBM) model performance for predicting gastric cancer metastatic risk and patient survivability. The results

---

**Table 4. Best hyperparameters selected for machine learning algorithms.**

| NO. | ML MODELS         | HYPERPARAMETERS                                                                 | F-SCORE |
|-----|-------------------|---------------------------------------------------------------------------------|---------|
| 1   | Bagging classifier | (“verbose”: 2, “random_state”: 933, “n_estimators”: 8, “max_samples”: 0.4, “bootstrap”: “true”) | 64.21   |
| 2   | SVM (kernel=RBF)  | C = 10, G = 0.001                                                               | 59.70   |
| 3   | AdaBoost classifier | (“random_state”: 933, “n_estimators”: 87, “learning rate”: 0.1, “algorithm”: “samme.R”) | 55.18   |
| 4   | Hist gradient boosting | (“verbose”: 2, “random_state”: 93, “n_estimators”: 8, “max_leaf_nodes”: 58, “max_iter”: 130, “max_depth”: 8, “learning rate”: 0.1) | 53.95   |
| 5   | Decision tree (j48) | (“random_state”: 93, “min_sample_splits”: 8, “min_sample_leaf”: 1, “max_features”: lpg2, “criteria”: “Gini”) | 51.037  |

Abbreviations: ML, machine learning; SVM, support vector machine; RBF, radial basis function.
Table 5. Overall predictive performance for each ML model to predict survival of gastric cancer.

|                          | Bagging Classifier | AdaBoost Classifier | Decision Tree (J48) | Hist Gradient Boosting Classifier | SVM (RBF) Classifier |
|--------------------------|--------------------|---------------------|---------------------|-----------------------------------|----------------------|
|                          | FULL FEATURE      | SELECTED FEATURE    | FULL FEATURE        | SELECTED FEATURE                  | FULL FEATURE         |
| Mean accuracy            | 81.05              | 85.37               | 76.01               | 87.322                            | 84.10                |
| 95% CI                   | (0.801, 0.827)     | (0.839, 0.862)      | (0.75, 0.771)       | (0.847, 0.871)                     | (0.81, 0.851)        |
| STD                      | 0.0114             | 0.018               | 0.0187              | 0.015                             | 0.014                |
| Mean specificity         | 78.320             | 86.395              | 77.20               | 83.62                             | 73.58                |
| 95% CI                   | (0.779, 0.792)     | (0.86, 0.88)        | (0.827, 0.841)      | (0.83, 0.8502)                     | (0.71, 0.74)         |
| STD                      | 0.012              | 0.016               | 0.017               | 0.0126                            | 0.0191               |
| Mean sensitivity         | 79.065             | 86.54               | 74.31               | 87.15                             | 76.02                |
| 95% CI                   | (0.784, 0.81)      | (0.85, 0.88)        | (0.751, 0.774)      | (0.82, 0.841)                      | (0.79, 0.82)         |
| STD                      | 0.0174             | 0.0210              | 0.019               | 0.019                             | 0.0158               |
| Mean AUC                 | 80.14              | 83.77               | 75.16               | 86.93                             | 73.04                |
| 95% CI                   | (0.79, 0.816)      | (0.82, 0.85)        | (0.74, 0.763)       | (0.851, 0.883)                     | (0.80, 0.831)        |
| STD                      | 0.0154             | 0.0107              | 0.0291              | 0.0179                            | 0.0186               |
| Mean F1-score            | 79.30              | 85.64               | 74.801              | 85.15                             | 71.9                 |
| 95% CI                   | (0.781, 0.810)     | (0.84, 0.87)        | (0.73, 0.76)        | (0.838, 0.87)                      | (0.82, 0.849)        |
| STD                      | 0.0128             | 0.0293              | 0.01075             | 0.01936                           | 0.0105               |

Abbreviations: AUC, area under the curve; CI, confidence interval; ML, machine learning; SVM, support vector machine; RBF, radial basic function; STD, standard deviation.
showed GBM technique combined with a random projection algorithm yielded significantly higher prediction performance (accuracy = 71.2%).

Many clinical predictors influence gastric cancer. In the reviewed studies, after doing feature ranking, the variables such as age, gender, body mass index, Karnofsky performance scale, TNM stage, tumor grade, tumor size, tumor location, lymphovascular invasion, active and timely treatment, type of treatment, disease stage and severity, and weight loss were determined as the most important risk factors affecting gastric cancer survival outcome. Similarly, in our study, feature selection analysis was performed to rank the important set of variables. Among 17 primary variables, 8 variables including tumor stage, tumor site, tumor size, age, metastatic status, type of treatment, lymphatic invasion, and body weight were ultimately selected as the most important variables. These variables were used as input to construct ML models. After implementing the selected classifiers, the HGB with 88.37% accuracy, 86.24% specificity, 89.72% sensitivity, 88.11% AUC, and 89.91% F1 score achieved the highest performance in the survival prognosis of gastric cancer patients.

It is proven that ML technologies will improve health care quality and, consequently, reduce the serious complications and deaths associated with gastric cancer. The developed models in our study can help to better adhere to the best treatment standards. Such models may assist in early and effective diagnosis and accurate survival prediction of gastric cancer cases. Early detection of gastric cancer and active patient triaging help to evade the advanced stages of the disease and increase survival chances. This requirement is more important since numerous risk factors are involved in gastric cancer emergence and development. Therefore, in the present study, initially, the most important effective variables in the survival and the prognosis of patients with gastric cancer were identified using Boruta feature selection.
However, the present study faced several potential limitations and challenges that need to be addressed. These challenges may negatively affect the quality of modeling. The most important limitations in the present study were (1) single-center and small size of the selected data set, (2) retrospective data collection nature and the existence of missing fields and noise, (3) the selected data set lacks some important variables such as history and lifestyle, and (4) we did not use external validation to evaluate the proposed model. Therefore, to improve the quality of modeling and reduce prejudice in future research, more ML algorithms with further variables on multicenter and larger databases should be trained. In addition, it is suggested that the present study be conducted as a prospective to follow-up on the 5-year status of patients and use more external validations to further validate our findings.

**Conclusions**

Using ML techniques, accurate models can be made based on appropriate algorithms that can guide patient care and treatment, and increase workflow efficiency based on the available big data. Using ML techniques to predict survival in gastric cancer patients is an important opportunity to further improve decision support systems and provide the objective assessment of the comparative benefits of different types of treatment options for each case by determining factors using ML algorithms. The possibility of personalizing the treatment of patients is provided. Further ML studies with a larger number of patients are needed to determine the optimum algorithm and support the decision-making process for personalized treatment.
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