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ABSTRACT

Dynamic scheduling of parallel tasks is one of the efficient techniques to achieve high performance in multicore systems. Most existing algorithms for dynamic task scheduling assume that a task runs on one of the multiple cores or a fixed number of cores. Existing researches on dynamic task scheduling methods have evaluated their methods in different experimental environments and models. In this paper, the dynamic task scheduling methods are systematically rearranged and evaluated.
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1. INTRODUCTION

Recent embedded systems have been equipped with a multicore system-on-a-chip to achieve high performance and power efficiency. In order to fully exploit the potential parallelism in tasks and multicore architectures, task scheduling is one of the most important techniques. Classical task scheduling techniques exploit task-level parallelism by assigning multiple tasks to different cores concurrently, but they assume that each task runs on a single core in a single-threaded manner. Modern techniques allow a multi-threaded task to run on multiple cores, which takes into account both task- and data-parallelisms.

Task scheduling can be classified from a variety of perspectives. One classification is whether cores are homogeneous or heterogeneous, and this work assumes homogeneous cores. Another classification is when a scheduling decision is made. If scheduling is decided at the design time and is unchanged at runtime, such scheduling is called static scheduling. Static scheduling is suited to small-scale embedded systems where release times (a.k.a. arrival times or activation times) of the tasks are known a priori. If a scheduling decision is made at runtime, such scheduling is called dynamic or online. Since the functionality of embedded systems is continually becoming more complex and dynamic, dynamic task scheduling has become more important than ever, and this paper addresses dynamic task scheduling.

Task scheduling can be classified based on the parallelism inside the tasks. Classical task scheduling assumes that tasks are not parallel. Each task is assumed to be single-threaded and run on a single core. Recently, parallel tasks (multi-threaded tasks) have become popular not only for supercomputing but also for embedded computing due to the increasing number of cores in embedded systems. Parallel tasks are further
classified into gang tasks and fork-join tasks. Threads in a gang task are executed synchronously. All of the threads get started and completed at the same time. On the other hand, threads in a fork-join task are executed independently of one another. The timing behavior of gang tasks is more predictable than that of fork-join tasks, and therefore, gang tasks are suitable for real-time embedded systems. This paper assumes gang tasks. From another perspective, parallel tasks are classified into three types, i.e., rigid tasks, moldable tasks and malleable tasks, based on when the parallelism (the number of cores) is decided. The number of cores assigned to a rigid task, a moldable task and a malleable task is decided before task scheduling, during task scheduling and at runtime, respectively. This paper assumes moldable gang tasks.

Task scheduling is a kind of classical problem in the field of computer science and has extensively been studied for several decades. Very early work on multicore task scheduling assumes that tasks are single-threaded. Early algorithms try to execute as many tasks as possible simultaneously on different cores by exploiting inter-task parallelism. Drozdowski [1] provided an exhaustive survey of classic task scheduling methods in multicore architectures. Scheduling of tasks on multiple cores by executing multiple independent tasks on multiple cores in parallel. A list scheduling algorithm was proposed in which specific priorities are calculated and assigned to each task [2]-[5]. The list scheduling algorithm assigns the highest priority task to the free core until all tasks are scheduled. List scheduling is generally accepted as an attractive approach because it can combine low complexity and good results. Both approaches assume that each task is executed on a single core without consideration of data parallelism. The works in [1]-[5] are classified as static scheduling. It is not possible to make classifications related to parallelism tasks.

A list-based scheduling algorithm for data-parallel tasks was proposed [6]. Their work assumes that a set of dependent tasks is given in the form of a task graph and each task is assigned to a fixed number of cores to minimize the overall length of the schedule. Their scheduling is classified as static scheduling for rigid gang tasks. Yang and Ha [7], and Vydyanathan et al. [8] they dealt with static scheduling of gang and moldable tasks. Recent publications include [9] and [10] for moldable gang tasks. Shimada et al. [9] proposed ILP-based scheduling. The authors of [10] proposed a scheduling approach based on constraint programming. Researchers dealt with static scheduling of gang and malleable tasks [11]-[14]. An algorithm to determine the optimal solution for task allocation in a heterogeneous environment was proposed [15]-[18]. It should be noted that the scheduling approaches presented in [1]-[18] are not dynamic but static.

Ye et al. [19] attempted to develop an online scheduling model for moldable tasks. Yang et al. [20] developed a new algorithm for dynamic task scheduling in a heterogeneous multiprocessor system. The authors of [21]-[23] presented a new scheduling algorithm for heterogeneous distributed computing systems. Dynamic scheduling has also been applied in the field of HPC. Ramezani [24] proposed CPA, a heuristic-based dynamic-critical path-aware scheduling method for scheduling task graphs on multi-FPGA systems, against the background of being plagued with the problem of computing resources to run HPC applications. Priya and Sahana, [25] implemented first come first served (FCFS) in HPC using message passing application programmer interface (MPI).

This paper studies dynamic scheduling of moldable gang tasks, where tasks' arrival time or period is unknown in advance. In this paper, dynamic task scheduling methods are systematically rearranged and proposed, and evaluate them in a common environment. Contributions of this paper are: i) nine scheduling algorithms based on task selection and parallelism decision are systematically proposed, and ii) the nine algorithms are quantitatively evaluated, and demonstrate that two algorithms are more effective than the other seven.

2. PROBLEM DEFINITION

In the scheduling problems that are tackled in this paper, a set of tasks is given, where the execution time of each task is known but the arrival time or period are unknown in advance, and the objective is to minimize the schedule length (a.k.a., makespan). The execution time of each task is dependent of the degree of parallelism. Table 1 represents an example of the execution time for the tasks in a task-graph. In the following example, the number of cores in the target system is assumed four, and the parallelism of each task is assumed to range from one to four. An increase in the number of cores used does not necessarily lead to a decrease in execution time. For example, in Table 1, the execution time of task 1 does not change even if two or more cores are allocated. In this case, assuming that the upper parallelism limit for task 1 is 2, the number of cores that exceed the upper parallelism limit for each task will not be allocated.

Task 1 takes 30 time-units when executed on one core. It takes 20 time-units if the task is executed on two cores. If it executed on three or four cores, the execution time is no shorter than 20 time-units. The reason why the execution times on three cores and four cores do not change is that the performance for task 1 can hardly be improved even if more cores are assigned to task 1 than two since the overhead for
parallelization becomes large. For this reason, assignments of two cores to task 1 is the most effective selection in terms of performance and resources.

Recall that this paper assumes dynamic scheduling of tasks where the tasks arrival time or the period is unknown beforehand. However, for comprehension, the example is shown with release time for each task. Task 1 and task 2 are assumed to be arrived at time 0 and become ready to run. Task 3 is assumed to be arrived at time 20.

Figure 1 shows one of scheduling results that the tasks in Table 1 are mapped on the four cores. At time 0, there are task 1 and task 2 that are arrived and become ready for the execution. The performance of task 1 can be improved if two cores are assigned. On the other hand, the performance of task 2 cannot be improved even if the cores are assigned. Therefore, two cores are assigned to task 1 and a single core is assigned to task 2, respectively. When task 3 becomes available, core 0 and core 1 are released and will be executed by 3 cores, including core 3. Not all cores are necessarily to run. In addition, at this point in time, executing task 3 with 4 cores after task 2 is completed can minimize the execution time for the 3 tasks, but because scheduling is based on the assumption that the task will be released at any time, task 3 execution do not wait for task 2 to complete execution.

Figure 1. An example of a scheduling result

At time 50, tasks that can be executed is 4, 5, 6, 7, and 8. Although task 4 has the upper parallelism limit of 4, and task 5 also has the upper parallelism limit of 2. It can be considered that task 5 has less workload in parallelization. For this reason, a policy of distributing more cores to task 5 than to task 4 is adopted here. In this way, the way the distribution rules are defined affects the schedule length. Rather than allocate another core to task 4, task 8 is allocated, which can be completed immediately by one core. Once task 8 is completed, task 7 is executed on that core. When task 4 is completed, task 6 is executed on the core. As a result, at the time when task 5 completes execution, task 6, which has the longest execution time on one of these cores and has the greatest benefit when executed on two cores, could be executed on two cores. In this way, which tasks are assigned to which cores in order of priority and by what rules also affect the schedule length.

3. THE PROPOSED HEURISTIC ALGORITHMS

As seen in the previous section, the moldable task scheduling problem can be split into two subproblems: task selection and parallelism decision. In this paper, task selection includes FCFS, SJF (Shortest Job First), and Ovh. In the FCFS policy, tasks are allocated in priority order of task arrival. In the SJF policy, tasks are allocated in priority order of burst duration of tasks on a core. In the Ovh policy, tasks are allocated in priority of small parallelization overhead. The Ovh policy reduces the increase in total
workload when tasks are parallelized. Parallelism decision includes Single, Max, Fit, and Fair. In the Single policy, each task is allocated to a single core. In the Max policy, each task is allocated to a maximum number of cores. In the Fit policy, task selection priority task is allocated to maximum core. In the Fair policy, each task are given fair number of cores. To describe the details of the scheduling policies, another example is provided with execution time of each task as shown in Table 2.

### Table 2. Execution time of tasks dependent of the number of cores

| Task | Number of cores | Release Time |
|------|----------------|--------------|
|      | 1   | 2   | 3   | 4   | |
| Task 1 | 40  | 25  | 15  | 15  | 0  |
| Task 2 | 35  | 20  | 15  | 10  | 0  |
| Task 3 | 45  | 25  | 25  | 25  | 10 |
| Task 4 | 40  | 30  | 20  | 15  | 15 |
| Task 5 | 55  | 40  | 20  | 20  | 20 |
| Task 6 | 80  | 50  | 40  | 30  | 40 |
| Task 7 | 70  | 40  | 30  | 25  | 50 |
| Task 8 | 100 | 60  | 45  | 30  | 60 |

#### 3.1. Single-FCFS scheduling

Single-FCFS scheduling is a simple technique that a task is executed on a single core in the FCFS policy. Therefore, the parallelism for each task is fixed as one and the tasks are executed in the order that they arrive in the queue. In Table 2, for example, the execution times of task 1 and task 2 are 40 and 35 time-units due to the single-threaded fashion, respectively, and task 1 and task 2 are arrived at time 0 so that task 1 and task 2 are ready to be executed in the arriving order on a single core. Figure 2 represents gantt chart to show one of scheduling results for the tasks in Table 2. The x-axis of the gantt chart shows time and the y-axis shows the cores. In the figure, each task is assigned to a single core from time 0, and the overall schedule length is represented as 155, when task 8 finished running.

In general, the single-threaded execution minimizes the parallelization overhead. The performance cannot be scaled linearly with the number of cores since there occurs the parallelization overhead. For instance, the execution time of task 1 on dual cores represents 25 time-units for a thread. Therefore, the dual threads consume 50 time-units in total, which is longer than 40 time-units on a single. On the other hand, the single thread occupies a core until its end so that the long execution of a task may degrade the overall scheduling effectiveness. In the example of Figure 2, the execution of task 8 results in the performance degradation since the task runs for a long time.

![Figure 2. An example of Single-FCFS scheduling](image)

#### 3.2. Single-SJF scheduling

Single-SJF scheduling is a simple technique that a task is executed on a single core in the SJF policy. Therefore, the parallelism for each task is fixed as one and the tasks are executed in the rearranged queue that is sorted in the order of burst duration of tasks executed on a single core. In Figure 3, for example, the execution times of task 1 and task 2 are 40 and 35 time-units due to the single-threaded fashion, respectively. Since the execution time of task 2 is shorter than that of task 1, task 2 is allocated on Core 0 and task 1 is allocated on Core 1. In the example, the schedule lengths by Single-FCFS and Single-SJF are shown as 155, which is the same result.

#### 3.3. Max-FCFS scheduling

Max-FCFS scheduling is a technique that a task is executed on a maximum number of cores in the FCFS policy. Therefore, the parallelism for each task is fixed as maximum and the tasks are executed in the
order that they arrive in the queue. In this paper, the maximum degree of parallelism for each task is assumed to set the number of cores on a target system. However, as shown in Table 3, if the execution time does not decrease as the number of cores increases, the smallest number of cores is regarded as the maximum parallelism. For example, the maximum parallelism of Task 3 is represented as two. In Table 3, for example, the execution times of task 1 and task 2 are 15 and 10 time-units in the Max policy, respectively. As the scheduling result, task 1 is executed on three cores, and task 2 is executed on four cores. The Max policy leads the maximum overhead for parallelization. In Figure 4, the schedule length by Max-FCFS is 170, which is longer than the Single policy.

### Table 3. Remarking the maximum degree of parallelism of Table 2

| Number of cores | Release Time |
|-----------------|--------------|
| Task 1  | 10 | 25 | 15 | 15 | 0 |
| Task 2  | 35 | 20 | 15 | 10 | 0 |
| Task 3  | 45 | 25 | 25 | 25 | 10 |
| Task 4  | 40 | 30 | 20 | 15 | 15 |
| Task 5  | 55 | 40 | 20 | 20 | 20 |
| Task 6  | 80 | 50 | 40 | 30 | 40 |
| Task 7  | 70 | 40 | 30 | 25 | 50 |
| Task 8  | 100| 60 | 45 | 30 | 60 |

3.4. Max-SJF scheduling

Max-SJF scheduling is a technique that a task is executed on a maximum number of cores in the SJF policy. Figure 5 shows the Max-SJF scheduling. At time 0, task 2 and task 1 are arrived in the order, and at time 25, task 3, 4, and 5 are arrived to ready, and the queue is sorted in the order of task 4, 3, and 5 in the SJF policy. At time 40, task 6 is arrived in the queue, and the queue sorted in the SJF policy is in the order of task 3, 5, and 6 since the execution time of task 6 is longer than those of task 3 and task 5. At time 65, task 7 and 8 are arrived and the queue is rearranged in the order of task 5, 7, 6, and 8, which is finally determined for scheduling.

3.5. Fit-FCFS scheduling

Fit policy is similar to the Max policy in that the Fit policy tries to execute tasks with their maximum parallelism. If the number of available cores is smaller than the maximum parallelism of the task, all the available cores are assigned to the task. Figure 6 shows the result of Fit-FCFS scheduling.

According to Table 3, task 1 and task 2 are arrived and available in the order at time 0. task 1 is executed on three cores at the maximum parallellism, and assigned to the cores. For task 2, there is no choice but to assign the rest of core, Core 3, at the time. At time 15, when Task 1 completes the execution, three cores are released and become available. The tasks that can be executed at the time are task 3, 4, and 5. Due to the minimum parallelism of task 3, task 4, and task 5, they are assigned to the three cores, and the scheduling result is as shown in Figure 6.
to the FCFS policy, task 3 has the highest priority and is assigned to two cores. The remaining core executes the task 4, and task 5 waits until the cores are available. At time 35, when Task 2 completes the execution, the single core is assigned to task 5. At time 40, when Task 3 completes execution and task 6 is arrived, task 6 is assigned to two cores. At time 50, when task 4 completes the execution, task 7 and task 8 can be executed. Task 7 is available earlier than task 8 in the FCFS policy; therefore, task 7 is assigned to the single core. At time 90, when task 5 and task 6 complete execution at the same time, 3 cores are allocated to task 8. The schedule length is represented as 135 as a result.

Figure 5. An example of Max-SJF scheduling

Figure 6. An example of Fit-FCFS scheduling

3.6. Fit-SJF scheduling

This technique is based on the Fit policy and the SJF policy, which are already presented in the paper. The queue is sorted in the order of shortest-job-first for task selection and the parallelism is determined through the Fit policy, which attempts to assign as many cores as possible within the maximum degree of parallelism for tasks. Figure 7 shows a Fit-SJF scheduling result.

At time 0, both of task 1 and task 2 can be executed, but since task 2 has a shorter execution time on a single core than task 1, task 2 is assigned to four cores in the Fit policy due to the maximum parallelism in accordance with Table 3. At time 10, when task 2 completes the execution, task 1 and task 3 can be executed. task 1 is the predecessor task to task 3 since the shorter task than task 3, and 3 cores are assigned to task 1. The remaining core is to task 3. At time 25, when task 1 completes the execution, task 4 can be executed.

Figure 7. An example of Fit-SJF scheduling

3.7. Fair-FCFS scheduling

Fair tries to assign cores equally to the tasks in the queue. For example, if there exist two tasks in the queue and two cores are available, the Fair policy assigns one core to each task. If there exist three tasks in the queue and two cores are available, the first and second tasks in the queue are selected based on the FCFS.
Similarly, if there exist two tasks in the queue and three cores are available, the first task in the queue is assigned two cores, and the second task is assigned a core. Figure 8 shows a Fair-FCFS scheduling result.

At time 0, two cores out of four cores are assigned to each of task 1 and task 2, respectively in such a way that the cores are evenly distributed. At time 20, when task 2 completes the execution, task 3, 4, and 5 are arrived in the queue and become available. Due to the FCFS policy, task 3 and 4 are executable in this order. Thus, task 3 and task 4 are mapped on the remaining two cores so that a single core is assigned to each of them. At time 25, when task 1 completes the execution, task 5 is determined to run on the two cores since task 5 is alone in the queue at the time. At time 60, task 6 is mapped on a single core. At time 65, 3 cores are released, and the tasks that can be executed are task 7 and task 8 in the order. Thus, task 7 is assigned to a single core, and task 8 is also assigned to a core in accordance with the Fair policy. The rest of the cores is allocated to task 8 due to the FCFS policy. As the result, the schedule length is represented as 165.

**Figure 8. An example of Fair-FCFS scheduling**

### 3.8. Fair-SJF scheduling

The technique is based on Fair and SJF policies. The detail of this technique is described with a scheduling example of Figure 9. At time 0, the queue is rearranged so that task 2 and task 1 are in the order due to the SJF policy. Based on the Fair policy, task 1 and task 2 are assigned to two cores, respectively. At time 20, task 3, 4, and 5 are arrived. As well as the previous assignment, the queue is sorted in the order of task 4, 3, and 5. At the time, the remaining number of cores is two and task 4 and task 3 are assigned to a single core based on the Fair policy, respectively. At time 25, task 5 is assigned to two cores. At time 60, when task 4 completes its execution, task 6, 7, and 8 are ready to run. The queue is rearranged into the order of task 7, 6 and 8 due to the SJF policy, according to Table 3. Thus, task 7 is assigned to a single core. At time 65, task 6 is assigned to two cores and task 8 is assigned to a core. As the result, The overall schedule length is 165 in the figure.

**Figure 9. An example of Fair-SJF scheduling**

### 3.9. Fair-Ovh scheduling

In Fair-Ovh scheduling, parallelism decision is based on the Fair policy. On the other hand, the Ovh policy is the task selection technique to assign cores where the task is selected based on the minimum overhead for parallelization of the tasks in the queue. In general, the increased degree of parallelism occurs large overheads for parallelization. Due to that, the efficiency of parallel computation of tasks may degrade so that the execution time can hardly become short in response to its parallelism. In this paper, the Ovh policy that evenly distributes a core to each task and assigns one of remaining cores to the task with minimum overhead is presented. Figure 10 shows an example of Fair-Ovh scheduling.

At time 0, task 1 and task 2 are evenly assigned a core. Then, one of the remaining two cores is assigned to a task with minimum overhead. The overhead can be calculated as follows. If task 1 is assigned two cores, the overhead is 10 (=2×25−40). On the other hand, the overhead of task 2 is 5 (=20×2−35). Therefore, the task with the minimum overhead is determined as task 2, and a remaining core is additionally...
assigned to task 2. Now, task 1 is assigned a core and task 2 is assigned two cores and a core is still available. Then, if task 2 is assigned three cores, the overhead is 10 (\(=15 \times 3 - 35\)), according to Table 3. Compared the overhead of task 1 and task 2, task 1 is selected to assign the core. In this case, the overhead of task 1 is equal to that of task 2, but a core is assigned to task 1 likewise following the FCFS policy. Throughout the task selection, task 1 and task 2 are finally assigned two cores, respectively. At time 20, when task 2 completes the execution, task 3, 4, and 5 are arrived in the order. If one of the remaining cores is evenly assigned to each of task 3 and task 4, all the cores become occupied by the tasks. Therefore, additional assignment of remaining cores is not necessary at the time. At time 25, there is only task 5 to be executed in the queue. Thus two cores are assigned to task 5. At time 60, task 6, 7, and 8 are arrived and become ready in the queue, but there is only a core available at the time. In accordance with the Fair policy, task 6 is assigned a core, and any of cores cannot be assigned to tasks. At time 65, task 7 and task 8 can be started on the remaining three cores. A core is evenly assigned to each of them, and the overhead is calculated for additional assignment of the core. The overhead of task 7 is 10 (\(=40 \times 2 - 70\)). On the other hand, that of task 8 is calculated as 20 (\(=60 \times 2 - 100\)). Thus, the core is assigned to task 7 at the time, and two out of three cores are finally assigned to task 7 and a core is assigned to task 8, respectively. In this case, the schedule length as 165 is obtained, as shown in the Figure 10.

![Figure 10. An example of Fair-Ovh scheduling](image)

4. EXPERIMENTS

In the previous section, the scheduling problems that can be split into two section: task selection and parallelism decision are described. In task selection, FCFS, SJF, and Ovh have been presented. On the other hand, in parallelism decision, Single, Max, Fit, and Fair have been presented. Moreover, nine scheduling techniques in combination with the scheduling policies are proposed.

In order to evaluate the effectiveness of the presented scheduling techniques, experiments have been conducted. A metric of the experiments is in general the overall schedule length obtained through scheduling is supposed. In the experiments, a set of tasks with eight scenarios, each of which consists of 500 tasks or 1000 tasks derived from STG benchmark suite is used [26]. The maximum parallelism for each task is not included in the STG benchmark suite, which is therefore randomly generated and fixed in advance. Each task is assumed to have 10% of overhead to parallelize. The number of cores on the target system is set to eight and sixteen. The techniques employed in the experiments are those which are earlier presented in Section 3.

Figure 11(a) and Figure 11(b) shows the experimental results of nine scheduling algorithms with eight scenarios, each which compose a set of 500 tasks, on 8 cores and 16 cores, respectively. Figure 11(a) shows that Fit and Fair achieve relatively good results, which reduce the schedule lengths by 21.7% on average. On the other hand, the Max policy obviously degrades the performance since tasks, which cannot be executed at its maximum parallelism, are waited until the cores are released. Therefore, the cores are not fully utilized in this policy. On 16 cores, the trend of the results is very similar to that on 8 cores, but the results by Fit and Fair policies are scaled for the better than the results on 8 cores.

Figure 12(a) and Figure 12(b) shows the experimental results on 8 cores and on 16 cores as well as Figure 11, but each of the task sets composes 1000 tasks in Figure 12. All the results of schedule lengths are normalized to the Single-FCFS algorithm and are shown as the average of the normalized schedule lengths for the scenarios. Compared the results among Fair-FCFS, Fair-SJF, and Fair-Ovh, the Ovh policy slightly degrades the performance. Fair-FCFS and Fair-SJF are better than the others, both of which can obtain the schedule lengths 25% shorter than those of Single-FCFS. Fair-Ovh obtains 20% shorter than Single-FCFS. Max-SJF recorded distinctly better results than Max-FCFS.

Figure 12(a) and Figure 12(b) shows the experimental results on 8 cores and on 16 cores as well as Figure 11, but each of the task sets composes 1000 tasks in Figure 12. All the results of schedule lengths are normalized to the Single-FCFS algorithm and are shown as the average of the normalized schedule lengths for the scenarios. Compared the results among Fair-FCFS, Fair-SJF, and Fair-Ovh, the Ovh policy slightly
degrades the performance. Fair-FCFS and Fair-SJF are better than the others, both of which can obtain the schedule lengths 25% shorter than those of Single-FCFS. Fair-Ovh obtains 20% shorter than Single-FCFS. Max-SJF recorded distinctly better results than Max-FCFS.

Figure 11. Normalized schedule length for 500 tasks: (a) 8 cores, (b) 16 cores

Figure 12. Normalized schedule length for 1000 tasks: (a) 8 cores, (b) 16 cores

5. CONCLUSIONS
The literature on dynamic scheduling algorithms for moldable tasks have been proposed yet have never been evaluated in a same environment. In this paper, dynamic task scheduling algorithms on the certain conditions have been systematically rearranged and evaluated. Dynamic scheduling of moldable tasks can be split into two sub-problems such as task selection and parallelism decision and have presented two policies for task selection and four policies for parallelism decision is assumed. In addition, the Ovh policy dedicated to the Fair task selection have been proposed. In the experimental scenarios, the effectiveness of Fair-FCFS and Fair-SJF derived shorter schedule lengths has been demonstrated. In future, more extensive experiments will be conducted. Also, more sophisticated algorithms will be developed.
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