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Abstract

We study a source identification problem for a prototypical elliptic PDE from Cauchy boundary data. This problem is ill-posed, and the involved forward operator has a significant nullspace. Standard Tikhonov regularization yields solutions which approach the minimum $L^2$-norm least-squares solution as the regularization parameter tends to zero. We show that this approach 'always' suggests that the unknown local source is very close to the boundary of the domain of the PDE, regardless of the position of the true local source.

We propose an alternative regularization procedure, realized in terms of a novel regularization operator, which is better suited for identifying local sources positioned anywhere in the domain of the PDE. Our approach is motivated by the classical theory for Tikhonov regularization and yields a standard quadratic optimization problem. Since the new methodology is derived for an abstract operator equation, it can be applied to many other source identification problems. This paper contains several numerical experiments and an analysis of the new methodology.

1 Introduction

We will study the problem of identifying the source in a prototypical elliptic PDE from Cauchy boundary data:

$$\min_{(f,u) \in F_h \times H^1(\Omega)} \left\{ \frac{1}{2} \| u - d \|^2_{L^2(\partial \Omega)} + \frac{1}{2} \alpha \| W f \|^2_{L^2(\Omega)} \right\}$$
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subject to
\[-\Delta u + \epsilon u = f \quad \text{in } \Omega,\]
\[\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial \Omega,\]

where \( F_h \) is a finite dimensional subspace of \( L^2(\Omega) \), \( W : F_h \to F_h \) is a regularization operator, \( \alpha > 0 \) is a regularization parameter, \( d \) is the given (Dirichlet) boundary data, \( \epsilon \) is a positive parameter, \( n \) denotes the outwards pointing unit normal vector of the boundary \( \partial \Omega \) of the bounded domain \( \Omega \), and \( f \) is the unknown source.

This problem, and variants of it, appear in many application. For example, in crack determination [2], in EEG [3, 8] and in the inverse ECG problem [15, 19].

Even though most source identification tasks for elliptic PDEs are ill-posed, several methods for computing reliable results have been developed. Typically, one assumes a priori that \( f \) is composed of a finite number of pointwise sources or sources having compact support within a small number of finite subdomains. Such approaches lead to involved mathematical issues. For further information, see, e.g., [1, 4, 7, 10] and references therein.

As an alternative to searching for point sources, the authors of [5, 18] restrict the control domain to a subdomain and introduce a Kohn-Vogelius fidelity term. In [12] the authors also use a Kohn-Vogelius functional, but instead of restricting the control domain, they search for the source term closest to a given prior.

The related problem of determining the interface between two regions with constant densities (sources) has also been studied [14, 17]. More specifically, in these investigations \( f \) has the form \( f(x) = \rho_1, \rho_2 \) in \( \Omega_1, \Omega_2 \), respectively, and one seeks to identify the subdomains \( \Omega_1 \) and \( \Omega_2 \). Here, \( \rho_1 \) and \( \rho_2 \) are given constants. Moreover, since the 1990s very sophisticated analyses have been undertaken in order to further determine information about the support of the source term from boundary data, see, e.g., [10, 11, 13].

In this paper we will not make any assumptions about the form of the control \( f \), nor restrict the control domain. Instead we introduce a weighting \( W \), also referred to as a regularization operator, in the regularization term. This enables us to locate a single local source positioned anywhere in the domain without any prior knowledge about its position. More specifically, we will show that, if the true source equals any of the basis functions used to discretize the control, then the inverse solution will be closer to the true source, in \( L^2 \)-sense, than a function which achieves its maximum at the
same location as the true source. Numerical experiments indicate that our scheme also can identify several well-separated and isolated (local) sources, but we do not have a rigorous mathematical analysis covering such cases. Our approach leads to a standard quadratic optimization problem.

The projection onto the orthogonal complement of the nullspace of the forward operator

$K_h : F_h \rightarrow L^2(\partial\Omega), \quad f \mapsto u|_{\partial\Omega},$

associated with (1)-(2), plays an important role in our study. More precisely, our regularization operator $W$ can be interpreted as a scaling of the basis functions for $F_h$. This scaling is such that the lengths of the projections of the modified basis functions, onto the orthogonal complement of the nullspace of $K_h$, is the same.

This investigation is further motivated in Section 2, and our regularization operator is derived in Section 3, which also clarifies why we use a finite dimensional space $F_h$ for the control $f$ in (1)-(2). Section 4 is devoted to an analysis of the new methodology. The numerical experiments are presented in Section 5, and Section 6 contains a brief summary and an open problem.

2 Motivation

The right panel in Figure 1 shows the numerical solution $f_h$ of (1)-(2) when the true source $f_{\text{true}}$ is as depicted in the left panel. In these computations we employed standard Tikhonov regularization, i.e., $W = I$ and $\epsilon = 10^{-3}$. More specifically, we solved (1)-(2) numerically with $d = u_{\text{true}}|_{\partial\Omega}$, where $u_{\text{true}}$ denotes the numerical solution of the boundary value problem (2) with $f = f_{\text{true}}$. We observe that, even in the noise free situation, we cannot recover the position of the true source when standard Tikhonov regularization is used, and the computed source $f_h$ is mainly located at the boundary $\partial\Omega$ of $\Omega$, even though the true source $f_{\text{true}}$ has its support in the interior of $\Omega$. The mathematical explanation for this is as follows.

Consider the following (continuous) $L^2$-version of our source identification problem with standard Tikhonov regularization:

$$\min_{(f,u) \in L^2(\Omega) \times H^1(\Omega)} \left\{ \frac{1}{2} \| u - d \|_{L^2(\partial\Omega)}^2 + \frac{1}{2} \alpha \| f \|_{L^2(\Omega)}^2 \right\}$$

subject to (2). Throughout this paper we assume that $\Omega$ is a bounded domain with a piecewise smooth boundary $\partial\Omega$. 
Figure 1: Comparison of the true source and the inverse solution using standard Tikhonov regularization with $\alpha = 10^{-3}$.

We denote the mapping $f \mapsto u|_{\partial\Omega}$, associated with (3)-(2), by the forward operator

$$K : L^2(\Omega) \to L^2(\partial\Omega).$$

More precisely, $Kf = u|_{\partial\Omega}$, where $u$ is the unique (weak) solution of the boundary value problem (2).

The nullspace $N(K)$ of $K$ consists of functions $f \in L^2(\Omega)$ which yield solutions of (2) with zero trace on $\partial\Omega$. If we define the space $V_{00}$ as

$$V_{00} = \{ \psi \in C^2(\Omega) : \psi = \frac{\partial \psi}{\partial n} = 0 \text{ on } \partial\Omega \},$$

we observe that

$$Q = \{ q = -\Delta \psi + \epsilon \psi, \psi \in V_{00} \} \subset N(K). \quad (4)$$

Let $(f^*_\alpha, u^*_\alpha)$ denote the solution of (3)-(2), $\alpha > 0$, and assume that the limit

$$\lim_{\alpha \to 0} f^*_\alpha = f^* = K^\dagger d$$

is a $C^2$-function, i.e., $f^* \in C^2(\overline{\Omega})$. Here, $K^\dagger$ denotes the Moore-Penrose inverse of $K$. From standard theory we know that the minimum norm least-squares solution $f^*$ belongs to the orthogonal complement of the nullspace of $K$, i.e., $f^* \in N(K)^\perp$, or

$$(f^*, q)_{L^2(\Omega)} = 0 \quad \forall q \in Q \subset N(K),$$

\footnote{If $\psi \in C^2(\overline{\Omega})$ and $\Omega$ is bounded, then $\Delta \psi \in L^2(\Omega)$.}
which implies that
\[(f^*, -\Delta \psi + \epsilon \psi)_{L^2(\Omega)} = 0 \quad \forall \psi \in V_{00}.\]

Invoking integration by parts/Green’s formula yields that
\[(-\Delta f^* + \epsilon f^*, \psi)_{L^2(\Omega)} = 0 \quad \forall \psi \in V_{00},\]
and we can conclude that
\[-\Delta f^* + \epsilon f^* = 0 \quad \text{in } \Omega.\]

Standard maximum principles for elliptic PDEs thus assure that \(f^*\) cannot attain a non-negative maximum\(^2\) in the interior of \(\Omega\), see, e.g., Theorem 4.10 in [16]. For small \(\alpha > 0\), \(f^*_\alpha \approx f^*\), and the use of ordinary Tikhonov regularization will therefore fail to identify internal sources. This explains the results reported in Figure 1.

The paper [6] contains results related to the analysis presented in this section: For \(\epsilon = \alpha = 0\), [6] clarifies the role of harmonic sources.

### 3 The regularization operator

Motivated by the results presented above, we will now construct a regularization operator \(W\) better suited for recovering internal sources. However, for the sake of generality, we proceed by considering the following abstract operator equation:
\[K_h x = b,\]  
(5)

where \(K_h : X \to Y\) is a linear operator with a nontrivial nullspace and possibly very small singular values. The real vector spaces \(X\) and \(Y\) are finite dimensional and \(b \in Y\).

Employing modified Tikhonov regularization yields the problem
\[z_\alpha = \arg \min_z \left\{ \frac{1}{2} \|K_h z - b\|^2_Y + \frac{1}{2\alpha} \|Wz\|^2_X \right\},\]  
(6)

where \(\alpha > 0\) is a regularization parameter, \(W : X \to X\) is an invertible regularization operator, and \(\|\cdot\|_X\) and \(\|\cdot\|_Y\) denote the norms of \(X\) and \(Y\), respectively.

By defining
\[y_\alpha = Wz_\alpha,\]

\(^2\)If \(\epsilon = 0\), then \(f^*\) will achieve its maximum on the boundary \(\partial \Omega\).
we get the problem
\[ y_{\alpha} = \arg \min_{y} \left\{ \frac{1}{2} \| K_hW^{-1}y - b \|_Y^2 + \frac{1}{2} \alpha \|y\|_X^2 \right\}, \]
and according to standard theory for Tikhonov regularization, see, e.g., [9],
\[ \lim_{\alpha \to 0} y_{\alpha} = y^* = (K_hW^{-1})^{\dagger}b. \]
Hence, the introduction of \( W \) in the regularization term in (6) motivates us to consider the related equation
\[ K_hW^{-1}y = b. \] (8)
We will now use (8) to motivate a particular choice of a regularization operator \( W \).

Let \( \phi_1, \phi_2, \ldots, \phi_n \) be a basis for \( X \), i.e.,
\[ X = \text{span}\{\phi_1, \phi_2, \ldots, \phi_n\}. \]
The minimum norm least-squares solution
\[ x^* = \sum_{i=1}^{n} x_i^* \phi_i = K_h^{\dagger}b \]
of (5) belongs to the orthogonal complement of the nullspace of \( K_h \), i.e.,
\[ x^* \in \mathcal{N}(K_h)^{\perp}. \]
Hence, if
\[ P : X \to \mathcal{N}(K_h)^{\perp} \]
(9)
denotes the orthogonal projection, then
\[ x^* = Px^* \]
\[ = \sum_{i=1}^{n} x_i^* P \phi_i. \]
Note that the norm \( \|P\phi_i\|_X \) of \( P\phi_i \) depends on the angle between \( \phi_i \) and \( \mathcal{N}(K_h)^{\perp} \). Roughly speaking, the minimum norm least-squares solution \( x^* \) will typically be dominated by the basis vectors which have a relatively small
angle to $\mathcal{N}(K_h)^\perp$ – one may say that the basis $\phi_1, \phi_2, \ldots, \phi_n$ is biased because these functions' contributions to $\mathbf{x}^*$ are depending on the norms of their projections onto the orthogonal complement of the nullspace of $K_h$.

Let us now assume that
\[
\|P\phi_i\|_X \neq 0, \quad i = 1, 2, \ldots, n,
\]
and note that the scaled basis
\[
\hat{\phi}_i = \frac{\phi_i}{\|P\phi_i\|_X}, \quad i = 1, 2, \ldots, n,
\]
has the property
\[
\|P\hat{\phi}_i\|_X = 1, \quad i = 1, 2, \ldots, n. \tag{10}
\]
Consider equation (8), where
\[
\mathbf{y} = \sum_{i=1}^{n} y_i \phi_i.
\]
Motivated by the previous paragraph, we want to choose the regularization operator $W$ such that the projection $P(W^{-1}\mathbf{y})$ of $W^{-1}\mathbf{y}$ onto $\mathcal{N}(K_h)^\perp$ is a sum of the components $y_1, y_2, \ldots, y_n$ of $\mathbf{y}$ times vectors which have equal length. This is accomplished as follows: Provided that the linear regularization operator $W : X \to X$ is defined by
\[
W\phi_i = \|P\phi_i\|_X \phi_i, \quad i = 1, 2, \ldots, n, \tag{11}
\]
we find that
\[
P(W^{-1}\mathbf{y}) = \sum_{i=1}^{n} y_i P(W^{-1}\phi_i)
\]
\[
= \sum_{i=1}^{n} y_i P(\|P\phi_i\|_X^{-1} \phi_i)
\]
\[
= \sum_{i=1}^{n} y_i P\hat{\phi}_i,
\]
where all the involved projections $P\hat{\phi}_1, P\hat{\phi}_2, \ldots, P\hat{\phi}_n$ have length one \cite{10}. (Appendix A contains an alternative motivation for the definition (11) of the regularization operator $W$.)

The discussion presented above can be generalized to separable Hilbert spaces, assuming that none of the basis functions $\{\phi_1, \phi_2, \ldots\}$ belong to
the nullspace of $K$. In fact, in order to obtain a ‘reasonable’ regularization operator $W$, as defined in (11), one should make sure that $\min_i \{\|P\phi_i\|_X\}$ does not become too small, relative to the noise level in $b$: If $\|P\phi_i\|_X$ is very small, one tries to recover the contribution associated with a basis function $\phi_i$ which is almost in the nullspace of the forward operator. Hence, in order to not get ‘too close’ to the nullspace, one would typically use a rather moderate number $n$ of basis functions, and these basis functions should have a relatively significant support. This is our motivation for employing a finite dimensional space for the control $f$ in (11)-(2).

Let $W$ be as defined in (11). In the next sections we will explore the following three methods for identifying sources:

**Method I:** We compute

$$W^{-1}x_\alpha,$$

where

$$x_\alpha = \arg \min_x \left\{ \frac{1}{2} \|Khx - b\|_Y^2 + \frac{1}{2} \alpha \|x\|_X^2 \right\},$$

i.e., $x_\alpha$ is the outcome of standard Tikhonov regularization.

**Method II:** We compute

$$y_\alpha = \arg \min_y \left\{ \frac{1}{2} \|KhW^{-1}y - b\|_Y^2 + \frac{1}{2} \alpha \|y\|_X^2 \right\}.$$

**Method III:** We compute

$$z_\alpha = \arg \min_z \left\{ \frac{1}{2} \|Khz - b\|_Y^2 + \frac{1}{2} \alpha \|Wz\|_X^2 \right\},$$

i.e., $z_\alpha = W^{-1}y_\alpha$.

It turns out that these methods yield rather similar visual results for recovering a single well-localized source: see Figure 2 for the recovery of the true source depicted in panel (a) in Figure 1. Methods II and III work better for identifying several local sources than Method I. This will be exemplified in the numerical experiments section.

As we will see in the next section, our analyses of methods II and III rely on the investigation of Method I.
4 Analysis

We will now investigate whether Method I, Method II and Method III can recover the individual basis functions $\phi_1, \phi_2, \ldots, \phi_n$. More precisely, if the right-hand-side $b$ in (5) equals the image of $\phi_j$ under $K_h$, i.e.,

$$b = K_h \phi_j,$$

can we employ these methods to roughly recover the 'position' of $\phi_j$? When standard Tikhonov regularization is used, i.e., when $W = I$, the numerical experiments and the analysis presented in Section 2 show that this is not necessarily the case. Ideally, we would like to analyze the recovery of vectors in a large subset of $X$ from their images in $Y$ under $K_h$, but we have not been able to do so.

For the sake of simplicity, we consider the limit case $\alpha \to 0$ in this section. Our analysis thus address some mathematical properties of the minimum norm least-squares solutions of the linear problems associated with methods I, II and III.

The simple result presented in our first lemma is not explicitly formulated in standard texts. For the sake of completeness, and since it will be used below, we now prove:

**Lemma 4.1.** Let $A : H_1 \to H_2$ be a bounded linear operator, where $H_1$ and $H_2$ are Hilbert spaces. For any $\psi \in H_1$, the minimum norm least-squares solution of

$$Au = A\psi$$

is

$$u^* = P\psi,$$

where $P : H_1 \to N(A)^\perp$ denotes the orthogonal projection of elements in $H_1$ onto the orthogonal complement of the nullspace of $A$.

**Proof.** We observe that

$$AP\psi = A((P\psi - \psi) + \psi) = A\psi$$

because $(P\psi - \psi) \in N(A)$. Hence, $P\psi$ is a solution of (12). Since $A$ is linear, any other solution of (12) can be written in the form $P\psi + \tau$, for some $\tau \in N(A)$, which has norm

$$\|P\psi + \tau\|_{H_1} = \sqrt{\|P\psi\|_{H_1}^2 + \|\tau\|_{H_1}^2} \geq \|P\psi\|_{H_1}.$$

\qed
We will now prove that Method I can recover the individual basis functions in the sense that $W^{-1}x^*$ attains its maximum at the correct position. More precisely, $W^{-1}x^*$ attains its maximum for the correct index.

**Theorem 4.2. (Method I).** Let $W$ be the regularization operator defined in (11) and assume the that the basis $\mathcal{B} = \{\phi_1, \phi_2, \ldots, \phi_n\}$ is orthonormal. Then, for any $j \in \{1, 2, \ldots, n\}$, the minimum norm least-squares solution $x^*_j$ of

$$K_h x = K_h \phi_j$$

satisfies

$$W^{-1} x^*_j = \|P\phi_j\|_X \sum_{i=1}^n \left( \frac{P\phi_j}{\|P\phi_j\|_X}, \frac{P\phi_i}{\|P\phi_i\|_X} \right)_X \phi_i,$$

where $P : X \rightarrow \mathcal{N}(K_h)^\perp$ denotes the orthogonal projection of elements in $X$ onto the orthogonal complement of the nullspace of $K_h$. Hence,

$$j \in \arg \max_{i \in \{1, 2, \ldots, n\}} (W^{-1} x^*_j(i)),$$

where $W^{-1} x^*_j(i)$ denotes the $i$'th component of the vector $[W^{-1} x^*_j]_B \in \mathbb{R}^n$.

**Proof.** Invoking Lemma 4.1, the assumption that the basis is orthonormal, the definition (11) of $W$ and basic properties of projections it follows that

$$W^{-1} x^*_j = W^{-1} P\phi_j$$

$$= W^{-1} \sum_{i=1}^n (P\phi_j, \phi_i)_X \phi_i$$

$$= \sum_{i=1}^n (P\phi_j, \phi_i)_X \|P\phi_i\|_X^{-1} \phi_i$$

$$= \sum_{i=1}^n (P\phi_j, P\phi_i)_X \|P\phi_i\|_X^{-1} \phi_i$$

$$= \|P\phi_j\|_X \sum_{i=1}^n \left( \frac{P\phi_j}{\|P\phi_j\|_X}, \frac{P\phi_i}{\|P\phi_i\|_X} \right)_X \phi_i.$$  

(14)

Method II involves the operator $K_h W^{-1}$. In the argument presented below we use the orthogonal projection $\tilde{P}$ onto the orthogonal complement of the nullspace of $K_h W^{-1}$,

$$\tilde{P} : X \rightarrow \mathcal{N}(K_h W^{-1})^\perp.$$
We will now prove that a scaled version of Method II yields a solution which, in norm sense, is better than the outcome of Method I.

**Theorem 4.3. (Method II).** Assume that \( \{\phi_1, \phi_2, \ldots, \phi_n\} \) is an orthonormal basis and let \( W \) be the operator defined in \((11)\). Then the minimum norm least-squares solution \( y_j^* \) of

\[
K_hW^{-1}y = K_h\phi_j,
\]

satisfies

\[
\left\| \phi_j - \frac{y_j^*}{\|P\phi_j\|_X} \right\|_X \leq \|\phi_j - W^{-1}x_j^*\|_X,
\]

where \( x_j^* \) is the minimum norm least-squares solution of \((13)\) and \( W^{-1}x_j^* \) can be written in the form \((14)\).

**Proof.** The minimum norm least-squares solution of the auxiliary problem

\[
K_hW^{-1}\hat{y} = K_hW^{-1}\phi_j (= \|P\phi_j\|_X^{-1}K_h\phi_j)
\]

is, according to Lemma 4.1,

\[
\hat{y}_j^* = \tilde{P}\phi_j.
\]

Also, since \( \tilde{P} \) is the orthogonal projection onto \( \mathcal{N}(K_hW^{-1})^\perp \),

\[
\|\phi_j - \hat{y}_j^*\|_X \leq \|\phi_j - r\|_X \text{ for all } r \in \mathcal{N}(K_hW^{-1})^\perp.
\]

From \((16)\) we find that

\[
K_hW^{-1}(\|P\phi_j\|_X \hat{y}) = K_h\phi_j,
\]

and therefore there is as simple connection between the minimum norm least-squares solutions \( y_j^* \) and \( \hat{y}_j^* \) of \((15)\) and \((16)\), respectively:

\[
y_j^* = \|P\phi_j\|_X \hat{y}_j^*.
\]

We thus conclude that

\[
\left\| \phi_j - \frac{y_j^*}{\|P\phi_j\|_X} \right\|_X \leq \|\phi_j - r\|_X \text{ for all } r \in \mathcal{N}(K_hW^{-1})^\perp.
\]

Observe that

\[
q \in \mathcal{N}(K_h) \iff Wq \in \mathcal{N}(K_hW^{-1}).
\]
We know that

\[ x_j^* \in \mathcal{N}(K_h)^\perp, \]

or

\[ (x_j^*, q)_X = 0 \quad \text{for all} \quad q \in \mathcal{N}(K_h). \]

The operator \( W \) is self-adjoint and hence

\[ (W^{-1}x_j^*, Wq)_X = 0 \quad \text{for all} \quad q \in \mathcal{N}(K_h). \]

We can thus conclude that \( W^{-1}x_j^* \in \mathcal{N}(K_hW^{-1})^\perp \), and the result follows from (17).

Finally, we use the analysis of Method II to also relate Method III to Method I:

**Corollary 4.3.1. (Method III).** Assume that \( \{\phi_1, \phi_2, \ldots, \phi_n\} \) is an orthonormal basis and let

\[
z_{j,\alpha} = \arg\min_z \left\{ \frac{1}{2} \|K_hz - K_h\phi_j\|_Y^2 + \frac{1}{2} \alpha \|Wz\|_X^2 \right\},
\]

\[
z_j^* = \lim_{\alpha \to 0} z_{j,\alpha},
\]

where \( W \) is defined in (11). Then

\[
\|\phi_j - z_j^*\|_X \leq \frac{\|P\phi_j\|_X}{\min_{i=1,2,\ldots,n} \|P\phi_i\|_X} \|\phi_j - W^{-1}x_j^*\|_X,
\]

(18)

where \( x_j^* \) is the minimum norm least-squares solution of (13) and \( W^{-1}x_j^* \) can be written in the form (14).

**Proof.** Let \( y_j^* \) be the minimum norm least-squares solution of (15). From the definition (11) of \( W \) and the fact that \( z_j^* = W^{-1}y_j^* \), it follows that

\[
\phi_j - z_j^* = \|P\phi_j\|_X W^{-1}\phi_j - W^{-1}y_j^*.
\]

Therefore,

\[
\|\phi_j - z_j^*\|_X = \|P\phi_j\|_X \left\| W^{-1}\phi_j - \frac{W^{-1}y_j^*}{\|P\phi_j\|_X} \right\|_X
\]

\[
\leq \|P\phi_j\|_X \|W^{-1}\|_X \left\| \phi_j - \frac{y_j^*}{\|P\phi_j\|_X} \right\|_X
\]

\[ = \frac{\|P\phi_j\|_X}{\min_{i=1,2,\ldots,n} \|P\phi_i\|_X} \left\| \phi_j - \frac{y_j^*}{\|P\phi_j\|_X} \right\|_X, \]

and the result follows from Theorem 4.3.
Inequality (18) shows that, if \( \| P \phi_j \|_X \approx \min_{i=1,2,\ldots,n} \| P \phi_i \|_X \), then Method III can potentially yield results which, in norm sense, is better than Method I. Since \( P \) is the orthogonal projection onto the orthogonal complement \( \mathcal{N}(K_h)^\perp \) of the nullspace of \( K_h \), this will typically be the case for indexes \( j \) corresponding to the basis functions closest to the nullspace of \( K_h \). We thus expect Method III to work best for recovering the basis functions closest to the nullspace. (However, this ‘effect’ does not depend on \( \min_{i=1,2,\ldots,n} \| P \phi_i \|_X \) being small, only that \( \| P \phi_j \|_X \approx \min_{i=1,2,\ldots,n} \| P \phi_i \|_X \).)

5 Numerical experiments

We discretized the control \( f \) in terms of a rectangular grid with uniformly sized cells \( \Omega_1, \Omega_2, \ldots, \Omega_n \), and the scaled characteristic functions of these cells were used as basis functions:

\[
\phi_i = \frac{1}{\| \chi_{\Omega_i} \|_{L_2(\Omega)}} \chi_{\Omega_i}, \quad i = 1, 2, \ldots, n.
\]

Note that this is an \( L^2 \)-orthonormal basis, cf. our theoretical findings in the previous section. The state \( u \) was discretized with standard first order Lagrange elements, and the stiffness and mass matrices were generated with the FEniCS software system. We imported these matrices into MATLAB and solved the associated optimality systems.

To be in ‘exact alignment’ with our theoretical findings, except for the use of finite precision arithmetic, we committed the so-called inverse crime in Example 1: The same \((8 \times 8)\) grid for the control was used for both solving the inverse problem and for generating the synthetic Dirichlet observation data \( d \in L^2(\partial \Omega) \). Also, the true source equaled one of the basis functions, and thus all the assumptions needed in our theorems were fulfilled.

In examples 2-6 we avoided inverse crimes by using different grid resolutions for the forward and inverse problems. More specifically, except for Example 2, the synthetic Dirichlet boundary data \( d \) in (1)-(2) was generated by solving, on a mesh with \( 65 \times 65 \) grid points, the boundary value problem (2) with \( f = f_{\text{true}} \). The data \( d \) was then mapped onto a coarser grid with \( 33 \times 33 \) grid points. The inverse problem (1)-(2) was thereafter solved, using \( 16 \times 16 \) and \( 33 \times 33 \) uniform meshes for the control \( f \) and the state \( u \), respectively. With this procedure, the true sources, employed in the forward simulations, consisted of sums of basis functions with neighbouring supports. (Hence, our analysis, in a strict mathematical sense, can not predict the outcome of these simulations.)
In Example 2, the forward problem was solved on a non-uniform L-shaped mesh with 548 nodes, before the synthetic boundary data $d$ was mapped onto a coarser grid with 137 nodes. We then solved the inverse problem using the coarse grid for both the control $f$ and the state $u$.

If not stated otherwise, $\epsilon = 10^{-3}$, see (2), and no noise was added to the synthetic data $d$.

We observed in panel (b) of Figure 1 that the inverse solution computed with standard Tikhonov regularization fails to recover the true source. Similar results were observed in all the test cases, except when the true source was close to the boundary $\partial \Omega$ of the domain $\Omega$. We will therefore, in most cases, not present further figures generated by applying standard Tikhonov regularization.

Example 1: Simple internal source

Figure 2 shows the numerical results obtained by solving (1)-(2), with the regularization operator $W$ defined in (11), when the true source is as depicted in panel (a) in Figure 1. We observe that the location of the true source is recovered rather well by all the three methods, and the results are much better than the inverse solution generated by employing standard Tikhonov regularization, see panel (b) in Figure 1. Nevertheless, the magnitude of the true source is severely underestimated by all the schemes and the well-known smoothing effect due to 'quadratic regularization' is clearly present.
Figure 2: Recovered source, Example 1, with the regularization parameter $\alpha = 10^{-3}$. The true source is depicted in panel (a) in Figure 1.
Example 2: L-shaped geometry

We will now consider the problem (1)-(2) with an L-shaped domain $\Omega$. The

(a) True source

(b) Method I.

(c) Method II.

(d) Method III.

Figure 3: L-shaped domain, Example 2. Comparison of the true source and the inverse solutions, using the regularization parameter $\alpha = 10^{-3}$.

location of the true source is identified rather accurately by employing our proposed methods, see panels (b)-(d) in Figure 3. Visually, it appears that Method I produces the best result, whereas particularly Method III generates a solution which is slightly too far to the right. In this example, the magnitude of the true source is somewhat better recovered, compared with the results reported in Example 1.

Example 3: Source at the boundary

Figure 5 shows that standard Tikhonov regularization performs somewhat better than the new methods when the true source is located at the boundary $\partial \Omega$ of the domain $\Omega$, cf. Figure 4. However, all the techniques work rather
well in this particular case: The position and the magnitude of the true source is roughly recovered by all the methods.

![Images of true source and inverse solutions for methods I, II, and III](image)

Figure 4: Source at the boundary, Example 3. Comparison of the true source and the inverse solutions, using the regularization parameter $\alpha = 10^{-4}$.
Example 4: Tensor

The next problem reads:

$$\min_{(f,u) \in F_h \times H^1(\Omega)} \left\{ \frac{1}{2} \| u - d \|_{L^2(\partial \Omega)}^2 + \frac{1}{2} \alpha \| Wf \|_{L^2(\Omega)}^2 \right\}$$  \hspace{1cm} (19)$$

subject to

$$-\nabla \cdot \sigma \nabla u + \epsilon u = f \quad \text{in } \Omega,$$
$$\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial \Omega,$$  \hspace{1cm} (20)$$

where

$$\sigma = \text{diag}(\kappa_1, \kappa_2)$$

is a diagonal and uniformly positive definite $2 \times 2$ matrix (with function entries). In this experiment, the vector field $(\kappa_1, \kappa_2)$ is as shown in Figure 6.
Due to the 'overall direction' of the vector field, one could expect that the estimated source would be shifted to the right, and possibly upwards, compared with the true source. However, from the definition \( (11) \) of the regularization operator \( W \), it follows that the tensor \( \sigma \) will influence \( W \), i.e., \( W = W(\sigma) \). This is in contrast to the standard Tikhonov regularization term, which is unaffected by the presence of a non-constant tensor in the PDE.

Figure 7 shows the numerical solutions of (19) - (20), as well as the location of the true source. We observe in panels (b)-(d) that the position of the source is identified rather well by all the three methods. Only a marginal drift to the right can be observed.

We also applied standard Tikhonov regularization to this problem (figure omitted). The maximum value of the suggested source then occurred at the right part of the boundary, in spite of the fact that the true source is located in the left part of the domain.
Example 5: Multiple sources

In this subsection we investigate how the new techniques handle multiple sources. Figure 8 shows the two-sources case, whereas the results for the three-sources case are displayed in Figure 9.

For the two-sources case, methods II and III rather successfully localize the two regions, see panels (c) and (d) in Figure 8. The two regions are quite clearly distinguishable, even though the inverse solution is much smoother than the true source. In this case, Method I fails to recover the sources, ref. panel (b).

Similarly, for the three-sources case, the 'active' regions are still distinguishable using methods II or III, although two of the three sources are much stronger recovered than the third (bottom right).
Figure 8: Two disjoint sources, Example 5. Comparison of the true sources and the inverse solutions, using the regularization parameter $\alpha = 10^{-3}$.

**Example 6: Noisy data**

Finally, we explore the performance of the new methodology for noisy observation data $d$. More specifically, we now assume that only an approximation $d^\delta$ of $d$ is known:

$$d^\delta(x) = d(x) + \delta \rho(x),$$

where $\rho(x)$ is a normally distributed stochastic variable with zero mean and standard deviation equal to 1. The scalar $\delta$ is

$$\delta = \kappa \left( \max_{x \in \partial \Omega} d(x) - \min_{x \in \partial \Omega} d(x) \right),$$

and we define the noise level to be the standard deviation of $\delta \rho$ relatively to the range of the data $d$, i.e.,

$$\frac{\sigma(\delta \rho)}{\max_{x \in \partial \Omega} d(x) - \min_{x \in \partial \Omega} d(x)} = \frac{\delta}{\max_{x \in \partial \Omega} d(x) - \min_{x \in \partial \Omega} d(x)} = \kappa.$$
Figure 9: Three disjoint sources, Example 5. Comparison of the true sources and the inverse solutions, using the regularization parameter $\alpha = 10^{-3}$.

The regularization parameter was chosen according to Mozorov’s discrepancy principle, i.e., when

$$\|d^\delta - d\|_{L^2(\partial \Omega)} = \gamma,$$

we chose $\alpha$ such that

$$\|Kh^\delta - d^\delta\|_{L^2(\partial \Omega)} = \gamma.$$

We used the same true source as in Example 5, see panel (a) in Figure 8. Figure 10 shows plots of the numerical simulations with Method II and Method III when the noise level is 5% and 20%. Both methods produce solutions which indicate the regions of the true sources rather well when the noise level is 5%. In the case of 20% noise, only Method II is able to distinguish the two regions. Since Method I failed also for the noise-free case, we do not present the simulations with noisy observation data for this method.
6 An open problem

The methods developed in this paper can recover a single source positioned anywhere in $\Omega$, and the new schemes are defined in terms of standard quadratic optimization problems. They are thus simple to implement. Our results are supported by both rigorous mathematical analysis and by numerical experiments.

The examples, presented in the previous section, indicate that two of our methods also can identify several isolated sources. Nevertheless, we have not presented any mathematical analysis for such cases. A more thorough understanding of this is an open problem.
A Alternative motivation for $W$

Consider a regularization operator in the form

$$W\phi_i = w_i \phi_i, \quad w_i \in \mathbb{R} \setminus \{0\}, \quad i = 1, 2, \ldots, n.$$  

The minimum norm least-squares solution $y^*$ of (8) belongs to $\mathcal{N}(K_hW^{-1})^\perp$:

$$(y^*, Wq)_X = 0 \quad \text{for all } q \in \mathcal{N}(K_h)$$

because

$$q \in \mathcal{N}(K_h) \iff Wq \in \mathcal{N}(K_hW^{-1}).$$

Since $W$ is self-adjoint, it follows that

$$(Wy^*, q)_X = 0 \quad \text{for all } q \in \mathcal{N}(K_h),$$

and we conclude that

$$Wy^* \in \mathcal{N}(K_h)^\perp. \quad (22)$$

Assume that one wants to use the minimum norm least-squares solution $y^*$ of (8) to approximately recover $\phi_i$. That is, we want to choose $W$ such that the minimum norm least-squares solution $y^* \approx \phi_i$ is possible. Choosing $y^* \approx \phi_i$ in (22) yields that $W\phi_i = w_i \phi_i$ approximately must belong to $\mathcal{N}(K_h)^\perp$. We propose to achieve this by requiring that $w_i \phi_i$ is as close as possible to $p_{\phi_i}/\|p_{\phi_i}\|_X \in \mathcal{N}(K_h)^\perp$, where $p$ is the orthogonal projection (9). This suggests the choice

$$w_i = \arg\min_c \|c\phi_i - \frac{P\phi_i}{\|P\phi_i\|_X}\|^2_X = \|P\phi_i\|_X.$$  

In other words, we choose $w_i$ such that $w_i \phi_i$ gets as close as possible to the normalized best approximation of $\phi_i$ in $\mathcal{N}(K_h)^\perp$.
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