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Abstract

Recurrent neural networks (RNN) are widely used in speech and language processing. Due to dependency on the past, standard algorithms for training these models, such as back-propagation through time (BPTT), cannot be efficiently parallelised. Furthermore, applying these models to more complex structures than sequences requires inference time approximations, which introduce inconsistency between inference and training. This paper shows that recurrent neural networks can be reformulated as fixed-points of non-linear equation systems. These fixed-points can be computed using an iterative algorithm exactly and in as many iterations as the length of any given sequence. Each iteration of this algorithm adds one additional Markovian-like order of dependencies such that upon termination all dependencies modelled by the recurrent neural networks have been incorporated. Although exact fixed-points inherit the same parallelization and inconsistency issues, this paper shows that approximate fixed-points can be computed in parallel and used consistently in training and inference including tasks such as lattice rescoring. Experimental validation is performed in two tasks, Penn Tree Bank and WikiText-2, and shows that approximate fixed-points yield competitive prediction performance to recurrent neural networks trained using the BPTT algorithm.

Index Terms: recurrent neural networks, fixed points

1. Introduction

Recurrent neural networks (RNN) are a popular choice for solving a variety of natural language and speech processing tasks including machine translation [1], language modelling [2] and acoustic modelling [3-4][5]. These powerful highly non-linear sequence models enable to model long-range dependencies impossible with many other model classes. Although RNNs have achieved excellent performance across many applications and tasks their practical use comes with a range of well-known issues [6]. As such, a variant of RNNs [7][8] or a completely alternative sequence model [9] that can overcome those issues are of both practical and theoretical interest.

Unlike simpler n-gram and feed-forward neural network models used in language modelling [10], RNNs make predictions based on the complete rather than truncated history. The complete history representation used by RNNs is known to be unstable, which may cause optimisation issues and loss of information about long-term dependencies [11]. Although alternative history representations have been proposed to address these issues [7][8], the robust and accurate modelling of long-term dependencies in these models remains a challenge. Long-term dependency modelling also causes issues [12] for efficient parallelization of training these models using algorithms such as back-propagation through time (BPTT) [13], which leads to increased development costs and time. Although computationally efficient training methodologies have been proposed [14] to replace BPTT, they do not offer easier parallelization. Furthermore, many important applications of RNNs involve rescoring graph-like lattice structures, which, unlike linear chains or prefix trees, require inference-time approximations [15][16].

This paper shows that the form of RNNs used in language modelling yields history representations that can be reformulated as fixed-points of a non-linear equation system. These fixed-points can be computed either exactly or approximately using an iterative algorithm with guaranteed convergence in as many steps as the lengths of underlying sequences. Each iteration in this algorithm enables to account for one additional order of dependencies until at termination the dependencies of all orders have been accounted for. Although approximate fixed points have fewer dependencies than provided by standard RNN history representations, they have a number of interesting properties. First, according to Banach theorem [17], approximate fixed points converge to exact fixed points exponentially fast which supports terminating the iterative algorithm after few iterations. Second, unlike standard RNN history representations, approximate fixed points can be parallelised. Third, given the ability to control the scope of dependencies (the number of iterations), the approximate fixed-points can be applied for lattice rescoring without making any inference time approximations.

The rest of this paper is organised as follows. Section 2 describes the form of RNNs examined in this paper. Section 3 shows how RNN history representations can be reformulated as fixed-points and presents an algorithm for computing them by iteratively refining approximate fixed-points. Experimental results comparing the RNN history representations, exact and approximate fixed points on two language modelling tasks are presented in Section 4. Finally, conclusions drawn from this work are given in Section 5.

2. Recurrent Neural Networks

There are many variants of recurrent neural networks (RNNs) [18][7][8][19][20]. This paper examines the class of RNNs commonly referred to as Elman networks [18]. An Elman network consists of an input layer, a hidden or history layer and an output layer. The hidden layer computes a history representation at time $t$, using the following recursive process:[1]

$$h_t = \phi(W_h h_{t-1} + V w_{t-1})$$  

(1)

where $w_{t-1}$ is an one-hot encoding or an embedding [21][22] of a previous input word $w_{t-1}$, $h_{t-1}$ is a previous history representation, $\phi$ is an activation function, such as $\tanh$ and $\text{sigmoid}$, $V$ and $W$ are weight matrices associated with the input and hidden layer respectively. The history representation is used by the output layer to compute probability of predicting next input word, $w_t$, using softmax activation function

$$P(w_t = i | h_t; \theta) = \frac{\exp(u_{i:t})}{\sum_{j} \exp(u_{j:t})}$$  

(2)

For simplicity all biases are omitted in the exposition.
where $u_i$ is the $i$-th row of output layer weight matrix $U$, $|V|$ is the size of vocabulary and $\theta$ is the set of RNN parameters. The ‘quality’ of RNN predictions is assessed using perplexity

$$PPL(D; \theta) = \exp \left( -\frac{1}{|D|} \sum_{r=1}^{R} \log P(w^{(r)}_{1:T_r}; \theta) \right)$$

where $D$ is a held-out set of $R$ test word sequences and $|D|$ denotes the number of words. The dependency on the complete past input sequence implied by eq. (1) makes it challenging to apply RNNs to structures other sequences. For instance, in order to apply RNN language models for rescoring lattices in speech recognition, a range of inference time approximations is commonly used [13,15].

The RNN parameters $\theta$ can be estimated by minimising cross-entropy loss function

$$\mathcal{L}(D; \theta) = \frac{1}{|R|} \sum_{r=1}^{R} \log P(w^{(r)}_{1:T_r}; \theta)$$

where $\mathcal{D}$ is a training set of $R$ word sequences. For optimisation it is common to use stochastic gradient-based schemes [23]. In such cases $\mathcal{D}$ is a sample (mini-batch) drawn from the training set. The gradient of the cross-entropy loss function with respect to the RNN parameters is

$$\frac{\partial \mathcal{L}(D; \theta)}{\partial \theta} = \sum_{r=1}^{R} \sum_{t=1}^{T_r} \frac{\partial \log P(w^{(r)}_{1:T_r}; \theta)}{\partial h^{(r)}_k} \frac{\partial h^{(r)}_k}{\partial \theta}$$

The partial derivatives on the right hand side can be efficiently computed using the back-propagation through time (BPTT) algorithm [13]. The partial derivative in the middle, $\frac{\partial h^{(r)}_k}{\partial h^{(r)}_k}$, represents the dependencies between time steps $t$ and $k$. Unfortunately, this partial derivative is known to exhibit stability issues as the difference between time steps increases [11]. Since BPTT development in the 1980s [24,25,28], it has inspired several advancements aimed at improving temporal modelling using neural networks and speeding up gradient computation [6,7,8,9,27,28,29]. However, limited work has been done on improving parallelization.

### 3. Fixed-Point Representation

Consider applying the Elman style RNN in eq. (1) to a sequence of length 3. Starting from the initial history vector $h_0$ set to some value, the history states at each subsequent time can be computed as follows

$$\begin{align*}
h_0 &= h_0 \\
h_1 &= \phi(W h_0 + V x_0) \\
h_2 &= \phi(W h_1 + V x_1) \\
h_3 &= \phi(W h_2 + V x_2)
\end{align*}$$

Noting that the history states $h_0, h_1, h_2, h_3$ appear on the left hand side and on the right hand side (ignoring for the moment the lack of $h_3$ on the right hand side and the misalignment of indices) suggests that these equations can be written as a fixed-point equation $\bar{h} = f(h, \bar{x})$. Indeed, it is possible to show that the above set of equations can be written in the following fixed-point form

$$\bar{h} = \bar{\phi}(\bar{W} \bar{h} + \bar{V} \bar{x})$$

where

$$\begin{align*}
\bar{x} &= [0^T \ x_0^T \ \ldots \ x_{T-1}^T]^T \\
\bar{h} &= [h_0^T \ \ldots \ h_{T-1}^T]^T \\
\bar{\phi}(\bar{z}) &= [\phi(z_0) \ \phi(z_1) \ \ldots \ \phi(z_T)]^T
\end{align*}$$

and

$$\bar{W} = \begin{bmatrix} I & 0 & \ldots & 0 \\
W & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & W & \ldots & 0 \end{bmatrix}, \bar{V} = \begin{bmatrix} 0 & 0 & \ldots & 0 \\
0 & V & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & V \end{bmatrix}$$

For a sequence with three input words ($T = 3$) the fixed-point form in eq. (6) can be expressed as

$$\begin{bmatrix} h_0 \\
h_1 \\
h_2 \\
h_3 \end{bmatrix} = \phi \left( \begin{bmatrix} I & 0 & 0 & 0 \\
W & 0 & 0 & 0 \\
0 & W & 0 & 0 \\
0 & 0 & W & 0 \end{bmatrix} \begin{bmatrix} h_0 \\
h_1 \\
h_2 \\
h_3 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 \\
0 & V & 0 & 0 \\
0 & 0 & V & 0 \\
0 & 0 & 0 & V \end{bmatrix} \begin{bmatrix} x_0 \\
x_1 \\
x_2 \end{bmatrix} \right)$$

(13)

It is easy to verify that this equation simplifies to eq. (7). Thus, the sequence of RNN history states for any sequence is the fixed-point of the non-linear equation system in eq. (8). Non-linear equation systems appear in a range of machine learning approaches [17,29,31]. However, it is rarely possible to obtain exact fixed-points of those equations and closed-forms in particular. Instead, approximate fixed-points are commonly used.

### 3.1. Fixed-point iteration (FPI) algorithm

The Banach theorem [17] states that regardless of the initial starting point $\bar{h}^{(0)}$ the following iterative process $\bar{h}^{(n+1)} = f(\bar{h}^{(n)}, \bar{x})$ will converge exponentially fast to the fixed-point of $\bar{h} = f(\bar{h}, \bar{x})$. For the fixed-point form in eq. (8) the corresponding iterative process can be written as

$$\bar{h}^{(n+1)} = \bar{\phi}(\bar{W} \bar{h}^{(n)} + \bar{V} \bar{x})$$

(14)

One interesting aspect of this process is that it enables parallel computation of all history states. Another interesting aspect is that it will converge to $\bar{h} = [h_0^T \ h_1^T \ h_2^T \ h_3^T]^T$ (RNN history states) exactly in $T$ steps. To illustrate this, consider the same example with the sequences of length 3 above. Starting with $\bar{h}^{(0)} = [h_0^{(0)} \ h_1^{(0)} \ h_2^{(0)} \ h_3^{(0)}]^T$, where $h_0^{(0)}$ is set to the initial RNN state $h_0$ and others set to arbitrary values, the first update based on equation (14) yields

$$\bar{h}^{(1)} = \begin{bmatrix} h_0^{(0)} \\
\phi(W h_0^{(0)} + V x_0) \\
\phi(W h_1^{(0)} + V x_1) \\
\phi(W h_2^{(0)} + V x_2) \end{bmatrix}$$

(15)

The second update will yield

$$\bar{h}^{(2)} = \begin{bmatrix} h_0^{(0)} \\
\phi(W h_0^{(0)} + V x_0) \\
\phi(W \phi(W h_1^{(0)} + V x_0) + V x_1) \\
\phi(W \phi(W h_2^{(0)} + V x_0) + V x_1) + V x_2) \end{bmatrix}$$

(16)
Finally, the third update will yield
\[
\tilde{h}^{(3)} = \begin{bmatrix}
\phi(W_h h_0^{(0)} + V x_0) \\
\phi(W \phi(W_h h_1^{(0)} + V x_1) + V x_1) \\
\phi(W \phi(\phi(W_h h_2^{(0)} + V x_2) + V x_2) + V x_2)
\end{bmatrix}
\]
which is equivalent to the RNN history states. Note that all initial history states other than \(h_0^{(0)}\) have been eliminated. Although the parallel forward pass with the fixed-point representation yields identical to the RNN history states values, the parallel backward pass would lead to some dependencies counted multiple times. For example, as shown in eq. (17) the first word \(x_0\) will make 3 contributions, the second word \(x_1\) will make 2 contributions and the final word \(x_2\) will make 1 contribution to the gradient. Thus, the information coming further from the past would receive more boosting than the more recent information.

3.2. Approximate fixed points (AFP)

The Banach theorem [17] states that the intermediate points \(\tilde{h}^{(\rho)}\) converge to the fixed-point \(h\) exponentially fast, which lends support for approximating fixed-points by terminating the iterative process after a small number of iterations \(\rho\). The section below illustrates a pseudo-code for updating the RNN parameters in the \(\rho\)-th training epoch (mini-batch size is 1 for simplicity), where \(\tilde{y} = [y_0, y_1, \ldots, y_T]^{\top}\) is a sequence of output probability distributions, \(\tilde{U}\) is a block-diagonal matrix with diagonal elements set to \(U\) and \(\Theta\) is a block-softmax function.

The simple example in eqs. (15) to (17) shows that each iteration adds dependencies on one more past word. Thus, the iteration number \(\rho\) is akin to the order of Markov assumption. The limited nature of dependencies possible with the approximate fixed-points make them suitable for lattice rescoring. By expanding lattices to order \(\rho + 1\) enables fixed-points to be applied to all order \(\rho + 1\) arcs in parallel. In contrast to RNNs, which require inference time approximations, the approximate fixed-points are consistent in both training and inference.

Although approximate fixed points (AFP) can be computed in parallel, as the example in eqs. (15) to (17) shows the overall amount of computation performed will be larger than in the standard RNN case. Table 1 compares complexities in RNN and AFP based forward passes, where \(T\) is the length of input sequence. \(H\) is the size of the history state, \(C\) is the number of computations (additions, multiplications, etc.) in the history state and \(\rho\) is the number of iterations. As mentioned above, the overall amount of computation in the backward pass is also larger in the RNN case. To reduce the amount of computation in the backward pass it is possible to eliminate the propagation of dependencies from the past completely as shown in the line 5 of the Algorithm 1 above. Note that the lack of dependency propagation does not affect the computed history state values but will cause differences in the computed gradients.

4. Experiments

The experiments conducted in this work focused on assessing approximate fixed-points (AFP) in two language modelling tasks. The following Section 4.1 provides details about the configuration of baselines and AFPs. Sections 4.2 and 4.3 then report on their performance in each task respectively.

4.1. Experimental setup

The PennTree Bank (PTB) [33] and the WikiText-2 [33] used in this work are two relatively small scale datasets. Table 2 provides basic statistics including the percentage of out-of-vocabulary (OOV) words mapped to the special ‘word’ &lt;unk&gt;.

### Table 1: Comparison of complexities in recurrent neural network and approximate fixed point based forward passes

| Optimisation   | Time complexity | Space complexity | Computational complexity |
|----------------|-----------------|------------------|--------------------------|
| BPTT           | \(O(T)\)        | \(O(H)\)         | \(O(HT)\)                |
| FPI            | \(O(\rho)\)     | \(O(2HT)\)       | \(O(CT)\)                |
| \(\rho\)       |                 |                  |                          |

### Table 2: Basic statistics of PTB and wikitext2 datasets

| Dataset      | Training words | OOV (%)   |
|--------------|----------------|-----------|
|              | Unique         | Total     | (train/dev/test)        |
| PTB          | 10K            | 888K      | 5.1 / 5.0 / 6.1         |
| WikiText-2   | 33K            | 2M        | 2.7 / 5.5 / 6.3         |

PTB: This dataset has been often used for conducting experiments in language modelling [2]. The original dataset consists of sentences extracted from the Wall Street Journal corpus [34]. A pre-processed version, which provides 888 thousand training words and 10 thousand word vocabulary, is used in this work. The development and test subsets contain 70 and 79 thousand words respectively. Compared with modern datasets, the vocabulary size in this dataset is small.

WikiText-2: This dataset consists of articles extracted from Wikipedia. A pre-processed version available as a part of PyTorch toolkit [35] is used in this work. Compared to the PTB, the training set and vocabulary sizes in this dataset are approximately 2 and 3 times larger respectively. Note that this dataset contains many foreign (e.g. Japanese) words which contribute to the increased vocabulary size.

A number of simple (feed-forward NN (FFNN)) and more complex (RNN, Long Short-Term Memory (LSTM)) baselines have been investigated. All NN LMs were implemented in PyTorch. The minibatch size used in stochastic optimisation was 20. The optimisation was performed using Adam [36] for either 20 (PTB) or 40 (WikiText-2) epochs. The FFNN baseline is a bigram LM, which lacks information about all previous words other than the most recent one when making predictions. The
initial history states of all recurrent LMs (including AFP) were set to zeros. Unless stated otherwise, the size of history states is 100. All other parameters were initialised randomly using the uniform distribution $U(-0.05, 0.05)$. AFPs were configured identical to the RNN baselines. The estimation of AFPs benefited from the sparsity of $\hat{W}$, $\hat{V}$ and $\hat{U}$ matrices.

### 4.2. Penn Tree Bank

The first experiment examined learning approximate fixed points (AFP) using the fixed point iteration (FPI) algorithm in the PTB task. As discussed in Section 3.2, the FPI algorithm can be configured to either propagate dependencies or not ($FPI_{\theta=\theta(\cdot)}$) during the training. Figure 1 compares perplexities (PPL) of these two configurations against the number of iterations $\rho$ used by the FPI algorithm. Note that in this task the average number of words per sentence is 20. As Figure 1 shows, just two iterations of both FPI algorithms bring AFP performance close to that obtained with the BPTT-trained RNN that has access to the complete past information. Additional FPI iterations yield more gains for AFP. As expected, the removal of dependencies in $FPI_{\theta=\theta(\cdot)}$ has a negative effect on the final performance. Table 3 puts these results in the context of baselines other than the BPTT-trained RNN. The FFNN$_2$ (bigram) baseline provides an interesting contrast. Similar to $FPI_{\theta=\theta(\cdot)}$ it does not extract statistics from words more than 1 time step in the past. However, the former benefits from the information accumulated within history states.

### 4.3. WikiText-2

Many high-performance recipes for WikiText-2 task involve the use of large, multi-layer, recurrent models. Due to a limited computational resource available, a simpler PTB-like configuration was created. Table 4 shows the impact of simplifications applied to the initial LSTM model with 2 hidden layers and 1024 units per layer trained using the truncated BPTT.

![Figure 1: PPL performance in the PTB task against the AFP iteration number $\rho$](image)

![Figure 2: PPL performance in the WikiText-2 task against the AFP iteration number $\rho$](image)

The latter would also provide an explanation why the simpler $FPI_{\theta=\theta(\cdot)}$ variant performs worse in this task. Overall these results illustrate that AFPs can offer competitive performance to BPTT-trained RNNs.

### 5. Conclusion and Future Work

This paper proposed a novel view on history representations obtained from recurrent neural networks (RNN) as fixed-points of non-linear equation systems. The novel view gives rise to a fixed-point iteration (FPI) algorithm that enables approximate but accurate history representations to be obtained in constant rather than linear with respect to sequence length time. The approximate fixed-points (AFP) enable efficient training (parallelization) and provide an opportunity for consistent inference on complex structures, such as lattices, which is impractical with RNNs trained using standard algorithms such as back-propagation through time (BPTT). Experimental validation was performed in two language modelling tasks where AFPs achieved competitive performance to BPTT-trained RNNs given a small number of FPI iterations. The future work will examine applying AFPs to lattice rescoring and will explore more advanced AFP optimisation.

| LM          | Optimisation | PPL     |
|-------------|--------------|---------|
| 5-gram [37] | Kneser-Ney   | 141.2   |
| FFNN$_2$    | BP           | 179.0   |
| RNN [37]    | TBPTT        | 142.1   |
| RNN         | BPTT         | 142.1   |
| AFP         | FPI          | 129.4   |
|             | $FPI_{\theta=\theta(\cdot)}$ | 136.4   |
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