Optionality in animal communication: a novel framework for examining the evolution of arbitrariness
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ABSTRACT
A critical feature of language is that the form of words need not bear any perceptual similarity to their function – these relationships can be ‘arbitrary’. The capacity to process these arbitrary form–function associations facilitates the enormous expressive power of language. However, the evolutionary roots of our capacity for arbitrariness, i.e. the extent to which related abilities may be shared with animals, is largely unexamined. We argue this is due to the challenges of applying such an intrinsically linguistic concept to animal communication, and address this by proposing a novel conceptual framework highlighting a key underpinning of linguistic arbitrariness, which is nevertheless applicable to non-human species. Specifically, we focus on the capacity to associate alternative functions with a signal, or alternative signals with a function, a feature we refer to as optionality. We apply this framework to a broad survey of findings from animal communication studies and identify five key dimensions of communicative optionality: signal production, signal adjustment, signal usage, signal combinatoriality and signal perception. We find that optionality is widespread in non-human animals across each of these dimensions, although only humans demonstrate it in all five. Finally, we discuss the relevance of optionality to behavioural and cognitive domains outside of communication. This investigation provides a powerful new conceptual framework for the cross-species investigation of the origins of arbitrariness, and promises to generate original insights into animal communication and language evolution more generally.
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I. INTRODUCTION

A traditional view in linguistics is that the form and meaning of words are not connected by perceptual similarities, and that their relationship can therefore be described as ‘arbitrary’ (Hockett, 1958; Gasser, 2004; Monaghan et al., 2014; Dingemanse et al., 2015). For instance, the English word ‘jacket’ bears no resemblance to the category of objects being referred to—we could just as easily refer to them as ‘trousers’, ‘cats’ or ‘hoobles’. This arbitrariness is key to the expressive power of language. It allows for the invention and learning of new words (Gasser, 2004), and facilitates the emergence and evolution of terms for abstract concepts, which typically cannot tap into any perceptual similarity between words and their meanings (Clark, 1998; Dingemanse et al., 2015). Recently, the position that language is entirely or even primarily arbitrary has given way to a new wave of research demonstrating that hitherto underestimated forms of non-arbitrariness (such as iconicity, where word forms resemble the properties of their referent, and systematicity, the existence of statistical patterns of similarity among word forms expressing similar meanings) permeate languages far more than traditionally assumed (Dingemanse et al., 2015; Blasi et al., 2016). Nevertheless, arbitrariness remains a crucial feature of language, and developing a comprehensive understanding of this capacity demands an in-depth analysis of its evolutionary history. At present, such an analysis is lacking.

While a linguistic comparative approach, contrasting languages both past and present, can be highly informative of the factors determining how languages change over time (Sicoli & Holton, 2014; Tamiraz & Kirby, 2016; Greenhill et al., 2017; Derungs et al., 2018), its utility in answering evolutionary questions is limited by the relatively short period of recorded human history we have access to. Implementation of a cross-species, comparative framework is therefore necessary. Such an approach allows one to go beyond this narrow historical window and make powerful inferences about the evolutionary history of shared traits (Fitch, 2005, 2010). While this approach has been highly productive when applied to other features of language, such as semantics and syntax (Seyfarth & Cheney, 2017; Cote, Townsend & Lemasson, 2018; Suzuki, Wheatcroft & Griesser, 2020; Zuberbühler, 2020), it has yet to be applied to arbitrariness. An advance in this field is therefore necessary to decipher this critical missing piece in the puzzle of language evolution (Gasser, 2004).

Here we propose such an advance, by drawing together the rich literature on non-human animal communication within a novel conceptual framework and examining these data for shared features or antecedents of full-blown linguistic arbitrariness. Doing so is essential to shed light on the evolutionary roots of linguistic arbitrariness and its underpinning cognitive abilities in the hominin lineage, as well as the selective pressures that may have acted upon them. One of the challenges when examining arbitrariness from an evolutionary perspective is that it is difficult to disentangle this notion from notions such as meaning or linguistic conventions (Glock, 2019; O’Connor, 2021), which makes direct comparisons with non-human (and therefore non-linguistic) animals problematic. For example, arbitrariness is traditionally tied to the concept of meaning (e.g. ‘a decoupling of the direct, one-to-one linkage between meaning and form’; Dingemanse et al., 2015, p. 610). This is problematic in two respects. Firstly, the definition of meaning itself is a conceptual quandary even within language (Lepore & Smith, 2008; Burgess & Sherman, 2014). Secondly, regardless of the definition adopted, whether animal signals can be said to have meaning at all is a highly contentious issue (Rendall, Owren & Ryan, 2009; Scott-Phillips, 2015). Focusing on meaning would therefore prevent a comparison with animal data a priori, and would make it impossible to detect any potential similarity between the processes underlying the association of form with meaning in language and those underlying the association of form with function in animals. We therefore rest our notion of optionality on the notion of a communicative function, a concept which remains open and inclusive of signals which may or may not carry semantic content. Of course, inferring the precise communicative function of animal signals is not straightforward. Nonetheless, animal signal functions can be determined through a variety of empirical methods, regardless of whether they carry semantic or lexical meaning (Rendall et al., 2009; Schamberg, Wittig & Crockford, 2018). In this review, we propose a framework that allows for fruitful examination of the evolutionary origins of arbitrariness through a cross-species comparative approach, without necessarily invoking any other language-specific concepts.

Some of the animal behaviours we will discuss have previously been described under the broad conceptual heading of ‘communicative flexibility’. However, none of the specific notions found under this general heading appears suited to our purposes. Two specific forms of communicative flexibility have been identified as important to the evolution of human linguistic capacities and may at first seem relevant to the study of arbitrariness, but in fact concern quite different phenomena: ‘pragmatic flexibility’ and ‘functional flexibility’. Pragmatic flexibility can be broadly defined as the ability to decouple signals from specific contexts and to factor contextual information into the production or processing of signals (Seyfarth & Cheney, 2018). For example, the processing of primate vocalisations is known to be sensitive to contextual factors such as the presence and composition of the...
Optionality in animal communication

Optionality can be demonstrated in two basic ways. The first is the capacity to assign alternative functions to a signal-form. These alternative functions may be newly introduced, as in cases where existing words acquire functions that were not previously expressed anywhere else in the language (e.g. in recent decades ‘application’ has come to refer to computer software in addition to its previously existing meanings), or they may be extant, as in the case of homophones (‘flour’/‘flower’) and polysemous words (‘the water is cool’ versus ‘this song is cool’). Crucially in the former case, these alternative functions need not be simultaneously associated with the signal-form in question: signals may gain novel functions, lose them, or have their functions replaced with others, as in cases of lexical change where the extant meaning of a word is supplanted by another one (e.g. the adjective ‘awful’ once meant ‘inspiring awe’; in contemporary English, it simply means ‘bad’). Each of these scenarios would be demonstrative of optionality.

The second way optionality can be demonstrated is through the capacity to associate a communicative function with alternative (novel or extant) signal forms. Examples from language would include synonyms, where multiple word-forms express the same meaning, or the systematic differences in pronunciation found in cases where a word is spoken in different dialects. Analogues from animal systems are readily drawn with these examples, such as chimpanzees using the same gesture to perform multiple communicative functions (Hobaiter & Byrne, 2011), or superb lyrebirds (Menura novaehollandiae) mapping the communicative function of a sexual display to the vast array of signal forms available to them through mimicry (Dalziell & Magrath, 2012). Naturally, a single species or individual can possess both the capacity to assign alternative functions to a single signal-form, and the capacity to associate the same communicative function with alternative signal forms.

Since the proposed characterisation of optionality appeals to functions, it bears emphasising that defining the ‘function’ of a signal is a complex enterprise, as this term is defined differently across disciplines, research foci and levels of analysis (Neander, 2009; Bateson & Laland, 2013; Schamberg et al., 2018). Some researchers may, for example, lump all calls produced in social contexts under the broad functional class of ‘social calls’, whereas others may distinguish between them based on more specific social contexts (say, aggression or affiliation) depending on the relevant level of analysis for the research question. The notion of optionality is not bound to any single such definition, and can be applied across multiple ways of determining communicative functions. In this review, we therefore assume a rather general definition of a communicative function as being the biological or social activity, state or eliciting cause (e.g. feeding, aggression, predator sighting) determined by the current literature as being most closely associated with the signal. The degree of precision and confidence with which one can determine these functions for a particular species hinges on cutting-edge empirical work, and here we have done so to the best of our understanding of the existing literature.

Note also that while in ordinary parlance the concept of an ‘option’ is often associated with individual agency and
voluntary control, the question of intentionality is orthogonal to the technical sense in which we are appealing to the notion of optionality. By saying that a form–function mapping is ‘optional’ for an individual or a species, we simply mean to say that the mapping in question is a viable communicative possibility for them, irrespective of whether the transition between alternatives would occur as a result of voluntary decision-making, like choosing to make up a new word, or as a result of non-intentional processes. Naturally, none of this is meant to suggest that the relationship between optionality and intentionality is uninteresting, but rather that the latter is not a defining criterion of the former.

Finally, rather than focusing exclusively on a single area of communicative abilities (e.g. vocal learning), we view optionality as operating across multiple dimensions of signal production and comprehension. In particular, in the body of this text we identify and describe five key dimensions of optionality, and review the existing literature providing evidence for their presence in non-human animals (see Fig. 1 for examples). These five dimensions can be concisely introduced as follows: (1) signal production optionality: association of alternative signal forms with an extant or novel function; (2) signal adjustment optionality: association of alternative variants of an extant signal-form with an extant or novel function; (3) signal usage optionality: association of an extant signal-form with alternative functions; (4) combinatorial optionality: association of alternative combinations of signal elements with extant or novel functions; and (5) signal perception optionality: receiver-based changes in signal–function associations.

Each of these dimensions of optionality is to be viewed as a continuous rather than binary trait, whose presence in a system is a matter of degree rather than an all-or-none phenomenon. For example, a system in which both the form and function of signals are tightly constrained, as well as the association between them such that one is 100% predictive of the other with no possibility of alteration, would have a minimal degree of signal production, adjustment and usage optionality. Conversely, a maximal degree of optionality is found in human languages, where associations between signals and functions are typically unbounded from such constraints (whether on the level of morphemes, words, or syntax). We may also quantify this capacity to some extent, in that a choice between 100 equally valid options demonstrates greater optionality than a choice of 10, or two, or one (Planer & Kalkman, 2019). In Fig. 2, we illustrate how such a framework might be conceptualised graphically. Importantly, each of the behaviours discussed below may fall into more than one of the five dimensions described, and their characterisation herein is partly our decision as to which dimension they are most illustrative of. In Table S1, we list a more extensive sample of the existing literature demonstrating candidate examples of optionality (including those of alternative combinations of signal elements with extant or novel functions).

**Examples of how optionality may be expressed in various dimensions of communication**

1. **Signal production optionality**
   - Association of novel signal-form with extant function
     - Existing signal
     - Function
     - Novel signal
   - Association of novel signal-form with novel function
     - Novel signal
     - Novel function

2. **Signal adjustment optionality**
   - Association of novel variant of existing signal with extant function
     - Existing signal
     - Novel variant
     - Function
   - Association of novel variant of existing signal with novel function
     - Novel variant
     - Novel function

3. **Signal usage optionality**
   - Association of signal-form with alternative extant functions
     - Existing signal
     - Function X
     - Function Y
   - Association of existing signal-form with a novel function
     - Existing signal
     - Function
     - Novel function

4. **Combinatorial optionality**
   - Association of alternative combinations of signal elements with extant function
     - Element A – Element B
     - Function
   - Association of alternative combinations of signal elements with different extant functions
     - Element A – Element B
     - Function X
     - Element B – Element A
     - Function Y

**Fig. 1.** Abstract examples of optionality corresponding to each dimension discussed in this review. These examples are not exhaustive, and other ways in which associations between form and function may exist, be created or be altered are discussed herein. Each of these may also be viewed from the perspective of receivers, representing our fifth aspect, ‘signal perception optionality’.
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II. EVIDENCE OF OPTIONALITY IN ANIMAL COMMUNICATION

The communicative repertoires of our closest relatives, the primates, have been argued to be innate, with no opportunity for production learning of novel signal forms, and the structure and usage of existing signals largely governed by physiological and affective states rather than being under voluntary control (Wheeler & Fischer, 2012). It would follow, therefore, that these species are rather limited in the extent to which they can demonstrate optionality, and that the emergence of the unconstrained optionality found in language is likely to be a relatively recent evolutionary development in the hominin line. On the other hand, there is mounting evidence demonstrating significant control over the production, usage and comprehension of innate signals in our primate cousins, particularly the great apes (Townsend, Watson & Slocombe, 2020; Vernes et al., 2021). Furthermore, sophisticated communicative behaviours have been observed outside of the primate order – with many of the most impressive examples coming from birds and marine mammals (Berwick et al., 2013; Janik, 2014). To understand comprehensively the evolutionary trajectory of the cognition underpinning the enormous degree of optionality found in language, it is therefore necessary to compare the communicative abilities of humans with both our close phylogenetic relatives, and more distantly related species.

Below, we identify key examples of communicative behaviour which may be sufficient to demonstrate optionality in a system. In each case, we begin with a brief justification of why the behaviour at stake is pertinent to optionality, followed by some of the most illustrative or intriguing examples, drawn from the existing literature, demonstrating their presence in animal systems. See also Table S1 for a summary of a larger array of empirical studies demonstrating candidate evidence for optionality in animals.

1) Signal production optionality

The clearest way a species may demonstrate optionality is through the ability to produce novel signals and map them to new or existing functions, known as signal production learning (Pennig et al., 2014; Lattenkamp & Vernes, 2018; Martins & Boeckx, 2020). By doing so, they directly and unambiguously increase the number of signal forms mapped to a function. Humans demonstrate signal production learning throughout their lives. We can readily learn new word-forms (or signs) from others, or invent new ones ourselves, and map them to a function – thereby allowing for the enormous repertoires associated with contemporary languages. In animals, signal production learning has been primarily investigated in the domain of vocal behaviour (‘vocal production learning’; Tyack, 2020; Martins & Boeckx, 2020; Vernes et al., 2021) due to the perceived relevance of this modality to the riddle of language evolution (Christiansen & Kirby, 2003; Oller, Griebel & Warlaumont, 2016). Such examples are therefore predominant, but our interest is not limited to any single domain of behaviour, and when referring to signal production learning we mean the production of any novel signal, irrespective of modality. In another respect, our use of signal production learning is restrictive, in that we exclude instances of learning that only modify or recombine pre-existing signals (behaviours that we discuss instead in Sections II.2 and II.4).
Many classic examples of signal production learning are found in avian species, such as parrots imitating human speech (Montes-Medina, Salinas-Melgoza & Renton, 2016; Wright & Dahlin, 2016), Lyrebirds imitating environmental sounds (Dalziell & Magrath, 2012), or passerines incorporating songs from neighbouring species into their own sexual and/or territorial displays (Boughrey & Thompson, 1981; Derrickson, 1987). Because these species could, in principle, copy almost any sound in their environment, they demonstrate a remarkable degree of optionality in signal production. However, such learning is typically constrained to individual call types, rather than being a truly open-ended system where, for example, the signal forms of any and all call types within a repertoire could be supplemented by signal production learning. Indeed, it is conspicuous that most examples of signal production learning serve the function of sexual displays, supporting arguments that signal production learning may have originally evolved for a similar purpose in humans (Fitch, 2005). Nevertheless, counterexamples do exist: green-rumped parrotlets (Forpus passerines) develop idiosyncratic contact calls, which cross-fostering experiments have determined are partially modelled on those produced by their primary caregiver, whether they are related individuals or not (Berg et al., 2012). Similarly, bottlenose dolphins (Tursiops truncatus) use learned ‘signature whistles’, which appear to function as a way of identifying themselves to others. Furthermore, individuals learn to reproduce the whistles of their affiliates, thereby facilitating identification of close social partners and the maintenance of those relationships (Janik, 2014). These whistles were even found to be produced spontaneously to facilitate coordinated action in a cooperative button-pushing task (King et al., 2021), suggesting that they either serve multiple functions naturally, or can be made to do so under certain conditions. Only a handful of other non-avian species have been found to spontaneously (i.e. without explicit training) demonstrate signal production learning. Specifically, elephants (Poole et al., 2005; Stoegner et al., 2012), pinnipeds (Ralls, Fiorelli & Gish, 1985; Sanvito, Galimberti & Miller, 2007; Reichmuth & Casey, 2014; Stansbury & Janik, 2019), bats (Easer, 1994; Knörnschild et al., 2010; Knörnschild, 2014; Prat, Taub & Yovel, 2015) and various cetaceans (Janik, 2014) have demonstrated vocal production learning in both captivity and the wild. While such cases are rare, the taxonomic range of this list is striking, suggesting that while the interaction of necessary pre-existing traits (including those that allow for optionality) and selective pressures for signal production learning to evolve is relatively rare, it can arise under diverse circumstances.

Across species and taxa, almost all naturally observed cases of signal production learning pertain to social calls, as opposed to stimulus-specific and ‘functionally referential’ signals, e.g. alarm calls (Seyfarth & Cheney, 1980) and food calls (Slocombe & Zuberbühler, 2005b), which are often argued to be an evolutionary precursor to linguistic reference (Zuberbühler, 2000; Manser, 2013; Schlenker et al., 2014). This contrast is notable as it suggests that form–function associations are generally more tightly constrained in some signal types relative to others, a feature which may be useful in guiding future explorations of optionality. A rare counter-example to this is the kleptoparasitic fork-tailed drongo (Dicrurus adsimilis), which produce their own predator alarm calls but also mimic those of sympatric living species such as meerkats (Suricata suricatta) and southern pied babbler (Turdoides bicolor). These calls are not produced in a social context, but rather in response to both genuine predator sightings and as a means of scaring away the mimicked species to steal their food (Flower, 2011). However, even in this example, while the repertoire of novel signals being associated with functions has expanded, the corresponding repertoire of functions to which they could be assigned has not. Naturally occurring examples of optionality in animal signal production learning therefore seem to possess a key discontinuity with human linguistic learning, which can increase not only the number of signals but also the functions to which they may be associated. As we will discuss in the next section, this observation is also reflected in the literature on signal adjustment learning.

Conspicuously absent in the list of vocal production learners above, given their close evolutionary relationship to humans, are primates (Martins & Boeckx, 2020). In contrast to the many songbird species who readily integrate novel sounds into their vocal repertoires (Wilbrecht & Nottebohm, 2003), there is no evidence that the signal forms of primate repertoires are learned (although some aspects of their functional associations might be, see Section II.3). As a particularly illustrative example, squirrel monkeys (Saimiri sciureus) develop a full and acoustically typical adult vocal repertoire even when deaf or socially isolated from birth (Winter et al., 1973; Hammerschmidt, Jürgens & Freudenstein, 2001), although it has not been determined whether these calls in fact elicit species-typical responses in receivers. Similarly, cross-fostered rhesus (Macaca mulatta) and Japanese macaque (M.fuscata) infants developed largely species-typical vocal repertoires (Cheney et al., 1992), indicating that they were unable to learn entirely novel vocalisations even from closely related species whom they perceived as conspecifics. It seems that this lack of learning is not due to anatomical constraints on the vocal apparatus, as it has been found that the vocal tracts of rhesus macaques (and so presumably other primates too) are ‘speech ready’ in terms of the sounds they are physically capable of producing (Fitch et al., 2016). Yet, despite these anatomical possibilities, these species seem unable to add novel vocalisations to their repertoire (Egnor & Hauser, 2004), suggesting rigid neurological constraints (Wheeler & Fischer, 2012; Fitch et al., 2016).

With that said, there are a handful of examples of signal production learning in great apes. Captive chimpanzees (Pan troglodytes), for example, have been found to produce acoustically novel ‘extended grunt’ and ‘raspberry’ sounds, which are not found in wild populations and function as an attention-getter directed towards their human caretakers (Hopkins, Tagliatala & Leavens, 2007). These sounds, and their function, can be socially learned by offspring from
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their mothers (Taglialatela et al., 2012) as well as instilled through operant conditioning (Russell et al., 2013). Orangutans (Pongo pygmaeus) also demonstrate a high degree of control over their vocal system, with captive individuals having been found to produce several different novel vocal behaviours including whistling (Wich et al., 2009) and novel ‘wookie’ calls (Lameira et al., 2016). Orangutans may even engage in signal production learning in wild conditions, with certain call types apparently existing in one population but not another, which appears difficult to explain via genetic or environmental differences, and is therefore likely the result of some form of learning (Wich et al., 2012). However, it is not yet settled whether the different groups actually possess different repertoires of signal forms, or rather exhibit learned differences with respect to how fully these repertoires are deployed – perhaps due to a different suite of communicative needs characteristic to their social or physical environment (but see Lameira et al., 2022). The first explanation would support the presence of genuine signal production learning, whereas the latter may demonstrate learned differences in how signals are used (see Section II.3).

Quite remarkable data also exist for so-called ‘enculturated’ apes (Call & Tomasello, 1996), individuals who, having been raised in human environments and given extensive exposure or even training with language, provide intriguing insights into the extent to which apes are capable of optionality. For instance, several chimpanzee, orangutan, gorilla (Gorilla gorilla) and bonobo (Pan paniscus) subjects successfully learned to produce a large number of American Sign Language signs and correctly associate them with their function (Hixson, 1998). An enculturated bonobo named Kanzi also successfully learned to use a ‘lexigram’ – a keyboard-like object where each of over 200 symbols was associated with a referent (for example, food, places or people familiar to Kanzi) – to communicate with humans (Savage-Rumbaugh et al., 1993; Brakke & Savage-Rumbaugh, 1995, 1996). These subjects demonstrate optionality in their ability both to (i) learn how to produce novel signals and (ii) map them to functions that do not exist in their respective species-typical signal repertoires. It is striking that these ‘success stories’ occur in domains of behaviour more closely aligned with gestural than vocal communication, suggesting that the gestural repertoires of great apes may be less constrained with regards to demonstrating optionality in comparison to their vocal repertoires. However, while natural gestural communication of primates is still somewhat under-examined, and many species of primate remain entirely unstudied, the evidence so far suggests that the gestural repertoires of wild primates are as rigid as vocal ones. The associations between signal forms and functions found in the gestural repertoires of wild apes do not vary much between populations (Byrne & Cochet, 2017) and are even shared between species (Genty et al., 2009; Hobaiter & Byrne, 2011; Graham et al., 2018; Fröhlich et al., 2019), suggesting an ancestrally shared, innate repertoire. While the enculturated individuals described above are highly unusual in terms of their upbringing and training received, they nevertheless demonstrate that the learning of novel signals and mapping them to functions (both in and outside of the species’ typical communicative range) is within the absolute limits of cognition for all great ape species. From this we can infer that such feats may also have been possible for our common ancestors, if given the same opportunities.

(2) Signal adjustment optionality

As opposed to adding new signals to one’s repertoire and assigning them a novel or existing function (as with signal production learning), another dimension in which optionality may be expressed involves altering the form of existing signals and assigning them a novel or existing function, i.e., ‘signal adjustment optionality’. An example of signal adjustment optionality would be an English speaker’s ability to modify the form of the adjective ‘big’ to ‘biiiiig’ to intensify the meaning of the adjective and convey that something is very big (Schlenker, 2018). In everyday communication, it is also common for conversation partners to converge on the prosodic and/or structural features of one another’s language use to facilitate social bonding, or to signal group identity in a process known as ‘accommodation’ (Bernhold & Giles, 2020). Each of these cases involves an ability to alter the form of existing signals (whether with or without an associated change in function) and is therefore demonstrative of signal adjustment optionality.

In animals, the ability to adjust existing signals appears to be relatively widespread compared to signal production learning (Martins & Boeckx, 2020). In these species, the repertoire of call types may be entirely fixed, but the acoustic structures of these calls may nevertheless be modified for a range of purposes. Analogous to accommodation in language use, some species modify existing signals to become more similar to those produced by social partners, resulting in short-term or persistent acoustic convergence between two or more individuals. For example, yellow-naped Amazon parrots (Amazona auropalliata) develop regional ‘dialects’ which are thought to be used for identification, social cohesion and attracting affiliated social partners to their foraging party (Wright, 1996), with individuals who live between regions even using both dialects interchangeably. These birds are therefore capable of associating multiple learned signal variants with an existing function. In primates, male chimpanzees produce an individually identifiable social contact call known as a ‘pant-hoot’ which may serve a range of possible functions including territorial and sexual displays, group coordination and more (Notman & Randell, 2005; Fedurek, Donnellan & Slocombe, 2014). When this call-type is produced in chorus, a behaviour that reflects an affiliative bond between two individuals, males dynamically adjust the acoustic and temporal features of their calls to make them more similar to one another (Mitani & Gros-Louis, 1998). Furthermore, chimpanzees are able to alter the acoustic structure of their pant-hoots on a long-term basis by converging on stable, group-wide pant-hoot profiles that differentiate them from neighbouring communities (Marshall, Wrangham &
Arcadi, 1999; Crockford et al., 2004; Dexai et al., 2021). Chimpanzees can, therefore, both dynamically modify the structure of their pant-hoots (dyadic convergence), as well as ‘save’ modifications on a more long-term basis to form a new template for this call-type (group signatures). While any changes to the function of these calls corresponding with such acoustic modifications are unexplored, these data minimally demonstrate that although the acquisition of pant-hoots is innately rooted, there is nevertheless a degree of optionality in how they can be produced.

Unfortunately, due to the difficulty of obtaining detailed, long-term acoustic data on the same individuals in the wild, we can often only observe the endpoint of such long-term acoustic changes and have little insight into the exact processes underlying them. Observing this process in action would allow us to understand better the cognitive biases and other factors influencing which acoustic modifications take place, and how neighbouring groups avoid making the same modifications. Indeed, research in other, captive primates has succeeded in examining this process under experimental conditions. For example, a series of translocation experiments (Zürcher, Willems & Burkart, 2019) found that common marmosets (Callithrix jacchus) who are moved to live with a new population, and who previously demonstrated an acoustically different dialect (Zürcher & Burkart, 2017), converge on the acoustic structure of the new population in multiple call types. Crucially, the authors first moved the individuals to the novel environment, but prevented social and acoustic contact with the new population, and did not observe any persistent changes to call structure, thus ruling out environmental effects as an explanation for the changes observed after social contact was made (Fischer, Wheeler & Higham, 2013; Watson et al., 2015a). Relatedly, pygmy marmosets (Cebuella pygmaea) converge on the acoustic structure of their partners’ “trill” contact calls when paired with a new mate (Snowdon & Elowson, 1999). Similar findings also exist for other non-primate species, including avians (Henry et al., 2015), pinnipeds (Ravignani et al., 2016; Stansbury & Janik, 2019), cetaceans (Janik, 2014) and naked mole rats (Heterocephalus glaber) (Barker et al., 2021). Taken together, these data suggest an evolutionarily ancient capacity to alter the acoustic structure of signals within pre-existing function associations.

Interestingly, much like the examples of signal production optionality described above, signal adjustment has also been identified almost exclusively within the functional category of social contact calls. However, one counterexample has been identified in chimpanzees. Chimpanzees produce ‘rough grunts’ in response to finding food. These grunts differ acoustically relative to the caller’s preference for that food type (higher frequency grunts being associated with higher value food items), and listeners can use them to guide their own search for food (Slocombe & Zuberbühler, 2005b). When a group of chimpanzees were brought to Edinburgh Zoo to be integrated with an existing community, Watson et al. (2015b) found that each sub-group possessed different group-level preference values for apples (high value for the ‘local’ sub-group, and low value for the newcomer sub-group) and produced acoustically different grunts in response to finding this food. However, after 3 years, once the groups had fully socially integrated, the authors found that the ‘immigrant’ sub-group had converged on the acoustic structure of the grunts produced by their hosts, despite not changing their preference for apples (Watson et al., 2015a,b). This not only demonstrates learned adjustment of a signal-form, but an ability to decouple certain features of signal forms from their innately corresponding function. Whether chimpanzees are capable of going further and fully dissociating a call from its function, such as producing a rough grunt to function as a contact call, is unclear. However, there is evidence that optional associations between existing signals and novel functions is within the capabilities of other primate species (see Section II.3).

Beyond identifying more examples of signal adjustment optionality, an important next step would be examining what, if any, are the actual adaptive benefits of this behaviour. For instance, despite the apparently strong motivation individuals from many species have to share similar signal forms with their close social partners (Henry et al., 2015), it is currently unclear whether individuals who do not converge on group-specific variations of signals face any costs. If one does not converge on the signal forms of groupmates, is it more challenging to coordinate and/or understand the function of their signals? Or do individuals who fail to converge on such norms suffer some form of social consequences, much as humans often demonstrate negative bias towards out-group speakers (Iacozza, Meyer & Lev-Ari, 2020)? Conformity towards group-wide behavioural ‘norms’ seems to be present in the foraging behaviour of several animal species (van de Waal, Borgeaud & Whiten, 2013; Aplin et al., 2015), but the proximate causes of behavioural convergence and consequences for non-conformists are as unclear as with vocal accommodation. Finally, it is not currently known whether individuals who converge on a new long-term call structure still have ready access to the previously used form. In other words, are individuals capable of simultaneously producing both old and new variants, or does the latter ‘overwrite’ the former? This would have important implications for whether we understand examples of signal adjustment learning as cumulative, long-term increases in optionality of signal forms associated with a function, or rather a temporary widening (during the adjustment process) and subsequent winnowing (once the process is complete) of signalling options. Another possibility is that even if the novel variant ‘overwrites’ the previous form, it may subsequently be easier to ‘relearn’ it than other novel forms, analogous to an individual ‘losing’ their original accent after moving to a new region, but quickly regaining it if they return.

(3) Signal usage optionality

In the previous section, we focused on the particular dimension of optionality found in the adjustment of the form of existing signals (i.e. optionality in how a signal is produced).
We now turn to another dimension of optionality: the association of existing signal forms to different functions (i.e., optionality in how a signal is used). For instance, consider a human infant visiting the park who points and utters “Ducky!” at waterbirds as diverse as ducks, swans, geese and moorhens, before gradually refining their usage of the word. Here, a stable signal-form (the word “Ducky”) is associated with a change in function. Even species with largely fixed signal repertoires may undergo changes in the usage of existing vocalisations that reflect optionality, whether this occurs by way of an ontogenetic process in the development of an adult repertoire, or by way of learning to use existing calls for novel functions. A classic example of the former case, analogous to the ‘Ducky’ example, has been identified in vervet monkey (Chlorocebus pygerythrus) infants. Initially, these monkeys produce alarm calls in response to any aerial disturbance, but eventually refine their usage so that the calls are only produced in response to the ‘correct’ stimuli of aerial predators (Seyfarth & Cheney, 1980, 1986). Exactly what causes this process is currently unclear: it may be developmentally fixed, a result of feedback from conspecifics, or simply a result of differences in what causes a state of alarm in an infant compared to an adult. Further study of this behaviour may determine whether these findings reflect a change in the number of functions assigned to the signal, a replacement of a ‘generalised’ alert signal with a more precise one, or more simply an increase in the precision with which the original function is applied by signalling. What we do know is that surrounding adults are likely to ignore the calls of these infants until they reach maturity, indicating that receivers are capable of understanding that others may use signals for ‘incorrect’ functions (Seyfarth & Cheney, 1980, 1986). This example therefore demonstrates some level of optionality on the part of both producers (refining the function of a signal over time) and receiver (understanding that the same signal can refer to both ‘predator’ and ‘disturbance’ – we consider this further in Section II.5).

Individuals can also demonstrate signal usage optionality by mapping existing signals to previously unassociated functions (as opposed to the previous example, where functions were winnowed). In English, for example, words with originally negative connotations such as ‘bad’, ‘wicked’ and ‘sick’ have gained positive ones in slang dialects over time. This ability to map additional, even diametrically opposed functions to an existing signal is difficult to examine in animals under wild conditions. The types of environments encountered by a species are typically static, at least within observable timescales, and they are therefore unlikely to encounter novel contexts at a frequency that would warrant such changes, even if they were capable of them. However, under captive conditions, signal usage optionality can be elicited or developed through training. Pig-tailed macaques (Macaca nemestrina) naturally produce a ‘coo’ call in social contexts, which researchers have trained them to produce under experimental conditions, functioning as a human-directed request for food (Coudé et al., 2011). Interestingly, in contrast to ‘spontaneous’ calls, where motor regions of the brain activate during call production, these trained calls elicited brain activity before the onset of the call, indicating pre-planning or voluntary control over the production. In a similar study, one Japanese macaque was trained to produce coo calls to “request” a stick-tool for a food-ranking task (Hihara et al., 2003b), thereby demonstrating signal usage optionality. Once this behaviour had been instilled, the monkey spontaneously demonstrated signal adjustment optionality by altering the acoustic structure of the ‘coo’ calls produced in this function so that they were acoustically distinct from the original call-type. This provides a potential demonstration to differentiate signal forms in response to differentiations in signal functions where possible. Similar evidence exists for several other species, including spear-nosed bats (Phyllostomus discolor) (Lattenkamp, Vernes & Wiegrebe, 2020), white-handed gibbons (Hylobates lar) (Kato et al., 2007) and budgerigars (Melopsittacus undulatus) (Manabe & Dooling, 1997). While these studies typically have small sample sizes of individuals living under extremely unusual conditions, they do at least demonstrate that these species (a) possess the ability to associate innate calls with novel functions under specific circumstances (signal usage optionality) and (b) are spontaneously motivated to differentiate the functions of calls through modification of their form (signal adjustment optionality).

While these studies demonstrate signal usage optionality within the absolute limits of cognition of their target species, this raises the question of why this is not demonstrated more readily under natural conditions. One likely explanation is that the relative stability of natural environments provides insufficient motivation to change the innate set of form–function associations in their repertoire, which already meets the demands of their social and ecological environment. Another tantalising possibility is that such instances have simply gone unrecorded in many species. Due to the difficulty of collecting sufficiently extensive, comparable data on multiple populations of the same species, explicit cross-population comparisons of signal usage are rare. However, where such data do exist, there are hints that optional signal usage may indeed occur under natural conditions. For instance, while the vast majority of chimpanzee gesture forms and functions appear to be innately tied in their association (Byrne & Cochet, 2017; Motes-Rodrigo & Tennie, 2021), a handful of gestures (most notably ‘leaf clipping’) are used for particular functions by some communities but not others (Whiten et al., 1999; Kalan & Boesch, 2018). Assuming that there is no genetic explanation for this variation, we infer that chimpanzees possess some degree of optionality in the functional associations of their gestural repertoire. It is therefore possible that for some species, we are observing the ‘end-state’ of processes that have shaped the use of signals over many years. Recent work also shows that applying experimental methods to wild populations can indeed illuminate optionality in signal usage: Wegdell, Hammerschmidt & Fischer (2019) report that, in response to the introduction of a novel flying drone, western green monkeys (Chlorocebus sabaeus) produced an ancestral call-type, which was not previously used under normal circumstances for aerial predators or disturbances, but was similar to the eagle-specific predator.
alarm calls produced by closely related species, thus demonstrating the ability to associate pre-existing calls with novel stimuli. Approaches such as this could prove highly fruitful in exploring how wild animals communicate about novel stimuli in their environment.

(4) Combinatorial optionality

It is well understood that speakers of a natural language can express the same propositions by different choices of words (e.g. ‘Fatima gives a book to the boy’ versus ‘Fatima gives the boy a book’) – combination of different forms to achieve the same function. This case involves alternative combinations of the constituents of a sentence with the same communicative function. However, different combinations of an identical set of words can also drastically alter their meaning (e.g. ‘a man bites a dog’ versus ‘a dog bites a man’) – recombination of the same forms to achieve different functions). This case involves recombining the constituents of a sentence to achieve a different communicative function. This seems to point to an additional dimension of optionality, distinct from signal production, signal adjustment, and signal usage: the altering of the function of a signal based on the combinatorial context in which it is placed. This combinatorial optionality of signals is key to the full expressive power of language, as it allows us to combine a finite number of elements (i.e. words) into a theoretically unlimited number of larger, meaningful structures (i.e. sentences). A pertinent avenue of research is, therefore, the extent to which animals also demonstrate combinatorial optionality in signal structures.

Song is by far the primary domain of animal communication exhibiting significant levels of combinatorial optionality, found in species as diverse as birds (Slabbekoorn & Smith, 2002), marine mammals (McDonald, Mesnick & Hildebrand, 2013), bats (Davidson & Wilkinson, 2004; Bohn, Smash & Smotherman, 2013), rock hyrax (Procavia capensis) (Koren & Geffen, 2009) and even mice (Banerjee, Phelps & Long, 2019). Hundreds of different variations on a song may exist within a species, or even a single individual. For instance, in song sparrows (Melospiza melodia), ~1100 different songs were recorded from just 12 individuals living in New York (Podos et al., 1992). Such examples indicate both producers and receivers can associate a diverse range of signal combination structures, including novel ones, to the same function (typically a territorial or sexual display). Interestingly, virtually all known examples of song in non-human animals are limited to territorial and mating displays. While different combinations of elements may express information about the caller, such as mate quality or group identity (Hardy & Parker, 1997; Davidson & Wilkinson, 2004), restructuring these songs does not alter their general function. This represents a key discontinuity with language, where changing the composition of a sentence can drastically alter its meaning. One exception to this is the white-handed gibbon (Geissmann, 2002), who, in addition to duet songs in which pair-bonded individuals converge on a song structure over a number of years, also produce alarm songs produced in response to threats such as leopards and eagles (Clarke, Reichard & Zuberbühler, 2006; Andrieu et al., 2020). Both duet songs and alarm songs are composed of an identical repertoire of notes, but contain differences in the prevalence of certain notes and how they are combined (Clarke et al., 2006). This presents a so-far unique example where the rearrangement of song elements drastically alters the function of the song (from contact call to alarm call). The structure of these songs is subject to learning, with evidence suggesting a role of maternal feedback in the development of these songs in female offspring (Koda et al., 2013) and pair-bonded individuals converging on dyad-specific duets (Geissmann, 2002).

Outside of song, relevant examples of signal combinations are rarer, but do exist (Engesser & Townsend, 2019). A stand-out example which may reflect multiple dimensions of optionality comes from chestnut-crowned babblers (Pomatostomus ruficeps) (but see also Suzuki, Wheatcroft & Grieser, 2016), a species of cooperatively breeding songbird. These birds produce two structurally similar, but functionally distinct, combinations of the same two acoustic elements: ‘B-A-B’ and ‘A-B’, where A and B are acoustically distinct sounds which are never produced alone or in other combinations. These calls have very different functions, with ‘A-B’ sequences being produced during flight and ‘B-A-B’ sequences produced while provisioning nestlings (Engesser et al., 2015, 2019). The addition of the ‘B’ element is therefore not an additive change to the function of the call, as one would expect from the repetition of a note indicating heightened arousal (for example due to probable predator threat), such as the number of additional ‘D’ notes in the alarm calls of black-capped chickadees (Parus atricapillus) (Templeton, Greene & Davis, 2005). Chestnut-crowned babblers may therefore demonstrate optionality in terms of both (i) the function of individual elements produced in combinations (As and Bs are individually not tied to any individual function) and (ii) the relationships between them (different combination of the same elements results in a different function). Various examples of combinatorial optionality also appear to be present in non-bird species such as dwarf mongooses (Helogale parvula) (Collier et al., 2020), dingoos (Canis lupus dingo) (Déaux et al., 2016), bonobos (Clay & Zuberbühler, 2009), gorillas (Hedwig et al., 2014; Watson et al., 2020), chimpanzees (Leroux et al., 2021) and Campbell’s monkeys (Cercopithecus campbelli) (Schlenker et al., 2014).

(5) Signal perception optionality

Until this point, we have largely focussed on optionality on the part of signalers, rather than receivers. However, for each of the dimensions of optionality described above, its counterpart in signal perception is also crucial for effective communication. As a case in point, for linguistic communication to be effective, receivers must be able to decode the intended function of a producer’s utterance even if they use a novel word (signal production optionality), unfamiliar pronunciation of a sentence (signal adjustment optionality), or an
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unconventional composition (combinatorial optionality). While we have occasionally touched on the receiver side of the five dimensions of optionality in each of the sections above, we believe the subject warrants separate consideration. In the remainder of this section, we discuss it under the general heading of ‘signal perception optionality’.

Just as there would be no point for humans in inventing a new word if no one could interpret it correctly, the costly neurological and vocal apparatus necessary for vocal learning would be unlikely to evolve if such modifications could not be effectively processed by receivers (Fischer & Hammerschmidt, 2020). To illustrate, male humpback whales (Megaptera novaeangliae) have been found to alter their songs (thought to function as sexual displays; Tyack, 1981) gradually over time to increase complexity, leading to occasional ‘cultural revolutions’ where a highly complex song is disposed of and a simplified version of a neighboring community’s song is adopted instead (Noad et al., 2000; Allen et al., 2018). This demonstration of optionality in signal production and adjustment must be met with an equivalent degree of optionality in signal perception. For instance, it is of critical importance that receivers are able quickly to associate both more complex and simple variants of songs, as well as entirely novel ones, with an extant communicative function, rather than infer that a brand-new call-type has been invented.

Signal perception optionality is also necessary for receivers who need to process examples of signal usage optionality effectively. For example, chimpanzees, bonobos and gorillas appear to use identical gestural forms to serve a variety of communicative functions (Genty et al., 2009; Hobaiter & Byrne, 2011; Graham, Furuichi & Byrne, 2017). Receivers in these species seem, therefore, to be capable of mapping multiple functions to the same gesture and disambiguating between them based on, for example, social and contextual information (Roberts, Vick & Buchanan-Smith, 2012). However, it is currently unclear whether these examples are truly demonstrative of a capacity to associate a single signal with multiple alternative functions, or rather are indicative of pragmatic flexibility, i.e. of the ability to use information from context to disambiguate call meanings (Seyfarth & Cheney, 2018). It is worth noting that if receivers are overly inclusive in the signals they lump together under a single function, they risk overlooking nuanced differences that may cue them into valuable additional information. One prediction would therefore be that optionality is likely to be less readily expressed in both the production and processing of urgent signals, such as alarm calls (Green, Brandley & Nowicki, 2020). On the other hand, some degree of optionality in the perception of such call types is likely to be beneficial in the face of rapid environmental change or the introduction of a novel predator. One avenue for experimentally probing receiver-side optionality in signal usage could be akin to classic associative learning experiments involving forming a novel association between two stimuli in a learner. For example, a common paradigm involves subjects learning to associate the pulling of one lever with receiving food and another with no reward or an aversive stimulus, before the association is subsequently reversed by experimenters to examine the factors influencing how quickly subjects can remap these predictive cues (Izquierdo et al., 2017). A similar approach, but using recordings of a species’ own signals as stimuli, might be one means of examining this process in the communicative domain, i.e. the ease with which individuals can associate additional ‘functions’ (in this case, a simple predictive relationship to food) to existing signals in their repertoires, or from those of other species.

In many cases, single call types are acoustically ‘graded’ according to their urgency, resulting in a system where important information may be carried by subtle perceptual differences between signals. For example, chimpanzee screams vary substantially in their acoustic structure according to the signaler’s role in an agonistic encounter (aggressor or victim), and according to the severity of the event (Slocombe & Zuberbühler, 2005a). Being able to process these fine-grained acoustic cues and extract the encoded information (i.e. determine whether it has been emitted by a victim or by an aggressor) may be very useful to receivers in deciding whether to engage with the conflict, or in keeping track of important third-party alliances (Gilby et al., 2013). Of course, caution must be taken regarding whether the statistical differences researchers detect between signal variants are perceptible to conspecific receivers. Instead of revealing genuine signal perception optionality, the phenomenon might simply be due to the fact that the perceptual system of the subjects tested is not sensitive enough to register the differences between the variants. Researchers examined this by playing back recordings of the screams of groupmates to wild chimpanzees and found that they were able to differentiate between aggressor and victim screams produced by the same individual, demonstrating a capacity in receivers to discriminate between perceptually similar signal forms and assign them separate functions (Slocombe, Townsend & Zuberbühler, 2009; Slocombe et al., 2010).

It is worth noting that signal perception optionality need not be limited to the processing of signals produced by conspecifics. The ability to ‘eavesdrop’ on heterospecific alarm calls and correctly associate them with their corresponding functions is crucial to avoiding predation for a wide range of species, such as birds, mongooses, primates and reptiles (Magrath et al., 2015a). Although it may be that some species have evolved an innate understanding of the alarm calls of certain heterospecifics, in others there is perhaps evidence of a genuine component of perception optionality. For instance, Magrath et al. (2015b) found that fairy-wrens (Malurus cyaneus) quickly learned to associate playbacks of an unfamiliar species’ alarm calls (chestnut-rumped thornbills, Acanthiza apicillata) with the presence of a model predator. The learning process involved was demonstrated to be independent of sound structure: the birds learned to associate synthetic computer sounds with the predator just as rapidly as real calls, suggesting that they were not simply reacting to fixed, biologically widespread acoustic cues in calls elicited by predation contexts. However, it could be argued that examples of interspecific eavesdropping are not an example
of ‘signal’ processing at all, but rather that these stimuli are processed more as environmental cues (i.e. as smoke is a cue towards fire, or thunder a cue towards lightning).

The ability to eavesdrop on the alarm systems of other species may therefore demonstrate one way in which a high degree of signal perception optionality can bestow significant fitness benefits. Yet, we should bear in mind that high degrees of signal perception optionality may also bear potential negative repercussions. For example, let us imagine a socially living individual who is highly predisposed to associate novel functions to the signals they receive. A conspecific signaler produces an aerial alarm call towards an aerial predator at the same moment that a car is passing by. However, our receiver only observes the car and is ignorant of the predator. If our receiver is too quick to form lasting associations between signals and their apparent functions, they may misunderstand future aerial alarm calls as referring to the presence of a car and behave suboptimally as a result, with potentially deadly consequences. Receivers must therefore find a balance between flexibility and conservatism, and, in order to prevent such ‘runaway optionality’, may stand to benefit from allowing for a low degree of signal perception optionality for contextually urgent signal types, such as alarm calls. The dilemma of ‘splitting versus lumping’ of perceptually similar signals will be familiar to scientists studying animal communication, who must themselves often decide how best to categorise groups of signals. It may be some small comfort that this is also likely to be an important issue for their subjects.

Finally, although many species do not produce combinatorial calls/signals (Engesser & Townsend, 2019) and hence appear incapable of combinatorial optionality, this may be due to limitations of the production system rather than constraints on processing such sequences. Artificial grammar studies, in which researchers probe the ability of individuals to process relationships between strings of artificial sounds, may help us shed light on this question. Primates (Fitch & Hauser, 2004; Ravignani et al., 2013; Watson et al., 2020a), birds (Abe & Watanabe, 2011) and rats (de la Mora & Toro, 2013), have all shown impressive capabilities for learning complex ‘artificial grammars’ that far exceed the degree of combinatorial complexity found in their natural production systems. While most of these experiments were passive designs, which did not instil any functional associations with the sequences (therefore not meeting our criteria for optionality), some species have been found able to make such associations. For example, zebra finches (Tanniopteryx castanotaenia) were trained on a ‘Go/No-Go’ paradigm in which they would peck a sensor, or not, depending on the composition of sequences (constructed from their own song elements) played back to them (van Heijningen et al., 2013). All subjects were able to discriminate between training sequences, and some were even able to generalise spontaneously (i.e. without reward) the underlying compositional patterns to novel structures. These data may suggest that even species which do not produce complex combinatorial structures may nevertheless be able to demonstrate optionality in their perception (Beckers et al., 2017).

III. CONTEXTUALISING OPTIONALITY AND FUTURE DIRECTIONS

In the preceding sections we evaluated the animal communication literature for evidence of optionality, the capacity to establish alternative mappings between signal forms and functions, which we argue to be one fundamental feature underlying linguistic arbitrariness. We searched for optionality across five key dimensions of communicative behaviour in animals, ultimately finding evidence to be taxonomically widespread, but varying greatly across species (see Table S1 for a more exhaustive list of candidate evidence). Furthermore, we found that individual species may possess variable degrees of each of the dimensions of optionality we have surveyed. For instance, amphibians alter call structure to optimise transmission in different environments (Ziegler, Arim & Narins, 2011) or to combat background noise (Brumm & Zollinger, 2011), demonstrating a degree of signal adjustment optionality. However, they do not appear to demonstrate any other dimensions of optionality. This contrasts with birds and primates, certain species of which exhibit evidence in many of the dimensions of optionality we have described above (although research bias towards such species may explain some taxonomic skew of evidence).

To our knowledge, only humans unambiguously express optionality in every one of the aspects described.

An important next step for the framework we have introduced would be to determine which cognitive and neural features underpin the expression of optionality in each of the dimensions discussed here, and whether these factors are in fact similar across species. This could be complemented with ongoing research into the social [e.g. social complexity (Knörnschild, Fernandez & Nagy, 2020); dominance styles (Kavanagh et al., 2021)] and physical factors [e.g. environmental change; McMullen, Schmidt & Kunc, 2014] that may select for the abilities underpinning optionality. It would also be important to establish whether the five dimensions of optionality described in this review typically correlate within species. If so, this would indicate a fundamental capacity for optionality that can be differentially expressed in the domains of signal production, signal adjustment, signal usage, signal combination, and signal perception.

Although we have examined optionality as a feature of communicative behaviour, it is also possible that the examples discussed may be demonstrative of a more domain-general capacity for associative mapping which scaffolds, but is not exclusive to, communication and language. One hypothesis worth exploring is that optionality in the communicative domain may be related to cognitive processes underlying individuals’ ability to modify behaviour patterns or associations in non-communicative domains. For example, the phenomenon of ‘functional fixedness’ in object use or problem solving refers to an individual being unwilling or unable to go beyond the first-learned function for a particular tool or apparatus (German & Defeley, 2000). A high degree of functional fixedness has, for instance, been identified in
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chimpanzees (Davis et al., 2016), who were unwilling to switch from their first-learned method of retrieving food from a tube apparatus even when the alternative demonstrated was considerably more efficient (Davis et al., 2016; but see Watson et al., 2017). It is straightforward to draw a conceptual parallel between (a) a proclivity (or lack thereof) to associate a single tool with multiple functions, or to perform the same function with a variety of tools, and (b) optionality in the communicative domain. One way to explore this issue would be to examine whether optionality in the communicative domain correlates with, for example the case with which a species associates tools with multiple functions.

An additional possibility is that optionality may be constrained by a more domain-general ability to process ‘opaque’ relationships between causes and effects (and by extension, forms and functions). For signals whose form is strongly shaped by underlying body anatomy (e.g. body size; Reby & McComb, 2003) or emotional states (i.e. signals on the lower end of the spectrum illustrated in Fig. 2) there is, in a sense, a causal and perceptible relationship between form and function. For example, emotionally urgent contexts such as predator sightings increase tension in the body of the signaler, including their vocal folds, resulting in higher pitched vocalisations. These vocalisations can be readily decoded by receivers as being produced with high emotional arousal, even across species (Bryant & Barrett, 2008; Filippi et al., 2017), suggesting that form–function associations between signals and clear causal factors are relatively easy to form. An analogue can be drawn here with language, where vocabulary learned by infants is often rich in iconicity (a perceptual similarity between word and meaning), which is thought to aid acquisition (Monaghan, Mattock & Walker, 2012). Other signals, on the other hand, are ‘causally opaque’ in that there is no apparent causal or correlational relationship between the form of a signal and its function – with most examples of arbitrary language (and many examples of signal production learning) falling into this category. The ability to process opaque causal relationships in the physical domain, i.e. direct causal connections between stimuli (such as two objects, or an acoustic cue and a reward) which are not clearly perceivable, has been examined in human and non-human apes. This research indicates that apes are constrained in this ability, as are children up to the age of 4 years old, after which such associations are readily formed (Civelek, Call & Seed, 2020). Strikingly, language acquisition studies find that arbitrary sound-meaning mappings in the vocabulary typically acquired by children also rise sharply at the age of 4 years (Monaghan et al., 2014).

Humans also have a pervasive tendency to copy causally opaque actions demonstrated by others, even when they have no apparent causal relationship with the actor’s goal (known as ‘overimitation’), with this proclivity also appearing from around 4–5 years of age (Hoehl et al., 2019). Cognitive adaptation for processing these seemingly causally disconnected behaviours as being effective is critical for the highly conventionalised and technologically complex nature of human culture. For instance, if fully understanding the causal chain between pushing a button and activating any of the myriad technologies in our home were to be a necessary condition for learning how to use them, they would be rendered wildly impractical. Great apes, on the other hand, are less inclined to make such dissociated connections between behaviour and function (McGuigan et al., 2007; Nielsen & Susianto, 2010; Clay & Tennie, 2018). Taken together, these correlations between the ability of humans to process abstract (i.e. not perceptually apparent) relationships between causes and effects in the physical domain, as well as forms and meanings in the context of language, potentially supports a domain-general process underlying optionality across domains.

While currently speculative, these potentially related areas of research may be fruitful avenues for exploring relevant cognitive processes that may be acting across domains. Specifically, if communicative optionality represents a domain-specific manifestation of a domain-general capacity, we should find within-species correlations in evidence across these other domains of behaviour. Such an effect could be examined either directly, through the application of a battery of tests probing different potentially related behaviours in one (e.g. Watson et al., 2018) or many (e.g. ManyPrimates et al., 2019) species, or even via meta-analyses once a sufficient number of individual studies has accumulated. If such a correlation between domains were to be identified, this may lend support to arguments that the unique cognitive achievements of humans do not depend on excellence in any one particular domain of cognition, but rather on a feedback loop of interactions and reinforcement between domains (Laland & Seed, 2021). Along these lines, it may be that an interaction of optionality, not qualitatively different to that found in animals, with other language-relevant abilities allows for the full-blown arbitrariness found in human language. Through further examination of optionality and its limitations, we may be able to identify more acutely the processes involved in the evolution of linguistic arbitrariness.

Finally, a natural complement to the current review would be to apply the optionality framework to human language in order to identify more precisely parallels between examples of optionality in animals and linguistic arbitrariness. For example, while optionality is probably a crucial underpinning of linguistic arbitrariness, the former does not exhaust the latter. We could therefore task further conceptual research with identifying what additional features, if any, must accompany optionality to warrant a diagnosis of full-blown arbitrariness. Another approach might be to examine the five dimensions of optionality described in this review in child language acquisition, to understand better their developmental trajectory in humans. We might investigate, for example, the relationship between some or all of these dimensions and the use of iconicity and systematicity (features of non-arbitrariness, see Section I), which are prevalent in early child language acquisition but eventually give way to more arbitrary language (Cassidy & Kelly, 1991; Fitneva, Christiansen & Monaghan, 2009; Monaghan et al., 2012). Some populations and languages seem to make use of
IV. CONCLUSIONS

(1) Our ability to associate the form of words arbitrarily with their meaning is often cited as a defining feature of language (Hockett, 1958; Gasser, 2004; Monaghan et al., 2014; Dingemanse et al., 2015). Despite this, examination of the evolutionary history of linguistic arbitrariness is largely absent, in large part due to the difficulty of drawing comparisons between arbitrary language and animal communication (Planer & Kalkman, 2019). A conceptual advance facilitating this comparative approach is therefore crucial in order to shed light on the evolutionary roots of this defining feature of language.

(2) In this review we present a novel framework for examining the cognitive foundations of linguistic arbitrariness. This framework is centred on the notion of optionality, i.e. the capacity to establish alternative mappings between signal forms and functions, which we argue is one key feature underlying linguistic arbitrariness. Because optionality is not inherently bound to language and can be applied to any communication system, this enables the cross-species, comparative approach necessary for shedding light on the evolutionary history of arbitrariness.

(3) Until now, many of the examples of optionality we have surveyed have been discussed under the generic umbrella term of ‘flexibility’ (e.g. Townsend et al., 2020). However, the notion of ‘flexibility’ was not designed to characterise linguistic arbitrariness. By adopting the notion of optionality, we have provided a novel conceptual framework with which to examine animal communication literature for the characteristic features of arbitrariness.

(4) In accordance with this framework, we have reviewed some of the most pertinent existing evidence for optionality in animal communication across five key dimensions of animal communication: signal production, signal adjustment, signal usage, signal combinatoriality and signal perception. We also provide a more extensive sample of relevant literature in Table S1.

(5) There is considerable scope for expanding on this framework by examining the cognitive abilities likely to be underpinning the described examples of optionality, and whether these are demonstrative of a single, unitary (possibly domain-general) capacity or rather a diverse suite of processes.

(6) This preliminary foray into examining optionality has yielded novel insights into existing data, and identified promising avenues for future research. We believe that further application of this framework will be a productive means of exploring the evolutionary roots of the cognitive abilities underlying both animal communication and human language.
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