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Abstract

We analyze the propagation of two-dimensional dispersive and relativistic wavepackets localized in the vicinity of the zero level set $\Gamma$ of a slowly varying domain wall modeling the interface separating two insulating media. We propose a semiclassical oscillatory representation of the propagating wavepackets and provide an estimate of their accuracy in appropriate energy norms. We describe the propagation of relativistic modes along $\Gamma$ and analyze dispersive modes by a stationary phase method. In the absence of turning points, we show that arbitrary smooth localized initial conditions may be represented as a superposition of such wavepackets. In the presence of turning points, the results apply only for sufficiently high-frequency wavepackets. The theory finds applications both for Dirac systems of equations modeling topologically non-trivial systems as well as Klein-Gordon equations, which are topologically trivial.

1 Introduction

This paper concerns the propagation of two-dimensional localized wavepackets in a slowly varying domain wall that confines wave dynamics to the neighborhood of an interface. This interface may be interpreted as separating two insulating media. The slow variation of the underlying physical coefficients allows for a semiclassical description of the wavepacket propagation. Our objective is to describe how the geometry of the domain wall and the other constitutive coefficients of the model influence wave propagation.

Let $0 < \varepsilon$ be a small parameter and consider for concreteness the semiclassical Dirac equation

$$L_D = \varepsilon D_t + \varepsilon D_x \sigma_1 + \varepsilon D_y \sigma_2 + \kappa(x,y)\sigma_3$$

with $D_a = -i\partial_a$ for $a \in \{t, x, y\}$, $t \in \mathbb{R}$ a time variable, $(x, y) \in \mathbb{R}^2$ two spatial variables, $\sigma_{1,2,3}$ the standard Pauli matrices and $\kappa(x,y)$ a mass term. Consider the case $\kappa(x,y) = y$ of a straight domain wall confining wavepackets in the neighborhood of $y = 0$. We observe by inspection that

$$u_0(t,x,y) = \frac{1}{\sqrt{\varepsilon}} f\left(\frac{x+t}{\sqrt{\varepsilon}}\right) \pi^{-\frac{1}{4}} e^{-\frac{1}{2}(\varepsilon y)^2} \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}$$

is a normalized solution of $L_D u = 0$ in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ for all $t \in \mathbb{R}$ when $f$ is normalized in $L^2(\mathbb{R}; \mathbb{C})$. This expression describes a wavepacket in the $\sqrt{\varepsilon}$-vicinity of a moving center $(-t,0)$ propagating with speed $-1$ along the $x-$axis. The $\sqrt{\varepsilon}$-scaling is dictated by the interplay between the transport term $\varepsilon D_y$ and the confining one $y\sigma_3$.
As a spectral decomposition of $L_D$ demonstrates (see, e.g., \[3\] \[7\] and the calculations in section \[3\]), no similar wavepacket propagates with speed +1 along the $x$-axis. This reflects the non-trivial topology of the Dirac operator and the transport asymmetry along the interface $y = 0$. This asymmetric transport along interfaces separating insulating materials is an important motivation for the analysis of \[11\]. Dirac equations are indeed ubiquitous macroscopic models in topological phases of matter \[28\] \[39\], in particular one-particle models of topological insulators \[37\] \[11\] \[30\] \[7\] \[18\] \[19\]; see also \[36\] \[1\] \[10\] \[14\] \[32\] for integer quantum hall phases in the presence of a magnetic field not considered here. A general principle called a bulk-edge correspondence states that transport along that interface has to be asymmetric with quantized asymmetry; see e.g. \[20\] \[21\] \[30\] \[16\] \[4\] \[5\] \[17\] \[9\] \[31\] for mathematical analyses of the bulk-edge correspondence in different settings.

Wavepackets such as \[2\] encode this asymmetry \[7\] \[§1.4\] for flat interfaces. They persist in the presence of slowly varying (i.e., $\varepsilon \ll 1$) curved domain walls \[3\] \[7\] \[25\], a result that we will re-establish below. However, for a domain wall $\kappa(x, y) = y + V(x, y)$ with $V$ a (compactly supported) perturbation and when $\varepsilon = 1$ (i.e., for a non-slowly varying wall), this asymmetric transport is encoded by a perturbation-dependent dispersive mode rather than the relativistic (i.e., non-dispersive) mode \[2\]; see, e.g., \[3\] \[8\]. While the bulk-edge correspondence implies that the transport asymmetry persists in the presence of perturbations, only in the semiclassical, weakly scattering, regime $\varepsilon \ll 1$, is that asymmetry described by a mode such as \[2\].

Furthermore, the same spectral decomposition of $L_D$ shows that the domain wall $\kappa(x, y) = y$ confines many other modes in the vicinity of $y = 0$. For instance, we observe that

$$u_{1,\pm}(t, x, y) = \int_{\mathbb{R}} f_{\pm}(\xi) \frac{1}{\sqrt{\varepsilon}} e^{\frac{3\varepsilon}{2} + \frac{\sqrt{2} \varepsilon}{\varepsilon} + \frac{\xi}{\varepsilon} t} e^{-\frac{1}{\varepsilon^2} (\frac{\sqrt{2 \varepsilon}}{\varepsilon})^2} \sigma_3 (\pm \sqrt{2 + \xi^2} - \xi - \frac{y}{\varepsilon}) d\xi$$

for $f_{\pm}(\xi)$ decaying sufficiently rapidly at infinity also belongs to the kernel of $L_D$. This is a superposition (in the variable $\xi$) of plane waves with energy $E_{\pm} = \pm \sqrt{2 + \xi^2}$. Such plane waves propagate with different group velocities, both positive and negative, $\partial_t E_{\pm} = \xi / E_{\pm}$ for different values of $\xi$ and therefore experience dispersion.

Dispersive effects for such modes over long times are analyzed in detail in section \[2\] by stationary phase methods \[13\]. Denoting by $G_{1,\pm}(t, x, \xi) = \mp \sqrt{2 + \xi^2 + \xi x}$ with $G_{1,\pm}(0, x, \xi) = \pm x\xi$, we observe that $u_{1,\pm}(0, x, y)$ models a wavepacket concentrated in the $\varepsilon$-vicinity of $(x_0, y_0) = (0, 0)$. As an application of stationary phase, we observe that for $x \in (-t, t)$, assuming $t > 0$ to simplify, and defining $\xi_m$ as the unique solution to $\partial_x (\mp \sqrt{2 + \xi^2} t + \xi x) = 0$, (i.e., $\xi_m = \pm (x/t)\sqrt{2(1 - (x/t)^2)^{-\frac{1}{2}}}$) then $u_{1,\pm}(t, x, y)$ is well approximated by

$$f_{\pm}(\xi_m) \frac{1}{\varepsilon^\frac{1}{4}} e^{\frac{G_{1,\pm}(t, x, \xi_m)}{\varepsilon}} e^{-\frac{i}{\varepsilon} \text{sign}(\xi) \frac{\xi_m}{\varepsilon} t} \frac{1}{|L_{G_{1,\pm}}^\varepsilon|} \frac{1}{\varepsilon^\frac{1}{4}} e^{-\frac{1}{\varepsilon^2} (\frac{\sqrt{2 \varepsilon}}{\varepsilon})^2} \sigma_3 \left( (\pm \sqrt{2 + \xi_m^2} - \xi_m - \frac{y}{\varepsilon}) \right),$$

where we have defined $G_{1,\pm}^\varepsilon = \partial_\xi G_{1,\pm}(t, x, \xi_m)$. Outside of the interval $x \in (-t, t)$, the solution $u_{1,\pm}(t, x, y)$ is asymptotically negligible compared to the above term as an application of non-stationary phase.

In contrast to $u_0(t, x, y)$ in \[2\], which is concentrated in the $\varepsilon$-vicinity of a point $(-t, 0)$, the dispersive modes $u_{1,\pm}(t, x, y)$ are concentrated in the $\varepsilon$-vicinity of the interval $\{(x, 0); -t \leq x \leq t\}$. Dispersion further causes the maximal amplitude of the wavepacket to be of order $\varepsilon^{\frac{1}{4}} t^{\frac{3}{2}}$.

Wave propagation with domain wall confinement is interesting in other contexts than the above Dirac system. Decompose $L_D = \varepsilon D_t + H$ and formally square $\varepsilon D_t = -H$ to obtain $\varepsilon^2 D_t^2 = H^2$.
Keeping one of the diagonal terms in this equation gives the following Klein-Gordon model

\[ L_{KG} = \varepsilon^2 \partial_t^2 - \varepsilon^2 \Delta + y^2 - \varepsilon = \varepsilon^2 \partial_t^2 - \varepsilon^2 \partial_x^2 + a^* a \]  

(4)

with \( a = \varepsilon \partial_y + y \). We then observe that the scalar functions

\[ u_{\pm}(t, x, y) = \frac{1}{\sqrt{\varepsilon}} i (x + t) \pi^{-1} e^{-\frac{1}{2} (\frac{y}{\sqrt{\varepsilon}})^2} \]  

(5)

are in the kernel of \( L_{KG} \). This provides two relativistic modes confined by the domain wall \( y^2 \), or more generally by a domain wall \( \kappa^2(x, y) \). Dispersive modes similar to (4) may also be constructed in the kernel of \( L_{KG} \).

The above wave equation with domain wall finds applications in the modeling of the Nambu-Goldstone modes that appear as a (static) domain wall partially breaks translational invariance, and propagate in a semiclassical picture along the zero-level set of \( \kappa \), either a straight line when \( \kappa(x, y) = y \), or the bottom of a ‘Mexican hat’ when \( \kappa(x, y) = x^2 + y^2 - 1 \), say; see [38] and its references for details on such ubiquitous modes.

The main objective of this paper is to describe the propagation of similar dispersive and relativistic (non-dispersive) wavepackets for general smooth domain walls \( \kappa(x, y) \) and differential operators \( L \) generalizing \( L_D \) and \( L_{KG} \). We assume the existence of a domain wall \( \kappa(x, y) \) confining wavepackets in the vicinity of its zero level set \( \Gamma = \kappa^{-1}(0) \), assumed to be a smooth one-dimensional non-intersecting curve in \( \mathbb{R}^2 \). Locally, generalizations of the above plane waves are approximately in the kernel of \( L \) and modulations of such plane waves allow us to approximate solutions of \( Lu = 0 \) with arbitrary accuracy in powers of \( \varepsilon \) for large (but not infinite) times in many favorable cases.

With the Dirac and Klein-Gordon models serving as illustrations, we develop an abstract framework to analyze wave packet propagation along smooth slowly varying curved domain walls. This is detailed in section [2]. The verification of all required hypotheses is carried out for general Dirac operators in section [3] and Klein-Gordon operators in section [4]. The main results and principal steps of the derivation presented in section [2] are summarized as follows.

1) Rectification. In the vicinity of \( (x_0, y_0) \in \Gamma = \kappa^{-1}(0) \), the domain wall is well approximated by \( (x - x_0, y - y_0) \cdot \nabla \kappa(x_0, y_0) \). This forms a linear domain wall similar to the one introduced in [1] when \( \kappa(x, y) = y \). It is convenient to work in a system of coordinates where the curve \( \Gamma \) is parametrized by \( \tilde{x} \) and the linearization of the domain wall is of the form \( \tilde{y} \partial_y \kappa \). In such a system, the operator \( a = \varepsilon \partial_y + y \) naturally appears and explains why Hermite functions are ubiquitous in [3] and [5]. This change of variables, described in section [2.1] is implemented by a map \( (x, y) = \Phi(\tilde{x}, \tilde{y}) \) parametrizing a tubular neighborhood of \( \Gamma \). This map is a diffeomorphism from a vicinity of \( \tilde{y} = 0 \) to its image when \( \Gamma \) is open (and then unbounded) and acts as a covering map when \( \Gamma \) is closed and then diffeomorphic to a circle; see Figure [2.1]

The differential operator \( L \) of interest written in the rectified coordinates is \( P = \Phi^* L \Phi^{-1} \); see section [2.1] for notation. Solutions of \( Lu = 0 \) are then analyzed in a \( 2\eta - \) neighborhood of \( \{ \tilde{y} = 0 \} = \Phi^{-1}(\Gamma) \) for \( \eta > 0 \) chosen sufficiently small (independently of \( \varepsilon \)) by means of \( P v = 0 \) with \( v = \Phi^* u \) a pulled back version of \( u \) in the rectified coordinates.

2) Wavepacket multiscale (WKB) ansatz. Operators such as \( D_x \sigma_1 + D_y \sigma_2 \) or \(-\Delta\) on \( \mathbb{R}^2 \) admit (absolutely) continuous spectrum parametrized for instance by a two-dimensional Fourier variable. In the presence of a domain wall \( y \) or \( \tilde{y} \), the spectrum heuristically becomes discrete in the variable \( y \) while it remains continuous in the orthogonal variable \( x \). This leads us to the analysis
of a countable number of branches of simple absolutely continuous spectrum. The latter are then parametrized by the following ansatz:

\[ v(t, x, y) = \frac{1}{\sqrt{\epsilon}} \int \sqrt{\epsilon} G_m(t, x, \xi; x_0) \psi(t, x, \xi, \frac{y}{\sqrt{\epsilon}}; x_0) d\xi, \quad (6) \]

where \( m \) labels the branch while \( \xi \in \Xi \subset \mathbb{R} \) parametrizes it. The function \( \psi(t, x, \xi, z; x_0) \) involves 'macroscopic' variables \((t, x)\) and 'microscopic' variables \((\xi, z)\). The parameter \( x_0 \) is a reminder that wavepackets are localized in the vicinity of \((x_0, 0)\) at time \( t = 0 \). Finally, \( G_m(t, x; \xi; x_0) \) is a phase term modeling the wave dispersion relations. It takes the form \( G_{(0,-)} = \xi(t + x) \) or \( G_{(0,\pm)} = \xi(\mp t + x) \) for the above relativistic modes and \( G_{(1,\pm)} = \mp \sqrt{2 + \xi^2} t + \xi x \) for the dispersive modes in (3).

3) Multiscale asymptotic expansion and wavepacket construction. Looking for approximations of \( P \psi = 0 \) is performed by looking at \( m \) fixed for \( P_m \psi = 0 \) with a multiscale operator \( \epsilon^{-\frac{1}{2}} P_m = P_{m0} + \sqrt{\epsilon} P_{m1} + \epsilon P_{m2} \) (with \( q = 1 \) for Dirac and \( q = 2 \) for Klein-Gordon). Decomposing \( \psi = \sum_{j=0}^{\infty} \epsilon^{\frac{j}{2}} \psi_j \) provides a sequence of formal equations that are solved in turn. As is standard in two-scale analyses, the first two equations characterize the leading approximation to \( \psi \).

The first equation \( P_m 0 \psi_0 = 0 \), describes the local, microscopic equilibrium. It provides a Hamilton-Jacobi (eikonal) equation for \( G_m \) appearing in (6) and the structure of the domain wall confinement. The second equation \( P_m 0 \psi_1 + P_{m1} \psi_0 = 0 \) describes transport along the interface. This is analogous to standard semiclassical analyses in the absence of a domain wall [13, 40] with the main difference that transport is now mainly confined along a one-dimensional interface.

Hamilton-Jacobi equations are typically solvable only for short times [13, 40]; see [15] for a detailed analysis in the presence of similar confinement to the one we consider here. Since we aim at a construction of wavepackets that applies to long times, we look for solutions of the form

\[ G_m(t, x; \xi; x_0) = -B_m(\xi; x_0) t + A_m(x, \xi; x_0) \quad (7) \]

where \( A_m \) and \( B_m \) are appropriate functions with \( \partial_\xi A_m(x_0, \xi; x_0) = \xi \) as expected so that the ansatz (6) approximately corresponds to a (semiclassical) Fourier transform at time \( t = 0 \). We will obtain such solutions to the Hamilton Jacobi equations for a large class of wavepackets (large choice of the wavenumber support \( \Xi \) in (6)), and in fact for all possible reasonable wavepackets (i.e., with \( \Xi = \mathbb{R} \) or \( \Xi = \{|\xi| \geq \xi_0\} \)) for Dirac and Klein-Gordon operators when some appropriate coefficients are constant. Addressing general wavepackets when such coefficients are not constant would require the construction of solutions \( G_m \) with initial conditions given by \( G_m(0, x; \xi; x_0) = (x - x_0) \xi \) typically valid only for short times [15, 13, 40] as caustics may develop. Long-time or tunneling effects in the presence of such caustics are then complicated even in one-dimensional settings [27, 33] and we do not consider them here.

4) Main results on wavepacket analysis and dispersive effects. Once explicit approximate wavepackets \( \psi^J_m = \sum_{j=0}^{J} \epsilon^{\frac{j}{2}} \psi_j \) for an arbitrary \( J \) are constructed in the rectified coordinates, we may construct \( v^J_m \) using (6) and then \( u^J := u^J_m = \Phi^{-*} v^J_m \) (see (34) for a more precise statement when \( \Gamma \) is closed). We then obtain the following results:

(1) The first main result of the paper is Theorem 2.5 below, stating that the solution \( u \) of \( Lu = 0 \) with the same initial conditions as \( u^J \) is such that \( u - u^J \) is small in an appropriate energy norm. This requires the multi-scale expansion of \( L \) to satisfy conditions (i)-(v) in section 2.3 and the energy functional to satisfy condition (vi) in section 2.5.

(2) The above initial condition for \( u \) concentrates on the \( m \)th branch of continuous spectrum. Assuming that (7) holds for a complete set of branches \( m \) and all \( \xi \in \Xi = \mathbb{R} \) with real-valued
phases $G_m$ (see assumptions (vii)-(viii) in section 2.5), then we show that any sufficiently smooth initial condition for $u$ concentrated in the vicinity of $(x_0, y_0) \in \Gamma$ can indeed be represented by a superposition over the branches of continuous spectrum of explicit wavepackets of the form $\Phi^{-*}v^J$ with $v^J$ as in (6). These results, which essentially construct a semiclassical parametrix for $L$, are described in Theorem 2.6.

(3) Once wavepackets of the form $\Phi^{-*}v$ have been constructed for a fixed branch $m$ with $v$ represented by (6), we can analyze the leading term in the expansion in powers of $\varepsilon$. Theorem 2.7 then generalizes the description of relativistic solutions such as (2) to curved domain walls. The explicit expression of this mode for Dirac equations is given in Theorem 3.7. This extends results obtained in [7] for the Dirac equation using a different ansatz.

(4) The leading term of dispersive modes requires a more detailed analysis. Under assumptions of non-vanishing curvature (to promote dispersion) of $G_m$ stated in condition (ix) in section 2.5, we analyze the dispersive effects of superpositions of generalized plane waves of the form (3) by means of stationary phase in Theorem 2.8.

All approximation results in the above theorems are valid up to times $T$ (essentially) of order $\varepsilon^{1/2}T \ll 1$. At larger times, the curved domain wall allows for the coupling of modes belonging to different branches $m$ by scattering. An ansatz of the form (6) ceases to be valid and we leave the semiclassical regime.

While the results of section 2 are applied to Dirac equations in section 3 and Klein-Gordon operators in section 4, we expect them to be valid for a broader class of models of wave propagation such as those, e.g., in [37] with applications in topological superconductors, in [9] with applications to Floquet topological insulators, as well as the asymmetric propagation of shallow water waves along the equator confined by the Coriolis force [12, 34, 5].

2 Wavepacket construction and analysis

2.1 Domain wall and rectified problem

This section introduces a change of variables $\Phi$ rectifying the level set $\Gamma = \kappa^{-1}(0)$. The domain wall is modeled by a smooth scalar, bounded, function $\kappa(x, y) \in C^\infty(\mathbb{R}^2)$ whose zero-level set $\Gamma = \kappa^{-1}(0)$ is assumed to be connected. We impose the condition

$$\inf_{(x,y) \in \Gamma} |\nabla \kappa(x, y)| > 0 \quad (8)$$

to avoid any degeneracy along $\Gamma$. With this assumption, $\Gamma$ is either an open infinite curve or a closed compact, non-intersecting, curve diffeomorphic to the unit circle. The construction and analysis of semiclassical wavepackets propagating in the vicinity of $\Gamma$ is significantly simplified when moving to rectified coordinates, where $\Gamma$ becomes the $x-$axis when it is open and a sub-interval of the $x-$axis when it is closed.

The zero level set $\Gamma = \kappa^{-1}(0)$ is parametrized by arclength along $\Gamma$: $\tilde{x} \rightarrow \Phi(\tilde{x}, 0)$ such that the unit tangent vector to $\Gamma$ is given by $\tau(\tilde{x}) = \partial_2 \Phi(\tilde{x}, 0)$ with $|\tau(\tilde{x})| = 1$. We denote by $\nu(\tilde{x})$ the normal vector so that $(\tau(\tilde{x}), \nu(\tilde{x}))$ is an orthonormal basis of $\mathbb{R}^2$ with positive orientation.
Figure 1: Geometry of the domain wall $\kappa$ with tubular neighborhood of a closed $\Gamma = \kappa^{-1}(0)$ and rectification mapping $\Phi$.

Let $\eta > 0$. We then define on $\mathbb{R} \times [-2\eta, 2\eta]$ the map

$$(\tilde{x}, \tilde{y}) \rightarrow (x, y) = \Phi(\tilde{x}, \tilde{y}) := \Phi(\tilde{x}, 0) + \tilde{y}\nu(\tilde{x}).$$  \hspace{1cm} (9)

For $\eta$ sufficiently small, by assumption on $\kappa$, $\Phi$ maps $\mathbb{R} \times [-2\eta, 2\eta]$ to a tubular neighborhood of $\Gamma$. The variables $(\tilde{x}, \tilde{y})$ will be referred to as the rectified coordinates. The vector $\tau$ above is defined up to a choice of orientation. We choose $(\tau, \nu)$ such that $\kappa \circ \Phi(\tilde{x}, \tilde{y}) > 0$ when $\tilde{y} > 0$.

We state several standard results on the geometry of curves in a plane. When $\Gamma$ is open, then $\Phi$ is a diffeomorphism from $\mathbb{R} \times [-2\eta, 2\eta]$ to its image. When $\Gamma$ is closed, and hence compact, it has Euclidean length $L < \infty$. Then $\Phi$ is a covering map (with fiber $\mathbb{Z}$) in the sense that all points $(\tilde{x} + kL, \tilde{y})$ for $k \in \mathbb{Z}$ are mapped to the same point $\Phi(\tilde{x}, \tilde{y})$ near $\Gamma$.

The Jacobian of the transformation is defined as $J(\tilde{x}, \tilde{y}) = D\Phi(\tilde{x}, \tilde{y})$. We verify that it is given by $((1 + \kappa(\tilde{x})\tilde{y})\tau(\tilde{x}) \nu(\tilde{x}))$ as a matrix of column vectors, where $\kappa(\tilde{x})$ is the curvature defined as the scalar function such that $\partial_{\tilde{y}}\nu(\tilde{x}) = \kappa(\tilde{x})\tau(\tilde{x})$. Thus,

$$\det J = 1 + \kappa(\tilde{x})\tilde{y} > 0 \quad \text{on} \quad \mathbb{R} \times [-2\eta, 2\eta],$$  \hspace{1cm} (10)

provided $\eta$ is chosen small enough, which we assume from now on.

Associated to the mapping $\Phi$ is a linear transformation of functions, the pull-back $\Phi^*$ defined for each smooth scalar function $f(x, y)$ by $\Phi^*f(\tilde{x}, \tilde{y}) = f \circ \Phi(\tilde{x}, \tilde{y})$. The inverse pull-back $\Phi^{-*} = (\Phi^{-1})^*$ is defined globally when $\Gamma$ is open since then $\Phi$ is a diffeomorphism and is defined locally (for functions with sufficiently small support) when $\Gamma$ is closed. When $\Gamma$ is closed, then $\Phi^{-*}$ is defined globally on periodic functions. For a function $v(\tilde{x}, \tilde{y})$ with sufficiently rapid decay as $|\tilde{x}| \rightarrow \infty$, we define the periodization

$$v^\sharp(\tilde{x}, \tilde{y}) = \sum_{k \in \mathbb{Z}} v(\tilde{x} + kL, \tilde{y}).$$  \hspace{1cm} (11)

On such periodic functions $v^\sharp(\tilde{x}, \tilde{y})$, the inverse pull-back $u = \Phi^{-*}v^\sharp = v^\sharp \circ \Phi^{-1}$ is globally defined.

The above pull-back operator is convenient to pull back a differential operator in the $(x, y)$ coordinates to one in the rectified $(\tilde{x}, \tilde{y})$ coordinates. In particular, since differentiation is local, we define the pulled-back derivatives

$$\tilde{D} = \Phi^* D \Phi^{-*} = J^{-T} D$$  \hspace{1cm} (12)
where we use the notation $A^{-T} = (A^{-1})^T$ with $T$ transposition. More generally, for a differential operator $L$, we define the pulled-back differential operator

$$P = \Phi^* L \Phi^{-*}. $$  

(13)

An operator $Lu = 0$ for $u$ supported in the image of $\Phi$ will therefore locally be equivalent to a problem $Pv = 0$ where $v = \Phi^* u$, or $u = \Phi^{-*} v$.

**Remark 2.1 (Notation)** To simplify expressions, the rectified variables $(\tilde{x}, \tilde{y})$ are also denoted by $(x, y)$ when no confusion is possible. We systematically use $u(t, x, y)$ for a function in the original, unrectified coordinates, $v(t, x, y)$ (instead of $v(t, \tilde{x}, \tilde{y})$) for a function in the rectified coordinates with $v = \Phi^* u$, $\Psi(t, x, \xi)$ a function in the rescaled rectified coordinates with $z = \sqrt{\varepsilon}$, and finally $\psi(t, x, \xi, z)$ as a function in the multiscale rescaled rectified coordinates (as in (6)).

### 2.2 Wavepacket ansatz

We wish to construct explicit approximations of solutions to the semiclassical differential equation

$$L(x, y, \varepsilon D_t, \varepsilon D_x, \varepsilon D_y)u(t, x, y) = 0. $$  

(14)

Here, $(x, y) \in \mathbb{R}^2$, $D_a = -i\partial_a$ for $a \in \{t, x, y\}$, and $L(x, y, p_t, p_x, p_y)$ is a polynomial in the last three components with smooth $(x, y)$-dependence acting on functions $u(t, x, y)$ with values in $\mathcal{C}^l$, where $l = 2$ for Dirac and $l = 1$ for Klein-Gordon models. $0 < \varepsilon \leq 1$ is a semiclassical parameter.

We aim to construct solutions of $Lu = 0$ asymptotically as $\varepsilon \to 0$. Using (12), we introduce the pulled back operator $P = \Phi^* L \Phi^{-*}$ such that for $v = \Phi^* u$, (14) is equivalent in a neighborhood of $\Gamma$ to

$$P(x, y, \varepsilon D_t, \varepsilon D_x, \varepsilon D_y)v(t, x, y) = 0. $$  

(15)

As mentioned in Remark 2.1, we drop the $\tilde{}$ in the rectified coordinates.

For $\eta > 0$, denote by $0 \leq \chi_\eta(y) \leq 1$ a $C^\infty_c(\mathbb{R})$ function equal to 1 for $|y| \leq \eta$ and equal to 0 for $|y| \geq 2\eta$. We then define the operator

$$P_\eta = P \chi_\eta = \Phi^* L \Phi^{-*} \chi_\eta. $$

With a slight abuse of notation, the operator $P_\eta$ thus applies to functions defined on $(t, x, y) \in [-T, T] \times \mathbb{R}^2$ rather than only in a vicinity of $\Phi^{-1}(\Gamma)$.

The wavepacket construction hinges on a scale separation in the rectified $(x, y)$ variables. We introduce the rescaled transverse variable $z$ such that $y = \sqrt{\varepsilon}z$. While the domain wall prevents propagation away from $\Gamma$, propagation along $\Gamma$ is allowed and modeled by branches of continuous spectrum. This is the motivation for the following ansatz

$$v(t, x, y) = \frac{1}{\sqrt{\varepsilon}} \int_{\Xi} e^{\frac{i}{\sqrt{\varepsilon}}G_m(t, x, \xi)} \psi(t, x, \xi, \sqrt{\varepsilon}y) d\xi $$

(16)

$$\varepsilon^\frac{1}{4} v(t, x, \sqrt{\varepsilon}z) =: \Psi(t, x, z) = \frac{1}{\varepsilon^\frac{1}{4}} \int_{\Xi} e^{\frac{i}{\varepsilon}G_m(t, x, \xi)} \psi(t, x, \xi, z) d\xi. $$

The above scalings are introduced so that all functions are normalized to $O(1)$ in the $L^2$ sense in their respective spatial variables. Here, $\Xi$ is an open subset of $\mathbb{R}$ that in the applications will take the form $\Xi = \mathbb{R}$ or $\Xi = \{\xi \in \mathbb{R}; |\xi| > \xi_{\text{min}}\}$. The role of $\xi_{\text{min}}$ is to ensure that wavepackets with support in $\Xi$ do not encounter caustics (turning points).
Above, $G_m(t, x; x_0)$ is a phase function depending on a variable $\xi$ parametrizing the $m$th branch of continuous spectrum, where the index $m$ takes a countable number of values. The phases $G_m$ depend on a parameter $x_0$ capturing the location of the initial wavepacket, although the explicit dependence in $x_0$ will often be omitted. The phase functions we consider are real-valued and will be homogeneous of degree 1 in the variables $(\xi, \sqrt{m})$ properly defined. The wavefront $e^{\sqrt{m}G_m(t,x,\xi)}\psi(t, x, \xi, \frac{y}{\sqrt{m}})$ is then similar to a standard WKB ansatz [13, 40] with the property that it describes propagation along the interface (variables $(t, x, \xi)$) and confinement across it (variables $(m, y)$). The superposition in $\xi$ generates spatially localized wavepackets $v(t, x, y)$ whose evolution we aim to describe.

Denote by $\tilde{P}_m = P_m(x, \sqrt{\xi}z, \varepsilon D_t, \varepsilon D_x, \sqrt{\varepsilon}D_z)$ the (pulled-back) operator (of $P_m$) in the rescaled variable $z \rightarrow y(z) = \sqrt{\varepsilon}z$. Then we have

$$
\varepsilon \frac{1}{4} \tilde{P}_m v(t, x, \sqrt{\varepsilon}z) = \tilde{P}_m \psi(t, x, z) = \frac{1}{\varepsilon} \int_{\Xi} e^{\sqrt{m}G_m(t,x,\xi)} P_m \psi(t, x, \xi, z)d\xi,
$$

$$
P_m(x, z, \varepsilon D_t, \varepsilon D_x, \sqrt{\varepsilon}D_z) = \tilde{P}_m(x, \sqrt{\xi}z, \varepsilon D_t + \sqrt{\varepsilon}\partial_t G_m, \varepsilon D_x + \sqrt{\varepsilon}\partial_x G_m, \sqrt{\varepsilon}D_z). \quad (17)
$$

We do not retain the explicit dependence of $P_m$ on $\eta$ to simplify.

### 2.3 Multiscale operator expansion

In (17), $P_m$ is the multiscale operator associated to $P_\eta$ for branch $m$. By assumption, $P_\eta$ is a polynomial of degree $q$ in the last three components. The dependence of $P_\eta$ on $\sqrt{\varepsilon}z$ involves the smooth domain wall $\kappa(x, \sqrt{\varepsilon}z)$, which vanishes at $z = 0$ and is approximately equal to its Taylor expansion in the vicinity of $z = 0$. Combining these two observations, we assume the expansion:

$$
P_m(x, z, \varepsilon D_t, \varepsilon D_x, \sqrt{\varepsilon}D_z) = \varepsilon^\frac{q}{2} (P_{m0} + \sqrt{\varepsilon}P_{m1} + \varepsilon P_{m2}). \quad (18)
$$

The operators $P_{m0}$ and $P_{m1}$ involve $\varepsilon$-independent coefficients and the leading term satisfies

$$
P_{m0} = P_0(x, z, \partial_t G_m, \partial_x G_m, D_z) \quad (19)
$$

for a function $P_0$ that we assume is a polynomial of degree $q$ in the last four variables (with matrix-valued, $x$-dependent coefficients) and hence defined for $z \in \mathbb{R}$. We will obtain such a decomposition for Dirac and Klein-Gordon operators in the following sections based on the existence of a domain wall. In what follows, what matters is the properties of the operators $P_{mj}$ independently of the presence of a domain wall or not.

The leading-order equation

$$
P_{m0}\psi = P_0(x, z, \partial_t G_m, \partial_x G_m, D_z)\psi = 0 \quad (20)
$$

is an eikonal equation (for $G_m$ and $\psi$). For each fixed $(x_0, 0) \in \Phi^{-1}(\Gamma)$ about which the initial wavepacket is localized, we assume that it admits a countable family of solutions parametrized by $m \rightarrow (G_m(x, \xi; x_0), \phi_m(x, \xi, z; x_0))$, which holds in the cases of interest to us.

For each fixed $m$, we aim to construct accurate solutions of the multiscale equation $P_m\psi = 0$. Using (16), this constructs approximations $v(t, x, y)$ of $Pu = 0$ and then moving back to the physical variables, approximations $u = \Phi^{-1}v$ of the original problem $Lu = 0$. Formally decomposing $\psi = \sum_{j \geq 0} \varepsilon^\frac{q}{2} \psi_j$ and equating like powers of $\sqrt{\varepsilon}$ in $P_m\psi = 0$ provides the following constraints:

$$
P_{m0}\psi_0 = 0, \quad P_{m0}\psi_1 + P_{m1}\psi_0 = 0, \quad P_{m0}\psi_{j+2} + P_{m1}\psi_{j+1} + P_{m2}\psi_j = 0, \quad j \geq 0. \quad (21)
$$

We do not explicitly keep track of the dependence of $\psi_j$ on $m$. To characterize the operators $P_{mj}$ and solutions to the above equations, we first introduce an appropriate functional setting.
**Functional setting.** We need to construct a number of spaces of functions of \((t, x, \xi)\), and functions of \((t, x, \xi, z)\). Let \(p \in \mathbb{N}\) and \(a = \partial_z + z\) with \(a^* = -\partial_z + z\). For functions \(\psi(z)\), we define the spaces \(S_p\) with the norm
\[
\|\psi\|_p = \|(a^*)^p \psi\|_0, \quad \|\psi\| = \|\psi\|_{L^2(\mathbb{R})}.
\]
These are the standard Hilbert spaces associated with decomposition into a basis of Hermite functions. For functions \(\psi(t, x, \xi)\), we define the spaces \(S_p\) with the norm
\[
\|\psi\|_p = \sup_{t \in [-T, T]} \sum_{\sum_{j=1}^{3} \alpha_j = p} \|D_x^{\alpha_1} D_t^{\alpha_2} (\xi)^{\alpha_3} \psi\|_0, \quad \|\psi\| = \|\psi\|_{L^2(\mathbb{R}^3)}, \quad \langle \xi \rangle := \sqrt{1 + |\xi|^2}.
\]
Since the homogeneities of the operators that appear in the theory are different in the \(z\) and \(\xi\) variables (all functions depending smoothly on \((t, x)\) at the multi-scale level), we define for \(p = (p_1, p_2)\) with \(p_j \in \mathbb{N}\) for \(j = 1, 2\), the spaces \(S_p\) with the norm
\[
\|\psi\|_p = \sup_{t \in [-T, T]} \sum_{\sum_{j=1}^{3} \alpha_j = p} \|(a^*)^{p_1 + \alpha_1} D_x^{\alpha_2} D_t^{\alpha_3} (\xi)^{\alpha_4} \psi\|_0, \quad \|\psi\| = \|\psi\|_{L^2(\mathbb{R}^3)}.
\]
All spaces \(S_p(\mathbb{R}^3; \mathbb{C}^l)\) and \(S_p(\mathbb{R}^3; \mathbb{C}^l)\) of vector-valued functions \(\psi\) are defined similarly component-wise. The norm of an operator \(A\) from \(S_{p'}\) to \(S_p\) or from \(S_{p'}\) to \(S_p\) is denoted by
\[
\|A\|_{p, p'}.
\]
We denote by \(S_p\) or \(S_p\) the corresponding spaces in all above cases when the context is clear.

**Operator assumptions.** We now collect the assumptions we need to make on \((L, \mu)\).

(i) The operator \(P_0\) in (19) is a polynomial of degree \(q\) in the last four variables.

(ii) We assume the existence of a real-valued solution \(G_m(t, x, \xi; x_0)\) of (20) of the form
\[
G_m(t, x, \xi; x_0) = -B_m(\xi; x_0)t + A_m(x, \xi; x_0)
\]
with \(A_m\) and \(B_m\) smooth and uniformly Lipschitz in the \(\xi\) variable for \(\xi \in \Xi = \Xi(m)\) an open subset of \(\mathbb{R}\), and such that \(\partial_x A_m(x_0, \xi; x_0) = \xi\).

Associated to these branches are the one-dimensional eigenspace
\[
N = N_{x, \xi, m; x_0} := \mathbb{C} \phi_m(x, \xi, z; x_0) \subset L^2(\mathbb{R}; \mathbb{C}^l)
\]
with \(\phi_m(x, \xi, z; x_0)\) in \(S_p\) for any \(p = (p_1, p_2)\) in \(\mathbb{N}^2\), uniformly in \(x_0\). Solutions of \(P_{m0} \psi_0 = 0\) in \(S_p\) for \(p = (p_1, p_2)\) are given by \(\psi_0(t, x, \xi, z; x_0) = f(t, x, \xi, z; x_0) \phi_m(x, \xi, z; x_0)\) for \(f \phi_m \in S_p\) arbitrary, or equivalently \(f \in S_{p2}\) arbitrary.

(iii) For an integer \(q_2 \geq 0\), the equation \(P_{m0} \psi = g\) admits solutions in \(S_p\) when \(g \in N^\perp \cap S_{p+q_2}\) using the orthogonal decomposition \(L^2(\mathbb{R}; \mathbb{C}^l) = N \oplus N^\perp\). When \(g \in N^\perp \cap S_{p+q_2}\), the unique solution in \(N^\perp \cap S_p\) is denoted by \(P_{m0}^{-1} g\). General solutions in \(S_p\) are given by \(P_{m0}^{-1} g + f_1(x, \xi; x_0) \phi_m(x, \xi, z; x_0)\) for an arbitrary \(f_1\) such that \(f_1 \phi_m \in S_p\).

The operator \(P_{m0}^{-1}\) is bounded from \(N^\perp \cap S_{(p_1, p_2+q_2)}\) to \(N^\perp \cap S_{(p_1, p_2)}\) by \(C_p\) independent of \(m\):
\[
\|P_{m0}^{-1}\|_{(p_1, p_2), (p_1, p_2+q_2)} \leq C_p.
\]
(iv) For \( g(t, x, \xi; z; x_0) = -P_{m1}(f(t, x, \xi; x_0)\phi_m(x, \xi, z; x_0)) \), then \( g \in N^\perp \) is equivalent to
\[
T_m f := (\phi_m, P_{m1}(f \phi_m))_z = 0 \tag{25}
\]
where \((\cdot, \cdot)_z \) is the standard inner product on \( L^2(\mathbb{R}_z; \mathbb{C}^l) \). The equation
\[
T_m f = g, \quad f(0, x, \xi; x_0) = h(x, \xi; x_0)
\]
with \( h \in S_p \) and \( g \in S_p \) admits a unique solution \( f(t, x, \xi; x_0) \) in \( S_p \) with a constant \( C_p \) independent of \( m \) and \( T \) such that for each \( p = (p_1, p_2) \) we have
\[
\|f\phi_m\|_p \leq C_p(\|h\phi_m\|_p + \langle T \rangle\|g\phi_m\|_p), \quad \langle T \rangle = \sqrt{1 + T^2}.
\]
Moreover, we assume the following finite speed of propagation result. There is a universal constant \( C \) such that if \( g \) and \( h \) are supported in an interval \([x_1, x_2]\) in the variable \( x \), then \( f(t, x, \xi; x_0) \) is supported in the interval \([x_1 - C|t|, x_2 + C|t|]\) in the \( x \) variable.

(v) The operators \( P_{mj} \) are bounded uniformly in \( m \) from \( S_{(p_1+j,p_2+q)} \) to \( S_p \), i.e.,
\[
\|P_{mj}\|_{(p_1,p_2), (p_1+j,p_2+q)} \leq C_p.
\]

**Remark 2.2** For the Dirac problem, we have \( q = q_2 = 1 \) and \( l = 2 \) while for the Klein-Gordon problem, we have \( q = 2, q_2 = 0, \) and \( l = 1 \).

**Remark 2.3** The asymptotic construction of wavepackets is based on a classical two-scale separation with microscopic oscillation parametrized by \( z \) away from the interface and \( (\xi, m) \) along the interface, and macroscopic oscillations parametrized by time \( t \) and \( x \) along the interface. The leading eikonal equation reflects this combination of confinement away from the interface and propagation along it in the microscopic variables. Hypotheses (i)-(ii) allow us to construct solutions to this eikonal equation. The behavior in the macroscopic variables \((t, x)\) is obtained by the next-order term \( P_{m1} \). Because of confinement, macroscopic oscillations are occurring purely along the interface and are described by the operator \( T_m \) in (25) integrating out the transverse variable \( z \). Hypotheses (iii)-(iv) ensure that \( P_{m0} \) is appropriately invertible so that higher-order terms in the expansion may be computed. Finally, hypothesis (v) ensures that errors resulting from the above approximation are controlled in a square integrable sense.

### 2.4 Wavepacket construction

The construction is based on solving the equations (21) in turn. Let \( J \) be a fixed integer quantifying the accuracy of the wavepacket.

The leading order equation \( P_{m0}\psi_0 = 0 \) is solved based on (ii) above and provides for each branch \( m \) the family of solutions
\[
\psi_0(t, x, \xi, z; x_0) = f_0(t, x, \xi; x_0)\phi_m(t, x, \xi, z; x_0),
\]
where \( f_0 \in S_p \) is arbitrary at this stage. We do not keep the dependence in \( m \) explicit.

The next-order equation \( P_{m0}\psi_1 + P_{m1}\psi_0 = 0 \) provides both an equation to solve for \( \psi_1 \) up to a term \( f_1(t, x, \xi; x_0)\phi_m(t, x, \xi, z; x_0) \) as indicated in (iii) as well as an equation to solve for \( f_0 \) in terms of the compatibility condition \( P_{m1}(f_0\phi_m) \in N^\perp \).

Let \( \hat{f}_m(x, \xi; x_0) \) be such that \( \hat{f}_m\phi_m \in S_p \) is a given initial condition
\[
\hat{f}_m(x, \xi; x_0) \quad \text{be such that} \quad \hat{f}_m\phi_m \in S_p \quad \text{is a given initial condition} \quad (28)
\]
with support in the $\xi$ variable in $\Xi$ introduced in (ii). It is the only free term in the forthcoming construction of the wavepackets.

We define $f_0$ as the solution to $T_m f_0 = 0$ with initial condition $f_0(t = 0) = \hat{f}_m$. We deduce from (iv) that $f_0 \phi_m \in S_p$ with $\|f_0 \phi_m\|_p \leq C\|\hat{f}_m \phi_m\|_p$.

Once $f_0$ is constructed, we solve for $P_{m0} \psi_1 + P_{m1} \psi_0 = 0$ to obtain using (iv) and (v) that $\psi_1 = \tilde{\psi}_1 + f_1 \phi_m$ with $\tilde{\psi}_1 = -P_{m0}^{-1} P_{m1} \psi_0 \in S_{(p_1 - 1, p_2 - q_1)}$ and $f_1$ arbitrary. The next equation is $P_{m0} \psi_2 + P_{m1} \psi_1 + P_{m2} \psi_0 = 0$, from which we deduce the compatibility condition

$$T_m f_1 = - (\phi_m, P_{m1} \tilde{\psi}_1 + P_{m2} \psi_0)_z.$$ 

Augmented with $f_1(t = 0) = 0$ and using (26) and (27), it admits a unique solution such that:

$$\|f_1 \phi_m\|_p \leq C_p(T)\|P_{m1} \tilde{\psi}_1 + P_{m2} \psi_0\|_p \leq C_p(T)\|\hat{f}_m \phi_m\|_{(p_1 - 2, p_2 - (2q + q_2))}.$$ 

We construct the higher-order terms $\psi_j = \tilde{\psi}_j + f_j \phi_m$ iteratively from $P_{m0} \psi_{j+1} + P_{m1} \psi_j + P_{m2} \psi_{j-1} = 0$. Assume $\tilde{\psi}_j$ constructed with $f_j$ defined such that the compatibility condition $(\phi_m, P_{m1} \tilde{\psi}_j + P_{m2} \psi_{j-1})_z = 0$ holds and that moreover,

$$\|\tilde{\psi}_j\|_p \leq C(T)^{-1} \|\hat{f}_m \phi_m\|_{p_1 - 2j + 1, p_2 - (2q + q_2)j + q} \quad (29)$$

$$\|\psi_j\|_p + \|f_j \phi_m\|_p \leq C(T) \|\hat{f}_m \phi_m\|_{p_1 - 2j + 1, p_2 - (2q + q_2)j + q}.$$ 

These bounds have been verified above for $j = 1$. Then we construct in turn

$$\tilde{\psi}_{j+1} = -P_{m0}^{-1} (P_{m1} \tilde{\psi}_j + P_{m2} \psi_{j-1}) \quad \text{and} \quad T_m f_{j+1} = - (\phi_m, P_{m1} \tilde{\psi}_{j+1} + P_{m2} \psi_j)_z$$

with the last equation augmented with initial conditions $f_{j+1}(t = 0) = 0$.

Using (27) and (24) as well as (27), we obtain the bound for $\tilde{\psi}_j$ given in (29) with $j$ replaced by $j + 1$. Using (27) as well as (26), we next obtain the bound for $f_{j+1} \phi_m$ given in (29).

This allows us to construct $\psi_j$ for $0 \leq j \leq J$ to arbitrary order $J$ provided that $p_1$ and $p_2$ are sufficiently large. We conclude the construction by setting $f_J = 0$ for concreteness so that $\psi_J = \tilde{\psi}_J$ has the same regularity as $\psi_J$. In particular,

$$\|\psi_J\|_{p_1, p_2} \leq C(T)^{-J} \|\hat{f}_m \phi_m\|_{p_1 + 2J - 1, p_2 + (2q + q_2)J - q}.$$ 

We define the complete wavepacket as

$$\psi_m^J(t, x, \xi, z; x_0) = \sum_{j=0}^{J} \varepsilon^{\frac{j}{2}} \psi_j(t, x, \xi, z; x_0). \quad (30)$$

Note that $\psi_m^J$ has the same regularity as $\psi_J$ although it is better to see it as a superposition of terms whose regularity decreases with their amplitude. Note also that

$$\psi_m^J(0, x, \xi, z; x_0) = \hat{f}(x, \xi; x_0) \phi_m(x, \xi, z; x_0) + \sum_{j=1}^{J} \varepsilon^{\frac{j}{2}} \tilde{\psi}_j(0, x, \xi, z; x_0).$$ 

The initial condition of the wavepacket $\psi_m^J$ is therefore given only to leading order by the prescribed $\hat{f}(x, \xi; x_0) \phi_m(x, \xi, z; x_0)$ in (28). The remainder involving the above sum over $\tilde{\psi}_j$ is necessary to ensure that the initial wavepacket $\psi_m^J(0)$ belongs to the perturbed $m$th branch with sufficient accuracy and not the unperturbed branch parametrized by $\phi_m$. The terms $\tilde{\psi}_j(0, x, \xi, z; x_0)$ decompose in $L^2(\mathbb{R}_z; \mathbb{C}^l)$ over the eigenfunctions $\phi_{m'}$ with $m' \neq m$. 
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We now construct $\Psi^J$ from $\psi^J$ using (16) and observe that

$$\hat{P}_\eta \Psi^J(t, x, z) = \varepsilon^{-\frac{1}{2}} \int \hat{\chi}^{\varepsilon G_m} \hat{P}_m \hat{\psi}^J(t, x, z) d\xi = \varepsilon^{-\frac{1}{2}} \int \hat{\chi}^{\varepsilon G_m} \hat{r}_J(t, x, z) d\xi$$

where the multiscale corrector $r_J$ satisfies

$$r_J = - (P_{m1} + \sqrt{\varepsilon} P_{m2}) \hat{\psi}_J - P_{m2} \hat{\psi}_{J-1}.$$  

Therefore, using (27) and (30), we derive the bound

$$\| \langle \xi \rangle r_J \| \leq C(T)^{J-1} (\| \hat{f}_m \phi_m \|_{2J,(2q+q_2)J+1} + \sqrt{\varepsilon} \| \hat{f}_m \phi_m \|_{2J+1,(2q+q_2)J+1})$$

with here $\| \cdot \|$ the norm with $p = (0,0)$. We thus obtain the following result:

**Lemma 2.4** Let $\hat{f}_m(x, \xi; x_0)$ be given such that $\hat{f}_m \phi_m \in S_p$ in (28) for $p_1 \geq 2J + 1$ and $p_2 \geq (2q+q_2)J$. We also assume that $\hat{f}_m$ vanishes when $|x - x_0| \geq \eta$. The wavepacket $\psi^J_m$ is constructed as in (31) with terms $\psi_J$ satisfying (29). Let $r_J$ be defined in (31). Then, we have the estimate:

$$\| r_J \| = \sup_{t \in [-T, T]} \| r_J(t, \cdot) \|_{L^2(\mathbb{R}^2; C^2)} \leq C \varepsilon^{-\frac{1}{2}} (T)^{-1} \| \hat{f}_m \phi_m \|_{2J+1,(2q+q_2)J}.$$  

**Proof.** This uses that $G_m$ is real-valued and that $r_J = \langle \xi \rangle^{-1} (\xi) r_J$ is integrable by Cauchy-Schwarz and (33). □

The above estimate in $\varepsilon^{-\frac{1}{2}}$ is not optimal and may be replaced by an estimate independent of $\varepsilon$ with a more detailed analysis of the oscillatory properties of $G_m$. Since $J$ may be chosen arbitrarily large modulo appropriate regularity assumptions on $\hat{f}_m$, we use this convenient estimate.

The initial condition is assumed to have (small) compact support and (square) integrability in $x$. Since the initial conditions we are interested in are supported in the $\sqrt{\varepsilon}$-vicinity of $(x_0, 0) \in \Phi^{-1}(\Gamma)$, there is no loss in multiplying it by $\chi_\eta(x - x_0)$, say.

### 2.5 Wavepacket Analysis

We next define

$$v^J(t, x, y) = \varepsilon^{-\frac{1}{2}} \Psi^J(t, x, z)$$

in the rectified variables $(x, y)$ dropping the dependence in $m$ to simplify. It remains to construct a wave-packet in the original variables $\Phi(x, y)$. When $\Gamma$ is open and $\Phi$ is a global diffeomorphism, this is achieved by constructing $u^J = \Phi^{-1} v^J = v^J \circ \Phi^{-1}$. When $\Gamma$ is closed, however, $\Phi^{-1}$ is defined globally only if we identify any point $(x, y)$ with $(x + kL, y)$ in the rectified variables. We thus introduce the periodic wavepacket

$$v^J_x(t, x, y) = \sum_{k \in \mathbb{Z}} v^J(t, x + kL, y).$$

More generally, we denote by $v^J_2$ the periodization of $v$ as given above. Then $\Phi$ is a diffeomorphism from $[0, L] \times [-2\eta, 2\eta]$ to its image and we then define

$$u^J = \Phi^{-1} v^J_2$$

in the original variables. To simplify notation, we also denote by $v^J_2$ the function $v^J$ when $\Gamma$ is open so that the above expression holds both when $\Gamma$ is open and when it is closed. Thanks to the presence of $\chi_\eta$ in the definition of $P_\eta$, the function $v^J$ is supported in the $2\eta$-vicinity of the axis $y = 0$ while $u^J$ is also supported in an $\eta$-vicinity of $\Gamma$ after applying the smooth (inverse) pullback.
2.5.1 Accuracy of wave-packet parametrix.

Let now $u$ be the solution of $Lu = 0$ with initial conditions $(\sqrt{\varepsilon} \partial_t)^j u_{t=0} = (\sqrt{\varepsilon} \partial_t)^j u_{t=0}^J$ for $0 \leq j \leq q - 1$. Then

$$\varepsilon^{-\frac{q}{2}} L(u - u^J) = -\varepsilon^{-\frac{q}{2}}Lu^J = -\varepsilon^{-\frac{q}{2}} (\frac{j}{2} - 1) \Phi^{-*}(\tilde{r}_J)$$

for $\tilde{r}_J(t, x, y) := \sum_{k \in \mathbb{Z}} \varepsilon^{-\frac{j}{2}} r_J(t, x + kL, \frac{y}{\sqrt{\varepsilon}})$ (35)

and the convention that the latter sum equals $\varepsilon^{-\frac{q}{2}} r_J(t, x, \frac{y}{\sqrt{\varepsilon}})$ when $L = \infty$, i.e., when $\Gamma$ is open.

We make the following assumption on the operator $L$.

(iii) The equation $Lu = g$ augmented with initial conditions $(\sqrt{\varepsilon} \partial_t)^j u_{t=0} = 0$ for $0 \leq j \leq q - 1$ admits a unique solution with the following energy stability estimate:

$$\|\sqrt{\varepsilon}u(t)\| \leq C \varepsilon^{\frac{q}{2}} \int_0^t \|g(s, \cdot)\|_{L^2(\mathbb{R}^2)} ds.$$ (36)

For the Dirac equation with $q = 1$, the above (square root of the) energy functional is nothing but the $L^2$ norm. For Klein-Gordon equations with $q = 2$, the above functional is a standard (semiclassical) energy functional associated with second-order wave equations. In both cases, the energy functional controls the following quantities

$$\|\sqrt{\varepsilon}\partial_t \varepsilon^{-1} u(t, \cdot)\|_{L^2(\mathbb{R}^2; C^1)} \leq \sqrt{\varepsilon} \|u(t)\|.$$

Theorem 2.5 Under assumptions (i)-(vi) and for wavepackets based on an initial condition $\hat{f}_m \in S_p$ for $p_1 \geq 2J + 1$ and $p_2 \geq (2q + q_2) J$ with support in $\xi$ in $\Xi$ introduced in (ii), let $u$ be the solution of $Lu = 0$ with initial conditions $(\sqrt{\varepsilon} \partial_t)^j u(t = 0) = (\sqrt{\varepsilon} \partial_t)^j u^J(t = 0)$ for $0 \leq j \leq q - 1$. Then

$$\sqrt{\varepsilon}\|u - u^J\|(t) \leq C \varepsilon (\varepsilon, J, T) \|\hat{f}_m \phi_m\|_p, \quad \varepsilon(J, T) := \varepsilon^{-\frac{1}{2}} (T)^c \varepsilon^{1-q} (\varepsilon^{\frac{1}{2}J}, (T)^{\frac{1}{2}})$$

provided $p$ is as in Lemma 2.4. Here, $c = 0$ when $\Gamma$ is open while $c = 1$ when $\Gamma$ is closed.

Proof. The number of terms in $\tilde{r}_J$ defined in (35) grows at most linearly in time by finite speed of propagation of the transport equation. This shows that $\tilde{r}_J$ in the $L^2$ sense is at most $(T)^c$ larger than $r_J$ in the same sense. It then remains to use (vii) and the bound in Lemma 2.4 as well as the fact that $\Phi^{-*}$ is a smooth diffeomorphism to conclude. $\square$

Since $J$ above is arbitrary, at least when the initial condition is sufficiently smooth, we obtain a control on the wavepackets (morally) up to times such that $\varepsilon^{\frac{1}{2}} (T) \ll 1$.

2.5.2 Arbitrary localized initial conditions.

The above theorem shows that for appropriate choices of initial conditions (28) in a given $m$th branch, then the wavepacket $u^J = u^J_m$ is an accurate approximation of the solution to the wave equation $Lu = 0$ with the same initial conditions. The ansatz (16) also offers a valuable tool to obtain qualitative properties of the wavepacket as we will demonstrate below.

Somewhat hidden in the assumptions of the above result is that the phase functions $G_m$ are well-behaved only for $\xi \in \Xi$. This restricts the choice of $\hat{f}_m(x, \xi; x_0)$. Another constraint is the explicit form of the initial condition for $u^J$. In the rectified coordinates and using (ii), we find

$$u^J(0, x, y) = \frac{1}{\sqrt{\varepsilon}} \int_\Xi e^{\frac{i}{\sqrt{\varepsilon}} A_m(x, \xi; x_0)} \psi_m^J(0, x, \xi, \frac{y}{\sqrt{\varepsilon}}) d\xi.$$
The above phase satisfies $\partial_x A_m(x_0, \xi; x_0) = \xi$ so that $A_m$ is asymptotically close to $\xi(x - x_0)$ but not exactly that function. Thus, $\psi_m^j$ resembles the semiclassical Fourier transform of $v^j$ but is not exactly defined as such.

In favorable settings still of practical interest, we may choose $\Xi = \mathbb{R}$ (or $\Xi = \{ |\xi| > \delta \}$ for arbitrary $\delta > 0$) in which case (essentially) no restriction beyond regularity is imposed on $\hat{f}_m$, and moreover, $A_m$ may be transformed to $k(x - x_0)$ by a smooth global change of variables. In such a setting, the solution of $Lu = 0$ with (semiclassical) general initial conditions $u(0, x, y)$ localized in the vicinity of $(x_0, y_0) \in \Gamma$ may be represented as a superposition of wavepackets of the form $\psi_m^j$. Obtaining such a result is the main objective of this section.

Besides (i)-(vi), the main hypotheses we make are the following:

(vii) We assume the existence of a countable number $m \in M$ such that (i)-(v) holds. At each $(x, \xi; x_0)$ fixed, $M = \bigcup_{j=1}^J M_j$ may be decomposed as a disjoint union of $q$ sets $M_j$ for $1 \leq j \leq q$ such that for each $j$, $\{\phi_m\}_{m \in M_j}$ is an orthonormal basis of $L^2(\mathbb{R}; \mathbb{C}^l)$ independent of $j$.

The open set introduced in (ii) is given by $\Xi = \{ |\xi| > \xi_0 \}$ for some $\xi_0 > 0$ or $\Xi = \mathbb{R}$ independent of $m$. Moreover, for each $m$, we have a change of variables $(x, \xi) \to (x, k)$ with

$$k = \frac{A_m(x, \xi; x_0)}{x - x_0}$$

that is a regular diffeomorphism from $\mathbb{R} \times \Xi$ to its image that includes a domain of the form $\mathbb{R} \times K$ with $K = \{|k| > k_0\}$ for $k_0 > 0$ or $K = \mathbb{R}$ for a domain $k$ independent of $m$.

(viii) Let $M \ni m = (n, \ell) \equiv n \ell$ be the decomposition of the branch indices in (vii) and $B_m \equiv B_n$. For each fixed $n$, let $A_{j, n}(x; x_0) = (-B_m(x; x_0))^{(j-1)}$ be a $q \times q$ Vandermonde matrix. We assume that $A$ is uniformly invertible for $\xi \in \Xi$.

In the cases we will consider in practice, $A_m$ and the change of variables are in fact independent of $m$. We will be able to choose $\Xi = K = \mathbb{R}$ for the Dirac operator and $\Xi = \{ |\xi| > \delta \}$ for arbitrary $\delta > 0$ for the Klein-Gordon operator, in which case $k_0$ above may be chosen arbitrarily small as well. We then have the following result:

**Theorem 2.6** Assume that hypotheses (i)-(viii) hold. Let $(x_0, 0) \in \Phi^{-1}(\Gamma)$ and consider initial conditions $(\sqrt{\varepsilon}D_t)^j \psi(0, x, z)|_{t=0}$ concentrated in the vicinity of $\Phi(x_0, 0)$ and represented in the rectified coordinates $(x, z)$ by

$$(\sqrt{\varepsilon}D_t)^j \psi(0, x, z) = \varepsilon^{-\frac{1}{4}} \int_K e^{\varepsilon \frac{1}{2} (x - x_0)} \hat{\psi}_j(k, z) dk, \quad 0 \leq j \leq q - 1,$$

with $\hat{\psi}_j(k, z)$ thus the semiclassical Fourier transforms of the initial conditions in the first variable. We assume that $(\sqrt{\varepsilon}D_t)^j \psi(0, x, z) \in S_p$ for $(p_1, p_2)$ sufficiently large and that they are supported in the $\eta$-vicinity of $x_0$ in the variable $x$.

With $u = \Phi^{-*} v$ and $v(t, x, y) = \varepsilon^{-\frac{1}{4}} \hat{\psi}(t, x, \frac{y}{\sqrt{\varepsilon}})$, the above provides arbitrary (sufficiently smooth, localized and with frequency content in $K$) initial conditions for a solutions of $Lu = 0$.

Then we may construct a superposition of wavepackets

$$u^j(t, x, y) = \Phi^{-*} \sum_m v^j_m, \quad v^j_m(t, x, y) = \varepsilon^{\frac{1}{4}} \Psi^j_m(t, x, \frac{y}{\sqrt{\varepsilon}}),$$

where $\Psi^j_m$ is constructed from $\psi^j_m$ using (16) and $\psi^j_m$ is constructed based on appropriately chosen ($\varepsilon$-dependent) $\hat{f}_m \in S_p$ as described in Lemma 2.4. Moreover, with $\mathcal{E}$ as in (37), we have:

$$\sqrt{\varepsilon} [u - u^j](t) \leq C \mathcal{E}(\varepsilon, J, T).$$

(38)
The construction of the terms \( \hat{f}_m \) from knowledge of \((\varepsilon D_t)^j \Psi(0, x, z)\) is explicit but complicated. This theorem shows that \emph{any sufficiently smooth initial condition} localized in the vicinity of a point \((x_0, y_0) \in \Gamma\) (in the un-rectified coordinates) may be decomposed over wavepackets whose dynamics are predicted by an ansatz of the form \((10)\).

The constant \(p = (p_1, p_2)\) in the above theorem is larger but not fundamentally different from that given in Theorem \(2.5\). Since its expression does not seem particularly meaningful, we do not attempt to obtain it explicitly as this shortens the derivation.

\textbf{Proof.} The proof is based on two main ingredients. The first one is a change of variables from \(A(x, \xi; x_0)\) to \(k(x - x_0)\) to show that the initial condition for the wavepackets of Lemma \(2.4\) may be transformed to the semiclassical Fourier transform of arbitrary (sufficiently smooth) initial conditions. Second, we observe that the constructed wavepackets satisfy prescribed initial conditions only up to an error of order \(O(\sqrt{\varepsilon})\). We then iterate the above procedure to construct additional wavepackets that provide an overall error of order \(O(\varepsilon^{\frac{3}{2}})\).

Introduce the ansatz for sufficiently smooth functions \(f_m\):

\[
\hat{\Psi}(t, x, z) = e^{-\frac{1}{4}t} \int_{\Xi} \sum_{m \in M} e^{\frac{1}{\varepsilon} G_m(t, x, \xi)} f_m(t, x, \xi) \phi_m(x, \xi, z) d\xi
\]

\[
(\varepsilon D_t)^j \hat{\Psi}(0, x, z) = e^{-\frac{1}{4}t} \int_{\Xi} \sum_{m \in M} e^{\frac{1}{\varepsilon} A_m(x, \xi)} (\partial_t G_m)^j f_m(0, x, \xi) \phi_m(x, \xi, z) d\xi + O(\varepsilon)
\]

where the \(O(\sqrt{\varepsilon})\) term in \(S_p\) spaces involves derivatives in time of \(f_m(t, x, \xi)\) evaluated at \(t = 0\).

Our first objective is to find \(f_m(0, x, \xi)\) such that for \(0 \leq j \leq q - 1\),

\[
\int_{\Xi} \sum_{m \in M} e^{\frac{1}{\varepsilon} A_m(x, \xi)} (-B_m(\xi))^j f_m(0, x, \xi) \phi_m(x, \xi, z) d\xi = \int_K e^{\frac{1}{\varepsilon} k(x - x_0)} \hat{\Psi}(k, z) dk.
\]

We write \(m = (n, \ell) \equiv n\ell\) with \(\phi_m = \phi_n\) by assumption (vii) an orthonormal basis of \(L^2(\mathbb{R}_x; \mathbb{C}^l)\) and \(1 \leq \ell \leq q\), and (viii) to recast the above left-hand side as

\[
\sum_n \int_K e^{\frac{1}{\varepsilon} k(x - x_0)} \left( \sum_{\ell} (-B_m(\xi))^j f_m(0, x, \xi) \partial_{\xi k} \right) \phi_n(x, \xi, z) dk.
\]

Above, we implicitly use that \(\xi = \xi(x, k)\) and Jacobian \(0 < \partial_k \xi = \partial_k \xi(x, k)\). Moreover, since \(\phi_n(x, \xi, \cdot)\) is an orthonormal basis of \(L^2(\mathbb{R}_x; \mathbb{C}^l)\),

\[
\hat{\Psi}(k, z) = \sum_n \tilde{f}_{nj}(k) \phi_n(x, \xi(x, k), z).
\]

Therefore, we solve our problem provided

\[
\sum_{\ell} (-B_{n\ell}(\xi))^j f_{n\ell}(0, x, \xi) \partial_{\xi k} \xi = \tilde{f}_{nj}(k).
\]

This is Vandermonde \(q \times q\) system (as in the construction of parametrices for wave equations; see, e.g., \cite{22}) that admits a unique solution for each \(k \in K\) by assumption (viii) and definition of \(K\). When \(q = 1\), we note that this is a scalar equation with explicit solution:

\[
f_m(0, x, \xi) = \partial_{\xi} k(x, \xi) \tilde{f}_m(x, \xi).
\]

Note that since \(\Psi(0, x, z)\) is supported in the \(\eta\)–vicinity of \(x_0\), we also have that \(f_m(0, x, \xi)\) is supported in the vicinity of \(x_0\).
We have thus constructed an ansatz \( \tilde{\Psi}(t, x, \xi) \), which at time \( t = 0 \) is a superposition over \( m \) of initial conditions \( \tilde{f}_m(x, \xi)\phi_m(x, \xi) \) that allow one to construct wavepackets \( \psi_m^\dagger \) as summarized in Lemma 2.4. The functions \( f_m(t, x, \xi) \) are defined as in the construction of the wavepackets.

Each wavepacket \( \psi_m^\dagger \) provides an error in the norm \( \sqrt{E} \) of order \( \mathcal{E}(\|\tilde{f}_m\phi_m\|_p) \) as provided in Theorem 2.4. The total error in the same sense is therefore of order \( \mathcal{E} \) provided that

\[
\sum_m \|\tilde{f}_m\phi_m\|_p < \infty.
\]

This condition is satisfied when \( \tilde{f}_m(\xi) \) decays sufficiently rapidly in \( m \) and \( \xi \), which in turn is clear when \( \tilde{\Psi}_j(k, z) \) is sufficiently rapidly decaying in \( k \) and sufficiently smooth and rapidly decaying in \( z \). This holds since \( p = (p_1, p_2) \) is assumed sufficiently large.

So, for \( u_1^J \) constructed with the above \( \Psi_m^\dagger \), we obtain (38). The initial conditions for \( u_1^J \) differ from those prescribed for \( u \) in two ways. First, the \( \sqrt{E} \)-error term in (39) involves time derivatives of \( f_m \) at time \( t = 0 \). Since \( f_m \) may be chosen arbitrarily regular, the sum over \( m \) of these contributions are bounded in the energy sense \( \sqrt{E}[u] \) at time 0 once pulled back to the unrectified coordinates; to obtain this, we use the bound on \( \sqrt{E} \) prescribed in (vi). We thus obtain an error in the energy sense between the initial conditions for \( \Psi \) and those for \( \tilde{\Psi} \) of order \( \sqrt{E} \). Second, the wavepacket \( u_1^J \) satisfies the initial conditions prescribed by \( \tilde{\Psi} \) also up to an error of order \( \sqrt{E} \).

We have thus constructed \( \Psi_j^J \) with initial conditions \((\sqrt{E}D_t)^j\Psi_j^J(0, x, z) = (\sqrt{E}D_t)^j\tilde{\Psi}(0, x, z) + \sqrt{E}\Psi_{2j}(x, z)\) with \( \Psi_{1J} \) in any \( S_p^J \) provided that \( p \) is sufficiently large. We may therefore define \( \Psi_{2j}(k, z) \) as the semiclassical Fourier transform of \( \Psi_{2j}(x, z) \). It remains to repeat the above procedure to construct initial conditions \( \tilde{f}_{2,m}(\xi, x) \) and corresponding wavepackets as prescribed in Lemma 2.4 and \( u_{2J-1} \) mimicking the construction of \( u_{1J} \). Iterating this process \( J - 1 \) times provides a superposition of wavepackets

\[
u = u_1^J + \sqrt{e}u_{2J}^J + \ldots + \epsilon^{J-1}u_1^J + O(\epsilon^{J+1})
\]

with an error in the initial condition of order \( \epsilon^{J+1} \) in the \( \sqrt{E} \) sense. Applying (38) as we have done above for the term \( u_1^J \), each of these wavepackets provides an error at time \( t \) of order

\[\epsilon^{J+1}\mathcal{E}(\epsilon, J - j, T) \leq \mathcal{E}(\epsilon, J, T).
\]

This concludes the derivation of the theorem.

In the favorable setting of (vii)-(viii) where \( G_m \) may be chosen linear in \( t \) and \( G_m(t = 0) \) may be bijectively transformed to the phase of a standard semiclassical Fourier transform, we thus observe that a superposition over \( m \) of terms of the form (16) allows for the propagation of arbitrary (sufficiently smooth) initial conditions localized in the vicinity of a point \( (x_0, y_0) \in \Gamma \), up to an arbitrarily small error in powers of the semiclassical parameter \( \epsilon \). See remark 2.9 below for brief comments on the setting where (vii)-(viii) does not hold.

### 2.5.3 Leading term in relativistic wavepackets.

Consider the setting of Theorem 2.5. The wavepacket \( u^J = \Phi^{-1}v_J^J \) with \( v^J(t, x, y) = \epsilon^{-\frac{1}{2}}\Psi^J(t, x, z) \) and \( y = \sqrt{\epsilon}z \) admits a leading term \( u_0 = \Phi^{-1}v_0 \) with \( v_0(t, x, y) = \epsilon^{-\frac{1}{2}}\Psi_0(t, x, z) \) for

\[
\Psi_0(t, x, z) = \epsilon^{-\frac{1}{2}} \int e^{\frac{i}{\epsilon}G_m(t, x, \xi)} f_0(t, x, \xi; x_0)\phi_m(x, \xi, z; x_0) d\xi.
\]

(41)
Moreover, from Theorem 2.5 and (vii), we have the estimate
\[ \sqrt{\epsilon}[u - u_0] + \sqrt{\epsilon}[u^\dagger - u_0] \leq C\sqrt{\epsilon}. \] (42)

Non-dispersive modes are characterized by a phase function of the form
\[ G_m(t, x, \xi; x_0) = \xi a(x_0)(-t + S(x; x_0)) \] (43)
with \( x \to S(x; x_0) \) a global diffeomorphism from \( \mathbb{R} \) to \( \mathbb{R} \) with both \( \partial_x S \) and \( \partial_S x \) uniformly bounded and \( |a(x_0)| \) bounded above and below by positive constants. We further assume that \( \phi_m(x, z; x_0) \) is independent of \( \xi \) as this is the case in the practical applications we consider.

Let \((x_t, 0)\) be defined as the unique point in \( \Phi^{-1}(\Gamma) \) such that \( t = S(x_t; x_0) \). Then we have the following result:

**Theorem 2.7** Assume the hypotheses of Theorem 2.5 as well as (43) with \( \phi_m \) independent of \( \xi \). Then (42) holds for the leading term in the wavepacket expansion \( u_0 \) defined as
\[ u_0(t, x, y) = v_0(t, \Phi^{-1}(x, y)), \quad v_0(t, x, y) = e^{-\frac{i}{\epsilon}t}\psi_0(t, x, z), \]
\[ \psi_0(t, x, z) = e^{-\frac{i}{\epsilon}t}f_0(t, x, \frac{a(x_0)(t - S(x; x_0))}{\epsilon}; x_0)\phi_m(x, z; x_0), \]
\[ f_0(t, x, X; x_0) = \int_{\mathbb{R}} e^{i\xi X} f_0(t, x, \xi; x_0) d\xi. \]

**Proof.** This is a direct application of Theorem 2.5 with \( f_0(t, x, \xi; x_0)\phi_m \) the leading term in the expansion, for which estimating the integral defining (10) directly gives the above result. \( \Box \)

This result shows that the leading term of the wavepacket in the un-rectified coordinates is concentrated in the \( \sqrt{\epsilon} \)-vicinity of \( \Phi(x_t, 0) \in \Gamma \) and propagating along \( \Gamma \) with speed \( |\dot{x}_t| = |\partial_x S(x_t; x_0)|^{-1} \). This result generalizes constructions obtained in [7] for the Dirac operator and extends (2) to the setting of curved domain walls.

### 2.5.4 Leading term in dispersive wavepackets.

We now make the following assumptions on \( G_m(t, x, \xi; x_0) \) modeling a dispersive branch of continuous spectrum.

(ix) Let \( \hat{\Xi} \subset \Xi \subset \mathbb{R} \), all open sets, and assume \( G_m(t, x, \xi; x_0) \) (real-valued) satisfies (ii) on \( \Xi \).

For \( x_0 \) fixed, consider the equation \( \partial_\xi G_m(t, x, \xi) = 0 \). At \((t, \xi) \in \mathbb{R} \times \Xi \) fixed, we assume the existence of a unique solution \( x_m(t, \xi) \) to that equation. We denote by \( \mathcal{X}_t \) the range of \( \Xi \ni \xi \to x_m(t, \xi) \), which we assume to be open. For \((t, x) \in \mathbb{R} \times \mathcal{X}_t \), we assume the existence of a unique solution \( \xi_m(t, x) \) to the same equation.

For \((t, x) \in \mathbb{R} \times \mathcal{X}_t \), we assume that \( |\partial_\xi^2 G_m(t, x, \xi_m(t, x))| \geq C|t||\xi_m|^a \) for \( C > 0 \) and \( a \in \mathbb{R} \).

We use the notation \( G_m'' = \partial_\xi^2 G_m(t, x, \xi_m(t, x)) \).

For \((t, x, \xi) \in \mathbb{R} \times (\mathbb{R} \setminus \mathcal{X}_t) \times \hat{\Xi} \), we assume that \( |\partial_\xi G_m(t, x, \xi)| \geq C(d(x, \mathcal{X}_t) + |\xi|^b) \) for \( b \in \mathbb{R} \) and \( |\partial_\xi^2 G_m(t, x, \xi)| \leq C(t) \).

In the applications considered in this paper, \( a = -3 \) and \( b = a+1 = -2 \). Above, \( d(x, y) \) is Euclidean distance. With these assumptions, we have
Theorem 2.8 Assume the hypotheses of Theorem 2.5 as well as (ix) above. Assume that the wavepacket \( u^f \) is based on a sufficiently smooth and rapidly decaying (in \( \xi \)) initial condition \( f_m(x, \xi; x_0) \) in (2b) with support in \( \Xi \) in the \( \xi \)-variable. Then (2c) holds, where, using \( y = \sqrt{\varepsilon}z \),

\[
\begin{align*}
u_0(t, x, y) &= \Phi^{-*} v_0(t, x, y), \\
\Psi_0(t, x, z) &= e^{\frac{i}{\varepsilon}G_m(t, x, \xi_m)} e^{-i\frac{\varepsilon}{\varepsilon} \text{sign}(G'_m)} \left( 2\pi \frac{1}{|G'_m|} \right)^{\frac{1}{2}} f_0(t, x, \xi_m) \phi_m(x, \xi_m, z) + O_{L^\infty} \left( \varepsilon^{\frac{1}{2}} \right)
\end{align*}
\]

for \( x \in \mathcal{X}_t \) while \( |\Psi_0(t, x, z)| \leq C(t) |t|^{-\frac{1}{2}} \varepsilon \frac{1}{2} \) for \( x \in \mathbb{R} \setminus \mathcal{X}_t \).

The interpretation of the result is as follows. We assume an initial condition for \( v_0 \) concentrated in the \( \sqrt{\varepsilon} \)-vicinity of \( (x_0, 0) \in \Phi^{-1}(\Gamma) \) and hence with an amplitude of order \( \varepsilon^{-\frac{1}{2}} \). For any non-vanishing time, we obtain by dispersion that \( v_0(t, x, y) \) has an amplitude of order \( \varepsilon^{-\frac{1}{2}} |t|^{-\frac{1}{2}} \) in the \( \sqrt{\varepsilon} \)-vicinity of \( \mathcal{X}_t \), where \( \mathcal{X}_t \) is an interval including \( x_0 \) that grows with time \( t \). Away from that interval, we obtain that \( v_0 \) is comparatively negligible and of order \( |t|^{-1} \). The estimate on \( v_0 \) may in principle be improved to an arbitrary power of \( \varepsilon \) so long as \( x \) remains a positive distance away from \( \mathcal{X}_t \) by non-stationary phase techniques; we do not pursue this further here.

In practice, we consider two settings, one in which (viii) holds with then \( \Xi = \Xi = \mathbb{R} \) or \( \Xi = \{ |\xi| > \delta \} \) with \( \delta \) arbitrary, and one where (viii) does not hold and wavepackets display dispersion only for sufficiently large wavenumbers in \( \Xi \); see section 3 for an application to the Dirac equation, with a similar result for the Klein-Gordon equation.

Proof. With assumption (ix), we apply a standard stationary phase argument [13] to obtain the result on \( \mathcal{X}_t \). When \( x \notin \mathcal{X}_t \) and \( \xi \in \Xi \), we apply a non-stationary phase argument as follows. Define the first-order differential operator

\[
M^* = \frac{\sqrt{\varepsilon}}{\partial \xi} G_m D_\xi, \quad M^* \epsilon^\sqrt{\varepsilon} G_m = e^{\sqrt{\varepsilon} G_m}, \quad M = D_\xi \frac{\sqrt{\varepsilon}}{\partial \xi} G_m, \quad \text{so that:}
\]

\[
\int_{\mathbb{R}} e^{\sqrt{\varepsilon} G_m} f(\xi) d\xi = \int_{\mathbb{R}} e^{\sqrt{\varepsilon} G_m} M f(\xi) d\xi = \sqrt{\varepsilon} \int_{\mathbb{R}} e^{\sqrt{\varepsilon} G_m} \left( -i \frac{\partial^2 G_m}{(\partial \xi G_m)^2} f - \frac{1}{\partial \xi G_m} \partial \xi f \right) d\xi.
\]

Applying such an estimate with \( f \) replaced by \( f_0 \phi_m(\xi) \), which is sufficiently smooth by assumption, provides the above estimate on \( \Psi_0(t, x, z) \) for \( x \notin \mathcal{X}_t \). Indeed, since \( |\partial^2 \xi G_m| \) is bounded above uniformly by \( (t) \) and \( |\partial \xi G_m| \) is bounded below by \( d(x, \mathcal{X}_t) + t \langle \xi \rangle^b \geq t \langle \xi \rangle^b \) by assumption in (ix), we obtain that \( \Psi_0 \) in (11) is bounded by \( \varepsilon^{\frac{1}{2}} \langle t \rangle |t|^{-\frac{1}{2}} \).

Applying the operator \( M^k \) shows that the integral is in fact of order \( \varepsilon^{\frac{1}{2}} \) for large values of \( k \) (depending on priori regularity assumptions on \( f_0 \)) uniformly in \( x \) provided that \( d(x, \mathcal{X}_t) \) is bounded below by a positive constant, derivatives of \( G_m \) satisfy appropriate bounds (satisfied for Dirac and Klein-Gordon models), and \( f \) is sufficiently smooth. We do not pursue this further here. \( \Box \)

As a corollary of the above theorem, we obtain the same dispersion result for \( u_0 = \Phi^{-*} v_0 \) when \( \Gamma \) is open. The solution \( u_0(t, x, y) \) is then primarily concentrated in the \( \sqrt{\varepsilon} \)-vicinity of the curve \( \Phi(\mathcal{X}_t, 0) \subset \Gamma \), with an amplitude of order \( \varepsilon^{-\frac{1}{2}} |t|^{-\frac{1}{2}} \).

When \( \Gamma \) is closed, we still have that \( v_0 \) disperses as written in the above result. However, in the original unrectified coordinates, \( u^f \) is now well approximated by a function

\[
u_0(t, x, y) = \Phi^{-*} \left( \sum_{k \in \mathbb{Z}} v_0(t, x + kL, y) \right)(t, x, y).
\]
For sufficiently small times such that $\mathcal{X}_t \cap (\mathcal{X}_t + L) = \emptyset$, then $u_0(t, x, y)$ has an amplitude bounded by $\varepsilon^{-\frac{1}{2}}|t|^{-\frac{1}{2}}$. However, for longer times, where $u_0$ above is seen as a sum of a finite number of terms, we observe that $u_0$ is still concentrated in the $\sqrt{\varepsilon}$ vicinity of (the whole of) $\Gamma$ with the amplitude still of order $\varepsilon^{-\frac{1}{2}}$. However, its amplitude no longer decays as $|t|^{-\frac{1}{2}}$ and may in fact intermittently increase as $L$–translates of $v_0$ possibly interfere constructively.

**Remark 2.9** (*Turning points and confinement*) Assumption (ix) above in particular requires the phase function $G_m(t, x, \xi; x_0)$ to remain real-valued. In the presence of turning points (caustics in one space dimension), $G_m(t, x, \xi; x_0)$ may develop a positive imaginary part for $x$ outside of $[x_L, x_R] \ni x_0$ with at least one of the points $x_L(\xi, x_0)$ or $x_R(\xi, x_0)$ bounded. Outside of $[x_L, x_R]$, the ansatz (16) with our construction of $\psi$ is still of order $\varepsilon$ in one space dimension), $G$ is the phase function $G$ with our construction of $\psi(t, x, \xi, z)$ performed for a fixed $\xi \in \mathbb{R}$ fails to be valid. Assume $x_L$ bounded. Since $\exists G_m(t, x, \xi; x_0) > 0$ for $x < x_L$, this region is forbidden classically and the wavepacket is expected to be exponentially small. As it approaches $x_L$, the wavepacket is expected to ‘turn around’ into a wavepacket with wavenumber $-\xi$. Modeling this coupling requires a more precise ansatz generalizing known constructions and estimate analyses for the one-dimensional Schrödinger equation; see [24, Chapter 15], [29], and references cited there. Alternatively, one may construct a general parametrix for solutions of $Lu = 0$ as in [15]; see also [23, Chapter 2] for a corresponding analysis of the effects of turning points for the Schrödinger equation.

When both $x_R$ and $x_L$ are finite, we thus expect a wavepacket generated at $x_0$ with wavenumber $\xi$ to be remained confined in the interval $[x_R, x_L]$ with limited energy tunneling out of that interval. The dispersive estimate of Theorem 2.8 with a wavepacket amplitude of order $t^{-\frac{1}{2}}$ therefore holds at best only for short times (until the wavepacket reaches one end point of $[x_R, x_L]$).

### 3 Dirac operators

We apply the theory of section 2 to a general semiclassical Dirac operator given by

$$L_D = \varepsilon D_t + H_D, \quad H_D = \varepsilon(\gamma \sigma) \cdot (D + h) + \kappa \sigma_3,$$

where $\gamma(x, y) = (\gamma_{ij})_{1 \leq i, j \leq 2}(x, y)$ is real-valued invertible $2 \times 2$ matrix with uniformly (in $(x, y)$) positive determinant and $D = (D_i)_{1 \leq i \leq 2}$ matrix with uniformly (in $(x, y)$) positive determinant and $D = (D_i)_{1 \leq i \leq 2}$ matrix with uniformly (in $(x, y)$) positive determinant and $h = (h_i)_{1 \leq i \leq 2}$ are seen as column vectors. In coordinates, $(\gamma \sigma) \cdot (D + h) = \gamma_{ij} \sigma_j(D_i + h_i)$ with summation over repeated indices. Above, $\sigma_{1,2,3}$ are the standard (Hermitian) Pauli matrices and $D_{1,2}$ are identified with $D_{x,y}$. All spatially varying coefficients are assumed in $C^\infty(\mathbb{R}^2)$.

Let $\mu(x, y)$ be a smooth density uniformly bounded above and below by a positive constant and denote by $(\cdot, \cdot)_\mu$ the inner product on the $L^2_H(\mu; \mathbb{R}^2; \mathcal{C}^2)$ space with measure $\mu(x, y)dx dy$. We assume det $\gamma > 0$ for concreteness and the symmetry condition:

$$\exists h = -\frac{1}{2}(\mu \gamma)^{-T} \nabla \cdot (\mu \gamma).$$

In (44), the only term not formally of order $O(\varepsilon)$ in (44) is the real-valued domain wall $\kappa(x, y)\sigma_3$. The above model therefore does not include large magnetic potentials as in [6, 15], to which we refer for effects of large magnetic fields. The simplest example, generalizing the operator given in the introduction section, is $\gamma_{ij}(x, y) = \delta_{ij}$ and $\mu(x, y) = 1$ in which case we require that the imaginary part $\exists h = 0$.  
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3.1 Dirac equation

We first obtain the following:

Lemma 3.1 Let $\gamma$ be real-valued uniformly invertible, $\kappa$ real-valued and $h$ satisfying $[\text{[45]}]$. Then $H_D = L_D - \varepsilon D_t$ is self-adjoint as an unbounded operator on $L^2_\mu(\mathbb{R}^2; \mathbb{C}^2)$. Moreover, (vi) holds with $q = 1$ and $\sqrt{\Sigma}[u] = \sqrt{(u,u)_\mu}$.

Proof. The constraint on $h$ written in coordinates is given by:

$$\Im(\gamma^T h)_j = \Im \gamma_{ij} h_i = -\frac{1}{2} \mu^{-1} \partial_t (\gamma_{ij} \mu) = -\frac{1}{2} \mu^{-1}(\nabla \cdot \mu)_j, \quad j = 1, 2.$$

We observe by integrations by parts that

$$\int_{\mathbb{R}^2} \tilde{\phi}_m \gamma_{ij}\sigma_j^{mn}(D_i + h_i)\psi_n \mu dm^2 = \int_{\mathbb{R}^2} -D_i(\tilde{\phi}_m \gamma_{ij}\mu)\sigma_j^{mn}\psi_n d^2 x + \int_{\mathbb{R}^2} \tilde{\phi}_m \gamma_{ij}\sigma_j^{mn} h_i \psi_n dm^2 x$$

$$= \int_{\mathbb{R}^2} D_i \tilde{\phi}_m \gamma_{ij}\sigma_j^{mn}\psi_n dm^2 x - \int_{\mathbb{R}^2} \tilde{\phi}_m D_i (\gamma_{ij}\mu)\sigma_j^{mn}\psi_n dm^2 x + \int_{\mathbb{R}^2} \tilde{\phi}_m \gamma_{ij}\sigma_j^{mn} h_i \psi_n dm^2 x$$

$$= \int_{\mathbb{R}^2} i\sigma_j^{mn} D_i \phi_m \psi_n dm^2 x - \int_{\mathbb{R}^2} \tilde{\phi}_m \mu^{-1} D_i (\gamma_{ij}\mu)\sigma_j^{mn}\psi_n dm^2 x + \int_{\mathbb{R}^2} i\tilde{\phi}_m \gamma_{ij}\sigma_j^{mn}\psi_n dm^2 x,$$

so that

$$(\phi, \gamma_{ij}\sigma_j(D_i + h_i)\psi)_\mu = ((\gamma_{ij}\sigma_j(D_i + h_i)) + \mu^{-1} D_i (\gamma_{ij}\mu)\sigma_j)\phi, \psi)_\mu.$$
We then decompose $\varepsilon^{-\frac{1}{2}}P_m = P_{m_0} + \varepsilon^{\frac{1}{2}}P_{m_1} + \varepsilon P_{m_2}$ with

\[
P_{m_0} = \partial_t G_m + (\gamma(x,0)\sigma_1)\partial_x G_m + (\gamma(x,0)\sigma_2)D_z + z\partial_y \kappa(x,0)\sigma_3\]

\[
P_{m_1} = D_t + z(\partial_y \gamma(x,0)\sigma_1)\partial_x G_m + (\partial_y \gamma(x,0)\sigma_2)2zD_z
\]

\[
+ (\gamma(x,0)\sigma_1)(D_x + h_1(x,0)) + (\gamma(x,0)\sigma_2)2h_2(x,0) + \frac{1}{2}z^2\partial_y^2 \kappa(x,0)\sigma_3.
\]

The operators $P_{m_0}$ and $P_{m_1}$ are polynomial in $z \in \mathbb{R}$ as requested in (19) and (i). The operator $P_{m_2}$ involves two contributions: one from $(\chi_\eta(\sqrt{\varepsilon}z) - 1)(P_{m_0} + \sqrt{\varepsilon}P_{m_1})$ and one from the Taylor expansion about $z = 0$. In more detail,

\[
\varepsilon P_{m_2} = (\varepsilon^{-\frac{1}{2}}P_m - P_{m_0} - \sqrt{\varepsilon}P_{m_1})\chi_\eta(\sqrt{\varepsilon}z) + (P_{m_0} + \sqrt{\varepsilon}P_{m_1})(\chi_\eta(\sqrt{\varepsilon}z) - 1).
\]

### 3.3 Microscopic equilibrium.

The leading operator is given by

\[
P_{m_0} = \partial_t G_m + (\gamma(x,0)\sigma_1)\partial_x G_m + (\gamma(x,0)\sigma_2)D_z + \rho z \sigma_3 - E,
\]

where we use $\gamma(x)$ for $\gamma(x,0)$ and where we define $\rho(x) := \partial_y \kappa(x,0)$, which is strictly positive thanks to (3) and our convention of choice of rectified coordinates that $\kappa > 0$ for $y > 0$. Define also $E = -\partial_t G_m$ and $\zeta = \partial_x G_m$. Thus $P_{m_0}$ may be recast as

\[
P_{m_0} = (\gamma(x,0)\sigma_1)\zeta(D_z) + \rho z \sigma_3 - E.
\]

The analysis of $P_{m_0}$ and its inverse is based on first recasting it in a normal form. To this end, we define

\[
\lambda(x) = \sqrt{\gamma_{21}^2 + \gamma_{22}^2(x)}, \quad \hat{\sigma}_2 = \lambda^{-1}(\gamma_{21}\sigma_1 + \gamma_{22}\sigma_2), \quad \hat{\sigma}_1 = \lambda^{-1}(\gamma_{22}\sigma_1 - \gamma_{21}\sigma_2).
\]

Denoting by $\hat{\sigma}_3 = \sigma_3$, we verify that $(\hat{\sigma}_j)_{j=1,2,3}$ are Pauli matrices satisfying the commutation relations $\hat{\sigma}_i \hat{\sigma}_j + \hat{\sigma}_j \hat{\sigma}_i = 2\delta_{ij}I_2$. With these definitions, we have

\[
(\gamma(x,0)\sigma_1 = \alpha \hat{\sigma}_1 + \beta \lambda \hat{\sigma}_2, \quad \alpha = \frac{\gamma_{11}\gamma_{22} - \gamma_{21}\gamma_{12}}{\lambda}, \quad \beta = \frac{\gamma_{11}\gamma_{21} + \gamma_{22}\gamma_{12}}{\lambda^2}.
\]

On $\Phi^{-1}(\Gamma)$, $\det J^{-1} = 1$ and the matrix $\gamma$ in $L_D$ has positive determinant so that $\inf_{x \in \mathbb{R}} \alpha(x) > 0$. We also have $\inf_{x \in \mathbb{R}} \lambda(x) > 0$ for the same reason. We thus recast

\[
P_{m_0} = \alpha \hat{\sigma}_1 + \lambda(\beta \zeta + D_z)\hat{\sigma}_2 + \rho z \sigma_3 - E = e^{-i\beta \zeta \hat{\sigma}_2} \left( \alpha \hat{\sigma}_1 + \lambda D_z \hat{\sigma}_2 + \rho z \sigma_3 - E \right) e^{i\beta \zeta \hat{\sigma}_2}.
\]

Let $Q_0 = \frac{1}{\sqrt{2}}(\sigma_3 + \sigma_1)$ the global permutation of matrices such that $Q_0^* (\sigma_1, \sigma_2, \sigma_3) Q_0 = (\sigma_3, -\sigma_2, \sigma_1)$.

Let $\tilde{Q}(x) = e^{-\frac{i}{2} \tilde{\theta}(x) \sigma_3}$ be the standard spinorial rotation with $\tilde{\theta}(x)$ chosen based on (49) such that $\tilde{Q}^* (\hat{\sigma}_1, \hat{\sigma}_2, \sigma_3) \tilde{Q} = (\sigma_1, \sigma_2, \sigma_3)$. Define finally $Q(x, \zeta) = Q_0^* \tilde{Q}(x) e^{-i \beta \zeta \hat{\sigma}_2}$. Then we observe that

\[
Q^* P_{m_0} Q = H - E \quad \text{and} \quad Q^* (\hat{\sigma}_1, \hat{\sigma}_2, \sigma_3) Q = (\sigma_3, -\sigma_2, \sigma_1).
\]

Applying the unitary (for $L^2(\mathbb{R}; \mathbb{C}^2)$) transformation $Q$ thus brings us to the following normal form of the operator:

\[
H - E = \alpha \zeta \sigma_3 - \lambda D_z \sigma_2 + \rho z \sigma_1 - E = \begin{pmatrix} \alpha \zeta - E & a \\ a^* & -\alpha \zeta - E \end{pmatrix}, \quad a = \lambda D_z + \rho z.
\]
All coefficients $\alpha, \lambda, \rho$ are uniformly strictly positive and bounded. We next observe that
\[
H^2 - E^2 = (\alpha \zeta)^2 - \lambda^2 \partial_z^2 + (\rho z)^2 + \rho \lambda \sigma_3 = \begin{pmatrix}
(\alpha \zeta)^2 - E^2 + \alpha^* & 0 \\
0 & (\alpha \zeta)^2 - E^2 + \alpha^* a
\end{pmatrix}.
\]
(52)

The eigenvalues for the harmonic oscillator $a^* a$ are $2n\lambda \rho$ for $n \geq 0$. The normalized eigenvectors are $\varphi_n(x, z)$ and satisfy $a \varphi_n = \sqrt{2n\lambda \rho} \varphi_{n-1}$. More precisely, let $\tilde{\varphi}_n(z)$ the normalized eigenvectors of $(-\partial_z + z)(\partial_z + z)\varphi_n(z) = 2n\tilde{\varphi}_n(z)$. These are the Hermite functions given by
\[
\tilde{\varphi}_0(z) = e^{-\frac{z^2}{4}}e^{-\frac{z^2}{2}}, \quad \tilde{\varphi}_n(z) = \frac{1}{2^n \sqrt{n!}} (-\partial_z + z)^n \tilde{\varphi}_0(z), \quad n \geq 1.
\]

We then verify that $\varphi_n$ and $\tilde{\varphi}_n$ are related by the following scaling change:
\[
\varphi_n(x, z) = (\lambda^{-1} \rho)^{\frac{1}{4}}(x) \tilde{\varphi}_n(\sqrt{\lambda^{-1} \rho}(x)z).
\]
(53)

We thus find that the kernel of $H^2 - E^2$ in (52) is non-trivial provided that
\[
E_m(x, \zeta) = \epsilon_m \sqrt{(\alpha(x) \zeta)^2 + 2n\lambda(x)\rho(x)}, \quad E_0(x, \zeta) = -\alpha(x) \zeta.
\]

We consider settings where $E_m$ is real-valued whereas then,
\[
\alpha(x) \zeta = \pm (E_m^2 - 2n(\lambda \rho)(x))^{\frac{1}{2}}
\]
will be real valued when $E_m^2 \geq 2n(\lambda \rho)(x)$ and purely imaginary (with positive imaginary part) when $E_m^2 < 2n(\lambda \rho)(x)$. For $\xi \in \Xi_m$, we will obtain that $\zeta$ is indeed real-valued and non-vanishing. The choice of sign for $\zeta$ will be given below.

We denote by $M$ the collection of indices
\[
M = \{ m = (n, \epsilon_m), \quad \text{with} \quad \epsilon_m \in \{ \pm 1 \} \quad \text{for} \quad n \geq 1 \quad \text{and} \quad \epsilon_m = -1 \quad \text{for} \quad n = 0 \}.
\]
(54)

The kernel of $H - E_m$ is then found to be
\[
\tilde{\varphi}_m(x, \zeta, z) = c_m \left( \frac{\sqrt{2n\lambda \rho} \varphi_{n-1}(x, z)}{(E_m - \alpha \zeta) \varphi_n(x, z)} \right), \quad c_m = \frac{1}{\sqrt{2n\lambda \rho + |E_m - \alpha \zeta|^2}}.
\]
(55)

Since $E = -\partial_t G_m$ and $\zeta = \partial_x G_m$, the eikonal equation for $G_m$ is then
\[
\partial_t G_m + \epsilon_m \sqrt{(\alpha \partial_x G_m)^2 + 2n\lambda \rho} = 0.
\]
(56)

We consider the following global solutions to the above equation:
\[
G_m(t, x, \xi; x_0) = -\epsilon_m B_n(\xi; x_0)t + A_n(x, \xi; x_0), \quad B_n(\xi, x_0) = \sqrt{(\alpha(x_0) \xi)^2 + 2n(\lambda \rho)(x_0)}
\]
\[
A_n(x, \xi; x_0) = \text{sign}(\xi) \int_{x_0}^x \left( (\alpha(x_0) \xi)^2 + 2n(\lambda \rho)(y) - (\lambda \rho)(x_0) \right)^\frac{1}{2} \frac{dy}{\alpha(y)}.
\]
(57)

$A_n$ is constructed such that $\partial_x A_n(x_0, \xi; x_0) = \xi$. With this, we obtain that
\[
\zeta(x, \xi; x_0) = \partial_x A_n(x, \xi; x_0) = \text{sign}(\xi) \frac{(\alpha(x_0) \xi)^2 + 2n(\lambda \rho)(x) - (\lambda \rho)(x_0))^{\frac{1}{2}}}{\alpha(x)}.
\]
(58)
The $(\cdot)^{\frac{1}{2}}$ above is the usual principal square root with branch cut on the negative real numbers and such that $(-1)^{\frac{1}{2}} = i$. While $A_n(x, \xi; x_0)$ remains real-valued for $|x - x_0|$ sufficiently small, it becomes complex-valued as soon as there are points $y$ on the interval between $x_0$ and $x$ such that $(\alpha(x_0)\xi)^2 + 2n((\lambda\rho)(y) - (\lambda\rho)(x_0)) < 0$. Our choice of $\xi \in \Xi_m$ in (61) below guarantees that $\zeta$ remains real-valued. Note that when $n = 0$, then $A_0$ is proportional to $\xi$ and defined for all $\xi \in \mathbb{R}$.

The corresponding eigenvalue

$$E_m(x, \zeta(x, \xi; x_0)) = -\partial_t G_m = \epsilon_m B_n(\xi; x_0) = \epsilon_m \sqrt{(\alpha(x_0)\xi)^2 + 2n(\lambda\rho)(x_0)}$$

(59)

is then by construction independent of $x$. The eigenvector $\tilde{\phi}_m(x, \zeta(x, \xi; x_0), z)$, however, depends non-trivially on $(x, \xi)$. For $m = (0, -1)$, we obtain the following simplifications

$$\zeta_0(x, \xi; x_0) = \xi \frac{\alpha(x_0)}{\alpha(x)}, \quad E_0(\xi; x_0) = -\alpha(x_0)\xi, \quad \tilde{\phi}_0(x, z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \varphi_0(x, z).$$

This is the relativistic mode considered in [9] [7].

It remains to define the following functions in the kernel of $P_{m0}$:

$$\phi_m(x, \xi, z; x_0) = Q(x, \partial_x A_n(x, \xi; x_0)z)\tilde{\phi}_m(x, \partial_x A_n(x, \xi; x_0), z).$$

(60)

We recall that the coefficients $\rho, \lambda, \alpha,$ and $\beta$ are defined in (48), (49), and (50). The function $\zeta(x, \xi; x_0)$ is defined in (58). The eigenvectors $E_m$ are defined in (59) while the eigenvectors $\phi_m$ are defined in (57), (63), (55), and (60). The phase functions $G_m$ are defined in (57). We now verify:

**Lemma 3.2** Let $M \ni m = (n, \epsilon_m)$ as in (54) and define

$$\xi_{\min} := \alpha^{-1}(x_0) \sup_{x \in \mathbb{R}} \sqrt{2n((\lambda\rho)(x) - (\lambda\rho)(x_0))}.$$  

Let $x_0 \in \mathbb{R}$ be fixed and define

$$\Xi_m = \mathbb{R} \text{ when } \xi_{\min} = 0, \quad \Xi_m = \{|\xi| \geq \xi_{\min} + \delta\} \text{ when } \xi_{\min} > 0,$$

(61)

for some $\delta > 0$. Then assumptions (i-ii) hold for $m \in M$ and $\Xi = \Xi_m$. Moreover, $E_m$ and $G_m$ are homogeneous of degree 1 in $(\xi, \sqrt{n})$ while $\phi_m$ is homogeneous of degree 0 in $(\xi, \sqrt{n})$.

**Proof.** (i) is clear. The solutions $G_m$ of (56) defined in (57) satisfy (ii) by inspection. The functions $\tilde{\phi}_m$ for $m \in M$ defined in (55) are verified to form an orthonormal family of $L^2(\mathbb{R}_x; \mathbb{C}^2)$ since the rescaled Hermite functions $\varphi_n(x, z)$ form an orthonormal family of $L^2(\mathbb{R}_x; \mathbb{C})$ as a well-known result. This property is preserved by $Q(x, \zeta z)$ so that $\phi_m(x, \zeta, z; x_0)$ also forms such a family at each $(x, \xi; x_0)$ fixed. We thus obtain a family of solutions to $P_{m0}\psi_0 = 0$ of the form

$$\psi_0(t, x, \xi, z; x_0) = f_0(t, x, \xi; x_0)\phi_m(x, \xi; x_0).$$

\(\square\)

### 3.4 Transport equation.

We now analyze the transport operator $\mathcal{T}_m$ given by

$$\mathcal{T}_m f = (\phi_m, P_{m1}Qf\phi_m) = (Q^*\phi_m, Q^*P_{m1}QfQ^*\phi_m) = (\tilde{\phi}_m, Q^*P_{m1}Qf\tilde{\phi}_m).$$

We then have the following results
Lemma 3.3  Under the hypotheses of Lemma 3.2, the transport operator takes the form
\[ T_m = D_t + j_m(x, \xi) \alpha(x)(D_x + \tilde{\theta}(x, \xi)) \] (62)

for coefficients \( j_m(x, \xi) \) and \( \tilde{\theta}(x, \xi) \) that are homogeneous of degree 0 in \((\xi, \sqrt{n})\); see (64) and (65) below for explicit expressions. The operator is symmetric in \( L^2(\mathbb{R}_x; \mathbb{C}) \) with respect to the inner product with measure \( \mu_p(x, 0)dx \) where \( \mu_p = \det J \mu_L \circ \Phi \).

The solution to the equation \( T_m f = 0 \) with initial conditions \( f(0, \cdot) \) admits the explicit expression in (65) below. More generally, the solution of \( T_m f = g \) on \([-T, T] \times \mathbb{R} \) with initial conditions \( f(0, \cdot) = f(\cdot) \) satisfies the stability estimate in \( \mathcal{S}_p \) given by
\[ \|f \phi_m\|_p \leq C_p(\|f \phi_m\|_p + (T)\|g \phi_m\|_p), \] (63)
for all \( p \geq 0 \). In particular, (iv) holds.

Proof. Form of the operator. From the above expression (46) for \( P_{m1} \) and the fact that \( Q^*(D_x Q) = -\beta \zeta \) for \( Q \) defined in (51), we first verify that
\[ Q^*P_{m1}Q = D_t + (z \partial_x G_m)(a \cdot \sigma) + z(D_z - \beta \zeta)(b \cdot \sigma) + \alpha(D_x + h_1)\sigma_3 + \alpha Q^*(D_x Q)\sigma_3 \]
\[ - \lambda \sigma_3 b_2 + \frac{1}{2} \varphi^2 \kappa \sigma_1. \]

Here \( a(x) \) and \( b(x) \) are vector-valued functions such that \( a_1 = 0 \) and \( b_1 = 0 \). Indeed, \( (\partial_y \gamma \sigma)_j \) for \( j = 1, 2 \) decomposes over \( (\sigma_1, \sigma_3) \) so that after conjugation by \( Q(x) \) (which maps \( \sigma_3 \) to \( \sigma_1 \)), no contribution proportional to \( \sigma_1 \) is present in these terms. We next find from the explicit expression in (55) that
\[ \langle \tilde{\phi}_m, \sigma_1 \tilde{\phi}_m \rangle_{\mathbb{C}^2} = c_m^2 (2 \sqrt{2n} \rho (E_m - \alpha \Re \zeta) \varphi_{n-1} \varphi, \quad \langle \tilde{\phi}_m, \sigma_2 \tilde{\phi}_m \rangle_{\mathbb{C}^2} = 0, \]
\[ \langle \tilde{\phi}_m, \sigma_3 \tilde{\phi}_m \rangle_{\mathbb{C}^2} = c_m^2 (2n \rho \varphi_{n-1}^2 - (E_m - \alpha \zeta)^2 \varphi_n^2). \]

We observe from (51) that \( Q^*D_x Q = Q_0^* \hat{Q}^*D_x \hat{Q}Q_0 = -\frac{1}{4} \hat{\theta}'(x)Q_0^*\sigma_3Q_0 \) is proportional to \( \sigma_1 \) so that after product by \( \sigma_3 \), this is a term that decomposes over \( \sigma_2 \). Therefore, using the above and \( (\tilde{\phi}_m, z \sigma_3 \tilde{\phi}_m)_z = (\tilde{\phi}_m, z^2 \sigma_1 \tilde{\phi}_m)_z = 0 \) by parity arguments, we find that
\[ (\tilde{\phi}_m, (z \partial_x G_m)(a \cdot \sigma) - \beta \zeta (b \cdot \sigma) + \alpha Q^*(D_x Q)\sigma_3 - \lambda \sigma_2 b_2 + \frac{1}{2} \varphi^2 \kappa \sigma_1 \tilde{\phi}_m)_z = 0. \]

As a consequence,
\[ T_m f = D_t f + b_3(\tilde{\phi}_m, (zD_z) \sigma_3 \tilde{\phi}_m)_z f + (\tilde{\phi}_m, \alpha(D_x + h_1) \sigma_3 \tilde{\phi}_m)_z f. \]

Note that \( D_x \) applies to both \( \tilde{\phi}_m \) and \( f \). Let us define
\[ j_m(x, \xi) = (\tilde{\phi}_m, \sigma_3 \tilde{\phi}_m)_z = \frac{2n \rho - |E_m - \alpha \zeta|^2}{2n \rho + |E_m - \alpha \zeta|^2} = \frac{\Re(\alpha \zeta)}{E_m(\xi; x_0)} = \frac{\Re(\alpha \zeta)}{e_m B_n(\xi; x_0)}. \] (64)

We observe that \( j_m \alpha \neq 0 \) for \( \xi \in \Xi_m \). The derivation of the expression for \( j_m \) goes as follows. When \( \zeta \) is real-valued, then
\[ |E_m - \alpha \zeta|^2 = E_m^2 - 2 \alpha E_m \zeta + \alpha^2 \zeta^2 = 2n \rho + 2 \alpha (\alpha \zeta - E_m) \]
\[ = -2n \rho + 2 E_m (E_m - \alpha \zeta), \]
so that \( j_m = \alpha \zeta / E_m \) since \((E_m - \alpha \zeta) \neq 0\). For completeness, we note that when \( \zeta \) is purely imaginary, then \(|E_m - \alpha \zeta| = 2n \lambda \rho + \alpha^2 |\zeta|^2 = 2n \lambda \rho \) since \( j_m = 0 \). The hypothesis \( \xi \in \Xi_m \) in (61) implies that \( \alpha \) is real-valued and non-vanishing.

There is no reason for the term \((\tilde{\phi}_m, z D_\zeta \sigma_3 \tilde{\phi}_m)_z\) to vanish a priori and in fact it should not in the presence of genuine anisotropy so that \( \mathcal{T}_m \) preserves its symmetric structure. We find more specifically that

\[
(\tilde{\phi}_m, z \partial_\zeta \sigma_3 \tilde{\phi}_m)_z = c_m^2 \int \left[ 2n \lambda \rho \tilde{\varphi}_{n-1} z \partial_\zeta \tilde{\varphi}_{n-1} - (E_m - \alpha \zeta)^2 \tilde{\varphi}_n z \partial_\zeta \tilde{\varphi}_n \right] dz
\]

\[
= c_m^2 \int \left[ 2n \lambda \rho \tilde{\varphi}_{n-1}(z) \partial_\zeta \tilde{\varphi}_{n-1}(z) - (E_m - \alpha \zeta)^2 \tilde{\varphi}_n z \partial_\zeta \tilde{\varphi}_n \right] dz
\]

\[
= -\frac{1}{2} c_m^2 (2n \lambda \rho - (E_m - \alpha \zeta)^2) = -\frac{1}{2} j_m(x, \xi)
\]

using for the first line: (59), the change of variables \( \sqrt{\lambda^{-1}} p z \to z \), and that \( z \partial_\zeta \) is homogeneous of degree 0 in \( z \); and for the second line the well-known identities:

\[
z \varphi_n = \sqrt{\frac{n+1}{2}} \varphi_{n+1} + \sqrt{\frac{n}{2}} \varphi_{n-1}, \quad \varphi_n = -\sqrt{\frac{n+1}{2}} \varphi_{n+1} + \sqrt{\frac{n}{2}} \varphi_{n-1}
\]

to deduce that the integral of \( \varphi_n z \partial_\zeta \varphi_n \) over \( z \) equals \(-\frac{1}{2} \) independent of \( n \geq 1 \). This allows us to recast the transport operator as

\[
\mathcal{T}_m = D_t + b \sum_i \frac{j_m}{2} + \alpha(\tilde{\phi}_m, \sigma_3(D_x \tilde{\phi}_m))_z + \alpha j_m(D_x + h_1).
\]

(65)

This may be rewritten as (62) since for \( \xi \in \Xi_m \), we observe from the definition of \( \zeta(x, \xi) \) that \(|j_m| \geq 0\). Moreover, \(|j_m|\) is uniformly (in \( (x, \xi) \)) bounded below by a \( \delta \)-dependent positive constant when \(|\xi| > \delta > 0\) and uniformly bounded below by a constant times \( |\xi| \) when \( \Xi_m = \mathbb{R} \).

**Symmetry of the operator.** The operator \( \mathcal{T}_m \) is symmetric in the following sense. We have \( P = \Phi^* L_D \Phi^{-*} \) so that

\[
(\psi_1, L \psi_2)_{\mu_L} = (\psi_1, \Phi^{-*} P \Phi^* \psi_2)_{\mu_L} = (\Phi^* \psi_1, P \Phi^* \psi_2)_{\mu_P}
\]

with \( \mu_P = \det J \mu_L \circ \Phi \). Therefore,

\[
(\Phi^* \psi_1, P \Phi^* \psi_2)_{\mu_P} = (\psi_1, L_D \psi_2)_{\mu} = (L_D \psi_1, \psi_2)_{\mu} = (P \Phi^* \psi_1, \Phi^* \psi_2)_{\mu_P},
\]

so that \( P \) is symmetric with inner product \( \mu_P \). This holds for functions \( \psi_j \) compactly supported in any domain where \( \Phi \) is a bijection.

We drop the subscript \( P \) in \( \mu \) with now \( \mu = \mu_P \). Since \( G_m \) is real-valued, the terms proportional to \( \partial_t G_m \) and \( \partial_\zeta G_m \) are real-valued local multiplications and therefore symmetric for the \( L_{\mu}^2(\mathbb{R}^2; \mathbb{C}^2) \) inner product with weight \( \mu_P(x, e^{-\frac{1}{2}} z) \). Since \( \phi_m \) is subgaussian in the \( z \) variable, we thus obtain from the above that up to possibly a term smaller than \( C \varepsilon^N \) for each \( N \), then (recall that \( P_m = \tilde{P}_m \chi_\eta(\sqrt{\varepsilon} z) \) with \( \tilde{P}_m \) a differential operator)

\[
(f_1 \phi_m, P_m f_2 \phi_m)_{\mu} = (P_m f_1 \phi_m, f_2 \phi_m)_{\mu}.
\]

Note that \( \det J = 1 + \alpha(x) \sqrt{\varepsilon} z \) and thus is equal to 1 to leading order in \( \varepsilon \). The leading term of \( P_m \) vanishes when applied to \( \phi_m \) by construction. This shows that \( P_m \) is symmetric and

\[
(f_1, \mathcal{T}_m f_2)_x = (f_1 \phi_m, P_m f_2 \phi_m) = (P_m f_1 \phi_m, f_2 \phi_m) = (\mathcal{T}_m f_1, f_2)_x
\]
with $(\cdot, \cdot)_x$ the inner product in $L^2_p(\mathbb{R}_x; \mathbb{C})$ with weight $\mu_p(x, 0)$.

Let us introduce $\epsilon = \epsilon_m \text{sign}(\xi)$ so that $j_m = \epsilon |j_m|$ as one readily verifies. Recall that $|j_m| > 0$ is uniformly bounded below when $|\xi| > \delta > 0$ and uniformly bounded below by a constant times $|\xi|$ when $\Xi_m = \mathbb{R}$. We then recast the transport operator as

$$T_m = D_t + \epsilon \tilde{\alpha}(D_x + \tilde{\theta}), \quad \tilde{\alpha} = |j_m|\alpha,$$

where $\tilde{\theta}$ is implicit from the expression \[(\ref{45})\]. The above symmetry implies as in the derivation of \[(\ref{45})\] that

$$T_m = D_t + \epsilon \tilde{\alpha}(D_x - \frac{i}{2} (\tilde{\alpha}\mu)^{-1} \partial_x(\tilde{\alpha}\mu)) + \epsilon \tilde{\alpha}\theta = D_t + \epsilon \tilde{\alpha}(\tilde{\alpha}\mu)^{-\frac{1}{2}} D_x(\tilde{\alpha}\mu)^{\frac{1}{2}} + \epsilon \tilde{\alpha}\theta$$

with $\theta$ implicitly defined by the above equation and now real-valued.

**Inversion of the operator.** Consider the solution of $T_m f = 0$ with initial condition $f(0, x)$. Then define

$$g(t, x) = e^{i \int_0^t \theta(y) dy} \tilde{\alpha}(0) \frac{1}{2} f(t, x), \quad \text{so that} \quad (D_t + \epsilon \tilde{\alpha}D_x)g = 0,$$

as one verifies. Introduce next the change of variable $dy/dx = \tilde{\alpha}^{-1}(x)$ which, thanks to the above properties of $|j_m| > 0$, generates a diffeomorphism $y(x)$ from $\mathbb{R}$ to $\mathbb{R}$ preserving orientation and with inverse $x(y)$. We observe that

$$(D_t + \epsilon D_y)(g \circ x)(t, y) = 0, \quad (g \circ x)(t, y) = (g \circ x)(0, y - \epsilon t).$$

Thus

$$g(t, x) = g(0, x(y(x) - \epsilon t))$$

and the solution to $T_m f(t, x) = 0$ with initial condition $f(0, x)$ is given explicitly by

$$f(t, x) = (\tilde{\alpha}\mu)^{-\frac{1}{2}}(x)e^{-i \int_0^t \theta(y) dy} \left[(\tilde{\alpha}\mu)^{\frac{1}{2}}(\cdot)e^{i \int_0^t \theta(y) dy} f(0, \cdot)\right](x(y(x) - \epsilon t)). \quad (66)$$

We thus obtain an explicit expression for the solution of the equation $T_m f = 0$ with initial condition $f(0, x)$ when $\xi \in \Xi_m$. Applying a standard Duhamel principle provides a solution to the equation $T_m f = g$ with vanishing initial conditions as well.

**Stability of the inverse operator.** The coefficients involved in the explicit expression \[(66)\] are all homogeneous of degree 0 in $|\xi, \sqrt{n}|$ thanks to Lemma \[3.2\] and hence so are their derivatives with respect to $x$. All bounds therefore are independent of $|\xi| \geq \delta$. We recall that $\theta(x, \xi)$ is real-valued so that the complex exponentials and their derivatives with respect to the variable $x$ are all bounded uniformly in $x$. This shows that derivatives of order $p$ in $(t, x)$ of $f(t, x)$ are controlled by derivatives of $f(0, x)$ of order up to $p$. We thus obtain that

$$\|f(t, x, \xi)\|_p \leq C_p \|f(0, x, \xi)\|_p$$

with $C_p$ independent of the dependence of the above functions in $\xi$ when $\Xi_m \cap \{|\xi| < \delta\} = \emptyset$.

The case $\Xi_m = \mathbb{R}$ may be considered when $\lambda\rho$ is constant. The transport equation when $n = 0$ poses no difficulty since $|j_m|$ is then bounded from below uniformly in $\xi$. Consider $n \geq 1$ and $\lambda\rho$ constant. In this case, $\alpha(x)\xi(x, \xi) = \alpha(x_0)\xi$ in \[(58)\] is independent of $x$ and the dependence in $x$ of $\xi_m$ is solely in the components $\varphi_n(x, z)$ in \[(53)\]. Since $j_m$ in \[(64)\] is then independent of $x$ as
well, then $\partial_x j_m = 0$ implies that $(\tilde{\phi}_m, \sigma_3 \partial_x \tilde{\phi}_m)_z = 0$ since $\sigma_3$ is hermitian. This implies that the transport operator is given by

$$T_m = D_t + j_m(\xi)(b_3(x) \frac{\dot{\xi}}{2} + \alpha(x)(D_x + h_1(x))) = D_t + j_m(\xi)\alpha(x)(D_x + \theta(x))$$

$$= D_t + j_m(\xi)\alpha \frac{x}{\theta} D_x(\alpha \frac{x}{\theta}) + j_m(\xi)\alpha \theta(x)$$

with $\theta(x)$ real-valued and independent of $\xi$. For $\xi = 0$, we thus have $j_m = 0$ and hence $T_m = D_t$ whose inversion is stable. Introducing the change of variables $d\gamma/dx = \alpha^{-1}(x)$ now independent of $\xi$, the solution of the equation $T_m f = 0$ is given by

$$f(t, x) = (\alpha \mu)^{-\frac{1}{2}}(x)e^{-i \int_0^x \theta(y)dy} \left[ (\mu)^{\frac{1}{2}}(\cdot) e^{i \int_0^x \theta(y)dy} f(0, \cdot) \right] (\chi(x) - j_m(\xi)t).$$

This explicit expression shows that derivatives of order $p$ in $(t, x)$ of $f(t, x)$ are controlled by derivatives of $f(0, x)$ of order up to $p$ independent of $j_m(\xi)$ for $|\xi| \leq \delta$.

By the Duhamel principle, we observe that for solutions of the equation $T_m f = g$ with initial condition $f(0, x, \xi)$, we also obtain in either case of $\Xi_m$ defined in (61) that

$$\|f(t, x, \xi)\|_p \leq C_p \left( \|f(0, x, \xi)\|_p + \|t\| \|g(t, x, \xi)\|_p. \right.$$ 

In practice, it is convenient to use (63), which, as one readily verifies, is a direct consequence of the above estimate using the explicit expression for the norms $\|\cdot\|_p$. This proves condition (iv).

**Remark 3.4** The transport operator $T_m$ was shown to be stably invertible for both forms of $\Xi_m$ in (61). Wavepackets may be chosen arbitrarily as described in Theorem 2.9 when $\lambda \rho$ is constant.

When $\lambda \rho$ is not constant, then $\alpha \xi$ in (58) becomes purely imaginary for values of $(x, \xi)\lambda \xi = 0$ such that $2n(\lambda \rho)(x) - 2n(\lambda \rho)(x_0) < 0$. If $x_0$ is not chosen as a maximum of $\lambda \rho$, then such an inequality holds for $|\xi|$ small enough. At such points $j_m(x, \xi) = 0$ in (61). Furthermore, at a fixed value of $\xi$, $j_m$ is real valued on an interval $(\xi_-, \xi_+) \ni x_0$ with $\xi_-$ or $\xi_+$ finite. At such a point, say $\xi_-$, we observe when $|\partial_x (\lambda \rho)(\xi_-)| > 0$ that $j_m$ approaches 0 with a scaling of the form $\sqrt{x - \xi_+}$. The change of variables $dy/dx = \alpha^{-1}$ no longer generates a diffeomorphism from $\mathbb{R}$ to $\mathbb{R}$, an expression of the form (66) ceases to be valid for arbitrary times, and we no longer have any guarantee of stability of the transport solution.

Points $(x, \xi)$ with $\xi \in \mathbb{C}$ purely imaginary correspond to phase functions $G_m$ with positive imaginary parts and hence tunneling regions that are forbidden classically; see our discussion in remark 2.9. As wavepackets approach turning points such as $\xi_-$ or $\xi_+$, we expect wavepackets to turn around and remain in the energetically favorable domain $(\xi_-, \xi_+)$. The ansatz (10) based on the analysis of the propagation of a single mode $m$ with global phase $G_m$ in (57) ceases to be valid and the transport solution as constructed above should not be controlled.

We now move to the analysis of the operator $P_{m0}^{-1}$.

**Lemma 3.5** Under the hypotheses of Lemma 3.2 let $N_m = N_m(x, \xi; x_0)$ be the one-dimensional space of spinors in $L^2(\mathbb{R}_x; C^2)$ proportional to $Q(x, \xi)(a\nu_\xi, (E_m - \alpha \xi)^T$ with $\zeta = \zeta(x, \xi; x_0)$. Let $p = (p_1, p_2)$. For $g \in S_{(p_1, p_2+1)} \cap N_m^\perp$, the equation $P_{m0}g = g$ admits solutions in $S_p$ given by $f = P_{m0}^{-1}g + f_1\phi_m$ for an arbitrary scalar-valued function $f_1(t, x, \xi; x_0)$ such that $f_1\phi_m \in S_p$. The solution operator $P_{m0}^{-1}$ provides the unique solution in $S_p \cap N_m^\perp$. Explicitly, we have

$$P_{m0}^{-1} = Q(H - E_m)^{-1}Q^*,$$

$$H - E_m^{-1} = \begin{pmatrix} (a_a^* - 2n\lambda \rho)^{-1} & 0 \\ 0 & (a^*a - 2n\lambda \rho)^{-1} \end{pmatrix} \begin{pmatrix} \alpha \xi + E_m & a \\ a^* & E_m - \alpha \xi \end{pmatrix}.$$ 

In particular, assumption (iii) holds with $q_2 = 1$. 27
Proof. We analyze the equation

$$P_{m0} \psi = g, \quad \text{or equivalently} \quad Q^*P_{m0}QQ^* \psi = (\partial_t G_m + H)Q^* \psi = Q^*g.$$  

Recall that $E_m = -\partial_t G_m$ and look for equation $(H - E_m)\psi = g$ instead (using $g$ and $\psi$ instead of $Q^*g$ and $Q^*\psi$ to simplify), which implies $(H^2 - E_m^2)\psi = (H + E_m)g = f$.

From (52), we observe that $(H^2 - E_m^2)\psi = f$ admits a solution if and only if $(a\varphi_n, f_1) = (\varphi_n, f_2) = 0$. To solve $(H - E_m)\psi = g$, we have $f = (H + E_m)g$ so that

$$\langle a\varphi_n, f_1 \rangle = (a\varphi_n, (\alpha\zeta + E_m)g_1 + ag_2) = (\alpha\zeta + E_m)(\varphi_n, a^*g_1) + (E_m^2 - (\alpha\zeta)^2)(\varphi_n, g_2)$$

$$= (\alpha\zeta + E_m)[(\varphi_n, a^*g_1) + (E_m - \alpha\zeta)(\varphi_n, g_2)] = (\alpha\zeta + E_m)(\varphi_n, f_2).$$

Since $\alpha\zeta + E_m \neq 0$ unless $n = 0$, we deduce that $(a\varphi_n, f_1) = 0$ when $(\varphi_n, f_2) = 0$ for $f = (H + E_m)g$. Therefore, $(H - E_m)\psi = g$ admits solutions if and only if $g$ satisfies the $m$–dependent condition

$$(\varphi_n, a^*g_1 + (E_m - \alpha\zeta)g_2) = (a\varphi_n, g_1) + (E_m - \alpha\zeta)(\varphi_n, g_2) = 0.$$  

Let $N_m = N_m(x, \zeta)$ be the space of spinors $\psi$ that are proportional to $(a\varphi_n, (E_m - \alpha\zeta)\varphi_n)^T$ so that the above condition means that $g$ is orthogonal to $N_m$ for the usual inner product in $L^2(\mathbb{R}, \mathbb{C})$. On $N_m^\perp$, we define $(H - E_m)^{-1}$ as in (68). This inverse is defined also when $\zeta \in i\mathbb{R}$ as long as $E_m$ is real-valued. In terms of regularity, the inverse is stable in $(z, D_z)$ and multiplies by $\langle \zeta \rangle$ or equivalently $\langle \xi \rangle$ in that variable. All these functions are smooth in $x$. The operators $(aa^* - 2n\lambda\rho)^{-1}$ and $(a^*a - 2n\lambda\rho)^{-1}$ are bounded on their respective domains of definition since the different simple eigenvalues of $a^*a$ are separated by multiples of $2\lambda\rho$, which is uniformly bounded below by a positive constant. On the other hand, the remaining operators are homogeneous of degree 1 in $(\xi, \sqrt{n})$ for the diagonal terms and of the form $a$ or $a^*$ for the off-diagonal terms. Each of these operators is bounded from $S_{(p_1, p_2)}$ to $S_p$ by construction of the norms. This property remains after conjugation by $Q(x)$. This proves (24) and concludes the proof of the lemma.  

**Lemma 3.6** The operators $P_{mj}$ are bounded from $S_{(p_1, j, p_2+1)}$ to $S_p$ and in particular, (v) holds.

**Proof.** We look at the explicit expressions in (10) and (17). Since $D_x$, $D_t$, and multiplication by $\xi$ or $\zeta$ are bounded from $(p_1, p_2 + 1)$ to $p$ and $D_z$ and $z$ are bounded from $(p_1 + 1, p_2)$ to $p$, we directly obtain the result for $P_{m0}$ and $P_{m1}$. We do not need to assume that $\xi \in \Xi_m$ here since $\zeta(x, \xi)$ is defined for all $\xi \in \mathbb{R}$. For the bound on $P_{m2}$, we need to analyze two terms. One comes from the Taylor expansion in $\sqrt{\varepsilon z}$ given by

$$f(\sqrt{\varepsilon z}) = f(0) + \sqrt{\varepsilon z}f'(0) + (\sqrt{\varepsilon z})^2 \int_0^1 (1 - t)f''(\sqrt{\varepsilon z}t)dt.$$

We thus observe a multiplication by $z^j$ in $P_{mj}$ resulting in a bound from $(p_1 + 2, p_2)$ to $p$ for that first contribution in (17). The second contribution may be recast as

$$\frac{\chi_{\eta}(\sqrt{\varepsilon z}) - 1}{\varepsilon(\varepsilon z)^2} (z)^2 P_{m0} + \frac{\chi_{\eta}(\sqrt{\varepsilon z}) - 1}{\sqrt{\varepsilon z}(\varepsilon z)} (z) P_{m1}.$$  

Since $\chi_{\eta}(y) = 0$ in the vicinity of $y = 0$, we observe that $(\varepsilon^j(\varepsilon z)^j)^{-1}(\chi_{\eta}(\sqrt{\varepsilon z}) - 1)$ is uniformly bounded with uniformly bounded derivatives. We then obtain that both $(z)^2 P_{m0}$ and $(z) P_{m1}$ are bounded in the prescribed sense.  
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3.5 Wavepacket analysis.

Since hypotheses (i)-(vi) hold with \( \Xi = \Xi_m \), we may apply Theorem 2.5 to obtain solutions \( u \) of
\( Lu = 0 \) with arbitrary accuracy in powers of \( \varepsilon \) in the sense of \( L^2_\mu(\mathbb{R}^2; \mathbb{C}^2) \).

Relativistic mode. When \( m = (n = 0, \epsilon_m = -1) \), we observe that
\[
G_{(0,-1)}(t, x, \xi; x_0) = \alpha(x_0) \xi \left( t + \int_{x_0}^x \frac{dy}{\alpha(y)} \right).
\]
Thus for this mode, (i)-(v) always hold with \( \Xi = \Xi \) and we may apply Theorem 2.7 to obtain that
wavepackets are concentrated in the vicinity of \( x_t \) defined by
\[
t + \int_{x_0}^{x_t} \frac{dy}{\alpha(y)} = 0.
\]

**Theorem 3.7** When \( m = (0, -1) \), we obtain the following expressions for the leading term of the
propagating wavepackets
\[
\psi_0(t, x, z) = \varepsilon^{-\frac{1}{2}} f_0(t, x, \frac{\alpha(x_0)}{\sqrt{\varepsilon}}(t + \int_{x_0}^x \alpha^{-1}(y) dy)) \varphi_0(z) Q(x) \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]
\[
v_0(t, x, y) = \varepsilon^{-\frac{1}{2}} f_0(t, x, \frac{\alpha(x_0)}{\sqrt{\varepsilon}}(t + \int_{x_0}^x \alpha^{-1}(z) dz)) \varphi_0(y) Q(x) \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]
\[
u_0(t, x, y) = v_0(t, \Phi^{-1}(x, y)),
\]
where we have defined \( f_0(t, x, \lambda) = \int_{\mathbb{R}} e^{iX \xi} f_0(t, x, \xi) d\xi \) for \( f_0(t, x, \xi; x_0) \) arbitrary (sufficiently smooth).

Recall that \( \hat{f}_0 \) is the prescribed initial condition \( (23) \) in the construction of the wavepacket \( \psi_0^f \). The
above result is written with \( \Gamma \) open with an obvious modification when \( \Gamma \) is closed since \( f_0(t, x, \xi; x_0) \)
has support in \( x \) concentrated in the vicinity of \( x_t \).

**Arbitrary initial conditions.** We now prove the following result on a construction of a parametrix.

**Lemma 3.8** Assume:

(vii) \( \Lambda \) is constant, with \( \rho(x) = \partial_\gamma \kappa(x, 0) \) and \( \lambda(x) = \sqrt{\gamma_{21}(x) + \gamma_{22}(x)} \) for \( x \in \mathbb{R} \).

Then (vii)-(viii) hold with \( \Xi = K = \mathbb{R} \) independent of \( m \). In particular, Theorem 2.6 applies.

(vii) \( \Lambda \) holds for instance when \( \gamma \) is constant and the strength of the domain wall \( |\nabla \kappa| \) remains
constant along \( \Gamma \). For an arbitrary tensor \( \gamma(x) \) (smooth and with uniformly positive determinant) and hence an arbitrary coefficient \( \lambda(x) \), we can always construct a domain wall \( \kappa(x, y) \) (with fixed \( \Gamma = \kappa^{-1}(0) \)) such that (vii) \( \Lambda \) holds.

**Proof.** (vii) \( \Lambda \) implies (vi) and (viii) hold for each \( m \) with \( \Xi = K = \mathbb{R} \). Indeed,
\[
A_n(x, \xi; x_0) = \xi \int_{x_0}^x \frac{\alpha(x_0)}{\alpha(y)} dy = (x - x_0) k =: \xi (x - x_0) \Lambda(x, x_0)
\]
with \( \Lambda(x, x_0) \) bounded above and below by strictly positive constants independent of \( m \). The
completeness hypothesis in (vii) with \( q = 1 \) comes from the completeness of the Hermite functions
in \( L^2(\mathbb{R}) \) and the explicit expression (55) while (viii) is then clear since \( q = 1 \). Thus, Theorem 2.6 applies: any (smooth) initial condition appropriately localized in the vicinity of a point \( x_0 \in \Gamma \) may
be decomposed over wavepackets whose propagation is described at the macroscopic level. □
High frequency initial conditions. A similar change of variables to the one in (69) also applies for sufficiently high-frequency initial wavepackets. How high-frequency is, however, $m$–dependent. For $x \in \Xi_m$, the change of variables

$$k_n(x, \xi) = \frac{A_n(x, \xi; x_0)}{x - x_0}$$

defines a diffeomorphism from $\mathbb{R} \times \Xi_m$ to its image for each fixed $x_0$ as one easily verifies. We can use this change of variables to show that any initial condition in mode $m$ with sufficiently high-frequency content $k_n$ may be represented as a wavepacket of the form (10). We leave the details to the reader.

Dispersive modes. Let us consider a first result that applies when (vii)$_D$ holds.

Lemma 3.9 When (vii)$_D$ holds, then (ix) holds as well with $\tilde{\Xi} = \Xi = \mathbb{R}$ and Theorem 2.8 applies.

Proof. Let $\alpha_0 = \alpha(x_0)$. Then, $G_m(t, x, \xi; x_0) = -\epsilon_m \int x \alpha(y) dy$ so that

$$\partial_\xi G_m = -\epsilon_m \int x \alpha(y) dy,$$

$$\partial_\xi^2 G_m = -\epsilon_m \int x \alpha(y) dy,$$

Since $\alpha$ is uniformly bounded above and below by positive constants, there is a unique solution $x_m(t, \xi)$ of $\partial_\xi G_m(t, x, \xi; x_0) = 0$. Define the points $x_{t\pm}$ via

$$\int_{x_0}^{x_{t\pm}} \alpha^{-1}(y) dy = \pm |t|.$$

We observe that $x_m(t, \xi) \in X_t = (x_{t-}, x_{t+})$ for all $\xi \in \mathbb{R}$ and that $x_{t\pm}$ are asymptotically attained as $|\xi| \to \pm \infty$. For $(t, x)$ fixed, we deduce from the constant sign of $\partial_\xi^2 G_m$ that there is at most one solution $\xi_m(t, x)$ such that $\partial_\xi G_m(t, x, \xi; x_0) = 0$. So for $(t, x) \in \mathbb{R} \times X_t$, we have a unique solution $\xi_m$ to that equation. The bound on $\partial_\xi^2 G_m$ in (ix) for $(t, x) \in \mathbb{R} \times X_t$ is clear from its explicit expression with $a = -3$.

Finally, assume that $(t, x) \in \mathbb{R} \times (\mathbb{R} \setminus X_t)$. Then, from the expression of $\partial_\xi G_m$ and the fact that $\alpha^{-1}$ is bounded above and below by positive constants, we obtain that

$$|\partial_\xi G_m(t, x, \xi)| = |\partial_\xi G_m(t, x, \xi) - \partial_\xi G_m(t, x, \xi)| \geq C|x - x_m|$$

$$\geq C \inf |x - x_{t\pm}| + |x_{t\pm} - x_m| \geq C d(x, X_t) + C|t|\langle \xi \rangle^{-2},$$

since, using the above explicit expression for $\partial_\xi G_m(t, x, \xi) = 0$,

$$\inf_{\pm} |x_{t\pm} - x_m| \geq \inf_{\pm} \left| \int_{x_m}^{x_{t\pm}} \alpha^{-1}(y) dy \right| = \inf_{\pm} \left| \int_{x_0}^{x_{t\pm}} - \int_{x_0}^{x_m} \alpha^{-1}(y) dy \right|$$

$$= |t|\left( 1 - \frac{\alpha_0(\xi)}{\alpha_0(\xi)} \right) \geq C|t|\langle \xi \rangle^{-2}.$$

This concludes the derivation of (ix) with $b = -2$ so that Theorem 2.8 applies. □

Remark 3.10 As in Theorem 2.8 the above dispersive estimates apply to $u_0 = \Phi^{-v}_0$ with $v_0(t, x, y) = \Psi_0(t, x, z)$. We obtain a decay in $|t|^{-\frac{3}{2}}$ when $\Gamma$ is open and in both cases $\Gamma$ open or closed, a reduction of the amplitude of $u_0$ by $e^{x^2}$ between time 0 and arbitrary positive times for
all points $x \in \mathcal{X}_t$. Outside of $\mathcal{X}_t$, the solution $u_0$ is smaller with a maximal amplitude reduced by (at least) another order $\varepsilon^{\frac{3}{2}}$ for non-zero times.

We observe that each wavepacket within a narrow frequency band concentrated about a given $\xi$ propagates at speed given by

$$
\dot{x}_m(t, x) = \frac{\partial}{\partial t} x_m(t, x) = \frac{\epsilon_m \alpha_0 \alpha(x_m) \xi}{\sqrt{\alpha_0^2 \xi^2 + 2n \lambda \rho}},
$$

(70)

for $x \in \mathcal{X}_t$. When $n = 0$, we retrieve that $\dot{x} = -\alpha(x)$ independent of $\xi$ for the relativistic mode. For $n \geq 1$, we also observe that modes with large wavenumber $\xi$ are close to relativistic with a speed that converges to $\epsilon_m \alpha(x)$ as $|\xi| \to \infty$.

Repeated iterations of the non-stationary phase argument presented in the proof of Theorem 2.8 show that the decay of $\Psi_0$ outside of $\mathcal{X}_t$ is faster than any power of $\varepsilon$.

**Local dispersion effect.** The preceding result assumes $\Xi = \mathbb{R}$ in (ix'), which only holds for the specific model with $\lambda \rho$ constant. When $\lambda$ and $\rho$ are arbitrary, we saw that the component $A_n(x, \xi; x_0)$ may have a non-trivial imaginary component. However, when $\xi \in \Xi_\alpha$, defined in (61), no such effect occurs and dispersion may be estimated. We consider this setting here.

(ix')$_D$ Assume $n$ fixed and recall that $\xi_{\min} = \alpha_0^{-1} \sup_{x \in \mathbb{R}} \sqrt{2n(\lambda \rho(x)) - (\lambda \rho(x_0))}$. Define $\Xi_\delta = \{\xi \in \mathbb{R}; |\xi| > \xi_{\min} + \delta\}$ for $\delta > 0$. We assume (ix) with $\Xi = \Xi_\delta$ and $\tilde{\Xi} = \Xi_2 \delta \subset \Xi_\delta$.

**Lemma 3.11** Under (ix')$_D$, the results stated in Theorem 2.8 apply.

**Proof.** We assume that $\xi \in \Xi = \Xi_\delta$ implying that $A_n(x, \xi; x_0)$ is real-valued. Define $\beta(x) = 2n(\lambda \rho)(x)$ and $\beta_0 = \beta(x_0)$ while $\tilde{\beta}(x) = \beta(x_0) - \beta(x)$. With $x_0$ fixed, we have

$$
G_m(t, x, \xi) = -\epsilon_m t \sqrt{\alpha_0^2 \xi^2 + 2n(\lambda \rho)(x_0)} + \text{sign}(\xi) \int_{x_0}^{x} \sqrt{\alpha_0^2 \xi^2 + \tilde{\beta}(y)} \frac{1}{\alpha(y)} dy.
$$

We use repeatedly for $a^2 > 0$ and $b \geq 0$ that

$$
\partial_\xi \sqrt{a^2 \xi^2 + b} = \frac{a^2 \xi}{\sqrt{a^2 \xi^2 + b}}, \\
\partial_\xi \sqrt{a^2 \xi^2 + b} = \frac{a^2 b}{(a^2 \xi^2 + b)^{\frac{3}{2}}}.
$$

Then,

$$
\partial_\xi G_m = \frac{-\epsilon_m t \alpha_0^2 \xi}{\sqrt{\alpha_0^2 \xi^2 + 2n(\lambda \rho)(x_0)}} + \frac{\xi^2}{|\xi|} \int_{x_0}^{x} \frac{\alpha_0^2}{\sqrt{\alpha_0^2 \xi^2 + \tilde{\beta}(y)}} \frac{1}{\alpha(y)} dy.
$$

For $|\xi| > \xi_{\min} + \delta$, the above integrand is strictly positive and bounded so that there is a unique $x_m(t, \xi)$ such that $\partial_\xi G_m(t, x_m(t, \xi), \xi) = 0$. Moreover, at that point $x = x_m(t, \xi)$, we find after some algebra that

$$
|t| = \int_{x_0}^{x} \sqrt{1 + \frac{\beta(y)}{\alpha_0^2 \xi^2 + \beta(y)}} \frac{1}{\alpha(y)} dy \leq C|x - x_0|(|\xi| - \xi_{\min})^{-1}
$$

so that the signal propagates with a group velocity at least equal to $C\delta$ for some constant $C$. 
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An additional differentiation yields
\[ \partial_x^2 G_m = \frac{-\epsilon_m \alpha_0^2 \beta(x_0)}{(\alpha_0^2 \xi^2 + \beta(x_0))^2} + \text{sign}(\xi) \int_{x_0}^{x} \frac{\alpha_0^2 \tilde{\beta}(x_0)}{(\alpha_0^2 \xi^2 + \beta(y))^2} \frac{1}{\alpha(y)} dy. \]

At the point \( x \) where \( \partial_x G_m = 0 \), this gives
\[ \text{sign}(\xi) \partial_x^2 G_m = \frac{-\beta(x_0)}{\alpha_0^2 \xi^2 + \beta(x_0)} \int_{x_0}^{x} \frac{\alpha_0^2 \tilde{\beta}(x_0)}{(\alpha_0^2 \xi^2 + \beta(y))^2} \frac{1}{\alpha(y)} dy + \int_{x_0}^{x} \frac{\alpha_0^2 \tilde{\beta}(x_0)}{(\alpha_0^2 \xi^2 + \beta(y))^2} \frac{1}{\alpha(y)} dy \]
\[ = \int_{x_0}^{x} \frac{\alpha_0^2 \tilde{\beta}(x_0)}{(\alpha_0^2 \xi^2 + \beta(x_0))(\alpha_0^2 \xi^2 + \beta(y))^2} \frac{1}{\alpha(y)} dy \]
from which we deduce that at such points,
\[ |\partial_x^2 G_m(t, x, \xi)| \geq C\langle \xi\rangle^{-3} |x - x_0| \geq C\langle \xi\rangle^{-3} |t| (|\xi| - \xi_{\min}^{-1}). \]

This proves the lower bound for \( G_m' \) for \( x \in \mathcal{X}_1 \) and \( \xi \in \Xi = \Xi_1 \).

It remains to obtain a lower-bound for \( \partial_x G_m \) when \( x \not\in \mathcal{X}_1 \) and \( \xi \in \Xi = \Xi_2 \). Assume \( \xi > 0 \) for concreteness. For \((t, \xi) \in \mathbb{R} \times \Xi_2\), there is a unique \( x_m(t, \xi) \) such that \( \partial_x G_m(t, x_m, \xi) = 0 \). Recall that \( \mathcal{X}_1 = (x_-, x_+) \) is defined as the range of \( x_m(t, \xi) \) for \( \xi \in \Xi = \Xi_\delta \) and is an interval for \( \xi \geq \xi_{\min} + \delta \). Define \( \mathcal{X}_0 = (\tilde{x}_-, \tilde{x}_+) \) as the range of \( x_m(t, \xi) \) for \( \xi \in \Xi = \Xi_{2\delta} \). We have \( x_- < \tilde{x}_- < x_+ \) for \( t \neq 0 \).

For \( x \geq x_+ \), we find as in the preceding case that
\[ |\partial_x G_m(t, x, \xi)| \geq C d(x, x_+) + C|t|\langle \xi\rangle^{-2}. \]

For \( x < x_- \), we obtain from the above expression for \( \partial_x G_m \), the definition of \( \xi_{\min} \), and the fact that \( \partial_x G_m(t, x_m, \xi) = 0 \), that
\[ |\partial_x G_m(t, x, \xi)| = \left| \int_{x}^{x_m} \frac{\xi_0^2}{\sqrt{\alpha_0^2 \xi^2 + \tilde{\beta}(y)} \alpha(y)} \right| \geq C \delta |x - x_m| = C \delta (|x - x_-| + |x_- - \tilde{x}_-|). \]

It remains to find a lower bound on \( |x_- - \tilde{x}_-| \) to obtain a lower bound on \( |\partial_x G_m| \) for \( \xi \in \Xi_{2\delta} \). At fixed \( t \), let \( x_T \) be the solution of
\[ t = \int_{x_0}^{x_T} \frac{\sqrt{\tau^2 + \beta(x_0)}}{\sqrt{\tau^2 + \tilde{\beta}(y)}} \frac{1}{\alpha(y)} dy, \quad \alpha_0(\xi_{\min} + \delta) \leq \tau \leq \alpha_0(\xi_{\min} + 2\delta). \]

Differentiating with respect to \( \tau \) yields
\[ 0 = \frac{\partial x_T}{\partial \tau} \frac{\sqrt{\tau^2 + \beta(x_0)}}{\sqrt{\tau^2 + \tilde{\beta}(x_T)}} \frac{1}{\alpha(x_T)} + \int_{x_0}^{x_T} \frac{-\beta(y)}{(\tau^2 + \tilde{\beta}(x_0))(\tau^2 + \tilde{\beta}(y))^2} \frac{1}{\alpha(y)} dy \]
from which we observe that
\[ \left| \frac{\partial x_T}{\partial \tau} \right| \geq C \sqrt{\tau^2 + \tilde{\beta}(x_T)} \int_{x_0}^{x_T} dy = C \delta(x_T - x_0) \geq C \delta^2 |t|. \]

Integrating over an interval of length \( \alpha_0 \delta \), we find that \( |x_- - \tilde{x}_-| \geq C \delta^3 |t| \). Thus overall,
\[ |\partial_x G_m(t, x, \xi)| \geq C \delta ((x_- - x) + \delta^3 t). \]

It remains to apply Theorem \[2.8\] to conclude. \[\blacksquare\]
4 Klein-Gordon operators

This section considers the general semiclassical Klein-Gordon equation

\[ L_{KG} = -c^{-2}(\varepsilon D_t)^2 + \varepsilon D \cdot \gamma D + \kappa^2 - \varepsilon V = \varepsilon^2 c^{-2} \partial_t^2 - \varepsilon^2 \nabla \cdot \gamma \nabla + \kappa^2 - \varepsilon V. \] (71)

Here \( \gamma \) is a uniformly positive definite symmetric tensor at each point \((x, y) \in \mathbb{R}^2\), \( \kappa \) is the usual domain wall, \( c \) is a uniformly positive sound speed, and \( V \) is an additional real-valued coefficient satisfying the constraint that \(-\varepsilon^2 \nabla \cdot \gamma \nabla + \kappa^2 - \varepsilon V \) remains a non-negative operator. All coefficients are assumed smooth and bounded.

A first objective is to find an expression for \( V \) allowing for the presence of relativistic modes such as (5). In the operator \( L_{KG} \) defined in (4) in the introduction, we chose \( V = 1 \). When the domain wall is curved, the choice of \( V \) is more complicated.

On \( \Gamma \) are defined the tangent vector \( \tau \) to the curve \( \Gamma \) and normal vector \( \nu \) to it; see Figure 2.1. These vectors are naturally extended to the vicinity of \( \Gamma \) given by \((x, y) \in \Gamma_{2\eta} := \Phi(\mathbb{R} \times [-2\eta, 2\eta])\) by defining \((\tau, \nu)\) at \((x, y) = \Phi(\tilde{x}, \tilde{y})\) to be the same vectors as those defined at \( \Phi(\tilde{x}, 0) \). In such a vicinity, we decompose \( \gamma \) such that

\[ D \cdot \gamma D = D_\tau (\gamma_{11} - \frac{\gamma_{12}}{2\eta}) D_\tau + (D_\nu + D_\tau \frac{\gamma_{12}}{2\eta}) (D_\nu + \frac{\gamma_{12}}{2\eta} D_\tau). \]

Here, \( D_\tau = \tau \cdot D \) and \( D_\nu = \nu \cdot D \). We next define the operators

\[ a_\tau = \sqrt{\gamma_{11} - \frac{\gamma_{12}}{2\eta}} \sqrt{\varepsilon} \partial_\tau, \quad a_\nu = \sqrt{\frac{\gamma_{12}}{2\eta}} \sqrt{\varepsilon} (\partial_\nu + \frac{\gamma_{12}}{2\eta} \partial_\tau) + \varepsilon^{-\frac{1}{2}} \kappa \chi_\eta. \]

We still denote by \( \chi_\eta \in C^\infty_c(\mathbb{R}^2) \) a function equal to 1 in the \( \eta \)-vicinity of \( \Gamma \) and equal to 0 for points that are a distance at least \( 2\eta \) away from \( \Gamma \). We find that

\[ L_{KG} = -c^{-2}(\varepsilon D_t)^2 + \varepsilon a_\tau^2 a_\tau + \varepsilon a_\nu^2 a_\nu + (1 - \chi_\eta^2) \kappa^2 + \sqrt{\frac{\gamma_{12}}{2\eta}} \varepsilon (\partial_\nu + \frac{\gamma_{12}}{2\eta} \partial_\tau)(\kappa \chi_\eta) - \varepsilon V. \]

We then choose

\[ V = (\partial_\nu + \frac{\gamma_{12}}{2\eta} \partial_\tau) \kappa \chi_\eta - W \] (72)

and assume that \( W \geq 0 \). An operator \( L_{KG} \) with specific weight \( W = 0 \) in the vicinity of \( \Gamma \) allows for relativistic modes propagating along \( \Gamma \). As soon as \( W > 0 \), however, these modes acquire a non-vanishing mass term and disperse. The term \( V \) takes the above form in the vicinity of \( \Gamma \); its expression is irrelevant away from \( \Gamma \) and this is the reason why it was multiplied by \( \chi_\eta \).

In a variational formulation, we use the above decomposition close to \( \Gamma \) and the original expression for \( L \) away from \( \Gamma \) to construct a meaningful energy functional. More precisely, define the energy functional (for \( u \) real-valued)

\[ \mathcal{E}[u](t) = \sqrt{\mathcal{E}^2[u](t)} = \frac{1}{2} \int_{\mathbb{R}^2} \varepsilon c^{-2}(\partial_t u)^2 + \varepsilon \nabla u \cdot \nabla u + \varepsilon^{-1} \kappa^2 u^2 - V u^2 \; dx dy. \] (73)

We may decompose this integral as performed over \( \Gamma_{2\eta} \) and \( \mathbb{R}^2 \setminus \Gamma_{2\eta} \). The second term has the above expression with \( V = -W \leq 0 \) as expected from an energy functional while the integral over \( \Gamma_{2\eta} \) takes the form

\[ \frac{1}{2} \int_{\Gamma_{2\eta}} \varepsilon c^{-2}(\partial_t u)^2 + \varepsilon (a_\tau u)^2 + \varepsilon (a_\nu u)^2 + \varepsilon^{-1}(1 - \chi_\eta^2) \kappa^2 u^2 + \varepsilon W u^2 \; dx dy. \]
We observe by standard integrations by parts that for $u$ sufficiently smooth and rapidly decaying:

$$\int_{\mathbb{R}^2} \partial_t u \varepsilon^{-1} L_{KG} u \, dx dy = \frac{d}{dt} E[u](t).$$

This shows the energy conservation for any problem of the form $Lu = g$ with appropriate prescribed initial conditions $u(t = 0)$ and $\sqrt{\varepsilon} \partial_t u(t = 0)$. By construction, $-V \geq 0$ where $\chi_\eta = 0$. On the domain where $\chi_\eta = 1$, i.e., in the vicinity of $\Gamma$, the integrand in $E$ is given by

$$\frac{1}{2} \int_{\chi_\eta=1} c^{-2}(\sqrt{\varepsilon} \partial_t u)^2 + (a_\tau u)^2 + (a_\nu u)^2 + Wu^2 \, dx dy.$$

The above provides a uniqueness and existence result for the Klein-Gordon wave equation. For a source problem $L_{KG} u = g$, we obtain

$$\partial_t u \varepsilon^{-1} L u = \partial_t u \varepsilon^{-1} g = \varepsilon^{-\frac{3}{2}} g \sqrt{\varepsilon} \partial_t u.$$

We thus deduce a control of $\sqrt{E}[u]$ by $\varepsilon^{-\frac{3}{2}} g$ with $-\frac{3}{2} = \frac{1}{2} - q$. We thus obtained:

**Lemma 4.1** Let $W \geq 0$ in (72). Then (vi) holds for $\sqrt{E}$ defined in (73) with $q = 2$.

**Multiscale operator.** Consider the pulled back operator $P = \Phi^* L \Phi^{-*}$ given by

$$P = -c_P^{-2} (\varepsilon D_t)^2 + \varepsilon D \cdot \gamma_P \varepsilon D + \kappa_P^2 - \varepsilon V_P,$$

where the pulled-back coefficients are found to be:

$$c_P = c_L \circ \Phi, \quad \kappa_P = \kappa_L \circ \Phi, \quad V_P = V_L \circ \Phi, \quad \gamma_P = J^{-1} \gamma_L \circ \Phi J^{-T}.$$

We drop the subscript $P$ below. This gives the multiscale operator

$$\hat{P}_m = -c^{-2} (\varepsilon D_t + \sqrt{\varepsilon} \partial_t G_m)^2 + (\varepsilon D_x + \sqrt{\varepsilon} \partial_x G_m, \sqrt{\varepsilon} D_z) \gamma (\varepsilon D_x + \sqrt{\varepsilon} \partial_x G_m, \sqrt{\varepsilon} D_z)^T + (\kappa^2 - \varepsilon V)(x, \sqrt{\varepsilon} z)$$

where $\gamma$ is also seen as a function of $(x, \sqrt{\varepsilon} z)$. From this, we deduce

$$P_{m0} = -c^{-2} (\partial_t G_m)^2 + (\partial_x G_m, D_0 \gamma(x, 0) (\partial_x G_m, D_z)^T + (\rho(x) z)^2 - V_0(x).$$

Here, as in the Dirac case, $\rho(x) = \partial_n \kappa(x, 0)$. We also write $c(x) = c(x, 0)$. Finally,

$$V_0(x) = \sqrt{\gamma z}(x) \rho(x)$$

is the leading term in $V = V_0 + \sqrt{\varepsilon} V_1$ since $\partial_t \kappa = 0$ along $\Gamma$.

Define $E = -\partial_t G_m$ and $\zeta = \partial_x G_m$. We recast the above operator as

$$-c^{-2} E^2 + \zeta^2 \gamma_{11} + 2 \gamma_{12} \zeta D_z + \gamma_{22} D_z^2 + (\rho z)^2 - V_0$$

$$= -c^{-2} E^2 + \zeta^2 \left( \gamma_{11} - \frac{2}{\gamma_{22}} \right) + \gamma_{22} (D_z + \frac{\gamma_{12}}{\gamma_{22}} \zeta)^2 + (\rho z)^2 - V_0$$

$$= e^{-i \frac{\gamma_{12}}{\gamma_{22}} \zeta z} \left( -c^{-2} E^2 + \zeta^2 \left( \gamma_{11} - \frac{\gamma_{12}}{\gamma_{22}} \right) + \gamma_{22} D_z^2 + (\rho z)^2 - V_0 \right) e^{i \frac{\gamma_{12}}{\gamma_{22}} \zeta z}$$

$$= e^{-i \frac{\gamma_{12}}{\gamma_{22}} \zeta z} \left( -c^{-2} E^2 + \zeta^2 \left( \gamma_{11} - \frac{\gamma_{12}}{\gamma_{22}} \right) + a^* a + W \right) e^{i \frac{\gamma_{12}}{\gamma_{22}} \zeta z}, \quad a = \sqrt{\gamma_{22}} \partial_z + \rho z.$$
Define similarly to the Dirac case $\lambda = \sqrt{\gamma_{22}}$ and $\alpha = \sqrt{\gamma_{11} - \frac{\gamma_{12}^2}{\gamma_{22}}}$.

The eigenvalues of $\alpha^2 a$ are $2n\lambda\rho$ for $n \geq 0$ and are associated with the eigenvector $\varphi_n(x,z)$ defined in (53). The solutions of $P_m\phi_m = 0$ (in the variable $\zeta$) are thus given by

$$E_m(x, \zeta) = c(x)\epsilon_m \sqrt{\alpha^2 \zeta^2 + 2n\lambda\rho + W}, \quad \phi_m(x, \zeta, z) = e^{-i\frac{2\epsilon}{\sqrt{22}} \zeta z} \varphi_n(x,z).$$

The associated Eikonal equations are thus given by

$$\partial_t G_m + c(x)\epsilon_m \sqrt{\alpha^2 (\partial_x G_m)^2 + 2n\lambda\rho + W} = 0.$$  \hspace{1cm} (74)

These are essentially the same eikonal equations (50) as for the Dirac operator. We assume $W = 0$ to simplify and to allow for the presence of relativistic modes. When $W$ does not vanish, we simply replace $2n\lambda\rho$ below by $2n\lambda\rho + W$. Explicitly, we find

$$G_m(t, x, \xi) = -\epsilon_m B_n(\xi) t + A_n(x, \xi), \quad B_n(\xi) = c(x_0)\sqrt{\alpha^2(x_0)\xi^2 + 2n(\lambda\rho)(x_0)}$$

$$A_n(x, \xi) = \text{sign}(\xi) \int_{x_0}^{x} \sqrt{\frac{c^2(x_0)}{c^2(y)} (\alpha^2(x_0)\xi^2 + 2n(\lambda\rho)(x_0))} - 2n(\lambda\rho)(y) \frac{dy}{\alpha(y)}$$  \hspace{1cm} (75)

where we assume that $\xi \in \Xi_m$ with

$$\Xi_m = \left\{ \xi \in \mathbb{R}, \inf_{x \in \mathbb{R}} \frac{c^2(x_0)}{c^2(x)} (\alpha^2(x_0)\xi^2 + 2n(\lambda\rho)(x_0)) - 2n(\lambda\rho)(x) > \delta^2 \right\}.$$  \hspace{1cm} (76)

Up to a universal constant, the definition of $\Xi_m$ in (76) is similar to that of (61) in the Dirac case. Unlike the Dirac case, we do not consider the case $\delta = 0$ even when $c^2\lambda\rho$ is constant since, as we will observe, the inversion of the transport operator is unstable when $n = 0$ for $|\xi|$ small.

The modes $n = 0$ for $\epsilon_m = \pm 1$ are relativistic with different directions of propagation, unlike the Dirac case where only $\epsilon_m = -1$ is allowed. The general solution of $P_m \psi_0 = 0$ is

$$\psi_0(t, x, \xi, z; x_0) = f_0(t, x, \xi; x_0) \phi_m(x, \xi, z; x_0), \quad \phi_m(x, \xi, z; x_0) := e^{-i\frac{2\epsilon}{\sqrt{22}} z \partial_x A_n(x, \xi)} \varphi_n(x, z).$$

Since the Hermite functions $\varphi_n$ form an orthonormal basis of $L^2(\mathbb{R}_z; \mathbb{C})$ and $\epsilon_m = \pm 1$ for $m = (n, \epsilon_m)$, we obtain that the families $\phi_m$ for $m \in M_1 = \{\epsilon_m = 1\}$ and $m \in M_2 = \{\epsilon_m = -1\}$ also form orthonormal basis of $L^2(\mathbb{R}_z; \mathbb{C})$. This proves (i-ii) as well as (vii) provided $\Xi_m$ may be chosen independent of $m$ as in section 3. Note that when the anisotropy coefficient $\gamma_{12} = 0$, then $\phi_m$ does not depend on the multiscale parameter $\xi$ nor on the location of the initial wavepacket $x_0$.

Using the above expression for $E_m$, the equation $P_m \psi = g$ is recast as

$$(a^* a - 2n\lambda\rho)e^{i\frac{2\epsilon}{\sqrt{22}} z \partial_x A_n(x, \xi)} \psi = e^{i\frac{2\epsilon}{\sqrt{22}} z \partial_x A_n(x, \xi)} g.$$  

We define the kernel

$$N_x = C\phi_m(x, \partial_x A_n(x, \xi), z) = C\varphi_n(x, z) \subset L^2(\mathbb{R}_z; \mathbb{C})$$

and $N^\perp$ the orthogonal complement in $L^2(\mathbb{R}_z; \mathbb{C})$. For $g \in N^\perp \cap S_{p+1}$ for each $(x, \xi; x_0)$, there is a unique solution in $S_p$ to $P_m \psi = g$ denoted by

$$P_m^{-1}g = e^{-i\frac{2\epsilon}{\sqrt{22}} z \partial_x A_n(x, \xi)} (a^* a - 2n\lambda\rho)^{-1} e^{i\frac{2\epsilon}{\sqrt{22}} z \partial_x A_n(x, \xi)} g.$$  \hspace{1cm} (77)

Any solution of the above equation is of the form $\psi = P_m^{-1}g + f\phi_m$ for $f(x, \xi; x_0) \in S_p(\mathbb{R}; \mathbb{C})$.

The operator $(a^* a - 2n\lambda\rho)^{-1}$ is bounded since successive eigenvalues of $a^* a$ are separated by $2\lambda\rho$, which is uniformly bounded below. This proves (iii) with $q_2 = 0$.  
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Transport equation. We now look at the next-order term
\[
\mathcal{P}_{m1} = -z \partial_y c^{-2} (\partial_t G_m)^2 - 2c^{-2} \partial_t G_m D_t + (\partial_x G_m, \partial_z) \partial_y \gamma (\partial_z G_m, D_z)^T + (D_x, 0) \gamma (\partial_z G_m, 0)^T + (\partial_x G_m, 0)^T + \partial^2_y \kappa \partial_y \kappa z^3 - z \partial^3_{xy} \kappa - z \partial^2_x \kappa + z \partial_y W.
\]
The transport operator is defined by and verifies the following identities
\[
(f_1 \phi_m, \mathcal{P}_{m1} f_0 \phi_m) = (f_1, \mathcal{T}_m f_0)_x = (\mathcal{P}_{m1} f_1 \phi_m, f_0 \phi_m) = (\mathcal{T}_m f_1, f_0)_x
\]
which shows that \(\mathcal{T}_m\) is symmetric for the usual inner product on \(L^2(\mathbb{R}^2)\). Above, \((\cdot, \cdot)\) is the usual inner product on \(L^2(\mathbb{R}^2)\).

All terms proportional to \(z\) or \(z^3\) cancel when integrating in the \(z\) variables in the construction of \(\mathcal{T}_m\) since \(\varphi_{n-1}^2\) is even. Moreover, we observe that
\[
\begin{align*}
\int dz \; \partial_x G_m \bar{\phi}_m z \partial_y \gamma_{12} D_z \phi_m + D_z \phi_m z \partial_y \gamma_{12} \partial_x G_m \phi_m &= 0, \\
\int dz \; \partial_x G_m \bar{\phi}_m z \partial_y \gamma_{11} \partial_x G_m \phi_m + D_z \phi_m z \partial_y \gamma_{22} D_z \phi_m &= 0
\end{align*}
\]
since, using \(\zeta = \partial_x A_n(x, \xi)\),
\[
D_z \phi_m = \left(\frac{\gamma_{12}}{\gamma_{22}} \zeta \varphi_n - D_z \varphi_n\right) e^{-i \frac{\gamma_{12}}{\gamma_{22}} \zeta z}, \quad D_z \varphi_n + \overline{D_z \varphi_n} = 0.
\]
As a consequence,
\[
\mathcal{T}_m = -2c^{-2} \partial_x G_m D_t + (\phi_m, [D_x, 0] \gamma (\partial_x G_m, 0)^T + (\partial_x G_m, 0)^T \phi_m)_z
\]
\[
= -2c^{-2} B_n(\xi) \epsilon_m \left(D_t + j_m(D_x + \tilde{\theta})\right),
\]
where we have defined
\[
j_m(x, \xi) = -\epsilon_m c^2(x) \gamma_{11}(x) \frac{\partial_x A_n(x, \xi)}{B_n(\xi)}
\]
and \(\tilde{\theta}(x, \xi)\) implicitly.

From the construction of \(G_m\), we obtain that \(B_n\) and \(A_n\) are homogeneous of degree one in \((\xi, \sqrt{n})\) and hence so are all coefficients in \(\mathcal{T}_m\) since \(j_m\) and \(\tilde{\theta}\) as constructed are homogeneous of degree zero in \((\xi, \sqrt{n})\). This contrasts with the Dirac cases where such coefficients are homogeneous of degree zero in \((\xi, \sqrt{n})\) and reflects the second-order nature of the Klein-Gordon operator.

When \(n \geq 1\), then \(c^{-2} B_n(\xi)\) is bounded below by positive constants independent of \((x, \xi)\). However, when \(n = 0\), \(B_n(\xi)\) is proportional to \(|\xi|\) and is arbitrarily small for \(|\xi|\) small. It is the reason for the choice of \(\Xi_m\) in (76) with \(\delta > 0\). An equation of the form \(\mathcal{T}_m f = g\) is not stable when \(n = 0\) uniformly in \(\xi\) unless \(|\xi| \geq C \delta\) for \(C \delta > 0\), which is imposed in (76).

Note that as in the Dirac setting, \(|j_m|\) is uniformly bounded below by a positive constant for \(\xi \in \Xi_m\) when \(\delta > 0\). Up to a multiplication by \(2c^{-2} B_n(\xi)\), and a slightly different definition of the current \(j_m\), the operator \(\mathcal{T}_m\) is the same as the one obtained in (62) for Dirac operators. We thus obtain the same explicit inversion procedure as the one given in Lemma 3.3. The main difference is that \(\mathcal{T}_m^{-1}\) now involves a multiplication by \((2c^{-2} B_n(\xi))^{-1}\), which is uniformly bounded provided \(|\xi| \geq C \delta > 0\).

We thus obtain that for \(\Xi\) defined as \(\Xi_m\), then (iv) holds. From the definition of the operators \(\mathcal{P}_{mj}\), (v) holds with \(q = 2\). Summarizing the above results, we thus obtained:
Lemma 4.2 Let $\Xi = \Xi_m$ in (76) and $W \geq 0$. Then conditions (i-vi) hold with $q = 2$ and $q_2 = 0$.

Remark 4.3 The comments in Remark 3.4 still apply for the Klein-Gordon model. In particular, when $c^2\lambda \rho$ is not constant, then $G_m$ may become complex valued when $\xi \notin \Xi_m$ in (76). As for the Dirac model, solutions to the transport should no longer be controlled to reflect the fact that the ansatz (16) is no longer meaningful to describe tunneling effects; see also Remark 2.9.

The operator $T_m$ in (78) is similar to its counterpart for the Dirac equation with the main difference that its coefficients are bounded below by $C\langle \xi \rangle$ for $\xi$ large. As a result $T_m^{-1}$ involves a regularization of the form $\langle \xi \rangle^{-1}$. The operator $T_m^{-1}P_m1P_m1^{-1}P_m0$ involves multiplication by $\langle \xi \rangle^{2q-1} = \langle \xi \rangle^3$. Accounting for this improved regularity would require us to separate the role of $\langle \xi \rangle$ and $(D_t, D_x)$ in the definition of the spaces $S_p$, which we do not do here.

We may therefore apply Theorem 2.5 and obtain accurate solutions of the equation $L_{KG}u = 0$ by means of wavepackets of the form $u^J$. Such wavepackets satisfy the results stated in Theorem 2.7 when $n = 0$ and Theorem 2.8 when $n \geq 1$. Hypothesis (ix) is verified exactly as in section 3 for the Dirac operator. The main difference between the Dirac and Klein-Gordon models is the presence of two counter-propagating relativistic modes for the topologically trivial Klein-Gordon model and only one relativistic mode for the topologically non-trivial and time-reversal-symmetry-breaking Dirac model. Note that the Klein-Gordon model admits relativistic modes only for the specific choice of $V$ given by $W = 0$ whereas relativistic modes naturally always appear for the Dirac model.

We conclude this section with the following result:

Lemma 4.4 Assume

\begin{align*}
\langle \cdot \rangle_{KG} \quad c^2\lambda \rho \text{ is constant and } \Xi = \{ |\xi| \geq \delta \} \text{ for } \delta > 0.
\end{align*}

Then (vii)-(viii) hold and Theorem 2.6 applies.

Proof. That (vii) follows from (vii)$_{KG}$ is proved as for the Dirac operator since

\begin{align*}
A_n(t, \xi) = \xi \int_{x_0}^{x} \frac{c(x_0)\alpha(x_0)}{c(y)\alpha(y)} dy = (x - x_0)k := \xi(x - x_0)\Lambda(x, x_0)
\end{align*}

with $\Lambda(x, x_0)$ bounded above and below by strictly positive constants independent of $m$. The completeness condition is again a consequence of the completeness of the Hermite functions in $L^2(\mathbb{R})$. To prove (viii), we observe that $B_{n1} = -B_n$ while $B_{n2} = +B_n$ with $B_n$ given in (75). The $2 \times 2$ Vandermonde matrix $A$ in (viii) therefore has determinant $2B_n$, which is homogeneous of degree 1 in $(\xi, \sqrt{n})$ and hence uniformly bounded from below when $\xi \in \Xi$ given in (vii)$_{KG}$. Thus Theorem 2.6 applies and we obtain that arbitrary initial conditions with frequencies supported in $K$ (avoiding an arbitrarily small $\varepsilon$-independent vicinity of the point $k = 0$) may be represented as a superposition of wavepackets constructed in Lemma 2.4.
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