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Abstract
We study in this paper the small data Cauchy problem for the semilinear generalized Tricomi equations with a nonlinear term of derivative type

\[ u_{tt} - t^{2m} \Delta u = |u_t|^p \]

for \( m \geq 0 \). Blow-up result and lifespan estimate from above are established for \( 1 < p \leq 1 + \frac{2}{(m+1)(n-1)-m} \). If \( m = 0 \), our results coincide with those of the semilinear wave equation. The novelty consists in the construction of a new test function, by combining cut-off functions, the modified Bessel function of second kind and a (generalized) eigenfunction of the Laplacian. Interestingly, if \( n = 2 \) the blow-up power is independent of \( m \). We also furnish a local existence result, which implies the optimality of lifespan estimate at least in the 1-dimensional case.

Keywords Generalized Tricomi equations · Semilinear · Derivative nonlinearity · Blow-up · Lifespan

Mathematics Subject Classification Primary 35L71; Secondary 35B44

1 Introduction

In this work, we consider the small data Cauchy problem for the semilinear generalized Tricomi equations with a power-nonlinearity of derivative type

\[ u_{tt} - t^{2m} \Delta u = |u_t|^p \]

for \( m \geq 0 \). Blow-up result and lifespan estimate from above are established for \( 1 < p \leq 1 + \frac{2}{(m+1)(n-1)-m} \). If \( m = 0 \), our results coincide with those of the semilinear wave equation. The novelty consists in the construction of a new test function, by combining cut-off functions, the modified Bessel function of second kind and a (generalized) eigenfunction of the Laplacian. Interestingly, if \( n = 2 \) the blow-up power is independent of \( m \). We also furnish a local existence result, which implies the optimality of lifespan estimate at least in the 1-dimensional case.
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1 Introduction

In this work, we consider the small data Cauchy problem for the semilinear generalized Tricomi equations with a power-nonlinearity of derivative type
The initial data \( f, g \) are compactly supported functions from the energy spaces
\[
f \in H^1(\mathbb{R}^n), \quad g \in H^{1-\frac{1}{m+1}}(\mathbb{R}^n),
\]
and, without loss of generality, we may assume
\[
supp(f, g) \subset \{ x \in \mathbb{R}^n : |x| \leq 1 \}. \tag{1.2}
\]

Recently, the semilinear generalized Tricomi equations attract more and more attention, due to their physical background. In dimension \( n = 1 \) and for \( m = 1/2 \), the equation
\[
utt - tu_{xx} = 0
\]
is the classical linear Tricomi equation, which was introduced by Tricomi [43] in the context of boundary value problems for partial differential equations of mixed type. The Tricomi equation appears in gas dynamic problems, connected to gas flows with nearly sonic speed, describing the transition from subsonic flow \((t < 0)\) to supersonic flow \((t > 0)\), see Frankl [9]. We refer to Yagdjian [46–50] and references therein for more details.

For \( k > 0 \) and \( n \geq 1 \), the operator
\[
T = \partial_t^2 - t^k \Delta
\]
appearing in (1.1) is also known as Gellerstedt operator. The first direction in the study of (generalized) Tricomi equations is to construct the explicit fundamental solution. Barros-Neto and Gelfand [3–5] first established the fundamental solution for
\[
yu_{xx} + u_{yy} = 0
\]
in the whole plane. For the Gellerstedt operator (1.3) with \( k \in \mathbb{N} \), Yagdjian [46] constructed a fundamental solution relative to an arbitrary point \( (t_0, x_0) \in [0, +\infty) \times \mathbb{R}^n \) with support located in the “forward cone” \( D(t_0; f) = \{ (t, x) \in \mathbb{R}^{n+1} : (k+2)|x-x_0| \leq 2(t-t_0)^{k/2+1} \} \).

Recently, the long time behavior of solutions for small data Cauchy problem to the semilinear generalized Tricomi equation
\[
\begin{align*}
utt - t^k \Delta u &= |u|^p, \quad \text{in } [0, T) \times \mathbb{R}^n, \\
u(0, x) &= \varepsilon f(x), \quad u_t(0, x) = \varepsilon g(x) \quad x \in \mathbb{R}^n,
\end{align*}
\tag{1.4}
\]
comes into interest. The main goal is to determine the critical power \( p_c(k, n) \) such that, if \( 1 < p \leq p_c(k, n) \) then the solution blows up in a finite time, while if \( p > p_c(k, n) \) there is a unique global-in-time solution. Yagdjian [47] obtained some partial results, in the sense that there was still a gap between the blow-up and global existence ranges. The critical power is finally established in a recent series of works by He, Witt and Yin [13–16] (see also the Doctoral dissertation by He [12]). For \( k \geq 1 \), \( p_c(k, n) \) admits the following form:

- if \( n = 1 \), then \( p_c(k, 1) = 1 + \frac{4}{k} \);
- if \( n \geq 2 \), then \( p_c(k, n) \) is the positive root of the quadratic equation
  \[
  2 + \left[ n + 1 - 3 \left( 1 - \frac{2}{k+2} \right) \right] p - \left[ n - 1 + \left( 1 - \frac{2}{k+2} \right) \right] p^2 = 0.
  \]
Recently, Lin and Tu [29] studied the upper bound of lifespan estimate for (1.4), and Ikeda, Lin and Tu [20] established the blow-up and upper bound of lifespan estimate for the weakly coupled system of the generalized Tricomi equations with multiple propagation speed. The critical power above should be compared with the corresponding one for the semilinear wave equation \( u_{tt} - \Delta u = |u|^p \). Indeed, letting \( k = 0 \) in the definition of \( p_c(k, n) \), we infer \( p_c(0, 1) = +\infty \) and, for \( n \geq 2 \), \( p_c(0, n) \) becomes the so-called Strauss exponent, which is exactly the critical power for the small data Cauchy problem in (1.4) with \( k = 0 \) (see e.g. [25] and references therein for background and results about this problem). Finally, we refer also to Ruan, Witt and Yin [35–38] for results about the local existence and local singularity structure of low regularity solutions for the equation \( u_{tt} - t^k \Delta u = f(t, x, u) \).

In this paper, we consider the semilinear generalized Tricomi equations with power-nonlinearity of derivative type, focusing on blow-up result and lifespan estimate from above for the small data Cauchy problem. Note that, setting \( m = 0 \) in (1.1), we come back to the semilinear wave equation \( u_{tt} - \Delta u = |u|^p \).

For this problem, Glassey [10] conjectured that the critical exponent is the power, now named after him, defined by

\[
p_G(n) := \begin{cases} 
1 + \frac{2}{n - 1} & \text{if } n \geq 2, \\
+\infty & \text{if } n = 1.
\end{cases}
\]

(1.6)

The research on this problem was initiated by John [23], where more general equations in dimension \( n = 3 \) are considered, proving the blow-up of solutions for \( p = 2 \). Then, the study of the blow-up was continued in the low dimensional case by Masuda [31], Schaeffer [40], John [24] and Agemi [2], whereas Rammaha [32] treated the high dimensional case \( n \geq 4 \) under radial symmetric assumptions. Finally, Zhou [51] proved the blow-up for \( n \geq 3 \) and \( 1 < p \leq p_G(n) \), furnishing the upper bound for the lifespan of the solutions, namely

\[
T_\varepsilon \leq \begin{cases} 
Ce^{-\varepsilon^{-1}(n-1)(p-1)} & \text{if } 1 < p < p_G(n), \\
\exp(Ce^{-(p-1)}) & \text{if } p = p_G(n),
\end{cases}
\]

for some positive constant \( C \) independent of \( \varepsilon \). We recall that the lifespan \( T_\varepsilon \) is defined as the maximal existence time of the solution, depending on the parameter \( \varepsilon \). Regarding the global existence part, we refer to Sideris [41], Hidano and Tsutaya [17] and Tzvetkov [44] for results in dimension \( n = 2, 3 \) and Hidano, Wang and Yokoyama [18] for the high dimensional cases \( n \geq 4 \) under radially symmetric assumptions. For more details about the Glassey conjecture, one can read the references [27] and [45].

The study of problem (1.1) under consideration generalizes the Glassey conjecture. Therefore, it is interesting to find the critical exponent and lifespan estimate for (1.1), which will coincide with the Glassey exponent (1.6) and Zhou’s lifespan estimate (1.7) respectively for \( m = 0 \). The main tool here used is the test function method. In [14], the blow-up result for (1.4) is based on a test function given by the product of the (generalized) eigenfunction of the Laplacian \( \int_{S^{n-1}} e^{\varepsilon \omega} d\omega \) and the solution of the ordinary differential equation

\[
\lambda''(t) - t^k \lambda'(t) = 0.
\]

Inspired by the works [21] and [28], we construct a nonnegative test function composed by a cut-off function, the function \( \int_{S^{n-1}} e^{\varepsilon \omega} d\omega \) and the solution of the ODE (4.1) below. Since we consider the Tricomi-type equations with derivative nonlinear term, the first derivative with
respect to time variable and a factor \( t^{-2m} \) are included in the special test function. Before proving the blow-up result, we give also a local existence result following the approach of Yagdjian [47], from which we can deduce the optimality of the lifespan estimates at least for \( n = 1 \).

When this work was almost finished, we found the paper [30] by Lucente and Palmieri, where they independently studied the same problem with a different approach. However, the result we are going to present here improves the blow-up range and lifespan estimates they found.

We cite also the very recent papers [7] by Chen, Lucente and Palmieri and [11] by Hamouda and Hamza, where the blow-up phenomena for generalized Tricomi equations with combined nonlinearities, i.e. \( u_{tt} - t^{2m} \Delta u = |u_t|^p + |u|^q \), is independently studied exploiting the iteration argument. In particular, the work [11] confirms the blow-up result presented in this paper by giving an alternative proof. Conversely, we are confident that also our method can be adapted to study various blow-up problems involving generalized Tricomi equations, including the combined nonlinearity. This means that the test function method presented in this work and the iteration argument developed in [7, 11] furnish two different approaches for the study of blow-up phenomena for Tricomi-related problems.

2 Main result

Let us start stating the definition of energy solution for our problem (1.1), similarly as in [21] and [26].

**Definition 1** We say that the function

\[ u \in C([0, T), H^1(\mathbb{R}^n)) \cap C^1([0, T), H^{1-\frac{1}{m+1}}(\mathbb{R}^n)), \quad \text{with } u_t \in L^p_{\text{loc}}((0, T) \times \mathbb{R}^n), \]

is a weak solution of (1.1) on \([0, T]\) if \( u(0, x) = \varepsilon f(x) \) in \( H^1(\mathbb{R}^n) \), \( u_t(0, x) = \varepsilon g(x) \) in \( H^{1-\frac{1}{m+1}}(\mathbb{R}^n) \) and

\[ \varepsilon \int_{\mathbb{R}^n} g(x) \Psi(0, x) dx + \int_0^T \int_{\mathbb{R}^n} |u_t|^p \Psi(t, x) dxdt = \int_0^T \int_{\mathbb{R}^n} u_t(t, x) \Psi_t(t, x) dxdt + \int_0^T \int_{\mathbb{R}^n} t^{2m} \nabla u(t, x) \cdot \nabla \Psi(t, x) dxdt, \]

for any \( \Psi(t, x) \in C^1_0([0, T) \times \mathbb{R}^n) \cap C^\infty((0, T) \times \mathbb{R}^n) \).

**Remark 1** The choice of the functional spaces \( H^1(\mathbb{R}^n) \) and \( H^{1-\frac{1}{m+1}}(\mathbb{R}^n) \) for the initial data \( u(0, x) \) and \( u_t(0, x) \) respectively are suggested by [12] and by Theorem 2 below. Of course, if \( m = 0 \) we have \( H^0(\mathbb{R}^n) = L^2(\mathbb{R}^n) \).

In the same spirit of [25], let us define the exponent

\[ p_T(n, m) := \begin{cases} 1 + \frac{2}{(m+1)(n-1) - m} & \text{if } n \geq 2, \\ + \infty & \text{if } n = 1, \end{cases} \]
as the root (when \( n \geq 2 \)) of the expression 
\[
\gamma_T(n, m; p) := 2 - \left( (m+1)(n-1)-m \right) (p-1),
\]
and observe that \( \gamma_T(n, m; p) > 0 \) for \( 1 < p < p_T(n, m) \)

We state now our main result for (1.1).

**Theorem 1** Let \( n \geq 1, m \geq 0 \) and \( 1 < p \leq p_T(n, m) \). Assume that \( f \in H^1(\mathbb{R}^n), g \in H^{1-\frac{1}{m+1}}(\mathbb{R}^n) \) satisfy the compact support assumption (1.2) and that
\[
a(m) f + g, \quad a(m) := [2(m + 1)]^{\frac{m}{m+1}} \frac{1}{\Gamma\left(1 + \frac{m}{2(m+1)}\right) \Gamma\left(1 - \frac{m}{2(m+1)}\right)}^{-1}, \tag{2.2}
\]
is non-negative and not identically vanishing. Suppose that \( u \) is an energy solution of (1.1) with compact support in the “cone”
\[
supp u \in \left\{ (t, x) \in [0, T) \times \mathbb{R}^n : |x| \leq \gamma(t) := 1 + \frac{t^{m+1}}{m+1} \right\}. \tag{2.3}
\]
Then, there exists a constant \( \varepsilon_0 = \varepsilon_0(f, g, m, n, p) > 0 \) such that the lifespan \( T_\varepsilon \) has to satisfy
\[
T_\varepsilon \leq \begin{cases} 
C \varepsilon^{-\frac{2(p-1)}{p_T(n, m, p)}} & \text{if } 1 < p < p_T(n, m), \\
\exp\left(C \varepsilon^{-(p-1)}\right) & \text{if } p = p_T(n, m),
\end{cases} \tag{2.4}
\]
for \( 0 < \varepsilon \leq \varepsilon_0 \) and some constant \( C \) independent of \( \varepsilon \).

**Remark 2** For \( m = 0 \) the exponent \( p_T \) becomes the Glassey exponent (1.6), namely \( p_T(n, 0) = p_G(n) \), and the lifespan estimate (2.4) is exactly the same as (1.7).

**Remark 3** It is interesting to see that, if \( n = 2 \), then the blow-up power \( p_T(2, m) = 3 \) and the subcritical lifespan estimate \( T_\varepsilon \leq C \varepsilon^{-\left(\frac{1}{p_T} - \frac{1}{2}\right)} \) are independent of \( m \).

**Remark 4** We conjecture that \( p_T(n, m) \) is indeed the critical exponent for problem (1.1) and the lifespan (2.4) are optimal. The next goal is to verify this conjecture considering the global-in-time existence for solutions to (1.1).

### 3 Local existence result

Before to proceed with the demonstration of Theorem 1 in Sect. 4, we firstly want to present in this section a local existence result. We believe that the following Theorem 2 is interesting to justify the choice of the energy space for the solution and the initial data in Theorem 1. In addition, we can verify the optimality of the lifespan estimate in the 1-dimensional case.

Let us consider the integral equation
\[
u(t, x) = \varepsilon V_1(t, D_x) f(x) + \varepsilon V_2(t, D_x) g(x)
+ \int_0^t [V_2(t, D_x) V_1(s, D_x) - V_1(t, D_x) V_2(s, D_x)] |u_t(s, x)|^p ds \tag{3.1}
\]
where \( \varepsilon > 0 \) is not necessarily small, \( f \in H^1(\mathbb{R}^n) \), \( g \in H^{1-\frac{1}{m+1}}(\mathbb{R}^n) \) and the Fourier multiplier \( V_1(t, D_x) \) and \( V_2(t, D_x) \) are defined below. As remarked in [47], any classical or distributional solution to our problem (1.1) solves also the integral equation (3.1). We have the following result.
Theorem 2 Let $0 \leq m < 2$, $p > \max \left\{ 2, 1 + \frac{n}{2} \right\}$, $\sigma \in \left( \frac{n}{2} - \frac{m}{2(m+1)}, p - 1 - \frac{m}{2(m+1)} \right)$ and $f \in H^{\sigma + 1}(\mathbb{R}^n)$, $g \in H^{\sigma + 1 - \frac{1}{p+1}}(\mathbb{R}^n)$. Then there exists a unique solution $u = u(t, x)$ to Eq. (3.1) satisfying

$$
u \in C \left( (0, T); \dot{H}^{\sigma + \frac{m}{2(m+1)} + 1}(\mathbb{R}^n) \right), \quad u_t \in C \left( (0, T); \dot{H}^{\sigma + \frac{m}{2(m+1)}}(\mathbb{R}^n) \right)$$

for some $T > 0$.

Moreover, if $\epsilon > 0$ is small enough, then $T \geq \epsilon^{-(\frac{1}{p+\frac{m}{2}})^{-1}}$.

As in Yagdjian [49] and Taniguchi and Tozaki [42], we introduce the operators $V_1(t, D_x)$ and $V_2(t, D_x)$ as follows. Set $z := 2i\phi(t)|\xi|$, $\phi(t) := \frac{m+1}{m+1}$ and $\mu := \frac{m}{2(m+1)}$. Then $V_1(t, D_x)$ and $V_2(t, D_x)$ are the Fourier multipliers

$$V_1(t, D_x)\psi = \mathcal{F}^{-1}[V_1(t, |\xi|)\mathcal{F}\psi],$$

$$V_2(t, D_x)\psi = \mathcal{F}^{-1}[V_2(t, |\xi|)\mathcal{F}\psi].$$

defined by the symbols

$$V_1(t, |\xi|) := e^{-z/2}\Phi(\mu, 2\mu; z),$$

$$V_2(t, |\xi|) := te^{-z/2}\Phi(1 - \mu, 2(1 - \mu); z),$$

where $\mathcal{F}, \mathcal{F}^{-1}$ are the Fourier transform and its inverse respectively, and $\Phi(a, c; z)$ is the confluent hypergeometric function. Recall that $\Phi(a, c; z)$ is an entire analytic function of $z$ such that

$$\Phi(a, c; z) = 1 + O(z) \quad \text{for } z \to 0 \quad (3.2)$$

and which satisfies the following differential relations (see e.g. [1, Section 13.4]):

$$\frac{d^n}{dz^n} \Phi(a, c; z) = \frac{(a)_n}{(c)_n} \Phi(a + n, c + n; z),$$

$$\frac{d}{dz} \Phi(a, c; z) = \frac{1 - c}{z} [\Phi(a, c; z) - \Phi(a, c - 1; z)],$$

where $(x)_n = x(x+1)\cdots(x+n-1)$ is the Pochhammer’s symbol. Moreover $\Phi(a, c; z)$ satisfies the estimate

$$|\Phi(a, c; 2i\phi(t)|\xi|)| \leq C_{a,c,m}(\phi(t)|\xi|)^{\max[a-c,-a]} \quad \text{for } 2\phi(t)|\xi| \geq 1. \quad (3.5)$$

Remark 5 In the case of the wave equation, i.e. when $m = 0$, the definitions of $V_1(t, D_x)$ and $V_2(t, D_x)$ should be understood taking the limit for $m \to 0$ in their formulas. Indeed, using the identities 10.2.14, 13.6.3 and 13.6.14 in [1], we get

$$\lim_{m \to 0} V_1(t, |\xi|) = \lim_{\mu \to 0} \Gamma \left( \mu + \frac{1}{2} \right) \left( \frac{z}{4} \right)^{1/2 - \mu} \frac{I_{\mu-1/2} \left( \frac{z}{2} \right)}{2t} = \cosh \left( \frac{z}{2} \right),$$

$$\lim_{m \to 0} V_2(t, |\xi|) = \frac{2t}{z} \sinh \left( \frac{z}{2} \right),$$

where $I_\nu(w)$ is the modified Bessel function of first kind. Thus for $m = 0$ one recovers the well-known wave operators $V_1(t, D_x) = \cos(t\sqrt{-\Delta})$ and $V_2(t, D_x) = \frac{\sin(t\sqrt{-\Delta})}{\sqrt{-\Delta}}$. 

\( \spadesuit \) Springer
As Yagdjian observes, there are two different phase functions of two different waves hidden in $\Phi(a, c; z)$. More precisely, for $0 < \arg z < \pi$, we can write (see also [22])

$$e^{-z/2} \Phi(a, c; z) = \frac{\Gamma(c)}{\Gamma(a)} e^{-z/2} H_+(a, c; z) + \frac{\Gamma(c)}{\Gamma(c - a)} e^{-z/2} H_-(a, c; z) \quad (3.6)$$

where

$$H_+(a, c; z) = \frac{e^{-i\pi(c-a)}}{e^{i\pi(c-a)} - e^{-i\pi(c-a)}} \frac{1}{\Gamma(c-a)} \int_0^{(0+)} e^{-\omega z} \omega^{c-a-1} \left(1 - \frac{\omega}{z}\right)^{a-1} d\omega,$$

$$H_-(a, c; z) = \frac{1}{e^{i\pi c} - e^{-i\pi c}} \frac{1}{\Gamma(a)} z^{-a} \int_0^{(0+)} e^{-\omega z} \omega^{c-a-1} \left(1 + \frac{\omega}{z}\right)^{c-a-1} d\omega.$$

For $|z| \to \infty$ and $0 < \arg z < \pi$, the following asymptotic estimates hold:

$$H_+(a, c; z) \sim z^{a-c} \left[1 + \sum_{k=1}^{\infty} \frac{(c-a)_k (1-a)_k}{k!} z^{-k}\right],$$

$$H_-(a, c; z) \sim (e^{-i\pi} z)^{-a} \left[1 + \sum_{k=1}^{\infty} (-1)^k \frac{(a)_k (1+a-c)_k}{k!} z^{-k}\right].$$

Combining the asymptotic estimates for $H_+(a, c; z)$ and $H_-(a, c; z)$ with their definitions, one can infer, for $2\phi(t)|\xi| \geq 1$, the relations

$$|\partial_t^k \partial_\xi^\beta H_+(a, c; 2i\phi(t)|\xi|)| \leq C_{a,c,m,k,\beta} (\phi(t)|\xi|)^{a-c} \langle \xi \rangle^k \frac{k!}{|\beta|!}, \quad (3.7)$$

$$|\partial_t^k \partial_\xi^\beta H_-(a, c; 2i\phi(t)|\xi|)| \leq C_{a,c,m,k,\beta} (\phi(t)|\xi|)^{-a} \langle \xi \rangle^k \frac{k!}{|\beta|!}, \quad (3.8)$$

where $\langle \xi \rangle = (1 + |\xi|^2)^{1/2}$ are the Japanese brackets.

Finally, let us introduce for simplicity of notation the operators

$$W_1(t, s, D_x) := V_1(t, D_x) V_2(s, D_x),$$

$$W_2(t, s, D_x) := V_2(t, D_x) V_1(s, D_x),$$

whose symbols, if we set $z := 2i\phi(t)|\xi|$ and $\xi := 2i\phi(s)|\xi|$, are given by

$$W_1(t, s, |\xi|) = s e^{-(z+\xi)/2} \Phi(\mu, 2\mu; z) \Phi(1 - \mu, 2(1 - \mu); \xi),$$

$$W_2(t, s, |\xi|) = t e^{-(z+\xi)/2} \Phi(\mu, 2\mu; \xi) \Phi(1 - \mu, 2(1 - \mu); z).$$

The key estimates employed in the proof of Theorem 2 are given in Corollary 1, which comes straightforwardly from Theorem 3, and in Lemma 1. The estimates in the following Theorem 3, which are of independent interest, are obtained adapting the argument exploited by Yagdjian [47] and Reissig [33] for the case of the operators $V_1(t, D_x)$ and $V_2(t, D_x)$. In order to not weight down the exposition, we postpone the proof of this theorem in Appendix B.

**Theorem 3** Let $n \geq 1$, $m \geq 0$, $\mu := \frac{m}{2(m+1)}$ and $\psi \in C_0^\infty(\mathbb{R}^n)$. Then the following $L^q - L^{q'}$ estimates on the conjugate line, i.e. for $\frac{1}{q} + \frac{1}{q'} = 1$, hold for $0 < s \leq t$ and for all admissible $q \in (1, 2)$:
Lemma 1\[ \frac{1}{q} - \frac{1}{q'} \leq 1 \leq \sigma \leq -\mu + n \left( \frac{1}{q} - \frac{1}{q'} \right) \].

\begin{align*}
\| (\sqrt{-\Delta})^{-\sigma} W_1(t, s, D_x) \psi \|_{L^{q'}} & \lesssim (t/s)^{-m/2}s^{1+\left[\sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right)\right](m+1)} \| \psi \|_{L^q}; \\
\| (\sqrt{-\Delta})^{-\sigma} W_2(t, s, D_x) \psi \|_{L^{q'}} & \lesssim (t/s)^{-m/2}s^{1+\left[\sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right)\right](m+1)} \| \psi \|_{L^q}; \\
\| (\sqrt{-\Delta})^{-\sigma} \partial_t W_1(t, s, D_x) \psi \|_{L^{q'}} & \lesssim (t/s)^{m/2} \| \psi \|_{L^q}; \\
\| (\sqrt{-\Delta})^{-\sigma} \partial_t W_2(t, s, D_x) \psi \|_{L^{q'}} & \lesssim (t/s)^{m/2} \| \psi \|_{L^q}.
\end{align*}

Remark 6 As in Yagdjian [47], it is easy to obtain similar estimates for the (homogeneous) Besov spaces and then for the Sobolev-Slobodeckij spaces.

In the previous theorem, choosing \( q = q' = 2, \sigma = -1 \) for \( W_1(t, s, D_x) \) and \( W_2(t, s, D_x) \) and \( \sigma = 0 \) in the case of their derivatives, we immediately get the following corollary.

Corollary 1 The following estimates hold

\begin{align*}
\| W_j(s, t, D_x) \psi \|_{H^\gamma+1} & \lesssim (ts)^{-m/2} \| \psi \|_{H^\gamma}, \\
\| \partial_t W_j(s, t, D_x) \psi \|_{H^\gamma} & \lesssim (t/s)^{m/2} \| \psi \|_{H^\gamma}, \\
\| \partial_t W_j(s, t, D_x) \psi \|_{H^\gamma} & \lesssim (t/s)^{m/2} \| \psi \|_{H^\gamma},
\end{align*}

for \( n \geq 1, m \geq 0, \gamma \in \mathbb{R} \) and \( j \in \{1, 2\} \).

Now we furnish estimates in the energy space \( \dot{H}^\gamma(\mathbb{R}^n) \) and \( H^\gamma(\mathbb{R}^n) \) also for \( V_1(t, D_x), V_2(t, D_x) \) and their derivatives with respect to time.

Lemma 1 Let \( \gamma \in \mathbb{R}, m \geq 0 \) and \( \mu := \frac{m}{2(m+1)} \). The following estimates hold:

\begin{align*}
\| V_1(t, D_x) \psi \|_{\dot{H}^{\gamma-\sigma}} & \lesssim t^{\sigma(m+1)} \| \psi \|_{\dot{H}^{\gamma}} & \text{for } -\mu \leq \sigma \leq 0; \\
\| V_2(t, D_x) \psi \|_{\dot{H}^{\gamma-\sigma}} & \lesssim t^{\sigma(m+1)+1} \| \psi \|_{\dot{H}^{\gamma}} & \text{for } -1 + \mu \leq \sigma \leq 0; \\
\| \partial_t V_1(t, D_x) \psi \|_{\dot{H}^{\gamma-\sigma}} & \lesssim t^{\sigma(m+1)-1} \| \psi \|_{\dot{H}^{\gamma}} & \text{for } 1 - \mu \leq \sigma \leq 1; \\
\| \partial_t V_2(t, D_x) \psi \|_{\dot{H}^{\gamma-\sigma}} & \lesssim (t)^{\sigma(m+1)} \| \psi \|_{\dot{H}^{\gamma}} & \text{for } \mu \leq \sigma.
\end{align*}
Proof By estimates (3.5), for the range of \( \sigma \) in the hypothesis we have that
\[
\| \xi^{-\sigma} V_1(t, |\xi|) \| \lesssim \begin{cases} 
|\xi|^{-\sigma} (\phi(t)|\xi|)^{-\mu} & \text{if } \phi(t)|\xi| \geq 1, \\
|\xi|^{-\sigma} & \text{if } \phi(t)|\xi| \leq 1,
\end{cases}
\]
\[
\| \xi^{-\sigma} V_2(t, |\xi|) \| \lesssim \begin{cases} 
|\xi|^{-\sigma} (\phi(t)|\xi|)^{-\mu} & \text{if } \phi(t)|\xi| \geq 1, \\
|\xi|^{-\sigma} & \text{if } \phi(t)|\xi| \leq 1,
\end{cases}
\]
\[
\| \langle \xi \rangle^{-\sigma} \partial_t V_1(t, |\xi|) \| \lesssim \begin{cases} 
|\xi|^{1-\sigma} (\phi(t)|\xi|)^{-\mu} & \text{if } \phi(t)|\xi| \geq 1, \\
|\xi|^{1-\sigma} & \text{if } \phi(t)|\xi| \leq 1,
\end{cases}
\]
\[
\| \langle \xi \rangle^{-\sigma} \partial_t V_2(t, |\xi|) \| \lesssim \begin{cases} 
|\xi|^{1-\sigma} (\phi(t)|\xi|) \mu & \text{if } \phi(t)|\xi| \geq 1, \\
\langle \xi \rangle^{-\sigma} [1 + \phi(t)|\xi|] & \text{if } \phi(t)|\xi| \leq 1,
\end{cases}
\]
\[
\lesssim \langle \xi \rangle^{-\sigma} (\phi(t)|\xi|) \mu \\
\lesssim \langle \phi(t) \rangle \mu (\xi)^{-\sigma} \\
\lesssim \langle t \rangle^{\sigma(m+1)}.
\]
Consequently
\[
\| V_1(t, D_x) \psi \|_{H^\gamma-\sigma} = \| |\xi|^{\gamma-\sigma} V_1(t, |\xi|) \hat{\psi} \|_{L^2} \\
\leq \| |\xi|^{-\sigma} V_1(t, |\xi|) \|_{L^\infty} \| |\xi|^{-\sigma} \psi \|_{L^2} \\
\lesssim \langle t \rangle^{\sigma(m+1)} \| \psi \|_{H^\gamma},
\]
and similarly we can obtain the other estimates. \( \square \)

Remark 7 The previous lemma should be compared with Lemma 3.2 in [36], where similar estimates are obtained under the restriction \( 0 < t \leq T \), for some fixed positive constant \( T \).

Finally, let us also recall the following useful relations that come from an application of Theorems 4.6.4/2 & 5.4.3/1 in [39].

Lemma 2 The following estimates hold:

(i) if \( \gamma > 0 \) and \( u, v \in H^\gamma(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), then
\[
\| uv \|_{H^\gamma} \lesssim \| u \|_{L^\infty} \| v \|_{H^\gamma} + \| u \|_{H^\gamma} \| v \|_{L^\infty};
\]

(ii) if \( p > 1 \), \( \gamma \in \left( \frac{n}{2}, p \right) \) and \( u \in H^\gamma(\mathbb{R}^n) \), then
\[
\| |u|^p \|_{H^\gamma} \lesssim \| u \|_{H^\gamma} \| u \|_{L^\infty}^{p-1}.
\]

We can now start the proof of the local existence result.

Proof of Theorem 2 Let us consider the map
\[
\Psi[v](t, x) = \varepsilon V_1(t, D_x) f(x) + \varepsilon V_2(t, D_x) g(x) \\
+ \int_0^t [V_2(t, D_x) V_1(s, D_x) - V_1(t, D_x) V_2(s, D_x)] v(t, x) |^p ds
\]
and the complete metric space
\[ X(a, T) := \{ v = v(t, x) : v \in C([0, T); \dot{H}^{\gamma+1}(\mathbb{R}^n)), v_t \in C([0, T); H^\gamma(\mathbb{R}^n)) \text{ and } \|v\|_X \leq a \} \]
for some \( a, T > 0 \) to be chosen later, where \( \gamma := \sigma + \mu, \mu := \frac{m}{2(m+1)} \) and
\[ \|v\|_X := \sup_{0 \leq t \leq T} \left[ t^{m/2} \|v\|_{\dot{H}^{\gamma+1}} + \langle t \rangle^{-m/2} \|v_t\|_{H^{\gamma}} \right]. \]

Note that, since the operators \( V_1(t, D_x) \) and \( V_2(t, D_x) \) commute, we have
\[
\partial_t \Psi[v](t, x) = \varepsilon \partial_t V_1(t, D_x) f(x) + \varepsilon \partial_t V_2(t, D_x) g(x)
\]
\[
+ \int_0^t \left( \partial_t V_2(t, D_x) V_1(s, D_x) - \partial_t V_1(t, D_x) V_2(s, D_x) \right) |v_t(s, x)|^p \, ds.
\]

We want to show that \( \Psi \) is a contraction mapping on \( X(a, T) \).

By Lemma 1 and the immersion \( H^s(\mathbb{R}^n) \hookrightarrow \dot{H}^s(\mathbb{R}^n) \) for \( s > 0 \), we get
\[
\|V_1(t, D_x) f\|_{\dot{H}^{\gamma+1}} \lesssim t^{-m/2} \|f\|_{H^{\gamma-\mu+1}}
\]
\[
\|V_2(t, D_x) g\|_{\dot{H}^{\gamma+1}} \lesssim t^{-m/2} \|g\|_{H^{\gamma+\mu}}
\]
\[
\|\partial_t V_1(t, D_x) f\|_{H^{\gamma}} \lesssim \langle t \rangle^{m/2} \|f\|_{H^{\gamma-\mu+1}}
\]
\[
\|\partial_t V_2(t, D_x) g\|_{H^{\gamma}} \lesssim \langle t \rangle^{m/2} \|g\|_{H^{\gamma+\mu}}.
\]

Moreover by Corollary 1 we infer
\[
\|V_2(t, D_x) V_1(s, D_x) |v_t(s, x)|^p \|_{\dot{H}^{\gamma+1}} \lesssim (st)^{-m/2} \|v_t(s, x)\|_{H^{\gamma}}^p,
\]
\[
\|V_1(t, D_x) V_2(s, D_x) |v_t(s, x)|^p \|_{\dot{H}^{\gamma+1}} \lesssim (st)^{-m/2} \|v_t(s, x)\|_{H^{\gamma}}^p,
\]
\[
\|\partial_t V_2(t, D_x) V_1(s, D_x) |v_t(s, x)|^p \|_{H^{\gamma}} \lesssim (s/t)^{-m/2} \|v_t(s, x)\|_{H^{\gamma}}^p,
\]
\[
\|\partial_t V_1(t, D_x) V_2(s, D_x) |v_t(s, x)|^p \|_{H^{\gamma}} \lesssim (s/t)^{-m/2} \|v_t(s, x)\|_{H^{\gamma}}^p,
\]
where we used the estimates
\[
\|v_t(s, x)|^p \|_{H^{\gamma}} \lesssim \|v_t(s, x)\|_{H^{\gamma}}^p,
\]
which come from Lemma 2 and Sobolev embeddings.

From these estimates and from the fact that \( t(\langle t \rangle^{-1} < 1 \) for any \( t > 0 \), we obtain
\[
t^{m/2} \|\Psi[v](t, \cdot)\|_{\dot{H}^{\gamma+1}} + \langle t \rangle^{-m/2} \|\partial_t \Psi[v](t, \cdot)\|_{H^{\gamma}}
\]
\[
\lesssim \varepsilon \left[ \|f\|_{H^{\gamma-\mu+1}} + \|g\|_{H^{\gamma+\mu}} \right] + \int_0^t s^{-m/2} \|v_t(s, \cdot)\|_{H^{\gamma}}^p \, ds
\]
and hence, since \( m < 2 \), we get
\[
\|\Psi[v]\|_X \leq C_0 \varepsilon \left[ \|f\|_{H^{\gamma-\mu+1}} + \|g\|_{H^{\gamma+\mu}} \right] + C_0 T^{1-\frac{m}{2}} \langle T \rangle^{\frac{m}{2}p} \|v\|_X^p,
\]
for some constant \( C_0 > 0 \) independent of \( \varepsilon \). Choosing a sufficiently large and \( T \) sufficiently small, i.e. \( a \geq 2 C_0 \|f\|_{H^{\gamma-\mu+1}} + \|g\|_{H^{\gamma+\mu}} \) and \( T^{1-\frac{m}{2}} \langle T \rangle^{\frac{m}{2}p} \leq (2C_0a^{p-1})^{-1} \), we infer that \( \Psi[v] \in X(a, T) \).

Now we show that \( \Psi \) is a contraction. Fixed \( v, \tilde{v} \in X(a, T) \), we have similarly as above
\[
\int_0^t s^{-m/2} \|v_t(s, \cdot)\|_{H^{\gamma}}^p - |\tilde{v}_t(s, \cdot)|_{H^{\gamma}}^p \, ds.
\]

(3.9)
Since we can write
\[ |v_t|^p - |\tilde{v}_t|^p = 2^{-p} p \int_1^t (v_t - \tilde{v}_t)(v_t + \tilde{v}_t + \lambda(v_t - \tilde{v}_t))|v_t + \tilde{v}_t + \lambda(v_t - \tilde{v}_t)|^{p-2}d\lambda \]
and recalling that \( p > 2 \) and \( \gamma \in (n/2, p - 1) \), an application of Lemma 2 combined with Sobolev embeddings give us
\[
\|v_t|^p - |\tilde{v}_t|^p\|_{H^\gamma} \lesssim \|v_t - \tilde{v}_t\|_{L^\infty} \|(v_t + |\tilde{v}_t|)^{p-1}\|_{H^\gamma} \\
+ \|v_t - \tilde{v}_t\|_{H^\gamma} \|(v_t + |\tilde{v}_t|)^{p-1}\|_{L^\infty} \\
\lesssim \|v_t - \tilde{v}_t\|_{L^\infty} \left( \|v_t^{p-1}\|_{H^\gamma} + \|\tilde{v}_t^{p-1}\|_{H^\gamma} \right) \\
+ \|v_t - \tilde{v}_t\|_{H^\gamma} \left( \|v_t^{p-1}\|_{L^\infty} + \|\tilde{v}_t^{p-1}\|_{L^\infty} \right) \\
\lesssim \|v_t - \tilde{v}_t\|_{H^\gamma} \left( \|v_t^{p-1}\|_{H^\gamma} + \|\tilde{v}_t^{p-1}\|_{H^\gamma} \right).
\]
Inserting this inequality into (3.9) we get
\[
\|\Psi[v] - \Psi[\tilde{v}]\|_X \leq C_1 T^{1 - \frac{\mu}{2}} (T)^{\frac{m}{2}} a^{p-1} \|v - \tilde{v}\|_X
\]
for some \( C_1 > 0 \), and so \( \Psi \) is a contraction for \( T^{1 - \frac{\mu}{2}} (T)^{\frac{m}{2}} a^{p-1} \leq (C_1 a^{p-1})^{-1} \).

By Banach fixed point theorem we conclude that there exists a unique \( v \in X(a, T) \) such that \( \Psi[v] = v \).

As a by-product of the computations, from the conditions on \( T \) and \( a \) we can choose the existence time such that \( T^{1 - \frac{\mu}{2}} (T)^{\frac{m}{2}} a = C \varepsilon^{-(\rho - 1)} \)
for some \( C > 0 \) independent of \( \varepsilon \), hence \( T \gtrsim \varepsilon^{-\left[\frac{1}{\rho - 1} + \frac{m}{2}\right]} \) for \( \varepsilon \) small enough. □

4 Blow-up via a test function method

We come now to the proof of Theorem 1, which heavily relies on a special test function, closely related to a time dependent function satisfying the following ordinary differential equation:
\[
\lambda''(t) - 2mt^{-1}\lambda'(t) - t^{2m}\lambda(t) = 0,
\]
where \( t > 0 \) and \( m \geq 0 \).

**Lemma 3** Suppose \( m \geq 0 \). Define \( \mu := \frac{m}{2(m+1)} \) and
\[
\lambda(t) := t^{m+1/2} K_{\mu+\frac{1}{2}} \left( \frac{t^{m+1}}{m+1} \right).
\]
Then, \( \lambda \in C^1(\{0, +\infty\}) \cap C^\infty(0, +\infty) \) solves Eq. (4.1) and satisfies the following properties:

(i) \( \lambda(t) > 0, \lambda'(t) < 0 \),

(ii) \( \lim_{t \to 0^+} \lambda(t) = 2\mu^{-\frac{1}{2}} (m+1)^{\mu+\frac{1}{2}} \Gamma\left( \mu + \frac{1}{2} \right) =: c_0(\mu) > 0 \),

(iii) \( \lim_{t \to 0^+} \frac{\lambda'(t)}{t^{2m}} = -c_0(-\mu) < 0 \),

(iv) \( \lambda(t) = \sqrt{\frac{(m+1)\pi}{2}} t^{m/2} \exp\left( -\frac{t^{m+1}}{m+1} \right) \times (1 + O(t^{-(m+1)})), \) for large \( t > 0 \).
(v) \( \lambda'(t) = -\sqrt{\frac{(m + 1)\pi}{2}} t^{3m/2} \exp \left( -\frac{t^{m+1}}{m+1} \right) \times (1 + O(t^{-(m+1)})) \), for large \( t > 0 \).

**Proof** The fact that \( \lambda \) solves (4.1) follows from straightforward computations based on formulas for Bessel functions collected in Appendix A. Indeed, setting \( z = \frac{m+1}{m+1} \) for brevity, from (A.3) and (A.1), we get

\[
\lambda'(t) = \left( m + \frac{1}{2} \right) t^{m-1/2} K_{m+1/2}(z) + t^{m+1/2} K_{m+1/2}'(z)
\]

\[
= \left( m + \frac{1}{2} \right) t^{m-1/2} K_{m+1/2}(z) - t^{2m+1/2}
\]

\[
\times \left[ K_{\frac{1}{2(m+1)}}(z) + \left( m + \frac{1}{2} \right) t^{-m-1} K_{\frac{1}{2(m+1)}}(z) \right]
\]

\[
= -t^{2m+1/2} K_{\frac{1}{2(m+1)}}(z)
\]

\[
= -t^{2m+1/2} K_{\frac{1}{2(m+1)}}(z),
\]

and

\[
\lambda''(t) = -\left( 2m + \frac{1}{2} \right) t^{2m-1/2} K_{\frac{1}{2(m+1)}}(z) - t^{3m+1/2} K_{\frac{1}{2(m+1)}}'(z)
\]

\[
= -\left( 2m + \frac{1}{2} \right) t^{2m-1/2} K_{\frac{1}{2(m+1)}}(z)
\]

\[
+ t^{3m+1/2} \left[ K_{\frac{1}{2(m+1)}}(z) + \frac{t^{-m-1}}{2} K_{\frac{1}{2(m+1)}}(z) \right]
\]

\[
= t^{3m+1/2} K_{\frac{m+1}{m+1}}(z) - 2m t^{2m-1/2} K_{\frac{1}{2(m+1)}}(z)
\]

\[
= t^{2m} \lambda(t) + 2mt^{-1} \lambda'(t).
\]

From (A.2) we know that \( \lambda \) is smooth for \( t > 0 \). Since \( K_\nu(z) \) is real and positive for \( \nu \in \mathbb{R} \) and \( z > 0 \), also \( \lambda \) is real and positive. Identity (4.2) tells us that \( \lambda' \) is negative. From (A.6) we have \( \lambda(t) \sim c_0(\mu) \) and \( \lambda'(t) \sim -c_0(-\mu)t^{2m} \) for \( t \to 0^+ \), so we prove (ii) and (iii). Finally, from (A.8) we obtain (iv) and (v).

\( \square \)

We can start now the proof of our main theorem.

**Proof of Theorem 1** As in [21], let \( \eta(t) \in C^\infty([0, +\infty)) \) satisfy

\[
\eta(r) := \begin{cases} 
1 & \text{for } r \leq \frac{1}{2}, \\
\text{decreasing} & \text{for } \frac{1}{2} < r < 1, \\
0 & \text{for } r \geq 1,
\end{cases}
\]

and denote, for \( M \in (1, T) \),

\[
\eta_M(t) := \eta \left( \frac{t}{M} \right), \quad \eta^0(t, x) := \eta \left( \frac{|x|}{2} \left( 1 + \frac{t^{m+1}}{m+1} \right)^{-1} \right).
\]

We remark that one can assume \( 1 < T \leq T_\varepsilon \), since otherwise our result holds obviously by choosing \( \varepsilon \) small enough. The last ingredient other than \( \lambda, \eta_M \) and \( \eta^0 \) to construct the test
function is

$$\phi(x) := \begin{cases} \int_{S^{n-1}} e^{x\omega} d\omega & \text{if } n \geq 2, \\ e^x + e^{-x} & \text{if } n = 1, \end{cases}$$

which satisfies

$$\Delta \phi = \phi, \quad 0 < \phi(x) \leq C_0(1 + |x|)^{-\frac{n-1}{2}} e^{|x|},$$

for some $C_0 > 0$. Finally, we introduce our test function as

$$\Phi(t, x) := -t^{-2m} \partial_t \left( \eta_M^2 \lambda(t) \right) \phi(x) \eta^0(t, x)$$

$$= -t^{-2m} \left( \partial_t \eta_M^2 \lambda(t) + \eta_M^2 \lambda'(t) \right) \phi(x) \eta^0(t, x),$$

where $M \in (1, T)$ and $p' = p/(p - 1)$ is the conjugate exponent of $p$. It is straightforward to check that $\Phi(t, x) \in C^1_0((0, +\infty) \times \mathbb{R}^n) \cap C^\infty((0, +\infty) \times \mathbb{R}^n)$ if we set

$$\Phi(0, x) := \lim_{t \to 0^+} \Phi(t, x) = c_0(-\mu) \phi(x) \eta \left( \frac{|x|}{2} \right) \geq 0,$$

where $c_0$ is defined in Lemma 3.(ii). Note also that

$$\Phi(t, x) = -t^{-2m} \partial_t \left( \eta_M^2 \lambda(t) \right) \phi(x)$$

in the cone defined in (2.3).

Taking $\Phi$ as the test function in the definition of weak solution (2.1), exploiting the compact support condition (2.3) on $u$ and integrating by parts, we obtain

$$\varepsilon c_0(-\mu) \int_{\mathbb{R}^n} g \phi dx + \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} \eta_M^2 \lambda' |\phi| dx dt$$

$$+ \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} |\partial_t \eta_M^2 | \lambda |\phi| dx dt$$

$$= \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m} \left( -2mt^{-1} \partial_t \eta_M^2 \lambda - 2mt^{-1} \eta_M^2 \lambda' \right.$$}

$$+ \partial_t^2 \eta_M^2 \lambda + 2 \partial_t \eta_M^2 \lambda' + \eta_M^2 \lambda'' \right) \phi dx dt - \int_0^T \int_{\mathbb{R}^n} \nabla u \cdot \nabla \phi \partial_t \left( \eta_M^2 \lambda \right) dx dt$$

$$= -\varepsilon c_0(\mu) \int_{\mathbb{R}^n} f \phi dx - 2m \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m-1} \partial_t \eta_M^2 \lambda \phi dx dt$$

$$+ \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m} \left( \partial_t^2 \eta_M^2 \lambda + 2 \partial_t \eta_M^2 \lambda' \right) \phi dx dt$$

$$\times \int_0^T \int_{\mathbb{R}^n} \partial_t t^{-2m} \eta_M^2 \left( \lambda'' - 2mt^{-1} \lambda' - t^{2m} \lambda \right) \phi dx dt.$$

Neglecting the third term in the left hand-side and recalling that $\lambda$ solve the ODE (4.1), it follows that
\[ \varepsilon C_1 + \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \eta_M^{2p'} |\lambda'| \phi \, dx \, dt, \]
\[ \leq -2m \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m-1} \partial_t \eta_M^{2p'} \lambda \phi \, dx \, dt \]
\[ + \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m} \partial^2 \eta_M^{2p'} \lambda \phi \, dx \, dt \]
\[ + 2 \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m} \partial_t \eta_M^{2p'} \lambda' \phi \, dx \, dt \]
\[ =: I + II + III, \]
where
\[ C_1 \equiv C_1(m, f, g) := c_0(\mu) \int_{\mathbb{R}^n} f \phi \, dx + c_0(-\mu) \int_{\mathbb{R}^n} g \phi \, dx > 0 \]
is a positive constant thanks to (2.2).

Now we will estimate the three terms \( I, \, II, \, III \) by Hölder’s inequality. Firstly let us define the functions
\[ \theta(t) := \begin{cases} 0 & \text{for } t < \frac{1}{2}, \\ \eta(t) & \text{for } t \geq \frac{1}{2}, \end{cases} \quad \theta_M(t) := \theta \left( \frac{t}{M} \right), \]
for which it is straightforward to check the following relations hold:
\[ |\partial_t \eta_M^{2p'}| \leq \frac{2p'}{M} \| \eta' \|_{L^\infty} \theta_M^{2p'/p}, \tag{4.6} \]
\[ |\partial^2 \eta_M^{2p'}| \leq \frac{2p'}{M^2} \left( 2 p' - 1 \right) \frac{\| \eta' \|_{L^\infty}^2}{\| \eta'' \|_{L^\infty}} + \| \eta'' \|_{L^\infty} \theta_M^{2p'/p}. \tag{4.7} \]
From now on, \( C \) will stand for a generic positive constant, independent of \( \varepsilon \) and \( M \), which can change from line to line.

Exploiting estimates in (4.3) and (4.6), the asymptotic behaviors (iv)–(v) in Lemma 3 and the finite speed of propagation property (2.3), for \( I \) we obtain
\[ I = -2m \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m-1} \partial_t \eta_M^{2p'} \lambda \phi \, dx \, dt \]
\[ \leq CM^{-2} \left( \int_{M^2 / \varepsilon}^M \int_{|x| \leq \gamma(t)} |t|^{-2m} \lambda t^{-\frac{1}{p-1}} \| \phi \|_{L^p} \, dx \, dt \right)^{\frac{1}{p}} \]
\[ \times \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \theta_M^{2p'} |\lambda'| \phi \, dx \, dt \right)^{\frac{1}{p}} \]
\[ \leq CM^{-2} \left( \int_{M^2 / \varepsilon}^M \int_0^{1+\frac{m+1}{m+1}} t^{-2m+\frac{mp-3m}{2p-1}} \exp \left( r - \frac{tm+1}{m+1} \right) \, dr \, dt \right)^{\frac{1}{p}} \]
\[ \times \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \theta_M^{2p'} |\lambda'| \phi \, dx \, dt \right)^{\frac{1}{p}} \]
\[ \leq CM^{-2} \left[ \frac{3m}{2p} + \frac{m+1}{2} + \frac{(m+1)(n-1)+1}{2p} \right]^{\frac{n-1}{p}} \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \theta_M^{2p'} |\lambda'| \phi \, dx \, dt \right)^{\frac{1}{p}}. \]
Analogously, for $II$ and $III$ we have

$$II = \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m} \partial_t^2 \eta^2 M \lambda \phi \, dx \, dt$$

$$\leq CM^{-2 - \frac{3m}{2} + \frac{m}{2p} + \left[ \frac{(m+1)(n-1)}{2} + 1 \right] \frac{p-1}{p}} \times \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \theta^2 M^p \lambda' \phi \, dx \, dt \right)^{\frac{1}{p}},$$

(4.9)

and

$$III = 2 \int_0^T \int_{\mathbb{R}^n} u_t t^{-2m} \partial_t \eta^2 M \lambda' \phi \, dx \, dt$$

$$\leq CM^{-1 - \frac{m}{2} + \frac{m}{2p} + \left[ \frac{(m+1)(n-1)}{2} + 1 \right] \frac{p-1}{p}} \times \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \theta^2 M^p \lambda' \phi \, dx \, dt \right)^{\frac{1}{p}}.$$

(4.10)

Since $m \geq -1$ is equivalent to

$$-1 - \frac{m}{2} + \frac{m}{2p} \geq -2 - \frac{3m}{2} + \frac{m}{2p},$$

we conclude, by plugging (4.8), (4.9) and (4.10) in (4.5), that

$$C_1 \epsilon + \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \eta^2 M^p \lambda' \phi \, dx \, dt$$

$$\leq CM^{-1 - \frac{m}{2} + \frac{m}{2p} + \left[ \frac{(m+1)(n-1)}{2} + 1 \right] \frac{p-1}{p}} \times \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^{p} t^{-2m} \theta^2 M^p \lambda' \phi \, dx \, dt \right)^{\frac{1}{p}}.$$

(4.11)

Define now the function

$$Y[w](M) := \int_1^M \left( \int_0^T \int_{\mathbb{R}^n} w(t, x) \theta^2 \phi \, dx \, dt \right) \sigma^{-1} \, d\sigma$$

and let us denote for simplicity

$$Y(M) := Y[|u_t|^{p} t^{-2m} \lambda' \phi](M).$$
From direct computation we see that

\[
Y(M) = \int_1^M \left( \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} |\lambda'(t)| \phi(x) \theta^{2p'}(t) \, dx \, dt \right) \sigma^{-1} d\sigma
\]

\[
= \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} |\lambda'(t)| \phi(x) \int_1^M \theta^2 p'(t/\sigma) \sigma^{-1} d\sigma \, dx \, dt
\]

\[
= \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} |\lambda'(t)| \phi(x) \int t^2 p'(s) s^{-1} ds \, dx \, dt
\]

\[
\leq \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} |\lambda'(t)| \phi(x) \eta^2 p' \left( \frac{t}{M} \right) \int_1^s s^{-1} ds \, dx \, dt
\]

\[
= \ln 2 \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} \eta^2 \phi(x) M |\lambda'(t)| \phi(x) \, dx \, dt,
\]

where we used the definition of \( \theta(t) \). Moreover

\[
Y'(M) = \frac{d}{dM} Y(M) = M^{-1} \int_0^T \int_{\mathbb{R}^n} |u_t|^p t^{-2m} \theta^2 p'(t) |\lambda'(t)| \phi(x) \, dx \, dt.
\]

Hence by combining (4.11), (4.12) and (4.13), we get

\[
M \left[ (m+1)(n-1)-m \right] (p-1) Y'(M) \geq \left[ C_1 \varepsilon + (\ln 2)^{-1} Y(M) \right]^p,
\]

which leads to

\[
M \leq \begin{cases} 
C \varepsilon \left( \frac{p-1}{p-1 + m-(m+1)(n-1)} \right)^{-1} & \text{for } 1 < p < p_T(n, m), \\
\exp \left( C \varepsilon^{-1} \right) & \text{for } p = p_T(n, m).
\end{cases}
\]

Since \( M \) is arbitrary in \((1, T)\), we finally obtain the lifespan estimates (2.4).

\[\square\]
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Appendices

A Some formulas for the modified Bessel functions

For the reader’s convenience, here we collect some formulas from Section 9.6 and Section 9.7 of the handbook by Abramowitz and Stegun [1].

- The solutions to the differential equation

\[
z^2 \frac{d^2}{dz^2} w(z) + z \frac{d}{dz} w(z) - \left( z^2 + \nu^2 \right) w(z) = 0
\]
are the modified Bessel functions $I_{\pm\nu}(z)$ and $K_{\nu}(z)$. $I_{\nu}(z)$ and $K_{\nu}(z)$ are real and positive when $\nu > -1$ and $z > 0$.

- Relations between solutions:

$$K_\nu(z) = K_{-\nu}(z) = \frac{\pi}{2} \frac{I_{-\nu}(z) - I_\nu(z)}{\sin(\nu\pi)}. \quad (A.1)$$

When $\nu \in \mathbb{Z}$, the right hand-side of this equation is replaced by its limiting value.

- Recurrence relations:

$$\partial_z I_\nu(z) = I_{\nu+1}(z) + \frac{\nu}{z} I_\nu(z), \quad \partial_z K_\nu(z) = -K_{\nu+1}(z) + \frac{\nu}{z} K_\nu(z), \quad (A.2)$$

$$\partial_z I_{\nu-1}(z) = I_{\nu-1}(z) - \frac{\nu}{z} I_\nu(z), \quad \partial_z K_{\nu-1}(z) = -K_{\nu-1}(z) - \frac{\nu}{z} K_\nu(z). \quad (A.3)$$

- Limiting forms for fixed $\nu$ and $z \to 0$:

$$I_\nu(z) \sim \frac{1}{\Gamma(\nu+1)} \left(\frac{z}{2}\right)^\nu \quad \text{for } \nu \neq -1, -2, \ldots \quad (A.4)$$

$$K_0(z) \sim -\ln(z), \quad (A.5)$$

$$K_\nu(z) \sim \frac{\Gamma(\nu)}{2} \left(\frac{z}{2}\right)^{-\nu} \quad \text{for } \Re \nu > 0. \quad (A.6)$$

- Asymptotic expansions for fixed $\nu$ and large arguments:

$$I_\nu(z) = \frac{1}{\sqrt{2\pi}} z^{-1/2} e^z \times (1 + O(z^{-1})), \quad \text{for } |z| \text{ large and } |\arg z| < \frac{\pi}{2}, \quad (A.7)$$

$$K_\nu(z) = \sqrt{\frac{\pi}{2}} z^{-1/2} e^{-z} \times (1 + O(z^{-1})), \quad \text{for } |z| \text{ large and } |\arg z| < \frac{3}{2}. \quad (A.8)$$

**B Proof of Theorem 3**

In this appendix we prove the $L^p - L^q$ estimates on the conjugate line for $W_1(t, s, D_x)$, $W_2(t, s, D_x)$ and their derivatives respect to time collected in Theorem 3. The argument is adapted from the proof of Theorem 3.3 by Yagdjian [47] (see also [33] and [8, Chapter 16]), where similar estimates for $V_1(t, D_x)$ and $V_2(t, D_x)$ are presented. Note that in [47] the additional hypothesis $\sigma \geq 0$ is supposed, but this can be dropped, as we will show.

Before to proceed, we recall the following key lemmata.

**Definition 2** Denote by $L^q_p \equiv L^q_p(\mathbb{R}^n)$ the space of tempered distributions $T$ such that

$$\|T \ast f\|_{L^q_p} \leq C \|f\|_{L^p}$$

for all Schwartz functions $f \in S(\mathbb{R}^n)$ and a suitable positive constant $C$ independent of $f$.

Denote instead with $M^q_p \equiv M^q_p(\mathbb{R}^n)$ the set of multiplier of type $(p, q)$, i.e. the set of Fourier transforms $\mathcal{F}(T)$ of distributions $T \in L^q_p$.

**Lemma 4** [19, Theorem 1.11] Let $f$ be a measurable function such that for all positive $\lambda$, we have

$$\text{meas}\{\xi \in \mathbb{R}^n : |f(\xi)| \leq \lambda\} \leq C\lambda^{-b}$$

for some suitable $b \in (1, \infty)$ and positive $C$. Then, $f \in M^q_p$ if $1 < p \leq 2 \leq q < \infty$ and $1/p - 1/q = 1/b$. 
Lemma 5 [6, Lemma 2] Fix a nonnegative smooth function $\chi \in C_0^\infty([0, \infty))$ with compact support $\text{supp} \chi \subset \{x \in \mathbb{R}^n: 1/2 \leq |x| \leq 2\}$ such that $\sum_{k=-\infty}^{\infty} \chi(2^{-k}x) = 1$ for $x \neq 0$. Set $\chi_k(x) := \chi(2^{-k}x)$ for $k \geq 1$ and $\chi_0(x) := 1 - \sum_{k=1}^{\infty} \chi_k(x)$, so that $\text{supp} \chi_0 \subset \{x \in \mathbb{R}^n: |x| \leq 2\}$.

Let $a \in L^\infty(\mathbb{R}^n)$, $1 < p \leq 2$ and assume that
\[
\|F^{-1}(a \hat{\chi}_k \hat{v})\|_{L^p'} \leq C \|v\|_{L^p} \quad \text{for } k \geq 0.
\]
Then for some constant $A$ independent of $a$ we have
\[
\|F^{-1}(a \hat{v})\|_{L^p'} \leq AC \|v\|_{L^p}.
\]

Lemma 6 (Littman type Lemma, see Lemma 4 in [6]) Let $P$ be a real function, smooth in a neighbourhood of the support of $v \in C_0^\infty(\mathbb{R}^n)$. Assume that the rank of the Hessian matrix $(\partial^2_{\eta_j \eta_k} P(\eta))_{j,k \in \{1, \ldots, n\}}$ is at least $\rho$ on the support of $v$. Then for some integer $N$ the following estimate holds:
\[
\|F^{-1}(e^{itP} v(\eta))\|_{L^\infty} \leq C(1 + |t|)^{-\rho/2} \sum_{|\alpha| \leq N} \|\partial^\alpha \eta v\|_{L^1}.
\]

We will prove now only estimate (iii) of Theorem 3, since the computation for estimates (i) and (ii) are completely analogous; about estimate (iv), we will sketch the proof since it could be strange to the reader that this is the only case where the range of $\sigma$ collapses to be only a value.

First of all, let us set $\tau := t/s \geq 1$, $z = 2i \phi(t) \xi$, $\zeta = 2i \phi(s) \xi$ and let us introduce the smooth functions $X_0, X_1, X_2 \in C^\infty(\mathbb{R}^n; [0, 1])$ satisfying
\[
X_0(x) = \begin{cases} 
1 & \text{for } |x| \leq 1/2, \\
0 & \text{for } |x| \geq 3/4,
\end{cases}
\]
\[
X_1(x) = \begin{cases} 
1 & \text{for } |x| \geq 1, \\
0 & \text{for } |x| \leq 3/4,
\end{cases}
\]
\[
X_2(x) = 1 - X_0(\tau^{m+1}x) - X_2(x).
\]

In particular, observe that
\[
X_0(\phi(t) \xi) + X_1(\phi(s) \xi) + X_2(\phi(s) \xi) \equiv 1
\]
for $0 < s \leq t$ and $\xi \in \mathbb{R}^n$.

By relations (3.3) and (3.4), it is straightforward to get
\[
\partial_t V_1(t, |\xi|) = \frac{m+1}{2} t^{-1} z e^{-z^2/2} [\Phi(\mu + 1, 2\mu + 1; z) - \Phi(\mu, 2\mu; z)]
\]
\[
\partial_t V_2(t, |\xi|) = e^{-z^2/2} \left[ \Phi(1 - \mu, 1 - 2\mu; z) - \frac{m+1}{2} z \Phi(1 - \mu, 2(1 - \mu); z) \right].
\]
Thus one can check, using identity (3.6), that
\[
\partial_t W_1(t, s, |\xi|) = \text{i} \sigma^m e^{-(\xi^2 + 1)/2} |\xi| |\Phi(\mu, 1, 2\mu + 1; z)| \Phi(1 - \mu, 2(1 - \mu); z)
\]
\[
= \text{i} \sigma^m e^{-\xi^2/2} |\xi| e^{\xi^2/2} H_+(z) + \text{i} \sigma^m e^{-\xi^2/2} H_-(z) + \Phi(1 - \mu, 2(1 - \mu); z)
\]
\[
= \text{i} \sigma^m |\xi| \left[ e^{1 + \sigma \iota_1} \xi \right] H_0^1(\xi) + e^{-1 - \sigma \iota_1} \xi H_0^1(\xi)
\]
\[
+ e^{1 - \sigma \iota_1} \xi H_0^1(\xi) + e^{-1 + \sigma \iota_1} \xi H_0^1(\xi)
\]
\[
\partial_t W_2(t, s, |\xi|) = e^{-(\xi^2 + 1)/2} \Phi(\mu, 2\mu; z) \left[ \Phi(1 - \mu, 1 - 2\mu; z)
\right.
\]
\[
- i \sigma^m |\xi| \Phi(1 - \mu, 2(1 - \mu); z)
\]
\[
= e^{-\xi^2/2} \Phi(\mu, 2\mu; z) \left[ e^{\xi^2/2} H_+(z) + e^{-\xi^2/2} H_0^2(z) \right]
\]
\[
= e^{1 + \sigma \iota_1} \xi \left[ H_0^2(\xi) + e^{-1 - \sigma \iota_1} \xi \right] H_0^2(\xi) + e^{1 - \sigma \iota_1} \xi \left[ H_0^2(\xi) + e^{-1 + \sigma \iota_1} \xi \right] H_0^2(\xi)
\]
where for the simplicity we set
\[
H_0^0(z) := \frac{\Gamma(2\mu + 1)}{\Gamma(\mu + \frac{1}{2} + \frac{1}{2})} H_\pm(\mu + 1, 2\mu + 1; z) - \frac{\Gamma(2\mu)}{\Gamma(\mu)} H_\pm(\mu, 2\mu; z),
\]
\[
H_\pm(\xi) := \frac{\Gamma(2(1 - \mu))}{\Gamma(1 - \mu)} H_\pm(1 - \mu, 2(1 - \mu); z),
\]
and
\[
H_\pm^2(z) := \frac{\Gamma(1 - 2\mu)}{\Gamma(\frac{1}{2} - \frac{1}{2} - \mu)} H_\pm(1 - \mu, 1 - 2\mu; z)
\]
\[
- i \sigma^m |\xi| \frac{\Gamma(2(1 - \mu))}{\Gamma(1 - \mu)} H_\pm(1 - \mu, 2(1 - \mu); z),
\]
\[
H_\pm^2(\xi) := \frac{\Gamma(2\mu)}{\Gamma(\mu)} H_\pm(\mu, 2\mu; z).
\]

**Estimates at low frequencies for $\partial_\xi W_1(t, s, D_\chi)$**

Let us consider the Fourier multiplier
\[
\mathcal{F}_{\xi \to x}^{-1} \left( X_0(\phi(t) \xi) |\xi|^{-\sigma} \partial_\xi W_1(t, s, |\xi|) \right).
\]

By the change of variables $\eta := \phi(t) \xi$ and $x := \phi(t) y$ we get
\[
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( X_0(\phi(t) \xi) |\xi|^{-\sigma} \partial_\xi W_1(t, s, |\xi|) \right) \right\|_{L^q'}
\]
\[
\lesssim \tau^{-1} (n/q' - n + \sigma) (m + 1) \left\| T_0 * \mathcal{F}_{\eta \to y}^{-1} \left( \hat{\psi}(\eta/\phi(t)) \right) \right\|_{L^q'}
\]
where
\[
T_0 := \mathcal{F}_{\eta \to y}^{-1} \left( X_0(\eta) |\eta|^{-\sigma} e^{-i (1 + \sigma \iota_1) |\eta|} \Phi_0(\mu; \tau; |\eta|) \right)
\]
\[
\Phi_0(\mu; \tau; |\eta|) := |\Phi(\mu + 1, 2\mu + 1; 2i |\eta|) - \Phi(\mu, 2\mu; 2i |\eta|)|
\]
\[
\times |\Phi(1 - \mu, 2(1 - \mu); 2i |\eta|/\iota_1)|^{m + 1}
\]
\[
= O(|\eta|)(1 + \iota_1^{-m+1}) O(|\eta|).
\]
The last equality above is implied by (3.2), from which we deduce $|\Phi_0(\mu; \tau; |\eta|)| \lesssim 1$ if $|\eta| \leq 3/4$. So, for any $\lambda > 0$, we obtain

$$\text{meas}\{\eta \in \mathbb{R}^n : |\mathcal{F}_{y \to \eta}(T_0)| \geq \lambda\} \lessgtr \text{meas}\{\eta \in \mathbb{R}^n : |\eta| \leq 3/4 \text{ and } |\eta|^{1-\sigma} \gtrsim \lambda\}$$

where $1 < b < \infty$ if $\sigma \leq 1$ and $1 < b \leq \frac{n}{\sigma-1}$ if $\sigma > 1$. Hence by Lemma 4, we get $T_0 \in L_{q'}^q$ for $1 < q \leq 2 \leq q' < \infty$ and $\sigma \leq 1 + n(\frac{1}{q} - \frac{1}{q'})$.

Then we obtain the Hardy–Littlewood type inequality

$$\left\| F^{-1}_{\xi \to x} \left( X_0(\phi(t)\xi)\xi^{1-\sigma} \partial_t W_1(t, s, |\xi|)\hat{\psi} \right) \right\|_{L_{q'}} \lesssim \tau^{-1} \left[ \sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right) \right]^{(m+1)} \|\psi\|_{L^q} .$$

Observing that, by the assumption on the range of $\sigma$,

$$\tau^{-1} \left[ \sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right) \right]^{(m+1)} = \tau^{m/2}\sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right) \left[m+\min\left\{s, n\right\}\right]$$

we finally get

$$\left\| F^{-1}_{\xi \to x} \left( X_0(\phi(t)\xi)\xi^{1-\sigma} \partial_t W_1(t, s, |\xi|)\hat{\psi} \right) \right\|_{L_{q'}} \lesssim \tau^{m/2}s \left[ \sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right) \right]^{(m+1)} \|\psi\|_{L^q} . \quad (B.1)$$

**Estimates at intermediate frequencies for $\partial_t W_1(t, s, D_x)$**

We proceed similarly as before. Let us consider now the Fourier multiplier

$$\mathcal{F}_{\xi \to x}^{-1} \left( X_1(\phi(s)\xi)\xi^{1-\sigma} \partial_t W_1(t, s, |\xi|)\hat{\psi} \right) .$$

Exploiting this time the change of variables $\eta := \phi(s)\xi$ and $x := \phi(s)y$, we get

$$\left\| F_{\xi \to x}^{-1} \left( X_1(\phi(s)\xi)\xi^{1-\sigma} \partial_t W_1(t, s, |\xi|)\hat{\psi} \right) \right\|_{L_{q'}} \lesssim \tau^{m/2}s(n/q' - n + \sigma) \left[m+\min\left\{s, n\right\}\right] T_1 \ast \mathcal{F}_{\eta \to y}^{-1} \left( \hat{\psi}(\eta/\phi(s)) \right) \right\|_{L_{q'}}$$

where

$$T_1 := \mathcal{F}_{\eta \to y}^{-1} \left( X_1(\eta)|\eta|^{1-\sigma} e^{-i[1+\tau m+1]|\eta|} \Phi_1(\mu; \tau; |\eta|) \right)$$

$$\Phi_1(\mu; \tau; |\eta|) := \tau^{m/2} \left[ \Phi(\mu + 1, 2\mu + 1; 2i\tau^{m+1}|\eta|) - \Phi(\mu, 2\mu; 2i\tau^{m+1}|\eta|) \right] \times \Phi(1 - \mu, 1 - \mu; 2i|\eta|) .$$

Taking in account (3.2) and (3.5), we infer that

$$|\Phi_1(\mu; \tau; |\eta|)| \lesssim \tau^{m/2}(\tau^{m+1}|\eta|)^{-\mu} = |\eta|^{-\mu} \quad \text{on supp } X_1(\eta) \subseteq \left[ (2\tau^{m+1})^{-1}, 1 \right] ,$$

$\square$ Springer
and thus, for any $\lambda > 0$, we obtain
\[
\text{meas}\{\eta \in \mathbb{R}^n : |F_{y \to \eta}(T_1)| \geq \lambda\} \leq \text{meas}\{\eta \in \mathbb{R}^n : |\eta| \leq 1 \text{ and } |\eta|^{1-\mu-\sigma} \gtrsim \lambda\}
\]
\[
\leq \begin{cases}
1 & \text{if } 0 < \lambda \leq 1, \\
0 & \text{if } \lambda \geq 1 \text{ and } \sigma \leq 1 - \mu, \\
\lambda^{-\frac{\sigma}{\mu}+1} & \text{if } \lambda \geq 1 \text{ and } \sigma > 1 - \mu,
\end{cases}
\]
where $1 < b < \infty$ if $\sigma \leq 1 - \mu$ and $1 < b \leq \frac{\eta}{\sigma - 1 + \mu}$ if $\sigma > 1 - \mu$. Hence by Lemma 4, we get $T \in L^q_{\eta}$ for $1 < q \leq 2 \leq q' < \infty$ and $\sigma \leq 1 - \mu + n(\frac{1}{q} - \frac{1}{q'})$.

Then we reach
\[
\left\|F^{-1}_{\xi \to x}(X_1(\phi(s)\xi)|\xi|^{-\sigma}\partial_t W_1(t, s, |\xi|)\hat{\psi})\right\|_{L^{q'}} \lesssim \tau^{m/2} [r^{-n/(\frac{1}{q} - \frac{1}{q})}](m+1) \|\psi\|_{L^q}.
\]
(B.2)

**Estimates at high frequencies for $\partial_t W_1(t, s, D_x)$**

Finally, we want to estimate the Fourier multiplier
\[
F^{-1}_{\xi \to x}(X_2(\phi(s)\xi)|\xi|^{-\sigma}\partial_t W_1(t, s, |\xi|)\hat{\psi}).
\]

We choose a set of functions $\{\chi_k\}_{k \geq 0}$ as in the statement of Lemma 5.

**$L^1 - L^\infty$ estimates**

We claim that, for $k \geq 0$,
\[
\left\|F^{-1}_{\xi \to x}(X_2(\phi(s)\xi)\chi_k(\phi(s)\xi)|\xi|^{-\sigma}\partial_t W_1(t, s, |\xi|))\right\|_{L^\infty} \lesssim 2^{k(n-\sigma)} \tau^{m/2} S^{(\sigma-n)(m+1)}.
\]
(B.3)

Exploiting the change of variables $\phi(s)\xi = 2^k \eta$ and $2^k x = \phi(s) y$, by the expression of the symbol $\partial_t W_1(t, s, |\xi|)$, we obtain
\[
\left\|F^{-1}_{\xi \to x}(X_2(\phi(s)\xi)\chi_k(\phi(s)\xi)|\xi|^{-\sigma}\partial_t W_1(t, s, |\xi|))\right\|_{L^\infty} \lesssim 2^{k(n-\sigma+1)} \tau^{m/2} S^{(\sigma-n)(m+1)}[A_+ + A_- + A_+ + A_-]
\]
(B.4)

where
\[
A_+ := \left\|F^{-1}_{\eta \to y}(e^{i[\pm 1 + \tau^{m+1}]2^k|\eta|}v^{+, \pm}_k(\eta))\right\|_{L^\infty},
\]
\[
A_- := \left\|F^{-1}_{\eta \to y}(e^{i[\pm 1 - \tau^{m+1}]2^k|\eta|}v^{-, \pm}_k(\eta))\right\|_{L^\infty},
\]
and
\[
v^{+, \pm}_k(\eta) := X_2(2^k \eta)\chi(\eta)|\eta|^{1-\sigma} H^0_+(2i\tau^{m+1}2^k|\eta|) H^1_\pm(2i2^k|\eta|),
\]
\[
v^{-, \pm}_k(\eta) := X_2(2^k \eta)\chi(\eta)|\eta|^{1-\sigma} H^0_-(2i\tau^{m+1}2^k|\eta|) H^1_\pm(2i2^k|\eta|).
\]

The functions $v^{+, \pm}_k(\eta)$ are smooth and compactly supported on $\{\eta \in \mathbb{R}^n : 1/2 \leq |\eta| \leq 2\}$. When $k = 0$, it is easy to see by estimates (3.7)–(3.8) that
\[
\left\|F^{-1}_{\eta \to y}(e^{i[\pm 1 + \tau^{m+1}]|\eta|}v^{+, \pm}_0(\eta))\right\|_{L^\infty} \leq \left\|v^{+, \pm}_0\right\|_{L^1} \lesssim \tau^{-(m+1)\mu} \left\|X_2(\eta)\chi(\eta)|\eta|^{-\sigma}\right\|_{L^1} \lesssim \tau^{-m/2}.
\]
For $k \geq 1$, by Lemma 6 we have, for some integer $N > 0$, that
\[
\left\| \mathcal{F}_{\eta \to y}^{-1} \left( e^{i[\pm 1 + \tau^{m+1}]2^k |\eta|^q} v_k^{\pm, \pm} (\eta) \right) \right\|_{L^\infty} \lesssim (1 + [\pm 1 + \tau^{m+1}]2^k)^{-\frac{n-1}{\tau}} \sum_{|a| \leq N} \left\| \partial^a_{\eta} v_k^{\pm, \pm} \right\|_{L^1}.
\]  
(B. 5)

Since $X_2(2^k \eta) \chi(\eta)$ for $k \geq 1$, by estimates (3.7)–(3.8) and Leibniz rule we infer
\[
|\partial^a_{\eta} v_k^{\pm, \pm}(\eta)| = \sum_{\gamma \leq \beta \leq \alpha} \binom{\alpha}{\beta} \gamma \cdot \partial^a_{\eta} \left( \chi(\eta)|\eta|^{1-\gamma} \partial^\beta \gamma H^0_{\pm}(2i\tau^{m+1}2^k |\eta|) \partial^\gamma H^1_{\pm}(2i2^k |\eta|) \right)
\lesssim \tau^{-m/2} 2^{-k} \sum_{\beta \leq \alpha} C_{\mu,\alpha,\beta} |\eta|^{1-|\beta|}
\]
where $I_{[1/2,2]}(\eta) = 1$ for $1/2 \leq |\eta| \leq 2$ and $I_{[1/2,2]}(\eta) = 0$ otherwise. From the latter estimate and (B. 5), we get
\[
A^\pm_{1,2} \lesssim \tau^{-m/2} 2^{-k} (1 + [\pm 1 + \tau^{m+1}])^{-\frac{n-1}{\tau}} \lesssim \tau^{-m/2} 2^{-k}.
\]

Similarly we obtain also that $A^-_{1,2} \lesssim \tau^{-m/2} 2^{-k}$. Thus, inserting in (B. 4) we obtain (B. 3), which combined with the Young inequality give us the $L^1 - L^\infty$ estimate
\[
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( X_2(\phi(s)\xi) \chi_k(\phi(s)\xi) \left| \xi \right|^{-\sigma} \partial_t W_1(t, s, |\xi|) \hat{\psi} \right) \right\|_{L^\infty} \lesssim 2^{k(n-\sigma)} \tau^{m/2}s^{(\sigma-n)(m+1)} \| \psi \|_{L^1}
\]  
(B. 6)

$L^2 - L^2$ estimates

By the Plancherel formula, Hölder inequality, estimate (3.5) and the substitution $\phi(s)\xi = 2^k \eta$, we obtain
\[
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( X_2(\phi(s)\xi) \chi_k(\phi(s)\xi) \left| \xi \right|^{-\sigma} \partial_t W_1(t, s, |\xi|) \hat{\psi} \right) \right\|_{L^2} \leq \left\| X_2(\phi(s)\xi) \chi_k(\phi(s)\xi) \left| \xi \right|^{-\sigma} \partial_t W_1(t, s, |\xi|) \right\|_{L^\infty} \| \psi \|_{L^2}
\lesssim 2^{-k\sigma} \tau^{m/2}s^{(\sigma-n)(m+1)} \| \psi \|_{L^2}
\]  
(B. 7)

$L^q - L^{q'}$ estimates

The interpolation between (B. 6) and (B. 7) give us the estimates on the conjugate line
\[
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( X_2(\phi(s)\xi) \chi_k(\phi(s)\xi) \left| \xi \right|^{-\sigma} \partial_t W_1(t, s, |\xi|) \hat{\psi} \right) \right\|_{L^{q'}} \lesssim 2^{k \left[ \left( \frac{1}{q'} - \frac{1}{q} \right) - \sigma \right] \tau^{m/2} s^{\left( \sigma - n \left( \frac{1}{q} - \frac{1}{q'} \right) \right)(m+1)} \| \psi \|_{L^{q'}}
\]  
(B. 8)

where $1 < q \leq 2$. Now, choosing $n \left( \frac{1}{q} - \frac{1}{q'} \right) \leq \sigma$, putting together (B. 1), (B. 2) and (B. 8) with an application of Lemma 5, we finally obtain the $L^q - L^{q'}$ estimate for $\partial_t W_1(t, s, D_x)$. 

Springer
Estimates for $\partial_t W_2(t, s, D_x)$

For the intermediate and high frequencies cases, proceeding as above we straightforwardly obtain, under the constrains $\sigma \leq \mu + n\left(\frac{1}{q} - \frac{1}{q'}\right)$ and $n\left(\frac{1}{q} - \frac{1}{q'}\right) \leq \sigma$ respectively, that

$$\left\| F_{\xi \to x}^{-1} (X_j(\phi(s)\xi)|\xi|^{-\sigma} \partial_t W_2(t, s, |\xi|)\psi) \right\|_{L^{q'}} \lesssim \tau^{m/2}\left[\sigma-n\left(\frac{1}{q} - \frac{1}{q'}\right)\right]^{(m+1)} \|\psi\|_{L^q}.$$  

(B. 9)

for $j \in \{1, 2\}$ and $1 < q \leq 2 \leq q' < \infty$.

At low frequencies, by computations similar to that for $\partial_t W_1(t, s, D_x)$, we obtain

$$\left\| F_{\xi \to x}^{-1} (X_0(\phi(t)\xi)|\xi|^{-\sigma} \partial_t W_2(t, s, |\xi|)\psi) \right\|_{L^{q'}} \lesssim t^{(n/q'-n+\sigma)(m+1)} \left\| T_0 \ast F_{\eta \to y}^{-1} (\hat{\psi}(\eta/\phi(t))) \right\|_{L^{q'}}$$

where this time

$$T_0 := F_{\eta \to y}^{-1} \left( X_0(\eta)|\eta|^{-\sigma} e^{-i[1+1/\tau^{m+1}]}|\eta|\Phi(\mu; \tau; |\eta|) \right)$$

$$\Phi(\mu; \tau; |\eta|) := \Phi(\mu, 2\mu; 2i|\eta|/\tau^{m+1})$$

$$\times \left\{ \Phi(1-\mu, 1-2\mu; 2i|\eta|) - i(m+1)|\eta|\Phi(1-\mu, 2(1-\mu); 2i|\eta|) \right\}$$

$$= [1 + \tau^{-(m+1)} O(|\eta|)][1 + O(|\eta|)],$$

and hence again $|\Phi(0; \mu; \tau; |\eta|)| \lesssim 1$ if $|\eta| \leq 3/4$. For any $\lambda > 0$, we get

$$\text{meas}\{\eta \in \mathbb{R}^n : |F_{y \to \eta}(T_0)| \geq \lambda\} \leq \text{meas}\{\eta \in \mathbb{R}^n : |\eta| \leq 3/4 \text{ and } |\eta|^{-\sigma} \gtrsim \lambda\} \lesssim \lambda^{-b},$$

where $1 < b < \infty$ if $\sigma \leq 0$ and $1 < b \leq \frac{b}{\sigma}$ if $\sigma > 0$. Another application of Lemma 4 tell us that $T_0 \in L^{q'}_q$ for $1 < q \leq 2 \leq q' < \infty$ with the condition on $\sigma$ given by $\sigma \leq \min\left(\frac{1}{q}, \frac{1}{q'}\right)$. Finally, similarly as in the case of $\partial_t W_1(t, s, D_x)$ we conclude that (B. 9) holds true also for $j = 0$.

The proof of estimates (iv) in Theorem 3 is thus reached combining (B. 9) for $j \in \{0, 1, 2\}$, and putting together all the constrains on the range of $\sigma$, we are forced to choose $\sigma = n\left(\frac{1}{q} - \frac{1}{q'}\right)$.
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