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We present a method for mitigating measurement errors on quantum computing platforms that does not form the full assignment matrix, or its inverse, and works in a subspace defined by the noisy input bit-strings. This method accommodates both uncorrelated and correlated errors, and allows for computing accurate error bounds. Additionally, we detail a matrix-free preconditioned iterative solution method that converges in $O(1)$ steps that is performant and uses orders of magnitude less memory than direct factorization. We demonstrate the validity of our method, and mitigate errors in a few seconds on numbers of qubits that would otherwise be intractable.

I. INTRODUCTION

Recently, rapid developments in the fabrication, control, and deployment of quantum computing systems has brought qubit counts to $\sim 100$, where it might be possible to show advantage over classical computation methods in one or more limited cases [1–3]. However, such breakthroughs are hampered by noise and errors that conspire to limit the effectiveness of quantum computers at tackling problems of appreciable scale. To counteract these effects, researchers have turned to mitigation methods that approximately cancel quantum gate [4–10] and measurement assignment [11–19] errors. For short-depth quantum circuits that can be executed on current generation hardware, measurement errors play an out-sized role, and their correction is critical to many near-term experiments [20–27].

In the canonical situation where initialization noise is minimal, measurement errors over $N$-qubits can be treated classically and satisfy

$$\vec{p}_{\text{noisy}} = A\vec{p}_{\text{ideal}},$$

where $\vec{p}_{\text{noisy}}$ is a vector of noisy probabilities returned by the quantum system, $\vec{p}_{\text{ideal}}$ is the probabilities in absence of measurement errors (but still includes e.g. gate errors), and $A$ is the $2^N \times 2^N$ complete assignment matrix (A-matrix) where element $A_{\text{row},\text{col}}$ is the probability of bit-string $\text{col}$ being converted to bit-string $\text{row}$ by the measurement error process [see App. (A) for examples]. While computing $A$ requires executing $2^N$ circuits, it is often the case that errors on multiple qubits can be well approximated using at most $O(N)$ calibration circuits; the A-matrix can be approximated efficiently.

Equation (1) has a solution $\vec{p}_{\text{ideal}}$ readily found using direct LU-factorization. However, direct methods necessarily generate quasi-probability distributions due to finite sampling that contain negative values, but still sum to one, that are incompatible with the requirement of $\vec{p}_{\text{ideal}}$ being a probability vector. Consequently, a bounded-minimization approach solving $||A\vec{p}_{\text{ideal}} - \vec{p}_{\text{noisy}}||_2^2$, where $\vec{p}_{\text{ideal}}$ is constrained to be positive, is often used in place of a direct solution [12–14, 16, 28]. Although physically appealing, the run times of these methods are orders of magnitude longer than those of direct techniques. Alternatively, it has been shown that quasi-probabilities can be used provided that one mitigates expectation values [4, 11, 29]. As proven in Ref. [11], these quasi-probabilities provide an unbiased estimate for the expectation value $\xi$ of an operator $O$, with a spectral radius of one, that is diagonal in the computational basis

$$\xi = \sum_{i=0}^{2^N-1} [O A^{-1}\vec{p}_{\text{noisy}}]_i;$$

Near-term algorithms such as the ubiquitous Variational Quantum Eigensolver (VQE) [20, 30] and quantum machine learning [22, 27] rely on the computation of expectation values, making the correction of measurement errors in these quantities an important step along the road to quantum advantage.

Current measurement mitigation techniques utilize the full $2^N$-dimensional probability space, and thus do not scale beyond a handful of qubits. A truncation scheme was developed in [23], however it did so at the loss of measurement information, and still required explicit construction of the full A-matrix. Creating a scalable mitigation strategy requires reducing the dimensionality of the linear system in Eq. (1) without the need for computing $A$ itself. Fortunately, present day cloud-accessible quantum computing systems have measurement error rates of a few-percent or less, see Table I, indicating it is possible to view the measurement error process as a small correction to the ideal probability distribution; measurement

| System                      | Avg. assignment error (%) |
|-----------------------------|---------------------------|
| Alibaba 11Q [31]            | 7.4                       |
| Google 53Q Sycamore [32]    | 3.2                       |
| IBM 27Q Falcon_R5.11 [33]   | 1.1                       |
| IonQ 11Q [34]               | 0.4                       |
| Quantum Inspire 5Q Starmon [35] | 4.0                  |
| Rigetti 32Q Aspen-9 [34]    | 6.1                       |

TABLE I. Representative error rates for cloud-accessible quantum computing systems.
errors redistribute small fractions of probability from a given bit-string primarily to those that are a short Hamming distance away [e.g. see App. (A)]. To good approximation, the solution is contained within \( \tilde{p}_{\text{noisy}} \), and we can mitigate errors in a re-normalized subspace defined by these bit-strings. Worst case, this subspace dimension is equal to the number of times the input circuit is sampled. For cloud-accessible quantum computers, the number of times a circuit can be sampled is limited, typically 8192 times on IBM Quantum systems, and therefore the dimensionality of the corresponding reduced assignment matrix \( \tilde{A} \) can be markedly smaller than the full \( A \)-matrix for \( N \)-qubits. In practice \( \tilde{A} \) is often small enough such that the solution is amenable to standard LU-factorization, returning a vector of quasi-probabilities for use in a reduced version of Eq. (2).

However, for situations where explicitly forming \( \tilde{A} \) is still prohibitive due to large numbers of unique samples, it is possible to use preconditioned matrix-free iterative linear solution methods. Such methods have also been explored in numerical solutions of large-scale steady-state density matrices \[36\]. In practice this gives quick convergence, typically in \( O(1) \) steps, and is competitive with direct solution run times while requiring orders of magnitude less memory. Although the methods introduced here return quasi-probabilities, it is possible to find the nearest probability distribution, in terms of \( L2 \)-norm, in linear time \([37]\).

In this paper, we detail this efficient mitigation method beginning with Sec. (II) that motivates the subspace reduction procedure, and describes how it is performed. Section (III) shows how preconditioned matrix-free methods can be utilized for a performant and memory efficient solution technique. In Sec. (IV) we show that one can obtain bounds on the variance of the computed expectation values in a similarly efficient manner with an overhead of \( O(1) \) in terms of additional run time. We demonstrate our technique in Sec. (V), showing the validity of our method, and mitigating readout errors out to numbers of qubits that would be intractable even on the largest of supercomputers using previous methods.

II. SUBSPACE REDUCTION

We aim to construct \( \tilde{A} \) without necessarily forming the full \( A \)-matrix. To this end we look to compute elements \( A_{\text{row},\text{col}} \) directly from the bit-string values of the input noisy counts, and a small set of calibration data matrices. For concreteness, we study the case of tensored measurement errors as IBM Quantum systems are calibrated for high-fidelity quantum non-demolition (QND) measurements where uncorrelated errors are nominally dominant. Other quantum hardware vendors also report the same \[26\]. The full-dimensional tensored \( A \)-matrix \( A^{(T)} \) over \( N \)-qubits can be constructed from \( N \times 2 \times 2 \) calibration matrices: \( A^{(T)} = S_{N-1} \otimes \ldots S_1 \otimes S_0 \) where \( S_k \) is the calibration matrix for the \( k \)-th qubit with the form

\[
S_k = \begin{bmatrix} P_{0,0}^{(k)} & P_{0,1}^{(k)} \\ P_{1,0}^{(k)} & P_{1,1}^{(k)} \end{bmatrix},
\]

where \( P_{i,j}^{(k)} \) is the probability of the \( k \)-th qubit being in state \( j \in \{0,1\} \) and measured in state \( i \in \{0,1\} \). Here we use the convention that qubit 0 corresponds to the least-significant bit. For two bit-strings: \( \text{row}, \text{col} \in \{0,1\}^N \), the matrix element \( A_{\text{row},\text{col}}^{(T)} \) can be computed using:

\[
A_{\text{row},\text{col}}^{(T)} = \prod_{k=0}^{N-1} P_{\text{row}[N-1-k],\text{col}[N-1-k]}^{(k)}.
\]

Therefore it is possible to compute individual matrix elements directly from bit-string values and a number of calibration matrices that scales at most linearly with the number of qubits. Accommodating correlated errors in our method simply amounts to finding an equivalent expression to Eq. (4). We give an example in App. (B), where we intentionally induce correlated errors into the measurement process. As a corollary of grabbing elements individually, it is possible to select only those elements within a given Hamming distance, \( d(\text{row}, \text{col}) \leq D \), where \( D \) is the desired maximum distance. This allows for varying the sparsity of \( \tilde{A} \), and examining the effect of low-distance approximations.

\( \tilde{A} \) is defined to be the assignment matrix over only those bit-strings observed in \( \tilde{p}_{\text{noisy}} \). To understand the validity of this reduction consider the simulation presented in Fig. (1a) where we compare the distributions for \( \tilde{p}_{\text{ideal}} \) and \( \tilde{p}_{\text{noisy}} \). In effect, measurement errors take blocks of probability, as defined by the finite number of samples, from \( \tilde{p}_{\text{ideal}} \) and redistribute them amongst other bit-strings to get \( \tilde{p}_{\text{noisy}} \). This redistribution is predominantly to those bit-strings that are close in Hamming distance. Importantly, as seen in Fig. (1a), when measurement errors are small, and a sufficient number of circuit samples has been performed, it is unlikely that a given bit-string in \( \tilde{p}_{\text{ideal}} \) is completely redistributed; the bit-strings in \( \tilde{p}_{\text{ideal}} \) are also contained in \( \tilde{p}_{\text{noisy}} \). Therefore, mitigating measurement errors requires only elements \( A_{\text{row},\text{col}} \) that correspond to transitions between bit-strings in \( \tilde{p}_{\text{noisy}} \). An example is shown in Fig. (1b). Because we are grabbing only select elements of the full \( A \)-matrix, the columns of \( \tilde{A} \) must be renormalized such that they once again sum to one. That is to say given any two bit-strings \( \text{row}, \text{col} \in \tilde{p}_{\text{noisy}} \), the reduced matrix element \( \tilde{A}_{\text{row},\text{col}} \) is given by

\[
\tilde{A}_{\text{row},\text{col}} = \begin{cases} 
\sum_{k \in \tilde{p}_{\text{noisy}}} \frac{A_{\text{row},\text{col}}}{d(\text{row},\text{col}) \leq D} & d(\text{row},\text{col}) \leq D \\
0 & d(\text{row},\text{col}) > D
\end{cases}
\]

where \( D \) is the desired Hamming distance \[38\]. Performing a finite number of circuit executions, even when
measurement errors are weak, may result in completely redistributing probability away from some small magnitude elements in $\vec{p}_{\text{ideal}}$ such that those elements are not present in $\vec{p}_{\text{noisy}}$; the solution vector will be missing these elements. However as we will show, for typical numbers of circuit samples this effect is minimal.

### III. MATRIX-FREE SOLUTION

Although $\tilde{A}$ is much smaller than the original, when sampling circuits with wide probability distributions many times, or executing on systems with appreciable error rates, it is possible that $\tilde{A}$ itself may become too costly to explicitly construct. Fortunately, being able to grab elements of $\tilde{A}$ individually, Eq. (4), allows us to take advantage of matrix-free iterative techniques [39]. The time to solution for iterative methods greatly depends on the properties of $\tilde{A}$. $A$-matrices obtained from present day cloud-accessible platforms nominally have strict diagonal dominance $|A_{\text{row,col}}| > \sum_{\text{col} \neq \text{row}} |A_{\text{row,col}}| \forall \text{row}$, and are readily solved by simple iterative methods such as Jacobi iteration [39]. However this condition does not hold in general for systems with large error rates. Moreover, as the number of qubits grows so does the number of possible error channels (i.e. number of states at low Hamming distance) and it becomes harder to satisfy this stringent condition. Thus general purpose methods such as generalized minimal residual (GMRES) [40] or bi-conjugate gradient stabilized (BiCGSTAB) [41] methods must be used. Importantly these Krylov subspace methods require computing only the product $\tilde{A}\vec{p}_{\text{noisy}}$, but not $\tilde{A}$ itself [39, 42]. However having strict diagonal dominance, or close to it, suggests that we can increase the rate of convergence by using a simple Jacobi preconditioner $P^{-1}$ to solve

$$P^{-1}\tilde{A}\vec{x} = P^{-1}\vec{p}_{\text{noisy}},$$

where $P^{-1}$ is a diagonal matrix with $P_{i,i}^{-1} = 1/\tilde{A}_{i,i}$ [39]. In practice, Eq. (6) gives rapid convergence requiring only $O(1)$ iterations for an absolute tolerance value of $10^{-5}$ while simultaneously dramatically reducing the memory requirements for mitigation.

### IV. UNCERTAINTY ESTIMATES

Mitigating measurement errors does not come for free. Rather it results in an increase in the uncertainty of repeated measurement outcomes that must be compensated for by increasing the number of times the circuit is sampled. This mitigation overhead $\mathcal{M}$ is determined by the one-norm of the inverse of the $A$-matrix $\mathcal{M} = ||A^{-1}||_1$ [11], and gives an upper bound on the standard deviation of an observable $\sigma_O \leq \sqrt{\mathcal{M}/s}$, where $s$ is the number of samples. Not wanting to construct $\tilde{A}^{-1}$, here we use the iterative Hager-Higham algorithm [43, 44] for estimating $||\tilde{A}^{-1}||_1$ using only linear systems of equations involving $\tilde{A}$ and $\tilde{A}^T$. When using direct factorization, the LU decomposition of $\tilde{A}$ can be cached, and thus the overall runtime is $\sim 2x$ longer than mitigation alone. However, for iterative methods, the overhead is between 4-10x longer depending on how many steps the Hager-Higham routine requires. Although this method gives a lower-bound on $\sqrt{\mathcal{M}}$, in practice it is often exact or nearly so (see related discussion in Ref. [44]). Because our truncation method selects only those rows and columns from $\vec{p}_{\text{noisy}}$, the one-norm of $||\tilde{A}^{-1}||_1$, and thus mitigation overhead, is dependent on the circuit being executed and the noise properties of the device on which it is run.
V. DEMONSTRATIONS

Our method [45] is implemented with NumPy [46], SciPy [47], and Cython [48], and makes use of Qiskit Ignis [28] for calibration circuit construction and execution. All timing data is taken on a quad core Intel i3-10100 system with 32 Gb of memory with NumPy and SciPy compiled against OpenBlas [49].

We begin by showcasing the veracity of our method by comparing expectation values for the circuit shown in Fig. (2a) computed with the full-space tensored method from Qiskit Ignis [28] along with our method called M3 [50] varying the number of samples taken per circuit. Here the circuits are executed on the 27 qubit IBM Quantum Kolkata system, mapping the virtual circuit qubits to physical qubits [1, 4, 7, 10, 12, 13, 14, 11, 8, 5, 3, 2]. The calibration data and raw input samples are identical for both mitigation methods. In Fig. (2b) we see that, despite using at most 371 bit-strings (9% of the full-dimensionality), M3 closely matches the full-dimensional $A^{(T)}$ results over the entire range of samples, and agrees remarkably well with the Ignis results for the numbers of executions typically employed in practice, > 1000. An example $A^{(T)}$ generated by M3 is presented in App. (A3). The sub-space reduction results in a run-time performance improvement as well, with Qiskit Ignis mitigation taking $\sim 3$ s per circuit, while as M3 took at most $\sim 7$ ms. Additionally, we see that the uncertainty bound given by $M$ closely matches the experimental values, and verifies the use of this technique in reporting faithful error bounds. The inset of Fig. (2b) also shows that, for a tolerance of $\leq 10^{-5}$, $\tilde{A}^{(T)}$ is well-approximated by keeping only terms out to $D = 3$.

We now demonstrate the scalability of our M3 method by mitigating GHZ states out to 42 qubits on the 65 qubit IBM Quantum Brooklyn system. Details of this experiment are in App. (C). In Fig. (3) we compare M3 along with the Qiskit Ignis tensored and bounded least-squares methods [51]. Only M3 allows for mitigating errors beyond 14 qubits due to algorithmic breakdown or extreme run-times, for the tensored and least-squares methods respectively, and shows the importance of performing measurement mitigation for large-scale experiments. The overall expectation values drop as the circuit depth increases where gate errors and decoherence, effects measurement mitigation cannot resolve, start to dominate.

The mitigation overhead, inset of Fig. (3a), shows exponential scaling at small numbers of qubits after which the overhead begins to plateau. The exponential scaling arises as the diagonal elements of $A$, formed from the product of $N$ probabilities, Eq. (4), are effectively being inverted when computing $A^{-1}$, with additional contributions coming from elements close in Hamming distance. Provided that the bit-strings in $\tilde{p}_{\text{noisy}}$ sample sufficient portions of these short Hamming distance elements, the re-normalization used in obtaining $\tilde{A}$ is small, and one recovers the exponential scaling shown for the full-dimensional A-matrix [11]. However if this is not the case then re-normalization increases the magnitude of the elements in $\tilde{A}$ (in particular the diagonal elements) suppressing the exponential growth in $M$.

Figure (3b) details the timing across the different mitigation methods. We see that M3 greatly improves the computed expectation values while taking at most 1.2 seconds to compute at 42 qubits. When computing the mitigation overhead, the total time increased to 2.4 and 4.5 seconds for the direct and iterative solutions at 42 qubits, respectively (not shown); an extraordinary improvement upon the exponential run times observed for the Qiskit methods. As with the example in Fig. (2), a $D = 3$ Hamming approximation well captures the full mitigation process to the desired tolerance, and performs best at large numbers of bit-strings where the overhead
FIG. 3. a) Comparison of expectation values for GHZ states out to 42 qubits on the IBM Quantum Brooklyn system using M3, and Qiskit Ignis tensored and bounded least-squares methods. M3 direct, iterative, and a $D = 3$ Hamming approximation all yield the same values to a tolerance of $\sim 10^{-5}$ and the associated shaded region shows the error bound from $\mathcal{M}$. Numbers alongside the M3 data show the number of bit-strings in $\vec{p}_{\text{noisy}}$ for each number of qubits. Inset shows the computed mitigation overhead $\mathcal{M}$. All calibration data and GHZ circuit execution was performed using 8192 shots per-circuit. b) Timing information (best of three runs) for the mitigation methods presented in (a). Annotated numerical values indicate the number of iterations needed for a tolerance $\leq 10^{-5}$. The full and $D = 3$ iterative solutions used the same number of iterations in all cases.
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Appendix A: Example A-matrices

1. Complete A-matrix

An example complete A-matrix computed by running $2^N$ circuits, one for each computational basis state, on the IBM Quantum Kolkata system is given in Fig. (4). Because of finite sampling, the matrix is nominally sparse, and only those elements close in Hamming distance have appreciable transition probabilities. The matrix has strict diagonal dominance and thus is guaranteed to be invertible.

FIG. 4. Full A-matrix for qubits $0 \rightarrow 5$ on the IBM Quantum Kolkata system. A circuit for each of the 32 bit-strings was executed 8192 times to fill in the columns.


2. Tensored A-matrix

The A-matrix corresponding to tensored measurement errors, $A^{(T)}$, is constructed by taking the tensor product of single-qubit calibration matrices given by Eq. (3) in the main text. Unlike the complete A-matrix, $A^{(T)}$ contains only non-zero elements unless one or more qubits has no reported measurement error for $P_{0,1}$ and/or $P_{1,0}$; $A^{(T)}$ expects every element of $\vec{p}_{\text{noisy}}$ to have a non-zero entry. Like Fig. (4), the matrix in Fig. (5) is strictly diagonally dominant, and indicates that transitions between elements close in Hamming distance are more likely. Data for Fig. (5) was taken immediately after that shown in Fig. (4).

3. Example 12 qubit truncated A-matrix

Figure (6) shows one of the 100 truncated $A^{(T)}$ used in the M3 mitigation performed in Fig. (2) at 8192 counts. This matrix is also strictly diagonally dominant. For each circuit execution, the number of elements in $A^{(T)}$ may vary, as can their associated amplitudes.

Appendix B: Correlated errors

Although we have focused on tensored mitigation techniques, our method is equally capable of handling correlated errors provided that matrix elements $A_{\text{row,col}}$ can be obtained by their bit-string values as done in Eq. (4). IBM Quantum systems operating normally are dominated by uncorrelated measurement error, and are thus well mitigated by the tensored A-matrix methods presented in the main text. It is possible however to purposefully induce correlated errors into the readout process and explore correlated mitigation strategies.

To take into account pairwise correlated errors, we can modify Eq. (4), grabbing elements using

$$A^{(C)}_{\text{row,col}} = \frac{1}{\binom{N}{2}} \sum_{k=1}^{N-1} \sum_{l=0}^{k-1} C_{kl} [a^{kl}, b^{kl}] \prod_{m=0}^{N-1} S_{m} [q_{m}, q'_{m}],$$

(B1)

where row = $q_{N-1}q_{N-2}...q_{0}$ and col = $q'_{N-1}q'_{N-2}...q'_{0}$. Here, the $S_{m}$ are defined as in Eq. (3), and $C_{kl}$ are a 4x4 stochastic matrix (local noise matrix) between qubits $k$ and $l$ where $a^{kl} = 2q_{k} + q_{l}$, $b^{kl} = 2q'_{k} + q'_{l}$, respectively. The elements of $C_{kl}$ are obtained following Section V of Ref. [11].

IBM Quantum Kolkata, a Falcon 5.11 series system, has readout output multiplexing ratios ranging from 3 : 1 to 5 : 1, with readout frequencies in a shared output typically separated by 50-60 MHz. This separation is much larger than the average cavity linewidth $\kappa$ (5.6 MHz) and dispersive shift $\chi$ (1.6 MHz), which when combined enable short 330 ns readout pulses for all qubits. Using default readout pulse amplitudes, calibrated to optimize fidelity while maintaining QND readout, Fig. (7a) shows expectation values produced by executing an 8 qubit GHZ circuit 100 times using qubits $[8, 5, 3, 2, 1, 4, 7, 6]$ that span two multiplex readout groupings. Importantly we perform mitigation using the complete A-matrix, $A^{(C)}$, as well as $A^{(T)}$, with results in agreement with uncorrelated errors largely dominating the readout process.

Intentionally increasing readout pulse amplitudes by approximately 2x from the optimized values results in correlated readout errors. With these larger readout amplitudes, while there is no appreciable change in average readout fidelity ($< 0.2\%$) compared to the default setting, there is a substantial uptick in non-QNDness. In
Fig. (7b) we re-run our 8 qubit GHZ experiment from Fig. (7a) under these new conditions. While the correlated M3 method using Eq. (B1) well captures the correlated readout errors, as evident by agreement with the complete A-matrix, the tensored mitigator strongly over-corrects due to the misalignment of probabilities in $\hat{A}^{(T)}$ with those actually present in the system. Although Eq. (B1) works for both uncorrelated and pairwise correlated errors, each matrix element requires $O(N^2)$ floating-point evaluations, as opposed to $N$ in Eq. (4).

Appendix C: 42 qubit GHZ demonstration

1. Experimental details

Experiments are run on the 65 qubit IBM Quantum Brooklyn system. GHZ states were prepared starting with a Hadamard gate on qubit 11 and entangling additional qubits as shown in Fig. (8). After entangling the first 6 qubits, this pattern allows for increasing the GHZ state by 4 qubits per layer. The average assignment and CNOT error rates across the qubits used is 2.15% and 1.01%, respectively.

2. Memory requirements for storing full 42 qubit A-matrix to $D = 3$

Including elements up to a Hamming distance of three

$$\binom{42}{0} + \binom{42}{1} + \binom{42}{2} + \binom{42}{3} = 12384 \quad (C1)$$

requires

- $\binom{42}{0} + \binom{42}{1} + \binom{42}{2} + \binom{42}{3} = 12384 \quad (C1)$

elements in each of the $2^{42}$ columns. Storing these values using single-precision floating-point numbers, 4-bytes per entry, requires 193.5 PiB of memory. In addition, we must also specify the row and column indices for these values. In compressed sparse column (CSC) format we need $2^{42} + 1$ elements, the difference of which specify the number of non-zero elements in each of the columns. Lastly, we also need the row index for each non-zero matrix element. At 42 qubits, the size of these indices cannot be stored using 32-bit integers, and we must use 64-bits per entry. Storing these values requires an additional 387 PiB of memory. The total memory required is therefore 580.5 PiB and is $\sim 120\times$ larger than the 4.85 PiB of memory on the Fugaku supercomputer [52].

FIG. 7. a) Histogram of expectation values collected from executing an 8 qubit GHZ circuit 100 times on the IBM Quantum F5.11 Kolkata system under normal operating conditions and using qubits [8, 5, 3, 2, 1, 4, 7, 6] and 8192 samples per circuit. Raw results are mitigated with the complete ($A$), correlated $M3 (\hat{A}^{(C)})$, and tensored $M3 (\hat{A}^{(T)})$. b) Repeated experimental results in the presence of correlated readout errors generated by degraded readout.

FIG. 8. Qubits used in generating GHZ states on the IBM Quantum Brooklyn system. Gates entangled earlier are color coded darker. The initial two qubit GHZ state is between qubits 11 and 4, while the final 42 qubit GHZ state is formed by adding qubits 9, 37, 40, and 45 to the previous iteration.

[1] S. Bravyi, D. Gosset, and R. König, Quantum advantage with shallow circuits, Science 362, 308 (2018).

[2] S. Bravyi, D. Gosset, R. König, and M. Tomamichel, Quantum advantage with noisy shallow circuits, Nat.
M. R. Geller, Rigorous measurement error correction, Nature 567, 491 (2019).

S. Bravyi, S. Sheldon, and J. M. Gambetta, Error Mitigation for Short-Depth Quantum Circuits, Phys. Rev. Lett. 119, 180509 (2017).

S. Endo, S. C. Benjamin, and Y. Li, Practical quantum error mitigation for near-future applications, Phys. Rev. X 8, 031027 (2018).

A. Kandala, T. Temme, A. D. Córcoles, A. Mezzacapo, J. M. Chow, and J. M. Gambetta, Extending the computational reach of a noisy superconducting quantum processor, Nature 567, 491 (2019).

S. McArdrle, X. Yuan, and S. C. Benjamin, Error-Mitigated Digital Quantum Simulation, Phys. Rev. Lett. 122, 180501 (2019).

T. Giurgica-Tiron, Y. Hindy, R. LaRose, A. Mari, and K. Temme, Quantum advantage for computations with limited quantum coherences, Phys. Rev. A 101, 032343 (2020).

G. J. Mooney, G. A. L. White, C. D. Hill, and L. C. L. Hollenberg, Generation and verification of 27-qubit Greenberger-Horne-Zeilinger states in a superconducting quantum computer, arXiv:2102.11521 (2021).

K. J. Satzinger, Y. Liu, A. Smith, C. Knapp, M. Newman, C. Jones, Z. Chen, C. Quintana, X. Mi, A. Dunsworth, C. Gidney, I. Kleiner, F. Arute, K. Arya, J. Atalaya, R. Babbush, J. C. Bardin, R. Barends, J. Basso, A. Bengtsson, A. Bilmes, M. Broughton, B. B. Buckley, D. A. Buell, B. Burkett, N. Bushnell, B. Chiaro, R. Collins, W. Courtney, S. Bemura, A. R. Devitt, D. Eppens, C. Erickson, E. Farhi, L. Foaro, A. G. Fowler, B. Foxen, M. Giustina, A. Greene, J. A. Gross, M. P. Harrington, S. D. Harrington, J. Hilton, S. Hong, T. Huan, W. J. Huggins, L. B. Ioffe, S. V. Isakov, E. Jefffrey, Z. Jiang, D. Kafri, K. Kechedzhi, T. Khattar, S. Kim, P. V. Klimov, A. N. Korotkov, F. Kostritsa, D. Landhuis, P. Laptev, A. Locharla, E. Lucero, O. Martin, J. R. McClean, M. McEwen, K. C. Miao, M. Mohseni, S. Montazeri, W. Mruczkiewicz, J. Mutus, O. Naaman, M. Neeley, C.Neill, M. Y. Niu, T. E. O’Brien, B. Vallalonga, T. C. White, Z. Yao, P. Yeh, J. Yoo, A. Zalcman, H. Neven, S. Boixo, A. Megrant, Y. Chen, J. Kelly, V. Smelyanskiy, A. Kitaev, M. Knap, F. Pollmann, and P. Roushan, Realizing topologically ordered states on a quantum processor, arXiv:2104.01180 (2021).

R. Glick, Jennifer, P. Gujrati, Tanvi, A. D. Córcoles, Y. Kim, A. Kandala, J. M. Gambetta, and K. Temme, Covariant quantum kernels for data with group structure, arXiv:2105.03406 (2021).

Qiskit 0.26, https://qiskit.org.

H. Pan, Quantum advantage for computations with limited quantum coherences, Nat. Commun. 5, 4213 (2014).

Havliček, A. D. Córcoles, K. Temme, A. W. Harrow, A. Kandala, J. M. Chow, and J. M. Gambetta, Supervised learning with quantum-enhanced feature spaces, Nature 567, 209 (2019).

X. Wei, I. Lauer, S. Srivivasan, N. Sundaresan, D. T. McClure, D. Toyli, D. C. McKay, J. M. Gambetta, and S. Sheldon, Verifying multipartite entangled Greenberger-Horne-Zeilinger states via multiple quantum coherences, Phys. Rev. A 101, 032343 (2020).

G. J. Mooney, G. A. L. White, C. D. Hill, and L. C. L. Hollenberg, Whole-device entanglement in a 65-qubit superconducting quantum computer, arXiv:2102.11521 (2021).

J. K. Satzinger, Y. Liu, A. Smith, C. Knapp, M. Newman, C. Jones, Z. Chen, C. Quintana, X. Mi, A. Dunsworth, C. Gidney, I. Kleiner, F. Arute, K. Arya, J. Atalaya, R. Babbush, J. C. Bardin, R. Barends, J. Basso, A. Bengtsson, A. Bilmes, M. Broughton, B. B. Buckley, D. A. Buell, B. Burkett, N. Bushnell, B. Chiaro, R. Collins, W. Courtney, S. Bemura, A. R. Devitt, D. Eppens, C. Erickson, E. Farhi, L. Foaro, A. G. Fowler, B. Foxen, M. Giustina, A. Greene, J. A. Gross, M. P. Harrington, S. D. Harrington, J. Hilton, S. Hong, T. Huan, W. J. Huggins, L. B. Ioffe, S. V. Isakov, E. Jefffrey, Z. Jiang, D. Kafri, K. Kechedzhi, T. Khattar, S. Kim, P. V. Klimov, A. N. Korotkov, F. Kostritsa, D. Landhuis, P. Laptev, A. Locharla, E. Lucero, O. Martin, J. R. McClean, M. McEwen, K. C. Miao, M. Mohseni, S. Montazeri, W. Mruczkiewicz, J. Mutus, O. Naaman, M. Neeley, C. Neill, M. Y. Niu, T. E. O’Brien, B. Vallalonga, T. C. White, Z. Yao, P. Yeh, J. Yoo, A. Zalcman, H. Neven, S. Boixo, A. Megrant, Y. Chen, J. Kelly, V. Smelyanskiy, A. Kitaev, M. Knap, F. Pollmann, and P. Roushan, Realizing topologically ordered states on a quantum processor, arXiv:2104.01180 (2021).

R. Glick, Jennifer, P. Gujrati, Tanvi, A. D. Córcoles, Y. Kim, A. Kandala, J. M. Gambetta, and K. Temme, Covariant quantum kernels for data with group structure, arXiv:2105.03406 (2021).

Qiskit 0.26, https://qiskit.org.

H. Pashayan, J. J. Wallman, and S. D. Bartlett, Estimating Outcome Probabilities of Quantum Circuits Using Quasiprobabilities, Phys. Rev. Lett. 115, 070501 (2015).

A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q. Zhou, P. J. Love, and A. Aspuru-Guzik, A variational eigenvalue solver on a photonic quantum processor., Nat. Commun. 5, 4213 (2014).

quantumcomputer.ac.cn (Accessed August 27, 2020).

quantumai.google/hardware (Accessed June 01, 2021).

quantum-computing.ibm.com/systems (Accessed August 23, 2021).

aws.amazon.com/braket (Accessed June 01, 2021).

www.quantum-inspire.com (Accessed August 27, 2020).

P. D. Nation, J. R. Johansson, M. P. Blencowe, and A. J.
Rimberg, Iterative solutions to the steady-state density matrix for optomechanical systems, *Phys. Rev. E* **91**, 013307 (2015).

[37] J. A. Smolin, J. M. Gambetta, and G. Smith, Efficient Method for Computing the Maximum-Likelihood Quantum State from Measurements with Additive Gaussian Noise, *Phys. Rev. Lett.* **108**, 070502 (2012).

[38] Keeping all elements is equivalent to setting $D$ equal to the number of measured qubits, whereas $D = 0$ yields the identity matrix.

[39] Y. Saad, *Iterative Methods for Sparse Linear Systems*, edited by 2nd (Society for Industrial and Applied Mathematics, 2003).

[40] Y. Saad and M. H. Schultz, GMRES: A generalized minimal residual algorithm for solving nonsymmetric linear systems, *SIAM J. Sci. and Stat. Comput.* **7**, 856 (1986).

[41] H. A. van der Vorst, Bi-CGSTAB: A Fast and Smoothly Converging Variant of Bi-CG for the Solution of Nonsymmetric Linear Systems, *SIAM J. Sci. and Stat. Comput.* **13**, 631 (1992).

[42] R. Barrett, M. Berry, T. F. Chan, J. Demmel, J. Donato, J. Dongarra, V. Eijkhout, R. Pozo, C. Romine, and H. Van der Vorst, *Templates for the Solution of Linear Systems: Building Blocks for Iterative Methods*, 2nd ed. (SIAM, 1994).

[43] W. W. Hager, Condition estimates, *SIAM J. Sci. Star. Comput.* **5**, 311 (1984).

[44] N. J. Higham, FORTRAN Codes for Estimating the One-Norm of a Real or Complex Matrix with Applications to Condition Estimation, *ACM Trans. Math. Softw.* **14**, 381 (1988).

[45] https://github.com/qiskit-partners/mthree.

[46] C. R. Harris, K. J. Millman, S. J. der Walt, R. Gommers, P. Virtanen, D. Cournapeau, E. Wieser, J. Taylor, S. Berg, N. J. Smith, R. Kern, M. Picus, S. Hoyer, M. H. van Kerkwijk, M. Brett, A. Haldane, J. F. del Rio, M. Wiebe, P. Peterson, P. Gérard-Marchant, K. Sheppard, T. Reddy, W. Weckesser, H. Abbasi, C. Gohlke, and T. E. Oliphant, Array programming with NumPy, *Nature* **585**, 357 (2020).

[47] P. Virtanen, R. Gommers, T. E. Oliphant, *et al.*, SciPy 1.0: fundamental algorithms for scientific computing in Python, *Nat. Methods* **17**, 261 (2020).

[48] S. Behnel, R. Bradshaw, C. Citro, L. Dalcin, D. S. Seljebotn, and K. Smith, Cython: The Best of Both Worlds, *Computing in Science & Engineering* **13**, 31 (2011).

[49] http://www.openblas.net.

[50] This stands for: Matrix-free Measurement Mitigation.

[51] We have modified the Qiskit least-squares method to use $\vec{p}_{\text{noisy}}$ as the starting vector as opposed to a random vector. This gives a 3x or more improvement in runtime.

[52] https://www.r-ccs.riken.jp/en/fugaku/about/ (Accessed July 05, 2021).

[53] J. D. Hunter, Matplotlib: A 2D graphics environment, *Computing in Science & Engineering* **9**, 90 (2007).