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Abstract

In this paper, we study codes with sparse generator matrices. More specifically, low-density generator matrix (LDGM) codes with a certain constraint on the weight of all the columns in the generator matrix are considered. Previous works have shown the existence of capacity-achieving LDGM codes with column weight bounded above by any linear function of the block length $N$ over the BSC, and by the logarithm of $N$ over the BEC. In this paper, it is first shown that when a binary-input memoryless symmetric (BMS) channel $W$ and a constant $s > 0$ are given, there exists a polarization kernel such that the corresponding polar code is capacity-achieving and the column weights of the generator matrix (GM) are bounded from above by $N^s$.

Then, a general construction based on a concatenation of polar codes and a rate-1 code, and a new column-splitting algorithm that guarantees a much sparser GM, is given. More specifically, for any BMS channel and any $\epsilon > 2\epsilon^*$, where $\epsilon^* \approx 0.085$, an existence of a sequence of capacity-achieving codes with all the GM column weights upper bounded by $(\log N)^{1+\epsilon}$ is shown. Furthermore, two coding schemes for BEC and BMS channels, based on a second column-splitting algorithm, are devised with low-complexity decoding that uses successive-cancellation. The second splitting algorithm allows for the use of a low-complexity decoder by preserving the reliability of the bit-channels observed by the source bits, and by increasing the code block length. In particular, for any BEC and any $\lambda > \lambda^* = 0.5 + \epsilon^*$, the existence of a sequence of capacity-achieving codes where all the GM column weights are bounded from above by $(\log N)^{2\lambda}$ and with decoding complexity $O(N \log \log N)$ is shown. The existence of similar capacity-achieving LDGM codes with low-complexity decoding is shown for any BMS channel, and for any $\lambda > \lambda^! \approx 0.631$. The concatenation-based construction can also be applied to the random linear code ensemble to yield capacity-achieving codes with all the GM column weights being $O(\log N)$ and with (large-degree) polynomial decoding complexity.
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I. INTRODUCTION

Capacity-approaching error-correcting codes such as low-density parity-check (LDPC) codes [1] and polar codes [2] have been extensively studied for applications in wireless and storage systems. Besides conventional applications of codes for error correction, a surge of new applications has also emerged in the past decade including crowdsourcing [3], [4], distributed storage [5], and speeding up distributed machine learning [6], [7]. To this end, new motivations have arisen to study codes with sparsity constraints on their generator and/or parity-check matrices. For instance, the stored data in a failed server needs to be recovered by downloading data from a few servers only, due to bandwidth constraints, imposing sparsity constraints in the decoding process in a distributed storage system. In crowdsourcing applications, e.g., when workers are asked to label items in a dataset, each worker can be assigned only a few items due to capability limitations, imposing sparsity constraints in the encoding process. More specifically, low-density generator matrix (LDGM) codes become relevant for such applications [8], [9].

A. LDGM and Related Works

LDGM codes, often regarded as the dual of LDPC codes, are associated with sparse factor graphs. The sparsity of the generator matrices of LDGM codes leads to a low encoding complexity. However, unlike LDPC and polar codes, LDGM codes have not received significant attention. In [10], [11] it was pointed out that certain constructions of LDGM codes are not asymptotically good, a behavior which is also studied using an error floor analysis in [12], [13]. Several prior works, e.g., [12]–[14], adopt concatenation of two LDGM codes to construct systematic capacity-approaching LDGM codes with significantly lower error floors in simulations. As a sub-class of LDPC codes, the systematic LDGM codes are advantageous for their low encoding and decoding complexity.

In terms of the sparsity of the GM, the authors of [15] showed the existence of capacity-achieving codes over binary symmetric channels (BSC) using random linear coding arguments when the column weights of the GM are bounded by $\epsilon N$, for any $\epsilon > 0$, where $N$ is the code block length. Also, it is conjectured in [15] that column weight upper bounds that scale polynomially sublinear in $N$ suffice to achieve the capacity. For binary erasure channels (BEC), bounds that scale as $O(\log N)$ suffice for achieving the capacity, again using random linear coding arguments [15]. Furthermore, the scaling exponent of such random linear codes are studied in [16]. Later, in [17], the existence of capacity-achieving systematic LDGM ensembles over any BMS channel with the expected value of the weight of the entire GM bounded by $\epsilon N^2$, for any $\epsilon > 0$, is shown.

In [8], [9], the problem of label learning through queries from a crowd of workers was formulated as a coding theory problem. Due to practical constraints in such crowdsourcing scenarios, each query can only contain a small number of items. When some workers do not respond, resembling a binary erasure channel, the authors showed that a combination of LDPC codes and LDGM codes gives a query scheme where the number of queries approaches the information-theoretic lower bound [9].

In the realm of quantum error correction, quantum low-density-generator-matrix (QLDGM) codes, quantum low-density-parity-check (QLDPC) codes, and other sparse-graph schemes have been exten-
sively studied due to the small numbers of quantum interactions per qubit during the encoding and/or error correction procedure, avoiding additional quantum gate errors and facilitating fault-tolerant decoding. Amongst these schemes, the error correction performance of the LDGM-based codes proposed in [18] was shown to outperform all other Calderbank-Steane-Shor (CSS) and non-CSS codes of similar complexity. In [19], Fuentes et. al. showed how codes tailored to the symmetric Pauli channel are not well suited to asymmetric quantum channels, and derived quantum CSS LDGM codes that perform well for the latter case.

In the realm of machine learning, gradient-based methods, such as the gradient descent (GD) algorithm, are one of the most commonly used algorithms to fit the machine learning models over the training data. Using LDGM codes, authors of [20] proposed a distributed implementation of a stochastic GD scheme, which allowed the master node to recover a “high-quality unbiased” estimate of the gradient at low computational cost and provided overall performance improvement over the GD scheme with gradient coding.

In all the three applications highlighted above, the benefit of the LDGM codes follows from a certain upper bound on the column weights of the GM ensuring the columns are relatively low weight. Motivated by these applications, the main goal of this work is to construct sequences of LDGM codes where all or the vast majority of the columns of the GM are low weight, where certain upper bounds on the weight will be specified later.

B. Our Contributions

In this paper, we focus on studying capacity-achieving LDGM codes over BMS channels with sparsity constraints on column weights. A type of code is said to be capacity achieving over a BMS channel $W$ with capacity $C = I(W) > 0$ if, for any given constant $R < C$, there exists a sequence of codes with rate $R$ and the block-error probability for the codes under maximum likelihood (ML) decoding vanishes as the block length $N$ grows large. Leveraging polar codes, invented by Arıkan [2], and their extensions to large kernels, with errors exponents studied in [21], we show that capacity-achieving polar codes with column weights bounded by any polynomial of $N$ exist. However, we show that for rate-1 polar codes, the fraction of columns of the GM with weight $O((\log N)^r)$ vanishes as $n$ grows large, for any $r > 0$. A new construction of LDGM codes is devised in such a way that most of the column weights can be bounded by a degree-$(1 + \delta)$ polynomial of $\log N$, where $\delta > 0$ can be chosen to be arbitrarily small. A drawback of the new construction is the existence of, though only small in fraction, heavy columns in the GM. In order to resolve this, we propose a splitting algorithm which, roughly speaking, splits heavy columns into several light columns, a process which will be clarified later. The rate loss due to this modification is characterized, and is shown to approach zero as $N$ grows large. Hence, the proposed modification leads to capacity-achieving codes with column weights of the GM upper bounded by $(\log N)^{1+\epsilon}$, for any $\epsilon > 2\epsilon^*$, where $\epsilon^* = \log 3 - 3^2 \approx 0.085$. For the constructed LDGM codes, one cannot use the successive cancellation decoding of the underlying polar codes, and hence we show achievability of the capacity using an ML decoder.
Leveraging moderate-deviation results for the random linear code ensemble (RLE) and polar codes, where the gap between the channel capacity and code rate vanishes as blocklength grows, the new construction is applied to yield two families of LDGM codes. In both codes, the trade-off between the gap-to-capacity and the GM sparsity and the decoding time complexity can be observed. In general, the RLE-based codes achieve better GM sparsity at the cost of higher (quasi-polynomial) decoding complexity compared to the polar-based codes. When the optimal GM column sparsity is desired, we have a fixed rate $R < C$, and the GM column weights can be bounded by $O(\log N)$ and $(\log N)^2$ for RLE-based and polar-based codes, respectively. Note that the latter is larger than the aforementioned $(\log N)^{1+\epsilon}$ bound since the column-splitting algorithm is not employed. One caveat of the RLE-based codes is the hidden constant in the $O(\log N)$ bound, which may be arbitrarily large for $R$ close to $C$. Another caveat for RLE-based codes is the decoding time complexity - polynomial in $N$ with arbitrarily large degree for $R$ close to $C$ - when compared to almost-linear complexity of the polar-based codes.

To address the decoding complexity in the polar-based codes with $(\log N)^{1+\epsilon}$ GM sparsity, we first consider BEC, and propose a different splitting algorithm, termed decoder-respecting splitting (DRS) algorithm. Leveraging the fact that the polarization transform of a BEC leads to BECs, the DRS algorithm converts the encoder of a standard polar code into an encoder defined by a sparse GM which does not decrease the reliability of the bit-channels observed by the source bits. As a consequence, the information bits can be recovered by a low-complexity successive cancellation decoder in a recursive manner. In particular, we show a sequence of codes defined by GMs with column weights upper bounded by $(\log N)^{2\lambda}$, for any $\lambda > \lambda^* = \log 3 - 1 \approx 0.585$ and the existence of a decoder with computation complexity $O(N \log \log N)$ under which the sequence is capacity achieving.

Next, for general BMS channels, a scheme that modifies the encoder of a standard polar code in a slightly different way from the DRS algorithm, referred to as augmented-DRS (A-DRS) scheme, is devised which requires additional channel uses and decoding complexity. In spite of these limitations, we show that there exists a sequence of capacity-achieving A-DRS codes. The sequence of codes is defined by GMs with column weights upper bounded by $(\log N)^{2\lambda}$, for any $\lambda > \lambda^\dagger = (\log 3)^{-1} \approx 0.631$, and can be decoded with complexity $O(N \log \log N)$.

The main contribution of this work can be summarized as follows:

- Show a sequence of capacity-achieving polar codes with GM column weights upper bounded by a polynomial sublinear in $N$, with any given degree $s \in (0, 1)$. This verifies the conjecture given in [15].
- Propose a construction of polar-based capacity-achieving LDGM codes with efficient decoding where almost all GM column weights are upper bounded by $(\log N)^{1+\delta}$ for any given $\delta > 0$. The ratio of columns not bounded in this way vanishes as $N$ grows large.
- Show the GMs of above LDGM code sequence can be modified by a column-splitting algorithm so that the resulting code sequence is capacity-achieving under ML decoding while all the GM column weights are $O((\log N)^{1.17})$.
- Show a sequence of capacity-achieving RLE-based codes with all the GM column weights bounded
by $O(\log N)$ under polynomial-time decoding algorithm.

- For BEC transmission, propose a second splitting algorithm, such that the resulting code sequence is capacity-achieving under an efficient decoder while all the GM column weights are $O((\log N)^{1.17})$
- For general BMS channels, propose a third splitting algorithm to generate code sequence, which is capacity-achieving under an efficient decoder while all the GM column weights are $O((\log N)^{1.262})$.

C. Organization

The rest of the paper is organized as follows. In Section II, we introduce basic notations and definitions for channel polarization and polar codes. In Section III, the statements of all the main results are given formally. In Section IV, we show a sparsity result for polar codes with general kernels. Also, the new construction and the first splitting algorithm are described, and the corresponding code is analyzed in terms of the sparsity of the GM and the probability of error. Furthermore, the RLE-based and polar-based code families that allow moderate deviation trade-off are constructed and compared with each other. In Section V, we introduce the DRS algorithm and the A-DRS scheme, and the corresponding code constructions over the BEC and BMS channels, respectively. The successive cancellation decoders are also described and shown to be of low computation complexity. In Section VI, the relationship between the polarization kernel and the sparsity of the GM is evaluated. Finally, Section VII concludes the paper. The proofs for the results in Sections IV, V, VI are included in the Appendix.

II. Preliminaries

Let $h_b(\cdot)$ denote the binary entropy function, $\exp_2(x)$ denotes the function $2^x$, $\ln(\cdot)$ be the logarithmic function with base $e$, and $\log(\cdot)$ be the logarithmic function with base 2. $Z(W)$ denote the Bhattacharyya parameter of a channel $W$. A binary memoryless symmetric channel (BMS) $W: \mathcal{X} \rightarrow \mathcal{Y}$ is a noisy channel with binary input alphabet $\mathcal{X}$, and channel output alphabet $\mathcal{Y}$, (we use $\mathcal{X} = \{0, 1\}$, and assume the output alphabet $\mathcal{Y}$ is finite, in this paper.) satisfying two conditions:

1) The channel output is conditionally independent on past channel inputs, given the input at the same time.
2) There exist a bijective mapping $\phi: \mathcal{Y} \rightarrow \mathcal{Y}$ satisfying $\phi^2(y) = y$ for all $y \in \mathcal{Y}$ such that, the probability of receiving $y \in S$ on input 0 is equal to the probability of receiving $y \in \phi(S)$ on input 1 for any set $S \subset \mathcal{Y}$.

A. Channel Polarization and Polar Codes

The channel polarization phenomenon was discovered by Arıkan [2] and is based on a $2 \times 2$ polarization transform as the building block. Let $A \otimes B$ denote the Kronecker product of matrices $A$ and $B$, and $A^{\otimes n}$ denote the $n$-fold Kronecker product of $A$, i.e., $A^{\otimes n} = A \otimes A^{\otimes (n-1)}$ for $n \geq 2$ and $A^{\otimes 1} = A$. Let $\mathcal{W}$ denote the class of all BMS channels. Consider a channel transform $W \mapsto (W^-, W^+)$ that maps
\( W \) to \( W^2 \). Suppose the transform operates on an input channel \( W : \mathcal{X} \rightarrow \mathcal{Y} \) to generate the channels \( W^- : \mathcal{X} \rightarrow \mathcal{Y}^2 \) and \( W^+ : \mathcal{X} \rightarrow \mathcal{Y}^2 \times \mathcal{X} \) with transition probabilities

\[
W^-(y_1, y_2 | x) = \sum_{x_2 \in \mathcal{X}} \frac{1}{2} W(y_1 | x_1 \oplus x_2) W(y_2 | x_2),
\]

\[
W^+(y_1, y_2, x_1 | x) = \frac{1}{2} W(y_1 | x_1 \oplus x_2) W(y_2 | x_2),
\]

where \( \oplus \) denotes mod-2 addition. This transformation \( W \mapsto (W^-, W^+) \) is referred to as a polarization recursion. Then a channel \( W_{s_1, s_2, \ldots, s_n} \) is defined for \( s_i \in \{-, +\}, i = 1, 2, \ldots, n \), resulting from applying the channel transform \( n \) times recursively as

\[
W_{s_1, s_2, \ldots, s_n} = \begin{cases} 
(W_{s_1, s_2, \ldots, s_{n-1}}^-)^+ & \text{if } s_n = -, \\
(W_{s_1, s_2, \ldots, s_{n-1}}^+)^- & \text{if } s_n = +.
\end{cases}
\]

For \( N = 2^n \), the polarization transform is obtained from the \( N \times N \) matrix \( G_2^o \), where \( G_2 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \) [2]. A polar code of length \( N \) is constructed by selecting certain rows of \( G_2^o \) as its generator matrix. More specifically, let \( K \) denote the code dimension. Then all the \( N \) bit-channels in the set \( \{ W_{s_1, s_2, \ldots, s_n} : s_i \in \{-, +\} \text{ for } i = 1, 2, \ldots, n \} \), resulting from the polarization transform, are sorted with respect to an associated parameter, e.g., their probability of error (or Bhattacharyya parameter), the best \( K \) of them with the lowest probability of error are selected, and then the corresponding rows from \( G_2^o \) are selected to form the GM. Hence, the GM of an \((N, K)\) polar code is a \( K \times N \) sub-matrix of \( G_2^o \). Then the probability of error of this code, under successive cancellation decoding, is upper bounded by the sum of probabilities of error of the selected \( K \) best bit-channels [2]. Polar codes and polarization phenomenon have been successfully applied to a wide range of problems including data compression [22], [23], broadcast channels [24], [25], multiple access channels [26], [27], physical layer security [28], [29], and coded modulations [30].

### B. General Kernels and Error Exponent

It is shown in [21] that if \( G_2 \) is replaced by an \( l \times l \) matrix \( G \), then polarization still occurs if and only if \( G \) is an invertible matrix in \( \mathbb{F}_2 \) and it is not upper triangular, in which case the matrix \( G \) is called a polarization kernel. Furthermore, the authors of [21] provided a general formula for the error exponent of polar codes constructed based on an arbitrary \( l \times l \) polarization kernel \( G \). More specifically, let \( N = l^n \) denote the block length and \( C \) denote the capacity of the channel. For any fixed \( \beta < E(G) \) and fixed code rate \( R < C \), there is a sequence of polar codes based on \( G \) with probability of error \( P_e \) bounded by

\[
P_e(n) \leq 2^{-N\beta},
\]

for all sufficiently large \( n \), where the rate of polarization (see [21, Definition 7]) \( E(G) \) is given by

\[
E(G) = \frac{1}{l} \sum_{i=1}^{l} \log_2 D_i,
\] (1)
and \( \{D_i\}_{i=1}^l \) in (1) are the partial distances of \( G \). More specifically, for \( G = [g_1^T, g_2^T, \ldots, g_l^T]^T \), the partial distances \( D_i \) are defined as follows:

\[
D_i \triangleq d_H(g_i, \text{span}(g_{i+1}, \ldots, g_l)), \quad i = 1, 2, \ldots, l - 1
\]

\[
D_l \triangleq d_H(g_l, 0) = w_H(g_l),
\]

where \( d_H(a, b) \) is the Hamming distance between two vectors \( a \) and \( b \), and \( d_H(a, U) \) is the minimum distance between a vector \( a \) and a subspace \( U \), i.e., \( d_H(a, U) = \min_{u \in U} d_H(a, u) \).

C. Moderate Deviation Results

We briefly review the moderate deviation results of two sequences of codes, the random code ensemble (RCE) and the polar code in this section.

**Theorem 1** (Thm 2.1 of [31]). For any discrete memoryless channel (DMC) \( W \) with dispersion \( \sigma^2(W) > 0 \), for any sequence of real numbers \( \{\epsilon_N\}_{N \geq 1} \) satisfying

(i) \( \epsilon_N \to 0 \), as \( N \to \infty \),

(ii) \( \epsilon_N \sqrt{N} \to \infty \), as \( N \to \infty \),

there exists a sequence of codes \( \{C_N\} \) with rate \( R_N \geq I(W) - \epsilon_N \) for all \( N \) and

\[
\limsup_{N \to \infty} \frac{1}{N\epsilon_n^2} \log P_{e,N} \leq -\frac{1}{2\sigma^2(W)},
\]

where \( P_{e,N} \) denotes the maximal probability of error among all messages in code \( C_N \).

The proof of Theorem 1 hinges on Corollary 2 on page 140 of [32], which establishes the existence of an \((N, R)\) block code for the transmission over a DMC such that the probability of error for each message \( m \), denoted by \( P_{e,m} \), is bounded as follows

\[
P_{e,m} < 4 \exp \left[-NE_r(R)\right], \quad \text{for each } m, 1 \leq m \leq M = 2^{NR}.
\]

Let \( K \) and \( J \) denote the sizes of the input and output alphabets of \( W \), respectively. The random coding exponent \( E_r(R) \) [32] is given by

\[
E_r(R) = \max_{0 \leq \rho \leq 1} \max_Q [E_0(\rho, Q) - \rho R], \quad \text{where}
\]

\[
E_0(\rho, Q) = -\ln \left( \sum_{j=0}^{J-1} \sum_{k=0}^{K-1} Q(k)W(j|k)^{1/(1+\rho)} \right)^{1+\rho}, \quad \text{and}
\]

\( Q \) denotes a probability distribution on the input alphabet of \( W \).

**Remark 1.** The random linear ensemble (RLE), as described in [32, Chapter 6.2], is given by

\[
x = uG \oplus v
\]

where \( G \) is an \( L = NR \) by \( N \) binary matrix with each element chosen independently according to the Bernoulli(0.5) distribution, and each entry of \( v \in \{0, 1\}^N \) is also given by independent Bernoulli(0.5) distribution.
For transmission over a BMS channel, the maximizing channel input distribution for (4) is the Bernoulli(0.5) distribution. It is shown in [32, p. 208] that there exists a linear code in RLE for which, over a BMS W, the block error probability can be bounded as

\[ P_e \leq \exp \left[ -NE_{e}(R) \right]. \] (6)

With argument similar to that for the Corollary in [32, p. 207], one may show the existence of a binary linear code for which, over a BMS W, the error probability for message m is bounded as

\[ P_{e,m} < \exp \left[ -NE_{e}(R) \right], \] for each \( 1 \leq m \leq M = 2^{NR} \).

Adopting the same proof technique as in [31], Theorem 1 can be shown to hold where each code in the sequence \( \{C_{N}\} \) is linear.

For polar code, [33] shows the following moderate deviation result for the transmission over a BMS W with capacity \( I(W) \) by using a polar code of rate \( R < I(W) \) with polarization kernel \( G_{2} \). For a family of codes used for the transmission of a BMS channel, the scaling exponent is defined [33] as the value of \( \mu \) such that

\[ \lim_{N \to \infty, N^{1/\mu(C-R)} = z} P_{e}(N, R, C) = f(z) \]

for some function \( f(z) \).

**Theorem 2** (Theorem 3 of [33]). Let \( \mu \) denote the scaling exponent of the channel \( W \) using a polar code, bounded by \( 3.579 \leq \mu \leq 4.714 \). Consider the transmission over a BMS W with capacity \( I(W) \) by using a polar code of rate \( R < I(W) \). Then for any \( \gamma \in (1/(1 + \mu), 1) \), the block length \( N \) and the block error probability under successive cancellation (SC) decoding \( P_e \) are such that

\[ P_e \leq N \cdot \exp_{2} \left( -N^{-h_{2}^{-1}}(\gamma^{(1+(1+\mu)-1)/\mu}) \right), \]

\[ N \leq \frac{\beta_{3}}{(I(W) - R)^{\mu/(1-\gamma)}}, \]

where \( \beta_{3} \) is a universal constant that does not depend on \( W \) or \( \gamma \).

**III. MAIN RESULT: STATEMENT AND DISCUSSION**

We state the main results of this work informally in this section. Let \( N \) denote the blocklength of the code, \( R \) the code rate, and \( C \) the capacity of the given channel.

Our first result is about the construction of capacity achieving polar codes with sparse generator matrices for BMS channels.

**Result 1** (Polynomial Bound over BMS). [Formally stated in Theorem 3] For any fixed \( s > 0 \), there exists capacity-achieving polar codes for BMS channels, where the Hamming weight of all the columns in the generator matrices are upper bounded by \( N^{s} \).
Our second result shows that a concatenation of polar codes with rate-1 code yields a sequence of capacity achieving codes with sparse generator matrices and almost-linear decoding complexity under SC-based decoding.

Result 2 (Polar-based Moderate Deviation). [Formally stated in Proposition 17] Let a BMS channel with scaling exponent \( \mu \) with respect to the polar code family with kernel \( G_2 \), and two constants \( \lambda \in (0, \frac{1}{1+\mu}) \) and \( \alpha \in (0, \frac{1}{2}) \) be given. Denote by \( \beta_1 \) and \( \beta_2 \) the constants \( \beta_1 = \frac{-\lambda}{(1-\lambda\mu)h_2^\lambda(1-\frac{1}{1+\mu})} \) and \( \beta_2 = \frac{0.585}{(1-\lambda\mu)h_2^\lambda(1-\frac{1}{1+\mu})} \).

There exists a sequence of (polar-based) linear codes with rate \( R = R(N) \) for which the following scaling behaviour holds

1) The gap to capacity \( C - R(N) = O((\log N)^{\beta_1}) \),
2) The block error probability \( P_e \leq 2^{-O(\log N)} \),
3) The decoding time complexity \( \text{Comp} = (N)^{1+o(1)} \),
4) The average GM column weight \( W_{col,avg} = O((\log N)^{\beta_2}) \).

Our third result shows that a concatenation of capacity achieving RLE-based codes and a rate-1 code gives a sequence of capacity achieving codes with sparse generator matrices and with sub-exponential-time decoding complexity under ML decoding.

Result 3 (RLE-based Moderate Deviation). [Formally stated in Proposition 16] Let a BMS channel and a constant \( \alpha \in (0, \frac{1}{2}) \) be given. There exists a sequence of (RLE-based) linear codes with rate \( R = R(N) \) for which the following scaling behaviour holds

1) The gap to capacity \( C - R(N) = O((\log N)^{\beta_1 - 2\alpha}) \),
2) The maximal probability of error \( P_e \leq 2^{-O(\log N)} \),
3) The decoding time complexity \( \text{Comp} \leq \exp_2(O((\log N)^{\frac{1}{1-2\alpha}})) \),
4) The average GM column weight \( W_{col,avg} = O((\log N)^{\frac{1}{1-2\alpha}}) \).

A novel DRS column-splitting algorithm is proposed, using which the following result shows the existence of a sequence of capacity achieving polar-based codes over BEC with sparse generator matrices and with almost-linear-time decoding. In comparison to the previous result, in this setting, we have a better bound on each column weight.

Result 4 (LDGM with Efficient Decoding over BEC). [Formally stated in Theorem 22] Let \( \beta \in (0, 0.5) \), \( d > 1.17 \) and a BEC be given. There exists a sequence of capacity-achieving codes satisfying the following properties:

1) The error probability \( P_e \leq \exp_2(-(\log N)^{2\beta}) \),
2) Each GM column weight is upper bounded by \( (\log N)^d \),
3) There is a SC-based decoder with time complexity \( O(N \log \log N) \).

The above result on BEC is extended to general BMS channels in the following result. This is done by proposing a second column-splitting algorithm called A-DRS.
**Result 5** (LDGM with Efficient Decoding over BMS). *Formally stated in Theorem 26* Let $\beta \in (0, 0.5)$, $d > 1.262$, and a BMS channel be given. There exists a sequence of capacity-achieving codes with the following properties:

1. The error probability is upper bounded by $\exp_2 (- (\log N)^{2\beta})$,
2. Each GM column weight is upper bounded by $(\log N)^d$,
3. The decoding time complexity is upper bounded by $O(N \log \log N)$.

**IV. Sparse LDGM Code Constructions**

In Section IV-A, we prove the existence of capacity-achieving polar codes with large kernels with polynomially sublinear column weights in the GM. In Section IV-B, a coding scheme which expands a polar code into one with larger blocklength, and a splitting algorithm which reduces the maximal column weight by slightly increasing the blocklength, are given. In Section IV-C, we provide an upper bound for the block error probability of the proposed polar-based coding scheme, under a SC-based decoding algorithm. In Section IV-D, we analyze the sparsity in the GM when the underlying polarization kernel is the $G_2$ matrix. In Section IV-E the coding scheme is generalized to general binary linear codes. In Sections IV-F and IV-G the relationship between the scaling of gap-to-capacity, block error probability, decoding complexity, and GM column weight bound are investigated for two families of capacity-achieving codes obtained by applying the scheme to RLE and polar codes. In Section IV-H we compare the performance of RLE-based and polar-based codes and showed that the former can achieve $O(\log(N))$ GM column weight at the cost of a high decoding complexity.

**A. Generator Matrix Sparsity**

In this section we first show the existence of capacity-achieving polar codes with generator matrices for which all column weights scale at most polynomially with arbitrarily small degree in the block length $N$, hence validating the conjecture in [15]. Second, we show that, for any polar code of rate 1, *almost* all of the column weights of the GM are larger than polylogarithmic in $N$.

**Theorem 3.** For any fixed $s > 0$ and any BMS channel, there are capacity-achieving polar codes with generator matrices having column weights bounded by $N^s$, where $N$ denotes the block length of the code.

**Proposition 4.** Given any $l \geq 2$, $l \times l$ polarizing kernel $G$, and $r > 0$, the fraction of columns in $G^{\otimes n}$ with $O(\log N)^r$ Hamming weight vanishes as $n$ grows large.

**B. Construction and Splitting Algorithm**

In this section, we propose a new construction of polar-based codes with even sparser GMs than those given in Section IV-A. In particular, *almost all* the column weights of the GMs of such codes scale at most logarithmically in the code block length, and there is an upper bound $w_{u.b.}$, polynomial in the logarithm of the block length, on *all* the column weights.
Formally, let \( G = G_l^{\otimes n} \otimes I_{n'}, \) where \( G_l \) is an \( l \times l \) polarization kernel and \( I_{n'} \) is the \( n' \times n' \) identity matrix. The matrix \( G \) has the following form:

\[
G = \begin{bmatrix}
G_l^{\otimes n} & 0_{n'} & 0_{n'} & \ldots & 0_{n'} \\
0_{n'} & G_l^{\otimes n} & 0_{n'} & \ldots & 0_{n'} \\
0_{n'} & 0_{n'} & G_l^{\otimes n} & \ldots & 0_{n'} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0_{n'} & 0_{n'} & 0_{n'} & \ldots & G_l^{\otimes n}
\end{bmatrix}.
\]

Let \( N = l^n \), \( N' = N \times n' \) denote the overall block length, and \( K' = n'K \) denote the code dimension. Then \( \frac{K'}{N'} = \frac{K}{N} \) is the code rate. To construct the polar-based code, we use the \( K' \) bit-channels with the lowest probability of error (or Bhattacharyya parameter), and the GM of the resulting \( (N', K') \) code is the corresponding \( K' \times N' \) sub-matrix of \( G \) same as how it is done for regular polar codes. The code constructed in this fashion is referred to as a polar-based code corresponding to \( G \), also referred to as a PB(\( G \)) code, in this paper.

When all columns are required to be sparse, that is, have low Hamming weights, a splitting algorithm is applied. Given a column weight threshold \( w_{u.b.} \), the splitting algorithm splits any column in \( G \) with weight exceeding \( w_{u.b.} \) into columns that sum to the original column both in \( \mathbb{F}_2 \) and in \( \mathbb{R} \), and that have weights no larger than \( w_{u.b.} \). Hence, if the \( i \)-th entry of the original column has a one, then exactly one of the new columns has a one in the \( i \)-th entry. If the \( i \)-th entry of the original column is zero, then the \( i \)-th entries of all the new columns are zeros. That is, for a column in \( G \) with weight \( w \), if \( w \leq w_{u.b.} \), the algorithm keeps the column as is. If \( w = m \cdot w_{u.b.} + r \) for some \( m \in \mathbb{N} \) and some integer \( 0 < r \leq w_{u.b.} \), the algorithm replaces the column with \( m + 1 \) columns, such that each of the new columns has at most \( w_{u.b.} \) ones. Let \( G' \) denote the resulting \( N' \times N'(1 + \gamma) \) matrix. A new code based on \( G' \) selects the same \( K' \) rows as the polar-based code corresponding to \( G \) to form the generator matrix, where all the column weights are bounded by \( w_{u.b.} \). Such a code is referred to as a polar-based code corresponding to \( G' \), or a PB(\( G' \)) code, in this paper.

The operation of the splitting algorithm is demonstrated through an example. Suppose that the threshold \( w_{u.b.} \) is chosen to be 1, and the first column of an \( N \)-column matrix \( G \) is \((1,1,0,\ldots,0)^T\). Then this column will be split into two new columns, \((1,0,0,\ldots,0)^T\) and \((0,1,0,\ldots,0)^T\), denoted by \( v_1' \) and \( v_1'' \) here. Assuming all the other columns of \( G \) have weights 0 or 1, the resulting \( G' \) will be

\[
G' = [v_1', v_1'', v_2, \ldots, v_N],
\]

where \( v_i \) denotes the \( i \)-th column of \( G \). In this example, we see that \( \gamma = 1/N \). The encoding block diagrams for the generator matrices \( G \) and \( G' \) are shown in Figure 1.

C. Analysis of the Error Probability

In this section, we first show that for a fixed \( G_l \), PB(\( G \)) codes have vanishing probability of error as \( n \) grows large, where \( n' \) is chosen as a function of \( n \) and \( G_l \), as stated in the sequel, and \( G \) is constructed as in (7). Second, if \( G' \) is the output of the splitting algorithm described in Section IV-B, we show that the
probability of error for the PB(G') codes can be bounded from above in the same fashion as the PB(G) codes. A sparsity benchmark for the generator matrix of a code, in terms of the block length, as well as the geometric mean column weight and maximum column weight, are also defined in this section.

Given a BMS channel \( W \) with capacity \( C \), let \( R < C \) and a parameter \( \beta < E(G_l) \) be fixed. Then there are polar codes with rate \( R \) constructed using the kernel \( G_l \) with the probability of error upper bounded by \( 2^{-N^\beta} \) under SC decoding for sufficiently large \( n \) [21]. Using the union bound, it can be observed that the probability of error of a corresponding PB(G) code is upper bounded by \( n' \cdot 2^{-N^\beta} \). Hence, we choose

\[
n' = 2^{N(1-\delta)E(G_l)},
\]

for any constant \( 1 > \delta > 1 - \frac{\beta}{E(G_l)} \). This choice of \( n' \) is used throughout the paper. We then have the following lemma.

**Lemma 5.** Let \( G \) be as in (7) and \( n' \) be as in (8). Consider the transmission over a BMS channel \( W \) with capacity \( C \). Then for any \( R < C \) and any \( \beta < E(G_l) \), there exists a sequence of PB(G) codes with code rate \( R \) with the probability of error upper bounded by \( \exp_2 \left( -(\log_2 N') \frac{\beta}{E(G_l)} \right) \), for all sufficiently large \( n \).

Suppose that the splitting algorithm with a certain given threshold, as discussed in Section IV-B, is applied to \( G \) and that \( G' \) is obtained. We show in the following proposition that the probability of error of the codes corresponding to \( G' \) and \( G \) can be bounded in the same way.

**Proposition 6.** Consider the transmission over a BMS channel \( W \) with capacity \( C \). For any \( \beta < E(G_l) \) and any rate \( R < C \), there is a decoding scheme based on successive cancellation (SC) decoding such that the probability of error of the PB(G') code with dimension \( K' = N'R \) is bounded from above by \( \exp_2 \left( -N^\beta \right) \leq \exp_2 \left( -(\log_2 N') \frac{\beta}{E(G_l)} \right) \), for sufficiently large \( n \).
While there are no lower bounds on the sparsity limit of capacity-achieving LDGM codes, the best known results for the column weights are $O(\log N)$ and $O(N)$ for BEC and general BMS channels, respectively. Theorem 3 improves the result for general BMS channels by showing the existence of capacity-achieving LDGM codes with $O(N^s)$ column weights for any fixed $s > 0$. Nevertheless, the achievability with $O(\log N)$ sparsity remains unknown and hence, we use $\log(N')$ as the sparsity benchmark in this paper, where
\[
N' = n'N = 2^{N(1-\delta)E(G_i)} N
\] (9) denotes the blocklength of the PB($G$) code, and $\log(N')$ scales polynomially in $N$ as
\[
\log(N') = N(1-\delta)E(G_i) + \log N = N(1-\delta)E(G_i) + o(1)
\] (10) for all sufficiently large $n$.

We analyze the column weights of $G$ compared to $\log(N')$ in two main scenarios: (1) geometric mean column weight and (2) maximum column weight. The geometric mean is of interest because, as we show in Section IV-D, the logarithm of the column weights of a polar code generator matrix concentrate around its (arithmetic) mean, which equals the logarithm of the ‘geometric mean column weight’. In other words, for a polar or a polar-based code, the scaling behaviour of the geometric mean column weight represents that the weights of typical columns. Hence in order to improve in the maximum column weight scenario, it suffices to study the ‘outliers’ - the columns with weights much larger than the geometric mean column weight.

**Definition 1.** For a binary matrix $G$ with $m$ columns, whose weights are denoted by $w_1, w_2, \ldots, w_m$, the geometric mean column weight $w_{GM}(G)$ and the maximum column weight $w_{\text{max}}(G)$ are defined as follows:
\[
w_{GM}(G) \triangleq (w_1 \times w_2 \times \ldots \times w_m)^{\frac{1}{m}}, \quad (11)
w_{\text{max}}(G) \triangleq \max_i w_i. \quad (12)
\]

When $G$ is constructed as in (7), the geometric mean column weight and the maximum column weight of $G$ are equal to those of $G_i^\otimes n$, respectively. Since the values do not depend on $n'$, we set the following definitions:
\[
w_{GM}(n,G_i) \triangleq w_{GM}(G_i^\otimes n) = w_{GM}(G_i^\otimes n \otimes I_{n'}). \quad (13)
w_{\text{max}}(n,G_i) \triangleq w_{\text{max}}(G_i^\otimes n) = w_{\text{max}}(G_i^\otimes n \otimes I_{n'}). \quad (14)
\]
Note that $w_{GM}(n,G_i) = w_{GM}(G_i)^n$ and $w_{\text{max}}(n,G_i) = (\max_i(w_i))^n \leq I^n$.

**D. Sparsity with Kernel $G_2$**

In this section, we study the GM sparsity when the polarization kernel is chosen as $G_2$. Let $G = G_2^\otimes n \otimes I_{n'}$ with $n'$ chosen as in (8). We show two things in this section: $w_{GM}(n,G_2) \approx \log N'$ and, after
careful splitting we get a matrix \( G' \) such that \( w_{\text{max}}(G') \leq (\log N')^{1+2\epsilon^*} \) for a constant \( \epsilon^* \approx 0.085 \) with vanishing loss of rate compared to \( G \).

Given any BMS channel \( W \), the following proposition gives a sequence of capacity-achieving PB(\( G \)) codes over \( W \) with the geometric mean column weight almost logarithmic in the block length.

**Proposition 7.** For any fixed \( \delta' > 0 \), \( n' \) in (8) can be chosen such that

\[
w_{\text{GM}}(n, G_2) = [\log(N')]^{1+\delta'}
\]

for all sufficiently large \( n \).

Based on Lemma 5 and Proposition 7, given a BMS channel \( W \), there is a sequence of capacity-achieving PB(\( G \)) codes over \( W \) with their geometric mean column weight upper bounded by \([\log(N')]^{1+\delta'}\) for large \( n \).

**Lemma 8.** For any fixed \( \delta' > 0 \) and any \( \delta'' > \delta' \), \( n' \) in (8) can be chosen such that the ratio of columns with weights exceeding \([\log(N')]^{1+\delta''}\) is vanishing as \( n \) grows large.

Although the geometric mean column weight of \( G \) and the weights of most columns are almost logarithmic in \( N' \), the maximum column weight is \( w_{\text{max}}(G) = 2^n = [w_{\text{GM}}(G)]^2 \) and is at least \((\log N')^2\). However, we show next that a matrix \( G' \) can be obtained from the splitting algorithm such that all column weights are below some threshold \( w_{\text{u.b.}} \) whose power over \( \log N' \) is smaller than 2.

Since polar codes and the code corresponding to \( G \) are capacity-achieving, as shown in Lemma 5, and that the rates of the PB(\( G \)) and PB(\( G' \)) codes differ by a ratio \( 1 + \gamma \), the latter is capacity achieving if \( \gamma \) vanishes as \( n \) grows large. In the following, we explore appropriate choices of the column weight threshold for the splitting algorithm that allow the value \( \gamma \) goes to 0 exponentially fast.

Let \( \epsilon > 0 \) be given and

\[
w_{\text{u.b.}} = (\log N')^{1+\epsilon} = N'^{\frac{1}{2}+\epsilon},
\]

be the upper bound for the column weights, where

\[
\epsilon' = (1 + \epsilon) \left( \frac{1 - \delta}{2} + o(1) \right) - \frac{1}{2},
\]

for sufficiently large \( n \), according to equation (10). In order to estimate the multiplicative rate loss of \( 1 + \gamma \) in terms of the threshold \( w_{\text{u.b.}} \), we may study the effect on \( G_2^{\otimes n} \).

First note that \( \gamma \) is the ratio of the number of extra columns resulting from the splitting algorithm to the number of columns \( N \) of \( G_2^{\otimes n} \). Let \( w_1, w_2, \ldots, w_N \) denote the column weights of \( G_2^{\otimes n} \). The term \( \gamma \) can be characterized as follows:

\[
\gamma = \frac{1}{N} \sum_{k=1}^{k_{\text{max}}} \left( \left\{ i : k w_{\text{u.b.}} + 1 \leq w_i < (k+1) w_{\text{u.b.}} \right\} \times k \right),
\]

where \( k_{\text{max}} = \lfloor 2^n/w_{\text{u.b.}} \rfloor \). Let \( X_1, X_2, \ldots \) be a sequence of i.i.d. Bernoulli(\( \frac{1}{2} \)) random variables and \( X(n) \doteq \sum_{i=1}^{n} X_i \sim \text{Binomial}(n, \frac{1}{2}) \). Then \( \gamma \) can be written as a sum of probability terms involving \( X(n) \).
Lemma 9. The ratio $\gamma$, characterized in (18), is equal to
\[
\gamma = \sum_{k=1}^{k_{\max}} \Pr(X(n) > \log(k \cdot w_{u.b.})) .
\] (19)

Suppose that $\log(w_{u.b.})$ is an integer denoted by $n_{tub}$. (Otherwise, one may use $\lfloor \log(w_{u.b.}) \rfloor$ and the analysis still holds.) By grouping the $k_{\max}$ terms in (19), the ratio $\gamma$ can be expressed as a sum of $\log k_{\max}$ terms, as stated in the following lemma. Note that $\log k_{\max} = n - n_{tub}$.

Lemma 10. We have $\gamma = a_0 + a_1 + \ldots + a_{n-n_{tub}-1}$, where $a_i \triangleq 2^i \Pr(X(n) \geq 1 + i + n_{tub})$.

Let $\lambda(x, y) \triangleq -D_{KL}(\frac{1}{2} + x + y||\frac{1}{2}) + y$ for $x, y \geq 0$ and $x + y \leq \frac{1}{2}$, where $D_{KL}(p_1||p_2)$ denotes the Kullback–Leibler divergence between two distributions $\text{Ber}(p_1)$ and $\text{Ber}(p_2)$. We characterize the asymptotic behaviour of the terms in Lemma 10 in the following lemma.

Lemma 11. Let $\epsilon'$ be as specified in (17). Then we have
\[
a_i \doteq 2^{n\lambda(\epsilon', \alpha_i)} ,
\] (20)
where $\alpha_i = \frac{i+1}{n}$, and $a_n \doteq b_n$ denote that $\frac{1}{n} \log \frac{a_n}{b_n} \to 0$ as $n \to \infty$.

Proposition 12. Let $G = G_2^{\otimes n} \otimes I_{n'}$, where $n', N', w_{u.b.}$, and $\epsilon'$ are given by (8), (9), (16), and (17), respectively. Suppose that the splitting algorithm is applied to form a matrix $G' \in \{0, 1\}^{N' \times N'(1+\gamma)}$ such that $w_{max}(G') \leq w_{u.b}$. Then $\gamma$ has the following asymptotic expression:
\[
\gamma \doteq \begin{cases} 
2^{n(\epsilon' - \epsilon)} & \text{if } \epsilon > \epsilon^* \\
2^{n\lambda(\epsilon', \alpha_{\max})} & \text{if } \epsilon < \epsilon^*
\end{cases}
\] (21)
where $\epsilon^* \triangleq \log 3 - \frac{3}{2} \approx 0.085$ and $\alpha_{\max} = \max_i \alpha_i$.

The conditions in (21) can be expressed in terms of the relation between $\epsilon$ and $\epsilon^*$ leading to the following corollary.

Corollary 13. Let $n', N', \epsilon', \epsilon^*, w_{u.b.}$, and $\alpha_{\max}$ be as specified in Proposition 12. Then $\gamma \to 0$ exponentially fast in $n$ if $\epsilon > 2\epsilon^*$, and $\gamma \to \infty$ exponentially fast in $n$ if $\epsilon < 2\epsilon^*$.

The rate loss $1 + \gamma$ of the code corresponding to $G'$ compared to the code corresponding to $G$ can thus be made arbitrarily close to 1 when the column weight upper bound $w_{u.b}$ is appropriately chosen. By combining the results in Section IV-C and the Corollary 13 we have the following theorem:

Theorem 14. Let $\epsilon > 2\epsilon^*$, and a BMS channel with capacity $C$ be given, and let $\beta$ be chosen such that $1 > \frac{\beta}{0.5} > \frac{1+2\epsilon^*}{1+\epsilon}$. For any $R < C$, there exists a sequence of codes corresponding to $G'$ with rate $R$, generated by applying the splitting algorithm to $G = G_2^{\otimes n} \otimes I_{n'}$, with the following properties:

1) The error probability is upper bounded by $\exp_2(-\log N')^{2\beta}$.
2) The weight of each column of the GM is upper bounded by $(\log N')^{1+\epsilon}$.
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E. Generalized LDGM Construction

The coding scheme given in Section IV-B can be generalized to other sequences of codes as follows.

**Construction A:** Let \( C \) be an \((N, R)\) binary block code and \( n' \) be an integer. Let \( K = NR \) and \( x(u) \in C \) denote the codeword for the \( K \)-tuple \( u \in \{0, 1\}^K \) in \( C \). We define an \((n'N, R)\) binary block code \( C' \) through the following mapping: given an \((n'K)\)-tuple \([u_1 u_2 \ldots u_{n'}]\), \( u_i \in \{0, 1\}^K \) for \( 1 \leq i \leq n' \), \( C' \) maps it to the codeword \([x(u_1) x(u_2) \ldots x(u_{n'})]\) of length \( n'N \).

![Figure 2: Input-output relationship for encoder for \( C' \)](image)

We denote the block length of \( C' \) by \( N' = n'N \) and the dimension by \( K' = n'K \). The construction is illustrated in Figure 2. We may bound the probability of error of \( C' \) through that of \( C \) in the following proposition.

**Proposition 15.** The probability of error of the code \( C' \), constructed based on code \( C \) as described by Construction A, denoted by \( P_e(C') \), over a BMS channel, can be bounded by

\[
P_e(C') \leq n' P_e(C),
\]

where \( P_e(C) \) denotes the block error probability of the code \( C \).

**Proof:** The claim follows from union bound and memorylessness of the channel. \( \blacksquare \)

For a BMS channel with capacity \( C \), we construct two sequences of codes with rates approaching \( C \) from below as the blocklength grows, based on Construction A with the RLE and polar code, in Subsections IV-F and IV-G. Their asymptotic performance in terms of the gaps to capacity, block error probabilities, decoding complexities, and the generator matrix sparsity, are compared therein.

F. Random Linear Code-based Construction

Let a BMS channel \( W \) with capacity \( C = I(W) \) be given. For RLE, as described in II-C, choosing \( \epsilon_N = N^{-\alpha} \) for some fixed \( \alpha \in (0, \frac{1}{2}) \), Theorem 1 and Remark 1 show the existence of a sequence of linear codes with gap to capacity \(|I(W) - R_N| = O(N^{-\alpha})\) and probability of error \( P_{e,N} \leq \exp_2 \left( -\frac{1}{2\sigma(W)^2} N^{1-2\alpha} \right) \) for large \( N \). Assume we choose \( n' = \exp_2 \left( \frac{1}{2\sigma(W)^2} N^{1-2\alpha} (1 - \delta) \right) \) for some \( \delta \in \)
(0, 1) and expand the sequence of codes \( \{ C_N \} \) to a sequence of codes \( \{ C'_{N', \text{lin}} \} \) with block lengths \( N' = n'N = \exp_2 (\frac{1}{2\log(W)} N^{1-2\alpha}(1 - \delta) + \log N) = 2^{O(N^{1-2\alpha})} \) and rate \( R'_{N'} = R_N \). The gap to capacity of \( C'_{N', \text{lin}} \) is

\[
I(W) - R'_{N'} = O(N^{-\alpha}) = O((\log N')^{\frac{1}{2-2\alpha}}),
\]

since \( \log N' = O(N^{1-2\alpha}) \). The maximal probability of error can be bounded, via union bound, as

\[
P_e(C'_{N', \text{lin}}, W) \leq n' \times P_e(W) \leq \exp_2 (-O(N^{1-2\alpha})) = 2^{-O(\log N')}
\]

The decoding complexity of \( C'_{N', \text{lin}} \), denoted by \( \text{Comp}(C'_{N', \text{lin}}) \), is upper bounded by

\[
\text{Comp}(C'_{N', \text{lin}}) \leq n' \times O(2^{NR}) = 2^{O(N)} = \exp_2 (O((\log N')^{\frac{1}{1-2\alpha}}))
\]

The (arithmetic) mean column weight of the generator matrix for \( C'_{N', \text{lin}} \), written as \( W_{\text{col,avg}} \), is upper bounded by

\[
W_{\text{col,avg}} = N/2 = O((\log N')^{\frac{1}{2-2\alpha}})
\]

**Proposition 16.** By applying Construction A on the RLE with \( n' = \exp_2 (\frac{1}{2\log(W)} N^{1-2\alpha}(1 - \delta)) \), for some fixed \( \alpha \in (0, \frac{1}{2}) \) and \( \delta \in (0, 1) \), there exists a sequence of binary linear codes \( \{ C'_{N', \text{lin}} \} \) with block length \( N' \) for which the following scaling behaviour holds

- The gap to capacity \( I(W) - R'_{N'} = O((\log N')^{\frac{1}{2-2\alpha}}) \),
- The maximal probability of error \( P_e(C'_{N', \text{lin}}, W) = 2^{-O(\log N')} \),
- The decoding time complexity \( \text{Comp}(C'_{N', \text{lin}}) \leq \exp_2 (O((\log N')^{\frac{1}{1-2\alpha}})) \), and
- The average column weight of the generator matrix \( W_{\text{col,avg}} = O((\log N')^{\frac{1}{2-2\alpha}}) \).

**G. Polar Code-based Construction**

Let \( \lambda = \frac{1-\mu}{\mu} \in (0, \frac{1}{1+\mu}) \). For the polar code based on kernel \( G_2 \), Theorem 2 can be stated in terms of \( \lambda \) as follows:

\[
P_e \leq N \cdot \exp_2 (-N^{(1-\lambda\mu)h_2^{-1}(1-\frac{\lambda}{1-\lambda\mu})}),
\]

\[
I(W) - R_N = O(N^{-\lambda})
\]

Assume we choose \( n' = \exp_2 ((1 - \delta) \cdot N^{(1-\lambda\mu)h_2^{-1}(1-\frac{\lambda}{1-\lambda\mu})}) \) for some \( \delta \in (0, 1) \) and construct a code sequence \( \{ C'_{N', \text{pol}} \} \) using Construction A. The block length of \( C'_{N', \text{pol}} \) is

\[
N' = n'N = \exp_2 ((1 - \delta)N^{(1-\lambda\mu)h_2^{-1}(1-\frac{\lambda}{1-\lambda\mu})} + \log N) = \exp_2 (O(N^{(1-\lambda\mu)h_2^{-1}(1-\frac{\lambda}{1-\lambda\mu})})).
\]

Noting that the rate \( R'_{N'} \) of the code \( C'_{N', \text{pol}} \) is equal to \( R_N \), the gap to capacity of \( C'_{N', \text{pol}} \) is

\[
I(W) - R'_{N'} = O(N^{-\lambda}) = O((\log N')^{\frac{1}{2-2\lambda-2\mu}})
\]

The block error probability can be bounded, via union bound, as

\[
P_e(C'_{N', \text{pol}}, W) \leq n' \times P_e = 2^{-O(\log N')} = 1/poly(N')
\]
The decoding complexity of $C'_{N', \text{pol}}$ is upper bounded by

$$\text{Comp}(C'_{N', \text{pol}}) \leq n' \cdot N \log N = \exp_2 ((1 - \delta)N^{(1 - \lambda \mu)h_2^{-1}(1 - \frac{\lambda}{1 - \lambda \mu})} + \log N + \log \log N) = (N')^{1 + o(1)}.$$  

The mean column weight of the generator matrix of $C'_{N', \text{pol}}$ is upper bounded by

$$W_{\text{col,avg}} \leq \frac{3n}{N} = N^{\log 3 - 1} = O((\log N')^{(1 - \lambda \mu)h_2^{-1}(1 - \frac{\lambda}{1 - \lambda \mu})},$$

where $n = \log N$ is the number of layers in the factor graph representation for the encoder for polar code with block length $N$.

**Proposition 17.** Let $n' = \exp_2 ((1 - \delta) \cdot N^{(1 - \lambda \mu)h_2^{-1}(1 - \frac{\lambda}{1 - \lambda \mu})}$ for some $\delta \in (0, 1)$ and $\lambda \in (0, \frac{1}{1+\mu})$. There exists a sequence of polar-based binary linear codes $\{C'_{N', \text{pol}}\}$ with block length $N'$ for which the following scaling behaviour holds

- The gap to capacity $I(W) - R'_{N'} = O((\log N')^{(1 - \lambda \mu)h_2^{-1}(1 - \frac{\lambda}{1 - \lambda \mu})},$
- The block probability of error $P_e(C'_{N', \text{pol}}, W) = 2^{-O(\log N')},$
- The decoding time complexity $\text{Comp}(C'_{N', \text{pol}}) = (N')^{1 + o(1)},$ and
- The average column weight of the generator matrix $W_{\text{col,avg}} = O((\log N')^{(1 - \lambda \mu)h_2^{-1}(1 - \frac{\lambda}{1 - \lambda \mu})},$

**H. Comparison**

We collect the results in Sections IV-F and IV-G in Table I. Note that the error probabilities do not depend on the choices of $\alpha$ and $\lambda$ in both cases. Note also that $\{C'_{N', \text{pol}}\}$ is a sequence of capacity-achieving code with almost linear decoding complexity.

We may compare the two constructions by equating the scaling performance of their gaps to capacity and numerically evaluate the exponents of the decoding complexity and $W_{\text{col,avg}}$. Specifically, we define variables as follows.
Definition 2. We define the exponent terms for code sequences \( \{ C'_{N', \text{lin}} \} \) and \( \{ C'_{N', \text{pol}} \} \) as:

\[
\begin{align*}
\exp(\text{gap}, C'_{N', \text{lin}}) &= \frac{\alpha}{1 - 2\alpha} \\
\exp(\text{Comp}, C'_{N', \text{lin}}) &= \frac{1}{1 - 2\alpha} \\
\exp(W_{\text{col}, \text{avg}}, C'_{N', \text{lin}}) &= \frac{1}{1 - 2\alpha}
\end{align*}
\]

\[
\begin{align*}
\exp(\text{gap}, C'_{N', \text{pol}}) &= \frac{\lambda}{1 - \lambda \mu - \frac{\lambda}{1 - \lambda \mu}} \\
\exp(\text{Comp}, C'_{N', \text{pol}}) &= 1 \\
\exp(W_{\text{col}, \text{avg}}, C'_{N', \text{pol}}) &= 0.585 \cdot \frac{1}{(1 - \lambda \mu - \frac{\lambda}{1 - \lambda \mu})}
\end{align*}
\]

Using this definition, the gap to capacity, decoding time complexity, and average GM column weight for a code sequence \( \{ C_N' \} \) scales exponentially in \( \log N' \), \( 2^{\log N'} \), and \( \log N' \) with exponents given by \( \exp(\text{gap}, C_N') \), \( \exp(\text{Comp}, C_N') \), and \( \exp(W_{\text{col}, \text{avg}}, C_N') \), respectively.

Note that the gaps to capacity scale exponentially in \( \log N' \) with exponents \( -\exp(\text{gap}, C'_{N', \text{lin}}) \) and \( -\exp(\text{gap}, C'_{N', \text{pol}}) \) for \( \{ C'_{N', \text{lin}} \} \) and \( \{ C'_{N', \text{pol}} \} \), respectively. Assume \( \mu = 3.579 \), for each \( \lambda \in (0, \frac{1}{1+\mu}) \), we may find \( \alpha \in (0, \frac{1}{2}) \) such that \( \exp(\text{gap}, C'_{N', \text{lin}}) = \exp(\text{gap}, C'_{N', \text{pol}}) \). The relationship between the gap to capacity and decoding complexity is shown in Figure 3a. One may observe that the decoding complexity for the polar-based \( C'_{N', \text{pol}} \) is independent of the choice of \( \lambda \) and hence the gap-to-capacity exponent \( \exp(\text{gap}, C'_{N', \text{pol}}) \). In fact, it remains almost linear in the blocklength \( N' \). On the other hand, the exponent of the decoding complexity for the RLE-based \( C'_{N', \text{lin}} \) code sequence, \( \exp(\text{Comp}, C'_{N', \text{lin}}) \), grows linear as the gap-to-capacity exponent \( \exp(\text{gap}, C'_{N', \text{pol}}) \) increases. The relationship between the average column weight of the generator matrix, \( W_{\text{col}, \text{max}} \), and the gap-to-capacity exponent \( \exp(\text{gap}) \) is plotted in Figure 3b. It may be observed that the code \( C'_{N', \text{lin}} \) scales exponentially in \( \log N' \) with a smaller exponent that \( C'_{N', \text{pol}} \) over the entire range.

![Figure 3: Results with \( \mu = 3.579 \).](image)

We may also plot the decoding complexity exponent and the mean column weight exponent versus \( \exp(\text{gap}) \) when assuming the scaling exponent of the channel \( W \) is \( \mu = 4.714 \). The results are plotted in Figures 4a and 4b.
Remark 2. For the RLE-based construction of the code sequence, if one considers \( \alpha \to 0 \), or equivalently the conventional error exponent regime where the rate \( R < C \) is fixed, the error probability of the \( m \)-th message can be upper bounded by

\[
P_{e,m} < 4 \exp\left[ -NE_r(R) \right], \text{ for each } m, 1 \leq m \leq M = 2^{NR}.
\]

Following the steps as in Section IV-F, we may choose \( n' = 2^{E_r(R)(1-\delta)} \) for some \( \delta \in (0, 1) \) and hence the sequence of codes \( \{C'_{N',\text{lin}}\} \) with block lengths \( N' = n'N = 2^{E_r(R)(1-\delta) + \log N} = 2^{O(N)} \). The maximal probability of error is upper bounded by

\[
P_e(C'_{N',\text{lin}}, W) < 4 \exp\left[ -NE_r(R) \right] = 2^{-O(N)} = 2^{-O(\log N')} = 1/\text{poly}(N').
\]

The decoding complexity of \( C'_{N',\text{lin}} \) is upper bounded by

\[
\text{Comp}(C'_{N',\text{lin}}) \leq n'O(2^{NR}) = 2^{E_r(R)(1-\delta) + NR} \approx (N')^{E_r(R)(1-\delta) + R} / E_r(R)(1-\delta).
\]

The column weight of the generator matrix for \( C'_{N',\text{lin}} \), written as \( W_{\text{max}}(C'_{N',\text{lin}}) \), is upper bounded by

\[
W_{\text{max}}(C'_{N',\text{lin}}) \leq N \approx \frac{\log N'}{E_r(R)(1-\delta)} = O(\log N').
\]

We note first that the scaling performance of \( W_{\text{max}}(C'_{N',\text{lin}}) \) as a logarithmic function in \( N' \) means that for any BMS channel, one may construct a sequence of capacity-achieving LDGM codes that meets the sparsity benchmark. One caveat is that the hidden factor in the \( O(\log N') \) bound for GM column weight is inversely proportional to the error exponent, and may be arbitrarily large for \( R \) sufficiently close to \( C \). Second, note that \( E_r(R) \to 0 \) as \( R \to C \). Hence if the code rate \( R \) is chosen close to \( C \), the decoding complexity of \( C'_{N',\text{lin}} \) scales polynomially in \( N' \) with a large degree, whereas that of \( C'_{N',\text{pol}} \) scales as \((N')^{1+o(1)} \). The observations above motivate us to study the optimal GM sparsity for LDGM codes with efficient decoders.
V. SPARSE LGDM CODES WITH LOW-COMPLEXITY DECODING

A. Decoder-Respecting Splitting Algorithm

In this section, we consider another splitting algorithm, referred to as decoder-respecting splitting (DRS) algorithm. This algorithm enables a low-complexity SC decoder based on likelihood ratios that can be calculated with a recursive algorithm. The main idea of the algorithm is to construct a generator matrix that can be realized with an encoding pattern similar to conventional polar codes such that the column weights of the matrix associated with the diagram are bounded above by a given threshold $w_{u.b.}$.

Algorithm 1 DRS algorithm

**Input:** $w_{u.b.} \in \mathbb{N}, n \in \mathbb{N}, v \in \{0, 1\}^{2^n \times 1}$

**Output:** DRS-SPLIT($w_{u.b.}, v$)

1: function DRS-SPLIT($w_{u.b.}, x$)
2:    $k \leftarrow \text{length}(x)/2$
3:    $x_h \leftarrow (x_1, \ldots, x_k)^t$, $x_t \leftarrow (x_{k+1}, \ldots, x_{2k})^t$
4:    if $w_H(x) > w_{u.b.}$ then
5:        $Y_h \leftarrow \text{DRS-SPLIT}(w_{u.b.}, x_h)$
6:        $Y_t \leftarrow \text{DRS-SPLIT}(w_{u.b.}, x_t)$
7:        if $x_h = 0_{k \times 1}$ then
8:            return $\bigcup_{y \in Y_t} \{(0_{1 \times k}, y)^t\}$
9:        else if $x_t = 0_{k \times 1}$ then
10:           return $\bigcup_{y \in Y_h} \{(y^t, 0_{1 \times k})^t\}$
11:       else
12:           return $\bigcup_{y \in Y_t} \{(0_{1 \times k}, y^t)^t\} \cup \bigcup_{y \in Y_h} \{(y^t, 0_{1 \times k})^t\}$
13:    end if
14: else if $w_H(x) = 0$ then
15:       return $\{\}$
16: else
17:       return $\{x\}$
18: end if
19: end function

The core of the algorithm is the DRS-SPLIT function. When the weight of the input vector $x$ is larger than the threshold, it splits the vector in half into vectors $x_h$ and $x_t$, and recursively finds two sets, $Y_h$ and $Y_t$, composed of vectors with the length halved compared to the length of $x$. The vectors are then appended to the length of $x$, which collectively form the output of the function. We note that the weights of vectors in $Y_h$ and $Y_t$ are respectively upper bounded by the weights of $x_h$ and $x_t$, both of which are bounded by $k = |x_h| = |x_t|$, and that the value of $k$ is halved each iteration. Hence, the function is guaranteed to terminate as long as the threshold is a positive integer.
We use a simple example to illustrate the algorithm. Let \( n = 3 \), \( v = [0, 0, 0, 0, 1, 1, 1]^t \) and \( w_{u.b.} = 2 \). Since the weight of \( v \) exceeds the threshold, it is first split into \( x_h = [0, 0, 0, 0]^t \) and \( x_t = [1, 1, 1]^t \). Since \( x_h \) is an all-zero vector, \( Y_h \) is an empty set according to line 14 to 15. To compute \( Y_t = \text{DRS-SPLIT}(2, [1, 1, 1, 1]^t) \), the function splits the input into half again, thereby obtaining \( x_h' = [1, 1]^t \) and \( x_t' = [1, 1]^t \). The corresponding \( Y_h' \) and \( Y_t' \) are then both \( \{[1, 1]^t\} \) and, hence, we have \( Y_t = \{[0, 0, 1, 1]^t\} \cup \{[1, 1, 0, 0]^t\} = \{[0, 0, 1, 1]^t, [1, 1, 0, 0]^t\} \). Since \( x_h = 0_{4 \times 1} \), the function proceeds to lines 7 and 8, and returns \( \{[0, 0, 0, 0, 0, 1, 1, 1]^t, [0, 0, 0, 1, 1, 1, 0, 0]^t\} \).

We note that splitting a column using the DRS algorithm may have more output columns than using the splitting algorithm introduced in Section IV-B. For example, let a column vector \( u = [1, 0, 1, 1, 1, 0, 1, 1] \) and the threshold \( w_{u.b.} = 2 \) be given. Applying the DRS algorithm on \( u \) gives 4 new vectors, while the splitting algorithm in Section IV-B gives 3 new vectors.

In order to analyze the effect of the DRS algorithm on the matrix \( G^{\otimes n}_2 \), we show that the size of the algorithm output does not depend on the order of a sequence of Kronecker product operations. Suppose that the Kronecker product operations with the vector \([1, 1]^t\) for \( n_1 \) times and with the vector \([0, 1]^t\) for \( n_2 \) times are applied on a vector \( v \), where \( n = n_1 + n_2 \) and the order of the operations is specified by a sequence \( (s_1, s_2, \ldots, s_n) \in \{-, +\}^n \) with \( |\{i : s_i = -\}| = n_1 \) and \( |\{i : s_i = +\}| = n_2 \). Also, let \( v^{(i)} \) denote the output of applying the first \( i \) Kronecker product operations on \( v \). It is defined by the following recursive relation:

\[
v^{(i)} = \begin{cases} \ v^{(i-1)} \otimes [1, 1]^t, & \text{if } s_i = -, \\
\ v^{(i-1)} \otimes [0, 1]^t, & \text{if } s_i = +,
\end{cases}
\]

for \( i \geq 1 \) and the initial condition \( v^{(0)} = v \). We use \( v^{(s_1,s_2,\ldots,s_n)} \) instead of \( v^{(i)} \) when the sequence is needed for clarity.

The following lemma shows that any two vectors of the form \( v^{(s_1,s_2,\ldots,s_n)} \) will be split into the same number of columns under the DRS algorithm as long as the sequences associated with them contain the same number of \(-\) and \(+\) signs.

**Lemma 18.** Let \( n = n_1 + n_2 \) and \( (s_1, s_2, \ldots, s_n) \in \{-, +\}^n \) be a sequence with \( n_1 \) minus signs and \( n_2 \) plus signs. Let \( v^{(n)} \) be the vector defined by a vector \( v \) and the sequence \( (s_1, s_2, \ldots, s_n) \) through equation (22). Then the size of the DRS algorithm output for \( v^{(n)} \) depends only on the values \( n_1 \) and \( n_2 \).

Let a \( K \times N \) matrix \( M = [u_1, u_2, \ldots, u_N] \) and a threshold \( w_{u.b.} \) be given. Suppose that the DRS algorithm is applied to each column in \( M \) and the sum of the sizes of the outputs is \( N(1+\gamma) \). Then DRS(M) is defined as the \( K \times N(1+\gamma) \) matrix consisting of all the vectors in the outputs (with repetition).

Same as in Section IV-D, we study the effect of the DRS algorithm in terms of the multiplicative rate loss, i.e., \( 1+\gamma \). In particular, the following proposition shows an appropriate choice of \( w_{u.b.} \) guarantees the existence of a sparse polar-based GM with vanishing \( \gamma \).

**Proposition 19.** Let the columns of \( G^{\otimes n}_2 \) be the inputs for the DRS algorithm and DRS(\( G^{\otimes n}_2 \)) be the \( N \times N(1+\gamma) \) matrix consisting of the outputs. The term \( \gamma \) vanishes as \( n \) goes to infinity for any \( w_{u.b.} = \)
\[ 2^{n\lambda} \text{ with } \lambda > \lambda^* \triangleq h_b\left(\frac{2}{3}\right) - \frac{1}{3} \approx 0.585. \]

**Remark 3.** We may compare the column weight thresholds in Proposition 19 and Theorem 12 in Section IV-D. The column weight threshold \( w_{u.b.} \) is given by \( N^{\frac{3}{4} + \epsilon'} \) in Section IV-D. Proposition 12 states that the term \( \gamma \) is vanishing as long as \( \epsilon' > \epsilon^* \), where \( \epsilon^* = \log 3 - \frac{3}{2} \approx 0.085 \). In Proposition 19 the threshold \( w_{u.b.} \) is given by \( 2^{n\lambda} = N^\lambda \), and the term \( \gamma \) goes to 0 as long as \( \lambda \geq \lambda^* \triangleq h_b\left(\frac{2}{3}\right) - \frac{1}{3} = \log 3 - 1 \approx 0.585 \). Note that the conditions for the column weight thresholds for vanishing \( \gamma \) in both cases have the same exponent of \( N \), i.e., \( \frac{1}{2} + \epsilon^* = \lambda^* \). Hence the DRS algorithm does not incur extra rate loss compared to the splitting algorithm introduced in Section IV-B asymptotically.

**B. Low-complexity Decoder for \( G_2 \)-based LDGM: BEC**

In this section, we show two results for the code corresponding to \( \text{DRS}(G_2^\otimes n) \) over the BEC. First, we propose a low-complexity suboptimal decoder for the code corresponding to \( \text{DRS}(G_2^\otimes n) \). Second, with the low-complexity suboptimal decoder, the code corresponding to \( \text{DRS}(G_2^\otimes n) \) is capacity-achieving for suitable column weight threshold.

It is known that when the channel transformation with kernel \( G_2 \) is applied to two BECs, the two new bit-channels are also BECs. Specifically, for two binary erasure channels \( W_1 \) and \( W_2 \) with erasure probabilities \( \epsilon_1 \) and \( \epsilon_2 \), respectively, the polarized bit-channels \( W^- (W_1, W_2) \) and \( W^+ (W_1, W_2) \) are binary erasure channels with erasure probabilities \( \epsilon_1 + \epsilon_2 - \epsilon_1 \epsilon_2 \) and \( \epsilon_1 \epsilon_2 \), respectively.

The mutual information \( I(\cdot) \) and Bhattacharyya parameter \( Z(\cdot) \) of a BEC \( W \) with erasure probability \( \epsilon \) are given by: \( I(W) = 1 - \epsilon, Z(W) = \epsilon \). For a sequence \( (s_1, s_2, \ldots, s_n) \in \mathbb{E}_2^n \), the function \( \text{Bi2De}(s_1, s_2, \ldots, s_n) \) returns the decimal value of the binary string in which a minus sign for \( s_i \) is regarded as a 0 and a plus sign as a 1, for each \( i \). For example, \( \text{Bi2De}(-, +, +) = (011)_2 = 3 \). Let \( G \) denote \( G_2^\otimes n \) and \( G' \) denote \( \text{DRS}(G_2^\otimes n) \), and let \( Z_{G_{G_2^\otimes n}}^{(s_1 s_2 \ldots s_n)} \) denote the Bhattacharyya parameter of the bit-channel \( W_{s_1 s_2 \ldots s_n} \), which is defined to be \( W_{n}^{(\text{Bi2De}(s_1, s_2, \ldots, s_n) + 1)} \) as in [2, page 3]. The term \( Z_{G_{G'}}^{(s_1 s_2 \ldots s_n)} \) denotes the Bhattacharyya parameter of the bit-channel observed by the source bit of the same index corresponding to \( G' \).

The following lemma shows that the bit-channel observed by each source bit is better in terms of the Bhattacharyya parameter when \( G' \) is the generator matrix instead of \( G \).

**Lemma 20.** Let \( w_{u.b.} \) and \( n \) be given, and let \( G \) denote \( G_2^\otimes n \) and \( G' \) denote \( \text{DRS}(G_2^\otimes n) \). The following is true for any \( (s_1, s_2, \ldots, s_n) \in \{-, +\}^n \):

\[
Z_{G'}^{(s_1 s_2 \ldots s_n)} \leq Z_{G}^{(s_1 s_2 \ldots s_n)}.
\]

We are ready to show the existence of a sequence of capacity-achieving codes over the BEC with GMs where the column weights are bounded by a polynomial in the blocklength, and that the block error probability under a low complexity decoder vanishes as the \( n \) grows large.
Proposition 21. Let $\beta < E(G_2) = 0.5$, $\lambda > \lambda^* = h_0(\frac{5}{3}) - \frac{1}{3}$ and a BEC $W$ with capacity $C$ be given. There exists a sequence of codes corresponding to $\text{DRS}(G_2^{\otimes n})$ with the following properties for all sufficiently large $n$:

1) The error probability is upper bounded by $2^{-N\beta}$, where $N = 2^n$.
2) The Hamming weight of each column of the GM is upper bounded by $N^\lambda$.
3) The rate approaches $C$ as $n$ grows large.
4) The codes can be decoded by a successive-cancellation decoding scheme with complexity $O(N \log N)$.

Proof: Let the threshold for DRS algorithm be $w_{u.b.} = 2^{n\lambda}$, $G$ denote $G_2^{\otimes n}$, and $G'$ denote $\text{DRS}(G_2^{\otimes n})$ in this proof. We prove the four claims in order. First, Lemma 20 shows that for a given $n$ and any $t > 0$, the following is true:

$$\{s \in \{-, +\}^n : Z_G^s \leq t\} \subseteq \{s \in \{-, +\}^n : Z_{G'}^s \leq t\}. \quad (23)$$

Using [2, Theorem 2], for any $\beta < \frac{1}{2}$, we have

$$\liminf_{n \to \infty} \frac{1}{N} \left| \left\{ s \in \{-, +\}^n : Z_G^s \leq 2^{-N\beta} \right\} \right| = I(W) = C \quad (24)$$

Let $S_G$ and $S_{G'}$ denote the sets of the sequences $s \in \{-, +\}^n$ that satisfy $Z_G^s \leq 2^{-N\beta}$ and $Z_{G'}^s \leq 2^{-N\beta}$, respectively. Equation (23) guarantees that $S_G$ is a subset of $S_{G'}$. Assume the code corresponding to $G$ freezes the input bits observing bit-channels $W^{s_1 s_2 ... s_n}$ for all $(s_1, s_2, \ldots, s_n) \notin S_G$. For the code corresponding to $G'$, we use the bit-channels with the same index as the code corresponding to $G$, for transmission of information bits, and leave the rest as frozen. The probability of block error for the code corresponding to $G'$, $P_{e,G'}$, can be bounded above, as in [2], by the sum of the Bhattacharyya parameters of the bit-channels for the source bits (that are not frozen), that is,

$$P_{e,G'} \leq \sum_{s \in S_G} Z_{G'}^s \leq \sum_{s \in S_G} 2^{-N\beta} = |S_G| 2^{-N\beta},$$

where the second inequality follows because, for $s \in S_G$, we must have $s \in S_{G'}$ and thus $Z_{G'}^s \leq 2^{-N\beta}$. From (24), for all sufficiently large $n$, we have

$$P_{e,G'} \leq NC2^{-N\beta}. \quad (25)$$

By an argument similar to that in the proof of Lemma 5, for any $\beta' < \frac{1}{2}$, $P_{e,G'} \leq 2^{-N\beta'}$ for all sufficiently large $n$.

The second claim follows from the fact that the GM for the code corresponding to $G'$ is a submatrix of $G'$, and the Hamming weight of each column of $G'$ is upper bounded by $w_{u.b.} = 2^{n\lambda} = N^\lambda$.

The third claim is a consequence of Proposition 19 and Lemma 20. The number of information bits of the code corresponding to $G'$ is given by $|S_G|$, and the length of the code is $N(1 + \gamma)$. Hence the rate is

$$\frac{|S_G|}{N(1 + \gamma)} \quad (26)$$

Since the term $\gamma$ vanishes as $n$ grows large, we have

$$\liminf_{n \to \infty} \frac{|S_G|}{N(1 + \gamma)} = \liminf_{n \to \infty} \frac{|S_G|}{N} = I(W) = C. \quad (27)$$
Finally, we prove the claim for the existence of a low-complexity decoder. Let \( U_1, \ldots, U_N \) be the inputs, and \( Y_1, \ldots, Y_{N_1}, Y_{N_1+1}, \ldots, Y_{N_1+N_2} \) the outputs, where \( N_1+N_2 = N(1+\gamma) \), as shown in Figure 5b. While the polar code based on \( G_{2^m} \), as shown in Figure 5a, is recursive in the encoder structure (with bit reversal permutation), the code based on \( (G_{2^m})' \) is not, as the blocks \( W^n \) and \( W^n' \) are not necessarily equal. In fact, when there is a split at the last iteration of polarization, i.e., when one or more of the XOR operations shown in Figure 5b is replaced by a solid black circle, the number of inputs of the block \( W^n \) will be larger than that of \( W^n' \).

Let \( F \subseteq \{1, \ldots, N\} \) be the set of the indices of the frozen bits. The decoder declares estimates \( \hat{U}_i \) of the inputs, for \( 1 \leq i \leq N \), sequentially by:

\[
\hat{U}_i = \begin{cases} 
    u_i, & \text{if } i \in F, \\
    \psi_i(Y_1^{N_1+N_2}, \hat{U}_1^{i-1}, W_n) & \text{if } i \notin F,
\end{cases}
\tag{28}
\]

where \( \psi_i(Y_1^{N_1+N_2}, \hat{U}_1^{i-1}, W_n) \) can be found in following four cases, and \( W_n \) denotes the encoding block shown in Figure 5b. Let the symbol \( e \) denotes an erasure, and assume \( e \oplus b = e \) for \( b \in \{0, 1, e\} \).

- If \( i \) is odd and \( X_i = U_i \oplus U_{i+1} \), which corresponds to an unsplit XOR operation observed by \( U_i \),

\[
\psi_i(Y_1^{N_1+N_2}, \hat{U}_1^{i-1}, W_n) \triangleq \begin{cases} 
    \hat{X}_i \oplus \hat{X}_{i+1} & \text{if } \hat{X}_i \neq e, \hat{X}_{i+1} \neq e, \\
    e, & \text{otherwise}.
\end{cases}
\tag{29}
\]

- If \( i \) is odd and \( X_i = U_i \), which corresponds to a split XOR operation, \( \psi_i(Y_1^{N_1+N_2}, \hat{U}_1^{i-1}, W_n) \triangleq \hat{X}_i. \)
If $i$ is even and $X_{i-1} = U_i \oplus U_{i-1}$, which corresponds to an unsplit XOR operation,

$$
\psi_i(Y_1^{N_1+N_2}, \hat{U}_1^{i-1}, W_n) \triangleq \begin{cases} 
\hat{X}_i, & \text{if } \hat{X}_i \neq e, \hat{X}_{i-1} = e, \\
\hat{X}_{i-1} \oplus \hat{U}_{i-1}, & \text{or if } \hat{X}_i \neq e, \hat{X}_{i-1} \neq e, \hat{X}_i = \hat{X}_{i-1} \oplus \hat{U}_{i-1}, \\
e, & \text{otherwise.} 
\end{cases}
$$

(30)

If $i$ is even and $X_{i,1} = X_{i,2} = U_i$, which corresponds to a split XOR operation,

$$
\psi_i(Y_1^{N_1+N_2}, \hat{U}_1^{i-1}, W_n) \triangleq \begin{cases} 
\hat{X}_{i,1}, & \text{if } \hat{X}_{i,1} \neq e, \hat{X}_{i,2} = e, \text{ or if } \hat{X}_{i,1} = \hat{X}_{i,2} \neq e, \\
\hat{X}_{i,2}, & \text{if } \hat{X}_{i,1} = e, \hat{X}_{i,2} \neq e, \\
e, & \text{otherwise.} 
\end{cases}
$$

(31)

The estimates $\hat{X}_1, \hat{X}_3, \ldots, \hat{X}_{N-1}$ and $\hat{X}_2, \hat{X}_4, \ldots, \hat{X}_{2j+1}, \hat{X}_{2j+2}, \ldots, \hat{X}_N$ are then separately found in a similar approach using the blocks $W_n^{l_i}$ and $W_n^{l_j}$ along with the outputs $Y_1, \ldots, Y_{N_1}$ and $Y_{N_1+1}, \ldots, Y_{N_1+N_2}$, respectively. That is, we can express $\hat{X}_i$ in terms of the estimates of the input variables of the four encoding blocks with $(m - 2)$ iterations of XOR operations.

For the right-most variables, the blocks they observe are identical copies of the BEC $W$. Hence the estimates of the variables, denoted as $\hat{X}_1^{(n)}, \hat{X}_2^{(n)}, \ldots, \hat{X}_{N_1+N_2}^{(n)}$, are naturally defined by the outputs of the channels, i.e., $\hat{X}_i^{(n)} = Y_i$ for $i = 1, 2, \ldots, N_1 + N_2$.

At each stage there are at most $N_1 + N_2 = N(1 + \gamma) = O(N)$ estimates to make, and the recursion ends in $\log(N)$ steps. Since each estimate is obtained with constant complexity, the total decoding complexity for the code based on DRS($G_2^{\otimes n}$) is bounded by $O(N \log(N))$.

We leverage the construction given in Section IV-B and Proposition 21 to show, in Theorem 22 below, the existence of a sequence of capacity-achieving codes over BECs with sparse GMs and low-complexity decoders. In particular, the upper bounds of the column weights of the GMs are equal to those of Theorem 14, which scales polynomially in the logarithm of the blocklength with a degree slightly larger than 1.

**Theorem 22.** Let $\beta < E(G_2) = 0.5$, $\lambda > \lambda^*$ and a BEC $W$ with capacity $C$ be given. Let $n'$ be chosen as $n' = \exp_2 (N^{0.5(1-\delta)})$ with $\delta \in (1 - \beta/0.5, 1)$, where $G$ denotes $G_2^{\otimes n} \otimes I_{n'}$ and $N' = n'N = n'2^n$. Then, for sufficiently large $n$, there exists a sequence of codes corresponding to DRS($G$) satisfying the following properties:

1) The error probability is upper bounded by $\exp_2 \left( - (\log N')^{2\beta} \right)$.

2) The Hamming weight of each column of the GM is upper bounded by $(\log N')^{2\lambda}$.

3) The rate approaches $C$ as $n$ grows large.

4) There is a SC-based decoder with time complexity $O(N' \log \log N')$.

**Proof:** Let the column weight threshold for the DRS algorithm be set as $w_{u.b.} = 2^{n\lambda} = N^\lambda$ and $n'$ be set as in (8). Note that $G' \triangleq \text{DRS}(G)$ can be written as $G' = \text{DRS}(G_2^{\otimes n}) \otimes I_{n'}$. Then the first claim
holds for sufficiently large $n$ by noting the asymptotic error probability bound shown in Proposition 21 together with an argument similar to that of Lemma 5.

The second claim follows by combining the column weight threshold $w_{u,b} = N^\lambda$ and equation (10), which states: $N^\frac{\lambda}{2} \geq \log(N') \geq N^\frac{\lambda - \delta}{2}$, for any $\delta > 0$, for sufficiently large $n$. The third claim holds by noting that the rates of the code corresponding to $G'$ and the code corresponding to DRS$(G_2^{\otimes n})$ are equal, and the latter approaches the channel capacity by Proposition 21.

Finally, note that each codeword in the code can be regarded as a collection of $n'$ separate codewords in the code corresponding to DRS$(G_2^{\otimes n})$. Hence, they can be decoded separately in parallel using $n'$ SC decoders. Each copy of the code corresponding to DRS$(G_2^{\otimes n})$ can be decoded with complexity $O(N \log N)$, as established by Proposition 21. Hence, it follows that the total complexity is $O(n'N \log N) = O(N' \log \log N')$.

\[\Box\]

**Remark 4.** As pointed out in Remark 3, we have $\lambda^* = \frac{1}{2} + \epsilon^*$. Hence, the constraints in the exponents of the column weight upper bounds for the sparsity benchmark (see Section IV-C) in Theorem 22 and Theorem 14, given by $2\lambda$ with $\lambda > \lambda^*$ and $1 + \epsilon$ with $\epsilon > 2\epsilon^*$, respectively, are identical.

**Remark 5.** We note that for general BMS channels, Lemma 20 may fail. One key part in the proof (see Appendix E) is the fact that the Bhattacharyya parameter for the bit-channel observed by $U_i$ is a non-decreasing function of those of $W(X_1), \ldots, W(X_{f(m)})$ for $i \leq 2^m$, and of $W(X_{f(m)+1}), \ldots, W(X_{2f(m)})$ for $i > 2^m$, when all the channels are BECs. We now provide an example where we see the argument for Lemma 20 fail for BMS channels. Let two BMS channels $W_1, W_2 : \{0, 1\} \rightarrow \mathcal{Y} = \{\eta, \theta, \kappa, \lambda\}$ be given, and that $W_1(y|0) = W_1(\phi(y)|1)$ and $W_2(y|0) = W_2(\phi(y)|1)$ for all $y \in \mathcal{Y}$ where the bijection $\phi$ is the mapping $\eta \mapsto \lambda, \lambda \mapsto \eta, \theta \mapsto \kappa, \kappa \mapsto \theta$. Assume $W_1(\eta|0) = 6/9, W_1(\theta|0) = 1/9, W_1(\kappa|0) = 1/9, W_1(\lambda|0) = 1/9$ and $W_2(\eta|0) = 5/11, W_2(\theta|0) = 4/11, W_2(\kappa|0) = 1/11, W_2(\lambda|0) = 1/11$. The Bhattacharyya parameters for $W_1, W_2$ are respectively 0.7666 and 0.7702. If $m = 1$ and $B_m$ is simply the kernel $G_2$, the symbols $X_1, X_2$ are functions of $U_1, U_2$ given by $X_1 = U_1 + U_2$ and $X_2 = U_2$.

We now consider two possible cases for the pair $(W(X_1), W(X_2))$. If $(W(X_1), W(X_2)) = (W_1, W_2)$, the Bhattacharyya parameters for the bit-channels observed by $U_1, U_2$ are respectively 0.9147 and 0.5904. If $(W(X_1), W(X_2)) = (W_2, W_2)$, the Bhattacharyya parameters for the bit-channels observed by $U_1, U_2$ are respectively 0.9137 and 0.5932. We note that while the Bhattacharyya parameters for $W(X_1), W(X_2)$ in the second case are no less than in the first case, the Bhattacharyya parameter $Z(U_1)$ in the second case is smaller than in the first case.

With the above observation, one can not claim the validity of Proposition 21 and Theorem 22 for general BMS channels. This motivates a new code construction for general BMS channels.

**C. Low-complexity Decoder for $G_2$-based LDGM: BMS**

This section introduces a capacity-achieving LDGM coding scheme with low-complexity decoder for general BMS channels. For general BMS channels, the Bhattacharyya parameter of the bit-channel $W^-$
A-DRS modification

where a XOR operation is split if and only if it is split in an encoder with generator matrix $D_{RS}(n)$ first polarization recursion, then the second recursion, and proceed all the way to the $n$-th recursion, where a XOR operation is split if and only if it is split in an encoder with generator matrix $D_{RS}(G_2^{\otimes n})$.

The encoding scheme, termed augmented-DRS (A-DRS) scheme, avoids heavy columns in the GM and, at the same time, guarantees that the bit-channels observed by the source bits $U_i$ have the same statistical characteristics as when they are encoded with the generator matrix $G_2^{\otimes n}$. Specifically, the A-DRS scheme modifies the encoder for $G_2^{\otimes n}$ starting from the split XOR operations associated with the first polarization recursion, then the second recursion, and proceed all the way to the $n$-th recursion, where a XOR operation is split if and only if it is split in an encoder with generator matrix $D_{RS}(G_2^{\otimes n})$.

Assume an XOR operation with operands $U_{i_1}^{(n-j)}$ and $U_{i_2}^{(n-j)}$ and the output $U_{i_1}^{(n-j+1)}$, where $i_1 = Bi2De(s_1, s_2, \ldots, s_{j-1}, s_j = -, s_{j+1}, \ldots, s_n) + 1$ and $i_2 = Bi2De(s_1, s_2, \ldots, s_{j-1}, s_j = +, s_{j+1}, \ldots, s_n) + 1 = i_1 + 2^{n-j}$, is to be split (see Section V-B for the function $Bi2De(\cdot)$). If $j = 1$, before modification, the variables $U_{i_1}^{(n)}$ and $U_{i_2}^{(n)}$ are transmitted through two copies of $W$, and the bit-channels observed by $U_{i_1}^{(n-1)}$ and $U_{i_2}^{(n-1)}$ are $W^{-}$ and $W^{+}$, respectively, as shown in Figure 6a. If the XOR operation is split according to DRS($G_2^{\otimes n}$), it is replaced by the structure given in Figure 6b, where $n_{i_1,1}$ is a Bernoulli(0.5) random variable independent of all the other variables.

If $j \geq 2$, assume that the A-DRS modification for the split operations for the first $(j - 1)$ recursions are completed. Let $n_{i_1,j}$ be a Bernoulli(0.5) random variable independent of all the other given variables. The part of encoding diagram to the right of $U_{i_1}^{(n-j+1)}$ is replicated, where $n_{i_1,j}$ takes the place of $U_{i_1}^{(n-j+1)}$ in the replica. And then we let $U_{i_1}^{(n-j+1)} = U_{i_1}^{(n-j)} \oplus n_{i_1,j}$. In addition, the part of encoding diagram to the right of $U_{i_2}^{(n-j+1)}$ is replicated, and a copy of $U_{i_2}^{(n-j)}$ is transmitted through the replica. The variable $U_{i_2}^{(n-j+1)}$ remains $U_{i_2}^{(n-j+1)} = U_{i_2}^{(n-j)}$.

We demonstrate the procedure described above through the following example. Assume $n = 3$, $N = 8$, and $w_{u,b} = 2$. The encoding diagram for $G_2^{\otimes 3}$ is shown in Figure 7, and the XOR operations that are split in DRS($G_2^{\otimes 3}$) are marked in green and blue, which indicate the operations are due to the first and the sec-
ond polarization recursions, respectively. The notations $U_i', U_i'', U_i'''$ are used to represent $U_i^{(1)}, U_i^{(2)}, U_i^{(3)}$.

Replacing the XOR operations marked in green as described for the case of $j = 1$, the encoding diagram is now shown in Figure 8. For the XOR operations marked in blue, we proceed by using the step for $j \geq 2$ and obtain the diagram shown in Figure 9.

It can be noted that the bit-channels observed by each of $U_i^{(j)}$, for $i = 1, 2, \ldots, N$ and $j = 0, 1, 2, \ldots, n$, in the A-DRS encoder are the same as those in the standard encoder for the generator matrix $G_2^\otimes n$. (The variable $U_i^{(0)}$ are given by $U_i$ for $1 \leq i \leq N$). When an XOR operation associated with the $j$-th recursion, with operands $U_i^{(n-j)}_1$ and $U_i^{(n-j)}_2$ and the output $U_i^{(n-j+1)}$, is split and modified under the A-DRS scheme,
the complexity of computing the likelihood or log-likelihood for $U_{11}^{(n-j)}$ and $U_{12}^{(n-j)}$ can be upper bounded by $2(2^1 + 2^2 + \ldots + 2^j)c = 2(2^{j+1} - 2)c$, for some constant $c > 0$.

**Proposition 23.** Let a constant $\lambda > \lambda^\dagger \equiv (\log_2 3)^{-1} \approx 0.631$ be given. The decoding complexity for a SC decoder for the A-DRS scheme is bounded by $O(N \log N)$ for all sufficiently large $n$ if the threshold for the DRS algorithm is $w_{u.b.} = 2^{n\lambda}$.

It can be observed that the number of additional copies of channels due to the modification for an XOR operation at the $j$-th polarization recursion is $2^j$. We find the total number of extra channel uses and the ratio $\gamma$ of that to the number $N = 2^n$ of channel uses for the code corresponding to $G_2^{\otimes n}$ in the following. Assume that the column weight threshold of the DRS algorithm is given by $w_{u.b.} = 2^{n\lambda}$.

**Proposition 24.** Let $N(1 + \gamma)$ be the number of channel uses of the encoder for the A-DRS scheme based on DRS($G_2^{\otimes n}$) with $w_{u.b.} = 2^{n\lambda}$. Then the term $\gamma$ goes to $0$ as $n$ grows large, if we have $\lambda > \lambda^\dagger$. 

![Figure 9: A-DRS Encoding Diagram for $G_2^{\otimes 3}$ with $w_{u.b.} = 2$](image)
We are ready to show the existence of a sequence of capacity-achieving codes over general BMS channels with GMs where the column weights are bounded by a polynomial in the blocklength, and that the block error probability under a low complexity decoder vanishes as the $n$ grows large.

**Proposition 25.** Let $\beta < E(G_2) = 0.5$, $\lambda > \lambda^+$ and a BMS channel $W$ with capacity $C$ be given. There exists a sequence of codes with the following properties for all sufficiently large $n$:

1) The error probability is upper bounded by $2^{-N\beta}$, where $N = 2^n$.
2) The Hamming weight of each column of the GM is upper bounded by $N^\lambda$.
3) The rate approaches $C$ as $n$ grows large.
4) The codes can be decoded by a successive-cancellation decoding scheme with complexity $O(N \log N)$.

**Proof:** We prove the four properties in order as follows. First, similar to the proof of Theorem 21, for $i = 1, 2, \ldots, N$, the bit $U_i$ is frozen in the A-DRS code with rate $R < C$ if and only if it is frozen in the polar code with kernel $G_2$, blocklength $N = 2^n$, and the rate $R$. Hence, the probability of error of the A-DRS code can be bounded in the same way as its polar-code counterpart, since the bit-channels observed by the source bits $U_i$, and the corresponding Bhattacharyya parameters, are identical to those when they are encoded with the standard polar code.

Second, when the A-DRS scheme is based on $\text{DRS}(G_2 \otimes n)$ with $w_{u.b.} = 2^{n\lambda}$, the generator matrix for the A-DRS code is a submatrix of $\text{DRS}(G_2 \otimes n)$. The column weights of the GM for the A-DRS code are thus upper bounded by $w_{u.b.} = 2^{n\lambda} = N^\lambda$. The third claim holds by using an argument similar to the one used in the proof of Proposition 21. This is because the term $\gamma$ vanishes as $n$ grows large according to Proposition 24. Finally, note that the fourth claim is equivalent to Proposition 23.

**Theorem 26.** Let $\beta < E(G_2) = 0.5$ and $\lambda > \lambda^+$ be given. Then there exists a sequence of codes corresponding to $G'$, constructed by applying the A-DRS algorithm to $G = G_2 \otimes n \otimes I_{n'}$, with the following properties:

1) The error probability is upper bounded by $\exp_2(-(\log N')^{2\beta})$.
2) The Hamming weight of each column of the GM is upper bounded by $(\log N')^{2\lambda}$.
3) The rate approaches the capacity $C$ as $n$ grows large.
4) The decoding time complexity is upper bounded by $O(N' \log \log N')$.

**Proof:** The theorem can be shown using the same steps as in the proof of Theorem 22.

**VI. SPARSITY WITH GENERAL KERNELS**

In this section we consider $l \times l$ kernels $G_l$ with $l > 2$, and show the existence of $G_l$ with $w_{GM}(n, G_l) = O((\log N')^\lambda)$ for some $\lambda < 1$, where $N' = n' l^n$ is the number of columns of $G_l \otimes I_{n'}$. Using a similar argument as in Section IV-D, most of the column weights of $G_l \otimes n$ can be made to scale with a smaller power of $\log N'$ asymptotically than when $G_2$ is used as the kernel. To characterize the geometric mean column weight and the maximum column weight, the sparsity order is defined as follows:
Table II: \( \lambda_{GM} \) and \( \lambda_{\max} \) for \( G_2, G^*_3, G^*_4 \) and \( G^*_16 \) as \( n \to \infty \)

\[
\begin{array}{|c|c|c|}
\hline
G_l & E(G_l) & \lambda_{GM}(n, G_l) \\
\hline
G_2 & 0.5 & 1 + \delta' \\
G_3 & \frac{2}{3} \log_3 2 \approx 0.42 & 1 + \delta' \\
G_4 & 0.5 & \approx 1.15(1 + \delta') \\
G^*_16 & \approx 0.5183 & \approx 1.443(1 + \delta') \\
\hline
\end{array}
\]

\( G^*_2 \) = \[
\begin{bmatrix}
0 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
\end{bmatrix}, \quad G^*_3 = \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{bmatrix}, \\
\]

\( G^*_4 = \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
\end{bmatrix}, \quad G^*_16 \)

Table II: \( \lambda_{GM} \) and \( \lambda_{\max} \) for \( G_2, G^*_3, G^*_4 \) and \( G^*_16 \) as \( n \to \infty \)

Definition 3. The sparsity order of the geometric mean column weight is

\[
\lambda_{GM}(n, G_l) \triangleq \log_{\log(N')} w_{GM}(n, G_l) = \frac{\log w_{GM}(n, G_l)}{\log \log(N')},
\]

where \( n' \) and \( N' \) are defined in (8) and (9), respectively.

Definition 4. The sparsity order of the maximum column weight is

\[
\lambda_{\max}(n, G_l) \triangleq \log_{\log(N')} w_{\max}(n, G_l) = \frac{\log w_{\max}(n, G_l)}{\log \log(N')}.
\]

For example, if \( w_{GM}(n, G_l) \) (or \( w_{\max}(n, G_l) \)) scales as \( \Theta([\log N']^r) \), then \( \lambda_{GM}(n, G_l) \) (or \( \lambda_{\max}(n, G_l) \)) goes to \( r \) as \( n \) grows large. Table II\(^1\) shows the values of \( \lambda_{GM}(n, G_l) \) and \( \lambda_{\max}(n, G_l) \) when \( n \to \infty \) for some of the kernels considered in [21]:

\( G^*_3 = \[
\begin{bmatrix}
0 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
\end{bmatrix}, \quad G^*_4 = \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{bmatrix}, \\
\]

and \( G^*_16 \) (the smallest \( l \) with \( E_l > 0.5 \); see [21] for explicit construction), which are the matrices achieving \( E_3, E_4 \) and \( E_{16} \), the maximal rates of polarization for \( l = 3, 4, \) and \( 16 \), respectively. Recall equation (8) for the definition of \( \delta, \) which determines the length of the code, and \( \delta' = \frac{\delta}{1 - 2} \) as in the proof of Proposition 7.

However, the rate of polarization is not the only factor that determines the sparsity orders. For example, for \( l = 3 \) and \( l = 4 \), the matrices

\( G'_3 = \[
\begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
\end{bmatrix}, \quad G'_4 = \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
\end{bmatrix}, \\
\]

instead of \( G^*_3 \) and \( G^*_4 \), have the smallest sparsity orders of the geometric mean column weight (found through exhaustive search), as shown in table III. By central limit theorem, most column weights scale exponentially in the logarithm of the block length in the same way as the geometric mean column weight. Therefore, if sparsity constraint is only required for almost all of the columns of the GM, \( G'_3 \) and \( G'_4 \) are the more preferable polarization kernels over \( G^*_3 \) and \( G^*_4 \), respectively.

\(^1\)The limits of the sparsity orders when \( n \to \infty \) are shown, hence \( o(1) \) terms are neglected.
\[
\begin{array}{c|c|c|c}
G_l & E(G_l) & \lambda_{GM}(n, G_l) & \lambda_{max}(n, G_l) \\
\hline
G_3' & \frac{2}{3} \log_4 2 \approx 0.42 & \approx 0.79(1+\delta') & \approx 2.38(1+\delta') \\
G_4' & \frac{3}{8} = 0.375 & \frac{2}{3} \log_3 2 & \frac{4}{9} \log_3 2
\end{array}
\]

Table III: $\lambda_{GM}$ and $\lambda_{max}$ for $G_3'$ and $G_4'$ as $n \to \infty$

For a given $G_l$, we may relate the two terms $E(G_l)$ and $w_{GM}(n)$, or, more specifically, the partial distances $D_1, \ldots, D_l$ and the column weights $w_1, \ldots, w_l$ as follows.

**Lemma 27.** Let $G_l$ be a $l \times l$ polarization kernel, and let $\beta < E(G_l)$ be given. Then for any $1 > \delta > 1 - \frac{\beta}{E(G_l)}$, the term $\lambda_{GM}(n, G_l)$ can be bounded as

\[
\frac{\sum_{i=1}^l \log_l w_i}{\sum_{i=1}^l \log_l D_i} \leq \lambda_{GM}(n, G_l) \leq \frac{1}{1 - \delta} \frac{\sum_{i=1}^l \log_l w_i}{\sum_{i=1}^l \log_l D_i},
\]

for all sufficiently large $n$.

The following theorem shows that an arbitrarily small order can be achieved with a large $l$ and some $G_l$.

**Theorem 28.** For any fixed constant $0 < r \leq 1$, there exist an $l \times l$ polarizing kernel $G_l$, where $l = l(r, \delta)$, such that $\lambda_{GM}(n, G_l) < r$ for all sufficiently large $n$.

Let $r < 1$ and $\eta > 0$ be fixed. For an appropriate choice of $G_l$ with $\lim_{n \to \infty} \lambda_{GM}(n, G_l) < r$, concentration of the column weights implies that only a vanishing fraction of columns in $G$ has weight larger than $[\log N']^{(1+\eta)r}$ for all sufficiently large $n$. The reader may follow the steps used in the proof of Lemma 8, and use the fact that the logarithm of the column weight has the same distribution as a sum of i.i.d. random variables, which goes to $\lambda_{GM}(n, G_l)$ w.p.1. when normalized by $n$, as guaranteed by the law of large numbers.

**VII. CONCLUSION**

We proposed three constructions for capacity-achieving polar-based LDGM codes where all the generator matrix column weights are upper bounded as $O((\log N)^\lambda)$, where $\lambda$ is slightly larger than 1. Our schemes are based on a concatenation of $G_2 \otimes^n$ and a rate-1 code, and column-splitting algorithms which guarantee the heavy columns are replaced by lighter ones. Two of the constructions also allow the codes to be decodable with low-complexity decoders for the BECs and general BMS channels. An RLE-based construction for a capacity-achieving code sequence is given with $O(\log N)$ sparsity over general BMS channels under polynomial-time-complexity decoding. Broadly stated, this paper studies the existence of LDGM codes with constraint on the column weights of the GMs. It remains an open question whether LDGM codes with even sparser GMs (column weights scaling sub-logarithmically in $N$) exist. A future direction in this regard is to determine explicitly the scaling behaviour of smallest upper bound on the column weights of GMs for a sequence of rate-$R$ achieving (with arbitrarily low probability of error as $N$ grows) codes.
APPENDIX

A. Proofs for Subsection IV-A

Proof of Theorem 3: Consider an $l \times l$ polarizing matrix

$$G = \begin{bmatrix} I_{l/2} & 0_{l/2} \\ I_{l/2} & I_{l/2} \end{bmatrix},$$

where $l$ is an even integer such that $l \geq 2^\frac{1}{2}$. Note that by (2) and (3), we have $D_i = 1$ for $1 \leq i \leq l/2$ and $D_i = 2$ for $\frac{l}{2} + 1 \leq i \leq l$. Hence, the rate of polarization $E(G) = \frac{1}{2} \log_2 2 > 0$, and there is a sequence of capacity-achieving polar codes constructed using $G$ as the polarizing kernel. Note that in $G$, each column has weight at most 2 and, hence, the column weights of $G^\otimes n$ is upper bounded by $2^n$. By the specific choice of $l$, we have

$$2^n \leq (l^s)^n = (l^n)^s = N^s,$$

where $N = l^s$ is the block length of the code. This completes the proof.

Proof of Proposition 4: Since $G$ is a polarization kernel, there is at least one column in $G$ with weight at least 2. To see this, note that $G$ being invertible implies that all rows and columns are nonzero vectors. Now, if all the columns of $G$ have weight equal to 1, then all the rows must also have weight equal to 1, i.e., $G$ is a permutation matrix. Then $D_i = 1$, $\forall i$, and $E(G) = 0$, which implies that $G$ can not be polarization kernel. The contradiction shows that at least one column in $G$ must have a weight at least 2.

Let $k \geq 1$ denote the number of columns in $G$ with a weight at least 2. Let $v$ be a randomly uniformly chosen column of $G^\otimes n$, and $w(v)$ be the Hamming weight of $v$. For $r > 0$,

$$\Pr (w(v) = O((\log N)^r)) \leq \Pr \left( 2^{\sum_{i=1}^n F_i} = O((\log N)^r) = O((\log l)^r) = O(n^r) \right),$$

where $F_i$ is the indicator variable that one of $k$ non-unit-weight columns is used in the $i$-th Kronecker product of $G$ to form $v$. The variables $F_1, F_2, \ldots, F_n$ are i.i.d. as Ber($k/l$). Law of large numbers implies that $\sum_{i=1}^n F_i = \Theta(n)$ with high probability. Thus,

$$\Pr \left( 2^{\sum_{i=1}^n F_i} = O(n^r) \right) \rightarrow 0,$$

for any $r > 0$ as $n \rightarrow \infty$.

B. Proofs for Subsection IV-C

Proof of Lemma 5: Let $P_e$ denote the block error probability. For $\beta' < \beta < E(G)$, $P_e \leq 2^{-N^\beta'}$ implies that $P_e \leq 2^{-N^{\beta'}}$. Therefore, it suffices to show that bound on the probability of error holds for $\beta = (1 - \eta)E(G)$ for any $\eta \in (0, 1/2)$.

Let $1 - \frac{\beta}{E(G)} = \eta \in (0, 1/2)$ be fixed and $\delta \in (\eta, 1)$ be chosen. Note that polar codes with rate $R < C$ constructed using kernel $G_t$ have the error probability upper bounded by $2^{-N^{(1-\eta/2)E(G)}}$ as $n$ grows large.
For the code corresponding to $G$, $P_e$ is then bounded by

$$P_e \leq n' \times 2^{-N(1-\eta/2)E(G_l)} = 2^{N(1-\beta)E(G_l)} \times 2^{-N(1-\eta/2)E(G_l)}$$

$$\leq 2^{N(1-\eta)E(G_l)} \times 2^{-N(1-\eta/2)E(G_l)} = 2^{-N(1-\eta)E(G_l)} \leq 2^{-N(1-\eta)E(G_l)} = 2^{-N\beta}$$

for all sufficiently large $n$.

The expression in terms of $N'$ follows from the bound in (10).

**Proof of Proposition 6:**

- (Step 1) SC decoding: Successive cancellation decoding has been used in [34] as a low-complexity decoding scheme for capacity-achieving polar codes. In the analysis of block error probability, however, considering a genie-aided successive cancellation decoding scheme [35], where the information of correct $U_{i-1}$ is available when the decoder is deciding on $\hat{U}_i$, based on the maximum likelihood estimator, often simplifies the analysis. In this case, note that $\hat{U}_i$ is a function of $Y_i$ and $U_{i-1}$. It is stated in [35, Lemma 14.12] that the probability of error of the original SC decoder and that of a genie-aided successive cancellation decoder are in fact equal.

In terms of the generator matrix $G$ of a code, for the estimation of $\hat{U}_i$, the channel output can be thought of as the noisy version of the codeword obtained when $U_i^n$ is encoded with the matrix consisting of the bottom $(n-i+1)$ rows of $G$.

- (Step 2) Error probability bound for SC decoding: As discussed in Section II-B, for any $\beta < E(G_l)$, there is a sequence of capacity-achieving polar codes and with kernel $G_l$ such that $P_{e,SC} \leq 2^{-N\beta}$ for all sufficiently large $n$.

- (Step 3) Splitting on polar code improves the code: Let the column weight threshold $w_{u.b.}$ of $G$ be given. Let $(G_l^{\otimes n})^{sp}$ denote the $N \times N(1+\gamma)$ matrix generated by the splitting algorithm acting on $G_l^{\otimes n}$. We have the following the lemma whose proof will be provided later.

**Lemma 29.** **Under SC decoding, the probability of error of the polar code with kernel $G_l$ is no less than that of the code, with the same row indices, corresponding to $(G_l^{\otimes n})^{sp}$.**

- (Step 4) Decoder for the code corresponding to $G'$: When the splitting algorithm is applied on $G$, we may assume that all the new columns resulting from a column in the $j$-th chunk of $G$ are placed in the $j$-th chunk, where a chunk is the set of $N$ columns using the same $G_l^{\otimes n}$. In addition, we may require that the splitting algorithm adopts the same division principle. For example, the first new column includes the $w_{u.b.}$ ones with smallest row indices in the split column, the second new column includes another $w_{u.b.}$ ones with smallest row indices, excluding those used by the first new column, and so on. By the structure of $G$ and the above requirement on the splitting algorithm, the
matrix $G'$ has the following form:

$$
G' = \begin{bmatrix}
(G_i^\otimes n)^{sp} & 0 & \ldots & 0 \\
0 & (G_i^\otimes n)^{sp} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & (G_i^\otimes n)^{sp}
\end{bmatrix},
$$

(34)

where each 0 represents an $N \times N(1+\gamma)$ zero matrix.

For the code corresponding to $G'$, we can divide the information bits $u_1, \ldots, u_{K'}$ into $n'$ chunks, $(u_1, \ldots, u_K), (u_{K+1}, \ldots, u_{2K}), \ldots, (u_{(n'-1)K+1}, \ldots, u_{n'K} = u_{K'})$, written as $u_1, u_2, \ldots, u_{n'}$. Similarly, the coded bits $c_1, \ldots, c_{N'(1+\gamma)}$ can be divided into $n'$ chunks, $(c_1, \ldots, c_N(1+\gamma)), (c_{N(1+\gamma)+1}, \ldots, c_{2N(1+\gamma)}), \ldots, (c_{(n'-1)N(1+\gamma)+1}, \ldots, c_{n'N(1+\gamma)} = c_{N'(1+\gamma)})$, denoted by $c_1, c_2, \ldots, c_{n'}$. For the structure of $G'$ and memorylessness of the channels, the chunk $c_j$ depends only on the information chunk $u_j$, through a $K \times N(1+\gamma)$ submatrix of $(G_i^\otimes n)^{sp}$, and independent of other information chunks.

We now describe the decoder for the code corresponding to $G'$. The decoder consists of $n'$ identical copies of SC decoders, where the $j$th decoder decides on $\hat{u}_j$ using the channel output when $c_j$ is transmitted.

• (Step 5) Error rate for the code corresponding to $G'$: Lemma 29 shows that the block-wise error probability of the code corresponding to $(G_i^\otimes n)^{sp}$ is smaller or equal to that of $G_i^\otimes n$. For any $\beta < E(G_i)$, the rate of the code, whose block error probability is bounded by $2^{-n\beta}$, approaches $C$ as $n$ grows. Using the union bound as in Lemma 5, for any $\beta < E(G_i)$, when $n'$ is chosen as in (8), the probability of error of the code corresponding to $G'$ with the proposed decoder, denoted by $P_e^{SC}(G')$, can be bounded by $P_e^{SC}(G') \leq 2^{-n\beta}$ for all sufficiently large $n$.

**Proof of Lemma 29:** We will show that, for an $N_1 \times N_2$ matrix $M$, when a column is split into two nonzero columns to form an $N_1 \times (N_2+1)$ matrix $M'$, the probability of error of the code with generator matrix $M$ is lower bounded by that with $M'$. Without loss of generality, we may assume that the first column of $M$, denoted by $v_1$, is split into two columns and become, say, the first two columns of $M'$, denoted by $v'_1, v''_1$. We may also assume that the first two elements of $v_1$ are both equal to 1. The columns are associated by the following equation:

$$
v_1 = \begin{pmatrix}
1 \\
1 \\
* \\
\vdots \\
* \\
* \\
0
\end{pmatrix} = \begin{pmatrix}
1 \\
0 \\
* \\
\vdots \\
* \\
* \\
0
\end{pmatrix} + \begin{pmatrix}
0 \\
1 \\
0 \\
\vdots \\
0 \\
0 \\
1
\end{pmatrix} = v'_1 + v''_1.
$$

(35)
For $v_1′$, row operations can be applied to cancel out the nonzero entries in the positions occupied by $⋆$ using the 1 at the first row. Similarly, the second row of $v_1''$ can be used in row operations to cancel out any nonzero entries in the positions occupied by $⋆$. Let $E$ be the matrix of the concatenation of the row operations on $v_1$ and $v_1''$. We have

$$Ev_1 = \begin{pmatrix} 1 \\ 1 \\ 0 \\ \vdots \\ 0 \\ \vdots \\ 0 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \\ 0 \\ \vdots \\ 0 \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \\ 0 \\ \vdots \\ 0 \\ \vdots \\ 0 \\ 0 \end{pmatrix} = Ev_1′ + v_1'' \quad (36)$$

Since $E$ is composed of a sequence of invertible $N_1 \times N_1$ matrices, the row space of $M$ is the same as that of $EM$. Similarly, the row spaces of $M'$ and $EM'$ are equal. Hence the codes with GMs $M$ and $EM$ are the same, and so are the codes with GMs $M'$ and $EM'$. First, we show the probabilities of error for codes with GMs $M$ and $EM$ are equal. For each sequence $u = (u_1, \ldots, u_{N_1})$ there is a unique sequence $\tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_{N_1})$ such that the codeword $x = uM$ is equal to $\tilde{x} = \tilde{u}(EM)$. Denote the bijective mapping by $f : \{0, 1\}^{N_1} \rightarrow \{0, 1\}^{N_1}, f(u) = \tilde{u}$. Assume the channel outputs are denoted by $y$ and $\tilde{y}$ when the inputs are $x$ and $\tilde{x}$, respectively. The sequences $y$ and $\tilde{y}$ are identically distributed. Assume now there is an SC decoder $D_M$ that returns an estimate of $u$ based on $y$, with error probability $P_e(u)$. For the code defined by GM being $EM$, one may construct a decoding algorithm as follows. Given channel output $\tilde{y}$, invoke the SC decoder $D_M$, which returns an estimate of $u$ with error probability $P_e(u)$. The algorithm then map $u$ to $\tilde{u}$ using $f$. The above algorithm is an SC-based decoder with the same block error probability as that of $D_M$. Conversely, one may show that, if there is an SC decoder for the code defined by GM being $EM$, an SC-based decoding algorithm for the code defined by $M$ can be found such that both have the same error probability.

We show in the following that the code with GM $EM'$, denoted by $C_{EM'}$, is at least as good as the code with GM $EM$, denoted by $C_{EM}$, in terms of error probability under SC decoding.

Let $U_1, \ldots, U_{N_1}$ be the information bits, $Y_1, Y_2, \ldots, Y_{N_2}$ be the channel output of $C_{EM}$ and $Y_1′, Y_1′′, Z_2, \ldots, Z_{N_2}$ be the channel output of $C_{EM'}$. Note that $(Y_2, \ldots, Y_{N_2})$ and $(Z_2, \ldots, Z_{N_2})$ are identically distributed given the information bits. We assume SC decoding of the $\tilde{u}_i$'s based on the output in increasing order of the index $i$.

As mentioned in Step 1, to decide on $\hat{U}_i$, we may assume that the $(N_1-i+1) \times N_2$ submatrices of $EM$ and $EM'$ are used as GMs to encode information bits $U_i, \ldots, U_{N_1}$ and the codewords are transmitted through the channel. For $i = 2$, the submatrices of $EM$ and $EM'$ are the same for the $(N_2-1)$ columns from the right. The first column of the submatrix of $EM'$ is a zero vector, and the first column of the submatrix of $EM$ is equal to the second column of that of $EM'$. For $i > 2$, the submatrices of $EM$ and
$EM'$ are the same for the $(N_2 - 1)$ columns from the right, and the columns corresponding to $Ev_1, Ev'_1,$ and $Ev''_1$ are zero vectors. Therefore, the bit-channel observed by $U_i$ is the same for both codes $C_{EM}$ and $C_{EM'}$ for $i \geq 2$. Hence it suffices to show that probability of error for the estimate of $U_1$ with $C_{EM'}$ is at least as good as that with $C_{EM}$.

Assume the BMS channel $W_{BMS}$ has the output alphabet $\mathcal{Y} = \{a_1, a'_1, \ldots, a_p, a'_p, s_1, \ldots, s_q\}$, such that $W_{BMS}(a_i|0) = W_{BMS}(a'_i|1), W_{BMS}(a_i|1) = W_{BMS}(a'_i|0)$ for all $1 \leq i \leq p$, and that $W_{BMS}(s_i|0) = W_{BMS}(s_i|1)$ for all $1 \leq i \leq q$. Without loss of generality, assume $W_{BMS}(a_i|0) \geq W_{BMS}(a'_i|0)$ for all $i$. Denote by $Y_a, Y'_a$ and $Y_s$ the sets $Y_a = \{a_1, \ldots, a_p\}, Y'_a = \{a'_1, \ldots, a'_p\}$, and $Y_s = \{s_1, \ldots, s_q\}$, and a mapping $g : \mathcal{Y} \to \mathcal{Y}$ defined by $g(a_i) = a'_i, g(a'_j) = a_i, g(s_j) = s_j$ for $1 \leq i \leq p, 1 \leq j \leq q$.

Consider two bit-channels: $W$ with input $U_1$ and output $Y_1, \ldots, Y_{N_2}$, and $W'$ with input $U_1$ and output $Y'_1, Y''_1, Z_1, \ldots, Z_{N_2}$. Let $y$ and $y_{-1}$ denote $y_1^{N_2}$ and $y_2^{N_2}$, respectively. The probability of error of the first channel

$$P_e(W) = \frac{1}{2} \sum_{y} \min(W(y|U_1 = 1), W(y|U_1 = 0))$$

$$= \frac{1}{2} \sum_{y_{-1}} \sum_{y_1 \in \mathcal{Y}} \min(W(Y_1 = y_1, Y_2^{N_2} = y_{-1}|0), W(Y_1 = y_1, y_2^{N_2} = y_{-1}|1))$$

$$= \frac{1}{2} \sum_{y_{-1}} \left( \sum_{y_1 \in \mathcal{Y}_a} \min(W(Y_1 = y_1, Y_2^{N_2} = y_{-1}|0), W(Y_1 = y_1, y_2^{N_2} = y_{-1}|1)) + \sum_{y_1 \in \mathcal{Y}_a'} \min(W(Y_1 = y_1, Y_2^{N_2} = y_{-1}|0), W(Y_1 = y_1, y_2^{N_2} = y_{-1}|1)) + \sum_{y_1 \in \mathcal{Y}_s} \min(W(Y_1 = y_1, Y_2^{N_2} = y_{-1}|0), W(Y_1 = y_1, y_2^{N_2} = y_{-1}|1)) \right)$$

$$= \frac{1}{2} \sum_{y_{-1}} \sum_{a \in \mathcal{Y}_a \cup \mathcal{Y}_s} \left[ \min(A_{a|0}, A_{a|1}) + \min(A_{g(a)|0}, A_{g(a)|1}) \right]$$

(37)

where $A_{a|j} \triangleq W(Y_1 = a, Y_2^{N_2} = y_{-1}|U_1 = j)$ for $a \in \mathcal{Y}_a \cup \mathcal{Y}_a'$, and $A_{s|j} \triangleq \frac{1}{2} W(Y_1 = s, Y_2^{N_2} = y_{-1}|U_1 = j)$ for $s \in \mathcal{Y}_s$. Defining $B_{i,j}(y_{-1}) = \Pr(Y_2^{N_2} = y_{-1}|U_1 = i, U_2 = j)$, for $i, j = 0, 1$, the terms in (37) can be written as $(y_{-1}$ is omitted for simplicity)

$$A_{a|0} = \frac{1}{2} P_a B_{0,0} + \frac{1}{2} P_{g(a)} B_{0,1}, \quad A_{a|1} = \frac{1}{2} P_{g(a)} B_{1,0} + \frac{1}{2} P_a B_{1,1},$$

$$A_{g(a)|0} = \frac{1}{2} P_{g(a)} B_{0,0} + \frac{1}{2} P_a B_{0,1}, \quad A_{g(a)|1} = \frac{1}{2} P_a B_{1,0} + \frac{1}{2} P_{g(a)} B_{1,1},$$

$$A_{s|0} = \frac{1}{2} P_s (B_{0,0} + B_{0,1}), \quad A_{s|1} = \frac{1}{2} P_s (B_{1,0} + B_{1,1}),$$

where $P_a \triangleq W_{BMS}(a|0)$ for $a \in \mathcal{Y}_a \cup \mathcal{Y}_a'$, and $P_s \triangleq \frac{1}{2} W_{BMS}(s|0)$ for $s \in \mathcal{Y}_s$. 

39
Similarly, we can write $P_c(W')$ as

$$P_c(W') = \frac{1}{2} \sum_{y' \in \mathcal{Y}_a} \left( \sum_{a \in \mathcal{Y}_a} \left[ \sum_{b \in \mathcal{Y}_a} \min(A_{a,b\mid 0}, A_{a,b\mid 1}) + \min(A_{g(a),b\mid 0}, A_{g(a),b\mid 1}) \right. \right.$$

$$+ \min(A_{a,g(b)\mid 0}, A_{a,g(b)\mid 1}) + \min(A_{g(a),g(b)\mid 0}, A_{g(a),g(b)\mid 1})$$

$$+ \sum_{s \in \mathcal{Y}_s} \left[ \sum_{t \in \mathcal{Y}_s} \min(A_{t,b\mid 0}, A_{t,b\mid 1}) + \min(A_{t,g(b)\mid 0}, A_{t,g(b)\mid 1}) + \sum_{s \in \mathcal{Y}_s} \min(A_{t,s\mid 0}, A_{t,s\mid 1}) \right] \right)$$

$$= \frac{1}{2} \sum_{y' \in \mathcal{Y}_a} \left( \sum_{a \in \mathcal{Y}_a} \left[ \sum_{b \in \mathcal{Y}_a} \min(A'_{a,b\mid 0}, A'_{a,b\mid 1}) + \min(A'_{g(a),b\mid 0}, A'_{g(a),b\mid 1}) \right. \right.$$

$$+ \min(A'_{a,g(b)\mid 0}, A'_{a,g(b)\mid 1}) + \min(A'_{g(a),g(b)\mid 0}, A'_{g(a),g(b)\mid 1}) \right),$$

where the set $\mathcal{Y}_a = \mathcal{Y}_a \cup \mathcal{Y}_s$, and the terms $A_{a,b\mid j} \triangleq W(Y'_1 = a, Y'_2 = b, Y'_2 \in \mathcal{Y}_2 = y' \mid U_1 = j)$ for $a, b \in \mathcal{Y}$.

Again, it is helpful to rewrite the $A'_{a,b\mid j}$ in terms of $P_a, P_g(a), P_b, P_{g(b)}$, and $B_{i,j}$, such as $A'_{a,b\mid 0} = \frac{1}{2} P_a P_b B_{0,0} + \frac{1}{2} P_a P_{g(b)} B_{0,1}$ and $A'_{a,b\mid 1} = \frac{1}{2} P_a P_{g(b)} B_{0,1}$.

We show $P_c(W') \leq P_c(W)$ by showing that for each $y' \in \mathcal{Y}_a$ and $a \in \mathcal{Y}_a$, the summand in (38) are smaller or equal to that in (37). We may simplify the problem by noting that, given $y_0 \in \mathcal{Y}_a$, $a, b \in \mathcal{Y}_a$, and $y_0 \in \mathcal{Y}_a$, $s, s' \in \mathcal{Y}_s$.

We may simplify the problem by noting that, given $y_0 \in \mathcal{Y}_a$, $a, b \in \mathcal{Y}_a$, and $y_0 \in \mathcal{Y}_a$, $s, s' \in \mathcal{Y}_s$.

The sum over $b \in \mathcal{Y}_a$ may be considered as a weighted sum, which is then bounded by $\min(A_{a\mid 0}, A_{a\mid 1}) + \min(A_{g(a)\mid 0}, A_{g(a)\mid 1})$. This would yield the inequality we want to show. Hence we may assume $P_b + P_{g(b)} = 1$ and show the following inequality

$$\min(A'_{a,b\mid 0}, A'_{a,b\mid 1}) + \min(A'_{g(a),b\mid 0}, A'_{g(a),b\mid 1}) + \min(A'_{a,g(b)\mid 0}, A'_{a,g(b)\mid 1}) + \min(A'_{g(a),g(b)\mid 0}, A'_{g(a),g(b)\mid 1})$$

$$\leq \min(A_{a\mid 0}, A_{a\mid 1}) + \min(A_{g(a)\mid 0}, A_{g(a)\mid 1}).$$

We can normalize both sides of (39) by $1/(P_a + P_g(a))$, and the goal is to show the following inequality

$$\min \left( P_a P_b B_{0,0} + (1 - P_b) B_{0,1}, (1 - P_a) (P_b B_{1,0} + (1 - P_b) B_{1,1}) \right)$$

$$+ \min \left( P_a (P_b B_{0,0} + B_{0,1}), (1 - P_a) (P_b B_{1,0} + B_{1,1}) \right)$$

$$+ \min \left( P_a (P_b B_{0,0} + (1 - P_b) B_{0,1}), (1 - P_a) (P_b B_{1,0} + (1 - P_b) B_{1,1}) \right)$$

$$+ \min \left( P_a (P_b B_{0,0} + (1 - P_b) B_{0,1}), (1 - P_a) (P_b B_{1,0} + (1 - P_b) B_{1,1}) \right)$$

$$+ \min \left( P_a (P_b B_{0,0} + (1 - P_b) B_{0,1}), (1 - P_a) (P_b B_{1,0} + (1 - P_b) B_{1,1}) \right)$$

$$+ \min \left( P_a (P_b B_{0,0} + (1 - P_b) B_{0,1}), (1 - P_a) (P_b B_{1,0} + (1 - P_b) B_{1,1}) \right)$$

$$\leq \min \left( P_a B_{0,0} + (1 - P_a) B_{1,0}, (1 - P_a) B_{1,0} + P_a B_{1,1} \right)$$

$$+ \min \left( P_a (P_b B_{0,0} + (1 - P_b) B_{0,1}), (1 - P_a) (P_b B_{1,0} + (1 - P_b) B_{1,1}) \right)$$

where $P_a, P_b \in [0.5, 1]$, and $B_{i,j} \in [0, 1]$. The inequality (40) can be numerically verified.
C. Proofs for Subsection IV-D

Proof of Proposition 7: The geometric mean column weight of $G$ equals to that of $G_2^{\otimes n}$, which is $2^{n/2} = \sqrt{N}$. The sparsity benchmark, as specified in equation (10), is $\log(N') = N^{(1-\delta)/2} + \log N = (N^{1/2})^{(1-\delta)+o(1)}$ for sufficiently large $n$. Thus, for large $n$,

$$w_{GM}(n, G_2) = \sqrt{N} = [\log(N')]^{1/\frac{1}{1-\delta}} = [\log(N')]^{1/1+\delta+o(1)},$$

where $\delta' \triangleq \delta / (1-\delta)$. Note that $\delta' \to 0$ as $\delta \to 0$, and $\delta > 1 - \frac{\beta}{E(G_2)}$ can be made arbitrarily small by choosing $\beta$ close enough to $E(G_2) = \frac{1}{2}$. Hence, the proposition holds for any $\delta' > 0$.

Proof of Lemma 8: Note that the weights of the columns of $G$ have the same distribution as the variable $2^{X_1+\ldots+X_n}$, where $X_i \sim Ber(1/2), i = 1, 2, \ldots, n$, are i.i.d. By the strong law of large numbers, the logarithm of the column weights concentrate around that of the geometric mean column weight. To be more precise, the strong law of large numbers implies $\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} X_i = \frac{1}{2}$ almost surely, or equivalently, $\sum_{i=1}^{n} X_i \sim o(1)$ for all sufficiently large $n$ with probability 1. Hence

$$2\sum_{i=1}^{n} X_i = 2^{n/2} = 2^{n/2} \times 1 \times 1 \times 1 \times \ldots \times 1 = \left( \log(N') \right)^{1+\delta+o(1)} \leq \log(N')^{1+\delta''} \text{ w.p.} 1,$$

where the second-last equality is due to Proposition 7. Now, we have

$$2\sum_{i=1}^{n} X_i = \left( \log(N') \right)^{1+\delta+o(1)} \times \left( \log(N') \right)^{o(1)} \leq \left( \log(N') \right)^{1+\delta''} \text{ w.p.} 1,$$

for all sufficiently large $n$. Thus the ratio of columns with weights exceeding $\left( \log(N') \right)^{1+\delta''}$ is vanishing as $n$ grows large.

Proof of Lemma 9: Let $W$ denote the column weight of a randomly selected column of $G_2^{\otimes n}$. Then we have

$$\gamma = (Pr(2w_{u.b.} \geq W > w_{u.b.}) \times 1) + (Pr(3w_{u.b.} \geq W > 2 \cdot w_{u.b.}) \times 2) + \ldots + (Pr(2^n \geq W > k_{max} \cdot w_{u.b.}) \times k_{max})$$

$$= Pr(W > w_{u.b.}) + Pr(W > 2w_{u.b.}) + \ldots + Pr(W > k_{max} \cdot w_{u.b.}).$$

Note that $\log W$ has the same distribution as $X(n) = X_1 + X_2 + \ldots + X_n$, which is a Binomial$(n, 1/2)$ random variable. Hence,

$$\gamma = \sum_{k=1}^{k_{max}} \Pr(X(n) > \log(k \cdot w_{u.b.})) = \Pr(X(n) > \log(w_{u.b.})) + \ldots + \Pr(X(n) > \log(k_{max} \cdot w_{u.b.}))$$

$$= \sum_{k=1}^{k_{max}} \Pr(X(n) > \log(k \cdot w_{u.b.})).$$
Proof of Lemma 10: Recall that $X(n) \triangleq \sum_{i=1}^{n} X_i$ is an integer-valued random variable. Then the terms in (19) are grouped as

$$\gamma = \Pr (X(n) > n_{lub}) + \Pr (X(n) > \log 2 + n_{lub}) + \Pr (X(n) > \log 3 + n_{lub})$$
$$+ \Pr (X(n) > \log 4 + n_{lub}) + \ldots + \Pr (X(n) > n - n_{lub} + n_{lub})$$
$$=(\Pr (X(n) > n_{lub}) \times 2^0) + (\Pr (X(n) > 1 + n_{lub}) \times 2^1) + (\Pr (X(n) > 2 + n_{lub}) \times 2^2) + \ldots$$
$$+ (\Pr (X(n) > n - 1) \times 2^{(n-n_{lub}-1)})$$
$$=(\Pr (X(n) \geq 1 + n_{lub}) \times 2^0) + (\Pr (X(n) \geq 2 + n_{lub}) \times 2^1) + (\Pr (X(n) \geq 3 + n_{lub}) \times 2^2) + \ldots$$
$$+ (\Pr (X(n) \geq (n - n_{lub}) + n_{lub}) \times 2^{(n-n_{lub}-1)})$$
$$=a_0 + a_1 + a_2 + \ldots + a_{n-n_{lub}-1},$$

where (42) holds by noting that $X(n) > \log(j) + n_{lub}$ for some $2^m \leq j < 2^{m+1}$ if and only if $X(n) > m + n_{lub}$ for integer $m = 1, 2, \ldots$.

Proof of Lemma 11: Using Sanov’s Theorem ([36, Thm 11.4.1]), the $a_i$ term in Lemma 10 is bounded as follows:\footnote{Remark: In fact, even the polynomial term in the upper bound can be dropped since the set of distribution $E$, as defined in [36], is convex.}

$$\frac{1}{(n+1)^2} 2^{-nD(P_i^*||Q)} \cdot 2^i \leq a_i \leq (n+1)^2 2^{-nD(P_i^*||Q)} \cdot 2^i,$$

where $P_i^*$ and $Q$ are the $\text{Ber}(\frac{i+1+n_{lub}}{n})$ and $\text{Ber}(\frac{1}{2})$ distributions, respectively. For $0 \leq i \leq n - n_{lub} - 1$, we have the equation

$$a_i \equiv 2^{-nD(P_i^*||Q)+i+1} = 2^{n(-D(P_i^*||Q)+\alpha_i)}.$$

Also, by (16),

$$n_{lub} = \log (w_{u,b}) = \log N^\frac{1}{2} + \epsilon' = \left(\frac{1}{2} + \epsilon'\right)n.$$

Hence, $P_i^*$ can be written as the $\text{Ber}(\frac{1}{2} + \epsilon' + \alpha_i)$ distribution.

Proof of Proposition 12: The ratio $\gamma$ is bounded by

$$\max_i a_i \leq \gamma \leq n \cdot \max_i a_i.$$ (44)

Therefore, the rate loss $\gamma$ of the code corresponding to $G'$ instead of $G$ either approaches 0, when $\max_i \lambda(\epsilon', \alpha_i) < 0$, or infinity, when there’s one $i$ such that $\lambda(\epsilon', \alpha_i) > 0$. The exponent can be analyzed as follows:

$$\lambda(\epsilon', \alpha_i) = \alpha_i - (\frac{1}{2} + \epsilon' + \alpha_i) \cdot \log (2(\frac{1}{2} + \epsilon' + \alpha_i)) - (\frac{1}{2} - \epsilon' - \alpha_i) \cdot \log (2(\frac{1}{2} - \epsilon' - \alpha_i))$$
$$= \alpha_i - \frac{1}{2} \log [(1 + 2\epsilon' + 2\alpha_i)(1 - 2\epsilon' - 2\alpha_i)] - (\epsilon' + \alpha_i) \log \frac{1 + 2\epsilon' + 2\alpha_i}{1 - 2\epsilon' - 2\alpha_i}.$$
Consider \( \lambda(\epsilon', \alpha) \) as a function of \( \alpha \) over the interval \( \left[ \frac{1}{n}, \frac{1}{2} - \epsilon' \right] \). Then its first and second derivatives with respect to \( \alpha \) are as follows:

\[
\frac{\partial \lambda(\epsilon', \alpha)}{\partial \alpha} = 1 - \log \frac{1 + 2\epsilon' + 2\alpha}{1 - 2\epsilon' - 2\alpha},
\]

\[
\frac{\partial^2 \lambda(\epsilon', \alpha)}{\partial \alpha^2} = -\log(1 + 2\epsilon' + 2\alpha) - \log(1 - 2\epsilon' - 2\alpha) = -\frac{2}{\ln 2} \left( \frac{1}{1 + 2\epsilon' + 2\alpha} + \frac{1}{1 - 2\epsilon' - 2\alpha} \right) < 0,
\]

for any \( \frac{1}{n} \leq \alpha \leq \frac{1}{2} - \epsilon' \). Thus, for any fixed \( \epsilon' \), \( \lambda(\epsilon', \alpha) \) is a concave function of \( \alpha \) and has maximum when

\[
\frac{\partial \lambda(\epsilon', \alpha)}{\partial \alpha} = 0.
\]

From (45), the above equality holds if and only if \( \alpha = \frac{1}{6} - \epsilon' \) and attains the maximum value when

\[
\lambda(\epsilon', \alpha) = \lambda(\epsilon', \frac{1}{6} - \epsilon') = \frac{1}{6} - \frac{2}{3} \log \frac{4}{3} - \frac{1}{3} \log \frac{3}{3} - \epsilon' = \epsilon^* - \epsilon'.
\]

If \( \epsilon' > \epsilon^* \), \( \lambda(\epsilon', \alpha) \leq \max_{\alpha} \lambda(\epsilon', \alpha) = \epsilon^* - \epsilon < 0 \) for any \( 0 \leq i \leq n - n_{\text{ub}} - 1 \). Hence, by (20) and (44), \( \gamma \), which is upper bounded by \( n(n + 1)^2 2^n(\epsilon^* - \epsilon') \equiv 2^n(\epsilon^* - \epsilon') \), approaches 0 exponentially fast.

Alternatively, if \( \epsilon' < \epsilon^* \), by the continuity of \( \lambda(\epsilon', \alpha) \) in \( \alpha \), for sufficiently large \( n \), there is \( \alpha_i \) for some \( 0 \leq i \leq n - n_{\text{ub}} - 1 \) such that \( \lambda(\epsilon', \alpha_i) \geq \frac{\max_{\alpha} \lambda(\epsilon', \alpha)}{2} > 0 \). Then \( \gamma \), which is bounded from below by \( \frac{1}{(n + 1)^2} 2^n(\epsilon^* - \epsilon') \equiv 2^n(\epsilon^* - \epsilon') \) in this case, approaches infinity exponentially fast.

**Proof of Corollary 13**: From (17), we have

\[
\epsilon' = (1 + \epsilon) \left( \frac{1 - \delta}{2} + o(1) \right) - \frac{1}{2} = \frac{\epsilon - \delta}{2}(1 + \epsilon) + o(1).
\]

Since \( \delta > 0 \) can be chosen arbitrarily small, the conditions in Proposition 12 are expressed in terms of \( \epsilon \) as follows:

\[
\gamma \to 0 \text{ exponentially fast } \iff \epsilon' > \epsilon^* \iff \epsilon > 2\epsilon^*
\]

\[
\gamma \to \infty \text{ exponentially fast } \iff \epsilon' < \epsilon^* \iff \epsilon < 2\epsilon^*
\]

**Proof of Theorem 14**: Since the code corresponding to \( G' \) uses a submatrix of \( G' \) as its GM, the column weights of this submatrix are upper bounded by \( w_{\text{ub}} \) as well. By Proposition 6 the probability of error of this code is upper bounded by that of the code corresponding to \( G \). From Lemma 5, the code corresponding to \( G \) is capacity achieving, and, from Corollary 13, the rate loss \( \gamma \) goes to 0 as \( n \) grows large.

**D. Proofs for Subsection V-A**

In order to understand the DRS algorithm’s effect on \( G = G_n^{\otimes n} \), we first study how the order of two special Kronecker product operations affects the number of output vectors. We present the following Lemmas 30 and 31 toward the proof of Lemma 18.
Lemma 30. Let a column vector $v$ and a column weight threshold $w_{u,b}$ be given. Then the outputs of the DRS algorithm for 

$$(v \otimes [1,1]^t) \otimes [0,1]^t \text{ and } (v \otimes [0,1]^t) \otimes [1,1]^t$$

contain the same number of vectors.

Proof: The input vectors can be denoted by:

$$(v \otimes [1,1]^t) \otimes [0,1]^t \equiv v_{LR} \text{ and } (v \otimes [0,1]^t) \otimes [1,1]^t \equiv v_{RL}.$$ 

We note that $2w_H(v) = w_H(v_{LR}) = w_H(v_{RL})$, and prove the lemma in two cases:

1) $2w_H(v) \leq w_{u,b}$: In this case, the algorithm will not split either $v_{LR}$ or $v_{RL}$. Both outputs contain exactly one vector.

2) $2w_H(v) > w_{u,b}$: Let $n_{DRS}(v)$ denote the number of column vectors the DRS algorithm returns when it is applied to $v$.

For $v_{LR}$, the DRS algorithm observes $x_h = 0$, hence the number of output vectors is the same as the size of DRS-SPLIT($w_{u,b}, (v^t, v^t)^t$) (see Section V-A). With $2w_H(v) > w_{u,b}$, the size of DRS-SPLIT($v^t, v^t)^t$ is the sum of the sizes of $Y_h = \text{DRS-SPLIT}(w_{u,b}, x_h = v)$ and $Y_t = \text{DRS-SPLIT}(w_{u,b}, x_t = w)$. By assumption, $|Y_h| = |Y_t| = n_{DRS}(v)$, giving $n_{DRS}(v_{LR}) = 2n_{DRS}(v)$.

For $v_{RL}$, the number of vectors in the DRS algorithm output is the sum of the sizes of two sets $Y_h = \text{DRS-SPLIT}(w_{u,b}, x_h = (0^t, v^t)^t)$ and $Y_t = \text{DRS-SPLIT}(w_{u,b}, x_t = (0^t, v^t)^t)$. It is easy to see that $|Y_h| = |Y_t| = |\text{DRS-SPLIT}(w_{u,b}, v)|$, which equals $n_{DRS}(v)$. Thus, $n_{DRS}(v_{RL}) = 2n_{DRS}(v)$.

The next lemma shows the effect of the DRS algorithm from a different perspective. If there are two vectors with the same column weights, and numbers of vectors of the DRS algorithm outputs are identical when they are the inputs, the properties will be preserved when they undergo some basic Kronecker product operations.

Lemma 31. Let $u_1$ and $u_2$ be two vectors with equal Hamming weights. Assume, for a given $w_{u,b}$, the DRS algorithm splits $u_1$ and $u_2$ into the same number of vectors. Then the DRS algorithm also returns the same number of vectors for $u_1 \otimes [1,1]^t$ and $u_2 \otimes [1,1]^t$, as well as for $u_1 \otimes [0,1]^t$ and $u_2 \otimes [0,1]^t$.

Proof: We first discuss the case when $u_1 \otimes [1,1]^t$ and $u_2 \otimes [1,1]^t$ are processed by the DRS algorithm. If $2w_H(u_1) = 2w_H(u_2) \leq w_{u,b}$, no splitting is done. If $2w_H(u_1) = 2w_H(u_2) > w_{u,b}$, the size of the DRS algorithm output for the input $u_1 \otimes [1,1]^t$ is the sum of the sizes of $Y_h = \text{DRS-SPLIT}(w_{u,b}, x_h = u_1)$ and $Y_t = \text{DRS-SPLIT}(w_{u,b}, x_t = u_1)$, both of which are $n_{DRS}(u_1)$. The size of the output for the input $u_2 \otimes [1,1]^t$ can be found in a similar way to be $2n_{DRS}(u_2)$. Note that $n_{DRS}(u_1) = n_{DRS}(u_2)$ by assumption. Therefore, the sizes of the outputs of the DRS algorithm, when $u_1 \otimes [1,1]^t$ and $u_2 \otimes [1,1]^t$ are the inputs, are equal.

Similarly, one can easily show that when $u_1 \otimes [0,1]^t$ and $u_2 \otimes [0,1]^t$ are processed by the DRS algorithm, the number of output columns are equal.
**Proof of Lemma 18:** Suppose that there is an index \(i\) such that \((s_i, s_{i+1}) = (+, -)\). Let \(v^{(i+1)}\) and \((v^{(i+1)})'\) be defined by (22) with sequences \((s_1, \ldots, s_{i-1}, s_i = +, s_{i+1} = -)\) and \((s_1, \ldots, s_{i-1}, s'_i = -, s'_{i+1} = +)\), respectively. We note that

\[
v^{(i+1)} = (v^{(i-1)} \otimes [0, 1]^t) \otimes [1, 1]^t \quad \text{and} \quad (v^{(i+1)})' = (v^{(i-1)} \otimes [1, 1]^t) \otimes [0, 1]^t.
\]

Lemma 30 shows that the DRS algorithm splits \(v^{(i+1)}\) and \((v^{(i+1)})'\) into the same number of columns. Furthermore, Lemma 31 shows that the number of output vectors of the DRS algorithm for \(v^{(n)} = [v^{(i+1)}(s_{i+2}, \ldots, s_n)\) and \((v^{(n)})' = [(v^{(i+1)})'(s_{i+2}, \ldots, s_n)\) are equal.

Therefore, an occurrence of \((s_i, s_{i+1}) = (+, -)\) in a sequence can be replaced by \((s_i, s_{i+1}) = (-, +)\) without changing the number of output vectors of the DRS algorithm. Since any sequence \((s_1, s_2, \ldots, s_n)\) with \(n_1\) minus signs and \(n_2\) plus signs can be permuted into \((s'_1, s'_2, \ldots, s'_n)\), where \(s'_i = -\) for \(i \leq n_1\) and \(s'_i = +\) for \(i > n_1\), by repeatedly replacing any occurrence of \((+, -)\) by \((-+, +)\), the above arguments show \(n_{DRS}(v^{(n)}) = n_{DRS}(v^{(s_1, s_2, \ldots, s_n)})\) always holds. Hence, the size of DRS algorithm output for \(v^{(n)}\) depends only on the values \(n_1\) and \(n_2\).

**Proof for Proposition 19:** First note that there is a bijection between \((-+)^n\) and the columns of \(G_2^\otimes n\) as follows. For each \(s = (s_1, \ldots, s_n) \in (-+)^n\), there is exactly one column of \(G_2^\otimes n\) in the form \(1^{(s)}\) (see equation (22) and the paragraph following it, where we use \(v = [1] \in E_2\)). The term \(\gamma\) can be characterized as follows:

\[
\gamma = \left[\frac{1}{N} \sum_{s \in (-+)^n} n_{DRS}(1^{(s)})\right] - 1.
\]

By Lemma 18, the terms in the summation can be grouped according to the number of minus and plus signs in the sequence. Hence,

\[
\gamma = \left[\frac{1}{N} \sum_{i=0}^{n} \binom{n}{i} n_{DRS}(1^{(s_1=\ldots, s_i=-, s_{i+1}=\ldots, s_n=+)})\right] - 1.
\]

Let \(u_i\) denote the vector \(1^{(s_1, \ldots, s_n)}\) with \(s_l = -\) for \(l \leq i\) and \(s_l = +\) for \(l > i\). Without loss of generality, let \(n \in \mathbb{N}\). For \(i \leq n \lambda\), the Hamming weight of \(u_i\) is \(2^i \leq 2^{n \lambda} = w_{u,b}\). Hence, \(n_{DRS}(u_i) = 1\). For \(i > n \lambda\), \(u_i\) is split into \(2^{i-n \lambda}\) vectors, each of which having weight equal to \(2^{n \lambda}\). Therefore, \(n_{DRS}(u_i) = 2^{i-n \lambda}\).

The term \(\gamma\) can be written as follows:

\[
\gamma = \sum_{i=0}^{n \lambda} \frac{1}{N} \binom{n}{i} + \sum_{i=n \lambda+1}^{n} \frac{1}{N} \binom{n}{i} 2^{i-n \lambda} - 1 = \sum_{i=n \lambda+1}^{n} a_i,
\]

where \(a_i = \frac{1}{N} \binom{n}{i} 2^{i-n \lambda} - 1\). Now, let \(\alpha = i/n\). Since \(i > n \lambda\) for each summand \(a_i\), we consider \(\alpha > \lambda > \frac{1}{2}\) in the following calculations. The term \(a_i\) can be written as

\[
a_i = a_{i\alpha} = 2^{-n} \binom{n}{n \alpha} 2^{n \alpha-n \lambda+o(1)} = 2^{-n} 2^{n h_b(\alpha)+o(1)} 2^{n \alpha-n \lambda+o(1)} = 2^{n f(\alpha, \lambda)+o(1)},
\]

where the third equality is due to an asymptotic approximation of the binomial coefficient, and \(f(\alpha, \lambda) \triangleq h_b(\alpha) + \alpha - \lambda - 1\).
Consider $f(\alpha, \lambda)$ as a function of $\alpha$ over the interval $[0, 1]$. We find its first and second derivatives with respect to $\alpha$ as follows:

$$\frac{\partial f(\alpha, \lambda)}{\partial \alpha} = 1 - \log \frac{\alpha}{1 - \alpha}, \quad (49)$$

$$\frac{\partial^2 f(\alpha, \lambda)}{\partial^2 \alpha} = -\frac{1}{\ln 2} \left( \frac{1}{\alpha} + \frac{1}{1 - \alpha} \right) < 0, \text{ for any } 0 < \alpha < 1.$$  

Thus, for any fixed $\lambda$, $f(\alpha, \lambda)$ is a concave function of $\alpha$ and has local maximum when $\frac{\partial f(\alpha, \lambda)}{\partial \alpha} = 0$. From (49), the equality holds if and only if $\alpha = \frac{2}{3}$, and the maximum is

$$\sup_{\alpha \in (0, 1)} f(\alpha, \lambda) = h_b \left( \frac{2}{3} \right) + \frac{2}{3} - \lambda - 1 = \lambda^* - \lambda. \quad (50)$$

Also, when $\alpha = 0$, $f(0, \lambda) = -\lambda - 1$, and when $\alpha = 1$, $f(1, \lambda) = -\lambda$. Hence,

$$\sup_{\alpha \in [0, 1]} f(\alpha, \lambda) = \lambda^* - \lambda.$$

When $\lambda > \lambda^*$, we know $f(i, \lambda) \leq \sup_{\alpha} f(\alpha, \lambda) < 0$ for all integers $0 \leq i \leq n$, and equation (48) implies that $a_i \to 0$ exponentially fast for each $i$. Equation (47) then shows that $\gamma$ also vanishes exponentially fast in $n$. \hfill \blacksquare

E. Proofs for Subsection V-B

Proof for Lemma 20: We show the claim by proving the following: when we encode the source bits according to $G'$, the bit-channels observed by the source bits are BECs and that the erasure probabilities are less than or equal to those when $G$ is used. We use proof by induction on $n$. For ease of notation, we use $M'$ to denote $\text{DRS}(M)$ for a given matrix $M$ in this proof.

For $n = 1$, if $G_2 = G'_2$, we naturally have $Z_{G_2}^{(s_1)} = Z_{G'_2}^{(s_1)}$ for $s_1 \in \{-, +\}$. If $G_2 \neq G'_2$, the latter must be $\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix}$, corresponding to the encoding block diagram in Figure 10, where the solid black circles indicate a split of the XOR operation, i.e., the two operands of the original XOR operation are transmitted through two copies of channel $W$. The bit-channels observed by $U_1$ and $U_2$, denoted by $W^\oplus$ and $W^\ominus$,
are BECs with erasure probability $\epsilon$ and $\epsilon^2$, respectively. Note that the Bhattacharyya parameters satisfy the following:

$$Z^{(-)}_{G_2} = Z(W^-) = 1 - \epsilon \leq Z^{(-)}_{G_2} = Z(W^-) = 1 - 2\epsilon + \epsilon^2,$$
$$Z^{(+)}_{G_2} = Z(W^+) = 1 - \epsilon^2 = Z^{(+)}_{G_2} = Z(W^+).$$

Suppose that, for a fixed $w_{u.b.}$, the claim holds for all $n \leq m$ for some integer $m \geq 1$. Let $B_m$ denote the encoding block corresponding to the generator matrix $(G_2^{\otimes m})'$, with inputs $U_1, \ldots, U_{2m}$ and encoded bits $X_1, \ldots, X_{f(m)}$, where $f(m)$ is the number of columns in $(G_2^{\otimes m})'$. Using the matrix notation, the relation between the input bits and encoded bits is:

$$(U_1, \ldots, U_{2m})(G_2^{\otimes m})' = (X_1, \ldots, X_{f(m)}).$$

For $n = m + 1$, the matrix $(G_2^{\otimes m+1})'$ is associated with $(G_2^{\otimes m})'$ as follows:

$$(G_2^{\otimes m+1})' = \text{DRS} \left( \begin{bmatrix} (G_2^{\otimes m})' & 0 \\ (G_2^{\otimes m})' & (G_2^{\otimes m})' \end{bmatrix} \right).$$

Since $(G_2^{\otimes m})'$ consists of the outputs of the DRS algorithm, the columns in the right half of the input matrix in equation (51) remain unaltered in the output. For the columns in the left half, they are of the form $[v', v'][t]$ for some column $v$ of $(G_2^{\otimes m})'$. If $2w_H(v) > w_{u.b.}$, the outputs of the DRS algorithm are $[0^t, v'][t]$ and $[v', 0^t][t]$ because the vector $v$ must have weight no larger than the threshold. If $2w_H(v) \leq w_{u.b.}$, the algorithm leaves the vector unchanged. We may represent the encoding block $B_{m+1}$ as in Figure 11a, where it is assumed that the $j$-th column of the input matrix in (51) is halved by the DRS algorithm.

The erasure probabilities for the bit-channels observed by $X_i$, denoted here as $W(X_i)$, are less than or equal to $2\epsilon - \epsilon^2$ for $1 \leq i \leq f(m)$, and are equal to $\epsilon^2$ for $f(m) + 1 \leq i \leq 2f(m)$, respectively. Hence we may replace the XOR operations to the right of the $X_i$’s as well as the transmission over $W$’s by BECs $W(X_1), \ldots, W(X_{f(m)}), W(X_{f(m)+1}), \ldots, W(X_{2f(m)})$, as in Figure 11b.

One may observe that the erasure probability for the bit-channel observed by $U_i$ is a non-decreasing function of those of $W(X_1), \ldots, W(X_{f(m)})$ for $i \leq 2^m$, and of $W(X_{f(m)+1}), \ldots, W(X_{2f(m)})$ for $i > 2^m$. So for $i \leq 2^m$, we have

$$Z_{(G_2^{\otimes m+1})'}(U_i \mid Z(W) = \epsilon) \leq Z[W(U_i) \mid Z(W(X_j)) = 2\epsilon - \epsilon^2, \text{ for } 1 \leq j \leq f(m)]$$

$$= Z_{(G_2^{\otimes m})'}(U_i \mid Z(W) = 2\epsilon - \epsilon^2)$$
$$\leq Z_{G_2^{\otimes m}}(U_i \mid Z(W) = 2\epsilon - \epsilon^2)$$
$$= Z_{G_2^{\otimes m+1}}(U_i \mid Z(W) = \epsilon),$$

where the first inequality is due to $Z(W(X_j)) \leq 2\epsilon - \epsilon^2$ for $1 \leq j \leq f(m)$ and the second inequality follows from the hypothesis of the induction.
(a) Encoding Block $B_{m+1}$

(b) Equivalent Encoding Block $B_{m+1}$

Figure 11
Similarly, for \( i > 2^m \), we have
\[
Z_{(G_2^*)^m} (U_i \mid Z(W) = \epsilon) = Z [W(U_i) \mid Z(W(X_j)) = 2\epsilon - \epsilon'] \leq Z_{(G_2^*)^m} (U_i - f(m) \mid Z(W) = 2\epsilon - \epsilon')
\]
\[
\leq Z_{G_2^m} (U_i - f(m) \mid Z(W) = 2\epsilon - \epsilon')
\]
\[
= Z_{G_2^m} (U_i \mid Z(W) = \epsilon).
\]
Hence the inequality holds when \( n = m + 1 \) as well.

\[ \blacksquare \]

F. Proofs for Subsection V-C

Proof of Proposition 23: First note that each XOR operation at the \( j \)-th recursion can be associated with exactly one vector \( s = (s_1, s_2, \ldots, s_n) \in \{-, +\}^n \) and \( s_j = -\). For example, assume that the number of minus signs in \( s \), denoted as \( m(s) \), is larger than \( n_{\text{lub}} = \log w_{\text{lub}} = n\lambda \), and let \( \tau = \tau(s) \) be the index such that \( m(s_\tau, s_{\tau+1}, \ldots, s_n) = n_{\text{lub}} \) and \( s_\tau = -\). Then for each index \( i \) in the set \( \{k : 1 \leq k < \tau, s_k = -\} \), there is a bijection between the pair \((s, i)\) and an XOR operation at the \( i \)-recursion which is split and modified in the A-DRS scheme. Hence, the extra complexity of the SC decoder for the A-DRS scheme, compared to that of the SC decoder for the code based on \( G_2^m \), is given by
\[
\sum^\frac{n-n_{\text{lub}}+1}{l=1} \sum^\frac{n-n_{\text{lub}}+1}{k=l+1} |\{s \in \{-, +\}^n : \tau(s) > l, s_l = -\}| 2^{(2^l+1) - 2} c
\]
\[
= \sum^\frac{n-n_{\text{lub}}+1}{k=1} \binom{n-k+1}{n_{\text{lub}}} 2^{k-2} \sum^\frac{k-1}{l=1} 2^{(2^l+1) - 2} c
\]
\[
\leq 4c \sum^\frac{n-n_{\text{lub}}+1}{k=1} \binom{n-k+1}{n_{\text{lub}}} 2^{k-2} 2^l
\]
\[
= 4c \sum^\frac{n-n_{\text{lub}}+1}{k=1} \binom{n-k+1}{n_{\text{lub}}} 2^{k-2} (2^k - 2)
\]
\[
\leq 4c \sum^\frac{n-n_{\text{lub}}}{k=0} \binom{n-k}{n_{\text{lub}}} 2^{2k}.
\]  

(52)

Now, let \( \alpha = \frac{k}{n} \in [0, 1 - \lambda] \). Using Stirling’s approximation we have
\[
\binom{n-k}{n_{\text{lub}}} 2^{2k} = \left( \frac{n(1-\alpha)}{n\lambda} \right)^{2\alpha n} \approx 2^{n(1-\alpha)b_h(\frac{1}{1-\alpha})+2\alpha n},
\]
for all sufficiently large \( n \). It suffices to assume that \( \lambda < \frac{3}{4} \). For \( \lambda \geq \frac{3}{4} \), note that fewer XOR operations are split and modified, and that the resulting additional decoding complexity is not larger than when
\( \lambda < \frac{3}{4} \) is used. Now let \( f(\alpha, \lambda) = (1 - \alpha) h_b(\frac{\lambda}{1 - \alpha}) + 2\alpha \). We find its maximum, for a given \( \lambda \), by solving
\[
0 = \frac{\partial}{\partial \alpha} f(\alpha, \lambda) = \frac{\partial}{\partial \alpha} \left[ -(1 - \alpha)(\frac{\lambda}{1 - \alpha} \log \frac{\lambda}{1 - \alpha}) - (1 - \alpha)(1 - \frac{\lambda}{1 - \alpha}) \log(1 - \frac{\lambda}{1 - \alpha}) + 2\alpha \right] = \frac{1}{\ln 2} \left[-\ln(1 - \alpha) + \ln(1 - \alpha - \lambda)\right] + 2,
\]
which is true if and only if \( \alpha = 1 - \frac{4}{3} \lambda \). And note that
\[
\frac{\partial^2}{\partial \alpha^2} f(\alpha, \lambda) = \frac{1}{\ln 2} \left[ \frac{1}{1 - \alpha} - \frac{1}{1 - \alpha - \lambda} \right] < 0
\]
for all \( \alpha \in [0, 1 - \lambda] \). The maximum of the function is then given by
\[
f(1 - \frac{4}{3} \lambda, \lambda) = 2 - \lambda \log 3.
\]
Using the union bound, the sum in (52) can be bounded by \( 4cn^2 n^{2 - \lambda \log 3} \), and the ratio of the sum to \( N = 2^n \), denoted by \( \gamma_C \), is bounded from above as \( \gamma_C \leq 4cn^2 n^{1 - \lambda \log 3} \). Since the exponent \( n(1 - \lambda \log 3) \) goes to negative infinity as \( n \) grows when \( \lambda > \lambda^\dagger = 1 / \log_2 3 \approx 0.631 \), the ratio \( \gamma_C \) vanishes exponentially in \( n \) when \( \lambda > \lambda^\dagger \). The proposition follows by noting that the SC decoding complexity for the code based on \( G_2^{\otimes n} \) is \( N \log N \).

**Proof of Proposition 24:** Similar to the proof of Proposition 23, the number of additional channels due to the A-DRS scheme modification is given by
\[
\sum_{l=1}^{n-n_{\text{sub}}+1} \left| \{s \in \{-, +\}^n : \tau(s) > l, s_l = -\} \right| 2^l
= \sum_{l=1}^{n-n_{\text{sub}}+1} \sum_{k=l+1}^{n-n_{\text{sub}}+1} \left| \{s \in \{-, +\}^n : \tau(s) = k, s_l = -\} \right| 2^l
\leq \sum_{k=1}^{n-n_{\text{sub}}+1} \binom{n-k+1}{n_{\text{sub}}} 2^{k-2} \sum_{l=1}^{k-1} 2^l
\leq \sum_{k=0}^{n-n_{\text{sub}}} \left( \frac{n-k}{n_{\text{sub}}} \right)^2 2^k.
\]
(53)

By the argument in the proof of Proposition 23, the sum in (53) can be upper bounded by \( n^2 n^{2 - \lambda \log 3} \), and the ratio of the sum to \( N = 2^n \), denoted by \( \gamma \), is bounded from above as \( \gamma \leq n^2 n^{1 - \lambda \log 3} \). Since the exponent \( n(1 - \lambda \log 3) \) goes to negative infinity as \( n \) grows when \( \lambda > \lambda^\dagger = 1 / \log_2 3 \approx 0.631 \), the ratio \( \gamma \) vanishes exponentially in \( n \) when \( \lambda > \lambda^\dagger \).

**G. Proofs for Section VI**

**Proof of Lemma 27:** Note that
\[
w_{GM}(n, G_1) = [(w_1 \times w_2 \times \ldots \times w_l)^2]^n = GM^n = (ln^2)^{GM} = N^{\log GM},
\]
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where \( GM = GM(w_1, w_2, \ldots, w_l) \). Using (10), we have \( \log \frac{N'}{E(G_l)} \leq N \leq \log \frac{N'}{(1-\delta)E(G_l)} \) for all sufficiently large \( n \). Therefore,

\[
\log \frac{GM}{E(G_l)} \leq w_{GM}(n, G_l) \leq \log \frac{GM}{(1-\delta)E(G_l)}.
\]

Using the definition of the sparsity order of the geometric mean column weight, \( \lambda_{GM} \), can be bounded as:

\[
\log \frac{GM}{E(G_l)} \leq \lambda_{GM}(n, G_l) \leq \log \frac{GM}{(1-\delta)E(G_l)}.
\]

Writing \( GM \) and \( E(G_l) \) in terms of \( w_i \)'s and \( D_i \)'s, we have

\[
\log \frac{GM}{E(G_l)} = \sum_{i=1}^{l} \log \frac{w_i}{D_i}.
\]

So equation (54) can be written as:

\[
\sum_{i=1}^{l} \log \frac{w_i}{\sum_{i=1}^{l} \log D_i} \leq \lambda_{GM}(n, G_l) \leq \frac{1}{1-\delta} \sum_{i=1}^{l} \log \frac{w_i}{D_i}.
\]

\[
\text{Proof of Theorem 28:} \quad \text{Let}
\]

\[G_l = \begin{bmatrix} 1 & 0, \ldots, 0 \cr 1_{l-1,1} & I_{l-1} \end{bmatrix}\]

be an \( l \times l \) matrix.

The geometric mean of column weights, \( GM(w_1, \ldots, w_l) \), is \( GM(l, 1, \ldots, 1) = l^{\frac{1}{l}} \). The partial distances \( \{D_i\}_{i=1}^{l} \) of \( G_l \) are

\[D_i = \begin{cases} 2, & \text{for } i \geq 2 \\ 1, & \text{for } i = 1 \end{cases}\]

It can be observed that \( \lim_{l \to \infty} \frac{\log GM}{E(G_l)} = 0 \). Hence, for any fixed \( \delta \), there is some \( l^* \) such that \( \frac{1}{(1-\delta)} \log \frac{GM}{E(G_{l^*})} < r \). By Lemma 27, we have \( \lambda_{GM}(n, G_l) < r \), for sufficiently large \( n \).\]
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