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Summary

The danger of the spread of science disinformation was demonstrated by the coronavirus pandemic. This created a complex crisis, affecting economic, social, and public health security, so disinformation can be perceived as a security threat. Understanding characteristics, communication, and mechanisms of disinformation are particularly important. In this paper, I will elaborate on the concept of disinformation society based on the information society and the dangers of science disinformation, mainly using the example of the disinformation wave that accompanied the coronavirus epidemic. I present the main responses to the problem, highlighting the role of science communication. I will emphasize the need to change attitudes in science communication practices and show how understanding science disinformation can help to do this.
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Tudományos dezinformáció mint biztonsági fenyegetés és a tudománykommunikáció szerepe a dezinformációs társadalomban

Falyuna Nóra

Nemzeti Közszolgálati Egyetem, Államtudományi és Nemzetközi Tanulmányok Kar, Társadalmi Kommunikáció Tanszék, Budapest, Magyarország

Összefoglalás

Az új kommunikációs és médiakörnyezet újítólag hat a dezinformáció megjelenésének és terjedésének módjára, formájára, a terjesztő aktorok számára, az alkalmazott új információmanipulációs technológiára és e tartalmak társadalmi hatásaira. Az információs társadalom koncepciójára reagálva, egyes szakértők már inkább dezinformációs társadalomról beszélnek. A dezinformáció, különösen a tudományos dezinformáció jelentőségét és terjedésének veszélyét a pandémia mutatta meg igazán, amely során a dezinformáció különböző formái, kiemelten az áltudományos és tudományellenes elméletek mennyisége, terjedésük sebessége és hálózatba szerveződése példálatan volt. A tudományos dezinformáció komoly veszélyt jelenthet akár az egyénekre, a szélesebb közösségekre, vagy akár a társadalom egészére nézve is. Napjainkban a dezinformáció megjelenik a biztonságra, jelesül az információbiztonságot fenyegető veszélyek között is. A világjárvány komplex válsághelyzettet szült, amely a gazdasági, társadalmi és közegészségügyi biztonságot is meghatározotta, ezért a dezinformáció felfogható nemzetbiztonsági fenyegetésként is. A tudományos dezinformáció különbségének, kommunikációjának, hatásmechanizmusának megértése így különösen fontos, mivel közvetlenül biztonságot fenyegető tényezővé válik. A tanulmányban bemutatom, hogyan épül az információs társadalom alapja a dezinformációs társadalom koncepciója, külön kiemelve a tudományos dezinformáció működését,
hálózatosodását és veszélyeit, elsősorban a koronavírus köré épülő infodémia példáján. Ezután a problémára adható főbb válaszreakciókat tárgyalom, kiemelve a tudománykommunikáció szerepét. Amellett érveket, hogy olyan tudománykommunikációs fejlődésre van szükség, amely elsősorban nem a közösségmédia-plattformok használatát, hanem a tudománykommunikációs gyakorlatok során megmutatkozó szemlélet változását helyezi fókuszba. Végül bemutatom, hogy ehhez a szemléletváltáshoz milyen támpontokat nyújthat a tudományos dezinformáció jellemzőinek vizsgálata.
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From information society to disinformation society

Although disinformation and some of its manifestations, such as fake news, pseudoscience content, anti-science, or conspiracy theories, are not new phenomena, investigating these has become particularly relevant in recent years. The importance of disinformation, and in particular science disinformation, and the dangers of its spread and mechanisms of action, have been highlighted by the pandemic. As topical as it is to reflect on the role of information and knowledge in life and society, and on the development of the technology for producing and acquiring them, it is also necessary to emphasize their negative aspects. The increase in the quantity of information is leading to an increase in the quantity of disinformation, and the development of the technology for producing, disseminating, and acquiring information is also leading to the development of technology for information manipulation and for producing, disseminating, and acquiring disinformation. Based on the concept of information society, some experts therefore write about disinformation society (see e.g. Marshall et al. 2015; Marshall 2017).

Information society is based on the increasing role of information and knowledge (Z. Karvalics 2009; Webster 2014; Miller 2020). The concept of information society has also contributed to the growing importance and prestige of (modern) science as one of the knowledge-producing sources, with probably the greatest social support. Also, the results and developments of science are decisive for society, the economy, and everyday life (Grundmann–Stehr 2012; cf. also Machlup 1962; Bell 1999).

The information, communication, and media environment created by the rise of information and communication technologies (further on ICTs) enable the flow of vast amounts of information, widespread access to information, participation in the production, dissemination, and use of information, interaction, and many forms of social action. This changes the nature of social publicity and shapes the reality, the quantity and behavior of communication actors, and the mode of producing and sharing information (cf. e.g. Miller 2020). Since information is no longer the result of release, it is possible to break away from the ‘old’ cultural patterns, bypass the gatekeepers, and thus to query the official (Aczél 2015 based on Jenkins 2008). In this context, new media is characterized by a certain anti-authoritarianism (Bokor 2015). Although the possession and use of information provide a position of power, the Internet platforms allow for participation, widespread access to information, and the possession and use of information. Power and authority are being challenged and power relations over knowledge and information are changing (Castells 1996, 1997, 1998). The new information and communication ecosystem is therefore not only about new tools, technologies, and platforms, but also about a new cultural logic (Aczél 2015 based on Jenkins 2008), a change in the way people relate to information, knowledge, and authority.

As a consequence, the boundary between opinions and facts is blurred (which leads to the concept of a post-truth worldview), and the structure of trust changes (i.e. which information source is considered credible and reliable). The information explosion creates a great amount of noise in information communication, and the algorithms behind online interfaces together with several psychological tendencies (cognitive bias) create and reinforce belief chambers and information bubbles. Meanwhile, not only ICTs, but information manipulation technologies (deep fake, artificial intelligence-generated content and social media profiles, search engine manipulation, etc.; see e.g. Arnaudo et al. 2021) are also evolving. These circumstances are also particularly conducive to the global spread of disinformation, and information society is increasingly turning into disinformation society.

Science disinformation: pseudoscience and anti-science

Disinformation is platform-independent and can take almost any form of communication, which makes the often dangerous science disinformation more visible. Science disinformation means misinformation that appears and spreads about scientific claims and issues (ALLEA 2021): pseudoscientific and anti-scientific beliefs, and the conspiracy theories that are often associated with them. A wide range of scientific or apparently scientific content is available on internet platforms, and the profile of actors communicating about science has become more varied. At the same time, not only genuine experts, but also other actors with misleading or manipulative intentions produce content presented as scientific, and, as
a result of the new cultural logic of participation, community and sharing, lay users want to shape scientific discourse, not just consume it, even though they do not necessarily have the conceptual apparatus to do so. The new media have thus shaped new forms of pseudoscientific and anti-scientific discourse (Falyuna 2022a). There are many similarities in the communication and logic of pseudoscientific beliefs and anti-scientific beliefs (Falyuna 2022a), but whereas pseudoscience generally acknowledges the authority of science, and its proponents seek to prove that their theories or activities are scientific, anti-scientific questions scientific authority itself (Hanson 2018; Hecht 2018), especially when accompanied by conspiracy theories (Peters 2020; Douglas et al. 2019; Pasek 2019; Krekó 2015; Goertzel 2010).

Science disinformation as a threat to security

Although the range of pseudoscientific and anti-scientific beliefs is too broad to be characterized and defined, and the distinction between pseudoscience and science raises several philosophical, theoretical, and practical issues, it is particularly relevant to address them here. The spread of these beliefs can have harmful consequences, for example for (public) health. ‘Miracle diets’, ‘miracle cures’ (Falyuna 2022a) or anti-vax movements (Hussain et al. 2018) are detrimental to people’s health, but pseudoscientific and conspiracy theories also emerged during the coronavirus pandemic, encouraging people to reject health recommendations and vaccination (cf. e.g. Islam et al. 2020; Bavel et al. 2020; Rzymski et al. 2021; Falyuna 2022b). They can also erode democracy, as an ill-informed public is more easily manipulated and more easily persuaded to refuse medical treatment, to comply with harmful health advice, or even to support extreme political views (Frankel 1998; see also Craft et al. 2017; Douglas et al. 2019; Krekó 2021; Falyuna et al. 2022). Some beliefs may not appear harmful directly, but can become so indirectly. According to the literature, once an individual accepts a conspiracy or pseudoscientific theory, he or she may be inclined to turn to other, more dangerous theories (cf. Uscinski 2018). The interconnectedness of beliefs is also reinforced by similar logic, reasoning, and communication features, as well as the algorithms behind online platforms that link communities, groups, and sites based on similar beliefs (Falyuna et al. 2022). Thus, in the current information ecosystem, not only information networks (cf. Castells 1996), but also the networking of disinformation is a feature of the disinformation society. For example, this is how even the seemingly trivial flat-earth belief can turn into extreme beliefs: discourse analyses of flat-earth believers show that many different pseudoscientific and conspiracy theories appear on the platform in their discourse, ranging from Holocaust denial to anti-vaccination (Mohammed 2019; Falyuna 2019, 2022a; Olshansky et al. 2020).

Because of the interconnections, pseudoscientific and anti-scientific content can also be a conscious and deliberate means of conflict generation and manipulation, can become part of a disinformation strategy, an information weapon, and can serve to shape and maintain information noise and uncertainty. For example, Strudwicke and Grant (2020), examining the spread of Russian disinformation on Twitter, have shown that the spread of the flat-earth theory also became part of a disinformation strategy.

Conspiracy theories around AIDS, based on pseudoscientific arguments, claims of pseudo-scientists, and false ‘scientific’ sources were spread as part of a disinformation campaign in the past (Kalichman 2009; Boghardt 2009). The Soviet Union’s disinformation attack on the United States aimed to increase divisions in American society and undermine confidence in the government by spreading the idea that HIV was a racist biological weapon developed by the government to exterminate the African-American population (Kalichman 2009; Boghardt 2009). But one can also think of the tobacco companies’ past propaganda activities, using pseudoscientific and dismissive claims that trivialized official scientific findings to mislead people about the health harms of smoking (see e.g. McKee–Diethelm 2010; Hanson 2018).

Science disinformation can be a serious threat to individuals, communities, and society. As a significant part of today’s security threats is related to information security, this includes any kind of disinformation. An excellent example to illustrate and concretize the problem is the wave of disinformation (infodemic) linked to the coronavirus pandemic, during which the spread and volume of various forms of disinformation, and in particular of pseudoscientific and anti-scientific theories, was unprecedented. The pandemic has given rise to a complex crisis situation, which also determines economic, social and public health security, and disinformation can be perceived as a threat to national security (see e.g. Sługocki–Sowa 2021; Moral 2022; Falyuna 2022b).

Pandemic infodemic

The amount of information on the coronavirus has increased enormously since the beginning of the pandemic. As this crisis does not only concern public health, a complex communication situation has emerged in which political communication, health communication, science communication, and crisis communication take place simultaneously and together (Falyuna 2022b). There are many actors involved in communication and many inconsistencies between credible and not credible information since, in social media, not only experts and professional communicators, but anyone can disseminate and share anything. This information noise is particularly conducive to the spread of misleading content. Moreover, in a situation that touches people emotionally, arouses fear, it is much easier for misleading information...
to have an impact (Falyuna 2022b; Vraga–Jacobsen 2020), especially if it fits people’s beliefs and needs. Communication methods that can respond to people’s patterns of behavior and thinking, including emotional reactions, in addition to conveying information, are successful. This mode of communication can also reinforce a post-truth worldview, which can emphasize beliefs, subjective feelings and opinions, making the dissemination of disinformation more productive. (Falyuna 2022b).

The pandemic has amplified and developed the disinformation ecosystem, and the spread of pseudo-scientific, anti-scientific, and closely related conspiracy theories has become more organized and extensive. Actors and websites promoting different thematic beliefs have incorporated the coronavirus into their narratives (Falyuna et al. 2022). The intertwined nature of these beliefs has brought together alternative medicine, pseudoscientific theories and products, spiritual-religious, obscure transcendence, anti-power politics, and anti-scientific ideas on the same platform. Connections, similar rhetoric, cross-referencing or copied content, the same content distributed on several different sites, groups, and sites linked by social media sites’ algorithms, all these are organized into a common universe and a network is formed between them. Just as information networks (Castells 1996), disinformation networks can be capitalized on (Falyuna et al. 2022; see also Szabóes 2020 on the profiteering of fake news sites and clickbait sites in general).

In our recent study (Falyuna et al. 2022), we examined how Hungarian-language pseudo-scientific sites and actors spreading disinformation about COVID-19 turned the deliberate spread of disinformation into a business and profited from it. Internet platforms that use disinformation to gain people’s attention can gain clicks, increase their followers and influence public opinion and even behavior with their content. In this way, they can profit from manipulation in many ways. They earn money from the clicks on the ads they place on their websites. The 93 Hungarian-language pseudo-scientific, covid-skeptical, alternative medicine, or anti-vaccine clickbait sites we have analyzed, based on our estimates with Google Ads, can generate a maximum annual advertising revenue of HUF 3.7 billion for the disinformation media group covered by the sites. Several actors who have been the main distributors of disinformation about the coronavirus also sell products and services. Prominent members of the Hungarian ‘Doctors for Discernment’ (Orvosok a Tisztánlátásért) group (URL1)1 could be mentioned, many of whom also profit from product sales (Fabók 2021; Falyuna et al. 2022). Another analysis, also related to the profiteering of disinformation actors linked to the coronavirus, focuses on the enrichment of the anti-vaccine ‘industry’ and how social media platforms that provide publicity to the ‘industry’ mutually benefit from content distribution (CCDH 2020, 2021a, 2021b). According to the report, these communities could generate up to $1.1 billion in annual revenues for Big Tech and at least $35 million in annual revenues for the anti-vaccine industry (CCDH 2021b).

Furthermore, the Hungarian study (Falyuna et al. 2022) shows that several political movements started to operate based on disinformation related to the pandemic, so that the actors spreading science disinformation could also gain political capital. One such example is the ‘Normal Life Party’ (Normális Elet Pártja) of Doctor Gödény, whose campaign is based to a large extent on disinformation about the COVID-19 epidemic (e.g. ‘The pandemic was artificially inflated along a long preparatory process’, URL2). At present, the central claim of his rhetoric is that the Ukrainian–Russian war is just a pretext to divert attention so that power- and economic-interest-driven scientists and other holders of power do not have to admit that the pandemic was a lie. Two other members of ‘Doctors for Discernment’ have become the faces of an initiative called the ‘Fateful National Assembly’ (Sorsfordító Nemzetgyűlés). The initiative is a movement that denies the existence of the Hungarian state and seeks to build a parallel, alternative ‘Hungary’. For example, one of the embodiments of the anti-state ideas is the ‘Hungarian State Owners’ Association’ (Magyar Állam Tulajdonosaik Társulása), which issues its own identity cards. One can not only join the association (and thus become a co-owner instead of a citizen), but also deed businesses, cars, real estate, etc. The most extreme group of anti-state initiatives to date was the ‘Responsible National Government of Hungarians’ (Magyarok Felelős Nemzeti Kormánya), whose members were arrested on charges of ‘attempting to violently change the constitutional order in preparation for manslaughter’ (HVG 2021), as they also threatened to assassinate several public figures, including Viktor Orbán and Cecília Müller (Falyuna et al. 2022).

On the still active blog of one of the arrested members (URL3), there is a dialogue about the activities of ‘Doctors for Discernment’, proving there is a link between the ‘Responsible National Government of Hungarians’ and the ‘Doctors for Discernment’. Through them, pseudoscientific beliefs and products become not only a threat to security by endangering people’s health and crisis management, but also by linking them to extremist political aspirations through the disinformation network and linkages that have been established. The editors of pseudoscientific sites are therefore not victims of deception, nor are they ‘useful idiots’ for spreading disinf-
mation, but they use disinformation as an effective marketing tool for financial and political gain. Their actions can endanger the security of society.

Aspects of the fight against disinformation
There are several considerations to be taken into account when dealing with the spread and impact of disinformation, such as the regulation of social media and content moderation on social media platforms. The responsibility of internet users in the fight against disinformation is also a key issue, especially in the context of the pandemic crisis. The ability to manage a crisis and to defend against the effects of a pandemic depends to a large extent on the mood, attitudes, and behavior of citizens, which is highly dependent on the effectiveness of the fight against disinformation. Public information awareness is also of paramount importance because, although the success of disinformation depends on access to large networks, in social media those who fall victim to misleading content can also become distributors through content sharing and user-generated content. The aim is therefore to build public trust in reliable sources of information. Science disinformation is easier for scientists to identify and manage. On a given subject, it can be more difficult for laypeople – especially in the new media – to distinguish science from pseudoscience, the credible from the not plausible, the reliable from the unreliable, fact from opinion and belief, validated and effective remedies from ‘miracle cures’. Furthermore, the factors such as an individual’s attitudes, beliefs, emotions, and social environment influence the sources and experts that one trusts (Petty et al. 2007; Schwarz 2012; NASEM 2017). The influence of these factors is even more amplified in the post-truth world.

In the information noise and the sea of opinions, the development of critical thinking, which is a key element of information and digital literacy and media literacy, is not based on the reception of more information. The most effective way to develop people’s ‘cognitive immune response’ is to ‘vaccinate’ people against disinformation, i.e. to involve people actively in processes whereby they learn about misinformation and even harmful disinformation (see inoculation in the literature; Roosenbeek–van der Linden 2019; Basol et al. 2020; van der Linden et al. 2020; van der Linden–Roosenbeek 2021; Lewandowsky–Tesilada 2021; Lewandowsky–van der Linden 2021). At the same time, it is not only the users’ task and responsibility to identify, filter, and manage science disinformation: users need help to develop effective and modern science communication practices (including education) (Falyuna 2022a, 2022c).

Role of science communication in the disinformation society
Just as users do not need more information for critical information management, science communication needs to move beyond the traditional deficit model. The deficit model has been widely criticized in the international literature on science communication research (cf. science studies), but the relationship and communication between science and society is still determined by the model’s approach (see e.g. Cortassa 2016; Meyer 2016; Simis et al. 2016). This approach treats science and society in isolation, viewing science and scientific knowledge, practices, and institutions as an objective whole. The model is based on the assumption that public perception and understanding of science equals recognition, acceptance, and support of science, understanding of scientific knowledge, and application of science-based advice (Miller 1992; Lewenstein 1995; Wynne 1995). Thus, the reason why the public opposes or rejects these, according to the model, is due to lay knowledge deficits and misunderstanding of the scientific knowledge. The practice of science communication should therefore be geared purely to the transfer of knowledge and to making science more ‘attractive’. (Miller 1983; Weigold 2001; Schäfer et al. 2019). The idea is that the elimination of the knowledge deficit, the mere dissemination of knowledge, will solve the problem of anti-science and pseudo-science (Kutrová 2008).

Further approaches to science communication that highlight the critical points of the deficit model (for a summary, see e.g. Trench 2008; Akin–Scheufele 2017; Schmid-Petri–Bürger 2019) guide effective science communication practices that address contemporary societal expectations in a more nuanced way (Fischhoff–Scheufele 2013, 2014, 2019; Jennings 2014; Jensen–Gerber 2020). Approaches criticizing the deficit model point to the complexity of the communication context, the diversity of audiences (laypeople) and communicators, the additional sources from which audiences access information and which may also influence their attitudes towards scientific knowledge. Science communication must take into account both the function of these elements and their interaction with each other.

The reason for beliefs that do not necessarily agree with or reject scientific knowledge is not simply a lack of scientific literacy and knowledge (Blanco–Matute 2018). Understanding does not necessarily mean acceptance and support (Wynne 1995; Gregory–Miller 1998; Burns et al. 2003; NASEM 2017). It depends on several factors: experiences, interests, goals, beliefs, emotions, concerns, socio-cultural context, the individual’s groups and communities, etc. Individuals may deliberately choose to reject, as they do not make decisions in their lives only
based on scientific information, or on what they consider credible and trustworthy (Petty et al. 2007; Schwarz 2012; NASEM 2017; Blanco-Matute 2018; Lobato-Zimmerman 2018; see also Allchin-Zemplén 2020). Moreover, not all scientific facts and theories are important, useful, or interesting to a layperson, which further highlights the relevance of information (Wynne 1995; Lewenstein 2003; see also Kutrová et al. 2008). Individuals do not react passively to information (Lewenstein 2003), they receive it in different contexts and their processing is influenced by their experiences, environment, emotions, beliefs, and attitudes. People will do better not if they have more scientific knowledge, but if they have more relevant knowledge (Lewenstein 2003). Science communication practices based on the deficit model do not take into account the perspective of the individual, and the individual can turn to a communicator who is less scientifically credible but who presents himself/herself as an expert. Furthermore, science communication overemphasizing the knowledge deficits of laypeople may inadvertently contribute to the emergence of anti-science, alienation from science, distrust of science, and the spread of pseudoscientific content (cf. e.g. Wynne 1987; Ezrabi 1990; Michael 1992; Wynne 1995; Shapin 2001). Moreover, simply providing more information and more communication will not solve the problem. Studies about whether correcting misinformation changes an individual’s beliefs claim that there is little chance of this happening because of the effect of the echo chamber. (Ding et al. 2011; Lewandowsky et al. 2012; Bolien-Druckman 2015; Thorson 2016; Vraga–Bode 2018; Garrett 2017; Vraga–Bode 2020). In the case of anti-scientific beliefs, only more communication can lead to further polarization (Kahan 2012). Further research also shows that mere trust in science, without actual understanding of science, can also contribute to the acceptance of pseudoscientific beliefs (O’Brian et al. 2021), as pseudoscience gives the appearance of science by confronting scientific communication (Falyuna 2002a). In the curricular literature on science communication, the emphasis is on participation and dialogue rather than the dissemination of scientific knowledge (public participant or public engagement model; Ziman 2000a, 2000b; Lewenstein 2003; Bucchi 2009; Einsiedel 2014; Schäfer et al. 2019). According to this model, the ‘science and society’ approach, which sees the two as essentially separate and the connection between them as bridges to be built, must be replaced by a ‘science in society’ approach (Bucchi–Trench 2014; cf. also Zemplén 2019; Allchin–Zemplén 2020). Participation is an opportunity to increase transparency and facilitate stakeholder input, sharing experiences, information, and perspectives (Renn–Levine 1991). This is also important because the way to scientific knowledge is not as clear and conflict-free as the deficit model presents. Understanding this, and a more realistic representation of science, can build and maintain social trust (Renn–Levine 1991; Wynne 2006; NASEM 2017). The public encounters these contradictions in different contexts and can access different scientific information on a certain topic at different platforms. People not only have problems in deciding which experts and information are credible, but also in dealing with conflicting (often also credible) information (see e.g. NASEM 2017; on trust as a key concept in science communication, especially in the post-truth world, see Leßmöllmann 2019). If there is a lack of transparency in the way science works and the process of producing scientific knowledge, and there is a lack of understanding of the uncertainties and contradictions that arise in scientific work, people may decide on the credibility and reliability of information and sources based solely on their own beliefs if they are not experts in a given field. For the same reason, it is also harder for them to verify the credibility of contradictory information. In the information noise, pseudo-scientists and pseudo-experts can have a greater impact. A successful communication strategy is one that not only provides information but also responds to people’s feelings and needs.

In the information society, it is particularly important not only to provide and share information and knowledge, but also to help people understand the process of producing and interpreting information and knowledge. It is equally important to teach them how to use knowledge effectively and how to reflect on deception. This involvement and participation are in accord with participation in learning about disinformation (‘inoculation’). In science communication practices, including in pedagogy, the traditional deficit model approach, which emphasizes the transmission of facts, needs to be replaced by a more effective, interaction- and participation-based model that is more in accordance with today’s expectations. This requires scientists who can engage in dialogue with the public, not scientists working in isolation from society, and just informing and educating the public. Online platforms have also become more relevant for science communication. At the same time, in a disinformation society, the development of science communication does not primarily imply the use of new communication tools and channels, but rather a change in the attitude of the science communication practices (Falyuna 2022a, 2022c).

For science communication to be successful and effective, science communicators need to know the society with and in which they communicate; to reflect on what the public (the lay public) means, how it has changed, who is included in it, and their own reactions when the public expresses concerns or doubts. They also need to reflect on the growth in the number of communicators, the changing relationship of the public to information and knowledge, to authority and the official, and the changing weight of opinions and beliefs (Falyuna 2022a, 2022c).

The study of the communication characteristics, dissemination, and mechanism of action of science disinform-
mation can help to develop this approach to science communication. The public understanding of pseudo- and anti-science also facilitates people’s cognitive ‘vaccination’ (cf. inoculation), involving public participation and social engagement of scientific actors (based on Falyuna 2022a, 2022c).

On the one hand, pseudoscientific and anti-scientific beliefs (as well as conspiracy theories, Cairns 2014) can reveal a lot about social reality, hierarchies, lay people’s questions, and concerns about certain social and political events, scientific discoveries, and technological innovations. It is important to understand why and how pseudoscientific, anti-scientific, or conspiracy theories become convincing, how they respond to people’s needs and questions, and how they become relevant sources of information. Exploring these can help science communication actors to contextualize their communication practices: what information is really relevant and useful for a given audience on a given topic (Falyuna 2022a, 2022c). Furthermore, the analysis of pseudoscientific or anti-scientific theories can provide new perspectives and questions for the study of the public’s attitude towards science and the public understanding of science (Falyuna 2022a, 2022c).

In particular, how the public perceives and understands both the messages about risk and danger, and the scientific knowledge and information about the management of an epidemic, is a crucial issue (Falyuna 2022b). Thus, public communication of science and crisis communication (Malecki et al. 2021) can converge. However, actual health threats and scientific information that prove these are only one aspect of risk perception. Individual beliefs, emotions, and attitudes also shape the response to the threat. It is important to understand what factors actually shape people’s attitudes to science in general and their perception of risk in a pandemic (Malecki et al. 2021). Planning effective communication also requires examining and taking into account the needs, feelings, fears, and attitudes of the audience. These influence the choices people make, their attitudes to scientific recommendations, government decisions and health regulations, and the communication actors and information sources they trust. These attitudes and feelings are influenced by the discourse that emerges in the information ecosystem. Science disinformation expresses the concerns and issues that make people distrustful. By understanding and responding to these concerns, a dialogue between science and society can be established (Falyuna 2022a).

Analysis of science disinformation content can also show how laypeople react to contradictory scientific information. Exploring these can provide a basis for how to present science more realistically (Falyuna 2022a, 2022c). In particular, uncertainty about a disease or epidemic may arise if the information is contradictory, incomplete, or inadequate; if the information is difficult to understand; and if the future outcome, likelihood, or risk of the disease is unclear (Finset et al. 2020). Therefore, it is particularly important to communicate the process of scientific knowledge production in order to avoid uncertainties arising from contradictions. If people not only receive scientific knowledge, but also understand how science works, are aware of the process of producing and interpreting information and knowledge, and can use this knowledge effectively, it will be possible to remedy trust relationships, and also to reflect on when someone tries to deceive or manipulate, for example, through scientific authority or scientific communication (Falyuna, 2022a, 2022b, 2022c; cf. also Ryynäki et al. 2021).

The comprehensibility of the content is also important. On the one hand, it is important to highlight the misleading and manipulative effects of the use of terminology. It is worth including terminology in the development of competence in identifying and dealing with disinformation, and to include the study of ‘pseudo-terminologies’ in the scope of terminology management (Falyuna 2022a, 2022b, 2022c).

Furthermore, setting the boundaries of science is more difficult for the public than for the scientific community. While it is difficult to provide a list of uniform characteristics of pseudo-scientific and anti-scientific beliefs, it is also difficult to know what can and should be communicated to the public about them. However, by analyzing different cases, the characteristics can be identified and described, and this can provide a basis for practices to develop public engagement and inoculation against disinformation (Falyuna 2022a, 2022c).
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