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Abstract

Data depth, introduced by Tukey (1975), is an important tool in data science, robust statistics, and computational geometry. One chief barrier to its broader practical utility is that many common measures of depth are computationally intensive, requiring on the order of $n^d$ operations to exactly compute the depth of a single point within a data set of $n$ points in $d$-dimensional space. Often however, we are not directly interested in the absolute depths of the points, but rather in their relative ordering. For example, we may want to find the most central point in a data set (a generalized median), or to identify and remove all outliers (points on the fringe of the data set with low depth). With this observation, we develop a novel instance-adaptive algorithm for adaptive data depth computation by reducing the problem of exactly computing $n$ depths to an $n$-armed stochastic multi-armed bandit problem which we can efficiently solve. We focus our exposition on simplicial depth, developed by Liu (1990), which has emerged as a promising notion of depth due to its interpretability and asymptotic properties. We provide general data-dependent theoretical guarantees for our proposed algorithms, which readily extend to many other common measures of data depth including majority depth, Oja depth, and likelihood depth. When specialized to the case where the gaps in the data follow a power law distribution with parameter $\alpha < 2$, we reduce the complexity of identifying the deepest point in the data set (the simplicial median) from $O(n^d)$ to $\tilde{O}(n^{d-(d-1)\alpha/2})$, where $\tilde{O}$ suppresses a logarithmic factor. We corroborate our theoretical results with numerical experiments on synthetic data, showing the practical utility of our proposed methods.
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1. Introduction and Background

For a set $\mathcal{D}$ of $n$ points in $d$-dimensional space, the simplicial depth of a point $x$ is defined as the fraction of closed $d$ simplices with vertices in $\mathcal{D}$ which contain $x$. This empirical measure of depth was formulated by Liu (1990), and satisfies many desired properties of depth including affine invariance, and in the continuous limit satisfies maximality in the center and monotonicity relative to the deepest point. This leads to its usage in robust statistics (Maronna et al., 2019), computational geometry (Becker et al., 1987), and exploratory data science (Wellmann and Müller, 2010). Dating back to its inception, simplicial depth has
been utilized as a metric for detecting outliers in a multivariate data cloud (Liu, 1990). The determination and filtering of outliers is known to be a difficult problem, where many visual or ad-hoc methods are used: data-depth provides a well-defined measure of outlying-ness. Data depth can also be used in hypothesis testing frameworks (Rousseeuw and Struyf, 2002), where we wish to test whether a certain subset of data (e.g. cell-type) is more extreme (shallow) than would be expected by chance. Further discussion regarding the applications of data depth to constructing confidence regions and performing other statistical tests can be found in Liu et al. (2006).

One common object of interest, particularly in data science settings, is the simplicial median (Gil et al., 1992). The simplicial median is defined as the point within a data set with the largest simplicial depth, which is equivalent to the traditional median for 1-dimensional data. The simplicial median satisfies several natural desiderata when extended to high-dimensional data as discussed in Liu (1990), which has led to its use in multivariate data analysis (Rousseeuw and Hubert, 2017; Schervish, 1987). The simplicial median falls within a data set, unlike a mean, and so has meaning even if the data is sparse in some domain, as is common in single cell RNA-seq data sets (Ntranos et al., 2016). Additionally, the simplicial median has some level of robustness, with a data dependent breakdown value of up to $1/(d+2)$, and hence is more robust to outliers and adversarial perturbations than objects like the mean (Rousseeuw and Hubert, 2017).

The rest of the paper is organized as follows: in the remainder of this section we discuss related works, providing background on data depth, multi-armed bandits, and the use of adaptivity as a computational tool. We formalize the problem setting in Section 2, summarizing our results in Table 1. We construct and provide theoretical guarantees for our adaptive algorithm for simplicial median computation in Section 3, which we generalize to other adaptivity amenable tasks in Sections 3.2 and 3.3, providing our meta algorithm for adaptive depth computation in Algorithm 3. Numerical experiments are provided in Section 4 to corroborate our theoretical results. In Section 5 we discuss two computational and theoretical extensions for our proposed algorithms. We conclude in Section 6. Proofs can be found in Appendix A, and additional experimental details are provided in Appendix B. Our code is publicly available on Github at https://github.com/TavorB/adaSimplicialDepth to enable the broader use of Simplicial Depth in data-scientific applications, as well as to reproduce the empirical results in this paper.

1.1 Related Work on Data Depth

The mathematical formalization of data depth dates back to Tukey’s halfspace median (Tukey, 1975). Due to the lack of efficient algorithms for its computation, many other notions have been proposed, including Oja depth (Oja, 1983), Peel depth (Barnett, 1976), and simplicial depth (Liu, 1990), each with their own strengths and weaknesses (Gil et al., 1992). In this work we focus on simplicial depth, which was introduced by Liu (1990), receiving further treatment by Liu et al. (1999). Additional proposed improvements regarding the finite-sample characterization of simplicial depth were proposed by Burr et al. (2006), defining a modified simplicial depth as the average of the fraction of open and closed simplices the point is contained within. Naively computing the simplicial depth of a query point among $n$ points in $d$-dimensional space requires $O(n^{d+1})$ time as it entails enumer-
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ating all possible simplices, but considerable effort has been devoted to developing more efficient geometric methods. State-of-the-art algorithms require $O(n \log n)$ time for $d = 2$ (Rousseeuw and Ruts, 1996), $O(n^2)$ time for $d = 3$ (Cheng and Ouyang, 2001), and $O(n^{d-1})$ for $d \geq 3$ (Pilz et al., 2020). A general lower bound of $\Omega(n^{d-1})$ has been conjectured for exactly computing the simplicial depth of a single point, and while this has been shown to be achievable up to logarithmic factors, this too quickly becomes infeasible for even moderate $n$. One approach to make this task computationally tractable is to relax the problem and instead only require a $(1 + \varepsilon)$ approximation of a points simplicial depth. In this case, it was recently shown that the simplicial depth of a given query point could be approximated in $\tilde{O}(n^{d/2+1})$ time for constant $\varepsilon > 0$ (Afshani et al., 2015). Additive approximations can be achieved by utilizing $\varepsilon$-nets and $\varepsilon$-approximations (Bagchi et al., 2007), however such approaches yield poor performance as $\varepsilon \to 0$.

As defined by Liu (1990), simplicial depth refers to the depth of a point $x$ with respect to a distribution $f$, and sample simplicial depth refers to the depth of a point $x$ with respect to a data set $D$ (i.e., with respect to the empirical distribution of $D$). This is based on the setting where $D = \{x_1, \ldots, x_n\}$, and each $x_i$ is independently drawn from a common distribution $f$. Then, the sample simplicial depth of a point $x$ with respect to $D$ is a sample estimate for the simplicial depth of $x$ with respect to the distribution $f$. For readability we omit the qualifier “sample” when it is clear from context.

We now focus our attention on the computation of the simplicial median, the point in the data set with the deepest simplicial depth (uniqueness issues discussed later). This was tackled by Gil et al. (1992), where a scheme was proposed for $d = 2$ which utilizes an efficient simplicial depth algorithm similar to that of Rousseeuw and Ruts (1996) to compute the simplicial depth of each point exactly, requiring $O(n^2 \log n)$ time. In the same work the authors propose an algorithm for $d = 3$, later corrected by Cheng and Ouyang (2001), which computes the simplicial median in $O(n^3)$ time in a similar manner. Both of these schemes rely on an efficient algorithm for computing the simplicial depth of a single point, and loop over each point to compute its exact depth using this fast algorithm. Thus, finding the simplicial median degenerates to $n$ independent simplicial depth computations. Indeed, it has been conjectured that these algorithms are optimal for the computation of the simplicial median if all the simplicial depths are required to be computed exactly (Gil et al., 1992). While in a minimax sense this may be the case, practical datasets are generated by nature, not by an adversary. Our proposed algorithm is able to provide data-dependent complexity guarantees, where for easier problem instances we only coarsely approximate the simplicial depths of many points, yielding a dramatically improved sample complexity (while retaining worst-case guarantees). We mention that other works have tackled more general depth approximation problems, where a scheme for determining a point with deepest simplicial depth over all of $\mathbb{R}^d$ up to a multiplicative $(1 + \varepsilon)$ was proposed by Aronov and Har-Peled (2008). Their work optimizes over all of $\mathbb{R}^d$ rather than simply within the data set however, leading to a more general problem and a computational complexity of $\Omega(n^{d+1})$ for their algorithm in this setting.

On a more practical note, no algorithms for $d > 2$ are implemented and empirically tested in the literature (approximation or otherwise). These algorithms rely on complex combinatorial subroutines, and many only yield asymptotic error probability guarantees (for a fixed $\varepsilon$) with unspecified or unwieldy constants. This mitigates their utility in real
world applications, where the user wishes to specify both an allowable error tolerance $\varepsilon$ (potentially 0), as well as a maximum error probability $\delta$. This motivates our efficient multi-armed bandit-based algorithm, which is able to satisfy these desiderata in a theoretically sound, computationally efficient, and modular algorithm.

1.2 Adaptivity as a Computational Tool

Due to the ever increasing size of data sets, data-adaptive randomized algorithms have been recognized as a useful tool for constructing instance-optimal algorithms for data science primitives. From its early uses in Monte Carlo Tree Search (Kocsis and Szepesvári, 2006) to more recent utilization in hyper-parameter tuning (Li et al., 2017), adaptivity has been used to focus computational resources on relevant portions of computational tasks. Recently formalized under the general framework of Bandit-Based Monte Carlo Optimization (BMO) (Bagaria et al., 2021), this technique has been utilized to solve many problems, including finding the medoid of a data set (Bagaria et al., 2018; Baharav and Tse, 2019; Tiwari et al., 2020), $k$-nearest neighbor graph construction (Bagaria et al., 2021; LeJeune et al., 2019; Mason et al., 2019, 2021), Monte Carlo permutation-based multiple testing (Zhang et al., 2019), mode estimation (Singhal et al., 2021), and a rank-one estimation problem (Kamath et al., 2020). This general framework provides efficient algorithms for solving problems of the form $f(\theta_1, \ldots, \theta_n)$, where each $\theta_i$ is an expensive to compute but easy to estimate quantity, and $f$ is a function that does not depend too strongly on too many of the $\theta_i$. This algorithm design philosophy is discussed in more detail in the recent work of Bagaria et al. (2021), and analyzed in the case when $f$ is real-valued and smooth by Baharav et al. (2022). The resulting adaptive algorithms provide a natural and efficient way to solve certain structured large scale computational problems, allowing for dramatic improvements in computational complexity. To realize these theoretical gains as wall-clock improvements, the incorporation of round-efficient multi-armed bandit algorithms is critical. This allows for batched computations, yielding up to 4-5 orders of magnitude speed ups in wall-clock time (Baharav and Tse, 2019).

In this paper we construct efficient algorithms for simplicial median computation and several related data depth tasks by building on and extending the BMO framework (Bagaria et al., 2021). First, in this work we show the utility of judicious use of domain-specific computation methods. While random sampling for $\theta_i$ estimation, as in the BMO framework, can offer statistical benefits, it is often inefficient for achieving high accuracy estimates. To this end, we show how to algorithmically incorporate these improved exact or high-precision computational methods, and the dramatic gains they can provide. Second, we highlight the importance and practical necessity of batched computation. In statistical tasks, adaptivity (which is inherently serial) is critical for statistical efficiency. In computational tasks however, parallelism is extremely important for computational efficiency, due to the structure of modern hardware and efficiency of BLAS. In this work, we showed that we can build off of bandit algorithms that achieve order optimal statistical performance (up to logarithmic factors), and use only a number of rounds scaling logarithmically in problem parameters, an exponential improvement. Finally, due to the combinatorial nature of simplicial depth (averaging over binary indicators), in this work we do not require any assumptions on the data for our algorithm to work. In the original BMO setting, observations could be arbitrarily
large, e.g. distances between two points along a coordinate in the case of nearest neighbor computation. This required the algorithm to take as input a bound on the sub-Gaussianity of the distances. In the setting of simplicial depth, however, no assumptions are required to provide concentration inequalities for the sums of \{0, 1\}-valued random variables that arise.

### 1.3 Related Work on Multi-Armed Bandits

Multi-armed bandits, the framework upon which we build our adaptive data depth algorithm, have a long history in the statistics community. The \(k\)-armed bandit problem was introduced by Robbins (1952) for \(k = 2\) in his seminal paper on sequential design of experiments, in which he considered sequential sampling from two populations with unknown means to maximize the total expected rewards \(E[y_1 + \ldots + y_n]\), where \(y_i\) has mean \(\mu_1\) (or \(\mu_2\)) if it is sampled from population 1 (or 2) and \(n\) is the total sample size. Letting \(s_n = y_1 + \ldots + y_n\), he applied the law of large numbers to show that \(\lim_{n \to \infty} n^{-1}E[s_n] = \max(\mu_1, \mu_2)\) is attained by the following rule: sample from the population with the larger sample mean except at times belonging to a designated sparse set \(T_n\) of times, and sample from the population with the smaller size at the designated times. \(T_n\) is called “sparse” if \(#(T_n) \to \infty\) but \(#(T_n)/n \to 0\) as \(n \to \infty\), where \(#(\cdot)\) denotes the cardinality of a set.

In 1957, Bellman introduced the dynamic programming approach to Robbins’ 2-armed sequential sampling problem, generalizing it to \(k\)-arms and calling it a “\(k\)-armed bandit problem” (Bellman, 1957). The name derives from an imagined slot machine with \(k\) arms (levers) such that when arm \(j\) is pulled the player wins a reward generated by an unknown probability distribution \(\Pi_j\). In this setting where we seek to maximize the expected sum of rewards there is a fundamental dilemma between “exploration” (to obtain information about \(\Pi_1, \ldots, \Pi_k\) by pulling the individual arms) and “exploitation” (of the information so that inferior arms are pulled minimally). Dynamic programming offers a systematic solution of the dilemma in the Bayesian setting but suffers from the curse of dimensionality as \(k\) and \(n\) increase, as recognized by Bellman.

Extending these regret analyses beyond the standard stochastic multi-armed bandit setting we consider in this work, Lai and Yakowitz (1995) were able to use large deviation bounds to provide a regret lower bound in the nonparametric setting pioneered by Yakowitz and Lowe (1991), also providing a UCB (upper confidence bound) based adaptive allocation rule. Using a different method, Auer et al. (2002) developed an \(\varepsilon\)-greedy–based procedure similar to that used in reinforcement learning (Sutton and Barto, 2018), which they showed was also able to attain the logarithmic regret lower bound.

These ideas have been further developed in the contextual setting, where Kim et al. (2021) generalize the definition of regret to the nonparametric setting with stochastic covariates \(\{x_t\}_{t=1}^n\) which are independent and identically distributed. There, the authors construct an arm elimination based \(k\)-armed adaptive allocation procedure using \(\varepsilon\)-greedy randomization and a Welch-type test statistic, which generalizes parametric likelihood ratio statistics to the nonparametric setting. Kim et al. (2021) show that that under weak regularity conditions their procedure attains the asymptotic minimax rate of the risk functions for adaptive allocation rules. The authors additionally discuss their advances in the context of reinforcement learning for recommender systems and personalization technologies. This
motivates a practically important extension of the contextual setting to the scenario where the number of arms scales with the time horizon and so \( k = k_n \) (instead of fixing \( k \) and letting \( n \) tend to infinity), in which case \( k_n \) can exceed \( n \), which has been definitively settled in the recent work of Lai et al. (2022) who consider a non-denumerable set of arms. This recent advance utilizes the decoupling inequalities of de la Peña and Lai (2000) to handle general dependence structure (unknown) among the covariates. Related applications of this breakthrough have been given by Sklar et al. (2021) and Lai et al. (2021). We direct the interested reader to these works, in particular Lai et al. (2022) and Kim et al. (2021), for a more thorough discussion of regret minimization techniques, a broader background regarding the multi-armed bandit literature, and a thorough characterization of the nonparametric contextual multi-armed bandit setting.

Since these foundational works, multi-armed bandits have proven to be an extremely broad and useful model for dealing with decision making under uncertainty, having been utilized in the design of adaptive clinical trials (Villar et al., 2015), online ad recommendation (Lu et al., 2010), multi-agent learning (Bistritz et al., 2021), and many more applications (Slivkins, 2019; Bubeck and Cesa-Bianchi, 2012). Most relevant to this work on data depth are the pure exploration variants of the multi-armed bandit problem, where the prototypical objective is to find the best arm (Jamieson and Nowak, 2014), which in this case translates to finding the point with the deepest simplicial depth. Common algorithmic paradigms for this setting involve either index-based policies similar to the original Upper Confidence Bound (UCB) algorithm (Lai and Robbins, 1985), or elimination-based algorithms where arms are successively pulled and discarded after they are determined to be suboptimal with high probability (Audibert et al., 2010). The hardness of the best arm identification problem has been precisely characterized through information-theoretic lower bounds (Kaufmann et al., 2016), asymptotically optimal algorithms (Garivier and Kaufmann, 2016), and algorithms that are within log log factors of optimal and provide finite finite-sample guarantees (Jamieson et al., 2014).

There are many pure exploration problems beyond best arm identification where adaptivity is beneficial. The most natural extension is to the PAC scenario, where the objective is to identify an arm with mean within \( \varepsilon \) of the best arm (Kalyanakrishnan et al., 2012). Another extension is to the top-\( k \) setting, where the objective is to identify the \( k \) arms with largest means (Simchowitz et al., 2017). If a specific value \( k \) is not desired, one can instead find all arms with means within an additive or multiplicative \( \varepsilon \) of the best arm (Mason et al., 2020). Another approach would be to coarsely rank the arms into batches (Katariya et al., 2018; Karpov and Zhang, 2020). Alternatively, one may wish to identify all arms with means above a given input threshold, in what is called the thresholding bandit problem (Locatelli et al., 2016). A final problem could be determining one arm with mean above a threshold in the good arm identification problem (Katz-Samuels and Jamieson, 2020). While many of these objectives could be of interest in the context of data depth, in this work we focus on the task of identifying the simplicial median, corresponding to the best-arm identification problem, providing in Algorithm 3 a general framework.
2. Problem Formulation

For a data set \( D = \{ x_i \}_{i=1}^n \) of \( n \) points in \( d \)-dimensional space, we defined simplicial depth in words as the fraction of closed \( d \) simplices with vertices in \( D \) which contain the target point. Denoting the convex hull (simplex) of points \( x_1, \ldots, x_{d+1} \) as \( S[x_1, \ldots, x_{d+1}] \), we are able to mathematically define the sample simplicial depth below.

**Definition 1.** The sample simplicial depth of a point \( x \) with respect to a data set \( x_1, \ldots, x_n \) is defined as

\[
D_n(x) \triangleq \left( \frac{n}{d+1} \right)^{-1} \sum_{1 \leq i_1 < \ldots < i_{d+1} \leq n} \mathbb{1} \{ x \in S[x_{i_1}, \ldots, x_{i_{d+1}}] \}.
\]

(1)

As discussed, one natural object of interest in data science applications is the simplicial median, the point in the data set with the largest simplicial depth. This is formalized as a point in the set

\[
\text{argmax}_{x \in D} D_n(x),
\]

(2)

which we assume to be unique for the rest of this work for simplicity of presentation. Our proposed algorithms can accommodate standard solutions to lack of uniqueness such as defining the simplicial median as the average of all points contained in the argmax of (2) as is done by Rousseeuw and Hubert (2017).

For the computation of (1), determining whether a point \( x \) is contained within a given simplex \( S[x_{i_1}, \ldots, x_{i_{d+1}}] \) is equivalent to verifying whether \( x \) can be expressed as a linear combination with nonnegative coefficients of \( \{ x_{i_k} \}_{k=1}^{d+1} \). These coefficients are the (normalized) barycentric coordinates of \( x \) with respect to \( \{ x_{i_k} \} \). Computing these barycentric coordinates entails solving a \( d \)-dimensional linear system, which can be efficiently performed in \( O(d^3) \) time for a given simplex. The difficulty in computing (1) arises from the \( \binom{n}{d+1} \) simplices that naively need to be enumerated to compute the exact depth of a point. We provide further discussion on this computation and on its batched efficiency in Section 5.2.

2.1 Results and Contributions

Our objective in this paper is to construct an algorithm that efficiently computes the simplicial median as defined in (2) with error probability at most \( \delta \). We provide in Table 1 a summary of the results in this paper, where \( \tilde{O} \) hides logarithmic factors in \( n \) and the gaps \( \{ \Delta_i \} \), formally defined later.

Unlike prior works which utilize the BMO technique (Bagaria et al., 2021), an interesting feature of our algorithms for adaptive simplicial depth computation is that they are able to incorporate in a modular manner an optimized exact computation algorithm. Concretely, many of these previous tasks have \( \theta_i \) (the difficult to compute but easy to approximate quantities) that are expressible as sums, where Monte Carlo samples are generated by sampling a random term in this sum and exact computation is performed by iterating over the entire sum. In this setting Monte Carlo samples are similarly generated by noting that

\[
\mathbb{E} \left[ \mathbb{1} \{ x \in S[x_{i_1}, \ldots, x_{i_{d+1}}] \} \right] = D_n(x),
\]

for \( \{ x_{ij} \}_{j=1}^{d+1} \) drawn uniformly at random from subsets of \( D \) of size \( d + 1 \). In this setting however, exact computation can be performed more efficiently than by simply enumerating
Theorem 1

Corollary 1.1

Corollary 1.2

Theorem 2

Theorem 3

Table 1: Summary of the results provided in this paper for dynamic data depth computation for \( d \geq 1 \). Complexity column only displays coarsely bounded results for ease of readability, see formal statements for tighter results. All sample complexities scale linearly in \( \log(1/\delta) \).

---

all \( \binom{n}{d+1} = \Theta(n^{d+1}) \) simplices (terms in the sum) to exactly compute the simplicial depth of a point; we know from the works of Rousseeuw and Ruts (1996) and Pilz et al. (2020) that algorithms for exact computation exist that require only \( \tilde{O}(n^{d-1}) \) time. This enables us to use a reduced threshold for exact computation, the number of Monte Carlo samples beyond which it is determined to be more efficient to exactly compute the depth of a given point than to obtain further Monte Carlo samples to approximate it to greater accuracy. This extends and highlights the modularity of the BMO framework (Bagaria et al., 2021); better approximation methods and exact computation schemes can be seamlessly integrated into a meta algorithm (Algorithm 3), yielding improved overall performance.

3. Proposed Algorithm

In this section we formulate and discuss Algorithm 1, which efficiently finds the simplicial median of an input data set \( D \) with failure probability at most \( \delta \). This algorithm utilizes the multi-armed bandit algorithm \texttt{Multi-Round }\varepsilon\texttt{-Arm} (Algorithm 3 of Hillel et al. (2013)). We proceed in rounds, where in round \( r \) the goal is to eliminate all \( \varepsilon_r = 2^{-r} \) suboptimal points. This is achieved by constructing \( t_r \) total random simplices in round \( r \) such that we are able to estimate each remaining point’s simplicial depth to within an additive \( \varepsilon_r/2 \) with high probability. A point’s depth is iteratively approximated to greater and greater accuracy until it is either eliminated, or the cost of approximating its depth to accuracy \( \varepsilon_r/2 \) is greater than the cost of exactly computing its simplicial depth, \( \text{eCost} \), as in Line 6. Note that in round \( r \) this cost \( \text{eCost} \) should be compared with the cost of performing \( t_r \) barycentric coordinate computations, as discussed in greater detail in Section 5.2. This allows for potentially dramatic computational gains on an instance by instance basis, as the simplicial depth of each point is only approximated to the necessary accuracy for the task at hand (determining if it is the deepest point or not).

3.1 Theoretical Guarantees

We are able to provide sample complexity bounds regarding the performance of Algorithm 1 by showing that every suboptimal point will be eliminated after an appropriate number of rounds (after its depth has been approximated to the necessary accuracy). For notational
Algorithm 1 Adaptive Simplicial Median

1: **Input:** data set \( \mathcal{D} = x_1, \ldots, x_n \in \mathbb{R}^d \), error probability \( \delta \), exact computation method \( e\text{Depth} \) with runtime \( e\text{Cost} \)
2: **Initialize:** \( S_1 \leftarrow [n] \), \( r = 0 \), \( t_0 = 0 \)
3: repeat
4: \( r \leftarrow r + 1 \)
5: Set \( \varepsilon_r = 2^{-r}, t_r = \lceil 2 \varepsilon_r^{-2} \log(4nr^2/\delta) \rceil \)
6: if \( t_r > e\text{Cost} \) then \( \triangleright \) Use specialized exact method
7: \( \hat{\mu}_r^i \leftarrow e\text{Depth}(x_i, \mathcal{D}) \) for \( i \in S_r \)
8: return argmax \( i \in S_r \hat{\mu}_r^i \)
9: until \( |S_{r+1}| = 1 \)
10: **return** Point in \( S_{r+1} \)

simplicity we assume that the points are sorted in order of simplicial depth and so \( x_1 \) is the simplicial median, but that the algorithm does not know this. We define \( \mu_i = D_n(x_i) \) and \( \Delta_i = \mu_1 - \mu_i \), with the understanding that if \( \Delta_i = 0 \) for some \( i \), then \( \Delta_i^{-2} = +\infty \). We additionally define \( [n] \triangleq \{1, 2, \ldots, n\} \), \( [m, n] \triangleq \{m, m + 1, \ldots, n\} \), and denote selection uniformly at random as u.a.r. All logarithms are base \( e \) unless stated otherwise. With this definition in hand, we are able to state the following Theorem regarding the number of barycentric coordinate computations made by Algorithm 1 (computations of whether a point is inside a \( d \)-dimensional simplex).

**Theorem 1 (Main Result)** Algorithm 1 succeeds with probability at least \( 1 - \delta \) in returning the simplicial median of an input data set \( \mathcal{D} \), requiring computation at most

\[
n + \sum_{i=1}^{n} \min \left( 32 \log \left( \frac{16n}{\varepsilon_r^2} \log_2 \left( \frac{2}{\varepsilon_r^2} \right) \right), 2 \times e\text{Cost} \right)
\]

where \( e\text{Cost} \) is the cost of the input exact computation method. On this \( \delta \) probability error event, the algorithm will still terminate within \( 2n \times e\text{Cost} \) time.

We analyze the requisite sample complexity of our adaptive algorithm following standard multi-armed bandit techniques. We begin by showing that each depth estimator \( \hat{\mu}_r^i \) is within \( \varepsilon_r/2 \) of the true simplicial depth of point \( x_i, \mu_i \), for all \( i, r \) simultaneously with probability at least \( 1 - \delta \). We then argue that the simplicial median cannot be eliminated on this good event, and that all suboptimal points will be efficiently eliminated. The proof of this theorem can be found in Appendix A.

We note that the factor of 2 in front of the \( e\text{Cost} \) term can be made arbitrarily close to 1 by lowering the threshold for exact computation. This improves the leading constant
of the worst case sample complexity of our algorithm but reduces its adaptivity, hampering its instance dependent performance. For example, if the exact simplicial depth of a point is computed if \( t_r \geq c \times \text{eCost} \) for \( c \in (0, 1] \) in Line 6 in Algorithm 1, then the computation done for a point is at most \((1 + c) \times \text{eCost}\). The gap dependent term will naturally suffer however, as points with larger gaps will now also be exactly computed. Up to logarithmic factors, all point with \( \Delta_i - 2 \geq c \times \text{eCost} \) will have their means exactly computed.

Using the modularity of our proposed algorithms and incorporating the optimized geometric exact computation methods developed by Rousseeuw and Ruts (1996) and Cheng and Ouyang (2001), we have the following corollary.

**Corollary 1.1** Algorithm 1 succeeds with probability at least \(1 - \delta\) in returning the simplicial median of the data set \( D \), on this event requiring time at most

\[
O \left( \sum_{i=1}^{n} \min \left( \frac{\log \left( \frac{n \log^2 \left( \frac{1}{\Delta_i} \right)}{\Delta_i^2} \right)}{n \log(n)} \right) \right),
\]

for \( d = 2 \) by utilizing the exact computation scheme in (Rousseeuw and Ruts, 1996), and

\[
O \left( \sum_{i=1}^{n} \min \left( \frac{\log \left( \frac{n \log^2 \left( \frac{1}{\Delta_i} \right)}{\Delta_i^2} \right)}{n^{d-1}} \right) \right),
\]

for \( d \geq 3 \) by utilizing the exact computation scheme in (Pilz et al., 2020).

These results can be extended to the additive and multiplicative approximation settings, where a point \( x_i \in D \) is desired such that \( D(x_i) \geq \max_{j \in [n]} D(x_j) - \varepsilon \) (respectively \( D(x_i) \geq (1 - \varepsilon) \max_{j \in [n]} D(x_j) \)), by modifying Algorithm 1’s termination condition.

Examining the requisite sample complexity of Algorithm 1, Theorem 1 provides a general guarantee for all data sets with data dependent computational complexity, where all constants are explicit. To compare this computational complexity with existing algorithms (which have a sample complexity independent of the gaps) we evaluate the guarantee of Theorem 1 when the gaps between the simplicial depths of each point and the simplicial median follow a power law distribution. We show that this is a reasonable assumption via experiments on synthetic data sets in Figure 2. Note that this assumption is on the gaps between the simplicial depths, \( \Delta_i = \mu_1 - \mu_i \), not on the points \( x_i \) themselves.

**Corollary 1.2** Assume that a data set \( D = \{ x_i \}_{i=1}^{n} \subset \mathbb{R}^d \) is randomly generated such that \( \Delta_i \sim \Delta \), where \( F(\Delta) = \Delta^\alpha \) for \( \Delta \in [0, 1] \), with constant \( \alpha \in [0, \infty) \). Given this data set, Algorithm 1 will with probability at least \(1 - \delta\) identify the simplicial median of the data set, requiring \( M \) computations on this success event where, taking the expectation with respect to these \( \Delta_i \),

\[
E\{M\} \leq \begin{cases} 
O \left( n \log (nd/\delta) \text{eCost}^{1-\alpha/2} \right), & \text{for } \alpha \in [0, 2), \\
O \left( n \log (nd/\delta) \log(\text{eCost}) \right), & \text{for } \alpha = 2, \\
O \left( n \log (nd/\delta) \right), & \text{for } \alpha > 2.
\end{cases}
\]
The proof of this corollary follows by evaluating the sample complexity in Theorem 1 with respect to the random gaps, and is relegated to Appendix A.2.

This result highlights the dependence of Algorithm 1’s sample complexity on the distribution of the gaps. For $\alpha < 2$ the algorithm’s runtime is near $e^{\text{Cost} - \alpha/2}$ per point in expectation; almost that of the brute force method that exactly computes each simplicial depth for small $\alpha$. As $\alpha$ increases our per arm cost decreases, as many arms become easier to eliminate, up until the cost becomes independent of $\alpha$ when $\alpha > 2$, as then so few points require exact computation that the dependence on $e^{\text{Cost}}$ vanishes.

### 3.2 Extension Beyond Simplicial Median Identification

In practice, one may be interested in finding more than just the simplicial median. One broad class of objectives of interest are coarse ranking problems, where given as input $\{m_i\}$ where $0 = m_0 < m_1 < \ldots < m_\ell = n$, we wish to coarsely cluster the points by their simplicial depth. This entails partitioning the $n$ points into $\ell$ clusters, such that the first cluster contains the $(m_1 - m_0)$ points with deepest depth, the second cluster contains the following $(m_2 - m_1)$ in terms of depth, and so on. Note that this formulation subsumes simplicial median identification ($\ell = 2, m_1 = 1$), $k$-outlier detection ($\ell = 2, m_1 = n - k$), and sorting the points by simplicial depth ($\ell = n, m_i = i$ for $1 \leq i \leq n$). Round and sample efficient algorithms were recently proposed for the traditional stochastic multi-armed bandit formulation of this problem by Karpov and Zhang (2020). This has ties to earlier work in the simulation optimization literature, where works exploited the fact that the task of ranking points can be significantly cheaper than approximating all of their depths to high accuracy (Ho et al., 1992). At a high level, these coarse ranking algorithms maintain a set of active arms, which initially contains all $n$ arms. They proceed in rounds of doubling accuracy, pulling each active arm uniformly. When an arm has been pulled sufficiently such that its confidence interval does not overlap with the confidence intervals of any arm in an alternative cluster (i.e. it has been uniquely identified as belonging to a certain cluster), it is removed from the active set. For the sake of concreteness, in the remainder of this section we focus on the objective of finding the $k$ points with largest simplicial depth, but these techniques naturally extend to the general coarse ranking setting.

**Theorem 2 (Top-$k$ data depth)** Algorithm 2 will succeed with probability at least $1 - \delta$ in returning a set $A$ with $|A| = k$ such that $\{i : \mu_i > \mu_k + \varepsilon\} \subseteq A \subseteq \{i : \mu_i \geq \mu_k - \varepsilon\}$, requiring on this event time at most

$$O \left( \sum_{i=1}^{n} \min \left( \frac{\log \left( \frac{n}{\delta} \log \left( \frac{1}{\Delta_i^{(k)}} \right) \right)}{\left( \Delta_i^{(k)} \right)^2}, \text{Cost} \right) \right)$$

where $\Delta_i^{(k)} = \max(\mu_i - \mu_{k+1}, \varepsilon)$ if $i \leq k$ and $\Delta_i^{(k)} = \max(\mu_k - \mu_i, \varepsilon)$ if $i > k$.

The proof of this theorem follows similarly to that of Theorem 1, and is deferred to Appendix A.3 for continuity.
Algorithm 2 Adaptive top-$k$ Data Depth

1: Input: data set $D = x_1, \ldots, x_n \in \mathbb{R}^d$, error probability $\delta$, target accuracy $\varepsilon$, integer $k$, exact computation method $\text{eDepth}$ with runtime $\text{eCost}$
2: Initialize: $S_1 \leftarrow [n]$, $r = 0$, $A \leftarrow \emptyset$
3: repeat
4: $r \leftarrow r + 1$
5: Set $\varepsilon_r = 2^{-r}, t_r = \left\lceil 2 \varepsilon_r^{-2} \log(4nr^2/\delta) \right\rceil$
6: if $t_r \geq \text{eCost}$ then
7: $\hat{\mu}_r \leftarrow \text{eDepth}(x_i, D)$ for $i \in S_r$
8: Break: go to line 16
9: end if
10: Select $X_{t_r-1+1}, \ldots, X_{t_r}$ independently and u.a.r. as subsets of size $d+1$ of $D$
11: For $i \in S_r$, $j \in [t_{r-1} + 1, t_r]$, compute $Y_{i,j} = 1\{x_i \in \Delta(X_j)\}$
12: For $i \in S_r$ construct $\hat{\mu}_r \leftarrow \frac{1}{t_r} \sum_{j=1}^{t_r} Y_{i,j}$, let $\hat{\mu}_r^{\text{thresh}} = \hat{\mu}_r^{r,(k-|A|)}$
13: Update $A \leftarrow A \cup \{i \in S_r : \hat{\mu}_r \geq \hat{\mu}_r^{\text{thresh}} + \varepsilon_r\}$
14: Set $S_{r+1} \leftarrow S_r \setminus \{i \in S_r : |\hat{\mu}_r - \hat{\mu}_r^{\text{thresh}}| \geq \varepsilon_r\}$
15: until $\varepsilon_r \leq \varepsilon/2$ or $|A| = k$
16: if $|A| < k$ then
17: Add $k - |A|$ top $\hat{\mu}_r^i$ for $i \in S_r$
18: end if
19: return $A$

As discussed, similar theoretical guarantees and efficient algorithms can be provided for a broad class of identification and estimation tasks, such as identifying the $k$ points with smallest simplicial depth (outliers) or partitioning the points into sets (deepest 10% of points and shallowest 5% of points). Variable sized outputs can also be efficiently obtained (identifying all points with simplicial depth at least 80% of that of the simplicial median), as discussed in Section 1.3. These same techniques can also be used to estimate L-statistics, efficiently so if the desired linear combination is sparse. We discuss a meta-algorithm to accomplish these tasks in the following subsection.

3.3 Meta Algorithm

At a high level, the previous two proposed algorithms can be abstracted as in Algorithm 3, which encompasses many other common objectives. The goal of this meta algorithm is to adaptively estimate the simplicial depth of each point to only the necessary accuracy for the task at hand, allowing it to be more computationally efficient than a naive algorithm which exactly computes the simplicial depth of each point. This is accomplished by proceeding in rounds, where in each round a function $\text{aDepth}$ is used to approximate the depth of the relevant points $x_i$ to an additive tolerance of $\varepsilon_r$, which decreases over the rounds $r$, with error probability at most $\delta/(2nr^2)$. For approximating simplicial depth, this can naturally be accomplished by randomly subsampling simplices and checking to see if the query point $x_i$ is contained within them, as utilized in Algorithm 1, or by alternative techniques as those of Afshani et al. (2015). At the end of round $r$, a set of arms $E_r$ is eliminated. This
should be thought of as the set of arms for which the algorithm has already received enough information regarding their means, and no longer needs to refine their estimates. In the context of top-k identification, this constitutes the points which have been determined to have too shallow of a simplicial depth so as to with high probability not be in the top-k, and those points which have been determined to be sufficiently deep that they are with high probability in the top-k. For simplicial median computation this decision is one-sided. For coarse-ranking this elimination procedure is necessarily slightly more sophisticated as discussed by Karpov and Zhang (2020).

Algorithm 3 Adaptive Data Depth Meta Algorithm

1: **Input:** data set \( \mathcal{D} = x_1, \ldots, x_n \in \mathbb{R}^d \), error probability \( \delta \), exact computation method \( \text{eDepth} \) with runtime \( \text{eCost} \), approximation method \( \text{aDepth} \) with runtime \( \text{aCost}(\varepsilon, \delta) \)
2: **Initialize:** \( S_1 \leftarrow [n], r = 0 \)
3: repeat
4: \( r \leftarrow r + 1 \)
5: Set \( \varepsilon_r = 2^{-r} \)
6: if \( \text{aCost}(\varepsilon_r/2, \delta/(2nr^2)) > \text{eCost} \) then \( \triangleright \) Use specialized exact method
7: Exactly compute \( \hat{\mu}_r^i \leftarrow \text{eDepth}(x_i, \mathcal{D}) \) for \( i \in S_r \)
8: Break
9: end if
10: For \( i \in S_r \) compute \( \hat{\mu}_r^i \leftarrow \text{aDepth}(x_i, \mathcal{D}, \varepsilon_r/2, \delta/(2nr^2)) \)
11: Construct \( E_r \subseteq S_r \) as set of arms to eliminate, based on \( \{\hat{\mu}_r^i\} \)
12: Set \( S_{r+1} \leftarrow S_r \setminus E_r \)
13: until terminationCondition(\( \{\hat{\mu}_r^i\}, \varepsilon, \varepsilon_r \))
14: return Solution as a function of \( S_r, \{\hat{\mu}_r^i\} \)

Extending the analysis of Algorithm 1 to Algorithm 3, we are able to provide the following Theorem regarding the performance of our meta algorithm when specified to simplicial median computation, using general methods for exact and approximate computation \( \text{eDepth} \) and \( \text{aDepth} \) with runtimes \( \text{eCost} \) and \( \text{aCost}(\varepsilon, \delta) \) respectively.

**Theorem 3 (Meta Algorithm)** Algorithm 3 succeeds with probability at least \( 1 - \delta \) in returning a point \( x_i \in \mathcal{D} \) with simplicial depth within an additive \( \varepsilon \) of the simplicial median’s depth, requiring on this event computation at most

\[
\sum_{i=1}^{n} \left[ \left( \sum_{r=1}^{r_i-1} \text{aCost}(2^{-r-1}, \delta/(2nr^2)) \right) + \min \left( \text{aCost} \left( \frac{\Delta_i}{\delta}, \frac{\delta}{2nr_i^2} \right), \text{eCost} \right) \right],
\]

where \( r_i = \min \{ \{ r \in \mathbb{N}, \text{aCost}(2^{-r-1}, \delta/(2nr^2)) \geq \text{eCost} \} \cup \{ \lceil \log(2/\varepsilon) \rceil, \lceil \log_2(2/\Delta_i) \rceil \} \}. \]

To simplify this expression we provide the following corollary, making the assumption that \( 2 \times \text{aCost}(\varepsilon, \delta) \leq \text{aCost}(\varepsilon/2, \delta) \) for all \( \varepsilon \leq 1 \), and that this function is increasing as \( \delta \) decreases. Note that this holds for our sampling based approximation scheme, with \( 4 \times \text{aCost}(\varepsilon, \delta) = \text{aCost}(\varepsilon/2, \delta) \).
Corollary 3.1  Algorithm 3 succeeds with probability at least $1 - \delta$ in returning the simplicial median of the data set, and assuming that $2 \times aCost(\varepsilon, \delta) \leq aCost(\varepsilon/2, \delta)$ and $aCost$ is decaying in $\delta$, requires on this event computation at most

$$\sum_{i=1}^{n} \left[ \min \left( 2 \times aCost\left( \frac{\Delta_i}{8}, \frac{\delta}{2nr_i^2} \right), 3 \times eCost \right) \right],$$

where $r_i = \min \{ \{r : r \in \mathbb{N}, aCost(2^{-r-1}, \delta/(2nr^2)) \geq eCost \} \cup \{[\log(2/\varepsilon)], [\log_2(2/\Delta_i)] \} \}.$

This modularity allows for the incorporation of other approximation algorithms. For example, the high-dimensional approximation scheme proposed by Afshani et al. (2015) could be used (which works for relative approximations and so our meta-algorithm would need to be correspondingly modified). The runtime of this scheme is $\tilde{O}(n^{d/2+1})$, and so one potential scheme could be to use random sampling of simplices to coarsely approximate the simplicial depth of points in early rounds, the more sophisticated geometric approach for approximating the depth of a point to a higher accuracy by Afshani et al. (2015) in later rounds for small $\varepsilon$, and a specialized exact computation method for those points with near maximal simplicial depth.

4. Numerical Simulations

We simulate our adaptive simplicial median computation scheme on synthetic data sets and show the empirical performance improvement afforded by adaptivity. By adaptively approximating the simplicial depth of points in our data set to the necessary accuracy, we are able to obtain significant computational improvements. All experimental results can be reproduced from our publicly available code: https://github.com/TavorB/adaSimplicialDepth.
As shown in Figure 1a, our adaptive algorithm dramatically outperforms both exact computation and the geometric but nonadaptive solution of Rousseeuw and Ruts, yielding superior scaling with $n$. Plotting the runtime of these different methods in log-log scale, we observe that the brute force algorithm has a wall clock time scaling theoretically as $O(n^4)$, but empirically as roughly $O(n^{3.4})$, due to the efficiency of batch operations in computation of whether $n$ points are contained within a simplex, which practically scales sublinearly in $n$. Rousseeuw’s algorithm has a runtime which theoretically scales as $O(n^2)$, and is practically validated as such with an empirical slope of 2.0. Our algorithm has an instance dependent runtime, where for isotropic Gaussians the runtime scales approximately as $O(n^{1.5})$. Full experimental details are detailed in Appendix B.

Analyzing the dramatic gain in Figure 1a, Figure 2 shows that only a very small fraction of points require exact computation of their simplicial depth. This highlights the gain afforded by adaptivity; many points require only a coarse approximation of their depth before they can be eliminated. In these simulations, no errors were recorded for our adaptive scheme. In all trials the threshold for deciding to compute a point’s depth exactly was if $t_r \geq n \log n$ simplices needed to be computed. Only approximate gaps based on the algorithm’s output are plotted, leading to a jagged end behavior in Figure 2. We tested data sets ranging from $n = 200$ to $n = 20k$, and observe similar empirical gap distributions for all $n$ tested, shown in Figure 3. The empirical CDFs can be well fit by a power law distribution, and the corresponding performance gain estimated by Corollary 1.2.

In Figure 1b we show that our algorithm adapts as desired on a point by point basis. We plot the number of computations required for point $x_i$ (which we denote as $T_i$) as a function of $\Delta_i^{-2}$, which exposes a linear relationship between $T_i$ and $\Delta_i^{-2}$ up until $T_i$ exceeds the threshold for exact computation, at which point the number of pulls required is constant.

Figure 2: Empirical CDF of gaps when data is drawn from an isotropic Gaussian in $d = 2$ for a) $n = 200$, b) $n = 20k$. Red line indicates exact computation threshold. Averaged over 10 random instances, with 2 trials per instance, gaps approximately computed using our adaptive method. Fitting the gaps to a power law distribution yields $\alpha = 1.15$ for (a) and $\alpha = 1.16$ for (b). Corollary 1.2 gives that the complexity of our adaptive algorithm in this setting is $O(n^{2-\alpha/2}) = \tilde{O}(n^{1.42})$, close to the empirically observed $n^{1.5}$, empirically validating the dramatic theoretical improvement of our adaptive method.
5. Discussion

With our adaptive methods in place, we discuss two additional algorithmic design points.

5.1 Adapting to Variances is Unnecessary

Viewing this problem from the multi-armed bandit perspective, we note that since our arm rewards are Bernoulli, our arm pulls are bounded leading to an immediate bound on the sub-Gaussian parameter of the arm distributions. As we will show, this coarse bound is sufficient; adapting to the variance of the arms can yield only a constant factor improvement for simplicial median identification when considering the refined definition of simplicial depth as the average number of open and closed simplices that contain the query point (Burr et al., 2006).

For a data set of \( n \) points in \( \mathbb{R}^2 \), Boros and Füredi (1984) showed that a point can be contained in no more than a \( 2^{-d} + o(1) \) fraction of simplicies. Conversely, it was shown by Bárány (1982) and discussed in the context of simplicial depth by Gil et al. (1992) that there must exist a point contained within at least a \( \frac{1}{(d+1)^{d+1}} \) fraction of simplices. Taking these together, the depth of the simplicial median, \( \mu_1 \), is bounded away from both 0 and 1 by constants, which are functions of \( d \) but independent of \( n \) as \( n \to \infty \).

In the multi-armed bandit literature, several recent works have focused on pure exploitation settings with unknown variances (Lu et al., 2021), which yield results applicable to this setting of arms with unknown means and variances but bounded rewards. In this setting we would like confidence intervals whose width depends on the variance of the arm in question, for example those offered by empirical variants of Bernstein’s inequality as developed by Maurer and Pontil (2009). As was shown by Lu et al. (2021), the optimal sample complexity in the case where arms have unknown means \( \mu_i \) and variances \( \sigma_i^2 \) is essentially lower bounded by

\[
\tilde{\Omega} \left( \sum_{i=1}^{n} \left[ \frac{\sigma_i^4}{\Delta_i^2} + \frac{1}{\Delta_i} \right] \log \left( \frac{1}{\delta} \right) \right).
\]

(3)

Since \( \sigma_i^2 = \mu_i (1 - \mu_i) \) for these Bernoulli rewards, we can simplify Equation (3) in our setting to bound the cost of eliminating the \( i \)-th arm as

\[
\frac{\sigma_i^4}{\Delta_i^2} + \frac{1}{\Delta_i} = \frac{\mu_1 - \mu_i^2}{\Delta_i^2} \geq \frac{\mu_1 - \mu_i^2}{\Delta_1^2} = \Theta(\Delta_i^{-2}),
\]

(4)

where the final equality follows from the fact that \( \mu_1 \) is upper and lower bounded by constants with respect to \( n \). Equation (4) shows that variance adaptation can only yield a \( d \) dependent constant factor improvement in this setting, and thus that adapting to the variance of the arms is unnecessary to achieve order optimal performance. The intuition behind this is that if the gap \( \Delta_i \) is small then the arm mean \( \mu_i \) must be large, \( \Theta(1) \), and so its variance is constant. On the other hand if the gap is large and \( \Delta_i = \Theta(1) \), then \( \Delta_i^{-1} \) and \( \Delta_i^{-2} \) are the same up to constants, and so this arm does not require many samples to eliminate. For alternative objectives which necessitate differentiating between points with shallow simplicial depth, variance adaptation may yield more substantial improvements. In these instances, techniques similar to those used by Lu et al. (2021) can be readily employed in our algorithms for alternative objectives, as discussed in prior sections.
5.2 Barycentric Coordinate Computation

One aspect of simplicial depth computation that we did not focus on in this work is how arm pulls are actually performed. That is, for a given point \( x_0 \in \mathbb{R}^d \), how do we check whether it is in the simplex created by \( d + 1 \) other points? Verifying if \( x_0 \) is contained within the convex hull (simplex) of \( d + 1 \) points \( x_1, \ldots, x_{d+1} \) is equivalent to computing the barycentric coordinates of \( x_0 \) with respect to \( \{x_i\}_{i=1}^{d+1} \), and verifying that all are positive. Mathematically, denoting the normalized barycentric coordinates of \( x_0 \) as \( \lambda \in \mathbb{R}^{d+1} \) where \( \sum_i \lambda_i = 1 \), we wish to express \( x_0 = \sum_{d+1}^{d+1} \lambda_i x_i \). To solve for such a \( \lambda \), we define our centered data matrix \( X = [x_1 - x_{d+1} \ x_2 - x_{d+1} \ \ldots \ x_d - x_{d+1}] \), and by taking \( \lambda[d] \) as the first \( d \) coordinates of \( \lambda \) we have \( X\lambda[d] = x_0 - x_{d+1} \) and \( \lambda_{d+1} = 1 - \sum_{i=1}^{d} \lambda_i \). \( x_0 \) is contained within the closed simplex with vertices \( \{x_i\}_{i=1}^{d+1} \) if and only if \( \lambda_i \geq 0 \) for all \( i \). Note that while solving this for one query point \( x_0 \) requires 1 linear system solve, practically requiring \( O(d^3) \) time, solving this for several different query points simultaneously is significantly more efficient. If we precompute \( X^{-1} \) (or an LU decomposition of \( X \)), then computing the barycentric coordinates for an additional point \( x'_0 \) with respect to the same set of points \( \{x_i\}_{i=1}^{d+1} \) will require only a matrix vector multiplication (or backsolving), requiring \( O(d^2) \) time. This means that while obtaining \( k \) samples for the simplicial depth of a single point \( x_0 \) requires \( O(kd^3) \) time, obtaining 1 sample each for \( k \) different points requires only \( O(d^3 + kd^2) \) time, a factor of \( d \) improvement. More importantly, solving many systems of linear equations for the same data matrix \( X \) is efficient from a computational perspective, as this allows for better utilization of BLAS (Basic Linear Algebra Subprograms). To this end, our algorithm is optimized for batch efficiency, operating in a number of rounds scaling logarithmically with \( 1/\varepsilon \) or \( 1/eCost \), which is the minimal possible to achieve order optimal sample complexity up to logarithmic factors, as discussed by Karpov and Zhang (2020). Within each round, our uniform sampling of arms allows us to obtain this theoretical factor of \( d \) improvement as well as the practical benefits of more efficient batched operations.

6. Concluding Remarks

In this work we proposed a novel algorithmic framework for the adaptive computation of data depth. This method enables us to compute the simplicial median of a data set efficiently by approximating the depth of each point to the necessary accuracy, with dramatic time savings allowing for these computations to be run on larger and higher dimensional data sets than was previously possible. We provided instance dependent theoretical guarantees for our adaptive method, and showed its excellent empirical performance.

There are several important lines of future work regarding adaptive simplicial depth computation. One is to theoretically analyze the effects of arm correlation on the performance of Algorithm 1. In the work of Baharav and Tse (2019) it was shown that correlated arm pulls could provably improve sample complexity in the fixed budget setting. In this fixed confidence regime however, a more sophisticated scheme is required to estimate and exploit these unknown dependencies. Another direction is to note that there exists spatial information that we are neglecting; if two points \( x_1, x_2 \) are close to each other then \( D_n(x_1) \) should not be too far from \( D_n(x_2) \), depending on the positions of the other points. This
can potentially improve the algorithmic dependence on $n$, necessitating a more sophisticated bandit algorithm based on bandits in metric spaces (Mason et al., 2019).

In addition to simplicial depth, our proposed technique of using adaptivity to efficiently approximate the points’ depths to the necessary accuracy can be extended to several other common measures of depth including majority depth, Oja depth, and likelihood depth (Liu et al., 1999). Majority depth is defined with respect to half-spaces, where the sample majority depth is defined as $M_n(x) \triangleq E[\mathbb{1}\{x \text{ is in a major side determined by } (X_1, \ldots, X_d)\}]$, where major side indicates the half-space bounded by the hyperplane containing $(X_1, \ldots, X_d)$ which has probability at least one half, where $(X_1, \ldots, X_d)$ are drawn uniformly at random from all subsets of $\{x_i\}$ of size $d$. This is naturally amenable to our technique of adaptive sampling, as now instead of computing whether $x$ is within a simplex of $d + 1$ random points, we rather check whether it is on a given side of a hyperplane defined by $d$ points, and adaptively approximate the more promising points. The sample Oja depth is defined as $OD_n(x) \triangleq (1 + E[\text{volume}(S[x, X_1, \ldots, X_d]))^{-1}$, for $X_1, \ldots, X_d$ drawn uniformly at random from all subsets of $\{x_i\}$ of size $d$, where $S$ is the closed simplex formed by the $d + 1$ points. Adaptive sampling can be incorporated using our techniques, as not all $\binom{n}{d}$ subsets need to be enumerated for each point in order to determine whether it is the deepest or not. Note that we are no longer obtaining unbiased estimates of the Oja depth itself, and now essentially need to transfer the confidence intervals from $y$ to $(1 + y)^{-1}$ where $y = E[\text{volume}(S[x, X_1, \ldots, X_d])]$ is the quantity we approximate. A final common measure of depth that we highlight is likelihood depth, which can also be adaptively approximated in certain cases. The distributional likelihood depth for a point $x$ drawn from a distribution with density $f$ is $L_n(x) = f(x)$, where the sample version is based on an empirical estimate of the density at $x$. For kernel-based density estimates adaptivity can be utilized, as then $L_n(x) = \frac{1}{n} \sum_{i=1}^{n} k(x, x_i)$, at which point we observe that not all $n$ kernel computations need to be performed for each point. These alternative notions of depth show the natural transferability of our algorithmic principle; if relative ordering is the object of interest, adaptivity can yield dramatic gains.
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Appendix A. Proofs

In this Appendix, we provide the full proofs missing from the main text.

A.1 Proof of Theorem 1

We analyze Algorithm 1 following the steps of Hillel et al. (2013), with the necessary modifications for the BMO method similar to those made by Bagaria et al. (2021). We begin by showing that each depth estimator \( \hat{\mu}_i^r \) is within \( \varepsilon_r / 2 \) of the true simplicial depth \( \mu_i \) for all \( i, r \) with probability at least \( 1 - \delta \). We do this by assuming that samples are drawn for all arms in each round, even if they are not observed, and bound the probability that any of these empirical estimates deviate from their mean. While some arms \( i \) may be eliminated prior to round \( r \), we still consider what their estimator \( \hat{\mu}_i^r \) would have been if computed in round \( r \).

**Lemma 1** With probability at least \( 1 - \delta \),
\[
| \hat{\mu}_i^r - \mu_i | < \varepsilon_r / 2
\]
for all \( i \in [n] \) and all \( r \in \mathbb{N} \) simultaneously, where
\[
\hat{\mu}_i^r \triangleq \frac{1}{t_r} \sum_{j=1}^{t_r} \mathbb{1}\{x_i \in S[x_{i_1}^{(j)}, \ldots, x_{i_{d+1}}^{(j)}]\}
\]
and \( \{x_{i_1}^{(j)}, \ldots, x_{i_{d+1}}^{(j)}\} \) is drawn uniformly at random without replacement from \( D \), independently for each \( j \in [t_r] \).

**Proof [Proof of Lemma 1]** Applying Hoeffding’s inequality for \([0, 1]\) bounded random variables (Wainwright, 2019) yields
\[
P \left( \bigcup_{i,r} \{ | \hat{\mu}_i^r - \mu_i | \geq \varepsilon_r / 2 \} \right) \leq \sum_{i,r} P (| \hat{\mu}_i^r - \mu_i | \geq \varepsilon_r / 2) \leq \sum_{i,r} 2 \exp \left( -2t_r (\varepsilon_r / 2)^2 \right) \leq \sum_{r=1}^{\infty} \frac{\delta}{2r^2} \leq \delta
\]
With this lemma in place, we are now able to prove Theorem 1.

**Proof [Proof of Theorem 1]** Conditioning on the event in Lemma 1 where our confidence intervals hold, the simplicial median (best arm) is not eliminated during the course of the algorithm. Further, any suboptimal arm \( i \) must be eliminated by the end of round \( r_i = \lceil \log_2(2/\Delta_i) \rceil \), since then \( \Delta_i \geq 2\varepsilon_r \), and so \( \max_{j \in S_r} \hat{\mu}_j^r - \varepsilon_r > \mu_1 - 3\varepsilon_r / 2 \geq \mu_i + \varepsilon_r / 2 > \hat{\mu}_i^r \). Thus, the algorithm must terminate after at most \( \lceil \log_2(2/\Delta_2) \rceil \) rounds, at which point only the simplicial median will remain. If multiple points attain the maximum simplicial depth, then the algorithm will still terminate once \( t_r = \text{eCost} \), requiring at most \( \lceil \log_2(\sqrt{\text{eCost}}/2) \rceil \) rounds due to the doubling accuracy.
Analyzing the algorithm’s requisite sample complexity, since arm $i$ must be eliminated prior to round $r_i = \lceil \log_2(2/\Delta_i) \rceil$, it can be pulled no more than

$$t_{r_i} = \lceil 2e^{-2\log(4nr_i^2/\delta)} \rceil \leq 32\Delta_i^{-2} \log(16n \log^2(2/\Delta_i)/\delta) + 1$$

(5) times. Here, we used inside the logarithm that $r_i \geq 1$ and so $r_i \leq 2 \log_2(2/\Delta_i)$. Additionally, due to our ability to exactly compute the simplicial depth of a point, our algorithm will not pull any single arm too many times. Concretely, since the mean of arm $i$ is exactly computed if $t_{r_i} \geq e\text{Cost}$, at most $e\text{Cost}$ computation is done before $x_i$’s depth is exactly computed, i.e. at most $2 \times e\text{Cost}$ total work.

Since the algorithm must terminate if there is only one remaining arm, the best arm will be pulled the same number of times as the second most pulled arm. Thus, defining $r_1 \equiv r_2$ and $\Delta_1 \equiv \Delta_2$, on the event where the confidence intervals hold the total sample complexity will be at most

$$\sum_{i=1}^{n} t_{r_i} \leq n + \sum_{i=1}^{n} \min \left( \frac{32 \log \left( \frac{16 \log^2(2/\Delta_i)}{\Delta_i^2} \right)}{\Delta_i^2}, 2 \times \text{eCost} \right).$$

(6)

A.2 Proof of Corollary 1.2

In this subsection we show that when the gaps in the data follow a power law distribution, the sample complexity of Algorithm 1 is significantly better than the naive $O(n^d)$ required for simplicial median identification. This average case analysis where the gaps follow a power law distribution follows similarly to that of Corollary 1 in (Bagaria et al., 2021).

Proof [Proof of Corollary 1.2] We have by Theorem 1 that with probability at least $1 - \delta$ Algorithm 1 will successfully return the simplicial median. Since the event where our confidence intervals hold is independent of the random gaps that are drawn, we can integrate out the expected sample complexity with respect to the random gaps satisfying $F(\Delta) = \Delta^\alpha$.

Thus, on this success event our number of samples $M$ satisfies

$$\mathbb{E}(M) = O \left( \mathbb{E} \left( \sum_{i=1}^{n} \min \left( \frac{\log \left( \frac{n \log(1/\Delta_i)}{\Delta_i^2} \right)}{\Delta_i^2}, \text{eCost} \right) \right) \right) = O \left( n \int_{\Delta=0}^{1} \min \left( \frac{\log \left( \frac{n \log(1/\Delta)}{\Delta^2} \right)}{\Delta^2}, \text{eCost} \right) f(d\Delta) \right) = O \left( n \left( \text{eCost}^{1-\alpha/2} + \log \left( \frac{nd\log n}{\delta} \right) \int_{\Delta=e\text{Cost}^{-1/2}}^{1} \alpha \Delta^{-\alpha-3} d\Delta \right) \right) = \begin{cases} O \left( n \log \left( \frac{nd}{\delta} \right) \text{eCost}^{1-\alpha/2} \right), & \text{for } \alpha \in [0, 2), \\ O \left( n \log \left( \frac{nd}{\delta} \right) \log(\text{eCost}) \right), & \text{for } \alpha = 2, \\ O \left( n \log \left( \frac{nd}{\delta} \right) \right), & \text{for } \alpha > 2. \end{cases}$$

(7)

noting that $\log(1/\Delta) \leq d \log n$ for $\Delta \geq \text{eCost}^{-1/2}$.  

\[ \]
A.3 Proof of Theorem 2

We analyze Algorithm 2 similarly to Algorithm 1, showing that the good event \( \xi \) where our mean estimators stay within their confidence intervals occurs with high probability. Then, on this good event, our algorithm will correctly identify the \( k \)-deepest elements, up to an allowable additive \( \varepsilon \). To this end, we define the difficulty measure \( \Delta_i^{(k)} \), which is defined as

\[
\Delta_i^{(k)} = \begin{cases} 
\max(\mu_i - \mu_{k+1}, \varepsilon) & \text{if } i \leq k, \\
\max(\mu_k - \mu_i, \varepsilon) & \text{if } i > k,
\end{cases}
\]

as estimating the mean of point \( i \) to accuracy \( \varepsilon/2 \) is also sufficient.

**Proof** [Proof of Theorem 2] As in the proof of Theorem 1 we assume that all arms are sampled in all rounds until termination, even if they are not observed, and bound the probability that any of these estimators \( \{\hat{\mu}_i^r\}_{i,r} \) stray outside of their confidence intervals via Lemma 1. Denote this good event in Lemma 1 as \( \xi \).

Prior to the termination condition in line 16, on the event \( \xi \) it must be that 1) no point \( i \) with \( \mu_i < \mu_k \) will be added to the acceptance set \( A \), 2) no point \( i \) with \( \mu_i > \mu_k \) will be eliminated without being added to \( A \), 3) all points \( i \) with \( \Delta_i \geq 2\varepsilon_r \) will be removed from the active set by the end of round \( r \). These can be seen by induction on \( r \), on the good event \( \xi \). Thus, when the algorithm exits the sampling loop, all arms with \( \Delta_i \geq \varepsilon \) will have been removed from the active set. Examining these points by cases, observe that points with \( \mu_i > \mu_k + \varepsilon \) will necessarily be contained within the output set \( A \). Conversely, those points with \( \mu_i < \mu_k - \varepsilon \) will necessarily not be contained within the output set \( A \). Thus, on this event \( \xi \) the set \( A \) satisfies

\[
\{ i : \mu_i > \mu_k + \varepsilon \} \subseteq A \subseteq \{ i : \mu_i \geq \mu_k - \varepsilon \}. \tag{8}
\]

Taking \( \varepsilon = 0 \) recovers the exact top-\( k \), assuming \( \mu_k > \mu_{k+1} \).

Bounding the number of pulls required, a point \( i \) must be eliminated by round \( r_i = \lceil \log_2(2/\Delta_i^{(k)}) \rceil \). Either it will have been eliminated by round \( r_i \) where \( \Delta_i^{(k)} \geq 2\varepsilon_{r_i} \), or \( \varepsilon_{r_i} \leq \varepsilon/2 \) in which case the algorithm will terminate. Following the argument in Theorem 1, this implies that the number of pulls required to eliminate arm \( i \) satisfies

\[
t_{r_i} = \lceil 2\varepsilon_{r_i}^{-2} \log(4nr_i^2/\delta) \rceil \leq 32 \left( \Delta_i^{(k)} \right)^{-2} \log(16n \log^2_2(2/\Delta_i^{(k)})/\delta) + 1. \tag{9}
\]

Utilizing the fact that our algorithm also terminates if the approximation cost is deemed to be greater than the exact computation cost, i.e. at most \( \text{eCost} \) time is spent we have a total sample complexity on \( \xi \) of at most

\[
\sum_{i=1}^{n} \min \left( \frac{32 \log \left( \frac{16n \log^2_2 \left( \frac{2}{\Delta_i^{(k)}} \right)}{\delta} \right)}{\left( \Delta_i^{(k)} \right)^2}, 2 \times \text{eCost} \right), \tag{10}
\]

giving us the desired result. \( \blacksquare \)
A.4 Proof of Theorem 3

In this section we provide the proof for our meta algorithm when applied to approximate simplicial depth computation.

By the choice of failure probabilities in line 10, all our \texttt{aDepth} calls will be correct with probability at least $1 - \delta$, as

$$
P(\text{failure}) = P \left( \bigcup_{r \in N} \bigcup_{i \in S_r} \{ \text{aDepth confidence intervals hold} \} \right) 
\leq \sum_{r \in N} \sum_{i \in S_r} P(\text{aDepth confidence intervals hold}) 
\leq \sum_{r \in N} \frac{\delta}{2r^2} 
\leq \delta.
$$

Conditioning on the good event $\xi$ where our \texttt{aDepth} confidence intervals hold, in the case of approximate simplicial median identification arm $i$ must be eliminated by the end of round $r_i$, where

$$
r_i = \min \left( \{ r : r \in \mathbb{N}, \text{aCost}(2^{-r-1}, \delta/(2nr^2)) \geq eCost \} \cup \{ \lceil \log(2/\epsilon) \rceil, \lceil \log_2(2/\Delta_i) \rceil \} \right).
$$

We show this by contradiction; first, assuming that arm $i$ is active in round $r$ where $r > r_i$. This implies that either $r > \lceil \log_2(2/\Delta_i) \rceil$, which we know cannot happen on the good event $\xi$ where our confidence intervals hold, as was shown in the proof of Theorem 1. If $r > \lceil \log_2(2/\epsilon) \rceil$, then $\epsilon_r < \epsilon/2$, which is included as a termination condition for our meta algorithm in this setting, as if all points have depths estimated to accuracy $\epsilon/2$, then the point with the largest estimated simplicial depth must be within $\epsilon$ of the maximum. Finally, if $r > \arg\min_{r \in N} \text{aCost}(2^{-r-1}, \delta/(2nr^2)) \geq eCost$, then the depth of point $i$ would be exactly computed.

Thus, this algorithm (when applied to approximate simplicial median computation) will spend at most $r_i$ rounds approximating the depth of point $i$, and in total spend at most

$$
\left( \sum_{r=1}^{r_i-1} \text{aCost} \left( 2^{-r-1}, \delta/(2nr^2) \right) \right) + \min \left( \text{aCost} \left( \frac{\Delta_i}{8}, \frac{\delta}{2nr^2} \right), \text{eCost} \right)
$$

computation on point $i$. Summing over the points in the data set yields the desired result.

Appendix B. Experimental Details

Here we provide details for reproducing the simulation results shown in the paper. All our code is publicly available on GitHub for reproducibility: \url{https://github.com/TavorB/adaSimplicialDepth}.

The data for each experiment was generated as $n$ independent samples from an isotropic gaussian. We use the original definition of simplicial depth, as the probability that a random \textit{closed} simplex contains the query point. All experiments were run on one core of an AMD
Adaptive Data Depth

Opteron Processor 6378 with 500GB memory (no parallelism within a trial). All adaptive experiments are run with 20 trials per point. As simple Hoeffding-based confidence intervals are known to be overly conservative for multi-armed bandits in practice, to obtain tighter confidence intervals we set $t_r = \lceil .2 \times r^{-r} \log(4nr^2/\delta) \rceil$ in all our simulations. The threshold for exact computation was determined as whether $t_r \geq n \log n$. Trials are grouped in pairs, where the same data set is used for both trials, but a different random seed is used to facilitate a different random selection of simplicies. Since computing ground truth results is computationally infeasible for all but the smallest of data sets, we declare the run a success and the correct result returned if the two independent runs on the same data set return the same result. For generating timing results for the brute force method, if there were more than 10,000 simplicies that needed to be generated we instead randomly sampled 10,000 simplices and then scaled the total estimated runtime by a factor of $(n_d+1)/10000$. For generating timing results for Rousseeuw’s method, we ran their algorithm for finding the exact depths of 50 points within $\mathcal{D}$, and scaled the estimated runtime by a factor of $n/50$.

For Figure 1b, 50 simulations were run on the same data set with different random seeds, and the number of pulls per point averaged.
B.1 Additional Experiments

In Figure 3 we provide extended simulation results as in Figure 2. Observe that the maximum gap stays roughly constant at $D_n(x_i) \approx 0.25$. This is because for rotationally symmetric distributions, like the isotropic Gaussian we utilize, the probability that the origin is contained within the triangle constructed from 3 randomly drawn samples from this distribution is $\frac{1}{4}$. Since many samples are drawn from this 2-dimensional distribution, the simplicial median is close to the origin, and has a simplicial depth of approximately $\frac{1}{4}$, compared with points on the outside of the distribution which have a simplicial depth close to 0.

Figure 3: Additional numerical experiments showing empirical CDF of gaps for different size datasets, as in Figure 2.
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