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Numerous AI ethics checklists and frameworks have been proposed focusing on different dimensions of ethical AI such as fairness, explainability, and safety. Yet, no such work has been done on developing transparent AI systems for real-world educational scenarios. This paper presents a Transparency Index framework that has been iteratively co-designed with different stakeholders of AI in education, including educators, ed-tech experts, and AI practitioners. We map the requirements of transparency for different categories of stakeholders of AI in education and demonstrate that transparency considerations are embedded in the entire AI development process from the data collection stage until the AI system is deployed in the real world and iteratively improved. We also demonstrate how transparency enables the implementation of other ethical AI dimensions in Education like interpretability, accountability, and safety. In conclusion, we discuss the directions for future research in this newly emerging field. The main contribution of this study is that it highlights the importance of transparency in developing AI-powered educational technologies and proposes an index framework for its conceptualization for AI in education.
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1. INTRODUCTION

Ethical AI is a rapidly developing field with a number of tools, frameworks and research papers coming out at a high frequency. Considering the blurred boundaries between different dimensions of ethical AI like fairness, accountability, transparency and explainability, it is important to first define what we mean by transparency in the context of AI. Both, AI and transparency can be interpreted in many ways (Weller, 2017; Felzmann, 2019). In the context of this study, transparency in AI refers to a process with which all the information, decisions, decision-making processes and assumptions are made available to be shared with the stakeholders and this shared information enhances the understanding of these stakeholders.

Transparency, according to Turilli and Florodi (2009), depends on factors such as how readily accessible information is, and how it can be used pragmatically to aid decision-making. The second part of this definition which emphasizes enhancing the understanding of stakeholders shows that transparency is inherently dependent on the people for whom it is targeted. It also means that a construct that might be considered transparent for one person might be a black box for another. In AI for education, a transparent product development pipeline for an AI practitioner might be a complete black box for an end-user like an educator who is not a tech expert but is impacted by that product.

AI can empower the human agency with more informed decision-making. Floridi (2018) argues that the agency humans enjoy and the extent to which they delegate is not zero-sum. AI has the potential to multiply human agency. But, for AI to empower this human agency and to ensure smooth human-AI interaction, transparency is essential.

While there has been a lot of work on ethical AI (i.e Kazim and Koshiyama, 2020; Jobin et al, 2019), the focus on transparency as a necessary construct to enable ethical AI is limited. More specifically in education, it is almost non-existent. The research presented in this paper aims to fill in this gap by presenting and evaluating a framework that tackles the challenges of ethical AI through transparency in the entire product lifecycle of AI-powered ed-tech products, from initial planning of an AI system till it is deployed and iteratively improved in the real world.

The goal of this research is to explore what kind of design framework can be applied to ensure transparency in the development of AI-powered educational technology. Taking transparency as a subjective construct that is dependent on the person for whom it is targeted, we also explore how the requirements of transparency evolve with different stakeholder groups in educational contexts. Lastly, we investigate the extent to which transparency in the AI development process enables the other dimensions of ethical AI like explainability and interpretability, fairness, accountability and safety.

We describe our research as a co-design methodology of a framework on the transparency of AI in education. Our research began with a review of literature on the different stages of the standard AI development pipeline and identified
popular domain-agnostic frameworks for describing each stage: data processing, machine learning modelling, deployment, and iterative improvements. These frameworks were then applied in a real-world setting while developing AI powered educational tools for a training organization. During this process, all the requirements for transparency of AI in educational contexts were coherently merged into a single framework that is presented in this paper as the Transparency Index. The framework was then evaluated with different stakeholders of education (educators, ed-tech experts and AI practitioners) in two phases and improved iteratively.

The Transparency Index framework proposed in this research focuses on transparency from a pragmatic viewpoint in the planning, development and deployment of AI tools that are used in learning contexts. This product development lifecycle starts from initial discussions on the purpose of an AI tool, its deployment strategy and the decision to start collecting the data. It does not end after deployment but rather is a continuous process. The framework created in this study covers all these aspects as data transparency, algorithmic transparency and deployment transparency of AI products that are used in learning contexts.

1.1 Transparency and other aspects of ethical AI in education

One of the key strengths of ensuring transparency in the AI development process is that it has a significant overlap with other ethical AI dimensions. There are many ways in which transparency informs and enables other dimensions of ethical AI to be implemented during the AI development process. For example, one of the requirements of the Algorithmic Transparency stage in the Transparency Index framework is for an ed-tech company to share the tools that they are using to implement explanations for their AI system. This would ensure explainability. User testing in the ‘Implementation Transparency’ section of the Transparency Index framework would ensure that relevant stakeholders of an AI-powered ed-tech product understand these explanations and their limitations. Hence, enabling interpretability.

Figure 1 below shows how transparency as conceptualized in the Transparency Index framework can overlap with explainability, fairness, accountability, interpretability and safety of AI powered ed-tech systems.

![Figure 1: Transparency in relation to the other dimensions of ethical AI](image-url)

Explainability and Interpretability of AI systems are at times used interchangeably to illustrate how easy it is for humans to understand the cause of a particular decision by an AI system (Linardatos et al, 2021). They seem to be necessary prerequisites for transparent AI systems as well. Ed-tech companies do not need to share all the details of their AI tools with end-users. But the information they do share needs to be understandable by the users of the AI system as highlighted in the Transparency Index framework.

According to some researchers, transparency and accountability are closely related (Hood, 2010; Matthias, 2004). From the viewpoint of ed-tech companies, there are strong reasons why accountability leads to more transparent AI
development processes and vice versa. Accountability in terms of transparency for ed-tech companies is a two-edged sword. On one hand, ed-tech companies might want to make their development processes transparent and share all the details (pros and cons) with educational institutions to avoid taking any responsibility for mishaps. But, on the other hand they may want to avoid sharing any details with educational institutions because it makes their product difficult to sell and they might be held accountable for the weaknesses or misuse of their products. Transparency as depicted in the Transparency Index framework for AI-powered ed-tech can help companies document and test the assumptions on which they build their AI systems and hold the relevant departments or individuals accountable when tools perform unexpectedly.

Within different dimensions of ethical AI, safety is of utmost importance and cannot be compromised. It quite often gets ignored in the race to be the first one to launch an AI-powered product. In education, safety is even more crucial because of high stakes and because mishaps in AI-powered ed-tech can go unnoticed unless a teacher or student raises it with the relevant authorities in their school. The safety of AI systems, like transparency, is not dependent on a particular tool but needs to be ingrained in the whole development process. The transparency Index framework presented in this research can lead to more robust AI systems because it encourages the ed-tech providers to document the details of their data processing, machine learning modelling, user testing and deployment stages. This documentation enables AI practitioners to test their assumptions, justify their decisions and adopt a more cautious approach when selecting different technical tools, libraries and third-party services in building their products. Hence, leading to more safe AI systems.

Theoretically, transparency in AI does not replace ethical AI, it is its subset. But if there is one dimension of ethical AI that AI practitioners need to choose to focus on, it can potentially be transparency in AI for a number of reasons. Firstly, transparency covers the entire AI development process from initial designs till deployment in the real-world as it co-exists with the AI tool. Secondly, it can ensure (as seen from the Transparency Index framework later) that the other ethical AI dimensions like explainability, safety and fairness are being addressed as well. Thirdly, it facilitates and benefits the two major stakeholders of an AI-powered ed-tech: firstly ed-tech companies through a thorough documentation of the tool and robust development processes, and secondly, end-users through a better understanding of how the AI system works.

2. LITERATURE REVIEW

In this section we review the literature on the role of transparency in AI in general and then cover the latest research on transparency in AI for Education.

Transparency in AI is not a new construct (Larsson and Heintz, 2020). It is at the centre of ethical AI (Woudstra, 2020). It is not an instantaneous phenomenon that is dependent on a particular decision, but a continuous process that accompanies the entire AI product development lifecycle.

Developing an AI tool is a complex, time consuming and resource-intensive process. The very first decision to build an AI tool and define its operations involves assumptions that can be challenged or changed. Irrespective of the sector in which AI is applied, transparency is essential to enhance the understanding of relevant stakeholders regarding questions like how the AI works, what are its limitations, in which contexts should it be avoided and how does it improve the status quo.

De Fine et al. (2020) have simplified the concept of transparency in AI tools by dividing the development process of AI tools into three phases:

1. Goal setting to define the tasks undertaken by the AI
2. Coding to take account of the development process of an AI tool
3. Implementation to illustrate how the tool is used in real-world applications

It is intuitive that transparent AI tools might be preferred over less transparent ones, but there is no guarantee that users will always prefer complete transparency in AI tools. No matter how transparent a particular AI implementation is or how much information is shared with the end-users, there is no easy way for end-users to find out if a company has hidden any information. This means there is always a possibility that end-users may not trust the system, irrespective of any transparency or ethical measures taken by the company.
Figure 2 above from Floridi et al (2018) shows the opportunities and risks offered by AI applications. Transparency is at the heart of any measures we take to mitigate these risks. It is the first step towards enhancing the understanding of AI by humans who can potentially face devalued skills, removed responsibility, reduced control and eroded self-determination due to AI, as shown in the Figure 2 above.

2.1 Transparency of AI in General

AI is hugely impacting the way we learn (Luckin, 2018), stay healthy (Hansel et al, 2015), cure diseases (Shen et al, 2019), spend money (Smith and Linden, 2017), maintain order in our societies (Brayne and Christin, 2020) and take organizational decisions (Jarrahi, 2018; Philips-Wren, 2012; AlgorithmWatch, 2019). This penetration of AI in our daily lives has also magnified the risks it poses (Andrew et al, 2019).

Recently, there has been significant research and adoption of ethical AI principles like fairness, accountability, interpretability and explainability (European Commission, 2020; IEEE, 2019). This is driven by firstly the impact of AI applications in our daily lives (Bughin et al, 2018; Crawford et al, 2016; Vaishya, 2020), and secondly, the mishaps of AI systems in the real world (Kaushal et al, 2020; Wellner, 2020; Raji and Buolamwini, 2019; Zavrsnik, 2020). There have been a number of tools, checklists and frameworks published to take account of ethical considerations in developing, deploying and auditing AI products (Morley, 2020; Dameski, 2018; Leikas, 2019; Winfield, 2019; Deepmind Safety Research, 2018) but there is not much work focusing on transparency in particular throughout the AI’s planning, development and deployment stages.

This lack of research is problematic. An AI tool built with huge amounts of data and the best performing machine learning algorithms will perform at its best only in certain contexts. Transparency is essential to know in which contexts the tool will not perform at its optimal level. It is widely accepted that bias or discrimination cannot be completely removed from an AI tool (IBM, 2018; ICDPPD, 2018), but we can mitigate some of them. The extent to which bias or discrimination exists in a particular AI product, applied in a certain context with a particular type of users can only be determined if the details of the tool’s development are documented and shared in a transparent manner.

For instance, Felzmann et al. (2020) have proposed a framework for transparency through the design of AI systems. The purpose of their framework is to bridge the gap between high-level AI ethics principles and AI practitioners who are developing AI tools. One of the principles in their framework focuses on transparency as an integrative process throughout the AI tool’s development pipeline.

Richard and King (2013) have identified transparency among the three paradoxes of big data in AI. AI aims to make the world more transparent and AI tools in different sectors like healthcare, education and governance claim to empower the individuals, but they seem to be doing this in a very secretive manner where decisions and assumptions are not documented (Holstein et al, 2019), machine learning models used are opaque (Castelvecchi, 2016) and the limitations of these tools are not shared (Besold, 2014).

Ananny and Crawford (2016) have discussed the limitations of transparency in ensuring or guaranteeing ethical AI. They evaluate transparency at two levels: algorithmic transparency in the code that AI practitioners write (Pasquale, 2015; Diakopoulos, 2016; Brill 2015; Dubber et al, 2020) and design transparency regarding how the AI systems are planned, developed, deployed and evaluated (Hollanek, 2020, Plale, 2019; Wischmeyer, 2020). Some of the issues raised by these researchers are discussed in the discussion section later.
Education is a high-impact domain where a wrong prediction by an AI system can confuse teachers and have adverse psychological impact on learners. Hence, the lack of research on the Transparency of AI in educational products is concerning and needs to be addressed.

2.2 Transparency of AI in Education

Transparency of AI products in education is a relatively new concept compared to other sectors like healthcare, recruitment or justice system where AI-powered products are being widely used. Within AIED, the transparency of AI-powered products needs to be considered within the context of ethics of education like what is the purpose of learning (to pass exams or help students achieve self-actualization), what is the role of AI (to empower teachers or replace them) and will AI be creating equal access to education or widen the gap between affluent and disadvantaged communities (Holmes, 2019a and 2019b). There has been a lot of work to align the goals of education and technology (Luckin, 2021; Cukurova et al, 2019; Moeini, 2020).

Recently, there has been a growing interest of AI researchers and practitioners within education on the ethical implications of AI products on learners and teachers. Holmes et al (2021) have presented a community-wide framework for developing ethical AI for education. Figure 3 below shows three major components of their framework for developing AI in education: education, algorithms and big data.

For ethical AI, there needs to be a free flow of information between experts involved in bringing the three distinct components shown in figure 3 together. Transparency can play a significant role in achieving this. For educators, it can ensure that the purpose of an AI tool is clearly specified and conveyed to ed-tech experts who then convey it to AI practitioners. For ed-tech experts, transparency ensures they clearly understand the requirements of educators, the ed-tech being used in their schools and the quality of data that can be collected from their ed-tech. For AI practitioners, transparency can ensure that they clearly understand the needs of educators, strengths and weaknesses of the data in hand and documentation of the accuracy metrics of machine learning models.

The Institute for Ethical AI in Education (2021) collaborated with over 200 experts in AIED through interviews, roundtables and The Global Summit on the Ethics of AI in Education to prepare an ethical framework for AI in education that provides detailed criteria and a checklist to educators for evaluating AI-powered ed-tech products. Their framework aims to empower the ‘leaders and practitioners to drive the design, procurement and application of AI on behalf of learners’. They also identify ‘transparency and accountability’ as one of the objectives that educators need to look for when selecting AI products for their educational institutions.

Transparency in AI systems is a continuous process that goes on throughout the AI development pipeline. Considering the complexities of the machine learning development pipeline, researchers have produced a number of frameworks to document its different stages. For example, Gebru et al (2018) introduced ‘datasheets for datasets’ to standardize the documentation of datasets (including their strengths and weaknesses) used to train machine learning algorithms. Mitchell et al (2019) have introduced model cards to document the strengths and weaknesses of machine learning models used to make predictions. Arnold et al (2019), from IBM have produced FactSheets to facilitate AI service providers in documenting their products’ functionalities, performance, safety and security. Although relevant attempts to bring transparency in AI has been made in various contexts, currently there is no framework to pull them together for their relevance in the context of educational applications.
Ethical AIED is an emerging field with very limited peer-reviewed publications in the literature. The work on transparency as a pivotal dimension of ethical AI for education is almost non-existent. This paper aims to bridge this gap. The Transparency Index framework proposed in this research brings available contributions to ethical AI in general together under a single framework in the context of education to ensure transparency throughout the design, development and deployment of AI-powered ed-tech products. The contributions of this paper are threefold: Firstly, it presents a Transparency Index framework to support the ethical development and implementation of AI in Education. Secondly, it evaluates the presented framework through interviews with different stakeholder groups within education: educators, ed-tech experts and AI practitioners. This evaluation shows if, and how this framework can benefit these stakeholders. Thirdly, the interviews with educators, ed-tech experts and AI practitioners for evaluating the framework reveal some interesting dynamics between these three key stakeholders that can have significant implications for ethical development and deployment of AI in Education.

3. METHODOLOGY

A mixed methods approach was used to first develop, then evaluate and improve the framework developed in this study. First, the framework was developed based on a thorough literature review of the standard machine learning development pipelines for AI systems and an application of the shortlisted frameworks on different aspects of the AI development process for educational contexts. The second phase involved evaluating and iteratively improving the framework based on qualitative data collected from the interviews of education stakeholders.

3.1 Framework Creation

The framework was created in two steps: firstly, based on the literature review of different stages of the AI development process: data processing stage, machine learning modelling stage and deployment and iterative improvements stage. In this step, popular frameworks for the documentation, robustness and reproducibility for each of these stages were identified.

In the second step, the selected framework for each stage of the AI development process was applied in the real world during the development of an AI tool in an educational context for a training organization that envisioned to become a leader in educational technology. This application of domain agnostic frameworks for AI tool development in an educational context enabled us to identify any gaps in these frameworks, when applied in educational settings.

For the data processing stage, datasheets from Gebru et al (2018) were chosen as the benchmark for documenting different components of the data processing stage in the AI development process. In the Transparency Index framework, datasheets were wrapped around other requirements for the data processing stage to make it more applicable and suitable for educational contexts.

For the Machine Learning modelling stage, model cards by Mitchell et al (2019) were chosen as a baseline to document the details of the ML model used. Some additional requirements were also added for this stage to record the various decisions and assumptions made specifically for the AI-powered ed-tech products. These requirements were derived from our experience of applying AI to enhance the understanding of domain experts (Kent et al, 2021).

Factsheets by Arnold et al (2019) were added as a basic requirement for documenting the usability of AI tools. Considering the importance of user feedback in ensuring the effectiveness of AI tools in educational contexts, some additional requirements were also merged with factsheets for the deployment and testing of AI-powered ed-tech products in real-world settings.

AI development is a complex and time-consuming process. All these frameworks cover different stages of the AI development process. They were brought together in a coherent manner under the umbrella of the Transparency Index framework and were accompanied by some other requirements to specifically suit the needs of different stakeholders in education.

3.2 Framework Evaluation

3.2.1 Participants

The framework was iteratively evaluated in two phases with three groups of educational stakeholders. 40 candidates were recruited in two phases to participate in this research. 18 candidates responded to this request and participated in interviews. These candidates were divided into three groups and short-listed based on their backgrounds, as shown in Table 1 below. Ten candidates were interviewed in phase 1 and eight candidates were interviewed in phase 2. Nine participants requested a copy of the final framework and were interested in applying it in their respective contexts straightaway. After phase 1 interviews, some additional details were added to the framework based on the feedback received from educators, ed-tech experts and AI practitioners.

| Group | Description | Number of Candidates |
|-------|-------------|----------------------|
|       |             |                      |

Table 1: Three groups of people interviewed for this research
3.2.2 Data Collection Tool: Interviews

The interviews with candidates were semi-structured and varied slightly between different groups. For example, with educators a high-level purpose of the framework was shared with minor details on how the framework evaluated AI tools throughout their development pipeline. They were shown what the framework would inform them about a particular AI product and then inquired if they will find such information useful. They were also asked if they have inquired about this information in the past and would they use a framework like this to audit the AI-powered ed-tech products before deploying them in their institutions.

With ed-tech experts, some details of the framework were shared, and they were inquired about the usefulness of this framework as an auditing tool to evaluate AI-powered ed-tech products. They were also inquired about their opinions on the impact of AI in education, its potential, its impact and any harms it could cause to learners and educators. For the ed-tech experts who were already using AI-powered ed-tech in their schools, they were also asked if they have ever had any conversations on AI ethics or transparency in AI with their ed-tech providers.

With AI practitioners, all the details of this framework were shared, and their opinions were also incorporated to improve the framework along with educators and ed-tech experts. They were inquired about the ethical considerations in place for their current projects and if they were already using any systematic processes for auditing their AI powered ed-tech tools. They were also asked if they have received any demands from schools for ensuring ethical AI development and how they address these requirements.

3.2.3 Data Analysis

After phase 1 interviews, explorative thematic analysis was conducted manually, and preliminary codes were assigned to the collected data from different interviews. Then patterns/themes were identified and reviewed across the assigned codes from interviews from each specific group (educators, ed-tech experts and AI practitioners) and from all the groups combined to take account of the unique requirements of each group. The Transparency Index framework was improved based on the findings from phase 1 interviews. Then phase 2 interviews were conducted followed by the deductive thematic analysis to confirm the findings from phase 1. The findings from phase 1 and phase 2 interviews were incorporated in the final version of the framework

4. RESULTS

In this section we present the results of this research in the form of the final version of the Transparency Index framework that was built based on the literature review, development of an AI-powered ed-tech tool and after the interviews with educators, ed-tech experts and AI practitioners.

4.1 Framework

The framework adopts a continuous approach where transparency is not seen as an instantaneous decision or is not dependent on the usage of a particular set of tools only. It is adopted as a continuous process, integrated into the design methodology throughout an AI tool’s planning, development, deployment and usage scenarios. There are several factors that influence the type of transparency that should be or can be induced in an AI system. Some of these factors are shown in table 2 below:

We understand that the AI development process can be extremely complex and every AI-powered ed-tech product is unique with its own development and usage dynamics. The process through which transparency is ensured in an AI system or the extent to which transparency is needed for an AI system is determined by a number of factors that should be taken into account before starting the data collection process for an AI system. Some of these factors are as follows:

1. What approach will you adopt in deploying the AI system to production:
   1.1. Human in the Loop: Final decision-making authority is kept with the human, the AI system’s role is to enable more informed decision making
   1.2. Human on the Loop: Human plays a supervisory role to evaluate the decisions made by an AI system before they are implemented in real-world
   1.3. Human out of the Loop: AI system makes the decision with no human involvement

2. What kind of impact will this AI system have on its users:

| Educators | Teachers, Principals and other Leaders in Schools | 9 |
| Ed-tech Experts | People leading the digital strategy initiatives and ed-tech implementations in schools | 5 |
| AI Practitioners | AI Practitioners | 4 |
2.1. Direct Impact: where a user’s personal life is affected by a decision and in some cases the user has no choice other than compliance, like recruiting a candidate, giving a loan or deciding on recidivism

2.2. Indirect Impact: where a user’s day to day life is not affected by an AI system’s decision or user has the choice to decide against the AI’s decision, like spam filtering in emails, or recommendations on an e-commerce store

3. What is the tech-savviness of the individuals who would be (directly or indirectly) impacted by this AI system:
   3.1. Tier 1: Researchers or Practitioners: they have a thorough understanding of the techniques that are needed for the development of an AI system
   3.2. Tier 2: Software engineers and tech enthusiasts: they have some understanding of the techniques that are needed for the development of an AI system
   3.3. Tier 3: General public: they do not have any understanding of the techniques that are needed for the development of an AI system

Some of the requirements for transparency in each stage of the AI development process are as follows:

1. Data Transparency
   1.1. Data Collection
      1.1.1. How was data collected
      1.1.2. What were its sources
      1.1.3. Was Assumption Testing carried out: What assumptions were made regarding the data collection
         1.1.3.1. How many of these assumptions were tested and verified?
      1.1.4. Was consent taken from all individuals
      1.1.5. What data on sensitive variables are collected
      1.1.6. How is your data labelled:
         1.1.6.1. By ground-truths
         1.1.6.2. By human labels
      1.1.7. From 1 to 10, how do you rate the involvement of domain experts in data collection
   1.2. Data Processing
      1.2.1. How is data stored and ensured that it is secure
      1.2.2. How was data normalized
      1.2.3. What techniques and tools were used to process the data
         1.2.3.1. Were the strengths and weaknesses of these techniques explored
      1.2.4. How was the sensitive variables data processed
   1.3. Data Analysis
      1.3.1. What techniques and tools were used to analyze the data
      1.3.2. Was Exploratory data analysis done
         1.3.2.1. Was Exploratory data analysis shared and confirmed with domain experts
      1.3.3. Was statistical data analysis done
         1.3.3.1. Was statistical data analysis shared and confirmed with domain experts
      1.3.4. Was correlations between different features identified and confirmed by domain experts to evaluate any assumptions made
      1.3.5. What types of biases were identified in the data
         1.3.5.1. Historical Bias: This bias exists in the society and is reflected in the data even if there are no errors in the data collection and processing stages
         1.3.5.2. Representation Bias: This bias occurs when sample data used to build the AI is not truly representative of the real-world
         1.3.5.3. Measurement Bias: This bias occurs while choosing, collecting and computing features in the data to measure a certain outcome
         1.3.5.4. Aggregation Bias: This bias occurs when one size fits all AI approach is used for all the groups in the data
         1.3.5.5. Evaluation Bias: This occurs when the test data of an algorithm does not represent the target population
         1.3.5.6. Deployment Bias: This occurs when there is a mismatch between the problem that the AI tool is built to solve and what it is actually used for in the real-world
      1.3.6. What steps were taken to mitigate the above biases in the data
      1.3.7. Are domain experts informed of the measures taken to mitigate these biases?
      1.3.8. Are domain experts fully briefed on the potential impact of each type of bias on the AI system’s predictions?
      1.3.9. Was Datasheet prepared for the data processing stage

2. Algorithmic Transparency
   2.1. Model Selection
      2.1.1. Which ML model was used for predictions
      2.1.2. Why was this particular model chosen?
2.1.3. Was a Models Evaluation Report prepared: Was there any experimentation done with different machine learning models?

2.1.4. What are some common strengths and weaknesses of this model

2.1.5. In choosing the model were Transparency capabilities of the model taken into consideration

2.1.6. Is the model doing regression or classification (classification is considered comparatively less risky in terms of bias as we’re predicting a range rather than an exact value)

2.1.7. Is the model using any Explainable Artificial Intelligence (XAI) tools or providing explanations of the predictions

  2.1.7.1. If yes, which XAI tools are being used

  2.1.7.2. What are the strengths and weaknesses of these tools

  2.1.7.3. Was human in the loop trained regarding the limitations of these explanations or

2.1.8. Were any measures taken to address these limitations in autonomous AI systems

2.2. Model Training

  2.2.1. Which tools (like Python libraries) were used for training the models

  2.2.2. What hyperparameters were used for training the models

    2.2.2.1. Were these hyperparameters optimized?

    2.2.2.1.1. If yes, what techniques were used for hyperparameter optimization

  2.2.3. What was the percentage of training and test set?

  2.2.4. Was the distribution of features in training and test set similar

2.3. Model Verification

  2.3.1. How was the machine learning model audited. For example, what were the results of using counterfactuals etc

  2.3.2. Have you tested your model on a subset of sensitive variables data?

  2.3.3. Have you prepared a disclaimer document highlighting the exact contexts in which your model can be used

  2.3.4. Was a Model Card prepared for your models deployed in real-world?

3. Implementation Transparency

3.1. AI Deployment

  3.1.1. Have you tested an MVP of this AI system with potential real-world users

    3.1.1.1. Were the domain experts satisfied with the tool’s performance

    3.1.1.2. Will you share the details of this MVP testing with prospective clients

  3.1.2. Have you improved the tool based on that?

  3.1.3. Is there some form of visual signaling to indicate that a particular aspect of this AI system is work-in-progress, or are not perfect or have certain biases against these particular groups

3.2. AI Monitoring

  3.2.1. How will you be monitoring this AI system in the production

  3.2.2. What security and privacy measures were taken when deploying the AI system

  3.2.3. Have you prepared a Models Validation Report to document the tool’s performance in real-world with focus groups or the first few users

    3.2.3.1. Were the results up to expectation?

    3.2.3.1.1. If not, what changes were made in the AI system

    3.2.3.1.2. Were steps 3.2.3. onwards repeated unless the AI system reached expected results

3.3. AI Improvements

  3.3.1. How often are you planning on pushing the improved model to production

  3.3.2. Have you identified the lower limit below which the AI system needs attention or human intervention

  3.3.3. Have you identified the lower limit below which the AI system should stop working

  3.3.4. Have you completed registration or acquired endorsements (like completing conformity assessments) from regulators or other third parties, like registration on public EU database for high-risk AI systems

  3.3.5. Have you prepared the Factsheet for your AI tool
Figure 4 above maps the different types of stakeholders in terms of their technical background to the resources required to make an AI system transparent for that particular group. It shows how the requirements for transparency in AI products vary with the background of stakeholders. To make an AI system transparent for stakeholders with no technical background, like educators, AI companies need to invest significant resources and time.

Table 2: Three Tiers of Transparency

| Tiers | Description |
|-------|-------------|
| Tier 1 | An AI system is considered Transparent for AI researchers and practitioners if they know: |
|       | - The Machine Learning model used in the AI system |
|       | - Optimization techniques used, like cross-validation or bootstrapping |
|       | - Hyperparameter optimization techniques used |
|       | - Hyperparameter values used |
|       | - Any particular opensource software, libraries or packages used |
|       | - Detailed documentation of the data processing and engineering |
|       | - The trained parameters values |
| Tier 2 | An AI system is considered Transparent for ed-tech experts and enthusiasts if it has all the above details plus: |
|       | - Explanations implemented in the AI system show which factors played the most important role for a particular prediction |
|       | - The AI system has a human in the loop who understands the explanations |
|       | - Technical understanding of human-in-the-loop is known |
|       | - Accuracy metrics of the ML model used in the AI system are shared |
|       | - Information about the distribution of sensitive variables like gender, race, religion in the data is shared |
|       | - Details of different third-party tools used in the AI system are shared, like Google Translate for translations or IBM Watson for conversations |
|       | - Detailed documentation of the data used like datasheets and models used like model cards (the assumptions made in the AI development process and disclaimers on the contexts in which this AI system cannot be used) |
| Tier 3 | An AI system is considered Transparent for educators and parents if it has all the above details plus: |
|       | - The AI system has been thoroughly tested with sample users and their findings have been incorporated into the product development and training |
|       | - AI Explanations are implemented in the AI system in the form of sentences that are easily understandable by the general public with minimal technical jargon |
|       | - Human in the loop is fully responsible for final decision-making |
|       | - Human in the loop understands the weaknesses of the data used for training ML models |
|       | - Human in the loop can explain the workings of an AI system to users |
|       | - Human in the loop has a thorough understanding of when to rely on an AI system and when to avoid it |
|       | - Human in the loop receives a training session on: |
|       |  o How to use the AI system |
|       |  o What are its weaknesses |
|       |  o Where can it go wrong |
|       | - User Interface of the AI system takes account of the distribution of sensitive variables in the data. Predictions for under-represented groups illustrate more information about what the training data lacks about such groups that might skew the results for a particular individual |
|       | - Weaknesses of different third-party tools used in the AI system are shared, like Oromo spoken in Ethiopia can’t be translated correctly through google translate |
|       | - Carbon footprint of the energy used in training the models for the AI system is shared |

4.2 Emerging Themes of Feedback in Stakeholder Interviews

There were some themes that appeared across all the stakeholders from different groups, irrespective of their background. In contrast, there were some local themes that appeared consistently across all stakeholders from a particular group, with a specific background. For example, some themes emerged from educators with a minimal technical background but not from AI practitioners, or some themes appeared in conversations with ed-tech experts but not with AI practitioners.

a. The value of the proposed framework

Across all the groups, stakeholders thought that the framework was useful in enhancing their understanding of AI products and where these products can go wrong. Educators stated that the framework could help them
get a better understanding of AI-powered ed-tech products and the contexts in which they work best. Some educators who were currently evaluating ed-tech tools were very interested in using the framework as an auditing tool to get a better understanding of these products.

Ed-tech experts also viewed this framework as an auditing tool for evaluating the ed-tech products before they are deployed in schools. They relied on GDPR regulations to ensure data privacy but were not aware of any tools or frameworks for AI ethics that are applicable to education.

AI practitioners perceived the framework as a documentation tool to record all the details of the machine learning development pipelines of the AI products they build. AI ethics was a concern for them but their applications of AI ethics on products were mostly limited to explanations. From the interviews, it seemed this was the first time they were looking at transparency at a detailed level on every stage of the machine learning development pipeline.

b. Transparency of AI products is a relatively new phenomenon for stakeholders

For 17 out of the 18 stakeholders interviewed for this research, the conversation on transparency regarding ethical considerations in AI products was a relatively new phenomenon. Seven educators were using some form of ed-tech and AI products in schools, but ethical AI was a relatively new conversation for them. It seemed they were not aware of the adverse consequences of AI going wrong or not working as expected.

All eighteen interviewees, including most of the AI practitioners who build AI products did not perceive transparency in machine learning development pipelines the way it was being addressed by the proposed framework in this research. Ed-tech experts seemed to rely on government regulations for protection against AI mishaps. The issues with this approach were that firstly, there are no clear government regulations regarding the bias in AI systems or their malfunctioning, and secondly the government intervention may occur after the damage has been done.

c. Focus on Transparency and Ethics in AI products

The concept of making their AI implementations transparent throughout the machine learning development pipeline and sharing it with end-users was new to AI practitioners.

They made an interesting point regarding transparency in AI stating that they do not put in a lot of effort in making their AI products transparent because their clients (education institutions like schools) do not ask for it. This theme also emerged in our interviews with educators and ed-tech experts in schools: they were mostly not aware of the importance of transparency in the AI products they use in schools. Although one practitioner confirmed that in the past they have received questions from teachers when teachers noticed something strange, like why the tool is making this particular decision for this student.

All four AI practitioners that were interviewed claimed that they try to make their machine learning models explainable. They were not concerned about the understandability of those explanations by users. They focus on post-hoc explainability through tools like Lime (Ribeiro et al, 2016). But they have never received particular requests from educational institutions on explaining transparency to their AI products or sharing the details of their development process.

Ed-tech experts identified the importance of ed-tech and AI in ed-tech to enhance the learning outcomes for students. They are aware of the fact that AI powered ed-tech products reduce teacher workload is not backed by evidence. They claimed that AI in ed-tech is over-rated and not as impactful as some companies claim.

When asked about their concerns regarding AI going wrong and negatively impacting learning outcomes based on false information or wrong predictions, two contrasting themes emerged:

- Ed-tech experts relied on regulations like GDPR to take care of any such mishaps. Ed-tech companies operating within the EU need to make their products compliant with GDPR. They thought that GDPR would also take care of any ethical, accountability and transparency issues within AI along with data privacy and storage concerns
- Another theme that emerged in the discussions with ed-tech experts focused on AI hype in ed-tech products. They thought that ed-tech companies claiming to use AI in their products exaggerated the benefits of AI. According to them, any major breakthroughs in AI would require huge amounts of investment. These ed-tech experts were also aware of the importance of ethical AI in education. They claimed that the unintended consequences of AI in education are not as well documented as in other sectors. This poses more danger as most educators, and sometimes even ed-tech companies are not very well aware of where AI can go wrong in the context of education and the impact this can have on learners. It is important to note that the ed-tech experts with these beliefs thought that there might have been mishaps in AI in education, but they are not very well documented.
For educators, transparency in AI was a new phenomenon. They were excited about trying new ed-tech and AI products in their schools and evaluating their impact on learning outcomes, but mostly did not seem concerned about AI’s negative consequences. Though most of them were not tech savvy, they understood the purpose of this research’s framework and how it could be useful in their contexts.

For all nine educators interviewed, this was the first time they were having conversations on ethical AI and what kind of documentation or precautionary measures to expect from companies applying AI in education. It seemed they never had these conversations with their ed-tech providers earlier. A theme that was also confirmed by an AI practitioner leading a data science team at one of the biggest ed-tech companies in the world.

**d. Feedback and Recommendations to Improve the Framework**

AI practitioners were the most important group in terms of providing feedback to improve the framework. For example, they recommended adding a brief summary of each type of bias that can exist in a machine learning development pipeline. They also advised adding another clause regarding open-sourcing or publicly sharing the development code that was used to build the product. This would enable any watchdog or AI auditing group to replicate the results of that AI product and identify gaps.

AI practitioners showed the most interest in the details of the framework, especially the data processing stage. AI practitioners requested to view a copy of this framework and showed interest in using this research in their projects when it is published.

Most educators wanted to have follow-up conversations on the framework. They wanted to discuss it with their colleagues and incorporate some of the questions in teacher training sessions to enhance their understanding of AI products before they are used in classrooms. From the conversations, it seemed that the framework helped educators in identifying a gap in their current auditing process for AI-powered ed-tech products before they are deployed in schools.

Some educators also requested to view a copy of the framework to give feedback. One educator pointed out that the Transparency for Tier 3 users (general public: teachers, students and parents) ‘is too esoteric and more linked to their perceived outcomes’. Based on their feedback, a separate version of the framework was prepared specifically for schools. This version of the framework will have definitions of all the technical terms like different types of bias.

Another educator requested that the language used in the framework needs to be ‘explicated/simplified for ease of access’.

AI practitioners were also the most active group in terms of giving recommendations on how the framework could be improved. Most of their suggestions were accepted and the final version of the framework has been presented above.

5. **DISCUSSION**

For AI systems deployed in educational contexts, it’s very important to thoroughly document the data they are trained on because this training data plays a significant role in the kind of contexts that an AI system would work expectedly. The Transparency Index framework provides different aspects of the data processing stage that AI practitioners need to document. For ML modelling, the details of the models used for decision-making can be documented and shared. To take this one step further, the ed-tech companies developing AI-powered products can also choose to publicly share the code that their AI practitioners and data scientists write. This can enable reproducible research and contribute to the tech community working on AIED.

Some might argue that steps like making the code of AI implementations public through GitHub or other tools is not very helpful for the general public or Tier 3 users mentioned in the framework. But, such steps help the tier 3 users indirectly. This has both a push and a pull factor for AI practitioners as they know their work (code) will be visible to the public in future which reinstates the need to work towards the public good (Elster; 1998; Chambers, 2004; Chambers 2005; Naurin, 2007). It also means that practitioners know they can be held accountable for their work.

One of the themes that emerged across all three stakeholders of AI in education, including educators, ed-tech experts and AI practitioners focused on how all the groups found transparency through the Transparency Index framework useful. Educators as the users of AI-powered ed-tech products and AI practitioners as developers and providers of AI systems in education believed transparency helped them in understanding their products better. But some researchers have also argued against complete transparency like Zarski (2016), Lepri et al (2017), De Laat (2018) and Carabantes (2019). Complete transparency like making the code of an AI tool public can hinder innovation as companies will be sharing the secret sauce that makes AI work in certain contexts and provides them with a competitive edge over others.
Another problem with complete transparency as shown in the Transparency Index framework is that it can potentially lead to information overload for stakeholders (Eppler and Mengis, 2004) or transparency paradox (Richards and King, 2013). Sharing everything with the stakeholders can potentially confuse them and make it more difficult for them to find the relevant information (Stohl et al, 2016). Some researchers like Heald (2006) have used the term ‘transparency illusion’ to illustrate this phenomenon. AI-powered ed-tech companies for teachers face this risk as teachers in a classroom setting can be easily overloaded with too much information on their dashboards (Bull et al, 2013; Greller and Drechsler, 2012). In such scenarios it can be argued that the ed-tech company developing an AI product can implement the different components of the Transparency Index framework for all three stages of the AI tool development process but can avoid sharing all this information with end-users or third parties.

Luckin et al (2006) have illustrated the importance of human-centered design in developing educational systems that are fit for use. They highlight the importance of iterative improvements in building such educational systems. Considering the risks involved, this particularly holds true for AI systems in education. It is very important to thoroughly test these systems with sample users before deploying them at scale. Different components of the ‘Implementation Transparency’ section in the Transparency Index framework tend to address these concerns.

It can be argued that many times users may not even know what information they need. What is useful for them, what kind of impact lack of transparency can have on them or what is too much transparency for them that leads to cognitive overload. This is especially the case for tier 3 users who are not tech experts and do not know exactly what kind of information from the entire AI tool’s development pipeline will be useful for them. This is also shown in the findings of this study that educators who are also tier 3 users (according to the framework) have mostly never had conversations on ethical AI and/or transparency in AI before. AI practitioners also confirmed this by saying that they have never received requests for transparency or concerns about ethical aspects of AI in product development from their clients (educators).

A counterpoint to the above argument is that even if sharing the development details of an AI tool leads to cognitive overload, this does not mean that ed-tech companies should stop making such information public at all. End-users of an AI tool do not necessarily need to know or understand every detail of an AI implementation, but this belief in AI practitioners that they need to share every decision and assumption made during the tool’s development can act as a strong precautionary measure for them to double-check these decisions, leading to more robust development processes. These checks and balances can also prevent mistakes that lead to controversial results and can be harmful to the ed-tech company’s image.

The criticisms on transparency are mostly directed at the information that is shared with end-users. If the focus is on the question of ‘transparency for whom’ and the transparency measures to be taken by ed-tech companies when developing AI are treated separately from the information that they need to share with various stakeholders of education, then it can be noticed that the above critique is mostly directed at the information shared with end-users, not the measures to be taken by ed-tech companies. For example, the autopilots working in cars are powered by state-of-the-art image recognition algorithms trained on vast amounts of data (Hirz and Walzel; 2018). When drivers are using the autopilots, they do not necessarily want to know the details of how AI is making every decision or identifying different road signals etc. They need to know when not to trust the AI system, for example during heavy rainfall etc. But, if the company developing this software does not feel the need to share the details of their AI system with end-users, it does not imply that they should ignore the transparency considerations while developing that AI system. Transparency may lead to more robust and well-documented AI systems. Therefore, the documentation of the decisions taken, and assumptions made during the AI tool development process can be valuable for the company itself (Madaio et al, 2020).

Cognitive overload in the context of transparency is caused by sharing too much information with the users of an AI system (Kirsh, 2000) like teachers, headteachers and learners. There are a number of ways in which cognitive overload for such users can be avoided without compromising on the principles of transparency. For example, despite the documentation of the entire AI tool’s development pipeline only relevant information can be shared with the stakeholders. If this information is too much, it can be shared over a period of time or made available to stakeholders and left at their discretion to access it as and when needed. For example, Cukurova et al (2019) have presented a framework for evidence-informed educational technology where ed-tech companies work closely with researchers and educators to ensure the efficacy of the products they build. Evidence may not always be fed into stakeholders, but should be available, when/if a practitioner requests to have access to it. Similarly, for safety in AI systems, a participatory design methodology where ed-tech companies closely work with the prospective users of their AI offering to understand their needs is necessary (Luckin et al, 2011).

6. LIMITATIONS AND FUTURE WORK

In future, the Transparency Index framework for education proposed in this research can be further developed into a scoring system to evaluate AI-powered ed-tech products. This system could act as an indicator regarding the steps that an ed-tech company developing an AI-powered product has taken to ensure ethical AI development.
Future work on transparency in AI can also focus on how the Transparency Index framework proposed in this research can be adopted in other industries like healthcare, financial services or judiciary. It would be interesting to note the changes that the framework goes through across different sectors.

One of the limitations of the framework is that it was evaluated with different stakeholders of AI in education only within the United Kingdom. It is possible for the framework to not work as effectively in other locations like Asia and North America with different regulations on personal data collection, where adoption of AI and ed-tech in schools is not the same as in the UK and the curriculum and culture of schools vary significantly.

7. CONCLUSION

The Transparency Index framework proposed in this research integrates the popular frameworks of ethical AI like Datasheets, Model Cards and Factsheets into one coherent framework that addresses the whole AI product development timeline for Educational Technology interventions. We contextualize these tools in a single framework for their applicability in educational contexts and validate these modifications through interviews with various stakeholders of AI in education.

The Transparency Index is a comprehensive framework to evaluate, audit and analyze the effectiveness of AI systems in education. It can be utilized by different stakeholders of AI in education including educators, teachers, learners, ed-tech experts, executive leaders and AI practitioners developing ed-tech products. Educators can utilize this framework to evaluate the AI-powered ed-tech being used in their schools. AI practitioners can use this as a checklist to document the robustness of their AI development processes and ed-tech experts can use the Transparency Index framework as an auditing tool before recommending an AI-powered ed-tech product.

Recently, there has been significant research work on developing checklists and frameworks for ethical AI. This research takes it forward by proposing a robust framework for transparency in AI systems applied in education. It shows how AI practitioners and ed-tech companies developing AI-powered products can make sense of the measures they take to ensure ethical AI for different tiers of stakeholders. It also highlights the importance of Transparency for companies to develop robust and ethical AI development pipelines and for stakeholders to get a better understanding of how the AI systems that impact them actually work.
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