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CONVERGENCE AND DYNAMICAL BEHAVIOR OF THE ADAM ALGORITHM FOR NON-CONVEX STOCHASTIC OPTIMIZATION

ANAS BARAKAT AND PASCAL BIANCHI ∗

Abstract. Adam is a popular variant of stochastic gradient descent for finding a local minimizer of a function. In the constant stepsize regime, assuming that the objective function is differentiable and non-convex, we establish the convergence in the long run of the iterates to a stationary point under a stability condition. The key ingredient is the introduction of a continuous-time version of Adam, under the form of a non-autonomous ordinary differential equation. This continuous-time system is a relevant approximation of the Adam iterates, in the sense that the interpolated Adam process converges weakly towards the solution to the ODE. The existence and the uniqueness of the solution are established. We further show the convergence of the solution towards the critical points of the objective function and quantify its convergence rate under a Łojasiewicz assumption. Then, we introduce a novel decreasing stepsize version of Adam. Under mild assumptions, it is shown that the iterates are almost surely bounded and converge almost surely to critical points of the objective function. Finally, we analyze the fluctuations of the algorithm by means of a conditional central limit theorem.
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1. Introduction. Consider the problem of finding a local minimizer of the expectation $F(x) := \mathbb{E}(f(x, \xi))$ w.r.t. $x \in \mathbb{R}^d$, where $f(\cdot, \xi)$ is a possibly non-convex function depending on some random variable $\xi$. The distribution of $\xi$ is assumed unknown, but revealed online by the observation of iid copies $(\xi_n : n \geq 1)$ of the r.v. $\xi$. Stochastic gradient descent (SGD) is the most classical algorithm to search for such a minimizer. Variants of SGD which include an inertial term have also become very popular. In these methods, the update rule depends on a parameter called the learning rate, which is generally assumed constant or vanishing. These algorithms, although widely used, have at least two limitations. First, the choice of the learning rate is generally difficult; large learning rates result in large fluctuations of the estimate, whereas small learning rates induce slow convergence. Second, a common learning rate is used for every coordinate despite the possible discrepancies in the values of the gradient vector’s coordinates.

To alleviate these limitations, the popular Adam algorithm [18] adjusts the learning rate coordinate-wise, as a function of the past values of the squared gradient vectors’ coordinates. The algorithm thus combines the assets of inertial methods with an adaptive per-coordinate learning rate selection. Finally, the algorithm includes a so-called bias correction step. Acting on the current estimate of the gradient vector, this step is especially useful during the early iterations.

Despite the growing popularity of the algorithm, only few works investigate its behavior from a theoretical point of view (see the discussion in Section 6). The present paper studies the convergence of Adam from a dynamical system viewpoint.

Contributions
- We introduce a continuous-time version of the Adam algorithm under the form of a non-autonomous ordinary differential equation (ODE). Building on the existence of an explicit Lyapunov function for the ODE, we show the existence of a unique
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global solution to the ODE. This first result turns out to be non-trivial due to the
ingularity of the vector field. We then establish the convergence of the continuous-
time ADAM trajectory to the set of critical points of the objective function $F$. The
proposed continuous-time version of ADAM provides useful insights on the effect of
the bias correction step. It is shown that, close to the origin, the objective func-
tion $F$ is non-increasing along the ADAM trajectory, suggesting that early iterations
of ADAM can only improve the initial guess.

• Under a Łojasiewicz-type condition, we prove that the solution to the ODE con-
verges to a single critical point of the objective function $F$. We provide convergence
rates in this case.

• In discrete time, we first analyze the ADAM iterates in the constant stepsize
regime as originally introduced in [18]. In this work, it is shown that the discrete-time
ADAM iterates shadow the behavior of the non-autonomous ODE in the asym-
ptotic regime where the stepsize parameter $\gamma$ of ADAM is small. More precisely,
we consider the interpolated process $z^\gamma(t)$ which consists of a piecewise linear interpo-
lation of the ADAM iterates. The random process $z^\gamma$ is indexed by the parameter $\gamma$,
which is assumed constant during the whole run of the algorithm. In the space of
continuous functions on $[0, +\infty)$ equipped with the topology of uniform convergence
on compact sets, we establish that $z^\gamma$ converges in probability to the solution to
the non-autonomous ODE when $\gamma$ tends to zero.

• Under a stability condition, we prove the asymptotic ergodic convergence of the
probability of the discrete-time ADAM iterates to approach the set of critical points
of the objective function in the doubly asymptotic regime where $n \to \infty$ then $\gamma \to 0$.

• Beyond the original constant stepsize ADAM, we propose a decreasing stepsize
version of the algorithm. We provide sufficient conditions ensuring the stability
and the almost sure convergence of the iterates towards the critical points of the
objective function.

• We establish a convergence rate of the stochastic iterates of the decreasing stepsize
algorithm under the form of a conditional central limit theorem.

We claim that our analysis can be easily extended to other adaptive algorithms such
as e.g. RMSProp or AdaGrad [23, 12] and AMSGrad (see Section 6).

The paper is organized as follows. In Section 2, we present the ADAM algorithm
and the main assumptions. Our main results are stated in Sections 3 to 5. We provide
a review of related works in Section 6. The rest of the paper addresses the proofs of
our results (Sections 7 to 9).

Notations. If $x, y$ are two vectors on $\mathbb{R}^d$ for some $d \geq 1$, we denote by $x \odot y$, $x \odot 2$, $x/y$, $|x|$, $\sqrt{|x|}$ the vectors on $\mathbb{R}^d$ whose $i$-th coordinates are respectively given by
$x_i y_i$, $x_i^2$, $x_i/y_i$, $|x_i|$, $\sqrt{|x_i|}$. Inequalities of the form $x \leq y$ are read componentwise.

Denote by $\| \cdot \|$ the standard Euclidean norm. For any vector $v \in (0, +\infty)^d$, write
$\|x\|_v^2 = \sum_i v_i x_i^2$. Notation $A^T$ represents the transpose of a matrix $A$. If $z \in \mathbb{R}^d$ and $A$
is a non-empty subset of $\mathbb{R}^d$, we use the notation $d(z, A) := \inf \{ \|z - z'\| : z' \in A \}$. If $A$
is a set, we denote by $1_A$ the function equal to one on that set and to zero elsewhere.

We denote by $C([0, +\infty), \mathbb{R}^d)$ the space of continuous functions from $[0, +\infty)$ to $\mathbb{R}^d$
edowed with the topology of uniform convergence on compact intervals.

2. The ADAM Algorithm.

2.1. Algorithm and Assumptions. Let $(\Omega, \mathcal{F}, P)$ be a probability space, and
let $(\Xi, \mathcal{G})$ denote an other measurable space. Consider a measurable map $f : \mathbb{R}^d \times
Algorithm 2.1 ADAM($\gamma, \alpha, \beta, \varepsilon$).

Initialization: $x_0 \in \mathbb{R}^d$, $m_0 = 0$, $v_0 = 0$.

for $n = 1$ to $n_{\text{iter}}$ do
  
  $m_n = \alpha m_{n-1} + (1 - \alpha)\nabla f(x_{n-1}, \xi_n)$
  
  $v_n = \beta v_{n-1} + (1 - \beta)\nabla f(x_{n-1}, \xi_n)^{\odot 2}$
  
  $\hat{m}_n = m_n / (1 - \alpha^n)$ \{bias correction step\}
  
  $\hat{v}_n = v_n / (1 - \beta^n)$ \{bias correction step\}
  
  $x_n = x_{n-1} - \gamma \hat{m}_n / (\varepsilon + \sqrt{\hat{v}_n})$.

end for

$\Xi \to \mathbb{R}$, where $d$ is an integer. For a fixed value of $\xi$, the mapping $x \mapsto f(x, \xi)$ is supposed to be differentiable, and its gradient w.r.t. $x$ is denoted by $\nabla f(x, \xi)$. Define $\mathcal{Z} := \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d$, $\mathcal{Z}^+ := \mathbb{R}^d \times \mathbb{R}^d \times [0, +\infty)^d$ and $\mathcal{Z}^+_d := \mathbb{R}^d \times \mathbb{R}^d \times (0, +\infty)^d$. ADAM generates a sequence $z_n := (x_n, m_n, v_n)$ on $\mathcal{Z}^+$ given by Algorithm 2.1. It satisfies: $z_n = T_{\gamma, \alpha, \beta}(n, z_{n-1}, \xi)$, for every $n \geq 1$, where for every $z = (x, m, v)$ in $\mathcal{Z}^+$, $\xi \in \Xi$,

\[
T_{\gamma, \alpha, \beta}(n, z, \xi) := \left( x - \frac{\gamma (1 - \alpha^n) - (m + (1 - \alpha)\nabla f(x, \xi))}{\alpha m + (1 - \alpha)\nabla f(x, \xi)^{\odot 2}}, v + (1 - \beta)\nabla f(x, \xi)^{\odot 2} \right).
\]

Remark 2.1. The iterates $z_n$ form a non-homogeneous Markov chain, because $T_{\gamma, \alpha, \beta}(n, z, \xi)$ depends on $n$. This is due to the so-called debiasing step, which consists of replacing $m_n, v_n$ in Algorithm 2.1 by their “debiased” versions $\hat{m}_n, \hat{v}_n$. The motivation becomes clear when expanding the expression:

\[
\hat{m}_n = \frac{m_n}{1 - \alpha^n} = \frac{1 - \alpha}{1 - \alpha^n} \sum_{k=0}^{n-1} \alpha^k \nabla f(x_k, \xi_{k+1}).
\]

From this equation, it is observed that, $\hat{m}_n$ forms a convex combination of the past gradients. This is unlike $m_n$, which may be small during the first iterations.

Assumption 2.2. The mapping $f : \mathbb{R}^d \times \Xi \to \mathbb{R}$ satisfies the following,

i) For every $x \in \mathbb{R}^d$, $f(x, \cdot)$ is $\mathcal{G}$-measurable.

ii) For almost every $\xi$, the map $f(\cdot, \xi)$ is continuously differentiable.

iii) There exists $x_0 \in \mathbb{R}^d$ s.t. $\mathbb{E}(f(x_0, \xi)) < \infty$ and $\mathbb{E}(\|\nabla f(x_0, \xi)\|^2) < \infty$.

iv) For every compact subset $K \subset \mathbb{R}^d$, there exists $L_K > 0$ such that for every $(x, y) \in K^2$, $\mathbb{E}(\|\nabla f(x, \xi) - \nabla f(y, \xi)\|^2) \leq L_K^2 \|x - y\|^2$.

Under Assumption 2.2, it is an easy exercise to show that the mappings $F : \mathbb{R}^d \to \mathbb{R}$ and $S : \mathbb{R}^d \to \mathbb{R}^d$, given by:

\[
F(x) := \mathbb{E}(f(x, \xi)) \quad \text{and} \quad S(x) := \mathbb{E}(\nabla f(x, \xi)^{\odot 2})
\]

are well defined; $F$ is continuously differentiable and by Lebesgue’s dominated convergence theorem, $\nabla F(x) = \mathbb{E}(\nabla f(x, \xi))$ for all $x$. Moreover, $\nabla F$ and $S$ are locally Lipschitz continuous.

Assumption 2.3. $F$ is coercive.

Assumption 2.4. For every $x \in \mathbb{R}^d$, $S(x) > 0$.

It follows from our assumptions that the set of critical points of $F$, denoted by

\[
S := \nabla F^{-1}(\{0\}),
\]
is non-empty. Assumption 2.4 means that there is no point \( x \in \mathbb{R}^d \) satisfying \( \nabla f(x, \xi) = 0 \) with probability one (w.p.1). This is a mild hypothesis in practice.

2.2. Asymptotic Regime. We address the constant stepsize regime, where \( \gamma \) is fixed along the iterations (the default value recommended in [18] is \( \gamma = 0.001 \)). As opposed to the decreasing stepsize context, the sequence \( z_\gamma^n := z_n \) cannot in general converge as \( n \) tends to infinity, in an almost sure sense. Instead, we investigate the asymptotic behavior of the family of processes \( \{n \mapsto z_\gamma^n\}_{\gamma > 0} \) indexed by \( \gamma \), in the regime where \( \gamma \to 0 \). We use the so-called ODE method (see e.g. [5]). The interpolated process \( z^\gamma \) is the piecewise linear function defined on \([0, +\infty) \to \mathbb{Z}_+\) for all \( t \in [n\gamma, (n + 1)\gamma) \) by:

\[
(2.3) \quad z^\gamma(t) := z_n^\gamma + (z_{n+1}^\gamma - z_n^\gamma) \left( \frac{t - n\gamma}{\gamma} \right).
\]

We establish the convergence in probability of the family of random processes \( \{z^\gamma\}_{\gamma > 0} \) as \( \gamma \) tends to zero, towards a deterministic continuous-time system defined by an ODE. The latter ODE, which we provide below at Eq.

3. Continuous-Time System.

3.1. Ordinary Differential Equation. In order to gain insight into the behavior of the sequence \( \{z_\gamma^n\} \) defined by (2.5), it is convenient to rewrite the ADAM iterations under the following equivalent form, for every \( n \geq 1 \):

\[
(3.1) \quad z_n^\gamma = z_{n-1}^\gamma + \gamma h_\gamma(n, z_{n-1}^\gamma) + \gamma \Delta_n^\gamma,
\]

where we define for every \( \gamma > 0, z \in \mathbb{Z}_+ \),

\[
(3.2) \quad h_\gamma(n, z) := \gamma^{-1} \mathbb{E}(T_{\gamma, \bar{\alpha}(\gamma), \bar{\beta}(\gamma)}(n, z, \xi) - z),
\]

\[
\bar{\alpha}(\gamma) := \lim_{\gamma \to 0} \frac{1 - \tilde{\alpha}(\gamma)}{\gamma}, \quad \bar{\beta}(\gamma) := \lim_{\gamma \to 0} \frac{1 - \tilde{\beta}(\gamma)}{\gamma}.
\]

Moreover, \( a > 0, b > 0 \), and the following condition holds: \( b \leq 4a \).

Note that the condition \( b \leq 4a \) is compatible with the default settings recommended by [18]. In our model, we shall now replace the map \( T_{\gamma, \alpha, \beta} \) by \( T_{\gamma, \bar{\alpha}(\gamma), \bar{\beta}(\gamma)} \). Let \( x_0 \in \mathbb{R}^d \) be fixed. For any fixed \( \gamma > 0 \), we define the sequence \( \{z_\gamma^n\} \) generated by ADAM with a fixed stepsize \( \gamma > 0 \):

\[
(2.5) \quad z_0^\gamma := T_{\gamma, \bar{\alpha}(\gamma), \bar{\beta}(\gamma)}(n, z_{n-1}^\gamma, \xi_n),
\]

the initialization being chosen as \( z_0^\gamma = (x_0, 0, 0) \).
and where $\Delta_n^{\gamma} := \gamma^{-1}(z_n^\gamma - z_{n-1}^\gamma) - h_{\gamma}(n, z_{n-1}^\gamma)$. Note that $(\Delta_n^{\gamma})$ is a martingale increment noise sequence in the sense that $\mathbb{E}(\Delta_n^{\gamma} | \mathcal{F}_{n-1}) = 0$ for all $n \geq 1$, where $\mathcal{F}_n$ stands for the $\sigma$-algebra generated by the r.v. $\xi_1, \ldots, \xi_n$. Define the map $h : (0, +\infty) \times \mathbb{Z}_+ \to \mathbb{Z}$ for all $t > 0$, all $z = (x, m, v)$ in $\mathbb{Z}_+$ by:

$$
(3.3) \quad h(t, z) = \left(\begin{array}{c}
-\frac{(1-e^{-at})^{-1}m}{b(v)} \\
\frac{a(\nabla F(x) - m)}{b(S(x) - v)}
\end{array}\right),
$$

where $a,b$ are the constants defined in Assumption 2.5. We prove that, for any fixed $(t, z)$, the quantity $h(t, z)$ coincides with the limit of $h_{\gamma}(t/\gamma, z)$ as $\gamma \downarrow 0$. This remark along with Eq. (3.1) suggests that, as $\gamma \downarrow 0$, the interpolated process $z'$ shadows the non-autonomous differential equation

$$
(\text{ODE}) \quad \dot{z}(t) = h(t, z(t)).
$$

### 3.2. Existence, Uniqueness, Convergence.

Since $h(\cdot, z)$ is non-continuous at point zero for a fixed $z \in \mathbb{Z}_+$, and since $h(t, \cdot)$ is not locally Lipschitz continuous for a fixed $t > 0$, the existence and uniqueness of the solution to (ODE) do not stem directly from off-the-shelf theorems.

Let $x_0$ be fixed. A continuous map $z : [0, +\infty) \to \mathbb{Z}_+$ is said to be a global solution to (ODE) with initial condition $(x_0, 0, 0)$ if $z$ is continuously differentiable on $(0, +\infty)$, if Eq. (ODE) holds for all $t > 0$, and if $z(0) = (x_0, 0, 0)$.

**Theorem 3.1 (Existence and uniqueness).** Let Assumptions 2.2 to 2.5 hold true. There exists a unique global solution $z : [0, +\infty) \to \mathbb{Z}_+$ to (ODE) with initial condition $(x_0, 0, 0)$. Moreover, $z([0, +\infty))$ is a bounded subset of $\mathbb{Z}_+$.

On the other hand, we note that a solution may not exist for an initial point $(x_0, m_0, v_0)$ with arbitrary (non-zero) values of $m_0, v_0$.

**Theorem 3.2 (Convergence).** Let Assumptions 2.2 to 2.5 hold true. Assume that $F(S)$ has an empty interior. Let $z : t \mapsto (x(t), m(t), v(t))$ be the global solution to (ODE) with the initial condition $(x_0, 0, 0)$. Then, the set $S$ is non-empty and $\lim_{t \to \infty} d(x(t), S) = 0$, $\lim_{t \to \infty} m(t) = 0$, $\lim_{t \to \infty} S(x(t)) - v(t) = 0$.

**Lyapunov function.** The proof of Th. 3.1 relies on the existence of a Lyapunov function for the non-autonomous equation (ODE). Define $V : (0, +\infty) \times \mathbb{Z}_+ \to \mathbb{R}$ by

$$
(3.4) \quad V(t, z) := F(x) + \frac{1}{2} \|m\|^2_{U(t, v)^{-1}},
$$

for every $t > 0$ and every $z = (x, m, v)$ in $\mathbb{Z}_+$, where $U : (0, +\infty) \times [0, +\infty)^d \to \mathbb{R}^d$ is the map given by:

$$
(3.5) \quad U(t, v) := a(1-e^{-at}) \left(\varepsilon + \sqrt{\frac{v}{1-e^{-at}}}\right).
$$

Then, $t \mapsto V(t, z(t))$ is decreasing if $z(\cdot)$ is the global solution to (ODE).

**Cost decrease at the origin.** As $F$ itself is not a Lyapunov function for (ODE), there is no guarantee that $F(x(t))$ is decreasing w.r.t. $t$. Nevertheless, the statement holds at the origin. Indeed, it can be shown that $\lim_{t \to 0} V(t, z(t)) = F(x_0)$ (see Prop. 7.6). As a consequence,

$$
(3.6) \quad \forall t \geq 0, \quad F(x(t)) \leq F(x_0).
$$
In other words, the (continuous-time) ADAM procedure can only improve the initial guess \( x_0 \). This is the consequence of the so-called bias correction steps in ADAM (see Algorithm 2.1). If these debiasing steps were deleted in the ADAM iterations, the early stages of the algorithm could degrade the initial estimate \( x_0 \).

**Derivatives at the origin.** The proof of Th. 3.1 reveals that the initial derivative is given by \( \dot{x}(0) = -\nabla F(x_0) / (\varepsilon + \sqrt{S(x_0)}) \) (see Lemma 7.3). In the absence of debiasing steps, the initial derivative \( \dot{x}(0) \) would be a function of the initial parameters \( m_0, v_0 \), and the user would be required to tune these hyperparameters. No such tuning is required thanks to the debiasing step. When \( \varepsilon \) is small and when the variance of \( \nabla f(x_0, \xi) \) is small (i.e., \( S(x_0) \approx \nabla F(x_0)^2 \)), the initial derivative \( \dot{x}(0) \) is approximately equal to \( -\nabla F(x_0) / |\nabla F(x_0)| \). This suggests that in the early stages of the algorithm, the ADAM iterations are comparable to the sign variant of the gradient descent, the properties of which were discussed in previous works, see [3].

### 3.3. Convergence rates.

In this paragraph, we establish the convergence to a single critical point of \( F \) and quantify the convergence rate, using the following assumption [19].

**Assumption 3.3** (Łojasiewicz property). For any \( x^* \in \mathcal{S} \), there exist \( c > 0, \sigma > 0 \) and \( \theta \in (0, \frac{1}{2}] \) s.t.

\[
\forall x \in \mathbb{R}^d \ s.t. \ |x - x^*| \leq \sigma, \quad \|\nabla F(x)\| \geq c|F(x) - F(x^*)|^{1-\theta}.
\]

Assumption 3.3 holds for real-analytic functions and semialgebraic functions. We refer to [16, 1, 7] for a discussion and a review of applications. We will call any \( \theta \) satisfying (3.7) for some \( c, \sigma > 0 \), as a Łojasiewicz exponent of \( f \) at \( x^* \). The next result establishes the convergence of the function \( x(t) \) generated by the ODE to a single critical point of \( f \), and provides the convergence rate as a function of the Łojasiewicz exponent of \( f \) at this critical point. The proof is provided in subsection 7.4.

**Theorem 3.4.** Let Assumptions 2.2 to 2.5 and 3.3 hold true. Assume that \( F(\mathcal{S}) \) has an empty interior. Let \( x_0 \in \mathbb{R}^d \) and let \( z : t \mapsto (x(t), m(t), v(t)) \) be the global solution to (ODE) with initial condition \((x_0, 0, 0)\). Then, there exists \( x^* \in \mathcal{S} \) such that \( x(t) \) converges to \( x^* \) as \( t \to +\infty \).

Moreover, if \( \theta \in (0, \frac{1}{2}] \) is a Łojasiewicz exponent of \( f \) at \( x^* \), there exists a constant \( C > 0 \) s.t. for all \( t \geq 0 \),

\[
\|x(t) - x^*\| \leq Ct^{-\frac{\theta}{1-\theta}}, \quad \text{if } 0 < \theta < \frac{1}{2},
\]

\[
\|x(t) - x^*\| \leq Ce^{-\delta t}, \quad \text{for some } \delta > 0 \text{ if } \theta = \frac{1}{2}.
\]

4. **Discrete-Time System: Convergence of ADAM.**

**Assumption 4.1.** The sequence \((\xi_n : n \geq 1)\) is iid, with the same distribution as \( \xi \).

**Assumption 4.2.** Let \( p > 0 \). Assume either one of the following conditions.

1) For every compact set \( K \subset \mathbb{R}^d \), \( \sup_{x \in K} E(|\nabla f(x, \xi)|^p) < \infty \).

2) For every compact set \( K \subset \mathbb{R}^d \), \( \exists p_K > p, \sup_{x \in K} E(|\nabla f(x, \xi)|^{p_K}) < \infty \).

The value of \( p \) will be specified in the sequel, in the statement of the results. Clearly, Assumption 4.2 ii) is stronger than Assumption 4.2 i). We shall use either the latter or the former in our statements.

**Theorem 4.3.** Let Assumptions 2.2 to 2.5 and 4.1 hold true. Let Assumption 4.2 ii) hold with \( p = 2 \). Consider \( x_0 \in \mathbb{R}^d \). For every \( \gamma > 0 \), let \((z_n^\gamma : n \in \mathbb{N})\) be
the random sequence defined by the ADAM iterations \((2.5)\) and \(z_0^n = (x_0, 0, 0)\). Let \(z^\gamma\) be the corresponding interpolated process defined by Eq. \((2.3)\). Finally, let \(z\) denote the unique global solution to \((\text{ODE})\) issued from \((x_0, 0, 0)\). Then,

\[
\forall T > 0, \forall \delta > 0, \lim_{\gamma \downarrow 0} \mathbb{P} \left( \sup_{t \in [0, T]} \|z^\gamma(t) - z(t)\| > \delta \right) = 0.
\]

Recall that a family of r.v. \((X_\alpha)_{\alpha \in I}\) is called bounded in probability, or tight, if for every \(\delta > 0\), there exists a compact set \(K\) s.t. \(\mathbb{P}(X_\alpha \in K) \geq 1 - \delta\) for every \(\alpha \in I\).

**Assumption 4.4.** There exists \(\gamma_0 > 0\) s.t. the family of r.v. \((z^n_\gamma : n \in \mathbb{N}, 0 < \gamma < \gamma_0)\) is bounded in probability.

**Theorem 4.5.** Consider \(x_0 \in \mathbb{R}^d\). For every \(\gamma > 0\), let \((z^n_\gamma : n \in \mathbb{N})\) be the random sequence defined by the ADAM iterations \((2.5)\) and \(z_0^n = (x_0, 0, 0)\). Let Assumptions 2.2 to 2.5, 4.1 and 4.4 hold. Let Assumption 4.2 ii) hold with \(p = 2\). Then, for every \(\delta > 0\),

\[
(4.1) \quad \lim_{\gamma \downarrow 0} \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \mathbb{P}(d(x_k^n, S) > \delta) = 0.
\]

**Convergence in the long run.** When the stepsize \(\gamma\) is constant, the sequence \((x^n_\gamma)\) cannot converge in the almost sure sense as \(n \to \infty\). Convergence may only hold in the doubly asymptotic regime where \(n \to \infty\) then \(\gamma \to 0\).

**Randomization.** For every \(n\), consider a r.v. \(N_n\) uniformly distributed on \([1, \ldots, n]\). Define \(\tilde{x}_n^n = x_{N_n}^\gamma\). We obtain from Th. 4.5 that for every \(\delta > 0\),

\[
\lim_{n \to \infty} \sup_{\gamma \downarrow 0} \mathbb{P}(d(\tilde{x}_n^n, S) > \delta) \longrightarrow 0.
\]

**Relationship between discrete and continuous time ADAM.** Th. 4.3 means that the family of random processes \((x^\gamma : \gamma > 0)\) converges in probability as \(\gamma \downarrow 0\) towards the unique solution to \((\text{ODE})\) issued from \((x_0, 0, 0)\). This motivates the fact that the non-autonomous system \((\text{ODE})\) is a relevant approximation to the behavior of the iterates \((z^n_\gamma : n \in \mathbb{N})\) for a small value of the stepsize \(\gamma\).

**Stability.** Assumption 4.4 ensures that the iterates \(z^n_\gamma\) do not explode in the long run. A sufficient condition is for instance that \(\sup_{n, \gamma} \mathbb{E}\|z^n_\gamma\| < \infty\). In theory, this assumption can be difficult to verify. Nevertheless, in practice, a projection step on a compact set can be introduced to ensure the boundedness of the estimates.

### 5. A Decreasing Stepsize ADAM Algorithm.

#### 5.1. Algorithm.

ADAM inherently uses constant stepsizes. Consequently, the iterates \((2.5)\) do not converge in the almost sure sense. In order to achieve convergence, we introduce in this section a decreasing stepsize version of ADAM. The iterations are given in Algorithm 5.1. The algorithm generates a sequence \(z_n = (x_n, m_n, v_n)\) with initial point \(z_0 = (x_0, 0, 0)\), where \(x_0 \in \mathbb{R}^d\). Apart from the fact that the hyperparameters \((\gamma_n, \alpha_n, \beta_n)\) now depend on \(n\), the main difference w.r.t Algorithm 2.1 lies in the expression of the debiasing step. As noted in Remark 2.1, the aim is to rescale \(m_n\) (resp. \(v_n\)) in such a way that the rescaled version \(\hat{m}_n\) (resp. \(\hat{v}_n\)) is a convex combination of past stochastic gradients (resp. squared gradients). While in the constant step case the rescaling coefficient is \((1 - \alpha^n)^{-1}\) (resp. \((1 - \beta^n)^{-1}\), the
Algorithm 5.1 ADAM- decreasing stepsize \(((\gamma_n, \alpha_n, \beta_n) : n \in \mathbb{N}^*)\).

Initialization: \(x_0 \in \mathbb{R}^d, m_0 = 0, v_0 = 0, r_0 = \bar{r}_0 = 0\).

for \(n\) = 1 to \(n_{\text{iter}}\) do
  \(m_n = \alpha_n m_{n-1} + (1 - \alpha_n) \nabla f(x_{n-1}, \xi_n)\)
  \(v_n = \beta_n v_{n-1} + (1 - \beta_n) \nabla f(x_{n-1}, \xi_n)^{\odot 2}\)
  \(r_n = \alpha_n r_{n-1} + (1 - \alpha_n)\)
  \(\bar{r}_n = \beta_n \bar{r}_{n-1} + (1 - \beta_n)\)
  \(\hat{m}_n = m_n / r_n \) \{bias correction step\}
  \(\hat{v}_n = v_n / \bar{r}_n \) \{bias correction step\}
  \(x_n = x_{n-1} - \gamma_n \hat{m}_n / (\varepsilon + \sqrt{\hat{v}_n})\).
end for

decreasing step case requires dividing \(m_n\) by the coefficient \(r_n = 1 - \prod_{i=1}^n \alpha_i\) (resp. \(v_n\) by \(\bar{r}_n = 1 - \prod_{i=1}^n \beta_i\)), which keeps track of the previous weights:

\[
\hat{m}_n = \frac{m_n}{r_n} = \frac{\sum_{k=1}^n \rho_{n,k} \nabla f(x_{k-1}, \xi_k)}{\sum_{k=1}^n \rho_{n,k}},
\]

where for every \(n, k, \rho_{n,k} = \alpha_n \cdots \alpha_{k+1}(1 - \alpha_k)\). A similar equation holds for \(\bar{v}_n\).

5.2. Almost sure convergence.

Assumption 5.1 (Stepsizes). The following holds.

i) For all \(n \in \mathbb{N}, \gamma_n > 0\) and \(\gamma_{n+1}/\gamma_n \to 1\),

ii) \(\sum_n \gamma_n = +\infty\) and \(\sum_n \gamma_n^2 < +\infty\),

iii) For all \(n \in \mathbb{N}, 0 \leq \alpha_n \leq 1\) and \(0 \leq \beta_n \leq 1\),

iv) There exist \(a, b\) s.t. \(0 < b < 4a\), \(\gamma_n^{-1}(1 - \alpha_n) \to a\) and \(\gamma_n^{-1}(1 - \beta_n) \to b\).

Theorem 5.2. Let Assumptions 2.2 to 2.4, 4.1 and 5.1 hold. Let Assumption 4.2 i) hold with \(p = 4\). Assume that \(F(S)\) has an empty interior and that the random sequence \(((x_n, m_n, v_n) : n \in \mathbb{N})\) given by Algorithm 5.1 is bounded, with probability one. Then, w.p.1, \(\lim_{n \to \infty} d(x_n, S) = 0\), \(\lim_{n \to \infty} m_n = 0\) and \(\lim_{n \to \infty} (S(x_n) - v_n) = 0\). If moreover \(S\) is finite or countable, then w.p.1, there exists \(x^* \in S\) s.t. \(\lim_{n \to \infty} (x_n, m_n, v_n) = (x^*, 0, S(x^*))\).

Th. 5.2 establishes the almost sure convergence of \(x_n\) to the set of critical points of \(F\), under the assumption that the sequence \(((x_n, m_n, v_n))\) is a.s. bounded. The next result provides a sufficient condition under which almost sure boundedness holds.

Assumption 5.3. The following holds.

i) \(\nabla F\) is Lipschitz continuous.

ii) There exists \(C > 0\) s.t. for all \(x \in \mathbb{R}^d, \mathbb{E}[||\nabla f(x, \xi)\|^2] \leq C(1 + F(x))\).

iii) We assume the condition: \(\limsup_{n \to \infty} \left(\frac{1}{\gamma_n} - \left(\frac{1 - \alpha_n}{\gamma_n^{a+1}}\right)\frac{1}{\gamma_{n+1}}\right) \leq 2(a - \frac{b}{4})\),

which is satisfied for instance if \(b < 4a\) and \(1 - \alpha_{n+1} = a\gamma_n\).

Theorem 5.4. Let Assumptions 2.2, 2.3, 4.1, 5.1 and 5.3 hold. Let Assumption 4.2 i) hold with \(p = 4\). Then, the sequence \(((x_n, m_n, v_n) : n \in \mathbb{N})\) given by Algorithm 5.1 is bounded with probability one.

5.3. Central Limit Theorem.

Assumption 5.5. Let \(x^* \in S\). There exists a neighborhood \(V\) of \(x^*\) s.t.

i) \(F\) is twice continuously differentiable on \(V\), and the Hessian \(\nabla^2 F(x^*)\) of \(F\) at \(x^*\) is positive definite.
\textbf{Algorithm 5.1} Assume \( \lambda = 1 \) \( \kappa \) and \( \gamma \) for all \( n \). If \( \kappa = 1 \), we assume moreover that \( \gamma_0 > \frac{1}{2\kappa} \).

\textbf{Assumption 5.6.} The following holds.

\textit{i)} There exist \( \kappa \in (0, 1], \gamma_0 > 0 \), s.t. the sequence \( (\gamma_n) \) satisfies \( \gamma_n = \gamma_0/(n + 1) \kappa \) for all \( n \). If \( \kappa = 1 \), we assume moreover that \( \gamma_0 > \frac{1}{2\kappa} \).

\textit{ii)} The sequences \( \left( \frac{1}{\gamma_n} \right. \left( \frac{1-\alpha_n}{\gamma_n} - a \right) \) and \( \left( \frac{1}{\gamma_n} \left( \frac{1-\beta_n}{\gamma_n} - b \right) \right) \) are bounded.

For an arbitrary sequence \( (X_n) \) of random variables on some Euclidean space, a probability measure \( \mu \) on that space and an event \( \Gamma \) s.t. \( \mathbb{P}(\Gamma) > 0 \), we say that \( X_n \) converges in distribution to \( \mu \) given \( \Gamma \) if the measures \( \mathbb{P}(X_n \in \cdot | \Gamma) \) converge weakly to \( \mu \).

**Theorem 5.7.** Let Assumptions 2.2, 2.4, 4.1, 5.5 and 5.6 hold true. Let Assumption 4.2 \textit{ii)} hold with \( p = 4 \). Consider the iterates \( z_n = (x_n, m_n, v_n) \) given by Algorithm 5.1. Set \( z^* = (x^*, 0, S(x^*)) \). Set \( \zeta := 0 \) if \( 0 < \kappa < 1 \) and \( \zeta := \frac{1}{2\kappa} \) if \( \kappa = 1 \). Assume \( \mathbb{P}(z_n \to z^*) > 0 \). Then, given the event \( \{z_n \to z^*\} \), the rescaled vector \( \sqrt{\gamma_n}^{-1}(z_n - z^*) \) converges in distribution to a zero mean Gaussian distribution on \( \mathbb{R}^{3d} \) with a covariance matrix \( \Sigma \) which is solution to the Lyapunov equation:

\( (H + \zeta I_{3d}) \Sigma + \Sigma (HT + \zeta I_{3d}) = -Q. \) In particular, given \( \{z_n \to z^*\} \), the vector \( \sqrt{\gamma_n}^{-1}(x_n - x^*) \) converges in distribution to a zero mean Gaussian distribution with a covariance matrix \( \Sigma_1 \) given by:

\begin{equation}
\Sigma_1 = D^{1/2}P \left( \frac{C_{k,\ell}}{(1 - \frac{\zeta}{\alpha})(\lambda_k + \lambda_\ell - 2\zeta + \frac{\zeta}{\alpha}\zeta^2) + \frac{1}{\pi(\alpha - 2\zeta)^2}(\lambda_k - \lambda_\ell)^2} \right)_{k,\ell=1\ldots d} P^{-1} D^{1/2}
\end{equation}

where \( C := P^{-1} D^{1/2} \mathbb{E}(\nabla f(x^*, \xi) \nabla f(x^*, \xi)^T) D^{1/2} P \).

The following remarks are useful:
• The variable \( v_n \) has an impact on the limiting covariance \( \Sigma_1 \) through its limit \( S(x^*) \) (used to define \( D \)), but the fluctuations of \( v_n \) and the parameter \( b \) have no effect on \( \Sigma_1 \). As a matter of fact, \( \Sigma_1 \) coincides with the limiting covariance matrix that would have been obtained by considering iterates of the form

\[
\begin{align*}
    x_{n+1} &= x_n - \gamma_{n+1}p_{n+1} \\
    p_{n+1} &= p_n + a\gamma_{n+1}(D\nabla f(x_n, \xi_{n+1}) - p_n),
\end{align*}
\]

which can be interpreted as a preconditioned version of the stochastic heavy ball algorithm \cite{14}. Of course, the above iterates are not implementable because the preconditioning matrix \( D \) is unknown.

• When \( a \) is large, \( \Sigma_1 \) is close to the matrix \( \Sigma_1^{(0)} \) obtained when letting \( a \to +\infty \) in Eq. (5.4). The matrix \( \Sigma_1^{(0)} \) is the solution to the Lyapunov equation

\[
(D\nabla^2 F(x^*) - \zeta I_d)\Sigma^{(0)}_1 + \Sigma^{(0)}_1(D\nabla^2 F(x^*) - \zeta I_d) = D\mathbb{E}(\nabla f(x^*, \xi)\nabla f(x^*, \xi)^T) D.
\]

The matrix \( \Sigma^{(0)}_1 \) can be interpreted as the asymptotic covariance matrix of the \( x \)-variable in the absence of the inertial term (that is, when one considers RmsProp instead of Adam). The matrix \( \Sigma^{(0)}_1 \) approximates \( \Sigma_1 \) in the sense that \( \Sigma_1 = \Sigma^{(0)}_1 + \frac{1}{a}\Delta + O\left(\frac{1}{a}\right) \) for some symmetric matrix \( \Delta \) which can be explicited. The matrix \( \Delta \) is neither positive nor negative definite in general. This suggests that the question of the potential benefit of the presence of an inertial term is in general problem dependent.

• In the statement of Th. 5.7, the conditioning event \( \{ z_n \to z^* \} \) can be replaced by the event \( \{ x_n \to x^* \} \) under the additional assumption that \( \sum_n \gamma_n^2 < +\infty \).

6. Related Works. Although the idea of adapting the (per-coordinate) learning rates as a function of past gradient values is not new (see \textit{e.g.} variable metric methods such as the BFGS algorithms), AdaGrad \cite{12} led the way to a new class of algorithms that are sometimes referred to as adaptive gradient methods. AdaGrad consists of dividing the learning rate by the square root of the sum of previous gradients squared componentwise. The idea was to give larger learning rates to highly informative but infrequent features instead of using a fixed predetermined schedule. However, in practice, the division by the cumulative sum of squared gradients may generate small learning rates, thus freezing the iterates too early. Several works proposed heuristical ways to set the learning rates using a less aggressive policy. The work \cite{23} introduced an unpublished, yet popular, algorithm referred to as RmsProp where the cumulative sum used in AdaGrad is replaced by a moving average of squared gradients. Adam combines the advantages of both AdaGrad, RmsProp and inertial methods.

As opposed to AdaGrad, for which theoretical convergence guarantees exist \cite{12, 9, 26, 24}, Adam is comparatively less studied. The initial paper \cite{18} suggests a \( O\left(\frac{1}{\sqrt{T}}\right) \) average regret bound in the convex setting, but \cite{21} exhibits a counterexample in contradiction with this statement. The latter counterexample implies that the average regret bound of Adam does not converge to zero. A first way to overcome the problem is to modify the Adam iterations themselves in order to obtain a vanishing average regret. This led \cite{21} to propose a variant called AmsGrad with the aim to recover, at least in the convex case, the sought guarantees. The work \cite{3} interprets Adam as a variance-adapted sign descent combining an update direction given by the sign and a magnitude controlled by a variance adaptation principle. A “noiseless” version of Adam is considered in \cite{4}. Under quite specific values of the Adam hyperparameters,
it is shown that for every $\delta > 0$, there exists some time instant for which the norm of the gradient of the objective at the current iterate is no larger than $\delta$. The recent paper [9] provides a similar result for AMSGRAD and ADAGRAD, but the generalization to ADAM is subject to conditions which are not easily verifiable. The paper [25] provides a convergence result for RMSProp using the objective function $F$ as a Lyapunov function. However, our work suggests that unlike RMSProp, ADAM does not admit $F$ as a Lyapunov function. This makes the approach of [25] hardly generalizable to ADAM. Moreover, [25] considers biased gradient estimates instead of the debiased estimates used in ADAM.

In the present work, we study the behavior of an ODE, interpreted as the limit in probability of the (interpolated) ADAM iterates as the stepsize tends to zero. Closely related continuous-time dynamical systems are also studied in [2, 8]. We leverage the idea of approximating a discrete time stochastic system by a deterministic continuous one, often referred to as the ODE method. A recent work [14] fruitfully exploits this method to study a stochastic version of the celebrated heavy ball algorithm. We refer to [11] for the reader interested in the non-differentiable setting with an analysis of the stochastic subgradient algorithm for non-smooth non-convex objective functions.

Concomitant to the present paper, Da Silva and Gazeau [10] (posted only four weeks after the first version of the present work) study the asymptotic behavior of a similar dynamical system as the one introduced here. They establish several results in continuous time, such as avoidance of traps as well as convergence rates in the convex case; such aspects are out of the scope of this paper. However, the question of the convergence of the (discrete-time) iterates is left open. In the current paper, we also exhibit a Lyapunov function which allows, amongst others, to draw useful conclusions on the effect of the debiasing step of ADAM. Finally, [10] studies a slightly modified version of ADAM allowing to recover an ODE with a locally Lipschitz continuous vector field, whereas the original ADAM algorithm [18] leads to an ODE with an irregular vector field. This technical issue is tackled in the present paper.

7. Proofs of Section 3.

7.1. Preliminaries. The results in this section are not specific to the case where $F$ and $S$ are defined as in Eq. (2.2): they are stated for any mappings $F$, $S$ satisfying the following hypotheses.

**Assumption 7.1.** The function $F : \mathbb{R}^d \rightarrow \mathbb{R}$ is s.t.: $F$ is continuously differentiable and $\nabla F$ is locally Lipschitz continuous.

**Assumption 7.2.** The map $S : \mathbb{R}^d \rightarrow [0, +\infty)^d$ is locally Lipschitz continuous.

In the sequel, we consider the following generalization of Eq. (ODE) for any $\eta > 0$:

\[
(\text{ODE}_\eta) \quad \dot{z}(t) = h(t + \eta, z(t)) .
\]

When $\eta = 0$, Eq. (ODE$_\eta$) boils down to the equation of interest (ODE). The choice $\eta \in (0, +\infty)$ will be revealed useful to prove Th. 3.1. Indeed, for $\eta > 0$, a solution to Eq. (ODE$_\eta$) can be shown to exist (on some interval) due to the continuity of the map $h(\cdot + \eta, \cdot$). Considering a family of such solutions indexed by $\eta \in (0, 1]$, the idea is to prove the existence of a solution to (ODE) as a cluster point of the latter family when $\eta \downarrow 0$. Indeed, as the family is shown to be equicontinuous, such a cluster point does exist thanks to the Arzelà-Ascoli theorem. When $\eta = +\infty$, Eq. (ODE$_\eta$) rewrites

\[
(\text{ODE}_\infty) \quad \dot{z}(t) = h_\infty(z(t)) ,
\]
where \( h_\infty(z) := \lim_{t \to \infty} h(t, z) \). It is useful to note that for \((x, m, v) \in \mathbb{Z}_+\),
\begin{equation}
(7.1) \quad h_\infty((x, m, v)) = \left(-m/(\varepsilon + \sqrt{v}), a(\nabla F(x) - m), b(S(x) - v)\right).
\end{equation}

Contrary to Eq. (ODE), Eq. (ODE\(_\infty\)) defines an autonomous ODE. The latter admits a unique global solution for any initial condition in \( \mathbb{Z}_+ \), and defines a dynamical system \( \mathcal{D} \). We shall exhibit a strict Lyapunov function for this dynamical system \( \mathcal{D} \), and deduce that any solution to (ODE\(_\infty\)) converges to the set of equilibria of \( \mathcal{D} \) as \( t \to \infty \). On the otherhand, we will prove that the solution to (ODE) with a proper initial condition is a so-called asymptotic pseudotrjectory (APT) of \( \mathcal{D} \). Due to the existence of a strict Lyapunov function, the APT shall inherit the convergence behavior of the autonomous system as \( t \to \infty \), which will prove Th. 3.2.

It is convenient to extend the map \( h : (0, +\infty) \times \mathbb{Z}_+ \to \mathbb{Z} \) on \((0, +\infty) \times \mathbb{Z} \) by setting \( h(t, (x, m, v)) := h(t, (x, m, \lfloor v \rfloor)) \) for every \( t > 0 \), \((x, m, v) \in \mathbb{Z} \). Similarly, we extend \( h_\infty \) as \( h_\infty((x, m, v)) := h_\infty((x, m, \lfloor v \rfloor)) \). For any \( T \in (0, +\infty) \) and any \( \eta \in [0, +\infty) \), we say that a map \( z : [0, T) \to \mathbb{Z} \) is a solution to (ODE\(_\eta\)) on \([0, T)\) with initial condition \( z_0 \in \mathbb{Z}_+ \), if \( z \) is continuous on \([0, T)\), continuously differentiable on \([0, T)\), and if (ODE\(_\eta\)) holds for all \( t \in (0, T) \). When \( T = +\infty \), we say that the solution is global. We denote by \( Z^\eta_T(z_0) \) the subset of \( C([0, T), \mathbb{Z}) \) formed by the solutions to (ODE\(_\eta\)) on \([0, T)\) with initial condition \( z_0 \). For any \( K \subset \mathbb{Z}_+ \), we define \( Z^\eta_T(K) := \bigcup_{z \in K} Z^\eta_T(z) \).

**Lemma 7.3.** Let Assumptions 7.1 and 7.2 hold. Consider \( x_0 \in \mathbb{R}^d \), \( \tau \in (0, +\infty] \) and let \( z \in Z^\eta_T((x_0, 0, 0)) \), which we write \( z(t) = (x(t), m(t), v(t)) \). Then, \( z \) is continuously differentiable on \([0, T)\), \( \dot{m}(0) = a\nabla F(x_0) \), \( \dot{v}(0) = bS(x_0) \) and \( \dot{x}(0) = -\nabla F(x_0) \varepsilon + \sqrt{S(x_0)} \).

**Proof.** By definition of \( \dot{z}(\cdot) \), \( m(t) = \int_0^t a(\nabla F(x(s)) - m(s))ds \) for all \( t \in [0, T) \) (and a similar relation holds for \( v(t) \)). The integrand being continuous, it holds that \( m \) and \( v \) are differentiable at zero and \( \dot{m}(0) = a\nabla F(x_0) \), \( \dot{v}(0) = bS(x_0) \). Similarly, \( x(t) = x_0 + \int_0^t h_x(s, z(s))ds \), where \( h_x(s, z(s)) := -((1 - e^{-as}) - m/s) + \sqrt{(1 - e^{-bs}) - v(s)} \). Note that \( m(s)/s \to \dot{m}(0) = a\nabla F(x_0) \) as \( s \to 0 \). Thus, \((1 - e^{-as})^{-1}m(s) \to \nabla F(x_0) \) as \( s \to 0 \). Similarly, \((1 - e^{-bs})^{-1}v(s) \to S(x_0) \). It follows that \( h_x(s, z(s)) \to -\varepsilon + \sqrt{S(x_0)} \nabla F(x_0) \). Thus, \( s \to h_x(s, z(s)) \) can be extended to a continuous map on \([0, T) \to \mathbb{R}^d \) and the differentiability of \( x \) at zero follows.

**Lemma 7.4.** Let Assumptions 2.4, 7.1 and 7.2 hold. For every \( \eta \in [0, +\infty) \), \( T \in (0, +\infty) \), \( z_0 \in \mathbb{Z}_+ \), \( z \in Z^\eta_T(z_0) \), it holds that \( z(0, T) \subset \mathbb{Z}_+ \).

**Proof.** Set \( z(t) = (x(t), m(t), v(t)) \) for all \( t \). Consider \( i \in \{1, \ldots, d\} \). Assume by contradiction that there exists \( t_0 \in (0, T) \) s.t. \( v_i(t_0) < 0 \). Set \( \tau := \sup\{t \in [0, t_0) : v_i(t) \geq 0\} \). Clearly, \( \tau < t_0 \) and \( v_i(\tau) = 0 \) by the continuity of \( v_i \). Since \( v_i(t) \leq 0 \) for all \( t \in (\tau, t_0) \), it holds that \( v_i(t) = b(S_i(x(t)) - v_i(t)) \) is nonnegative for all \( t \in (\tau, t_0) \). This contradicts the fact that \( v_i(\tau) > v_i(t_0) \). Thus, \( v_i(t) \geq 0 \) for all \( t \in [0, T) \). Now assume by contradiction that there exists \( t \in (0, T) \) s.t. \( v_i(t) = 0 \). Then, \( v_i(t) = bS_i(x(t)) > 0 \). Thus, \( v_i(t) = bS_i(x(t)) \). In particular, there exists \( \delta > 0 \) s.t. \( v_i(t - \delta) \leq -\frac{\delta}{b} S_i(x(t)) \). This contradicts the first point.

Recall the definitions of \( V \) and \( U \) from Eqs. (3.4) and (3.5). Clearly, \( U\_\infty(v) := \lim_{t \to \infty} U(t, v) = a(\varepsilon + \sqrt{v}) \) is well defined for every \( v \in [0, +\infty)^d \). Hence, we can also define \( V_\infty(z) := \lim_{t \to \infty} V(t, z) \) for every \( z \in \mathbb{Z}_+ \).

**Lemma 7.5.** Let Assumptions 7.1 and 7.2 hold. Assume that \( 0 < b \leq 4a \). Consider \( t, z \in (0, +\infty] \times \mathbb{Z}_+ \) and set \( z = (x, m, v) \). Then, \( V \) and \( V_\infty \) are differentiable
at points \((t, z)\) and \(z\) respectively. Moreover, \(\langle \nabla V_\infty(z), h_\infty(z) \rangle \leq -\varepsilon \left\| \frac{a_m}{U_\infty(t,v)} \right\|^2\) and

\[
\langle \nabla V(t,z), (1,h(t,z)) \rangle \leq -\left( \frac{\varepsilon}{2} \right) \left\| \frac{a_m}{U(t,v)} \right\|^2.
\]

**Proof.** We only prove the second point, the proof of the first point follows the same line. Consider \((t,z) \in (0,\infty) \times \mathbb{Z}_+^d\). We decompose \(\langle \nabla V(t,z), (1,h(t,z)) \rangle = \partial_t V(t,z) + \langle \nabla_z V(t,z), h(t,z) \rangle\). After tedious but straightforward derivations, we get:

\[
\partial_t V(t,z) = - \sum_{i=1}^d \frac{a^2 m_i^2}{U(t,v_i)^2} \left( \frac{e^{-a t} \varepsilon}{2} + \left( \frac{e^{-a t}}{2} - \frac{be^{-bt}(1-e^{-at})}{4a(1-e^{-bt})} \right) \sqrt{\frac{v_i}{1-e^{-bt}}} \right),
\]

where \(U(t,v_i) = a(1-e^{-at}) \left( \varepsilon + \frac{v_i}{1-e^{-bt}} \right)\) and \(\langle \nabla_z V(t,z), h(t,z) \rangle\) is equal to:

\[
\sum_{i=1}^d \frac{a^2 m_i^2 (1-e^{-at})}{U(t,v_i)^2} \left( \varepsilon + (1 - \frac{b}{4a}) \sqrt{\frac{v_i}{1-e^{-bt}}} + \frac{S_i(x)}{4a \sqrt{v_i(1-e^{-at})}} \right).
\]

Using that \(S_i(x) \geq 0\), we obtain:

\[
\langle \nabla V(t,z), (1,h(t,z)) \rangle \leq - \sum_{i=1}^d \frac{a^2 m_i^2}{U(t,v_i)^2} \left( (1 - \frac{e^{-at}}{2}) \varepsilon + c_{a,b}(t) \sqrt{\frac{v_i}{1-e^{-bt}}} \right),
\]

where \(c_{a,b}(t) := 1 - \frac{e^{-at}}{2} - \frac{b}{4a} \frac{1-e^{-at}}{1-e^{-bt}}\). Using inequality \(1 - e^{-at}/2 \geq 1/2\) in (7.3), the inequality (7.3) proves the Lemma, provided that one is able to show that \(c_{a,b}(t) \geq 0\), for all \(t > 0\) and all \(a, b\) satisfying \(0 < b \leq 4a\). We prove this last statement. It can be shown that the function \(b \mapsto c_{a,b}(t)\) is decreasing on \([0, \infty)\). Hence, \(c_{a,b}(t) \geq c_{a,4a}(t)\).

Now, \(c_{a,4a}(t) = q(e^{-at})\) where \(q : [0,1) \to \mathbb{R}\) is the function defined for all \(y \in [0,1)\) by \(q(y) = y(y^4 - 2y^3 + 1)/(2(1-y^4))\). Hence \(q \geq 0\). Thus, \(c_{a,b}(t) \geq q(e^{-at}) \geq 0\).

**7.2. Proof of Th. 3.1.**

**7.2.1. Boundedness.** Define \(Z_0 := \{(x,0) : x \in \mathbb{R}^d\}\). Let \(\bar{e} : (0, \infty) \times \mathbb{Z}_+ \to \mathbb{Z}_+\) be defined by \(\bar{e}(t,z) := (x,m/(1-e^{-at}),v/(1-e^{-bt}))\) for every \(t > 0\) and every \(z = (x,m,v) \in \mathbb{Z}_+\).

**Proposition 7.6.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that \(0 < b \leq 4a\). For every \(z_0 \in Z_0\), there exists a compact set \(K \subset \mathbb{Z}_+\) s.t. for all \(\eta \in [0,\infty),\) all \(T \in (0,\infty]\) and all \(z \in Z_\eta^T(z_0),\) \(\{e(t+\eta,z(t)) : t \in (0,T)\} \subset K\). Moreover, choosing \(z_0\) of the form \(z_0 = (x_0,0,0)\) and \(z(t) = (x(t),m(t),v(t)),\) it holds that \(F(x(t)) \leq F(x_0)\) for all \(t \in [0,T]\).

**Proof.** Let \(\eta \in [0,\infty)\). Consider a solution \(z_\eta(t) = (x_\eta(t),m_\eta(t),v_\eta(t))\) as in the statement, defined on some interval \([0,T]\). Define \(\hat{m}_\eta(t) = m_\eta(t)/(1 - e^{-a(t+\eta)}),\) \(\hat{v}_\eta(t) = v_\eta(t)/(1 - e^{-b(t+\eta)})\). By Lemma 7.4, \(t \mapsto V(t+\eta,z(t))\) is continuous on \([0,T]\), and continuously differentiable on \([0,T]\). By Lemma 7.5, \(\hat{V}(t+\eta,z_\eta(t)) \leq 0\) for all \(t > 0\). As a consequence, \(t \mapsto V(t+\eta,z_\eta(t))\) is non-increasing on \([0,T]\). Thus, for all \(t \geq 0\), \(F(x_\eta(t)) \leq \lim_{\eta \to 0} V(t+\eta,z_\eta(t'))\). Note that \(V(t+\eta,z_\eta(t)) \leq F(x_\eta(t)) + \frac{1}{2} \sum_{i=1}^d \frac{m_{a_i}(t)^2}{a(1-e^{-a(t+\eta)})} \varepsilon\). If \(\eta > 0\), every term in the sum in the righthand side tends to zero, upon noting that \(m_\eta(t) \to 0\) as \(t \to 0\). The statement still holds if \(\eta = 0\). Indeed, by Lemma 7.3, for a given \(i \in \{1, \ldots, d\}\), there exists \(\delta > 0\) s.t. for all \(0 < t < \delta\), \(m_\eta(t)^2 \leq 2a^2(\partial_i F(x_0))^2 t^2\) and \(1 - e^{-at} \geq (at)/2\). As a
consequence, each term of the sum is no larger than \(4(\partial_t F(x(t)))^2 t/\varepsilon\), which tends to zero as \(t \to 0\). We conclude that for all \(t \geq 0\), \(F(x_t(t)) \leq F(x_0)\). In particular, 
\(\{x_t(t) : t \in [0, T]\} \subset \{F \leq F(x_0)\}\), the latter set being bounded by Assumption 2.3.

We prove that \(v_{\eta, \tau}(t)\) is (upper)bounded. Define \(R_t := \sup S_t\{F \leq F(x_0)\}\), which is finite by continuity of \(S\). Assume by contradiction that the set \(\{t \in [0, T] : v_{\eta, \tau}(t) \geq R_t + 1\}\) is non-empty, and denote its infimum by \(\tau\). By continuity of \(v_{\eta, \tau}\), one has \(v_{\eta, \tau}(\tau) = R_t + 1\). This by the way implies that \(\tau > 0\). Hence, \(v_{\eta, \tau}(\tau) = b(S_t(x_0(\tau)) - v_{\eta, \tau}(\tau)) \leq -b\). This means that there exists \(\tau' > \tau\) s.t. \(v_{\eta, \tau}(\tau') > v_{\eta, \tau}(\tau)\), which contradicts the definition of \(\tau\). We have shown that \(v_{\eta, \tau}(t) \leq R_t + 1\) for all \(t \in (0, T)\). In particular, when \(t \geq 1\), \(v_{\eta, \tau}(t) = v_{\eta, \tau}(t)/(1 - e^{-bt}) \leq (R_t + 1)/(1 - e^{-b})\).

Consider \(t \in (0, 1)\). By the mean value theorem, there exists \(\ell_t \in [0, t)\) s.t. \(v_{\eta, \tau}(t) = v_{\eta, \tau}(\ell_t)t\). Thus, \(v_{\eta, \tau}(t) \leq bS_t(x(\ell_t))t \leq bR_t t\). Using that the map \(y \mapsto y/(1 - e^{-y})\) is increasing on \((0, +\infty)\), it holds that for all \(t \in (0, 1)\) \(v_{\eta, \tau}(t) \leq bR_t/(1 - e^{-b})\).

We have shown that, for all \(t \in (0, T)\) and all \(i \in \{1, \ldots, d\}\), \(0 \leq v_{\eta, \tau}(t) \leq M\), where \(M := (1 - e^{-b})^{-1}(1 + b)(1 + \max\{R_t : \ell \in \{1, \ldots, d\}\})\).

As \(V(t+\eta, z(t)) \leq F(x_0)\), we obtain: \(F(x_0) \geq F(x_0) + \frac{1}{2a}(m_\eta(t)) \geq M_\eta(t) \geq \frac{2}{2a(e + \sqrt{a})}m_\eta(t)\). Therefore, \(m_\eta(.)\) is bounded on \([0, T]\), uniformly in \(\eta\). The same holds for \(m_{\tau, \eta}\) by using the mean value theorem in the same way as for \(v_{\eta, \tau}\). The proof is complete.

**Proposition 7.7.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that \(0 < b \leq 4a\). Let \(K\) be a compact subset of \(Z_+\). Then, there exists an other compact set \(K' \subset Z_+\) s.t. for every \(T \in (0, +\infty)\) and every \(z \in Z_T^2(K), z([0, T]) \subset K'\).

**Proof.** The proof follows the same line as Prop. 7.6 and is omitted.

**Lemma 7.8.** Under Assumptions 2.3, 2.4, 7.1 and 7.2, the following holds true.

i) For every compact set \(K \subset Z_+\), there exists \(c > 0\) s.t. for every \(z \in Z_T^\infty(K)\), of the form \(z(t) = (x(t), m(t), v(t))\), \(v(t) \geq c \min\left(1, \frac{v_{\eta, \tau}(K)}{2c}\right) + t\) (\(\forall t \geq 0, \forall i \in \{1, \ldots, d\}\)).

ii) For every \(z_0 \in Z_0\), there exists \(c > 0\) s.t. for every \(\eta \in [0, +\infty)\) and every \(z \in Z_T^\infty(z_0), v(t) \geq c \min(1, t)\) (\(\forall t \geq 0, \forall i \in \{1, \ldots, d\}\)).

**Proof.** We prove the first point. Consider a compact set \(K \subset Z_+\). By Prop. 7.7, one can find a compact set \(K' \subset Z_+\) s.t. for every \(z \in Z_T^\infty(K)\), it holds that \(\{z(t) : t \geq 0\} \subset K'\). Denote by \(L_S\) the Lipschitz constant of \(S\) on the compact set \(\{x : (x, m, v) \in K'\}\). Introduce the constants \(M_1 := \sup\{\|m/(e + \sqrt{a})\|_\infty : (x, m, v) \in K'\}, M_2 := \sup\{\|S(x)\|_\infty : (x, m, v) \in K'\}\). The constants \(L_S, M_1, M_2\) are finite. Now consider a global solution \(z(t) = (x(t), m(t), v(t))\) in \(Z_T^\infty(K)\). Choose \(i \in \{1, \ldots, d\}\) and consider \(t \geq 0\). By the mean value theorem, there exists \(t' \in [0, t)\) s.t. \(v_i(t) = v_i(0) + v_i(t')t\). Thus, \(v_i(t) = v_i(0) + v_i(0)t + b(S_t(x(t')) - v_i(t') - S_t(x(0)) + v_i(0)t),\) which in turn implies \(v_i(t) \geq v_i(0) + v_i(0)t - bL_S\|x(t') - x(0)\|t - b|v_i(t') - v_i(0)t|\). Using again the mean value theorem, for every \(\ell \in \{1, \ldots, d\}\), there exists \(t'' \in [0, t']\) s.t. \(|x(\ell')(x(t'')) = t'\|\bar{x}_\ell(t'')|\) \(\leq tM_1\). Therefore, \(\|x(t') - x(0)\| \leq \sqrt{a}M_1t\). Similarly, there exists \(\ell'\) s.t.: \(|\bar{v}_i(t') - \bar{v}_i(0)| \leq t'|\bar{v}_i(0)| \leq t'bS_t(x(\ell')) \leq t'bM_2\). Putting together the above inequalities, \(v_i(t) \geq v_i(0)(1 - bt) + bS_t(x(t)) - bt^2,\) where \(C := (M_2 + L_S\sqrt{a}M_1)\). For every \(t \leq 1/(2b), v_i(t) \geq \frac{bS_{\min}t}{2} + bC\left(\frac{\bar{S}_{\min}}{2} - t\right)\), where we defined \(S_{\min} := \inf\{S_t(x) : i \in \{1, \ldots, d\}, (x, m, v) \in K\}\). Setting \(\tau := 0.5 \min(1, b, S_{\min}/C)\),

\[
\forall t \in [0, \tau], v_i(t) \geq \frac{v_{\min}}{2} + \frac{bS_{\min}t}{2} + \frac{bS_{\min}t}{2} \quad (7.4)
\]
Set $\kappa_1 := 0.5(v_{\text{min}} + bS_{\text{min}}t)$. Note that $v_1(\tau) \geq \kappa_1$. Define $S'_{\text{min}} := \inf\{S_i(x) : i \in \{1, \ldots, d\}, (x, m, v) \in K'\}$. Note that $S'_{\text{min}} > 0$ by Assumptions 7.2 and 2.4. Finally, define $\kappa = 0.5\min(\kappa_1, S'_{\text{min}})$. By contradiction, assume that the set $\{t \geq \tau : v_1(t) < \kappa\}$ is non-empty, and denote by $\tau'$ its infimum. It is clear that $\tau' > \tau$ and $v_1(\tau') = \kappa$. Thus, $b^{-1}v_1(\tau') = S_i(x(\tau')) - \kappa$. We obtain that $b^{-1}v_1(\tau') \geq 0.5S'_{\text{min}} > 0$. As a consequence, there exists $t \in (\tau, \tau')$ s.t. $v_1(t) < v_1(\tau')$. This contradicts the definition of $\tau'$. We have shown that for all $t \geq \tau$, $v_1(t) \geq \kappa$. Putting this together with Eq. (7.4) and using that $\kappa \leq v_{\text{min}} + bS_{\text{min}}t$, we conclude that: $\forall t \geq 0$, $v_1(t) \geq \min(\kappa, v_{\text{min}} + bS_{\text{min}}t)$. Setting $c := \min(\kappa, bS_{\text{min}}t/2)$, the result follows.

We prove the second point. By Prop. 7.6, there exists a compact set $K \subset Z_+$ s.t. for every $\eta \geq 0$, every $z \in Z_+^\infty(z_0)$ of the form $z(t) = (x(t), m(t), v(t))$ satisfies $\{(x(t), m(t), v(t)) : t \geq 0\} \subset K$, where $\dot{m}(t) = m(t)/(1 - e^{-a(t+h)})$ and $\dot{v}(t) = v(t)/(1 - e^{-b(t+h)})$. Denote by $L_S$ the Lipschitz constant of $S$ on the set $\{x : (x, m, v) \in K\}$. Introduce the constants $M_1 := \sup\{\|z(\ell + \sqrt{\eta})\|_\infty : (x, m, v) \in K\}$, $M_2 := \sup\{\|S(x)\|_\infty : (x, m, v) \in K\}$. These constants being introduced, the rest of the proof follows the same line as the proof of the first point.

7.2.2. Existence.

**Corollary 7.9.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that $0 < b \leq 4a$. For every $z_0 \in Z_+Z_+^\infty(z_0) \neq \emptyset$. For every $(z_0, \eta) \in Z_+ \times (0, +\infty), Z_+^\infty(z_0) \neq \emptyset$.

**Proof.** We prove the first point (the proof of the second point follows the same line). Under Assumptions 7.1 and 7.2, $h_\infty$ is continuous. Therefore, Cauchy-Peano’s theorem guarantees the existence of a solution to the (ODE) issued from $z_0$, which we can extend over a maximal interval of existence $[0, T_{\text{max}})$. We conclude that the solution is global ($T_{\text{max}} = +\infty$) using the boundedness of the solution given by Prop. 7.7.

**Lemma 7.10.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that $0 < b \leq 4a$. Consider $z_0 \in Z_0$. Denote by $(z_\eta : \eta \in (0, +\infty))$ a family of functions on $[0, +\infty) \to Z_+$ s.t. for every $\eta > 0$, $z_\eta \in Z_+^\infty(z_0)$. Then, $(z_\eta)_{\eta > 0}$ is equicontinuous.

**Proof.** For every such solution $z_\eta$, we set $z_\eta(t) = (x_\eta(t), m_\eta(t), v_\eta(t))$ for all $t \geq 0$, and define $\dot{m}_\eta$ and $\dot{v}_\eta$ as in Prop. 7.6. By Prop. 7.6, there exists a constant $M_1$ s.t. for all $\eta > 0$ and all $t \geq 0$, $\max\{\|x_\eta(t)\|, \|m_\eta(t)\|_\infty, \|v_\eta(t)\|\} \leq M_1$. Using the continuity of $\dot{F}$ and $S$, there exists an other finite constant $M_2$ s.t. $M_2 \geq \sup\{\|\dot{F}(x)\|_\infty : x \in \mathbb{R}^d, \|x\| \leq M_1\}$ and $M_2 \geq \sup\{\|S(x)\|_\infty : x \in \mathbb{R}^d, \|x\| \leq M_1\}$. For every $(s, t) \in [0, +\infty)^2$, we have for all $i \in \{1, \ldots, d\}$, $|x_\eta,i(t) - x_\eta,i(s)| \leq \int_s^t \frac{|\dot{m}_\eta,i(u)|}{\varepsilon + \sqrt{\eta_i(u)}} du \leq M_1|t - s|$, and similarly $|m_\eta,i(t) - m_\eta,i(s)| \leq (M_1 + M_2)|t - s|$, $|v_\eta,i(t) - v_\eta,i(s)| \leq b(M_1 + M_2)|t - s|$. Therefore, there exists a constant $M_3$, independent from $\eta$, s.t. for all $\eta > 0$ and all $(s, t) \in [0, +\infty)^2$, $|z_\eta(t) - z_\eta(s)| \leq M_3|t - s|$.

**Proposition 7.11.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that $0 < b \leq 4a$. For every $z_0 \in Z_0$, $Z_0^\infty(z_0) \neq \emptyset$ i.e., (ODE) admits a global solution issued from $z_0$.

**Proof.** By Cor. 7.9, there exists a family $(z_\eta)_{\eta > 0}$ of functions on $[0, +\infty) \to Z$ s.t. for every $\eta > 0$, $z_\eta \in Z_+^\infty(z_0)$. We set as usual $z_\eta(t) = (x_\eta(t), m_\eta(t), v_\eta(t))$. By Lemma 7.10, and the Arzela-Ascoli theorem, there exists a map $z : [0, +\infty) \to Z$ and a sequence $\eta_n \downarrow 0$ s.t. $z_\eta_n$ converges to $z$ uniformly on compact sets, as $n \to \infty$. Considering some fixed scalars $t > s > 0$, $z(t) = z(s) + \lim_{n \to \infty} \int_s^t \dot{h}(u + \eta_n, z_\eta_n(u)) du$. By Prop. 7.6, there exists a compact set $K \subset Z_+$ s.t. $\{z_\eta(t) : t \geq 0\} \subset K$ for all $n$. Moreover, by Lemma 7.8, there exists a constant $c > 0$ s.t. for all $n$ and all $u \geq 0$,
Denote by $\hat{K} := K \cap (\mathbb{R}^d \times \mathbb{R}^d \times [c \min(1, s), +\infty)^d)$. It is clear that $\hat{K}$ is a compact subset of $Z^*_\infty$. Since $h$ is continuously differentiable on the set $[s, t] \times \hat{K}$, it is Lipschitz continuous on that set. Denote by $L_h$ the corresponding Lipschitz constant. We obtain:

$$
\int_s^t \|h(u + \eta_n, \hat{z}_{\eta_n}(u)) - h(u, z(u))\|du \leq L_h \left( \eta_n + \sup_{u \in [s, t]} \|z_{\eta_n}(u) - z(u)\| \right) (t - s),
$$

and the right-hand side converges to zero. As a consequence, for all $t > s$, $z(t) = z(s) + \int_s^t h(u, z(u))du$. Moreover, $z(0) = z_0$. This proves that $z \in Z^*_\infty(z_0)$.

**7.2.3. Uniqueness.**

**Proposition 7.12.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume $b \leq 4a$. For every $z_0 \in Z_0$, $Z^*_\infty(z_0)$ is a singleton i.e., there exists a unique global solution to (OED) with initial condition $z_0$.

**Proof.** Consider solutions $z$ and $z'$ in $Z^*_\infty(z_0)$. We denote by $(x(t), m(t), v(t))$ the blocks of $z(t)$, and we define $(x'(t), m'(t), v'(t))$ similarly. For all $t > 0$, we define $\hat{m}(t) := m(t)/(1 - e^{-at})$, $\hat{v}(t) := v(t)/(1 - e^{-bt})$, and we define $\hat{m}'(t)$ and $\hat{v}'(t)$ similarly. By Prop. 7.6, there exists a compact set $K \subset \mathbb{R}_+$ s.t. $(x(t), m(t), v(t))$ and $(x'(t), m'(t), v'(t))$ are both in $K$ for all $t > 0$. We denote by $L_S$ and $L_{\nabla F}$ the Lipschitz constants of $S$ and $\nabla F$ on the compact set $\{x : (x, m, v) \in K\}$. These constants are finite by Assumptions 7.1 and 7.2. We define $M := \sup\{\|m\|_\infty : (x, m, v) \in K\}$. Define $u_x(t) := \|x(t) - x'(t)\|^2$, $u_m(t) := \|\hat{m}(t) - \hat{m}'(t)\|^2$ and $u_v(t) := \|\hat{v}(t) - \hat{v}'(t)\|^2$. Let $\delta > 0$. Define: $u^{(\delta)}(t) := u_x(t) + \delta u_m(t) + \delta u_v(t)$. By the chain rule and the Cauchy-Schwarz inequality, $\dot{u}_x(t) \leq 2\|x(t) - x'(t)\|\|x(t) - x'(t)\| + \frac{M}{2\varepsilon^2 \sqrt{c \min(1, t)}} \|\hat{v}(t) - \hat{v}'(t)\|$. Thus, using Lemma 7.8, there exists $c > 0$ s.t.

$$
\dot{u}_x(t) \leq 2\|x(t) - x'(t)\| \left( \varepsilon^{-1} \|\hat{m}(t) - \hat{m}'(t)\| + \frac{M}{2\varepsilon^2 \sqrt{c \min(1, t)}} \|\hat{v}(t) - \hat{v}'(t)\| \right).
$$

For any $\delta > 0$, $2\|x(t) - x'(t)\| \|\hat{m}(t) - \hat{m}'(t)\| \leq \delta^{-1/2} (u_x(t) + \delta u_m(t)) \leq \delta^{-1/2} u^{(\delta)}(t)$. Similarly, $2\|x(t) - x'(t)\| \|\hat{v}(t) - \hat{v}'(t)\| \leq \delta^{-1/2} u^{(\delta)}(t)$. Thus, for any $\delta > 0$,

$$
\dot{u}_x(t) \leq \left( \frac{1}{\varepsilon^2 \delta} + \frac{M}{2\varepsilon^2 \sqrt{c \min(1, t)}} \right) u^{(\delta)}(t).
$$

We now study $u_m(t)$. For all $t > 0$, we obtain after some algebra: $\frac{d}{dt} \hat{m}(t) = a(\nabla F(x(t)) - \hat{m}(t))/(1 - e^{-at})$. Therefore, $\dot{u}_m(t) \leq \frac{2a L_{\nabla F}}{1 - e^{-at}} \|\hat{m}(t) - \hat{m}'(t)\| \|x(t) - x'(t)\|$. For any $\theta > 0$, it holds that $2\|\hat{m}(t) - \hat{m}'(t)\| \|x(t) - x'(t)\| \leq \theta u_x(t) + \theta^{-1} u_m(t)$. In particular, letting $\theta := 2L_{\nabla F}$, we obtain that for all $\delta > 0$,

$$
\dot{u}_m(t) \leq \frac{a}{2(1 - e^{-at})} \left( 4\delta L_{\nabla F}^2 u_x(t) + \delta u_m(t) \right) \leq \left( \frac{a}{2} + \frac{1}{2t} \right) \left( 4\delta L_{\nabla F}^2 u_x(t) + \delta u_m(t) \right),
$$

where the last inequality is due to the fact that $y/(1 - e^{-y}) \leq 1 + y$ for all $y > 0$.

Using the exact same arguments, we also obtain that

$$
\dot{u}_v(t) \leq \left( \frac{b}{2} + \frac{1}{2t} \right) \left( 4\delta L_{\nabla F}^2 u_x(t) + \delta u_m(t) \right).
$$
We now choose any $\delta$ s.t. $4\delta \leq 1/\max(L_2^2, L_2^2 F)$. Then, Eq. (7.6) and (7.7) respectively imply that $\delta u_m(t) \leq 0.5(a + t^{-1}) u^{(\delta)}(t)$ and $\delta u_c(t) \leq 0.5(b + t^{-1}) u^{(\delta)}(t)$. Summing these inequalities along with Eq. (7.5), we obtain that for every $t > 0$, $u^{(\delta)}(t) \leq \psi(t) u^{(\delta)}(t)$, where: $\psi(t) := \frac{a+b}{2} + \frac{1}{2^z} + \frac{M}{2z^2 \min(1,t)} + \frac{1}{t}$. From Grönwall’s inequality, it holds that for every $t > s > 0$, $u^{(\delta)}(t) \leq u^{(\delta)}(s) \exp \left( \int_s^t \psi(s') ds' \right)$.

We first consider the case where $t \leq 1$. We set $c_1 := (a + b)/2 + (z\sqrt{a})^{-1}$ and $c_2 := M/(2z\sqrt{b}c)$. With these notations, $\int_s^t \psi(s') ds' \leq c_1 t + c_2 \sqrt{t} + \ln \frac{t}{s}$. Therefore, $u^{(\delta)}(t) \leq \frac{u^{(\delta)}(s)}{s} \exp \left( c_1 t + c_2 \sqrt{t} + \ln \frac{t}{s} \right)$. By Lemma 7.3, recall that $\dot{x}(0)$ and $\dot{x}'(0)$ are both well defined (and coincide). Thus,

$$u_x(s) = \|x(s) - x'(s)\|^2 \leq 2\|x(s) - x(0) - x'(0)s\|^2 + 2\|x'(s) - x'(0) - \dot{x}'(0)s\|^2.$$ 

It follows that $u_x(s)/s^2$ converges to zero as $s \downarrow 0$. We now show the same kind of result for $u_{m}(s)$ and $u_c(s)$. Consider $i \in \{1, \ldots, d\}$. By the mean value theorem, there exists $\tilde{s}$ (resp. $\tilde{s}'$) in $[0,t]$ s.t. $m_i(s) = \tilde{m}_i(\tilde{s})s$ (resp. $m'_i(s) = \tilde{m}'_i(\tilde{s}')s$). Thus, $\tilde{m}_i(s) = \frac{\tilde{m}_i(\tilde{s})}{s} = \frac{\tilde{m}'_i(\tilde{s}')}{\tilde{s}'},$ and a similar equality holds for $\tilde{m}'_i(s)$. Then, given that $\|x(\tilde{s}) - x'(\tilde{s}')\|/\|m(\tilde{s}) - m'(\tilde{s}')\| \leq \|z(\tilde{s}) - z'(\tilde{s}')\|$, $\tilde{s} \leq s$ and $\tilde{s}' \leq s$,

$$\frac{|\tilde{m}_i(s) - \tilde{m}'_i(s)|}{s} \leq 2\alpha_L(1 + 1) \frac{s}{1 - e^{-a_s}} \left( \frac{\|z(\tilde{s}) - z(0)\|}{s} + \frac{\|z'(\tilde{s}') - z'(0)\|}{s'} \right).$$

By Lemma 7.3, $z$ and $z'$ are differentiable at point zero. Then, the above inequality gives $\limsup_{s \downarrow 0} \frac{u_m(s)}{s} \leq 4(L_{VF} \land 1) \|\dot{z}(0)\|$ and $\limsup_{s \downarrow 0} \frac{u_m(s)}{s} \leq 16d(L_{VF}^2 \land 1) \|\dot{z}(0)\|^2$. Therefore, $u_m(s)/s$ converges to zero as $s \downarrow 0$. By similar arguments, it can be shown that $\limsup_{s \downarrow 0} u_c(s)/s^2 \leq 16d(L_{VF}^2 \land 1) \|\dot{z}(0)\|^2$, thus $\lim u_c(s)/s = 0$. Finally, we obtain that $u^{(\delta)}(s)/s$ converges to zero as $s \downarrow 0$. Letting $s$ tend to zero, we obtain that for every $t \leq 1$, $u^{(\delta)}(t) = 0$. Setting $s = 1$ and $t > 1$, and noting that $\psi$ is integrable on $[1, t]$, it follows that $u^{(\delta)}(t) = 0$ for all $t > 1$. This proves that $z = z'$.

We recall that a semiflow $\Phi$ on the space $(E, d)$ is a continuous map $\Phi$ from $(0, +\infty) \times E$ to $E$ defined by $(t, x) \mapsto \Phi(t, x) = \Phi(t) x$ such that $\Phi(0)$ is the identity and $\Phi_{t+s} = \Phi_t \circ \Phi_s$ for all $(t, s) \in [0, +\infty)^2$.

**Proposition 7.13.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that $0 < b \leq 4a$. The map $Z_{\infty}^0$ is single-valued on $Z_+ \to C([0, +\infty), Z_+)$ i.e., there exists a unique global solution to $(ODE_{\text{in}})$ starting from any given point in $Z_+$. Moreover, the following map is a semiflow:

$$\Phi : [0, +\infty) \times Z_+ \to Z_+ \quad (t, z) \mapsto Z_{\infty}^0(z)(t) \tag{7.8}$$

**Proof.** The result is a direct consequence of Lemma 7.12.

**7.3. Proof of Th. 3.2.**

**7.3.1. Convergence of the semiflow.** We first recall some useful definitions and results. Let $\Psi$ represent any semiflow on an arbitrary metric space $(E, d)$. A point $z \in E$ is called an equilibrium point of the semiflow $\Psi$ if $\Psi_t(z) = z$ for all $t \geq 0$. We denote by $\Lambda_\Psi$ the set of equilibrium points of $\Psi$. A continuous function $V : E \to \mathbb{R}$ is called a Lyapunov function for the semiflow $\Psi$ if $V(\Psi_t(z)) \leq V(z)$ for all $z \in E$ and all $t \geq 0$. It is called a strict Lyapunov function if, moreover, $\{z \in E : \forall t \geq 0, V(\Psi_t(z)) = V(z)\} = \Lambda_\Psi$. If $V$ is a strict Lyapunov function
for \( \Psi \) and if \( z \in E \) is a point s.t. \( \{ \Psi_t(z) : t \geq 0 \} \) is relatively compact, then it holds that \( \Lambda_\Psi \neq \emptyset \) and \( \text{d}(\Psi_t(z), \Lambda_\Psi) \to 0 \), see [15, Th. 2.1.7]. A continuous function \( z : [0, +\infty) \to E \) is said to be an asymptotic pseudotrajectory (APT) for the semiflow \( \Psi \) if for every \( T \in (0, +\infty) \), \( \lim_{s \to +\infty} \sup_{z \in [0, T]} d(z(t+s), \Psi_s(z(t))) = 0 \). The following result follows from [5, Th. 5.7] and [5, Prop. 6.4].

**Proposition 7.14 ([5]).**
Consider a semiflow \( \Psi \) on \( (E, d) \) and a map \( z : [0, +\infty) \to E \). Assume the following:

i) \( \Psi \) admits a strict Lyapunov function \( V \).

ii) The set \( \Lambda_\Psi \) of equilibrium points of \( \Psi \) is compact.

iii) \( V(\Lambda_\Psi) \) has an empty interior.

iv) \( z \) is an APT of \( \Psi \).

v) \( z([0, \infty)) \) is relatively compact.

Then, \( \bigcap_{s \geq 0} z([t, \infty)) \) is a compact connected subset of \( \Lambda_\Psi \).

For every \( \delta > 0 \) and every \( z = (x, m, v) \in \mathcal{Z}_+ \), define:

\[
W_\delta(x, m, v) := V_\infty(x, m, v) - \delta \langle \nabla F(x), m \rangle + \delta \| S(x) - v \|^2,
\]

where we recall that \( V_\infty(z) := \lim_{t \to \infty} V(t, z) \) for every \( z \in \mathcal{Z}_+ \) and \( V \) is defined by Eq.(3.4). Consider the set \( \mathcal{E} := h^{-1}(\{0\}) \) of all equilibrium points of \( (\text{ODE}_\infty) \), namely: \( \mathcal{E} = \{(x, m, v) \in \mathcal{Z}_+ : \nabla F(x) = 0, m = 0, v = S(x)\} \). The set \( \mathcal{E} \) is non-empty by Assumption 2.3.

**Proposition 7.15.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that \( 0 < b \leq 4a \). Let \( K \subset \mathcal{Z}_+ \) be a compact set. Define \( K' := \{ \Phi(t, z) : t \geq 0, z \in K \} \). Let \( \Phi : [0, +\infty) \times K' \to K' \) be the restriction of the semiflow \( \Phi \) to \( K' \) i.e., \( \Phi(t, z) = \Phi(t, z) \) for all \( t \geq 0, z \in K' \). Then,

i) \( K' \) is compact.

ii) \( \Phi \) is well defined and is a semiflow on \( K' \).

iii) The set of equilibrium points of \( \Phi \) is equal to \( \mathcal{E} \cap K' \).

iv) There exists \( \delta > 0 \) s.t. \( W_\delta \) is a strict Lyapunov function for the semiflow \( \Phi \).

**Proof.** The first point is a consequence of Prop. 7.7. The second point stems from Prop. 7.13. The third point is immediate from the definition of \( \mathcal{E} \) and the fact that \( \Phi \) is valued in \( K' \). We now prove the last point. Consider \( z \in K' \) and write \( \Phi_t(z) \) under the form \( \Phi_t(z) = (x(t), m(t), v(t)) \). For any map \( W : \mathcal{Z}_+ \to \mathbb{R} \), define for all \( t > 0 \), \( \mathcal{L}_W(t) := \limsup_{s \to 0} s^{-1} (W_\Phi(t+s, z) - W_\Phi(t, z)) \). Introduce \( G(z) := -\langle \nabla F(x), m \rangle \) and \( H(z) := \| S(x) - v \|^2 \) for every \( z = (x, m, v) \). Consider \( \delta > 0 \) (to be specified later on). We study \( \mathcal{L}_{W_\delta} = \mathcal{L}_V + \delta \mathcal{L}_G + \delta \mathcal{L}_H \). Note that \( \Phi_t(z) \in K' \cap \mathcal{Z}_+^* \) for all \( t > 0 \) by Lemma 7.4. Thus, \( t \mapsto V_\infty(\Phi_t(z)) \) is differentiable at any point \( t > 0 \) and the derivative coincides with \( \mathcal{L}_V(t) = V_\infty(\Phi_t(z)) \). Define \( C_1 := \sup\{\|v\| : (x, m, v) \in K'\} \). Then, by Lemma 7.5, \( \mathcal{L}_V(t) \leq -\varepsilon(\varepsilon + \sqrt{C_1})^{-2} \| m(t) \|^2 \). Let \( \mathcal{L}_{\nabla F} \) be the Lipschitz constant of \( \nabla F \) on \( \{x : (x, m, v) \in K'\} \). For every \( t > 0 \),

\[
\mathcal{L}_G(t) \leq \limsup_{s \to 0} s^{-1} \| \nabla F(x(t)) - \nabla F(x(t+s)) \| \| m(t+s) \| - \langle \nabla F(x(t)), m(t) \rangle \\
\leq \mathcal{L}_{\nabla F} \varepsilon^{-1} \| m(t) \|^2 - a \| \nabla F(x(t)) \|^2 + a \langle \nabla F(x(t)), m(t) \rangle \\
\leq -\frac{a}{2} \| \nabla F(x(t)) \|^2 + \left( \frac{a}{2} + \frac{\mathcal{L}_{\nabla F}}{\varepsilon} \right) \| m(t) \|^2.
\]
Denote by $L_S$ the Lipschitz constant of $S$ on $\{x : (x,m,v) \in K'\}$. For every $t > 0$, 
\[
\mathcal{L}_H(t) = \limsup_{s \to 0^+} s^{-1} (\|S(x(t + s)) - S(x(t)) + S(x(t)) - v(t + s)\|^2 - \|S(x(t)) - v(t)\|^2) 
\]
\[
= -2(S(x(t)) - v(t), v(t)) + \limsup_{s \to 0^+} 2s^{-1}(S(x(t + s)) - S(x(t)), S(x(t)) - v(t + s)) 
\]
\[
\leq -2b\|S(x(t)) - v(t)\|^2 + 2L_S\varepsilon^{-1}\|m(t)\|\|S(x(t)) - v(t)\| 
\]
Using that $2\|m(t)\|\|S(x(t)) - v(t)\| \leq \frac{L_S}{\varepsilon} \|m(t)\|^2 + \frac{\kappa}{\varepsilon}\|S(x(t)) - v(t)\|^2$, we obtain 
\[
\mathcal{L}_H(t) \leq -b\|S(x(t)) - v(t)\|^2 + \frac{L_2^2}{b\varepsilon}\|m(t)\|^2. 
\]
Hence, for every $t > 0$,
\[
\mathcal{L}_{W_s}(t) \leq -M(\delta)\|m(t)\|^2 - \frac{a\delta}{2} \|\nabla F(x(t))\|^2 - \delta b\|S(x(t)) - v(t)\|^2. 
\]
where $M(\delta) := \varepsilon(\varepsilon + \sqrt{c\delta})^{-2} - \frac{\delta^2 x_0}{2m}\gamma - \delta (\frac{a}{2} + \frac{L_2^2}{b\varepsilon})$. Choosing $\delta$ s.t. $M(\delta) > 0$,
\begin{equation}
(7.10) \quad \forall t > 0, \quad \mathcal{L}_{W_s}(t) \leq -c(\|m(t)\|^2 + \|\nabla F(x(t))\|^2 + \|S(x(t)) - v(t)\|^2),
\end{equation}
where $c := \min\{M(\delta), \frac{a\delta}{2}, \delta b\}$. It can easily be seen that for every $z \in K'$, $t \mapsto W_\delta(\Phi(\pi_t(z)))$ is Lipschitz continuous, hence absolutely continuous. Its derivative almost everywhere coincides with $\mathcal{L}_{W_\delta}$, which is non-positive. Thus, $W_\delta$ is a Lyapunov function for $\Phi$. We prove that the Lyapunov function is strict. Consider $z \in K'$ s.t. $W_\delta(\Phi(\pi_t(z))) = W_\delta(z)$ for all $t > 0$. The derivative almost everywhere of $t \mapsto W_\delta(\Phi(\pi_t(z)))$ is identically zero, and by Eq. (7.10), this implies that 
\[-c(\|m_t\|^2 + \|\nabla F(x_t)\|^2 + \|S(x_t) - v_t\|^2)\]
equal to zero for every $t$ a.e. (hence, for every $t$, by continuity of $\Phi$). In particular for $t = 0$, $m = \nabla F(x) = 0$ and $S(x) - v = 0$. Hence, $z \in h^{-1}_\infty(\{0\})$.

**Corollary 7.16.** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold. Assume that $0 < b \leq 4a$. For every $z \in \mathcal{Z}_+$, $\lim_{t \to \infty} d(\Phi(z), t), \mathcal{E}) = 0$. 

**Proof.** Use Prop. 7.15 with $K := \{z\}$. and [15, Th. 2.1.7].

### 7.3.2. Asymptotic Behavior of the Solution to (ODE).

**Proposition 7.17 (APT).** Let Assumptions 2.3, 2.4, 7.1 and 7.2 hold true. Assume that $0 < b \leq 4a$. Then, for every $z_0 \in \mathcal{Z}_0$, $Z^*_\infty(z_0)$ is an asymptotic pseudotrajectory of the semiflow $\Phi$ given by (7.8).

**Proof.** Consider $z_0 \in \mathcal{Z}_0$, $T \in (0, +\infty)$ and define $z := Z^*_\infty(z_0)$. Consider $t \geq 1$. For every $s \geq 0$, define $\Delta_t(s) := \|z(t + s) - \Phi(z(t))(s)\|$. The aim is to prove that $\sup_{s \in [0,T]} \Delta_t(s)$ tends to zero as $t \to \infty$. Putting together Prop. 7.6 and Lemma 7.8, the set $K := \{z(t) : t \geq 1\}$ is a compact subset of $Z^*_\infty$. Define $C(t) := \sup_{s \geq 0} \sup_{z \in K} |h(t + s, z') - h_{\infty}(z')|$. It can be shown that $\lim_{t \to \infty} C(t) = 0$. We obtain that for every $s \in [0, T]$, $\Delta_t(s) \leq TC(t) + \int_s^t \|h_{\infty}(z(t + s')) - h_{\infty}(\Phi(z(t))(s'))\|ds'$. By Lemma 7.8, $K' := \bigcup_{z \in \Phi(K)} z(0, T) \cup K'$ is a compact subset of $Z^*_\infty$. It is immediately seen from the definition that $h_{\infty}$ is Lipschitz continuous on every compact subset of $Z^*_\infty$, hence on $K \cup K'$. Therefore, for any $L$ independent from $t, s, s_t$. For some $s, t \in [0, T]$, $\Delta_t(s) \leq TC(t)e^{LT}$ and the right hand side converges to zero as $t \to \infty$. 

End of the Proof of Th. 3.2. By Prop. 7.6, the set $K := \overline{Z_0^\infty(z_0)}([0, \infty))$ is a compact subset of $Z_+$. Define $K' := \{ \Phi(t,z) : t \geq 0, z \in K \}$, and let $\Phi : [0, +\infty) \times K' \rightarrow K'$ be the restriction $\Phi$ to $K'$. By Prop. 7.15, there exists $\delta > 0$ s.t. $W_\delta$ is a strict Lyapunov function for the semiflow $\Phi$. Moreover, the set of equilibrium points coincides with $\mathcal{E} \cap K'$. In particular, the equilibrium points of $\Phi$ form a compact set. By Prop. 7.17, $Z_0^\infty(z_0)$ is an APT of $\Phi$. Note that every $z \in \mathcal{E}$ can be written under the form $z = (x,0,S(x))$ for some $x \in \mathcal{S}$. From the definition of $W_\delta$ in (7.9), $W_\delta(z) = W_\delta(x,0,S(x)) = V_\infty(x,0,S(x)) = F(x)$. Since $F(S)$ is assumed to have an empty interior, the same holds for $W_\delta(\mathcal{E} \cap K')$. By Prop. 7.14, $\bigcap_{t \geq 0} Z_0^\infty(z_0)([t, \infty)) \subset \mathcal{E} \cap K'$. The set in the right-hand side coincides with the set of limits of convergent sequences of the form $Z_0^\infty(z_0)(t_n)$ for $t_n \rightarrow \infty$. As $Z_0^\infty(z_0)([0, \infty))$ is a bounded set, $d(Z_0^\infty(z_0)(t), \mathcal{E})$ tends to zero.

7.4. Proof of Th. 3.4. The proof follows the path of [16, Th. 10.1.6, Th. 10.2.3], but requires specific adaptations to deal with the dynamical system at hand. Define for all $\delta > 0$, $t > 0$, and $z = (x, m, v)$,

$$W_\delta(t, (x, m, v)) := V(t, (x, m, v)) - \delta \langle \nabla F(x), m \rangle + \delta \| S(x) - v \|^2.$$  \hfill (7.11)

The function $\tilde{W}_\delta$ is the non-autonomous version of the function (7.9). Consider a fixed $x_0 \in \mathbb{R}^d$, and define $w_\delta(t) := \tilde{W}_\delta(t, z(t))$ where $z(t) = (x(t), m(t), v(t))$ is the solution to (ODE) with initial condition $(x_0, 0, 0)$. The proof uses the following steps.

i) Upper-bound on $w_\delta(t)$. From Eq. (3.4), we obtain that for every $t \geq 1$, $V(t, z(t)) \leq |F(x(t))| + \frac{\|m(t)\|^2}{\delta}$. Using $\langle \nabla F(x), m \rangle \leq \|\nabla F(x)\|^2 + \|m\|^2/2$, we obtain that there exists a constant $c_1$ (depending on $\delta$) s.t. for every $t \geq 1$,

$$w_\delta(t) \leq c_1 \left( |F(x(t))| + \|m(t)\|^2 + \|\nabla F(x(t))\|^2 + \|S(x(t)) - v(t)\|^2 \right).$$  \hfill (7.12)

ii) Upper-bound on $\frac{d}{dt} w_\delta(t)$. The function $w_\delta$ is absolutely continuous on $[1, +\infty)$. Moreover, there exist $\delta > 0$, $c_2 > 0$ (both depending on $x_0$) s.t. for every $t \geq 1$ a.e.,

$$\frac{d}{dt} w_\delta(t) \leq -c_2 \left( \|m(t)\|^2 + \|\nabla F(x(t))\|^2 + \|S(x(t)) - v(t)\|^2 \right).$$  \hfill (7.13)

The proof of Eq. (7.13) uses arguments that are similar to the ones used in the proof of Prop. 7.15 (just use Lemma 7.5 to bound the derivative of the first term in Eq. (7.11)). For this reason, it is omitted.

iii) Positivity of $w_\delta(t)$. By Lemma 7.5, the function $t \rightarrow V(t, z(t))$ is decreasing. As it is lower bounded, $\ell := \lim_{t \rightarrow +\infty} V(t, z(t))$ exists. By Th. 3.2, $m(t)$ tends to zero, hence this limit coincides with $\lim_{t \rightarrow +\infty} F(x(t))$. Replacing $F$ with $F - \ell$, one can assume without loss of generality that $\ell = 0$. By Eq. (7.13), $w_\delta$ is non-increasing on $[1, +\infty)$, hence converging to some limit. Using again Th. 3.2, $\langle \nabla F(x(t)), m(t) \rangle \rightarrow 0$ and $S(x(t)) - v(t) \rightarrow 0$. Thus, $\lim_{t \rightarrow +\infty} w_\delta(t) = \ell = 0$. Assume that there exists $t_0 \geq 1$ s.t. $w_\delta(t_0) = 0$. Then, $w_\delta$ is constant on $[t_0, +\infty)$. By Eq. (7.13), this implies that $m(t) = 0$ on this interval. Hence, $dx(t)/dt = 0$. This means that $x(t) = x(t_0)$ for all $t \geq t_0$. By Th. 3.2, it follows that $x(t_0) \in \mathcal{S}$. In that case, the final result is shown. Therefore, one can assume that $w_\delta(t) > 0$ for all $t \geq 1$.

iv) Putting together (7.12) and (7.13) using the Łojasiewicz condition. By Prop. 7.14 and 7.17, the set $L := \bigcup_{s \geq 0} \{ z(t) : t \geq s \}$ is a compact connected subset of $\mathcal{E} = \{ (x, 0, S(x)) : \nabla F(x) = 0 \}$. The set $U := \{ x : (x, 0, S(x)) \in L \}$ is a compact and connected subset of $\mathcal{S}$. Using Assumption 3.3 and [16, Lemma 2.1.6], there exist constants $\sigma, c > 0$ and $\theta \in (0, \frac{1}{2})$, s.t. $\|\nabla F(x)\| \geq c |F(x)|^{1-\theta}$ for all $x$
Thus, $z_n$ for every $n \in \mathbb{Z}$, we consider the iterates $\sup_{t \geq T'} \|\nabla F(x(t))\|^2 \geq \frac{1}{2} \|\nabla F(x(t))\|^2 + \frac{1}{2} |F(x(t))|^{1-\theta}$.

Upon noting that $2(1-\theta) \geq 1$, we thus obtain that there exists a constant $c_3$ and some $T' \geq 1$ s.t. for $t \geq T'$ a.e.,

$$
\frac{d}{dt} w_3(t) \leq -c_3 \left( \|m(t)\|^2 + \|\nabla F(x(t))\|^2 + |F(x(t))| + \|S(x(t)) - v(t)\|^2 \right)^{2(1-\theta)}.
$$

Putting this inequality together with Eq. (7.12), we obtain that for some constant $c_4 > 0$ and for all $t \geq T'$ a.e., $\frac{d}{dt} w_3(t) \leq -c_4 w_3(t)^{2(1-\theta)}$.

v) End of the proof. Following the arguments of [16, Th. 10.1.6], by integrating the preceding inequality, over $[T', t]$, we obtain $w_3(t) \leq c_5 t^{-\frac{1-\theta}{2}}$ for $t \geq T'$ in the case where $\theta < \frac{1}{2}$, whereas $w_3(t)$ decays exponentially if $\theta = \frac{1}{2}$. From now on, we focus on the case $\theta < \frac{1}{2}$. By definition of (ODE), $\|z(t)\|^2 \leq \|m(t)\|^2/(1 - e^{-aT})^2 e^2$ for all $t \geq T'$. Since Eq. (7.13) implies $\|m(t)\|^2 \leq -w_3(t)/c_2$, we deduce that there exists $c, c' > 0$ s.t. for all $t \geq T'$, $\int_0^t \|z(s)\|^2 ds \leq c w_3(t) \leq c't^{-\frac{1-\theta}{2}}$. Applying [16, Lemma 2.1.5], it follows that $\int_0^\infty \|z(s)\|^2 ds \leq c't^{-\frac{1-\theta}{2}}$ for some other constant $c$. Therefore $x^* := \lim_{t \to +\infty} x(t)$ exists by Cauchy’s criterion and for all $t \geq T'$, $\|x(t) - x^*\| \leq c't^{-\frac{1-\theta}{2}}$. Finally, since $x(t) \to a$, we remark that, using the same arguments, the global Łojasiewicz exponent $\theta$ can be replaced by any Łojasiewicz exponent of $f$ at $x^*$. When $\theta = \frac{1}{2}$, the proof follows the same line.

8. Proofs of Section 4.

8.1. Proof of Th. 4.3. Given an initial point $x_0 \in \mathbb{R}^d$ and a stepsize $\gamma > 0$, we consider the iterates $z_n^\gamma$ given by (2.5) and $z_0^\gamma := (x_0, 0, 0)$. For every $n \in \mathbb{N}^*$ and every $z \in \mathcal{Z}_+$, we define

$$
H_\gamma(n, z, \xi) := \gamma^{-1}(T_{\gamma, \alpha(\gamma), \overline{\beta}(\gamma)}(n, z, \xi) - z).
$$

Thus, $z_n^\gamma = z_{n-1}^\gamma + \gamma H_\gamma(n, z_{n-1}^\gamma, \xi_n)$ for every $n \in \mathbb{N}^*$. For every $n \in \mathbb{N}^*$ and every $z \in \mathcal{Z}$ of the form $z = (x, m, v)$, we define $e_\gamma(n, z) := (x, (1-\overline{\alpha}(\gamma))^n m, (1-\overline{\beta}(\gamma))^n v)$, and set $e_\gamma(0, z) := z$.

**Lemma 8.1.** Let Assumptions 2.2, 2.5 and 4.2 hold true. There exists $\tilde{\gamma}_0 > 0$ s.t. for every $R > 0$, there exists $s > 0$,

$$
\sup \left\{ \mathbb{E} \left( \|H_\gamma(n + 1, z, \xi)\|^{1+s} \right) : \gamma \in (0, \tilde{\gamma}_0), n \in \mathbb{N}, z, \xi \in \mathcal{Z}_+ s.t. \|e_\gamma(n, z)\| \leq R \right\} < \infty.
$$

**Proof.** Let $R > 0$. We denote by $(H_{\gamma,x}, H_{\gamma,m}, H_{\gamma,y})$ the block components of $H_\gamma$. There exists a constant $C_s$ depending only on $s$ s.t. $\|H_\gamma\|^{1+s} \leq C_s (\|H_{\gamma,x}\|^{1+s} + \|H_{\gamma,m}\|^{1+s} + \|H_{\gamma,y}\|^{1+s})$. Hence, it is sufficient to prove that Eq. (8.1) holds respectively when replacing $H_{\gamma,x}$ with each of $H_{\gamma,x}, H_{\gamma,m}, H_{\gamma,y}$. Consider $z = (x, m, v)$ in $\mathcal{Z}_+$. We write: $\|H_{\gamma,x}(n + 1, z, \xi)\| \leq \varepsilon^{-1}((\|m\|^{1/s}) + \|\nabla f(x, \xi)\|)$. Thus, for every $z$ s.t. $\|e_\gamma(n, z)\| \leq R$, there exists a constant $C$ depending only on $\varepsilon, R$ and $s$ s.t. $\|H_{\gamma,x}(n + 1, z, \xi)\|^{1+s} \leq C(1 + \|\nabla f(x, \xi)\|^{1+s})$. By Assumption 4.2, (8.1) holds for $H_{\gamma,x}$ instead of $H_\gamma$. Similar arguments hold for $H_{\gamma,m}$ and $H_{\gamma,y}$ upon noting that the functions $\gamma \rightarrow (1-\overline{\alpha}(\gamma))/\gamma$ and $\gamma \rightarrow (1-\overline{\beta}(\gamma))/\gamma$ are bounded under Assumption 2.5.

For every $R > 0$, and every arbitrary sequence $z = (z_n : n \in \mathbb{N})$ on $\mathcal{Z}_+$, we define $\tau_R(z) := \inf \{ n \in \mathbb{N} : \|e_\gamma(n, z_n)\| > R \}$ with the convention that $\tau_R(z) = +\infty$.
when the set is empty. We define the map \( B_R : \mathcal{Z}^N_t \to \mathcal{Z}^N_t \) for any arbitrary sequence \( z = (z_n : n \in \mathbb{N}) \) on \( \mathcal{Z} \), by \( B_R(z)(n) = z_n \mathbb{1}_{n < \tau_R(z)} + z_{\tau_R(z)} \mathbb{1}_{n \geq \tau_R(z)} \). We define the random sequence \( \gamma_t := B_R(z) \). Recall that a family \( (X_i : i \in I) \) of random variables on some Euclidean space is called uniformly integrable if \( \lim_{A \to +\infty} \sup_{n \in I} E(\|X_i\| \|x_i\|_{\|A\|}) = 0 \).

**Lemma 8.2.** Let Assumptions 2.2, 2.5, 4.2 and 4.1 hold true. There exists \( \gamma_0 > 0 \) s.t. for every \( R > 0 \), the family of r.v. \( (\gamma_t^{-1}(z_{n+1}^\gamma - z_n^\gamma) : n \in \mathbb{N}, \gamma \in (0, \gamma_0]) \) is uniformly integrable.

**Proof.** Let \( R > 0 \). As the event \( \{n < \tau_R(z^\gamma)\} \) coincides with \( \bigcap_{k=0}^n \{\|e_\gamma(k, z^\gamma_k)\| \leq R\} \), it holds that for every \( n \in \mathbb{N} \),
\[
\frac{z_{n+1}^\gamma - z_n^\gamma}{\gamma} = \frac{\gamma}{\gamma} \mathbb{1}_{n < \tau_R(z^\gamma)} = H_\gamma(n + 1, z_n^\gamma, \xi_{n+1}) \prod_{k=0}^n \mathbb{1}_{\|e_\gamma(k, z^\gamma_k)\| \leq R}.
\]
Choose \( \gamma_0 > 0 \) and \( s > 0 \) as in Lemma 8.1. For every \( \gamma \leq \gamma_0 \),
\[
E\left(\|\gamma_t^{-1}(z_{n+1}^\gamma - z_n^\gamma)\|^{1+s}\right) \leq \sup \left\{E\left(\|H_\gamma(t+1, z, \xi)\|^s\right) : \gamma' \in (0, \gamma_0], t \in \mathbb{Z}, z \in \mathcal{Z}, \|e_\gamma(t, z)\| \leq R\right\}.
\]
By Lemma 8.1, the right-hand side is finite and does not depend on \( (n, \gamma) \).

For a fixed \( \gamma > 0 \), we define the interpolation map \( X_\gamma : \mathcal{Z}^N \to C([0, +\infty), \mathcal{Z}) \) as follows for every sequence \( z = (z_n : n \in \mathbb{N}) \) on \( \mathcal{Z} \):
\[
X_\gamma(z) : t \mapsto z_{\lceil \frac{t}{\gamma} \rceil} + (t/\gamma - \lfloor t/\gamma \rfloor)(z_{\lfloor \frac{t}{\gamma} \rfloor + 1} - z_{\lfloor \frac{t}{\gamma} \rfloor}).
\]
For every \( \gamma, R > 0 \), we define \( z_{\gamma,R} := X_\gamma(z_{\gamma,R}) = X_\gamma \circ B_R(z^\gamma) \). Namely, \( z_{\gamma,R} \) is the interpolated process associated with the sequence \( (z_n^\gamma) \). It is a random variable on \( C([0, +\infty), \mathcal{Z}) \). We recall that \( F_n \) is the \( \sigma \)-algebra generated by the r.v. \( (\xi_k \leq 1 \leq k \leq n) \). For every \( \gamma, n, R \), we use the notation: \( \Delta_{n+1}^{\gamma,R} := 0 \) and
\[
\Delta_{n+1}^{\gamma,R} := \gamma_t^{-1}(z_{n+1}^\gamma - z_n^\gamma) - E(\gamma_t^{-1}(z_{n+1}^\gamma - z_n^\gamma)|F_n).
\]

**Lemma 8.3.** Let Assumptions 2.2, 2.5, 4.2 and 4.1 hold true. There exists \( \gamma_0 > 0 \) s.t. for every \( R > 0 \), the family of r.v. \( (z_{\gamma,R} : \gamma \in (0, \gamma_0]) \) is tight. Moreover, for every \( \delta > 0 \), \( P\left(\max_{0 \leq n \leq \lfloor \frac{t}{\gamma} \rfloor} \|\sum_{k=0}^n \Delta_{k+1}^{\gamma,R}\| > \delta\right) \xrightarrow{\gamma_0 \to 0} 0 \).

**Proof.** It is an immediate consequence of Lemma 8.2 and [6, Lemma 6.2]

The proof of the following lemma is omitted.

**Lemma 8.4.** Let Assumptions 2.2 and 2.5 hold true. Consider \( t > 0 \) and \( z \in \mathcal{Z}_+ \). Let \( (\varphi_n, z_n) \) be a sequence on \( \mathbb{N}^* \times \mathcal{Z}_+ \) s.t. \( \lim_{n \to \infty} \gamma_n \varphi_n = t \) and \( \lim_{n \to \infty} z_n = z \). Then, \( \lim_{n \to \infty} h_{\gamma_n}(\varphi_n, z_n) = h(t, z) \) and \( \lim_{n \to \infty} e_{\gamma_n}(\varphi_n, z_n) = e(t, z) \).

**End of the Proof of Th. 4.3** Consider \( x_0 \in \mathbb{R}^d \) and set \( z_0 = (x_0, 0, 0) \). Define \( R_0 := \sup \{\|e(t, z_\infty^0(t))\| : t > 0\} \). By Prop. 7.6, \( R_0 < +\infty \). We select an arbitrary \( R \) s.t. \( R \geq R_0 + 1 \). For every \( n \geq 0, z \in \mathcal{Z}_+ \),
\[
z_{n+1}^\gamma = z_n^\gamma + \gamma H_\gamma(n+1, z_n^\gamma, \xi_{n+1}) \mathbb{1}_{\|e_\gamma(n, z_n)\| \leq R}.
\]
Define for every \( n \geq 1, z \in \mathcal{Z}_+ \), \( h_{\gamma,R}(n, z) := h_\gamma(n, z) \mathbb{1}_{\|e_\gamma(n-1, z)\| \leq R} \). Then,
\[
\Delta_{n+1}^{\gamma,R} = \gamma_t^{-1}(z_{n+1}^\gamma - z_n^\gamma) - h_{\gamma,R}(n+1, z_n^\gamma).
\]
Define also for every \( n \geq 0 \),
Consider $\omega \in \Omega'$ s.t. the r.v. $z$ satisfies (8.3) at point $\omega$. From now on, we consider that $\omega$ is fixed, and we handle $z$ as an element of $C([0, +\infty), \mathbb{Z}_+)$, and no longer as a random variable. Define $\tau := \inf\{t \in [0, T] : \|\tilde{e}(t, z(t))\| > R_0 + \frac{1}{2}\}$ if the latter set is non-empty, and $\tau := T$ otherwise. Since $z(0) = z_0$ and $\|z_0\| < R_0$, it holds that $\tau > 0$ using the continuity of $z$. Choose any $(s, t) \in \mathbb{R} \times \mathbb{R}$ s.t. $0 < s < t < \tau$. Note that $z_{(\gamma_k)}(\gamma_k[s/\gamma_k]) \rightarrow z(s)$ and $\gamma_k([s/\gamma_k] + 1) \rightarrow s$. Thus, by Lemma 8.4, $h_{\gamma_k}([s/\gamma_k] + 1, z_{(\gamma_k)}(\gamma_k[s/\gamma_k]))$ converges to $h(s, z(s))$ and $e_{\gamma_k}([s/\gamma_k], z_{(\gamma_k)}(\gamma_k[s/\gamma_k]))$ converges to $\tilde{e}(s, z(s))$. Since $s < t$, $\tilde{e}(s, z(s)) \leq R_0 + \frac{1}{2}$. As $R \geq R_0 + 1$, there exists a certain $K(s)$ s.t. for every $k \geq K(s)$, $\|e_{\gamma_k}([s/\gamma_k], z_{(\gamma_k)}([s/\gamma_k]))\| \leq R = 1$. As a consequence, $h_{\gamma_k}([s/\gamma_k] + 1, z_{(\gamma_k)}(\gamma_k[s/\gamma_k]))$ converges to $h(s, z(s))$ as $k \rightarrow \infty$. Using Lebesgue’s dominated convergence theorem, we obtain, for all $t \in [0, \tau]$: $z(t) = z_0 + \int_0^t h(s, z(s)) \, ds$. Therefore $z(t) = Z_{\infty}^0(x_0)(t)$ for every $t \in [0, \tau]$. In particular, $\|z(t)\| \leq R_0$ and this means that $\tau = T$. Thus, $z(t) = Z_{\infty}^0(x_0)(t)$ for every $t \in [0, \tau]$ and consequently for every $t \geq 0$. We have shown that for every $R \geq R_0 + 1$, the sequence of r.v. $(z_{(\gamma)} : \gamma \in (0, \gamma_0)]$ is tight and converges in probability to $Z_{\infty}^0(z_0)$ as $\gamma \rightarrow 0$. Therefore, for every $T > 0$,

$$\forall \delta > 0, \lim_{\gamma \rightarrow 0} \mathbb{P} \left( \sup_{t \in [0, T]} \|z_{\gamma}(t) - Z_{\infty}^0(x_0)(t)\| > \delta \right) = 0.$$
In order to complete the proof, we show that $P\left(\sup_{t \in [0,T]} \|z^{\gamma,R}(t) - z^\gamma(t)\| > \delta\right) \to 0$ as $\gamma \to 0$, for all $\delta > 0$. Here we recall that $z^\gamma = X_\gamma(z^\gamma)$. Note that $\|z^{\gamma,R}(t)\| \leq \|z^{\gamma,R}(t) - Z^\gamma_R(z_0)(t)\| + R_0$ by the triangular inequality. Therefore, for every $T, \delta > 0$,

$$P\left(\sup_{t \in [0,T]} \|z^{\gamma,R}(t) - z^\gamma(t)\| > \delta\right) \leq P\left(\sup_{t \in [0,T]} \|z^{\gamma,R}(t)\| \geq R\right) \leq P\left(\sup_{t \in [0,T]} \|z^{\gamma,R}(t) - Z^\gamma_R(z_0)(t)\| \geq R - R_0\right).$$

By Eq. (8.4), the RHS of the above inequality tends to zero as $\gamma \to 0$. The proof is complete.

8.2. Proof of Th. 4.5. We start by stating a general result. Consider a Euclidean space $X$ equipped with its Borel $\sigma$-field $\mathcal{X}$. Let $\gamma_0 > 0$, and consider two families $(P_{\gamma,n} : 0 < \gamma < \gamma_0, n \in \mathbb{N}^*)$ and $(\bar{P}_\gamma : 0 < \gamma < \gamma_0)$ of Markov transition kernels on $X$. Denote by $\mathcal{P}(X)$ the set of probability measures on $X$. Let $X = (X_n : n \in \mathbb{N})$ be the canonical process on $X$. Let $(\mathbb{P}^{\gamma,n} : 0 < \gamma < \gamma_0, \nu \in \mathcal{P}(X))$ and $(\mathbb{P}^{\gamma} : 0 < \gamma < \gamma_0, \nu \in \mathcal{P}(X))$ be two families of measures on the canonical space $(X^\mathbb{N}, \mathcal{X}^\otimes \mathbb{N})$ such that the following holds:

- Under $\mathbb{P}^{\gamma,n}$, $X$ is a non-homogeneous Markov chain with transition kernels $(P_{\gamma,n} : n \in \mathbb{N}^*)$ and initial distribution $\nu$, that is, for each $n \in \mathbb{N}^*$, $\mathbb{P}^{\gamma,n}(X_n \in dx|X_{n-1}) = P_{\gamma,n}(x, dx)$.

- Under $\mathbb{P}^{\gamma}$, $X$ is an homogeneous Markov chain with transition kernel $\bar{P}_\gamma$ and initial distribution $\nu$.

In the sequel, we will use the notation $\bar{P}^{\gamma,x}$ as a shorthand notation for $\bar{P}^{\gamma,\delta_x}$, where $\delta_x$ is the Dirac measure at some point $x \in X$. Finally, let $\Psi$ be a semiflow on $X$. A Markov kernel $P$ is Feller if $Pf$ is continuous for every bounded continuous $f$.

**Assumption 8.5.** Let $\nu \in \mathcal{P}(X)$.

- i) For every $\gamma$, $P_\gamma$ is Feller.
- ii) $(\mathbb{P}^{\gamma,n}X_n^{-1} : n \in \mathbb{N}, 0 < \gamma < \gamma_0)$ is a tight family of measures.
- iii) For every $\gamma \in (0, \gamma_0)$ and every bounded Lipschitz continuous function $f : X \to \mathbb{R}$, $P_{\gamma,n}f$ converges to $\bar{P}_\gamma f$ as $n \to \infty$, uniformly on compact sets.
- iv) For every $\delta > 0$, for every compact set $K \subset X$, for every $t > 0$,

$$\lim_{\gamma \to 0} \sup_{x \in K} \bar{P}^{\gamma,x}\left(\|X_{t/\gamma} - \Psi_t(x)\| > \delta\right) = 0.$$

Let $BC_\Psi$ be the Birkhoff center of $\Psi$ i.e., the closure of the set of recurrent points.

**Theorem 8.6.** Consider $\nu \in \mathcal{P}(X)$ s.t. Assumption 8.5 holds true. Then, for every $\delta > 0$, $\lim_{\gamma \to 0} \limsup_{n \to \infty} \frac{1}{n+1} \sum_{k=0}^n \mathbb{P}^{\gamma,n}(d(X_k, BC_\Psi) > \delta) = 0$.

We omit the proof of this result which follows a similar reasoning to [6, Th. 5.5 and Proof in section 8.4] and makes use of results from [13].

**End of the Proof of Th. 4.5.** We apply Th. 8.6 in the case where $P_{\gamma,n}$ is the kernel of the non-homogeneous Markov chain $(z_n^\gamma)$ defined by (2.5) and $\bar{P}_\gamma$ is the kernel of the homogeneous Markov chain $(\bar{z}_n^\gamma)$ given by $\bar{z}_n^\gamma = \bar{z}_{n-1}^\gamma + \gamma H_\gamma(\infty, \bar{z}_{n-1}^\gamma, \xi_n)$ for every $n \in \mathbb{N}^*$ and $\bar{z}_n \in Z_+$ where $H_\gamma(\infty, \bar{z}_{n-1}^\gamma, \xi_n) := \lim_{k \to \infty} H_\gamma(k, \bar{z}_{n-1}^\gamma, \xi_n)$. The task is merely to verify Assumption 8.5iii), the other assumptions being easily verifiable using Th. 4.3. Consider $\gamma \in (0, \gamma_0)$. Let $f : Z \to \mathbb{R}$ be a bounded $M$-Lipschitz continuous
function and $K$ a compact. For all $z = (x, m, v) \in K$:

$$|P_{\gamma,n}(f)(z) - \bar{P}_{\gamma}(f)(z)| \leq M\gamma \mathbb{E} \left\| \frac{(1 - \alpha^n)^{-1} \tilde{m}_\xi}{\varepsilon + (1 - \beta^n)^{-1/2} \tilde{v}_\xi} - \frac{\tilde{m}_\xi}{\varepsilon + \tilde{v}_\xi} \right\|$$

$$\leq \frac{M\gamma n^n}{\varepsilon(1 - \alpha^n)} \sup_{x,m} (\alpha \|m\| + (1 - \alpha)\mathbb{E}||\nabla f(x, \xi)||) + \frac{M\gamma \mathbb{E}||\tilde{m}_\xi \odot \tilde{v}_\xi||}{\varepsilon^2} \left(1 - \frac{1}{(1 - \beta^n)^{1/2}}\right)$$

where we write $\alpha = \tilde{\alpha}(\gamma)$, $\beta = \tilde{\beta}(\gamma)$, $\tilde{m}_\xi := \alpha m + (1 - \alpha) \nabla f(x, \xi)$ and $\tilde{v}_\xi := \beta v + (1 - \beta) \nabla f(x, \xi)^{1/2}$. Thus, condition 8.5(iii) follows. Finally, Cor. 7.16 implies $BC_n = \mathcal{E}$.

### 9. Proofs of Section 5

In this section, we denote by $\mathbb{E}_n = \mathbb{E}(\cdot | \mathcal{F}_n)$ the conditional expectation w.r.t. $\mathcal{F}_n$. We also use the notation $\nabla f_{n+1} := \nabla f(x_n, \xi_{n+1})$.

The following lemma will be useful in the proofs.

**Lemma 9.1.** Let the sequence $(r_n)$ be defined as in Algorithm 5.1. Assume that $0 \leq \alpha_n < 1$ for all $n$ and that $(1 - \alpha_n)/\gamma_n \to 0 > a$ as $n \to +\infty$. Then,

i) $\forall n \in \mathbb{N}, r_n = 1 - \prod_{i=1}^{n} \alpha_i$,

ii) The sequence $(r_n)$ is nondecreasing and converges to 1.

iii) Under Assumption 5.6 i), for every $\epsilon > 0$, for sufficiently large $n$, we have $r_n - 1 \leq \epsilon n^{-\gamma_0/(1+\epsilon)}$ if $\kappa \in (0, 1)$ and $r_n - 1 \leq n^{-\gamma_0/(1+\epsilon)}$ if $\kappa = 1$.

A similar lemma holds for the sequence $(\tilde{r}_n)$.

**Proof.**

i) stems from observing that $r_{n+1} - 1 = \alpha_{n+1}(r_n - 1)$ for every $n \in \mathbb{N}$ and iterating this relation ($r_0 = 0$). As a consequence, the sequence $(r_n)$ is nondecreasing. We can write : $0 \leq 1 - r_n \leq \exp(-\sum_{i=1}^{n} (1 - \alpha_i))$. iii) As $\sum_{n \geq 1} \gamma_n = +\infty$ and $(1 - \alpha_n) \sim a\gamma_n$, we deduce that $\sum_{i=1}^{n} (1 - \alpha_i) \sim \sum_{i=1}^{n} a\gamma_i$. The results follow from the fact that $\sum_{i=1}^{n} \gamma_i \sim \frac{a}{1 - \kappa} n^{1-\kappa}$ when $\kappa \in (0, 1)$ and $\sum_{i=1}^{n} \gamma_i \sim n \ln n$ for $\kappa = 1$. \(\square\)

### 9.1. Proof of Th. 5.2

We define $\tilde{z}_n = (x_{n-1}, m_n, v_n)$ (note the shift in the index of the variable $x$). We have

$$\tilde{z}_{n+1} = \tilde{z}_n + \gamma_n + 1 h_{\infty}(\tilde{z}_n) + \gamma_n + 1 \chi_{n+1} + \gamma_n + 1 \zeta_{n+1},$$

where $h_{\infty}$ is defined in Eq. (7.1) and where we set

$$\chi_{n+1} = \left(0, \frac{\gamma_{n+1}^{-1} (1 - \alpha_{n+1}) (\nabla f_{n+1} - \nabla F(x_n)), \gamma_{n+1}^{-1} (1 - \beta_{n+1}) (\nabla f_{n+1} - S(x_n)) \right)$$

and $\zeta_{n+1} = (\tilde{z}_{n+1}, \tilde{m}_{n+1}, \tilde{v}_{n+1})$ with the components defined by: $\tilde{z}_{n+1} = \frac{m_n}{\varepsilon + \sqrt{\gamma_n}} - \frac{\gamma_n^{-1} a}{\varepsilon + \sqrt{\gamma_n}} m_n$, $\tilde{m}_{n+1} = \left(1 - \alpha_{n+1} \gamma_{n+1}^{-1} - a \right) \left(\nabla F(x_n) - m_n\right) + a \left(\nabla F(x_n) - \nabla F(x_{n-1})\right)$ and $\tilde{v}_{n+1} = \left(1 - \beta_{n+1} \gamma_{n+1}^{-1} - b \right) \left(S(x_n) - v_n\right) + b \left(S(x_n) - S(x_{n-1})\right)$. We prove that $\zeta_n \to 0$ a.s. Using the triangular inequality,

$$\|\zeta_n\| \leq \left\| \frac{m_n}{\varepsilon + \sqrt{\gamma_n}} - \frac{m_n}{\varepsilon + \sqrt{\gamma_n}} \right\| + \left\| 1 - \frac{\gamma_n \tilde{r}_{n+1}^{-1}}{\gamma_{n+1} \tilde{r}_{n+1}^{1/2}} \right\|^\frac{1}{2} \left\| \frac{m_n}{\varepsilon + \sqrt{\gamma_n}} \right\|$$

$$\leq \epsilon^{-1} \left[1 - \tilde{r}_{n+1}^{-1/2} \right] \left\| m_n \right\| + \epsilon^{-1} \left[1 - \frac{\gamma_n \tilde{r}_{n+1}^{-1}}{\gamma_{n+1}} \right] \left\| m_n \right\|,$$

which converges a.s. to zero because of the boundedness of $(z_n)$ combined with Assumption 5.1 and Lemma 9.1 for $(\tilde{r}_n)$. The components $\tilde{z}_{n+1}$ and $\tilde{v}_{n+1}$ converge a.s. to zero, as products of a bounded term and a term converging to zero. Indeed, note that...
\( \nabla F \) and \( S \) are locally Lipschitz continuous under Assumption 2.2. Hence, there exists a constant \( C \) s.t. \( \| \nabla F(x_n) - \nabla F(x_{n-1}) \| \leq C \| x_n - x_{n-1} \| \leq \frac{\gamma_n}{\gamma_{n+1}} \| m_n \|. \) The same inequality holds when replacing \( \nabla F \) by \( S \). Now consider the martingale increment sequence \( (\chi_n) \), adapted to \( F_n \). Estimating the second order moments, it is easy to show using Assumption 4.2(i) that there exists a constant \( C' \) s.t. \( \mathbb{E}_n(\| \chi_{n+1} \|^2) \leq C' \). Using that \( \sum_k \gamma_k^2 < \infty \), it follows that \( \sum_n \mathbb{E}_n(\| \gamma_{n+1} \chi_{n+1} \|^2) < \infty \) a.s. By Doob’s convergence theorem, \( \lim_{n \to \infty} \sum_{k \leq n} \gamma_k \chi_k \) exists almost surely. Using this result along with the fact that \( c_n \) converges a.s. to zero, it follows from usual stochastic approximation arguments [5] that the interpolated process \( \tilde{z} : [0, +\infty) \to \mathbb{Z}^+ \) given by

\[
\tilde{z}(t) = \tilde{z}_n + (t - \tau_n) \frac{\tilde{z}_{n+1} - \tilde{z}_n}{\gamma_{n+1}} \quad (\forall n \in \mathbb{N}, \, \forall t \in [\tau_n, \tau_{n+1})
\]

(where \( \tau_n = \sum_{k=0}^n \gamma_k \)), is almost surely a bounded APT of the semiflow \( \Phi \) defined by (ODE\(_\infty\)). The proof is concluded by applying Prop. 7.14 and Prop. 7.15.

9.2. Proof of Prop. 5.4. As \( \inf F > -\infty \), one can assume without loss of generality that \( F \geq 0 \). In the sequel, \( C \) denotes some positive constant which may change from line to line. We define \( a_n := (1 - \alpha_{n+1})/\gamma_n \) and \( P_n := \frac{1}{2a_n} (m_n^{\otimes 2}, \frac{1}{\varepsilon + \sqrt{v_n}}) \). We have \( a_n \to a \) and \( r_n \to 1 \). By Assumption 5.3(i),

\[
F(x_n) \leq F(x_{n-1}) - \gamma_n (\nabla F(x_n), \frac{\hat{m}_n}{\varepsilon + \sqrt{v_n}}) + C \gamma_n^2 P_n.
\]

We set \( u_n := 1 - \frac{\alpha_{n+1}}{\gamma_n} \) and \( D_n := \frac{r_n^{-1}}{\gamma_n} \), so that \( P_n = \frac{1}{2a_n} (D_n, m_n^{\otimes 2}) \). We can write:

\[
P_{n+1} - P_n = u_n P_{n+1} + \left( \frac{D_{n+1} - D_n}{2a_n}, m_n^{\otimes 2} \right) + \left( \frac{D_n}{2a_n}, m_n^{\otimes 2} - m_{n+1}^{\otimes 2} \right).
\]

We estimate the vector \( D_{n+1} - D_n \). Using that \( (r_n^{-1}) \) is non-increasing,

\[
D_{n+1} - D_n \leq r_n^{-1} \sqrt{v_n - \sqrt{v_{n+1}} - \sqrt{v_n}} \frac{v_n}{(\varepsilon + \sqrt{v_{n+1}}) \circ (\varepsilon + \sqrt{v_n})}.
\]

Reordering that \( v_n \geq \beta_{n+1} v_n \), recalling that \( (\bar{r}_n) \) is nondecreasing and using the update rules of \( v_n \) and \( \bar{r}_n \), we obtain after some algebra

\[
\sqrt{v_n} - \sqrt{v_{n+1}} = \bar{r}_{n+1} (1 - \beta_{n+1}) \sqrt{v_n - \frac{\gamma_n^2}{\sqrt{v_n} + \sqrt{v_{n+1}}} + \frac{\bar{r}_{n+1} - \bar{r}_n}{\sqrt{v_n} (\sqrt{v_n} + \sqrt{v_{n+1}})^2}} \sqrt{v_{n+1}}
\]

\[
\leq c_{n+1} \sqrt{v_{n+1}} \text{ where } c_{n+1} := \frac{1 - \beta_{n+1}}{\sqrt{\beta_{n+1}}} \left( \frac{1}{1 + \sqrt{\beta_{n+1}}} + \frac{1}{2 \bar{r}_n} \right).
\]

It is easy to see that \( c_n/\gamma_n \to b/2 \). Thus, for any \( \delta > 0 \), \( c_{n+1} \leq (b + 2\delta) \gamma_n/2 \) for all \( n \) large enough. Using also that \( \sqrt{v_{n+1}}/(\varepsilon + \sqrt{v_{n+1}}) \leq 1 \), we obtain that \( D_{n+1} - D_n \leq \frac{b + 2 \delta}{2} \gamma_n D_n \). Substituting this inequality in Eq. (9.2), we get

\[
P_{n+1} - P_n \leq u_n P_{n+1} + \gamma_n \left( \frac{b + 2 \delta}{4a_n} D_n, m_n^{\otimes 2} \right) + \left( \frac{D_n}{2a_n}, m_n^{\otimes 2} - m_{n+1}^{\otimes 2} \right).
\]

Using \( m_n^{\otimes 2} - m_{n+1}^{\otimes 2} = 2m_n \otimes (m_{n+1} - m_n) + (m_{n+1} - m_n)^{\otimes 2} \), and noting that \( \mathbb{E}_n (m_{n+1} - m_n) = a_n \gamma_n (\nabla F(x_n) - m_n) \),

\[
\mathbb{E}_n \left( \frac{D_n}{2a_n}, m_n^{\otimes 2} - m_{n+1}^{\otimes 2} \right) = \gamma_n (\nabla F(x_n), \frac{\hat{m}_n}{\varepsilon + \sqrt{v_n}} - 2a_n \gamma_n P_n + \left( \frac{D_n}{2a_n}, \mathbb{E}_n [(m_{n+1} - m_n)^{\otimes 2}] \right)
\]
As \( a_n \to a \), we have \( a_n - \frac{b+\delta}{\gamma_n} \geq a - \frac{b+\delta}{\gamma_n} \) for all \( n \) large enough. Hence,

\[
\mathbb{E}_n P_{n+1} - P_n \leq u_n P_{n+1} - 2(a - \frac{b+\delta}{\gamma_n})\gamma_n P_n + \gamma_n \langle \nabla F(x_n), \frac{\tilde{m}_n}{\varepsilon + \sqrt{v_n}} \rangle + \frac{\gamma_n b + 2\delta}{2} \langle \nabla F(x_n), \frac{\tilde{m}_n}{\varepsilon + \sqrt{v_n}} \rangle + C \langle \frac{D_n}{2u_n}, \mathbb{E}_n[(m_{n+1} - m_n)\circ 2] \rangle.
\]

Using the Cauchy-Schwarz inequality and Assumption 5.3 ii), it is easy to show the inequality \( \langle \nabla F(x_n), \frac{\tilde{m}_n}{\varepsilon + \sqrt{v_n}} \rangle \leq C(1 + F(x_n) + P_n) \). Moreover, using the componentwise inequality \( \langle \nabla f_{n+1} - m_n \rangle \circ 2 \leq 2\nabla f_{n+1}^\circ 2 + 2m_n \circ 2 \) along with Assumption 5.3 ii), we obtain

\[
\mathbb{E}_n[(m_{n+1} - m_n)\circ 2] \leq 2(1 - \alpha_n)^2 \mathbb{E}_n[(\nabla f_{n+1})^\circ 2 + m_n \circ 2] \leq C\gamma_n^2(1 + F(x_n) + P_n) \).
\]

Putting all pieces together with Eq. (9.1), (9.4)

\[
\mathbb{E}_n(F(x_n) + P_{n+1}) \leq F(x_{n-1}) + P_n + u_n P_{n+1} - 2(a - \frac{b+\delta}{\gamma_n})\gamma_n P_n + C\gamma_n^2(1 + F(x_n) + P_n).
\]

Define \( V_n := (1 - C\gamma_n^2)F(x_{n-1}) + (1 - u_{n-1})P_n \) where the constant \( C \) is fixed so that Eq. (9.4) holds. Then,

\[
\mathbb{E}_n(V_{n+1}) \leq V_n - \left(2a - \frac{b+\delta}{\gamma_n} \frac{u_{n-1}}{\gamma_n}\right)\gamma_n P_n + C\gamma_n^2(1 + P_n) + C\gamma_n^2 F(x_{n-1}).
\]

By Assumption 5.3, \( \limsup_{n} u_{n-1}/\gamma_n < 2a - b/2 \) and for \( \delta \) small enough, we obtain

\[
\mathbb{E}_n(V_{n+1}) \leq V_n + C\gamma_n^2(1 + P_n) + C\gamma_n^2 F(x_{n-1}) \leq (1 + C\gamma_n^2)V_n + C\gamma_n^2.
\]

By the Robbins-Siegmund’s theorem [22], the sequence \( (V_n) \) converges almost surely to a finite random variable \( V_\infty \in \mathbb{R}^+ \). In turn, the coercivity of \( F \) implies that \( (x_n) \) is almost surely bounded. We now establish the almost sure boundedness of \( (m_n) \). Consider the martingale difference sequence \( \Delta_{n+1} := \nabla f_{n+1} - \nabla F(x_n) \). We decompose \( m_n = \tilde{m}_n + \tilde{m}_n \) where \( \tilde{m}_{n+1} = \alpha_n + \tilde{m}_n + (1 - \alpha_n)\nabla F(x_n) \) and \( \tilde{m}_{n+1} = \alpha_{n+1}\tilde{m}_n + (1 - \alpha_{n+1})\Delta_{n+1} \), setting \( \tilde{m}_0 = 0 \). We prove that both terms \( \tilde{m}_n \) and \( \tilde{m}_n \) are bounded. Consider the first term: \( \|\tilde{m}_{n+1}\| \leq \alpha_n \|\tilde{m}_n\| + (1 - \alpha_n)\sup_k \|\nabla F(x_k)\| \).

By continuity of \( \nabla F \), the supremum in the above inequality is almost surely finite. Thus, for every \( n \), the ratio \( \tilde{m}_n / \sup_k \|\nabla F(x_k)\| \) is upperbounded by the bounded sequence \( r_n \). Hence, \( (\tilde{m}_n) \) is bounded w.p.1. Consider now the term \( \tilde{m}_n \):

\[
\mathbb{E}_n(||\tilde{m}_{n+1}\|^2) = \alpha_{n+1}^2 ||\tilde{m}_n||^2 + (1 - \alpha_{n+1})^2 \mathbb{E}_n(||\Delta_{n+1}\|^2) \leq (1 + (1 - \alpha_{n+1})^2)\|\tilde{m}_n\|^2 + (1 - \alpha_{n+1})^2 C,
\]

where \( C \) is a constant s.t. \( \mathbb{E}_n(||\nabla f_{n+1}\|^2) \leq C \) by Assumption 4.2 i). Here, we used \( \alpha_{n+1}^2 \leq 1 + (1 - \alpha_{n+1})^2 \) and the inequality \( \mathbb{E}_n(||\Delta_{n+1}\|^2) \leq \mathbb{E}_n(||\nabla f_{n+1}\|^2) \). By Assumption 5.1, \( \sum_n (1 - \alpha_{n+1})^2 < \infty \). By the Robbins-Siegmund theorem, it follows that \( \sup_n \|\tilde{m}_n\|^2 < \infty \) w.p.1. Finally, it can be shown that \( (v_n) \) is almost surely bounded using the same arguments.

9.3. Proof of Th. 5.7. We use [20, Th. 1]. All the assumptions in the latter can be verified in our case, at the exception of a positive definiteness condition on the limiting covariance matrix, which corresponds, in our case, to the matrix \( Q \) given by Eq. (5.3). As \( Q \) is not positive definite, it is strictly speaking not possible to just cite and apply [20, Th. 1]. Nevertheless, a detailed inspection of the proofs of [20] shows that only a minor adaptation is needed in order to cover the present case. Therefore,
proving the convergence result of [20] from scratch is worthless. It is sufficient to verify the assumptions of [20, Th. 1] (except the definiteness of Q) and then to point out the specific part of the proof of [20] which requires some adaptation.

Let \( z_n = (x_n, m_n, v_n) \) be the output of Algorithm 5.1. Define \( z^* = (x^*, 0, S(x^*)) \). Define \( \eta_{n+1} := (0, a(\nabla f_{n+1} - \nabla F(x_n)), b(\nabla F^2_{n+1} - S(x_n))) \). We have

\[
(9.5)
\]

\[ z_{n+1} = z_n + \gamma_{n+1}h_{\infty}(z_n) + \gamma_{n+1}\eta_{n+1} + \gamma_{n+1}\epsilon_{n+1}, \]

where \( \epsilon_{n+1} = (\epsilon_{n+1}^1, \epsilon_{n+1}^2, \epsilon_{n+1}^3) \), whose components are given by

\[
\epsilon_{n+1}^1 = \frac{m_n}{\epsilon + \sqrt{v_n}} - \frac{m_{n+1}}{\epsilon + \sqrt{v_{n+1}}}; \quad \epsilon_{n+1}^2 = \left(1 - \frac{\alpha_{n+1}}{\gamma_{n+1}} - a\right)(\nabla f_{n+1} - m_n); \quad \epsilon_{n+1}^3 = \left(1 - \frac{\beta_{n+1}}{\gamma_{n+1}} - b\right)(\nabla F^2_{n+1} - v_n) .
\]

Here, \( \eta_{n+1} \) is a martingale increment noise and \( \epsilon_{n+1} = (\epsilon_{n+1}^1, \epsilon_{n+1}^2, \epsilon_{n+1}^3) \) is a remainder term. The aim is to check the assumptions (A1.1) to (A1.3) of [20], where the role of the quantities \( h, \varepsilon_n, r_n, \sigma_n, \alpha, \beta, \delta \) in [20] is respectively played by the quantities \( h_{\infty}, \varepsilon_n, \epsilon_n, \gamma_n, \kappa, 1, 1 \) of the present paper.

Let us first consider Assumption (A1.1) for \( h_{\infty} \). By construction, \( h_{\infty}(z^*) = 0 \). By Assumptions 5.5 and 2.4, \( h_{\infty} \) is continuously differentiable in the neighborhood of \( z^* \) and its Jacobian at \( z^* \) coincides with the matrix \( H \) given by Eq. (5.1). As already discussed, after some algebra, it can be shown that the largest real part of the eigenvalues of \( H \) coincides with \( -L \) where \( L > 0 \) is given by Eq. (5.2). Hence, Assumption (A1.1) of [20] is satisfied for \( h_{\infty} \). Assumption (A1.3) is trivially satisfied using Assumption 5.6. The crux is therefore to verify Assumption (A1.2). Clearly, \( \mathbb{E}(\eta_{n+1} | F_n) = 0 \). Using Assumption 4.2(ii), it follows from straightforward manipulations based on Jensen’s inequality that for any \( M > 0 \), there exists \( \delta > 0 \) s.t.

\[
\sup_{n \geq 0} \mathbb{E}_n(\|\epsilon_{n+1}\|^{2+\delta}) 1_{\{\|z_n - z^*\| \leq M\}} < \infty .
\]

Next, we verify the condition

\[
(9.6) \lim_{n \to \infty} \mathbb{E} \left(\gamma_{n+1}^{-1}\|\epsilon_{n+1}\|^2 1_{\{\|z_n - z^*\| \leq M\}}\right) = 0 .
\]

It is sufficient to verify the latter for \( \epsilon_{n+1}^i \) (\( i = 1, 2, 3 \)) in place of \( \epsilon_n \). The map \( (m, v) \mapsto m/(\varepsilon + \sqrt{v}) \) is Lipschitz continuous in a neighborhood of \((0, S(x^*))\) by Assumption 2.4. Thus, for \( M \) small enough, there exists a constant \( C \) s.t. if \( \|z_n - z^*\| \leq M \), then

\[
\|\epsilon_{n+1}^1\| \leq C \|r_{n+1} - m_n\| + \|v_{n+1} - v_n\|. 
\]

Using the triangular inequality and the fact that \( r_{n+1}, v_{n+1} \) are bounded sequences away from zero, there exists an other constant \( C \) s.t.

\[
\|\epsilon_{n+1}^1\| \leq C \|m_{n+1} - m_n\| + \|v_{n+1} - v_n\| + C|r_{n+1} - 1| + C|v_{n+1} - 1| .
\]

Using Lemma 9.1 under Assumption 5.6 (note that \( \gamma_0 > 1/2L \geq 1/a \) when \( \kappa = 1 \), we obtain that the sequence \( |r_{n+1} - 1|/\gamma_n \) is bounded, thus \( |r_{n+1} - 1| \leq C \gamma_{n+1} \). The sequence \( (1 - \alpha_n)/\gamma_n \) being also bounded, it holds that

\[
\|m_{n+1} - m_n\|^2 1_{\{\|z_n - z^*\| \leq M\}} \leq C \gamma_{n+1}^2(1 + \|\nabla f_{n+1}\|^2) 1_{\{\|z_n - z^*\| \leq M\}} .
\]

By Assumption 4.2 ii), \( \mathbb{E}_n(\|\nabla f_{n+1}\|^2) \) is bounded by a deterministic constant on \{\( \|z_n - z^*\| \leq M \). Thus, \( \mathbb{E}_n(\|m_{n+1} - m_n\|^2 1_{\{\|z_n - z^*\| \leq M\}}) \leq C \gamma_{n+1}^2 \). A similar result holds for \( \|v_{n+1} - v_n\| \). We have thus shown that \( \mathbb{E}_n(\|\epsilon_{n+1}^1\|^2 1_{\{\|z_n - z^*\| \leq M\}}) \leq C \gamma_{n+1}^2 \). Hence, Eq. (9.6) is proved for \( \epsilon_{n+1}^1 \) in place of \( \epsilon_{n+1} \). Under Assumption 5.6, the proof uses the same kind of arguments for \( \epsilon_{n+1}^2, \epsilon_{n+1}^3 \) and is omitted. Finally, Eq. (9.6) is proved. Continuing the verification of Assumption (A1.2), we establish that

\[
(9.7) \mathbb{E}_n(\eta_{n+1} \eta_{n+1}^T) \to Q \text{ a.s. on } \{z_n \to z^*\} .
\]
Denote by $Q(x)$ the matrix given by the righthand side of Eq. (5.3) when $x^*$ is replaced by an arbitrary $x \in \mathcal{V}$. It is easily checked that $E_n(\eta_{n+1}^T \eta_{n+1}^T) = Q(x_n)$ and by continuity, $Q(x_n) \to Q$ a.s. on $\{z_n \to z^*\}$, which proves (9.7). Therefore, Assumption (A1.2) is fulfilled, except for the point mentioned at the beginning of this section: [20] puts the additional condition that the limit matrix in Eq. (9.7) is positive definite. This condition is not satisfied in our case, but the proof can still be adapted. The specific part of the proof where the positive definiteness comes into play is Th. 7 in [20]. The proof of [20, Th. 1] can therefore be adapted to the case of a positive semidefinite matrix. In the proof of [20, Th. 7], we only substitute the inverse of the square root of $Q$ by the Moore-Penrose inverse. Finally, the uniqueness of the stationary distribution $\mu$ and its expression follow from [17, Th. 6.7, p. 357].

**Proof of Eq. (5.4).** We introduce the $d \times d$ blocks of the $3d \times 3d$ matrix $\Sigma = (\Sigma_{i,j})_{i,j=1,2,3}$ where $\Sigma_{i,j}$ is $d \times d$. We denote by $\hat{\Sigma}$ the $2d \times 2d$ submatrix $\Sigma := (\Sigma_{i,j})_{i,j=1,2}$. By Th. 5.7, we have the subsystem:

\[
\begin{align*}
\hat{H} \Sigma + \tilde{\hat{\Sigma}} \hat{H}^T &= \begin{pmatrix} 0 & 0 \\ 0 & -a^2 \tilde{Q} \end{pmatrix} \\
&= \begin{pmatrix} \zeta I_d & -D \\ a \nabla^2 F(x^*) & (\zeta - a)I_d \end{pmatrix}
\end{align*}
\]

and where $\tilde{Q} := \text{Cov}(\nabla f(x^*, \zeta))$. The next step is to triangularize the matrix $\hat{H}$ in order to decouple the blocks of $\Sigma$. For every $k = 1, \ldots, d$, set $\nu^k_{\pm} := -\frac{2}{a} \pm \sqrt{a^2/4 - a^2k}$ with the convention that $\sqrt{-1} = i$ (inspecting the characteristic polynomial of $\hat{H}$, these are the eigenvalues of $\hat{H}$). Set $M^\pm := \text{diag}(\nu^1_{\pm}, \ldots, \nu^d_{\pm})$ and $R^\pm := D^{-1/2}P M^\pm P^T D^{-1/2}$. Using the identities $M^+ + M^- = -aI_d$ and $M^+ M^- = a\Lambda$ where $\Lambda := \text{diag}(\lambda_1, \ldots, \lambda_d)$, it can be checked that

\[
R \hat{H} = \begin{pmatrix} DR^+ + \zeta I_d & -D \\ 0 & R^- D + \zeta I_d \end{pmatrix} \mathcal{R}
\]

where $\mathcal{R} := \begin{pmatrix} I_d & 0 \\ R^+ & -I_d \end{pmatrix}$.

Set $\hat{\Sigma} := R \hat{\Sigma} R^T$. Denote by $(\hat{\Sigma}_{i,j})_{i,j=1,2}$ the blocks of $\hat{\Sigma}$. Note that $\hat{\Sigma}_{1,1} = \Sigma_{1,1}$. By left/right multiplication of Eq. (9.8) respectively with $\mathcal{R}$ and $\mathcal{R}^T$, we obtain

\[
\begin{align*}
(9.9) & \quad (DR^+ + \zeta I_d) \Sigma_{1,1} + \Sigma_{1,1} (R^+ D + \zeta I_d) = \hat{\Sigma}_{1,2} D + D \hat{\Sigma}_{1,2}^T \\
(9.10) & \quad (DR^+ + \zeta I_d) \Sigma_{2,2} + \Sigma_{1,2} D (R^+ - \zeta I_d) = D \hat{\Sigma}_{2,2} \\
(9.11) & \quad (R^+ - \zeta I_d) \Sigma_{2,2} + \Sigma_{2,2} (R^+ - \zeta I_d) = -a^2 \tilde{Q}
\end{align*}
\]

Set $\hat{\Sigma}_{2,2} = P^{-1} D^{1/2} \hat{\Sigma}_{2,2} D^{1/2}$. Define $C := P^{-1} D^{1/2} \tilde{Q} D^{1/2}$. Eq. (9.11) yields $(M^- + \zeta I_d) \hat{\Sigma}_{2,2} + \hat{\Sigma}_{2,2} (M^- + \zeta I_d) = -a^2 C$. Set $\Sigma_{1,2} = P^{-1} D^{-1/2} \hat{\Sigma}_{1,2} D^{1/2}$. Eq. (9.10) rewrites $(M^+ + \zeta I_d) \Sigma_{1,2} + \Sigma_{1,2} (M^- + \zeta I_d) = \Sigma_{2,2}$. We obtain that $\Sigma_{1,2} = (\nu^k_+ + \nu^-_+ + 2\zeta)^{-1} \Sigma_{1,2} = \Sigma_{2,2}$. Set $\Sigma_{1,1} = P^{-1} D^{-1/2} \Sigma_{1,1} D^{-1/2}$. Eq. (9.9) becomes $(M^+ + \zeta I_d) \Sigma_{1,1} + \Sigma_{1,1} (M^- + \zeta I_d) = \Sigma_{1,2} + \Sigma_{1,2}^T$. Thus,

\[
\begin{align*}
\Sigma_{k,l} &= \frac{\Sigma_{k,l}}{\nu^k_+ + \nu^-_+ + 2\zeta} \\
&= \frac{-a^2 C_{k,l}}{(\nu^k_+ + \nu^-_+ + 2\zeta) (\nu^k_+ + \nu^-_+ + 2\zeta)} \left( \frac{1}{\nu^k_+ + \nu^-_+ + 2\zeta} + \frac{1}{\nu^k_+ + \nu^-_+ + 2\zeta} \right) \\
&= \frac{1}{(1 - \frac{2a}{\nu^k_+}) (\lambda_k + \lambda_l - 2\zeta + \frac{2a}{\nu^k_+} \zeta^2) + \frac{1}{2(a-2\zeta)} (\lambda_k - \lambda_l)^2},
\end{align*}
\]

and the result is proved.
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