Enabling the Big Earth Observation Data via Cloud Computing and DGGS: Opportunities and Challenges
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Abstract: In the era of big data, the explosive growth of Earth observation data and the rapid advancement in cloud computing technology make the global-oriented spatiotemporal data simulation possible. These dual developments also provide advantageous conditions for discrete global grid systems (DGGS). DGGS are designed to portray real-world phenomena by providing a spatiotemporal unified framework on a standard discrete geospatial data structure and theoretical support to address the challenges from big data storage, processing, and analysis to visualization and data sharing. In this paper, the trinity of big Earth observation data (BEOD), cloud computing, and DGGS is proposed, and based on this trinity theory, we explore the opportunities and challenges to handle BEOD from two aspects, namely, information technology and unified data framework. Our focus is on how cloud computing and DGGS can provide an excellent solution to enable big Earth observation data. Firstly, we describe the current status and data characteristics of Earth observation data, which indicate the arrival of the era of big data in the Earth observation domain. Subsequently, we review the cloud computing technology and DGGS framework, especially the works and contributions made in the field of BEOD, including spatial cloud computing, mainstream big data platform, DGGS standards, data models, and applications. From the aforementioned views of the general introduction, the research opportunities and challenges are enumerated and discussed, including EO data management, data fusion, and grid encoding, which are concerned with analysis models and processing performance of big Earth observation data with discrete global grid systems in the cloud environment.
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1. Introduction

With the rapid development of Earth observation (EO) technology and continuous launch of remote sensing satellites, the resolution of Earth observation data is getting higher and higher, and the data quantity and variety are also increasing, which indicate that EO data is gradually stepping into the era of big data [1]. According to statistical data from the Committee on Earth Observation Satellites
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(CEOS), over 500 EO satellites have been launched in the last half-century, and more than 150 satellites will be launched in the next 12 years [2,3]. China has launched more than 60 satellites since 1970 for comprehensive observation of the Earth’s systems, including HuanJing (HJ), FengYun (FY), China-brazil earth resource satellite (CBERS), and GaoFen (GF) series. From the European Space Agency (ESA), in terms of Sentinel family, a total of 50,964,670 products had been downloaded by users since the start of data access operations, with a total data volume of 41.35 PB [4]. The big Earth observation data (BEOD) has gradually promoted the development of global industries, research institutions, and application sectors, which has had a profound impact on the study of the Earth system [5,6], contributing to human activities, environmental monitoring, and climate changes, and also provided abundant data resource for the construction of digital Earth [7–9].

BEOD also poses challenges to uses in terms of problem complexity, automatic analysis, and processing efficiency [10–13]. Fortunately, the rapid advancement of cloud computing technology in recent years provides strong computing power, especially for the efficiency of big geospatial data management and processing, which makes it possible to perform complex simulations on a global scale [14]. Cloud computing is seen as a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction [15]. By providing at least three types of services, namely, infrastructure as a service (IaaS), platform as a service (PaaS), and software as a service (SaaS), cloud computing has completely changed the traditional information system architecture. Spatial cloud computing (SCC) [16] with a layer of data as a service (Daas) was proposed to handle the endemic problems from spatial data model. The proliferation of cloud-based applications illustrates the enormous opportunities that cloud computing presents, and it is also a revolution for the geographic information science [17]. For example, some open source cloud systems, such as Hadoop and Spark, have promoted the development of spatial data distributed storage and parallel spatial algorithms [18,19].

Whether the accumulation of data resource or the improvement of computing power is of great significance for Earth science research in the era of big data remains to be seen. If there is no standard spatiotemporal unified framework, EO data integration and fusion on-demand will be a great challenge, and cloud computing will never play its biggest advantage. To better solve the problem of global data processing, in this paper, we integrate the unified spatiotemporal unified framework, discrete global grid systems (DGGS), with BEOD and cloud computing into a closed-loop solution. Over the past two decades, DGGS has had a relatively perfect mathematical theoretical model and basic functions [20]. In 2014, the Open Geospatial Consortium set up the DGGS Standards Working Group and issued a relevant international standard. In this standard [21], DGGS is defined as an Earth reference system (ERS) that uses a hierarchical tessellation of cells to partition and address the globe. Based on the DGGS infrastructure, which is better than regular grids from map projections [22,23], the system will enable the integrated analysis of very large, multisource, multiresolution, multidimensional Earth observation data [24].

As shown in Figure 1, the trinity of BEOD, cloud computing, and DGGS can give a more perfect solution, and in this trinity, BEOD is the data resource, cloud computing is the computing power, and DGGS is the unified framework. In this paper, we analyze and discuss these three aspects. In such a case, the Earth observation data should not only consider the unified data structure but also combine the characteristics of cloud computing model to design and implement more favorable processing algorithms to maximize the mining and utilization of data values.

The rest of this paper is organized as follows: Section 2 summarizes the development and main characteristics of BEOD. Sections 3 and 4 discuss the technology frontier from cloud computing and DGGS, respectively, and review related work on BEOD. Section 5 highlights the opportunities and challenges for the trinity solution of BEOD, cloud computing, and DGGS. The conclusions of this paper are provided in Section 6.
2. Big Earth Observation Data (BEOD)

2.1. Big Data and BEOD

In recent years, big data has become a hot topic as a proper term, mainly due to the rapid development of the Internet, cloud computing, mobile, and Internet of Things (IoT). The trinity of understanding big data will include those who own the data, those who can process and analyze the data, and those who utilize the data [25]. In an age when everything is a sensor, the global-oriented datasets have shown explosive growth potential. In terms of datasets, according to the white paper by the International Data Corporation (IDC), as shown in Figure 2, the global datasphere will grow from 33 ZB in 2018 to 175 ZB by 2025, and now, more than 5 billion consumers interact with data every day—by 2025, that number will be 6 billion or 75% of the world’s population [26]. The amount of data to be processed is too large and grows too fast, and business requirements and competitive pressures put forward higher requirements for the effectiveness of real-time (near real-time) data processing, and traditional conventional technical methods cannot cope.

![Figure 1. The trinity of big Earth observation data, cloud computing and discrete global grid systems.](image1)

![Figure 2. Annual size of the global datasphere [26].](image2)

In the field of space science, at present, there are more than 1700 global orbiting satellites and about one-third of these satellites are Earth observation satellites [27]. In general, one image data is about a few hundred megabytes, and the data covering China reach terabytes. Therefore, Earth observation data becomes a natural “testing ground” for big data. As shown in Table 1, since 1998, China has launched FY, ZiYuan (ZY), HJ, and GF series of EO satellites [28], which generate a lot of remote sensing data that are applied to support the development of the national economy. With increasing spatial resolutions of sensors and shorter revisiting times, a call for ‘bring the user to the data and not the data to the user’ has started in the EO community [29]. Now, more and more EO data that are made freely available by space agencies come from various archives [30]. From digital Earth to big Earth data, all EO data play an important role and will provide a new vision and methodology to Earth sciences [7].
**Table 1.** Time series of Earth observation satellites launched by China.

| Year | Jan. | Feb. | Mar. | Apr. | May | Jun. | Jul. | Aug. | Sep. | Oct. | Nov. | Dec. |
|------|------|------|------|------|-----|------|------|------|------|------|------|------|
| 1988 |      |      |      |      | FY-1A |      |      |      | FY-1B |      |      |      |
| 1990 |      |      |      |      | FY-2A |      |      |      |      | ZY-1 01 |      |      |
| 1997 | FY-1C |      |      |      |      | FY-2B |      |      | ZY-2 02 |      |      |      |
| 2000 | FH-1A |      |      |      |      |      | FY-1D |      |      |      |      |      |
| 2002 | HY-1B |      |      |      |      |      |      | HY-2A |      |      |      |      |
| 2003 | FY-2B |      |      |      |      |      |      |      |      |      |      |      |
| 2004 | FH-1A |      |      |      |      |      |      |      |      |      |      |      |
| 2005 | FY-1D |      |      |      |      |      |      |      |      |      |      |      |
| 2006 |      |      |      |      | ZY-1 02B |      |      |      | FY-2D |      |      |      |
| 2007 | FY-2C |      |      | HY-1A |      |      |      |      |      |      |      |      |
| 2008 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2009 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2010 | FY-2C |      |      |      |      |      |      |      |      |      |      |      |
| 2011 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2012 | FY-2C |      |      |      |      |      |      |      |      |      |      |      |
| 2013 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2014 | GF-1 |      |      |      |      |      |      |      |      |      |      |      |
| 2015 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2016 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2017 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2018 |      |      |      |      |      |      |      |      |      |      |      |      |
| 2019 |      |      |      |      |      |      |      |      |      |      |      |      |
2.2. The Characteristics of BEOD

Earth observation data are images of the objective world, reflecting specific characteristics in a time and space interval in the objective world [31]. Therefore, EO data should have at least three dimensions for characterizing space, time, and observed characteristics [32]. From the big data perspective, the characteristics of BEOD have all the features of big data [33], mainly characterized by “3Vs”, i.e., volume, variety, and velocity [34,35], and are more and more obvious. Here, we enumerate the following six aspects: large volume, great variety, multiple resolutions, time series, global scale, and data intensive [10,36,37], as shown in Figure 3.

![Figure 3. The characteristics of BEOD.](image)

- Large volume: One remote sensing image amounts to 1 GB, which has led to an explosion in the volume of data as a whole. For example, only one of NASA archives holds 7.5 PB of data with nearly 7000 unique datasets, which only contain in-domain EO data [25].
- Great variety: Due to the difference of sensors, the format of EO data obtained is also varied, such as Hierarchical Data Format (HDF), network Common Data Format (NetCDF), and GeoTiff. Meanwhile, the data structure is also different, which will be a complicated process in the fusion analysis of multisource data [38].
- Multiple resolutions: With the improvement of remote sensing technology, data resolution is also getting better. Most of the network available data are also in the meter level, such as SPOT-5 (2.5 m), IKONOS (1 m), and QuickBird (0.61 m).
- Time series: Remote sensing satellites dynamically monitor the changes according to old and new data, which is unmatched by artificial field measurement and aerial photogrammetry. For example, land satellites 4 and 5 can cover the Earth every 16 days, and the National Oceanic and Atmospheric Administration (NOAA) weather satellite can receive two images per day.
- Global scale: Remote sensing can detect large-scale areas from the air and even the space in a short period, and obtain valuable remote sensing data. These data expand people’s visual space, for example, a terrestrial satellite image, covers an area of more than 30,000 square kilometers.
- Data intensive: According to the statistics of the EO data processing link, the rate of data preprocessing and information extraction is much lower than the rate of data acquisition and transmission. Speed and efficiency remain weak points for EO data [27,39].

3. Cloud Computing

3.1. Cloud Computing and Spatial Cloud Computing

Cloud computing is seen as a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction [15]. Cloud computing technology has begun to penetrate all walks of life, especially in the field of data storage. Increasingly,
consumers are fine with lower storage capacity on endpoint devices in favor of using the cloud. By 2020, we believe that more bytes will be stored in the public cloud than in consumer devices (Figure 4), and there will be more data stored in the public cloud than in traditional data centers by 2021 [26]. Meanwhile, a variety of commercial cloud development companies, such as Google, Amazon, and Ali Cloud, have provided versatile services, including infrastructure and scientific computing services.

![Figure 4. Where is the data stored? [26].](image)

For spatial data, cloud computing is unable to make the most of itself directly as it is designed ignoring characteristics of spatial dataset essentially [40]. Hence, spatial cloud computing (SCC) [16] is proposed. The initiative aims to solve the geospatial problems of four intensiveness issues, including data, computing, concurrent, and spatiotemporal intensities. After several years of development, cloud computing technologies or platforms for Earth observation data are also being rapidly developed, for example, Google Earth Engine [6,41] and Esri Geospatial Cloud. And there are also some open-source cloud computing solutions for geosciences [42].

### 3.2. Cloud Computing for BEOD

Big data management in EO is not just an information technology (IT) issue; the responsibilities go beyond handling large data volumes, providing high-throughput processing capacity, and making available large network bandwidths for swift data access [43]. Cloud computing has emerged as a new paradigm to provide computing as a utility service, including IaaS (infrastructure as a service), PaaS (platform as a service), and SaaS (software as a service) [44]. In terms of efficiency of EO data processing, Figure 5 shows that cloud computing provides some services for big Earth observation data (BEOD), including spatial data infrastructure (SDI), EO data resource, algorithm or model library, processing and computation, systems and applications [11,45,46]. For example, the parallel mosaic and interpretation algorithms based on cloud computing have advantages in efficiency [47,48].
The most straightforward pattern is to provide spatial data infrastructures, such as AWS, Google Cloud, and Aliyun, which have a large number of clusters, machines, and servers that can provide infrastructure level services for users on-demand. The second one is to provide big Earth observation data resources for users, which is called the EO data cloud. Data cloud is the most mature and basic cloud service mode at present. For example, with the cloud-based discovery and access solutions, the Global Earth Observation System of Systems (GEOSS) has built a flexible framework for global and multidisciplinary data sharing in EO realm, and now is evolving from a data infrastructure to an information system [49]. The third and fourth types are to provide an algorithm or model library and processing and computing power. These two parts are relatively more professional, so a few research teams or commercial companies can provide these services. For systems and applications, they are the fastest-growing patterns [50]. For example, SpatialHadoop [51], which is an open-source system, has formed a complete ecological service form geospatial computing to applications. pipsCloud [52], a cloud-enabled high performance computing (HPC) platform for large-scale remote sensing applications, provides Hilbert-R+ tree and RS workflow processing across data centers. The applications are more extensive, involving environmental change [53], urban facilities [54], land cover [55], precision agriculture [33,56], and disaster warning [57] among others.

Although systems based on cloud computing have been shown to make great progress in all aspects for big Earth observation data, challenges still remain regarding the progressive incorporation of the concept of spatial thinking into cloud computing [10,58]. Literature for big data in remote sensing mainly focuses on the voluminous issue and considers it as a data-intensive computing problem [25].

4. Discrete Global Grid Systems (DGGS)

4.1. DGGS Standards and Models

Discrete global grid systems (DGGS) are presented and studied from the 1980s [59]. At present, there are several standards and models accepted by academia about DGGS. In 1994, Goodchild formulated an early version of the general evaluation criteria, serving as comparison standards for different global grids. Kimerling supplemented and improved the standards in 1999. In 2014, OGC (Open Geospatial Consortium) established the standards committee, DGGS Standards Working Group, which is finalizing its work based on inputs and reviews from experts around the world with experience using multiple DGGS. In this standard [60], a formal definition is proposed for DGGS as...
“spatial reference systems that use a hierarchical tessellation of cells to partition and address entire the globe, which will be a framework for the next era in big Earth data [61]. Discrete global grid systems are characterized by the properties of their cell structure, geo-encoding, quantization strategy, and associated mathematical functions.”

As shown in Figure 6, there are only five Platonic solids [62,63], including the tetrahedron, cube (hexahedron), octahedron, dodecahedron, and icosahedron, which can be used as female parents to construct DGGS. In general, DGGS solutions should be constructed by specifying five substantially independent design choices [59]: a base polyhedron, a fixed polyhedron orientation, a hierarchical spatial partitioning method, transformation, and a method for assigning point representations to grid cells. After a long period of DGGS development, remarkable achievements have been made in subdivision modeling, encoding computation, and grid quality assessment [20,64,65]. In the applications, as shown in Table 2, some DGGS models have been developed and used in academia and business. For example, PYXIS WorldView [60] is a web-based DGGS platform, which adopted ISEA3H (icosahedral Snyder equal area aperture 3 hexagonal grid system) to enable complex spatial queries and analysis on-demand.

![Figure 6. (a) Tetrahedron, (b) cube, (c) octahedron, (d) dodecahedron, and (e) icosahedron.](image)

**Table 2.** Several existing DGGS solutions.

| DGGS           | Base Polyhedron | Partitioning Method | Providers                                      |
|----------------|-----------------|---------------------|-----------------------------------------------|
| SCENZ-Grid [66] | Cube            | Square and triangle | Landcare Research, Lincoln, New Zealand        |
| Open DataCube [67] | Cube          | Square              | Geoscience Australia, Canberra, Australia      |
| DGGGRID [68]    | Icosahedron     | Hexagon             | Southern Oregon University, Ashland, Ore, USA  |
| PYXIS WorldView [60] | Icosahedron     | Hexagon             | PYXIS Innovation, Kingston, ON, Canada        |
| HLQT [69]       | Icosahedron     | Hexagon             | Institute of Surveying and Mapping, Information Engineering |
| Uber H3         | Icosahedron     | Hexagon             | University, Zhengzhou, Henan, China           |
|                 |                 |                     | Uber Technologies Inc., San Francisco, CA, USA |

4.2. DGGS for BEOD

Because of the natural advantages of DGGS, it has been applied to management, analysis, and visualization of spatial data [68–70]. The indexing method based on grid encoding from DGGS is the most common application mode for big EO data [71,72]. Besides, simulation–visualization based on DGGS [70] was carried out for BEOD, and a multiresolution digital Earth model has been developed for managing and processing spatial datasets [73]. DGGS is also integrated to process multidimensional EO data, such as point clouds [74].

It is worth mentioning that, as a relatively complete grid-based ecology, Open Data Cube is increasingly being used to systematically manage and process Earth observation data [63], such as the Australian Geoscience Data Cube [67], Colombian Data Cube [75], Swiss Data Cube [76], China Data Cube [77], and Armenian Data Cube [78]. Based on these data cubes, EO data management, analysis,
and application have been carried out to monitor and detect environmental change and surface water [53].

5. Opportunities and Challenges

The era of big data brings not only rich data resources, but also profound changes to all walks of life [17]. Both the replacement of information technology (cloud computing) and the improvement of basic theory (DGGS) will face various opportunities and challenges in processing and handling BEOD [24,79]. The life cycle of big data processing includes management, access, mining analytics, simulation, and forecasting [44]. Based on the process of EO data governance, this paper enumerates several opportunities and challenges in the following section.

5.1. Opportunities

5.1.1. EO Data Organization and Management

As a global unified space–time framework, the most significant advantage of DGGS is the ability to organize and store a wide variety of Earth observation data according to a unified rule. The goal of data organization and management is to be able to quickly retrieve and query any content in the dataset [14]. DGGS itself has natural advantages, such as the use of grid coding can not only quickly achieve spatial positioning, but also can easily find child nodes and parent nodes [71,80,81]. Besides, the multilevel of DGGS can be highly consistent with the multiscale of EO data, so that the data at different scales (medium, high, and low resolutions) can be uniformly organized and managed, which provide a good data foundation for multisource data fusion analysis in the later stage. In terms of EO data processing performance, the existing literature [41,82–85] is sufficient to demonstrate the advantages of cloud computing.

5.1.2. Fusion Analysis of Global- or Regional-Scale EO Data

The grid division of spatial data in the Cartesian coordinate system can be completed by employing projection [86]. Although it can satisfy people’s direct cognition, when facing large-scale or global data and applications, the data obtained by projection will have serious deformation problems, especially in polar or high latitudes [87]. The global discrete grid system is a spherical mathematical model, which is equivalent at any point on the Earth and is more suitable for the analysis and visualization of global datasets [60,88]. DGGS is a spatiotemporal framework, not only conducive to fusion analysis of remote sensing data with different resolutions and multiple spectrums, but also able to achieve seamless integration with other geographic information system (GIS) data, which will improve the accuracy of data analysis and data utilization [89].

5.1.3. Integration with Cloud Computing Technologies

Cloud computing provides computing technologies for the potential solution of transformation of big data’s four Vs into the fifth V (value) [44]. The relevance and regionalization of spatial data hinder the optimal use of cloud computing technologies in GIS [40]. Based on the DGGS framework, the Earth is divided into multiple, continuous cells, and these discrete cells have the same geometry and the same area. More importantly, they are independent of each other, which makes the discretized spatial data perfectly integrated with distributed storage and parallel computing mechanism in the process of spatial operation and analysis. The integration with cloud computing technologies is the way to discover the value of big Earth observation data.
5.2. Challenges

5.2.1. DGGS Grid Coding in Cloud Environment

In terms of grid retrieval efficiency and performance, on the one hand, it needs to rely on the advantages of grid coding [90] and on the other hand, it needs to improve the query efficiency of data with the help of cloud computing [40]. Grid coding has been the hotspot of DGGS basic theory research [71,72,91]. According to the coding principle, coding schemes are roughly divided into three categories [20,92]: hierarchical coding operation, filling curve coding operation, and integer coordinate coding operation. These coding schemes place more emphasis on spatial proximity, which contradicts distributed or parallel mechanisms. It is not easy to design and implement grid coding methods compatible with distributed storage and parallel computing.

5.2.2. Spatiotemporal DGGS Framework for EO Data

At present, more research is focused on two-dimensional data [74]. EO data apparently have the characteristics of time dimension [1,9], so the research on spatiotemporal DGGS framework is also an important direction. Near-real-time or real-time analyses of Earth observation data are also imminent or asked in applications [11,93]. Time has the same problem as space partition and space scale [94,95]. Comparatively, the time dimension is more challenging to deal with. On the one hand, time itself is recorded and expressed in various ways. On the other hand, the calculation of time is more complicated and unintuitive. We believe there will be better solutions in the future.

5.2.3. Data Interface with Modeling via Cloud Computing and DGGS

Hundreds of conventional analysis models have been developed for EO data analysis, processing, and application. The construction of the model knowledge library can improve the value of information sharing and reuse [96]. The parallel implementation of existing EO data models is not easy [97]. Therefore, to solve this problem, we can consider adopting a way of encapsulating each model as a service for people to access in parallel. Deep integration with the cloud computing environment still faces some challenges. Another thorny issue is the implementation of the model within the DGGS framework. Since the spherical coordinate system is adopted, the data analysis algorithm based on the plane coordinate system may not be perfectly executed. At present, simple operations, such as distance measurement and area measurement, are used. The improvement of the traditional model or algorithm may be determined according to the actual situation because of the difference between the two reference coordinates, which has particular challenges.

6. Conclusions

This paper mainly focuses on big Earth observation data and proposes a trinity solution consisting of BEOD, cloud computing, and DGGS, which separately provide a data resource, computing power, and a unified framework. We review the current situations and achievements and discuss the opportunities and challenges that enable big Earth observation data via cloud computing and DGGS. From the perspective of data resources, Earth observation data has entered the era of big data, which not only faces the opportunities of abundant datasets, but also faces the challenges of data value mining. From the perspective of information technology, cloud computing technology has been able to provide a good solution for the mining of big data values. Due to its inherent defects, spatial thinking needs to be added. From the perspective of basic theory, the global discrete grid system provides a unified space–time framework. Although some research achievements have been made, the integration with data resources and information technology still faces some challenges. Based on this trinity theory, the organization and management of spatiotemporal data, as well as fusion analysis, can be realized through a unified framework, and the values of big Earth observation data (BEOD) can be fully discovered.
Future work will focus on the design, implementation, and global applications of the presented trinity solution. First, DGGS models for BEOD will be designed to cover remote sensing datasets with different resolutions. Second, cloud computing technology and advanced systems and platforms will be implemented to meet functional and performance requirements. Third, some global application cases will be carried out by the solution proposed in this paper.

**Author Contributions:** X.Y., G.L., and J.B. proposed the concept and designed the research frame; Q.C., L.Z. (Long, Zhao), Y.M., and L.Z. (Lianchong, Zhang) provided some materials; X.Y. wrote the original draft; J.B. and J.X. reviewed and edited the manuscript; D.Z. provided the project. All the authors contributed equally to the revisions of the manuscript. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work is supported by the Strategic Priority Research Program of Chinese Academy of Sciences (grant number XDA19020103).

**Acknowledgments:** We would like to thank the anonymous reviewers and editors for commenting on this paper.

**Conflicts of Interest:** The authors declare no conflicts of interest.

**References**

1. Xia, J.; Yang, C.; Li, Q. Building a spatiotemporal index for earth observation big data. *Int. J. Appl. Earth Obs.* 2018, 73, 245–252. [CrossRef]

2. Guo, H. Big earth data: A new frontier in earth and information sciences. *Big Earth Data* 2017, 1, 4–20. [CrossRef]

3. CEOS. Committee on Earth Observation Satellites (Ceos) Database. Available online: [http://database.eohandbook.com](http://database.eohandbook.com) (accessed on 16 August 2019).

4. ESA. Sentinel Data Access Annual Report. 2017. Available online: [https://sentinel.esa.int/web/sentinel/news/article/sentinel-data-access-annual-report-2017](https://sentinel.esa.int/web/sentinel/news/article/sentinel-data-access-annual-report-2017) (accessed on 24 August 2019).

5. Ramo, R.; Garcia, M.; Rodriguez, D.; Chuvieco, E. A data mining approach for global burned area mapping. *Int. J. Appl. Earth Obs.* 2018, 73, 39–51. [CrossRef]

6. Oliphant, A.J.; Thenkabail, P.S.; Teluguntla, P.; Xiong, J.; Gumma, M.K.; Congalton, R.G.; Yadav, K. Mapping cropland extent of southeast and northeast asia using multi-year time-series landsat 30-m data using a random forest classifier on the google earth engine cloud. *Int. J. Appl. Earth Obs.* 2019, 81, 110–124. [CrossRef]

7. Guo, H.; Liu, Z.; Jiang, H.; Wang, C.; Liu, J.; Liang, D. Big earth data: A new challenge and opportunity for digital earth’s development. *Int. J. Digit. Earth* 2016, 10, 1–12. [CrossRef]

8. Guo, H.; Wang, L.; Liang, D. Big earth data from space: A new engine for earth science. *Sci. Bull.* 2016, 61, 505–513. [CrossRef]

9. Xu, X.; Xie, F.; Zhou, X. Research on spatial and temporal characteristics of drought based on gis using remote sensing big data. *Clust. Comput.* 2016, 19, 757–767. [CrossRef]

10. Li, D.; Zhang, L.; Xia, G. Automatic analysis and mining of remote sensing big data. *Acta Geodaetica et Cartographica Sinica* 2014, 43, 1211–1216.

11. Rathore, M.M.U.; Paul, A.; Ahmad, A.; Chen, B.W.; Huang, B.; Ji, W. Real-time big data analytical architecture for remote sensing application. *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.* 2015, 8, 4610–4621. [CrossRef]

12. Waldner, F.; Duveiller, G.; Defourny, P. Local adjustments of image spatial resolution to optimize large-area mapping in the era of big data. *Int. J. Appl. Earth Obs.* 2018, 73, 374–385. [CrossRef]

13. Ma, J.; Sun, W.W.; Yang, G.; Zhang, D.F. Hydrological analysis using satellite remote sensing big data and cloud model. *IEEE Access* 2018, 6, 9006–9016. [CrossRef]

14. Li, G.; Huang, Z. Data infrastructure for remote sensing big data: Integration, management and on-demand service. *Jisuanji Yanjiu Yu Fazhan/Comput. Res. Dev.* 2017, 54, 267–283.

15. NIST. Nist Cloud Computing Program—NCCP. Available online: [https://www.nist.gov/programs-projects/nist-cloud-computing-program-nccp](https://www.nist.gov/programs-projects/nist-cloud-computing-program-nccp) (accessed on 10 August 2019).

16. Yang, C.; Goodchild, M.; Huang, Q.; Nebert, D.; Raskin, R.; Xu, Y.; Bambacus, M.; Fay, D. Spatial cloud computing: How can the geospatial sciences use and help shape cloud computing? *Int. J. Digit. Earth* 2011, 4, 305–329. [CrossRef]

17. Li, Q.; Li, D. Big data gis. *Wuhan Daxue Xuebao (Xinxi Kexue Ban)/Geomat.* *Inf. Sci. Wuhan Univ.* 2014, 39, 641–644, 666.
42. Huang, Q.Y.; Yang, C.W.; Liu, K.; Xia, J.Z.; Xu, C.; Li, J.; Gui, Z.P.; Sun, M.; Li, Z.L. Evaluating open-source cloud computing solutions for geosciences. *Comput. Geosci.* 2013, 59, 41–52. [CrossRef]

43. Kiemle, S.; Molek, K.; Schropp, S.; Weiland, N.; Mikusch, E. Big data management in earth observation: the German satellite data archive at the German aerospace center. *IEEE Geosci. Remote Sens. Mag.* 2016, 4, 51–58. [CrossRef]

44. Yang, C.; Yu, M.; Hu, F.; Jiang, Y.; Li, Y. Utilizing cloud computing to address big geospatial data challenges. *Comput. Environ. Urban Syst.* 2017, 61, 120–128. [CrossRef]

45. Rathore, M.M.; Ahmad, A.; Paul, A.; Daniel, A. Hadoop-based real-time big data architecture for remote sensing earth observation system. In *Proceedings of the 2015 6th International Conference on Computing, Communication and Networking Technologies (ICCCNT)*, Denton, TX, USA, 13–15 July 2015; pp. 204–210.

46. Xie, J.; Li, G. Implementing next-generation national earth observation data infrastructure to integrate distributed big earth observation data. In *Proceedings of the 2016 IEEE International Geoscience and Remote Sensing Symposium, Beijing, China, 10–15 July 2016*; pp. 194–197.

47. Jing, W.P.; Huo, S.Q.; Miao, Q.C.; Chen, X.B. A model of parallel mosaicking for massive remote sensing images based on spark. *IEEE Access* 2017, 5, 18229–18237. [CrossRef]

48. Fan, J.Q.; Yan, J.N.; Ma, Y.; Wang, L.Z. Big data integration in remote sensing across a distributed metadata-based spatial infrastructure. *Remote Sens.* 2018, 10, 7. [CrossRef]

49. Nativi, S.; Mazzetti, P.; Santoro, M.; Papeschi, F.; Craglia, M.; Ochiai, O. Big data challenges in building the global earth observation system of systems. *Environ. Model. Softw.* 2015, 68, 1–26. [CrossRef]

50. Sudmanns, M.; Tiede, D.; Lang, S.; Bergstedt, H.; Trost, G.; Augustin, H.; Baraldi, A.; Blaschke, T. Big earth data: Disruptive changes in earth observation data management and analysis? *Int. J. Digit. Earth* 2019, 1–19. [CrossRef]

51. Eldawy, A.; Mokbel, M.F. Spatialhadoop: A Mapreduce Framework for Spatial Data. In *Proceedings of the 31st IEEE International Conference on Data Engineering, Seoul, Korea, 13–17 April 2015*; IEEE Computer Society: Seoul, Korea, 2015; pp. 1352–1363.

52. Wang, L.; Ma, Y.; Yan, J.; Chang, V.; Zomaya, A.Y. Pipcloud: High performance cloud computing for remote sensing big data management and processing. *Future Gener. Comput. Syst.* 2018, 78, 353–368. [CrossRef]

53. Lewis, A.; Lymburner, L.; Purss, M.B.J.; Brooke, B.; Evans, B.; Ip, A.; Dekker, A.G.; Irons, J.R.; Minchin, S.; Mueller, N.; et al. Rapid, high-resolution detection of environmental change over continental scales from satellite data—the earth observation data cube. *Int. J. Digit. Earth* 2015, 9, 106–111. [CrossRef]

54. Moguel, E.; Preciado, J.C.; Sanchez-Figueroa, F.; Preciado, M.A.; Hernandez, J. Multi-layer big data architecture for remote sensing in eolic parks. *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.* 2015, 8, 4714–4719. [CrossRef]

55. Dong, J.W.; Kuang, W.H.; Liu, J.Y. Continuous land cover change monitoring in the remote sensing big data era. *Sci. China Earth Sci.* 2017, 60, 2223–2224. [CrossRef]

56. Huang, Y.B. Infrastructural development for farm-scale remote sensing big data service. In *Multispectral, Hyperspectral, and Ultraspectral Remote Sensing Technology, Techniques and Applications VII; Larar, A.M., Suzuki, M., Wang, J., Eds.; SPIE: Honolulu, HI, USA, 2018; Volume 10780.

57. Zhou, H.; Taal, A.; Koulouzis, S.; Wang, J.; Hu, Y.; Suci, G.; Poenaru, V.; Laat, C.d.; Zhao, Z. Dynamic Real-Time Infrastructure Planning and Deployment for Disaster Early Warning Systems; Springer, Cham: Wuxi, China, 2018; pp. 644–654.

58. Evangelidis, K.; Ntouros, K.; Makridis, S.; Papatheodorou, C. Geospatial services in the cloud. *Comput. Geosci.* 2014, 63, 116–122. [CrossRef]

59. Sahr, K.; White, D.; Kimerling, A.J. Geodesic discrete global grid systems. *Cartogr. Geogr. Inf. Sci.* 2003, 30, 121–134. [CrossRef]

60. Peterson, P.R. Discrete global grid systems. *Int. Encycl. Geogr.* 2017, 1–10.

61. Peterson, P.R.; Percivall, G.; Purss, M.B.J.; Samavati, F.; Gibb, R. Discrete global grid systems—a framework for the next era in big earth data. In *AGU Fall Meeting Abstracts*; IEEE: San Francisco, CA, USA, 2015.

62. Gregory, M.J.; Kimerling, A.J.; White, D.; Sahr, K. A comparison of intercell metrics on discrete global grid systems. *Comput. Environ. Urban Syst.* 2008, 32, 188–203. [CrossRef]

63. Purss, M.B.J.; Peterson, P.R.; Strobl, P.; Dow, C.; Sabeur, Z.A.; Gibb, R.G.; Ben, J. Datacubes: A discrete global grid systems perspective. *Cartogr. Int. J. Geogr. Inf. Geovisualization* 2019, 54, 63–71. [CrossRef]
65. Zhou, L.; Lian, W.; Lv, G.; Zhu, A.X.; Lin, B. Efficient encoding and decoding algorithm for triangular discrete global grid based on hybrid transformation strategy. *Comput. Environ. Urban Syst.* 2018, 68, 110–120. [CrossRef]

66. Gibb, R.G. The rhealpix discrete global grid system. In *IOP Conference Series: Earth and Environmental Science*; IOP Publishing: Halifax, NS, Canada, 2016; p. 012012.

67. Lewis, A.; Oliver, S.; Lymburner, L.; Evans, B.; Wyborn, L.; Mueller, N.; Raevksi, G.; Hooke, J.; Woodcock, R.; Sixsmith, J.; et al. The australian geoscience data cube—Foundations and lessons learned. *Remote S. Environ.* 2017, 202, 276–292. [CrossRef]

68. Sahr, K. Hexagonal discrete global grid systems for geospatial computing. *Arch. Photogramm. Cartogr. Remote Sens.* 2011, 22, 363–376.

69. Wang, R.; Ben, J.; Du, L.; Zhou, J.; Li, Z. Encoding and operation for the planar aperture 4 hexagon grid system. *Cehui Xuebao/Acta Geodaetica et Cartographica Sinica* 2018, 47, 1018–1025.

70. Stough, T.; Braverman, A.; Cressie, N.; Kang, E.; Michalak, A.M.; Nguyen, H. Visualizing massive spatial datasets using multi-resolution global grids. In *National Institute for Applied Statistics Research Australia Working Paper Series*; University of Wollongong: Wollongong, Australia, 2014.

71. Li, S.; Pu, G.; Cheng, C.; Chen, B. Method for managing and querying geo-spatial data using a grid-code-array spatial index. *Earth Sci. Inform.* 2019, 12, 173–181. [CrossRef]

72. Sahr, K. Central place indexing: Hierarchical linear indexing systems for mixed-aperture hexagonal discrete global grid systems. *Cartogr. Int. J. Geogr. Inf. Geovisualization* 2019, 54, 16–29. [CrossRef]

73. Vince, A.; Zheng, X. Arithmetic and fourier transform for the pyxis multi-resolution digital earth model. *Int. J. Digit. Earth* 2009, 2, 59–79. [CrossRef]

74. Sirdeshmukh, N.; Verbree, E.; Oosterom, P.V.; Psomadaki, S.; Kodde, M. Utilizing a discrete global grid system for handling point clouds with varying locations, times, and levels of detail. *Cartogr. Int. J. Geogr. Inf. Geovisualization* 2019, 54, 4–15. [CrossRef]

75. Bravo, G.; Castro, H.; Moreno, A.; Ariza-Porras, C.; Galindo, G.; Cabrera, E.; Valbuena, S.; Lozano-Rivera, P. Architecture for a Colombian Data Cube Using Satellite Imagery for Environmental Applications; Colombian Conference on Computing: Cham, Germany; Springer International Publishing: Cham, Germany, 2017; pp. 227–241.

76. Giuliani, G.; Chatenoux, B.; De Bono, A.; Rodila, D.; Richard, J.-P.; Allenbach, K.; Dao, H.; Peduzzi, P. Building an earth observations data cube: Lessons learned from the swiss data cube (sdc) on generating analysis ready data (ard). *Big Earth Data* 2017, 1, 100–117. [CrossRef]

77. Yao, X.; Liu, Y.; Cao, Q.; Li, J.; Huang, R.; Woodcock, R.; Paget, M.; Wang, J.; Li, G. China Data Cube (CDC) for Big Earth Observation Data: Lessons Learned from the Design and Implementation. In Proceedings of the 2018 International Workshop on Big Geospatial Data and Data Science (BGDDS), Wuhan, China, 22–23 September 2018; pp. 1–3.

78. Asmaryan, S.; Muradyan, V.; Tepanosyan, G.; Hovsepyan, G.; Hovsepyan, A.; Saghatelyan, A.; Abrahaymyan, R.; Guigoz, Y.; Giuliani, G. Paving the way towards an armenian data cube. *Data* 2019, 4, 117. [CrossRef]

79. Bowater, D.; Stefanakis, E. Research Directions for the Rhealpix Discrete Global Grid System; Spatial Knowledge and Information: Banff, AB, Canada, 2019.

80. Ben, J.; Li, Y.; Zhou, C.; Wang, R.; Du, L. Algebraic encoding scheme for aperture 3 hexagonal discrete global grid system. *Sci. China Earth Sci.* 2017, 61, 215–227. [CrossRef]

81. Mahdavi Amiri, A.; Alderson, T.; Samavati, F. Geospatial data organization methods with emphasis on aperture-3 hexagonal discrete global grid systems. *Cartogr. Int. J. Geogr. Inf. Geovisualization* 2019, 54, 30–50. [CrossRef]

82. Liu, Y.; Chen, L.; Jing, N.; Xiong, W. Parallel batch-building remote sensing images tile pyramid with mapreduce. *Wuhan Daxue Xuebao (Xinxi Kexue Ban)/Geomat. Inf. Sci. Wuhan Univ.* 2013, 38, 278–282.

83. Chen, L.; Ma, Y.; Liu, P.; Wei, J.; Jie, W.; He, J. A review of parallel computing for large-scale remote sensing image mosaicking. *Clust. Comput.* 2015, 18, 517–529. [CrossRef]

84. Giachetta, R. A framework for processing large scale geospatial and remote sensing data in mapreduce environment. *Comput. Graph.* 2015, 49, 37–46. [CrossRef]
85. Sun, Z.; Chen, F.; Chi, M.; Zhu, Y. A spark-based big data platform for massive remote sensing data processing. In Proceedings of the 2nd International Conference on Data Science (ICDS), Sydney, Australia, 8–9 August 2015; University Technology Sydney: Sydney, Australia, 2015; pp. 120–126.

86. Ye, S.; Liu, D.; Yao, X.; Tang, H.; Xiong, Q.; Zhuo, W.; Du, Z.; Huang, J.; Su, W.; Shen, S.; et al. Rdcrmg: A raster dataset clean & reconstitution multi-grid architecture for remote sensing monitoring of vegetation dryness. *Remote Sens.* **2018**, *10*, 1376.

87. Zhou, M.; Chen, J.; Gong, J. A pole-oriented discrete global grid system: Quaternary quadrangle mesh. *Comput. Geosci.* **2013**, *61*, 133–143. [CrossRef]

88. Mahdavi-Amiri, A.; Harrison, E.; Samavati, F. Hexagonal connectivity maps for digital earth. *Int. J. Digit. Earth* **2014**, *8*, 750–769. [CrossRef]

89. Chamsisi, P.; Rasti, B.; Yokoya, N.; Wang, Q.; Hofle, B.; Bruzzone, L.; Bovolo, F.; Chi, M.; Anders, K.; Gloaguen, R.; et al. Multisource and multitemporal data fusion in remote sensing: A comprehensive review of the state of the art. *IEEE Geosci. Remote Sens. Mag.* **2019**, *7*, 6–39. [CrossRef]

90. Moenik, F.-B. A novel identification scheme for the isea aperture 3 hexagon discrete global grid system. *Cartogr. Geogr. Inf. Sci.* **2019**, *46*, 277–291. [CrossRef]

91. Tong, X.; Ben, J.; Wang, Y.; Zhang, Y.; Pei, T. Efficient encoding and spatial operation scheme for aperture 4 hexagonal discrete global grid system. *Int. J. Geogr. Inf. Sci.* **2013**, *27*, 898–921. [CrossRef]

92. Amiri, A.; Samavati, F.; Peterson, P. Categorization and conversions for indexing methods of discrete global grid systems. *ISPRS Int. Geo.-Inf.* **2015**, *4*, 320–336. [CrossRef]

93. Pekturk, M.K.; Unal, M. A review on real-time big data analysis in remote sensing applications. In Proceedings of the 25th Signal Processing and Communications Applications Conference (SIU), Antalya, Turkey, 15–18 May 2017; IEEE: Antalya, Turkey, 2017.

94. Tong, X.; Wang, R.; Wang, L.; Lai, G.; Ding, L. An efficient integer coding and computing method for multiscale time segment. *Cehui Xuebao/Acta Geodaetica et Cartographica Sinica* **2016**, *45*, 66–76.

95. Tong, X.; Cheng, C.; Wang, R.; Ding, L.; Zhang, Y.; Lai, G.; Wang, L.; Chen, B. An efficient integer coding index algorithm for multi-scale time information management. *Data Knowl. Eng.* **2019**, *119*, 123–138. [CrossRef]

96. Zhang, B. Remotely sensed big data era and intelligent information extraction. *Wuhan Daxue Xuebao (Xinxi Kexue Ban)/Geomat. Inf. Sci. Wuhan Univ.* **2018**, *43*, 1861–1871.

97. Yang, L.; Qin, Z. Distributed correlation model mining from remote sensing big data based on gene expression programming. *Peer Peer Netw. Appl.* **2018**, *11*, 1000–1011. [CrossRef]