Machine learning of mirror skin effects in the presence of disorder
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Non-Hermitian systems with mirror symmetry may exhibit mirror skin effect which is the extreme sensitivity of the spectrum and eigenstates on the boundary condition due to the non-Hermitian topology protected by mirror symmetry. In this paper, we report that the mirror skin effect survives even against disorder which breaks the mirror symmetry. Specifically, we demonstrate the robustness of the skin effect by employing the neural network which systematically predicts the presence/absence of the skin modes, a large number of localized states around the edge. The trained neural network detects skin effects in high accuracy, which allows us to obtain the phase diagram. We also calculate the probability by the neural network for each of states. The above results are also confirmed by calculating the inversed participation ratio.

Introduction.—Topological properties of condensed matter systems have been extensively studied in these decades 11–15. Among them, non-Hermitian topology attracts much attention in these years 16–37. The platforms of non-Hermitian topological physics extends to a wide variety of systems such as, open quantum systems 12,15,30,38, electric circuits 17,21,22,39,50, photonic crystals 6,16,18,19,51–55, equilibrium system of quasiparticles 46,56–64, and so on.

In non-Hermitian topological systems, various novel phenomena have been reported which do not have Hermitian counterparts 11,33,65–73. One of the typical examples is the skin effect 7,71,74 which can be observed for Hatano-Nelson model 25,26, a one-dimensional tight-binding model with the non-reciprocal hopping. This non-reciprocity results in the energy spectrum of the reciprocal hopping. This non-reciprocity induces skin modes which are a large number of localized states around the edge due to the finite winding number in the bulk. This remarkable topological phenomenon is further extended by taking into account symmetry 49,75,81. In particular, it turned out that mirror symmetry protects a type of non-Hermitian crystalline topology inducing the mirror skin effect 82.

Despite the above progress of non-Hermitian crystalline topology, the robustness of the perturbations breaking the relevant symmetry remains unclear. Such perturbations is inevitable in experiments because crystalline symmetry is generically broken by impurities 83.

In this paper, we show that the mirror skin effect survives even in the presence of disorders, which demonstrates that the non-Hermitian crystalline topology is robust against perturbation breaking the crystalline symmetry. The robustness of the mirror skin effect is elucidated by a machine learning approach 83,104. Namely, we train the neural network in the clean limit so that it predicts the presence/absence of the skin modes in the presence of disorder, which is a signal of the mirror skin effect. The trained neural network systematically predicts the presence/absence of the skin effects, which allows us to obtain the phase diagram. The obtained phase diagram elucidate the robustness of non-Hermitian topology with mirror symmetry against disorders. We also confirm the robustness by computing the inverse participation ratio (IPR). Finally, we apply the neural network to each of states and calculate the probability of the localized states.

The rest of this paper is organized as follows. Firstly, a toy model with disorder is introduced. Secondly, effects of disorder are discussed for specific strength of disorder. The distribution of complex energies and the edge states from the skin effects are also shown. In next, the model for the machine learning and the method for training are explained. Then the results by applying the machine learning model to the non-Hermitian model are shown. Then, the machine learning model is applied to each of states and we calculate the probability of the localized states about them. Lastly, we conclude our study.

Non-Hermitian model.—In order to demonstrate the robustness of the mirror skin effect against perturbations breaking the relevant symmetry, we analyze a fermionic bilayer system with disorder. The Hamiltonian reads

$$H_W = H_0 + \sum_{j, \alpha} w_{j, \alpha} c_{j, \alpha}^\dagger c_{j, \alpha},$$

where $W$ is the strength of the randomness and $w_{j, \alpha}$ is a uniform random variable in $[-W/2, W/2]$. The operator $c_{j, \alpha}^\dagger$ ($c_{j, \alpha}$) creates (annihilates) a spinless fermion at site $j$ of layer $\alpha$. In the clean limit $W = 0$ 49, the system is described by $H_0$:

$$H_0 = \sum_{k, \alpha} c_{k, \alpha}^\dagger \h_\alpha(k) c_{k, \alpha},$$

$$h(k) = [2 t (\cos k_x + \cos k_y) - \mu] \rho_0 + i \Delta \sin k_x \rho_3 + i \Delta \sin k_y \rho_2,$$

where $c_{j, \alpha}^\dagger$ ($c_{j, \alpha}$) denotes the Fourier transformed creation (annihilation) operator. The vector $k = (k_x, k_y)$
We discuss the effect of disorder for specific values of disorder strength, $W = 1$ and $W = 10$.

For comparison, we firstly analyze the spectrum and eigenstates in the clean limit. Figure 1 shows the spectrum and eigenstates for the 4-site system of $M \times M$ sites. Here, the boundary conditions are periodic for the $x$-axis and open for the $y$-axis. [Fig. 1(a)] is obtained for $M = 18$ while Fig. [1(b) and 1(c)] are obtained for $M = 12$.

Figure [1(b)] indicates that due to the topology characterized by the mirror winding number, the 4M-states enclosed in red circles in Fig. [1(a)] are localized. These skin modes are signals of the skin effects. Here, the number 4M can be calculated as follows: at given $k_x$ taking 0 or $\pi$, the mirror skin effect induces 2M-localized states, where the prefactor 2 is arising from the number of layers.

We note that the all of states outside the red circles are extended to the bulk [see Fig. [1(c)]].

We analyze the system for specific values of disorder strength $W = 1, 10$. The obtained results imply that the point-gap topology remains for weak $W$, although introducing the disorder breaks the mirror symmetry. Further increasing the interaction suppresses the skin effects as the localized states are buried in the bulk states.

Figure 2 shows the energies and a part of eigenstates of the model with randomness. Boundary conditions are the same as the Fig. 1 - periodic for the $x$-axis and open for the $y$-axis. Figures [2(a) and 2(b)] show the eigenenergies of the model with $(t, \mu, \Delta, W) = (1, 2, 1.8, 1)$ and $(t, \mu, \Delta, W) = (1, 2, 1.8, 10)$, respectively. The figures show that the edge-localized states from the skin effect are still in the gap of $E_{pg}^\pm$ for $W = 1$, however the gap is closed for $W = 10$. Next we consider the eigenstates around the point $E_{pg}^\pm$. Figures [2(c) and 2(d)] show the density plot of the 4M states around $E_{pg}^\pm$ for $W = 1$ and $W = 10$, respectively. For $W = 1$, the in-gap states are still localized at edges. It suggests that the skin effect still remains. However, for $W = 10$, the gap is closed...
and there are no localized states around the $E_{pg}^\pm$.

The above results imply that the mirror skin effect survives even in the presence of the disorder. In next, we elucidate the robustness by systematic analysis based on the machine learning technique.

**Machine learning of disordered non-Hermitian systems.**—Hereafter, we try to draw the phase diagram of the non-Hermitian system with randomness. To accomplish it, we use a machine learning. By using the convolutional neural network (CNN), we can detect the edge states and draw a phase diagram systematically for each parameters $\Sigma^2$ [107].

As input data, we take the absolute square of the wave function. The boundary conditions of the system are periodic for the $x$-axis and open for the $y$-axis and system size is $2M^2$. Hereafter, we set $M = 6$. Since the system is in two dimensions and has two degrees of freedom at each point, each of input data is $(M \times M \times 2)$ matrix. In addition, we take average of the $4M$ wave functions around the reference energies $E_{pg}^\pm$.

The output data are whether the edges states from the skin effect are in the point-gap of the $E_{pg}^\pm$. We use the data of the clean systems as the training data. Then, the trained model predicts the phase of the disordered systems.

Hereafter, we elucidate the architecture of the neural network. The schematic picture of our model is shown in Fig. 3. It consists of two convolutional layers and two linear layers. The number of filters comprising the convolutional layers is 32 and 64. The kernel size of each convolutional layer is $3 \times 3$. The first linear layer transforms the output of the previous layer to 128 dimensional vector and the second one transforms it to two-dimensional vector. The output data are obtained by applying softmax functions $y_i = e^{x_i}/\sum_{k=1}^2 e^{x_k}$, where $i$ labels one of the phases. All the activation functions are the ReLU functions. For input $x$, the ReLU function returns $x$ if $x > 0$, otherwise it returns 0. To prevent overfitting, the dropout layer is inserted after the second convolutional layer and the first linear layer. The probability of dropout is set to 0.5.

To train the model, we use the states of the system in the clean limit. As stated before, the localized states are in the two distinct point-gaps. In the following, we explain about the input data in training process. Firstly, we take the in-gap $4M$ edge states. Then, we take the average of the probability density of the $4M$ states as the data of localized states. On the other hand, there

![FIG. 3. Schematic picture of our CNN model. Input data are batched two dimensional images. The model consists of two CNN layers and two linear layers. The numbers in this figure are the output layers for the CNN layers and the output parameters for the linear layers. Calculating the softmax for the output of the second linear layer, the output data of the model are obtained.](image-url)

![FIG. 4. (a) Probabilities that are calculated by the machine learning model for the input data specified by $W$ and $\Delta$. (b) The IPR for the input data specified by $W$ and $\Delta$.](image-url)
FIG. 5. The energies of the system with various $\Delta$ and $W$. (a) $\Delta$ is fixed to 1.8. (b) $\Delta$ is fixed to 2.2. The color on the dots corresponds with the probability of the localized states calculated by the machine learning model.

are $2M^2 - 4M$ bulk states. In a similar way, we take average of the probability density of the $2M^2 - 4M$ bulk states as the data of bulk states. We take 2000 samples as input data by randomly selecting $\Delta \in (1.8, 2.8)$.

The output of the model is a two dimensional vector that is interpreted as the probability of the localized state and the bulk states. We use 1600 samples for training data and the rest for validation data. After the training process, the percentage of correct answers is 99.8% for the validation data.

Here after, we investigate the phase diagram of the disordered non-Hermitian system. Figure 4 shows the phase diagram with $\Delta$ and $w$. For the disordered system, the input data are prepared as follows. Firstly, the $2M$ states near the each of reference energies $E_{p_k}$ are selected. Then the input data are the average of the probability density of the states. The output data of the trained model tells us whether the states are localized or bulk states. Figure 4 (a) shows the probability of the localized states for $\Delta$ and $w$. The figure shows that the two phases are clearly distinct. It implies that the skin effect still exists for small $w$ but the localized states are buried in the bulk states for $w$ larger than the critical value, which is determined by the competition between the size of point-gaps and the strength of disorder. In this model, the size of the point-gap is determined by $t$ and $\Delta$. Then, if the strength of disorder $w$ exceeds the critical value, the phase change to the disordered phase (Fig. 4(a)).

Next, we consider IPR as an indicator for the localization. The IPR $p$ is calculated as $p = \sum_{k,j} |\phi_k(r_j)|^4$ for a state $\phi$ where $r_j$ is the $j$th lattice point and $k$ is the index of inner degree of freedom. Figure 4(b) shows the IPR for the averaged states. The figure shows that the large (small) $p$ corresponds with the localized (bulk) state. Furthermore, the phase diagram is consistent with the result by the trained machine learning model.

Machine learning of disordered non-Hermitian systems.—Here, we apply the machine learning model to the each of states of the non-Hermitian model with impurities so that the probability of the localized state is calculated by the machine learning model. To accomplish it, we use both the averaged states and the non-averaged states as the supervised data. This is because the non-averaged states are localized at one of the edges, which are not appeared in the averaged states.

The supervised data contain 4000 averaged states and 4320 non-averaged states. Half of the states are the bulk states and the rest states are the localized states. The system and the architecture of the neural network are the same as before.

Figure 5 shows the energies of the system with several values of $\Delta$ and $W$. The color on the dots corresponds with the probability of the localized states. In Fig. 5(a) and 5(b), $\Delta$ is fixed to 1.8 and 2.2, respectively. In both Fig. 5(a) and 5(b), the system shown in left, right and center figures corresponds with the white, dark and boundary region in Fig. 5. The figures show that there
are more localized states in the in-gap states for weak $W$ and there are more extended states for large $W$. At the phase transition point, both are included.

Conclusion.—Employing the neural network, we have demonstrated that the mirror skin effect survives even in the presence of the disorder, which elucidates the robustness of the non-Hermitian crystalline topology against perturbations breaking the relevant symmetry. The neural network, which is trained in the clean limit, systematically predicts the presence/absence of the skin modes in high accuracy, which allows us to obtain the phase diagram. The obtained phase diagram indicates that even in the presence of disorder, the system shows the skin modes due to the point-gap topology with mirror symmetry. We have also confirmed that the above results are consistent with the analysis based on the IPR. Finally we have applied the machine learning model to each of states and calculated the probability of the localized states about them. The robustness of non-Hermitian crystalline topology against disorders is considered to be experimentally verified by electric circuits.
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