Object detection on dental x-ray images using deep learning method
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Abstract. Radiological examination has an important role in determining the diagnosis of dental problems and making decisions about the right type of treatment according to the case indications. Dental x-ray is a medical procedure for taking pictures of the inside of the mouth using radiation fluid, where the results are used diagnostically to help the dentist see the entire structure of the jaw bone and teeth, and dental problems that cannot be seen directly. Dental radiographic interpretation, which is generally performed by dentists, is a time-consuming and error-prone process due to high variations in tooth structure, low experience levels, and fatigue factors experienced by dentists. The workload of a dentist and the occurrence of misdiagnosis can be reduced by the existence of a system that can automatically interpret the x-ray results. To overcome these problems, a model will be developed to be able to detect objects in the dental panoramic x-ray images using Mask R-CNN, one of the methods in Deep Learning. Deep Learning is an artificial intelligence function that modelled the workings of human brain in processing data and creating patterns for use in decision making. With the detection of objects in panoramic x-ray image automatically, it is expected to save time, improve the quality of dental care, and also the quality of diagnosis made by dentists.

1. Introduction
In the world of dentistry, radiological examination has an especially important role in determining the diagnosis and making the right type of treatment decision according to the indication of the case. Dental x-rays or dental radiography are medical procedures to take pictures of the inside of the mouth using radiation fluids, where the results are used diagnostically to help dentists see the entire structure of the jawbone and teeth, as well as dental problems that cannot be seen directly by the eye. Without dental X-rays, many dental problems go undiagnosed. One of the most performed radiographic techniques is the panoramic radiograph technique. A panoramic x-ray can provide a complete picture of the upper and lower jaw at once, as well as various adjacent anatomical structures. Doctors perform this procedure to find out disorders in the mouth. This procedure can also be used to plan treatment for dentures, braces, tooth extractions, or dental implants.

Dental radiographic interpretation, which is generally performed by dentists, is a time-consuming and error-prone process due to high variation in tooth structure, low level of experience, and the large number of dental X-rays that need to be checked every day by the dentist, which can cause dentists to become exhausted. Leading to a misdiagnosis or an inaccurate diagnosis, which in turn can hinder treatment. A dentist's workload and the occurrence of misdiagnoses can be reduced by having a system that can automatically interpret x-ray results. To overcome this problem, a model that can detect objects in a panoramic x-ray image of teeth will be developed using the Mask R-CNN method, which
is one of the methods in Deep Learning. The Mask R-CNN method is proven to produce high accuracy in recognizing objects in an image with input data in the form of an annotated image. The object to be detected is a restoration object. Dental restoration is a treatment to repair cavities or damaged teeth, as well as dental repair treatment after endodontic treatment, to restore the normal function and appearance of teeth. Tooth restoration after endodontic treatment is the key to successful treatment. With the automatic detection of objects on panoramic x-rays, it is expected save time, improve the quality of dental care, and the quality of diagnosis made by dentists.

2. Background

2.1. Deep learning
The term deep learning was first introduced to the machine learning community by Rina Dechter in 1986 [1] and was introduced to the realm of artificial neural networks by Igor Aizenberg in 2000 [2], in the context of Boolean threshold neurons. Deep learning is a subset of machine learning and it is a function of artificial intelligence that imitate the way of human brain processes data and creates patterns for use in decision making. Deep Learning is a network that can learn unsupervised from unstructured or unlabelled data. In deep learning, a learning model performs classification tasks from images, text, or sounds. The model is trained using large labelled datasets and a neural network architecture that contains multiple layers. The deep learning scheme can be seen in Figure 1. Each layer is treated separately and trained sequentially. When the previous layer has been trained, the new layer will be trained using the encoding from the previous layer’s input.

![Figure 1. The deep learning scheme [3].](image)

Most deep learning models are based on Artificial Neural Networks, and the most popular type is Convolutional Neural Network (CNN). CNN combines features learned from input data and uses 2D convolutional layers to make this architecture particularly suitable for processing 2D data, such as images. CNN eliminates the need for manual feature extraction, eliminating the need to identify the features used to classify images. CNN works by extracting features directly from images. This automated feature extraction makes deep learning models highly accurate for tasks such as object classification and detection. One type of CNN that has high accuracy in detecting an object is Mask R-CNN.

2.2. Mask R-CNN
Region-Based Convolutional Neural Networks (R-CNN), is a family of convolutional neural network models designed for object detection, developed by Girshick [4]. There are four main variations of the R-CNN approach. The salient aspects of each variation can be summarized as follows:
- R-CNN: The bounding box is proposed by a "selective tracing" algorithm, which is each stretched, and features extracted via a deep convolutional neural network, before the final set of object classifications is created with linear SVM.
- Fast R-CNN: Simplified design with single model, bounding box is still defined as input, but the merge area of interest layer is used after CNN in to combine regions and the model predicts class and region labels of interest directly.
- Faster R-CNN: Added Regional Proposal Network that interprets extracted features from deep CNN and learns to propose areas of interest directly.
- Mask R-CNN: Extension of Faster R-CNN which adds an output model to predict the mask for each detected object.

The Mask R-CNN Model introduced in 2017 [5] is the latest variation of the family model and supports object detection and object segmentation. The R-CNN Mask algorithm builds on the Faster R-CNN architecture with two main contributions:

- Replacing the ROI Pooling module with a more accurate ROI Align module
- Incorporate additional branches from the ROI Align module

This additional branch receives the ROI Align output and then feeds it into the two CONV layers. The output of the CONV layer is the mask itself. The R-CNN Mask architecture can be visualized in Figure 2.

![Figure 2. Mask R-CNN architecture [6].](image)

3. Research methodology

3.1. System architecture

The architecture of object detection system in dental images using mask R-CNN can be seen in Figure 3.

![Figure 3. System architecture of object detection in dental images.](image)
The first step is to take the images and extract the features using the ResNet 101 architecture [7]. These features act as an input for the next layer. Then take the feature map obtained in the previous step and apply the Region Proposal Network (RPN). This stage basically predicts whether an object is present in that region (or not) and get a map of the region or feature map that the model predicts contains multiple objects. The next step is to apply a pooling layer and convert all the regions to the same shape. Then this region is passed through a fully connected network so that the class labels and bounding boxes are predictable. For all predicted regions, Intersection over Union (IoU) will be calculated with the ground truth box. The IoU calculation is as follows:

\[
\text{IoU} = \frac{\text{Area of intersection}}{\text{Area of unity}}
\]

If the IoU is greater than or equal to 0.5, it is considered as a region of interest. If not, the region will be ignored. It is implemented for all regions and then selects only one set of regions which the IoU is greater than 0.5. After having a RoI based on the IoU value, the next process is to add a mask branch to the existing architecture. This returns the segmentation mask for each region containing the object. This returns a mask with a size of 28x28 for each region which is then increased for inference. The model has segmented all objects in the image. This is the final step in Masks R-CNN where it performs mask prediction for all objects in the image.

4. Results and discussion

4.1. Dataset

The data used in this study are panoramic x-ray images of teeth that have been annotated using the open-source Visual Object Tagging Tool (VoTT) software. This data set consisted of anonymous and de-identified panoramic dental X-rays from 116 patients, taken at the Noor Medical Imaging Centre, Qom, Iran [8]. Subjects covered a wide variety of dental conditions from healthy, to partial and complete toothless cases. The dataset is annotated with one class, which is restoration, and it is divided into two parts, 110 images for the training process and 6 images for the testing process.

4.2. Detection results

Experiments were carried out using a GPU with a number of training steps per epoch of 100, the learning rate was 0.006, and the minimum value for detection confidence was 0.9. The pre-fit R-CNN Mask model on the MS COCO object detection dataset can be used as a starting point and then adjusted to a specific dataset, in this case, a dental x-ray image. The model is trained on the output layer (heads) with a layer on top to speed up the learning process, using 5 epochs. Detection results for 6 testing data can be seen in Figure 4.
4.3. Analysis

Model performance for object detection is evaluated using mean absolute precision, or mAP. The bounding box is predictable so it can be determined whether the bounding box prediction is good or not based on how well the predicted and actual bounding boxes overlap. It can be calculated by dividing the area of the overlap by the total area of the two bounding squares, or the intersection divided by the union, it is known as the "intersection over union," or IoU. The perfect bounding box will have IoU of 1.

IoU is a standard for assuming positive predictions from the bounding box. Precision refers to the percentage of bounding boxes predicted correctly (IoU > 0.5) of all predicted bounding boxes. Meanwhile, recall is the percentage of bounding boxes that are predicted correctly (IoU > 0.5) of all objects in the photo.

5. Conclusion

The object detection model on panoramic x-ray images of teeth has been developed and has successfully detected the location of the restoration object in the data. Only one type of object in the panoramic tooth image was detected, namely tooth restoration. This is due to the difficulty in finding a panoramic dental image dataset that contains several objects, such as dental implants and endodontic treatments. The results of object detection in the panoramic tooth image show confidence level values in the range of 0.91 to 0.96. This research can be developed for several different objects in one image (multiple object). So, it is necessary to search for deeper datasets for further research development.
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