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ABSTRACT. We prove that the ‘Upper Matching Conjecture’ of Friedland, Krop, and Markström and the analogous conjecture of Kahn for independent sets in regular graphs hold for all large enough graphs as a function of the degree. That is, for every \(d\) and every large enough \(n\) divisible by \(2d\), a union of \(n/(2d)\) copies of the complete \(d\)-regular bipartite graph maximizes the number of independent sets and matchings of size \(k\) for each \(k\) over all \(d\)-regular graphs on \(n\) vertices. To prove this we utilize the cluster expansion for the canonical ensemble of a statistical physics spin model, and we give some further applications of this method to maximizing and minimizing the number of independent sets and matchings of a given size in regular graphs of a given minimum girth.

1. Introduction

Let \(i_k(G)\) be the number of independent sets of size \(k\) in a graph \(G\) and let \(m_k(G)\) be the number of matchings of size \(k\) (that is, of \(k\) edges). Then we can write the independence polynomial and matching polynomial (or matching generating function) of \(G\) as

\[
Z_G(\lambda) = \sum_{k \geq 0} i_k(G)\lambda^k \quad \text{and} \quad Z_G^m(\lambda) = \sum_{k \geq 0} m_k(G)\lambda^k
\]

respectively. Evaluating \(Z_G(\lambda)\) and \(Z_G^m(\lambda)\) at \(\lambda = 1\) gives the total number of independent sets and matchings in \(G\) respectively, which we denote by \(i(G)\) and \(m(G)\).

Extremal properties of \(i(G)\) and \(m(G)\) as well as \(Z_G(\lambda)\) and \(Z_G^m(\lambda)\) over the class of \(d\)-regular graphs have been studied since Granville asked which \(d\)-regular graph on \(n\) vertices maximizes the number of independent sets and Alon [1] conjectured that (when \(n\) is divisible by \(2d\)) the answer was the graph \(H_{d,n}\), the union of \(n/(2d)\) copies of the complete \(d\)-regular bipartite graph \(K_{d,d}\). Using a beautiful entropy argument, Kahn [22] proved this conjecture over the class of \(d\)-regular bipartite graphs. Galvin and Tetali [18] later gave a broad generalization of Kahn’s result, showing in particular that \(K_{d,d}\) maximizes \(\frac{1}{\|V(G)\|} \log Z_G(\lambda)\) for all \(\lambda \geq 0\) over \(d\)-regular bipartite graphs. Zhao [36], then removed the bipartite restriction in this statement for the independence polynomial, resolving Alon’s conjecture as a result. In his 2001 paper Kahn conjectured a stronger result, that \(H_{d,n}\) should maximize each coefficient of the independence polynomial.

**Conjecture 1** (Kahn [22]). For all \(d \geq 1\), all \(n\) divisible by \(2d\), all \(d\)-regular graphs \(G\) on \(n\) vertices, and all \(k\), we have

\[
i_k(G) \leq i_k(H_{d,n}).
\]

The history of the problem for matchings is somewhat different but ends in roughly the same place. For an \(n\) vertex graph \(G\), \(m_{n/2}(G)\) counts the number of perfect matchings of \(G\).

\[\text{Date: August 2, 2021.}\]
Bregman’s Theorem [8] (and its extension from bipartite graphs to general graphs by Kahn and Lovász) gives an upper bound on $m_{n/2}(G)$ in terms of the degree sequence of $G$. In the case where $G$ is $d$-regular and $n$ is divisible by $2d$, the result states that $m_{n/2}(G)$ is maximized by $H_{d,n}$. Both Kahn’s result on independent sets and Bregman’s theorem have elegant proofs using the entropy method [30] [17].

In 2008, Friedland, Krop, and Markström [16] made the equivalent of Conjecture 1 for matchings.

**Conjecture 2** (Friedland, Krop, Markström [16]). For all $d \geq 1$, all $n$ divisible by $2d$, all $d$-regular graphs $G$ on $n$ vertices, and all $k$, we have

$$m_k(G) \leq m_k(H_{d,n}).$$

The authors of [16] named this the ‘Upper Matching Conjecture’. A weaker form of this conjecture was simply that $H_{d,n}$ maximizes $m(G)$ or $Z_G^m(\lambda)$ over $d$-regular graphs, but unlike the case of independent sets no entropy-based proof of this is known. In light of this (and the appealing name ‘Upper Matching Conjecture’), somewhat more attention was paid to Conjecture 2 than Conjecture 1. Partial progress was made on both conjectures in a series of papers including [15, 9, 20, 28], though the upper bounds on $m_k(G)$ remained an exponential factor larger than $m_k(H_{d,n})$.

In 2017, the current authors and Roberts introduced a new method for proving extremal bounds on graph polynomials such as $Z_G$ and $Z_G^m$ based on logarithmic derivatives and linear programming relaxations [13]. One of the results proved with this method was that $K_{d,d}$ maximizes $\frac{1}{v(G)} \log Z_G^m(\lambda)$ for all $\lambda$ over $d$-regular graphs, and as a consequence, $H_{d,n}$ maximizes $m(G)$.

In addition, [13] provided a new approach to Conjectures 1 and 2 by developing generic methods for transferring bounds on graph polynomials to bounds on their individual coefficients. This approach gave upper bounds on $i_k(G)$ and $m_k(G)$ within a factor $O(\sqrt{n})$ of the conjectured bounds. Then in [14], the same authors gave a more sophisticated version of this approach using stability-type results for $Z_G$ and $Z_G^m$ to show that Conjectures 1 and 2 hold when $n$ is large and $k \geq \varepsilon n$ (see Theorem 3 below for the precise statement). In this paper, we use a new method to deal with small values of $k$ (that is, $k < \varepsilon n$). Combined with the results from [14] this allows us to prove our main result, that Conjectures 1 and 2 hold for $n \geq n(d)$ large enough.

**Theorem 3.** For all $d \geq 2$ there is $N$ large enough so that for all $n \geq N$ divisible by $2d$, all $d$-regular graphs $G$ on $n$ vertices, and all $k$,

$$i_k(G) \leq i_k(H_{d,n}) \quad \text{and} \quad m_k(G) \leq m_k(H_{d,n}).$$

Moreover, if $G$ is not isomorphic to $H_{d,n}$ then the inequalities are strict for all $4 \leq k \leq n/2$.

We note that for a $d$-regular graph $G$ on $n$ vertices, $i_k(G) = 0$ for $k > n/2$, and $i_k(G) = i_k(H_{d,n})$ for $k \leq 3$ if $G$ is triangle free (similarly for $m_k(G)$). Thus the range $4 \leq k \leq n/2$ in Theorem 3 is best possible.

1.1. **New techniques.** To address the case $k < \varepsilon n$ we turn to a technique from statistical physics, the cluster expansion, which was originally developed to study the phase diagrams of gases and spin systems [24] but which has also found a number of applications in combinatorics and graph theory [33] [35] [6] [7] [21] [4].
In its basic form, the cluster expansion is an infinite series that formally represents the logarithm of a function like $Z_G(\lambda)$. To make practical use of the cluster expansion, one must know for what values of $\lambda$ this series converges, and general results tell us that $\lambda \leq 1/(ed)$ suffices for graphs of maximum degree $d$. Moreover, when $\lambda$ is small enough (as a function of $d$ but not of $n$) the dominant terms of the cluster expansion come from the counts of small subgraphs (edges, triangles, four-cycles, etc.). This holds more generally; instead of considering the independence polynomial, one can consider a vertex-weighted homomorphism-counting polynomial $Z_H^G$ for any graph $H$. Borgs, Chayes, Kahn, and Lovasz [7] used the cluster expansion to show that for small weights (the equivalent of $\lambda \leq 1/(ed)$), $\frac{1}{n} \log Z_H^G$ converges if the sequence $G_n$ of graphs on $n$ vertices is Benjamini-Schramm convergent; that is, its small subgraph densities converge.

Conjectures 1 and 2, however, deal with the individual coefficients of $Z_G$ and $Z_G^m$ instead of the values of the polynomials themselves. Fortunately there is a natural statistical physics perspective to this as well. Polynomials such as $Z_G$ and $Z_G^m$ are the partition functions of statistical mechanics models, the hard-core model and the monomer-dimer model respectively. These are probability distributions over the independent sets and matchings of a graph $G$, in which e.g. each independent set has probability $\lambda^{|I|}/Z_G(\lambda)$. This distribution is known as the grand canonical ensemble and represents particles of a gas (occupied vertices of the independent set) in a volume in thermal equilibrium within a much larger volume (and so particles can enter and leave the small volume). There is another natural probability distribution over independent sets: the uniform distribution over independent sets of size $k$, which represents particles of a gas in a confined volume (the particles cannot escape so their number $k$ is fixed). This is the canonical ensemble, and its partition function is simply $i_k(G)$. Much of the intuition behind the methods of [14] came from comparing the probabilistic behavior of the grand canonical and canonical ensembles.

There is also a cluster expansion for the canonical ensemble, first presented by Pulvirenti and Tsagkarogiannis in [29] in the setting of Gibbs point processes. In our setting this gives an infinite series representation of $\log i_k(G)$, and for small $k$ again the dominant terms of its cluster expansion are counts of small subgraphs. We will use two very simple facts about $K_{d,d}$ to show that it maximizes $i_k$: it has no triangles and it has the highest 4-cycle density of any $d$-regular graph. The method is much more general and can be applied to independent sets, matchings, and graph homomorphisms over various classes of graphs.

In a little more detail, the following informal meta-theorem follows naturally from the cluster expansion arguments we develop here. Let $\mathcal{G}$ be a class of graphs (e.g. $d$-regular graphs, $d$-regular bipartite graphs, line graphs of $d$-regular graphs, etc.), and let $H \in \mathcal{G}$ be uniquely optimal for maximizing independent sets of size $j_0$; that is, for $j < j_0$ a union of copies of $H$ has at least as many independent sets of size $j$ as any other graph $G \in \mathcal{G}$ on the same number of vertices, and for $j = j_0$ it strictly maximizes $i_j(G)$. Then a union of copies of $H$ is the maximizer of $i_k$ for all $k \leq \varepsilon n$ and $H$ is the maximizer of $\frac{1}{n} \log Z_G(\lambda)$ for all $\lambda \leq \varepsilon$. See Theorem 7 below for one example of such a result, and Theorem 14 for a similar minimization result.

Concretely, we can consider the problem of minimizing the number of matchings of a given size in a regular graph (the minimization problem for independent sets is rather straightforward, see [12] and the discussion in [14]). For even $d$, a natural conjecture is that $K_{d+1}^2$ minimizes $\frac{1}{V(G)} \log Z_G^m(\lambda)$ for all $\lambda$ and a union of copies of $K_{d+1}^2$ minimizes each coefficient of $Z_G^m$. For odd $d$, the clique $K_{d+1}^2$ contains a perfect matching so cannot minimize
\[ \frac{1}{|V(G)|} \log Z_G^m(\lambda) \] over \( d \)-regular graphs for large \( \lambda \). Csikvári and others have conjectured that it is the minimizer for \( \lambda \leq 1 \). Similarly, an \( n \)-vertex union of these cliques cannot minimize the high order coefficients of the matching polynomial when an \( n \)-vertex \( d \)-regular graph with no perfect matching exists. We make partial progress on these minimization problems for matchings with the following pair of results.

**Theorem 4.** There is a constant \( c > 0 \) such that for all \( d \geq 2 \) and \( 0 < \lambda < cd^{-4} \), we have

\[ \frac{1}{|V(G)|} \log Z_G^m(\lambda) \geq \frac{1}{d+1} \log Z_{K_{d+1}}^m(\lambda) \]

for all \( d \)-regular graphs \( G \), with strict inequality if \( G \) is not a disjoint union of copies of \( K_{d+1} \).

For all \( d \geq 2 \) there is a constant \( \xi = \xi(d) > 0 \) such that for all \( n \) divisible by \( d + 1 \), a disjoint union of \( n/(d+1) \) copies of \( K_{d+1} \) minimizes \( m_k(G) \) for all \( k \leq \xi n \).

Borbényi and Csikvári [5] have independently proved the first statement of Theorem 4 for a wider range of \( \lambda \).

1.2. **Related work.** The problems of maximizing and minimizing the number of independent sets and matchings in regular graphs have many extensions and generalizations, from asking which regular graphs maximize or minimize the number of homomorphisms to a given fixed graph \( H \) (e.g. the number proper \( q \)-colorings with \( H = K_q \)). Results and open problems in the area are given in Zhao’s survey [37]. Further extensions consider irregular graphs with bounds that depend on the degree sequence [31]. Often in these problems the extremal graph is \( K_{d,d} \), \( K_{d+1} \), or, in a limiting sense, the infinite \( d \)-regular tree [11]. This is not always the case, however, as Sernau gave counterexamples to some previous conjectures [34]. Nevertheless, for maximizing the number of homomorphisms to a fixed graph over the class of \( d \)-regular, triangle-free graphs, \( K_{d,d} \) is always optimal [32]. One can also consider similar questions for hypergraphs, where the above problems are more difficult and remain open in general. Some bounds and conjectures for independent sets in hypergraphs are given in [25, 10, 3]. One takeaway from the methods of the current paper is that understanding the maximizer and minimizer of small cycle counts in the class of (hyper)graphs considered can give a good indication of the plausibility of a conjectured extremal result.

1.3. **Organization.** In Section 2 we outline the proof of Theorem 3 reducing it to a more general statement about independent sets and matchings in regular graphs of a given minimum girth. In Section 3 we present the canonical ensemble cluster expansion and give sufficient conditions for its convergence along with tail bounds based on the Kotecký–Preiss condition [23]. In Section 4 we use this to complete the proof of Theorem 3 for independent sets, and in Section 5 we extend this to matchings. In Section 6 we prove Theorem 4 and discuss possible extensions of these results.

2. **Proof outline for Theorem 3**

The main new technique we introduce in this paper is a way to use the canonical ensemble cluster expansion to bound \( i_k(G) \) (and \( m_k(G) \)) for small values of \( k \), that is, for \( k \leq \varepsilon n \) where \( \varepsilon \) depends only on \( d \). We do this in considerably more generality since the proof is the same and the more general statement gives more intuition.
The *girth* of a graph is the length of its shortest cycle, and a *homomorphism* from $F$ to $G$ is a map $\phi : V(F) \to V(G)$ such that $ij \in E(F) \implies \phi(i)\phi(j) \in E(G)$. We write $\text{inj}(F,G)$ for the number of injective homomorphisms from $F$ to $G$.

**Definition 5.** For $d, g \geq 2$, we call a graph $H$ *strictly $(d,g)$-optimal* if it is $d$-regular of girth at least $g$, and there exists $\eta = \eta(d,g) > 0$ such that

$$\frac{1}{v(G)} \text{inj}(C_g, G) \leq \frac{1}{v(H)} \text{inj}(C_g, H) - \eta$$

for all connected $d$-regular graphs $G$ of girth at least $g - 1$ which are not equal to $H$.

The only non-trivial property of $K_{d,d}$ that we require for the proof of Theorem 3 is that it is strictly $(d, 4)$-optimal.

**Lemma 6.** For $d \geq 2$, $K_{d,d}$ is strictly $(d, 4)$-optimal.

**Proof.** Let $G$ be a connected $d$-regular graph on $n$ vertices and let $f$ be an injective homomorphism from $C_4$ to $G$. Write $V(C_4) = \{1, 2, 3, 4\}$. There are at most $n$ choices for $f(1)$. Given any choice of $f(1)$ there are at most $d(d - 1)^2$ choices for $f(\{2, 3, 4\})$ with equality if and only if each pair of vertices in the neighborhood of $f(1)$ has $d$ common neighbors, i.e., $G = K_{d,d}$. It follows that if $G$ is not isomorphic to $K_{d,d}$ then

$$\frac{1}{n} \text{inj}(C_4, G) \leq d(d - 1)^2 - 1 = \frac{1}{2d} \text{inj}(C_4, K_{d,d}) - 1.$$

More generally, all girth $g$, $d$-regular *Moore graphs* are strictly $(d,g)$-optimal, including $K_{d,d}$ and the clique $K_{d+1}$ for $g = 4, 3$ respectively (see Section 6).

The following theorem states that for even girth $g$, a disjoint union of copies of a strictly $(d,g)$-optimal graph will maximize $i_k$ and $m_k$ over $d$-regular graphs of girth at least $g - 1$ for small enough $k$.

**Theorem 7.** Let $g \geq 4$ be even, let $d \geq 2$, and suppose a strictly $(d,g)$-optimal graph $H$ exists. Then there exists $\varepsilon = \varepsilon(d,g) > 0$ so that the following holds. Let $h = |V(H)|$ and suppose $G$ is a $d$-regular graph of girth at least $g - 1$ on $n$ vertices where $n$ is divisible by $h$. Then for $k \leq \varepsilon n$,

$$i_k(G) \leq i_k(H_n) \text{ and } m_k(G) \leq m_k(H_n),$$

where $H_n$ consists of $n/h$ copies of $H$. Moreover, if $G$ is not isomorphic to $H_n$ then the inequality is strict for $k \geq g$.

Theorem 3 follows from Theorem 7, Lemma 6 and the following result of the current authors and Roberts which shows that Conjectures 1 and 2 hold when $n$ is large and $k \geq \varepsilon n$.

**Theorem 8 ([14]).** For all $\varepsilon > 0$ and $d \geq 2$, there is $N_1 = N_1(\varepsilon, d)$ large enough so that for all $n \geq N_1$, $n$ divisible by $2d$, all $d$-regular graphs $G$ on $n$ vertices, and all $k \geq \varepsilon n$,

$$m_k(G) \leq m_k(H_{d,n}) \text{ and } i_k(G) \leq i_k(H_{d,n}).$$

Moreover the inequalities are strict if $k \leq n/2$ and $G$ is not isomorphic to $H_{d,n}$.

We remark that the theorem statement in [14] does not include the final observation regarding strict inequalities. However it is clear from the proof of Theorem 8 that this holds.
Proof of Theorem 3. Let \( d \geq 2 \) and let \( \varepsilon = \varepsilon(d, 4) \) be as in Theorem 7. Let \( N = N_1(\varepsilon, d) \) be as in Theorem 8. Let \( G \) be a \( d \)-regular graph on \( n \) vertices where \( n \) is divisible by \( 2d \) and \( n \geq N \). Moreover suppose that \( G \) is not isomorphic to \( H_{d,n} \).

By Lemma 6 and Theorem 7 with \( g = 4 \) (noting that all graphs have girth at least \( g-1 = 3 \)), for \( k \leq \varepsilon n \) we have

\[
(2) \quad i_k(G) \leq i_k(H_{d,n}) \quad \text{and} \quad m_k(G) \leq m_k(H_{d,n}),
\]

where the inequality is strict for \( k \geq 4 \). By Theorem 8 the inequalities (2) hold and are strict for \( \varepsilon n \leq k \leq n/2 \) also. \( \square \)

It remains to prove Theorem 7. Henceforth let \( g \geq 4 \) be even and let \( d \geq 2 \) be such that a \((d, g)\)-optimal graph \( H \) exists. Let \( h \) denote the number of vertices in the graph \( H \), suppose that \( h \) divides \( n \), and let \( H_n \) be a disjoint union of \( n/h \) copies of \( H \).

The key idea in proving Theorem 7 is to show that the number of independent sets (or matchings) of small size (that is, at most \( \varepsilon n \)) is essentially determined by the density of the cycles \( C_{g-1} \) and \( C_g \) in \( G \), with more copies of \( C_{g-1} \) leading to fewer independent sets (or matchings), and more copies of \( C_g \) leading to a greater number. Intuitively, even cycles are beneficial to the count whereas odd cycles are harmful. To make this rigorous we write \( \log i_k(G) \) and \( \log m_k(G) \) as an infinite series using the cluster expansions for the canonical ensembles of the hard-core model and the monomer-dimer model. The first step is to rewrite \( i_k(G), m_k(G) \) in terms of the partition function of a polymer model. The derivation of this polymer model is simple and we present a self-contained argument in the next section; see also [29, 55, 6] for related work. We will present the argument first for independent sets and then extend this argument to matchings in Section 5.

3. Cluster expansion in the canonical ensemble

Given a simple \( d \)-regular graph \( G = (V, E) \) on \( n \) vertices, we begin by showing how \( i_k(G) \) can be expressed in terms of the partition function of an abstract polymer model. Let \( G^o = (V, E^o) \) be \( G \) with a self-loop added to every vertex. Then

\[
i_k(G) = \frac{1}{k!} \sum_{\phi: [k] \to V} \prod_{ij \in (\binom{k}{2})} 1_{\phi(i) \phi(j) \notin E^o} = \frac{1}{k!} \sum_{\phi: [k] \to V} \prod_{ij \in (\binom{k}{2})} (1 + 1_{\phi(i) \phi(j) \notin E^o} - 1) = \frac{1}{k!} \sum_{\phi: [k] \to V} \prod_{\{F \subseteq \binom{k}{2}\}} \prod_{ij \in F} (1_{\phi(i) \phi(j) \notin E^o} - 1).
\]

Let \( \Pi \) denote the set of all unordered partitions of the set \([k]\). For a subset \( S \subseteq [k] \), write \( \mathcal{C}_S \) for the set of all connected graphs on vertex set \( S \). By grouping graphs \(([k], F)\) according to their component structure we have, for any fixed \( \phi: [k] \to V \),

\[
\sum_{F \subseteq (\binom{k}{2})} \prod_{ij \in F} (1_{\phi(i) \phi(j) \notin E^o} - 1) = \sum_{\pi \in \Pi} \sum_{S \in \pi} \sum_{F \in \mathcal{C}_S} \prod_{ij \in E(F)} (1_{\phi(i) \phi(j) \notin E^o} - 1).
\]
This allows us to break the sum over $\phi : [k] \to V$ into separate terms $\phi : S \to V$ for each $S \in \pi \in \Pi$. For $S \subseteq [k]$, let

\[
(3) \quad w_G(S) := \frac{1}{n^{|S|}} \sum_{\phi : S \to V} \sum_{F \in C_S} \prod_{ij \in E(F)} (1_{\phi(i) \neq \phi(j)} - 1).
\]

We will refer to $w_G(S)$ as the weight of $S$ (with respect to $G$). Then

\[
i_k(G) = \frac{n^k}{k!} \sum_{\pi \in \Pi} \prod_{S \in \pi} w_G(S).
\]

Let $\mathcal{P}$ denote the set of all subsets $S \subseteq [k]$ with $|S| \geq 2$. We call the elements of $\mathcal{P}$ polymers. We say that two polymers $S_1, S_2$ are compatible, and write $S_1 \sim S_2$, if $S_1 \cap S_2 = \emptyset$. We note that $w_G(S)$ depends only on the size of $S$, however it will be important to make $S$ explicit in the notation since the notion of compatibility of polymers depends on the polymers themselves. Let $\Omega$ denote collection of all sets of pairwise compatible polymers. Since $w_G(S) = 1$ whenever $|S| = 1$ we have

\[
(4) \quad i_k(G) = \frac{n^k}{k!} \Xi_k(G),
\]

where

\[
\Xi_k(G) := \sum_{\Gamma \in \Omega} \prod_{S \in \Gamma} w_G(S).
\]

The set $\mathcal{P}$ together with the compatibility relation '$\sim$' and weight function $w_G$ defines a polymer model, as defined by Kotecký and Preiss \[23\], generalizing a technique used to study statistical mechanics models on lattices (e.g. \[19\]). The expression $\Xi_k(G)$ is known as the polymer model partition function.

Expressing $i_k(G)$ as a polymer model partition function (scaled by $n^k/k!$) allows us to use the cluster expansion, an infinite series representation of $\log \Xi_k(G)$. To introduce the cluster expansion we require some notation.

Suppose that $\Gamma = (S_1, \ldots, S_t)$ is an ordered tuple of polymers. We define the incompatibility graph $I(\Gamma)$ to be the graph on vertex set $1, \ldots, t$ where $i \sim j$ if and only if $i \neq j$ and $S_i$ is incompatible with $S_j$. A cluster is an ordered tuple $\Gamma$ of polymers whose incompatibility graph $I(\Gamma)$ is connected. Given a graph $F$, we define the Ursell function $\phi(F)$ of $F$ to be

\[
\phi(F) = \frac{1}{|V(F)|!} \sum_{A \subseteq E(F)} (-1)^{|A|}.
\]

Let $\mathcal{C}$ be the set of all clusters. The cluster expansion is the formal power series in the weights $w_G(S)$

\[
\log \Xi_k(G) = \sum_{\Gamma \in \mathcal{C}} w_G(\Gamma),
\]

where

\[
w_G(\Gamma) = \phi(I(\Gamma)) \prod_{S \in \Gamma} w_G(S).
\]

A sufficient condition for the convergence of the cluster expansion is given by a theorem of Kotecký and Preiss.
Theorem 9 (23). Let \( a : \mathcal{P} \to [0, \infty) \) and \( b : \mathcal{P} \to [0, \infty) \) be two functions. If for all polymers \( S \in \mathcal{P} \),

\[
\sum_{S' \sim S} |w(S')| e^{a(S')+b(S')} \leq a(S),
\]

then the cluster expansion converges absolutely. Moreover, if we let \( b(\Gamma) = \sum_{S \in \Gamma} b(S) \) and write \( \Gamma \sim S \) if there exists \( S' \in \Gamma \) so that \( S \sim S' \), then for all polymers \( S \),

\[
\sum_{\Gamma \in \mathcal{C}, \Gamma \sim S} |w(\Gamma)| e^{b(\Gamma)} \leq a(S).
\]

The main result of this section is that for small values of \( k \), as in \( k \leq \varepsilon n \) for some explicit \( \varepsilon = \varepsilon(d) \), the cluster expansion of \( \log \Xi_k(G) \) converges.

For a cluster \( \Gamma \), we let \( |\Gamma| \) denote the number of polymers (with multiplicity) in \( \Gamma \) and let \( \|\Gamma\| \) denote the sum of the sizes of these polymers.

Lemma 10. For every \( d \)-regular graph \( G \) on \( n \) vertices, and all \( k \leq e^{-5}n/(d+1) \), the cluster expansion for \( \log \Xi_k(G) \) converges absolutely. Moreover, we have the following tail bound on the cluster expansion.

\[
\sum_{\|\Gamma\| - |\Gamma| \geq t} |w_G(\Gamma)| \leq k \gamma^t
\]

where \( \gamma = (d+1)e^5k/n \leq 1 \).

We begin with a standard argument to upper bound the absolute value of the weight \( w_G(S) \) of a polymer \( S \). Throughout this section we denote the weight function \( w_G \) simply by \( w \). Recall that for a set \( S \), we let \( \mathcal{C}_S \) denote the set of all connected graphs with vertex set \( S \). Let us also define \( \mathcal{T}_S \) to be the set of all spanning trees on vertex set \( S \). We appeal to the following special case of an inequality due to Penrose [26] (see also [35, Proposition 4.1]).

Lemma 11 (Penrose inequality [26]). Let \( S \) be a finite set and for each \( e \in \binom{S}{2} \) let \( w_e \) be a complex number such that \( |1 + w_e| \leq 1 \). Then

\[
\left| \sum_{F \in \mathcal{C}_S} \prod_{e \in E(F)} w_e \right| \leq \sum_{F \in \mathcal{T}_S} \prod_{e \in E(F)} |w_e|.
\]

For fixed \( S \subseteq [k] \) and \( \phi : S \to V \), applying Lemma 11 with \( w_{ij} = 1_{\phi(i)\phi(j) \notin E^\phi} - 1 \) yields

\[
\left| \sum_{F \in \mathcal{C}_S} \prod_{i,j \in E(F)} (1_{\phi(i)\phi(j) \notin E^\phi} - 1) \right| \leq \sum_{F \in \mathcal{T}_S} \prod_{i,j \in E(F)} 1_{\phi(i)\phi(j) \in E^\phi}.
\]

It follows that

\[
|w(S)| \leq \frac{1}{n^{|S|}} \sum_{\phi : S \to V} \left| \sum_{F \in \mathcal{C}_S} \prod_{i,j \in E(F)} (1_{\phi(i)\phi(j) \notin E^\phi} - 1) \right|
\]

\[
\leq \frac{1}{n^{|S|}} \sum_{\phi : S \to V} \sum_{F \in \mathcal{T}_S} \prod_{i,j \in E(F)} 1_{\phi(i)\phi(j) \in E^\phi}.
\]
\[ \leq \sum_{F \in T_S} t(F, G^o), \]

where we write
\[ t(F, G^o) := n^{-|V(F)|} \sum_{\phi: V(F) \to V(G^o)} \prod_{ij \in E(F)} 1_{\phi(i) \phi(j) \in E(G^o)} \]

for the standard notion of homomorphism density of \( F \) in \( G^o \).

**Lemma 12.** Let \( G \) be a simple \( d \)-regular graph on \( n \) vertices, and \( G^o \) be formed from \( G \) by adding a self-loop at every vertex. Then for any tree \( F \),
\[ t(F, G^o) = \left(\frac{d + 1}{n}\right)^{|V(F)|-1}. \]

**Proof.** The proof is a simple induction on \(|V(F)|\). The case \(|V(F)| = 1\) holds trivially. Suppose that \( F \) is a tree on at least 2 vertices and let \( x \) be a leaf of \( F \). By the induction hypothesis
\[ t(F - x, G^o) = \left(\frac{d + 1}{n}\right)^{|V(F)|-2}. \]

The result follows by noting that any homomorphism from \( F - x \) to \( G^o \) can be extended to a homomorphism from \( F \) to \( G \) in precisely \( d + 1 \) ways. \( \square \)

Now we can prove Lemma 10.

**Proof of Lemma 10.** Applying Lemma 12 together with Cayley’s formula, the well-known fact that \(|T_S| = |S|^{|S|-2}\), we obtain
\[ (8) \quad |w(S)| \leq |S|^{|S|-2} \left(\frac{d + 1}{n}\right)^{|S|-1}. \]

Given this bound, we can now verify the Kotecký–Preiss condition (5) with \( a(S) = |S| \) and \( b(S) = K(|S| - 1) \) where \( K = \log \frac{n}{(d+1)e^k} \geq 0 \). We want to show that for all \( S' \in \mathcal{P} \)
\[ \sum_{S \not\sim S'} |w(S)| e^{(K+1)|S|-K} \leq |S'|, \]

and hence it suffices to show that for all \( v \in [k] \),
\[ \sum_{S \ni v} |w(S)| e^{(K+1)|S|-K} \leq 1. \]

Now the weight bound (8) gives
\[
\sum_{S \ni v} |w(S)| e^{(K+1)|S|-K} \leq \sum_{j=2}^{k} \binom{k}{j-1} j^{j-2} \left(\frac{d + 1}{n}\right)^{j-1} e^{(K+1)j-K} \\
\leq \sum_{j=2}^{k} \frac{e^k}{j-1} j^{j-2} \left(\frac{d + 1}{n}\right)^{j-1} e^{(K+1)j-K} \\
\leq e^2 \sum_{j=2}^{\infty} \left(\frac{d + 1}{n}\right)^{j-1}. 
\]
Theorem 9 then tells us that the cluster expansion converges absolutely, and applying (6) to the polymer $S = [k]$ which is incompatible with every $S' \in \mathcal{P}$ gives

$$\sum_{\Gamma \in \mathcal{C}} |w_G(\Gamma)| e^{K(\|\Gamma\| - |\Gamma|)} \leq k$$

which implies

$$\sum_{\Gamma \in \mathcal{C}, \|\Gamma\| - |\Gamma| \geq t} |w_G(\Gamma)| \leq k\gamma^t$$

where $\gamma = e^{-K} = (d + 1)e^{5k/n}$.

4. PROOF OF THEOREM 7 FOR INDEPENDENT SETS

We will prove Theorem 7 in several steps. Throughout this section we assume that $H$ is strictly $(d, g)$-optimal on $h$ vertices, $G$ is a $d$-regular graph on $n$ vertices of girth at least $g - 1$, and $H_n$ is the union of $n/h$ copies of $H$. It will be useful to introduce the following notation.

For a graph $F$, let

$$t(F) := t(F, H_n) - t(F, G^o).$$

Lemma 12 tells us that $t(F) = 0$ for any tree $F$, and since $G$ and $H_n$ have girth at least $g - 1$ we have $t(F) = 0$ for any $F$ on at most $g - 2$ vertices. We also have $t(C_{g-1}) \leq 0$ which follows from the fact that $H_n$ has girth at least $g$ whereas $G$ is permitted to have girth $g - 1$.

First we will deal with the relatively simple case of $k \leq g - 1$. In this case,

$$i_k(H_n) - i_k(G) = \frac{n^k}{k!} (\Xi_k(H_n) - \Xi_k(G))$$

$$= \frac{n^k}{k!} \sum_{\Gamma \in \mathcal{C}} \prod_{S \in \Gamma} \sum_{F \in \mathcal{C}_S} (-1)^{|E(F)|} t(F)$$

$$= -\frac{n^k}{k!} t(C_{g-1}) \mathbf{1}_{k=g-1} \geq 0.$$
where the sum ranges over the unordered partitions $\Pi$ of $V(F)$. Letting $F = C_g$, and noting that $G$ has girth at least $g - 1$, we have that $\text{inj}(F/\pi, G) \neq 0$ only if $F/\pi$ is a tree or a cycle of length $g$ or $g - 1$. If $F/\pi = T$ is a tree then it must have at most $g/2$ edges (indeed if $U, W$ are sets in the partition $\pi$ corresponding to an edge of $T$, then $U, W$ must be connected by at least two edges of $F$, else $F = C_g$ could be disconnected by the removal of one edge). If $\{x, y\}$ is an edge of $T$ where $x$ is a leaf, then since $G$ has girth at least $g - 1$ we have
\[
\text{inj}(T, G) = \text{inj}(T - x, G)(d - d_{T-x}(y)),
\]
where $d_{T-x}(y)$ denotes the degree of $y$ in the graph $T - x$. Iterating the above, it follows that $\text{inj}(T, G)$ depends only on $d, n$ and $T$. We therefore have
\[
\text{hom}(C_g, G^\circ) = \text{inj}(C_g, G) + g \text{inj}(C_{g-1}, G) + f(n, d, g),
\]
where $f$ is a function only of $n, d$ and $g$. The second term appears with coefficient $g$ as contracting an edge of $C_g$ is the only way for $F/\pi$ to equal $C_{g-1}$. Similarly, noting that $\text{inj}(C_{g-1}, H_n) = 0$, we have
\[
\text{hom}(C_g, H_n^\circ) = \text{inj}(C_g, H_n) + f(n, d, g),
\]
for the same function $f$ and so
\[
(10) \quad t(C_g) = n^{-g} \left[ \text{inj}(C_g, H_n) - \text{inj}(C_g, G) - g \text{inj}(C_{g-1}, G) \right].
\]

Let $G_1, \ldots, G_r$ be the connected components of $G$. We have that $\text{inj}(C_g, G) = \sum_{j=1}^r \text{inj}(C_g, G_j)$ because $C_g$ is connected. When $G_j$ is not isomorphic to $H$ we have
\[
\text{inj}(C_g, G_j) \leq v(G_j) \left( \frac{1}{h} \text{inj}(C_g, H) - \eta \right)
\]
by the strict $(d, g)$-optimality of $H$. This gives
\[
(11) \quad \text{inj}(C_g, G) \leq \frac{n}{h} \text{inj}(C_g, H) - \alpha n \eta \leq \text{inj}(C_g, H_n) - \frac{n}{10} \eta.
\]
Letting $\delta = \eta/10$, it follows from (10) that
\[
t(C_g) \geq \delta n^{1-g} - g \text{inj}(C_{g-1}, G)n^{-g}.
\]
The argument used to derive (10) shows also that
\[
t(C_{g-1}) = -n^{1-g} \text{inj}(C_{g-1}, G).
\]
The result follows. \qed

We now deduce the case $\alpha \geq 1/10$ of Theorem 7 in a strong form.

**Lemma 14.** There exist $\varepsilon_1 = \varepsilon_1(d, g) > 0$ and $c = c(d, g) > 0$ so that if $\alpha \geq 1/10$ and $g \leq k \leq \varepsilon_1 n$, then
\[
i_k(G) \leq \exp\{-ck^9n^{1-g}\}i_k(H_n).
\]

**Proof.** Recall that $|\Gamma|$ denotes the number of polymers in a cluster $\Gamma$ and $\|\Gamma\|$ denotes the sum of their sizes. For $k \leq e^{-5}n/(d + 1)$, we can apply Lemma 10 with $t = g$ to obtain
\[
\sum_{\Gamma: \|\Gamma\| - |\Gamma| \leq g-1} w_G(\Gamma) - k\gamma^g \leq \log \Xi_k(G) \leq \sum_{\Gamma: \|\Gamma\| - |\Gamma| \leq g-1} w_G(\Gamma) + k\gamma^g
\]
with $\gamma = (d + 1)e^{5k/n}$. If $\Gamma$ is a cluster such that $\|\Gamma\| - |\Gamma| \leq g - 1$, then one of the following holds:
(i) Each polymer in $\Gamma$ has size $\leq g - 2$,
(ii) $\Gamma = (S)$ where $|S| \in \{g - 1, g\}$,
(iii) $\Gamma = (S_1, S_2)$ where $\{|S_1|, |S_2|\} = \{g - 1, 2\}$.

We note that if each polymer in $\Gamma$ has size at most $g - 2$, then by Lemma 12, $w_G(\Gamma)$ is the same for all $d$-regular graphs $G$ on $n$ vertices with girth at least $g - 1$. It follows that

$$\log \frac{i_k(H_n)}{i_k(G)} = \log \frac{\Xi_k(H_n)}{\Xi_k(G)}$$

$$\geq \sum_{\Gamma = (S)} (w_{H_n}(\Gamma) - w_G(\Gamma)) + \sum_{\Gamma = (S_1, S_2) \setminus \{(S_1, S_2) = \{g - 1, 2\}\}} (w_{H_n}(\Gamma) - w_G(\Gamma)) - 2k\gamma^g.$$

If $S$ is a polymer of size $g - 1$, then by Lemma 12, $t(F) = 0$ for all graphs $F \in C_S$ except those isomorphic to $G_{g - 1}$, giving for $\Gamma = (S)$ that

$$w_{H_n}(\Gamma) - w_G(\Gamma) = (-1)^{g - 1}\frac{(g - 2)!}{2} t(C_{g - 1}) = -\frac{(g - 2)!}{2} t(C_{g - 1}).$$

Suppose $S$ is a polymer of size $g$, and suppose also that $g \geq 6$. Then any graph $F \in C_S$ of girth at least $g - 1$ is either a tree, a cycle of length $g - 1$ with a pendant edge or a cycle of length $g$. If $g = 4$, then we have two additional possibilities for a graph $F \in C_S$: $F = \Xi$ and $F = \Xi$.

If $F$ is a cycle of length $g - 1$ plus a pendant edge then by (9) we have

$$|t(F)| = n^{-g}[\text{inj}(F, G) + (g - 1)\text{inj}(C_{g - 1}, G)] \leq n^{-g}(d + g)\text{inj}(C_{g - 1}, G) \leq \frac{d + g}{n} |t(C_{g - 1})|.$$  

Similarly, if $F = \Xi$ or $F = \Xi$ (and $g = 4$) then

$$t(F) = O(1/n) t(C_3)$$

where the implied constant depends only on $d$. It follows that if $\Gamma = (S)$, then

$$w_{H_n}(\Gamma) - w_G(\Gamma) = \frac{(g - 1)!}{2} t(C_{g - 1}) + O\left(\frac{1}{n}\right) t(C_{g - 1}),$$

where the implied constant depends only on $d$ and $g$. Finally, if $\Gamma = (S_1, S_2)$ where $\{|S_1|, |S_2|\} = \{g - 1, 2\}$, then

$$w_{H_n}(\Gamma) - w_G(\Gamma) = -\frac{d + 1}{4n} (g - 2)! t(C_{g - 1}).$$

From (12) we now have

$$\log \frac{i_k(H_n)}{i_k(G)} \geq \frac{(g - 2)!}{2} \left[ -\binom{k}{g - 1} t(C_{g - 1}) + (g - 1) \binom{k}{g} t(C_g) + O\left(\frac{1}{n}\right) t(C_{g - 1}) \right]$$

$$- \binom{k}{g - 1} (g - 1)(k - 1) \frac{d + 1}{n} t(C_{g - 1}) \right] - 2k\gamma^g,$$

$$\geq \frac{(g - 1)!}{2} \binom{k}{g} t(C_g) - \frac{(g - 2)!}{3} \binom{k}{g - 1} t(C_{g - 1}) - 2k\gamma^g,$$

provided $\varepsilon := k/n$ is sufficiently small (recall that $t(C_{g - 1}) \leq 0$), which small enough $\varepsilon_1 = \varepsilon_1(d, g)$ and $k \leq \varepsilon_1 n$ permits.
Since $\alpha \geq 1/10$, Lemma 13 gives
\[
\log \frac{i_k(H_n)}{i_k(G)} \geq \frac{(g-1)!}{2} \binom{k}{g} \left( \delta k^{1-g} + \frac{g}{n} t(C_{g-1}) \right) - \frac{(g-2)!}{3} \binom{k}{g-1} t(C_{g-1}) - 2k \left( \frac{(d+1)\varepsilon k}{n} \right)^g
\]
(13)
\[
= \Omega(\varepsilon^g n) + O(\varepsilon^g n^{g-1}) t(C_{g-1}) - \Omega(\varepsilon^{g-1} n^{g-1}) t(C_{g-1}) - O(\varepsilon^{g+1} n)
\]
where the $\Omega(\cdot)$ and $O(\cdot)$ terms are all positive and the implied constants depend only on $d$ and $g$. The result follows provided $\varepsilon_1$ is sufficiently small. \hfill $\Box$

We now complete the proof of Theorem 7 by treating the case $\alpha < 1/10$. The intuition behind the proof is that a uniformly chosen independent set of size $k$ in $G$ should intersect $G_0$ in approximately $\frac{\varepsilon^2}{7} |G_0|$ vertices with high probability. In this case we can apply Lemma 14 to get the desired inequality.

Proof of Theorem 7 for independent sets. By the above results we may assume $k \geq g$ and $0 < \alpha < 1/10$. We will show that there exists $\varepsilon_2 = \varepsilon_2(d, g)$ sufficiently small such that if $g \leq k \leq \varepsilon_2 n$ then $i_k(G) < i_k(H_n)$.

With $a \land b$ denoting the minimum of $a$ and $b$, we can write
\[
i_k(G) = \sum_{j=0}^{k \land \alpha n} i_j(G_0) i_{k-j}(G_H)
\]
\[
i_k(H_n) = \sum_{j=0}^{k \land \alpha n} i_j(H_0) i_{k-j}(G_H).
\]
Let $\varepsilon_1 = \varepsilon_1(d, g)$ be the constant from Lemma 14. Since $i_j(H_0) \geq i_j(G_0)$, for all $j \leq \lfloor \varepsilon_1 \alpha n \rfloor$,
\[
i_k(H_n) - i_k(G) \geq \sum_{j=\lfloor \varepsilon_1 \alpha n \rfloor}^{k \land \alpha n} (i_j(H_0) - i_j(G_0)) i_{k-j}(G_H).
\]
(14)

We consider two cases. Suppose first that $\lfloor \varepsilon_1 \alpha n \rfloor \leq g$, and note that this implies via (14) and the simple cases $k < g$ applied to $H_0$ and $G_0$ that in fact
\[
i_k(H_n) - i_k(G) \geq \sum_{j=g}^{k \land \alpha n} (i_j(H_0) - i_j(G_0)) i_{k-j}(G_H).
\]
By Lemma 14 we have $i_g(H_0) > i_g(G_0)$, and these are both natural numbers so differ by at least one. Hence it suffices to show that
\[
i_{k-g}(G_H) > \sum_{j=g+1}^{k \land \alpha n} (i_j(G_0) - i_j(H_0)) i_{k-j}(G_H).
\]
(15)

We will use the following fact, shown by counting the ways of extending each independent sets of size $t$ in a $d$-regular graph $G$ on $n$ vertices. For each such independent set there are at most $n - t$ and at least $n - (d+1)t$ ways of extending it by a single vertex. Then whenever $n > (d+1)t$ we have
\[
\frac{t+1}{n} \leq \frac{t+1}{n-t} \leq \frac{i_t(G)}{i_{t+1}(G)} \leq \frac{n}{n - (d+1)t}.
\]
When \( \varepsilon_2 \) is small enough in terms of \( d \), for \( t \leq \varepsilon_2 n \) we therefore have

\[
\frac{i_{t-1}(G_H)}{i_t(G_H)} \leq \frac{t}{(1 - \alpha)n - (d + 1)(t - 1)} \leq 2\varepsilon_2,
\]

(16)

(using that \( \alpha \leq 1/10 \)). It follows that the right hand side of (15) is at most

\[
i_{k-g}(G_H) \sum_{j=g+1}^{k\wedge\alpha n} \left( \frac{\alpha n}{j}\right) (2\varepsilon_2)^j < i_{k-g}(G_H) \sum_{j=g+1}^{k\wedge\alpha n} \left( \frac{g/\varepsilon_2}{j}\right) (2\varepsilon_2)^j < i_{k-g}(G_H),
\]

for \( \varepsilon_2 \) sufficiently small and so (15) holds.

Suppose now that \( \lceil \varepsilon_1 n \rceil > g \). When \( t < k \wedge \alpha n \) and \( k \leq \varepsilon_2 n \) for \( \varepsilon_2 \) small enough in terms of \( d \), we have

\[
\frac{i_{t+1}(G_0)i_{k-t-1}(G_H)}{i_t(G_0)i_{k-t}(G_H)} \leq \frac{\alpha n - t}{t + 1} \frac{k - t}{(1 - \alpha)n - (d + 1)(k - t - 1)} \leq \frac{\alpha n}{t + 1} \cdot \frac{k}{(1 - \alpha)n - (d + 1)k},
\]

which is decreasing as \( t \) increases, so when we also have \( t \geq \alpha \varepsilon_1 n \) (and we use that \( \varepsilon_2 \) is small enough in terms of \( d \) and \( k \leq \varepsilon_2 n \)), this gives

\[
\frac{i_{t+1}(G_0)i_{k-t-1}(G_H)}{i_t(G_0)i_{k-t}(G_H)} \leq \frac{2\varepsilon_2}{\varepsilon_1}.
\]

Thus for \( \ell = \lceil \varepsilon_1 n \rceil \) and \( j \geq 0 \) such that \( \ell + j \leq k \wedge \alpha n \) we have

\[
i_{\ell+j}(G_0)i_{k-\ell-j}(G_H) \leq (2\varepsilon_2/\varepsilon_1)^j \cdot i_\ell(G_0)i_{k-\ell}(G_H).
\]

Now working from (14) we have

\[
i_{k}(H_n) - i_{k}(G) \geq (i_\ell(H_0) - i_\ell(G_0))i_{k-\ell}(G_H) - \sum_{j=1}^{(k\wedge\alpha n)-\ell} i_{\ell+j}(G_0)i_{k-\ell-j}(G_H)
\]

\[
\geq (i_\ell(H_0) - i_\ell(G_0))i_{k-\ell}(G_H) - \frac{2\varepsilon_2/\varepsilon_1}{1 - 2\varepsilon_2/\varepsilon_1} i_\ell(G_0)i_{k-\ell}(G_H)
\]

\[
\geq (i_\ell(H_0) - i_\ell(G_0))i_{k-\ell}(G_H) - \frac{3\varepsilon_2}{\varepsilon_1} i_\ell(G_0)i_{k-\ell}(G_H),
\]

when \( \varepsilon_2 \) is small enough in terms of \( \varepsilon_1 \). Since \( i_\ell(G_0)i_{k-\ell}(G_H) > 0 \) it therefore suffices to show that \( i_\ell(H_0)/i_\ell(G_0) > 1 + 3\varepsilon_2/\varepsilon_1 \). By Lemma (14) with \( G_0 \) in place of \( G \), recalling that \( |H_0| = |G_0| = \alpha n \), we have

\[
i_\ell(H_0)/i_\ell(G_0) \geq \exp\left\{ c \left( \frac{\ell}{\alpha n} \right)^g \alpha n \right\} > 1 + 3\varepsilon_2/\varepsilon_1,
\]

for \( \varepsilon_2 \) sufficiently small.
5. Proof of Theorem 7 for matchings

The proof of Theorem 7 for matchings is essentially the same as that for independent sets subject to some straightforward modifications which we detail now.

Given a graph $G$, the line graph of $G$, denoted by $L(G)$, is the graph on vertex set $E(G)$ where $e \sim f$ if and only if $e, f$ share an endpoint in $G$ (and $e \neq f$). We then have for all $k$, 
\[ m_k(G) = i_k(L(G)). \]

If $G$ is a $d$-regular graph on $n$ vertices then $L(G)$ is a $D$-regular graph on $N$ vertices where $D = 2(d - 1)$ and $N = nd/2$. We may therefore simply replace $G$ and $H_n$ in the above arguments with their line graphs and replace $d$ with $D$ and $n$ with $N$.

The only step that does not follow trivially under this substitution is in establishing Lemma 15. Indeed this is the only step where we apply the $(d, g)$-optimality of $H$. We bridge this gap with the following lemma. Given a graph $F$, let 
\[ \tau(F) := t(F, L(H_n)^\circ) - t(F, L(G)^\circ). \]

We let $\text{sub}(F, G)$ denote the number of copies of $F$ in $G$ as a subgraph.

**Lemma 15.** If at least $10\%$ of the vertices of $G$ belong to components not isomorphic to $H$ then there exists $\delta = \delta(d, g)$ such that 
\[ \tau(C_g) \geq \delta N^{1-g} + \frac{gD}{N} \tau(C_{g-1}). \]

Moreover 
\[ \tau(C_{g-1}) \leq 0. \]

**Proof.** In the following $f_1, f_2, \ldots$ represent functions of $n, d$ and $g$ only. Since $G$ has girth $g - 1$, the edge-minimal subgraphs of $G$ whose line graphs contain $C_{g-1}$ are $K_{1,g-1}$ and $C_{g-1}$ itself. The line graph of $C_{g-1}$ contains one copy of $C_{g-1}$ whereas the line graph of $K_{1,g-1}$ (a clique on $g - 1$ vertices) contains $(g - 2)!/2$ copies. Thus 
\[ \text{sub}(C_{g-1}, L(G)) = \text{sub}(C_{g-1}, G) + \frac{(g - 2)!}{2} n \binom{d}{g - 1} = \text{sub}(C_{g-1}, G) + f_1. \]

Since $\text{inj}(C_{g-1}, G) = 2(g - 1) \text{sub}(C_{g-1}, G)$ (and similarly for $L(G)$) we have

\[ \text{inj}(C_{g-1}, L(G)) = \text{inj}(C_{g-1}, G) + f_2. \]

If $F$ is a graph on less than $g - 1$ vertices then, since $G$ has girth at least $g - 1$, the edge minimal subgraphs of $G$ that contain $F$ must all be trees. It follows that $\text{inj}(F, L(G))$ depends only on $n, d$ and $F$. By the relation (11) (with $L(G)$ in place of $G$) and (17) we therefore have 
\[ \text{hom}(C_{g-1}, L(G)^\circ) = \text{inj}(C_{g-1}, L(G)) + f_3 = \text{inj}(C_{g-1}, G) + f_4. \]

Similarly 
\[ \text{hom}(C_{g-1}, L(H_n)^\circ) = \text{inj}(C_{g-1}, H_n) + f_4 = f_4 \]
and so 
\[ \tau(C_{g-1}) = -N^{1-g} \text{inj}(C_{g-1}, G) \leq 0. \]

This proves the second assertion of the lemma.

By (9) again and (17) we have 
\[ \text{hom}(C_g, L(G)^\circ) = \text{inj}(C_g, L(G)) + g \text{inj}(C_{g-1}, L(G)) + f_5 \]
= \text{inj}(C_g, L(G)) + g \text{inj}(C_{g-1}, G) + f_6.

Similarly

\text{hom}(C_g, L(H_n)) = \text{inj}(C_g, L(H_n)) + f_6.

The edge-minimal subgraphs of $G$ whose line graphs contain $C_g$ are $K_{1,g}$, $C_g$, and $C_{g-1}$ with a pendant edge. Let $P$ denote $C_{g-1}$ with a pendant edge. The line graphs of $C_g$ and $P$ both contain one copy of $C_g$ and so

\text{sub}(C_g, L(G)) = \text{sub}(C_g, G) + \text{sub}(P, G) + f_7.

We also have

\text{sub}(P, G) \leq (g - 1)(D - 2) \cdot \text{sub}(C_{g-1}, G),

by bounding the number of ways of extending a copy of $C_{g-1}$ in $G$ to a copy of $P$. Therefore

\text{sub}(C_g, L(G)) \leq \text{sub}(C_g, G) + (g - 1)(D - 2) \cdot \text{sub}(C_{g-1}, G) + f_7.

Again since \text{inj}(C_g, G) = 2g \text{sub}(C_{g-1}, G) \text{ (and similarly for } L(G) \text{)} we have

\text{inj}(C_g, L(G)) \leq \text{inj}(C_g, G) + g(D - 2) \cdot \text{inj}(C_{g-1}, G) + f_8.

Similarly, noting that $H_n$ is $C_{g-1}$-free, we have

\text{inj}(C_g, L(H_n)) = \text{inj}(C_g, H_n) + f_8.

Putting everything together we get

\begin{align*}
N^9 \tau(C_g) &= \text{inj}(C_g, L(H_n)) - \text{inj}(C_g, L(G)) - g \text{inj}(C_{g-1}, G) \\
&\geq \text{inj}(C_g, H_n) - \text{inj}(C_g, G) - gD \text{inj}(C_{g-1}, G) \\
&\geq \frac{n}{10} n - gD \text{inj}(C_{g-1}, G) \\
&= \frac{n}{5d} N + gDN^{g-1} \tau(C_{g-1}),
\end{align*}

where in the third line we used (11) and for the final equality we used (18). \hfill \Box

6. Extensions

In light of Theorem 7 we would like to find examples of strictly $(d, g)$-optimal graphs. One class of examples are Moore graphs. If $g$ is even, a $(d, g)$-Moore graph is a $d$-regular graph of girth $g$ with precisely

\begin{align*}
1 + (d - 1)^{(g-2)/2} + d \sum_{j=0}^{(g-4)/2} (d - 1)^j
\end{align*}

vertices. If $g$ is odd a $(d, g)$-Moore graph is a $d$-regular graph of girth $g$ with precisely

\begin{align*}
1 + d \sum_{j=0}^{(g-3)/2} (d - 1)^j
\end{align*}

vertices. In particular $K_{d,d}$ is a $(d, 4)$-Moore graph and $K_{d+1}$ is a $(d, 3)$-Moore graph. It is not difficult to generalize Lemma 6 to show that for $g \geq 3$ and $d \geq 2$, any $(d, g)$-Moore graph is indeed strictly $(d, g)$-optimal (see also [2]). Perarnau and Perkins [27] conjectured that Moore graphs of even and odd girth are maximizers and minimizers respectively of $\frac{1}{n} \log i(G)$. Theorem 7 gives some evidence towards this conjecture, along with the following minimization
result which follows by mimicking the proof of Theorem 4 and using the fact that \( t(C_g, \cdot) \) terms appear in the cluster expansion with sign depending on the parity of \( g \).

**Theorem 16.** Let \( g \geq 3 \) be odd, let \( d \geq 2 \), and suppose a strictly \((d, g)\)-optimal graph \( H \) exists. Then there exists \( \varepsilon = \varepsilon(d, g) > 0 \) so that the following holds. Let \( h = |V(H)| \) and suppose \( G \) is a \( d \)-regular graph of girth at least \( g \) on \( n \) vertices where \( n \) is divisible by \( h \). Then for \( k \leq \varepsilon n \),

\[
\lambda_k(G) \geq \lambda_k(H_n) \quad \text{and} \quad m_k(G) \geq m_k(H_n),
\]

where \( H_n \) consists of \( n/h \) copies of \( H \). Moreover, if \( G \) is not isomorphic to \( H_n \) then the inequality is strict for \( k \geq g \).

In particular, since \( K_{d+1} \) is \((d, 3)\)-optimal it minimizes the number of matchings of small size, which proves the second statement in Theorem 4.

A further example is the analogous result to Theorem 3 for cubic graphs of girth at least 5. Let \( W \) denote the Heawood graph: the \((3, 6)\)-Moore graph on 14 vertices. For \( n \) divisible by 14, let \( W_n \) be the union of \( n/14 \) copies of \( W \). In 27 it was proved that \( W_n \) maximizes the independence polynomial for all values of \( \lambda \) over all 3-regular graphs of girth at least 5. Here we show that this holds coefficient-by-coefficient for large enough \( n \).

**Theorem 17.** For all sufficiently large \( n \) divisible by 14, and all 3-regular graphs \( G \) of girth at least 5 on \( n \) vertices, \( \lambda_k(G) \leq \lambda_k(W_n) \) for all \( k \). The inequality is strict for \( k \geq 6 \).

**Proof.** Let \( \varepsilon = \varepsilon(3, 6) \) be as in Theorem 7. Suppose that \( G \) is not isomorphic to \( W_n \). In 14 Theorem 7, it is shown that there is \( N(\varepsilon) \) large enough so that if \( n \geq N \) and \( k > \varepsilon n \), then \( \lambda_k(G) < \lambda_k(W_n) \). Since \( W \) is a \((3, 6)\)-Moore graph it is strictly \((3, 6)\)-optimal and so Theorem 7 shows that \( \lambda_k(G) \leq \lambda_k(W_n) \) for \( k \leq \varepsilon n \) with strict inequality for \( k \geq 6 \).

Finally, to prove the first statement of Theorem 4 we briefly give an argument using the cluster expansion for the grand canonical ensemble partition function \( Z_G^m(\lambda) \).

**Proof of the first statement in Theorem 4.** Without loss of generality we may assume that \( G \) has no \( K_{d+1} \) component, as log \( Z_G^m(\lambda) \) is additive over components.

Let \( L(G) \) be the line graph of \( G \), which is a \( D \)-regular graph for \( D = 2(d - 1) \). The observation that \( Z_G^m(\lambda) = Z_{L(G)}^m(\lambda) \) is equivalent to the statement that \( Z_G^m(\lambda) \) is the partition function of a polymer model where the set of polymers \( \mathcal{P} \) is \( E(G) \), \( w(e) = \lambda \) for \( e \in E(G) \), and two edges are incompatible if and only if they are incident (or identical).

A standard application of Theorem 9 shows that \(|\lambda| \leq 1/(e(D + 1))\) is sufficient for convergence of the cluster expansion, and with a little extra room, say \(|\lambda| \leq 1/(K e(D + 1))\) for some \( K \geq 1 \), we have the tail bound

\[
\sum_{\Gamma \in C} |w(\Gamma)| \leq n K^{-t},
\]

obtained by summing (6) over a collection of edges that covers every vertex.

To calculate the first few terms of the cluster expansion, note that clusters of size 1 are single edges, clusters of size 2 are single edges with multiplicity 2 or pairs of edges sharing a vertex, and clusters of size 3 consist of single edges with multiplicity 3, pairs of edges sharing a vertex one of which has multiplicity 2, claws, triangles, and paths of 3 edges. The weight of any given cluster \( \Gamma \) is simply \( \lambda^{\mid\Gamma\mid} \) which does not depend on the graph, but the number of
each type of cluster may vary amongst $d$-regular graph. In fact, for all of these clusters except triangles and paths of 3 edges, the number is constant over $d$-regular graphs. Recalling that clusters are ordered tuples of polymers (whose incompatibility graph is connected), we have that the number of triangle clusters in $G$ is $\text{inj}(C_3, G)$, and the number of 3-edge path clusters is $3d(d-1)^2 - 3\text{inj}(C_3, G)$. For triangle clusters $H(\Gamma)$ is a triangle and $\phi(H(\Gamma)) = 1/3$. For 3-edge path clusters $H(\Gamma)$ is a 2-edge path and $\phi(H(\Gamma)) = 1/6$. Then using the tail bound (19) we have

$$\frac{1}{n} \log Z^m_G(\lambda) - \frac{1}{d+1} \log Z^m_{K_{d+1}}(\lambda) \geq \frac{1}{6} \lambda^3 \left[ \frac{\text{inj}(C_3, K_{d+1})}{d+1} - \frac{\text{inj}(C_3, G)}{n} \right] - 2K^{-4}.$$ 

The clique $K_{d+1}$ has $\text{inj}(C_3, K_{d+1})/(d+1) = d(d-1)$, while any $n$-vertex $d$-regular graph $G$ without a $K_{d+1}$ component has $\text{inj}(C_3, G)/n \leq d(d-1) - 2$ as every vertex of $G$ must be contained in at least one triple of vertices that does not induce a triangle. Then

$$\frac{1}{n} \log Z^m_G(\lambda) - \frac{1}{d+1} \log Z^m_{K_{d+1}}(\lambda) \geq \frac{1}{3} \lambda^3 - 2K^{-4},$$

which is strictly positive for any $\lambda$ satisfying

$$0 < \lambda < \frac{1}{6(2d-1)^4 e^4}$$

by choosing $K = (e\lambda(2d-1))^{-1}$. That gives the required statement with $c = 1/(96e^4)$. \qed
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