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Treatment planning plays an important role in the process of radiotherapy (RT). The quality of the treatment plan directly and significantly affects patient treatment outcomes. In the past decades, technological advances in computer and software have promoted the development of RT treatment planning systems with sophisticated dose calculation and optimization algorithms. Treatment planners now have greater flexibility in designing highly complex RT treatment plans in order to mitigate the damage to healthy tissues better while maximizing radiation dose to tumor targets. Nevertheless, treatment planning is still largely a time-inefficient and labor-intensive process in current clinical practice. Artificial intelligence, including machine learning (ML) and deep learning (DL), has been recently used to automate RT treatment planning and has gained enormous attention in the RT community due to its great promises in improving treatment planning quality and efficiency. In this article, we reviewed the historical advancement, strengths, and weaknesses of various DL-based automated RT treatment planning techniques. We have also discussed the challenges, issues, and potential research directions of DL-based automated RT treatment planning techniques.
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INTRODUCTION

As one of the cancer treatment modalities, radiotherapy plays an important role in the treatment of numerous types of malignant tumors. Treatment planning is an important process of radiotherapy. Advanced algorithms are used to calculate dose deposition and optimize a treatment plan by taking into account the planning computer tomography (CT) images and a range of dosimetric objectives. Radiation beam parameters, including aperture shapes at each gantry angle and dose deposition for each aperture, are also determined during the treatment planning process. The beam parameters are subsequently transferred to radiotherapy machines to enable radiation delivery so that the prescribed dose distribution can be delivered as planned to achieve satisfactory tumor control while preserving normal tissue function (1).

The current practice of treatment planning is largely a manual process, which is time-consuming and labor-intensive, typically taking hours, or days to complete one case. The plan optimization parameters need to be manually adjusted and determined by planners. Hence, the plan quality heavily depends upon the planner's experience. It is a trial-and-error process through multiple...
iterations to balance the trade-off between tumor control and normal organs complications, which requires plenty of human interactions. The iterative nature of manual treatment planning makes it a tedious process. It requires experienced planners, particularly for highly complex plans, leading to prodigious human efforts, expertise, and time commitment. Consequently, the quality of a plan created by different planners can be largely inconsistent and limited by practical considerations, such as the proficiency of planners and inadequate efforts made to design an "optimal" treatment plan, even though the plan is clinically acceptable (2).

Automated treatment planning (ATP), which is developed to overcome the challenges mentioned above of manual treatment planning, is capable of generating treatment plans that are of sufficiently high quality and high consistency in a time-saving manner (3). Automated treatment planning has evolved from simple template-based, atlas-based automation execution to machine learning, and deep learning-based DVHs or dose distribution prediction, to direct plan parameters generation. The current ATP solutions include automated rule implementation and reasoning (ARIR), and modeling of prior knowledge-based approaches. AutoPlanning from Philips Pinnacle treatment planning system (TPS) is an example of ARIR based methods (4–6), which firstly constructs a template including many kinds of clinical protocols, such as target and organ-at-risk (OAR) prescriptions. The TPS then begins plan optimization just like a planner and finally obtains a solution based on the selected clinical protocol, to avoid excessive radiation dose being deposited to healthy tissue while maximizing tumor coverage.

In the optimization process of AutoPlanning, some supporting structures are created to improve the OAR sparing. RapidPlan, a built-in automated knowledge-based planning (KBP) module in Varian (Varian Medical System) Eclipse TPS, is an example of modeling of prior knowledge. It utilizes a large amount of historical patients’ planning data to fit a principal component analysis-based regression model for predicting a new patient’s dose-volume histograms (DVHs), which are subsequently used to guide the generation of a new treatment plan (7–16).

No spatial dose distribution information was considered in the DVH-based prediction methods. Compared with the DVH-based prediction algorithms, algorithms for directly predicting 3D dose distribution have significant advantages in a way that it could provide a reference for clinical adjustment for distribution of isodose lines. To solve the problem of lack of spatial dose distribution, and the degeneracy issue of KBP DVHs estimations, recent developments in ATP have focused on voxel-level dose prediction (17, 18). With the rapid advancement of machine learning and deep learning (19, 20), the accuracy of these prediction methods was increased substantially (17, 21). Artificial intelligence (AI) includes all approaches to imitate human intelligence by machines. ML is a branch of AI, and deep learning is a form of ML. The idea of DL was inspired by the structure and function of brain (19, 20). The first DL method was an artificial neural network algorithm, and the neural network was composed of numerous nodes and connection weight, analog to the neurons and connection of neurons in the brain. A variety of DL techniques has been explored and investigated over the past decade. Initially, there were only input and output layers in the first generation, called single-layer neural network. Multi-layer neural networks have later evolved with hidden layers added into the neural networks. The multi-layer neural network with only one hidden layer was called shallow neural network, while those with two or more hidden layers were called deep neural networks—the origin of the nomenclature of deep learning methods. From artificial neural network (ANN), convolutional neural network (CNN), to generative adversarial network (GAN), the emergence of different network structures has led to different DL methods. The biggest difference of the three kinds of neural networks is their structure. ANN is a mathematical model that simulates the processing information of neurons, and it is usually composed of three parts: input layer, hidden layer, and output layer. However, for a very deep neural network (a network with a large number of hidden layers), the Vanishing gradient or exploding gradient problems arise when propagating backward. CNN is the first true multi-layer structure learning algorithm, which uses spatial relative relationships to reduce the number of parameters to improve training performance. On the basis of the original multi-layer neural network, a feature learning part is added, which imitates the human brain’s classification of signal processing. Therefore, compared with ANN, the specific operation of CNN is to add a partially connected convolutional layer and a dimensionality reduction layer in front of the original fully connected layer, which are used for feature extraction from different dimensions automatically. The GAN consists of two parts: one is called generator, and the other is discriminator. The generator tries to generate data that is close to real, and the discriminator tries to distinguish between real data and data generated by the generating network. The generator network uses the discriminator as a loss function and updates its parameters to generate more realistic looking data. On the other hand, the discriminator network updates its parameters in order to better identify fake data from real data. So its performance has become better. This cat and mouse game continues until the system reaches the so-called "balance." After reaching the balance, the data created by the generator looks realistic enough, so all the discriminator can do is random guessing.

The DL methods can be divided into three classes: supervised DL, unsupervised DL, and reinforcement learning. The main differences between the three classes are the input terms used in different deep learning network architectures. The training dataset of supervised deep learning algorithms consists of input and corresponding output data, while for the unsupervised learning methods; only input data is included in the dataset without labeled output data. Compared with these two techniques, reinforcement learning requires different types of data: the input, partial corresponding output, and grade for output. By training these datasets, a deep learning model can be obtained for predicting the output results.

In recent years, a number of deep learning (DL)-based ATP techniques have been proposed using various DL neural networks (18–33). Several review articles on AI in radiation oncology (34–36), and radiotherapy treatment planning (37–39), have been published, which demonstrated the interests on AI and the significance of ATP, summarization of the achievements and
challenges, as well as insightful discussion on future studies. No comprehensive review specifically focused on deep learning-based automated radiotherapy planning was published. In this review, we will summarize the historical advancement and current status of automated radiotherapy planning using deep learning, including the advantages, and limitations of various DL-based ATP techniques. The challenges, practical issues, and potential research directions of DL techniques in ATP are also discussed.

DEEP LEARNING FOR AUTOMATED TREATMENT PLANNING

Conventional radiotherapy treatment planning usually consists of inverse optimization with trial and error (40). Correspondingly, the automated treatment planning can be summarized into three steps: automated beam orientation selection, automated dose map prediction, and automated fluence map and delivery parameters generation. A detailed introduction is carried out in the following text.

AUTOMATED BEAM ORIENTATION SELECTION

In 2020, Barkousaraie et al. (41) proposed a supervised DL algorithm mimicking the column generation (CG) method for beam direction optimization, saving time to seconds, and increasing the possibility of clinical use. In the algorithm, 57 prostate cancer patients were utilized for training and validation, 13 patients for testing. The result showed that the differences between plans generated by CG and by DL algorithm in the dose coverage of PTV were about 0.2%. The mean dose differences received by organs at risk were under 6%. Additionally, a reinforcement learning method was developed for improvement of the deep learning algorithm (42). It can be summarized into two steps: Firstly, the possible next beam distribution is predicted based on patient anatomy, by training a supervised deep neural network; and, to find better solutions, a guided Monte Carlo tree search method, combined with the network, is utilized for decision. The result showed that the differences between plans generated by CG and by reinforcement learning algorithm in the dose coverage of PTV were similar. The mean dose differences received by organs at risk could be reduced except for bladder, which had a slight increase of 1%. These two deep learning methods have been proved more accurate than the state-of-art CG method. It is a promising direction for automated beam orientation selection.

AUTOMATED DOSE MAP PREDICTION

In 2016, Shiraiishi et al. (18) developed a three-dimensional (3D) dose distribution prediction method based on an ANN using geometric and planning parameters of historical patients. The prediction error for all voxels was <8% for tested prostate cases. The three-dimensional (3D) dose distribution prediction is an improvement to one-dimensional (1D) DVHs prediction, which makes voxel-by-voxel dose optimization and knowledge-based isodose manipulation possible. Since then, significant efforts have been made by researchers, and the use of deep learning in dose prediction has been extensively explored. Different architectures of CNNs have been utilized for 3D dose distribution prediction. Campbell et al. (21) developed an ANN 3D dose distribution prediction model for pancreatic stereotactic body radiation therapy (SBRT) delivered using 2–4 coplanar arcs. The network was trained using forty-three clinical plans with plan parameters and voxel-based geometric parameters. Plan parameters included the photon beam energy and PTV volume. Geometric parameters included the voxel's distance to the PTV, distance to an OAR, and the number of arcs directly irradiating the voxel. The predicted mean dose errors were <5%. Excellent model performance was demonstrated for the volume receiving dose above 25 Gy, but much larger prediction errors were seen at the lower dose region. The prediction accuracy was significantly improved when each physician's treatment protocols, and treatment approach, were taken into account by training their dedicated models separately. Kajikawa et al. (29) predicted the dosimetric eligibility of prostate cancer patients treated with IMRT using a convolutional neural network called Alex-Net. The Alex-Net was pre-trained with a big and open dataset called Image-Net, and then modified with a new CT dataset. Unlike other methods, the prediction result is not a dose distribution but two categories that meet all dose constraints category or do not meet all dose constraints category. The prediction errors of the model with the planning CT image dataset without and with the structure label were 56.7 ± 9.7% and 70.0 ± 11.3%, respectively. Compared with previous methods, such as the ANN method, the 2D, and modified 3D U-Net methods, this method was worse in terms of prediction accuracy. However, it opened a new direction for ATP using transfer learning.

Nguyen et al. (22) proposed a modified 2D U-Net architecture for dose distribution prediction using labeled targets and OARs of 88 coplanar prostate intensity-modulated radiation therapy (IMRT) plans as input. Each patient was planned with a similar beam configuration and prescription protocol. The planning CT images were input into the full convolutional networks directly, no handcrafted feature extractions or selections were needed. The predictions were based on more detailed geometric and anatomical information than parametric or principal component analysis approaches. The predicted average absolute dose difference was around 2% of the prescription dose in PTV and under 5% in OARs. The average dice coefficient of the predicted isodose volumes and the actual isodose volumes was 0.91. The 2D U-Net algorithm is different from the ANN approach, in which handcrafted feature extractions or selections were used. Different input features may lead to different model performance, which is often considered a lack of consistency among different users, time-consuming, and labor-intensive. The 2D-U-net provided better predictive performance compared with previous ANN method (18). However, the most significant barrier of this 2D U-Net method is that it predicts the 3D dose distribution on a slice-by-slice basis, rather than a true 3D volumetric prediction. This kind of prediction may cause uncertainties, especially in the edges of the PTVs, and the whole training process can be tedious.
Nguyen et al. (23) further proposed a hierarchically densely connected U-Net (HD U-Net) for 3D dose distribution prediction for head and neck cancer patients treated with volumetric-modulated arc therapy (VMAT) based on the combination of U-Net (24) and Dense-Net (25). U-Net was initially proposed as a deep learning approach for semantic segmentation (24). The previous maps are concatenated to the following layers in the CNN of DenseNet (25). A 3D densely connected U-Net combining the advantages of U-Net and Dense-Net was developed with a reduced random-access memory (RAM) requirement. The convolution layers are connected densely along each hierarchy, but not connected between hierarchies of the U-Net in the upsampling operation. The issue of vanishing gradient was solved by connecting the convolutional maps densely to promote feature propagation and reuse, and the number of trainable parameters needed was also reduced. HD U-Net is capable of predicting the dose distribution accurately from the PTV and OAR contours. The predicted organ-at-risk maximum dose was within 6.3% and mean dose within 5.1% of the prescription dose. Kearney et al. (28) proposed a fully convolutional neural network (Dose-Net) for 3D dose prediction of prostate cancer patients treated with non-coplanar SBRT. CT images, structures, and dose prescriptions were used as input in the 3D fully-convolutional multi-channel Dose-Net. Compared with U-net, Dose-Net reduced network redundancy due to the use of residual blocks. However, fully connected layers tend to generalize poorly for high dimensional data. Considering both using bladder patients’ data as training data, a comparison between Dose-Net and modified U-Net has been conducted. According to the results of the two articles, the absolute differences of Dose-Net and modified U-Net in PTV, bladder, rectum in [max, mean] dose were [-2.5, 0.2%] vs. [1.80, 1.03%], [9.9, 2.5%] vs. [1.94, 4.22%], [8.3, 1.6%] vs. [1.26, 1.62%]. It could be concluded that Dose-Net shows more robust performance than modified U-Net, because Dose-Net has lower mean dose differences than modified U-Net. Chen et al. (30) used CNN called Res-Net for predicting optimal dose distributions of nasopharynx carcinoma (NPC) IMRT plans with the planning images and segmented anatomy as input. They found that the prediction accuracy of out-of-field dose distributions was improved by adding radiation beam geometry as input. Liu et al. (31) proposed a Res-Net for predicting dose distributions of NPC patients treated with Tomotherapy, with the contoured PTVs and OARs, dose volumes, and CT images as input. The predicted mean absolute dose differences are within 2.0 and 4.2% for PTVs and OARs, respectively. Fan et al. (32) also used Res-Net for NPC dose prediction with the CT images containing OARs and PTVs being set as input terms. The differences between the predicted dose and the clinical dose were not significant except for structures of brainstem and lens at both sides. They further generated a deliverable plan based on predicted dose distribution. No significant differences were found between the dose distribution of the generated plan and the predicted dose distribution except the difference of 0.5% for PTV70.4.

Also, based on a combination of U-Net and Dense-Net, Barragán-Montero et al. (26) developed a more general model considering variable beam setups in addition to patient anatomy. The beam setups are represented by an approximate cumulative dose distribution from the involved beams. The model considering beam configuration and patient anatomy outperformed the model considering only patient anatomy, especially in the medium and low dose regions for lung IMRT plans in predicting spatial dose distribution with varying beam arrangement. This approach makes it unnecessary to train different models for different beam setups. This is especially important for IMRT, including non-coplanar treatment techniques for lung, brain, or liver, among others. For these sites, the spatial relationships of the tumor with organs at risk vary among different patients and the beam setups also vary much more than for prostate. Zhou et al. (27) also improved a 3D U-Res-Net model performance to predict 3D dose distribution for postoperative rectal cancer patients treated with IMRT considering beam configurations input.

Apart from various CNN models, GAN models have also been utilized for 3D dose distribution prediction. Mahmood et al. (33) recast the dose prediction problem as an image colorization problem solved with two neural networks: a generator performing a task and a discriminator evaluating the performance of the generator. For treatment planning, the generator plays the role of a planner, while the discriminator plays the role of a radiation oncologist who evaluates the plan designed by the planner. Both networks were trained simultaneously on historical data, with effective replication and aggregation of the combined knowledge and experience gained during the iterative manual process used to design clinically acceptable plans. They used contoured CT images and clinically acceptable dose distribution from the treatment plans of past oropharyngeal cancer patients to train a GAN. It was found that the GAN algorithm outperformed a query-based approach, a principal component analysis-based method, a random forest, and a CNN method, and even outperformed the clinical plans on clinical criteria satisfaction. A major drawback of most existing prediction methods is their reliance on low dimensional manually made features in patient geometry to predict dose distributions. GAN eschews the classical paradigm of predicting low-dimensional representations, or engineering features, by training a generic neural network to learn desirable dose distributions (43). The capability of GAN in generating truly independent data, and producing an optimal treatment plan need further investigation (44).

**AUTOMATED FLUENCE MAP GENERATION AND DELIVERY PARAMETERS GENERATION**

After the predicted dose distribution is obtained, the next step is to convert the dose distribution into an executable plan. Conventionally, there are two main methods to do this: dose mimicking and inverse optimization (32, 33, 45). The dose mimicking algorithm penalizes dose discrepancies between post-mimicking dose and input dose by minimizing the L2 norm loss, where the post-mimicking dose should satisfy all the constraints and objectives (32, 45). Dose mimicking has
been incorporated into commercialized RayStation TPS from RaySearch Laboratories.

In the era of artificial intelligence, deep learning has been utilized for fluence map generation, with different neural networks architectures being tested (46, 47). In 2019, Lee et al. (46) proposed a modified U-Net algorithm to train with 240 prostate IMRT plans and 45 plans for test (46). The result showed that the final synthetic plans had worse homogeneity index of the target, and had nearly the same performance in conformity index of the target. In 2020, Li et al. (47) proposed a Dense-Res Hybrid Network (DRHN) algorithm to train with 106 prostate IMRT plans and 14 plans for test. The result showed that the final synthetic plans were compatible with the KBP plans and clinical plans, with less time consuming. These two methods prove the effectiveness of deep learning in predicting fluence map.

DISCUSSION
From Machine Learning to ANN, to CNN
Various types of ATP approaches have been investigated in the past few years. The machine learning-based approaches are the most extensively investigated and have significantly improved the DVHs prediction accuracy. These approaches require handcrafting features for DVHs prediction. Many efforts have been made in selecting the handcrafted features, such as distance-to-target histograms, the geometry of PTV and OARs, overlapping volume histograms, etc. (8, 48–52). It is hard to know which features impact the prediction most and what other features could improve the performance of the model significantly. ANN was investigated to learn the more complex relationships between the handcrafted features and the predicted DVHs or dose distribution. However, the inherent information present in those data is still limited. Compared with ANN, CNN improved the voxel-based dose distribution prediction, due to its ability to extract local and global features from the patients’ CT images in higher dimensions.

From DVH Prediction to Dose Distribution Prediction, From the 2D Model to 3D Model
Considering the limitations of DVHs prediction, more recent studies focus on spatial dose distribution prediction, as shown in Table 1. The prediction models also evolve from the 2D model to the 3D model. The most investigated DL-based ATP approaches have realized that CT images, structures, and dose distribution maps are taken as input terms. When putting new patients’ CT images and structure labels into the constructed model, the predicted dose distribution could be obtained and exported as the output, which is then further converted to yield the ultimate deliverable plans. Kajikawa et al. (55) found that the dose predicted with the 3D CNN model was superior or comparable with the dose distribution generated by RapidPlanTM for prostate cancer IMRT plans using only contours in planning CT. Ma et al. (56) incorporated the dose distribution from a PTV-only plan, in addition to the patient’s structures contour data from planning CT in their deep CNN-based dose prediction model. The prediction results were better than the contours-based method. CT value also influences the dose distribution in addition to the PTV and OARs contours for a given beam configuration. The significance of adding the CT value as additional input information into the prediction model needs to be further evaluated in future studies. The architectures AlexNet, VGG-Net, U-Net, V-Net, and Res-Net belong to the category of CNN and are all investigated in detail. CNN is the most frequently used technique for 3D dose distribution predictions.

Size of Data Sets, Model Over-Fitting, and Generalization Performance
One issue of the current DL-based ATP approach is the severe lack of high-quality and publicly available big datasets. Most of the datasets reported in this review article involved <300 patients, which is not an adequate sample size under the context of big data. In addition, model over-fitting caused by data imbalance is also an important issue in ATP generation. The plan quality and prescription variation in the training and test dataset influences the model prediction error. It has been found that the dose prediction accuracy was improved by training the plans from two different radiation oncologists separately (21).

Also, the systematic training, validation, and testing require a sufficiently large, high-quality database. The training data and validation data should be separated from the test data for a rigorous model training and testing process. Without enough data for model training and testing, over-fitting tends to occur due to an overly complex model produced from a limited data set. The more complex model was shown to perform inferiorly to the simpler ones for dose prediction in the previous study (57). Therefore, high-quality databases with optimal plans should be established. Improvement of manual planning experience of existing personnel, classic optimization algorithm, multiple institution cooperation, and standardized protocols are benefiting for the DL-based ATP.

The model over-fitting influences the model generalization performance. One method to address limited data size is using transfer learning. Image-Net was commonly used for pre-training deep learning networks for medical image processing (53). Another method for addressing the issue of limited data set is data augmentation.

Clinical Scenarios Complexity
More clinical conditions, such as different tumor sites and delivery techniques, also need to be further investigated for DL-based ATP. For fluence map generation, the two articles give two different deep neural network architectures for fluence map generation with prostate plans, other plans in different tumor sites need to be tested to find the optimal deep neural network architecture. In the meanwhile, when a new patient’s fluence map is predicted with deep learning, leaf motion calculation and multi-leaf collimator (MLC) leaf sequence are still required to be determined to obtain the final machine parameters. Prostate cancer patients have more consistent PTV sizes and spatially neighboring anatomy than lung cancer or head and neck cancer patients. Coplanar IMRT is different from non-coplanar VMAT in terms of the beam configurations. The diverse clinical scenarios determine the poor data uniformity, and the data with good data consistency is scarce. It requires various networks and
| Reference | Year | Network | Training sets | Test sets/NO. | Input | Output | Results | Research Highlight |
|-----------|------|---------|---------------|--------------|-------|--------|---------|-------------------|
| Shiraishi et al. ([18]) | 2016 | ANN | 23 prostate and 43 SRS/SRT VMAT plans. Twelve training and 11 validation for prostate, and 23 training and 20 validation for SRS/SRT | No | Manually determined geometric and plan parameters | 3D dose | Prediction errors <10% and 8% for prostate and SRS/SRT cases, respectively | Knowledge-based 3D dose predictions, rather than previous 1D DVH prediction |
| Campbell et al. ([21]) | 2017 | ANN | 43 pancreatic Arc-based SBRT patients. Nineteen training and 10 validation for Group A, 9 and 5 for Group B, respectively | No | Plan parameters and voxel-based geometric parameters | 3D dose | Mean dose error <5% | Prediction accuracy substantially improved when each physician’s treatment approach was taken into account by training their own dedicated models |
| Nguyen et al. ([22]) | 2017 | Modified 2D-Unet | 80 prostate IMRT patients, 10-fold cross-validation | 8 | Labeled targets and OARs | 3D dose | Prediction errors around 2% in PTVs and under 5% of the prescription dose in OARs, isodose volumes average dice coefficient of 0.91 | Unet for 3D dose prediction |
| Nguyen et al. ([23]) | 2019 | 3D HD U-Net | 100 H&N VMAT patients, 5-fold cross validation | 20 | Labeled targets and OARs, prescription doses | 3D Dose | OARs dose difference: maximum error within 6.3% and mean error within 5.1% | Outperforming the Standard U-net and Dense-Net in both prediction accuracy and efficiency |
| Barragán-Montero et al. ([26]) | 2019 | 3D HD U-Net | 100 lung IMRT patients, training, and validation | 29 | Labeled targets and OARs, beam setup information | 3D Dose | Prediction accuracy improved substantially in low and medium dose regions and slightly in high dose regions | Prediction accuracy improved by considering beam setup information |
| Zhou et al. ([27]) | 2020 | 3D U-Res-Net | 100 rectal cancer postoperative IMRT patients | 22 | Labeled targets and OARs, beam setup information | 3D Dose | Mean absolute prediction errors 3.92 ± 4.16%, clearly outperforming 3D U-Res-Net_0 and slightly superior to 3D U-Net | Prediction accuracy improved by considering beam setup information |
| Kearney et al. ([28]) | 2018 | FCNN Dose-Net | 126 prostate non-coplanar SBRT Cyberknife patients, 106 training, 20 validation | 25 | Labeled targets and OARs, dose prescription | 3D Dose | A superior alternative to U-Net and fully connected network | Utilizes a 3 phase learning protocol to achieve convergence and improve generalization |
| Kajikawa et al. ([29]) | 2018 | Alex-Net CNN | 60 prostate IMRT patients, five-fold cross-validation | No | CT images, with/without labeled structures | 3D dose | Prediction accuracies 56.7 ± 9.7% and 70.0 ± 11.3%, respectively | Pre-trained on Image-Net database, the model with structure labels focused on areas related to dose constraints improved prediction accuracy |
| Chen et al. ([30]) | 2018 | Transfer learning ResNet | 70 early-stage NPC IMRT patients | 10 | Labeled targets and OARs, with/without beam setup information | 2D dose map | Out-of-field dose distributions prediction error 4.7 ± 6.1%/vs. 5.5 ± 7.9%, input with/without beam setup information | Input information from beam geometry improved the out-of-field dose distributions prediction accuracy |
| Lu et al. ([31]) | 2019 | U-ResNet-D | 170 NPC Tomotherapy patients, 136 training, 34 validation | 20 | Labeled targets and OARs, 3D dose | 3D Dose | Mean absolute dose differences for PTVs and OARs are within 2.0 and 4.2%, respectively | U-ResNet-D for Tomotherapy 3D dose prediction |

(Continued)
| Reference         | Year | Network | Training sets                  | Test sets/NO. | Input                                      | Output | Results                                                                                     | Research Highlight                                                                 |
|-------------------|------|---------|--------------------------------|---------------|--------------------------------------------|--------|--------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------|
| Fan et al. (32)   | 2019 | ResNet  | 270 H&N IMRT patients, 195 training, 25 validation | 50            | Labeled targets and OARs                   | 3D Dose| Predicted differences not statistically significant for clinical indices of all targets and OARs except the difference of 0.5% for PTV70.4 | Automatic plan generation based on predicted 3D dose distribution                      |
| Mahmood et al. (33)| 2018 | GAN     | 130 oropharyngeal IMRT patients | 87            | Labeled targets and OARs, dose maps         | 3D dose| Outperformed a query-based, a PCA-based method, a random forest, and a CNN method, on clinical criteria satisfaction | Recast the dose prediction problem as an image colorization problem, solve the problem using a GAN by mimicking the iterative process between the planner and oncologist |
| Appenzoller et al. (8) | 2019 | 3D CNN  | 80 prostate IMRT patients     | 15            | Labeled targets and OARs                   | 3D Dose| Prediction error: 1.10 ± 0.64%, 2.50 ± 1.17%, 2.04 ± 1.40, and 2.08 ± 1.99% for \(D_\text{2}\), \(D_{98}\) in PTV-1 and \(V_{65}\) in rectum and \(V_{65}\) in bladder | 3D CNN was superior to or comparable with RapidPlan™                                   |
| Krayenbuehli et al. (50) | 2019 | CNN     | 60 prostate VMAT patients     | 10            | Labeled targets and OARs, the dose distribution from a PTV-only plan | 3D Dose| Mean SARs for the PTV, bladder, and rectum 0.007 ± 0.003, 0.035 ± 0.032, and 0.067 ± 0.037, respectively | Prediction results better than the contours-based method                                |
| Shin et al. (53)  | 2019 | DNN     | 240 prostate IMRT plans       | 45            | Labeled targets and OARs, dose distributions | Fluence-maps | Generated plan qualities comparable with the corresponding clinical plans | Generate beam fluence—maps directly from the organ contours and dose distributions without inverse planning |
| Wieser et al. (54) | 2020 | DNN,DRL-based VTPN | 10 prostate IMRT patients | 64            | IMRT plans                                  | IMRT plans | Spontaneously learn how to adjust treatment planning parameters, high-quality treatment plans generated | The first artificial intelligence system to model the behaviors of human planners in treatment planning |

**Table**: Reference Year Network Training sets Test sets/NO. Input Output Results Research Highlight

- **ANN**: artificial neural network; **SRS**: stereotactic radiosurgery; **SRT**: stereotactic radiotherapy; **VMAT**: volumetric-modulated arc therapy; **3D**: three dimensional; **1D**: one dimensional; **DVH**: dose-volume histogram; **SBRT**: stereotactic body radiation therapy; **2D**: two dimensional; **IMRT**: intensity-modulated radiation therapy; **OARs**: organs at risk; **PTV**: planning target volume; **HD U-Net**: Hierarchically densely connected U-Net; **H&N**: head and neck; **U-ResNet-D**: model looks like U-net, but uses ResNet to do down-sampling and deconvolution to perform up-sampling; **FCNN**: fully convolutional neural network; **NPC**: nasopharynx cancer; **GAN**: generative adversarial network; **PCA**: principal component analysis; **MAE**: mean absolute errors; **SARs**: sum of absolute residuals; **DNN**: deep-neural-network; **DRL**: deep reinforcement learning; **VTPN**: virtual treatment planner network.
training techniques of transfer learning and data augmentation to mitigate over-fitting. Also, the effect of the weight decay, learning rate, momentum strength, and other hyper-parameters, and new architectures for more intelligent networks should be tested (58). More types of data, including multimodality images, and genomic data, can be integrated into the deep learning-based automated planning.

Direct Prediction of Machine Parameters
For beam orientation selection with deep learning, the current research focuses on IMRT plans solution, however, partial arc volume modulated treatment (VMAT) plans have not been solved. It is also very important to determine the start and end angles of partial arc VMAT plans. In addition, the beam orientation selection and other machine parameters determination with deep learning for non-coplanar IMRT and VMAT plans may be another trend in the future. Most recent studies of ATP using DL focused on dose distribution predictions. After dose distribution prediction, the predicted dose distribution was converted into executable plans using inverse optimization or dose mimicking (32, 33, 45). Direct machine parameter prediction could become another potential research area, which is promising in that the plan optimality, deliverability can be considered and balanced in addition to the prediction accuracy. It has been observed that ATP has systematically increased the modulation factor (37). As deep learning shows increasing promise for automated image segmentation, direct deliverable plan generation by using CT images without contoured structures, without dose distribution is possible for automatic dose prediction. Lee et al. (46) investigated a deep-neural-network to generate beam fluence maps directly from the structure contours and 3D dose distributions without inverse planning. The generated plan qualities were comparable to the corresponding clinical plans.

Reinforcement Learning
Reinforcement learning has been used successfully in the board game Go (59). Shen et al. (60) investigated a deep reinforcement learning-based network to model the behaviors of human planners. In the treatment planning process, a series of actions depend on the balance of targets and OARs dose distribution. This feature makes that reinforcement learning is suited for treatment planning.

Extensive research efforts have continuously been made to develop a wide range of innovative structures of deep neural networks in recent years, such as graph neural networks (GNN), graph convolutional networks (GCN), graph reinforcement learning (GRL), graph auto-encoders (GAE), and graph regression neural networks (GRNN) (59, 61). This diversity of neural network architectures has unarguably facilitated the development of DL-based 3D dose prediction strategies. Nevertheless, several inherent shortcomings of the neural network algorithm remain to be addressed, such as black box problem, time-consuming, labor-intensive, large amount of data required, and so on.

Model Prediction Accuracy and Clinical Non-inferiority
Another issue of deep learning-based ATP studies is the lack of consensus on determining an “optimal” while clinically acceptable treatment plan in an objective manner. To evaluate the ATP model prediction accuracy, various quality metrics were usually used to compare with the existing manual clinical plans. Dose difference and statistical significance of points in the volume of interest in ATP plans and clinical plans were commonly used. Visualization of DVH differences with clinical significance was also used for structures of interest, which highlights outlier instances better than summary statistics. Besides, voxel-based mean absolute error, global or structure-based three-dimensional gamma analysis, was also used for evaluation and low function. One ideal solution of evaluating the model prediction accuracy and plan optimality is to quantitatively score treatment plans integrating clinically significant quality metrics, such as homogeneity, conformity, or the entire dose distribution itself, in addition to the above mentioned. The indices for evaluating the prediction accuracy and plan optimality of the ATP model should be established in addition to an open, high-quality database to compare the performance of the different models.

Besides the evaluation of each quality metric, an alternative approach is a blinded side-by-side comparison of automated and manual plans. If the automated plans are indistinguishable from the manual plans, then the ATP system can be used under the supervision of the planners and radiation oncologists. It should be noticed that a “problem” with DL is that it does not provide any insight on plan optimality, and also Pareto-optimality is not ensured. To mitigate this, a QA should be present.

Legal and Ethical Consideration
The issues of patient safety, legal and ethical responsibilities need to be considered before deep learning-based ATP is put into clinical practice. Currently, deep learning algorithms are often regarded as a “black box,” and the internal working mechanism is still largely unknown, thus highlighting the seriousness of this problem. Consequently, there is a pressing demand for a thorough, comprehensive, and rigorous quality assurance program for DL-based ATP strategies and software to maintain a sufficiently high consistency of the generated plans with full compliance to a set of safety standards. Scoring software and independent third-party evaluation software could potentially serve as solutions to address the issues stemming from automatic planning algorithms.

Preclinical Validation
The automatic planning algorithms must be validated before being used in the clinic for safety and quality. A large size data set is needed for the preclinical validation of deep learning-based ATP. Multi-center collaborations should be encouraged to cumulate adequate data for the ATP system development and validation, and generalization. Multi-institutional prospective studies with detailed planning
guidelines and protocol compliance are helpful in obtaining high-quality data for deep learning-based ATP development and validation. Open platforms and software packages can be used for the development and validation of deep learning-based ATP (54, 62). New regulation and supervision of data should be available to encourage the DL-based ATP development and guarantee the data security and proprietary intellectual property.

Quality Assurance

As ATP systems improved the planning efficiency with comparable or even better plan quality, systematic, and comprehensive quality assurance program should be established and implemented after preclinical validation. The automatically generated plans may not be “optimal.” The quality assurance and monitoring of ATP should be investigated with top priority and extensively. Even if the ATP system has proved its performance for tested cases, no one can assure their performance for the new cases. Whenever new cases with different geometric and dosimetric characteristics are put into the ATP system, the new generated ATP plans should be reviewed carefully. The clinical ATP process must be overseen closely and continuously by physicist and radiation oncologist.

Model Adaptability

The ATP system should be adaptable to new emerging trade-offs or knowledge. The criteria and evaluation of plan optimality evolve with the advancement of new diagnostic and therapeutic technology. Examples include but are not limited to the change of prescription dose and constraint due to the integration and development of chemotherapy, target therapy, and immunotherapy; the evolution of targets and OARs contouring due to the application of new functional molecular imaging modality. The ATP system needs to adapt to these changes in the context and judgment criteria of plan optimality.

Summary

In recent years, various types of ATP solutions have been proposed and investigated, and the results demonstrated measurable improvement in plan quality and planning efficiency. Deep learning-based ATP is a rapidly evolving field. It holds great promises to be a highly useful tool for automatic plan generation, plan quality evaluation and quality assurance, individualization of dose prescription, and adaptive radiotherapy, etc. Further studies are needed to address the remaining issues. Cautions should be taken with regard to its limitations before it is implemented for routine clinical use.

AUTHOR CONTRIBUTIONS

MW and RY wrote the manuscript. QZ helped for article selection and data analysis. SL and JC helped for technical review of the manuscript for deep learning and clinical aspects. RY performed a technical review of the manuscript on deep learning and clinical aspects, and also for manuscript redaction. All authors contributed to the article and approved the submitted version.

FUNDING

This work was partly supported by the Beijing Municipal Commission of Science and Technology Collaborative Innovation Project (Z201100005620012), Beijing Capital Special Research Project of Health Development (2020-ZZ-40919), Natural Science Foundation of Beijing (7202223), and National Natural Science Foundation of China (NNSFC) (81071237).

REFERENCES

1. Delaney G, Jacob S, Featherstone S, Barton M. The role of radiotherapy in cancer treatment. Cancer. (2005) 104:1129–37. doi: 10.1002/cncr.21324
2. Nelms BE, Robinson G, Markham J, Velasco K, Boyd S, Narayan S, et al. Variation in external beam treatment plan quality: an inter-institutional study of planners and planning systems. Pract Radiat Oncol. (2012) 2:296–305. doi: 10.1016/j.prro.2011.11.012
3. Voet P, Dirxk ML, Breedveld S, Almamgani A, Incrocci L, Heijmen BJ. Fully Automated volumetric modulated arc therapy plan generation for prostate cancer patients. Int J Radiat Oncol Biol Phys. (2014) 88:1175–9. doi: 10.1016/j.ijrobp.2013.12.046
4. Richter A, Exner F, Bratenegger K, Polat B, Flentje M, Weick S. Impact of beam configuration on VMAT plan quality for Pinnacle3 Auto-Planning for head and neck cases. Radiat Oncol. (2019) 14:12. doi: 10.1186/s13014-019-1211-6
5. Janssen MT, Kusters M, Wang Y, Wortel G, Monshouwer R, Damen E, et al. Independent knowledge-based treatment planning QA to audit pinnacle autoplanning. Radiother Oncol. (2019) 133:198–204. doi: 10.1016/j.radonc.2018.10.035
6. Wu B, Kusters M, Kunze-Busch M, Dijkema T, Mecnutt T, Sanguineti G, et al. Cross-institutional knowledge-based planning (KBP) implementation and its performance comparison to auto-planning engine (APE). Radiother Oncol. (2017) 123:57–62. doi: 10.1016/j.radonc.2017.01.012
7. Wu B, Ricchetti F, Sanguineti G, Kazhdan M, Simari P, Chuang M, et al. Patient geometry-driven information retrieval for IMRT treatment plan quality control. Med Phys. (2009) 36:5497–505. doi: 10.1118/1.32
8. Appenzoller L, Michalski JM, Thorstad WL, Mutic S, Moore KL. Predicting dose-volume histograms for organs-at-risk in IMRT planning. Med Phys. (2012) 39:7446–61. doi: 10.1118/1.4761864
9. Good D, Lo JY, Lee WR, Wu QJ, Yin F, Das S. A knowledge-based approach to improving and homogenizing intensity-modulated radiation therapy planning quality among treatment centers: an example application to prostate cancer planning. Int J Radiat Oncol Biol Phys. (2013) 87:176–81. doi: 10.1016/j.ijrobp.2013.03.015
10. Fogliata A, Nicolini G, Clivio A, Vanetti E, Laksar S, Tozzi A, et al. A broad scope knowledge-based model for optimization of VMAT in esophageal cancer: validation and assessment of plan quality among different treatment centers. Radiat Oncol. (2015) 10:220. doi: 10.1186/s13014-015-0530-5
11. Tol JP, Delaney AR, Dahele M, Slotman BJ, Verbakel WF. Evaluation of a knowledge-based planning solution for head and neck cancer. Int J Radiat Oncol Biol Phys. (2015) 91:612–20. doi: 10.1016/j.ijrobp.2014.11.014
12. Chang ATY, Hung AWM, Cheung FWK, Lee MCH, Chan OSH, Philips H, et al. Comparison of planning quality and efficiency between conventional and knowledge-based algorithms in nasopharyngeal cancer patients using intensity modulated radiation therapy. Int J Radiat Oncol Biol Phys. (2016) 95:981–90. doi: 10.1016/j.ijrobp.2016.02.017
13. Kubo K, Monzen H, Ishii K, Tamura M, Kawamorita R, Sumida I, et al. Dosimetric comparison of RapidPlan and manually optimized plans in...
volumetric modulated arc therapy for prostate cancer. *Phys Med.* (2017) 44:199–204. doi: 10.1016/j.ejmp.2017.06.026

14. Faught A, Olsen L, Schubert L, Rusthoven CG, Castillo EM, Castillo R, et al. Functional-guided radiotherapy using knowledge-based planning. *Radiother Oncol.* (2018) 129:494–8. doi: 10.1016/j.radonc.2018.03.025

15. Fusella M, Scaglion A, Privato N, Rosso MA, Zora A, Pausco M. Efficiently train and validate a RapidPlan model through APQM scoring. *Med Phys.* (2018) 45:2611–9. doi: 10.1002/mp.12896

16. Babier A, Boutillier JF, McNiven AL. Knowledge-based ATP for oropharyngeal cancer. *Med Phys.* (2018) 45:2875–83. doi: 10.1002/mp.12930

17. McNtosh C, Welch M, McNiven A, Jaffray DA, Purdie TG. Fully automated treatment planning for head and neck radiotherapy using a voxel-based dose prediction and dose alysing method. *Phys Med Biol.* (2017) 62:5926–44. doi: 10.1088/1361-6560/aa7f1b

18. Shirazid S, Moore KL. Knowledge-based prediction of three-dimensional dose distributions for external beam radiotherapy. *Med Phys.* (2016) 43:378. doi: 10.1118/1.4938583

19. Anathasios V, Nikolaos D, Anastasios D, Efthychios P. Deep learning for computer vision: a brief review. *Comput Intell Neurosci.* (2018) 2018:7068349. doi: 10.1155/2018/7068349

20. Campbell W, Miften M, Olsen L, Stumpf PK, Schefter TE, Goodman KA, et al. Neural network dose models for computer-aided treatment planning. *Med Phys.* (2019) 46:6. doi: 10.1002/mp.13986

21. Nguyen D, Jia X, Sher DJ, Lin M, Iqbal Z, Liu H, et al. A reinforcement learning approach for beam orientation optimization for prostate cancer treated with intensity-modulated radiation therapy. *Med Phys.* (2020) 47:880–97. doi: 10.1002/mp.13262

22. Sadeghnejad-Barkousaraie A, Bohara G, Jiang SB, Nguyen D. A reinforcement learning application of guided Monte Carlo Tree Search algorithm for beam orientation selection in radiation therapy. *arXiv:*2004.06244. (2020)

23. Goodfellow I, Pougetabadie J, Mirza M, Xu B, Wardefarley D, Ozair S, et al. Generative adversarial nets. *Adv Neural Inform Process Syst.* (2014) 26:72–80.

24. Arora S Zhang Y. Do gans actually learn the distribution? an empirical study. *arXiv:*1706.08224. (2017)

25. Petersson K, Nilsson P, Engstrom P, Knoos T, Ceberg C. Evaluation of dual-arc VMAT radiotherapy treatment plans automatically generated via dose mimicking. *Acta Oncol.* (2015) 55:523. doi: 10.3109/0284186X.2015.1080855

26. Lee H, Kim H, Kwak J, Kim YS, Lee S, Cho S, et al. Fluence-map generation for prostate intensity-modulated radiotherapy planning using a deep-neural-network. *Sci Rep.* (2019) 9:15671. doi: 10.1038/s41598-019-52262-x

27. Li X, Zhang J, Sheng Y, Chang Y, Yin F-F, Ge Y, et al. Automatic IMRT planning via static field fluence prediction (AIP-SFFP): a deep learning algorithm for real-time prostate treatment planning. *Phys Med Biol.* (2020) 65:170014. doi: 10.1088/1361-6560/aba5eb

28. Wu B, Ricchetti F, Sanguinetti G, Kazhdan M, Simari P, Jacques R, et al. Data-driven approach to generating achievable dose-volume histogram objectives in intensity-modulated radiotherapy planning. *Int J Radiat Oncol Biol Phys.* (2019) 11:7421–7. doi: 10.1016/j.ijrobp.2019.05.002

29. Yuan L, Ge Y, Lee WR, Yin FE, Kirkpatrick JP, Wu QJ. Quantitative analysis of the factors which affect the inter patient organs at-risk dose paring variation in IMRT plans. *Med Phys.* (2012) 84:6868–78. doi: 10.1118/1.4757927

30. Krayenbuehl J, Norton I, Studer G, Guckenberger M. Evaluation of an automated knowledge-based treatment planning system for head and neck. *Radiat Oncol.* (2015) 10:226. doi: 10.1186/s13049-015-0533-2

31. Hussein M, South C, Barry MA, Adams E, Jordan T, Stewart AJ, et al. Clinical validation and benchmarking of knowledge-based IMRT and VMAT treatment planning in pelvic anatomy. *Radiother Oncol.* (2016) 120:473–9. doi: 10.1016/j.radonc.2016.06.022

32. Delaney AR, Tol JP, Dahele M, Cuijpers JP, Slotman BJ, Verbakel WF. Effect of dosimetric outliers on the performance of a commercial knowledge-based planning solution. *Int J Radiat Oncol Biol Phys.* (2016) 94:4649–77. doi: 10.1016/j.ijrobp.2015.11.011

33. Shin H, Roth HR, Gao M, Lu L, Xu Z, Nogues I, et al. Deep convolutional neural networks for computer-aided detection: CNN architectures, dataset characteristics and transfer learning. *IEEE Trans Med Imaging.* (2016) 35:1273–84. doi: 10.1109/TMI.2016.2528162

34. Wieser H, Cisternas E, Wahl N, Ulrich S, Stadler A, Mescher H, et al. Development of the open source dose calculation and optimization toolkit matRad. *Med Phys.* (2017) 44:2556–68. doi: 10.1002/mp.12251
55. Kajikawa T, Kadoya N, Ito K, Takayama Y, Chiba T, Tomori S, et al. A convolutional neural network approach for IMRT dose distribution prediction in prostate cancer patients. J Radiat Res. (2019) 60:685–93. doi: 10.1093/jrr/rrz051

56. Ma M, Kovalchuk N, Buyyounouski MK, Xing L, Yang Y. Incorporating dosimetric features into the prediction of 3D VMAT dose distributions using deep convolutional neural network. Phys Med Biol. (2019) 64:125017. doi: 10.1088/1361-6560/ab2146

57. Landers A, Neph R, Scalzo F, Ruan D, Sheng, K. Performance comparison of knowledge-based dose prediction techniques based on limited patient data. Technol Cancer Res Treat. (2018) 17:1533033818811150. doi: 10.1177/1533033818811150

58. Srivastava N, Hinton GE, Krizhevsky A, Sutskever I, Salakhutdinov R. Dropout: a simple way to prevent neural networks from overfitting. J Machine Learn Res. (2014) 15:1929–58. Available online at: https://www.cs.toronto.edu/~hinton/absps/JMLRdropout.pdf

59. Chen JX. The evolution of computing: AlphaGo. Comput Sci Eng. (2016) 18:4–7. doi: 10.1109/MCSE.2016.74

60. Shen C, Nguyen D, Chen L, Gonzalez Y, McBeth R, Qin N, et al. Operating a treatment planning system using a deep-reinforcement learning-based virtual treatment planner for prostate cancer intensity-modulated radiation therapy treatment planning. Med Phys. (2020) 47:2329–36. doi: 10.1002/mp.14114

61. Scarselli F, Gori M, Tsoi AC, Hagenbuchner M, Monfardini G. The graph neural network model. IEEE Trans Neural Network. (2009) 20:61–80. doi: 10.1109/TNN.2008.2003605

62. Deasy JO, Blanco AI, Clark VH. CERR: a computational environment for radiotherapy research. Med Phys. (2003) 30:979–85. doi: 10.1118/1.1568978

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Wang, Zhang, Lam, Cai and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.