$zT$—factor enhancement in SnSe: predictions from first principles calculations
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The electronic structure and thermoelectric properties of SnSe are studied by first-principles methods. The inclusion of van der Waals dispersive corrections improves the agreement of structural parameters with experiments. The bands structure and projected density of states justify the macroscopic anisotropy exhibited by this system. An original methodology is used to estimate the chemical potential and the relaxation time for the electrical and thermal conductivities. Following this methodology, the Seebeck coefficient and thermal conductivity for single crystals and polycrystals are described in good agreement with experimental data. As for the electrical conductivity, values calculated with a temperature-dependent relaxation time compare well with available measurements, especially for single crystals; polycrystals are better described by a constant relaxation time. Finally, the figure of merit of SnSe single crystals and polycrystals is calculated. It is found to exhibit a maximum for some “ideal” carrier concentration, and might be noticeably enhanced by using carrier concentrations higher than the experimental ones. From these findings, possible strategies to increase the figure of merit in practise are suggested.

PACS numbers: 71.15.Mb, 71.20.Nr, 72.20.Pa, 72.80.Jc, 73.22.Pr

I. INTRODUCTION

Thermoelectric materials have the capability to convert directly the residual heat resulting from industrial processes into electric energy. They are nowadays matter of great interest due to their applications in waste heat harvesting, radioisotope thermoelectric power generation, solid-state Peltier refrigeration, etc. From the point of view of potential applications, the main challenge for the scientific community consists on improving the thermoelectric properties of these materials to increase the efficiency of the heat conversion process.

An ideal thermoelectric must have a high figure of merit $zT$, defined at a temperature $T$ as:

$$zT = \frac{S^2\sigma\eta}{\kappa},$$

where $S$, $\sigma$ and $\kappa$ are the Seebeck coefficient, the electrical and the thermal conductivities, respectively. The term $S^2\sigma$ is called power factor of the material. The thermal conductivity may be written as $\kappa = \kappa_L + \kappa_e$, where $\kappa_L$ denotes the lattice conductivity and $\kappa_e$ the contribution due to the charge carriers. The latter, on its own, is related to the electrical conductivity and the temperature through the Wiedemann-Franz law, $\kappa_e = T\sigma L$, where $L$ is a constant called Lorenz number.

The search of materials with high $zT$ is an essential issue for possible technological applications. According to Eq. (1), a high $zT$ requires a high power factor as well as a low thermal conductivity. Unfortunately, both conditions are difficult to achieve simultaneously because $S$ and $\sigma$ are strongly correlated in materials. Indeed, low carrier concentrations yield high Seebeck coefficients, but also low electric conductivities. On the other hand, a high electrical conductivity uses to be accompanied by a high thermal conductivity. Different optimization strategies have tried to reach an optimal equilibrium between these trends. Thus, since the 90s, a myriad of thermoelectric materials with increasingly higher $zT$ factors, such as clathrates, skutterudites, germanium-silicon alloys systems with diamond-like structure or the family of chalcogenides have arisen as promising candidates for technological applications. Incidentally, we mention that an additional problem in this respect is the difficulty to reproduce the experimental research at the industrial scale.

The recent work by Zhao et al. about lead-free tin chalcogenides, more specifically those based on tin selenide (SnSe), has raised a great interest amongst the scientific community because SnSe is a simple compound that can be produced in a relatively easy way. The authors found an astonishingly low thermal conductivity in SnSe, giving rise to a very high and promising $zT = 2.62 \pm 0.3$ along the b axis at 923 K (typical values are $zT < 2.0$ for skutterudites or $zT < 1.5$ for clathrates). Independently, Chen et al. Zhang
et al.\textsuperscript{15} and Sassi et al.\textsuperscript{16} have reported high $zT$ values in SnSe polycrystals that, however, are lower than those reported by Zhao et al. in single crystals. The main difference is the low thermal conductivity in single crystals, which has been ascribed to a strong anharmonicity in the bonds of SnSe.\textsuperscript{16} On the other hand, Carrete et al.\textsuperscript{23} and Guo et al.\textsuperscript{26} have carried out first-principles calculations to evaluate the lattice thermal conductivity of SnSe, and their results agree with experimental data by Chen et al.\textsuperscript{17}, Zhang et al.\textsuperscript{18} and Sassi et al.\textsuperscript{16} A more recent work by Gharsallah et al.\textsuperscript{27} studies Ge-doped SnSe nanocrystals. Their experiments yield very high values of the Seebeck coefficient and the electrical resistivity, together with a very low thermal conductivity. The authors conclude that the grain boundaries decrease the thermal conductivity to values even below those reported for pure SnSe, but they are also likely to yield high electrical resistivities.

In any case, these studies suggest that it is possible to develop thermoelectric materials with simple structures containing no lead but cheap and plentiful elements, in contrast with the currently available systems. This is the context of our work. We present an \textit{ab initio} study of the electronic structure and thermoelectric properties of SnSe. The calculated band structure sheds light on the thermal and transport coefficients of this system. As for the lattice thermal conductivity, we have used new computational tools that yield an excellent agreement with experimental data for $zT$. From this set of calculations, we have estimated optimal values of charge carrier concentrations that could maximize $zT$. We show then that the charge carrier concentration measured in experiments is far to be the ideal for an optimal $zT$ at moderate temperatures, and suggest possible ways to increase the figure of merit.

II. METHODOLOGY

A. Computational setup

First-principles calculations based on the density functional theory (DFT)\textsuperscript{22,23} have been performed using the projector augmented wave (PAW) method\textsuperscript{24,25} as implemented in the Vienna \textit{ab initio} simulation package (VASP)\textsuperscript{26}. The Perdew-Burke-Ernzerhof functional for the generalized-gradient-approximation (GGA) was used to describe the electronic exchange-correlation interaction.\textsuperscript{27} The kinetic energy cutoff of wave functions was set to 700 eV, and a Monkhorst-Pack\textsuperscript{28} $k$–mesh of $6 \times 18 \times 18$ was used to sample the first Brillouin zone (BZ) for integrations in the reciprocal space. A force less than $10^{-6}$ eV/Å and a total change in energy less than $10^{-8}$ eV were selected as convergence criteria for the structural optimization. The optimization procedure explicitly included van der Waals interactions modeled by the DFT-D method by Grimme et al.\textsuperscript{29} The band structure and electronic density of states (DOS) were calculated at the optimized structure along high symmetry directions (namely $\Gamma - X$, $\Gamma - Y$, $\Gamma - Z$, $\Gamma - U$ and $\Gamma - S$) of BZ, shown in Figure 1.

![Figure 1](image)

FIG. 1: Schematic view of the first Brillouin zone for SnSe (not to scale). High-symmetry directions for bands calculations and crystal axes are shown.

The thermoelectric properties of SnSe were studied by solving the Boltzmann transport equation (BTE) within the relaxation time approximation (RTA). Under this approximation, the Cartesian components of the electrical conductivity, Seebeck coefficient and electronic thermal conductivity are written as

$$\sigma_{ij}(\mu, T) = e^2 \int \left( -\frac{\partial f_0(\varepsilon, T)}{\partial \varepsilon} \right) \Sigma_{ij}(\varepsilon) d\varepsilon$$ (2a)

$$\frac{(\sigma S)_{ij}(\mu, T)}{T} = e \int \left( -\frac{\partial f_0(\varepsilon, T)}{\partial \varepsilon} \right) (\varepsilon - \mu) \Sigma_{ij}(\varepsilon) d\varepsilon$$ (2b)

$$(\kappa_e)_{ij}(\mu, T) = \frac{1}{T} \int \left( -\frac{\partial f_0(\varepsilon, T)}{\partial \varepsilon} \right) (\varepsilon - \mu)^2 \Sigma_{ij}(\varepsilon) d\varepsilon$$ (2c)

In Eqs. (2a) to (2c), $f_0(\varepsilon, T)$ holds for the Fermi-Dirac distribution function, $e$ and $T$ are, respectively, the electron charge and the temperature and $\Sigma_{ij}(\varepsilon)$ is the transport distribution function, defined as

$$\Sigma_{ij}(\varepsilon) = \frac{1}{V} \sum_{n,k} v_i(n, \vec{k}) v_j(n, \vec{k}) \tau(n, \vec{k}) \delta(\varepsilon - \varepsilon_{n,\vec{k}}),$$ (3)

where $V$ is the volume of the solid, $\varepsilon_{n,\vec{k}}$ is the energy of an electron in the $n$–th band at wave vector $\vec{k}$, $v_i(n, \vec{k})$ is the $i$–th component of its velocity and the summation is over all bands and over the entire BZ. $\tau(n, \vec{k})$ is the relaxation time for electrons, which depends on the electron state for each dispersing mechanism as well as on temperature. In what follows, we will accept that $\tau$ is a constant parameter within BZ, that is, independent on the electron wave vector. This has been shown to be
a good approximation, even for anisotropic systems.\textsuperscript{40,41} The chemical potential $\mu$ is a function of temperature as well, and it is related to the charge carrier concentrations in the solid. The transport coefficients were calculated with the BoltzWann post-processing code\textsuperscript{42} included in the Wannier90 package.\textsuperscript{43} For comparison with experiments, average values of the $\tilde{\sigma}$, $\tilde{S}$ and $\kappa_e$ tensors were calculated as one third of the traces of the corresponding matrices.

The lattice thermal conductivity $\kappa_L$ was calculated by solving BTE for phonons. The dispersion relations for phonons and the second-order harmonic interatomic force constants were calculated using the Phonopy package.\textsuperscript{44,45} In order to get reliable phonon spectra, a $2 \times 3 \times 3$ supercell was employed for force constants calculations. To obtain the third-order anharmonic force constants and to solve the BTE, the ShengBTE code was used.\textsuperscript{46} A $2 \times 4 \times 4$ supercell was built to calculate the anharmonic forces, and the first-principles based real-space finite displacement difference approach was employed\textsuperscript{47} as for DFT, van der Waals corrections were used for these calculations. We chose a cutoff radius of 6.5 Å, according to a previous work.\textsuperscript{48} More details about this method can be found in Refs.\textsuperscript{49,50}

### III. RESULTS AND DISCUSSION

#### A. Crystal structure

SnSe is orthorhombic at room temperature (space group $Pnma$, nr. 62), with the unit cell containing eight atoms arranged in two double adjacent layers, as shown in Figure 2. The Sn atoms are surrounded by Se atoms in distorted octahedral coordination, forming a zig-zag arrangement.\textsuperscript{51,52,53} As a preliminary step, we relaxed the unit cell of SnSe, since correct values of the lattice parameters are crucial to describe thermal and electrical properties. Previous studies show that DFT under the GGA overestimates the $a$ lattice parameter, and therefore also the separation between the layers, as shown in Table I. In addition, experimental evidence exists that the Sn-Se bonds are strong within the $BC$ planes but weak along the $a$ axis,\textsuperscript{54} suggesting that the latter could be due to van der Waals interactions. This is why we explicitly included van der Waals dispersive corrections during the cell relaxation stage. Table I shows the lattice parameters of the system after relaxation, showing an accurate agreement with experimental data, especially for the $a$ parameter. This is indicative that dispersive corrections are needed to get an appropriate description of the cell geometry in SnSe and of its physical behavior. The main disagreement is for the $c$ lattice parameter, for which DFT yields higher values than experiments. This result is not surprising, since the van der Waals interaction is expected to be negligible within the $BC$ plane; the difference between the calculated and the experimental values for $c$ is therefore that inherent to DFT under the GGA.

![Crystal structure of SnSe in its orthorhombic room temperature phase along the three crystallographic directions.](image)
TABLE I: Lattice parameters (calculated with dispersive van der Waals corrections) and gap for SnSe. Calculated and experimental (marked with asterisks) values taken from the literature are included for comparison.

| Reference            | a (Å)  | b (Å)  | c (Å)  | $\varepsilon_g$ (eV) |
|----------------------|--------|--------|--------|----------------------|
| This work            | 11.56  | 4.17   | 4.54   | 0.63                 |
| Zhao et al.           | 11.58* | 4.22*  | 4.40*  | 0.86*                |
| Zhang et al.         | 11.48  | 4.15   | 4.43   | 0.94                 |
| Sassi et al.         | 11.50  | 4.15   | 4.43   | —                    |
| Carrete et al.       | 11.72  | 4.20   | 4.55   | —                    |
| Ding et al.          | 11.75  | 4.20   | 4.44   | 0.69                 |
| Gomes et al.         | 11.81  | 4.22   | 4.47   | 1.00                 |
| Gharsallah et al.    | 11.54* | 4.16*  | 4.45*  | 0.58                 |
| Chattopadhyay et al. | 11.50  | 4.15   | 4.45   | —                    |
| Peng et al.          | 11.49* | 4.152* | 4.438* | $\approx$ 0.6       |
| Singh et al.         | —      | —      | —      | 1.00                 |
| Yu et al.            | —      | —      | —      | 0.923                |
| Albers et al.        | 11.51  | 4.13   | 4.5    | 0.9-0.95             |

B. Band structure and density of states

The physical properties of SnSe, which is a $p$-type semiconductor, are highly anisotropic. Such an anisotropy is particularly observed in measurements of $S$, $\sigma$ and $zT$, and may be understood in terms of the band structure of this material, shown in Figure 3. Our calculations indicate that SnSe has an indirect gap of 0.63 eV (see Table I), in good agreement with DFT values reported by other authors, but lower than the experimental gap (around 1.0 eV) due to the incapability of DFT to accurately describe the electronic exchange and correlation. The valence band maximum (VBM) lies on the $\Gamma - Z$ direction of BZ, parallel to the $c$ axis in the real space. There are several secondary maxima, with energies close to the main maximum, along the $\Gamma - Z$, $\Gamma - U$ and $\Gamma - Y$ directions, the later being parallel to the $b$ axis in the real space. The conduction band minimum (CBM) lies on the $\Gamma - Y$ direction, and there is a secondary minimum at $\Gamma$. The band structure of Fig. 3 exhibits some “pudding mold” characteristics, as proposed by Kuroki and Arita. The systems with this type of bands use to have high electrical conductivities and Seebeck coefficients.

Figure 3 plots the bands of SnSe projected onto $s$ and $p$ orbitals of Se (Fig. 3(a)) and Sn (Fig. 3(b)) as well. These projections appear as circles, whose diameters are proportional to the partial density of electronic states for the corresponding energy. The bands arisen from Se–$s$ states locate below -10.0 eV, and they do not appear in Fig. 3(a). The valence bands have mainly Se–$p$ character, with the VBM associated to the $p_z$ states with a small contribution of Sn–$s$ ones (shown in Fig. 3(b)). The secondary maxima have Se–$p_z$ character too, except the one along the crystal axis $b$ ($\Gamma - Y$ direction), which arises from Se–$p_y$ states. On the contrary, the conduction bands are formed mostly by Sn–$p$ states. The CBM corresponds to Sn–$p_y$ states. Some valence bands have also Sn–$s$ character, although most of the bands arisen from Sn–$s$ levels have low energies (below -4.0 eV). It is also noticeable that both CBM and VBM lie on planes perpendicular to the $a$ axis, which justifies why the transport coefficients are so different along that direction.

C. Seebeck coefficient and electrical conductivity

The dependence of $S$ and $\sigma$ of SnSe with the charge carrier concentration and the temperature is still under study. Most researchers agree that the experimental $S(T)$ curve exhibits a maximum beyond which it is decreasing; this behavior has been ascribed to bipolar
conduction or to the excitation of positive and negative charge carriers. Within the RTA for BTE, both the Seebeck coefficient and the electrical conductivity depend on the chemical potential (i.e., on the carrier concentration). On the other hand, $S$ does not depend on the relaxation time, as long as this is constant throughout ZB, whereas $\sigma$ increases linearly with $\tau$. These theoretical trends are not always directly comparable with experiments. As we will show below, the disagreement, especially in single-crystal samples, could be due to the use of a temperature-independent $\tau$. Instead, a temperature-dependent $\tau$ fits reasonably well the experimental results and allows predict the behavior of SnSe at different conditions.

This inflection is caused by bipolar conduction effects. Indeed, the temperature-dependent chemical potential shown as Supplement, Fig. S1 yields an approximately constant electron concentration at temperatures up to around 550 - 600 K (see Supplement, Figure S2); at higher temperatures, the concentration of electrons begins to increase. Thus, one expects transport to be associated to holes below 550 K, the contribution from electrons becoming comparable above that temperature. At $T > 550$ K, the scattering mechanism becomes then more complex, and one should take into account the differences between the effective masses of electrons and holes, the interactions of both species with phonons and the possible electron-hole interactions. Similar bipolar effects have been reported elsewhere.

Once the $\mu(T)$ curve was properly calibrated, we tested our methodology as a predicting tool in SnSe. As an example, Figure plots the calculated electrical conductivity as a function of temperature. The conductivity data for polycrystals have been calculated for a constant relaxation time $\tau = 4 \cdot 10^{-15}$ s, which gives the best fit to the experimental data. As for the Seebeck coefficient, the agreement between experimental and calculated data is worst for single crystals when a constant relaxation time $\tau = 10^{-14}$ s (which gives the best fit to experiments in this case) is used, however. Note that the relaxation time is higher for single crystals because at least one relaxation mechanism (by grain boundaries) must be absent from them.

To improve the correspondence between calculated and experimental data, we moved to the second step of our methodology and considered a temperature-dependent relaxation time. The variation of $\tau$ with temperature is shown in Figure 6(a). For polycrystals, the calcu-
lated relaxation times decrease slowly with temperature. Thus, one may take an average relaxation time over the 300-700 K temperature range, and use this temperature-independent $\tau$ to compute the electrical conductivity in polycrystals. The good agreement of calculated data in Fig. 5 with experiments validates this strategy, and shows that a constant relaxation time may be safely used for polycrystals. This approach differs from that used by other researchers.25,27,56

For single crystals, on the contrary, $\tau$ decreases significantly with temperature at low temperatures, and it reaches values comparable to those for polycrystals above about 550 K; a similar behavior has been reported by other authors.17,26,57 This is not surprising, since conductivity at high temperature is mostly affected by scattering of the charge carriers by phonons, and this does not depend much on the structural details. The electrical conductivity of SnSe single crystals, computed from the relaxation times of Fig. 6(a) is shown in Figure 6(b) as a function of temperature. In this case, contrarily to polycrystals, a temperature-dependent relaxation time yields a much better fit of the calculations to experimental data.

D. Dependence on temperature of the relaxation time

The dependence of the relaxation time on temperature for single crystals deserves a more detailed study. Data from Fig. 6(a) indicate that at temperatures between 300 K and 550 K, above which the bipolar effects become relevant, the relaxation time for single crystals is roughly proportional to $T^{-2.3}$, as shown in Figure 7. A temperature-dependent relaxation time is not surprising. Indeed, our DFT calculations were performed within the rigid-band approximation, where electron scattering, by either structural defects or phonons, is not considered. Consequently, all energy-dependent terms in Eqs. (2a) to (2c) are independent on temperature. Within the RTA, the possible electron scattering mechanisms are included as perturbations yielding a relaxation time depending on temperature.

In a defect free system, electrons are expected to be scattered by acoustic phonons at low temperatures. The corresponding relaxation time is given by:

$$\tau(T) = \frac{2^{1/2}\pi\hbar^4 m^2}{3E^2(m^*k_B T)^{3/2}} F_0(\eta) F_1(\eta).$$

Equation (4)
where $\rho$ is the density of the solid, $v_L$ is the longitudinal speed of sound, $E$, called strain potential, quantifies the strength of the electron-phonon interaction, $m^*$ is the effective mass of the electron and $\eta = \frac{\mu}{k_B T}$ is the reduced chemical potential. $F_\alpha(x)$ is the Fermi integral, defined as:

$$F_\alpha(x) = \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{y^\alpha}{e^{y-x}+1} dy$$  \hspace{1cm} (5)

Thus, one would expect a relaxation time varying with temperature as $\tau \propto T^{-1.5}$; on the contrary, the observed trend is $\tau \propto T^{-2.3}$, which has been widely reported in the literature. \cite{57,59,64} A plausible explanation for this deviation could be to consider a temperature-dependent effective mass. Such a $m^*(T)$ could be theoretically justified within a rigid-band approximation taking into account that Eq. (1) is calculated from the cross section for electron-phonon scattering. In other words, Eq. (1) arises from the fact that the features of the electron-phonon scattering, for whichever electronic state, vary with temperature. But the electronic states (i.e., the bands) themselves vary with temperature due to the electron-phonon interaction, thus yielding a temperature-dependent effective mass. The best fit to experimental data is achieved for $m^* \propto T^{0.5}$ within the 300 K - 550 K temperature range, and this results agrees well with data reported for other chalcogenides. \cite{69,70,64,67}

Recently, Kutorasinski et al. have argued about a possible temperature-dependent effective mass in SnSe, although the authors do not give any estimation for such a function. \cite{68}

At temperatures above 550 K one observes in Fig. 7 a slope change which, in our opinion, is due to the bipolar effect mentioned in Sec. III C.

E. Thermal conductivity

The electronic thermal conductivity $\kappa_e$ varies with temperature likewise the electrical conductivity does. It remains roughly constant up to 550 K, approximately; at higher temperatures, it increases in average from roughly $5.0 \cdot 10^{-2}$ (at around 550 K) to $1.7 \cdot 10^{-1}$ Wm$^{-1}$K$^{-1}$ (at 700 K). These trends are the same for single crystals and for polycrystals (see Supplement, Fig. S3), but $\kappa_e$ is significantly smaller for the latter at low temperatures.

At low temperature, the main contribution to the thermal conductivity is that from the lattice, $\kappa_L$. Figure 8 plots our results for the lattice thermal conductivity as a function of temperature, averaged over the three crystal axes, together with some experimental and simulation results. \cite{16,17,18,24} The agreement between our results and those calculated by Carrete et al. \cite{19} is excellent, even though these authors do not include van der Waals corrections in their calculations. The thermal conductivity data by Chen et al. \cite{17} and Sassi et al. \cite{19} are consistent with our results as well, especially at temperatures up to around 550 K; at higher temperatures, our $\kappa_L$ values are systematically lower. It is remarkable the low thermal conductivity measured by Zhao et al. \cite{16} especially considering that they used single-crystal samples. For these, one would expect the $\kappa_L$ values to be higher than in polycrystals, since the lack of grain boundaries should increase the thermal conductivity. \cite{69,70}

**FIG. 8: Temperature dependence of $\kappa_L$ and $\kappa$. Data taken from the literature are shown as reference.**

Fig. 8 plots the total (i.e., lattice plus electronic) thermal conductivity of SnSe as well. The difference between the total and lattice thermal conductivities is negligible at temperatures below 550 K, as one could expect. At higher temperatures, the electronic contribution to the total thermal conductivity becomes more and more important. At these temperatures, the inclusion of the electronic thermal conductivity improves the agreement between experimental and calculated data up to about 630 K.

F. Figure of merit $zT$

The previous results indicate that the different parameters involved in the calculations of transport coefficients, namely relaxation time and chemical potential, must be chosen very carefully if one wants to make predictions from first principles. This is particularly true for the figure of merit $zT$, since it describes the thermoelectric performance of materials. Figure 9 shows the figure of merit for SnSe calculated from Eq. (1) and the $S$ and $\sigma$ values reported in previous paragraphs. The reported $zT$ values for SnSe are usually low, ranging between less than 0.1 and 0.4 for $T < 700$ K, approximately; this is the range of our results as well. For polycrystals, there is an excellent agreement between our results and those
reported by Chen et al.\textsuperscript{17} and Zhang et al.\textsuperscript{18} For single crystals, on the contrary, the agreement between our results and those by Zhao et al.\textsuperscript{16} is far to be satisfactory. In our opinion, this may be caused by the abnormally low lattice thermal conductivity found by the latter authors, which is about 50\% lower than those calculated by us and other researchers (cf. Fig. 8).

In the context of thermoelectric performance, the question arises as to how to maximize the figure of merit $zT$. This is a difficult task in principle, since a correct balance between $S$ and $\sigma$, for which the carrier concentration plays a crucial role, is required. To evaluate the “ideal” carrier concentration (that is, the carrier concentration yielding the maximum $zT$) is complex as well. Fortunately, the versatility of the first principles calculations allows us to estimate the carrier concentration for which $zT$ is maximum. Figure 9 plots $zT$ as a function of the chemical potential (or, alternatively, the carrier concentration) at 300 K. To point out the strong effect of $\tau$ on $zT$ three different relaxation times, those estimated at 300 K for each sample used as reference (cf. Fig. 6(a)), have been used to plot the data; for comparison, we include three experimental $zT$ values at 300 K.\textsuperscript{16,17,18} According to this plot, $zT$ reaches a maximum at the “ideal” carrier concentration, which depends strongly on the relaxation time. For instance, for $\tau = 4.3 \cdot 10^{-15}$ s we get $zT_{\text{max}} = 0.11$, and for $\tau = 2.27 \cdot 10^{-14}$ s it is $zT_{\text{max}} = 0.29$, approximately.

The optimal $zT$ values in Fig. 9 indicate that the carrier concentrations experimentally measured are much lower than the “ideal” ones predicted by calculations. Indeed, experimental carrier concentrations range between $10^{17}$ and $10^{18}$ cm$^{-3}$ at 300 K (see Supplement, Fig. S2), whereas calculations predict it to be around $10^{21}$ cm$^{-3}$ for polycrystals ($\tau = 4.3 \cdot 10^{-15}$ s) and around $10^{20}$ cm$^{-3}$ for single crystals ($\tau = 2.27 \cdot 10^{-14}$ s). In other words, our results suggest that significantly higher $zT$ could be achieved at carrier concentrations higher than those commonly found in experiments, at least within the 350-650 K temperature range. An estimation of the maximum $zT$ appears in Fig. 9 (solid red line) as a function of temperature. For this plot, we chose a variable $\mu(T)$ set to yield $n = 10^{21}$ cm$^{-3}$ at each temperature, and $\tau = 4.3 \cdot 10^{-15}$ s, values estimated from data at 300 K by Chen et al.\textsuperscript{17} This finding may serve as a starting point for experimentalists seeking more efficient thermoelectric materials and opens two different ways for future research. One of them points to increase the relaxation times by handling the scattering mechanisms for charge carriers, whereas the second points to doping schemes able to increase the carrier concentrations towards values closer to the “ideal” ones.

\section{Conclusions}

The main conclusions of this work may be summarized as follows:

1. The use of van der Waals dispersive corrections at DFT level leads to structural parameters that compare better with experimental data than those for uncorrected DFT. This is particularly important for the layer separation, which affects the physical behaviour.
2. The band structure allows to understand the anisotropic behavior of SnSe, since marked differences are found in the bands curvatures along the cell axis $a$ with respect to axes $b$ and $c$.

3. As for the thermoelectric properties, we show that the choice of the chemical potential and of the relaxation time affects critically the results. In polycrystals, the electrical conductivity may be properly described within the RTA with a constant relaxation time. On the contrary, an explicit temperature dependence of the relaxation time must be taken into account for single crystals. Incidentally, the grain boundaries are likely to greatly disperse the charge carriers, which would justify the little dependence of the relaxation time with the temperature in polycrystals.

4. The thermal conductivity seems to be ruled by the lattice conductivity, at least at temperatures below about 550 K. At higher temperatures, the agreement between experiments and calculations improves if the carrier thermal conductivity is explicitly included. This change of trend at 550 K is related to bipolar conduction effects, which become relevant above that temperature.

5. A temperature-dependent relaxation time allows to describe accurately the figure of merit of SnSe as well. For each relaxation time, it is found to exhibit a maximum that depends on the carrier concentration. In any case, carrier concentrations in the range $10^{20} - 10^{21}$ cm$^{-3}$ are likely to yield higher figures of merit than those currently achieved. This suggests that the relaxation time could be tailored by handling the proper dispersion mechanism for charge carriers, as well as using doping schemes yielding higher carrier concentrations.
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**Fig. S1:** Variation of the chemical potential with temperature for SnSe single crystals and polycrystals.

This plot shows that the chemical potential for pure SnSe is negative, as one expects given its $p$–type character, and varies with temperature similarly for single crystals as for polycrystals. The maximum is reached at different temperatures, roughly 550 K and 600 K for polycrystals and single crystals, respectively.
Fig. S2: Concentration of electrons as function of temperature for several samples, calculated from the chemical potentials from Fig. S1.

This plot shows that the concentration of electrons in the conduction band remains practically constant in our calculations up to around 550 K, above which it starts to increase. This result, which is in very good agreement with experimental data, arises from the use of a temperature-dependent chemical potential. Indeed, a constant $\mu = 0.18\text{eV}$ yields a increasing concentration of electrons in the whole temperature range considered. In addition, its suggests that the change of trend observed in the transport coefficients may be due to bipolar effects. Reference numbers refer to the paper.
Fig. S3: Electron thermal conductivities for SnSe single crystals and polycrystals.