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Abstract. In this paper we study the singularity formation for the geometric flow of complex curves

\[ z_t = -z_{xxx} + \frac{3}{2} z_x z_{xx}, \]

that was derived [R. E. Goldstein and D. M. Petrich, Phys. Rev. Lett., 69 (1992), pp. 555–558] while considering the vortex patch dynamics for the incompressible 2D Euler equation. We prove that arbitrary curve, consisting of two rotating logarithmic spirals, is a finite time singularity developed by a smooth solution of the flow. We provide exact construction of the solution in the terms of appropriate Painlevé II transcendent and furthermore we establish its asymptotic expansion in the vicinity of the singularity.

1. Introduction

We are concerned with the following geometric flow

\[
\begin{align*}
z_t &= -z_{xxx} + \frac{3}{2} z_x z_{xx}, & t, x &\in \mathbb{R}, \\
|z_x|^2 &= 1, & t, x &\in \mathbb{R},
\end{align*}
\]

(1.1)

where \( z(t, x) \) is a time-dependent family of regular curves contained in the complex plane. The flow was derived in 11 while studying the temporal evolution of patches with constant vorticity under the incompressible 2D Euler equation. To be more precise, if we assume that \( \{\Omega_t\}_{t \geq 0} \) is the time-dependent family of the patches and we denote by \( \omega_0 \in \mathbb{R} \) their vorticity, then the results of 26 show that, the evolution of the boundary \( \{\partial \Omega_t\}_{t \geq 0} \) is governed by the following non-local differential equation

\[ X_t(t, x) = -\frac{\omega_0}{2\pi} \int_0^{2\pi} X_y(t, y) \ln |X(t, x) - X(t, y)| dy, \]

(1.2)

where \( X(t, \cdot) \) represents the parameterization of the set \( \partial \Omega_t \), for \( t \geq 0 \). In the strategy presented in 11, the integral in (1.2) was appropriately truncated and the term \( X(t, y) \) was expanded into the Taylor series, in order to express the non-local flow as the sum of the infinite number of local flows, such that the first of them is formally a translation along the curve and the second one is precisely the geometric flow (1.1). It is known that both flows (1.1) and (1.2) preserve such fundamental quantities as the area, center of mass and angular momentum. However the former flow conserves also the length, which is not the case for the later one. Another important fact is the time reversibility of (1.1), that is, if \( z(t, x) \) is a solution of the equation, then the function \( z(-t, -x) \) also has this property. In this paper, we study the existence of the solutions for the geometric flow, that develop finite time singularities of the following form

\[ z_0(x) := \begin{cases} 
(1 + \mu^2)^{-1/2} e^{i(\theta_+ - \mu \ln x)}, & x > 0, \\
(1 + \mu^2)^{-1/2} e^{i(\theta_- - \mu \ln |x|)}, & x < 0,
\end{cases} \]

(1.3)

where \( \mu \in \mathbb{R} \) and \( \theta_+, \theta_- \in [0, 2\pi] \) are such that \( |\theta_+ - \theta_-| \neq \pi \). The curve \( z_0(x) \) consists of two congruent by a rotation logarithmic spirals (see Figure 1) and it is a structure frequently arising in the motion of
a turbulent flow. Surprisingly, there is a connection between smooth solutions of the flow (1.1) and the meromorphic functions $u(x)$ satisfying the following second Painlevé (PII) equation

$$u_{xx}(x) = xu(x) + 2u^3(x) - \alpha, \quad x \in \mathbb{C},$$

where $\alpha \in i\mathbb{R}$ is a purely imaginary constant. To be more precise, if the PII transcendent $u(x)$ is pole-free on the real line and satisfies $u(x) \in i\mathbb{R}$ for $x \in \mathbb{R}$, then straightforward calculations (see e.g. [24]) show that the function

$$z(t, x) := e^{\beta t^{1/3}}e^{(2\alpha/3)\ln t} \left( \int_0^{x/t^{1/3}} \exp \left( \frac{2}{\sqrt{3}} \int_0^y u(z/\sqrt{3}) \, dz \right) \, dy + C \right), \quad t > 0, \ x \in \mathbb{R},$$

where $\beta \in \mathbb{R}$ and $C := -2\sqrt{3}(u_0(0) - u^2(0))/(1 + 2\alpha)$, is a solution of the equation (1.1). In [24], it was proved that, if the value $|\theta_+ - \theta_-| + |\mu|$ is sufficiently close to zero, then there are $\alpha \in i\mathbb{R}$ and the solution of (1.4) such that the corresponding function $z(t, x)$ develops the finite-time singularity of the form (1.3). The approach applied in [24] is to treat (1.4) as the ordinary differential equation defined on the real line and obtain desired profile function $u(x)$ by the use of the Banach fixed point principle. The singularity formation for the whole range of parameters $\theta_+, \theta_-$ and $\mu$ was left in [24] as an open question. Nevertheless, the numerical computations performed in [17] suggest that the class of singularities developed by the smooth solutions of the flow (1.1) should contain arbitrary corner centered at the origin, which corresponds to $\mu = 0$ and $|\theta_+ - \theta_-| \neq \pi$. Motivated by these studies we intend to drop the assumption that the quantity $|\theta_+ - \theta_-| + |\mu|$ is close to zero and prove the following theorem, which says that any double spiral of the form (1.3) is developed in a finite time by a smooth solution of (1.1).

**Theorem 1.1.** Given $\mu \in \mathbb{R}$ and $\theta_+, \theta_- \in [0, 2\pi)$ such that $|\theta_+ - \theta_-| \neq \pi$, there are $\beta \in [0, 2\pi)$ and the meromorphic function $u(x)$ satisfying the second Painlevé equation (1.4) with $\alpha := -i\mu/2$, such that $u(x)$ is pole-free on the real line, $u(x) \in i\mathbb{R}$ for $x \in \mathbb{R}$ and the function $z(t, x)$, given by the formula (1.5), is a smooth solution of the geometric flow (1.1) such that the following inequality holds

$$|z(t, x) - z_0(x)| \lesssim t^{1/3}, \quad x \in \mathbb{R} \setminus \{0\}, \ t > 0,$$

where $z_0(x)$ is the spiral singularity given by the formula (1.3).

Let us observe that the solution $z(t, x)$ obtained in the above theorem is constructed past the singularity $z_0(x)$. However, using the time reversibility of the geometric flow (1.1), we can obtain the following corollary, which says that the arbitrary double spiral (1.3) is developed also in the forward time evolution.
**Corollary 1.2.** Given $\mu \in \mathbb{R}$ and $\theta_+, \theta_- \in [0, 2\pi)$ such that $|\theta_+ - \theta_-| \neq \pi$, there exists a smooth solution $z_-(t, x)$ of the geometric flow (1.1) such that the following inequality holds
\[ |z_-(t, x) - z_0(x)| \lesssim |t|^{1/3}, \quad x \in \mathbb{R} \setminus \{0\}, \quad t < 0, \]
where $z_0(x)$ is the spiral singularity given by the formula (1.3).

Let us recall that the solutions of the equation (1.4) can be determined by the Riemann-Hilbert (RH) problem characterized by the **Stokes multipliers**, that is, the triples of parameters $(s_1, s_2, s_3) \in \mathbb{C}^3$ satisfying the following constraint condition
\[ s_1 - s_2 + s_3 + s_1s_2s_3 = -2\sin(\pi\alpha). \tag{1.7} \]
To be more precise, any choice of $(s_1, s_2, s_3) \in \mathbb{C}^3$ satisfying (1.7), provides us a solution $\Phi(\lambda, x)$ of the corresponding RH problem, which is a $2 \times 2$ matrix valued function sectionally holomorphic in $\lambda$ and meromorphic with respect to the variable $x$. If we denote $\theta(\lambda, x) := i(4\lambda^3/3 + x\lambda)$ and write $\sigma_3 := \text{diag}(1, -1)$ for the third Pauli matrix, then the function $u(x)$ obtained by the limit
\[ u(x) = \lim_{\lambda \to \infty} (2\lambda\Phi(\lambda, x)e^{\theta(\lambda,x)\sigma_3})_{12}, \]
is a solution of the PII equation (1.4). Proceeding in this way, we can define a map
\[ \{(s_1, s_2, s_3) \in \mathbb{C}^3 \text{ satisfying (1.7)}\} \to \{\text{solutions of the PII equation (1.4)}\}, \]
which appears to be a bijection between the set of all Stokes multipliers and the set of solutions of the Painlevé II equation. For more details we refer the reader to [8, 9, 10, 20] and [21]. In the proof of Theorem 1.1, we will use the total integral formula for solutions of the Painlevé II equation (see [22, Theorem 1.1]) to find the Stokes multipliers $(s_1, s_2, s_3) \in \mathbb{C}^3$, as the functions of parameters $\theta_+, \theta_-$ and $\mu$, such that the corresponding PII transcendent $u(x)$ is the profile function of the solution $z(t, x)$, which in turn satisfies the desired inequality (1.6). The obtained exact form of the Stokes monodromy data will be subsequently used to study asymptotic behaviour of the function $z(t, x)$ near the singularity $z_0(x)$. To be more precise we prove the following theorem, where we establish asymptotic relations for the solution in the regions $S_\pm := \{(t, x) \in (0, \infty) \times \mathbb{R}_\pm \mid 0 < t^{1/3} \lesssim |x|\}$.

**Theorem 1.3.** Given $\mu \in \mathbb{R}$ and $\theta_+, \theta_- \in [0, 2\pi)$ such that $|\theta_+ - \theta_-| \neq \pi$, the solution $z(t, x)$ obtained in Theorem 1.1 satisfies the following formula
\[ z(t, x) = e^{-i\mu \ln x}(A_0x + A_1tx^{-2} + A_2t^2x^{-5}) + R_+(t, x), \quad (t, x) \in S_+, \tag{1.8} \]
where the above coefficients are given by
\[ A_0 := (1 + \mu^2)^{-1/2}e^{i\theta_+}, \quad A_1 := (i\mu - 1)(i\mu + \mu^2/2)A_0, \quad A_2 := (2 + i\mu)(\mu^2/4 - i\mu + 6)A_1 \]
and for the remainder term the following inequality holds
\[ |R_+(t, x)| \lesssim t^3x^{-8}, \quad (t, x) \in S_+. \tag{1.9} \]
Furthermore, we have the following representation
\[ z(t, x) = e^{-i\mu \ln x}(B_0x + B_1t^{1/2}|x|^{-1/2} + B_2t^{3/4}|x|^{-5/4}\cos \Psi(t^{-1/3}x)) + R_-(t, x), \quad (t, x) \in S_- \tag{1.10} \]
where the coefficients in (1.10) are given by
\[ B_0 := (1 + \mu^2)^{-1/2}e^{i\theta_-}, \quad B_1 := 2\sqrt{3}d^2(1 - i\mu)B_0, \quad B_2 := -\sqrt{3}d^{-1}B_1, \]
the remainder term satisfies the estimate
\[ |R_-(t, x)| \lesssim tx^{-2}, \quad (t, x) \in S_- \tag{1.11} \]
and the phase function is such that $\Psi(x) := \frac{x}{4}(\sqrt{3} - x)3^{3/2} - \frac{3}{4}d^2\ln(-x/\sqrt{3}) + \phi$, where
\[ d := i\sqrt{\ln(1 + tan^2((\theta_+ - \theta_-)/2)) + 2\ln \cosh(\pi\mu/2)/\sqrt{\pi}}, \tag{1.12} \]
\[ \phi := -\frac{3}{2}d^2 \ln 2 + \arg \Gamma \left( \frac{1}{2}d^2 \right) - \frac{\pi}{4} + \arctan \left( \frac{\tanh(\pi\mu/2)}{\tanh((\theta_+ - \theta_-)/2)} \right). \tag{1.13} \]
Let us observe that the higher-order terms in the expansions (1.8) and (1.10) are smaller compared to the leading-order terms in the regions $S_{\pm}$. In particular, for any $t > 0$, we have the following relations

$$z(t, x) = xe^{\mu \ln |x| (A_0 + A_1 y^3 + A_2 y^6)} + O(x^{-8}), \quad x \to \infty,$$

$$z(t, x) = xe^{\mu \ln |x| (B_0 + B_1 y^{3/2} + B_2 y^{9/4} \cos \Psi(-y)) + O(x^{-2}), \quad x \to -\infty,$$

where we write $y := t^{1/3} |x|^{-1}$ (see Figure 2). It is well-known that the 2D Euler patch evolution, governed by the equation (1.2), is actually globally well-posed for all time, in the sense that if the boundary is initially $C^{k,\alpha}$, for $k \geq 0$ and $\alpha \in (0, 1)$, it will remain in this space for all time (see [4] and furthermore [2], [23, Section 8.2]). Therefore, we emphasize that the double spiral finite-time singularity scenario can only happen for the approximate geometric flow equation (1.1), but it can never happen in the actual vortex patch equation. Furthermore, we remark that Theorems 1.1 and 1.3 correspond to the existing in the literature results for the system

$$\begin{cases} \chi_t = \chi_x \times \chi_{xx}, & t, x \in \mathbb{R}, \\
|\chi_x|^2 = 1, & t, x \in \mathbb{R}, \end{cases}$$

(1.14)

where, for any $t > 0$, the map $\chi(t, x)$ represents curve in $\mathbb{R}^3$. The above problem is called the binormal flow and provides the approximation of the evolution of a vortex tube of 3D incompressible Euler equation, with the infinitesimal cross section (see e.g. [3], [15] and [25]). To explain the analogy more precise, we recall that in [13], it was proved that arbitrary corner in $\mathbb{R}^3$ is a finite time singularity of a smooth solution of the flow (1.14), whose profile function is determined by a solution of 1D Schrödinger equation. Then the results of [14] extend the class of possible finite time singularities of (1.14) to the 3D spirals and provide
counterparts of the asymptotics (1.8) and (1.10) for the corresponding smooth solutions.

Outline. The paper is organized as follows. In Section 2 we consider the purely imaginary Ablowitz-Segur solutions for the Painlevé II equation. In particular we recall the results concerning their asymptotic behaviors and furthermore, we recall the recent total integral formula expressing the Cauchy principal value integrals of the solutions in the terms of the corresponding monodromy data. In Section 3 we provide the construction of the Stokes multipliers determining the profile function of the solution that we are looking for in Theorem 1.1. Furthermore we obtain asymptotic formulas that will be used in the proof of Theorem 1.3. Section 4 is devoted for the proofs of Theorems 1.1 and 1.3.

Notation. Throughout the paper we will frequently write $A \lesssim B$ to denote $A \leq C B$, for some $C > 0$. Furthermore, we use the well-known notation $f(x) = O(g(x))$ as $x \to \infty$ (resp. $x \to -\infty$), provided there exists $C > 0$ and $x_0 > 0$ (resp. $x_0 < 0$) such that $|f(x)| \leq C g(x)$ for $x \geq x_0$ (resp. $x \leq x_0$). Then we write $f(x) \sim g(x)$ as $x \to \infty$, provided there are $x_0 > 0$ and constants $C_1, C_2 > 0$ such that $C_1 |g(x)| \leq |f(x)| \leq C_2 |g(x)|$ for $x > x_0$.

2. Purely imaginary Ablowitz-Segur solutions of the PII equation

In this section we consider the purely imaginary Ablowitz-Segur solutions of the PII equation corresponding to the following choice of the Stokes initial data

$$s_1 = -\sin(\pi \alpha) - ik, \quad s_2 = 0, \quad s_3 = -\sin(\pi \alpha) + ik, \quad k, \alpha \in i \mathbb{R},$$

that for the brevity, we denote by $u = u(\cdot; \alpha, k)$. It is well-known that the Ablowitz-Segur solutions are meromorphic functions that are pole-free on the real line (see [12], [16]). Furthermore, after restriction $u$ to the real axis, we have the following asymptotic relations:

$$u(x; \alpha, k) = \frac{\alpha}{x} + \frac{2\alpha(1-\alpha^2)}{x^4} + \frac{4\alpha(1-\alpha^2)(10 - 3\alpha^2)}{x^7} + O(x^{-10}), \quad x \to \infty,$$

$$u(x; \alpha, k) = \frac{\alpha}{x} + \frac{d_{\alpha,k}}{(-x)^{1/4}} \sin \left( \frac{2}{3} (-x)^{3/2} - \frac{3}{4} d_{\alpha,k} \ln(-x) + \phi_{\alpha,k} \right) + O((-x)^{-7/4}), \quad x \to -\infty,$$

where the constants $d_{\alpha,k}$ and $\phi_{\alpha,k}$ are given by the connection formulas

$$d_{\alpha,k} := \frac{i}{\sqrt{\pi}} \sqrt{\ln(cosh^2(i\pi \alpha) + |k|^2)},$$

$$\phi_{\alpha,k} := -\frac{3}{2} d^2 \ln 2 + \arg \Gamma \left( \frac{1}{2} + i d^2 \right) - \frac{\pi}{4} + \arg (i \sinh(i\pi \alpha) - ik).$$

A representative Ablowitz-Segur solution with $\alpha = i/2$ and $k = 4i$ is shown on Figure 3.

Figure 3. The graph of the Painlevé II transcendent $u(x; \alpha, k)$ with $\alpha = i/2$ and $k = 4i$. 
In the case of the homogeneous PII equation \((\alpha = 0)\), the asymptotics \((2.1), (2.2)\) together with the formulas \((2.3), (2.4)\) were rigorously proved in \([10]\) using isomonodromy method and subsequently in \([6], [7]\), by the Riemann-Hilbert approach and the steepest descent analysis. The asymptotic \((2.1)\) for the purely imaginary Ablowitz-Segur solutions of the inhomogeneous PII equation \((\alpha \neq 0)\) was obtained in \([10]\) and \([18]\) by the application of the steepest descent analysis to the corresponding RH problem. Furthermore, for the proof of the asymptotic relation \((2.2)\) and the connection formulas \((2.3), (2.4)\), we refer the reader to \([5]\) Theorem 3 and \([24]\) Proposition 2.1.

**Remark 2.1.** Let us observe that we have the following estimate

\[
|u(x; \alpha, k)| \lesssim 1 + |x|^{1/4}, \quad x \leq 0,
\]

where the implicit constants are dependent on the solution \(u\). Indeed, by the formula \((2.2)\), there exists a sufficiently large \(R > 0\) such that

\[
|u(y)| \leq |y|^{-1/4}, \quad y \leq -R.
\]

Multiplying the equation \((1.4)\) by the term \(u_x\), we obtain

\[
(u_x^2 - xu^2 - u^4 + 2au)_x = -u^2, \quad x \in \mathbb{R},
\]

which after integration gives

\[
u_x(x)^2 = xu(x)^2 + u(x)^4 - 2au(x) + L_0 + \int_x^{-R} u(y)^2 dy, \quad x \leq -R,
\]

where we define \(L_0 := u_x(-R)^2 + Ru(-R)^2 - u(-R)^4 + 2au(-R)\). In view of the formulas \((2.6)\) and \((2.7)\), for any \(x \leq -R\), we have the following estimates

\[
|u_x(x)|^2 \lesssim |x||u(x)|^2 + |u(x)|^4 + 2|\alpha||u(x)| + |L_0| + \int_x^{-R} |u(y)|^2 dy
\]

\[
\lesssim |x|^{1/2} + |x|^{-1} + |x|^{-1/4} + |L_0| + \int_x^{-R} |y|^{-1/2} dy \lesssim 1 + |x|^{1/2},
\]

that show the inequality \((2.5)\) for \(x \leq -R\). To verify the estimate for the remaining range \(-R \leq x \leq 0\), it is enough to recall that the solution \(u\) is pole free on the real line and use the continuity argument.

In this paper we will also need the following formula expressing the values of the Cauchy integrals of purely imaginary Ablowitz-Segur solutions in the terms of the parameters \(\alpha, k \in i\mathbb{R}\)

\[
\lim_{x \to +\infty} \exp \left( \int_{-x}^{x} u(y; \alpha, k) dy \right) = \frac{\cos(\pi \alpha) + k}{(\cos^2(\pi \alpha) - k^2)^{1/2}},
\]

In the case of the homogeneous PII equation \(\alpha = 0\) and \(k \in i\mathbb{R}\), the above formula was established in \([3]\) Theorem 2.1) by the application of the steepest descent analysis to the RH problem associated with the PII equation. Similar techniques were used in \([22]\) Theorem 1.1) to prove \((2.8)\) in the general case \(\alpha, k \in i\mathbb{R}\).

3. **Monodromy data of the profile function**

In this section we construct Stokes multipliers determining the profile function of the solution that we are looking for in Theorem 1.1. Furthermore we obtain asymptotics formulas that will be used in the proof of Theorem 1.3. For this purpose, given \(\mu \in \mathbb{R}\) and \(\theta \in [0, 2\pi)\), let us assume that the numbers \(\alpha, k \in i\mathbb{R}\) are such that \(\alpha := -i\mu/2\) and \(k \in i\mathbb{R}\) is the unique complex number such that the following equality holds

\[
\frac{\cos(\pi \alpha) + k}{(\cos^2(\pi \alpha) - k^2)^{1/2}} = \frac{\cosh(\pi \mu/2) + k}{(\cosh^2(\pi \mu/2) - k^2)^{1/2}} = e^{ia},
\]

where \(a \in (-\pi/2, \pi/2)\) is given by

\[
a := \begin{cases} 
(\theta_+ - \theta_- + 2\pi)/2, & \text{if } \theta_+ - \theta_- \in (-2\pi, -\pi), \\
(\theta_+ - \theta_-)/2, & \text{if } \theta_+ - \theta_- \in (-\pi, \pi), \\
(\theta_+ - \theta_- - 2\pi)/2, & \text{if } \theta_+ - \theta_- \in (\pi, 2\pi).
\end{cases}
\]
Let us consider the function \( w : \mathbb{R} \to \mathbb{C} \) given by the formula
\[
 w(x; \alpha, k) := \int_0^x \exp \left( \frac{2}{\sqrt{3}} \int_0^y u(z; \sqrt{3}; \alpha, k) \, dz \right) \, dy - C_{\alpha,k}, \quad x \in \mathbb{R}
\] (3.3)
where \( C_{\alpha,k} := (2\sqrt{3}/(1 - i\mu))(u_x(0; \alpha, k) - u^2(0; \alpha, k)) \), and define the following map
\[
 g(x; \alpha, k) := e^{i\mu \ln |x|} w(x; \alpha, k)/x, \quad x \neq 0.
\] (3.4)

**Remark 3.1.** If we consider the scaled solution \( v(x) := 2u(x/\sqrt{3}; \alpha, k)/\sqrt{3} \), then
\[
 g_{\alpha}(x; \alpha, k) = 3x^{-2} (v_x - v^2/2) w_x e^{i\mu \ln |x|}, \quad x \neq 0.
\] (3.5)

Indeed, it is not difficult to check that the function \( w = w(x; \alpha, k) \) satisfies \(|w_x|^2 = 1\) for \( x \in \mathbb{R} \) and is a solution of the differential equation
\[
 \frac{-i\mu + 1}{3} w - \frac{x}{3} w_x = -w_{xxx} + \frac{3}{2} w_x^2 v^2, \quad x \in \mathbb{R}. \tag{3.6}
\]
Furthermore, we have the following relations
\[
 w_{xx} = w_x v \quad \text{and} \quad w_{xxx} = w_x v_x + w_x v^2, \quad x \in \mathbb{R}
\]
that together with the equation (3.6) give
\[
 \frac{i\mu - 1}{3} w + \frac{x}{3} w_x = w_x v_x + w_x v^2 - \frac{3}{2} w_x^2 v^2 = (v_x - \frac{1}{2} v^2) w_x, \quad x \in \mathbb{R}. \tag{3.7}
\]

Therefore, differentiating the formula (3.4) and using (3.7), we deduce that
\[
 g_{\alpha}(x; \alpha, k) = e^{i\mu \ln |x|} [(i\mu - 1)w + v_x w_x]/x^2 = 3x^{-2} (v_x - v^2/2) w_x e^{i\mu \ln |x|}, \quad x \neq 0
\]
and the equation (3.5) follows. \( \square \)

In the following proposition we provide the asymptotics for the function \( g(x) = g(x; \alpha, k) \) as \( x \to \infty \).

**Proposition 3.2.** There exists \( \tilde{\theta}_+ \in [0, 2\pi) \) such that the following formula holds
\[
 g(x; \alpha, k) = \tilde{A}_0 + \tilde{A}_1 x^{-3} + \tilde{A}_2 x^{-6} + O(x^{-9}), \quad x \to \infty,
\] (3.8)
where the above coefficients are defined by
\[
 \tilde{A}_0 := (1 + \mu^2)^{-1/2} e^{i\tilde{\theta}_+}, \quad \tilde{A}_1 := (i\mu - 1)(i\mu + \mu^2/2) \tilde{A}_0, \quad \tilde{A}_2 := (2 + i\mu)(\mu^2/4 - i\mu + 6) \tilde{A}_1. \tag{3.9}
\]

**Proof.** Let us observe that substituting the asymptotic expansion (2.1) of the solution \( u(x; \alpha, k) \) into the PII equation (1.4) we obtain the following relation
\[
 u_{xx}(x) = 2\alpha x^{-3} + 40\alpha (1 - \alpha^2) x^{-6} + O(x^{-9}), \quad x \to \infty.
\] (3.10)
Therefore the function \( u_{xx}(x) \) is integrable on the interval \([0, \infty)\), which in turn ensures that the function \( u_x(x) \) has a limit as \( x \to +\infty \). Since, for any \( x \in \mathbb{R} \) the value \( u(x) \) is a purely imaginary complex number and \( u(x) \to 0 \) as \( x \to \infty \) (see the relation (2.1)), it follows that
\[
 \lim_{x \to \infty} u_x(x) = 0. \tag{3.11}
\]
Combining this limit with (3.10) and (3.11) we obtain
\[
 v_x(x) = -2\alpha x^{-2} - 48\alpha (1 - \alpha^2) x^{-5} + O(x^{-8}), \quad x \to \infty. \tag{3.12}
\]
On the other hand, the relation (2.1) implies that
\[
 v^2(x) = 4\alpha^2 x^{-2} + 48\alpha^2 (1 - \alpha^2) x^{-5} + O(x^{-8}), \quad x \to \infty. \tag{3.13}
\]
Therefore by (3.12), (3.13) and the fact that \( \alpha = -i\mu/2 \) we have the following asymptotics
\[
 v_x(x) - v^2(x)/2 = a_2 x^{-2} + a_5 x^{-5} + O(x^{-8}), \quad x \to \infty, \tag{3.14}
\]
where we define $a_2 := i\mu + \mu^2/2$ and $a_5 := (4 + \mu^2)(6i\mu + 3\mu^2/2)$. Taking into account (3.5) and (3.14), we infer that the derivative $g_+(x)$ is integrable on the set of positive real numbers lying away from the origin. Consequently we obtain the existence of a complex number $g_+$ such that $g(x) \to g_+$ as $x \to \infty$ and
\[
g(x) = g_+ - 3 \int_x^\infty \frac{1}{y^2} \left( v_y - \frac{1}{2} y^2 \right) w_y e^{i\mu \ln |y|} dy, \quad x > 0.
\] (3.15)

Let us observe that combining (3.14) and (3.15) provides the asymptotic
\[
g(x) - g_+ = O(x^{-3}), \quad x \to \infty.
\] (3.16)

On the other hand, differentiating the formula (3.4), for any $x \neq 0$, we obtain
\[
xg_+(x) = e^{i\mu \ln |x|} [(i\mu - 1)w(x)/x + w_+(x)] = (i\mu - 1)g(x) + e^{i\mu \ln |x|}w_+(x),
\] (3.17)

and therefore we can write
\[
w_+(x)e^{i\mu \ln x} = (1 - i\mu)g_+ + (1 - i\mu)(g(x) - g_+) + xg_+(x), \quad x \neq 0.
\] (3.18)

Let us observe that applying the asymptotic (3.14) to the equation (3.5) yields
\[
xg_+(x) = O(x^{-3}), \quad x \to \infty,
\] (3.19)

which together with (3.16) and (3.18) gives the relation
\[
w_+(x)e^{i\mu \ln x} = (1 - i\mu)g_+ + O(x^{-3}), \quad x \to \infty.
\] (3.20)

Since $|w_+(x)| = 1$ for $x \in \mathbb{R}$, from (3.20) we have $|g_+| = (1 + \mu^2)^{-1/2}$. Hence there exists $\tilde{\theta}_+ \in [0, 2\pi)$ such that
\[
g_+ = (1 + \mu^2)^{-1/2} e^{i\tilde{\theta}_+}.
\] (3.21)

Combining (3.20) with (3.5) and (3.14) allows us to improve (3.19) and obtain
\[
xg_+(x) = 3(1 - i\mu)g_+ a_2 x^{-3} + O(x^{-6}), \quad x \to \infty.
\] (3.22)

Furthermore, it is not difficult to check that substituting (3.14) into (3.15) provides
\[
g(x) - g_+ = -3a_2 \int_x^\infty w_y e^{i\mu \ln y} dy - 3a_5 \int_x^\infty \frac{w_y e^{i\mu \ln y}}{y^4} dy + O(x^{-9}),
\] (3.23)

as $x \to \infty$, which together with (3.20) gives the improved relation
\[
g(x) = g_+ - (1 - i\mu)g_+ a_2 x^{-3} + O(x^{-6}), \quad x \to \infty.
\] (3.24)

Taking into account (3.22), (3.24) and (3.18), we obtain
\[
w_+(x)e^{i\mu \ln x} = (1 - i\mu)g_+ + (2 + i\mu)(1 - i\mu)g_+ a_2 x^{-3} + O(x^{-6}), \quad x \to \infty
\] (3.25)

and therefore, using this formula we can write
\[
\int_x^\infty y^{-4} w_y e^{i\mu \ln y} dy = (1/3 - i\mu/3)g_+ x^{-3} + (1/3 + i\mu/6)(1 - i\mu)g_+ a_2 x^{-6} + O(x^{-9}),
\] (3.26)

as $x \to \infty$. On the other hand, we can apply the formula (3.25) once again to obtain
\[
\int_x^\infty y^{-7} w_y e^{i\mu \ln y} dy = (1/6 - i\mu/6)g_+ x^{-6} + O(x^{-9}), \quad x \to \infty
\] (3.27)

and consequently, substituting the asymptotics (3.26) and (3.27) into (3.23), we obtain
\[
g(x) = g_+ - (1 - i\mu)g_+ a_2 x^{-3} - (1/2 - i\mu/2)(a_5 + a_2^2(2 + i\mu))g_+ x^{-6} + O(x^{-9}), \quad x \to \infty.
\] (3.28)

Observe that by (3.21) and the definition of $a_2$ and $a_5$, we obtain
\[
\tilde{A}_0 = g_+ + (i\mu - 1)g_+ a_2, \quad \tilde{A}_2 = (i\mu/2 - 1/2)(a_5 + a_2^2(2 + i\mu))g_+,
\]

which gives the desired formula (3.29), when combined with (3.28). Thus the proof is completed. \(\square\)

In the following proposition we derive the asymptotic behavior of the function $g(x)$ as $x \to -\infty$. 

Proposition 3.3. There exists $\tilde{\theta}_- \in [0, 2\pi)$ such that the following formula holds
\[
g(x; \alpha, k) = \tilde{B}_0 + \tilde{B}_1|x|^{-3/2} + \tilde{B}_2|x|^{-3/4} \cos \Psi(x) + O((-x)^{-3}), \quad x \to -\infty,
\] (3.29)
where $\Psi(x)$ is the same phase function as in Theorem 1.3 with the parameters $d$ and $\phi$ given by the formulas (1.12) and (1.13), respectively. Furthermore, the above coefficients are defined by
\[
\tilde{B}_0 := (1 + \mu^2)^{-1/2}e^{\tilde{\theta}_-}, \quad \tilde{B}_1 := 2\sqrt{3}d^2(i\mu - 1)\tilde{B}_0, \quad \tilde{B}_2 = -\sqrt{3}d^{-1}\tilde{B}_1.
\] (3.30)

Proof. The argument will be divided into three steps.

Step 1. We show that there exists $g_- \in \mathbb{C}$ such that
\[
w_x(x)e^{i\mu \ln |x|} = (1 - i\mu)g_- + O((-x)^{-3/4}), \quad x \to -\infty.
\] (3.31)
For this purpose, we use the definition of the function $v$ (see Remark 3.1 and the asymptotic (2.2) to obtain
\[
v^2(x) = D_1(-x)^{-1/2} - D_1(-x)^{-1/2} \cos(2\Psi(x)) + D_2(-x)^{-1/4} \sin \Psi(x) + O((-x)^{-3}), \quad x \to -\infty,
\] (3.32)
where we put $D_1 := 2\sqrt{3}d^2/\sqrt{3}$ and $D_2 := 4i\mu d_{\alpha,k}/\sqrt{3}$. On the other hand, Remark 2.1 says that
\[
v_x(x) = O((-x)^{1/4}), \quad x \to -\infty,
\]
which together with (3.32) gives
\[
v_x(x) - v^2(x)/2 = O((-x)^{1/4}), \quad x \to -\infty.
\] (3.33)
Combining this with the formula (3.5), we infer that the derivative $g_x$ is integrable on the set of negative real numbers lying away from the origin and consequently we obtain the existence of $g_- \in \mathbb{C}$ such that $g(x) \to g_-$ as $x \to -\infty$. Then, by the use of the formula (3.17), we can write
\[
w_x(x)e^{i\mu \ln |x|} = (1 - i\mu)g_- + (1 - i\mu)(g(x) - g_-) + x g_x(x), \quad x < 0.
\] (3.34)
Let us observe that integrating (3.5), we obtain
\[
g(x) - g_- = 3 \int_{-\infty}^{x} \frac{1}{y^2} \left( v_y - \frac{1}{2} v^2 \right) w_y e^{i\mu \ln |y|} dy, \quad x < 0,
\] (3.35)
which together with the relation (3.33) provides
\[
g(x) - g_- = O((-x)^{-3/4}), \quad x \to -\infty.
\] (3.36)
Substituting the asymptotic (3.33) into the formula (3.5) gives
\[
x g_x(x) = O((-x)^{-3/4}), \quad x \to -\infty,
\]
which together with (3.34) and (3.36) implies (3.31) as desired.

Step 2. We claim that there exists $\tilde{\theta}_- \in [0, 2\pi)$ such that the following relation holds
\[
g(x) = (1 + \mu^2)^{-1/2}e^{i\tilde{\theta}_-} + O((-x)^{-3/2}), \quad x \to -\infty.
\] (3.37)
Indeed, if we consider the formula (3.5) once again, then using (3.31) and (3.33) provides
\[
x g_x(x) = 3g_- (1 - i\mu)x^{-1}(v_x(x) - v^2(x)/2) + O((-x)^{-3/2}), \quad x \to -\infty,
\]
which together with (3.32) implies that
\[
x g_x(x) = 3g_- (1 - i\mu)x^{-1}v_x(x) + O((-x)^{-3/2}), \quad x \to -\infty.
\] (3.38)
Observe that after integration by parts, for any $x < 0$, the formula (3.35) takes the following form
\[
g(x) - g_- = 3w_x(x)e^{i\mu \ln |x|}v(x) + 3(2 - i\mu) \int_{-\infty}^{x} \frac{w_y(y)e^{i\mu \ln |y|}}{y^3} v(y) dy - \frac{9}{2} \int_{-\infty}^{x} \frac{w_y(y)e^{i\mu \ln |y|}}{y^2} v^2(y) dy
\] (3.39)
Combining this with (3.40) and (3.31) yields
\[ w(x) = 2\alpha_k(-3x)^{-1/4} \sin \Psi(x) - \frac{i}{\mu}x^{-1} + O((-x)^{-7/4}), \quad x \to -\infty, \] (3.40)
where \( \Psi(x) \) is the phase function from Theorem 1.3. Simple but tedious calculations show that for \( \alpha = -\frac{i}{\mu}/2 \) and \( k \in \mathbb{R} \) given by the formulas (3.1) and (3.2), we have
\[
d_{\alpha,k} = d(\theta_+, \theta_-, \mu) \quad \text{and} \quad \phi_{\alpha,k} = \phi(\theta_+, \theta_-, \mu).
\]
Combining this with (3.40) and (3.31) yields
\[
w_x(x)e^{i\mu \ln |x|}x^{-2}v(x) = D_3(-x)^{-9/4} \sin \Psi(x) + O((-x)^{-3}), \quad x \to -\infty,
\] (3.41)
where \( D_3 := 2(1 - i\mu)g_-d/\sqrt{3} \). On the other hand, application of (3.32) gives
\[
\int_{-\infty}^{x} y^{-2}w_y(y)e^{i\mu \ln |y|}v^2(y)dy = O((-x)^{-3/2}), \quad x \to -\infty.
\] (3.42)
Let us observe that using (3.31) and (3.40) once again we obtain
\[
\int_{-\infty}^{x} w_x(y)e^{i\mu \ln |y|}y^3v(y)dy = -D_3 \int_{-\infty}^{x} (-y)^{-13/4} \sin \Psi(y)dy + O((-x)^{-3}),
\] (3.43)
as \( x \to -\infty \). Furthermore, integrating by parts, we have
\[
\int_{-\infty}^{x} \sin \Psi(y)dy = -\frac{\cos \Psi(x)}{(-x)^{13/4}\Psi'(x)} + \frac{13}{4} \int_{-\infty}^{x} \frac{\cos \Psi(y)}{(-y)^{13/4}\Psi'(y)}dy - \int_{-\infty}^{x} \Psi''(y)\cos \Psi(y)dy.
\] (3.44)
and furthermore, simple calculations show that
\[
\Psi'(x) \sim (-x)^{1/2} \quad \text{and} \quad \Psi''(x) \sim (-x)^{-1/2}, \quad x \to -\infty.
\] (3.45)
Therefore by (3.43), (3.44) and (3.45) we obtain
\[
\int_{-\infty}^{x} w_y(y)e^{i\mu \ln |y|}y^3v(y)dy = O((-x)^{-15/4}), \quad x \to -\infty
\] (3.46)
Since \( |w_x(x)| = 1 \) for \( x \in \mathbb{R} \), the asymptotic (3.31) implies that \( |g_-| = (1 + \mu^2)^{-1/2} \) and therefore
\[
g_- = (1 + \mu^2)^{-1/2}e^{i\hat{\theta}_-}
\] (3.47)
for some \( \hat{\theta}_- \in [0, 2\pi) \). Combining this with (3.30), (3.41), (3.42) and (3.46) provides the asymptotic (3.37).

**Step 3.** We proceed to the proof of the formula (3.29). Using (3.34), (3.37) and (3.38), we obtain
\[
w_x(x)e^{i\mu \ln |x|} = (1 - i\mu)g_- + 3(1 - i\mu)g_-x^{-1}v_x(x) + O((-x)^{-3/2}), \quad x \to -\infty,
\]
which together with (3.32) yields
\[
\int_{-\infty}^{x} y^{-2}w_y(y)e^{i\mu \ln |y|}v^2(y)dy = (1 - i\mu)g_- \left( \int_{-\infty}^{x} \frac{v^2(y)}{y^2}dy + \int_{-\infty}^{x} \frac{3v^2(y)v_x(y)}{y^3}dy \right) + O((-x)^{-3})
\] (3.48)
as \( x \to -\infty \). Using the relation (3.32) once again, we can represent the first term in the above bracket as
\[
\int_{-\infty}^{x} \frac{v^2(y)}{y^2}dy = \int_{-\infty}^{x} \frac{D_1}{(-y)^{5/2}} - \frac{D_1\cos(2\Psi(y))}{(-y)^{5/2}} + \frac{D_2\sin(2\Psi(y))}{(-y)^{13/4}}dy + O((-x)^{-3}), \quad x \to -\infty.
\] (3.49)
Integrating the components of the above formula by parts, we obtain
\[
\int_{-\infty}^{x} \frac{\cos(2\Psi(y))}{(-y)^{5/2}}dy = \frac{\sin(2\Psi(x))}{2(-x)^{5/2}\Psi'(x)} - \frac{5}{4} \int_{-\infty}^{x} \frac{\sin(2\Psi(y))}{(-y)^{7/2}\Psi'(y)}dy + \int_{-\infty}^{x} \frac{\Psi''(y)\sin(2\Psi(y))}{2(-y)^{5/2}\Psi'(y)^2}dy
\]
and furthermore
\[
\int_{-\infty}^{x} \frac{\sin \Psi(y)}{(-y)^{13/4}\Psi'(y)}dy = -\frac{\cos \Psi(x)}{(-x)^{13/4}\Psi'(x)} + \frac{13}{4} \int_{-\infty}^{x} \frac{\cos \Psi(y)}{(-y)^{17/4}\Psi'(y)}dy - \int_{-\infty}^{x} \frac{\Psi''(y)\cos \Psi(y)}{(-y)^{17/4}\Psi'(y)^2}dy.
\]
Therefore, in view of the asymptotics (3.45), we obtain
\[
\int_{-\infty}^{x} \frac{\cos(2\Psi(y))}{(-y)^{1/2}} dy = O((-x)^{-3}) \quad \text{and} \quad \int_{-\infty}^{x} \frac{\sin \Psi(y)}{(-y)^{13/4}} dy = O((-x)^{-15/4}), \quad x \to -\infty,
\]
which together with (3.49) provides
\[
\int_{-\infty}^{x} \frac{v^2(y)}{y^2} dy = \frac{2}{3}D_1(-x)^{-3/2} + O((-x)^{-3}), \quad x \to -\infty.
\] (3.50)

On the other hand, integrating by parts and using (3.40), we can represent the second term from the bracket in (3.48) as follows
\[
\int_{-\infty}^{x} \frac{3\alpha^2(y)\nu(y)}{y^3} dy = \frac{\nu^3(x)}{x^3} + 3\int_{-\infty}^{x} \frac{\nu^3(y)}{y^4} dy = O((-x)^{-15/4}), \quad x \to -\infty,
\]
which combined with (3.48) and (3.50) gives
\[
\int_{-\infty}^{x} y^{-2} \nu(y)e^{i\mu \ln |y|}v^2(y) dy = \frac{2}{3}(1 - i\mu)g_{-}D_1(-x)^{-3/2} + O((-x)^{-3}), \quad x \to -\infty.
\] (3.51)

Applying (3.41), (3.46) and (3.51) to the equality (3.39), we obtain finally that
\[
g(x) = (1 + \mu^2)^{-1/2}e^{i\beta} - 3(1 - i\mu)g_{-}D_1(-x)^{-3/2} + 3D_3(-x)^{-9/4} \sin \Psi(x) + O((-x)^{-3}), \quad x \to -\infty.
\] (3.52)

In view of (3.47) and the definition of $D_1$ and $D_3$, we verify that
\[
\tilde{B}_0 = g_{-}, \quad \tilde{B}_1 = -3(1 - i\mu)g_{-}D_1, \quad \tilde{B}_2 = 3D_3,
\]
which together with (3.52) gives desired formula (3.29) and completes the proof of the proposition. \qed

4. Proof of the main results

Proof of Theorem 1.1. Let us consider the function $\tilde{z}$ given by the following formula
\[
\tilde{z}(t, x) = t^{1/3}e^{-i\mu/3 \ln t}w(xt^{-1/3}; x, k), \quad t > 0, \quad x \in \mathbb{R},
\] (4.1)

where we recall that the parameters $\alpha, k \in i\mathbb{R}$ are such that $\alpha = -i\mu/2$ and $k$ is determined by the equations (3.1) and (3.2). Then straightforward computations show that $\tilde{z}(t, x)$ is a solution of the geometric flow (1.1). Let us assume that $\tilde{\theta}_+, \tilde{\theta}_- \in [0, 2\pi)$ are numbers obtained in Propositions 3.2 and 3.3. Let us observe that combining (3.20), (3.21), (3.31) and (3.47), we obtain
\[
e^{i(\tilde{\theta}_+ - \tilde{\theta}_-)} = \lim_{x \to -\infty} \frac{g_{+} + \mu e^{i \mu \ln x}w_{+}(x)e^{i \mu \ln |x|}}{g_{-}} = \lim_{x \to -\infty} \frac{w_{+}(x)}{w_{-}(x)}
\]
and therefore, taking into account the form (3.33) of the function $w$, we infer that
\[
e^{i(\tilde{\theta}_+ - \tilde{\theta}_-)} = \lim_{x \to -\infty} \exp \left( \frac{2}{\sqrt{3}} \int_{-x}^{x} u(y/\sqrt{x}, \alpha, k) dy \right) = \lim_{x \to -\infty} \exp \left( \frac{2}{\sqrt{3}} \int_{-x}^{x} u(y; \alpha, k) dy \right).
\] (4.2)

On the other hand, using the Cauchy principal value formula (2.8) and the equality (3.1), we obtain
\[
\lim_{x \to +\infty} \exp \left( \int_{-x}^{x} u(y; \alpha, k) dy \right) = \frac{\cos(\pi \alpha) + k}{(\cos^2(\pi \alpha) - k^2)^{1/2}} = \frac{\cosh(\pi \mu/2) + k}{(\cosh^2(\pi \mu/2) - k^2)^{1/2}} = e^{ia},
\]
which together with (3.2) and (4.2) yields
\[
e^{i(\tilde{\theta}_+ - \tilde{\theta}_-)} = e^{2ia} = e^{i(\tilde{\theta}_+ - \tilde{\theta}_-)}.
\] (4.3)

Let us write $\beta := \tilde{\theta}_- - \tilde{\theta}_+$. Using the obvious rotation invariance of the flow (1.1), we infer that the function
\[
z(t, x) := e^{i\beta} \tilde{z}(t, x), \quad t > 0, \quad x \in \mathbb{R}
\]
also satisfies the equation (1.1). Furthermore, if \( t > 0 \) and \( x \in \mathbb{R} \setminus \{0\} \) are such that \( |x| \lesssim t^{1/3} \), then, using the formulas (4.1) and (4.3), we obtain
\[
|z(t, x) - z_0(x)| = |e^{i\frac{1}{3} \sqrt{1 + \mu^2} \mu e^{i(\theta_x - \mu \ln |x|)} t} x(1 + \mu^2)^{-1/2} e^{i(\theta_x - \mu \ln |x|)}| \\
\leq t^{1/3}|w(xt^{-1/3})| + |x|(1 + \mu^2)^{-1/2} \lesssim t^{1/3}|w(xt^{-1/3})| + t^{1/3}(1 + \mu^2)^{-1/2} \lesssim t^{1/3},
\]
where the last inequality follows from the continuity of the function \( w \) and the inequality \( |xt^{-2}| \lesssim 1 \). Hence the inequality (1.6) holds on the set \( \{|x| \lesssim t^{1/3}\} \). To verify the inequality on the set \( S_+ \), we apply (4.4) and (4.1), to obtain
\[
\tilde{z}(t, x) - xe^{-i\mu \ln x} \lesssim t^{1/3}, \quad (t, x) \in S_+ \setminus \{0 < t^{1/3} \lesssim x\}.
\]
Furthermore, by (4.3), we have
\[
e^{i\beta} \tilde{A}_0 = e^{i(\theta_x - \tilde{\theta})}(1 + \mu^2)^{-1/2} e^{i\tilde{\theta}} + e^{i(\theta_x - \tilde{\theta})}(1 + \mu^2)^{-1/2} e^{i\tilde{\theta}} = (1 + \mu^2)^{-1/2} e^{i\tilde{\theta}},
\]
which together with (3.3) and (4.6) provides
\[
|z(t, x) - z_0(x)| = |e^{i\beta} \tilde{z}(t, x) - x(1 + \mu^2)^{-1/2} e^{i(\theta_x - \mu \ln x)}| \\
= |e^{i\beta} \tilde{z}(t, x) - xe^{-i\mu \ln x} \tilde{A}_0| = |\tilde{z}(t, x) - xe^{-i\mu \ln x} \tilde{A}_0| \lesssim t^{1/3}, \quad (t, x) \in S_+.
\]
To show that the inequality (1.6) holds on the remaining region \( S_- \), we substitute (3.29) into the formula
\[
\tilde{z}(t, x) - xe^{-i\mu \ln x} \lesssim t^{1/3}, \quad (t, x) \in S_- \setminus \{0 < t^{1/3} \lesssim x\},
\]
and obtain the relation
\[
\tilde{z}(t, x) = e^{-i\mu \ln x}(\tilde{B}_0 x - \tilde{B}_1 t^{1/2} x^{1/2} - \tilde{B}_2 t^{3/4} x^{-5/4} \cos \psi(t^{-1/3} x)) + \tilde{R}_-(t, x), \quad (t, x) \in S_-, \quad (4.8)
\]
where the coefficients \( \tilde{B}_0, \tilde{B}_1 \) and \( \tilde{B}_2 \) are given by the formulas (3.30) and the remainder term satisfies
\[
|\tilde{R}_-(t, x)| \lesssim tx^{-2}, \quad (t, x) \in S_-.
\]
Hence we deduce the inequality
\[
|\tilde{z}(t, x) - xe^{-i\mu \ln x}| \lesssim t^{1/3}, \quad (t, x) \in S_- \setminus \{0 < t^{1/3} \lesssim x\},
\]
which together with the obvious relations
\[
e^{i\beta} \tilde{B}_0 = e^{i(\theta_x - \tilde{\theta})}(1 + \mu^2)^{-1/2} e^{i\tilde{\theta}} = (1 + \mu^2)^{-1/2} e^{i\tilde{\theta}},
\]
gives the following estimate
\[
|z(t, x) - z_0(x)| = |e^{i\beta} \tilde{z}(t, x) - x(1 + \mu^2)^{-1/2} e^{i(\theta_x - \mu \ln |x|)}| \\
= |e^{i\beta} \tilde{z}(t, x) - xe^{-i\mu \ln |x|} \tilde{B}_0| = |\tilde{z}(t, x) - xe^{-i\mu \ln |x|} \tilde{B}_0| \lesssim t^{1/3}, \quad (t, x) \in S_-.
\]
Consequently, combining (4.4), (4.7) and (4.10) we infer that
\[
|z(t, x) - z_0(x)| \lesssim t^{1/3}, \quad x \in \mathbb{R} \setminus \{0\}, \quad t > 0,
\]
and the proof of Theorem 1.1 is completed. \( \square \)
Proof of Corollary 1.2. Let us consider the spiral
\[ z_0(x) := \begin{cases} 
(1 + \mu^2)^{-1/2} e^{i(\theta - \mu \ln x)}, & x > 0, \\
(1 + \mu^2)^{-1/2} e^{i(\theta - \mu \ln |x|)}, & x < 0. 
\end{cases} \]  
(4.11)
Then, it is not difficult to check that \( z_0(-x) = -z_0(x) \) for \( x \in \mathbb{R} \setminus \{0\} \). By Theorem 1.1 there is a solution \( \tilde{z}(t,x) \) of the geometric flow (1.1) such that
\[ |\tilde{z}(t, x) - z_0(x)| \lesssim t^{1/3}, \quad x \in \mathbb{R} \setminus \{0\}, \ t > 0. \]
By the time reversibility of (1.1), the function \( z_-(t, x) := -\tilde{z}(-t, -x) \) is a smooth solution of the flow and furthermore, for any \( t < 0 \) and \( x \in \mathbb{R} \setminus \{0\} \), we have
\[ |z_{-}(t, x) - z_0(x)| = |\tilde{z}(-t, x) + z_0(-x)| \lesssim |t|^{1/3} \]
and the proof of the corollary is completed. \( \square \)

Proof of Theorem 1.3. In view of the definition of the function \( z(t, x) \) and the formula (4.5), we have
\[ z(t, x) = e^{-i\mu \ln x} (e^{i\beta} A_0 x + e^{i\beta} A_1 x^{-2} t + e^{i\beta} A_2 x^{-5} t^2) + e^{i\beta} R_+(t, x), \quad (t, x) \in S_+. \]
(4.12)
On the other hand, the formula (4.6) says that
\[ e^{i\beta} \tilde{A}_0 = (1 + \mu^2)^{-1/2} e^{i\theta_+} = A_0 \]
which in turn implies that \( e^{i\beta} \tilde{A}_k = A_k \) for \( k = 1, 2 \). Therefore we infer that the formula (1.8) holds with the remainder term \( R_+(t, x) := e^{i\beta} \tilde{R}_+(t, x) \), which satisfies the inequality (1.9). Furthermore, taking into account (4.8), we deduce that
\[ z(t, x) = e^{-i\mu \ln |x|} (e^{i\beta} \tilde{B}_0 x - e^{i\beta} \tilde{B}_1 x^{1/2} |x|^{-1/2} - e^{i\beta} \tilde{B}_2 x^{3/4} |x|^{-5/4} \cos \Psi(t^{-1/3} x)) + e^{i\beta} R_-(t, x), \quad (t, x) \in S_- \]
In view of the equality (4.9) we have \( e^{i\beta} \tilde{B}_0 = (1 + \mu^2)^{-1/2} e^{i\theta_-} = B_0 \) and therefore
\[ e^{i\beta} \tilde{B}_1 = 2\sqrt{3} d (i \mu - 1) e^{i\beta} \tilde{B}_2 = 2\sqrt{3} d (i \mu - 1) B_0 = -B_1, \]
\[ e^{i\beta} \tilde{B}_2 = -\sqrt{3} d e^{i\beta} \tilde{B}_1 = \sqrt{3} d -1 B_1 = -B_2. \]
Consequently we find that the relation (1.10) holds with the remainder term \( R_-(t, x) := e^{i\beta} \tilde{R}_-(t, x) \) satisfying the inequality (1.11) and the proof of Theorem 1.3 is completed. \( \square \)
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