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Abstract. The Einstein Telescope (ET) is a proposed next-generation, underground gravitational-wave (GW) detector based in Europe. It will provide about an order of magnitude sensitivity increase with respect to currently operating detectors, and furthermore, extend the observation band towards lower frequencies, i.e., down to about 3 Hz. One of the first decisions that needs to be made is about the future ET site following an in-depth site characterization. Site evaluation and selection is a complicated process, which takes into account science, financial, political, and socio-economic criteria. In this paper, we provide an overview of the site-selection criteria for ET, provide a formalism to evaluate the direct impact of environmental noise on ET sensitivity, and outline the necessary elements of a site-characterization campaign.
1. Introduction

The environment surrounding modern fundamental physics experiments assumes an increasingly important role with great impact on infrastructure, cost, and science. In experiments to search for rare particle interactions like the neutrino-less double-beta decay or interactions with dark matter, the local radioactive environment and particle backgrounds can limit the sensitivity of the experiments [1, 2, 3, 4, 5, 6]. Modern particle experiments are located underground to reduce the natural background. Sites of new ground-based telescopes have to be chosen carefully to enable excellent seeing conditions and to avoid light pollution [7, 8, 9, 10, 11]. Sometimes, the environment can even form an essential component of the experiment itself like in large-scale neutrino detectors [12, 13]. Even at CERN, where the direct impact of the environment can be corrected by feedback and plays a minor role, environment-dependent aspects of infrastructure lifetime are of great importance and need to be analyzed [14]. Site characterization and selection is therefore of great value in large modern fundamental-physics experiments and can crucially influence their future scientific output.

The environment also plays an important role for gravitational-wave (GW) detectors. For the LIGO and Virgo detectors, the site conditions were assessed especially with respect to the feasibility of the construction, but also the importance of having an environment with weak seismic disturbances was emphasized [15, 16]. Ground motion, sound, and other environmental noises can directly affect the sensitivity and duty cycle of a GW detector [17]. For ET, general site conditions concerning, for example, geology and ground water can have a great impact on construction cost, infrastructure lifetime, and also environmental noise. A preliminary seismic assessment of numerous sites in Europe was carried out as part of the ET Conceptional Design Study [18, 19]. One of the goals of ET is to extend the frequency band of ground-based GW observations down to a few Hertz [20], which amplifies the importance of environmental noise. Seismic fields were given special attention since the main environmental noise predicted to set a low-frequency limit to ET’s bandwidth was from gravity perturbations produced by seismic fields [21, 22]. Among the environmental noises, terrestrial gravity perturbations, if they limit the detector sensitivity, require a complicated mitigation method [22]. Suppressing terrestrial gravity perturbations is the main motivation to construct ET underground and therefore determines a large fraction of the cost.

Two candidate sites were chosen to be subject to a detailed site-characterization: north of Lula in Sardinia (Italy), and the Meuse-Rhine Euroregion. It is the responsibility of the ET collaboration to present an evaluation of the two sites. A site evaluation needs to consider the impact of site conditions on:

- Detector sensitivity
- Detector operation and duty cycle
- Infrastructure lifetime
- Site-quality preservation
- Construction cost
- Socio-economic impact of ET

Individual environmental properties such as local geology, topography, and seismic activity can be relevant to more than one of these criteria. While it is helpful to introduce these categories for a detailed discussion, the ultimate question is what the achievable quality of a detector is in terms of sensitivity, duty cycle, and its socio-economic impact integrated over the lifetime of the infrastructure for a given amount of invested money. There is no algorithm nor theory to fully answer the question, but discussions leading to a site selection must be
oriented towards an answer to this simply stated problem. This paper helps to prioritize the criteria and to facilitate the site selection.

A complete description of the site-selection criteria is well beyond the scope of a single article, and here we intend to focus on aspects that have a direct impact on the science output, i.e., neglecting relations that exist between all criteria due to financial constraints. In section 2, we discuss general site conditions related to geology, ground water, etc. In section 3, we describe environmental noises and how to estimate associated ET instrument noise. Since site characterization plays such an important role, we summarize the targets of a site-characterization campaign in section 4 and how to obtain the required information.

2. Site conditions

In this section, we discuss the site-selection criteria from an infrastructural and geological point of view. This should include all the possible parameters that have an impact on the excavation costs and construction timeline, detector operation, underground facility access convenience, safety of the workers in the underground environment and detector lifetime that we assume to be about 50 years or longer. The parameters related to the underground facilities have been grouped in terms of geological conditions, hydrogeological conditions, and geotechnical conditions. Another section concerns surface conditions, infrastructures, and societal aspects.

The main goal of site selection, site characterization, facility layout, and identification of applied construction methods is to find a location that allows for the construction of ET so that it can achieve its science goals and operate effectively for the proposed lifetime of the experiment. The technical and cost aspects, nevertheless, can only be optimized together, as a result of a multi-component decision-making procedure, balancing among sensitivity, cost and technical risk analyses. The most reasonable solution for the selected site, the basic design and the planned construction methods should ensure optimization both for technical readiness and the overall costs (both for construction and operation phases) of the facility.

2.1. Geological conditions

The challenges related to the construction of a deep (down to 300 m) and long (more than 30 km of total tunnel length and experimental halls) infrastructure such as ET are many and most of them are related to the difficulty to anticipate the geological conditions (structures, faults, lithology, fractures, alteration, short- and long-term water ingress, …) at depths and their corresponding hazards over large scales. Construction planning needs to consider structural information, geological, rock mechanical and behavior models including maps and cross-sections with an estimate of uncertainties, and to estimate risks of geological hazards (i.e. tunnel stability, environmental impact such as ground water lowering and subsidence, karst, earthquakes). This process should use the most advanced combination of methods to predict the geological and rock-mechanical conditions, and the impact underground construction will have on it. For example, changes in groundwater conditions can be induced by underground construction.

Seismicity can play a large role in the duty factor of large ground-based, gravitational-wave experiments. Specific aspects of geology in relation to seismicity are site effects and seismic microzonation. We can have variations of seismic amplitude at small scales due to filtering, attenuation, and amplification. Filtering is the frequency-dependent transmission of seismic waves, for example, through stratified geology. Amplification under fistable conditions is the effect of the interference of seismic waves trapped within
geological bodies bounded by large seismic impedance contrasts (soft soil/bedrock, soil/free surface, etc.). The dimension of geological bodies and discontinuities to be analyzed for characterizing the relevant phenomena are of the order of the seismic wavelengths. The rate of attenuation, typically expressed as the attenuation factor $Q$, depends on a variety of ground properties such as the elastic properties, degree of fracturing, presence of ground water, fluid pressure and porosity. While the impact of site effects is straight-forward to understand with respect to ground vibration, and therefore to detector control and seismic isolation, a more detailed understanding of the geology leading to site effects would be required for models of seismic terrestrial gravity noise (see section 3.1).

2.2. Hydrogeological conditions

Hydrogeological conditions govern the groundwater flow. Water inflow into tunnels, shafts and larger cavities is an important factor during the construction phase as well during the exploitation phase. Depending on the permeability, the accumulated water inflow rates can be high requiring a tunnel drainage system designed for pumping water back to the surface [29]. Pumping is associated with ambient noise and the source of noise is at the depth of ET. Zones where large short and long-term inflow rates are expected might be treated with cement injections to decrease their permeability and thus reduce the accumulated water ingress significantly. If such a system employs pumps, they might be a significant source of infrastructure noise affecting the GW detector. Water flow as part of a drainage system inside tunnels might potentially act as a source of gravity noise [30]. Groundwater also constitutes a possible hazard scenario for deep infrastructures [31].

Hydrogeological data must be collected at the relevant scale (i.e., rock mass scale) corresponding to the different lithological facies (i.e., nature of the geological formations) that can be potentially encountered. Hydraulic conductivity, water pressures or piezometric heads, as well as the storativity are the most important parameters to assess the quantity of groundwater to be potentially drained by underground galleries and cavities. As hydraulic conductivity in a rock mass is highly dependent on faulting, local degree of fracturing, fracture connectivity and fracture apertures must be considered. Another big issue is certainly the depth-dependent values for hydraulic conductivity in a given lithology. Due to potentially depth-dependent hydraulic data, it is required to obtain these data from packer tests along the trajectory of wellbores down to the target depth of ET. Tunneling induced, transient pore-pressure changes cause a poro-elastic effect in the reservoir and may lead to surface subsidence. In karstic limestones the hydrogeological parameters are quite heterogeneous, with the hydraulic conductivity varying locally by several orders of magnitude leading to a poor firepresentativity of most of the field and borehole in situ tests and measurements. For any hydrogeological context, the acquired values from future field tests would be processed with care, and conservative assumptions would be needed for all future hydraulic and stability calculations. Parameters to account for are [32, 33, 34]:

- Water pressures / piezometric heads
- Hydrofacies parameters:
  - Hydraulic conductivity
  - Porosity
  - Storage coefficient
  - Effective drainage porosity
  - Hydrochemistry
- Hydrogeological models:
- Hydrogeological maps and cross-sections
- 3D Conceptual model of groundwater flow
- Hydrogeological hazard:
  - In the construction phase (transient)
  - In the exploitation phase (assumed steady state)

2.3. Geotechnical conditions and infrastructure

The general aim of rock-mechanical data acquisition is to understand and forecast the behavior of the host rock mass and the variability of the parameters/processes/phenomena as a function of rock types, weathering level, parting, lateral and vertical position, anisotropy, etc. This makes it possible to develop a robust hazard catalogue for risk assessment and counter-measure design, to reduce the uncertainties in rock mechanical data for static calculations, and to ensure the technical/economic optimization of the facility. In addition, rock mechanical parameters have an influence on seismic noise, specifically its attenuation from the surface to the underground location of ET. Some of the important geomechanical parameters and features to consider include:

- Faults and fractures
- Rock mechanical data:
  - Elastic parameters (static and dynamic Young’s modulus and Poisson’s ratio of the intact rock, and the rock mass)
  - Strength parameters (uniaxial and triaxial compressive strength, tensile strength, shear strength of intact rocks and discontinuities)
- In-situ stresses
- Rock-mass characterization
- Geomechanical hazards, e.g., squeezing, wedge failure, unravelling, face stability, swelling, subsidence, and other hazards related to the excavation method

The detailed design is based on rock-mass characterization, which includes the spatial distribution of rock-mass types along the ET alignment, stress information, excavation method, excavation geometry and related hazard scenarios.

Radioactivity is to be considered for the safety of the workers at underground sites [35]. The primary radioactive elements in the Earth’s crust that leads to human exposure are potassium, uranium, thorium, and their radioactive decay products (e.g. radium, radon) [36]. The majority of the dose to the lung arises from exposure to the short-lived decay products of radon and thoron. Radon and thoron are ubiquitous in the air at ground level and are significant contributors to the average dose from natural background sources of radiation. In homes, in underground mines and in other situations where radon (and thoron) may be present and where ventilation may be limited, the levels of these radionuclides and their decay products can accumulate to unacceptably high levels. Soils and rocks are often the main sources of radon. In unsaturated soils or rocks, radon moves in gaseous form through pores and fractures. In saturated zones, radon moves in solution into groundwater to underground openings, such as mines and caves, and to buildings. For underground facilities it is important to consider the contribution from the outdoor environment through the ventilation system and from building materials. While most building materials produce small amounts of radon, certain materials can act as significant sources of indoor radon. Such materials have a combination of elevated levels of $^{226}$Ra (the radioactive parent of radon) and a porosity that allows the radon gas to escape. Examples are lightweight concrete with alum shale, phosphogypsum and Italian tuff. EURATOM establishes reference
levels for indoor radon concentrations and for indoor gamma radiation emitted from building materials. Recent epidemiological findings from residential studies demonstrate a statistically significant increase of lung cancer risk from prolonged exposure to indoor radon at levels of the order of 100 Bq/m$^3$ \cite{37}.

2.4. Surface infrastructure and societal aspects

Even though ET’s main infrastructure will lie underground, surface conditions are very important to the project. Parts of the infrastructure will be located at the surface, including operations buildings, underground access, potentially a visitor center and guest houses. Seismic disturbances created by regional infrastructure, e.g., traffic and industry, can still interfere with the operation of the detector, or even produce sensitivity limitations. The excavation of caverns and tunnels will produce a large amount of waste rock, which needs to be disposed. In summary, important surface site criteria affecting detector construction are

- Main and secondary road and railway networks and their typical load
- Existing utilities and technological networks in the area (power, gas, data, water supply, sewage systems)
- Presence and classification of wells and water uptake systems
- Site availability and acquisition costs
- Constraints on the surface access locations to the underground infrastructure, which must also consider safety access along arms
- Environmental restrictions (waste control especially with respect to rock disposal, water control, soil conservation, nature and landscape conservation, environmental impact)
- Legal issues must be considered for what concerns the authorization procedures and the analysis of territorial constraints.
- Local labor costs

For the support infrastructures, we identify the following parameters:

- Site accessibility
- Accommodations for resident staff (housing, schools, shopping, etc.)
- Accommodations for visiting staff (hotels, transportation, etc.)
- Local technical support (qualified vendors, maintenance, fabrication, etc.)
- Site utilities installation (power, water, etc.)

Surface parameters that are important to detector operation:

- Climate and environmental risks (earthquakes, floods, wind speeds, precipitation, lightning rate)
- Cost of power
- Heating and cooling requirements of underground caverns (in combination with humidity control)
- Maintenance requirements
- Travel time and costs for visiting staff
- Cost of living

In addition, societal and economic considerations reported in a socio-economic impact assessment can lead to important distinctions between sites. While a comprehensive discussion of the relevant aspects of these assessments is beyond the scope of this paper \cite{38,39}, certain aspects are directly relevant to the involved scientists. Most importantly,
the relation between the local population and a scientific project can be crucial for the realization of a project. The spread of misinformation and the disregard of local interests has led to construction delays or even shut-down of experiments in the past [40, 41, 42]. Early outreach activities before the start of construction help to correctly inform local people and to understand the relation of the local population to the planned experiment, and thereby give the possibility to address issues before final decisions about the construction plan are taken.

2.5. Infrastructure lifetime and cost factors

2.5.1. Tunneling costs Tunneling differs from the construction of other infrastructure in many ways. The main issues that distinguish tunnels from other infrastructure arise from the risk involved with excavation through unknown ground conditions and the numerous individual cost drivers that contribute to the overall cost. These cost drivers include, but are not limited to the following direct and indirect factors,

- Excavation volume (i.e., tunnel length and diameter)
- Ground conditions and related uncertainties
- Ground behavior
- Excavation method
- Tunnel depth
- Support requirements
- Final lining design
- Water ingress and tunnel drainage system
- Environmental aspects
- Labour cost
- Health and safety regulations
- Market competition
- Government and public support
- Contract type
- Cost of bidding

Geology can range from soft to hard rocks and can include shear zones. A site investigation must be completed during the initial design stages of a project to account for and plan for various ground conditions, and to estimate costs. Varying geologies necessitate different methods of excavation, which include drill and blast, roadheaders, and tunnel boring machines (TBMs). In addition to all of these variables, tunneling is also affected by many indirect factors often related to the country of construction as each differs in its labour costs, health and safety regulations, environmental regulations, level of market competition, client knowledge, and amount of government and public support. Varying contract types such as design and construct (D&C); design, build, operate (DBO); build, own, operate (BOO); and public private partnerships (PPP) are also common in different countries and affect the cost of bidding and financing. It should also be mentioned that excavation cost for ET can be greatly reduced if topography of a site makes it possible to have part of the vacuum pipes above ground. Only the test masses are required to be located sufficiently deep underground.

2.5.2. Lifetime The ET infrastructure should have a lifetime greater than 50 years. Parameters to be considered in this respect concern stability and corrosion:

- Differential deformations within the rock mass including dislocation on active faults or subsidence across each of the 10 km arms need to be sufficiently small. Requirements
need to be set across short distances (the extent of vacuum pipe modules) to limit stress
on welding lips (a few mm of differential motion per 15 m segment is the limit for Virgo),
and across long distances to constrain the position of the optical axis.

- Atmospheric corrosion is influenced by average and peak humidity in the caverns and
tunnels, the pH of ground and condensation water, and by the presence of chemical
elements (in particular chloride if stainless steel will be used for the pipes) [43].
- Microbiologically Influenced Corrosion [44].
- AC-induced corrosion due to nearby high voltage electric power lines [45].

The preservation of the site quality in terms of environmental seismic disturbances over the
entire ET lifetime is also important. Regional environmental seismic noise can increase due
to the emergence of new industry and traffic including, for example, wind farms, rail service,
industry, and mining. This can impact detector sensitivity and operation. Extensive studies
of existing and potential future regional sources of seismic disturbances were carried out
for the LIGO, Virgo, and GEO600 detectors [46, 47, 48, 49, 50]. Hence, the question arises if
there are characteristics of a site that make it more likely that site quality can be maintained.
Similar studies will also be vital for the ET site selection. In addition, agreements with local
authorities, ideally made before site selection, that stipulate a minimum distance between
major noise sources and ET are mandatory. The higher the quality of a site, the more effort
needs to be done to maintain its quality, but one can expect that noise-exclusion areas are
easier to obtain in less populated regions.

3. Environmental noise model

3.1. Seismic field

Sufficiently strong seismic disturbances can reduce the duty cycle of a detector by causing
a failure of the interferometer control systems. Such an event is referred to as a lock loss.
The main source of seismic disturbances causing these failures are earthquakes [51, 25],
but even a strong local, anthropogenic source might cause lock loss. However, since the
underground environment and the maintenance of a low-noise area around ET (see section
2.5) will provide a certain level of protection from anthropogenic sources, and due to recent
progress with providing early warnings of earthquakes to gravitational-wave detectors and
with the development of control strategies to counteract the impact of strong ground motion
[52, 53], one might expect that the reduction of the duty cycle of ET by seismic disturbances
will be modest. More important is the generation of noise in the detector data by ambient
seismic fields.

Seismic displacement of the Earth’s surface or underground can couple to the detector
output via different mechanisms. First, seismic ground motion can cause noise in GW data
through scattered light [54] or by directly displacing the test masses due to the residual low-
frequency seismic noise that passes through the seismic-isolation system [55]. Furthermore,
seismic noise complicates the controls of the seismic filter chain, giving rise to additional
control noise. Last, the seismic displacement and density fluctuations of the ground medium
due to seismic-wave propagation can couple to the test masses through gravitational forces
and introduce a noise in the dark fringe signal. This noise is referred to as Newtonian noise
(NN) or gravity-gradient noise [56].

The seismic representation theorem, which connects the stress and strain tensors in
an elastic medium, constitutes the fundamental building block for determining seismic
wavefields and solving the related boundary value problems [57]. Solutions to the elastic
wave equation traveling through Earth are known as body waves. Based on the particle
motion and the direction of propagation of the body waves, they can be categorized into P-waves (compressional waves) and S-waves (shear waves). However, when the medium is bounded, other wave types are generated, which travel along the surface of the medium and are known as surface waves. Depending on the polarization of the particle displacement they can be categorized into Rayleigh and Love waves. Unlike Rayleigh waves, Love waves cannot exist in a homogeneous half-space and require at least a layer over half-space.

Seismic displacement is a combination of both body and surface waves. The ratio between the body-wave and the surface-wave content essentially depends on the type of sources (point or line sources), location of sources (surface or underground), damping coefficient of the propagation medium (intrinsic attenuation) and the distance of the observation point from the source [58]. In a homogeneous half-space, amplitudes of body waves decay as $1/r$ in the interior of the medium and with $1/r^2$ at the surface, and surface waves decay with $1/\sqrt{r}$ in the far field of sources, where $r$ is the distance from the source. Hence, considering only geometric attenuation, body-wave amplitude decays faster as compared to surface waves when moving away from the source. However, the intrinsic attenuation of wave amplitudes is a frequency-dependent phenomenon and expressed as $\exp(-\pi f x/(Q v))$ where $v$ represents the wave velocity at frequency $f$, $x$ the propagation distance, and $Q$ represents the quality factor of the medium [59]. Consequently, in a multilayered medium where surface-wave dispersion is observed [60], high-frequency surface waves with wavelengths much shorter than body waves undergo larger attenuation than body waves. Hence, what type of wave dominates surface displacement depends not only on source characteristics, but also crucially on the distance to the sources [61, 62].

The Einstein Telescope design sensitivity (see below, figure 4) is expected to be susceptible to NN below a few tens of Hz. Seismic noise sources active in this frequency band are both natural and anthropogenic in origin. Anthropogenic sources include traffic (trains and cars), and local human activities, whereas common natural sources are fault ruptures, atmospheric pressure fluctuations, wind interacting with the surface, and ocean waves. The global ambient seismic noise comprising of high and low noise models are shown in figure 1 based on studies by Peterson, 1993 [63]. Primary microseisms in the frequency band below 0.1 Hz due to interaction of ocean waves with sea floor are attributed mostly to activation in shallow sea [64]. In the frequency band 0.1 to 0.4 Hz, the secondary microseisms dominate the noise spectrum. They occur at twice the frequency of ocean waves originating from the non-linear interaction of standing ocean waves causing a pressure wave propagating towards the ocean floor [65]. As shown in figure 1, a falling seismic-noise amplitude is observed from 0.5 to 1.5 Hz. An increase in noise amplitude in this band is during storms or other extreme meteorological conditions.

At frequencies greater than 1.5 Hz, seismic noise originating from human activities contributes significantly. This includes noise originating from roads, bridges, industries and use of machinery near the site. Figure 2(a) and (b) show the spectrograms of the ground velocity measured underneath a bridge (1.5 km away from the Virgo Central Building) and at the Virgo Central Building (CEB), respectively. In the frequency band 2 to 4 Hz, imprints of the ground velocity measured underneath the bridge are observed in the measurements at the Virgo CEB [66]. In the high frequency band above 5 Hz, sources of noise are mostly non-stationary and transient. However, several high-frequency stationary sources of noise like air conditioners, chillers, and mechanical vacuum pumps (e.g., turbomolecular pumps and scroll pumps), which are used for operation of a GW detector, are also important on-site sources of noise and must be accounted for while computing the associated NN.

The seismic-noise budget for ET (presented below in figure 4) includes mechanical coupling through the isolation system, and NN from surface and body waves. The seismic-
noise model requires an estimate of underground seismic displacement and ground tilt. Underground seismic displacement is modeled as a sum of two components: surface displacement assumed to be dominated by Rayleigh waves attenuated with depth, and body-wave displacement. The attenuation of Rayleigh-wave displacement with depth is calculated using a dispersion curve of Rayleigh waves shown in Figure 3. While this curve does not represent a specific site, it shows realistic values that might well be representative of some site. Estimation of underground displacement from Rayleigh waves is based on equations that can be found, for example, in [67]. The body-wave seismic spectrum is assumed to be independent of depth. This is not strictly guaranteed since reflection of body-waves from the surface can cause depth-dependent amplitudes, and seismic amplitudes can always vary strongly in the vicinity of dominant nearby sources, but whenever the body-wave field is composed of many waves at all frequencies from distant sources, then the assumption of a depth-independent spectrum should be at least approximately valid. The seismic spectra used for noise projections in Figure 4 correspond to 5 times the New Low-Noise Model (NLNM) [63] for the body-wave spectrum, and the logarithmic average of the NLNM and New High-Noise Model for the Rayleigh-wave vertical surface-displacement spectrum.
The tilt spectrum can be estimated from the displacement spectra by multiplication with \(2\pi f/v(f)\), where \(v\) is the speed of Rayleigh or body waves. Note that this method would underestimate ground tilt at the surface where direct forcing of objects and atmosphere can produce large tilts in addition to the tilt associated with seismic waves [68], but it is approximately valid underground.

The underground seismic displacement and tilt spectra are passed through a model of a 17 m isolation system (similar in design to the Virgo Superattenuator [69]). Here, we assume that ground tilt, and horizontal and vertical displacements are uncorrelated, but this is mostly to simplify the calculation and has a minor impact on the seismic noise in ET. Finally, it is assumed that seismic noise entering through different test masses is uncorrelated above 3 Hz. This should reflect the real situation since seismic waves at 3 Hz have at most a length of 1 – 2 km, while the separation of test masses is 10 km. As a caveat, the triangular configuration of ET might lead to some correlation of environmental noise between test masses of different interferometers. While this does not influence the noise model, it might well be an important fact for GW data analysis.

When estimating NN for ET, it is again important to consider contributions from Rayleigh waves and body waves. Here, one also needs to know what the relative contribution of shear and compressional waves to the body-wave field is. Conservatively, we assume that \(p \equiv S_P(\xi_x; f)/S_{bw}(\xi_x; f) = 1/3\) of the seismic spectral density from body waves is produced by compressional waves (P waves), where \(\xi_x\) is the horizontal displacement along

---

**Figure 2.** (a) Spectrogram of seismic ground velocity measured underneath a bridge 1.5 km away from the Virgo Central Building. (b) Spectrogram of seismic ground velocity measured at the Virgo Central Building during the same period as in (a). Seismic noise below 4 Hz is observed to be well correlated between the two sites.
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Furthermore, it is assumed that the body-wave and Rayleigh-wave fields are (3D and 2D) isotropic. This is certainly an invalid approximation, but it would be misleading to assume any specific form of anisotropy. Clearly, anisotropy will be different at different sites, different for each vertex of the detector, and different for each wave type, but it has a significant impact on NN spectra and likely constitutes the main NN modeling error.

Rayleigh waves produce NN through rock compression, cavern-wall displacement, and through surface displacement. All three effects are added coherently using equations (36), (62), and (94) in [22]. This leads to the following strain spectral density:

$$S_h^R(f) = (2\pi/\sqrt{2\gamma G \rho_{0,\text{surf}}})^2 \mathcal{R}(f) S(\xi_v; f) \frac{4}{L^2 (2\pi f)^3}. \quad (1)$$

Here, $\xi_v$ is the vertical surface displacement from Rayleigh waves, and $\mathcal{R}(f)$ describes the NN reduction as a function of detector depth $h$:

$$r_0(f) = k_R(f)(1 - \zeta(f)) \quad (2)$$
$$s_h(f) = -k_R(f)(1 + \zeta(f)) \exp(-k_R(f)h) \quad (3)$$
$$b_h(f) = \frac{2}{3} (2k_R(f) \exp(-q_P(f)h)$$
$$+ \zeta(f) q_S(f) \exp(-q_S(f)h)) \quad (4)$$
$$\mathcal{R}(f) = \left| (s_h(f) + b_h(f))/r_0(f) \right|^2 \quad (5)$$

where $k_R$ is the wave number of Rayleigh waves, $q_P(f) = 2\pi f \sqrt{1/v_R^2(f) - 1/v_P^2(f)}$, $q_S = 2\pi f \sqrt{1/v_R^2(f) - 1/v_S^2(f)}$, and $\zeta(f) = \sqrt{q_P(f)/q_S(f)}$. Here, it is crucial to use a dispersion model $v_R(f)$ for the Rayleigh waves since it has an important impact on how NN decreases with increasing depth $h$. Compressional and shear-wave speeds $v_P$, $v_S$, if not
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provided independently, must be adapted to the Rayleigh-wave dispersion using estimates of the Poisson’s ratio or making ad hoc assumptions of the ratio between Rayleigh-, shear-, and compressional-wave speeds. This is necessary since the Rayleigh waves sample rock at varying depth depending on frequency with different effective shear- and compressional-wave speeds of the sampled rock mass (unless the ground is homogeneous). Note that the limit \( h \to 0 \) does not mean \( R(f) \to 1 \) since the contribution from cavern walls must be subtracted from the underground contribution \( b_h(f) \) to get a meaningful surface limit (which means to remove the factor 2/3 and the second term in the brackets).

Body waves produce NN through displacement of cavern walls (shear and compressional waves) and through compression of rock (compressional waves). Both contributions are added coherently using equation (62) in [22]. The contribution of surface displacement by body waves can be neglected since, at most sites in Europe at least, surface displacement, and therefore the corresponding NN, is dominated by Rayleigh waves between 3 Hz and 20 Hz. Correlations between shear and compressional waves (and also with Rayleigh waves) are also neglected. Note that simple reflection of body waves from the surface causes scattering into different wave types potentially causing such correlations, but this should have a minor influence on the NN spectral density, which is a long-time average, i.e., averaged over many waves. The body-wave NN spectrum then reads [21]:

\[
S_{\text{bw}}^h(f) = \left( \frac{4}{3} \pi G \rho_0 \nu \right)^2 (3 \rho + 1) S_{\text{bw}}(\xi_x; f) \frac{4}{L^2 (2\pi f)^4} \tag{6}
\]

When evaluating these NN models for a specific site, minor estimation errors are to be expected from simplifying assumptions of soil/rock density including seasonal variations of moisture content.

The main optics of ET would be shielded from seismic noise above 3 Hz. However, parts of the interferometer that interact with the laser beam and which are not suspended from superattenuators are possible sources of scattered-light noise. Due to the motion of a scatterer, the scattered light adds noise to the GW strain data. Noise from scattered light was for example reported in [54, 70, 17]. In the following, we briefly describe the main effects, but we do not include this noise in Figure 4 since it is very hard to foresee how much noise from scattered light will contribute. It is possible though that during much of the ET commissioning process, scattered-light noise will be the main environmental noise.

Overall, GW detectors are designed such that only a tiny fraction of the optical power can introduce noise by scattering. If the scatterer vibrates with a displacement amplitude \( \delta x_{sc}(t) \) along the beam direction, then the scattered light’s phase changes by

\[
\delta \phi_{\text{sc}}(t) = \frac{4\pi}{\lambda} \delta x_{\text{sc}}(t) \tag{7}
\]

where \( \lambda \) is the laser wavelength. The spectral density of equivalent GW strain noise \( S_{\text{sc}}^h(f) \) introduced by the scattered light can be obtained as a product of a transfer function \( T(f) \) with an effective vibration spectrum (as power-spectral density − PSD):

\[
S_{\text{sc}}^h(f) = |T(f)|^2 \cdot \text{PSD} \left[ \frac{\lambda}{4\pi} \sin \left( \frac{4\pi}{\lambda} \delta x_{\text{sc}}(t) \right) \right]. \tag{8}
\]

The transfer function describes the optical response of the detector to scattered light entering at a specific location of the detector generally including radiation-pressure coupling. Equation (8) can be split into two cases depending on the magnitude of the motion of the scatterer. For small bench motion such that \( \delta x_{\text{sc}}(t) \ll \frac{\lambda}{4\pi} \approx 10^{-7} \) m, Eq. (5) linearizes as \( S_{\text{sc}}^h(f) = |T(f)|^2 S(\delta x_{\text{sc}}; f) \). However, for larger bench motion \( \delta x_{\text{sc}}(t) \geq 10^{-7} \) m, the induced strain noise \( S_{\text{sc}}^h(f) \) follows Eq. (8) and is nonlinear in the vibration amplitude \( \delta x_{\text{sc}} \).
This is typically observed at frequencies between 10 and 20 Hz due to near-field influence of the mechanical sources of noise or due to microseismic activity at frequencies < 1 Hz. Although the microseismic activity is not in the detection band, its effect can be visible due to up-conversion \[71\]. As for the Advanced Virgo interferometer, there were several instances of scattered light noise in the frequency band 50 to 1000 Hz, which were identified and mitigated. In most cases, sources of noise were devices like cooling fans and vacuum pumps operating in proximity of back-scattering light spots inside the power-recycling vacuum chamber \[72\].

### 3.2. Atmospheric fields

Atmospheric fields constitute the most complex of all environmental noise sources. This is due to the interaction between surface and atmosphere, and the many different processes that can drive atmospheric perturbations \[73\]. The main coupling mechanism of the atmosphere with the detector output is through vibrations that they cause of ground and infrastructure, and by direct gravitational coupling \[74\],[22]. As the indirect vibrational noise is already discussed in Section [5.1] we can focus here on the gravitational coupling, which gives rise to so-called atmospheric Newtonian noise (NN).

There are two main types of gravitational coupling. First, acoustic fields produce density perturbations in the form of propagating and standing waves. These perturbations are distinct from any others since they exist even in the absence of wind. The main practical complication in the modeling of acoustic gravitational noise is to procure a sufficiently accurate model of acoustic spatial correlations, which depends on the source distribution and possible acoustic scattering. So far, numerical simulations have only been able to include major geometric constraints like the separation of acoustic fields into outdoor and indoor contributions \[75\]. This is important since the sound level inside LIGO and Virgo buildings (and to be expected as well for the ET caverns) is much higher than the ambient acoustic noise outside. Responsible for the excess noise inside buildings are sources like pumps, ventilation systems, etc. For ET, it will be important to avoid any major acoustic noise below 30 Hz in its caverns, but some mitigation can be achieved by noise cancellation using microphones \[22\].

External sources of acoustic noise include transients from thunderstorms and other weather related sources, noise from traffic, planes, and people. Atmospheric sources that have an effect on the detector can be located far from the detector since acoustic waves are known to propagate over long distances in the atmosphere with weak damping of their amplitude.

The acoustic NN model in Figure 4 uses a sound spectrum representative of a remote surface site with a value of \(\delta p_{atm}(3 \text{ Hz}) = 5.7 \cdot 10^{-3} \text{ Pa}/\sqrt{\text{Hz}}\) and \(\delta p_{atm}(10 \text{ Hz}) = 1.4 \cdot 10^{-3} \text{ Pa}/\sqrt{\text{Hz}}\) \[76\]. The coupling model is calculated separately for two incoherent contributions from the atmosphere and the cavern using the same sound spectrum. The atmospheric acoustic NN as strain spectral density is given by

\[
S_h^{\text{atm}}(f) = \left( \frac{2c_s G \rho_0 \delta p_{atm}(f)}{p_0 \gamma f} \right)^2 \mathcal{I}_{iso}(4\pi fh/c_s) \frac{4}{L^2(2\pi f)^2},
\]

where \(c_s = 340 \text{ m/s}\) is the speed of sound, \(\rho_0\) the mean air density, \(p_0\) the mean air pressure, \(\gamma = 1.4\) air’s adiabatic coefficient, \(L = 10\) km the length of a detector arm, \(h\) the detector depth (assumed to be 300 m), and \(\mathcal{I}_{iso}(x)\) an isotropically averaged coupling coefficient:

\[
\mathcal{I}_{iso}(x) = \frac{\pi}{4} (L_{-3}(x) - I_1(x) + I_2(x)/x + 3L_{-2}(x)/x),
\]

where \(I_n(\cdot)\) is the modified Bessel function of the first kind, and \(L_n(\cdot)\) is the modified Struve function. For \(x > 1\), it can be numerically problematic to evaluate these functions, but for
such values the coupling coefficient can be obtained by using the approximation

$$\mathcal{I}_{iso}(x) \approx \frac{3}{x^4}. \quad (11)$$

Note that even though the gravity perturbation of every specific sound plane wave decreases exponentially with a function of depth $h$, the isotropic average produces a polynomial suppression for sufficiently large depth. This is because the exponential suppression of NN from a single plane wave with depth is determined by the horizontal wave number $k$, which can be very small depending on the wave’s direction of propagation practically leading to very weak suppression for waves at close to normal incidence to the surface.

The second contribution, again assumed to be produced by an isotropic sound field, comes from the cavern. It increases with the cavern radius $R$, and for $R \ll c_s/(2\pi f)$, it can be approximated as

$$S_h^{cav}(f) = \left( \frac{2c_s G \rho_0 \delta p_{cav}(f)}{\rho_0 \gamma f} \right)^2 \frac{1}{3} \left( 1 - \text{sinc}(2\pi f R/c_s) \right)^2$$

$$\cdot \frac{4}{L^2 (2\pi f)^4}. \quad (12)$$

Strictly speaking, this expression is accurate only for a half-spherical cavern shape with the test mass at its center, but it still serves as a useful estimate as one can expect that deviations from spherical ceilings can be accounted for by a suitable redefinition of the parameter $R$, and by multiplying a frequency-independent geometrical factor, which does not change the order of magnitude of the noise. These corrections are likely minor compared with other corrections, e.g., from anisotropy of the sound field.

With respect to the acoustic NN model shown in Figure 4, more realistic estimates will likely be smaller since the isotropic plane-wave field assumed in this model yields relatively large spatial sound correlations. Sound scattering or complex source distributions reduce spatial correlations, and therefore increase suppression of gravitational coupling with distance to the atmosphere. We also note that cancellation of atmospheric acoustic NN is highly challenging. Microphones are subject to wind noise produced by wind-driven turbulence around microphones [77]. Alternative technologies like LIDAR are not yet sensitive enough to monitor acoustic fields in the ET band. Hence, significant contributions of atmospheric acoustic NN are to be avoided.

The second type of gravitational coupling between atmosphere and test masses is wind driven. In the ET observation band, atmospheric temperature and humidity fields, which are both associated with a corresponding density field, can be considered stationary in the absence of wind (or generally, when using the Lagrangian description of a fluid). However, when wind is present, then advected gradients in the density field appear as fast fluctuations at a fixed point. The gravitational coupling depends on the product $2\pi f d/v$, where $v$ is the wind speed, and $d$ is the (shortest) distance between test mass and the moving air. In the simplest case of smooth airflow, the suppression with distance is exponential, i.e., the coupling contains the factor $\exp(-2\pi f d/v)$ [74], which means that any form of wind-driven coupling is negligible in ET with $d$ being a few 100 m. When vortices form around surface structures, then the suppression with distance would not be exponential anymore, but it can still be argued that coupling remains negligible in ET [78]. Therefore, we have neglected the wind-driven gravitational noise in Figure 4, but for relatively shallow detector depth of 100 m or less, it might become important, and advection noise should be included. Cancellation of advection NN is conceivable. This is because the density perturbations associated with temperature and humidity fields are large compared to the density perturbations associated with sound. LIDAR can in fact produce three dimensional tomography of temperature and
humidity fields [79][80][81]. In addition, Doppler LIDAR can provide three-dimensional scans of the velocity field [82]. This information combined is all that is required to estimate and subtract the associated NN.

3.3. Electromagnetic field

Electromagnetic (EM) disturbances can be produced in many ways including natural sources and self-inflicted noise from electronics [17]. The latter includes cross-coupling between electronic/magnetic components of the detector like connectors, cables, coils, and permanent magnets, transients from overhead power lines, and noise from the mains power supply (50 Hz in Europe). Natural sources include transients from lightning, but also permanent fluctuations from Schumann resonances, which are pumped by electric discharges all over the world [83]. The EM fluctuations do not necessarily need to occur in the GW detection band since they can also interfere with detector control relying on signals at MHz, or nonlinear couplings can produce up- and down-converted noise. Some of the EM noise can also depend on the environment, e.g., especially underground it is possible that magnetic properties of the surrounding rock lead to (de)amplification of natural field fluctuations [84], which can also change with moisture content and temperature of the rock.

It is clear that due to the large variety of sources, fluctuations should be expected to vary significantly over all time scales from very brief, strong transients, to yearly seasonal cycles of, for example, Schumann resonances and local changes in rock properties. As we will show, if field fluctuations in the environment (natural or produced by the electronic infrastructure) of ET were as they are today at existing detectors, and if these fluctuations coupled as strongly with the detector output as they do in existing detectors, then ET’s main environmental noise would likely be of electromagnetic origin.

Two strategies can in principle greatly reduce problems arising from EM disturbances: (1) electronics are designed to minimize EM coupling between its components and with the environment as much as possible, (2) electronics are designed to produce the weakest possible EM disturbances. If this is achieved successfully, probably as a result of a long-lasting detector commissioning process, then the remaining problem is the unavoidable coupling to natural fluctuations, for example, because of magnetic components of the actuation system. Among all sources, the Schumann resonances play an important role since they can lead to correlated noise in a global detector network [85]. It was proposed to apply noise-cancellation techniques to reduce noise from Schumann resonances [86].

For the model shown in Figure 4, we used a fit to the natural background of magnetic fluctuations associated with Schumann resonances [87],

$$B = 6 \cdot 10^{-14} / \sqrt{f} \text{ Hz T/Hz},$$

(14)

which is about two orders of magnitude weaker than the actually measured magnetic fluctuations inside the Virgo buildings [88]. The coupling of these fluctuations with the detector output is taken from Virgo measurements [89] (similar coupling obtained at LIGO [90]),

$$c = 3.3 \cdot 10^{-8} / (f/10 \text{ Hz})^{2.8} \text{ m/T},$$

(15)

lowered by the (foreseen) ratio of test masses between Virgo and ET, 42/211 [91][20], which assumes that magnetic noise enters as test-mass displacement noise. Other coupling mechanisms, less well understood, might be important. It is also assumed that magnetic noise from Schumann resonances does not experience significant common-mode rejection due to potential differences in the coupling strength at different test masses. We use the same spectrum of magnetic fluctuations and the same coupling at all test masses.
3.4. Environmental noise as site-selection criterion

It is difficult to anticipate the full impact environmental noise will have on ET. A feasible task is to evaluate the direct environmental impact on detector sensitivity. The result is shown in figure 4 using couplings and noise models given in the previous sections. However, the detector commissioning needs to address a much wider class of coupling mechanisms and environmental influences typically involving detector control, but also, for example, up-conversion of low-frequency seismic motion in scattered-light noise. Generally, there is the expectation that modern control and environmental monitoring techniques involving machine learning and robotics might eventually play an important role in providing enhanced immunity of a detector to environmental influences [92, 93, 53, 94].

The approach here is to consider the simplified problem of direct environmental coupling, and therefore to use a noise budget as in figure 4 to evaluate a site. In this sense, it is of course favorable to have a site with low levels of environmental disturbances (low seismic and acoustic noise, weak wind, ...), but other factors can be important.
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Concerning the underground NN estimates, it is favorable to have strong suppression with depth. In the case of seismic NN, this would be the case if the speed of Rayleigh waves is low. However, there is a trade-off since low-speed sites also typically show higher levels of seismic noise. The two effects compensate to some extent. At sites with homogeneous geology, stiffer rock should lead to an overall advantage in terms of underground NN, but soil layering can provide additional NN reduction underground so that it is not immediately clear if ultimately a typical low-speed or high-speed site is favorable. The best way to decide is by directly comparing NN estimates, and dispersion curves and seismic spectra are its
two most important ingredients. We note that seismic speed has no significant impact on body-wave NN.

It can be argued that some shortcomings of a site in terms of seismic NN can be compensated by NN cancellation. This is certainly true, but unlike for surface detectors, cancellation of NN from a body-wave field is much more challenging as shown in [21], where a factor 2 – 3 of robust noise reduction was demonstrated in a simulation with 15 seismometers per test mass in a plane, isotropic, body-wave field. Based on these results, it is more realistic to assume that for a factor 3 NN reduction in ET, a few tens of seismometers would be required per test mass (ET has 12 test masses in total significantly affected by NN) deployed in boreholes some of which being a few 100 m deeper than the detector. With cost estimates of about 80 kff - 100 kff per 100 m of borehole (steel-cased, 15 cm diameter), it is clear that such a system would be an enormous effort and costly. The most challenging part would be to determine where to drill the boreholes and where to place the seismometers to achieve an effective NN reduction.

Concerning atmospheric, acoustic NN, one must avoid that it contributes significantly to the ET detector noise since there is currently no known technology to reduce it by noise cancellation as explained in section 3.2. It is also unlikely that the acoustic field at candidate sites will be known in sufficient detail to make precise estimates of how deep the detector needs to be. Therefore, the detector depth should be chosen with generous safety margin to avoid any potential issue with atmospheric, acoustic NN, in which case the properties of the atmosphere would not contribute to the site-selection criteria anymore.

4. Site characterization and measurements

4.1. Seismic field

The future site hosting the ET infrastructure must be compliant to a series of requirements ranging from the spatio-spectral properties of the environmental noise, which may significantly affect the detector’s sensitivity to other site properties such as rock mechanics or hydrogeological conditions that may impact the process of building and maintaining the infrastructure in operation during its lifetime. Hence, a series of surface and downhole geophysical measurements need to be performed for accurate seismic noise characterization of the site in addition to providing information for geological prediction. Since seismic noise plays such a central role to environmental noise modeling, and since it can have a potentially large impact on detector infrastructure, some measurement targets must be met, while others are less important. We therefore divide the targets into "necessary" and "useful".

4.1.1. Necessary measurements

Long-duration measurements These measurements are aimed at characterizing the seasonal variability of the seismic ground motion spectrum [95, 96, 97, 98, 99]. Apart from variations in amplitude and peak-frequency of the oceanic microseism (0.07 – 0.5 Hz), the temporal variation of anthropogenic noise is of utmost importance since it encompasses ET’s detection band. Seismic ground motion measurements on the surface and underground need to be carried out with high-class broadband, tri-axial seismometers. Downhole measurements must be carried out at depths representative of the future detector depth. The underground measurements must also be synchronized in time with the surface measurements to obtain the cross-correlation between the two observations.
**Short-duration measurements**  Local variations in spatial and temporal properties of seismic noise at the envisioned locations of the detector vertices can be accomplished in a two-step process. First, high-class broadband, tri-axial seismometers need to be installed in order to quantify the spectral content of seismic noise and identify potentially noisy frequency bands. Three-component measurements are also needed for computing the spectral ratio of the horizontal to vertical ground motion (H/V) at the site [100]. The H/V ratio at the site can be used for inferring the source mechanism of the noise at the site as well as information about shallow geology, for example, the basement-resonance frequency at site and the depth to bedrock [101].

However, measurements from a single broadband seismometer are insufficient to infer about the body to surface wave content of the seismic noise and the propagation characteristics like the surface-wave dispersion and its propagation direction. Hence, as a second endeavour, seismic-array measurements need to be carried out surrounding the detector vertices.

Seismometers are to be chosen according to the ambient seismic-noise spectrum and should achieve a signal-to-noise ratio of 10 and better between 3 and 10 Hz [102]. If sensitivities are lower, analysis results can be strongly biased by the array’s inability to provide data for correct parameter estimation of waves from short-lived seismic sources. Signal-to-noise ratios of 10 and higher can always be achieved in surface measurements, but it might be impossible at some frequencies for underground array measurements at very quiet sites. In such cases, the SNR threshold can be reduced to 7 profiting from the higher level of stationarity of the seismic field [103].

The minimum and the maximum array aperture would be based on a priori estimates of Rayleigh-wave speeds in the same frequency band. Asten & Henstridge, 1984 [104] proposed that within a given frequency band, the maximum sensor separation $d_{\text{max}}$ should be at least greater than the maximum wavelength of interest $\lambda_{\text{max}}$ (for stochastic analyses) and the minimum sensor separation $d_{\text{min}}$ must be less than half the minimum wavelength $\lambda_{\text{min}}$. The second condition follows from the Nyquist criterion to avoid spatial aliasing at smaller wavelengths. Following the above two conditions for designing surface-seismic arrays, we propose seismometers to be installed approximately along rings of increasing radii and seismometers equally spaced in azimuth in each ring. Studies by Kimman et al., 2012 [105] and Koley et al., 2018 [106] which uses the concept of theoretical array response [107] have shown useful applications of such array geometries for ambient noise studies. The main target of the array measurements would be estimation of the surface wave dispersion curve, characterization of seismic sources, unravelling the anisotropy of the seismic field, and estimation of the modal content of the seismic noise. A minimal measurement period of several weeks is recommended for understanding the diurnal and the weekly variation in the seismic noise properties.

### 4.1.2. Other interesting measurements

- Underground measurements at all three foreseen vertex locations using high-class broadband sensors. These measurements should at least be carried out for a few weeks. The main purpose is to characterize spatial variations of the seismic field underground.
- Three-dimensional array measurements around tentative locations of detector vertices between 3 Hz and 10 Hz. Highest quality seismometers preferably with self-noise below Peterson’s global low-noise model in the relevant frequency band are to be used at least for the underground seismometers. Some analysis results would greatly improve by using three-axis seismometers. The data can be used to provide an accurate prediction
of seismic Newtonian noise using detailed information about the seismic field in terms of polarizations, propagation directions and seismic speeds of all wave types, scattering from the surface, etc. Since such array measurements are very costly, they should be planned with seismologists to maximize the science output and be carried out for a year or longer. It is opportune to make use of existing underground infrastructure [98].

4.1.3. Seismic Methods

Passive seismic. Under a deterministic approach, the seismic noise wavefield may be treated as a combination of plane waves, whose apparent velocity and direction of propagation may be conveniently retrieved using array processing schemes such as the frequency-wavenumber power spectral analysis [108, 109]. Following this approach, array studies of microseisms have gained much popularity in recent years, especially after the works of Bromirski et al., 1999 [110] who showed the usefulness of acquiring microseismic data as a substitute to buoy data for monitoring oceanic activities. However, the most important utility of measuring seismic noise on the Earth’s surface with an array of seismic sensors was only known after the work of Campillo & Paul, 2003 [111], Shapiro & Campillo, 2004 [112], and Gouedard et al., 2008 [113]. They demonstrated the method of extracting the Green’s function of the Earth along the path joining two seismic sensors by cross-correlating simultaneously recorded long duration seismic noise signals measured at the two sensor locations. Works by Wapenaar, 2004 [114] and Wapenaar & Fokkema, 2006 [115] were instrumental in formulating the theoretical framework behind the feasibility of extracting the complete elastodynamic Green’s function of the medium by cross-correlating signals recorded simultaneously by two seismic sensors at different locations.

This method can be applied to: (i) human noise frequency band (1–10 Hz), which allows penetration depths on the order of 20–500 m; (ii) microseismic noise frequency band (0.1–1 Hz), whose corresponding penetration depths are on the order of 500–10000 m. Pros: No need of costly active sources, and related permitting procedures; Cons: 1. The need of long-duration recordings, so to achieve the condition of spatial uniformity of noise sources; 2. Velocity profiles are well-determined only for S-waves.

For the large-scale characterization of the site, the minimum requirement is 3 broadband sensors at the three vertices of the triangle, for deriving average velocity models representative of the 1D structure along the three arms. In order to achieve a uniform distribution of sources, long recordings (order of 6 months) are required. Additional broadband sensors may be foreseen at intermediate distances along the arms.

The properties of the seismic noise over the 1–10 Hz frequency band at the vertices are conveniently retrieved using an array of seismometers. Array analysis allows to (i) derive the kinematic properties (i.e., direction-of-arrival, apparent velocity) of the noise wavefield, so to get inferences on the location of the main source(s), and (ii) to get information on the surface-wave dispersion function, to be finally inverted for a shallow 1D model of the shear-wave velocity at the site. As an example, in the Rayleigh-wave dispersion curve of Fig. 3, phase velocity at 3 Hz is about 1000 m/s yielding a wavelength of 330 m. By applying the λ/4 rule, these signals are correctly sampled by arrays whose apertures (largest interstation distance) are about 80 m. Sampling different frequency ranges would require different apertures.

For a target wavelength, in principle only three seismometers are sufficient for retrieving the kinematic properties of the incoming wavefield. Nonetheless, the higher the number of seismometers, the better will be the precision in the estimate of those parameters.
In addition, if a large number of instruments is available, one may attempt to deploy an array whose density and aperture are appropriate for the entire wavelength range of interest. The high cost of high-sensitivity seismometers poses however limitations on the number of instruments to be employed. Thus a reasonable compromise could be the installation of a 8–10 element array. The installation can be replicated at the three different vertices, or the same array moved in between the three vertices allowing 10–15 days of recording at each site. An exact determination about the time duration of recording may be provided only after a characterisation on the location and temporal variability of the main noise sources.

Active seismic  A survey based on reflection/refraction seismology can provide seismic-wave velocity profiles or geometrical information about subsurface structures [116]. In its simplest form, the active survey is done deploying geophones evenly spaced along a line on the surface, and the seismic source can be a vibroseis truck or an excavator. Often, explosives are deployed in shallow boreholes. These sources produce body and surface waves, which can be studied individually. As a rule of thumb, a velocity profile can be obtained to a depth corresponding to a quarter of the length of the line connecting the seismometers. The optimal spacing between seismometers depends on the targeted spatial resolution.

4.2. Atmospheric fields

The importance of characterizing atmospheric fields for site selection depends on the depth of the future detector. Avoiding atmospheric NN is one of the main motivations to construct ET underground. Even at 100 m depth, atmospheric acoustic NN is likely insignificant [49], but as explained in Section 3 suppression of acoustic NN with depth strongly depends on the anisotropy of the acoustic field, and more detailed numerical studies are required to determine the minimum depth, at which acoustic NN can be safely neglected. Suppression of acoustic NN with depth also depends on two-point spatial correlations, which are influenced by source distributions and scattering of acoustic waves. Sound propagation directions and spatial correlations of the acoustic field measured with microphone arrays are therefore important site-characterization targets, in addition to sound spectra, when the considered detector depth is such that a significant contribution from atmospheric, acoustic NN cannot be ruled out.

Good quality acoustic measurements are challenging in open environments due to wind noise. The usage of wind shields, and averaging microphone signals over some number of nearby microphones are straight-forward strategies to lower wind noise [117, 118]. The impact of wind noise on sound spectra can always be assessed by calculating cross-spectral densities between two nearby microphones.

Another measurement target is average wind speed since it is the main parameter influencing the suppression of advection NN with depth. It is also Important to consider the surface structure and whether wind might lead to vortices of the right scale that could lower the suppression of advection NN with depth. The best way to estimate advection NN at a site is to deploy a LIDAR system. It can be used to make volumetric measurements of temperature, humidity, and wind fields [82, 79, 80, 81].

4.3. Electromagnetic field

As we have seen in Section 3 the electromagnetic field, especially fluctuations of the magnetic field, play a very important role in ET, and they require attention. It is however difficult to assess this form of environmental noise in advance since the EM field will likely be
dominated by sources installed with the detector and its infrastructure. The main motivation to carry out measurements of the (electro)magnetic field as part of a site-selection campaign is to make sure that there is not an abundance of EM transients from local sources like nearby power lines or transformer stations. These measurements should be carried out at all three foreseen vertex locations.

The Schumann resonances have similar spectra everywhere on Earth, which means that they are a minor item of site evaluation. A characterization of local, natural sources such as lighting strikes can be done, but is not likely to significantly contribute to the science criteria for site selection. If underground measurements are possible, then a comparison of surface and underground Schumann resonances can reveal local magnetic amplifications by the surrounding rock. For the observation of Schumann resonances, high-quality, induction-coil magnetometers are required, ideally buried to avoid noise from wind-induced vibrations.

4.4. Geotechnical, geographic, and other surveys

Geotechnical investigations are key to any tunnel construction, typically contributing 2% - 7% to the total construction cost [29]. It is largely based on analyses of the surface, e.g., outcrops, and of drill cores at the construction site. For deep sites, it has to be accompanied by geophysical studies, for example, to investigate sub-surface geology and reduce the uncertainty of the geological models. Exploratory boring averages about 1.5 m of borehole per tunnel meter [29]. Detailed information of (hydro)geological and groundwater conditions are essential to plan the construction and estimate the construction cost. Possible values of rock permeability to water span ten orders of magnitude, which makes groundwater conditions especially difficult to predict [119]. Conditions can also change significantly with season. Incompleteness of information can lead to delays in construction and increased cost, sometimes even to major construction failure [120]. A thorough geotechnical survey is necessary for a smooth construction process, but it never provides a guarantee against unforeseen problems since geological conditions can change over small distances. A historical collection of tunnel construction cost can be found in Rostami et al [121].

However, since these investigations are very costly, they cannot be carried out in their full extent at both ET candidate sites. Instead, in preparation of a site selection, only a small number of boreholes can be realized to provide enough information for a site selection, not for a detailed cost estimate and construction planning. The information provided by these preliminary geotechnical investigations include stratigraphy, elevation of the groundwater table, limited information on rock quality, and some idea of how these parameters vary over the area of interest. This information can help to refine models of environmental noise, but also provide important input for approximate construction cost estimates.

Another set of site studies concerns the collection of already available data or potentially easily retrievable data about geomorphology, a geodatabase, orthophotos, digital elevation models, land use, parks and protected areas, hazard maps, and hydrology of the region. Data can also be available about crustal deformation and ground stability, e.g., subsidence and shear, from past DInSAR analyses [122], or installations of GNSS stations [123]. Some understanding of ground stability is of course crucial for site selection. Additional hydrological data can be obtained by groundwater well extraction, piezometers, and pumping tests.
5. Conclusion

This paper provides an overall assessment of site-selection criteria for the proposed next-generation, underground GW detector ET, and gives guidelines for site-characterization campaigns and noise modeling. Its main purpose is to inform the ET and broader science communities about the main challenges in the preparation of a site selection. It is important to understand how strongly the quality of the ET infrastructure in terms of lifetime and science potential depends on site conditions. Early understanding of the short-comings of a site can help to devise technological solutions to overcome certain limitations.

The very large number of individual site parameters demonstrates the complexity of a site evaluation. Detector lifetime, operation and sensitivity are of prime interest to the project, but construction and operation cost might be the decisive factors for site selection. Given the scale of the investment, it is also clear that the socio-economic impact of ET will be considered and will play an important role.

As for many other modern experiments in fundamental physics, the environment can have a significant impact on the science potential of the ET research infrastructure. In fact, the main reason to construct ET underground, and therefore the main contribution to construction cost, is to avoid environmental noise from terrestrial gravity fluctuations associated with atmospheric and seismic fields. However, even underground the observation band of ET can be limited by environmental noise, which means that noise modeling forms an essential part of the site evaluation. We presented a formalism to project observations of environmental noise, such as seismic displacement and acoustic noise, into ET instrument noise, and we conclude that all forms of ambient noise can potentially limit ET sensitivity.

The advantage of having a high-quality, low-noise site means that more care needs to be taken to preserve site quality over the envisioned $\gtrsim 50$ years of ET lifetime. This can be achieved by negotiating kilometer-scale protective areas around the three vertex locations of ET preventing, for example, new industry or railways to introduce disturbances.

All these considerations are key to the planning of a site-characterization campaign and to obtain a site evaluation. In the end, the value of a site will not only depend on its properties, but also on the proposed solutions to address challenges specific to a site.
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