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Abstract. With the advent of 2-dimensional Convolution Neural Networks (2D CNNs), the face recognition accuracy has reached above 99%. However, face recognition is still a challenge in real world conditions. A video, instead of an image, as an input can be more useful to solve the challenges of face recognition in real world conditions. This is because a video provides more features than an image. However, 2D CNNs cannot take advantage of the temporal features present in the video. We therefore, propose a framework called $Sf_3CNN$ for face recognition in videos. The $Sf_3CNN$ framework uses 3-dimensional Residual Network (3D Resnet) and A-Softmax loss for face recognition in videos. The use of 3D ResNet helps to capture both spatial and temporal features into one compact feature map. However, the 3D CNN features must be highly discriminative for efficient face recognition. The use of A-Softmax loss helps to extract highly discriminative features from the video for face recognition. $Sf_3CNN$ framework gives an increased accuracy of 99.10% on CVBL video database in comparison to the previous 97% on the same database using 3D ResNets.
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1 Introduction

With the advent of deep learning, 2-dimensional Convolution Neural Networks (2D CNN) came to be used for recognition of faces [8,7,6,9,11]. The accuracy of 2D CNN architectures for face recognition has reached to 99.99% [5,8] as reported on LFW database. In spite of these near-hundred-percent accuracies, the face recognition algorithms fail when applied in real world conditions because of the real world challenges such as varying pose, illumination, occlusion and resolution. In this paper, we propose to overcome these limitations of the face recognition algorithms by the use of 3-dimensional Convolution Neural Networks (3D CNN). This is because a 3D CNN processes video as an input and extracts both temporal as well as spatial information from the video into a compact feature. The compact feature generated from 3D CNN contains more information than that generated using 2D CNN. This allows for an efficient and robust face recognition [10].
features generated using 3D CNNs however, are not highly discriminative and hence affect the accuracy [10]. The discriminative ability of the loss functions has been increased by using the concept of angular margin. A-softmax [4] is the most basic loss in the series of the loss functions that implements the concept of angular margin in the most naive form. Hence we propose to use A-softmax for face recognition with 3D CNN.

This paper, therefore, has the following contribution:

We develop a deep learning framework called $Sf_3CNN$ that uses 3D CNN and A-softmax loss for efficient and robust face recognition in videos.

2 Proposed Architecture

We propose a 3D CNN framework for face recognition in videos. The framework is called $Sf_3CNN$ as shown in figure 1. The $Sf_3CNN$ framework uses 3D ResNets for feature extraction from the input video followed by A-softmax loss. The use of 3D CNN helps to extract compact features from the video which contains both spatial and temporal information. A-softmax loss achieves high feature discrimination. The $Sf_3CNN$ framework is named so because the ‘$Sf$’ in the name represents the A-Softmax loss which is a variant of the Softmax loss and the term ‘$3CNN$’ represents the 3D CNN in the framework.

3 A-softmax loss

A-softmax loss [4] is developed from Softmax loss to increase the discriminative ability of Softmax loss function. A-softmax loss introduces angular margin in the softmax loss to maximize the inter-class distance and minimise the intra-class distance among the class features.

For an input feature $x_i$ with label $y_i$, angle $\theta_{y_i,i}$ is the angle between the input vector $x_i$ and weight vector $W_j$ for any class $j$. When we normalize $||W_j|| = 1$ for all $j$ and zero the biases and also increase the angular margin between the features of the actual class and the the rest of the features by multiplying the angle $\theta_{y_i,i}$ with $m$, we get the equation for A-softmax as:

$$L_{ang} = \frac{1}{N} \sum_{i} -\log \left( \frac{e^{\|x_i\| \cos(m\theta_{y_i,i})}}{e^{\|x_i\| \cos(m\theta_{y_i,i})} + \sum_{j \neq y_i} e^{\|x_i\| \cos(\theta_{j,i})}} \right)$$ (1)

In equation (1) $L_{ang}$ is called the A-softmax loss. $N$ is the number of training samples over which the mean of the loss is calculated. $\theta_{y_i,i}$ has to be in the range of $[0, \pi/m]$. From equation (1) it is clear that A-softmax loss [4] increases the angular margin between the feature vector of the actual class and the input vector by introducing the hyperparameter $m$. It thus tries to maximize the inter-class cosine distance and minimize the intra-class cosine distance among the features. The angular margin in A-softmax loss thus increases the discriminative ability of the loss function.
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Fig. 1: $Sf_3CNN$ is a very simple framework that contains 3D Residual Network followed by Angular Softmax Loss for better discrimination among the class features. $Sf_3CNN$ framework is experimented by substituting the 3D Resnet Architecture block in the figure by variants of 3D-Resnet architectures. $Sf_3CNN$ framework gave the best accuracy of 99.10% on CVBL video database by using Resnet-152 and Wideresnet-50. Finally, Resnet-152 is chosen as the 3D-Resnet architecture for the framework because of comparatively less number of parameters in comparison to Wideresnet-50.

4 Implementation

We performed the experiments on CVBL (Computer Vision and Biometric Lab) database [10] using $Sf_3CNN$ framework. The optimizer used is Adamax. The initial learning rate has been kept to 0.002. The values of the parameter betas is equal to 0.9 and 0.999. The value of the parameter eps is 1e-08 and weight decay is zero. The activation function used is Parametric Rectified Linear Unit (PReLU) because PReLU has been found to work better with A-softmax loss [4].

We have compared our results with the work on face recognition by Mishra et. al. [10]. In the work by Mishra et. al. [10], the experiment has been performed on CVBL database using 3D residual networks when the loss function is Cross-entropy. Both, in our experiment and in the experiment performed by Mishra et. al. [10], a clip of temporal length 16 is input to 3D residual network of different depths and genres. In case the number of frames are less than 16, the same frames are repeated by looping around the existing frames. Horizontal flipping is done on frames with probability of 50 percent. Cropping is performed from one of the locations out of 4 corners and 1 center in the original frame. This is then scaled on the basis of the a scale value selected out of $\left\{ \frac{1}{2^2}, \frac{1}{\sqrt{2}}, \frac{1}{2}, \frac{1}{\sqrt{2}^2} \right\}$. The scaling is done by maintaining the aspect ratio to one and selecting the shorter length of the image. All the scaled frames are re-sized to 112 by 112 for input to the architecture. Mean subtraction is performed on each channel by subtraction of a mean value from each channel. This is done to keep the pixel values zero centered. The CVBL video database is divided into 60:40 ratio for training and validation purpose. Out of the total 675 videos, 415 videos have been taken for training and the rest 260 videos have been considered for validation.
5 Results and Discussion

The results of $Sf_3CNN$ framework of various depths and genres on CVBL database are summarized in Table 1. $Sf_3CNN$ framework uses activation function PReLU and optimization function Adamax. PReLU is used with A-softmax in our experiment because PReLU is recommended to be used with A-softmax [4]. For the purpose of comparison, Table 1 also shows results obtained by Mishra et. al. [10]. In the work by Mishra et. al. [10], face recognition is done using 3D CNN with cross-entropy loss, SGD (Stochastic Gradient Descent) optimizer and ReLU (Rectified Linear Unit) activation function. Graph in Figure 2 shows the comparison between the performance of the $Sf_3CNN$ framework and the architecture used by Mishra et. al. [10] in terms of how the training loss and validation loss varies with the number of epochs.

Table 1: Comparison of validation accuracy of $Sf_3CNN$ Framework with state-of-art methods on CVBL database for face recognition

| Residual Networks       | Accuracy for 3D CNN + Cross Entropy Loss in % | Accuracy for $Sf_3CNN$ Framework in % |
|-------------------------|-----------------------------------------------|----------------------------------------|
| ResNet-18               | 96                                            | 98.97                                  |
| ResNet-34               | 93.7                                          | 98.72                                  |
| ResNet-50               | 96.2                                          | 98.59                                  |
| ResNet-101              | 93.4                                          | 98.72                                  |
| ResNet-152              | 49.1                                          | 99.10                                  |
| ResNeXt-101             | 78.5                                          | 98.59                                  |
| Pre-activation ResNet-200| 96.2                                         | 98.46                                  |
| Densenet-121            | 55                                            | 98.72                                  |
| Densenet-201            | 97                                            | 98.33                                  |
| WideResnet-50           | 90.2                                          | 99.10                                  |

In Figure 2, convergence of loss and accuracy in case of training and validation for the $Sf_3CNN$ framework is shown for different variants of 3D-Resnets in $Sf_3CNN$ framework. We have taken running average of the validation loss and validation accuracy to highlight the general path of convergence. We can easily observe that convergence of loss in case of training and validation for the $Sf_3CNN$ framework is almost same as obtained by Mishra et. al. [10]. The training and the corresponding validation graph almost follow the same path and converge to nearly the same loss value, indicating that low accuracy was never because of underfitting and high accuracy was never because of overfitting. Thus we can conclude that both $Sf_3CNN$ and the architectures used by Mishra et. al. [10] were stable throughout their training.

From the Table 1, it can be observed that, $Sf_3CNN$ framework achieves improvement in accuracy in face recognition for all depths and genres of 3D ResNets in comparison to the results obtained by Mishra et. al. [10]. For $Sf_3CNN$ frame-
work, the difference between the highest and lowest accuracy is just 0.77% in comparison to 47.9% in case of Mishra et. al. [10]. For $Sf_3CNN$ framework, the accuracy varies between 98% and 99.10% and therefore does not significantly vary with depth. In case of Mishra et. al. [10] however, the accuracy varies from 49.1% to 97%. Thus we can easily infer that unlike in case of Mishra et. al. [10], the $Sf_3CNN$ framework is successful in increasing the discrimination between classes, so much so, that it mitigates the role of depth of the architecture on the accuracy of face recognition.

$Sf_3CNN$ framework successfully achieves the highest accuracy of 99.10% which is well above the the highest accuracy of 97% as obtained by Mishra et. al. [10]. $Sf_3CNN$ framework achieved the highest accuracy with ResNet-152 and Wideresnet-50. It is interesting to note that ResNet-152 had achieved the lowest accuracy of just 49.1% and Wideresnet-50 had achieved an accuracy of just 90.2% in the work by Mishra et. al. [10]. It is just because of the highly discriminative nature of the A-softmax loss function in $Sf_3CNN$ framework that ResNet-152 could rise up to give the highest accuracy. Because of similar reasons, the accuracy of Densenet-201, which was 97% in the work by Mishra et. al. [10], rose to 98.33% in case of $Sf_3CNN$ framework.

![Comparison of $Sf_3CNN$ Framework with 3D CNN + Cross Entropy Loss.](image)

As can be seen in Table 1, both ResNet-152 and Wideresnet-50 achieved the highest accuracy of 99.10%. Since Wideresnet-50 contains far more number of parameters than in comparison to Resnet-152 [1], it would therefore be preferable to use Resnet-152 instead of Wideresnet-50 in the $Sf_3CNN$ framework. At the same time, it is also noticeable that there are comparatively more number of feature maps for each convolutional layer in Wideresnet-50. Wideresnet-50 is therefore efficient in parallel computing using GPUs (Graphics Processing Unit).
Hence, if the number of GPUs are more than one, Wideresnet-50 can be used in \( Sf_3 CNN \) framework to take advantage of parallel computing using GPUs.

6 Conclusion

In this paper, we proposed a framework called \( Sf_3 CNN \). Based on the experimentation results on the CVBL video database, it can be concluded that \( Sf_3 CNN \) framework is capable of robust face recognition even in real world conditions. The high discriminative ability of \( Sf_3 CNN \) framework leads to increased accuracy of face recognition to 99.10% which is better than the highest accuracy of 97% in the work by Mishra et. al. [10].

References

1. Hara, K., Kataoka, H., Satoh, Y.: Can spatiotemporal 3d cnns retrace the history of 2d cnns and imagenet? In: Proceedings of the IEEE conference on Computer Vision and Pattern Recognition. pp. 6546–6555 (2018)
2. Kim, T., Cha, M., Kim, H., Lee, J.K., Kim, J.: Learning to discover cross-domain relations with generative adversarial networks. arXiv preprint arXiv:1703.05192 (2017)
3. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep convolutional neural networks. In: Advances in neural information processing systems. pp. 1097–1105 (2012)
4. Liu, W., Wen, Y., Yu, Z., Li, M., Raj, B., Song, L.: Sphereface: Deep hypersphere embedding for face recognition. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 212–220 (2017)
5. Schroff, F., Kalenichenko, D., Philbin, J.: Facenet: A unified embedding for face recognition and clustering. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 815–823 (2015)
6. Sun, Y., Liang, D., Wang, X., Tang, X.: Deepid3: Face recognition with very deep neural networks. arXiv preprint arXiv:1502.00873 (2015)
7. Taigman, Y., Yang, M., Ranzato, M., Wolf, L.: Deepface: Closing the gap to human-level performance in face verification. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 1701–1708 (2014)
8. Tewari, A., Zollhofer, M., Kim, H., Garrido, P., Bernard, F., Perez, P., Theobalt, C.: Mofa: Model-based deep convolutional face autoencoder for unsupervised monocular reconstruction. In: Proceedings of the IEEE International Conference on Computer Vision Workshops. pp. 1274–1283 (2017)
9. Tran, L., Yin, X., Liu, X.: Disentangled representation learning gan for pose-invariant face recognition. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 1415–1424 (2017)
10. Vidyarthi, S.K., Tiwari, R., Singh, S.K.: Size and mass prediction of almond kernels using machine learning image processing. bioRxiv p. 736348 (2020)
11. Wang, F., Xiang, X., Cheng, J., Yuille, A.L.: Normface: L2 hypersphere embedding for face verification. In: Proceedings of the 25th ACM international conference on Multimedia. pp. 1041–1049 (2017)