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In the Web 2.0 era, the problem of uneven quality and overload of online reviews is very serious, and the cognitive cost of obtaining valuable content from them is getting higher and higher. This paper explores an effective solution to address comment overload by means of information recommendation in order to improve the utilization of online information and information service quality. This paper proposes a review ranking recommendation scheme that focuses on the information quality of reviews and places more emphasis on satisfying users’ personal information need. The paper’s approach is used to extract and rank low-frequency keywords that appear only once in the comment set. The more useful the extracted phrases are, the more useful this review will be and the higher the usefulness votes will be, which can reflect the actual situation of this product more objectively and accurately and facilitate better consumption decisions for consumers. The experimental results show that users’ satisfaction with the perceived usefulness of the reviews is jointly influenced by the information quality of Meituan’s reviews and users’ individual information needs; the recommendation strategy achieves the organic integration of the two, and the evaluation results under three different recommendation modes show that compared with “interest recommendation” and “utility recommendation,” the satisfaction score of “fusion recommendation” is the highest.

1. Introduction

With the rapid growth of the Internet and e-commerce platforms in recent years, the usefulness of online reviews has become an important influencing factor in consumer decision making [1]. Online reviews are users’ evaluations and experience after experiencing commercial products and services and providing valuable information to other users. Users can learn about merchants’ products and services through online reviews, which help them make better consumer decisions and reduce the reference cost of products and services. The famous Jupiter Research company, through years of research and analysis, found that 75% of consumers refer to reviews on the Internet before spending money on dining, travel, and accommodation, purchasing goods, parent-child playgrounds, and many other things. The same is true in China, with platforms such as Taobao, Jingdong, Meituan, and Where to Go [2]. Due to the openness of the Internet, the cost of posting online reviews is very low, and a lot of spam and false information make the quality of information in reviews vary, resulting in a large number of reviews, which is noisy and difficult to distinguish, and there are many ways of reviews and different language expressions, and some reviews do not bring us useful reference value [3].
“Taobao” uses whether there is a picture, whether there is a follow-up review, and the rating of the product as the filtering criteria; “public review network” blocks untrustworthy content based on user feedback; “Douban” and “Amazon” uses user votes to sort reviews [4]. These filtering strategies focus on information quality and help users quickly access useful information by placing high-quality reviews at the top. Nevertheless, these filtering strategies do not focus on satisfying individual users’ needs [5].

The adoption of information by individuals, besides being influenced by the quality of information, is related to individual information need, and people will care more about whether the information they receive contains content of interest to them. Especially when the amount of information exceeds one’s cognitive load, people browse quickly and hope to find the content they are interested in as soon as possible.

In this paper, we propose a low-frequency keyword extraction method for review usefulness voting. The main purpose is to identify low-frequency keywords from the reviews of Meituan and to provide consumers with more choices and decisions through the study of usefulness voting, instead of just looking at the star rating given by users as the judgment index (usually five stars). Therefore, the identification and extraction of low-frequency keywords become a major difficulty for us, which mainly has the following three problems:

1. The cohesiveness among the parts of low-frequency keywords is weak, and it is impossible to calculate the mutual information among them.
2. Since the combination of low-frequency keywords is evaluated randomly from the perspective of probability, it is difficult to use machine learning methods by means of labeling.
3. Low-frequency keywords also have the problem of representation, because of the low number of occurrences and the lack of contextual information. It is difficult to represent them by existing representation methods (e.g., Word2Vector).

Based on the above difficulties, there are still no more studies on the effectiveness of comment voting, which will become a key topic for our research.

2. Related Work

2.1. A Study of Reviewing Ranking and Recommendation Based on Reviewing Utility. The essence of the review ranking is to evaluate the utility of reviews and generate a Top N recommendation list based on the utility evaluation. In recent studies, [6] used fuzzy hierarchical analysis and weighted gray correlation analysis to predict the review utility, rank the reviews accordingly, and select the reviews with high information content for final recommendation. Jiang and Mccomas [7] used K-means algorithm to rank the review utility and then optimize the review ranking. Korde [8] calculated the credibility of reviews based on the number of “feature-opinion” pairs in the reviews and then invited users to evaluate the Top N reviews by questionnaire. Wen-Hsiang et al. [9] concluded that the authors’ historical reviews reflect the quality of his or her published reviews and they modeled them based on the authors’ previous reviews and incorporated them into the review model. It can be seen that the ranking and recommendation of reviews are mainly based on the calculation of evaluation metrics. In these studies, the evaluation metrics focus on a series of elements such as the information and content of the review, the credibility, the level of the writer, and the overall perceived utility of the reading group, which play a crucial role in identifying high-quality reviews.

A recent study, however, points out that the above evaluation indicators reflect only the quality of review information in terms of data reliability and do not emphasize the applicability of review information to the target information users [10]. Researchers argue that the evaluation of the perceived utility of online reviews is a kind of information quality assessment based on the user’s perspective, which takes the user’s subjective perception as the starting point to explore the utility of information and requires individuals to systematically assess the functional performance of information based on their personal experience [4, 5]. Therefore, user reviews in the online environment should not only be high-quality information that meets the standards but also focus on the degree to which the review information meets the needs and expectations of users and the value it brings to them [11]. There is no shortage of researchers who hold the same view. Hubertrajan and Dhas [12] explores product recommendations, and they argue that the validity of reviews should take consumers’ individual preferences into account and look for high-quality reviews that match consumers’ personal preferences. Ravi et al. [13] analyzed the quality of cloud service reviews on different online platforms to achieve review recommendations by calculating the similarity between the reviewer’s personal information and the background information of the information seekers of the cloud service platform. All these studies take a personalized perspective to study the perceived value of reviews.

2.2. Research on Review-Based Recommendation Systems. Recommendation is an effective way to solve information overload, and, by probing users’ information needs, recommendation systems can achieve information push oriented to personal interests and alleviate the distress caused by overloaded information [14]. The core of product recommendation system is to build an effective user and product model. Since review information is rich in users’ evaluation of products, it has become a hot research topic in recent years to distill users’ preferences and build user models from them and introduce them into recommendation systems. Mousavi et al. [15] classified the relevant research into three categories: lexical item recommendation, rating recommendation, and feature recommendation from the perspective of user modeling.

The lexical item-based recommendation is classified as content recommendation, which directly uses the review text...
to model users and products. Seker et al. [16] extracted lexical items from users’ published reviews and generates a user model with TF-IDF (term frequency-inverse document frequency) as lexical item weights, and the product model is based on the review set of the target product and finally makes recommendations based on the content similarity between the two. The literature recommendation system of [17] models the user based on the literature he has read, characterizes the lexical items with word vectors, and calculates the similarity between the user and the recommendation target (literature) up to the semantic level.

The collaborative recommendation mechanism used in rating recommendation requires the generation of a “user-rating” matrix, but the matrix sparsity problem has been a bottleneck in the performance improvement of collaborative recommendation systems. One of the solutions is to use the text data of reviews to predict users’ ratings of products and then improve the “user-rating” matrix to improve the system performance. In [18], sentiment analysis was used to predict users’ ratings of products based on their reviews, and a user model was built based on “predicted ratings” for product recommendation. Hiroshi [19] further improved the quality of the model by weighting the user ratings with the product theme information contained in the condensed reviews. Liu et al. [20] proposed a hybrid recommendation algorithm that integrates user ratings, sentiment, and product content and then recommended products by filling in the space “user-rating” matrix.

In summary, online reviews have been emphasized as an important information source for mining users’ interests and preferences in recent research on recommendation systems. Collaborative recommendation strategies that use user reviews to generate user models or enhance the quality of the “user-rating” matrix by predicting user ratings of products are commonly adopted. These users and product models obtained from review text learning are characterized as hidden vectors, and probabilistic topic models and deep learning algorithms are widely used to improve modeling quality.

3. Model Methodology

In this paper, we discuss the identification and extraction of low-frequency keywords. The comments in the dataset are first segmented into sentences, trained by neural network model, clustered to generate the word structure of keywords, followed by word structure ranking, keyword extraction, and then the low-frequency keywords are ranked in the same phrase pattern according to the topic relevance of Meituan comments to achieve the low-frequency keywords we want to extract [21]. The specific framework is shown in Figure 1.

3.1. WordSense Structure Generation. Word sense structure generation is based on the methods of word clustering or classification in natural language processing. The three following methods are commonly used: The first method is using external knowledge bases (e.g., WorldNet, HowNet, Cyc) to obtain semantic categories of words directly [22]. The disadvantage of this method is that the knowledge base is difficult to build and difficult to update. The second method is using classifiers in machine learning to identify the word classes of words. This method requires a certain number of datasets to be labeled and the classifier to be trained. This method is difficult to apply when there are many classes of words. The third method is using unsupervised clustering method. This method uses a large unlabeled dataset for training and automatically clusters words into different categories using contextual information of word occurrences. The clustering method is relatively weak, but the training data is easy to obtain and the number of word categories can be chosen flexibly.

We use a word clustering approach based on natural language processing, which maps individual words in a document to a semantic vector space. In this space, the Eulerian distances of semantically similar words are also close to each other. The Eulerian distances are then used to cluster words that belong to the same word class and are semantically similar. Each word class is represented by a label, which represents the semantic meaning of the word class in the semantic space. Then, the semantic structure of the keywords is generated by replacing all the words in the candidate keywords with the labels. The specific representation is given by the following equation:

$$y(t) = g(v f(Uw(t)))$$

where $w(t)$ and $y(t)$ denote the input and output layers, respectively, and $s(t) = f(Uw(t) + RRb)$ denotes the hidden layer.

3.2. Lexical Structure Ordering. In documents, the semantic structure has a high frequency of occurrence compared to low-frequency keywords and can be used to determine whether a semantic structure is valid or not [23]. The semantic structure of a keyword can be obtained by word structure generation, which indicates the usage pattern of the keyword. If the number of word clusters is $k$ and the allowed semantic structure length is $n$, the number of semantic structures of possible parameters is $k^n$.

The number of occurrences of low-frequency keywords is very low in all comments, and the contextual information is sparse. Each low-frequency keyword corresponds to a semantic structure containing many keywords. The ranking of the semantic structures can be done using various ranking methods. We mainly use the number of keywords corresponding to each semantic structure as the evaluation index.

3.3. Keyword Sorting. Because the contextual information of low-frequency keywords is sparse, it is difficult to use contextual information to rank different low-frequency keywords under a single lexical structure. We use the contextual information of each word in the document set to rank the low-frequency keywords. For example, in the review of Meituan, “the peanuts in this Meituan are delicious...
and the milk tastes good.” If “peanuts and milk” are a low-frequency keyword, the frequency of occurrence is low and the contextual information is sparse. However, the words “peanut” and “milk” appear more frequently in the document. Using contextual information of these words in the entire document set, the words can be ranked according to their relevance to the document topic. In order to rank the low-frequency keywords, we first generate a vector of \( V_i \) keywords, which is given by the following equation:

\[
V_i = \sum_{w_j \in P_i} \frac{V_{w_j}}{w_j},
\]

where \( P_i \) denotes the currently ranked keyword, \( w_j \) denotes the words that form part of the keyword, and \( V_{w_j} \) denotes the vector consisting of the contextual information (word features around which the word occurs multiple times) of word \( w_j \) in the document set. Then, the rating of \( V_i \) can be given by the following equation:

\[
\text{Scoring}(V_i, V_t|V_b) = \frac{|V_i - V_{\text{b}}|}{|V_i - V_{\text{b}}|_2},
\]

where \( V_i \) is the word frequency vector produced by the manually selected document clusters after document clustering, indicating the topics related to the usefulness of the USM. \( V_{\text{b}} \) shows the background vector generated from the word frequencies in the entire document set. The ranking of low-frequency keywords can be obtained by calculating the score of each keyword on vector \( V_i \) separately.

3.4. Commenting and User Model Building under Theme Space. In the process of LDA topic modeling [24], the “document - topic” probability distribution matrix is obtained simultaneously, and we denote \( \theta \) as Review_MAX_{isk}, with \( i \) corresponding to the number of documents in the comment corpus and \( K \) the number of topics. The row vector of Review_MAX_{isk} is the description of the probability distribution of comment \( r \) in the topic space, as in the following equation:

\[
r \cdot \text{topic}_{\text{profile}} = [p_1, p_2, \ldots, p_K].
\]

The user model is also built on the hidden topic space. For this purpose, a set of product feature words Interest_set is used to describe the user’s interest, from which the user selects the words he/she cares about, and the algorithm maps the sequence of the selected words to the hidden topic space. The modeling process is divided into 3 steps:

(i) Step 1: set Interest_set to generate user interest descriptions based on feature words selected by users.

(ii) Based on the LDA clustering results and the classification of cell phone features by e-commerce platform, the feature words describing the performance of cell phones are divided into 8 topics, namely, “screen effect, network signal, appearance design, photography, audio and video entertainment, operation performance, cost performance, and battery life,” from which users select the features they are interested in. For example, if user \( u \) is concerned about the “appearance” and “battery performance” of the cell phone, he selects a topic descriptor from the corresponding topic to characterize \( u \), with \( u.\text{feature}_{\text{profile}} = \{ \text{battery, battery life, appearance, appearance, screen, body, size, ...} \} \). The canonical expression is in equation (5), where Topic(\( f \)) corresponds to the set of topic words under the user’s topic of interest, with mapping \( u.\text{feature}_{\text{profile}} \) to the LDA hidden topic space.

\[
u.\text{feature}_{\text{profile}} = \{ f_i | f_i \in \text{Topic}(f), f \in \text{Interest_set}, i = 1, 2, \ldots, m \}.
\]
(iii) Step 2: word vector representation of user interest.
(iv) A word vector is a distributed representation of words obtained based on shallow neural network learning by representing words as an N-dimensional high-density real vector, where the word items correspond to a point in the N-dimensional space and the spacing of the points reflects the potential semantic relationships between the word items. Before mapping user interests based on feature words to the topic space, the study introduces word vectors by first converting user feature profile into a word vector matrix $\mathbf{u} \cdot \text{vec}_M \mathbf{AX}_{\text{mnc}}$ for word vector dimensionality. The user interest model based on word vector description can convey the semantic meaning and improve the recommendation accuracy. The $\mathbf{u} \cdot \text{vec}_M \mathbf{AX}_{\text{mnc}}$ matrix representation also facilitates the mapping of the user model to the topic space, where the user interest and review models are based on the same topic space; that is, they can be regarded as two points in the space, and their correlation is directly calculated by the distance formula. The word vector introduced in the study is an open-source Chinese pretraining model of Beijing Normal University [25]. The training corpus of this word vector is "Baidu Encyclopedia" with a corpus size of 4.1 G and a vector space dimension of 300.

(v) Step 3: user interest model in topic space. Topic $t$ is expressed by the probability distribution of "topic-lexical items" generated by LDA clustering, as shown in the following equation:

$$
t \cdot \text{feature}_p \text{profile} = \{\langle f_i, w_i \rangle, ~ i = 1, 2, \ldots, n\}, \tag{6}$$

where $f_i$ are the feature words describing topic $t$, $w_i$ are the weight of $f_i$, and $n$ is the number of feature words. Correspondingly, the word vector matrix of topic $t$ is established as $t \cdot \text{vecMAX}_{\text{mnc}}$. Under the word vector space, the interest matrix of $\mathbf{u}$ is multiplied with the transpose matrix of topic $t$, while incorporating the topic feature word weight matrix as $W_{\text{mnc}} = [w_1, w_2, \ldots, w_n]^T$, and finally the maximum value of the matrix operation is taken as the semantic relevance of $\mathbf{u}$ and $t$. The correlation of user $\mathbf{u}$ with $K$ topics is calculated according to equation (7), and the user interest model under topic space is generated as shown in equation (8):

$$\text{Sim}_t = \text{Max}\left( \mathbf{u} \cdot \text{vec}_M \text{MAX}_{\text{mnc}}^T \times W_{\text{mnc}} \right) \tag{7}$$

$$\mathbf{u} \cdot \text{topic}_p \text{profile} = [\text{Sim}_1, \text{Sim}_2, \ldots, \text{Sim}_K]. \tag{8}$$

4. Experiment and Conclusion

4.1. Experimental Data. In this experiment, we extract data from Meituan, the largest merchant review site in China, which includes 23 areas such as restaurants, shopping centers, hotels, and travel [26]. The Meituan data contain 984,502 Meituan reviews and 584,762 non-Meituan reviews. We focus on the reviews related to Meituan in the Meituan dataset and classify them into two categories based on their usefulness: first, useful reviews, of which 449,437 reviews have a usefulness value $> 0$; second, useless reviews, of which 535,065 reviews have a usefulness value $= 0$.

4.2. Experimental Procedure. In this paper, we focus on three aspects: candidate word generation, phrase filtering, and phrase scoring. Finally, we verify the effectiveness of our experiments by determining the percentage of usefulness of the extracted low-frequency keywords in the comments and whether they are useful for users’ selection and decision making. The following is a detailed introduction in three parts.

4.3. Candidate Word Generation. In modern generative linguistics, it is difficult to separate function words from content-related words. Our main work is to use function words as boundaries to form candidate words. The steps are as follows:

(1) In the document, each comment is first separated by a punctuation mark, such as { . ; ! ? : }.

(2) The LIWC2015 dictionary contains 19,281 discontinued words, and we use the LIWC2015 dictionary to check for separating comments, and if they are in the dictionary, we use them as boundaries to generate candidate phrases [27].

(3) Generated candidate phrases are exported to obtain the candidate phrases of the whole corpus. In order to reduce the noise and complexity of the experiment, we check whether the above problems occur by using the lexicon dictionary (the word list of lexicon dictionary contains 67,723 words) and discard the candidate phrases directly if they are not in this list [28]. By using the above two screening steps, we end up with 1,078,414 phrases in the Meituan dataset, with 31,093,419 occurrences. The distribution of phrase types is shown in Figure 2.

A represents the whole corpus, B represents the useful data comments of Meituan, and C represents useless data comments of Meituan. The percentages of candidate phrases with more than 9 occurrences are 6.27%, 6.98%, and 7.49%, respectively, while the percentages of only 1 occurrence are 71.7%, 71.12%, and 70.01%, respectively. This shows that removing low-frequency phrases will lose a lot of useful information, which is not conducive to better text information extraction and the evaluation of the usefulness of the Mission’s comments.

4.4. Phrase Filter. This experiment focuses on the usefulness of the reviews of Meituan. In order to verify that low-frequency keywords contain a lot of important information and great research significance, the three following processes will be used to filter the candidate phrases [29, 30]. (1) High-frequency words can increase the accuracy of the
representation. Therefore, in order to support word grouping, phrases with less than \( N = 300 \) word occurrences are removed. (2) In the experiment, to simplify the discussion, only the filtered comments containing phrases consisting of two words will be studied. (3) Since the goal of the experiment is to study low-frequency keywords, only phrases that occur once are discussed.

Through the above phrase filtering, there are 327, 345, 120, 828, 78, and 247 phrases left in A, B, and C datasets, respectively, and their percentages are 30.35\%, 25.61\%, and 23.58\% respectively. The final filtering results are shown in Figure 3.

4.5. Phrase Rating. The phrase score is very important for the whole keyword extraction. Through the above phrase filtering, we finally obtained 199,075 Meituan phrases that only appeared once in the text and contained only two words [31]. The whole Meituan phrase database is represented by a distribution of trained words, and K-means clustering is performed; that is, according to the similarity principle, data objects with high similarity are classified into the same class clusters, and data objects with high dissimilarity are classified into different class clusters, where \( K \) represents the number of class clusters and means represents the mean value of data objects in the class clusters. The clusters are divided into 200 groups, and each group is identified by the label range of “C000–C199.” In order to reduce the noise, reduce the processing difficulty, and achieve better classification effect, 20,277 useful phrases and 16,362 useless phrases of Meituan were generated by replacing the extracted keywords with word labels. Since we mainly focus on the usefulness of Meituan reviews, here, we only list the usefulness categories. The details are shown in Table 1.

C15 for fruit, C155 for sweets, C51 for flavor phrases, C63 for meat or cereals, C125 for emotional adverbs, C152 for price or affect adjectives, and C149 mostly for words that describe the environment.

In this paper, we collect 2013–2014 USG usefulness reviews, and, in order to rank low-frequency words with the same phrase pattern, we define a target vector \( \mathbf{V}_t \), which represents the textual topic relevance of the dataset, and the identification algorithm about low-frequency keywords is shown in Table 2.

4.6. Experimental Conclusions. From the experiment, we can get the distribution of usefulness comments of Meituan, so we can see that the usefulness votes with 5 or more occurrences only account for 6.08\% of the whole Meituan comments, while those with 1 occurrences account for 52.78\% of the whole usefulness votes. The low-frequency words are mostly words that objectively express the dining experience, such as “quite affordable, unforgettable, and very cold.” The higher the “usefulness” vote is, the more valuable the review is and the more useful the phrases it contains; the high-frequency words are mostly words about Meituan entities, such as “steak salad, Meituan seats, cheese bread.” The lower the “usefulness” vote, the lower the value of the comment and the more useless the phrases included. The distribution of “usefulness” votes is shown in Table 3.

This experiment not only shows that ignoring low-frequency keywords will lose a lot of important information but also verifies that our proposed method has made great progress in dealing with low-frequency keywords and has achieved good results in the restaurant usefulness poll, providing consumers with accurate and useful information in a more objective way.

Model parameter setting: for the LDA model, the value of the subject number \( K \), which is related to \( \alpha \) and \( \beta \) of the model, is critical. \( K \) is used as the optimization parameter and the value is determined experimentally. Figure 4 shows the clustering effects of the three modeling schemes with different \( K \) values. Overall, with increasing \( K \), Avg_similarity tends to decrease, indicating that the intertopic similarity decreases and the stability of the clustering structure increases. On the contrary, KL dispersion increases gradually, indicating that the intertopic differences are widened and the internal cohesion is increased. With increasing \( K \), the two metrics gradually converge. Specifically for the three modeling schemes, both sets of indicators show that the clustering effect of “synonymous feature word normalization” is significantly better than that of “noun + verb” and “feature word.” Therefore, the topic clustering scheme of “synonymous feature word normalization” was adopted in the subsequent experiments. According to the experimental results (see Figure 4), the clustering model is the best. KL scatter = 8.267, Avg_similarity = 0.05, and finally \( K = 13 \).

Clustering results: Figure 5 shows the clustering results generated by pyLDAvis for \( K = 13 \). On the whole, the themes are well distributed, and most of them are clearly distinguished, with a few overlapping (themes 4 and 5, themes 1 and 2). For this reason, the following treatment was performed: for each topic clustered, the topic words were ranked in descending order of probability, and the top 8
words were used to describe the topic semantics. If a word appears in more than one topic at the same time, it will be assigned to the topic with the highest weight value. For example, “battery capacity” appears in both topic 4 and topic 12, but the weight value under topic 12 (0.052) is higher than that under topic 4 (0.019), so it is placed under topic 12. Clustered subject terms were adjusted to better clarify the meaning of the topics. According to the list of topic words of each topic, the 13 topics were assigned to 9 feature categories of “operation performance, screen effect, network signal, ...
appearance design, photography, audio and video entertainment, cost performance, battery life, and others” by referring to the settings of cell phone feature indexes in digital websites, and the feature word set of user interest selection was generated accordingly, Interest_set, used for user modeling.

5. Conclusions

The study uses a probabilistic topic model to construct a user interest model in the topic space and incorporate it into the review perceived value calculation model, based on which a review recommendation strategy that integrates user interest and review utility is proposed, and the effectiveness of the recommendation strategy is tested by an online evaluation system. For the user model, the feature words characterizing user interest are treated with equal weights, but, during the testing process, it is found that users focus on product performance, and subsequent research can set weights for the feature words describing user interest to build a more refined user interest model.

The follow-up research is also prepared to introduce deep learning algorithms to explore user modeling in depth, extract user features from user comments, and improve the personalized recommendation algorithm.
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