Charting the AdS Islands of Stability with Multi-oscillators?
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We propose the existence of an infinite-parameter family of solutions in AdS that oscillate on any number of non-commensurate frequencies. Some of these solutions appear stable when perturbed, and we suggest that they can be used to map out the AdS “islands of stability”. By numerically constructing two-frequency solutions and exploring their parameter space, we find that both collapse and non-collapse are generic scenarios near AdS. Unlike other approaches, our results are valid on any timescale and do not rely on perturbation theory.

Introduction — Unlike Minkowski and de-Sitter space where nonlinear stability has long been established [1, 2], global anti-de Sitter (AdS) space with a reflecting boundary may allow arbitrarily small energy excitations to form black holes [3, 4]. The first evidence of this instability appeared in [5], where a set of initial data always seemed to lead to collapse, even when the amplitude was arbitrarily small.

However, accumulated evidence [6–13] suggests that there are families of initial data that do not form black holes. While some such data are unstable and can produce black holes when perturbed, others do not seem to collapse under any small perturbation. Such stable non-collapsing data are said to lie within the islands of stability [14]. The extent of these islands remains an open problem, with important implications for the instability and its interpretation within the field theory dual provided by the AdS/CFT correspondence [15–17].

To address this question, let us begin with perturbation theory about AdS 4. Consider a massless (real, or complex) scalar field ϕ, minimally coupled to gravity, within spherical symmetry. Let t be the time measured by an observer at the boundary of AdS, and x be a radial coordinate. Take the perturbative expansion

\[ \varphi(t, x) = \sum_{p=1}^{\infty} e^{p \varphi(p)}(t, x) , \quad g_{\mu\nu}(t, x) = \sum_{p=0}^{\infty} e^{p \varphi(p)}(t, x) , \]

where \( g^{(0)}_{\mu\nu} \) is the metric for AdS 4.

At linear order, the perturbative solution consists of a linear combination of normal modes

\[ \varphi^{(1)}(t, x) = \sum_{n=0}^{\infty} (a_n^+ e^{i \omega_n^-(0) t} + a_n^- e^{-i \omega_n^-(0) t}) P_n(x) , \]

where \( \omega_n^-(0) = d - 1 + 2n \), the \( P_n \) form a set of orthogonal functions, and \( a_n^\pm \) are complex coefficients. If \( \varphi \) is real, then we must also have \( \frac{1}{2} a_n^+ = \frac{1}{2} (a_n^-)^* \).

The terms at higher order depend upon the choice of \( a_n^\pm \) at linear order. If \( a_n^\pm \neq 0 \) for at least two distinct \( n \), a secular term proportional to \( e^2 t \) appears in the scalar field at third order, leading to an apparent breakdown of perturbation theory at \( t \sim 1/e^2 \). Much evidence [5, 8–11, 13–18, 22] has found that gravitational collapse, when it occurs, happens on this timescale of \( t \sim 1/e^2 \).

However, now consider allowing \( a_n^\pm \neq 0 \) for only one value of \( n \). In this case, the secular terms that appear at higher order can be removed using a standard Poincaré-Lindstedt resummation procedure [5]. It is then possible to construct a scalar field configuration that oscillates at a single frequency. Such solutions are often called oscillons [7, 23] if \( \varphi \) is a real scalar field, and boson stars [8, 22, 24] for configurations of a complex scalar field where the metric does not oscillate. Away from spherical symmetry, similar solutions exist in pure gravity called geons [26–28]. For now, we use the generic term oscillator. Oscillators can be roughly viewed as nonperturbative extensions of normal modes.

Oscillators are non-collapsing and the ones near AdS appear stable. To date, all initial data within the islands of stability appear to be “close” to an oscillator. But can the extent of the islands be determined more precisely? Note that data “close” to a normal mode still allows for any number of nonzero \( a_n^\pm \), so naive perturbation theory appears to break down at \( t \sim 1/e^2 \) for stable data as well.

Attempts to resum perturbation theory has led to some suggestive results (see e.g. [9, 12, 13, 19, 20, 29–33]). In particular, the two-timescale formalism (TTF), introduced and developed in [9, 19, 29, 30], allows a slow time dependence in the amplitudes \( a_n^\pm (e^2 t) \). The TTF equations contain a scaling symmetry and extra conserved quantities not present in the full equations. This scaling symmetry implies that non-collapsing solutions within the TTF at finite amplitude can be extended towards zero amplitude [12]. These results, together with numerical evidence, suggest that both collapse and non-collapse are generic in the sense that both kinds of data have finite measure in the \( \epsilon \rightarrow 0 \) limit.

Here, we take a different, non-perturbative approach. We will construct solutions to the full nonlinear equations that do not collapse on any timescale. By exploring the parameter space of these solutions, we hope to chart the extent of these islands, particularly near AdS.
To explain our approach, let us recall the construction of an oscillator. First, AdS is linearly perturbed to obtain a normal mode with frequency \( \omega_n^{(0)} \), for some particular \( n \). Oscillators can be generated by correcting the normal mode with higher orders in perturbation theory, where \( \omega_n^{(0)} \) also receives perturbative corrections. Nonperturbatively, oscillators have a spectral expansion

\[
\varphi(t, x) = \sum_{k,l} A_{k,l} t e^{i \omega_{kl} t} P_l(x),
\]

where the period \( \omega_1 \) can be used as a parameter, recovering AdS when \( \omega_1 = \omega_n^{(0)} \). Each choice of \( n \) generates a one-parameter family of oscillators. These solutions can be obtained numerically by treating \( t \) as periodic and solving a boundary value problem.

Now let us attempt to repeat this process again. Consider perturbing the oscillator:

\[
\varphi(t, x) = \sum_{k,l} A_{k,l} t e^{i \omega_{kl} t} P_l(x) + e e^{-i \omega_2 t} \delta \varphi(t, x),
\]

where \( \delta \varphi(t, x) \) is periodic in time with period \( \omega_1 \), and the metric is similarly perturbed. Note that the function \( \varphi(t, x) \) is not periodic, since \( \omega_1 \) and \( \omega_2 \) need not be commensurate frequencies. However, at linear order in \( \epsilon \), \( \omega_2 \) will appear as an eigenvalue in the equations of motion, and all perturbation functions will remain periodic in time with period \( \omega_1 \). This system can therefore be solved as a boundary value problem using standard methods for finding eigenvalues.

Just as in the case for AdS itself, the reflecting boundary of AdS leads to a spectrum of normal modes for the frequency \( \omega_2 \). We can use one of these normal modes to generate a new set of double-oscillators. Nonperturbatively, such a solution takes the spectral form

\[
\varphi(t, x) = \sum_{k_1, k_2} A_{k_1, k_2} t e^{i \omega_{k_1} t + i \omega_{k_2} t} P_l(x),
\]

which is ‘periodic’ on two frequencies \( \omega_1 \) and \( \omega_2 \), forming a two-parameter family.

We propose the following method of constructing such solutions \([\text{6}]\). Consider the alternative spectral expansion

\[
\varphi(t_1, t_2, x) = \sum_{k_1, k_2, l} A_{k_1, k_2, l} t e^{i \omega_{k_1} t_1 + i \omega_{k_2} t_2} P_l(x),
\]

which is periodic on \( t_1 \) and \( t_2 \). When the equations of motion are in first-order form, time-dependence only appears in the derivative \( \partial_t \). A comparison between \([\text{5}]\) and \([\text{6}]\) suggests that we should replace \( \partial_t \to \partial_{t_1} + \partial_{t_2} \). The double-oscillator can then be obtained by solving a boundary value problem in coordinates \( t_1 \) and \( t_2 \), where \( t_1 \) and \( t_2 \) are periodic with period \( \omega_1 \) and \( \omega_2 \), respectively. \( t_1 \) and \( t_2 \) can be viewed as coordinates on a torus around which the line \( t = t_1 + t_2 \) wraps. If the periods \( \omega_1 \) and \( \omega_2 \) are non-commensurate, then the line parametrised by \( t \) will be dense on this torus.

One can continue this process ad-infinitum, generating multi-oscillators that are periodic on more and more frequencies. This creates an infinite-parameter family of solutions, all of which are non-collapsing. The apparent nonlinear stability of single-oscillators suggests that nearby multi-oscillators are also stable.

These multi-oscillators bear some resemblance to quasi-periodic solutions found within the TTF \([\text{9, 13}]\), where each normal mode is assumed to have a different periodic behaviour \( a_n(x^2 \ell) = \alpha_n e^{-i \beta_n \ell} \). We note, however, that quasi-periodic solutions within the TTF form a two-parameter family, while we have an infinite-parameter family. We also mention that quasi-periodic behaviour has also been seen within dynamical evolution \([\text{7, 23, 34}]\). We speculate that some of these may have a representation as a multi-oscillator.

Though we have explained the construction of multi-oscillators for a scalar field in spherical symmetry, the arguments for their existence and method of construction apply equally well with fewer spatial symmetries, with other field configurations like pure gravity, and even situations without AdS boundary conditions. So long as the perturbation of oscillators continues to yield normal modes, additional frequencies can be added.

We wish to construct such solutions and explore their parameter space. We were successful in constructing double-oscillators for a real scalar, but such solutions depend on three coordinates, as shown in \([\text{6}]\). Here, we instead present results using a complex scalar field where the first frequency dependence \( e^{i \omega_1 t} \) factors out, reducing the problem to only two coordinates. This type of solution may be viewed as a boson star in the frequency \( \omega_1 \), but an oscillon in the frequency \( \omega_2 \).

**Numerical Construction** – We set the AdS length scale and gravitational constant to unity, and the space-time dimension \( d \) to 5. Our metric ansatz is

\[
ds^2 = \frac{1}{\cos^2 x} \left( -\alpha \beta^2 dt^2 + \frac{dx^2}{\alpha} + \sin^2 x d\Omega_3 \right),
\]

where we have defined

\[
\varphi = \cos^4 x e^{i \omega_1 t} (\varphi_+ + i \varphi_-),
\]

and \( \varphi_+ \) and \( \varphi_- \) are real functions of \( t \) and \( x \). We introduce first-order variables \( \Phi_+, \Phi_-, \Pi_+, \Pi_- \) via

\[
\cos x \partial_x \varphi_\pm - 4 \sin x \varphi_\pm = \Phi_\pm,
\]

\[
\partial_t \varphi_\pm = \alpha \beta \frac{\Pi_+}{\cos x} \pm \omega_1 \varphi_\pm.
\]

The Hamiltonian constraint takes the form

\[
\partial_t A = 2 \cos^2 x \frac{\alpha^2 \beta (\Phi_+ \Pi_+ + \Phi_- \Pi_-)}{\sin x},
\]

where

\[
\omega_1 = \omega_n^{(0)}, \quad \omega_2 = \omega_1 + \alpha \beta.
\]
while the remaining equations of motion are

\begin{align}
\cos x \partial_x \delta - \sin x (8 + \cos^8 x S) \delta &= - \sin x S \\
\sin x \partial_x A + \cos x (4 + \sin^2 x \cos^8 x S) A &= \cos^3 x S
\end{align}

(11a)

\begin{align}
\partial_t \Phi_\pm &= \beta (\alpha \partial_x \Pi_\pm - A_\Phi \tan x \Pi_\pm) \pm \omega_1 \Phi_\pm, \\
\partial_t \Pi_\pm &= \beta (\alpha \partial_x \Phi_\pm + A_\Pi \cot x \Phi_\pm) \pm \omega_1 \Pi_\pm
\end{align}

(11b)

(11c)

(11d)

where

\begin{align}
S &= \Phi_+^2 + \Phi_-^2 + \Pi_+^2 + \Pi_-^2, \\
A_\Phi &= 3 - \frac{1}{2} \left( 9 - 5 \cos(2x) \right) \cos^4 x A, \\
A_\Pi &= 3 - \frac{1}{2} \left[ 3 - 5 \cos(2x) \right] \sin^2 x \cos^2 x A.
\end{align}

(12a)

(12b)

(12c)

In what follows, the Hamiltonian constraint (10) as well as the definitions (9) are not solved directly, and are instead used as a check of numerics.

To find the boson stars and their perturbations, set

\begin{align}
\Phi_+(t, x) &= \Phi_0(x) + \epsilon [\sin(\omega_2 t) \delta \Phi_(x)], \\
\Phi_-(t, x) &= \epsilon [\sin(\omega_2 t) \delta \Phi_-(x)], \\
\Pi_+(t, x) &= \Pi_0(x) + \epsilon [\cos(\omega_2 t) \delta \Pi_+(x)], \\
\Pi_-(t, x) &= \epsilon [\cos(\omega_2 t) \delta \Pi_-(x)], \\
A(t, x) &= A_0(x) + \epsilon [\cos(\omega_2 t) \delta A(x)], \\
\delta(t, x) &= \delta_0(x) + \epsilon [\cos(\omega_2 t) \delta \delta(x)], \\
\varphi_+(t, x) &= \varphi_0(x) + \epsilon [\cos(\omega_2 t) \delta \varphi_+(x)], \\
\varphi_-(t, x) &= \epsilon [\sin(\omega_2 t) \delta \varphi_-(x)]
\end{align}

(13a)

(13b)

(13c)

(13d)

(13e)

(13f)

(13g)

(13h)

where we have chosen a specific phase in time. Setting \( \epsilon = 0 \) will yield a set of ordinary differential equations (ODEs) that can be solved to obtain the boson star. These boson stars are parametrised by the frequency \( \omega_1 \).

A linear expansion in \( \epsilon \) will yield another set of ODEs for the perturbation functions in the form of an eigenvalue problem with \( \omega_2 \) as an eigenvalue. We solve these using Fourier spectral methods. We use a quarter Fourier grid in the coordinate \( x \) that exploits the symmetries of the functions. By the redefinitions (7b) and (8), these symmetries plus finiteness of the functions ensure that all required boundary conditions are satisfied.

Once the boson stars and their perturbations have been computed, we can use them to find double-oscillators. Because the \( \omega_1 \) periodicity is not manifest in the equations, we can find the desired solutions by treating \( t \) as a periodic coordinate with period \( \omega_2 \). The symmetries in the functions along \( t \) allow us to use a half Fourier grid. The full equations of motion are solved as a boundary value problem, using a Newton-Raphson method with the perturbed boson stars as initial estimates.

Results – In Fig. 1, we show the energy of the lowest frequency branch of boson stars as a function of the frequency \( \omega_1 \). This curve is typical of oscillators, and has been produced elsewhere [8, 22, 24, 25]. The point corresponding to \( \omega_1 = 4 \) is pure AdS, where the frequency merely represents a perturbative normal mode. Naturally, there are other branches of boson stars that are generated from other normal modes of AdS, but we do not consider them here.

This figure shows a turning point at \( \omega_1 \approx 3.55 \), where the energy is maximal. Such turning points are typically associated with a change in linear stability, and is a common feature in many gravitational systems [45–48].

The dynamical stability of boson stars was studied previously in [8, 22], where indeed solutions on the AdS side of the turning point appeared to be stable, while solutions on the other side are unstable. The endpoint of unstable boson star evolution depends on how the star is perturbed: one generically sees either collapse to a black hole or migration towards some oscillating solution [22].

In Fig. 2, we fix the frequency \( \omega_1 \) and plot the energy of double-oscillators as a function of \( \omega_2 \). In the top panel, \( \omega_1 = 3.9 \) and in the bottom panel, \( \omega_1 = 3.59 \). The boson star coincides with the dot in each figure, where the frequency represents a perturbative normal mode. Unlike the boson stars where moving away from AdS increases the energy, these double-oscillators decrease in energy as one moves away from the boson star.

The top panel in Fig. 2 has a turning point in the energy, where the energy is minimal. We expect that the lower panel has such a turning point as well, but were unable to reach it with our limited computational resources. By analogy with the pure boson star and similar situations [45–48], this turning point may come with a change in dynamical stability. Physically, the expectation is that linear energy fluctuations correspond to changes in frequency. But near a turning point, the energy does not change to first order, suggesting that some frequency becomes a zero mode and is thus unstable on one side of the turning point. We emphasise, however, that it remains unclear whether these stability arguments apply to our current situation. We leave more detailed questions of stability and dynamical evolution to future work.

In the top panel of Fig. 2, \( \omega_2 \) decreases as the double-oscillators move away from the boson star, while in
FIG. 2: Energy of double-oscillators at fixed $\omega_1$. The boson star solutions are located at the black dots.

FIG. 3: Parameter space of double-oscillators. The solid line are the boson stars, the dashed blue curve is where double-oscillators have a turning point in the frequency, and the dotted red line is where oscillators have a turning point in the energy. The inset zooms in near AdS, and plots the frequency difference, $\Delta \omega_2$, relative to the boson star.

The bottom panel $\omega_2$ initially increases before decreasing again. That is, the double oscillators in the bottom panel have a turning point in frequency. Such a turning point occurs for double-oscillators with $\omega_1 \lesssim 3.6$.

We are now in a position to present the space of double-oscillator solutions parametrised by $\omega_1$ and $\omega_2$. In Fig. 3 the black solid line shows the lowest perturbative frequency $\omega_2$ of the boson star. The point $\omega_1 = 4, \omega_2 = 2$ corresponds to pure AdS, with both of these frequencies representing AdS normal modes. At $\omega_1 \approx 3.55$, corresponding to the turning point seen in Fig. 1, $\omega_2$ becomes a zero mode. For $\omega_1 \lesssim 3.55$, the normal mode frequency of the boson star $\omega_2$ becomes purely imaginary, corresponding to an unstable mode. There are therefore no double-oscillators generated by this mode for $\omega_1 \lesssim 3.55$.

The dotted red curve locates the turning points in energy, such as the one that occurs in the top panel of Fig. 2. If these turning points mark a change in stability, we expect that oscillators above this red line to be stable, and those below it to be unstable.

The dashed blue curve locates the turning points in frequency $\omega_2$, such as the one that occurs in the bottom panel of Fig. 2. Double-oscillators at these values of $\omega_1$ exist below the blue curve, and the region immediately below this curve contains two oscillator solutions.

Now we examine the space of double oscillators in the neighbourhood of AdS. The inset of Fig. 3 shows the difference in frequency $\Delta \omega_2$ between the double-oscillator and the boson star normal mode in the region near AdS. Note that the line does not become tangent to $\Delta \omega_2 = 0$ near $\omega_1 = 4$, suggesting an open set of non-collapsing data in the neighbourhood of AdS. This is in agreement with arguments in [12]. Note that unlike [12], our results are constructive (rather than merely proving existence), non-perturbative, and valid on any timescale.

The solutions at the energy turning point can be projected onto the orthogonal functions $P_k(x)$, as we show in Fig. 4. We observe that these lines have nonzero slope near AdS, which is another indication of an open set of non-collapsing data [12]. We also note that the modes do not reach equal-amplitude, which agrees with numerical evidence suggesting that equal-amplitude, two-mode initial data will eventually form black holes [5, 9, 13, 19, 20, 46].

Discussion – We have proposed the existence of a family of non-collapsing solutions that oscillate on any number of frequencies, and provided a method of constructing them that does not rely on any perturbative approximation nor dynamical evolution.

This infinite-parameter family is unusually large. In a sense, the entire space of initial data can also be viewed as an infinite-parameter family. The existence of so many multi-oscillators may account for the apparent stability of boson stars and oscillons. It is also tempting to con-
jecture that the entire island of stability lies within the multi-oscillator family.

We have constructed and mapped out part of a two-frequency section of this family. We found that double-oscillators contain a line of turning points in their energy. If such turning points indeed mark a change in stability, then they also mark a boundary to the islands of stability. One could presumably map out more of the islands of stability by searching for turning points among additional frequencies. But, like charting any coastline, the entire boundary of these islands of stability cannot be determined by any finite process.
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