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Abstract. Video frame interpolation is the task of creating an inter-frame between two adjacent frames along the time axis. So, instead of simply averaging two adjacent frames to create an intermediate image, this operation should maintain semantic continuity with the adjacent frames. Most conventional methods use optical flow, and various tools such as occlusion handling and object smoothing are indispensable. Since the use of these various tools leads to complex problems, we tried to tackle the video interframe generation problem without using problematic optical flow. To enable this, we have tried to use a deep neural network with an invertible structure, and developed an U-Net based Generative Flow which is a modified normalizing flow. In addition, we propose a learning method with a new consistency loss in the latent space to maintain semantic temporal consistency between frames. This paper is meaningful in that it is the world’s first attempt to use invertible networks instead of optical flows for video interpolation.

1 Introduction

In the introduction, we want to explain the necessity of generating video interframes, existing methods of using deep neural networks, general optical flow problems, and the basics of invertible networks.

1.1 The necessity of generating video interframes

Interframe generation, which creates an intermediate frame using the information of two consecutive frames, is one of the techniques frequently used in TV systems. Most input video sources have a refresh rate of 24, 30, and 60 Hz per second, but TV can often output frames at a refresh rate of 120 Hz per second. To achieve this, the TV interpolates over the temporal phase to form an intermediate image, producing a high frame-rate video of 120 Hz. Because the simple synthesis of the front and rear frames cannot produce smooth video and the accompanying judder is inevitable, the interframe generation algorithms generally move the front or rear frames in the motion vector direction using optical flow. Optical flow [24] is the information indicating in which direction each pixel is moving in a frame by using the correlation between the front and rear frames. Traditionally, a rule-based program was used to calculate the optical flow and algorithms use it to create an intermediate image.
1.2 Video interpolation method using DNN

In the DNN field, several attempts have been made to generate interframes since around 2017. One attempt was interpolating the front and rear frames by training a network to generate a supervised optical flow like Flow-net [3,5] and PWC-Net [15]. The other attempt was Super SloMo [8] which can create intermediate frames by learning the unsupervised optical flow using high-speed framed video shot with a high-speed camera.

In the former case, since learning is possible only with supervised information on optical flow, there is an inconvenience of making motion information for each video in a frame unit, which causes difficulties in generating training data. This is a costly job and the models have to struggle with limited training data. In the latter case, only the front and rear frames are used as inputs, and the optical flow is predicted by itself without additional supervised optical flow information. This method does not require any additional information about the optical flow in the training data, so the training can be performed with any video input.
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**Fig. 1. Limitations of previous works.** (a) shows a part of FlyingThings3D [10] generated by warping the previous frame using the ground truth optical flow. The object appears to be broken due to occlusion issues despite the ground truth being applied. (b) shows the interim results of learning with GLOW [9] instead of UGLOW. Pixel shuffle and 1x1 convolution cause side effects like the Bayer pattern.

1.3 Limitations of using optical flow

As described above, most interframe algorithms use optical flow to move the front and rear frames to create intermediate frames. However, due to optical flow’s very endemic problems, the use of optical flow cannot produce a perfect interframe even when it refers to ground truth. Many methods use deep learning on video interframe generation [11,12,13]. But they cannot be free from optical flow problems. The problems of optical flow are as follows. The first is that it cannot accurately handle the boundaries of each object, and the second is that it is difficult to handle the occluded area.

The former boundary problem arises from the fact that when estimating the motion vector of an object, the boundary between the object and the background...
cannot be accurately known. In particular, if the boundary is predicted to be smaller than the object, it will be cut, causing serious problems. For this reason, the motion vector of an object is generally set to erode the background more widely. However, if the background is eroded too much, it can cause side effects such as halo.

The latter occlusion is the processing problem of overlapping areas. This is a more complex problem than the former one. It is because there is no correlation between the foreground and the background when the generator tracks movements. As it is not easy to predict what will come forehead when objects overlap each other, it is hard to predict the interframe. The occlusion problem has drawn much attention last year and has been dealt with by other scholars [16].

1.4 Invertible Network

To create an intermediate image without using an optical flow, we considered the use of an invertible network. In general DNN, due to the non-linear function and pooling process, it is impossible to perform reverse processing from the latent space to the original shape again. In this case, there is no way to recover the original shape from latent space due to data loss.

There are algorithms such as GLOW [9], BayesFlow [14], and i-RevNet [6,7] developed to prevent data loss in latent space in DNN. This bypasses half of the input channel and sends it to the next layer. This is used to generate the same convolution result as the forward path in the inverse path and restore the original shape using this. The idea of GLOW is that interpolation over a latent space can produce an intermediate image between two images that have semantic continuity. Our idea is that interpolating between two individual video frames similarly produces an intermediate frame with semantic continuity.

The invertible network has several advantages. The first point is that the image quality is not compromised and the original restoration is guaranteed so that the original quality can be maintained even for videos with sufficiently high input resolution. The second advantage is that unlike generative models such as GAN, a 1:1 functional relationship between an image and a point in a latent space is established. This ensures the one and only intermediate image for each latent space without random occurrence, enabling video processing without flickering.

1.5 Limitations of existing invertible network

We want to interpolate between frames by applying an invertible network to a video. For this, some of the problems of invertible networks had to be solved. The biggest problem among them is that invertible networks such as FLOW and i-RevNet increase the number of channels while reducing the image size through pixel shuffle. This creates a fatal problem of generating Bayer patterns during interpolation, which can be seen in Fig.1(b). We wanted the inter-pixel convolution process to look smooth enough for image processing, and for this, we had to remove the pixel shuffle. However, simply removing the pixel shuffle
does not have a way to increase the number of channels while maintaining the amount of information contained in the input RGB channels, so the final network output also ends up with three channels. In this case, generated information is also limited to three channels unless some measures like downsampling are considered. Another problem is that FLOW uses 1x1 convolution to propagate information in half of the channels, but it is difficult to divide the three channels of RGB in half. Also, since the 1x1 convolution does not refer to the surrounding pixels, only the data of the channel combined with the pixel shuffle is calculated. In image processing, local convolution is desirable because it determines the type and shape of an object by referring to surrounding pixels, and the 1x1 convolution is not suitable for this kind of use. I-RevNet also uses pixel shuffle and its effect seemed vain. To sort out this issue, we have devised an U-Net based Generative Flow suitable for such image processing.

2 Contribution

We introduce a DNN model suitable for generating video interframes using an invertible convolution network. The proposed network expands the number of channels without pixel shuffle and performs local convolution processing. Also, using U-Net, it is possible to refer to the upper layer’s information in the form of a pyramid and take the advantage of being invertible. Also, we propose a new learning method for video interpolation between frames. Since the network can learn the input image and generate the necessary information itself, the network can be trained in an unsupervised manner. With the generated information, no data other than latent space is needed to generate the intermediate image through linear interpolation.

The contributions of this paper are as follows:

1. The proposed method is the world’s first attempt to suggest a new approach for video frame interpolation using an invertible deep neural network. Since no optical flow is used in our method, we can fundamentally avoid the problems that stem from optical flow.

2. We propose a novel U-Net based Generative Flow (UGLOW) that is invertible while utilizing local convolution and U-Net structure without pixel shuffle.

3. Using the proposed UGLOW, we also propose a training method that transforms continuous video frames into a linear latent space on the time axis.

3 Method

3.1 Concept

In this section, we propose the concept of U-Net based Generative Flow and its two major methodologies. The idea of our concept is as follows. When generating an intermediate frame, the easiest way would be the linear interpolation using
two adjacent frames as inputs. However, such a method only produces overlay images that do not help with judder. To generate a sophisticated intermediate frame, linear interpolation should be performed on a transformed space after projecting adjacent frames onto it. Then, a linear relationship with transformed space is established.

However, there are several conditions for such linear interpolation to perform as expected. First, it should be possible to restore the original image from the converted space. Second, the transformed space should have a linear relationship with the time axis. To meet those conditions, the model should guarantee invertible non-linear conversion between the frame and the converted space.

The first condition got its idea from GLOW [9]. As you can see in Fig. 2, GLOW smooths out interpolations between the two faces. We can think of it as an interpolation between two video frames. An invertible network like GLOW was an ideal candidate for intermediate frame generation because the latent space has a non-linear relationship with the input image. On top of that, the original image can be restored from the latent space. The second condition can be met if a model can generate the second frame’s latent space with the interpolation of latent spaces from the first and third frame.

We suggest the two novel methods to meet the concept and conditions. The first is the U-Net based Generative Flow (UGLOW), which is specially designed to learn video information in the most advantageous manner. In the latter part, we introduce the very original sub-modules that make up the network, how it is made to be invertible, and how the whole network is structured. Details of UGLOW are described in section 3.2. The second is the loss metric that enables the UGLOW to generate plausible frames without complex algorithms. Here we would like to introduce the idea used to make the latent space linear on the time axis. The detailed learning method will be introduced in sections 3.3 and 3.4.

3.2 U-Net based Generative Flow (UGLOW)

We needed to devise an invertible network that can grasp the context between the frames to replace optical flow. In some cases, a generator may have to track...
Fig. 3. U-Net based Generative Flow Module. These are invertible module using U-Net. Two types are depending on whether the channel is amplified or not, each showing how to recover the input from the output.

A large number of pixels depending on the size and movement of an object in the frame. If this is the case, it would be expensive to cover the whole area with convolution with a large kernel size. To address this issue, we tried to use an efficient network and U-Net was a feasible option. On the contracting path of U-Net, as the network propagates forward, subsampling enables the network to track a wider area with the same sized kernel. To be exact, each layer’s subsampling enables kernel to refer twice a larger area. At the same time, skip connection is used to transmit information from the contracting path to the expansive path without loss, which prevents information loss due to the size of the bottleneck in the middle of the U-Net. Even in optical flow algorithms, pyramid structures with each layer halved in size are often used to detect large objects or fast motion vectors. Therefore, the U-Net can be said to be a suitable structure for an intermediate frame generation task. In addition, we developed the idea of skip connection and made the network invertible.

As mentioned in the introduction, the invertible network uses pixel shuffle and 1x1 convolution which can aggravate the output. U-Net based Generative Flow uses 3x3 or 5x5 convolution to refer to local information and works without pixel shuffle. Every U-Net consists of 4 down-blocks, 1 mid-block, and 4 up-blocks, each consisting of 2 convolution layers and Leaky-ReLU. The last output of the U-Net uses sigmoid as an activation so that it could adjust the image input normalized to 0-1. The number of channels is preserved by removing the pixel shuffle, so we need to expand the output channel to increase the information. For this reason, it was necessary to make two types of blocks in which the channels are extended or maintained according to the number of input and output channels.

We propose two sub-blocks that modified U-Net to an invertible form.
The first is a channel expend block in which the output has a channel twice as large as the input. This was designed to increase the number of channels as it is not enough to generate various information with only 3-channel input. (a-1) and (a-2) in Fig.3 correspond to this. Since UGLOW is an invertible structure, of course, when reversed, the channel is reduced by half. Looking at (a-1) in Fig.3, it can be divided into the first half and the second half. The first half is to double the channel by attaching the original to the output of the U-Net like a skip connection, and it can be reversed by using the skip connected data as it is. In the second half, the data from the other side is added via U-Net, so all the inputs are adjusted to a non-linear transformation. The output created in this way can be restored by (a-2). Since the output of the U-Net in the second half has the same value in the forward and reverse path, the input can be restored by simple subtraction instead of addition.

The second is a channel maintain block with the same number of channels as outputs and inputs, as shown in Fig.3 (b-1) and (b-2). This block was designed to retain the number of channels. By using both extend block and maintain block, layers can be stacked deep enough while having enough channels. Similar to the existing FLOW, this module uses half of the channel to process the other half and performs it in the opposite direction again, making it invertible while maintaining the number of channels. Each U-Net has a quad down-block, a middle-block, and a quad up-block inside. As shown in Fig.4, we designed a deep neural network that has more than 100 convolution layers by stacking 11 invertible modules. We name it UGLOW, meaning U-Net based Generative Flow.

Fig. 4. U-Net based Generative Flow architecture. This is the overall structure of the UGLOW used in this paper.

3.3 Definition of Loss for Learning

First, prepare a total of 3 consecutive frames from any video. These frames become training data, and even with a small number of videos, you can get a large number of training data with frame sliding. Network learning proceeds with the simplest ideas. The core of the proposed learning method is to make sure that the three consecutive frames, whose center frame is generated from the other two through UGLOW, have a linear relationship. We suggest that simple linear blending in the latent space created through this learning method can represent the intermediate frame well in the time axis between the two frames.

Specifically, the input data of three consecutive frames are named $I_0$, $I_1$, $I_2$ and each image is transformed into a latent space via a reversible network. The
Latent spaces created in this way are named $L_0$, $L_1$, $L_2$. At this time, the loss is defined to minimize the difference between $L_1$ and $L_{inter}$ which is created by linearly interpolating $L_0$ and $L_2$. The UGLOW we used can restore $I$ from $L$ through an inverse processing, and there is non-linearity between $I$ and $L$. This enables our network to minimize $||\text{model.reverse}(L_{inter}) - I_1||^2$ and $||L_{inter} - L_1||^2$ at the same time.

In our algorithm, the loss metric is designed to optimize two tasks.

1. The loss in the latent space aims to minimize the difference between the result of interpolation on the latent space and the latent space created from the intermediate frame: $Loss_L$. When enough learning is done, the latent spaces show a linear relationship with each other on the time axis. (Fig. 5

2. The loss in the input space aims to minimize the difference between the image $I_{inter}$ restored from $L_{inter}$ and $I_1$: $Loss_I$. When enough learning is done, the reversed intermediate frame will match the actual intermediate frame. (Fig. 5)

The detailed formula for the discriminator loss can be defined as follows.

$$\text{model = UGLOW}(I)$$

$$L_0 = \text{model}(I_0)$$

$$L_1 = \text{model}(I_1)$$

$$L_2 = \text{model}(I_2)$$

$$L_{inter} = (L_0 + L_2)/2$$

$$Loss_L = ||L_{inter} - L_1||^2.$$  

The detailed formula for the reconstruction loss can be defined as follows.

$$I_{inter} = \text{model.reverse}(L_{inter})$$

$$Loss_I = ||I_{inter} - I_1||^2.$$  

The final loss can be defined as follows.

$$Loss = w_L \times Loss_L + w_I \times Loss_I,$$  

where $w_L$ and $w_I$ are the weights for the loss terms.
where $w_L$ and $w_I$ are values for weight adjustment for each loss. When learning UGLOW by combining these two losses, UGLOW learns how to set up a continuous frame to be a linear relationship in the latent space. Due to the linear relationship of latent spaces on the time axis, simple blending can produce the result of an arbitrary mid-point without optical flow. Also, by ensuring inverse restoration, the image produced by the interpolated discriminator guarantees the same quality as the actual intermediate frame.

### 3.4 Training method and settings

The proposed training method has two main types. The first is the offline training method, which trains the network using the entire training set, and then generates interframes with these pre-trained parameters. The second method is the online training method that fine-tunes network using nearby frames with target frames. In this case, since additional training with the inputs must be performed to create each output, the training cost is much higher. However, as the online training method enables the network to refer to nearby frames more thoroughly, it allows the network to better handle difficult tasks like accelerated motions, occluded areas, and complex motions. In the former case, it can be used when there is a limitation on the cost. In the latter case, it is used when a better result is needed without a cost limit.

The training was performed with the Middlebury dataset[1], which is commonly used to see the performance of optical flow. The Middlebury dataset consists of 11 videos for training and provides the same number of videos for evaluation. Each video consists of 8 consecutive frames, and the optical flow ground truth is provided only in the training set. However, we did not refer to this ground truth at all which differentiates our network from other conventional approaches.

In offline training, the network was trained to reduce $\text{Loss}_L$ and $\text{Loss}_I$ using consecutive 3 frames made by the frame sliding method. Because the frame-sliding method is adopted, 6 sets of inputs per video, and 66 training data were used as the training set in total. We trained the entire training set with 200 epochs and saw this as the result of offline learning. As a hyperparameter for training, the initial LR was 0.1, LR decays by 0.95 times for each epoch, and SGD was used as an optimizer. The weights we used for $w_L$ and $w_I$ are 0.1 and 1.0. The $w_I$ is greater because restoring a frame is our primary purpose, not the discriminator.

Online training starts with pre-trained offline parameters and additional training is performed for each evaluation video. Specifically, since the Middlebury evaluation set checks the inferred frame of the $10^{th}$ frame, we trained the network with 1500 iterations using two training samples: frame 7-8-9 and 11-12-13. For a fair evaluation of our novel method, the $10^{th}$ frame was not included in the training.
Fig. 6. Interpolation result on latent space vs input space. The middle row is an intermediate frame created with only linear interpolation in the learned latency space of UGLOW without using any optical flow at all. Unlike blending in the input space on the right, the proposed method makes a frame corresponding to the actual middle position.
Table 1. PSNR and SSIM. This table shows the experimental results of PSNR and SSIM, which reproduced frame 10 of the Middlebury evaluation set using only frames 9 and 11. The proposed algorithm shows improved evaluation values compared to simple image blending in all videos.

| Video Name | PSNR (ref) | PSNR (ours) | SSIM (ref) | SSIM (ours) |
|------------|------------|-------------|------------|-------------|
| Grove      | 15.902     | 16.771      | 0.2492     | 0.3221      |
| Mequon     | 23.220     | 25.056      | 0.7377     | 0.7965      |
| Yosemite   | 27.109     | 29.399      | 0.7737     | 0.8450      |
| Dumptruck  | 24.698     | 25.019      | 0.9185     | 0.9199      |
| Wooden     | 27.156     | 32.433      | 0.8516     | 0.8902      |
| Army       | 33.855     | 34.919      | 0.9297     | 0.9323      |
| Basketball | 23.976     | 25.962      | 0.8520     | 0.8760      |
| Evergreen  | 23.353     | 24.523      | 0.7783     | 0.8106      |
| Backyard   | 22.081     | 23.260      | 0.6877     | 0.7047      |
| Schefflera | 25.549     | 26.805      | 0.6535     | 0.6956      |
| Urban      | 23.003     | 25.126      | 0.6094     | 0.6414      |
| **Average**| **24.539** | **26.298** | **0.7302** | **0.7668** |

4 Result

4.1 Objective evaluation

In this section, we are going to evaluate the performance of the proposed method by generating the 10th frame of the Middlebury evaluation set. For an objective comparison, we measured the difference between our result and the 10th frame from the Middlebury evaluation set. PSNR and SSIM were used here. The results show higher values, as shown in the Table 1.

4.2 Empirical evaluation

Fig[1] shows some examples of our experiment. The image on the left is ground truth, and the image in the middle shows the middle frame transformed by linear blending in latent space by entering frames 9 and 11 of the Middlebury evaluation set. The image on the right is the result of performing the same linear interpolation in image space, not in latent space. In the image on the right, we can see how fast the object is moving between the two frames. In latent space, the proposed method combines two distant objects and complex details. Although optical flow output may seem more elaborate, our U-Net based Generative Flow has its originality in the methodology. The U-Net based Generative Flow only uses linear interpolation, unlike other conventional approaches that rely on optical flow. Another great advantage is that our outputs showed similarities with the outputs made with simple blending on difficult tasks such as the face of the doll, leaves from the background, and the texture of the stones.
5 Conclusion

In this paper, we proposed a new method of generating intermediate frames using video data itself without making optical flow information using an invertible deep neural network. We proposed UGLOW, a reversible network that produces better results, and confirmed its feasibility using the Middlebury data set. We developed a loss that induces a temporal linear relationship between successive frames of video in a latent space and proposed an algorithm capable of generating mid-view results using a trained reversible network. We have shown that this intuitive approach made plausible results through empirical and objective measures.

The biggest contribution of our proposal is that it is the first attempt not to use optical flow for video interpolation. This aligns with the paradigm that deep learning can learn everything without relying on a knowledge-based system. As future works, we will verify this proposal in various test sets and improve the performance to be similar to the model using optical flow.
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