PHYSICS-INFORMED GAUSSIAN PROCESS REGRESSION FOR PROBABILISTIC STATES ESTIMATION AND FORECASTING IN POWER GRIDS *
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Abstract. Real-time state estimation and forecasting is critical for efficient operation of power grids. In this paper, a physics-informed Gaussian process regression (PhI-GPR) method is presented and used for probabilistic forecasting and estimating the phase angle, angular speed, and wind mechanical power of a three-generator power grid system using sparse measurements. In standard data-driven Gaussian process regression (GPR), parameterized models for the prior statistics are fit by maximizing the marginal likelihood of observed data, whereas in PhI-GPR, we compute the prior statistics by solving stochastic equations governing power grid dynamics. The short-term forecast of a power grid system dominated by wind generation is complicated by the stochastic nature of the wind and the resulting uncertain mechanical wind power. Here, we assume that the power-grid dynamic is governed by the swing equations, and we treat the unknown terms in the swing equations (specifically, the mechanical wind power) as random processes, which turns these equations into stochastic differential equations. We solve these equations for the mean and variance of the power grid system using the Monte Carlo simulations method.

We demonstrate that the proposed PhI-GPR method can accurately forecast and estimate both observed and unobserved states, including the mean behavior and associated uncertainty. For observed states, we show that PhI-GPR provides a forecast comparable to the standard data-driven GPR, with both forecasts being significantly more accurate than the autoregressive integrated moving average (ARIMA) forecast. We also show that the ARIMA forecast is much more sensitive to observation frequency and measurement errors than the PhI-GPR forecast.
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1. Introduction. Real-time monitoring and short-term forecasting of power grid states are important for the grid’s control and planning, including power flow optimization and anomaly detection. Other applications requiring real-time monitoring and short-term forecasting include efficient operation of controllers and the determination of necessary corrective actions against possible failures in power grid systems [14]. Although modern power grids are heavily instrumented, it still remains a challenge to measure all the power grid states due to the inherent high-frequency oscillations of power grid dynamics and increasing penetration of renewable energy sources. Hence, it is necessary to develop new algorithms for immediate probabilistic forecasting of observed and unobserved states (including the mean behavior and the associated uncertainty) such that power grid systems can operate with efficiency and safety.

Here, we distinguish between forecasting (extrapolation) and state estimation, which, for the purpose of this work, we define as computing unobserved states in the (recent) past from the values of observed states. There are two general types of fore-
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casting methods, including machine learning (ML) forecasting techniques (e.g., fuzzy regression models [26, 12], support vector machines [6], deep neural networks [9, 33, 29], gradient boosting machines [27, 19], Gaussian process regression (GPR) [32, 23, 25]), and statistical techniques (e.g., Markov chains [34], data mining [17], multiple linear regression models [10, 13, 4, 31], semi-parametric additive models [16, 5, 8, 21], autoregressive integrated moving average (ARIMA) models [15, 2], and exponential smoothing models [15, 11]). There are also various hybrid approaches that combine some elements of machine learning and statistics [3, 18]. In general, all ML and statistics methods work better for interpolation than extrapolation. Forecasting is an extrapolation problem and, therefore, there exist no perfect ML or statistical forecasting models. Most importantly, ML methods cannot estimate or forecast unobserved states because ML methods require observations for training.

If fully known, physics-based models should be able to accurately forecast the dynamics of complex systems because the conservation laws these models are based on hold both in the past and future. However, for complex systems such as power grid systems, physics-based models (e.g., models based on the swing equations) are not fully known. For example, in a model of an electrical grid dominated by wind energy, the mechanical wind power is uncertain, and no amount of observations can predict the mechanical wind power in the future with absolute certainty. Therefore, physics-based models alone cannot be used for accurately forecasting the states of the power grid.

In this work, we present the physics-informed GPR (Phi-GPR) method for dynamic systems governed by a system of ordinary differential equations (ODEs). In GPR, a power grid state is represented as a linear combination of measured values of said state, with the coefficients being a function of the prior mean and covariance function of the state. In the standard “data-driven” GPR, prior statistics is chosen by fitting parameterized models. The hyperparameters of these models are found by maximizing the marginal likelihood of the observations [32]. In Phi-GPR, we assume that power-grid dynamics is governed by the swing equations, and we treat the unknown mechanical wind power in these equations as a random process, which turns these equations into stochastic differential equations. We solve these equations for the mean and covariance of the power grid’s state using the Monte Carlo simulations method.

The main idea behind Phi-GPR (of computing a prior statistics of a stochastic dynamic system from a partially known stochastic physics-based model of this system) was originally proposed in [28] for a simple system of equations describing a single wind-powered generator. Here, we formulate Phi-GPR for an arbitrary large system of ODEs and provide a critical comparison with data-driven GPR and ARIMA forecasting methods. While the proposed Phi-GPR method is applicable to (among other dynamic systems) a power grid with an arbitrary large number of generators, here we use it to model a power grid with two wind generators and one traditional generator. We demonstrate that for the considered power grids with states oscillating around equilibrium due to random wind variations, the Phi-GPR method is able to accurately estimate and forecast unobserved states with the same accuracy as observed states. For observed states, we find that the accuracy of a Phi-GPR forecast is comparable to the accuracy of a “data-driven” GPR forecast. For forecasting of observed variables, we also compare the Phi-GPR method against the ARIMA method, a commonly used forecasting technique. We find that ARIMA is sensitive to observation frequency and measurement noise. We show that Phi-GPR and ARIMA have a comparable accuracy for forecasting observed states with noiseless observations and a
short time between observations. Nevertheless, in the presence of noise and/or a large
time interval between observations, the accuracy of ARIMA deteriorates faster than
that of Phi-GPR. Most importantly, the Phi-GPR method can forecast and estimate
both observed and unobserved states, while data-driven GPR and ARIMA can only
be used for forecasting and estimating observed states because the observation data
are needed to “train” these methods.

This paper is organized as follows. In Section 2, we introduce the Phi-GPR
method, and in Section 3 we introduce the stochastic model of the power grid. In
Section 4, we apply the Phi-GPR method to the forecasting and state estimation of
a synthetic system. We also compare Phi-GPR forecasts with standard data-driven
GPR and ARIMA forecasts. Conclusions are presented in Section 5.

2. Phi-GPR method. In this section, we present the Phi-GPR method for
forecasting observed and unobserved states of dynamical systems. The formulation
of multivariate GPR for forecasting is described in Section 2.1. In Section 2.2, we
describe how the physics-based priors for multivariate GPR and Phi-GPR are evalu-
ated.

2.1. Multivariate GPR for forecasting observed and unobserved states.
We assume that the system is composed of \( N \) observed states, \( x_i(t) \) (\( i = 1, \ldots, N \)),
and \( M \) unobserved states \( y_i(t) \), (\( i = 1, \ldots, M \)), and that there are measurements \( x_{i,j} \)
of the observed states at the \( N_o \) discrete times \( t^o_j \) (\( j = 1, \ldots, N_o \)) over the observation
window \([0, T^o]\), contaminated by observation noise. We assume that the observation
errors are normal, identically distributed, and uncorrelated across times and states;
therefore, we model the observations as
\[
    x_{i,j} = x_i(t^o_j) + \epsilon_{i,j}, \quad \epsilon_{i,j} \sim \mathcal{N}(0, \sigma_n),
\]
where \( \sigma_n \) is the standard deviation of the observation errors \( \epsilon_{i,j} \). We organize these
observations into the vector
\[
    X^o = [x_{1,1}, x_{1,2}, \ldots, x_{1,N_o}, \ldots, x_{N,1}, x_{N,2}, \ldots, x_{N,N_o}]^T.
\]

First, we are interested in forecasting the observed states for the discrete times
\( t^f_j \) (\( j = 1, \ldots, N_f \)) over the forecast window \([T^o, T^f]\); that is, we want to estimate
the vector of values
\[
    X^f = [x_1(t^f_1), x_1(t^f_2), \ldots, x_1(t^f_{N_f}), \ldots, x_N(t^f_1), x_N(t^f_2), \ldots, x_N(t^f_{N_f})]^T.
\]

For this purpose, we employ multivariate GPR regression, in which we model the
vectors \( X^o \) and \( X^f \) as realizations of the random vector \( X = [(X^o)^T, (X^f)^T] \) with
distribution,
\[
    \begin{pmatrix}
        X^o \\
        X^f
    \end{pmatrix}
    \sim \mathcal{N}
    \left(
        \begin{pmatrix}
            \bar{X}^o \\
            \bar{X}^f
        \end{pmatrix},
        \begin{pmatrix}
            K_{X^o X^o} & K_{X^o X^f}^T \\
            K_{X^f X^o} & K_{X^f X^f}
        \end{pmatrix}
    \right),
\]
where \( \bar{X}^o \) and \( \bar{X}^f \) are the so-called prior (or unconditional) mean vector of \( X^o \) and
\( X^f \), respectively, and \( K_{X^o X^o}, K_{X^o X^f}, \) and \( K_{X^f X^f} \) are the prior covariance matrices
between \( X^o \) and \( X^o \), \( X^o \) and \( X^f \), and \( X^f \) and \( X^f \), respectively. The covariance
matrix $K_{X^o X^f}$ has the block structure

\[
K_{X^o X^f} = \begin{bmatrix}
K_{x_1,x_1}(t^o, t^f) & K_{x_1,x_2}(t^o, t^f) & \cdots & K_{x_1,x_N}(t^o, t^f) \\
K_{x_2,x_1}(t^o, t^f) & K_{x_2,x_2}(t^o, t^f) & \cdots & K_{x_2,x_N}(t^o, t^f) \\
\vdots & \vdots & \ddots & \vdots \\
K_{x_N,x_1}(t^o, t^f) & K_{x_N,x_2}(t^o, t^f) & \cdots & K_{x_N,x_N}(t^o, t^f)
\end{bmatrix},
\]

(2.2)

where each component $K_{x_i,x_j}(t^o, t^f)$ is given by

\[
K_{\alpha,\beta}(t^o, t^b) = \begin{bmatrix}
\langle \alpha(t^b_1) \beta(t^a_1) \rangle & \cdots & \langle \alpha(t^b_N) \beta(t^a_N) \rangle \\
\vdots & \ddots & \vdots \\
\langle \alpha(t^b_1) \beta(t^a_1) \rangle & \cdots & \langle \alpha(t^b_N) \beta(t^a_N) \rangle
\end{bmatrix},
\]

(2.3)

with $\alpha = x_i$, $\beta = x_j$, $a = o$, and $b = f$, and where $\langle \cdot \rangle$ denotes the expectation operator. The covariance matrix $K_{X^o X^f}$ has a similar structure, with blocks given by (2.3) with $\alpha = x_i$, $\beta = x_j$, $a = f$, and $b = f$. Finally, the covariance matrix $K_{X^o X^o}$ has the structure

\[
K_{X^o X^o} = \begin{bmatrix}
K_{x_1,x_1}(t^o, t^o) & K_{x_1,x_2}(t^o, t^o) & \cdots & K_{x_1,x_N}(t^o, t^o) \\
K_{x_2,x_1}(t^o, t^o) & K_{x_2,x_2}(t^o, t^o) & \cdots & K_{x_2,x_N}(t^o, t^o) \\
\vdots & \vdots & \ddots & \vdots \\
K_{x_N,x_1}(t^o, t^o) & K_{x_N,x_2}(t^o, t^o) & \cdots & K_{x_N,x_N}(t^o, t^o)
\end{bmatrix} + \sigma_n^2 I
\]

(2.4)

where $I$ denotes the $(N_o \times N_o)$ identity matrix, and $\sigma_n$ is again the standard deviation of the observation noise. The addition of the term $\sigma_n^2 I$ accounts for observation noise.

Given the state observations, the prior mean vectors, and the covariance matrices, the conditional (or posterior) estimate of the forecast vector $X^f$ is given by

\[
\hat{X}^f = \bar{X}^f + K_{X^o X^f}^{-1} K_{X^o X^o} \left( X^o - \bar{X}^o \right),
\]

(2.5)

and the posterior covariance is given by

\[
\hat{K}_{X^f X^f} = K_{X^f X^f} - K_{X^f X^o} K_{X^o X^o}^{-1} K_{X^o X^f}.
\]

(2.6)

The posterior covariance provides a measure of uncertainty or credibility for the forecast of (2.5).

We now consider the forecasting of the unobserved states $y_i(t)$. Our goal is to estimate these states over the observation window $[0, T^o]$ and to forecast them over the forecast window $(T^o, T^f]$. For simplicity, we consider the forecasting of unobserved states at the discrete times $t_j^f$, $j = 1, \ldots, N_f$ over the time window $(T^o, T^f]$, which we perform again using multivariate GPR. For this purpose we introduce the vector

\[
Y^f = [y_1(t_1^f), y_1(t_2^f), \ldots, y_1(t_{N_f}^f), \ldots, y_N(t_1^f), y_N(t_2^f), \ldots, y_N(t_{N_f}^f)]^T,
\]

and the random vector $X^T = [(X^o)^T, (Y^f)^T]$ with distribution,

\[
\begin{bmatrix}
X^o \\
Y^f
\end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix}
\bar{X}^o \\
\bar{Y}^f
\end{bmatrix}, \begin{bmatrix}
K_{X^o X^o} & K_{X^o Y^f} \\
K_{X^o Y^f}^T & K_{Y^f Y^f}
\end{bmatrix} \right),
\]

(2.7)

where $\bar{X}^o$ and $\bar{Y}^f$ are the prior mean vectors of $X^o$ and $Y^f$, respectively, and $K_{oo}$, $K_{of}$, and $K_{ff}$ are the prior covariance matrices between $X^o$ and $X^o$, $X^o$ and $Y^f$, and
$Y^f$ and $Y^f$, respectively. Here, $K_{X^oX^o}$ is given by (2.4). The remaining covariances, $K_{X^oY^f}$ and $K_{Y^fY^f}$, have again the structure of (2.2), but with blocks $K_{x_iy_j}(t^o, t^f)$ and $K_{y_iy_j}(t^f, t^f)$ given by (2.3).

\[
\begin{align*}
\hat{Y}^f &= \hat{Y}^f + K_{X^oY^f}^T K_{X^oX^o}^{-1} (X^o - \hat{X}^o), \\
\hat{K}_{Y^fY^f} &= \hat{K}_{Y^fY^f} - K_{X^oY^f}^T K_{X^oX^o}^{-1} K_{X^oY^f}.
\end{align*}
\]

We note that multivariate GPR can be used to estimate “missing” observations in incomplete time series, which is a standard regression or interpolation task. This can be accomplished by adding the time of the missing observation $t^o_j \in [0, T^o]$ ($j = 1, \ldots, N_{t^o}$) to the vector of forecast values $X^f$ defined above, where $N_{t^o}$ is the number of missing observation times to be estimated.

### 2.2. Prior statistics for the PhI-GPR method.

Selecting prior statistics (prior mean and covariance) for the multivariate GP model (2.1) is one of the main challenges in GPR. In standard data-driven GPR, prior statistics are often selected from parametric models by maximizing the so-called marginal likelihood of the observations $X^o$ [32]. For the case of forecasting observed states, this approach consists of assuming parametric models for $X^o$, $\hat{X}^f$, and the block components $K_{x_iy_j}(t^o, t^f)$ of $K_{X^oX^o}$, $K_{X^oX^f}$, and $K_{X^fX^f}$, with hyperparameters $\gamma$. A point estimate of these hyperparameters $\gamma^*$ is computed as the value that maximizes the marginal likelihood of the observations, that is,

\[
\gamma^* = \arg \max_\gamma \left\{ -\frac{1}{2} (X^o)^\top K_{X^oX^o}^{-1} (X^o) - \frac{1}{2} \log \det K_{X^oX^o} - \frac{N_{t^o}}{2} \log 2\pi \right\}
\]

while ensuring that the covariance of the joint process $X$ is positive definite. For a review of prior models for multivariate GP regression, see [7].

This data-driven GPR approach cannot be employed when there are no observations available for a subset of states to be forecasted. This is because the marginal likelihood of (2.8) does not include block terms of the form $K_{x_iy_j}(\cdot, \cdot)$ or $K_{y_iy_j}(\cdot, \cdot)$. Therefore, the covariance of unobserved states and the cross-covariance between observed and unobserved states cannot be estimated by marginal likelihood maximization.

To address this challenge, in PhI-GPR we assume that the observations $X^o$ correspond to noisy observations of the system described by the stochastic process $x_i(t; \omega)$ ($i = 1, \ldots, N$) and $y_i(t; \omega)$ ($i = 1, \ldots, M$), and that we count with a stochastic model (such as a stochastic differential equation, stochastic difference equation, etc.) that can be used to simulate realizations of the stochastic processes $x_i(t; \omega)$ and $y_i(t; \omega)$.

In PhI-GPR, we employ this stochastic model to compute the prior statistics for multivariate GPR via simple Monte Carlo simulations. For the multivariate GP models (2.1) and (2.7), the simple Monte Carlo estimates of $X^o$, $\hat{X}^f$, and $\hat{Y}^f$ are given by

\[
\begin{align*}
\hat{X}^o &= [\bar{x}_1(t^o_1), \bar{x}_1(t^o_2), \ldots, \bar{x}_1(t^o_N), \ldots, \bar{x}_N(t^o_1), \bar{x}_N(t^o_2), \ldots, \bar{x}_N(t^o_N)]^\top, \\
\hat{X}^f &= [\bar{x}_1(t^f_1), \bar{x}_1(t^f_2), \ldots, \bar{x}_1(t^f_N), \ldots, \bar{x}_N(t^f_1), \bar{x}_N(t^f_2), \ldots, \bar{x}_N(t^f_N)]^\top, \\
\hat{Y}^f &= [\bar{y}_1(t^f_1), \bar{y}_1(t^f_2), \ldots, \bar{y}_1(t^f_N), \ldots, \bar{y}_N(t^f_1), \bar{y}_N(t^f_2), \ldots, \bar{y}_N(t^f_N)]^\top.
\end{align*}
\]
Here, each component is given by the simple Monte Carlo estimate

$$\bar{\alpha}(t) = \frac{1}{N_{MC}} \sum_{n=1}^{N_{MC}} \alpha(t;\omega^{(n)}),$$

where $\alpha(t,\omega^{(n)})$ denotes the $n^{th}$ simulated realization of the state $\alpha$, and $N_{MC}$ is the number of random simulations of the stochastic model. Similarly, the covariance components of the covariance matrices in the multivariate GP models (2.1) and (2.7) are estimated using the simple Monte Carlo estimate

$$\langle \alpha(t)\beta(\tau) \rangle = \frac{1}{N_{MC} - 1} \sum_{n=1}^{N_{MC}} (\alpha(t;\omega^{(n)}) - \bar{\alpha}(t)) (\beta(\tau;\omega^{(n)}) - \bar{\beta}(\tau)).$$

3. Power grid model. We consider a power transmission network, with power generators modeled as classical generators driven by mechanical wind power. We assume that the dynamics of the system can be fully described by swing equations for each generator in the network, together with a constant impedance model for the loads [22]. Furthermore, we assume that mechanical wind power is not known deterministically and follows a Langevin equation.

In this work we consider the dynamics of the network shown in Figure 1, consisting of three classical generators driven by mechanical wind power and one load, and described by the following equations [30]:

\begin{align}
\dot{\theta}_k &= \omega_B(\omega_k - \omega_s), \\
2H_k\dot{\omega}_k &= -D_k(\omega_k - \omega_s) - P^e(\theta) + P^m_k, \quad k = 1, 2, 3, \\
P^e_k(\theta) &= \sum_{i=1}^{N} E_k E_i (G_{ki} \cos(\theta_k - \theta_i) + B_{ki} \sin(\theta_k - \theta_i)).
\end{align}

Here, $\omega_k$ and $\theta_k$ are the angular velocity [rad s$^{-1}$] and angle [rad] of the $k^{th}$ generator, $H_k$ [s] and $D_k$ [p.u.] are the generators’ inertia and damping constants, $\omega_B$ [rad s$^{-1}$]
is the base speed, $\omega_s$ [rad s$^{-1}$] is the synchronization speed, $E_k$ is the phasor internal electromotive force (emf) of the $k^{th}$ generator [p.u.], and $G_{ki}$ [p.u.] and $B_{ki}$ [p.u.], $k, i \in [1, 3]$, are the transfer conductances and susceptances, respectively. Finally, $P^e_k$ [p.u.] and $P^m_k$ [p.u.] are the active generated power and mechanical wind power injection of the $k^{th}$ generator, respectively.

Unless mentioned otherwise, we assume that we have frequent (every 0.05 s) measurements of $\omega_k$ and $\theta_k$ and that no measurements or an accurate deterministic model of $P^m_k$ are available. Given the available observations, we are interested in forecasting the grid’s dynamics subject to the initial conditions $\theta_k(0) = \theta_{k,0}$ and $\omega_k(0) = \omega_{k,0}$, $k \in [1, 3]$. Because $P^m_k(t)$ is an unknown function of time, without additional data or assumptions about wind power, equations (3.1)-(3.3) cannot be used to forecast power grid states.

In Phi-GPR, we treat $P^m_k(t)$ as a stochastic process, which turns equations (3.1)-(3.3) into stochastic equations. Then, we use these stochastic equations to estimate the mean and covariances of the power grid states and mechanical wind power injections. These means and covariances are employed as prior statistics in the GPR equations (2.5) and (2.6).

Due to the stochastic nature of wind, we model $P^m_k(t)$ as the random process [24]

$$P^m_k(t) = \overline{P}^m_k(t) + P'^m_k(t),$$

with mean $\overline{P}^m_k(t) > 0$ and zero-mean Gaussian fluctuations $P'^m_k(t)$ with covariance

$$
\begin{align*}
(P^m_k(t)P^m_k(s)) &= \sigma_k^2 \exp \left( -\frac{|t-s|}{\lambda_k} \right), \\
(P^m_k(t)P^m_l(s)) &= 0 \quad k \neq l,
\end{align*}
$$

where $\sigma_k^2$ and $\lambda_k$ are the variance and correlation time of the fluctuations, respectively. We assume that the wind prior mean and variance is known (e.g., from meteorological observations). Following [24], we model the fluctuations $P'^m_k(t)$ via the Ornstein-Uhlenbeck (O-U) equation [1]

$$dP'^m_k = -\frac{1}{\lambda_k} \overline{P}^m_k dt + \sqrt{\frac{2}{\lambda_k}} \sigma_k dW,$$

subject to the initial condition

$$P'^m_k(0) = P'^m_{k,0},$$

where $W$ is the standard Wiener process and $P'^m_{k,0}$ is the random initial condition drawn from the stationary distribution of $P'^m_k$.

To simulate the system of equations (3.1)-(3.3) and (3.7), we discretize in time using a second-order strong stability preserving Runge-Kutta scheme [20]. To simplify the notation, we introduce the vectors $y_k = [\theta_k, \omega_k]^T$ and $y = [y_1^T, y_2^T, y_3^T]^T$. Using this notation, equations (3.1), (3.2), and (3.7) read

$$
\begin{align*}
\frac{dy_k}{dt} &= f_k(y)dt + g_k(y)P'^m_k dt, \\
\frac{dP^m_k}{dt} &= a_k P^m_k dt + b_k dW, \quad k = 1, 2, 3,
\end{align*}
$$

where

$$f_k(y) = \begin{bmatrix} \omega_B (\omega_k - \omega_s) \\
[\overline{P}^m_k - P^e_k(\theta) - D_k(\omega_k - \omega_s)]/2H_k \end{bmatrix}, \quad g_k(y) = \begin{bmatrix} 0 \\
1/2H_k \end{bmatrix},$$

$$a_k = -\frac{1}{\lambda_k}, \quad b_k = \sqrt{\frac{2}{\lambda_k}} \sigma_k, \quad k = 1, 2, 3.$$
The Runge-Kutta discretization of these equations is [20]

\[
y_{k,i+1} = y_{k,i} + \frac{h}{2} \left\{(f_k + g_k P^m_{k,i}) + (f_k + g_k P^m_{k,i})\right\} + \frac{1}{\sqrt{12}} g_{k,i} b_k h^{3/2} \eta_i, \\
P^m_{k,i+1} = P^m_{k,i} + b_k \xi_i h^{1/2} + \frac{h}{2} a_k (P^m_{k,i} + P^m_{k,i}) + \frac{1}{\sqrt{12}} a_k b_k h^{3/2} \eta_i,
\]

where \(h\) is the time step in the Runge-Kutta scheme satisfying both the stability constraints in [20] and the condition \(h = \delta/m\) (\(\delta\) is the time between measurements, and \(m\) is an integer), \(\xi_i\) and \(\eta_i\) are the realizations of independent standard Gaussian random variables \(\xi\) and \(\eta\) at time step \(i\), \(f_{k,i} = f_k(y_i)\), \(g_{k,i} = g_k(y_i)\), \(y_{k,i} = y_{k,i} + (f_k + g_k P^m_{k,i})h\), and \(P^m_{k,i} = P^m_{k,i} + b_k \xi_i h^{1/2} + a_k P^m_{k,i} h\).

As described in Section 2.2, we use simple Monte Carlo to compute the prior mean and covariances of \(\omega_k, \theta_k, \) and \(P^m_k (k = 1, \ldots, 3)\). Without loss of generality, we assume that \(h = \delta\). Each of the \(N_{MC}\) realizations of the dynamics are generated by sampling (3.9).

4. Simulation results. Here, we model the three-generator system, shown in Figure 1, with generators 1 and 2 powered by wind and generator 3 by traditional power with the known constant mechanical power \(P^m_3\). The exact forecast of the power grid with the swing equations is not possible because the mechanical wind power \(P^m_1(t)\) and \(P^m_2(t)\) are unknown. To compute covariances in the Phi-GPR forecast model, we treat \(P^m_1\) and \(P^m_2\) as random processes. The three-generator power grid parameters, used in our simulations, are shown in Table 1.

Ten thousand Monte Carlo realizations are computed on the time domain \([0, 25]\) s with the time step \(h = 0.0025\) s. The initial conditions are set to \(\theta_{1,0} = 0.0431, \theta_{2,0} = 0.4584, \theta_{3,0} = 0.2372, \) and \(\omega_{1,0} = \omega_{2,0} = 0 = 0\). Due to the angular indeterminacy of the classical model with constant impedance, we only present phase angles and angular velocities relative to those of the first generator.

Figure 2 shows one realization of \(\theta_2(t) - \theta_1(t), \theta_3(t) - \theta_1(t), \omega_2(t) - \omega_1(t), \omega_3(t) - \omega_1(t), P^m_1(t), P^m_2(t), \) and \(P^m_3(t)\) that we randomly select from the ensemble and use as the ground truth in the numerical examples below.

In Figure 3, 20 realizations of \(\theta_2(t) - \theta_1(t), \theta_3(t) - \theta_1(t), \omega_2(t) - \omega_1(t), \) and \(\omega_3(t) - \omega_1(t)\) are presented to demonstrate variability in the states caused by the randomly varying \(P^m_1(t)\). The mean and standard deviation of \(\theta_2(t) - \theta_1(t), \theta_3(t) - \theta_1(t), \omega_2(t) - \omega_1(t), \) and \(\omega_3(t) - \omega_1(t)\) are shown in figures 4 and 5, which demonstrate that the states converge to a statistical steady state (constant mean and standard deviation of states).
after approximately 15 s. In this work, we focus on the forecast of states for times less than 15.5 s, i.e., the forecast of states with non-stationary (evolving) statistics. Such predictions are especially challenging for the standard GPR, which relies on the assumption of stationary statistics for the covariance estimation. Specifically, we set $T_0$ to 8.3375 s and $T_f$ to 12.5 s. We note that to obtain the Phi-GPR forecast until time $T_f = 12.5$ s, we only need to obtain Monte Carlo solution for the covariance on the time interval $[0, T_f]$. Here, we obtain a solution on a larger time domain only to
Fig. 4. Mean of $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, and $\omega_3(t) - \omega_1(t)$.

Fig. 5. Standard deviation of $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, and $\omega_3(t) - \omega_1(t)$.

demonstrate the nonstationarity of prior statistics.

In Section 4.1, we assume that measurements are only available for $\theta_k$ ($k = 1, 2, 3$), and in Section 4.2, we assume that only $\omega_k$ ($k = 1, 2, 3$) measurements are available. In both cases, we forecast all states $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P_1(t)$, $P_2(t)$, and estimate the unobserved states. In Section 4.3, we compare the Phi-GPR and the standard data-driven GPR when measurements of both $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available. In Section 4.4 and 4.5, we compare the Phi-GPR and ARIMA forecasts of $\theta_k$ and $\omega_k$ using both noiseless and noisy measurements of $\theta_k$ and $\omega_k$.
Fig. 6. Forecasting of $\theta_2(t) - \theta_1(t)$ when measurements of $\theta_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

Fig. 7. Forecasting of $\omega_2(t) - \omega_1(t)$ when measurements of $\theta_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

4.1. PhI-GPR state estimation and forecasting using measurements of $\theta_k$ ($k = 1, 2, 3$). In this case, we assume that measurements of $\theta_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s. Our goal is to predict $\theta_2(t) - \theta_1(t)$ and $\theta_3(t) - \theta_1(t)$ for $t > 8.3375$ s and $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P_{1m}(t)$, and $P_{2m}(t)$ for the entire time interval $t \in [0, 12.5]$ s. The measurements are taken from the ground
Fig. 8. Forecasting of $P'_m(t)$ when measurements of $\theta_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

The ground truth solution for $t < 8.3375$ s. The ground truth solution is also used to validate the PhI-GPR forecast of $\theta_2(t) - \theta_1(t)$ and $\theta_3(t) - \theta_1(t)$ for $t > 8.3375$ s and $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P'_m(t)$, and $P'_m(t)$ for $t \in [0, 12.5]$ s. In the PhI-GPR forecast, the prior mean and covariance of states are computed as described in Section 2.2 using the stochastic model presented in Section 3. We draw $10^4$ realizations of the stochastic model. One of these realizations is used as the ground truth, while the remaining $10^4 - 1$ realizations are employed to compute the prior mean and covariances for PhI-GPR via simple Monte Carlo.

In Table 2, we give the log predictive probabilities for the states $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P'_m(t)$, and $P'_m(t)$. The log predictive probability is a quantitative measure of the accuracy of predictions from statistical models, which corresponds to the sum of the pointwise log probabilities of reference values being observed given the statistical model [32]. For a certain estimated or forecasted state $\alpha(t)$, it is given by

$$
\text{log predictive probability} = - \sum_{k=1}^{N_{f/e}} \left\{ \frac{[\mu_{f/e}(t_k) - \alpha(t_k)]^2}{2 [\sigma_{f/e}(t_k)]^2} + \frac{1}{2} \log 2\pi [\sigma_{f/e}(t_k)]^2 \right\}
$$

where $N_{f/e}$ denotes the number of forecast or estimation times, $\mu_{f/e}(t_k)$ and $\sigma_{f/e}(t_k)$ are the posterior mean and standard deviation of the forecast or estimation at time $t_k$, respectively, and $\alpha(t_k)$ is the reference value at time $t_k$. The larger the log predictive probability, the more accurate is the model estimation or forecast.

Figures 6 – 8 show the state estimations and forecasts and the associated uncertainties. The forecast of $\theta_2(t) - \theta_1(t)$ and $\omega_2(t) - \omega_1(t)$ for $t \in [8.3, 12.5]$ s is satisfactory, with the ground truth staying within two standard deviations of the predicted states. For the first two seconds (approximately the correlation time of the states), the forecasted value matches the ground truth very closely. The forecast of $P'_m$ is less satisfactory, but the ground truth still mostly stays within two stan-
Table 2
Log predictive probabilities for $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P_{\text{m}}^1(t)$, and $P_{\text{m}}^2(t)$ when measurements of $\theta_k$ ($k = 1, 2, 3$) are available for $t < T_0 = 8.3375$ s every 0.05 s.

| Generator $k$ | $\theta_k - \theta_1$ | $\omega_k - \omega_1$ | $P_{\text{m}}^1$ |
|--------------|-----------------------|-----------------------|-----------------|
|              | $t < T_0$ | $t > T_0$ | $t < T_0$ | $t > T_0$ | $t < T_0$ | $t > T_0$ |
| 1            | NA       | NA       | NA       | NA       | 663.302   | 136.435   |
| 2            | NA       | 194.642  | 1359.04  | 550.43   | 690.176   | 124.035   |
| 3            | NA       | 247.571  | 1359.29  | 573.736  | NA        | NA        |

Fig. 9. Forecasting of $\theta_2(t) - \theta_1(t)$ when measurements of $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

The standard deviations of the forecasted value. The challenges with forecasting $P_{\text{m}}^1$ are to be expected due to its stochastic nature. The estimation of the unobserved states ($\omega_2(t) - \omega_1(t)$ and $P_{\text{m}}^1$ for $t < 8.3$ s is very accurate, indicating that there is a very strong correlation between the observed and unobserved states. Another outcome of the strong correlation is that the uncertainty (the predicted standard deviation) for parameter estimation (for $t < 8.3$ s) is much smaller than that for forecasting (for $t > 8.3$ s). The forecast and estimation of the remaining states show similar behavior and, for this reason, are not presented here.

4.2. PhI-GPR forecasting using measurements of $\omega_k$ ($k = 1, 2, 3$). Here, we assume that measurements of $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s. Our goal is to predict $\omega_2(t) - \omega_1(t)$ and $\omega_3(t) - \omega_1(t)$ for $t > 8.3375$ s and $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $P_{\text{m}}^1(t)$, and $P_{\text{m}}^2(t)$ for the entire time interval $t \in [0, 12.5]$ s. As before, the ground truth solution provides measurements of observed states and is used to validate forecasted and estimated states. The log predictive probabilities for $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P_{\text{m}}^1(t)$, and $P_{\text{m}}^2(t)$ are given in Table 3.

Figure 9 shows the prediction of the non-observed states $\theta_2 - \theta_1$. The estimation of $\theta_2 - \theta_1$ for $t < 8.3375$ s is very accurate. The accurate forecast (where the GPR
Fig. 10. Forecasting of $\omega_2(t) - \omega_1(t)$ when measurements of $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

Fig. 11. Forecasting $P_{m1}^t(t)$ when measurements of $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

The accuracy of the prediction closely tracks the ground truth is at least 2 s. Later, the accuracy decreases but the ground truth remains within two times the standard deviations of the predicted values. We see the similarly accurate forecast of the observed states $\omega_2 - \omega_1$ in Figure 10.

Figure 11 demonstrates that the estimation of $P_{m1}^t(t)$ for $t < 8.3375$ s based on $\omega_k$ observations is not as good as that based on $\theta_k$ measurements in Section 4.1, indicating that $P_{m1}^t(t)$ is more strongly correlated to $\theta_k$ than $\omega_k$. The accuracy of the
Log predictive probabilities for $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, $\omega_3(t) - \omega_1(t)$, $P_{m1}^m(t)$, and $P_{m2}^m(t)$ when measurements of $\omega_k$ ($k = 1, 2, 3$) are available for $t < T_0 = 8.3375$ s every 0.05 s.

| Generator $k$ | $\theta_k - \theta_1$ | $\omega_k - \omega_1$ | $P_{m1}^m$ | $P_{m2}^m$ |
|---------------|-----------------------|-----------------------|-------------|-------------|
|               | $t < T_0$ | $t > T_0$ | $t < T_0$ | $t > T_0$ | $t < T_0$ | $t > T_0$ |
| 1             | NA              | NA              | NA        | NA        | 463.01    | 140.327    |
| 2             | 624.416        | 183.523        | NA        | 549.362   | 489.118   | 115.266    |
| 3             | 735.93         | 240.512        | NA        | 570.322   | NA        | NA         |

Fig. 12. PhI-GPR forecast of $\theta_2(t) - \theta_1(t)$ with $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) measurements available for $t < 8.3375$ s every 0.05 s.

$P_{m1}^m(t)$ forecast for $t > 8.3375$ s based on $\omega_k$ measurements is approximately the same as that based on $\theta_k$ measurements, with the ground truth being within two standard deviations of the PhI-GPR predicted values.

4.3. Comparison between physics-informed and data-driven GPR methods. In this section, we provide comparisons between PhI-GPR and the standard data-driven GPR for a case where the measurements of both $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s. Our goal is to predict $\theta_2(t) - \theta_1(t)$, $\theta_3(t) - \theta_1(t)$, $\omega_2(t) - \omega_1(t)$, and $\omega_3(t) - \omega_1(t)$ for $t > 8.3375$ s.

In the data-driven GPR, we assume the covariance function models given by a combination of the squared exponential function, rational quadratic function, periodic function, and Kronecker delta function as:

$$K_\alpha(t, \tau) = \gamma_1^2 \exp\left[-\frac{(t-\tau)^2}{2\gamma_2^2}\right] + \gamma_3^2 \left[1 + \frac{(t-\tau)^2}{2\gamma_4\gamma_5^2}\right]^{-\gamma_4} + \gamma_6^2 \exp\left\{-\frac{2\sin^2\left[\frac{\pi}{L_2}(t-\tau)\right]}{\gamma_7^2}\right\} + \gamma_8^2 \delta(t-\tau).$$

The means $\overline{\omega}(t) = \overline{\omega}'(t)$ and $\overline{\theta}'(t) = \overline{\theta}'(t)$ and parameters $\gamma_i$ ($i = 1, \ldots, 8$) are
Fig. 13. Data-driven GPR forecast of $\theta_2(t) - \theta_1(t)$ with measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) for $t < 8.3375$ s available every 0.05 s.

### Table 4

| Generator $k$ | $\theta_k - \theta_1$ $t < T_0$ | $t > T_0$ | $\omega_k - \omega_1$ $t < T_0$ | $t > T_0$ |
|---------------|-----------------------------|---------|-----------------------------|---------|
| 1             | NA                         | NA      | NA                         | NA      |
| 2             | NA                         | 198.858 | NA                         | 551.258 |
| 3             | NA                         | 246.031 | NA                         | 565.729 |

determined by minimizing the negative marginal likelihood of the observed data [32].

The log predictive probabilities for the forecasted values of $\theta_2(t) - \theta_1(t), \theta_3(t) - \theta_1(t), \omega_2(t) - \omega_1(t),$ and $\omega_3(t) - \omega_1(t)$, obtained with the Phi-GPR and data-driven GPR, are given in tables 4 and 5, respectively.

Figures 12 and 13 show the forecast of $\theta_2(t) - \theta_1(t)$ using the Phi-GPR and standard data-driven GPR, respectively. For these states, the log predictive probabilities of the data-driven GPR forecast are slightly larger (less than 10%) than those of the Phi-GPR forecast. However, figures 12 and 13 clearly show that the Phi-GPR forecast is significantly more accurate than the data-driven GPR forecast for the first 2 s. The Phi-GPR forecast closely matches the ground truth for approximately 2 s. After that, the ground truth stays within two standard deviations of the GPR prediction. The data-driven GPR forecast deviates from the exact forecast after approximately 1 s, but also stays within two standard deviations of the ground truth. We note that the data-driven GPR results in a less certain forecast, i.e., the data-driven GPR produces a larger standard deviation of forecasted variables than the Phi-GPR.

### 4.4. Comparison between Phi-GPR and ARIMA methods.

In this section, we compare Phi-GPR with the univariate ARIMA method. Unlike Phi-GPR,
the univariate ARIMA method only allows the forecasting of observed variables, e.g., \( \theta_k \) measurements are needed for forecasting \( \theta_k \). As in GPR, the ARIMA forecast of \( \theta_k \) and \( \omega_k \) is given as a linear combination of the \( N_0 \) measurements of \( \theta_k \) and \( \omega_k \), respectively. Using the notation introduced in Section 2.1, the ARIMA forecast can be expressed as

\[
\omega_k(t_{N_0+1}) - \alpha_k N_0 \omega_k(t_{N_0}) - \alpha_k N_0 - 1 \omega_k(t_{N_0-1}) - \cdots - \alpha_k_p \omega_k(t_{N_0-p_1}) = e_{k,N_0+1} + \beta_k N_0 \epsilon_{k,N_0} + \beta_k N_0 - 1 \epsilon_{k,N_0-1} + \cdots + \beta_k N_0 - q_1 \epsilon_{k,n_0-1}.
\]

\[
\theta_k(t_{N_0+1}) - \gamma_k N_0 \theta_k(t_{N_0}) - \gamma_k N_0 - 1 \theta_k(t_{N_0-1}) - \cdots - \gamma_k p_2 \theta_k(t_{N_0-p_2}) = e_{k,N_0+1} + \lambda_k N_0 \epsilon_{k,N_0} + \lambda_k N_0 - 1 \epsilon_{k,N_0-1} + \cdots + \lambda_k N_0 - q_2 \epsilon_{k,n_0-1},
\]

where \( \omega_k(t_{N_0+1}) \) and \( \theta_k(t_{N_0+1}) \) are forecasted values of \( \omega \) and \( \theta \), respectively. The coefficients \( p_1 \), \( p_2 \) and \( \alpha_{k,i} \) and \( \gamma_{k,i} \) are the orders and parameters of the autoregressive part, respectively; \( q_1 \), \( q_2 \) and \( \beta_{k,i} \) and \( \lambda_{k,i} \) are the orders and parameters of the moving average part, respectively; and \( e_{k,i} \) and \( \epsilon_{k,i} \) are zero mean independent normally distributed error terms. Non-seasonal ARIMA models are generally denoted as ARIMA \((p, d, q)\), where \( d \) is the degree of differencing used to remove a trend in data. Here, we assume that the data does not have a trend and set \( d \) to zero. The order parameters are selected using the Akaike’s Information Criterion [15].

As before, we assume that the measurements of \( \theta_k \) and \( \omega_k \) \((k = 1, 2, 3)\) are available for \( t < 8.3375 \) s, and our objective is to forecast these states for \( t > 8.3375 \) s. We test the performance of Phi-GPR and ARIMA for three cases when the data are collected every 0.05 s, 0.125 s, and 0.25 s, respectively. In the first case (the data are collected every 0.05 s), the ARIMA model for \( \theta_2(t) - \theta_1(t) \) forecasting is ARIMA \((15, 0, 1)\). Phi-GPR is also used to estimate states from the data for \( t < 8.3375 \) s available every 0.025 s. Figure 14 shows the Phi-GPR and ARIMA forecasts of \( \theta_2(t) - \theta_1(t) \). We can see that Phi-GPR provides a more accurate forecast than ARIMA, especially for the first two seconds.

Next, we consider two cases when the measurements of \( \theta_k \) and \( \omega_k \) are available every 0.125 s and 0.25 s for \( t < 8.3375 \) s, respectively. As before, we aim to forecast \( \theta_2(t) - \theta_1(t) \) for \( t > 8.3375 \) s. Phi-GPR is also used to estimate \( \theta_2(t) - \theta_1(t) \) from the data for \( t < 8.3375 \) s every 0.025 s. In these two cases, the ARIMA model for \( \theta_2(t) - \theta_1(t) \) is ARIMA \((15, 0, 1)\). The ARIMA and Phi-GPR forecast of \( \theta_2(t) - \theta_1(t) \) as well as the ground truth are shown in figures 15 and 16. As before, the Phi-GPR forecast is more accurate than ARIMA. These figures also show that the Phi-GPR estimate of \( \theta_2(t) - \theta_1(t) \) is in a good agreement with the ground truth.

Figure 17 compares ARIMA and Phi-GPR performance when data is available every \( \delta t = 0.05 \) s, 0.125 s, and 0.25 s. We can see that the ARIMA forecast is sensitive to \( \delta t \), while the Phi-GPR prediction is practically independent of \( \delta t \) as long as \( \delta t \) is

| Generator | \( \theta_k - \theta_1 \) | \( \omega_k - \omega_1 \) |
|-----------|----------------|----------------|
| 1         | NA             | NA             |
| 2         | 211.542        | 555.884        |
| 3         | 261.263        | 515.667        |

Table 5
Log predictive probabilities for \( \theta_2(t) - \theta_1(t) \), \( \theta_3(t) - \theta_1(t) \), \( \omega_2(t) - \omega_1(t) \), and \( \omega_3(t) - \omega_1(t) \) using data-driven GPR when measurements of \( \theta_k \) and \( \omega_k \) \((k = 1, 2, 3)\) are available for \( t < T_0 = 8.3375 \) s every 0.05 s.
Fig. 14. Forecasting of $\theta_2(t) - \theta_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.05 s.

Fig. 15. Forecasting of $\theta_2(t) - \theta_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.125 s.

smaller than the correlation time of the states, which is approximately 2 s for the considered system. The accuracy of the ARIMA forecast increases with decreasing $\delta t$. For the smallest tested $\delta t$, we find that the accuracy of PhI-GPR is higher than ARIMA for the first two seconds and then comparable with ARIMA after two seconds.

4.5. The effect of measurement noises on PhI-GPR and ARIMA forecasting. Finally, we consider the effect of measurement noise on PhI-GPR and
Fig. 16. Forecasting of $\theta_2(t) - \theta_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.25 s.

Fig. 17. Forecasting of $\theta_2(t) - \theta_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s.

ARIMA forecasting. We study two cases where we add 1% and 5% noise, correspondingly, to $\omega_k$ and $\theta_k$ measurements.

We assumed that (noisy) measurements of $\theta_k$ and $\omega_k$ are available for $t < 8.3375$ s every 0.25 s. The ARIMA models for $\theta_2(t) - \theta_1(t)$ and $\omega_2(t) - \omega_1(t)$ forecasting are both ARIMA(15, 0, 1). The Phi-GPR and ARIMA forecasts of $\theta_2(t) - \theta_1(t)$ and $\omega_2(t) - \omega_1(t)$ based on data with 1% and 5% noise are shown in figures 18 – 19 and 20 – 21, respectively. These figures also show the Phi-GPR states estimation every
Fig. 18. Forecasting of $\theta_2(t) - \theta_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every $0.25$ s with $1\%$ measurement noise.

Fig. 19. Forecasting of $\omega_2(t) - \omega_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every $0.25$ s with $1\%$ measurement noise.

$0.025$ s for $t < 8.3375$ s. We can see that the Phi-GPR forecast is more accurate than ARIMA, especially for the first two seconds. Also, the Phi-GPR forecast is significantly less sensitive to the measurement noise than the ARIMA forecast, which significantly worsens as the noise increases. The Phi-GPR estimation of $\theta_2(t) - \theta_1(t)$ and $\omega_2(t) - \omega_1(t)$ for $t < 8.3375$ s is in good agreement with the ground truth for both noise levels.
Fig. 20. Forecasting of $\theta_2(t) - \theta_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.25 s with 5% measurement noise.

Fig. 21. Forecasting of $\omega_2(t) - \omega_1(t)$ using GPR and ARIMA when measurements of $\theta_k$ and $\omega_k$ ($k = 1, 2, 3$) are available for $t < 8.3375$ s every 0.25 s with 5% measurement noise.

5. Discussion and conclusions. The PhI-GPR method for short-term forecasting and state estimation of the phase angle, angular speed, and mechanical wind power of an $N$-generator power grid system with partial measurements is presented. The traditional data-driven GPR method estimates the prior mean and covariance functions from measurements by maximizing the so-called marginal likelihood function, whereas the PhI-GPR method computes covariance from partially known swing equations describing the power grid dynamics where the unknown variables (in our
case, mechanical wind power) are treated as random processes. Therefore, unlike data-driven GPR, the Phi-GPR method can be used to estimate and forecast even unobserved variables. For example, given observations of the angular velocity of generators, Phi-GPR is able to forecast and estimate all system states, including the angular velocity, phase angle and mechanical power of these generators. For the considered power grid system consisting of two wind generators and one traditional generator, we find that Phi-GPR provides an accurate estimation of the unobserved states and an accurate forecast of observed and unobserved states for times smaller than the correlation time of the system. For larger times, the Phi-GPR forecast stays within two standard deviations of the ground truth.

We also provide a comparison between Phi-GPR and ARIMA, a standard forecasting method. Like the data-driven GPR, ARIMA can only forecast observed variables. For observed variables, we demonstrate that Phi-GPR is at least as accurate as ARIMA when the time between observations $\delta t$ is sufficiently small. As $\delta t$ increases, the accuracy of the ARIMA forecast deteriorates, while Phi-GPR remains accurate as long as $\delta t$ is smaller than the correlation time of forecasted variables. We find that the Phi-GPR and ARIMA forecasts deteriorate in the presence of measurement noises, but for the same considered noise levels, Phi-GPR remains more accurate than ARIMA.

In this work, we focus on forecasting short-term dynamics of power grid systems and use swing equations to model data at the scale of tens of seconds. Our method can be extended to forecast power grid systems at larger time scales, in which case the covariance can be computed from the power flow equations.

The accuracy of the Phi-GPR method depends on the fidelity of the physics-based model that is used to compute the covariance functions. In general, this is not a problem for modeling power grids because the equations describing the power grid behavior are well established. The main computational cost of Phi-GPR is associated with computing the covariance functions, which requires solving the governing equations multiple times (for different realizations of unknown parameters). In our future work, we will investigate the use of linearized equations, which would allow simple (deterministic) equations to be derived for covariance functions that could be solved relatively quickly.
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