PA-LIRS: An Adaptive Page Replacement Algorithm for NAND Flash Memory
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Abstract: NAND flash memory is increasingly widely used as a storage medium due to its compact size, high reliability, low-power consumption, and high I/O speed. It is important to select a powerful and intelligent page replacement algorithm for NAND flash-based storage systems. However, the features of NAND flash, such as the asymmetric I/O costs and limited erasure lifetime, are not fully taken into account by traditional strategies. In order to address these existing shortcomings, this paper suggests a new page replacement algorithm, called probability-based adjustable algorithm on low inter-reference recency set (PA-LIRS). PA-LIRS completely exploits the “recency” and “frequency” information simultaneously to make a replacement decision. PA-LIRS gives a greater probability to clean pages and a smaller probability to dirty pages when evict selection happens. In addition, this proposed algorithm dynamically adjusts the parameter based on the workload pattern to further improve the I/O performance of NAND flash memory. Through a series of comparative experiments on various types of synthetic traces, the results show that PA-LIRS outperforms the previous studies in most cases.
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1. Introduction

For several decades, magnetic disks have been overwhelmingly used as storage media in many fields. As the performance of operating systems continuously improves, the gap between the processor and the disk becomes more serious. Compared to magnetic disks, NAND flash memory shows a series of prominent advantages, such as its compact size, high reliability, low power consumption, and high I/O speed. With the increase in capacity and decrease in price, flash memory is dominating the storage industry in enterprise storage applications [1].

NAND flash memory is a type of electronic nonvolatile storage medium organized in blocks, each of which is generally 256 KB to 20 MB in size and consists of a given number of pages. Compared with magnetic disks, NAND flash memory has a shorter random access latency due to its non-mechanical seek movement, which helps to bridge the access speed disparity between the operating system and storage device. The architecture of NAND flash memory allows read and program commands to be executed on a page basis, and erase operations are performed at the level of a block that consists of multiple pages. An entire block must be erased before writing to any page. Generally, the speed of the write operation cannot keep up with the read operation, and the latency of the write operation is approximately seven times greater than that of the read operation. Apart from this, the erase operation requires a longer time than the write operation, and the considerable speed difference between them is usually on the order of magnitude. The lifetime of NAND flash memory is limited owing to its relatively small number of erase operations, typically between 10,000 and 100,000 cycles [2–4].
The flash translation layer (FTL) is the core software driver running on NAND flash memory, and it is used to make an optimal tradeoff between the operating system and the NAND flash memory. However, when an application performs rewriting or in-place update operations, FTL will cause new data to be written to different physical pages on the flash memory, even different physical blocks [5,6]. Therefore, decreasing the number of write operations can further improve access performance and extend the lifetime of NAND flash memory.

Setting caches for data pages between the operating system and the NAND flash memory can greatly promote the performance of the database. When the data page requested by the I/O operation is exactly in the cache, there is no need to access it from the NAND flash memory. Generally, static random-access memory (SRAM), whose operation speed is the same order of magnitude as the operating system, is often used for the cache. However, the fatal fact is that SRAM is expensive and has difficulty reaching high integration, and its capacity is much smaller than that of NAND flash memory.

With the purpose of achieving better I/O performance of storage devices, great progress has been made in cache replacement algorithms [7–11]. All these algorithms are based on the principle that the upcoming access track can be predicted by historical information. However, the historical information is not fully explored by the existing strategies. Some traditional policies are dwelling on the promotion of the cache hit ratio to reduce the access count, but they discard the inherent feature of asymmetric costs on read and write operations. In NAND flash memory, leaving dirty pages in the cache is more profitable than keeping clean pages. However, in some traditional ways, many dirty pages are often removed, which will result in increasing unnecessary I/O costs and deteriorating the database performance of NAND flash memory.

To minimize the cost of writing dirty pages back to NAND flash memory, various algorithms have focused on reasonably increasing the read count to decrease the write count while avoiding a severe drop in the hit ratio [12–15]. LRU (Least Recently Used)-based algorithms focus on the last access time of the data page, while LFU (Least Frequently Used)-based algorithms emphasize the access frequency. However, state-of-the-art algorithms have not completely explored the “recency” and “frequency” information in the access history simultaneously, and they have failed to achieve excellent behavior. Some current studies are interested in giving priority to clean pages for replacement but place less attention on their potential hot access frequencies [16–18].

In this paper, we observe that there is a strong correlation between the access pattern and cache replacement management. A new buffer replacement algorithm, namely PA-LIRS (Probability-based Adjustable algorithm on Low Inter-reference Recency Set), is designed for NAND flash memory. PA-LIRS makes a distinction between the read and write latencies and strives to reduce the number of the write operations while still maintaining a suitable hit ratio. For this sake, the algorithm gives a greater probability to clean pages and a smaller probability to dirty pages when an evict operation occurs. In addition, the algorithm adopts a new mechanism to dynamically adjust a parameter with the workload to attain the utmost overall performance.

The rest of this paper is organized as follows: Section 2 describes some of the existing page replacement algorithms. Section 3 presents the background and detailed implementation of the proposed buffer replacement algorithm. Section 4 highlights the experimental results of PA-LIRS and compares them with conventional cache replacement algorithms. Section 5 concludes the whole study.

2. Related Works

There have been several approaches for cache replacement to fully exploit the advantages of NAND flash memory. Based on the asymmetry of I/O latencies, CFLRU (Clean First LRU) is the first enhanced algorithm that replaces the clean pages preferentially to reduce write and erase operations [19]. There are two LRU lists in the cache, called working list and clean-first list. The former maintains the recently accessed pages so as to increase the hit ratio. On the other hand, the latter with a window size of w maintains the candidate pages to be evicted, which are considered to have no further reference during their lifetimes. If there is no free space for incoming pages, the clean page closest to the LRU
location in the clean-first list will be selected to be replaced. The dirty page with the earliest access time will be driven out if there is no clean page within the list window. Replacing clean pages first is able to reduce the access cost of the memory and choosing an appropriate window size $w$ is helpful to improve the hit ratio. However, dynamically adjusting the window size to make it suitable for the different access patterns is not easy. The buffer hit ratio will decrease if the window is too large, and extra flash access will be generated if the window is too small. In addition, the algorithm replaces clean pages prior to dirty pages regardless of their access frequencies, which will result in cache pollution by the dirty pages.

As an improvement of CFLRU, LRU-WSR (LRU and Writes Sequence Recording) discriminates the cold pages with a cold-detection method [20]. When the replacement occurs, a clean page or a dirty page with a cold flag may be selected according to the LRU order, while the hot dirty page should be inserted at the MRU (Most Recently Used) location and be assigned with a cold-flag to delay being evicted. When the cold, dirty pages in the buffer are re-referenced, they will be moved to the MRU location and marked as hot pages with cold-flags cleared. LRU-WSR makes sense of the dirty pages’ frequencies and prevents them from occupying the cache for a long time. Consequently, LRU-WSR reduces the write count without serious degradation of the hit ratio. However, evicting a clean page regardless of its access frequency will incur extra access overheads. If there are many dirty pages with a long period of no reference residing in the cache, a hot clean page may be evicted the moment after it is read in, which will result in a greater cost of flushing buffered pages.

Compared with the two traditional algorithms described above, AD-LRU (Adaptive Double LRU) shows further improvements in performance [21]. AD-LRU pays attention to the page reference frequency as well as recency and tries to change the size of the cold page region to prevent a clean page from being evicted immediately after being referenced. First, AD-LRU divides the cache into two LRU lists, namely cold list and hotlist. Second, the sizes of the two lists are adjusted dynamically. If a page in the cold list is referenced again, then the algorithm will enlarge the hotlist and shrink the cold list. If a hot page is chosen as the driven page or a new referenced page is moved to the cold list, then the range of the hot region will be reduced. Third, the lowest limit of the cold list size lim lc means that when the length of the cold list reaches lim lc, it will select a victim page from the hotlist rather than the cold list. Fourth, during the evict procedure, AD-LRU will give priority to the least recently referenced clean page to be selected as the victim. If the pages residing in the list all have dirty flags, then a second-chance policy will be used for victim selection. Through an adaptive mechanism, AD-LRU adjusts the size of the double regions to adapt to different access patterns. However, this algorithm always replaces clean pages first, which will result in dirty pages staying in the cache for a long time. In addition, it is difficult to select a proper lim lc suitable for all workloads.

CF-ABR (Clean First Adaptive Buffer Replacement) is a new page replacement algorithm proposed in 2019. CF-ABR maintains four LRU lists, the first referenced page list L1 and frequently referenced page list L2 are in the buffer, and the two replaced page lists H1 and H2 are in the upper layer of the NAND flash memory [22]. The lengths of the above four lists are adjusted dynamically according to the variable named reference, which is arranged for each page to count the hit number. The clean pages in the LRU position of L1 or the clean pages with the reference of zero in L2 will be selected first for replacement. In the absence of a clean page in the cache, the dirty page in the LRU position of L1 or the dirty page with reference to zero in L2 will be replaced. H1 holds the pages evicted from L1, and H2 holds the pages evicted from L2. CF-ABR pays attention to the asymmetric I/O performance and always evicts clean pages first to achieve good access performance to some extent. Furthermore, the algorithm manages the frequency and recency of the page efficiently to enhance the hit ratio. However, as we can see, it is a nonnegligible cost for the algorithm to find the page with zero references in L2. In addition, the algorithm is not efficient for some workloads because it evicts clean pages in L1 with absolute priority.
3. PA-LIRS Algorithm

3.1. Background

The algorithm proposed in this paper is built on the base version of the LIRS (Low Inter-reference Recency Set) algorithm [23], and this section introduces the LIRS algorithm briefly.

LIRS employs a parameter named IRR (Inter-Reference Recency) to identify the reference locality of the pages [23]. IRR means the number of other unique pages accessed between two consecutive references to the same page. Figure 1 shows that the IRR of page 9 should be 2, as page 1 and page 2 are referenced between the last page 9 and the penultimate page 9. It is certain that a page with a big IRR will not be frequently used and should be replaced prior to the pages with a small IRR. On the other hand, LIRS uses a variable called R to quantify the recency of pages [23]. R (Recency) of a page refers to the number of unique pages referenced from the last access of this page to the current access of the flash memory. As shown in Figure 1, the R of page 9 is 2. LRU-based algorithms lack the consideration of other history access information in addition to recency, and they simply regard that the pages with large R values are impossible to be used soon. LIRS effectively uses multiple sources of history access information, responsively changes the status of all the referenced pages, and improves the I/O performance of the storage device [24].

![Figure 1. Example of the page parameters IRR (Inter-Reference Recency) and R (Recency).](image)

In the LIRS algorithm, all the accessed pages are classified into two sets: the high IRR (HIR) set and the low IRR (LIR) set. There are few spaces for the HIR set, and the pages located in the HIR set will be evicted soon. As can be seen in Figure 2, LIRS keeps two LRU queues, namely Q queue and S queue, which are used to register the R and IRR of the pages, respectively. The S queue holds all the LIR pages and HIR pages (there are two types of HIR pages, resident HIR pages mean the pages whose page data and metadata are all stored in the cache, and nonresident HIR pages mean the pages that only store metadata in the cache) whose R is smaller than the largest R of the LIR pages; the Q queue contains all the resident HIR pages. When a new page absent in the S queue is referenced, it will be set with the HIR state and placed at the top of the Q queue. When the page that is in the Q queue but not in the S queue is operated, it will be promoted to the top of the Q queue and retain its HIR state. When the page in the S queue is re-referenced, it will be promoted to the top of the queue with its state set to LIR. Once the evict process is executed, the HIR page at the bottom of the Q queue will be removed, and its status will be changed to a nonresident if the page is also in the S queue.

3.2. Base LIRS Policy

To better illustrate the replacement algorithm, LIRS consists of three sections: the insertion policy, the promotion policy and the victim selection policy.

3.2.1. The Insertion Policy

When a new page or a page without access history records is accessed, it will be placed at the top of the Q queue and S queue and marked as an HIR page. Other than that, when a nonresident HIR page with a long period of no-reference is accessed, it should be inserted at the top of the S queue, and its state is changed to LIR.
In the LIRS algorithm, dirty pages are considered to have the same probability of being replaced as clean pages when free space is needed. However, evicting dirty pages will result in more write and erase operations while maintaining a high hit ratio. The goal of LIRS is to obtain a high buffer hit ratio regardless of the different I/O latencies. As a result, LIRS shows poor I/O performance in flash-based database operations in some cases. For the purpose of fully adapting to the asymmetry of the read and write operations while maintaining a high hit ratio, this paper first introduces an algorithm called probability-based LIRS (P-LIRS). P-LIRS is enhanced in the following ways: first, by evicting the clean page that is least recently and least frequently used to reduce the write operations; second, by leaving the dirty pages in the buffer until being selected as the victim candidates for the second time to avoid a serious drop in the buffer hit ratio during the replacement.

P-LIRS maintains two LRU queues similar to the base LIRS. The S queue contains all the LIR pages and HIR pages, and the Q queue contains all resident HIR pages. Different from the traditional policy, all the pages in the proposed algorithm are marked with a read-write state.

The main idea of P-LIRS is as follows:

1. Using deep-cold-detection policy to assign a deep-cold flag to the cold pages in the Q queue;
2. Putting off evicting a dirty page that is considered as a non-deep-cold page.

When a page miss happens in the buffer, the eviction will be carried out to bring in free space. In the deep-cold-detection algorithm, a bit named “deep-cold-flag” is assigned to each page to mark whether the page is hot. During the evict procedure, the page at the bottom position of the Q queue will be checked first. If the page is clean, then it will be regarded as the victim and will be driven out to NAND flash memory regardless of its “deep-cold-flag”. On the other hand, if the page is dirty,
then the flag bit will take effect. The dirty page whose “deep-code-flag” is 0 will seize the opportunity
to stay in the cache and will be inserted at the top of the queue, and its “deep-code-flag” will be marked
as 1. Alternatively, if the “deep-code-flag” dirty page is chosen as the victim, then it will be replaced to
avoid an excessive decrement of the hit ratio. Upon a hit, the LIR pages in the S queue will be moved
to the top, and the pages appearing only in the Q queue will be inserted at the top location of the queue
with their “deep-code-flag” set to 0.

Figure 3 presents an example of the victim selection procedure of P-LIRS. In this example,
we suppose that the LIR set is three pages in length, the HIR set is 2 pages in length, and the buffer is
full in initial. When a new page reference takes place, the algorithm will manage the buffer, as shown
in Figure 3. Taking Figure 3a as an example, when a new page 7 is written, the victim selection policy
will first drive clean page 5 out of the cache and leave it as a nonresident HIR page in the S queue. Due
to the deep-cold-detection algorithm, dirty page 3 will remain in the cache with its “deep-cold-flag”
changed to 1. Second, the insertion policy will set page 7 as a dirty resident HIR page and place it at
the top of the Q queue and S queue.

In the P-LIRS algorithm model, L\text{hir} is the only parameter and represents the cache size for HIR
pages. According to the document [23], the author demonstrates that the LIRS algorithm is not sensitive
to L\text{hir} and can achieve the optimal hit ratio and I/O performance when L\text{hir} is 1% of the cache size. It is
worth noting that this result is drawn up on the fact of neglecting the asymmetric I/O runtimes. If we
take the asymmetric I/O overheads into account, then we will find that it is not reasonable to have a
fixed L\text{hir} in the algorithm. In the P-LIRS algorithm, the victim selection policy works in the Q queue
with a cache size of L\text{hir}, which largely determines the I/O performance of NAND flash memory. In a
write-intensive workload, the overall access runtime is changed approximately with the hit ratio, but in
a read-intensive workload, it is advisable to have a larger L\text{hir} to give a wider work scope for the dirty
pages with lower access frequency, which can reduce the write count. Based on the workload history
information of R\text{rw} (read/write ratio), we add an adjustable L\text{hir} to P-LIRS to form an algorithm called
PA-LIRS. L’\text{hir} is the theoretical target value of L\text{hir} in PA-LIRS. The algorithm adopts a self-learning
scheme to make L\text{hir} gradually reach the target value automatically. L’\text{hir} can be calculated as follows:

\[
L'_{\text{hir}} = \begin{cases} 
\frac{1 + 6 \times \ln(3 R_{\text{rw}})}{\sqrt{R_{\text{rw}}}} \times L_{\text{buf}}, & R_{\text{rw}} > 1/3 \\
\frac{1}{10} \times L_{\text{buf}}, & R_{\text{rw}} \leq 1/3 
\end{cases}
\]

(1)

L_{\text{buf}} is the cache size given in the unit of page. From Equation (1), it can be found that the value of L’\text{hir}
is no less than 10% of the cache size in any case.

---

**Figure 3. Cont.**
**Figure 3.** Examples of the insertion policy, promotion policy and victim selection policy for probability-based LIRS (P-LIRS). (a) Upon accessing page 7, which is not in the S queue, page 5 is driven out, and page 3 is set with a deep-cold-flag; (b) upon accessing high IRR (HIR) page 3, which is in the S queue, the page’s status is changed to low IRR (LIR), and a stack pruning is conducted. Upon accessing LIR page 4, which is in the S queue, the page is inserted at the top of the S queue, and a stack pruning is conducted. (c) Description of the pages that appear in (a) and (b).

Initially, $L_{hirs}$ is 1% of the cache size, which will result in the highest hit ratio. Then, every time we have accessed $L_{buf}$ pages, we should calculate a new $L'_{hirs}$ with Equation (1). When accessing a page, the proposed algorithm calls the function `adjust_Lh_process()` to check up on the working parameter $L_{hirs}$, which will decide whether to shrink or enlarge the HIR buffer size. If $L_{hirs} > L'_{hirs}$, then we will only select the victim page from the Q queue and prevent the LIR page from becoming HIR page for the sake of decreasing $L_{hirs}$. In contrast, when $L_{hirs} < L'_{hirs}$, we will have an additional operation to turn the LIR page at the bottom of the S queue into an HIR page at the top of the Q queue to enlarge $L_{hirs}$. In this way, the length of the HIR set is continually adjusted under various workloads.

Figures 4 and 5 show the pseudo-codes of PA-LIRS. The function `stack_pruning_process()` shown in Figure 5 performs the stack pruning operation, which is detailed in the study [23], and its purpose is to ensure that the page at the bottom of the S queue is marked with an LIR flag. There is no doubt that we can obtain the replacement page eventually after scanning through the whole cache for the second time because the page at the bottom of the Q queue is either clean or dirty with a deep-cold-flag.
Algorithm: victim_selection_process()
Out: The victim page in the buffer
initialize: victim = NULL;
if there is no free space in the buffer
while victim = NULL
    for page p from bottom of Q queue
        if the p is clean
            victim = p;
            break;
        else
            if deep-cold-flag of p is set
                victim = p;
                break;
            else
                set the deep-cold-flag of p;
                move p to top of Q queue;
                remove victim from Q queue;
                if victim is dirty
                    flush victim to flash memory;
                if victim is in S queue
                    clear deep-cold-flag of victim;
                    set non-resident HIR to victim;
return victim;

Figure 4. The pseudo-codes of the victim selection policy of PA-LIRS.

Algorithm: PA-LIRS_Access(page p)
Input: the requested page p
Output: The reference to the requested data page p
Initialize: the buffer is full
if p is in LIR set
    move p to the top of S queue;
    adjust_Lh_process();
    stack_pruning_process();
else
    if p is in HIR set
        clear deep-cold-flag of p;
        if p is in S queue
            set LIR status to p;
            remove p from Q queue;
            move p to the top of S queue;
            adjust_Lh_process();
            stack_pruning_process();
        else
            move p to the top of Q queue;
            move p to the top of S queue;
            adjust_Lh_process();
            stack_pruning_process();
else
    if p is in LIR set
        set LIR status to p;
        move p to the top of S queue;
        adjust_Lh_process();
        stack_pruning_process();
    else
        set HIR status to p;
        move p to the top of Q queue;
        move p to the top of S queue;
        if the access count mod cache size == 0
            Lh_odd_self_learning_process();
        //calculate the target length of HIR set
return the reference to p;

Figure 5. The pseudo-codes of the page management algorithm of PA-LIRS.
4. Discussion

In this section, we verify the performance of the PA-LIRS algorithm via a simulator. Various types of workload traces are provided to evaluate the characteristics of the algorithm: the cache-hit ratio, write count, and runtime. The significant performance differences of PA-LIRS are illustrated with changes in the model parameters. In addition, in order to validate the proposed algorithm, six well-known cache replacement algorithms, namely LRU, CFLRU, LRU-WSR, AD-LRU, LIRS and CF-ABR, are cited for comparison.

4.1. Experimental Environment

The following flash-based algorithm experiments are all implemented using the simulation platform, named Flash-DBsim [25]. The platform provides a framework for making performance evaluations of various algorithms, and it can configure the virtual NAND flash memory for different features, such as different read and write costs and different buffer sizes. In this paper, we simulated the NAND flash with 64 data pages, and the size of each page is 2 KB, which is the same as that of the frame in buffer. The detailed characteristics are described in Table 1.

| Parameter       | Value           |
|-----------------|-----------------|
| Page size       | 2 KB            |
| Block Size      | 64 pages        |
| Write latency   | 200 µs/page     |
| Read latency    | 25 µs/page      |
| Erase latency   | 1.5 ms/block    |

This paper employs both synthetic traces and real-world traces for performance evaluation. Five types of synthetic traces denoted by T1–T5 are listed in Table 2. Due to the extensive application, all of the five traces are based on the pseudorandom references with temporal locality and spatial locality, and they are generated according to the Zipf distribution. A read/write ratio “25%/75%” represents that in the trace, read and write operations account for 25 and 75 percent each, and a locality “60%/40%” means that 60% of the total references are executed on the 40% of the pages. The real-world trace used in this paper is from on-line transaction processing (OLTP) applications running at a financial institution provided by the Storage Performance Council [26]. The trace is widely used in recent studies, such as work [18]. Table 3 lists the detailed attributes of the OLTP trace.

| Type | Total Buffer Requests | Unique Pages | Read/Write Ratio | Locality   |
|------|-----------------------|--------------|------------------|------------|
| T1   | 200,000               | 10,000       | 25%/75%          | 80%/20%    |
| T2   | 200,000               | 10,000       | 98%/2%           | 60%/40%    |
| T3   | 200,000               | 10,000       | 8%/92%           | 80%/20%    |
| T4   | 200,000               | 10,000       | 85%/15%          | 80%/20%    |
| T5   | 200,000               | 10,000       | 85%/15%          | 60%/40%    |

| Attribute       | Value   |
|-----------------|---------|
| Total buffer requests | 502,775 |
| Read/Write ratio    | 87%/13% |
| Unique pages       | 31,732  |
4.2. Experiment Results

In the P-LIRS experiment, in order to exhibit the influence of $L_{\text{hir}}$, we change the parameter from 1% of the buffer size to 10%, 30%, 50%, 70% and 90% to show the necessity and validity of $L_{\text{hir}}$ adaptive adjustment mentioned above. Figure 6 presents how the three performance metrics, hit ratio, write count and total runtime, vary with various $L_{\text{hir}}$ values under five synthetic traces and a 5 MB cache.

![Figure 6](image)

**Figure 6.** (a) Hit ratio, (b) Write count and (c) Total runtime curves under different $L_{\text{hir}}$ values in P-LIRS.

Figure 6 indicates the results of the sensitivity experiment. Flash-DBsim is used to simulate the above five synthetic traces and the buffer hit ratios of P-LIRS with six different $L_{\text{hir}}$ values are calculated.
under the cache of 5 MB. From the curves shown above, we get the following conclusions. First, for all the workloads, the hit ratios decrease when $L_{hir}$ increases. As demonstrated in the simulation data, when $L_{hir}$ increases from 1% to 90% of the buffer size, the hit ratio is reduced by almost 3%. Second, P-LIRS is not sensitive to the change of $L_{hir}$. The hit ratio differences are quite small and reasonable to be fully accepted when $L_{hir}$ varies from 1% to 90% of the buffer size. Third, we can find the result that the larger the reference locality the trace has, the higher the hit ratio it will obtain. All the mentioned observations are consistent with the research results of LIRS [23,27].

Write count is the number of the write operations sent to flash memory, and it is got through the following ways: by counting the times of dirty page replacements during the experiment and by calculating the total number of dirty pages in the cache that should be flushed back to flash when the experiment is finished. According to the five traces, when $L_{hir}$ increases gradually, the read-intensive traces T2, T4 and T5 get decreasing write counts, while the write-intensive trace T3 suffers from the increase in a flash write count. The write count of T1 is not sensitive to $L_{hir}$. However, it is deemed that, in read-intensive traces, when $R_{rw}$ is large enough, the write count is no longer reduced due to the drop in the hit ratio, as we can see that the degradation of the write count is gentler in T2 than in T5.

The total runtime is composed of the execution overhead of the algorithm itself and the sum of the physical runtime of all the operations delivered to flash memory. Because of the asymmetric read and write performance of flash memory, the changing trend in runtime on the various workloads is not consistent with the change of the hit ratio. With the increase of $L_{hir}$, T2, T4 and T5 have decreasing runtime values, while T3 has the opposite one.

In order to obtain the desired tradeoff between the hit ratio and the total runtime under various workloads, $L_{hir}$ employed in P-LIRS is adjustable to the read/write ratio of the workloads. From the results shown in Figure 6, it is appropriate to calculate the $L_{hir}$ target value by Equation (1), which is implemented in the proposed PA-LIRS algorithm.

In the following sections, we measure three characteristics of PA-LIRS and compare them with recently used page replacement algorithms, namely LRU, CFLRU, LRU-WSR, AD-LRU, LIRS and CF-ABR. According to the application scenario and the previous studies [19–23], we range the buffer cache from 1 MB to 5 MB. This paper exhibits the experimental results of the seven algorithms under five synthetic traces and the OLTP trace.

Figure 7 illustrates the buffer hit ratios when the replacement algorithms are under various workloads and with different buffer sizes. Compared to the other algorithms, LIRS achieves an outstanding hit ratio under all six traces, which means that it can effectively identify the potential hot blocks. Due to the consideration of the I/O asymmetry, the hit ratio of PA-LIRS is slightly lower than that of LIRS, but it is still higher than that of the other five algorithms because PA-LIRS fully takes into account the block access frequency and access time. Although CFLRU, LRU-WSR and AD-LRU are all improved from LRU, they give higher priority to the clean pages to be driven out when there is no free space, which will result in their hit ratios being lower than that of LRU in some circumstances. CF-ABR captures the frequency and recency of the page, and its hit ratio is better than that of LRU, CFLRU, LRU-WSR and AD-LRU in T1, T3 and T4. When the access locality of the trace is approximately 50%/50%, such as in T2 and T5, there is an almost equal probability for cold blocks and hot blocks to be accessed again in the future. CFLRU and CF-ABR evict clean pages first, without much consideration, which will obviously lead to a drop in the hit ratio in T2 and T5. The OLTP trace has a higher temporal locality than the synthetic traces; many hot pages are re-referenced within a small buffer size, resulting in high hit ratios. As a result, when the cache size increases from 1 MB to 5 MB, the increases of hit ratios in OLTP trace are slower than those in the five synthetic traces. As we can see, with different buffer sizes, the hit ratio in PA-LIRS outperforms the other six algorithms in most cases.
According to the results, PA-LIRS reveals a better performance both in a flash write operation number and fewer write operations than LRU because of its higher hit ratio. CFLRU, LRU-WSR, AD-LRU and algorithms that first evict clean pages (i.e., CFLRU, LRU-WSR, AD-LRU, CF-ABR, PA-LIRS). LIRS has regardless of whether the page is clean. Therefore, LRU leads to more dirty page operations than those strategies focus on reducing flash write operations. From the comparison, we can make the following observations. First, the larger the buffer size, the fewer write operations are performed on flash memory. The hit ratio has a close correlation with the times of access operation on the flash memory, and it decreases according to the shrinking of the cache size. Therefore, the physical write count reaches the largest value under the buffer size of 1 MB. Second, with the comparison of the other provided algorithms, LRU incurs the most write operations because it replaces the least recently used page regardless of whether the page is clean. Therefore, LRU leads to more dirty page operations than those algorithms that first evict clean pages (i.e., CFLRU, LRU-WSR, AD-LRU, CF-ABR, PA-LIRS). LIRS has fewer write operations than LRU because of its higher hit ratio. CFLRU, LRU-WSR, AD-LRU and CF-ABR attempt to reduce write operations at the cost of cutting down the hit ratio of clean blocks. According to the results, PA-LIRS reveals a better performance both in a flash write operation number and buffer hit ratio. It can be observed that PA-LIRS strives to reduce the write traffic without a sharp

Figure 7. The buffer hit ratios of the different algorithms under 6 traces. (a) T1 trace, (b) T2 trace, (c) T3 trace, (d) T4 trace, (e) T5 trace and (f) OLTP trace.

Figure 8 presents the flash write counts for different workloads and for different buffer sizes. Since the cost of the flash write operation is much higher than that of the read operation, all the strategies focus on reducing flash write operations. From the comparison, we can make the following observations. First, the larger the buffer size, the fewer write operations are performed on flash memory. The hit ratio has a close correlation with the times of access operation on the flash memory, and it decreases according to the shrinking of the cache size. Therefore, the physical write count reaches the largest value under the buffer size of 1 MB. Second, with the comparison of the other provided algorithms, LRU incurs the most write operations because it replaces the least recently used page regardless of whether the page is clean. Therefore, LRU leads to more dirty page operations than those algorithms that first evict clean pages (i.e., CFLRU, LRU-WSR, AD-LRU, CF-ABR, PA-LIRS). LIRS has fewer write operations than LRU because of its higher hit ratio. CFLRU, LRU-WSR, AD-LRU and CF-ABR attempt to reduce write operations at the cost of cutting down the hit ratio of clean blocks. According to the results, PA-LIRS reveals a better performance both in a flash write operation number and buffer hit ratio. It can be observed that PA-LIRS strives to reduce the write traffic without a sharp
increase in flash read count. Third, it is obvious that, under synthetic traces, compared to the other algorithms, PA-LIRS shows fewer write operations, and the reductions in read-intensive traces of T2, T4 and T5 are more significant than those in write-intensive traces of T1 and T3. The reason is that a larger \( L_{\text{thr}} \) will lead to a larger work scope for the dirty pages residing in the cache, which plays a more visible role in read-intensive workloads. Under OLTP trace, because of the high temporal locality, the working list in CFLRU, the hotlist in AD-LRU and the L2 list in CF-ABR are all filled with hot pages in a short time. In LRU order, the clean pages in the clean-first list (in CFLRU), cold list (in AD-LRU) and L1 list (in CF-ABR) are replaced prior to dirty ones, which makes the write counts under the three algorithms fewer than those under the other algorithms. LRU-WSR and PA-LIRS use the code-detection method to remove the dirty pages to prevent the cache from being occupied by dirty pages for a long time.

![Figure 8](image-url)

**Figure 8.** The flash write counts of different algorithms under 6 traces. (a) T1 trace, (b) T2 trace, (c) T3 trace, (d) T4 trace, (e) T5 trace and (f) OLTP trace.

Because of the negligible execution time of the algorithm, the runtime is dominated by the sum of all the access operations. The total latency of the algorithm is decided by the hit ratio and write count. From Figure 9, we can find that among all seven algorithms, LIRS displays the highest hit ratios. However, in some cases, CFLRU, LRU-WSR, AD-LRU, CF-ABR and PA-LIRS show lower runtime; the reason is that they effectively reduce the number of the write operations while avoiding a severe decrease in the hit ratios. In read-intensive trace, T2, CFLRU and CF-ABR have longer runtimes, although they have fewer write counts than LRU, LRU-WSR, AD-LRU and LIRS algorithms. The
possible reason for this result may be that the reduction in write count is limited in the trace and the hit ratio is the capital factor influencing the runtime. Under OLTP trace, CF-ABR shows longer runtime than the other six algorithms because of its extremely low hit ratio. Above all, under all the types of workload traces and various buffer sizes, PA-LIRS outperforms all the other algorithms in most cases because it fully considers the impact of the buffer hit ratio and write count on the flash performance and achieves a good tradeoff between them.

![Bar charts comparing runtimes of different algorithms under various buffer sizes](Figure 9)

**Figure 9.** The overall runtimes of the different replacement algorithms under 6 traces. (a) T1 trace, (b) T2 trace, (c) T3 trace, (d) T4 trace, (e) T5 trace and (f) OLTP trace.

To better exhibit the performance improvement of PA-LIRS compared with the other proposed buffer replacement algorithms, we list the results of T5 under the buffer size of 5 MB in Table 4. We can observe that the hit ratio of PA-LIRS is slightly lower than that of LIRS but higher than that of the other algorithms. The flash write counts reduced by PA-LIRS are up to 62.9%, 44.9%, 56.3%, 45.7%, 54.4% and 52.6% compared to LRU, CFLRU, LRU-WSR, AD-LRU, LIRS and CF-ABR, respectively. The runtimes reduced by PA-LIRS are up to 46.9%, 37.9%, 38.8%, 37.7%, 36.8% and 46.5% compared to LRU, CFLRU, LRU-WSR, AD-LRU, LIRS and CF-ABR, respectively.
Table 4. Details of the performance comparison under T5.

| Algorithm    | Hit Ratio (%) | Write Count \(10^3\) | Runtime (s) |
|--------------|---------------|----------------------|-------------|
| LRU          | 68.34         | 20.49                | 5.47        |
| CFLRU        | 57.9          | 13.8                 | 4.67        |
| LRU-WSR      | 67.89         | 17.43                | 4.74        |
| AD-LRU       | 58.71         | 14.0                 | 4.66        |
| LIRS         | 70.81         | 16.67                | 4.59        |
| CF-ABR       | 51.88         | 16.01                | 5.42        |
| PA-LIRS      | 68.81         | 7.6                  | 2.9         |

5. Conclusions

In buffer replacement algorithms, because of the asymmetry of the write and read operation overheads sent to flash memory, it is necessary to reduce the write count while avoiding a serious decline in the hit ratio. In this paper, we suggest a systematic algorithm named PA-LIRS for NAND flash memory. Similar to the base version of LIRS, PA-LIRS simultaneously explores recency and frequency information and splits the cache buffer into two queues. The pages in the Q queue are the candidates to be evicted. In PA-LIRS, we give a deep-cold-flag to dirty pages in the Q queue to give them a second chance to stay in the buffer. In order to obtain more performance improvements, the proposed algorithm develops a simple learning mechanism to manage the length of the Q queue automatically to reduce the costly write count and keep the hit ratio at a reasonable level. We perform a series of simulation experiments under various workload traces, and the results demonstrate that the learning mechanism of LIR adjustment is reasonable and intelligent. The proposed algorithm can significantly improve the overall performance of NAND flash memory while effectively extending the lifetime of NAND flash memory.
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