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Abstract—A square-root-free matrix QR decomposition (QRD) scheme was rederived in [1] based on [2] to simplify computations when solving least-squares (LS) problems on embedded systems. The scheme of [1] aims at eliminating both the square-root and division operations in the QRD normalization and backward substitution steps in the LS computations. It is claimed in [1] that the LS solution only requires finding the directions of the orthogonal basis of the matrix in question, regardless of the normalization of their Euclidean norms. MIMO detection problems have been named as potential applications that benefit from this. While this is true for unconstrained LS problems, we conversely show here that constrained LS problems such as MIMO detection still require computing the norms of the orthogonal basis to produce the correct result.

Index Terms—Least-squares problems, matrix factorization, MIMO detection, square-root computations, QR decomposition.

I. INTRODUCTION

The problem of finding a vector \( \mathbf{x} \in \mathbb{C}^n \) such that \( \mathbf{y} = \mathbf{A} \mathbf{x} \) for a given matrix \( \mathbf{A} \in \mathbb{C}^{m \times n} \) and observation vector \( \mathbf{y} \in \mathbb{C}^m \) is well-studied (e.g., see [2], [3]). For overdetermined systems \( (m \geq n) \), one minimizes the 2-norm \( \| \mathbf{y} - \mathbf{A} \mathbf{x} \|_2 \) because it leads to tractable solutions; specifically, the distance quantity \( \| \mathbf{y} - \mathbf{A} \mathbf{x} \|_2^2 \) is differentiable, and the 2-norm is preserved under orthogonal transformations [3]. Hence the least-“squares” problem finds \( \mathbf{x}_{LS} \in \mathbb{C}^n \) that gives

\[
\min_{\mathbf{x} \in \mathbb{C}^n} \| \mathbf{y} - \mathbf{A} \mathbf{x} \|^2.
\]

(1)

II. SOLVING LS PROBLEMS WITH QRD

The full QR decomposition of a matrix \( \mathbf{A} \in \mathbb{C}^{m \times n} \) is given by

\[
\mathbf{A}_{m \times n} = \mathbf{Q}_{m \times m} \mathbf{R}_{m \times n},
\]

(2)

where \( \mathbf{Q} \in \mathbb{C}^{m \times m} \) is unitary (i.e., \( \mathbf{Q}^H \mathbf{Q} = \mathbf{I}_{m \times m} \), where \( \mathbf{I}_{m \times m} \) is the \( m \times m \) identity matrix), and \( \mathbf{R} \in \mathbb{C}^{m \times n} \) is an upper-triangular matrix. The thin QR decomposition of \( \mathbf{A} \) is given by

\[
\mathbf{A}_{m \times n} = \mathbf{Q}_{m \times n} \mathbf{R}_{n \times n},
\]

(3)

where \( \mathbf{Q} \in \mathbb{C}^{m \times n} \) has orthonormal columns, and \( \mathbf{R} \in \mathbb{C}^{n \times n} \) is a square upper-triangular matrix with real and positive diagonal entries. It is well-known [3] that the two forms are related as follows:

\[
\mathbf{A} = \mathbf{QR} = \left[ \mathbf{Q}_{m \times m} \mathbf{Q}_{m \times (m-n)} \right] \left[ \mathbf{R}_{n \times n} \right] = QR,
\]

(4)

where \( \mathbf{Q}_{m \times (m-n)} \) consists of the \( (m-n) \) right-most columns of \( \mathbf{Q} \).

Assuming \( \mathbf{A} \) has full column rank, the unconstrained LS problem equivalently solves for \( \mathbf{x} \) by minimizing

\[
\min_{\mathbf{x} \in \mathbb{C}^n} \| \mathbf{y} - \mathbf{A} \mathbf{x} \|^2 = \min_{\mathbf{x} \in \mathbb{C}^n} \left\| \mathbf{Q}^H \mathbf{y} - \mathbf{Q}^H \mathbf{A} \mathbf{x} \right\|^2
\]

\[
= \min_{\mathbf{x} \in \mathbb{C}^n} \left( \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2 \right) + \| \mathbf{Q}^H \mathbf{y} \|^2
\]

\[
= \| \mathbf{Q}^H \mathbf{y} \|^2,
\]

which gives a zero cost function for \( \min_{\mathbf{x} \in \mathbb{C}^n} \left\{ \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2 \right\} = 0 \) and leaves a final residual of \( \| \mathbf{Q}^H \mathbf{y} \|^2 \). Note also that the thin form of the QRD suffices to obtain the unconstrained LS solution.

However, when solving constrained LS problems over finite sets \( \mathcal{X}^n \neq \mathbb{C}^n \), such as the case in MIMO detection problems over finite modulation constellations, one cannot guarantee that \( x^* = \mathbf{R}^{-1} \mathbf{Q}^H \mathbf{y} \) actually belongs to \( \mathcal{X}^n \), and the cost function \( \min_{\mathbf{x} \in \mathcal{X}^n} \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2 \) is not necessarily 0 even if \( \mathbf{A} \) has full column rank. Many classes of the so-called “hard-output” MIMO detection algorithms find

\[
\arg \min_{\mathbf{x} \in \mathcal{X}^n} \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2
\]

(5)

which is true for unconstrained LS problems, we conversely show here that constrained LS problems such as MIMO detection still require computing the norms of the orthogonal basis to produce the correct result.

Hence the minimizer of \( \| \mathbf{y} - \mathbf{A} \mathbf{x} \|^2 \) can be more simply obtained by solving the linear equations \( \mathbf{Q}^H \mathbf{y} = \mathbf{R} \mathbf{x} \) using backward substitution

\[
x^* = \arg \min_{\mathbf{x} \in \mathbb{C}^n} \| \mathbf{y} - \mathbf{A} \mathbf{x} \|^2 = \arg \min_{\mathbf{x} \in \mathbb{C}^n} \left\{ \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2 \right\} = \mathbf{R}^{-1} \mathbf{Q}^H \mathbf{y},
\]

and finding the minimum for

\[
\min_{\mathbf{x} \in \mathcal{X}^n} \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2 - \min_{\mathbf{x} \in \mathcal{X}^n} \| \mathbf{Q}^H \mathbf{y} - \mathbf{R} \mathbf{x} \|^2.
\]

Here, the solution \( x^* = \mathbf{R}^{-1} \mathbf{Q}^H \mathbf{y} \) of the original normal equations has no bearing on computing the above quantities. The application of the QRD for solving unconstrained LS problems in the context of MIMO detection is purely for complexity reduction reasons when enumerating points in \( \mathcal{X}^n \) and computing distances. Furthermore, the thin form of the QRD suffices to find or estimate the minimum or minimum-distance quantities since the quantity \( \| \mathbf{Q}^H \mathbf{y} \|^2 \) originating from the full QRD is irrelevant. Hence we focus on this form of QRD in the discussion below.

III. COMMENTS AND DISCUSSION ON [1]

When performing the thin QRD using the modified Gram-Schmidt procedure [3], square-root operations are required to compute the diagonal entries of \( \mathbf{R} \) in [2], which represent the norms of the columns of \( \mathbf{A} \), as they are progressively normalized to become the columns of \( \mathbf{Q} \). It was first pointed out in [2] and then elaborated further in [1], that a square-root free QRD is possible by introducing a normalizer diagonal matrix \( \mathbf{D} \in \mathbb{C}^{n \times n} \) into the so-called QDRD factorization as

\[
\mathbf{A} = \mathbf{QR} = \left( \mathbf{QD}^{-1} \right) \left( \mathbf{D}^2 \right) \left( \mathbf{D}^{-1} \mathbf{R} \right) = \mathbf{QD}^2 \mathbf{R}.
\]
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In [5], \( Q \)’ is an unnormalized matrix with orthogonal columns since \( Q^H Q' = D^{-2} = D^{-1} \neq I_{n \times n} \). Hence, \( Q'D \) has orthonormal columns (unitary for \( m = n \)). Also, the matrix \( R' \) is upper triangular, with unit diagonal elements.

It was shown in [1], that to solve LS problems, one equivalently solves the modified normal equations as follows:

\[
y = Q'D'R'x
\]

\[
(Q'D)^H y = (Q'D)^H Q'D'R'x
\]

\[
DQ'^H y = (Q'D)^H (Q'D) DR'x
\]

\[
Q'^H y = DR'x
\]

where in the last equation, \( D \) “cancels out”, and hence is not needed in the solution.

As an immediate application to this, it was observed in [1, Section IV-D] that the square-root-free QDRD can be applied to solve MIMO detection problems over the finite dimensional complex field \( C^n \), where the LS solution is the solution of the normal equations as derived above according to [1]. We argue however that this observation is not accurate in the context of MIMO detection problems, and that the QDRD alone without the diagonal matrix \( D \) is not adequate to solve constrained LS problems such as MIMO detection problems over finite sets \( X^n \neq C^n \). In particular, the matrix \( D \), which includes the square-root operations pertaining to the column norms that are to be eliminated by the scheme of [1], are in fact still needed to find the constrained LS solution. This is due to the fact that MIMO detection problems require finding a constrained LS solution in which the cost function \( \| y - Rx \|^2 \) is not necessarily 0, as discussed in Section III. The search space is constrained to be over a finite constellation of points and not over \( C^n \) where the solution of the normal equations applies.

Specifically, a MIMO system with \( n \) transmit and \( m \geq n \) receive antennas can be modeled by the equivalent complex baseband input-output system relation \( y = Ax + n \), where \( A \in C^m \times n \) plays the role of a complex channel matrix, \( y \in C^m \) is the received complex signal vector, \( x = [x_1, x_2 \cdots x_n]^T \in X^n \) is the \( n \times 1 \) transmitted complex symbol vector, and \( n \in C^n \) is a complex Gaussian circularly symmetric random noise vector. Each symbol \( x_n \) belongs to a complex constellation \( X \). Finding the optimal solution (i.e., finding \( x \) given \( y \) and \( A \)) in the maximum-likelihood sense requires solving the following constrained LS problem

\[
\arg \min_{x \in X^n} \| y - Ax \|^2 = \arg \min_{x \in X^n} \| Q^H y - Rx \|^2 \tag{6}
\]

over the finite \( n \)-dimensional constellation \( X^n \), where \( A \) is factored according to [3]. However, if the QDRD factorization in [5] is applied, with the matrix \( Q' \) being unnormalized (but still with orthogonal columns), then left-multiplying the quantity \( (y - Ax) \) by \( Q'^H \) alone without \( D \) does not preserve the ordering of the transformed squared-Euclidean distances \( \| Q'^H (y - Ax) \|^2 \) relative to the true \( \| Q^H (y - Ax) \|^2 \) distances, nor does it preserve the statistics of the noise vector \( n \). In particular, we have

\[
\arg \min_{x \in X^n} \| Q'^H y - Rx \|^2 = \arg \min_{x \in X^n} \| Q'^H y - DR'x \|^2 , \tag{7}
\]

but

\[
\arg \min_{x \in X^n} \| DQ'^H y - DR'x \|^2 \neq \arg \min_{x \in X^n} \| Q'^H y - R'x \|^2 . \tag{8}
\]

The last inequality follows from the fact that if

\[
\| DQ'^H y - DR'x_1 \|^2 < \| DQ'^H y - DR'x_2 \|^2 ,
\]

for all vectors \( x_2 \neq x_1 \in X^n \), then this does not necessarily imply that

\[
\| Q'^H y - R'x_1 \|^2 < \| Q'^H y - R'x_2 \|^2 .
\]

for all \( x_2 \neq x_1 \in X^n \). Viewed in terms of \( Q' \) and \( R' \), the left-hand side of (8) is a weighted constrained LS problem. Without proper weighting using \( D \), the right-hand side of (8) gives the wrong result. Hence the statement “... which indicates that the normalization of factorization matrices in QRD is essentially redundant for solving LS problems” in [1, pp. 74] does not hold for constrained LS problems such as MIMO detection, and the scheme of [1] does not help in this case.

A further comment related to computations on energy-constrained embedded platforms, is that one might argue that although in [1] the weighting of \( D \) must be accounted for, the square-root operations themselves involved in \( D \) are not needed because in the end the actual weights of the individual distance components of the vector 2-norm are the squares of the diagonal entries of \( D = [d_{ii}] \), i.e., \( d_{ii} \) because square-norm computations are involved, and not \( d_{ii} \), which require square-root operations to be computed. However, this introduces \( n \) extra multiplications per vector norm computation, times the number of vectors searched in \( X^n \), totaling an added complexity proportional to \( n \cdot P \), where \( P \gg n \) is the number of points searched in \( X^n \), while only \( n \) square-root and \( n \) division operations are saved due to applying the QDRD scheme. Without proper optimizations to handle these extra multiplications, this obviously defeats the whole purpose of eliminating the square-root and division operations via the QDRD scheme when used for example in well-known distance-based MIMO detection algorithms such as sphere decoding, K-best, sub-space detection, and LORD algorithms, among others.

IV. Conclusion

We have pointed out that the QDRD decomposition scheme that eliminates square-root operations to reduce computational complexity does not help in the context of constrained LS problems such as MIMO detection over finite sets. The normalization factors still play a role in the minimization process in this class of LS problems.
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