THE BCS FUNCTIONAL OF SUPERCONDUCTIVITY AND ITS MATHEMATICAL PROPERTIES
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ABSTRACT. We review recent results concerning the mathematical properties of the Bardeen–Cooper–Schrieffer (BCS) functional of superconductivity, which were obtained in a series of papers [20, 11, 27, 24, 26, 14] partly in collaboration with R. Frank, E. Hamza, S. Naboko, and J.P. Solovej. Our discussion includes, in particular, an investigation of the critical temperature for a general class of interaction potentials, as well as a study of its dependence on external fields. We shall explain how the Ginzburg–Landau model can be derived from the BCS theory in a suitable parameter regime.
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1. Introduction

In this paper we shall review recent mathematical results on the Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity [3] that were obtained in a series of papers [20, 11, 23, 24, 25, 12, 14]. Our primary goal is to give a summary of the main results and the methods which were developed for obtaining them. We mainly concentrate on the mathematical aspects, and refer to [31, 16, 29, 30] for the physics background. We note, however, that while BCS theory was originally developed for the description of superconductors, where the basic constituents are charged particles, namely electrons, the theory has turned out to be applicable in a much larger context. For instance, it is used to describe ultracold gases of (fermionic) atoms, where the basic constituents are neutral particles, namely the atoms, and instead of superconductivity the relevant physical phenomenon of interest is superfluidity [29, 33]. While the physics in this situation may be quite different, the mathematical description in the BCS theory is essentially the same.

We consider a system of fermionic particles with a two-body interaction, denoted by $V$. These particles could be electrons in a solid, or atoms in a cold atomic gas. In the latter case, the interactions are local, but in the former case it makes sense to introduce non-local interactions which arise as effective interactions through other degrees of freedom, like phonons. Here, for definiteness, we stick to local interactions, described by an interaction potential of the form $V(x - y)$. From a mathematical point of view, this case is actually quite a bit harder than working with the effective interaction usually used in the theory of superconductivity, which is taken to be a rank-one projection, leading to a significantly simplified analysis. All our results can easily be extended to the case of non-local interactions as well.

We shall consider the influence of external fields, and shall refer to $A$ and $W$ as magnetic and electric potential, respectively, even if the terminology is not quite correct in the case of neutral atoms. Effective forces of this kind can be obtained by other means for neutral particles as well, for instance via rotation of the trap in the case of cold gases.

In view of the large range of applicability of BCS theory, it makes sense to keep the interaction potential $V$ as general as possible. In the case of atomic gases the interaction can nowadays be tuned in the laboratory, for instance. Our main goal is to classify the interaction potentials $V$ for which the system shows a superconducting, or superfluid, phase. We will investigate the existence of a critical temperature below which this phase occurs, and study its dependence on $V$ as well as on the external fields.

From a mathematical point of view, we will give a precise definition what it means for the system to be in a superconducting phase. We shall also briefly sketch the physical significance of this definition. Roughly speaking, superconductivity here means that the system displays macroscopic coherence at thermal equilibrium, i.e., the particles or, more precisely, pairs of particles are correlated over macroscopic distances. Such a coherent behavior of the system is guaranteed as soon as the expectation value of pairs, also called the Cooper-pair wavefunction, does not vanish identically. This implication of macroscopic coherence is built in in the BCS theory, which will be the starting point of our mathematical analysis. We shall introduce it in the next subsection. Before studying the corresponding BCS functional in detail, we give in Section 2 a heuristic derivation of it starting from many-body quantum mechanics.
1.1. The BCS energy functional. We shall now introduce the BCS energy functional, which is the main focus of this paper. We consider a macroscopic sample of a fermionic system confined to a box $C \subset \mathbb{R}^d$ in $d$ spatial dimensions. Let $\mu \in \mathbb{R}$ denote the chemical potential and $T \geq 0$ the temperature of the sample. The fermions are assumed to interact through a local two-body potential $V$. Additionally, they are subject to external electric and magnetic fields, with the electric potential denoted by $W$ and the magnetic vector potential denoted by $A$.

The BCS energy functional can naturally be viewed as a function of BCS states represented in terms of $2 \times 2$ block matrices as

$$\Gamma = \begin{pmatrix} \gamma & \alpha \\ \bar{\alpha} & 1 - \gamma \end{pmatrix}$$

satisfying the constraint $0 \leq \Gamma \leq 1$ as an operator on $L^2(C) \oplus L^2(C) \approx L^2(C) \otimes \mathbb{C}^2$. The bar denotes complex conjugation, i.e., $\bar{\alpha}$ has the integral kernel $\overline{\alpha(x,y)}$. In particular, $\Gamma$ is hermitian, implying that $\gamma$ is hermitian and $\alpha$ is symmetric, i.e., $\gamma(x,y) = \gamma(y,x)$ and $\alpha(x,y) = \alpha(y,x)$. The quantity $\gamma$ describes the one-particle density matrix of the system, with its diagonal $\gamma(x,x)$ being the local particle density. While $\alpha$ is, by definition, a bounded operator on $L^2(C)$, it is more naturally to think of its kernel as a two-particle wave function. In fact it describes the expectation value of pairs and is referred to as the Cooper-pair wave function. The $2 \times 2$ matrix of operators $\Gamma$ in (1.1) is also called the generalized one-body density matrix. Note that there are no spin variables in $\Gamma$. This is due to the assumed $SU(2)$-invariance which we discuss in the next section. This invariance implies that the full, spin-dependent Cooper-pair wavefunction is the product of $\alpha$ with an antisymmetric spin singlet. This explains why $\alpha$ itself is symmetric so that we obtain the antisymmetric fermionic character of the full, spin-dependent, pair wave function.

The BCS energy functional takes the form

$$F(\Gamma) = \text{Tr} \left( \left( (-i \nabla + A(x))^2 - \mu + W(x) \right) \gamma \right) - T S(\Gamma) + \int_{C \times C} V(x-y) |\alpha(x,y)|^2 \, dx \, dy,$$

where $\gamma$ and $\alpha$ are the entries in the first line of $\Gamma$, as in (1.1), and the trace in the first term is over $L^2(C)$. The entropy $S$ of $\Gamma$ takes the usual form $S(\Gamma) = -\text{Tr} \Gamma \ln \Gamma$, where the trace is now over the doubled space $L^2(C) \oplus L^2(C) \approx L^2(C) \otimes \mathbb{C}^2$ (see Appendix A.3 for details).

Minimization of $F$ over all admissible $\gamma$ and $\alpha$ leads to the BCS energy

$$F(T, \mu) = \inf_{\Gamma, 0 \leq \Gamma \leq 1} F(\Gamma),$$

and the corresponding minimizer, which is the BCS equilibrium state at temperature $T$ and chemical potential $\mu$. By definition, the system is in a superconducting phase if for a corresponding minimizer the pair wavefunction $\alpha$ does not vanish identically. As already mentioned in the introduction and explained in more detail in Section 2.3 below, this non-vanishing of $\alpha$ is related to the correlation of pairs over macroscopic distances. This concept is known in the physics literature as long range order (LRO) and is connected to the occurrence of a phase transition. Such a coherence over a macroscopic distance is responsible for the vanishing of resistance in a metal or of friction in an atomic gas.
1.2. Brief summary of mathematical results. We approach the study of the BCS functional \((1.2)\) in two steps. In the first step, we determine the minimizer in the translation-invariant case and investigate the critical temperature in the absence of external fields. In the second step, we shall tackle the external field problem and introduce weak and slowly varying external fields. That is, there will be two relevant length scales, the microscopic scale which is determined by the interaction \(V\), and the macroscopic scale determined by the external potentials \(W\) and \(A\). In a suitable parameter regime close to the critical temperature for the translation-invariant problem, we will be able to reduce the question of superconductivity to a study of the Ginzburg–Landau (GL) functional in the limit where the ratio between the microscopic and macroscopic scale goes to zero. The latter is much easier to analyze from a mathematical point of view.

1.2.1. Translation-invariant case. A study of the BCS functional \((1.2)\) in the translation-invariant case will be presented in Section 3. There we omit the external fields \(A\) and \(W\) and reduce the system to translation-invariant states, i.e., \(\gamma\) and \(\alpha\) have kernels of the form \(\gamma = \gamma(x-y)\) and \(\alpha = \alpha(x-y)\). The corresponding functional, which then has to be calculated per unit volume, is significantly simplified in this case. In a joint work with E. Hamza and J.P. Solovej we showed in [20] the existence of a critical temperature, denoted by \(T_c\), such that below \(T_c\) the pair wavefunction \(\alpha\) does not vanish identically and there exists a corresponding non-trivial solution of the BCS gap equation. For this to occur the potential \(V\) needs to have at least some attractive part. However, the corresponding Schrödinger operator \(-\nabla^2 + V(x)\) does not need to have a bound state. For \(T \geq T_c\) there is no non-vanishing solution of the gap equation and hence \(\alpha \equiv 0\). The critical temperature \(T_c\) turns out to have a simple characterization in terms of the spectrum of a certain linear operator, which is similar to a Schrödinger operator but has a modified dispersion relation in the kinetic energy. This linear criterion allows to apply spectral methods to a study of the critical temperature. This was initiated in a joint work with R.L. Frank and S. Naboko in [11], where necessary and sufficient conditions on \(V\) for the strict positivity of \(T_c\) were derived. Furthermore in [11, 23] a formula was derived for the critical temperature \(T_c(\lambda V)\) in the weak coupling limit \(\lambda \to 0\). The corresponding spectral theory is based on the fact that the effective kinetic energy degenerates on a manifold of co-dimension one [25, 27]. Finally, a study of the behavior of \(T_c\) in the low density limit was done [25]; in this limit the value of the scattering length of \(V\) becomes important, and a formula well-known in the physics literature can be reproduced. All these results and the corresponding mathematical techniques will be thoroughly discussed in Section 3.3.

1.2.2. The case of weak and slowly varying fields. Based on the results in the translation-invariant case we showed jointly with R.L. Frank and J.P. Solovej in [12] that close to the critical temperature \(T_c\) and in the limit of slowly varying and weak external fields \(V\) and \(A\), the BCS energy \(F(T, \mu)\) is determined by minimizing a suitable Ginzburg–Landau functional. The corresponding Ginzburg–Landau order parameter \(\psi\) describes the center-of-mass variations of the Cooper-pair wavefunction \(\alpha\) due to the external fields, and varies on the macroscopic scale. In contrast, the variation in the relative coordinate is described by the solution of the translation-invariant problem and lives on the microscopic scale. This result can be viewed as an a-posteriori justification of Ginzburg–Landau theory, which was
introduced originally solely on phenomenological grounds. It represents a rigorous version of arguments due to Gorkov [18] and others [9, 16]. In [14] we extend our result to the question of how the external fields alter the critical temperature. These results are presented in Section 4 together with the main ideas of the proof. For some technical details, we will have to refer to the original papers. In Section [14] we show, in addition, that under a certain positivity assumption (which can be proved for a class of interaction potentials \( V \)), in the absence of external fields, the translation-invariant minimizer of the BCS functional is indeed the minimizer, i.e., that the translation symmetry is not broken.

Before presenting our results in detail in Sections 3 and 4, we will give a brief overview of the relevant mathematical structure in Section 2 together with a heuristic derivation of the BCS functional (1.2) from quantum statistical mechanics.

2. Mathematical background and “derivation” of the BCS functional

2.1. Quantum many-body systems. We consider a system of spin \( \frac{1}{2} \) fermions confined to a cubic box \( \Lambda \subset \mathbb{R}^d \), with periodic boundary conditions. The particles interact via a two-body potential \( V \), which is an even and real-valued function with suitable regularity. For instance, for much of our work we shall assume that \( V \in L^1(\mathbb{R}^d) \) so that it has a bounded Fourier transform, denoted by

\[
\hat{V}(p) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} V(x) e^{-ipx} dx.
\]

(2.1)

It is convenient to treat the system grand-canonically, i.e., not to fix the number of particles, hence we shall use the Fock space formalism in order to describe the system.

2.1.1. Fock space. Let \( \mathcal{H} \) be an abstract Hilbert space. Later we will use \( \mathcal{H} = L^2(\Lambda) \otimes \mathbb{C}^2 \) as appropriate for the description of spin \( \frac{1}{2} \) particles in the box \( \Lambda \). The Hilbert space describing a system of \( n \) identical fermions is given by the anti-symmetric tensor product \( \mathcal{H}^{(n)} = \wedge^n \mathcal{H} \). This space is spanned by simple vectors, called Slater determinants, of the form

\[
\psi_1 \wedge \cdots \wedge \psi_n := \frac{1}{\sqrt{n!}} \sum_{\sigma \in S_n} (-1)^\sigma \psi_{\sigma(1)} \otimes \cdots \otimes \psi_{\sigma(n)}, \quad \psi_i \in \mathcal{H},
\]

(2.2)

where \( S_n \) denotes the set of all permutations of \( n \) elements, i.e. the symmetric group, and \((-1)^\sigma\) is the sign of a permutation \( \sigma \). The normalization is chosen in such a way that the vector (2.2) has norm one if the \( n \) functions \( \psi_j \) form an orthonormal set. Let us mention that \( \psi_1 \wedge \cdots \wedge \psi_n \) can also be written as a determinant of an \( n \times n \) matrix in the form

\[
\psi_1 \wedge \cdots \wedge \psi_n(x_1, \ldots, x_n) = \frac{1}{\sqrt{n!}} \det [\psi_i(x_j)]_{1 \leq i,j \leq n}.
\]

The corresponding Fock space is given by the direct sum

\[
\mathcal{F}_\mathcal{H} := \bigoplus_{n=0}^{\infty} \mathcal{H}^{(n)},
\]

where \( \mathcal{H}^{(0)} := \mathbb{C} \Omega \) and \( \Omega \) is the vacuum state with \( \langle \Omega | \Omega \rangle := 1 \). It is a Hilbert space with the natural inner product induced by the vector space sum. In particular, sectors of different particle numbers are orthogonal to each other. To any vector
\( \phi \in \mathcal{H} \) in the one-particle Hilbert space, one can associate a creation operator \( a^{\dagger}(\phi) : \mathcal{F}_H \to \mathcal{F}_H \) and an annihilation operator \( a(\phi) : \mathcal{F}_H \to \mathcal{F}_H \). The creation operator \( a^{\dagger}(\phi) \) is defined as usual as acting on a vector

\[
\psi^{(n)} = \psi_1 \wedge \cdots \wedge \psi_n \in \mathcal{H}^{(n)}
\]

by

\[
(a^{\dagger}(\phi)\psi)^{(n+1)} := (n+1)^{-1/2} \phi \wedge \psi^{(n)},
\]

where \( \phi \wedge \Omega = \phi \). This definition extends to general vectors in \( \mathcal{F} \) simply by linearity.

The annihilation operator \( a(\psi) \) is defined to be the adjoint operator of \( a^{\dagger}(\psi) \) and acts as follows: If

\[
\psi^{(n)} = \psi_1 \wedge \cdots \wedge \psi_n,
\]

then

\[
(a(\phi)\psi)^{(n-1)} = \sqrt{n} \sum_{i=1}^{n} (-1)^{i-1} \langle \phi|\psi_i \rangle \psi_1 \wedge \cdots \wedge \hat{\psi}_i \wedge \cdots \wedge \psi_n,
\]

where the hat indicates that \( \psi_i \) is omitted in the wedge product. Note that \( a(\phi)|_{\mathcal{H}^{(0)}} \equiv 0 \). By this construction, the creation and annihilation operators fulfill the canonical anti-commutation relations (CAR)

\[
\{ a(\phi), a^{\dagger}(\psi) \} = \langle \phi|\psi \rangle
\]

\[
\{ a(\phi), a(\psi) \} = \{ a^{\dagger}(\phi), a^{\dagger}(\psi) \} = 0,
\]

where \( \{ A, B \} = AB + BA \) is the anti-commutator.

### 2.1.2. Hamiltonian and Gibbs states

Let \( \{ \varphi_j \}_{j \in \mathbb{N}} \) be an orthonormal basis of \( \mathcal{H} \). Then we can define the Hamiltonian of the system in terms of the creation and annihilation operators

\[
a_j^{\dagger} := a^{\dagger}(\varphi_j), \quad a_j := a(\varphi_j)
\]

via

\[
\mathbb{H} = \sum_{j,k} T_{jk} a_j^{\dagger} a_k + \frac{1}{2} \sum_{ijkl} V_{ijkl} a_i^{\dagger} a_j^{\dagger} a_l a_k,
\]

where \( T_{jk} \) denotes the matrix elements of the one-particle part of the energy, denoted by \( h \), i.e.,

\[
T_{jk} = \langle \varphi_j|h\varphi_k \rangle.
\]

Typically, the \( h \) to be considered here has the form

\[
h = (-i\nabla + A(x))^2 + W(x),
\]

i.e., it includes the kinetic and potential energy of one particle in external fields represented by the scalar potential \( W \) and magnetic vector potential \( A \). Moreover, \( V_{ijkl} \) denotes the matrix elements of the two-particle interaction, i.e,

\[
V_{ijkl} = \langle \varphi_i \otimes \varphi_j|V(x-y)\varphi_k \otimes \varphi_l \rangle.
\]

The Hamiltonian \( \mathbb{H} \) in (2.4) conserves particle number, i.e., it leaves the subspaces \( \mathcal{H}^{(n)} \subset \mathcal{F}_H \) invariant. On the \( n \)-particle subspace, it acts as

\[
H_n = \sum_{j=1}^{n} h_j + \sum_{1 \leq i < j \leq n} V(x_i - x_j)
\]

where the subscript \( j \) on \( h_j \) indicates that \( h \) acts on the \( j \)th tensor factor.

Let

\[
\mathbb{N} = \sum_i a_i^{\dagger} a_i
\]
be the number operator. The Gibbs state corresponding to temperature $T$ and chemical potential $\mu$ is given by

$$\rho_\beta = Z^{-1} e^{-\beta (H - \mu N)},$$

with

$$Z = \text{Tr} e^{-\beta (H - \mu N)}$$

and $\beta = 1/T$. Let us emphasize that $\rho_\beta$ also depends on the box $\Lambda = [0, L]^d$, so in fact we should write $\rho_\beta = \rho_{\beta, \Lambda}$. The trace is over the full Fock space and the grand canonical potential is given by

$$F = -\frac{1}{\beta} \ln Z = -\frac{1}{\beta} \ln \text{Tr} e^{-\beta (H - \mu N)}.$$

Physically, it corresponds to the negative of the volume times the pressure of the system. According to the Gibbs variational principle, the Gibbs state $\rho_\beta$ minimizes the pressure functional

$$F(\rho) = \text{Tr}(H - \mu N)\rho - TS(\rho),$$  \hspace{1cm} (2.6)$$
defined on the set of all states, i.e., all $\rho$ satisfying $\rho \geq 0$ and $\text{Tr} \rho = 1$.

Here, $S(\rho) = -\text{Tr} \rho \ln \rho$ denotes the entropy of the state $\rho$.

In quantum statistical mechanics one is interested in expectation values of observables $A$, with $A$ being an operator on the Fock-space. The expectation of an observable in the state $\rho$ is given by

$$\langle A \rangle_\rho = \text{Tr} A \rho.$$  

Of particular interest are expectation values of observables in the Gibbs state $\langle A \rangle_{\rho_\beta}$, in particular in the thermodynamic limit. It is precisely in this limit where phase transitions show up. Concerning the occurrence of superconductivity we would like to know if in the thermodynamic limit $\Lambda \to \mathbb{R}^3$ there is a long range coherence in the expectation value of particle pairs. In particular, the main problem is to establish if, and for which interactions $V$, one has

$$\lim_{|x| \to \infty} \lim_{\Lambda \to \mathbb{R}^3} \langle a^\dagger(f) a^\dagger(g) a(T_x g) a(T_x f) \rangle_{\rho_{\beta, \Lambda}} \neq 0,$$  \hspace{1cm} (2.7)$$
where $T_x : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ denotes translation by $x \in \mathbb{R}^d$. However, this question is out of reach of present day mathematics. For this reason we follow the way of Bardeen–Cooper–Schrieffer [3] and restrict the pressure functional $F$ in (2.6) to a particular set of states which is much easier to handle than the full set of states, but still allows to describe the relevant features of the pairing mechanism, i.e., includes states that satisfy (2.7). These states are called BCS states or quasi-free states (or also generalized Hartree–Fock states).

2.1.3. Quasi-free or BCS states. Bardeen, Cooper and Schrieffer [3] had the fundamental idea that the phenomenon of superconductivity is due to the condensation of particle pairs. At zero temperature, they had the following type of states in mind. Take a pair of particles and assume that it forms a spin-singlet. Such a pair can then be described via an appropriate wave function as $\psi(x_1, x_2) = \phi(x_1 - x_2) \frac{1}{\sqrt{2}} (\uparrow \downarrow - \downarrow \uparrow)$, where $\phi$ is symmetric. Then one can define an $N$-particle state that is just a condensation in this pair, i.e.,

$$\Psi(x_1, ..., x_N) = A[\psi(x_1, x_2) \psi(x_3, x_4) \cdots \psi(x_{N-1}, x_N)],$$
where $\mathcal{A}$ means that we have to anti-symmetrize the whole state. Such type of states can be generalized to quasi-free or generalized Hartree–Fock states, see [2]. Their particular feature is that all $n$-point functions can be expressed by two-point functions. This means, in particular, that the corresponding energy can be conveniently expressed by such two point-functions. To this aim we will reduce our study to the following set of states.

**Definition 2.1.** A state $\rho$ on $\mathcal{F}_H$ is a quasi-free state if the following “Wick Theorem” holds:

\[
\langle a_1^\# a_2^\# \cdots a_n^\# \rangle_\rho = \sum_{\sigma \in S_{2n}} (-1)^\sigma \langle a_{\sigma(1)}^\# a_{\sigma(2)}^\# \cdots a_{\sigma(2n-1)}^\# a_{\sigma(2n)}^\# \rangle_\rho
\]

\[
\langle a_1^\# a_2^\# \cdots a_{2n+1}^\# \rangle_\rho = 0,
\]

where each $a_i^\#$ can stand for $a_1^\dagger(f_j)$ or $a(f_j)$ for some $f_j \in H$, and where $S_{2n}$ is the subset of $S_{2n}$ containing the permutations $\sigma$ which satisfy $\sigma(1) < \sigma(3) < \ldots < \sigma(2n-1)$ and $\sigma(2j-1) < \sigma(2j)$ for all $1 \leq j \leq n$.

Examples of quasi-free states include rank-one projections onto Slater-determinants, and exponentials of quadratic Hamiltonians. A characterization of quasi-free states will be given in Lemma A.2 in the Appendix.

Quasi-free states have the property that the expectation value of any polynomial in the creation and annihilation operators can be expressed solely in terms of two quantities, the one-particle density matrix $\langle a_1^\dagger a_j \rangle_\rho$ and the pairing term $\langle a_1 a_j \rangle_\rho$. Our Hamiltonian $H$ in (2.4) is in fact the sum of quadratic and quartic monomials. Note that for quartic monomials in the creation and annihilation operators the Wick rule (2.8) reduces to the condition

\[
\langle a_1^\# a_2^\# a_3^\# a_4^\# \rangle_\rho = \langle a_1^\# a_2^\# \rangle_\rho \langle a_3^\# a_4^\# \rangle_\rho - \langle a_1^\# a_3^\# \rangle_\rho \langle a_2^\# a_4^\# \rangle_\rho + \langle a_1^\# a_4^\# \rangle_\rho \langle a_2^\# a_3^\# \rangle_\rho.
\]

Hence the expectation value $\langle H \rangle_\rho$ becomes

\[
\langle H \rangle_\rho = \sum_{j,k} T_{jk} \langle a_j^\dagger a_k \rangle_\rho + \frac{1}{2} \sum_{ijkl} V_{ijkl} \left( \langle a_j^\dagger a_i \rangle_\rho \langle a_j^\dagger a_k \rangle_\rho - \langle a_j^\dagger a_k \rangle_\rho \langle a_i^\dagger a_k \rangle_\rho + \langle a_j^\dagger a_k \rangle_\rho \langle a_i^\dagger a_j \rangle_\rho \right). \tag{2.9}
\]

The terms in the last line are referred to as direct, exchange and pairing term, respectively.

To each quasi-free state $\rho$ one can associate a self-adjoint operator $\Gamma : H \otimes H \to H \otimes H$, called the generalized one-particle density matrix of $\rho$, defined by\(^1\)

\[
\langle (\phi_1, \phi_2)|\Gamma(\psi_1, \psi_2)\rangle = \langle [a^\dagger(\psi_1) + a(\psi_2)]|a(\phi_1) + a^\dagger(\phi_2)\rangle_\rho. \tag{2.10}
\]

In fact, a quasi-free state $\rho$ is uniquely determined by specifying $\Gamma$. Moreover, the pressure functional $\mathcal{F}$ in (2.6) for quasi-free states can be conveniently expressed solely in terms of $\Gamma$. We can of course express $\Gamma$ in terms of the one-particle

\(^1\)The complex conjugation of $\phi \in H$ is denoted by $\overline{\phi}$. In an abstract Hilbert space, this simply means $\overline{\phi} = J\phi$ for an anti-linear involution $J$. In the concrete setting of $H = L^2(\mathbb{R}^d)$ below it will always mean that $\overline{\phi}(x) = \overline{\phi(x)}$.
density matrix $\gamma$ and the pairing expectation $\alpha$. These are defined as the operators $\gamma, \alpha : \mathcal{H} \rightarrow \mathcal{H}$ with expectation values
\[
\langle \phi | \gamma \psi \rangle = \langle a^\dagger(\psi) a(\phi) \rangle_\rho ,
\]
\[
\langle \phi | \alpha \psi \rangle = \langle a(\psi) a(\phi) \rangle_\rho .
\]
Hence $\Gamma$ can be naturally written as an operator-valued $2 \times 2$ matrix of the form
\[
\Gamma = \begin{pmatrix} \gamma & \alpha \\ \alpha^\dagger & 1 - \bar{\gamma} \end{pmatrix},
\]
where $\bar{\gamma}$ is defined by $\bar{\gamma} \phi := \gamma \phi$. Note that the definition (2.11) implies that
\[
\langle \phi | \alpha^\dagger \psi \rangle = -\langle a(\psi) a(\phi) \rangle_\rho = -\langle \bar{\gamma} \alpha \psi \rangle ,
\]
that is, $\alpha^\dagger = -\bar{\alpha}$.

The operator $\Gamma$ has an important property reflecting the fermionic structure, namely
\[
0 \leq \Gamma \leq 1
\]
as an operator on $\mathcal{H} \oplus \mathcal{H}$. This can easily be seen as an immediate consequence of the anti-commutation relations (2.3), which imply that
\[
\langle (\phi_1, \phi_2) | \Gamma(\phi_1, \phi_2) \rangle = \langle (a(\phi_1) + a^\dagger(\phi_2))(a(\phi_1) + a^\dagger(\phi_2)) \rangle_\rho
\]
\[
= \|\phi_1\|^2 + \|\phi_2\|^2 - \langle [a(\phi_1) + a^\dagger(\phi_2)]a(\phi_1) + a^\dagger(\phi_2) \rangle_\rho .
\]
While the expression on the first line is clearly non-negative, the one on the second line is less than $\|\phi_1\|^2 + \|\phi_2\|^2$, which shows (2.14).

Eq. (2.9) shows that the energy expectation value $\langle \mathcal{H} \rangle_\rho$ can be expressed in terms of the generalized density matrix $\Gamma$ associated to $\rho$. The same now holds true for the von-Neumann entropy of $\rho$, given by $S(\rho) = -\text{Tr} \rho \ln \rho$. We show in Lemma A.1 in the Appendix that in terms of the generalized one-body density matrix $\Gamma$ the entropy of a quasi-free state can be expressed as
\[
S(\rho) = -\text{Tr} (\Gamma \ln \Gamma) = S(\Gamma),
\]
where on the right side the trace is over $\mathcal{H} \oplus \mathcal{H}$. It is interesting to note that the only functions for which the relation $\text{Tr}_F f(\rho) = \text{Tr}_{\mathcal{H} \oplus \mathcal{H}} f(\Gamma)$ holds for all quasi-free states are multiples of the function $f(x) = x \ln x$.

2.1.4. Representation of the energy $\langle \mathcal{H} \rangle_\rho$ in terms of $\gamma$ and $\alpha$. Our next goal is to give an explicit and convenient representation of the expectation value of the Hamiltonian (2.4) in a quasi-free state, i.e., to express $\langle \mathcal{H} \rangle_\rho$ in terms of $\gamma$ and $\alpha$. For this purpose, we recall that we consider a system of spin $1/2$ particles in a box $\Lambda = [0, L]^d$, i.e., we have $\mathcal{H} = L^2(\Lambda) \otimes \mathbb{C}^2$. As an orthonormal basis in this space, we can use the plane wave vectors
\[
\phi_j = L^{-d/2} e^{ikx} \sigma,
\]
with $k \in (2\pi/L)\mathbb{Z}^d$, and $\sigma$ indicates the spin $\sigma \in \{\uparrow, \downarrow\}$. In this case, $j$ stands for the indices $\{k, \sigma\}$. 
With the definitions of $\gamma$ and $\alpha$ in (2.11), the expression (2.9) for the energy expectation value in a state $\rho$ becomes

$$\langle H \rangle_\rho = \sum_{j,k} T_{jk} \langle \phi_k | \gamma | \phi_j \rangle$$

$$+ \frac{1}{2} \sum_{i,j,k,l} V_{ijkl} \left( \langle \phi_k | \gamma | \phi_i \rangle \langle \phi_l | \gamma | \phi_j \rangle - \langle \phi_l | \gamma | \phi_i \rangle \langle \phi_k | \gamma | \phi_j \rangle \right)$$

$$+ \langle \phi_j | \alpha | \bar{\phi}_i \rangle \langle \phi_k | \alpha | \bar{\phi}_l \rangle.$$  \hspace{1cm} (2.16)

For the one-particle terms we can write

$$\sum_{j,k} T_{jk} \langle \phi_k | \gamma | \phi_j \rangle = \sum_{j,k} \langle \phi_j | \left[ (-i \nabla + A(x))^2 + W(x) \right] | \phi_k \rangle \langle \phi_k | \gamma | \phi_j \rangle$$

$$= \sum_j \langle \phi_j | \left[ (-i \nabla + A(x))^2 + W(x) \right] \gamma | \phi_j \rangle = \text{Tr} \left[ (-i \nabla + A(x))^2 + W(x) \right] \gamma,$$  \hspace{1cm} (2.17)

using that $\{\phi_i\}$ is an orthonormal basis. The interaction terms can be conveniently rewritten as follows. For the first (direct) term, we obviously have

$$\langle \phi_k | \gamma | \phi_i \rangle \langle \phi_l | \gamma | \phi_j \rangle = \langle \phi_k \otimes \phi_l | \gamma \otimes \gamma | \phi_i \otimes \phi_j \rangle.$$  \hspace{1cm} (2.18)

For the second (exchange) term, we can write

$$\langle \phi_k | \gamma | \phi_i \rangle \langle \phi_l | \gamma | \phi_j \rangle = \langle \phi_k \otimes \phi_l | \text{Ex} \gamma \otimes \gamma | \phi_i \otimes \phi_j \rangle,$$  \hspace{1cm} (2.19)

where the operator $\text{Ex}$ exchanges the two particles. Finally, for the third (pairing) term, we have

$$\langle \phi_j | \alpha | \bar{\phi}_i \rangle \langle \phi_k | \alpha | \bar{\phi}_l \rangle = \langle \alpha \otimes \alpha | \phi_k \otimes \phi_l \rangle \langle \phi_i \otimes \phi_j | \alpha \otimes \alpha \rangle,$$  \hspace{1cm} (2.20)

where on the right side we identify the operator $\alpha$ via its kernel with a two-particle wave function in $\mathcal{H} \otimes \mathcal{H}$. In particular, since $\phi_i \otimes \phi_j$ is an orthonormal basis for $\mathcal{H} \otimes \mathcal{H}$, we can rewrite the terms in the second line in (2.16) as

$$\frac{1}{2} \left( \text{Tr}_{\mathcal{H} \otimes \mathcal{H}} V [\gamma \otimes \gamma - \text{Ex} \gamma \otimes \gamma] + \langle \alpha | V | \alpha \rangle \right).$$  \hspace{1cm} (2.21)

For convenience, let us introduce the integral kernels $\gamma_{\sigma,\tau}(x,y)$ and $\alpha_{\sigma,\tau}(x,y)$, defined via

$$\langle a^\dagger(\phi_{l,\tau})a(\phi_{k,\sigma}) \rangle_\rho = |\Lambda|^{-1} \int_{\Lambda \times \Lambda} e^{-i(kx-ly)} \gamma_{\sigma,\tau}(x,y) dx \, dy$$

$$\langle a(\phi_{l,\tau})a(\phi_{k,\sigma}) \rangle_\rho = |\Lambda|^{-1} \int_{\Lambda \times \Lambda} e^{-i(kx+ly)} \alpha_{\sigma,\tau}(x,y) dx \, dy.$$  \hspace{1cm} (2.22)
Since, by definition, the interaction $V$ does not depend on spin, we end up with the following expression for the energy expectation value, called the Bogoliubov–Hartree–Fock energy,

$$\langle H \rangle_\rho = \text{Tr}([-i\nabla + A(x)]^2 + W(x)\gamma)$$

$$+ \frac{1}{2} \sum_{\sigma,\tau \in \{\uparrow, \downarrow\}} \iint_{\Lambda \times \Lambda} \gamma_{\sigma,\sigma}(x,x)\gamma_{\tau,\tau}(y,y)V(x-y) \, dx \, dy$$

$$- \frac{1}{2} \sum_{\sigma,\tau \in \{\uparrow, \downarrow\}} \iint_{\Lambda \times \Lambda} |\gamma_{\sigma,\tau}(x,y)|^2 V(x-y) \, dx \, dy$$

$$+ \frac{1}{2} \sum_{\sigma,\tau \in \{\uparrow, \downarrow\}} \iint_{\Lambda \times \Lambda} |\alpha_{\sigma,\tau}(x,y)|^2 V(x-y) \, dx \, dy. \tag{2.23}$$

There are three terms resulting from the interparticle interaction. The first is usually referred to as direct energy. It is simply the classical density-density interaction energy of a particle distribution with density given by the diagonal of $\gamma$, summed over the spin variables. The second term is called exchange energy and is characteristic for fermionic systems. These two terms are also present in the usual Hartree–Fock functional. Of particular interest for us is the third term, the pairing interaction term. In order to simplify our mathematical study we will actually omit the first two terms and only retain the pairing term. This leads to the BCS energy functional.

2.2. BCS energy functional. In order to obtain the BCS functional in the form (1.2) we have to do two more simplifications. First we restrict to $SU(2)$-invariant states and, secondly, we neglect the direct and exchange energies. The restriction to $SU(2)$-invariant states effectively gets rid of the spin degrees of freedom and hence simplifies the analysis. It corresponds to the assumption that the Cooper-pair wavefunction is in a spin singlet state, i.e., the antisymmetry is in the spin variables.

2.2.1. Reduction to $SU(2)$-invariant states. Let $S \in SU(2)$ denote an arbitrary rotation in spin-space. As will be explained in the Appendix, a quasi-free state $\rho$ is $SU(2)$-invariant if the corresponding one-particle density matrix $\Gamma$ satisfies

$$S^\dagger \Gamma S = \Gamma,$$

with

$$S = \begin{pmatrix} S & 0 \\ 0 & \bar{S} \end{pmatrix}. \tag{2.24}$$

In terms of $\gamma$ and $\alpha$ this $SU(2)$ invariance means

$$S^\dagger \gamma S = \gamma, \quad S^\dagger \alpha \bar{S} = \alpha.$$

It is an elementary fact from linear algebra that if a matrix $M \in \mathbb{C}^{2 \times 2}$ has the property $S^\dagger MS = M$ for all $S \in SU(2)$, then $M$ must be a multiple of the identity matrix. Similarly, the property $S^\dagger MS = M$ for all $S \in SU(2)$ implies that $M$ is a scalar multiple of the second Pauli matrix

$$\sigma^{(2)} = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \tag{2.25}$$
Therefore the requirement of $SU(2)$-invariance implies that the kernels $\gamma_{\nu,\tau}(x,y)$ and $\alpha_{\nu,\tau}(x,y)$ have to be of the form
\begin{equation}
\gamma_{\nu,\tau}(x,y) = \gamma(x,y)\delta_{\nu,\tau} \\
\alpha_{\nu,\tau}(x,y) = \alpha(x,y)\sigma_{\nu,\tau}^{(2)}.
\end{equation}

The kernels $\gamma(x,y)$ and $\alpha(x,y)$ now define operators on the space $L^2(\Lambda)$, with $\gamma$ being self adjoint and $\alpha$ symmetric, $\alpha(x,y) = \alpha(y,x)$.

Hence, with the assumption of $SU(2)$-invariance of the states, the energy functional can naturally be expressed in terms of the spin-independent quantities
\begin{equation}
\Gamma = \begin{pmatrix} \gamma & \alpha \\ \bar{\gamma} & 1 - \bar{\gamma} \end{pmatrix},
\end{equation}
with $\gamma, \alpha$ being operators on $L^2(\Lambda)$ instead of operators on $L^2(\Lambda) \otimes \mathbb{C}^2$. In this way we get rid of the spin-dependence, at the expense of adding appropriate factors of 2 in $\langle \mathcal{H} \rangle_\rho$ and $S(\rho)$. More precisely,
\begin{equation}
\langle \mathcal{H} \rangle_\rho - TS(\rho) = 2 \text{Tr}([-i\nabla + A(x)]^2 + W(x))\gamma - 2TS(\Gamma)
\begin{align*}
&+ 2 \iint_{\Lambda \times \Lambda} \gamma(x,x)\gamma(y,y)V(x-y) \, dx \, dy \\
&- \iint_{\Lambda \times \Lambda} |\gamma(x,y)|^2V(x-y) \, dx \, dy \\
&+ \iint_{\Lambda \times \Lambda} |\alpha(x,y)|^2V(x-y) \, dx \, dy.
\end{align*}
\end{equation}

where the trace in the first term is now over $L^2(\Lambda)$. Note that all terms got multiplied by a factor of 2, except for the direct interaction term, which got multiplied by a factor of four.

2.2.2. Omitting direct and exchange energies. As a last simplification we omit the direct and exchange terms
\begin{equation}
2 \iint_{\Lambda \times \Lambda} \gamma(x,x)\gamma(y,y)V(x-y) \, dx \, dy - \iint_{\Lambda \times \Lambda} |\gamma(x,y)|^2V(x-y) \, dx \, dy
\end{equation}
from the energy functional (2.28). These terms complicate the analysis significantly but are not expected to affect the general physical picture much. In fact, in the case of cold atomic gases Leggett argued in [29] that since the range of the interaction $V$ in typical experiments is very small compared to the other characteristic lengths of the system (like the scattering length of $V$ and the mean particle distance) the terms (2.29) only lead to a change in the effective chemical potential and hence can be absorbed into the choice of $\mu$. For translation-invariant systems, this was actually made precise in [7] where it was indeed proved that (2.29) can be omitted for interactions with very short range.

As a result, we finally arrive at the BCS energy functional
\begin{equation}
\mathcal{F}(\Gamma) = \text{Tr}([-i\nabla + A(x)]^2 + W(x))\gamma - TS(\Gamma) + \iint_{\Lambda \times \Lambda} |\alpha(x,y)|^2V(x-y) \, dx \, dy,
\end{equation}
where we divided by 2 and replaced $V$ by $2V$ for convenience. This is exactly the expression for the BCS functional given in (1.2) above.
2.3. Collective behavior and long range order. The BCS theory is designed in such a way that whenever $\alpha$ is not identically zero, then the system displays a macroscopically coherent behavior, resulting in the loss of resistance in the case of superconductors, or the loss of frictions in the case of superfluids. In terms of correlation functions this behavior is characterized as a certain long range order (LRO), i.e., the absence of decay of suitable expectation values as function of the spatial distance.

The relevant correlation function here is a four-point function, where a pair of particles is created close to one another in some region of space, and annihilated in some other region far away. If we introduce operator-valued distributions $a(x, \sigma)$ and $a^\dagger(x, \sigma)$ in the usual way via

$$a^\dagger(f) = \sum_{\sigma \in \{\uparrow, \downarrow\}} \int_{\mathbb{R}^d} f(x, \sigma) a^\dagger(x, \sigma) dx$$

for $f \in L^2(\mathbb{R}^d) \otimes \mathbb{C}^2$, the relevant quantity to look at is the behavior of

$$\lim_{\Lambda \to \mathbb{R}^d} \langle a^\dagger(x, \uparrow) a^\dagger(x, \downarrow) a(y, \downarrow) a(y, \uparrow) \rangle_\rho$$

as the distance $|x - y|$ gets large. For $SU(2)$-invariant quasi-free states, this expectation value takes the form

$$\langle a^\dagger(x, \uparrow) a^\dagger(x, \downarrow) a(y, \downarrow) a(y, \uparrow) \rangle_\rho = \gamma(x, y)^2 + \alpha(x, x) \alpha(y, y).$$

The first term involving $\gamma$ necessarily decays at large distances since $0 \leq \gamma \leq 1$ as an operator. But the last term involving $\alpha$ does not decay and is simply a constant in the translation-invariant case. The property of long range order for this type of states is therefore simply equivalent to the non-vanishing of the pairing term $\alpha$.

This type of long range order can also be interpreted as a Bose–Einstein condensation (BEC) of fermion pairs. In the bosonic case, long range order already shows up in the two-point function, i.e., in the expectation value $\langle a^\dagger(x) a(y) \rangle = \gamma(x, y)$. Exponential decay is expected above a critical temperature, while for small temperatures one expects that $\gamma(x, y)$ converges to a non-zero limit as $|x - y| \to \infty$ (after taking the thermodynamic limit, of course). This is exactly the phenomenon of BEC for bosons. For fermions, $\gamma$ always decays, but the long range order can be visible if one replaces particles by pairs of particles, as in (2.32). Again, one expects decay for large temperature, but absence of decay below a critical temperature. While the rigorous analysis for this question for the full quantum many-body problem is still out of reach of present-day mathematics, one can investigate the corresponding problem in the simplified BCS model, which is the purpose of this paper.

3. BCS functional restricted to translation-invariant states

Our goal in this section will be to study the BCS energy functional in the absence of external fields $A$ and $W$. In this case, it makes sense to consider only translation-invariant states, and to calculate the energy of an infinite system per unit volume. (Concerning a justification of this restriction, see Section 4.6 below.) In other words, we assume the one-particle density matrix and Cooper-pair wavefunction to be of the form

$$\gamma(x, y) = \gamma(x - y), \quad \alpha(x, y) = \alpha(x - y).$$
It is then natural to express these quantities in terms of their Fourier transform, i.e.,
\[
\gamma(x - y) = (2\pi)^{-d} \int_{\mathbb{R}^d} \hat{\gamma}(p)e^{ip(y-x)}dp \\
\alpha(x - y) = (2\pi)^{-d} \int_{\mathbb{R}^d} \hat{\alpha}(p)e^{ip(y-x)}dp
\]  
(3.1)
where \(0 \leq \hat{\gamma}(p) \leq 1\) and \(\hat{\alpha}(p) = \hat{\alpha}(-p)\). Moreover, we can combine the Fourier coefficients to a \(2 \times 2\) matrix, as in (1.1),
\[
\Gamma(p) = \begin{pmatrix} \hat{\gamma}(p) & \hat{\alpha}(p) \\ \hat{\alpha}(p) & 1 - \hat{\gamma}(-p) \end{pmatrix}
\]
(3.2)
satisfying the constraint \(0 \leq \Gamma(p) \leq 1\) for every \(p \in \mathbb{R}^d\).

If we plug this into (1.2) and formally calculate the energy per unit volume of an infinite system, we arrive at
\[
\int_{\mathbb{R}^d} (p^2 - \mu)\hat{\gamma}(p) \frac{dp}{(2\pi)^d} + \int_{\mathbb{R}^d} |\alpha(x)|^2 V(x)dx + T \int_{\mathbb{R}^d} \text{Tr}_{\mathbb{C}^2} [\Gamma(p) \ln \Gamma(p)] \frac{dp}{(2\pi)^d}.
\]  
(3.3)
In order to avoid having to write the factors \((2\pi)^d\), it turns out to be convenient to redefine \(\alpha(x)\) in the form
\[
\hat{\alpha}(x) = (2\pi)^{d/2} \alpha(x) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} \hat{\alpha}(p)e^{-ipx}dp.
\]  
(3.4)
This way, also the interaction term in (3.3), when expressed in terms of \(\hat{\alpha}\), gets a factor \((2\pi)^{-d}\), like all the other terms. Hence we can simply multiply the energy functional by \((2\pi)^d\) to get rid of all these factors. In the following, we also drop the tilde from \(\alpha\), and thus arrive at the translation-invariant BCS functional
\[
\mathcal{F}(\Gamma) = \int_{\mathbb{R}^d} (p^2 - \mu)\hat{\gamma}(p)dp + \int_{\mathbb{R}^d} |\alpha(x)|^2 V(x)dx - TS(\Gamma),
\]  
(3.5)
where the entropy \(S\) is given by
\[
S(\Gamma) = -\int_{\mathbb{R}^d} \text{Tr}_{\mathbb{C}^2} [\Gamma(p) \ln \Gamma(p)] dp.
\]  
(3.6)

Let us remark that in the case of the Hubbard model a functional similar to (3.5) was studied in [2].

3.1. Minimization of the BCS functional. In the following we shall investigate the properties of the translation-invariant BCS functional (3.5) and its minimizer. In particular we derive its Euler–Lagrange equation, the BCS gap equation. For simplicity, we shall restrict our attention to the physically most relevant case \(d = 3\) in the remainder of this section. The results in this subsection are taken from [20]; parts of the proofs have been modified to make them simpler and more transparent.

Proposition 3.1 (Existence of minimizers). Let \(\mu \in \mathbb{R}\), \(0 \leq T < \infty\), and let \(V \in L^{3/2}(\mathbb{R}^3)\) be real-valued. Then the BCS functional \(\mathcal{F}\) in (3.5) is bounded from below and attains a minimizer \((\gamma, \alpha)\) on
\[
\mathcal{D} = \left\{ \Gamma \text{ of the form } (3.3) \left| \begin{array}{c}
\hat{\gamma} \in L^1(\mathbb{R}^3,(1+p^2)dp), \\
\alpha \in H^1(\mathbb{R}^3, dx), \\
0 \leq \Gamma \leq 1
\end{array} \right. \right\}.
\]  
(3.7)
Moreover, the function
\[ \Delta(p) = \frac{2}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \hat{V}(p-q)\hat{\alpha}(q) dq \]  
(3.8)
satisfies the BCS gap equation
\[ \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \hat{V}(p-q) \frac{\Delta(q)}{K_T^\Delta(q)} dq = -\Delta(p). \]  
(3.9)

In (3.9) we have introduced the notation
\[ K_T^\Delta(p) = \frac{E_\Delta(p)}{\tanh(\frac{E_\Delta(p)}{2T})} \]  
(3.10)
\[ E_\Delta(p) = \sqrt{(p^2 - \mu)^2 + |\Delta(p)|^2}. \]  
(3.11)

Note that for \( T = 0 \) we obtain
\[ K_T^\Delta(p) = E_\Delta(p). \]

Proof. We only sketch the proof of the proposition, and refer to [20] for some of the details. We start by showing that the functional \( F \) in (3.5) is bounded from below. To control the entropy we borrow 1/4 of the kinetic energy to obtain
\[ \mathcal{F}(\Gamma) \geq C_1 + \frac{3}{4} \int (p^2 - \mu)\check{\gamma}(p) dp + \int |\alpha(x)|^2 V(x) dx, \]
where
\[ C_1 = \inf_{(\gamma, \alpha) \in \mathcal{D}} \left( \frac{1}{4} \int (p^2 - \mu)\check{\gamma}(p) dp - \frac{1}{\beta} S(\Gamma) \right) = -\frac{1}{\beta} \int \ln(1 + e^{-\frac{4}{\beta}(p^2 - \mu)}) dp. \]
To compute \( C_1 \), we have used that in the absence of an interaction \( \alpha \) can be taken to be zero, which follows e.g. from the concavity of the entropy. Because of our assumption that \( V \in L^{3/2} \), we have \( 0 \geq C_2 = \inf \text{spec} (p^2/4 + V) > -\infty \). Using in addition that \( \check{\gamma}(p) \geq |\check{\alpha}(p)|^2 \), we obtain
\[ \frac{1}{4} \int p^2\check{\gamma}(p) dp + \int V(x)|\alpha(x)|^2 dx \geq C_2 \int |\check{\alpha}(p)|^2 dp \geq C_2 \int \check{\gamma}(p) dp. \]
Using again \( |\check{\alpha}(p)|^2 \leq \check{\gamma}(p) \leq 1 \), we further conclude that
\[ \mathcal{F}(\Gamma) \geq -A + \frac{1}{8}\|\alpha\|_{H^1(\mathbb{R}^3, dx)} + \frac{1}{8}\|\gamma\|_{L^1(\mathbb{R}^3, 1 + p^2) dp}, \]  
(3.12)
where
\[ A = -C_1 - \int [p^2/4 - 3\mu/4 - 1/4 + C_2]_- dp, \]
with \([.]_- = \min\{.,0\}\) denoting the negative part. This shows, on the one hand, that the functional is bounded from below. On the other hand, it also demonstrates that the energy dominates the relevant norms of \( \alpha \) and \( \gamma \) on the right side of (3.12). The proof of existence of minimizers then follows in a rather straightforward way using lower semicontinuity in an appropriate topology; we refer to [20] for the details. More interesting is the derivation of the BCS gap equation, which we present next.

Since the set \( \mathcal{D} \) in (3.7) is convex, a minimizer \( \Gamma = (\gamma, \alpha) \) of \( \mathcal{F} \) satisfies the inequality
\[ 0 \leq \frac{d}{dt} \bigg|_{t=0} \mathcal{F}(\Gamma + t(\hat{\Gamma} - \Gamma)) \]  
(3.13)
for all $\tilde{\Gamma} \in \mathcal{D}$. A simple calculation using

$$S(\Gamma) = -\int_{\mathbb{R}^3} \text{Tr}_{\mathbb{C}^2} \Gamma \ln \Gamma \, dp = -\frac{1}{2} \int_{\mathbb{R}^3} \text{Tr}_{\mathbb{C}^2} (\Gamma \ln(\Gamma) + (1 - \Gamma) \ln(1 - \Gamma)) \, dp$$

does that

$$\frac{d}{dt} \bigg|_{t=0} \mathcal{F}(\Gamma + t(\tilde{\Gamma} - \Gamma)) = \frac{1}{2} \int_{\mathbb{R}^3} \text{Tr}_{\mathbb{C}^2} (\tilde{\Gamma} - \Gamma) \left[ H_\Delta + T \ln \left( \frac{\Gamma}{1 - \Gamma} \right) \right] \, dp, \quad (3.14)$$

with

$$H_\Delta = \begin{pmatrix} p^2 - \mu & \Delta(p) \\ \bar{\Delta}(p) & -p^2 + \mu \end{pmatrix},$$

using the definition

$$\Delta = 2(2\pi)^{-3/2} \hat{V} * \hat{\alpha}. \quad (3.15)$$

For $T > 0$, it follows from the positivity (3.13) that the eigenvalues of $\Gamma(p)$ stay away from 0 and 1 for every fixed, finite $p \in \mathbb{R}^3$, and thus $\tilde{\Gamma}(p) - \Gamma(p)$ can take values in some open ball containing the zero matrix. It then follows immediately from (3.13) and (3.14) that the Euler–Lagrange equation takes the simple form

$$0 = H_\Delta + T \ln \left( \frac{\Gamma}{1 - \Gamma} \right), \quad (3.16)$$

which is equivalent to

$$\Gamma = \frac{1}{1 + e^{\frac{H_\Delta}{2}}}. \quad \text{This conclusion can be extended also to the case } T = 0, \text{ where the equation simply becomes } \Gamma = \theta(\Delta), \text{ with } \theta \text{ denoting the Heaviside step function.}$$

To obtain the explicit form (3.9) of the BCS gap equation, note that

$$H_\Delta^2 \hat{\alpha} = E_\Delta^2 \mathbb{I}_{\mathbb{C}^2} \text{ and, therefore,}$$

$$\Gamma = \frac{1}{1 + e^{rac{H_\Delta}{2}}} = \frac{1}{2} - \frac{1}{2} \tanh \frac{H_\Delta}{2T} = \frac{1}{2} - \frac{1}{2} \tanh \frac{E_\Delta}{2T} \tanh \frac{E_\Delta}{2T},$$

$$= \frac{1}{2} - \frac{1}{2K_F^2} H_\Delta = \begin{pmatrix} \frac{1}{2} - \frac{p^2 - \mu}{2K_F^2} & \Delta(p) \\ -\Delta(p) & \frac{1}{2} + \frac{p^2 - \mu}{2K_F^2} \end{pmatrix}, \quad (3.17)$$

for the simple reason that $x \mapsto x^{-1} \tanh x$ is an even function, and thus

$$\frac{\tanh \frac{H_\Delta}{2T}}{H_\Delta} = \frac{\tanh \frac{E_\Delta}{2T}}{E_\Delta} \mathbb{I}_{\mathbb{C}^2} = \frac{1}{K_F^2} \mathbb{I}_{\mathbb{C}^2}. \quad \text{From equation (3.17) we can read off the Euler–Lagrange equations for } \alpha \text{ and } \gamma, \text{ which are}$$

$$\dot{\gamma}(p) = \frac{1}{2} \frac{p^2 - \mu}{2K_F^2}(p), \quad (3.18)$$

$$\dot{\alpha}(p) = \frac{1}{2} \Delta(p) \tanh \left( \frac{E_\Delta}{2T} \right) = \frac{\Delta(p)}{2K_F^2}. \quad (3.19)$$

Performing the convolution with $\hat{V}$ on both sides of the last equation and using the relation (3.15) results in the BCS gap equation (3.9).
Remark 3.1. Observe that in the non-interacting case $V = 0$ the minimizer of the BCS functional (3.5) is simply given by

$$\Gamma_0 = \frac{1}{1 + e^{\frac{1}{T}H_0}} = \begin{pmatrix} \gamma_0 & 0 \\ 0 & 1 - \gamma_0 \end{pmatrix}$$

(3.20)

with

$$\gamma_0(p) = \frac{1}{1 + e^{\frac{1}{T}(p^2 - \mu)}}$$

the usual Fermi-Dirac distribution.

We note that with the help of (3.19) the BCS gap equation (3.9) can equivalently be written in the form

$$(K_T^\Delta + V)\alpha = 0,$$

(3.21)

where $K_T^\Delta$ is interpreted as a multiplication operator in Fourier space, and $V$ as a multiplication operator in configuration space. This form of the equation will turn out to be useful later on. Proposition 3.1 gives no information on whether $\Delta \neq 0$ or, equivalently, $\alpha \neq 0$ in a minimizer of the BCS functional, which would mean that the system is in a superconducting phase. If the transition from a superconducting to a normal state at the critical temperature is not first order, and $\Delta$ vanishes continuously as the critical temperature is approached from below, one would expect that the critical temperature $T_c$ is determined by the linear equation $(K_T^0 + V)\alpha = 0$. This is indeed the case, as we are going to show now.

Observe that the map

$$\mathbb{R}_+ \ni \Delta \rightarrow K_T^\Delta(p)$$

is monotone increasing for all $p$. This implies the operator inequality

$$K_T^\Delta + V \geq K_T^0 + V.$$  

Moreover, if $\Delta$ does not vanish identically

$$\langle \alpha | (K_T^0 + V) | \alpha \rangle < \langle \alpha | (K_T^\Delta + V) | \alpha \rangle = 0,$$

since, in fact $K_T^\Delta(p) > K_T^0(p)$ for all $p$ in the set where $\Delta(p) \neq 0$, and also $\hat{\alpha}$ does not vanish on this set. In particular, this implies that the operator $K_T^0 + V$ must have a negative eigenvalue. (Note that the essential spectrum of $K_T^0 + V$ starts at $\inf_p K_T^0(p) = 2T$.)

We will now show that also the converse holds true: if $K_T^0 + V$ has a negative eigenvalue, then the minimizer of the BCS functional has a non-trivial $\alpha$ and, in particular, the BCS gap equation has a non-vanishing solution. This implies that the question whether the BCS gap equation has a non-trivial solution is reduced to the study of the spectrum of a linear operator. This is the content of the following theorem, which was proved in [20]. This linear characterization of the existence of solutions to the nonlinear BCS equation represents a considerable simplification of the analysis. In particular, it proves the existence of solutions to (3.9) for a large class of interaction potentials $V$, and hence generalizes previous results [4, 32, 38, 39] valid only for non-local $V$'s under suitable assumptions.

**Theorem 3.1 (Linear criterion for non-trivial solutions).** Let $V \in L^{3/2}(\mathbb{R}^3)$, $\mu \in \mathbb{R}$, and $\infty > T = \frac{1}{\beta} \geq 0$. Then the following statements are equivalent:

(i) The normal state $(\gamma_0, 0)$ is unstable under pair formation, i.e.,

$$\inf_{(\gamma, \alpha) \in \mathcal{D}} \mathcal{F}(\gamma, \alpha) < \mathcal{F}(\gamma_0, 0).$$
There exists a pair \((\gamma, \alpha) \in \mathcal{D}\), with \(\alpha \neq 0\), such that \(\Delta(p) = 2(2\pi)^{-3/2}\hat{V} \ast \hat{\alpha}(p)\) satisfies the BCS gap equation

\[
\Delta = -\frac{1}{(2\pi)^{3/2}} \hat{V} \ast \hat{\Delta} \frac{K_T^0}{K_T^0},
\]

(3.22)

The linear operator

\[
K_T^0 + V, \quad K_T^0 = \frac{\vec{p}^2 - \mu}{\tanh \frac{\vec{p}^2 - \mu}{2T}},
\]

(3.23)

has at least one negative eigenvalue.

**Proof.** We have already shown above that \((i) \implies (ii) \implies (iii)\), hence the only thing left to show is the direction \((iii) \implies (i)\). We consider, for simplicity, only the case \(T > 0\), and leave the similar analysis of the \(T = 0\) case to the reader. Consider the function

\[
t \to \mathcal{F} \left( \Gamma_0 + t \left( \begin{array}{cc} 0 & \varphi(p) \\ \bar{\varphi}(p) & 0 \end{array} \right) \right),
\]

(3.24)

with \(\Gamma_0\) the normal state defined in (3.20), and \(\varphi\) a rapidly decaying function (or of compact support) such that the argument of \(\mathcal{F}\) in (3.24) is in \(\mathcal{D}\) for \(t\) small enough. The first derivative of (3.24) at \(t = 0\) vanishes because \(\Gamma_0\) is a stationary point of \(\mathcal{F}\). The second derivative can be calculated straightforwardly, with the result that

\[
\frac{d^2}{dt^2} \bigg|_{t=0} \mathcal{F} \left( \Gamma_0 + t \left( \begin{array}{cc} 0 & \varphi(p) \\ \bar{\varphi}(p) & 0 \end{array} \right) \right) = 2 \langle \varphi | (K_T^0 + V) | \varphi \rangle.
\]

(3.25)

Under the assumption of existence of a negative eigenvalue of \(K_T^0 + V\), this can be made negative by an appropriate choice of \(\varphi\). This proves the statement.

The only non-trivial part of the calculation in (3.25) concerns the second derivative of the entropy. To compute it, one can either calculate the eigenvalues of the \(2 \times 2\) matrix in the argument of (3.24) and then differentiate twice. Or, alternatively and slightly more elegantly, one can use a contour integral representation for the logarithm in the following way. With \(f(s) = \frac{1}{2}(s \ln s + (1 - s) \ln(1 - s))\) and

\[
G(p) = \begin{pmatrix} 0 & \varphi(p) \\ \bar{\varphi}(p) & 0 \end{pmatrix}
\]

we have, for every \(p \in \mathbb{R}^3\),

\[
\frac{d}{dt} \text{Tr} f(\Gamma_0 + tG) = \text{Tr} f'(\Gamma_0 + tG)G,
\]

(3.26)

and we thus have to differentiate the right side of (3.26) at \(t = 0\). For this purpose, we rewrite this expression as

\[
\text{Tr} f'(\Gamma_0 + tG)G = \frac{1}{2\pi i} \oint_C dz \, f'(z) \text{Tr} \frac{1}{z - \Gamma_0 - tG} G
\]

where \(C\) is a circle centered at \(1/2\) with radius less than \(1/2\) but big enough to enclose the eigenvalues of \(\Gamma_0(p) + tG(p)\). (Such a radius exists for every given \(p \in \mathbb{R}^3\).) Since \(\{\Gamma_0, G\} = G\) and

\[
\left\{ G, \frac{1}{z - \Gamma_0} \right\} = \frac{1}{z - \Gamma_0} \{ G, z - \Gamma_0 \} \frac{1}{z - \Gamma_0} = (2z - 1) \frac{1}{z - \Gamma_0} G \frac{1}{z - \Gamma_0},
\]

we have

\[
\left\{ G, \frac{1}{z - \Gamma_0} \right\} = (2z - 1) \frac{1}{z - \Gamma_0} G \frac{1}{z - \Gamma_0}.
\]

(3.27)
with \( \{A, B\} = AB + BA \) denoting the anti-commutator, we obtain
\[
\frac{d}{dt}|_{t=0} \text{Tr} f'(\Gamma_0 + tG)G = \frac{1}{2\pi i} \int_C dz \frac{f'(z)}{z - \Gamma_0} G - \frac{1}{z - \Gamma_0} G
\]
\[
= \frac{1}{2\pi i} \text{Tr} \int_C dz \frac{f'(z)}{2z - 1} \text{Tr} \left\{ \frac{1}{z - \Gamma_0}, G \right\} G = \frac{1}{2\pi i} \int_C dz \frac{2f'(z)}{2z - 1} \text{Tr} \frac{1}{z - \Gamma_0} G^2
\]
\[
= \text{Tr} \frac{2f'(\Gamma_0)}{2\Gamma_0 - 1} G^2 = \text{Tr} \frac{(H_0/T)}{\tanh \frac{H_0}{2T}} G^2 = \frac{2}{T} K^0_T(p)|\varphi(p)|^2. \quad (3.27)
\]
In combination with a dominated convergence argument to interchange the integration in \( p \) and the differentiation in \( t \), this implies the desired result (3.26).

3.2. Critical temperature. Theorem 3.1 enables a precise definition of the critical temperature for the translation-invariant BCS model (5.5), by
\[
T_c(V) := \inf \{ T | K_T + V \geq 0 \}. \quad (3.28)
\]
Here and in the following, we drop the superscript 0 in the kinetic energy, and simply write \( K_T \) instead of \( K_T^0 \). In other words, the critical temperature \( T_c \) is given by the value of \( T \) such that
\[
\inf \text{spec} (K_T + V) = 0. \quad (3.29)
\]
As already remarked above, the infimum of the spectrum is necessarily an eigenvalue if \( T_c > 0 \) since the essential spectrum of \( K_T + V \) starts at \( 2T \). If there is no such \( T > 0 \) such that (3.29) is satisfied, then \( T_c(V) \) is zero. This is the case if and only if \( \mu > 0 \) and only if \( | - \nabla^2 - \mu| + V(x) \geq 0 \). The uniqueness of the critical temperature follows from the fact that the function \( K_T(p) \) is point-wise monotone increasing in \( T \). This implies that for any potential \( V \), there is a unique critical temperature \( 0 \leq T_c(V) < \infty \) that separates two phases, a superconducting phase for \( 0 \leq T < T_c(V) \) from a normal phase for \( T_c(V) \leq T < \infty \). Note that \( T_c(V) = 0 \) means that there is no superfluid phase for the potential \( V \).

With the aid of the linear criterion (3.29) we can classify the potentials for which \( T_c(V) > 0 \), and give sufficient conditions on \( V \) for this to happen. We shall also evaluate the asymptotic behavior of \( T_c(V) \) in certain limiting parameter regimes, like weak coupling, for instance. For this purpose, we introduce a coupling parameter \( \lambda \). Note that if one can show that the lowest eigenvalue of \( K_T + \lambda V \) is negative for small enough coupling then it is negative for all larger values of \( \lambda \). In fact, \( \inf \text{spec} (K_T + \lambda V) \) is a concave and monotonously decreasing function of \( \lambda \).

By applying the Birman–Schwinger principle, which we review in Section 3.3 below, one observes that the critical temperature \( T_c \) can be characterized by the fact that the compact operator
\[
\lambda (\text{sgn} V)|V|^{1/2} K_{T_c}^{-1} |V|^{1/2}
\]
has \(-1\) as its lowest eigenvalue. If \( \mu > 0 \), then this operator is singular for \( T_c \rightarrow 0 \), and the key observation in (111) was that its singular part can be represented by the operator \( \lambda \ln(1/T_c)\mathbf{V}_\mu \), where \( \mathbf{V}_\mu : L^2(\Omega) \rightarrow L^2(\Omega) \) is given by
\[
(\mathbf{V}_\mu u)(p) = \frac{1}{(2\pi)^{3/2}} \int_\Omega \bar{V}(\sqrt{\mu}(p - q)) u(q) \, d\omega(q). \quad (3.31)
\]
Here, \( \Omega \) denotes the unit 2-sphere, and \( d\omega \) denotes Lebesgue measure on \( \Omega \). We note that the operator \( \mathbf{V}_\mu \) has appeared already earlier in the literature [5, 28]. As
a result of this analysis, one can obtain an asymptotic formula for \( T_c(\lambda V) \) as \( \lambda \to 0 \), expressed in terms of the lowest eigenvalue of the operator \( V_\mu \). This is the content of Theorem 3.2 below.

The analysis presented here is somewhat similar in spirit to the one concerning the lowest eigenvalue of the Schrödinger operator \(-\nabla^2 + \lambda V\) in two space dimensions \([36]\). This latter case is considerably simpler, however, as \( p^2 \) has a unique minimum at \( p = 0 \), whereas \( K_T(p) \) takes its minimal value on the Fermi sphere \( p^2 = \mu \), meaning that its minimum is highly degenerate. Hence, in our case, the problem is reduced to analyzing a map from the \( L^2 \) functions on the unit sphere to itself. In fact it would be a map from the Fermi-sphere to itself, but for sake of convenience we rescaled it to the unit sphere.

Let us denote the lowest eigenvalue of \( V_\mu \) as

\[ e_\mu(V) := \inf \sigma V_\mu. \]

As the next theorem shows, whenever this eigenvalue is negative then the critical temperature is non-zero for all \( \lambda > 0 \), and we can evaluate its asymptotics. The following was proved in \([11]\) Theorem 1.

**Theorem 3.2 (Critical temperature for weak coupling).** Let \( V \in L^{3/2}(\mathbb{R}^3) \cap L^1(\mathbb{R}^3) \) be real-valued, and let \( \mu > 0 \).

Assume that \( e_\mu(V) < 0 \). Then \( T_c(\lambda V) \) is non-zero for all \( \lambda > 0 \), and

\[ \lim_{\lambda \to 0} \lambda \ln \frac{\mu}{T_c(\lambda V)} = -\frac{1}{\sqrt{\mu e_\mu(V)}}. \] (3.32)

Negativity of \( e_\mu(V) \) thus implies the existence of a superconducting phase in the BCS model for all values of the coupling constant. A sufficient condition for \( e_\mu(V) \) to be negative is \( \int_{\mathbb{R}^3} V(x) dx < 0 \), since the latter is proportional to the trace of the operator \( V_\mu \). But one can easily find other examples. Eq. (3.32) shows that the critical temperature behaves like \( T_c(\lambda V) \sim \mu^{1/(\lambda \sqrt{e_\mu(V)})} \) as \( \lambda \to 0 \). In particular, it is exponentially small in the coupling.

**3.2.1. Radial potentials.** In the special case of radial potentials \( V(x) \), depending only on \(|x|\), the spectrum of \( V_\mu \) can be determined more explicitly. Since \( V_\mu \) commutes with rotations in this case, all its eigenfunctions are given by spherical harmonics. For \( \ell \) a non-negative integer, the eigenvalues of \( V_\mu \) are then given by

\[ \frac{1}{2\pi^2} \int_{\mathbb{R}^3} V(x) |j_\ell(\sqrt{\mu}|x|)|^2 dx, \]

with \( j_\ell \) denoting the spherical Bessel functions. These eigenvalues are \((2\ell + 1)\) fold degenerate. In particular, we then have

\[ e_\mu(V) = \inf_{\ell \in \mathbb{N}} \frac{1}{2\pi^2} \int_{\mathbb{R}^3} V(x) |j_\ell(\sqrt{\mu}|x|)|^2 dx. \]

We remark that \( \sum_{\ell \in \mathbb{N}} (2\ell + 1) |j_\ell(r)|^2 = 1 \), hence we recover the statement above that \( \int_{\mathbb{R}^3} V(x) dx < 0 \) implies that \( e_\mu(V) \) is negative.

If \( V \) is non-positive, it is easy to see that the infimum is attained at \( \ell = 0 \). This follows since the lowest eigenfunction can be chosen non-negative in this case, and is thus not orthogonal to the constant function. Since \( j_0(r) = \sin(r)/r \), this means that

\[ e_\mu(V) = \frac{1}{2\pi^2} \int_{\mathbb{R}^3} V(x) \frac{\sin^2(\sqrt{\mu}|x|)}{\mu|x|^2} dx \]

for radial potentials \( V \) with non-positive Fourier transform. If \( \hat{V} \) does not have a definite sign, then the lowest eigenvalue \( e_\mu(V) \) can be degenerate, and the same has
to be true for the operator $K_T + \lambda V$ in the case of $T$ and $\lambda$ small enough. In [15] it was shown that for any given angular momentum $\ell$ there is a potential $V$ such that the degeneracy of $\epsilon_\mu(V)$ is $2\ell + 1$.

In the limit of small $\mu$ we can use the asymptotic behavior $j_\ell(r) \approx r^\ell/(2\ell + 1)!!$ to observe that, in case $\int V(x)dx < 0$, $\epsilon_\mu(V) \approx \frac{1}{2\pi} \int V(x)dx$ as $\mu \to 0$. Note that $(\lambda/4\pi) \int V(x)dx$ is the first Born approximation to the scattering length of $2\lambda V$, which we denote by $a_0$. Thus, replacing $\lambda \epsilon_\mu(V)$ by $2a_0/\pi$ and writing $\mu = k_T^2$, we arrive at the expression $T_c \sim e^{\pi/(2k_Ta_0)}$ for the critical temperature, which is well established in the physics literature [18, 33, 9]. It is valid not only at weak coupling, as will be shown in Section 3.3.2 below.

In the next section, we will give the proof of Theorem [32] as well as further results on the asymptotic behavior of the BCS critical temperature. A key tool will be the Birman–Schwinger reformulation of the Schrödinger equation, which was already mentioned above.

3.3. Birman–Schwinger argument. For a general real-valued potential $V$ let us use the notation

$$V^{1/2}(x) = (\text{sgn } V(x))|V(x)|^{1/2}.$$

Fix a coupling parameter $\lambda > 0$, and consider the operator $K_T + \lambda V$. Recall that the critical temperature $T_c$ was defined in a way that for $T = T_c$ the operator $K_T + \lambda V$ has 0 as lowest eigenvalue eigenvalue. If $\psi$ is the corresponding eigenvector, one can rewrite the eigenvalue equation in the form

$$-\psi = \lambda K_T^{-1}V\psi = \lambda K_T^{-1}|V|^{1/2}V^{1/2}\psi.$$

Multiplying this equation by $V^{1/2}(x)$, one obtains an eigenvalue equation for $\varphi = V^{1/2}\psi$,

$$\varphi = V^{1/2}\psi = -\lambda V^{1/2}K_T^{-1}|V|^{1/2}V^{1/2}\psi = -\lambda V^{1/2}K_T^{-1}|V|^{1/2}\varphi.$$

For $T > 0$, this argument works in both directions and is called the Birman–Schwinger principle. In particular it tells us that the critical temperature $T_c$ is determined by the fact that for this value of $T$ the smallest eigenvalue of

$$B_T = \lambda V^{1/2}K_T^{-1}|V|^{1/2}$$

equals $-1$.

To be precise, we just argued that $-1$ is an eigenvalue of $B_T$. Moreover, because of strict monotonicity of $K_T$ in $T$, $-1$ is not an eigenvalue of $B_T$ for any $T > T_c$. This implies that $B_{T_c}$ has no eigenvalue less than $-1$, for otherwise there would be a $T > T_c$ for which $B_T$ has eigenvalue $-1$ since the eigenvalues of $B_T$ depend continuously on $T$ and approach 0 as $T \to \infty$. In the same way, one argues that if $T_c = 0$ then $B_T$ does not have an eigenvalue less than or equal to $-1$ for any $T > 0$.

Observe that although $B_T$ is not self-adjoint, it has real spectrum. This follows from the fact that $B_T$ is isospectral to the self-adjoint operator

$$\lambda K_T^{-1/2}V K_T^{-1/2}.$$  (3.34)

Instead of (3.33), we could thus as well work with (3.34), but it turns out that for our asymptotic analysis it is more convenient to use $B_T$. 
3.3.1. Weak coupling limit. Let \( \mathfrak{S} : L^1(\mathbb{R}^3) \to L^2(\Omega) \) denote the (bounded) operator which maps \( \psi \in L^1(\mathbb{R}^3) \) to the Fourier transform of \( \psi \), restricted to the unit sphere \( \Omega \), with
\[
(\mathfrak{S}\psi)(p) = \frac{1}{2\pi^{3/2}} \int_{\mathbb{R}^3} \psi(x) e^{i\sqrt{p}x \cdot p} \, dx.
\]
Since \( V \in L^1(\mathbb{R}^3) \), the multiplication by \(|V|^{1/2}\) is a bounded operator from \( L^2(\mathbb{R}^3) \) to \( L^1(\mathbb{R}^3) \), and hence \( \mathfrak{S}|V|^{1/2} \) is a bounded operator from \( L^2(\mathbb{R}^3) \) to \( L^2(\Omega) \). To see the reason for this definition, we rewrite
\[
V^{1/2} K_T^{-1}|V|^{1/2} = V^{1/2} \left[ \frac{1}{K_T} - \frac{1}{p^2} \right] |V|^{1/2} + V^{1/2} \frac{1}{p^2} |V|^{1/2},
\]
and decompose
\[
\int_{\mathbb{R}^3} e^{i\sqrt{p}x \cdot y} \left[ \frac{1}{K_T} - \frac{1}{p^2} \right] \, dp = \int_{\mathbb{R}^3} e^{i\sqrt{p}x \cdot y} \left[ \frac{1}{K_T} - \frac{1}{p^2} \right] \, dp + \int_{\mathbb{R}^3} \left( e^{i\sqrt{p}x \cdot y} - e^{i\sqrt{p}x \cdot y} \right) \left[ \frac{1}{K_T} - \frac{1}{p^2} \right] \, dp.
\]
With
\[
m_\mu(T) = \frac{1}{4\pi} \int_{\mathbb{R}^3} \left( \frac{1}{K_T(p)} - \frac{1}{p^2} \right) \, dp,
\]
we can rewrite the first term on the right side of (3.35) as
\[
\int_{\mathbb{R}^3} e^{i\sqrt{p}x \cdot y} \left[ \frac{1}{K_T} - \frac{1}{p^2} \right] \, dp = m_\mu(T) \int_{\Omega} e^{i\sqrt{\mu} \omega \cdot (x-y)} \, d\omega,
\]
where \( d\omega \) denotes Lebesgue measure on the sphere \( \Omega \). Note that \( \int_{\Omega} e^{i\sqrt{\mu} \omega \cdot (x-y)} \, d\omega \) is the integral kernel of the operator \( \mathfrak{S}^\dagger \mathfrak{S} \). Denoting by \( A_T \) the operator whose integral kernel is given on the second line on the right side of (3.35), we thus have
\[
\frac{1}{K_T} - \frac{1}{p^2} = m_\mu(T) \mathfrak{S}^\dagger \mathfrak{S} + A_T.
\]
Let further
\[
M_T = K_T^{-1} - m_\mu(T) \mathfrak{S}^\dagger \mathfrak{S} = A_T + p^{-2}.
\]
The following lemma [11, Lemma 3.2] shows that \( V^{1/2} M_T |V|^{1/2} \) is a bounded operator on \( L^2(\mathbb{R}^3) \), and its norm is bounded uniformly in \( T \). In particular, the singular part of \( B_T \) as \( T \to 0 \) is entirely determined by \( V^{1/2} \mathfrak{S}^\dagger \mathfrak{S} |V|^{1/2} \).

**Lemma 3.1.** \( V^{1/2} M_T |V|^{1/2} \) is a bounded operator on \( L^2(\mathbb{R}^3) \) with a norm bounded uniformly in \( T \).

**Proof.** Boundedness of \( V^{1/2} p^{-2} |V|^{1/2} \) follows from the Hardy–Littlewood–Sobolev and the Hölder inequality. 

\[
\langle |f|^{1/2} \frac{1}{p^2} |V|^{1/2} |g| \rangle = C \int_{\mathbb{R}^3 \times \mathbb{R}^3} \hat{f}(x) V^{1/2}(x) \frac{1}{|x-y|} |V|^{1/2}(y) g(y) \, dx \, dy \leq C \| |V|^{1/2} f \|_{6/5} \| g \|_{6/5} \leq C \| V \|_{3/2} \| f \|_2 \| g \|_2.
\]
Hence it suffices to investigate the operator \( V^{1/2} A_T |V|^{1/2} \).

\[\]
By integrating out the angular variable, we can obtain the following bound on the integral kernel of $A_T$:

$$
\left| \int_{\mathbb{R}^3} dp \left( e^{ip(x-y)} - e^{i \sqrt{|p|} \mu (x-y)} \right) \left[ \frac{1}{K_T} - \frac{1}{p^2} \right] \right|,
$$

$$
\leq C \int dp \left| \frac{1}{K_T} - \frac{1}{p^2} \right| \cdot \|p - \sqrt{|p|}||p + \sqrt{|p|},
$$

(3.40)

using that $|\sin a/a - \sin b/b| \leq C |a - b|/|a + b|$. Since for $T = 0$, $K_T = |p^2 - \mu| = |\|p\| - \sqrt{|p|}|\|p\| + \sqrt{|p|}$, we see that

$$
\int dp \left| \frac{1}{K_T} - \frac{1}{p^2} \right| \cdot \|p - \sqrt{|p|}||p + \sqrt{|p|}
$$

is bounded, uniformly in $T$ for $T$ in bounded intervals. It then follows right away that

$$
\|V^{1/2} A_T |V|^{1/2}\|_{HS} \leq C \|V\|_1,
$$

with $\| \cdot \|_{HS}$ denoting the Hilbert–Schmidt norm. This completes the proof of the uniform bound for bounded $T$. By a more careful analysis, one can actually show that the bound is uniform for all $T > 0$, and we refer the reader to [11, Lemma 3.2] for the details.

Since $V^{1/2} M_T |V|^{1/2}$ is uniformly bounded, we can choose $\lambda$ small enough such that $1 + \lambda V^{1/2} M_T |V|^{1/2}$ is invertible. We can then write $1 + B_T$ as

$$
1 + B_T = 1 + \lambda V^{1/2} \left( m_\mu(T) \mathcal{F}^\dagger + M_T \right) |V|^{1/2}
$$

(3.41)

$$
= \left( 1 + \lambda V^{1/2} M_T |V|^{1/2} \right) \left( 1 + \frac{\lambda m_\mu(T)}{1 + \lambda V^{1/2} M_T |V|^{1/2}} V^{1/2} \mathcal{F}^\dagger |V|^{1/2} \right).
$$

In particular, $B_T$ having an eigenvalue $-1$ is equivalent to

$$
\frac{\lambda m_\mu(T)}{1 + \lambda V^{1/2} M_T |V|^{1/2}} V^{1/2} \mathcal{F}^\dagger |V|^{1/2}
$$

(3.42)

having an eigenvalue $-1$. The operator in (3.42) is isospectral to the selfadjoint operator

$$
\mathcal{F} |V|^{1/2} \frac{\lambda m_\mu(T)}{1 + \lambda V^{1/2} M_T |V|^{1/2}} V^{1/2} \mathcal{F}^\dagger,
$$

(3.43)

acting on $L^2(\Omega_\mu)$.

Consequently, the defining equation for the critical temperature can be written as

$$
\lambda m_\mu(T_c) \inf \text{spec} \left\{ |V|^{1/2} \frac{1}{1 + \lambda V^{1/2} M_T |V|^{1/2}} V^{1/2} \mathcal{F} \right\} = -1.
$$

(3.44)

Up to first order in $\lambda$ the equation (3.44) reads

$$
\lambda m_\mu(T_c) \inf \text{spec} \mathcal{F} |V - \lambda V M_T V + O(\lambda^2)| \mathcal{F}^\dagger = -1,
$$

(3.45)

where the error term $O(\lambda^2)$ is uniformly bounded in $T_c$. Note that $\mathcal{F} V V^\dagger = \mathcal{V}_\mu$, defined in (3.31). Assume now that $c_\mu = \inf \text{spec} \mathcal{V}_\mu$ is strictly negative. Since
$V^{1/2} M_T V^{1/2}$ is uniformly bounded, it follows immediately that
\[ \lim_{\lambda \to 0} \lambda m_\mu(T_c) = -\frac{1}{\inf \text{spec } \tilde{\mathfrak{H}} V \tilde{\mathfrak{H}}^\dagger} = -\frac{1}{e_\mu}. \]
Together with the asymptotic behavior $m_\mu(T) \sim \mu^{1/2} \ln(\mu/T)$ as $T \to 0$, this implies the leading order behavior of $\ln(\mu/T_c)$ as $\lambda \to 0$ and proves the statement of Theorem 3.2.

Theorem 3.2 gives the leading order asymptotic behavior of $T_c(\lambda V)$. However, by going to the next order one can go one step further and determine the right constant in front of the exponential. In fact, it is possible to define an operator $W_\mu$ via the quadratic form
\[
\lim_{T \to 0} \langle u | \tilde{\mathfrak{H}} M_T V \tilde{\mathfrak{H}}^\dagger | u \rangle = \langle u | W_\mu | u \rangle.
\]
(3.46)
It then follows from (3.45) that
\[
\lim_{\lambda \to 0} \left( m_\mu(T_c) + \frac{1}{\inf \text{spec } (\lambda V_\mu - \lambda^2 W_\mu)} \right) = 0.
\]
(3.47)
The following Theorem [23, Theorem 1] is then a consequence of the asymptotic behavior [23, Lemma 1]
\[
m_\mu(T) = \sqrt{\mu} \left( \ln \frac{\mu}{T} + \gamma - 2 + \ln \frac{8}{\pi} + o(1) \right)
\]
(3.48)
in the limit of small $T$, where $\gamma \approx 0.5772$ is Euler’s constant.

Theorem 3.3 (Refined weak coupling asymptotics). Let $V \in L^1(\mathbb{R}^3) \cap L^{3/2}(\mathbb{R}^3)$ and let $\mu > 0$. Assume that $e_\mu = \inf \text{spec } V_\mu < 0$, and let $b_\mu(\lambda)$ be defined by
\[
b_\mu(\lambda) = \inf \text{spec } (\lambda V_\mu - \lambda^2 W_\mu).
\]
(3.49)
Then the critical temperature $T_c$ for the BCS equation is strictly positive and satisfies
\[
\lim_{\lambda \to 0} \left( \ln \left( \frac{\mu}{T_c} \right) + \frac{1}{\sqrt{\mu} b_\mu(\lambda)} \right) = 2 - \gamma - \ln(8/\pi).
\]
(3.50)
The theorem states that in the weak coupling limit, the formula
\[
T_c(\lambda V) = \mu \left( \frac{8}{\pi} e^{\gamma-2} + o(1) \right) e^{1/\sqrt{\mu} b_\mu(\lambda)}.
\]
(3.51)
holds for the BCS critical temperature.

3.3.2. Low density limit. While in the previous subsection we investigated the critical temperature in the case of low coupling, we are now interested in the low density limit $\mu \to 0$ at fixed interaction potential $V$. In this regime, $T_c$ turns out to be related to the scattering length of $2V$. As shown in [25], the latter can be conveniently defined as follows:

Definition 3.1. Let $V \in L^1(\mathbb{R}^3) \cap L^{3/2}(\mathbb{R}^3)$ be real-valued, and let $V^{1/2}(x) = \text{sgn}(V(x)) |V(x)|^{1/2}$. If $-1$ is not in the spectrum of the Birman–Schwinger operator $V^{1/2} \frac{1}{p^2} V^{1/2}$, then the scattering length of $2V$ is given by
\[
a = \frac{1}{4\pi} \langle |V|^{1/2} |1 + \frac{1}{p^2} V^{1/2} |V|^{1/2} V^{1/2} \rangle.
\]
(3.52)
If $1 + V^{1/2} \frac{1}{p^2} |V|^{1/2}$ is not invertible, $\alpha$ is infinite.

Note that since $V \in L^{3/2}(\mathbb{R}^2)$ by assumption, the Birman–Schwinger operator is of Hilbert–Schmidt class. As above, although it is not self-adjoint, its spectrum is real. The fact that $-1$ is not in its spectrum means that $p^2 + V$ does not have a zero eigenvalue or resonance. Eq. (3.52) is the natural definition of the scattering length found in quantum mechanics textbooks.

In the appendix of [25], it is explained why this definition coincides with the usual concept of scattering length found in quantum mechanics textbooks.

We can now state the behavior of the critical temperature in the low density limit $\mu \to 0$. The following is proved in [25].

**Theorem 3.4** (Critical temperature at low density). Assume that $V(x)(1 + |x|) \in L^1(\mathbb{R}^3) \cap L^{3/2}(\mathbb{R}^3)$ is real-valued, and $\mu > 0$. Assume further that the spectrum of $V^{1/2} \frac{1}{p^2} |V|^{1/2}$ is contained in $(-1, \infty)$, and that the scattering length $\alpha$ in (3.53) is negative. Then the critical temperature $T_c$ satisfies

$$\lim_{\mu \to 0} \left( \ln \frac{\mu}{T_c} + \frac{\pi}{2\sqrt{\mu \alpha}} \right) = 2 - \gamma - \ln \frac{8}{\pi}$$

with $\gamma \approx 0.577$ denoting Euler’s constant.

In other words,

$$T_c(V) = \mu \left( \frac{8}{\pi} e^{\gamma/2} + o(1) \right) e^{\pi/(2\sqrt{\mu \alpha})}$$

as $\mu \to 0$. This formula is well-known in the physics literature [18, 29, 33, 34].

The operator $V^{1/2} \frac{1}{p^2} |V|^{1/2}$ having spectrum in $(-1, \infty)$ implies, in particular, that $p^2 + V$ does not have any bound states.

**Sketch of the Proof.** According to the Birman–Schwinger principle, discussed in Section 3.3, $T_c$ is determined by the fact that for $T = T_c$ the smallest eigenvalue of $B_T = V^{1/2} \frac{1}{K_T} |V|^{1/2}$ equals $-1$. Alternatively, $T_c$ is the largest $T$ such that $1 + B_T$ has an eigenvalue 0.

We start again with a convenient decomposition of $B_T$, this time as

$$B_T = V^{1/2} \frac{1}{K_T} |V|^{1/2} = V^{1/2} \frac{1}{p^2} |V|^{1/2} + m_\mu(T) |V|^{1/2} + A_{T,\mu},$$

where we use, for convenience, this time the definition

$$m_\mu(T) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \left( \frac{1}{K_T(p)} - \frac{1}{p^2} \right) dp.$$

Note that this differs from the definition (3.39) by a factor of $2\pi^2$. Explicitly, $A_{T,\mu}$ is the operator with integral kernel

$$A_{T,\mu}(x, y) = V(x)^{1/2} |V(y)|^{1/2} \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \left( e^{i p(x-y)} - 1 \right) \left( \frac{1}{K_T(p)} - \frac{1}{p^2} \right) dp.$$

We note that, as in (3.48),

$$m_\mu(T) = \frac{\sqrt{\mu}}{2\pi^2} \left( \ln \frac{\mu}{T} + \gamma - 2 + \ln \frac{8}{\pi} + o(1) \right)$$

for small $\mu$, uniformly in $T$ for $T \leq C\mu$. This was shown in [23, Lemma 1].
Since \(1 + V^{1/2}p^{-2}|V|^{1/2}\) is invertible by assumption, we can write
\[
1 + B_T = \left(1 + V^{1/2}p^{-2}|V|^{1/2}\right)
\times \left(1 + \frac{m_{\mu}(T)}{1 + V^{1/2}p^{-2}|V|^{1/2}} \left(|V|^{1/2}\langle|V|^{1/2} + \frac{A_T,\mu}{m_{\mu}(T)}\right)\right). \tag{3.55}
\]
Since the first term is invertible we know that the critical temperature is the largest \(T\) such that
\[
1 + \frac{m_{\mu}(T)}{1 + V^{1/2}p^{-2}|V|^{1/2}} \left(|V|^{1/2}\langle|V|^{1/2} + \frac{A_T,\mu}{m_{\mu}(T)}\right)
\]
has an eigenvalue 0. We again rewrite
\[
1 + \frac{m_{\mu}(T)}{1 + V^{1/2}p^{-2}|V|^{1/2}} \left(|V|^{1/2}\langle|V|^{1/2} + \frac{A_T,\mu}{m_{\mu}(T)}\right)
\]
\[
= \left(1 + \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu}\right)
\times \left(1 + \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu} \frac{m_{\mu}(T)}{1 + V^{1/2}p^{-2}|V|^{1/2}} \langle|V|^{1/2}\rangle\right). \tag{3.56}
\]
By an analysis similar to the one of Lemma 3.1, one can show that the Hilbert–Schmidt norm of \(A_T,\mu\) tends to 0 as \(\mu \to 0\). More precisely \[25,\ Lemma 1,\]
\[
\lim_{\mu \to 0} \sup_{T \leq T_c} \frac{1}{\mu^{1/4}m_{\mu}(T)} \|A_T,\mu\|_{HS} = 0. \tag{3.57}
\]
Since this result implies that for small enough \(\mu\) the first factor on the right side of (3.56) does not have a zero eigenvalue, the second does for \(T = T_c\). This means that
\[
\frac{m_{\mu}(T)}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu} \frac{m_{\mu}(T)}{1 + V^{1/2}p^{-2}|V|^{1/2}} \langle|V|^{1/2}\rangle
\]
has \(-1\) as eigenvalue. Since this latter operator is rank one, its trace has to be \(-1\), which leads to the equation
\[
- \frac{1}{m_{\mu}(T)} = \langle|V|^{1/2}\rangle \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu} \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}}\langle|V|^{1/2}\rangle.
\]
Expanding now
\[
- \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu} = 1 - \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu} + \frac{1}{1 + V^{1/2}p^{-2}|V|^{1/2}A_T,\mu}
\]
and using the definition \(L_2\) for the scattering length, as well as the asymptotic behavior of \(m_{\mu}(T)\) in (3.54), we obtain the equation
\[
- \frac{\pi}{2\alpha\sqrt{T}} = \ln \frac{\mu}{T} + \gamma - 2 + \ln \frac{8}{\pi} + o(1).
\]
The error terms have been absorbed in \(o(1)\) using (3.57). This implies the statement of Theorem 3.4. \(\square\)
3.3.3. Zero-range limit. Another limit in which the critical temperature can be calculated explicitly is the limit when the range of the interaction potential goes to zero. In other words, one considers a sequence of potentials \( V \) converging to a contact interaction. Such contact interactions are thoroughly studied in the literature [1, chap I.1.2-4] and are known to arise as a one-parameter family of self-adjoint extensions of the Laplacian on \( \mathbb{R}^3 \setminus \{0\} \). The relevant parameter uniquely determining the extension is, in fact, the scattering length, which we assume to be negative, in which case the resulting operator is non-negative, i.e., there are no bound states. In other words, we consider a sequence of potentials \( V_\ell \) with range \( \ell \) going to zero, and require that the scattering length \( a(V_\ell) \) converges to a negative value as \( \ell \to 0 \), i.e.,

\[
\lim_{\ell \to 0} a(V_\ell) = a < 0.
\]

For ways to construct such a sequence of potentials, we refer to [1] or [7–9].

By using similar methods as the ones discussed in this section, it was shown in [8] that for suitable sequences \( V_\ell \) the corresponding solution to the BCS gap equation \( \Delta_\ell \) converges to a constant \( \Delta \) as \( \ell \to 0 \). Moreover, \( \Delta \) satisfies the following BCS gap equation for numbers

\[
-\frac{1}{4\pi a} = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \left( \tanh \left( \frac{\sqrt{p^2 - \mu} + |\Delta|}{2T} \right) \sqrt{p^2 - \mu} + |\Delta|^2 \right) \frac{1}{p^2} dp. \tag{3.58}
\]

In the physics literature [29, 34], superfluid states are usually characterized via exactly this equation. Due to monotonicity properties, as discussed above, this order parameter \( \Delta \) does not vanish below the critical temperature \( T_c \), which is now uniquely defined by

\[
-\frac{1}{4\pi a} = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \left( \frac{\tanh \left( \frac{p^2 - \mu}{2T} \right)}{p^2 - \mu} - \frac{1}{p^2} \right) dp
\]

for \( a < 0 \).

3.3.4. Zero temperature and energy gap. In the following we give a short description of the zero temperature case \( T = 0 \). For more details see [24, 25]. In this case, it is natural to formulate a functional depending only on \( \alpha \) instead of \( \gamma \) and \( \alpha \). Since for \( T = 0 \) the minimizer of the BCS functional (3.5) is a projection, i.e., \( \Gamma^2 = \Gamma \), if follows that any minimizer for \( T = 0 \) necessarily satisfies the equation

\[
|\hat{\alpha}(p)|^2 = \hat{\gamma}(p)(1 - \hat{\gamma}(p)).
\]

It is therefore obvious that the optimal choice of \( \hat{\gamma}(p) \) in \( \mathcal{F} \) for given \( \hat{\alpha}(p) \) is

\[
\hat{\gamma}(p) = \begin{cases} 
\frac{1}{2} \left( 1 + \sqrt{1 - 4|\hat{\alpha}(p)|^2} \right) & \text{for } p^2 < \mu \\
\frac{1}{2} \left( 1 - \sqrt{1 - 4|\hat{\alpha}(p)|^2} \right) & \text{for } p^2 > \mu
\end{cases} \tag{3.59}
\]

Subtracting an unimportant constant, this leads to the zero temperature BCS functional

\[
\mathcal{F}_0(\alpha) = \frac{1}{2} \int_{\mathbb{R}^3} |p^2 - \mu| \left( 1 - \sqrt{1 - 4|\hat{\alpha}(p)|^2} \right) dp + \lambda \int_{\mathbb{R}^3} V(x)|\alpha(x)|^2 dx. \tag{3.60}
\]

The variational equation satisfied by a minimizer of (3.60) is then

\[
\Delta(p) = -\frac{\lambda}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \hat{V}(p - q) \frac{\Delta(q)}{E_\Delta(q)} dq, \tag{3.61}
\]
with $\Delta(p) = 2E_{\Delta}(p)\hat{\alpha}(p)$. This is simply the BCS equation (3.31) at $T = 0$. For a solution $\Delta$, the energy gap $\Xi$ is defined as

$$\Xi = \inf_p E_{\Delta}(p) = \inf_p \sqrt{(p^2 - \mu)^2 + |\Delta(p)|^2}.$$  (3.62)

It has the interpretation of an energy gap in the corresponding second-quantized BCS Hamiltonian (see, e.g., [31] or the appendix in [20]).

A priori, the fact that the order parameter $\Delta$ is non-vanishing does not imply that $\Xi > 0$. Strict positivity of $\Xi$ turns out to be related to the continuity of the corresponding $\hat{\gamma}$ in (3.59). In fact, it was shown in [24] that if $V$ decays fast enough, i.e., $V(x)|x| \in L^{6/5}(\mathbb{R}^3)$, the two properties, $\Xi > 0$ and $\hat{\gamma}$ continuous, are equivalent. As proved in [24], both properties hold true under the assumption that $\int V < 0$.

**Proposition 3.2 (BCS energy gap).** Let $V \in L^{3/2}(\mathbb{R}^3) \cap L^1(\mathbb{R}^3)$, with $V(x)|x| \in L^{6/5}(\mathbb{R}^3)$ and $\int V < 0$. Let $\alpha$ be a minimizer of the zero-temperature BCS functional (3.61). Then $\Xi$ defined in (3.62) is strictly positive, and the corresponding momentum distribution $\hat{\gamma}$ in (3.59) is continuous.

One of the difficulties involved in evaluating $\Xi$ is the potential non-uniqueness of minimizers of (3.60), and hence non-uniqueness of solutions of the BCS gap equation (3.61). The gap $\Xi$ may depend on the choice of $\Delta$ in this case. For potentials $V$ with non-positive Fourier transform, however, one can prove the uniqueness of $\Delta$ and, in addition, one can derive the precise asymptotic behavior of $\Xi$ in the weak coupling limit $\lambda \to 0$.

**Theorem 3.5 (Energy gap at weak coupling).** Assume that $V \in L^1(\mathbb{R}^3) \cap L^{3/2}(\mathbb{R}^3)$ is radial, with $V(p) \leq 0$ and $\hat{V}(0) < 0$, and $\mu > 0$. Then there is a unique minimizer (up to a constant phase) of the zero-temperature BCS functional (3.60). The corresponding energy gap, $\Xi = \inf_p \sqrt{(p^2 - \mu)^2 + |\Delta(p)|^2}$, is strictly positive, and satisfies

$$\lim_{\lambda \to 0} \left( \ln \left( \frac{\mu}{\Xi} \right) + \frac{1}{\sqrt{\mu b_{\mu}(\lambda)}} \right) = 2 - \ln(8).$$  (3.63)

Here, $b_{\mu}(\lambda)$ is defined in (3.49).

Theorem 3.5 says that, for small $\lambda$, $\Xi \sim \mu \frac{8}{e^2} e^{1/(\sqrt{\mu b_{\mu}(\lambda)})}$. In particular, in combination with Theorem 3.3, we obtain the universal ratio

$$\lim_{\lambda \to 0} \frac{\Xi}{T_c} = \frac{\pi}{e^\gamma} \approx 1.7639.$$

That is, the ratio of the energy gap $\Xi$ and the critical temperature $T_c$ tends to a universal constant as $\lambda \to 0$, independently of $V$ and $\mu$. This property has been observed before for the original BCS model with rank one interaction [31].

4. Derivation of the Ginzburg–Landau functional

We now return to the original BCS functional (1.2) lacking translation invariance and including external fields. We are interested in the regime where the system is “almost” translation-invariant, in the sense that the external fields are weak
and slowly varying. In other words, they vary only on very large length scales when compared to microscopic distances, hence we have to study the system in a very large box $C$. Assume that $C$ has linear size $h^{-1}$, with $h$ a small parameter. We then think of the external fields as functions of the form $W(hx)$ and $A(hx)$, respectively, i.e., they vary on the scale of the system size. The interaction potential $V$, in contrast, is $h$-independent and varies on the microscopic scale of order one. Mathematically it is somewhat more convenient to rescale all lengths by $h$, and consider the macroscopic scale to be order one while the microscopic length scale is $h$. I.e., we work on a fixed, $h$-independent domain $C$ with external fields $W(x)$ and $A(x)$, but the interaction potential is now of the form $V(x/h)$. Moreover, the momentum operator takes the form $-ih \nabla$ in these new variables. This explains the choice of the letter $h$ for our small parameter; it shows up as an effective Planck constant in the scaling we choose.

The external forces applied to the system thus vary on the size of the sample, the macroscopic scale, whereas the fermions interact on a much smaller scale, the microscopic scale. The ratio of these length scales is denoted by $h$. Additionally we assume the external fields to be weak. The appropriate magnitude turns out to be such that the fields are of the form $hA(x)$ and $h^2W(x)$, respectively. They then lead to a relative change in energy of the order $h^2$. Correspondingly, we shall consider a temperature range where $T$ is very close to the critical temperature (for the translation-invariant problem), more precisely $|T - T_c| \sim h^2$. In this regime, the Cooper-pair wavefunction will be very small and the BCS gap equation effectively becomes linear. The external fields then lead to a variation of the pair wavefunction in its center-of-mass coordinate on the macroscopic scale, and this variation turns out to be described by the Ginzburg–Landau (GL) model. The behavior in the relative coordinate turns out not to be effected by the external fields. This is due to the above mentioned fact that we are in a regime where the gap equation effectively becomes linear, hence variations in magnitude do not effect the solution of the equation.

In order to avoid having to deal with boundary conditions at the boundary of the sample $C$, it is more convenient to think of the system as infinite and periodic, and to calculate all energies per unit volume. More precisely, let $C = [0,1]^d$ be the unit cube in $\mathbb{R}^d$, and consider states $\Gamma$ that are periodic, i.e., commute with translations by one in any of the $d$ coordinate directions. Assume also that $W$ and $A$ are periodic functions. The relevant BCS energy functional under consideration here is then of the form

$$\mathcal{F}(\Gamma) = \text{Tr} \left[ \left( (-ih \nabla + hA(x))^2 - \mu + h^2W(x) \right) \gamma \right] - T S(\Gamma) + \int_{\mathbb{R}^d \times C} V(h^{-1}(x-y))|\alpha(x,y)|^2 \, dx \, dy,$$

(4.1)

where the entropy $S(\Gamma)$ takes the usual form $S(\Gamma) = -\text{Tr} \Gamma \ln \Gamma$, and where $\text{Tr}$ stands now for the \textit{trace per unit volume}. More precisely, if $B$ is a periodic operator then $\text{Tr} B$ equals, by definition the (usual) trace of $\chi B$, with $\chi$ the characteristic function of $C$. Note that due to the infinite size of the system, one of the integrations in the last interaction term in (4.1) now extends over all of $\mathbb{R}^d$. In the remainder of this section, we will study the BCS functional (4.1). We will follow closely [12, 13, 14]. For simplicity, we restrict our attention to the case $d = 3$ here, but a similar analysis applies in one and two dimensions as well.
4.1. The Ginzburg–Landau model. The Ginzburg–Landau model [17] is a phenomenological model for superconducting materials. The model is macroscopic in nature. There are no single particles involved. The state of superconductivity is described by a macroscopic wave function, also called order parameter, describing the collective motion of the particles like in the case of a BEC or a laser. Imagine a sample of such a material occupying a three-dimensional box $C$. If $W$ denotes a scalar external potential, and $A$ a magnetic vector potential, the Ginzburg–Landau functional is given as

$$E_{GL}(\psi) = \int_C \left( |(-i\nabla + 2A(x))\psi(x)|^2 + \lambda_1 W(x)|\psi(x)|^2 - \lambda_2 D|\psi(x)|^2 + \lambda_3 |\psi(x)|^4 \right) dx, \quad (4.2)$$

where $\psi \in H^1(C)$. In fact, in the case of an infinite, periodic system considered here, $\psi$ will have to be restricted to $H^1_{per}(C)$, the periodic functions that are locally in $H^1$. Note that there is no normalization condition on $\psi$. It is, for instance, allowed to be identically zero, corresponding to the normal state of vanishing superconductivity.

Note the factor 2 in front of the $A$-field, which is reminiscent of the fact that $\psi$ describes pairs of particles. The microscopic functional $(4.1)$ does not have such a factor 2, as it describes single particles. The form of the Ginzburg–Landau functional is chosen in the precise way as it comes out in the limit $\hbar \to 0$, close to the critical temperature $T_c$, from the BCS functional $(4.1)$. The $\lambda_i$ in $(4.1)$ are real parameters, with $\lambda_2, \lambda_3 > 0$. They only depend on the microscopic parameters of the system, namely on $V$ and on the chemical potential $\mu$. The parameter $D$, however, is related to the difference of $T$ to the critical temperature $T_c$ (for the translation-invariant problem), in the form

$$T = T_c(1 - Dh^2).$$

By simple rescaling of $\psi$, we could take $\lambda_3 = 2|D\lambda_2|/D$ if $D \neq 0$. If $D > 0$, one could then complete the square in the second line of $(4.2)$ and write it as $\lambda_3(1 - |\psi(x)|^2)^2$ instead of a formulation frequently found in the literature. Since $D$ can have either sign, however, we prefer to use the more general formulation in $(4.2)$ here. The function $\psi$ is interpreted as the order parameter of the system. In the absence of external fields, i.e., for $W = 0$ and $A = 0$, the minimum of $(4.2)$ is attained at $|\psi(x)|^2 = D\lambda_2/(2\lambda_3)$ for $D > 0$, or at $\psi \equiv 0$ for $D \leq 0$, respectively. This is an easy consequence of the fact that the graph of the function $t \mapsto -\lambda_2 Dt^2 + \lambda_3 t^4$ has the shape of a Mexican hat, or double well, potential if $D > 0$, with its minimum at $t^2 = D\lambda_2/(2\lambda_3)$, while it is a simple single well with global minimum at $t = 0$ if $D \leq 0$.

Since the quartic term in the GL functional $(4.2)$ is positive, and $\psi = 0$ is a critical point of the functional, we conclude that the GL functional $\mathcal{E}_{GL}(\psi)$ is minimized by a non-trivial $\psi$, i.e., a $\psi \neq 0$, if and only if the Hessian of $\mathcal{E}_{GL}(\psi)$ at $\psi = 0$ has a negative eigenvalue, i.e., if

$$\frac{1}{2} \frac{d^2}{dt^2} \mathcal{E}_{GL}(t\phi) \bigg|_{t=0} = \langle \phi | (-i\nabla + 2A(x))^2 + \lambda_1 W(x) - \lambda_2 D |\phi \rangle$$

This is, in fact, the convention used in Ref. [12].
can be made negative for a \( \phi \in H^1_{\text{per}}(\mathcal{C}) \). This leads directly to the definition of the critical parameter \( D_c \) given by

\[
D_c = \frac{1}{\lambda_2} \inf \text{spec} \left( (-i\nabla + 2A(x))^2 + \lambda_1 W(x) \right),
\]

where the operator on the right side is understood as an operator on \( L^2(\mathcal{C}) \) with periodic boundary conditions. Observe the analogy to the parameter \( T_c \) which was determined by the second derivative of the translation-invariant BCS functional in the previous section. As explained below, the critical GL parameter \( D_c \) actually turns out to correspond to the shift of order \( h^2 \) in the critical temperature of the BCS functional (4.1) due to the introduction of the external fields.

We note that there is a considerable literature \([10, 19, 35]\) concerning functionals of the type (4.2) and their minimizers, usually with an additional term added corresponding to the magnetic field energy. Such a term plays no role here since \( A \) is considered a fixed, external field.

4.2. Main results. We shall now explain our main results concerning the connection between the BCS functional (4.1) and the Ginzburg–Landau model (4.2). They are valid under the following assumptions on the potentials entering the definition of (4.1).

**Assumption 4.1.** We assume both \( W \) and \( A \) to be periodic with period 1. We further assume that \( \hat{W}(p) \) and \( |\hat{A}(p)|/(1 + |p|) \) are summable, with \( \hat{W}(p) \) and \( \hat{A}(p) \) denoting the Fourier coefficients of \( W \) and \( A \), respectively. In particular, \( W \) is bounded and continuous and \( A \) is in \( C^1(\mathbb{R}^3) \).

**Assumption 4.2.** The potential \( V \) is radial and is such that \( T_c > 0 \) for the translation-invariant problem, and that \( K_{T_c} + V \) has a non-degenerate ground state eigenvalue 0, whose corresponding eigenfunction will be denoted by \( \alpha_0 \).

The operator \( K_T \) was introduced in the previous section. Sufficient conditions for Assumption 4.2 to be satisfied are discussed there. We note that it is not necessary to assume that \( V \) is radial; we do this here only for simplicity so that some of the formulas below simplify.

As before, we define the normal state \( \Gamma_0 \) as the minimizer of the BCS functional in the absence of interactions, i.e., when \( V = 0 \). That is,

\[
\Gamma_0 := \begin{pmatrix} \gamma_0 & 0 \\ 0 & 1 - \gamma_0 \end{pmatrix} = \frac{1}{1 + e^{H_0/T}},
\]

where

\[
\gamma_0 = \frac{1}{1 + e^{(-i\hbar \nabla + \hbar A(x))^2 + \hbar^2 W(x) - \mu)/T},
\]

and

\[
H_0 = \begin{pmatrix} (-i\hbar \nabla + \hbar A(x))^2 - \mu + \hbar^2 W(x) & 0 \\ 0 & -(i\hbar \nabla + \hbar A(x))^2 - \mu + \hbar^2 W(x) \end{pmatrix}
\]

We have

\[
\mathcal{F}(\Gamma_0) = -T \text{Tr} \ln \left( 1 + \exp \left( -\left( (-i\hbar \nabla + \hbar A(x))^2 - \mu + \hbar^2 W(x) \right)/T \right) \right),
\]

which is \( O(h^{-3}) \) for small \( h \).
We consider temperatures $T$ close to $T_c$, of the form

$$T = T_c(1 - Dh^2)$$

(4.7)

for some $h$-independent parameter $D \in \mathbb{R}^3$. The following theorem, proved in [12], shows the emergence of the GL model (4.2) in the asymptotic behavior of $F(T, \mu) = \inf_\Gamma \mathcal{F}^{\text{GL}}(\psi)$, and the corresponding minimizers, as $h \to 0$.

**Theorem 4.1** (Derivation of the GL model). There exists a $\lambda_0 > 0$ and parameters $\lambda_1$, $\lambda_2$ and $\lambda_3$ in the GL functional [4.2] such that

$$\inf_\Gamma \mathcal{F}(\Gamma) = \mathcal{F}(\Gamma_0) + \lambda_0 h \inf_\psi \mathcal{E}^{\text{GL}}(\psi) + o(h)$$

(4.8)

as $h \to 0$, where $\Gamma_0$ is the normal state (4.4).

Moreover, if $\Gamma$ is a state such that $\mathcal{F}(\Gamma) \leq \mathcal{F}(\Gamma_0) + \lambda_0 h \inf_\psi \mathcal{E}^{\text{GL}}(\psi) + o(h)$, then there exists a $\psi_0 \in H^1_{\text{per}}(C)$ with $\mathcal{E}^{\text{GL}}(\psi_0) \leq \inf_\psi \mathcal{E}(\psi) + o(1)$ such that the corresponding Cooper-pair wavefunction $\alpha$ satisfies

$$\|\alpha - \alpha_{\text{GL}}\|_{L^2}^2 \leq o(1)\|\alpha_{\text{GL}}\|_{L^2}^2 = o(1)h^{-1}$$

(4.9)

where

$$\alpha_{\text{GL}}(x, y) = \frac{1}{2h^2} \left( \psi_0(x) + \psi_0(y) \right) \frac{1}{(2\pi)^{3/2}} \alpha_0 \left( \frac{h^{-1}(x - y)}{R} \right)$$

(4.10)

and the norm is understood in $L^2(\mathbb{R}^3 \times C)$.

**Remark 4.1.** The parameter $\lambda_0$ in Eq. (4.8) could of course be absorbed into the definition of $\mathcal{E}^{\text{GL}}$, and this was the convention used in [12]. Here we chose to work with the standard definition (4.2) having a factor 1 in front of the kinetic energy term, which results in the factor $\lambda_0$ showing up in (4.8).

**Remark 4.2.** Interpreting $\alpha_{\text{GL}}(x, y)$ in (4.10) as the integral kernel of a corresponding (periodic) operator $\alpha_{\text{GL}}$ on $L^2(\mathbb{R}^3)$, one can write the definition in (4.10) as

$$\alpha_{\text{GL}} = \frac{h}{2} \left( \psi_0(x) \hat{\alpha}_0(-ih\nabla) + \hat{\alpha}_0(-ih\nabla)\psi_0(x) \right).$$

(4.11)

That is, $\alpha_{\text{GL}}$ is the symmetrized product of the periodic function $\psi_0$, acting as a multiplication operator in configuration space, and $\hat{\alpha}_0$ acting a multiplication operator in momentum space. Hence one can think of it as the quantization of the semiclassical symbol $h\psi_0(x)\hat{\alpha}_0(p)$.

**Remark 4.3.** To leading order in $h$, the right side of (4.10) could as well be replaced by the expression

$$\frac{1}{(2\pi)^{3/2}h^2} \psi_0 \left( \frac{x + y}{2} \right) \alpha_0 \left( \frac{x - y}{h} \right),$$

(4.12)

corresponding to the Weyl quantization of $h\psi_0(x)\hat{\alpha}_0(p)$. In this way Theorem 4.1 demonstrates the role of the function $\psi$ in the GL model: It describes the center-of-mass motion of the Cooper-pair wavefunction, which close to the critical temperature equals (4.12) to leading order in $h$.

**Remark 4.4.** A similar analysis as the one leading to the proof of Theorem 4.1 can be used at $T = 0$ to study the low-density limit of the BCS model. In this limit, one obtains a Bose–Einstein condensate of fermion pairs, described by the Gross–Pitaevskii equation [26, 22].

---

4The results in Ref. [12] were stated for $D > 0$, but the proof is equally valid for $D \leq 0$. 
4.2.1. The coefficients $\lambda_i$. The coefficients $\lambda_0$, $\lambda_1$, $\lambda_2$ and $\lambda_3$ in Theorem 4.1 can be explicitly calculated. They are all expressed in terms of the critical temperature $T_c$ and the eigenfunction $\alpha_0$ corresponding to the zero eigenvalue of the operator $K_{F_e} + V$.

Specifically, if we denote by $t$ the Fourier transform of $2K_{F_e}\alpha_0$, we have

$$\lambda_0 = \frac{1}{16T_c^2} \int_{\mathbb{R}^3} t(q)^2 \left( g_1(\beta_c(q^2 - \mu)) + \frac{2}{3} \beta_c q^2 g_2(\beta_c(q^2 - \mu)) \right) \frac{dq}{(2\pi)^3}, \quad (4.13)$$

$$\lambda_1 = \lambda_0^{-1} \frac{1}{4T_c^2} \int_{\mathbb{R}^3} t(q)^2 g_1(\beta_c(q^2 - \mu)) \frac{dq}{(2\pi)^3}, \quad (4.14)$$

$$\lambda_2 = \lambda_0^{-1} \frac{1}{8T_c} \int_{\mathbb{R}^3} t(q)^2 \cosh^{-2} \left( \frac{\beta_c}{2} (q^2 - \mu) \right) \frac{dq}{(2\pi)^3}, \quad (4.15)$$

and

$$\lambda_3 = \lambda_0^{-1} \frac{1}{16T_c^2} \int_{\mathbb{R}^3} t(q)^2 \frac{g_1(\beta_c(q^2 - \mu))}{q^2 - \mu} \frac{dq}{(2\pi)^3}. \quad (4.16)$$

Here $\beta_c = T_c^{-1}$, and $g_1$ and $g_2$ denote the functions

$$g_1(z) = \frac{e^{2z} - 2ze^z - 1}{z^2(1 + e^z)^2} \quad \text{and} \quad g_2(z) = \frac{2e^z (e^z - 1)}{z(e^z + 1)^2}, \quad (4.17)$$

respectively. One can show [12] that $\lambda_0 > 0$. Note that $g_1(z)/z > 0$, hence also $\lambda_3 > 0$. The coefficient $\lambda_2$ is clearly positive. As mentioned in Section 4.1, the terms in the second line of the GL functional (4.2) are often written as $\kappa^2/2 (1 - |\psi(x)|^2)^2$ instead, with a suitable coupling constant $\kappa > 0$. In our notation, $\kappa$ corresponds to

$$\kappa = \sqrt{\lambda_2 D} \quad (4.18)$$

(in case $D > 0$, i.e., $T < T_c$).

**Remark 4.5.** Note that the normalization of $\alpha_0$ is irrelevant. If we multiply $\alpha_0$ by a factor $\lambda > 0$, then $\lambda_0$ and $\lambda_3$ get multiplied by $\lambda^2$, while $\lambda_1$ and $\lambda_2$ stay the same. Hence the GL minimizer $\psi_0$ gets multiplied by $\lambda^{-1}$, leaving both $\alpha_0 e^{\text{GL} (\psi_0)}$ and the product $\psi_0 \alpha_0$ unchanged. In particular, (4.8) and (4.10) are independent of the normalization of $\alpha_0$.

The methods developed to prove Theorem 4.1 can also be used to obtain a more precise estimate for the critical temperature in the BCS model (4.1) in the presence the external fields, which we shall denote as $T_{c^{\text{BCS}}}$. In fact, the following Theorem was proved in [14].

**Theorem 4.2** (External field dependence of critical temperature). Under assumptions (4.1) and (4.2) and with $D_e$ defined in (4.3), we have, for small $h$,

(a) the minimum of $\mathcal{F}(\Gamma)$ is attained by a state $\Gamma$ with non-vanishing $\alpha$, i.e., the system is in a superconducting state, if

$$T \leq T_c \left( 1 - h^2 (D_e - O(h^{1/2})) \right); \quad (4.19)$$

(b) the minimum of $\mathcal{F}(\Gamma)$ is attained by the normal state $\Gamma_0$ if

$$T \geq T_c \left( 1 - h^2 (D_e + O(h^{2/5})) \right). \quad (4.20)$$
Strictly speaking, this theorem does not prove the existence of a critical temperature \( T_{c}^{\text{BCS}} \) such that the normal state \( \Gamma_0 \) minimizes \( F \) if and only if \( T \geq T_{c}^{\text{BCS}} \). However, in case it does exist then Theorem 4.2 implies that
\[
T_{c}^{\text{BCS}} = T_c (1 - h^2 D_c) + o(h^2)
\]
as \( h \to 0 \).

**Remark 4.6.** Note that the critical parameter \( D_c \) in the Ginzburg–Landau model does not necessarily have a sign. The presence of an electric potential \( W \) can cause \( D_c \) to be negative, which means that the critical temperature can go up as a consequence of introducing external fields.

### 4.3. Sketch of the proof of Theorem 4.1

The strategy of the proof of Theorem 4.1 in [12] can be summarized in three steps as follows. To simplify things, we sketch the proof only in the case \( A = 0 \).

**Step 1:** Since we are only concerned with low energy states we restrict our attention to states \( \Gamma \) with lower energy than the normal state \( \Gamma_0 \), i.e.,
\[
F(\Gamma) \leq F(\Gamma_0) + O(h).
\]

As a first step we argue that for temperatures \( T \) close to the critical temperature \( T_c \), the corresponding pairing term \( \alpha \) necessarily has a specific form, corresponding to the translation-invariant minimizer as far as the behavior in the relative variable (on the microscopic scale) is concerned. More precisely, \( \alpha \) has to be of the following form.

**Proposition 4.1 (Structure of the pairing term).** If \( |T - T_c| = O(h^2) \) then for any state \( \Gamma \) with \( F(\Gamma) \leq F(\Gamma_0) + O(h) \), the corresponding \( \alpha \) satisfies
\[
\alpha = \frac{i}{2} (\psi(x)\hat{\alpha}_0(-ih\nabla) + \hat{\alpha}_0(-ih\nabla)\psi(x)) + \xi
\]
for some periodic function \( \psi \) with \( H^1(\mathcal{C}) \) norm bounded independently of \( h \), and with
\[
\|\xi\|_{H^1} \leq O(h)\|\alpha\|_{H^1} \leq O(h^{1/2}).
\]

Here we use the notation
\[
\|O\|_{H^1}^2 = \text{Tr} \left[ O^1 (1 - h^2 \nabla^2) O \right]
\]
as definition for the \( H^1 \)-norm of a periodic operator \( O \). In other words,
\[
\|O\|_{H^1}^2 = \|O\|_2^2 + h^2 \|\nabla O\|_2^2,
\]
where \( \|O\|_2 = (\text{Tr} O^1 O)^{1/2} \). Note that this definition of the \( H^1 \)-norm is not symmetric, i.e., \( \|O\|_{H^1} \neq \|O^1\|_{H^1} \) in general. The \( H^1(\mathcal{C}) \)-norm of \( \psi \) is the usual one
\[
\|\psi\|_{H^1(\mathcal{C})}^2 = \int_{\mathcal{C}} |\nabla \psi(x)|^2 dx + \int_{\mathcal{C}} |\psi(x)|^2 dx.
\]

Recall that the function \( \alpha_0 \) in (4.21) is the eigenfunction to the eigenvalue 0 of the operator \( K_T + V \). Modulo a normalization factor, this is the same to leading order in \( h \) as taking the actual minimizer of the translation-invariant problem (3.5) for \( T < T_c \), \( |T - T_c| \leq O(h^2) \). Proposition 4.1 shows that the Cooper-pair wavefunction \( \alpha \) of any approximate minimizer of the BCS functional close to the critical temperature necessarily equals the translation-invariant minimizer, which varies on
the microscopic scale, times a function which accommodates for the spatial variations coming from the external fields $A$ and $W$. These variations take place on the macroscopic scale.

Step 2: Associated with the above state $\Gamma$ we now construct a new state $\Gamma_\Delta$ via the decomposition (4.21), where we will omit the part $\xi$ which is of higher order for small $h$. To this aim we define the periodic operator

$$\Delta = -\frac{\hbar}{2}(\psi_<(x)t(-i\hbar\nabla) + t(-i\hbar\nabla)\psi_< (x)),$$

where, for technical reasons, we cut the high frequencies from the function $\psi$, i.e.,

$$\hat{\psi}_<(p) = \hat{\psi}(p)\theta(\epsilon h^{-1} - |p|)$$

for suitable (small) $\epsilon > 0$, and with

$$t(p) = -2(2\pi)^{-3/2}\int_{\mathbb{R}^3} V(x)\alpha_0(x)e^{-ip\cdot x}dx.$$  

(4.24)

The cutting of the high frequencies allows estimates of $\psi_<$ in the $H^2$ norm which is necessary for the semiclassical calculations we will have to perform. In terms of operator kernels we can write

$$\Delta(x, y) = \frac{h^{-2}}{(2\pi)^{3/2}}(\psi_<(x) + \psi_<(y))V(h^{-1}(x - y))\alpha_0(h^{-1}(x - y)).$$

(4.25)

The new state $\Gamma_\Delta$ is now defined as

$$\Gamma_\Delta = \begin{pmatrix} \gamma_\Delta & \alpha_\Delta \\ \bar{\alpha}_\Delta & \bar{\gamma}_\Delta \end{pmatrix} \frac{1}{1 + e^{\beta H_\Delta}}$$

(4.26)

where

$$H_\Delta = \begin{pmatrix} k & \Delta \\ \Delta & -k \end{pmatrix}, \quad k = -h^2\nabla^2 - \mu + h^2W(x).$$

(4.27)

Step 2 consists of showing that

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_\Delta) \geq -o(h).$$

(4.28)

That is, to the accuracy we are interested in, we might as well work with $\Gamma_\Delta$ instead of the original $\Gamma$.

Step 3: This step, which is actually the first step in the proof in (12), consists of showing that at the temperature $T = T_c(1 - Dh^2)$

$$\mathcal{F}(\Gamma_\Delta) - \mathcal{F}(\Gamma_0) = h\lambda_0\xi^{\text{GL}}(\psi_\langle) + o(h),$$

(4.29)

where the error term depends on the $H^1$ and $H^2$-norms of $\psi_\langle$. The calculation leading to (4.29) is a type of semiclassical analysis, with a semiclassical parameter $h$ playing the role of an effective Planck constant. In combination with (4.28) this gives the desired result (4.8) for $\mathcal{F}(\Gamma)$. 

4.4. **Useful identity and relative entropy inequality.** In the following we will deal with operator-valued \(2 \times 2\) matrices that are not necessarily locally trace-class due to their off-diagonal terms. The diagonal terms are locally trace-class, however, and for this reason we will have to introduce a slightly weaker notion of trace, via the trace of the diagonal blocks, i.e.,

\[
\text{Tr}_0 O = \text{Tr} \left[ P_0 O P_0 + Q_0 O Q_0 \right] \tag{4.30}
\]

with

\[
P_0 = \begin{pmatrix}
1 & 0 \\
0 & 0
\end{pmatrix} \tag{4.31}
\]

and \(Q_0 = 1 - P_0\). Note that if \(O\) is locally trace class, then \(\text{Tr}_0 O = \text{Tr} O\). This identity also holds for all non-negative operators \(O\), in the sense that either both sides are infinite or otherwise equal. The trace \(\text{Tr}_0\) will be useful for a convenient identity explained in Lemma 4.1 below.

Take any function \(\psi \in H^1_{\text{per}}(C)\) and define \(\alpha_{\text{GL}}\) as in (4.10) i.e.,

\[
\alpha_{\text{GL}} = \frac{1}{2} \left( \hat{\psi}(x) \hat{\alpha}_0(-ih \nabla) + \hat{\alpha}_0(-ih \nabla) \psi(x) \right).
\]

Construct as above the corresponding operator \(\Delta\) via its integral kernel

\[
\Delta(x, y) = 2 V(h^{-1}(x - y)) \alpha_{\text{GL}}(x, y).
\]

(4.32)

Then we obtain the following very useful identity.

**Lemma 4.1.**

\[
\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_0) = -\frac{T}{2} \text{Tr}_0 \left[ \ln \left( 1 + e^{-H_\Delta/T} \right) - \ln \left( 1 + e^{-H_0/T} \right) \right] \\
+ \frac{T}{2} H_0(\Gamma, \Gamma_\Delta) - \int \int_{\mathbb{R}^3 \times C} V(h^{-1}(x - y)) |\alpha_{\text{GL}}(x, y)|^2 \, dx \, dy \\
+ \int \int_{\mathbb{R}^3 \times C} V(h^{-1}(x - y)) |\alpha_{\text{GL}}(x, y) - \alpha(x, y)|^2 \, dx \, dy
\]

where \(\Gamma_\Delta = (1 + e^{H_\Delta/T})^{-1}\), \(H_\Delta\) is given as in (4.27), and \(H_0(\Gamma, \Gamma_\Delta)\) denotes the relative entropy

\[
\mathcal{H}(\Gamma, \Gamma_\Delta) = \text{Tr}_0 \left[ \Gamma (\ln \Gamma - \ln \Gamma_\Delta) + (1 - \Gamma) (\ln (1 - \Gamma) - \ln (1 - \Gamma_\Delta)) \right].
\]

(4.34)

**Proof.** Note that \(H_\Delta\) is unitarily equivalent to \(-H_\Delta\),

\[
U H_\Delta U^\dagger = -\tilde{H}_\Delta \quad \text{with} \quad U = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

(4.35)

Hence also \(U \Gamma_\Delta U^\dagger = 1 - \Gamma_\Delta\) and, in particular,

\[
S(\Gamma_\Delta) = -\frac{T}{2} \text{Tr}_0 \left[ \Gamma_\Delta \ln \Gamma_\Delta + (1 - \Gamma_\Delta) \ln(1 - \Gamma_\Delta) \right].
\]

(4.36)

Here, \(\text{Tr}\) could as well be replaced by \(\text{Tr}_0\), the sum of the traces per unit volume of the diagonal entries of a \(2 \times 2\) matrix-valued operator defined in (4.30), since the operator in question is negative. A simple calculation shows that

\[
\Gamma_\Delta \ln \Gamma_\Delta + (1 - \Gamma_\Delta) \ln(1 - \Gamma_\Delta) - \Gamma_0 \ln \Gamma_0 - (1 - \Gamma_0) \ln(1 - \Gamma_0)
= -\beta H_\Delta \Gamma_\Delta + \beta H_0 \Gamma_0 - \ln \left( 1 + e^{-\beta H_\Delta} \right) + \ln \left( 1 + e^{-\beta H_0} \right).
\]

(4.37)
By using this identity we infer that

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_0)
= \frac{1}{2} \text{Tr}_0 \left[ H_0 \Gamma - H_0 \Gamma_0 \right] - TS(\Gamma) + TS(\Gamma_0) + \int_{\mathbb{R}^3 C} V \left( \frac{x - y}{\hbar} \right) |\alpha(x, y)|^2 \, dx \, dy
= \frac{1}{2} \text{Tr}_0 \left[ H_\Delta \Gamma - H_0 \Gamma_0 \right] - TS(\Gamma) + TS(\Gamma_0)
- \Re \text{Tr} \Delta \bar{\alpha} + \int_{\mathbb{R}^3 C} V \left( \frac{x - y}{\hbar} \right) |\alpha(x, y)|^2 \, dx \, dy
= -\frac{T}{2} \text{Tr}_0 \left[ \ln \left( 1 + e^{-H_\Delta / T} \right) - \ln \left( 1 + e^{-H_0 / T} \right) \right]
+ \frac{1}{2} \text{Tr}_0 H_\Delta (\Gamma - \Gamma_\Delta) - TS(\Gamma) + TS(\Gamma_\Delta)
- \Re \text{Tr} \Delta \bar{\alpha} + \int_{\mathbb{R}^3 C} V \left( \frac{x - y}{\hbar} \right) |\alpha(x, y)|^2 \, dx \, dy \quad (4.38)$$

where we additionally used that

$$H_\Delta \Gamma - H_0 \Gamma = \left( \frac{\Delta \bar{\alpha}}{\Delta \gamma} \right) \left( \frac{\Delta (1 - \bar{\gamma})}{\Delta \alpha} \right) \quad (4.39)$$
in the first step. Recalling the definition of $\Delta$ we can complete the square and write

$$- \Re \text{Tr} \Delta \bar{\alpha} + \int_{\mathbb{R}^3 C} V \left( \frac{x - y}{\hbar} \right) |\alpha(x, y)|^2 \, dx \, dy
= \int_{\mathbb{R}^3 C} V \left( \frac{x - y}{\hbar} \right) |\alpha(x, y)|^2 \, dx \, dy
- \int_{\mathbb{R}^3 C} V \left( \frac{x - y}{\hbar} \right) |\alpha_{\text{GL}}(x, y)|^2 \, dx \, dy \quad (4.40)$$

Finally we use that

$$\beta \int_0^\infty H_\Delta (\Gamma - \Gamma_\Delta) - S(\Gamma) + S(\Gamma_\Delta)
= -\frac{1}{2} \text{Tr}_0 \left[ \Gamma \ln \Gamma - \ln \Gamma_\Delta \right] + (1 - \Gamma) \left( \ln (1 - \Gamma) - \ln (1 - \Gamma_\Delta) \right), \quad (4.41)$$

the last term being the relative entropy $H_0(\Gamma, \Gamma_\Delta)$, see (4.34). In order to see the first identity simply use the definition $\Gamma_\Delta = [1 + e^{\beta H_\Delta}]^{-1}$ and the obvious fact that

$$\beta H_\Delta = \ln (1 - \Gamma_\Delta) - \ln \Gamma_\Delta.$$

This implies the statement of the lemma. □

One of the main ingredients in the proof in [12] is the following lower bound on the relative entropy, whose proof in [12] Lemma 1] is done by applying Klein’s inequality, which basically says that one can treat the corresponding operators as if they were numbers. In fact, consider a non-negative function of two variables, $f(x, y)$, that can be decomposed as $f(x, y) = \sum_i f_i(x) g_i(y) \geq 0$. Then, for any two self-adjoint operators $A$ and $B$, $\text{Tr} f(A, B) \geq 0$, where the latter has to be understood as

$$\text{Tr} f(A, B) = \sum_i \text{Tr} f_i(A) g_i(B) \geq 0.$$
To see this let \(|a_m\rangle, |b_n\rangle\) be the eigenvectors corresponding to the eigenvalues \(\lambda_m\) and \(\mu_n\) of \(A\) and \(B\), respectively. Then
\[
\text{Tr} \, f(A, B) = \sum_n \sum_m \sum_i \langle a_m | f_1(A) g_i(B) | a_m \rangle
\]
\[
= \sum_n \sum_m \sum_i \langle a_m | f_1(A) | b_n \rangle \langle b_n | g_i(B) | a_m \rangle
\]
\[
= \sum_n \sum_m \sum_i \langle a_m | f_1(\lambda_m) | b_n \rangle \langle b_n | g_i(\mu_n) | a_m \rangle
\]
\[
= \sum_n \sum_m |\langle a_m | b_n \rangle|^2 f(\lambda_m, \mu_n) \geq 0.
\] (4.42)

The extension of this inequality to our setting, where we consider the trace per unit volume of periodic operators, is straightforward [12, Sect. 3].

**Lemma 4.2.** For any \(0 \leq \Gamma \leq 1\) and any \(\Gamma'\) of the form \((1 + e^H)^{-1}\) commuting with \(P_0\) in (4.31),
\[
\mathcal{H}_0(\Gamma, \Gamma') \geq \text{Tr} \left[ \frac{H}{\tanh(H/2)} \right] (\Gamma - \Gamma')^2 + \frac{4}{3} \text{Tr} \left[ (1 - \Gamma) - (1 - \Gamma') \right]^2.
\] (4.43)

**Proof.** It is elementary (but tedious) to show that for real numbers \(0 < x, y < 1\),
\[
x \ln \frac{x}{y} + (1 - x) \ln \frac{1 - x}{1 - y} \geq \frac{1 - y}{1 - 2y} (x - y)^2 + \frac{4}{3} (x(1 - x) - y(1 - y))^2.
\] (4.44)

The result then follows from Klein’s inequality. □

A similar bound as in (4.43), but without the last positive term, was derived earlier in [21].

### 4.5. Proof of the key steps.

#### 4.5.1. Step 1.
If we set \(\psi = 0\) in (4.32) and apply Lemma 4.1 we obtain the identity
\[
\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_0) = \frac{1}{2} \text{Tr}_0 \left[ \mathcal{H}_0(\Gamma, \Gamma_0) \right] + \int_{\mathbb{R}^2 \times C} V(h^{-1}(x - y)) |\alpha(x,y)|^2 \, dx \, dy.
\] (4.45)

Recall the definition of \(H_0\) in (4.33). It is a diagonal operator-valued \(2 \times 2\) matrix, with diagonal entries given by \(k\) and \(-\bar{k}\), see (4.27). Hence also
\[
\frac{H_0}{\tanh(\frac{\beta}{2} H_0)}
\]
is diagonal, and its diagonal entries of are given by the operator \(K_{T,W}\), which is equal to
\[
K_{T,W} = \frac{-h^2 \nabla^2 - \mu + h^2 W(x)}{\tanh \left( \frac{\beta}{2} (-h^2 \nabla^2 - \mu + h^2 W(x)) \right)}.
\] (4.46)

In particular, we have that
\[
\text{Tr}_0 \left[ \frac{H_0}{\tanh(\frac{\beta}{2} H_0)} \right] (\Gamma - \Gamma_0)^2 = 2 \text{Tr} \left[ K_{T,W} (\gamma - \gamma_0)^2 \right] + 2 \text{Tr} \left[ K_{T,W} \alpha \bar{\alpha} \right].
\] (4.47)

The last term can be conveniently rewritten as
\[
\text{Tr} \left[ K_{T,W} \alpha \bar{\alpha} \right] = \int_C \langle \alpha(\cdot, y) | K_{T,W} | \alpha(\cdot, y) \rangle \, dy,
\] (4.48)
where the inner product is in $L^2(\mathbb{R}^3)$ and we think of $K_{T,W}$ as acting only on the first variable of $\alpha$, at fixed second variable $y$.

Applying Lemma 4.2 with $H = \beta H_0$, we thus obtain the lower bound

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_0) \geq \int_C \langle \alpha(\cdot, y) | K_{T,W} + V(h^{-1}(\cdot - y)) | \alpha(\cdot, y) \rangle dy$$

$$+ \text{Tr} \left[ K_{T,W}(\gamma - \gamma_0)^2 \right] + \frac{2T}{3} \text{Tr} \left[ \Gamma(1 - \Gamma) - \Gamma_0(1 - \Gamma_0) \right]^2. \quad (4.49)$$

In the first term on the second line, we can use the simple fact that $K_{T,W} \geq 2T$. Moreover, for the last term, we observe that

$$\text{Tr} \left[ \Gamma(1 - \Gamma) - \Gamma_0(1 - \Gamma_0) \right]^2 \geq 2 \text{Tr} \left[ \gamma(1 - \gamma) - \gamma_0(1 - \gamma_0) - \alpha \bar{\alpha} \right]^2. \quad (4.50)$$

We further claim that

$$2 \text{Tr} \left[ (\gamma - \gamma_0)^2 \right] + \frac{4}{3} \text{Tr} \left[ (1 - \gamma) - \gamma_0(1 - \gamma_0) - \alpha \bar{\alpha} \right]^2 \geq \frac{4}{5} \text{Tr} \left( \alpha \bar{\alpha} \right)^2. \quad (4.51)$$

This follows easily from the triangle inequality

$$\|\alpha \bar{\alpha}\|_2 \leq \|\gamma(1 - \gamma) - \gamma_0(1 - \gamma_0) - \alpha \bar{\alpha}\|_2 + \|\gamma(1 - \gamma) - \gamma_0(1 - \gamma_0)\|_2$$

together with the fact that

$$\|\gamma(1 - \gamma) - \gamma_0(1 - \gamma_0)\|_2 \leq \|\gamma - \gamma_0\|_2, \quad (4.52)$$

which can be seen using Klein’s inequality, for instance. In combination with (4.49), we have thus shown that

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_0) \geq \int_C \langle \alpha(\cdot, y) | K_{T,W} + V(h^{-1}(\cdot - y)) | \alpha(\cdot, y) \rangle dy + \frac{4T}{5} \text{Tr}[\bar{\alpha} \alpha]^2. \quad (4.54)$$

As a next step, we want to get rid of the $W$ in the operator $K_{T,W}$. It was shown in [12, Lemma 2] that

$$K_{T,W} + V \geq \frac{1}{8} (K_T + V) - C h^2, \quad (4.55)$$

where $V$ is short for $V(h^{-1}(\cdot - y))$, $K_T$ is short for $K_{T,0}$ (which agrees with the definition 3.23 in the previous section, up to a change of variables $x \rightarrow x/h$), and $C$ is a constant depending only on $\|W\|_\infty$. The statement looks rather obvious, since the perturbation $h^2 W$ is bounded in norm by $C h^2$. However the detailed calculation is rather lengthy, and we will not repeat it here but rather refer to [12]. It uses, e.g., the operator monotonicity of the function $x/\tanh x$ in $x^2$. The factor $1/8$ in (4.55) can be replaced by any number less than 1, at the expense of increasing the constant $C$.

From (4.54) and (4.55), we conclude that

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_0) \geq \frac{1}{8} \int_C \langle \alpha(\cdot, y) | K_T + V(h^{-1}(\cdot - y)) | \alpha(\cdot, y) \rangle dy$$

$$- C h^2 \|\alpha\|_2^2 + \frac{4T}{5} \text{Tr}[\bar{\alpha} \alpha]^2. \quad (4.56)$$

Moreover, since $T - T_c = O(h^2)$ by assumption, one easily sees that

$$K_T \geq K_{T_c} - O(h^2),$$

and thus (4.56) holds also with $K_T$ replaced by $K_{T_c}$ in the first line, at the expense of increasing the constant $C$. Recall that, by assumption, the operator $K_{T_c} + V(h^{-1}(\cdot - y))$ on $L^2(\mathbb{R}^3)$ has a unique ground state, proportional to $\alpha_0(h^{-1}(x-y))$, with
with ground state energy zero, and a gap above, which we shall denote by \( \kappa > 0 \).

Note that \( \kappa \) is independent of \( h \).

We are now considering states \( \Gamma \) with low energy, i.e., states which satisfy
\[
\mathcal{F}(\Gamma) \leq \mathcal{F}(\Gamma_0).
\]

(4.57)

For such states we thus have
\[
\frac{1}{8} \int_C \langle \alpha(\cdot, y)|K_{T_x} + V(h^{-1}(\cdot - y))|\alpha(\cdot, y) \rangle \, dy + \frac{4T}{5} \text{Tr}[\bar{\alpha} \alpha]^2 \leq O(h^2)\|\alpha\|_2^2.
\]

(4.58)

Define the periodic function \( \psi \in L^2(\mathbb{C}) \) by
\[
\psi(y) = (2\pi)^{3/2} \left( h \int_{\mathbb{R}^3} |\alpha_0(x)|^2 \, dx \right)^{-1} \int_{\mathbb{R}^3} \alpha_0(h^{-1}(x - y)) \alpha(x, y) \, dx,
\]

(4.59)

and define an operator \( \xi_0 \) via the decomposition
\[
\alpha(x, y) = \psi(y) \frac{h^{-2}}{(2\pi)^{3/2}} \alpha_0(h^{-1}(x - y)) + \xi_0(x, y).
\]

(4.60)

Then the properties of \( K_{T_x} + V \) discussed above imply that
\[
\int_C \langle \alpha(\cdot, y)|K_{T_x} + V(h^{-1}(\cdot - y))|\alpha(\cdot, y) \rangle \, dy
\]
\[
= \int_C \langle \xi_0(\cdot, y)|K_{T_x} + V(h^{-1}(\cdot - y))|\xi_0(\cdot, y) \rangle \, dy \geq \kappa \|\xi_0\|_2^2.
\]

(4.61)

In combination with (4.58), this implies that \( \|\xi_0\|_2^2 \leq h^2\|\alpha\|_2^2 \), showing that for all states close enough to the normal state the part \( \xi_0 \) in the decomposition (4.60), measuring in a certain sense the depletion of the condensate of Cooper pairs described by \( \alpha_0 \), has to be of lower order. Additionally, thanks to the gap of order one above \( 0 \), there is a parameter \( \delta > 0 \) such that
\[
\int_C \langle \xi_0(\cdot, y)|K_{T_x} + V(h^{-1}(\cdot - y))|\xi_0(\cdot, y) \rangle \, dy
\]
\[
\geq \delta \int_C |\xi_0(\cdot, y)| - h^2 \nabla^2|\xi_0(\cdot, y)| \, dy,
\]

(4.62)

hence also
\[
\|\xi_0\|_{H^1}^2 \leq Ch^2\|\alpha\|_2^2.
\]

(4.63)

An application of Schwarz’s inequality to (4.59) further yields
\[
\|\psi\|_2^2 = \int_C |\psi(x)|^2 \, dx \leq (2\pi)^3 \frac{h\|\alpha\|_2^2}{\int_{\mathbb{R}^3} |\alpha_0(x)|^2 \, dx}.
\]

(4.64)

Moreover,
\[
h\|\alpha\|_2^2 = \frac{1}{(2\pi)^3} \int_C |\psi(x)|^2 \, dx \int_{\mathbb{R}^3} |\alpha_0(x)|^2 \, dx + h\|\xi_0\|_2^2
\]
\[
\leq (1 + O(h^2)) \frac{1}{(2\pi)^3} \int_C |\psi(x)|^2 \, dx \int_{\mathbb{R}^3} |\alpha_0(x)|^2 \, dx.
\]

(4.65)

Hence \( \|\psi\|_2^2 \) is bounded from above and below by \( h\|\alpha\|_2^2 \), and also \( \|\xi_0\|_{H^1} \leq ch\|\psi\|^2_2 \). Additionally we need an a-priori bound on \( \int_C |\nabla \psi(x)|^2 \, dx \). Again by using Schwarz’s
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\[ \int_{C} |\nabla \psi(x)|^2 \, dx \leq (2\pi)^3 h^2 \int_{\mathbb{R}^3} |(\nabla_{x} + \nabla_{y}) \alpha(x, y)|^2 \, dx \, dy \]  

(4.66)

In other words, the kinetic energy of \( \psi \) is dominated by the center-of-mass kinetic energy of \( \alpha \). In order to bound the latter, we use the inequality

\[ h^2 \int_{\mathbb{R}^3} |(\nabla_{x} + \nabla_{y}) \alpha(x, y)|^2 \, dx \, dy \leq C \int_{C} \langle \alpha(\cdot, y)|K_{T_{c}} + V(h^{-1}(\cdot - y))|\alpha(\cdot, y) \rangle \, dy \]  

(4.67)

for suitable \( C > 0 \). The bound (4.67) is proved in [12, Lemma 3]; it uses again the gap in the spectrum of \( K_{T_{c}} + V \) as well as the asymptotic behavior of \( K_{T_{c}} \) for large momentum. Eqs. (4.66) and (4.67) in combination with (4.58) imply that

\[ \int_{C} |\nabla \psi(x)|^2 \, dx \leq O(h)\|\alpha\|_2^2 \leq C\|\psi\|_2^2. \]  

(4.68)

In order to complete the proof of Prop. 4.1 we symmetrize \( \alpha \) in the form

\[ \alpha(x, y) = \frac{1}{2} (\psi(x) + \psi(y)) \frac{h^{-2}}{(2\pi)^{3/2}} \alpha_{0}(h^{-1}(x - y)) + \xi(x, y), \]  

(4.69)

where now

\[ \xi(x, y) = \xi_{0}(x, y) + \frac{1}{2} (\psi(x) - \psi(y)) \frac{h^{-2}}{(2\pi)^{3/2}} \alpha_{0}(h^{-1}(x - y)). \]  

(4.70)

Using the fact that

\[ h^{-6} \int_{\mathbb{R}^3} |\psi(x) - \psi(y)|^2 |\nabla \alpha_{0}(h^{-1}(x - y))|^2 \, dx \, dy \]

\[ = 4h^{-3} \sum_{p \in (2\pi\mathbb{Z})^3} |\hat{\psi}(p)|^2 \int_{\mathbb{R}^3} |\nabla \alpha_{0}(x)|^2 \sin^2 \left( \frac{1}{2} hp \cdot x \right) \, dx \]

\[ \leq h^{-1} \int_{C} |\nabla \psi(x)|^2 \, dx \int_{\mathbb{R}^3} |\nabla \alpha_{0}(x)|^2 |x|^2 \, dx \]

it is then easy to see that \( \xi \) satisfies the same \( H^1 \)-bound as \( \xi_{0} \) does, i.e.,

\[ \|\xi\|_{H^1(C)}^2 \leq Ch\|\psi\|_{H^1(C)}^2 \leq Ch\|\psi\|_2^2. \]  

(4.71)

The only thing left to complete the proof of Prop. 4.1 is to given an a-priori bound on \( \|\psi\|_2 \) that is independent of \( h \). In order to achieve this, the second term on the left side of (4.58), which was not used up to now, will be essential. To leading order in \( h \), we expect that \( \text{Tr}[\hat{\alpha}\hat{\alpha}] \approx h\|\psi\|_2^4 (2\pi)^{-3} \int_{\mathbb{R}^3} |\hat{\alpha}_0(q)|^2 \, dq \), and indeed in [12, Lemma 4] a bound was proved that quantifies the extent to which this holds true. Note that for functions on the unit cube

\[ \|\psi\|_4 \geq \|\psi\|_2. \]

The precise form of the bound in [12, Lemma 4] is not important for us here; the only relevant fact is the rough estimate

\[ \text{Tr}[\hat{\alpha}\hat{\alpha}] \geq Ch\|\psi\|_4^4 - Ch\|\psi\|_2^2 \]  

(4.72)
that follows from it. In combination with (4.58) it implies that

\[ Ch\|\psi\|_2^2 \geq Ch^2\|\alpha\|_2^2 \geq Ch\|\psi\|_2^4 - Ch\|\psi\|_2^2, \]  

which implies the desired a priori bound

\[ \|\psi\|_2^2 \leq C. \]

This concludes the proof of Prop. 4.1, and thus also Step 1.

4.5.2. Step 3. We shall present Step 3 before Step 2. In this step we shall evaluate the BCS energy of a trial state of the form

\[ \Gamma \Delta = \frac{1}{1 + e^{\beta H_\Delta}}, \]  

(4.74)

with

\[ \Delta(x, y) = 2V(h^{-1}(x - y))\alpha_{GL}(x, y) \]  

(4.75)

and

\[ \alpha_{GL} = \frac{h^2}{2}(\psi_0(x)\hat{\alpha}_0(-ih\nabla) + \hat{\alpha}_0(-ih\nabla)\psi_0(x)), \]

where \( \psi_0 \in H^2(C) \). In fact, for a trial state of this kind \( \Gamma_\Delta \) we obtain the following theorem.

**Theorem 4.3** (BCS energy of trial state).

\[
h^3 (F(\Gamma_\Delta) - F(\Gamma_0)) = -h^2(2\pi)^{-3}\|\psi_0\|_2^2 \left( \langle \alpha_0 | K_T K^{-1}_T K_T | \alpha_0 \rangle + \langle \alpha_0 | V | \alpha_0 \rangle \right) + \lambda_0 h^2 \left( E_{GL}(\psi_0) + \lambda_2 D\|\psi_0\|_2^2 \right) + O(h^5) \left( \|\psi_0\|_{H^1(C)}^6 + \|\psi_0\|_{H^1(C)}^6 + \|\psi_0\|_{H^2(C)}^2 \right). \]

(4.76)

This theorem shows that the trial state (4.74) for an appropriate choice of \( \psi_0 \) gives the correct upper bound to the BCS energy. The result of this theorem will also be essential for the lower bound, however. We will show below in Section 4.5.3 that the difference between \( h^3 F(\Gamma) \) and \( h^3 F(\Gamma_\Delta) \) is of higher order than \( h^4 \) if we choose \( \psi_0 \) to be the \( \psi \) from Proposition 4.1 or, more precisely, a slightly mollified version of it.

Note that the second line on the right side of (4.76) contains all the terms in the GL functional (4.2) except for the term \(-\lambda_2 D\|\psi_0\|_2^2 \). This last term is actually contained in the first line on the right side of (4.76), as we shall demonstrate below after the proof of Theorem 4.3.

---

5To see that (4.72) follows from [12, Lemma 4] simply note that we can assume that \( \|\psi\|_2 \leq C\|\psi\|_2^4 \) otherwise the right side of (4.72) is negative. Since we already know that \( \|\psi\|_{H^1} \leq C\|\psi\|_2 \) and thus also \( \|\psi\|_4 \leq C\|\psi\|_2 \) by Sobolev’s inequality, the desired result follows in a straightforward way.
Proof. For our choice of trial state $\Gamma\Delta$ we know from the identity in Lemma 4.1 that we can write the difference of the corresponding BCS energies in the form

$$\mathcal{F}(\Gamma\Delta) - \mathcal{F}(\Gamma_0)$$

$$= -\frac{1}{2\beta} \text{Tr}_0 \left[ \ln(1 + e^{-\beta H\Delta}) - \ln(1 + e^{-\beta H_0}) \right]$$

$$- \int\int_{\mathbb{R}^3 \times C} V\left(\frac{x-y}{\pi}\right) |\alpha_{GL}(x,y)|^2 \, dx \, dy$$

$$+ \int\int_{\mathbb{R}^3 \times C} V\left(\frac{x-y}{\pi}\right) |\alpha_{GL}(x,y) - \alpha_{\Delta}(x,y)|^2 \, dx \, dy. \quad (4.77)$$

The first term on the right side can be calculated via a semiclassical expansion using Cauchy’s integral formula

$$f(\beta H\Delta) - f(\beta H_0) = \frac{1}{2\pi i} \int_C f(\beta z) \left( \frac{1}{z-H\Delta} - \frac{1}{z-H_0} \right) \, dz \quad (4.78)$$

where $C$ is the contour $z = r \pm i\pi/2$, $r \in \mathbb{R}$, and $f(z) = \ln(1 + e^{\beta z})$. The integral on the right side has to be understood in the weak sense. By expanding the resolvent $1/(z-H\Delta)$ in $\Delta$ and the external fields one obtains the following lemma.

**Lemma 4.3.** With errors controlled by $H^1$ and $H^2$ norms of $\psi_0$, exactly as in (4.76), we have

$$-\frac{h^3}{2T} \text{Tr}_0 \left[ \ln \left( 1 + e^{-H\Delta/T} \right) - \ln \left( 1 + e^{-H_0/T} \right) \right]$$

$$= -h^2(2\pi)^{-3} \|\psi_0\|_2^2 \langle \alpha_0 | K_T K_T^{-1} K_{T^*} | \alpha_0 \rangle + h^4 D_4(\psi_0)$$

$$+ \lambda_0 h^4 \left( \mathcal{E}_{GL}(\psi_0) + \lambda_2 D \|\psi_0\|_2^2 \right) + O(h^5) \quad (4.79)$$

and

$$h^3 \int\int_{\mathbb{R}^3 \times C} V(h^{-1}(x-y)) |\alpha_{GL}(x,y)|^2 \, dx \, dy$$

$$= h^2(2\pi)^{-3} \|\psi_0\|_2^2 \langle \alpha_0 | V | \alpha_0 \rangle + h^4 D_4(\psi_0) + O(h^6) \quad (4.80)$$

for a suitable $D_4(\psi_0)$ proportional to $\|\nabla \psi_0\|_2^2$.

**Proof.** The proof of this lemma is given in Section 7 in [12], together with the estimates in Eqs. (4.10)–(4.13) there. We give here a sketch of the proof. Let again $k$ denote the operator

$$k = -h^2 \nabla^2 - \mu + h^2 W(x). \quad (4.81)$$

The resolvent identity and the fact that

$$\delta := H\Delta - H_0 = \begin{pmatrix} 0 & \Delta \\ \Delta & 0 \end{pmatrix} \quad (4.82)$$

is off-diagonal (as an operator-valued $2 \times 2$ matrix) implies the upper left entry of the difference between the resolvents of $H\Delta$ and the one of $H_0$ satisfies the identity

$$\left[ \frac{1}{z-H\Delta} - \frac{1}{z-H_0} \right]_{11} = I_1 + I_2 + I_3 \quad (4.83)$$

where

$$I_1 = \frac{1}{z-k} \Delta \frac{1}{z+k} \Delta^t \frac{1}{z-k}. \quad (4.84)$$
\[
I_2 = \frac{1}{z - k} \frac{\Delta \Delta^\dagger}{z + k} \frac{1}{z - k} \frac{\Delta}{z + k} \frac{1}{z - k},
\]
and
\[
I_3 = \left[ \frac{1}{z - H\Delta} \right]_{11} \frac{\Delta \Delta^\dagger}{z + k} \frac{\Delta}{z - k} \frac{\Delta}{z + k} \frac{\Delta^\dagger}{z - k} \frac{1}{z - k}.
\]

The main contributions leading to the Ginzburg–Landau functional are extracted from \( I_1 \) and \( I_2 \). The rest is estimated via the \( H^1(C) \) and \( H^2(C) \) norm of \( \psi_0 \). For instance, the contribution of the term \( I_3 \) can be bounded as
\[
\left\| \int f(\beta z) I_3 \, dz \right\|_1 \leq C h^3 \|\psi_0\|_{H^1(C)}^6 \|t\|_6^6.
\]
The proof is given in \cite[Lemma 8]{12}. As an example we calculate one term in the expansion explicitly. We have
\[
\frac{1}{z - k} = \frac{1}{z - k_0} + \frac{1}{z - k_0} (k - k_0) \frac{1}{z - k},
\]
where
\[
k_0 = -h^2 \nabla^2 - \mu,
\]
and hence
\[
k - k_0 = h^2 W(x).
\]
Using the resolvent identity \cite[(4.88)]{4.88} we can write \( I_1 = I_1^a + I_1^b \), where the main contribution comes from the term
\[
I_1^a = \frac{1}{z - k_0} \frac{\Delta \Delta^\dagger}{z + k_0} \frac{1}{z - k_0} \frac{1}{z - k}.
\]
By using the residue formula, one calculates explicitly
\[
\frac{1}{2\pi i} \text{Tr} \int f(\beta z) I_1^a \, dz
= \frac{h^2}{2\pi i} \sum_{p \in (2\pi Z)^3} |\hat{\psi}_0(p)|^2 
\times \int f(\beta z) \int (z - h^2 (p + q)^2 + \mu) (z + h^2 q^2 - \mu) \frac{dq}{(2\pi)^3} \, dz
= h^{-1} \sum_{p \in (2\pi Z)^3} |\hat{\psi}_0(p)|^2 G(hp),
\]
where \( G(p) \) equals
\[
\frac{-\beta}{4} \int_{\mathbb{R}^3} \frac{(t(q + p) + t(-q))}{(q + p)^2 + q^2 - 2\mu} \tan \left( \frac{1}{2} \beta ((q + p)^2 - \mu) \right) \frac{dq}{(2\pi)^3}.
\]
One now expands \( G(hp) \) in powers of \( h^2 \), and uses
\[
|G(hp) - G(0) - h^2 \frac{1}{2} (p \cdot \nabla)^2 G(0)| \leq Ch^4 |p|^4
\]
for some constant \( C \) which can be estimated in terms of \( t \) and its derivatives. After inserting this bound in \cite[(4.92)]{4.92}, this gives an error of the order \( h^3 |\psi_0|^6_{H^2} \). The term \( \frac{1}{2}(p \cdot \nabla)^2 G(0) \) recovers both the gradient term in the Ginzburg–Landau functional.
and the term $D_4(\psi_0)$, and is proportional to $h \int_G |\nabla \psi_0(x)|^2 dx$ after insertion into (4.92). For the lowest order term, we have

$$G(0) = -\frac{\beta}{4} \int_{\mathbb{R}^3} t(q)^2 \frac{\tanh \left( \frac{1}{2} \beta(q^2 - \mu) \right)}{q^2 - \mu} \frac{dq}{(2\pi)^3}.$$  \hspace{1cm} (4.95)

Using the definition of $t$ in terms of $\alpha_0$, this can be rewritten as

$$G(0) = \frac{\beta}{(2\pi)^3} \langle \alpha_0 | K_{T_c} - 1/2 | K_{T_c} | \alpha_0 \rangle.$$  \hspace{1cm} (4.96)

This yields the first term on the right side of (4.79). The other terms can be calculated in a similar manner, and we refer to [12] for the details.

To conclude the proof of Thm. 4.3 it remains to estimate the last term in (4.77). This involves similar techniques and semiclassical estimates as in the proof of Lemma 4.3 and we refer to [12], specifically Theorem 3 and Eqs. (4.14)–(4.18) there, for details. The result is that

$$\left| \int_{\mathbb{R}^3} V\left(\frac{x-x}{h}\right) |\alpha_{\text{GL}}(x,y) - \alpha_\Delta(x,y)|^2 \, dx \, dy \right| \leq Ch^3 \left( \|\psi_0\|^9_{H^1(C)} + \|\psi_0\|^2_{H^2(C)} \right).$$  \hspace{1cm} (4.97)

This concludes our (sketch of the) proof of Theorem 4.3.

Finally observe that

$$\langle \alpha_0 | K_{T_c} \left( \frac{1}{K_{T_c}} - \frac{1}{K_T} \right) K_{T_c} | \alpha_0 \rangle = \langle \alpha_0 | K_{T_c} \left( \frac{1}{K_{T_c}} - \frac{1}{K_T} \right) K_{T_c} | \alpha_0 \rangle,$$

where we used that $(K_{T_c} + V)\alpha_0 = 0$. We can rewrite this expression in terms of $t$ as

$$\langle \alpha_0 | K_{T_c} \left( \frac{1}{K_{T_c}} - \frac{1}{K_T} \right) K_{T_c} | \alpha_0 \rangle = \frac{1}{4} \int_{\mathbb{R}^3} t(q)^2 \frac{\tanh \left( \frac{1}{2} \beta(q^2 - \mu) \right) - \tanh \left( \frac{1}{2} \beta_c(q^2 - \mu) \right)}{q^2 - \mu} \frac{dq}{q^2 - \mu}.$$  \hspace{1cm} (4.98)

For temperatures $T = T_c(1 - Dh^2)$ we evaluate

$$\frac{1}{4} \int_{\mathbb{R}^3} t(q)^2 \frac{\tanh \left( \frac{1}{2} \beta(q^2 - \mu) \right) - \tanh \left( \frac{1}{2} \beta_c(q^2 - \mu) \right)}{q^2 - \mu} \frac{dq}{q^2 - \mu} = \frac{1}{8} h^2 \beta_c D \int_{\mathbb{R}^3} t(q)^2 \cosh^{-2} \left( \frac{1}{2} \beta_c(q^2 - \mu) \right) \, dq + O(h^4),$$

$$= (2\pi)^3 \lambda_0 D \lambda_2 + O(h^4).$$  \hspace{1cm} (4.99)

Altogether we therefore obtain for $T = T_c(1 - Dh^2)$

$$h^3 \left[ F(\Gamma_\Delta) - F(\Gamma_0) \right] = \lambda_0 h^4 E^{\text{GL}}(\psi_0)$$

$$+ O(h^5) \left( \|\psi_0\|^4_{H^1(C)} + \|\psi_0\|^2_{H^2(C)} \right) + O(h^6) \left( \|\psi_0\|^6_{H^1(C)} + \|\psi_0\|^2_{H^2(C)} \right).$$  \hspace{1cm} (4.100)
4.5.3. Step 2. Recall the decomposition

$$\alpha(x, y) = \frac{1}{2} (\psi(x) + \psi(y)) \frac{h^{-2}}{(2\pi)^{3/2}} \alpha_0(h^{-1}(x - y)) + \xi(x, y)$$

from Prop. 4.1. Since $\xi$ is of higher order in $h$ than the first term, we can use the $\psi$ from this decomposition as an input in the construction of the trial state \[4.74\] in the previous step. The semiclassical estimates involve the $H^2$-norm of $\psi$, however, while a-priori we only have a bound on its $H^1$-norm. Hence we perform a high-momentum cutoff of $\psi$ and absorb the error term into $\xi$.

More precisely, pick some small $\epsilon > 0$, which we will later choose as $\epsilon = h^{1/5}$, we define the part of $\psi$ whose momenta are smaller than $\epsilon h^{-1}$ as $\psi_{<}$. That is, in terms of the Fourier coefficients we have

$$\hat{\psi}_{<}(p) = \hat{\psi}(p) \theta(\epsilon h^{-1} - |p|),$$

where $\theta$ denotes the Heaviside step function, i.e., $\theta(t) = 1$ for $t \geq 0$, and 0 otherwise. The function $\psi_{<}$ is thus smooth, and its $H^2$-norm is bounded by

$$\|\psi_{<}\|_{H^2(C)} \leq \|\psi\|_{H^2(C)}^2 + \epsilon^2 h^{-2} \|\psi\|_{H^1(C)}^2.$$

Let also $\psi_{>} = \psi - \psi_{<}$. Its $L^2(C)$ norm is bounded by

$$\int_C |\psi_{<}(x)|^2 dx = \sum_p |\psi_{<}(p)|^2 \leq h^2 \epsilon^{-2} \sum_p |\psi_{>}(p)|^2 |p|^2 \leq h^2 \epsilon^{-2} \|\psi\|_{H^1(C)}^2.$$ We absorb the part $\frac{1}{2}(\psi_{<}(x) + \psi_{<}(y))\alpha_0(h^{-1}(x - y))$ into $\xi(x, y)$, and write

$$\alpha(x, y) = \frac{1}{2} (\psi_{<}(x) + \psi_{<}(y)) \frac{h^{-2}}{(2\pi)^{3/2}} \alpha_0(h^{-1}(x - y)) + \sigma(x, y)$$

where

$$\sigma(x, y) = \xi(x, y) + \frac{1}{2} (\psi_{>}(x) + \psi_{>}(y)) \frac{h^{-2}}{(2\pi)^{3/2}} \alpha_0(h^{-1}(x - y)).$$

With \[4.71\] we conclude that

$$\|\sigma\|_{H^1} \leq C h(1 + \epsilon^{-2}) \|\psi\|_{H^1(C)}^2$$

(recall the definition \[4.22\] for the $H^1$-norm of a periodic operator).

Let now

$$\Delta = -\frac{h}{2}(\psi_{<}(x)t(-ih\nabla) + t(-ih\nabla)\psi_{<}(x)).$$

Its integral kernel is given in \[4.26\], with $\psi$ replaced by $\psi_{<}$. Using the identity \[4.33\] with $\psi_0 = \psi_{<}$ we obtain

$$\mathcal{F}^{BCS}(\Gamma) - \mathcal{F}^{BCS}(\Gamma_0)$$

$$= -\frac{T}{2} \text{Tr} \left[ \ln(1 + e^{-\beta H_0}) - \ln(1 + e^{-\beta H_0}) \right]$$

$$- h^{-4} \int_{\mathbb{R}^3 \times C} \mathcal{V}(h^{-1}(x - y)) \left( \frac{1}{4} |\psi_{<}(x) + \psi_{<}(y)|^2 \alpha_0(h^{-1}(x - y)) \right)^2 \frac{dx dy}{(2\pi)^3}$$

$$+ \frac{1}{2} T \mathcal{H}_0(\Gamma, \Gamma_\Delta) + \int_{\mathbb{R}^3 \times C} \mathcal{V}(h^{-1}(x - y)) |\sigma(x, y)|^2 dx dy,$$
where $H_0$ denotes again the relative entropy. Using the semiclassical estimates from the previous step, together with our a-priori bounds on $\psi$, we arrive at

$$
F_{\text{BCS}}(\Gamma) - F_{\text{BCS}}(\Gamma_0) \\
\geq \hbar \lambda_0 \mathcal{E}^{\text{GL}}(\psi_<) - O(\hbar^2) - O(\hbar^3) \|\psi_<\|_{H^2(C)}^2 \\
+ \frac{1}{2} T H_0(\Gamma, \Gamma_\Delta) + \int_{\mathbb{R}^3 \times C} V(h^{-1}(x - y)) |\sigma(x, y)|^2 \, dx \, dy.
$$

(4.107)

As long as $\epsilon \ll 1$, the terms in the second line give the desired Ginzburg–Landau energy, due to (4.102).

With the aid of Lemma 4.2, applied to $H = \beta H_\Delta$, we can obtain the lower bound

$$
T H_0(\Gamma, \Gamma_\Delta) \geq \text{Tr} \left[ \frac{H_\Delta}{\tanh \frac{1}{2} \beta H_\Delta} (\Gamma - \Gamma_\Delta)^2 \right]
$$

(4.108)

on the relative entropy. Strictly speaking, we cannot directly apply Lemma 4.2, since $H_\Delta$ is not diagonal. A careful analysis shows that the inequality nevertheless holds, see [12, Lemma 5]. The right side should be properly interpreted as

$$
\text{Tr} \left[ (\Gamma - \Gamma_\Delta) \frac{H_\Delta}{\tanh \frac{1}{2} \beta H_\Delta} (\Gamma - \Gamma_\Delta) \right],
$$

i.e., it is the trace of a non-negative operator.

Using the operator-monotonicity of $x \mapsto \sqrt{x/\tanh \sqrt{x}}$ and our a-priori bounds on $\psi<$, it is not hard to show that

$$
\frac{H_\Delta}{\tanh \frac{1}{2} \beta H_\Delta} \geq \left( 1 - O(\hbar) - O(\sqrt{\epsilon h}) \right) K_T \otimes I_{C^2},
$$

which together with (4.108) implies that

$$
\frac{T}{2} H_0(\Gamma, \Gamma_\Delta) \geq \left( 1 - O(\hbar) - O(\sqrt{\epsilon h}) \right) \text{Tr} \left[ K_T(\alpha - \alpha_\Delta)^2 \right].
$$

If we write $\alpha - \alpha_\Delta = \sigma - \phi$, a semiclassical analysis as in the proof of Theorem 4.3 implies that $\|\phi\|_{H^1}^2 \leq O(\hbar^2)$. The $H^1$-norm of $\sigma$ can be bigger, see (4.105), but in combination with the last term in (4.107) we can again use the (almost) positivity of $K_T + V$ to bound this term. The details are somewhat messy and we refer to [14, Lemma 6.2] where it is shown that

$$
\frac{1}{2} T H_0(\Gamma, \Gamma_\Delta) + \int_{\mathbb{R}^3 \times C} V(h^{-1}(x - y)) |\sigma(x, y)|^2 \, dx \, dy
$$

$$
\geq -C \left( \hbar^2 \epsilon^{-1} + \hbar \epsilon + \hbar^3 \epsilon^{-3/2} \right).
$$

(4.109)

The optimal choice of $\epsilon$ is $\epsilon = O(\hbar^{1/5})$ in order to minimize the error. This concludes the (sketch of the) proof of Theorem 4.1.

4.6. Absence of external fields. Let us now consider the BCS energy functional (4.1) in the absence of external fields $W$ and $A$,

$$
\mathcal{F}(\Gamma) = \text{Tr} \left[ (-\hbar^2 \nabla^2 - \mu) \gamma \right] - T S(\Gamma) + \int_{\mathbb{R}^3 \times C} V(h^{-1}(x - y)) |\alpha(x, y)|^2 \, dx \, dy.
$$

We want to investigate whether its infimum is actually attained by the minimizer of the translation-invariant problem, which was studied in detail in Section 3. The proof that this holds true under suitable assumptions on the interaction potential...
$V$ is implicitly contained in [12] and is a simple consequence of Lemma 4.2. We shall spell it out in the following.

Let us assume we have a potential $V$ such that $T_c(V) > 0$. Then, as we saw in Section 3 there exists a non-trivial solution $\Delta_0$ of the BCS gap equation. If we write $\Delta_0(x) = 2V(x)\alpha_0(x)$, the gap equation has the form

$$(K_T^{\Delta_0} + V)\alpha_0 = 0.$$ 

Let us now make the assumption that

$$K_T^{\Delta_0} + V \geq 0. \tag{4.110}$$

By a Perron–Frobenius type argument, this can for instance be shown for potentials with non-positive Fourier transform, i.e., $\hat{V} \leq 0$. Let us sketch this proof. The main point is that, if $\hat{V} \leq 0$ then

$$\langle \hat{\alpha} | \hat{V}^\ast \hat{\alpha} \rangle \geq \langle |\hat{\alpha}| |\hat{V}^\ast |\hat{\alpha}| \rangle. \tag{4.111}$$

Assume now that $(\hat{\gamma}, \hat{\alpha})$ minimizes the translation-invariant BCS functional (3.5). Then

$$F(\hat{\gamma}, \hat{\alpha}) \geq F(\hat{\gamma}, |\hat{\alpha}|),$$

hence also $(\hat{\gamma}, |\hat{\alpha}|)$ is a minimizer. Consequently the Fourier transform of $|\hat{\alpha}(y)|$ is an eigenvector of $K_T^{\Delta_0} + V$ to the eigenvalue zero. Using (4.111) again implies the same property for the ground state eigenfunction of $K_T^{\Delta_0} + V$, implying that 0 has to be the lowest eigenvalue. In other words, (4.110) holds.

We remark that by continuity (4.110) also holds under Assumption 4.2 for $T$ close to $T_c$.

Now let $\Gamma_{\Delta_0}$ be the translation-invariant minimizer of the BCS functional, i.e.,

$$\Gamma_{\Delta_0} = \frac{1}{1 + e^{2H_{\Delta_0}}}. \tag{4.112}$$

Recall that $\Gamma_{\Delta_0}$ has $\alpha_0$ as its off-diagonal entry. With the aid of Lemma 4.1 applied to $\psi = 1$, we can write

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_{\Delta_0}) = \frac{T}{2} H_0(\Gamma, \Gamma_{\Delta_0}) + \int \int_{\mathbb{R}^3 \times C} V(x-y)\alpha(x, y) - \alpha_0(x-y)^2 \, dx \, dy, \tag{4.113}$$

where $H_0$ denotes again the relative entropy. Applying now Lemma 4.2 gives

$$\frac{T}{2} H_0(\Gamma, \Gamma_{\Delta_0}) \geq \frac{1}{2} \text{Tr}_0 \frac{H_{\Delta_0}}{\tanh \frac{T}{2} H_{\Delta_0}} (\Gamma - \Gamma_{\Delta_0})^2$$

$$\geq \text{Tr} K_T^{\Delta_0} (\hat{\alpha} - \hat{\alpha}_0) (\alpha - \alpha_0)$$

$$= \int_C \langle \phi(\cdot, y) | K_T^{\Delta_0} | \phi(\cdot, y) \rangle \, dy, \tag{4.114}$$

where we used that

$$\frac{H_{\Delta_0}}{\tanh \frac{T}{2} H_{\Delta_0}} = K_T^{\Delta_0} \otimes \mathbb{I}_2$$

and denoted $\alpha - \alpha_0 = \phi$ for brevity. Hence we obtain

$$\mathcal{F}(\Gamma) - \mathcal{F}(\Gamma_{\Delta_0}) \geq \int_C \langle \phi(\cdot, y) | K_T^{\Delta_0} + V(h^{-1}(-y)) | \phi(\cdot, y) \rangle \, dy \geq 0$$

under the assumption (4.110). We conclude that under this assumption the translation-invariant minimizer is in fact the true minimizer of the BCS functional (4.1) in the absence of external fields, i.e., translation symmetry is not broken.
Appendix A. Quasi-free states

In the Appendix we summarize some features of quasi-free states. The results and statements are taken from [2] (see also [37] for further details).

A.1. Bogoliubov transformations. A Bogoliubov transformation on $\mathcal{F}_\mathcal{H}$ is a unitary operator $W : \mathcal{F}_\mathcal{H} \to \mathcal{F}_\mathcal{H}$ associated to linear operators $v, w : \mathcal{H} \to \mathcal{H}$ such that for $\psi \in \mathcal{H}$, one has

$$Wa^\dagger(\psi)W^\dagger = a^\dagger(v\psi) + a(w\psi),$$

(A.1)

where $\bar{\psi}(x) = \overline{\psi(x)}$ denotes complex conjugation. As a unitary operator, $W$ leaves the canonical anticommutation relations invariant, i.e., the operators $Wa^\dagger(\psi)W^\dagger$ and $W(a(\phi)W^\dagger$ satisfy the canonical anticommutation relations. This implies that

$$U := \begin{pmatrix} v & w \\ w & \overline{v} \end{pmatrix} : \mathcal{H} \oplus \mathcal{H} \to \mathcal{H} \oplus \mathcal{H}$$

(A.2)

has to be unitary, where $T\psi := \overline{T\psi}$ for an arbitrary operator $T : \mathcal{H} \to \mathcal{H}$. Moreover, in order for $W$ to map the vacuum to a vector in $\mathcal{F}_\mathcal{H}$, it is necessary for $w$ to be a Hilbert–Schmidt operator. The latter property is known as the Shale–Stinespring criterion.

Conversely, any unitary operator of the form (A.2) with $w$ Hilbert–Schmidt defines a Bogoliubov transformation via (A.1).

A.2. $SU(2)$-invariance. We denote vectors $\psi \in \mathcal{H} = L^2(\mathbb{R}^3) \oplus L^2(\mathbb{R}^3) \cong L^2(\mathbb{R}^3) \otimes \mathbb{C}^2$ by

$$\psi = (\psi^\uparrow, \psi^\downarrow).$$

In other words, we think of $\psi$ as an element of $L^2(\mathbb{R}^3; \mathbb{C}^2)$ such that $\psi(x) \in \mathbb{C}^2$ for each $x \in \mathbb{R}^3$. A rotation in spin space is described by a matrix $S \in SU(2)$ which acts on $\mathcal{H}$ according to

$$(S\psi)_\nu(x) = \sum_{\sigma \in \{\uparrow, \downarrow\}} S_{\nu,\sigma} \psi_{\sigma}(x).$$

On the Fock space $\mathcal{F}_\mathcal{H}$ the action of $S \in SU(2)$ is given by the Bogoliubov transformation $W_S \in \mathcal{L}(\mathcal{F}_\mathcal{H})$, which transforms the creation and annihilation operators according to

$$W_Sa^\dagger(\psi)W_S^\dagger = a^\dagger(S\psi)$$

and

$$W_Sa(\psi)W_S^\dagger = a(S\psi).$$

It thus corresponds to $w = 0$ and $v = S$ in the notation (A.2).

A state $\rho$ is said to be invariant under spin rotations or shortly $SU(2)$-invariant if

$$\langle W_SAW_S^\dagger \rangle_{\rho} = \langle A \rangle_{\rho}$$

(A.3)

---

6 As already mentioned in Section 2, complex conjugation in an abstract Hilbert space corresponds to the choice of an anti-linear involution. The reason for its necessity is the antilinearity of the annihilation operator. Alternatively, one could define the annihilation operator to accept as its argument an element of $\mathcal{H}^*$ instead of $\mathcal{H}$ (i.e., one replaces $a$ by $\tilde{a}$, where $\tilde{a}(J\psi) = a(\psi)$ with $J : \mathcal{H} \to \mathcal{H}^*$ being the conjugate linear map such that $(J\psi)(\phi) = \langle \psi|\phi \rangle$, in which case the antilinearity would be naturally absorbed in $J$. This is the approach followed in [37].
for all operators $A$ on the Fock space. For quasi-free states $\rho$, $SU(2)$-invariance implies
\begin{equation}
\langle W S a^\dagger(\psi) a(\varphi) W^\dagger \rangle_{\rho} = \langle a^\dagger(S\psi) a(S\varphi) \rangle_{\rho} = \langle \varphi | S^\dagger \gamma S \psi \rangle = \langle \varphi | a \rangle \tag{A.4}.
\end{equation}
Consequently, in terms of $\Gamma$ the $SU(2)$-invariance can be conveniently expressed as
\[ S^\dagger \Gamma S = \Gamma \]
with
\[ S = \begin{pmatrix} S & 0 \\ 0 & S \end{pmatrix}. \]

A.3. The von-Neumann entropy $S(\rho)$.

**Lemma A.1.** Let $\rho$ be a quasi-free state with one-particle density matrix $\Gamma$. Then
\[ S(\rho) = -\text{Tr}_{\mathcal{F}_H} (\rho \ln \rho) = -\text{Tr}_{\mathcal{H} \oplus \mathcal{H}} (\Gamma \ln \Gamma). \]

For the proof of this equality, the following characterization of quasi-free states is useful:

**Lemma A.2.** For each quasi-free state $\rho$ with finite particle number, i.e., $\text{Tr} N \rho < \infty$, there is an orthonormal basis $\{\varphi_i\}_{i \in \mathbb{N}}$ of $\mathcal{H}$ and a Bogoliubov transformation $W$ on $\mathcal{F}_H$ such that
\begin{equation}
W^\dagger \rho W = \frac{1}{\text{Tr}_{\mathcal{F}_H} P e^Q} P e^Q, \tag{A.5}
\end{equation}
where
\[ Q = \sum_{i \in I} q_i a^\dagger(\varphi_i) a(\varphi_i) \]
with the $q_i$ satisfying
\[ \frac{e^{q_j}}{1 + e^{q_j}} = \langle a^\dagger(\varphi_j) a(\varphi_j) \rangle_{W^\dagger \rho W}, \]
$I = \{ j \in \mathbb{N} | \langle a^\dagger(\varphi_j) a(\varphi_j) \rangle_{W^\dagger \rho W} \neq 0 \}$, and $P$ is the projection onto the kernel of $\sum_{i \in \mathbb{N} \setminus I} a^\dagger(\varphi_i) a(\varphi_i)$.

**Proof.** Following [2, Proof of Theorem 2.3], we first find an orthonormal basis of $\mathcal{H} \oplus \mathcal{H}$ that diagonalizes the one-particle density matrix $\Gamma$ of $\rho$. Note that $\text{Tr} (\Gamma(1-\Gamma)) < \infty$ by the assumption of finite particle number. Hence, there is an orthonormal basis of eigenvectors of $\Gamma(1-\Gamma)$. If $\psi$ is an eigenvector of $\Gamma(1-\Gamma)$ to the eigenvalue $\lambda$, then so is $\Gamma \psi$. Since $\Gamma^2 \psi = \Gamma \psi - \lambda \psi$, it follows that $\Gamma$ leaves invariant the subspace $\{\psi, \Gamma \psi\}$, which is at most two-dimensional. We conclude that there is an orthonormal basis of $\mathcal{H} \oplus \mathcal{H}$ consisting of eigenvectors of $\Gamma$.

If $\psi = (\phi_1, \phi_2)$ is an eigenvector of $\Gamma$ with eigenvalue $\lambda$, then using the property that
\[ R^\dagger R = 1 - \Gamma \quad \text{with} \quad R = \begin{pmatrix} 0 & J \\ J & 0 \end{pmatrix} \]
and $J$ denoting complex conjugation, we find that $(\phi_2, \phi_1)$ is an eigenvector of $\Gamma$ with eigenvalue $1 - \lambda$. Thus we can find a unitary transformation $U$ on $\mathcal{H} \oplus \mathcal{H}$ of the form (A.2) that diagonalizes $\Gamma$, and an orthonormal basis of $\mathcal{H}$ consisting of eigenvectors of $\Gamma$.
By exchanging $\lambda_i$ and $1 - \lambda_i$, if necessary, we can assume that $\sum_i \lambda_i < \infty$ since
$$\text{Tr} \Gamma(1 - \Gamma) = 2 \sum_i \lambda_i(1 - \lambda_i) < \infty.$$  

In order to show that $U$ corresponds to a Bogoliubov transformation $W$ on $\mathcal{F}_H$ we need to show that the Shale–Stinespring criterion is satisfied, i.e., that the off-diagonal entry of $U$ is Hilbert–Schmidt. The finiteness of $\sum_i \lambda_i$ can be expressed as
$$\text{Tr} \left[ v^\dagger \gamma v + v^\dagger \alpha w + w^\dagger \alpha^\dagger v + w^\dagger (1 - \bar{\gamma}) w \right] < \infty,$$  

where we use the notations (2.12) and (A.2) for the entries of $\Gamma$ and $U$, respectively. The fact that $\gamma$ is trace-class implies that $\alpha$ is Hilbert–Schmidt, since $\alpha \alpha^\dagger \leq \gamma(1 - \gamma)$ due to $\Gamma^2 \leq \Gamma$. Hence (A.6) amounts to saying that
$$\text{Tr} \left( w^\dagger + v^\dagger \alpha \right) \left( w + \alpha^\dagger v \right) < \infty,$$  

i.e., $w + \alpha^\dagger v$ is Hilbert–Schmidt, which implies the desired result.

We conclude that $U^\dagger \Gamma U$ is the one-particle density matrix of a quasi-free state $W^\dagger \rho W$, with $W$ the Bogoliubov transformation corresponding to $U$. It is then a simple computation to check that $W^\dagger \rho W$ is indeed of the form (A.5). In fact, with $a_i = a(\varphi_i), \quad a_i^\dagger = a^\dagger(\varphi_i)$
we have that
$$\langle a_i^\dagger a_m \rangle_{W^\dagger \rho W} = \delta_{m,n} \lambda_n,$$  

and the off-diagonal terms $\langle a_i^\dagger a_m \rangle_{W^\dagger \rho W}$ vanish, since $U^\dagger \Gamma U$ is a diagonal matrix. The state $W^\dagger \rho W$ thus corresponds to the vacuum for all the modes with $\lambda_i = 0$. For any other mode, we have
$$\text{Tr}_{\mathcal{F}_i} (e^{q_i} a_i^\dagger a_i) = 1 + e^{q_i}, \quad \text{Tr}_{\mathcal{F}_i} (a_i^\dagger a_i e^{q_i} a_i^\dagger a_i) = e^{q_i},$$  

where the trace is understood only over the (two-dimensional) Fock space $\mathcal{F}_i$ corresponding to the mode $\varphi_i$. This leads to
$$\lambda_i = \langle a_i^\dagger a_i \rangle_{W^\dagger \rho W} = \frac{\text{Tr}_{\mathcal{F}_i} (a_i^\dagger a_i e^{q_i} a_i^\dagger a_i)}{\text{Tr}_{\mathcal{F}_i} (e^{q_i} a_i^\dagger a_i)} = \frac{e^{q_i}}{1 + e^{q_i}}.$$  

Note that
$$\text{Tr} \rho e^{q_i} a_i^\dagger a_i = \prod_i (1 + e^{q_i}) < \infty$$  

since $\sum_i \lambda_i < \infty$ and hence also $\sum_i e^{q_i} < \infty$.

We have thus shown that both sides of (A.5) are well-defined and both have the same generalized one-particle density matrix $\Gamma$. Since they are both quasi-free states, we conclude that they are indeed equal (since quasi-free states are uniquely determined by their one-particle density matrix).

**Proof of Lemma A.1.** By Lemma A.2 we can find a unitary transformation $U$ on $\mathcal{H} \oplus \mathcal{H}$ with corresponding Bogoliubov transformation $W$ on $\mathcal{F}_H$ such that $U^\dagger \Gamma U$ is the one-particle density matrix of
$$W^\dagger \rho W = \frac{1}{\text{Tr}_{\mathcal{F}_H} \rho e^{q_i} a_i^\dagger a_i} \rho e^{q_i} a_i^\dagger a_i.$$
Since the von-Neumann entropy $S(\rho)$ is invariant under unitary transformations, we have

$$-S(\rho) = \text{Tr}_{\mathcal{H}}(\rho \ln \rho) = \text{Tr}_{\mathcal{H}}(W^\dagger \rho W \ln(W^\dagger \rho W))$$

$$= \frac{1}{\text{Tr}_{\mathcal{H}} Pe\sum_i q_i a_i^\dagger} \text{Tr}_{\mathcal{H}} Pe\sum_i q_i a_i^\dagger \ln(e^{\sum_i q_i a_i^\dagger a_i}) - \ln(\text{Tr}_{\mathcal{H}} Pe\sum_i q_i a_i^\dagger a_i)$$

$$= \sum_n q_n \frac{1}{\text{Tr}_{\mathcal{H}} Pe\sum_i q_i a_i^\dagger a_i} \text{Tr}_{\mathcal{H}} Pe\sum_i a_i^\dagger a_i a_n - \ln(\prod_i (1 + e^{q_i}))$$

$$= \sum_i q_i \lambda_i - \sum_i \ln(1 + e^{\theta_i}),$$

(A.9)

where we used that $\text{Tr}_{\mathcal{H}}(W^\dagger \rho W a_i^\dagger a_i) = \lambda_i$. Since $q_i = \ln \lambda_i - \ln(1 - \lambda_i)$ and $1 - \lambda_i = 1/(1 + e^{\theta_i})$, we see further that the above expression equals

$$-S(\rho) = \sum_i \lambda_i \ln \lambda_i + \sum_i (1 - \lambda_i) \ln(1 - \lambda_i),$$

(A.10)

which is obviously equal to

$$\text{Tr}_{\mathcal{H}}(U^\dagger \Gamma U \ln(U^\dagger \Gamma U)) = -\text{Tr}_{\mathcal{H}} \Gamma \ln \Gamma.$$

This completes the proof. □
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