DEEP RELU NEURAL NETWORKS OVERCOME THE CURSE OF DIMENSIONALITY FOR PARTIAL INTEGRODIFFERENTIAL EQUATIONS

LUKAS GONON AND CHRISTOPH SCHWAB

Abstract. Deep neural networks (DNNs) with ReLU activation function are proved to be able to express viscosity solutions of linear partial integrodifferential equations (PIDEs) on state spaces of possibly high dimension $d$. Admissible PIDEs comprise Kolmogorov equations for high-dimensional diffusion, advection, and for pure jump Lévy processes. We prove for such PIDEs arising from a class of jump-diffusions on $\mathbb{R}^d$, that for any suitable measure $\mu^d$ on $\mathbb{R}^d$, there exist constants $C, p, q > 0$ such that for every $\varepsilon \in (0, 1]$ and for every $d \in \mathbb{N}$ the DNN $L^2(\mu^d)$-expression error of viscosity solutions of the PIDE is of size $\varepsilon$ with DNN size bounded by $Cd^p \varepsilon^{-q}$.

In particular, the constant $C > 0$ is independent of $d \in \mathbb{N}$ and of $\varepsilon \in (0, 1]$ and depends only on the coefficients in the PIDE and the measure used to quantify the error. This establishes that ReLU DNNs can break the curse of dimensionality (CoD for short) for viscosity solutions of linear, possibly degenerate PIDEs corresponding to suitable Markovian jump-diffusion processes.

As a consequence of the employed techniques we also obtain that expectations of a large class of path-dependent functionals of the underlying jump-diffusion processes can be expressed without the CoD.
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1. Introduction

1.1. Problem Formulation. Numerous models in science and engineering are based on stochastic differential equations (SDEs for short) with integrators being either diffusions, jump-processes or a combination of both. We mention only financial modelling of markets with exogenous shocks or noisy systems in life-sciences or economics. In the present paper, we consider a very general class of SDEs which comprises many of the models arising in the mentioned applications. Specifically, for each $x \in \mathbb{R}^d$ for a system with state space of finite, but possibly high, dimension $d \in \mathbb{N}$ we consider an $\mathbb{R}^d$-valued stochastic process $(X_{t}^{x,d})_{t \geq 0}$ satisfying the stochastic differential equation (SDE for short)

$$
(1.1) \quad dX_{t}^{x,d} = b^d(X_{t-}^{x,d})dt + \sigma^d(X_{t-}^{x,d})dB_t^d + \int_{\|z\|<1} f^d(X_{t-}^{x,d}, z) \tilde{N}^d(dt, dz) + \int_{\|z\|\geq 1} g^d(X_{t-}^{x,d}, z) N^d(dt, dz),
$$

for $t > 0$ and with $X_{0}^{x,d} = x$. In (1.1), $B^d$ is a $d$-dimensional standard Brownian motion and $N^d$ is an independent Poisson random measure on $\mathbb{R}_+ \times (\mathbb{R}^d \setminus \{0\})$ with intensity $\nu^d$ and compensated measure $\tilde{N}^d(dt, dz) = N^d(dt, dz) - dt \nu^d(dz)$, both defined on a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0})$ satisfying the usual conditions and independent of $\mathcal{F}_0$. The coefficient functions $b^d : \mathbb{R}^d \to \mathbb{R}^d$, $\sigma^d : \mathbb{R}^d \to \mathbb{R}^{d \times d}$, $f^d, g^d : \mathbb{R}^d \times (\mathbb{R}^d \setminus \{0\}) \to \mathbb{R}^d$ are assumed to be measurable and to satisfy some regularity and growth conditions specified later on. Here and throughout, unless explicitly stated otherwise, $\| \cdot \|$ shall denote the Euclidean norm of a vector $x \in \mathbb{R}^d$, i.e. $\|x\|^2 = \sum_{i=1}^d |x_i|^2$.

The goal of this paper is to derive, under suitable conditions, deep neural network expression rates for functionals of certain diffusions with jumps as in (1.1) (sometimes also referred to as “jump-diffusions” or as “Itô processes”) on $\mathbb{R}^d$, with expression rate bounds which are explicit in the state space dimension $d$. This then also yields deep neural network expression rate bounds which are free from the CoD for viscosity solutions of Kolmogorov PIDEs associated with the process $(X_{t}^{x,d})_{t \in [0,T]}$. These equations are of type

$$
(1.2) \quad \left(\frac{\partial}{\partial t} u_d\right)(t, x) = -\frac{1}{2} \text{Trace}(\sigma^d(x)\sigma^d(x)^\ast (\text{Hess}_x u_d)(t, x)) - \langle b^d(x), (\nabla_x u_d)(t, x) \rangle - \int_{\mathbb{R}^d} \left[ u_d(t, x + \gamma^d(x, z)) - u_d(t, x) - \langle \gamma^d(x, z), (\nabla_x u_d)(t, x) \rangle 1_{\|z\|<1} \right] \nu^d(dz)
$$

for $t \in [0,T], x \in \mathbb{R}^d$, with terminal condition $\varphi_d$ and with $\gamma^d(y, z)$ related to $f^d$, $g^d$ in (1.1) according to $\gamma^d(y, z) = f^d(y, z) 1_{\|z\|<1} + g^d(y, z) 1_{\|z\|\geq 1}$, see for instance [App09, Section 6.7]. The connection between the SDE (1.1) and the PIDE (1.2) is provided by a suitable Feynman-Kac formula which is well-known (e.g. [Gla16], [BBP97, Theorem 3.4], [App09, Chap. 6.7.2], [KP15]). We emphasize already at this point that we do not assume that $\sigma^d$ in (1.1) has full rank. In particular, matrix functions $\sigma^d : \mathbb{R}^d \to \mathbb{R}^{d \times r}$ for some $0 \leq r < d$ are admissible, with $r = 0$ corresponding to $\sigma^d = 0$, by padding $\sigma^d$ with zero entries to a $d \times d$ array. Our analysis will also cover the pure diffusion case, where $\tilde{N}^d = 0$ and $N^d = 0$ in (1.1). For the combined degeneracy $\sigma^d = 0$ and $\tilde{N}^d = 0$ and $N^d = 0$ in (1.1), our results cover deterministic, pure advection for which DNN expression rates were studied recently in [LP21]. Our results also generalize recent expression rate bounds from [GHJWyW18], [GS21]. The class of processes described by stochastic differential equations (1.1) contains a large class of Markovian semimartingales on $\mathbb{R}^d$, see for instance [JS03]. Specifically, Lévy and affine jump-diffusion processes in $\mathbb{R}^d$, and various local and stochastic volatility models with jumps are covered. These processes are widely used in quantitative
finance for modeling (log-returns of) prices of risky assets which potentially exhibit jumps and to evaluate hedging strategies of financial derivatives written on these assets.

1.2. Previous Results. Classically, in financial applications modelled by stochastic differential equations (1.1), a parametric model is chosen within this class and subsequently, parameters are calibrated to observed market prices of options. The calibrated model is then used to compute prices and hedging strategies of derivatives, or these model quantities at least serve as a basis for actual trading decisions. For sophisticated models this procedure may require extensive computational resources, which has classically limited their usage in practice. However, a series of recent works exploit computational advances and efficient implementations of deep neural networks (DNNs for short) in order to learn the steps involved in the procedure sketched above (calibration, pricing or hedging) using deep neural networks, see for example [BGTW19], [CKT20], [HMT19], [BS18], [BCJ19], [Her17] and the surveys [RW20], [GPW21], [BHJK20]. These methods have been shown to work very well and are being widely adopted in industry, in particular in applications involving large baskets of assets which corresponds to high dimension $d$. However, many questions regarding theoretical foundations of their performance, in particular for large $d$, are still open. Important progress has been made recently by mathematical results on deep neural network approximations for partial differential equations (PDEs) and option prices in certain stochastic models. We refer to, for example, [EGJS18], [GGJ+21], [GHJvW18], [IJKN20], [HJK+20], [RZ19], [GS21], [Gon21] and the references there. The results in these references show in particular that DNNs are capable of approximating functions $u$ of type $x \mapsto u(0, x) = \mathbb{E}[\phi(X^x_T)]$ without the curse of dimensionality (CoD). In these references, $(X^x_t)_{t \in [0,T]}$ is a diffusion process starting at $X^x_0 = x$ and in [GS21], [Gon21] it is a Lévy process. In particular, DNN approximations for models with jumps have only been considered in [GS21], [Gon21]. In some of the mentioned works, the DNN expression rate results are also formulated for $u$ being a viscosity solution of the Kolmogorov P(I)DE associated with the process $(X^x_t)_{t \in [0,T]}$, as in (1.2). Accordingly, we also address this aspect.

In a financial modelling context, the function $x \mapsto u(0, x)$ is the price at time 0 of a derivative with payoff $\phi$ at maturity $T$ and underlying $X^x$ with initial price $x$ (at least if $\mathbb{P}$ is a risk-neutral measure for $X^x$). From a perspective of applications in financial modelling, however, it is often relevant not only to learn the prices as a function of the initial value $x$, but rather as a function of the parameters specifying the derivative. For instance, one is interested in learning (for fixed $x$) the strike-to-call price map $K \mapsto \mathbb{E}[(X^x_T - K)^+]$ by a neural network. With the exception of [GS21] where DNN expression rates for geometric Lévy models were proved with arguments based on stationarity and time-homogeneity of Lévy processes this question does not seem to have been considered in the literature. One of the contributions of this paper is to provide alternative proofs, which do not rely on stationarity, for deep neural network approximation rates overcoming the CoD. The present arguments extend also to parametric payoffs. In addition, we introduce several practically relevant features not treated in the literature previously: we consider path-dependent options and assume that the stochastic model is driven by a general SDE with jumps as in (1.1). This comprises the case of Lévy processes considered in [GS21], [Gon21], but also (non stationary) diffusion-driven models considered in the mentioned references.

1.3. Contributions. A principal contribution of this paper is a proof that deep ReLU NNs of feedforward type are able to approximate viscosity solutions of PIDEs (1.2) with approximation rates that are free from the CoD. The latter means that the number of DNN parameters needed to achieve approximation accuracy $\varepsilon > 0$ grows at most polynomially in $\varepsilon^{-1}$ and in the dimension $d$ of the PIDE. More precisely, under suitable conditions we prove that for any suitable probability measure $\mu^d$ on $\mathbb{R}^d$ there exist constants $C, p, q > 0$ such that for every $\varepsilon \in (0, 1]$ and for every
In particular, the constant $C > 0$ is independent of $d \in \mathbb{N}$ and of $\varepsilon \in (0, 1]$ and depends only on the coefficients in the PIDE and the measure $\mu^d$ used to quantify the error. This establishes that ReLU DNNs do not suffer from the CoD in the approximation of viscosity solutions of linear, possibly degenerate PIDEs corresponding to suitable Markovian jump-diffusion processes. This result partially unifies and extends recent results also for diffusions in \cite{EGJS18}, \cite{GGJ+21}, \cite{GHJvW18}, \cite{HJKN20}, \cite{HJK+20}, \cite{RZ19}, \cite{RDQ19} and the references there. The key situations in which such approximation results are relevant is when the solution of a PIDE needs to be learnt from observational data or when a DNN-based algorithm is employed to numerically solve the PIDE. In particular, in the former case a DNN-based algorithm does not require any knowledge about the coefficients of the underlying PIDE.

More generally, we prove under suitable conditions that ReLU DNNs are able to approximate expectations of parametric, path-dependent functions (respectively option prices) in the general class of stochastic differential equations with jumps (1.1) with approximation rates that are free from the CoD. The present results thereby contribute in particular to an improved theoretical understanding of the success of deep learning methods currently employed in high-dimensional option pricing in finance. Let us point out that the DNN expression rate bounds for viscosity solutions $x \mapsto u^d(t, x)$ of PIDEs (1.2) follow from these more general results by specializing to initial (respectively terminal) data $\varphi^d$ (which is, e.g., a payoff function in option pricing applications) that only depends on $X^T_x$ (i.e. the path-dependent option is in fact a European option) with no parametric dependence.

We also note that in the particular case that $\sigma^d = 0$ (no diffusion), $\nu^d = 0$ (no jumps), (1.2) reduces to a first order, linear advection equation as was recently considered in \cite[Eqn. (1.1)]{LP21}. In the case $\nu^d = 0$ (no jumps), (1.2) reduces to a diffusion equation. Therefore, Kolmogorov equations for high-dimensional diffusion, advection, and for pure jump Lévy processes are covered. The presently obtained expression results comprise thus in particular those obtained in \cite{LP21} without source term and partially extend \cite{EGJS18}, \cite{GGJ+21}, \cite{GHJvW18}, \cite{HJKN20}, \cite{HJK+20}, \cite{RZ19}. Such DNN expression rate results are a crucial step towards obtaining a full error analysis free from the CoD for neural network-based algorithms for PDEs, as obtained in \cite{Gon21} for certain non-degenerate Black-Scholes-type PDEs.

In addition, the article develops techniques to address DNN approximations of non-local terms as in (1.2). These terms need to be handled considerably differently (see the outline below) than the diffusion equations studied in \cite{EGJS18}, \cite{GGJ+21}, \cite{GHJvW18}, \cite{HJKN20}, \cite{HJK+20}, \cite{RZ19}. The techniques developed here for non-local terms promise to be useful also for analysing DNN expression rates for non-linear, non-local PDEs in future research. More specifically, as a key tool for the DNN expression rate results derived in the article we develop novel (strong) approximation results for the Euler-Maruyama method for general SDEs with jumps (1.1). In several situations, the Euler scheme for stochastic differential equations of type (1.1) has been well-studied. We refer to \cite{HK05} and \cite{PBL10} for an extensive treatment of the case when the random measure has finite intensity. In \cite{PT97}, \cite{KS19} the case of Lévy-driven SDEs (which corresponds to a multiplicative structure of $f^d, g^d$) is studied. For general Feller processes a convergence result for the Euler scheme (albeit without convergence rates) is proved in \cite{BST11}. However, on the one hand, from these works it is not straightforward to extract the constants (we need here bounds which make explicit the dependence on the dimension) and, on the other hand, none of the articles provides convergence rates in the generality as treated here (we allow both multiplicative and more general structure for the jump measure). Hence, we develop the required error bounds with strong rates, and explicit dependence of constants on the dimension $d$ in a self-contained fashion.
Finally, let us point out in passing that the results proved here contribute to the theoretical understanding of approximation capabilities of deep neural networks. In recent years, DNN based approximation schemes have been shown to be able to overcome the CoD for approximating certain classes of functions. In general, these do not include generic smoothness classes (see, e.g., [Mha96], [Man99], [Yar17], [EW21]), but in addition to the solutions of PDEs (see the references above) these include for instance the function classes introduced in the seminal work [Bar93] and certain compositional functions [PMR17]. We refer, e.g., to [Bac17], [EMW22], [SX22] for further results and references regarding such classes of functions. The present results identify certain families of non-local PDEs as alternative classes of functions which can be approximated DNNs without the CoD.

1.4. Layout. The main results are contained in Section 5. In Section 2, we introduce the setting and notation used throughout the article. Section 3 introduces notation and definitions on the DNNs which are used in the approximation results. In Section 4 we prove some approximation results that are needed for the proof of the main results. In particular, we derive (strong) approximation results for the Euler scheme for the SDE (1.1) and combine it with further approximation steps to truncate the small jumps of the Lévy measure to a set \( \mathcal{A}_\delta = \{ z \in \mathbb{R}^d : \| z \| > \delta \} \) for some \( \delta > 0 \) (as e.g. in [AR01] for univariate Lévy processes), to approximate the coefficients of the SDE and to provide a Monte Carlo approximation of an integral involving \( \nu^d \). In some situations, these approximations are in principle well-known, but they are required here in more general situations and with dimension-explicit bounds for the proof of our main result. Using these approximation results we can approximate the solution of the underlying SDE by a process whose sample paths can be emulated by a DNN. In the case of a Lévy-driven SDE the multiplicative structure, due to which \( \int_{\mathbb{R}^d} \gamma^d(X^{x,d}_t, z) \tilde{N}^d(dt, dz) = F^d(X^{x,d}_t) \int_{\mathbb{R}^d} G^d(z) \tilde{N}^d(dt, dz) \), allows for a simpler DNN emulation approach. Hence, in this case (corresponding to Assumption 3(i) below) the approximation step, in which the small jumps of the Lévy measure are truncated, is not required and we work with \( \delta = 0 \) instead. In other words, the two different hypotheses under which we work (Assumption 3(i) and Assumption 3(ii)) require different approximation methods for the proof of the main result, Theorem 5.3 below.

2. Setting and Notation

This section contains various preparatory ingredients about Itô processes and PIDEs. We also introduce various assumptions that will be required later on for proving DNN expression rate bounds for these processes. Finally, we address existence and uniqueness of solutions of (1.1) and (1.2). Throughout the article we let \( T > 0 \) denote a fixed time horizon.

2.1. Itô processes. We recall that \( B^d \) is a \( d \)-dimensional standard Brownian motion and \( N^d \) is an independent Poisson random measure on \( \mathbb{R}_+ \times (\mathbb{R}^d \setminus \{ 0 \}) \) with intensity \( \nu^d \) and compensated measure \( \tilde{N}^d(dt, dz) = N^d(dt, dz) - dt \nu^d(dz) \), both defined on a filtered probability space \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0}) \) satisfying the usual conditions and independent of \( \mathcal{F}_0 \). For each \( d \in \mathbb{N} \) and \( x \in \mathbb{R}^d \), we consider the SDE

\[
\begin{align*}
    dX^{x,d}_t &= \beta^d(X^{x,d}_t)dt + \sigma^d(X^{x,d}_t)dB^d_t + \int_{\mathbb{R}^d} \gamma^d(X^{x,d}_t, z) \tilde{N}^d(dt, dz),
\end{align*}
\]

for some measurable coefficient functions \( \beta^d : \mathbb{R}^d \to \mathbb{R}^d \), \( \sigma^d : \mathbb{R}^d \to \mathbb{R}^{d \times d} \), \( \gamma^d : \mathbb{R}^d \times (\mathbb{R}^d \setminus \{ 0 \}) \to \mathbb{R}^d \). We also recall that \( \nu^d \) is a \( \sigma \)-finite measure on \((\mathbb{R}^d \setminus \{ 0 \}, \mathcal{B}(\mathbb{R}^d \setminus \{ 0 \}))\) with respect to which the function \( z \mapsto 1 \wedge \| z \|^2 \) is integrable. To simplify notation we will consider \( \nu^d \) as a measure on \( \mathbb{R}^d \) with \( \nu^d(\{ 0 \}) = 0 \).
Under the integrability conditions that we are going to impose on $\gamma^d$ in Assumption 1(ii), the SDE (1.1) can always be rewritten as (2.1) and vice versa. To simplify notation in what follows we will thus work with the SDE (2.1) and formulate our assumptions in terms of the coefficient functions $\beta^d, \sigma^d, \gamma^d$. The coefficients of the SDEs (1.1), (2.1) are related via

$$\beta^d(y) = b^d(y) + \int_{\|z\| \geq 1} g^d(y,z)\nu^d(dz)$$

(2.2)

$$\gamma^d(y,z) = f^d(y,z)1_{\{\|z\| < 1\}} + g^d(y,z)1_{\{\|z\| \geq 1\}}.$$  

and conversely

$$b^d(y) = \beta^d(y) - \int_{\|z\| \geq 1} \gamma^d(y,z)\nu^d(dz)$$

$$f^d(y,z) = \gamma^d(y,z)1_{\{\|z\| < 1\}}, \quad g^d(y,z) = \gamma^d(y,z)1_{\{\|z\| \geq 1\}}.$$  

In addition, inserting (2.2) into the PIDE (1.2) it can be rewritten as

$$\left(\frac{\partial}{\partial t} u_d\right)(t,x) = -\frac{1}{2} \text{Trace}(\sigma^d(x)[\sigma^d(x)]^*) (\text{Hess}_x u_d)(t,x) - \langle \beta^d(x), (\nabla_x u_d)(t,x) \rangle$$

$$- \int_{\mathbb{R}^d} \left[ u_d(t,x + \gamma^d(x,z)) - u_d(t,x) - \langle \gamma^d(x,z), (\nabla_x u_d)(t,x) \rangle \right] \nu^d(dz)$$

$$u_d(T,x) = \varphi_d(x).$$

(2.4)

2.2. Regularity and Growth Conditions. We describe regularity and growth conditions on the coefficient functions which we shall assume for most of the results in the article; we will always state explicitly which Assumptions are required.

**Assumption 1. [Lipschitz and Growth Conditions]** There exists a constant $L > 0$ so that for each $d \in \mathbb{N}$ the coefficient functions satisfy

(i) [Global Lipschitz condition] for all $x,y \in \mathbb{R}^d$

$$\|\beta^d(x) - \beta^d(y)\|^2 + \|\sigma^d(x) - \sigma^d(y)\|^2_F + \int_{\mathbb{R}^d} \|\gamma^d(x,z) - \gamma^d(y,z)\|^2 \nu^d(dz) \leq L\|x - y\|^2,$$

(ii) [Linear growth condition] for all $x \in \mathbb{R}^d$, $i,j \in \{1,\ldots,d\}$,

$$|\beta^d_i(x)|^2 + |\sigma^d_{ij}(x)|^2 + \int_{\mathbb{R}^d} |\gamma^d_i(x,z)|^2 \nu^d(dz) \leq L(1 + \|x\|^2).$$

Recall that a (strong) solution to (1.1) is a càdlàg adapted process $X^{x,d}$ taking values in $\mathbb{R}^d$ such that $\mathbb{P}$-a.s. (the integrated version of) (1.1) holds for all $t \in [0,T]$. Assumption 1 guarantees that there exists a $\mathbb{P}$-a.s. (pathwise) unique solution to (1.1), see, e.g., [App09, Theorem 6.2.9], [Pro04, Chapter 5]. The next remark explains in detail why Assumption 1 implies that [App09, Theorem 6.2.9] can be applied.

**Remark 2.1.** The assumptions of [App09, Theorem 6.2.9] are formulated slightly differently than in Assumption 1 above. However, Assumption 1 ensures (C1) and (C2) in [App09, Theorem 6.2.9] are satisfied for any fixed $d \in \mathbb{N}$. To see this, define the seminorm $\|a\|_{1} := \sum_{i=1}^{d} |a_{i}|$ for $a \in \mathbb{R}^{d \times d}$.
and the matrices \(a(x, y) = \sigma^d(x)(\sigma(y))^T\), \(x, y \in \mathbb{R}^d\), then
\[
\|a(x, x) - 2a(x, y) + a(y, y)\|_1 = \sum_{i=1}^{d} \sum_{k=1}^{d} \sigma^d_{i,k}(x) \sigma^d_{i,k}(y) - 2\sigma^d_{i,k}(x) \sigma^d_{i,k}(y) + \sigma^d_{i,k}(y) \sigma^d_{i,k}(y) = \sum_{i=1}^{d} \sum_{k=1}^{d} (\sigma^d_{i,k}(x) - \sigma^d_{i,k}(y))^2 = \|\sigma^d(x) - \sigma^d(y)\|_F^2.
\]

Therefore, the Lipschitz-condition in Assumption 1(i) coincides with the Lipschitz condition (C1) in [App09] Theorem 6.2.9. In addition, Assumption 1(ii) implies for all \(y \in \mathbb{R}^d\)
\[
\|\beta^d(y)\|^2 + \|a(y, y)\|_1 + \int_{\mathbb{R}^d} |\gamma^d(y, z)|^2 \nu^d(dz) \leq 2dL(1 + \|y\|^2) + \sum_{i=1}^{d} \sum_{k=1}^{d} |\sigma^d_{i,k}(y)|^2 \leq (2d + d^2)L(1 + \|y\|^2).
\]

Thus the growth condition (C2) in [App09] Theorem 6.2.9 is satisfied.

Remark 2.2. [Pure Jump Process] Neither Assumption 1 nor the ensuing Assumptions impose any non-degeneracy condition on the coefficient \(\sigma^d\). The case of degenerate \(\sigma^d\) is admissible so that in particular the pure-jump case \(\sigma^d = 0\) is included in our setting. In particular, we have assumed without loss of generality that the Brownian motion \(B^d\) is \(d\)-dimensional and \(\sigma(x) \in \mathbb{R}^{d \times d}\) for \(x \in \mathbb{R}^d\).

Let us now argue that this also covers the case when \(B^d\) in (2.1) is replaced by an \(r\)-dimensional Brownian motion \(\tilde{B}\) for some \(1 \leq r < d\) and \(\sigma^d\) is replaced by \(\tilde{\sigma}\) with \(\tilde{\sigma} : \mathbb{R}^d \to \mathbb{R}^{d \times r}\). Indeed, to include this case we simply set \(\tilde{\sigma}_{i,j}^d(x) = \tilde{\sigma}_{i,j}(x)\) for \(i = 1, \ldots, d, j = 1, \ldots, r\) and \(\tilde{\sigma}_{i,j}^d(x) = 0\) otherwise. Then \(\int_0^t \tilde{\sigma}^d(X_{s-}^x) dB_s^y = \int_0^t \tilde{\sigma}(X_{s-}^x) dB_s\) and so SDE (2.1) coincides with the modified SDE.

Remark 2.3. [Pure Drift Process, Linear Advection] Assumption 1 and the ensuing Assumptions 2, 3, 4 admit in (1.1) and in all expression rate estimates in Section 5 ahead also the case of deterministic, initial-value ODEs, where in (1.1) \(\sigma^d = 0\), \(f^d = g^d = 0\). In this case, the PIDE (1.2) reduces to a (deterministic) linear transport equation. Theorem 5.3 and Corollary 5.5 ahead therefore apply also to this setting. Our expression rate results therefore comprise the CoD-free DNN expression rate bounds obtained recently in [LP21] (albeit in pure drift case with less explicit bounds on the exponents \(p\) and \(q\) in Theorem 5.3 ahead than in [LP21]).

Remark 2.4. The Lipschitz condition in Assumption 1 requires, in particular, that \(\|\sigma^d(x) - \sigma^d(y)\|_F \leq L \|x - y\|^2\) with Lipschitz constant \(L\) that does not depend on \(d\). Intuitively, this means that, as \(d\) increases, only \(O(d)\) components of the matrix \(\sigma^d(\cdot)\) are not constant – at least up to an orthogonal transformation that may depend on \(d\), by invariance of \(\| \cdot \|_F\) with respect to such transformations. This hypothesis on \(\sigma^d\) covers many relevant high-dimensional examples, for instance from mathematical finance: it includes heat type equations (\(\sigma^d\) constant as considered in [GJJ+21]), Black-Scholes type equations \((\sigma^d(x) = \text{diag}(\beta_{d,1}, \ldots, \beta_{d,d}) B^d)\) with \(\sup_{d \in \mathbb{N}, i \in \{1, \ldots, d\}} |\beta_{d,i}| < \infty\) and \(B^d \in \mathbb{R}^{d \times d}\) satisfying for all \(i \in \{1, \ldots, d\}\) that \(\sum_{j=1}^{d} B_{i,j}^d \leq 1\), as considered in [GHJvW18] and exponential Lévy-models \((\sigma^d(x) = \text{diag}(x_1, \ldots, x_d) \sqrt{A^d})\) with \(\sup_{d \in \mathbb{N}, i,j \in \{1, \ldots, d\}} \|A_{i,j}^d\| < \infty\) as considered in [GS21]. However, it is not limited to such models and also covers coefficients \(\sigma^d\) that have a band-structure (tridiagonal, ...), i.e., coefficients for which there exists \(m \in \mathbb{N}\) such that for all \(d \in \mathbb{N}, i, j \in \{1, \ldots, d\}\) with \(|i - j| > m\) it holds that \(\sigma^d(x)_{i,j} = 0\). Further examples include matrices with sufficiently strong off-diagonal decay, other types of sparsity or
high-dimensional financial models driven effectively by only \( m < d \) assets, as often observed in practice and discussed, e.g., in [HRSW09].

When studying the PIDE (1.2) an additional hypothesis will be used to ensure well-posedness of the PIDE.

**Assumption 2.** [Pointwise Lipschitz and integrability condition] For each \( d \in \mathbb{N} \) there exists a constant \( C_1(d) > 0 \) such that for all \( x, y \in \mathbb{R}^d, z \in \mathbb{R}^d \setminus \{0\} \) holds

\[
\|\gamma^d(x, z)\| \leq C_1(1 \wedge \|z\|),
\]

\[
\|\gamma^d(x, z) - \gamma^d(y, z)\| \leq C_1\|x - y\|(1 \wedge \|z\|).
\]

**Remark 2.5.** In contrast to Assumption 1, the constant \( C_1(d) \) in Assumption 2 may depend on the dimension \( d \) in an unspecific way and it does not appear in the estimates below. For each fixed \( d \), however, the pointwise Lipschitz and growth conditions on \( \gamma^d \) formulated in Assumption 2 are stronger than the Lipschitz and growth conditions imposed on \( \gamma^d \) in Assumption 1, as one easily verifies using the fact that

\[
\int_{\mathbb{R}^d} (1 \wedge \|z\|^2) \nu^d(dz) < \infty.
\]

Assumption 2 is identical to the pointwise assumption [BBP97, Section 1]. It is shown in [BBP97, Theorem 3.5] to ensure uniqueness of viscosity solutions of polynomial growth for the PIDE (1.2). Overcoming the CoD in DNN approximation rate bounds requires conditions (i) and (ii) in Assumption 1 on the precise \( d \)-(in)dependence.

In order to derive neural network expression rates of solutions, we will express the jump part in the Euler scheme as a neural network. This is straightforward in the case of a Lévy-driven SDE, which corresponds to Assumption 3(i) below. Alternatively, under a certain non-degeneracy condition (see Assumption 3(ii) below), we will be able to carry out a compound Poisson approximation of the small jumps also for general diffusions with jumps.

**Assumption 3.** At least one of the following two conditions holds:

(i) (Lévy-driven SDE) For all \( d \in \mathbb{N} \) there exist functions \( F^d: \mathbb{R}^d \to \mathbb{R}^{d \times d}, G^d: \mathbb{R}^d \to \mathbb{R}^d \) such that for all \( y, z \in \mathbb{R}^d \)

\[
\gamma^d(y, z) = F^d(y)G^d(z).
\]

(ii) (Dimension-explicit control of small jumps) There exist \( \bar{L}, \bar{p}, \bar{q} > 0 \) such that for all \( d \in \mathbb{N}, x \in \mathbb{R}^d, \delta \in (0, 1) \)

\[
\int_{\|z\| \leq \delta} \|\gamma^d(x, z)\|^2 \nu^d(dz) \leq \bar{L}\delta^\bar{p}d^\bar{q}(1 + \|x\|^2),
\]

(2.5)

\[
\int_{\mathbb{R}^d} (1 \wedge \|z\|^2) \nu^d(dz) \leq \bar{L}d^\bar{q}.
\]

(2.6)

Condition (2.6) requires that the Lévy integral \( \int_{\mathbb{R}^d} (1 \wedge \|z\|^2) \nu^d(dz) \) only grows polynomially in the dimension \( d \in \mathbb{N} \). To further illustrate condition (2.5) we now provide a sufficient condition for Assumption 3(ii). Condition (2.7) requires a stable-like behaviour at the origin.

**Example 2.6.** Suppose there exists \( \rho \in (0, 2), \bar{L} > 0, \bar{q} > 0 \) such that for all \( d \in \mathbb{N}, x \in \mathbb{R}^d \) condition (2.5) holds and

\[
\int_{\|z\| \leq 1} \frac{||\gamma^d(x, z)||^2}{\|z\|^\rho} \nu^d(dz) \leq \bar{L}d^\bar{q}(1 + \|x\|^2).
\]

(2.7)
Then Assumption 3(ii) is satisfied. Indeed, for any \( d \in \mathbb{N}, x \in \mathbb{R}^d, \delta \in (0,1) \) we estimate
\[
\int_{\|z\| \leq \delta} \|\gamma^d(x,z)\|^2 \nu^d(dz) = \int_{\|z\| \leq \delta} \frac{\|\gamma^d(x,z)\|^2}{\|z\|^\rho} \|z\|^\rho \nu^d(dz) \\
\leq \delta^\rho \int_{\|z\| \leq 1} \frac{\|\gamma^d(x,z)\|^2}{\|z\|^\rho} \nu^d(dz) \\
\leq L \delta^\rho d^\rho (1 + \|x\|^2).
\] (2.8)

2.3. Existence and Uniqueness. Assumptions 1 and 2 ensure existence and uniqueness of solutions of both the SDEs (1.1), (2.1) and the Kolmogorov equation (1.2). We briefly recapitulate the corresponding results, going back to [FK85, Theorems 2 and 3], from [BBP97]. In case of the SDEs (1.1), (2.1) Assumption 1 is sufficient to guarantee existence and uniqueness of solutions, by [App09, Theorem 6.2.9], as pointed out in Section 2.2.

**Proposition 2.7.** Under Assumption 1, (1.1) and (2.1) each admit a unique global solution.

This result is, with Assumption 1 [App09, Theorem 6.2.9] (cf. the discussion in Remark 2.1). With Assumptions 1 and 2, the result is [BBP97, Proposition 1.1]. We also note that the SDEs (1.1), (2.1) are contained in the abstract backward SDE setting of [BBP97] with \( f_i = 0 \) and \( \gamma_i = 0 \) in (A.2). This implies that all items in Assumptions [BBP97, (A.1), (A.2)] are trivially satisfied and all conclusions of [BBP97] apply in the present setting under Assumptions 1 and 2.

**Proposition 2.8.** Let \( \varphi_d: \mathbb{R}^d \to \mathbb{R} \) be continuous and at most polynomially growing. Under Assumptions 1 and 2 there exists a unique viscosity solution (in the sense of [BBP97, Definition 3.1]) of the PIDEs (1.2), (2.4) with polynomial growth as \( |x| \to \infty \).

This assertion is [BBP97, Proposition 2.5] (polynomial growth) and [BBP97, Theorem 3.4] (Existence) and [BBP97, Theorem 3.5] (Uniqueness), upon observing that (2.4) coincides with [BBP97, (3.1)] since \( f_i = 0 \). In particular, Assumptions 1 and 2 imply the assumptions in [BBP97, Section 1].

### 3. Deep neural networks (DNNs)

We present in Section 3.1 notation and assumptions on the deep neural networks (DNNs) on which the ensuing approximation rate estimates of path-dependent functionals of the SDE (2.1) and viscosity solutions of the PIDE (1.2) will be based. Section 3.2 then provides our precise assumptions on the expression rates of the coefficients in the SDE (2.1) respectively PIDE (1.2).

#### 3.1. Notation and Definitions of DNNs.

Throughout the article we will consider deep neural networks with the ReLU activation function \( \varrho: \mathbb{R} \to \mathbb{R} \) given by \( g(x) = x_+ := \max(x,0) \). This choice is not essential for the results, which also hold for more general activation functions. From the point of view of applications in mathematical finance, however, the ReLU activation function is the most natural choice, see, e.g. Remark 5.1 below. For any \( d \in \mathbb{N} \) we can lift \( \varrho \) to a mapping \( \mathbb{R}^d \to \mathbb{R}^d \) by the specification \( x \mapsto (\varrho(x_i))_{i=1,...,d} \). We denote this mapping also by the same symbol \( \varrho \).

Let \( d, L \in \mathbb{N}, N_0 := d, N_1, \ldots, N_L \in \mathbb{N} \) and \( b^\ell \in \mathbb{R}^{N_\ell}, A^\ell \in \mathbb{R}^{N_\ell \times N_{\ell-1}} \) for \( \ell = 1, \ldots, L \). A (feedforward) deep neural network (DNN) with activation function \( \varrho \), \( L \) layers, \( d \)-dimensional input, weight matrices \( A^1, \ldots, A^L \) and biases \( b^1, \ldots, b^L \) is the function \( \phi: \mathbb{R}^d \to \mathbb{R}^{N_L} \)
\[
\phi(x) = W_L \circ (\varrho \circ W_{L-1}) \circ \cdots \circ (\varrho \circ W_1), \quad x \in \mathbb{R}^d,
\] (3.1)
where \( W_\ell : \mathbb{R}^{N_{\ell-1}} \rightarrow \mathbb{R}^{N_\ell} \) denotes the affine map \( W_\ell(y) = A_\ell^T y + b_\ell \) for \( y \in \mathbb{R}^{N_{\ell-1}} \) and \( \ell = 1, \ldots, L \).

Such a function is often simply called a deep neural network. The total number of non-zero entries of the weights and biases is called the size of the DNN. Thus, for a DNN as above we let

\[
\text{Size}(\phi) := |\{(i, j, \ell) : A_{i,j}^\ell \neq 0\}| + |\{(i, \ell) : b_\ell^i \neq 0\}|.
\]

We also denote by \( \text{Size}_{\text{out}}(\phi) := |\{(i, j) : A_{i,j}^L \neq 0\}| + |\{i : b_1^i \neq 0\}| \) the number of non-zero entries of the weights and biases of the last layer of the DNN. Finally, we denote by depth(\( \phi \)) := \( L + 1 \) the number of layers of the DNN.

A DNN is often defined as collection of parameters \( \Phi = ((A_1, b_1), \ldots, (A_\ell, b_\ell)) \), distinct from the function \( \phi \) in (3.1) built from \( \Phi \). The latter is referred to as realization of the DNN \( \Phi \). See, e.g., [PV18], [OPS20], [GS21]. Here we follow the notationally lighter approach of [OSZ19] and do not distinguish between the neural network and its parameter set, as the parameter set is (always at least implicitly) part of the definition. Note that there may be several parameter choices that lead to the same realization. In the expression rate bounds under consideration in the present article, this is not an issue and pathological choices are excluded by the requirements that we impose on DNN size.

### 3.2. DNN approximations of the coefficients

We introduce assumptions on the DNN approximation for the coefficients. In the case of a Lévy-driven SDE (1.1) (i.e., when Assumption 3(ii) holds), these assumptions mean that \( F^d \) can be approximated well by a neural network. In general, \( \gamma^d \) is approximated by a neural network.

**Assumption 4.** \[NN expression rates of coefficient functions \( \beta^d, \sigma^d, \gamma^d \)\] Assumption 3 holds and there exist constants \( C > 0, p, q \geq 0 \) and, for each \( d \in \mathbb{N} \), and for each \( \varepsilon \in (0, 1] \), there exist neural networks \( \beta_{\varepsilon,d} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), \( \sigma_{\varepsilon,d,j} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), \( j = 1, \ldots, d \), and functions \( \gamma_{\varepsilon,d} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \), such that for each \( d \in \mathbb{N} \), \( \varepsilon \in (0, 1] \) it holds that

(i) for all \( x \in \mathbb{R}^d \)

\[
\| \beta^d(x) - \beta_{\varepsilon,d}(x) \|^2 + \| \sigma^d(x) - \sigma_{\varepsilon,d}(x) \|^2 \leq C d^p \varepsilon^{-q} + \| x \|^2,
\]

(ii) if Assumption 3(i) holds, then \( \gamma_{\varepsilon,d}(y,z) = F_{\varepsilon,d}(y) G^d(z) \) for DNNs \( F_{\varepsilon,d,j} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), \( j = 1, \ldots, d \) satisfying \( \text{size}(F_{\varepsilon,d,j}) \leq C d^p \varepsilon^{-q} \),

otherwise Assumption 3(ii) holds and furthermore \( \gamma_{\varepsilon,d} \) is a DNN with \( \text{size}(\gamma_{\varepsilon,d}) \leq C d^p \varepsilon^{-q} \).

In the case of a Lévy-driven SDE the conditions on the function \( \gamma_{\varepsilon,d} \) which we imposed in (i) are in fact conditions on \( F_{\varepsilon,d} \).

### 4. Dimension-explicit bounds for SDEs with jumps

This section provides approximations for the Euler scheme for the SDE (1.1) as well as further approximation steps to truncate the small jumps of the Lévy measure to a set \( A_\delta = \{ z \in \mathbb{R}^d : \| z \| > \delta \} \) for some \( \delta > 0 \), to approximate the coefficients of the SDE and to provide a Monte Carlo approximation of an integral involving \( \nu^d \).
These approximations and bounds on errors incurred by them are needed for the proof of the main results in Section 5.2 in order to approximate the underlying SDE by a process whose sample paths can be emulated by a DNN. In the case of a Lévy-driven SDE, the multiplicative structure allows for a simpler DNN emulation approach and hence the small jumps of the Lévy process do not need to be truncated, i.e., we may use $\delta = 0$. Thus, two different approaches are used for the two alternative hypotheses Assumption 3(i) and Assumption 3(ii), corresponding to choosing $\delta = 0$ and $\delta > 0$ below.

4.1. Discrete-time approximation. The following auxiliary results are crucial ingredients for our subsequent analysis of DNN expression rates.

We start with a lemma that provides bounds on the moments of $X$ of the second moments grow at most polynomially in $d$ and $\|x\|$. The constants $c_1, c_2 > 0$ in Assumption 4.1 only depend on $L$ and $T$. Without stronger assumptions the dependence on $L$ and $T$ may be exponential in general.

**Lemma 4.1.** Suppose Assumption 1 holds. Then there exist constants $c_1, c_2 > 0$ such that for all $d \in \mathbb{N}, x \in \mathbb{R}^d, t \in [0, T]$,

$$
\mathbb{E}[\|X_t^x, d\|^2] \leq c_1 \|x\|^2 + c_2 d^2.
$$

**Proof.** Let $d \in \mathbb{N}$ and $x \in \mathbb{R}^d$. We start by establishing

$$
\mathbb{E} \left[ \int_0^T \|X_t^x, d\|^2 dt \right] < \infty.
$$

This essentially follows from [App09 Corollary 6.2.4]. More specifically, by [App09 Corollary 6.2.4] it follows that $X_t^x, d$ is indeed in $L^2(\Omega, \mathcal{F}, \mathbb{P})$ for all $t \in [0, T]$ and

$$
\mathbb{E}[\|X_t^x, d\|^2] \leq 2 \max(1, C(t)^2)(1 + \|x\|^2)
$$

where $C(t)$ is given from the proof of [App09 Theorem 6.2.4] as $C(t) = \sum_{n=1}^{\infty} \frac{C_2(t)^n/2K_3^n}{(n!)^{1/2}}$ with $C_2(t) = t \max(3t, 12)$, $K_3 = L(1 + \|x\|^2)$. Now note that $C_2(t) \leq C_2(T)$ for all $t \in [0, T]$ and consequently $C(t) \leq C(T)$. But $C(T)$ is finite by the ratio test and therefore (4.3) implies

$$
\mathbb{E} \left[ \int_0^T \|X_t^x, d\|^2 dt \right] \leq T \sup_{t \in [0, T]} \mathbb{E}[\|X_t^x, d\|^2] \leq 2T \max(1, C(T)^2)(1 + \|x\|^2) < \infty.
$$

Having established (4.2), we can employ Assumption 1 and (4.2) to verify for all $i, j \in \{1, \ldots, d\}$

$$
\mathbb{E} \left[ \int_0^T |\sigma_{i,j}^d(X_t^x, d)|^2 dt \right] \leq 2 \mathbb{E} \left[ \int_0^T |\sigma_{i,j}^d(X_t^x, d) - \sigma_{i,j}^d(0)|^2 dt \right] + 2T |\sigma_{i,j}^d(0)|^2
$$

$$
\leq 2L \mathbb{E} \left[ \int_0^T \|X_t^x, d\|^2 dt \right] + 2T |\sigma_{i,j}^d(0)|^2 < \infty
$$

and similarly

$$
\mathbb{E} \left[ \int_0^T \int_{\mathbb{R}^d} |\gamma_i^d(X_{t-}^x, d, z)|^2 \nu^d(dz) dt \right] \leq 2 \mathbb{E} \left[ \int_0^T L \|X_t^x, d\|^2 dt \right] + 2T \int_{\mathbb{R}^d} |\gamma_i^d(0, z)|^2 \nu^d(dz) < \infty.
$$
Set $\tilde{G}(t) = \mathbb{E}[\|X_t\|^2]$ for $t \in [0,T]$. Using Minkowski’s inequality, \[4.4\], \[4.5\], Itô’s isometry and the Minkowski integral inequality we obtain

$$
\tilde{G}(t)^{1/2} \leq \|x\| + \mathbb{E} \left[ \left\| \int_0^t \beta^d(X_s^x)ds \right\|^2 \right]^{1/2} + \mathbb{E} \left[ \left\| \int_0^t \sigma^d(X_s^x)dB^c_s \right\|^2 \right]^{1/2}
$$

$$
+ \mathbb{E} \left[ \left\| \int_0^t \int_{\mathbb{R}^d} \gamma^d(X_t^x,z)N^d(ds,dz) \right\|^2 \right]^{1/2}
$$

$$
\leq \|x\| + \int_0^t \mathbb{E}[\|\beta^d(X_s^x)\|^2]^{1/2}ds + \left[ \int_0^t \mathbb{E}[\|\sigma^d(X_s^x)\|^2]ds \right]^{1/2}
$$

$$
+ \left( \int_0^t \int_{\mathbb{R}^d} \mathbb{E}[\|\gamma^d(X_t^x,z)\|^2]\nu^d(dz)ds \right)^{1/2}.
$$

We now consider these terms separately. For the first integral,

$$
\int_0^t \mathbb{E}[\|\beta^d(X_s^x)\|^2]^{1/2}ds \leq \int_0^t \mathbb{E}[\|\beta^d(X_s^x)\|^2 - \beta^d(0)]^{1/2}ds + t\|\beta^d(0)\|
$$

$$
\leq LT^{1/2} \left( \int_0^t \tilde{G}(s)ds \right)^{1/2} + td^{1/2}L^{1/2}.
$$

For the second one, we similarly estimate

$$
\left[ \int_0^t \mathbb{E}[\|\sigma^d(X_s^x)\|^2]ds \right]^{1/2} \leq \left[ 2 \int_0^t \mathbb{E}[\|\sigma^d(X_s^x)\|^2 - \sigma^d(0)]^{1/2}ds + 2t\|\sigma^d(0)\|^2 \right]^{1/2}
$$

$$
\leq \left[ 2L \int_0^t \tilde{G}(s)ds + 2td^2L \right]^{1/2}.
$$

For the last one, we obtain analogously

$$
\left( \int_0^t \int_{\mathbb{R}^d} \mathbb{E}[\|\gamma^d(X_t^x,z)\|^2]\nu^d(dz)dt \right)^{1/2} \leq \left( 2 \int_0^t \mathbb{E} \left[ \int_{\mathbb{R}^d} \|\gamma^d(X_t^x,z)\|^2\nu^d(dz) \right] ds + 2tdL \right)^{1/2}
$$

$$
\leq \left[ 2L \int_0^t \tilde{G}(s)ds + 2td^2L \right]^{1/2}.
$$

Inserting \[4.7\], \[4.8\] and \[4.9\] in \[4.6\] and using that for all $a,b,c \geq 0$ it holds $(a + b + c)^2 \leq 3(a^2 + b^2 + c^2)$ we obtain

$$
\tilde{G}(t) \leq 3\|x\|^2 + 12Td^2L + 30L \int_0^t \tilde{G}(s)ds.
$$

Grönwall’s inequality and \[4.2\] hence prove that for all $t \in [0,T]$ we have $\tilde{G}(t) \leq a \exp(bt)$ with $a = 3\|x\|^2 + 12Td^2L$ and $b = 30L$. Setting $c_1 = 3 \exp(bT)$ and $c_2 = 36TL \exp(bT)$, this proves the assertion.

\[\Box\]

Remark 4.2. Note that the estimate \[4.3\] can not be directly used to deduce \[4.1\], because $K_3$ depends on the Euclidean norm of the initial value $x$ and the constant $C(t)$ in \[4.1\] is lower bounded by \(C(t) \geq \sum_{n=1}^\infty \frac{C_2(t) n^{1/2} K_{3n/2}^{1/2}}{n^{1/2}} = \exp(C_2(t)^{1/2} K_{3/2}^{1/2}) - 1\). Recall that $C_2(t) = t \max(3t, 12)$, $K_3 = L(1 + \|x\|^2)$ and so from the estimate \[4.3\] we could only obtain a bound that is exponential
Lemma 4.3. Suppose that Assumption 1 holds. Then there exist constants $d, c$ such that our probability space is complete and both processes are adapted and càdlàg. The constants $d, c$ are the largest discretization time below or equal to $t$. The constants $d, c$ are defined by $\hat{X}^{x,d,h} = x$ and for $n = 1, \ldots, N$,

$$
X^{x,d,h}_n = X^{x,d,h}_{n-1} + \beta^d(X^{x,d,h}_{n-1})h + \sigma^d(X^{x,d,h}_{n-1})(B^d_{nh} - B^d_{(n-1)h}) + \int_{(n-1)h}^{nh} \gamma^d(X^{x,d,h}_{n-1}, z)\hat{N}^d(dt, dz).
$$

(4.11)

To prove that $X^{x,d} \approx \hat{X}^{x,d,h}$ in a suitable sense we define the interpolation (or continuous-time Euler) approximation as the solution to stochastic differential equation $X^{x,d,h}_0 = x$, and

$$
\text{d}X^{x,d,h}_t = \beta^d(X^{x,d,h}_{[t-]_h})dt + \sigma^d(X^{x,d,h}_{[t-]_h})dB^d_t + \int_{\mathbb{R}^d} \gamma^d(X^{x,d,h}_{[t-]_h}, z)\hat{N}^d(dt, dz), \quad t \in (0, T]
$$

(4.12)

with $X^{x,d,h}_{[t-]_h} := \lim_{s \to t, s < t} X^{x,d,h}_s$. Then $X^{x,d,h}$ is an adapted càdlàg process and by definition $X^{x,d,h}_{nh} = X^{x,d,h}_n$ for all $n = 0, \ldots, N$ and so $X^{x,d,h}$ can be viewed as pathwise temporal interpolation of $X^{x,d,h}_n$.

The next lemma proves that under Assumption [4] the Euler scheme approximates $X^{x,d}$ without the CoD. We remark that the supremum that appears in (4.13) is indeed measurable (we assumed that our probability space is complete and both processes are adapted and càdlàg). The constants $c_3, c_4 > 0$ in Lemma [4.3] only depend on $L$ and $T$.

**Lemma 4.3.** Suppose that Assumption [4] holds. Then there exist constants $c_3, c_4 > 0$ such that for all $d \in \mathbb{N}, x \in \mathbb{R}^d, h > 0$ the Euler discretization with step size $h$ satisfies

$$
\mathbb{E}\left[\sup_{t \in [0, T]} \|X^{x,d}_t - \hat{X}^{x,d,h}_t\|^2\right] \leq h(c_3d^4 + c_4d^2\|x\|^2).
$$

(4.13)

**Proof.** Let $d \in \mathbb{N}$, $x \in \mathbb{R}^d$, $h > 0$. Define $\hat{G}(t) = \mathbb{E}[\sup_{s \in [0, t]} \|X^{x,d}_s - \hat{X}^{x,d,h}_s\|^2]$ for $t \in [0, T]$. The Lipschitz properties assumed in Assumption [4] the triangle inequality, (4.2) and the fact that

$$
\int_0^T \mathbb{E}[\|X^{x,d}_r\|^2]dr < \infty
$$

(which can be deduced by an inductive argument) show that the processes

$$
\int_0^t \sigma^d(X^{x,d}_r) - \sigma^d(\hat{X}^{x,d,h}_{[r-]_h})d\hat{B}^d_r \quad \text{and} \quad \int_0^T \gamma^d(X^{x,d}_r, z) - \gamma^d(\hat{X}^{x,d,h}_{[r-]_h}, z)\hat{N}^d(dr, dz)
$$

are martingales. Next, note that for any $d$-dimensional martingale $M$ its norm $\|M\|$ is a submartingale and hence, by Doob’s martingale inequality,

$$
\mathbb{E}[\left(\sup_{0 \leq s \leq t} \|M_s\|\right)^2]^{1/2} \leq 2\mathbb{E}[\|M_t\|^2]^{1/2}.
$$

Inserting (4.12) and (2.1)
we thus obtain by the triangle inequality and Doob's martingale inequality (4.14)
\[
G(t) \leq 3\mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_{0}^{s} \beta^{d}(X_{r}^{x,d}) - \beta^{d}(\tilde{X}_{[r-]_{h}}^{x,d,h}) d\bar{r} \right\|^2 \right] + 3\mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_{0}^{s} \sigma^{d}(X_{r}^{x,d}) - \sigma^{d}(\tilde{X}_{[r-]_{h}}^{x,d,h}) dB_{r}^{d} \right\|^2 \right]
\]
\[+ 3\mathbb{E} \left[ \sup_{s \in [0,t]} \int_{0}^{s} \int_{\mathbb{R}^{d}} \gamma^{d}(X_{r-}^{x,d}, z) - \gamma^{d}(\tilde{X}_{[r-]_{h}}^{x,d,h}, z) \tilde{N}^{d}(dr, dz) \right] \left\|^2 \right]\]
\[\leq 3t \int_{0}^{t} \mathbb{E} \left[ \left\| \beta^{d}(X_{r}^{x,d}) - \beta^{d}(\tilde{X}_{[r-]_{h}}^{x,d,h}) \right\|^2 \right] dr + 12\mathbb{E} \left[ \left\| \int_{0}^{t} \sigma^{d}(X_{r}^{x,d}) - \sigma^{d}(\tilde{X}_{[r-]_{h}}^{x,d,h}) dB_{r}^{d} \right\|^2 \right]
\]
\[+ 12\mathbb{E} \left[ \int_{0}^{t} \int_{\mathbb{R}^{d}} \gamma^{d}(X_{r-}^{x,d}, z) - \gamma^{d}(\tilde{X}_{[r-]_{h}}^{x,d,h}, z) \tilde{N}^{d}(dr, dz) \right] \left\|^2 \right]\]
\[\leq 3 \max(3t, 12) L \int_{0}^{t} \mathbb{E} \left[ \left\| X_{r}^{x,d} - \tilde{X}_{[r-]_{h}}^{x,d,h} \right\|^2 \right] dr.
\]
This implies, in particular, that \(\sup_{t \in [0,T]} \tilde{G}(t) \leq 3 \max(3T, 12) L \int_{0}^{T} \mathbb{E} \left[ \left\| X_{r}^{x,d} - \tilde{X}_{[r]_{h}}^{x,d,h} \right\|^2 \right] dr\) and hence the triangle inequality, the square integrability established in (4.12) and the fact that \(\int_{0}^{T} \mathbb{E} [\| \tilde{X}_{[r]_{h}}^{x,d,h} \|^2] dr < \infty\) (see above) allow us to conclude that \(\tilde{G} \in L^{1}([0,T])\). In addition, for all \(r \in [0,T]\)
\[
(4.15) \quad \mathbb{E} \left[ \left\| X_{r}^{x,d} - \tilde{X}_{[r]_{h}}^{x,d,h} \right\|^2 \right] \leq 2\mathbb{E} \left[ \left\| X_{r}^{x,d} - X_{[r]_{h}}^{x,d} \right\|^2 \right] + 2\mathbb{E} \left[ \left\| X_{[r]_{h}}^{x,d} - \tilde{X}_{[r]_{h}}^{x,d,h} \right\|^2 \right].
\]
To estimate the first term in the bound (4.15), we apply Itô's isometry to obtain for any \(r \in [0,T]\)
\[
\mathbb{E} \left[ \left\| X_{r}^{x,d} - X_{[r]_{h}}^{x,d} \right\|^2 \right] \leq 3\mathbb{E} \left[ \int_{[r]_{h}}^{r} \beta^{d}(X_{t-}^{x,d}) dt \right]^2 + 3\mathbb{E} \left[ \int_{[r]_{h}}^{r} \sigma^{d}(X_{t-}^{x,d}) dB_{t}^{d} \right]^2
\]
\[+ 3\mathbb{E} \left[ \int_{[r]_{h}}^{r} \int_{\mathbb{R}^{d}} \gamma^{d}(X_{t-}^{x,d}, z) \tilde{N}^{d}(dt, dz) \right] \left\|^2 \right]\]
\[\leq 3(r - [r]_{h}) \mathbb{E} \left[ \int_{[r]_{h}}^{r} \left\| \beta^{d}(X_{t-}^{x,d}) \right\|^2 dt \right] + 3 \int_{[r]_{h}}^{r} \mathbb{E} [\| \sigma^{d}(X_{t-}^{x,d}) \|_{F}]^2 dt
\]
\[+ 3 \int_{[r]_{h}}^{r} \mathbb{E} [\| \gamma^{d}(X_{t-}^{x,d}, z) \|_{F}]^2 \nu^{d}(dz) dt
\]
\[\leq 3L[(r - [r]_{h}) d + d^2 + d] \int_{[r]_{h}}^{r} 1 + \mathbb{E} [\| X_{t}^{x,d} \|_{F}]^2 dt.
\]
Denote by \( c_1, c_2 \) the constants \( c_1, c_2 > 0 \) (independent of \( d \) and \( x \)) from Lemma 4.1 which satisfy for all \( t \in [0, T] \) the bound (4.11). Inserting (4.1) into (4.16) we obtain that for any \( r \in [0, T] \) holds
\[
E \left[ \left\| X_r^x - X_r^{x,h} \right\|_r^2 \right] \leq 9Ld^2(r - |r|h)(1 + c_1\|x\|^2 + c_2d^2).
\]
Inserting (4.15) and (4.17) into estimate (4.14) gives for all \( t \in [0, T] \)
\[
\tilde{G}(t) \leq 6 \max(3t, 12)L \left( \int_0^t \tilde{G}(r)dr + \int_0^t E \left[ \left\| X_r^x - X_r^{x,h} \right\|_r^2 \right] dr \right)
\leq 6 \max(3T, 12)L \left( \int_0^t \tilde{G}(r)dr + 9TLd^2h(1 + c_1\|x\|^2 + c_2d^2) \right).
\]
Grönwall’s inequality thus proves that for all \( t \in [0, T] \)
\[
\tilde{G}(t) \leq 6 \max(3T, 12)9TL^2d^2h(1 + c_1\|x\|^2 + c_2d^2) \exp(6 \max(3T, 12)Lt).
\]
Setting \( a = 6 \max(3T, 12)9TL^2 \exp(6 \max(3T, 12)LT) \) this proves (4.13) with \( c_3 = a(1 + c_2) \), \( c_4 = ac_1 \).

The same techniques can be used to deduce the following moment bound. The constants \( \bar{c}_3, \bar{c}_4 > 0 \) in Corollary 4.4 only depend on \( L \) and \( T \).

**Corollary 4.4.** Suppose Assumption 4 holds. Then there exist constants \( \bar{c}_3, \bar{c}_4 > 0 \) such that for all \( d \in \mathbb{N}, x \in \mathbb{R}^d \)
\[
E \left[ \sup_{t \in [0, T]} \left\| X_t^x \right\|^2 \right] \leq \bar{c}_3d^2 + \bar{c}_4\|x\|^2.
\]

**Proof.** Let \( d \in \mathbb{N}, x \in \mathbb{R}^d \). Consider \( \tilde{G}(t) = E \left[ \sup_{t \in [0, T]} \left\| X_t^x - X_t^{x,h} \right\|^2 \right] \). Using precisely the same arguments employed to obtain (4.14) and then Assumption 4 as in (4.7)-(4.9), we get
\[
\tilde{G}(t) \leq 3 \max(3t, 12) \int_0^t E \left[ \left\| \beta^d(X_r^x) \right\|_r^2 + \left\| \sigma^d(X_r^x) \right\|_F^2 \right] + \int_{\mathbb{R}^d} \left\| \gamma^d(X_r^x, z) \right\| \nu^d(dz) dr
\leq 3 \max(3t, 12) \int_0^t 2LE \left[ \left\| X_r^x \right\|_r^2 \right] + 2 \left\| \beta^d(0) \right\|_r^2 + 2 \left\| \sigma^d(0) \right\|_F^2 + 2 \int_{\mathbb{R}^d} \left\| \gamma^d(0, z) \right\| \nu^d(dz) dr
\leq 6L \max(3T, 12) \left( 2 \int_0^t \tilde{G}(r)dr + 2T\|x\|^2 + Td^2 \right).
\]
Grönwall’s inequality thus proves that for all \( t \in [0, T] \) we have \( \tilde{G}(t) \leq be^{at} \) with \( a = 12L \max(3T, 12), b = 6L \max(3T, 12)T(2\|x\|^2 + d^2) \). This and the triangle inequality prove (4.18) with \( \bar{c}_3 = 12L \max(3T, 12)Te^{aT}, \bar{c}_4 = 2 + 4\bar{c}_3 \).

**4.2. Small-jump truncation.** In a next step we carry out an approximation procedure that allows us to remove the small jumps of the process \( X^{x,d,h} \). In case of a Lévy-driven SDE (that is, when Assumption 3(i) is satisfied) this procedure is not required in the proof of Theorem 5.3 and so in the current subsection we work exclusively under Assumption 3(ii).

For \( \delta > 0 \) we introduce the set of jumps of size at least \( \delta \), i.e. \( A_\delta = \{ z \in \mathbb{R}^d : \| z \| > \delta \} \). We consider the truncated continuous-time Euler approximation \( Y_t^{x,d,h,\delta} \), which is the unique càdlàg process satisfying \( Y_0^{x,d,h,\delta} = x \),
\[
dY_t^{x,d,h,\delta} = \beta^d(Y_{[t-]}^{x,d,h,\delta})dt + \sigma^d(Y_{[t-]}^{x,d,h,\delta})dB_t^d + \int_{A_\delta} \gamma^d(Y_{[t-]}^{x,d,h,\delta}, z)N^d(dt, dz), \quad t \in (0, T).
\]
Remark 4.5. Recall that (4.12) means that for \( n = 0, \ldots, N - 1 \), the interpolation satisfies for \( t \in [t_n, t_{n+1}] \)

\[
X^{x,d,h}_t = X^{x,d,h}_n + \beta^d(X^{x,d,h}_n)(t - t_n) + \sigma^d(X^{x,d,h}_n)(B^d_t - B^d_{t_n}) + \int_{t_n}^{t} \int_{\mathbb{R}^d} \gamma^d(X^{x,d,h}_n, z) \tilde{N}^d(dt, dz),
\]

where \( t_n = hn, n = 0, \ldots, N \). Similarly, (4.19) means that

\[
Y^{x,d,h,\delta}_t = Y^{x,d,h,\delta}_n + \beta^d(Y^{x,d,h,\delta}_n)(t - t_n) + \sigma^d(Y^{x,d,h,\delta}_n)(B^d_t - B^d_{t_n})
\]

\[
+ \int_{t_n}^{t} \int_{A_\delta} \gamma^d(Y^{x,d,h,\delta}_n, z) \tilde{N}^d(dt, dz), \quad t \in [t_n, t_{n+1}].
\]

The following lemma bounds the error that arises from truncating the small jumps. The constants \( c_5, c_6 > 0 \) in Lemma 4.6 only depend on \( L, \tilde{L} \) and \( T \).

**Lemma 4.6.** Let Assumptions 3 and 3(ii) hold. Then there exist constants \( c_5, c_6 > 0 \) such that for all \( d \in \mathbb{N}, x \in \mathbb{R}^d, h \in (0, 1), \delta > 0 \)

\[
\sup_{t \in [0,T]} \| Y^{x,d,h,\delta}_t - X^{x,d,h}_t \| \leq c_5 h (d^4 + d^2 \|x\|^2) + c_6 \delta^d d^d (\|x\|^2 + d^2). \tag{4.22}
\]

**Proof.** Setting \( \tilde{G}(t) = \mathbb{E}[\sup_{s \in [0,t]} \| Y^{x,d,h,\delta}_s - X^{x,d,h}_s \|^2] \) and employing precisely the same arguments as in (4.14) we obtain

\[
\tilde{G}(t) \leq 3T \int_0^T \mathbb{E} \left[ \left\| \beta^d(Y^{x,d,h,\delta}_{[r^{-}]h}) - \beta^d(X^{x,d,h}_{[r^{-}]h}) \right\|^2 \right] dr + 12 \int_0^T \mathbb{E} \left[ \left\| \sigma^d(Y^{x,d,h,\delta}_{[r^{-}]h}) - \sigma^d(X^{x,d,h}_{[r^{-}]h}) \right\|^2 \right] dr
\]

\[
+ 12 \int_0^T \int_{\mathbb{R}^d} \mathbb{E} \left[ \left\| \gamma^d (Y^{x,d,h,\delta}_{[r^{-}]h}, z) 1_{\Lambda_\delta}(z) - \gamma^d (X^{x,d,h}_{[r^{-}]h}, z) \right\|^2 \right] \nu^d(dz)dr
\]

\[
\leq 3 \max(3T, 24) \tilde{L} \int_0^T \mathbb{E} \left[ \left\| Y^{x,d,h,\delta}_{[r^{-}]h} - X^{x,d,h}_{[r^{-}]h} \right\|^2 \right] dr + 24 \int_0^T \int_{\mathbb{R}^d \setminus \Lambda_\delta} \mathbb{E} \left[ \left\| \gamma^d (X^{x,d,h}_{[r^{-}]h}, z) \right\|^2 \right] \nu^d(dz)dr
\]

\[
\leq 3 \max(3T, 24) \tilde{L} \int_0^T \mathbb{E} \left[ \left\| \gamma^d (X^{x,d,h}_{[r^{-}]h}, z) \right\|^2 \right] \nu^d(dz)dr.
\]

To estimate the last term, we first use the Lipschitz-condition and Assumption 3(ii) and then use Lemma 4.1 and Lemma 4.3 to obtain

\[
\int_0^T \mathbb{E} \left[ \int_{\mathbb{R}^d \setminus \Lambda_\delta} \left\| \gamma^d (X^{x,d,h}_{[r^{-}]h}, z) \right\|^2 \nu^d(dz) \right] dr
\]

\[
\leq 2 \int_0^T \mathbb{E} \left[ \int_{\mathbb{R}^d} \left\| \gamma^d (X^{x,d,h}_{[r^{-}]h}, z) - \gamma^d (X^{x,d}_{[r^{-}]h}, z) \right\|^2 \nu^d(dz) + \int_{\|z\| \leq \delta} \left\| \gamma^d (X^{x,d}_{[r^{-}]h}, z) \right\|^2 \nu^d(dz) \right] dr
\]

\[
\leq 2 \int_0^T \mathbb{E} \left[ \left\| X^{x,d,h}_{[r^{-}]h} - X^{x,d}_{[r^{-}]h} \right\|^2 \right] + \delta^d \tilde{L}(1 + \mathbb{E}[\|X^{x,d}_{[r^{-}]h}\|^2])dr
\]

\[
\leq 2TL(c_3d^4 + c_4d^2\|x\|^2) + 2T \delta^d \tilde{L}(1 + c_1\|x\|^2 + c_2d^2),
\]

where \( c_1, c_2, c_3, c_4 \) denote the constants from Lemma 4.1 and Lemma 4.3 which do not depend on \( d \in \mathbb{N}, x \in \mathbb{R}^d, h \in (0, 1) \).
Grönwall’s inequality therefore shows that
\[
\hat{G}(t) \leq be^{at}
\]
with \(a = 3 \max(3T, 24)L, b = 48TLh(c_3d^4 + c_4d^2\|x\|^2) + 48T\delta p^3d^3 \bar{L}(1 + c_1\|x\|^2 + c_2d^2)\) and so (4.22) follows with \(c_5 = 48TL\exp(3 \max(3T, 24)L)\max(c_3, c_4), c_6 = 48TL\exp(3 \max(3T, 24)L)\max(c_1, 2c_2).\)

Remark 4.7. With some further work the bound in Lemma 4.6 could be improved to \(c_5 = 0\) in (4.22). This would require us to prove an analogue of Lemma 4.1 for the process \(Y_{x,d,h,\delta}.\) This improvement is straightforward, but not essential for the ensuing developments.

4.3. Approximation of coefficients. In the next approximation step we approximate the coefficients by deep neural networks. To this end, for \(\epsilon \in (0, 1],\) we consider the continuous-time process \(Z_{x,d,h,\delta,\epsilon}.\) Under the integrability condition on \(\gamma_{\epsilon,d}\) in Assumption 4, this is the unique càdlàg process satisfying
\[
\begin{equation}
Z_0 = x, \quad (4.25)
\end{equation}
\]
\[
dZ_{t}^{x,d,h,\delta,\epsilon} = \beta_{\epsilon,d}(Z_{t-h}^{x,d,h,\delta,\epsilon})dt + \sigma_{\epsilon,d}(Z_{t-h}^{x,d,h,\delta,\epsilon})dB_t^d + \int_{\mathbb{A}_h} \gamma_{\epsilon,d}(Z_{t-h}^{x,d,h,\delta,\epsilon}, z)\tilde{N}^d(dt, dz), \quad t \in (0, T],
\]
where we now also allow \(\delta = 0\) with the convention that \(A_0 = \mathbb{R}^d \setminus \{0\}.\) See also (4.27) below for a more explicit representation of \(Z = Z_{x,d,h,\delta}.\)

We first need a moment estimate similar to Lemma 4.1. The constants \(c_7, c_8 > 0\) in Lemma 4.8 only depend on \(C, T.\)

Lemma 4.8. Suppose Assumption 4 holds. Then there exist constants \(c_7, c_8 > 0\) such that for all \(d \in \mathbb{N}, x \in \mathbb{R}^d, t \in [0, T], h \in (0, 1], \delta \geq 0, \epsilon \in (0, 1],\) it holds that
\[
\begin{equation}
\mathbb{E}[\|Z_t^{x,d,h,\delta,\epsilon}\|^2] \leq c_7\|x\|^2 + c_8\epsilon d^p\epsilon^{-q}.
\end{equation}
\]
Proof. Fix \(d \in \mathbb{N}, x \in \mathbb{R}^d, h \in (0, 1], \delta \geq 0, \epsilon \in (0, 1].\) To simplify notation write \(Z = Z_{x,d,h,\delta,\epsilon}.\) Let \(\hat{G}(t) = \sup_{s \leq t} \mathbb{E}[\|Z_s\|^2]\) for \(t \in [0, T]\). Note that for \(t \in [t_n, t_{n+1}]\) we have
\[
\begin{equation}
Z_t = Z_{t_n} + \beta_{\epsilon,d}(Z_{t_n})(t - t_n) + \sigma_{\epsilon,d}(Z_{t_n})(B_t^d - B_{t_n}^d) + \int_{t_n}^t \int_{\mathbb{A}_h} \gamma_{\epsilon,d}(Z_{t_n}, z)\tilde{N}^d(dt, dz)
\end{equation}
\]
and the stochastic integral is well-defined, see, e.g., [App09, Section 4.3.2]. Thus, if \(Z_{tn} \in L^2(\Omega, \mathcal{F}, \mathbb{P});\) then the triangle inequality, Itô’s isometry and the growth hypotheses on \(\beta_{\epsilon,d}, \sigma_{\epsilon,d}, \gamma_{\epsilon,d}\) in Assumption 4 prove that
\[
\begin{equation}
\mathbb{E}[\|Z_t\|^2]^{1/2} \leq \mathbb{E}[\|Z_{tn}\|^2]^{1/2} + \mathbb{E}[\|\beta_{\epsilon,d}(Z_{tn})\|^2]^{1/2}(t - t_n) + \mathbb{E}[\|\sigma_{\epsilon,d}(Z_{tn})(B_t^d - B_{tn}^d)\|^2]^{1/2}
\end{equation}
\]
\[
+ \mathbb{E}
\left[
\left\|
\int_{t_n}^t \int_{\mathbb{A}_h} \gamma_{\epsilon,d}(Z_{tn}, z)\tilde{N}^d(dt, dz)
\right\|^2
\right]^{1/2}
\]
\[
\leq \mathbb{E}[\|Z_{tn}\|^2]^{1/2} + C^{1/2}(d^p\epsilon^{-q})^{1/2} + \mathbb{E}[\|Z_{tn}\|^2]^{1/2}(t - t_n) + \mathbb{E}[\|\sigma_{\epsilon,d}(Z_{tn})\|^2]^{1/2}(t - t_n) + \mathbb{E}[\|\gamma_{\epsilon,d}(Z_{tn})\|^2]^{1/2}(t - t_n)
\]
\[
+ \left(\int_{\mathbb{A}_h} \mathbb{E}
\left[
\left\|
\gamma_{\epsilon,d}(Z_{tn}, z)
\right\|^2
\right]^{1/2}
\right. 
\]
\[
\left. v^d(dz)(t - t_n)
\right)^{1/2}
\]
\[
\leq (1 + 3C^{1/2})\mathbb{E}[\|Z_{tn}\|^2]^{1/2} + 3Cd^p\epsilon^{-q}.
\]
Using \(Z_t = x\) we inductively obtain from (4.28) that \(Z_{tn} \in L^2(\Omega, \mathcal{F}, \mathbb{P})\) for \(n = 0, 1, \ldots, N\) and furthermore \(\hat{G} \in L^1([0, T]).\)
Next, we insert the SDE representation (4.25) and apply the same arguments used to obtain (4.28) to estimate for any \( t \in [0, T] \)

\[
\mathbb{E}[\|Z_t\|^2]^{1/2} \leq \|x\| + \mathbb{E}\left[\left\| \int_0^t \beta_{\varepsilon,d}(Z_{s-h}) ds \right\|^2 \right]^{1/2} + \mathbb{E}\left[\left\| \int_0^t \sigma_{\varepsilon,d}(Z_{s-h}) dB_s \right\|^2 \right]^{1/2} + \mathbb{E}\left[\left\| \int_0^t \int_{A_s} \gamma_{\varepsilon,d}(Z_{s-h}, z) \tilde{N}_d(ds,dz) \right\|^2 \right]^{1/2}
\]

\[
\leq \|x\| + \int_0^t \mathbb{E}[\|\beta_{\varepsilon,d}(Z_{s-h})\|^2]^{1/2} ds + \left[ \int_0^t \mathbb{E}[\|\sigma_{\varepsilon,d}(Z_{s-h})\|^2] ds \right]^{1/2} + \left( \int_0^t \mathbb{E}[\|\gamma_{\varepsilon,d}(Z_{s-h}, z)\|^2] ds \right)^{1/2}
\]

\[
\leq \|x\| + T(Cd^p \varepsilon^{-q})^{1/2} + C^{1/2} \int_0^t \mathbb{E}[\|Z_{s-h}\|^2] ds + 2C^{1/2} \left[ \int_0^t \mathbb{E}[d^p \varepsilon^{-q} + \|Z_{s-h}\|^2] ds \right]^{1/2}
\]

\[
\leq \|x\| + T(Cd^p \varepsilon^{-q})^{1/2} + C^{1/2} \left( \int_0^t \tilde{G}(s) ds \right)^{1/2} + 2C^{1/2} \left[ Td^p \varepsilon^{-q} + \int_0^t \tilde{G}(s) ds \right]^{1/2}.
\]

This shows that for any \( t \in [0, T] \) it holds that

\[
\tilde{G}(t) \leq 6 \|x\|^2 + [6T^2 + 24T]Cd^p \varepsilon^{-q} + [3CT + 24C] \int_0^t \tilde{G}(s) ds
\]

(with \( C \) as in Assumption 4) and hence, by Grönwall’s inequality, we conclude \( \tilde{G}(T) \leq a \exp(bT) \) with \( a = 6 \|x\|^2 + [6T^2 + 24T]Cd^p \varepsilon^{-q} \), \( b = 3CT + 24C \). This proves (4.26) with \( c_7 = 6 \exp(bT) \) and \( c_8 = [6T^2 + 24T]C \exp(bT) \).

\[\square\]

Remark 4.9. In general, the constants \( c_1 \), \( c_2 \) in Lemma 4.1 depend exponentially on the constant \( L \) appearing in the Lipschitz and growth conditions in Assumption 1. The proof of Lemma 4.8 employs analogous techniques to the proof of Lemma 4.1. By using only the growth hypotheses on \( \beta_{\varepsilon,d}, \sigma_{\varepsilon,d}, \gamma_{\varepsilon,d} \) (see Assumption 4) the exponential dependence on the Lipschitz constant (but not on \( C \)) can be avoided.

The following result provides an estimate for the error arising from the neural network approximation of the coefficients. The result holds both for \( \delta = 0 \) (no truncation of jumps) and \( \delta > 0 \) (jumps smaller than \( \delta \) are removed). The constant \( c_9 > 0 \) in Proposition 4.10 only depends on \( C \), \( L \) and \( T \).

Proposition 4.10. Suppose Assumptions 4 and 4 hold.
Then there exists \( c_9 > 0 \) such that for all \( \bar{d} \in \mathbb{N}, x \in \mathbb{R}^d, h \in (0,1), \delta \geq 0, \varepsilon \in (0,1] \) holds

\[
\mathbb{E}\left[ \sup_{t \in [0,T]} \|Y_{t}^{x,d,h,\delta} - Z_{t}^{x,d,h,\delta,\varepsilon}\| \right] \leq c_9 \varepsilon^{3q+1}d^{2p}(1 + \|x\|^2).
\]

Proof. Fix \( \bar{d} \in \mathbb{N}, x \in \mathbb{R}^d, h \in (0,1), \delta \geq 0, \varepsilon \in (0,1] \). To simplify notation write \( Z = Z_{x,d,h,\delta,\varepsilon}, Y = Y_{x,d,h,\delta} \). Let \( \tilde{G}(t) = \mathbb{E}[\sup_{s \in [0,t]} \|Y_{s}^{x,d,h,\delta} - Z_{s}^{x,d,h,\delta,\varepsilon}\|] \) for \( t \in [0,T] \). Then by the triangle
inequality, Doob’s martingale inequality and Itô’s isometry we obtain
(4.32)
\[
\bar{G}(t) \leq 3 \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \beta^d(Y_{[r-j]_h}) - \beta_{\xi,d}(Z_{[r-j]_h})dr \right\|^2 \right] + 3 \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \sigma^d(Y_{[r-j]_h}) - \sigma_{\xi,d}(Z_{[r-j]_h})dB^d_r \right\|^2 \right]
\]
\[+ 3 \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \int_{\mathcal{F}_s} \gamma^d(Y_{[r-j]_h}, z) - \gamma_{\xi,d}(Z_{[r-j]_h}, z)\tilde{N}^d(dr, dz) \right\|^2 \right]
\]
\[\leq 3t \int_0^t \mathbb{E} \left[ \left\| \beta^d(Y_{[r-j]_h}) - \beta_{\xi,d}(Z_{[r-j]_h}) \right\|^2 \right] dr + 12 \mathbb{E} \left[ \left\| \int_0^t \sigma^d(Y_{[r-j]_h}) - \sigma_{\xi,d}(Z_{[r-j]_h})dB^d_r \right\|^2 \right]
\]
\[+ 12 \mathbb{E} \left[ \int_0^t \int_{\mathcal{F}_s} \gamma^d(Y_{[r-j]_h}, z) - \gamma_{\xi,d}(Z_{[r-j]_h}, z)\tilde{N}^d(dr, dz) \right] \bigg| \bigg| \gamma^d(Y_{[r-j]_h}, z) - \gamma_{\xi,d}(Z_{[r-j]_h}, z) \bigg|^2 \nu^d(dz) \bigg] dr.
\]

The triangle inequality, the Lipschitz-continuity of \( \beta^d \) and Assumption \[\text{(i)} \] then yield for any \( r \in [0,T] \)
(4.33)
\[
\left\| \beta^d(Y_{[r-j]_h}) - \beta_{\xi,d}(Z_{[r-j]_h}) \right\|^2 \leq 2 \left\| \beta^d(Y_{[r-j]_h}) - \beta^d(Z_{[r-j]_h}) \right\|^2 + 2 \left\| \beta^d(Z_{[r-j]_h}) - \beta_{\xi,d}(Z_{[r-j]_h}) \right\|^2
\]
\[\leq 2L \left\| Y_{[r-j]_h} - Z_{[r-j]_h} \right\|^2 + 2\varepsilon^{q+1}Cd^p(1 + \left\| Z_{[r-j]_h} \right\|^2)
\]
and similarly
(4.34)
\[
\left\| \sigma^d(Y_{[r-j]_h}) - \sigma_{\xi,d}(Z_{[r-j]_h}) \right\|^2_F + \int_{\mathbb{R}^d} \left\| \gamma^d(Y_{[r-j]_h}, z) - \gamma_{\xi,d}(Z_{[r-j]_h}, z) \right\|^2 \nu^d(dz)
\]
\[\leq 2L \left\| Y_{[r-j]_h} - Z_{[r-j]_h} \right\|^2 + 2\varepsilon^{q+1}Cd^p(1 + \left\| Z_{[r-j]_h} \right\|^2).
\]

Inserting the two estimates (4.33), (4.34) into (4.32) yields
(4.35)
\[
\bar{G}(t) \leq 2(3t + 12) \int_0^t G(r)dr + 2(3t + 12) \int_0^t \varepsilon^{q+1}Cd^p(1 + \mathbb{E} \left[ \left\| Z_{[r-j]_h} \right\|^2 \right])dr.
\]

By using Grönwall’s inequality in the first step and (4.26) in the second step we therefore conclude that
\[
\bar{G}(t) \leq 2(3T + 12) \int_0^T \varepsilon^{q+1}Cd^p(1 + \mathbb{E} \left[ \left\| Z_{[r-j]_h} \right\|^2 \right])dr \exp(2(3T + 12)Lt)
\]
\[\leq 2(3T + 12)T \varepsilon^{q+1}Cd^p(1 + c_7 \| x \|^2 + c_8d^p \varepsilon^{-q}) \exp(2(3T + 12)Lt)
\]
which proves (4.31) with \( c_9 = \max(ac_7, a(1 + c_8)), a = 2(3T + 12)CT \exp(2(3T + 12)LT) \). □
4.4. Monte Carlo approximation of the compensator integral. For $0 < \delta < 1$ write $Z := Z^{x,d,h,\delta,\varepsilon}$. Then for $t \in [t_n, t_{n+1}]$ the process $Z$ in (4.25) can be written as
\[
Z_t = Z_{t_n} + \beta_{\varepsilon,d}(Z_{t_n})(t - t_n) + \sigma_{\varepsilon,d}(Z_{t_n})(B^d_t - B^d_{t_n}) + \int_{t_n}^{t} \int_{A_{\delta}} \gamma_{\varepsilon,d}(Z_{t_n}, z) \tilde{N}^d(dz, dt)
\]
\[
= Z_{t_n} + \beta_{\varepsilon,d}(Z_{t_n})(t - t_n) + \sigma_{\varepsilon,d}(Z_{t_n})(B^d_t - B^d_{t_n}) + \sum_{J_{\varepsilon,d}(Z_{t_n}, \Delta P^d_t) \in A_{\delta}} (\Delta P^d_t)
\]
\[
- (t - t_n) \int_{A_{\delta}} \gamma_{\varepsilon,d}(Z_{t_n}, z) \nu^d(dz)
\]
where $P^d_t = \int_{A_{\delta}} y \nu^d(t, dy)$, see for instance [App09 Section 4.3.2], and $\Delta P^d_t = P^d_t - P^d_{t-n}$ is the jump size of $P^d$ at $t$.

The final approximation step that we carry out now allows us to approximate the last integral above by a finite sum over random samples. In case of a Lévy-driven SDE (that is, when Assumption 3(i) is satisfied) this procedure is not required in the proof of Theorem 5.3 and so, in the current subsection, we work exclusively under Assumption 3(ii).

To this end, notice that
\[
\nu^d(A_{\delta}) = \int_{A_{\delta}} \frac{1}{1 \wedge \|z\|^2} \nu^d(dz) \leq \delta^{-2} \int_{\mathbb{R}^d} (1 \wedge \|z\|^2) \nu^d(dz) \leq \delta^{-2} L \bar{d}^q
\]
is finite. This shows that $\dot{\nu}^d(B) := \frac{\nu^d(B \cap A_{\delta})}{\nu^d(A_{\delta})}$ for $B \in \mathcal{B}(\mathbb{R}^d)$ defines a probability measure on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. Let $\mathcal{M} \in \mathbb{N}$ and let $V_i, i = 1, \ldots, \mathcal{M}$, $n = 1, \ldots, N$ be i.i.d samples with distribution $\dot{\nu}^d$, independent of $B^d$ and $N^d$. We now define the continuous-time process $\hat{Z} := \hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}$, which is the unique càdlàg process satisfying $\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_0 = x$,
\[
d\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_t = \beta_{\varepsilon,d}(\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_t)dt + \sigma_{\varepsilon,d}(\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_t)dB^d_t + \int_{A_{\delta}} \gamma_{\varepsilon,d}(\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_t, z)N^d(dt, dz)
\]
\[- \frac{\nu^d(A_{\delta})}{\mathcal{M}} \sum_{i=1}^{\mathcal{M}} \gamma_{\varepsilon,d}(\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_{t-}, V_i)dt,
\]
$t \in (0, T]$.

We first need a dimension-explicit bound on the second moments of $\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}$. The constants $\hat{c}_7, \hat{c}_8 > 0$ in Lemma 4.11 only depend on $C$ and $T$.

**Lemma 4.11.** Suppose Assumption 4 and Assumption 3(ii) hold. Then there exist constants $\hat{c}_7, \hat{c}_8 > 0$ such that for all $d \in \mathbb{N}$, $x \in \mathbb{R}^d$, $t \in [0, T]$, $h \in (0, 1)$, $\delta \in (0, 1)$, $\varepsilon \in (0, 1)$ and $\mathcal{M} \in \mathbb{N}$ with $\mathcal{M} \geq \delta^{-2} L \bar{d}^q$ it holds that
\[
\mathbb{E}[\|\hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}_t\|^2] \leq \hat{c}_7 \|x\|^2 + \hat{c}_8 d^p \varepsilon^{-q}.
\]

**Proof.** The proof proceeds similarly as the proof of Lemma 4.8. Fix $d \in \mathbb{N}$, $x \in \mathbb{R}^d$, $h \in (0, 1)$, $\delta \in (0, 1)$, $\varepsilon \in (0, 1)$, $\mathcal{M} \in \mathbb{N}$ and write $\hat{Z} = \hat{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M}}$ and $G(t) = \sup_{s \leq t} \mathbb{E}[\|\hat{Z}_s\|^2]$ for $t \in [0, T]$. Then from (4.37) we obtain for $t \in [t_n, t_{n+1}]$
\[
\hat{Z}_t = \hat{Z}_{t_n} + \beta_{\varepsilon,d}(\hat{Z}_{t_n})(t - t_n) + \sigma_{\varepsilon,d}(\hat{Z}_{t_n})(B^d_t - B^d_{t_n}) + \int_{t_n}^{t} \int_{A_{\delta}} \gamma_{\varepsilon,d}(\hat{Z}_{t_n}, z) \tilde{N}^d(dz, dt)
\]
\[
+ (t - t_n) \int_{A_{\delta}} \gamma_{\varepsilon,d}(\hat{Z}_{t_n}, z) \nu^d(dz) - \frac{(t - t_n) \nu^d(A_{\delta})}{\mathcal{M}} \sum_{i=1}^{\mathcal{M}} \gamma_{\varepsilon,d}(\hat{Z}_{t_n}, V_i).
\]
Suppose for now $\hat{Z}_{tn} \in L^2(\Omega, \mathcal{F}, \mathbb{P})$, the last difference can be estimated in $L^2$ as follows: by definition of $V_{i,tn}$ we obtain for any $x \in \mathbb{R}^d$ that $\nu^d(A_\delta)E[\gamma_\varepsilon,d(x,V_{i,tn})] = \int_{A_\delta} \gamma_\varepsilon,d(x,z)\nu^d(dz)$. Hence, by independence, elementary properties of variance and with the growth hypothesis on $\gamma_\varepsilon,d$ (Assumption 4) we obtain

$$E \left[ \left\| \int_{A_\delta} \gamma_\varepsilon,d(\hat{Z}_{tn},z)\nu^d(dz) - \frac{\nu^d(A_\delta)}{\mathcal{M}} \sum_{i=1}^{M} \gamma_\varepsilon,d(\hat{Z}_{tn},V_{i,tn}) \right\|^2 \right]^{1/2}$$

$$= E \left[ \left\| \int_{A_\delta} \gamma_\varepsilon,d(x,z)\nu^d(dz) - \frac{\nu^d(A_\delta)}{\mathcal{M}} \sum_{i=1}^{M} \gamma_\varepsilon,d(x,V_{i,tn}) \right\|^2 \right]^{1/2}_{x=\hat{Z}_{tn}}$$

$$(4.40) \quad \leq \nu^d(A_\delta)\mathcal{M}^{-1/2} E \left[ \sum_{j=1}^{d} E[|\gamma_\varepsilon,d,(x,V_{1,tn})|] - \gamma_\varepsilon,d,(x,V_{1,tn})| \right]^{1/2}_{x=\hat{Z}_{tn}}$$

$$\leq [\nu^d(A_\delta)]^{1/2} \mathcal{M}^{-1/2} E \left[ \int_{A_\delta} \|\gamma_\varepsilon,d(\hat{Z}_{tn},z)\|^{2} \nu^d(dz) \right]^{1/2}$$

$$\leq C^{1/2} [\nu^d(A_\delta)]^{1/2} \mathcal{M}^{-1/2} (\nu^d \mathcal{M})^{1/2} (\nu^d \mathcal{M})^{1/2}.$$

Thus, if $\hat{Z}_{tn} \in L^2(\Omega, \mathcal{F}, \mathbb{P})$, then using first the triangle inequality and precisely the same arguments used to obtain (4.28) and then inserting (4.40) and employing that $\nu^d(A_\delta) \leq \mathcal{M}$ (due to (4.36) and the assumption $\mathcal{M} \geq \delta^{-2}Ld^q$) we deduce

$$E[\|\hat{Z}_t\|^2]^{1/2} \leq (1 + 3C^{1/2})E[\|\hat{Z}_t\|^2]^{1/2} + 3(Cd^p \mathcal{M})^{1/2}$$

$$(4.41) \quad + (t-t_n)E \left[ \left\| \int_{A_\delta} \gamma_\varepsilon,d(\hat{Z}_{tn},z)\nu^d(dz) - \frac{\nu^d(A_\delta)}{\mathcal{M}} \sum_{i=1}^{M} \gamma_\varepsilon,d(\hat{Z}_{tn},V_{i,tn}) \right\|^2 \right]^{1/2}$$

$$\leq (1 + (3 + T)C^{1/2})E[\|\hat{Z}_t\|^2]^{1/2} + (3 + T)(Cd^p \mathcal{M})^{1/2}.$$

Starting with $\hat{Z}_{t_0} = x$ we may now inductively obtain from (4.41) that $\hat{Z}_{tn} \in L^2(\Omega, \mathcal{F}, \mathbb{P})$ for $n = 0, 1, \ldots, N$ and furthermore $G \in L^1([0,T])$. Next, we insert (4.37) and apply the same arguments used to obtain (4.29) in the first inequality and the Minkowski integral inequality combined with
Proposition 4.12. Suppose Assumptions 1, 3(ii) and 4 hold. Then there exists a constant \( \tilde{c}_7 \) such that for all \( \delta \in (0,1) \), \( \varepsilon, d \in (0,1) \), \( \times, h, \delta, \varepsilon, d, \bar{M}, \) and for \( \mathcal{M} \in \mathbb{N} \) with \( \mathcal{M} \geq \delta^{-2} L d^q \), it holds that

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left\| Y_{s,t}^{x,d,h,\delta} - \hat{Y}_{s,t}^{x,d,h,\delta,\varepsilon,\bar{M}} \right\| \right] \leq \tilde{c}_7 \left[ \varepsilon^{3q+1} d^{2p} + \delta^{-2} d^{3p+q} \varepsilon^{-3q} \mathcal{M}^{-1} \right] \left( 1 + \|x\|^2 \right).
\]

Proof. The proof is analogous to the proof of Proposition 4.10. Fix \( d \in \mathbb{N}, x \in \mathbb{R}^d, h \in (0,1), \delta \in (0,1), \varepsilon \in (0,1) \), and \( \mathcal{M} \in \mathbb{N} \) with \( \mathcal{M} \geq \delta^{-2} L d^q \). As before we simplify notation by writing \( \hat{Y} = \hat{Y}_{s,t}^{x,d,h,\delta,\varepsilon,\bar{M}}, Y = Y_{s,t}^{x,d,h,\delta} \). Define \( \hat{G}(t) := \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| Y_{s,t}^{x,d,h,\delta} - \hat{Y}_{s,t}^{x,d,h,\delta,\varepsilon,\bar{M}} \right\| \right] \) for \( t \in [0,T] \). Then by the triangle inequality we obtain

\[
\hat{G}(t) \leq 4 \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \beta_d(Y_{r-jh}) - \beta_{\varepsilon,d}(Z_{r-jh}) \, dr \right\| \right] + 4 \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \sigma_d(Y_{r-jh}) - \sigma_{\varepsilon,d}(Z_{r-jh}) \, dB_r \right\| \right]
\]

\[
+ \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \gamma_d(Y_{r-jh}, z) - \gamma_{\varepsilon,d}(Z_{r-jh}, z) \, \tilde{N}(dr, dz) \right\| \right] + \mathbb{E} \left[ \sup_{s \in [0,t]} \left\| \int_0^s \nu_d(z) - \frac{\nu_d(A_M)}{M} \sum_{i=1}^M \gamma_{\varepsilon,d}(Z_{r-jh}, V_{i,r-jh}) \, dr \right\| \right].
\]

Denote the sum of the first three terms by \( G_1(t) \) and the last term by \( G_2(t) \). Then \( G_1(t) \) can be handled by the precise same argument used in (4.32)-(4.34). For these terms we obtain the...
We aim at approximating the map \( \varphi_d: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R} \) by deep neural networks. In the context of mathematical finance \( \varphi_d \) is a parametric European payoff and the right-hand-side of (5.1) is the price at time 0 of a derivative written on an asset with price \( X_T^{x,d} \) and payoff \( \varphi_d(\cdot, K) \) at maturity \( T \) (at least of \( \mathbb{P} \) is a risk-neutral measure). The parameter \( K \) captures the characteristics of the payoff such as, e.g., the strike price of an option.

5. DNNs Approximations for Jump-diffusion processes

This section contains our main results. We start by specifying in Section 5.1 the assumptions on the path-dependent functional. Section 5.2 contains the main result of the article and its proof. In Section 5.3 we then specialize this result to functionals which do not exhibit path-dependence and in Section 5.4 we apply these results to provide expression rate estimates for PIDEs. Finally, Section 5.5 provides an application to basket option pricing.

5.1. Admissible Payoff. Fix \( k \in \mathbb{N} \). For each \( d \in \mathbb{N} \) we consider a function \( \varphi_d: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R} \). We aim at approximating the map

\[
( x, K ) \mapsto \mathbb{E}[ \varphi_d( X_T^{x,d}, K ) ]
\]

by deep neural networks.
More generally, we will be interested in approximating expectations of certain path-dependent functionals (or derivatives in a mathematical finance context) $\Phi_d: \mathcal{D}([0,T], \mathbb{R}^d) \times \mathbb{R}^{kd} \to \mathbb{R}$, i.e. the map

$$(x, K) \mapsto U_d(x, K) := \mathbb{E}[\Phi_d((X_{s,d}^x)_{s \in [0,T]}, K)]$$

is to be approximated by deep neural networks. Here $\mathcal{D}([0,T], \mathbb{R}^d)$ denotes the space of all càdlàg functions $y: [0, T] \to \mathbb{R}^d$ (also referred to as “Skorokhod space”, see e.g. [JS03]).

For our results on expression rates, we make the following assumptions on the functional $\Phi_d$. The case of “European payoffs” $\varphi_d$ is a special case and the assumption simplifies in this case; see Remark 5.1 below. Recall that $T > 0$ denotes a fixed time horizon.

**Assumption 5.** Assume there exist $C > 0, p, q \geq 0$ and that for each $d \in \mathbb{N}, \varepsilon \in (0,1]$ there exist $D_{d,\varepsilon} \in \mathbb{N}, 0 \leq t_{D_{d,\varepsilon}}^d < \ldots < t_{1}^{d,\varepsilon} \leq T$, neural networks $\Phi_{\varepsilon,d}: \mathbb{R}^{dD_{d,\varepsilon}} \times \mathbb{R}^{kd} \to \mathbb{R}$ and probability measures $\mu^d$ on $\mathbb{R}^d \times \mathbb{R}^{kd}$ so that for each $d \in \mathbb{N}, \varepsilon \in (0,1]$,

(i) for all $K \in \mathbb{R}^{kd}$, $y \in \mathcal{D}([0,T], \mathbb{R}^d)$

$$|\Phi_d(y,K) - \Phi_{\varepsilon,d}(y(t_1^{d,\varepsilon}), \ldots, y(t_{D_{d,\varepsilon}}^{d,\varepsilon}), K)| \leq \varepsilon C d^p (1 + \|K\| + \sup_{t \in [0,T]} \|y(t)\|)$$

$$\text{size}(\Phi_{\varepsilon,d}) + D_{d,\varepsilon} \leq C d^p \varepsilon^{-q},$$

$$\text{Lip}(\Phi_{\varepsilon,d}) \leq C d^p \varepsilon^{-q},$$

(ii) $\int_{\mathbb{R}^d \times \mathbb{R}^{kd}} (1 + \|x\|^2 + \|K\|^2) \mu^d(dx, dK) \leq C d^p$.

Here, for a function $g: \mathbb{R}^q \times \mathbb{R}^r \to \mathbb{R}$, the quantity $\text{Lip}(g)$ is defined as

$$\text{Lip}(g) = \sup_{(x_1, K_1), (x_2, K_2) \in \mathbb{R}^q \times \mathbb{R}^r} \frac{|g(x_1, K_1) - g(x_2, K_2)|}{\|x_1 - x_2\| + \|K_1 - K_2\|}.$$

Assumption 5 includes many important derivatives such as discrete and continuously monitored Asian options or discretely monitored barrier options.

**Remark 5.1.** In the special case when $\Phi_d$ is in fact a so-called European-type payoff in financial models of baskets, i.e., when $\Phi_d((X_{s,d}^x)_{s \in [0,T]}, K) = \varphi_d(X_T^x, K)$ for some $\varphi_d: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R}$ then we may set $D_{d,\varepsilon} = 1$ in Assumption 5 and Assumption 5(i) reduces to the requirement that there exist neural networks $\phi_{\varepsilon,d}: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R}$ such that for each $d \in \mathbb{N}, \varepsilon \in (0,1]$ it holds for all $(x, K) \in \mathbb{R}^d \times \mathbb{R}^{kd}$ that

$$|\varphi_d(x,K) - \phi_{\varepsilon,d}(x,K)| \leq \varepsilon C d^p (1 + \|x\| + \|K\|)$$

$$\text{size}(\phi_{\varepsilon,d}) \leq C d^p \varepsilon^{-q},$$

$$\text{Lip}(\phi_{\varepsilon,d}) \leq C d^p \varepsilon^{-q}.$$  

(5.2)

In typical applications in mathematical finance $\varphi_d(\cdot, K)$ represents the payoff of a financial derivative with characteristics $K$ and written on $d$ underlyings. In many relevant examples the initial condition $\varphi_d$ can be represented exactly by a ReLU DNN. In this case one can choose $\phi_{\varepsilon,d} = \varphi_d$ for all $d \in \mathbb{N}, \varepsilon \in (0,1]$ and (5.2) holds with $q = 0$. Examples include, e.g., basket call options, basket put options, call on max options, call on min options, and many more, we refer, e.g., to [GHLvW18, Lemma 4.6, Lemma 4.8, Lemma 4.12, Lemma 4.14].

**Remark 5.2.** The probability measure $\mu^d$ in Assumption 5 is the measure with respect to which the approximation error is measured. The only requirement imposed on $\mu^d$ in Assumption 5 is that the second moments of $\mu^d$ grow at most polynomially in $d$ and therefore Theorem 5.3 below
holds for a wide range of measures. For example, \( \mu^d \) could be chosen as the Lebesgue measure on \([0, 1]^d \times [0, 1]^k \) or as \( \lambda_{[0,1]^d} \otimes \delta_K \), for some fixed \( K_d \in \mathbb{R}^k \) and with \( \lambda_{[0,1]^d} \) the Lebesgue measure on \([0, 1]^d\) (analogously to [GHJvW18, Theorem 1.1]). More generally, \( \mu^d \) could be chosen as the normalized Lebesgue measure on \( \lambda^d \times K^d \) for any Borel measurable set \( \lambda^d \times K^d \subseteq \mathbb{R}^d \times \mathbb{R}^k \) satisfying \( \sup_{d \in \mathbb{N}} \sup_{(x,K) \in \lambda^d \times K^d} (\|x\|^2 + \|K\|^2) < \infty \).

5.2. Main result. We now turn to our main approximation result. Theorem 5.3 shows the following expressivity result for the approximation of \( U^d \) by deep neural networks: an approximation accuracy of \( \epsilon > 0 \) can be achieved by a neural network with size bounded at most polynomially in \( d \) and in \( \epsilon^{-1} \). Hence, the neural network approximation does not suffer from the CoD. Note that the probability measure \( \mu^d \) may have atoms. Theorem 5.3 can thus also be used to obtain DNN expression rates for \( U_d(\cdot, K_d) \) for single values \( K_d \in \mathbb{R}^k \) (cf., e.g., Remark 5.2 above).

**Theorem 5.3.** Assume that

- the coefficients of the SDE (2.1) satisfy the Lipschitz and growth conditions in Assumption 4,
- the jumps of the process satisfy Assumption 3(i) that is, either we are in the case of a Lévy-driven SDE or the small jumps exhibit decay (2.5), (2.6),
- the coefficient and payoff functions satisfy the approximation hypothesis, Assumptions 4.

Then there exist constants \( \kappa, p, q > 0 \) and, for any \( d \in \mathbb{N} \) and target accuracy \( \epsilon \in (0, 1] \) exist neural networks \( U_{\epsilon,d} : \mathbb{R}^d \times \mathbb{R}^k \rightarrow \mathbb{R} \) such that

\[
\text{size}(U_{\epsilon,d}) \leq \kappa d^p \epsilon^{-q},
\]

\[
\left( \int_{\mathbb{R}^d \times \mathbb{R}^k} |U_d(x, K) - U_{\epsilon,d}(x, K)|^2 \mu^d(dx, dK) \right)^{1/2} < \epsilon.
\]

**Proof.** Let \( \epsilon \in (0, 1] \) be given and consider \( \mathfrak{M} \in \mathbb{N} \), \( \bar{\epsilon} \in (0, 1) \), \( h \in (0, 1) \), \( \delta \in [0, 1) \) and \( \mathcal{M} \in \mathbb{N} \) to be selected later. Essentially the proof consists in two steps: in a first step we carry out various approximation procedures to construct i.i.d. stochastic processes \( Z^{x,d,h,\delta,\bar{\epsilon},M,1}, \ldots, Z^{x,d,h,\delta,\bar{\epsilon},M,\mathfrak{M}} \) and find \( \omega \in \Omega \) such that

\[
\left( \int_{\mathbb{R}^d \times \mathbb{R}^k} \left| U_d(x, K) - \frac{1}{\mathfrak{M}} \sum_{i=1}^{\mathfrak{M}} \Phi_{\delta,\bar{\epsilon}}(e_{\delta,\bar{\epsilon}}(Z^{x,d,h,\delta,\bar{\epsilon},M,i}(\omega), K)) \right|^2 \mu^d(dx, dK) \right)^{1/2} < \epsilon
\]

where \( e_{\delta,\bar{\epsilon}}(y) := (y_1^{d,\bar{\epsilon}}, \ldots, y_{D_d,\bar{\epsilon}}^{d,\bar{\epsilon}}) \) for \( y \in \mathcal{D}([0, T], \mathbb{R}^d) \).

In a second step we prove that

\[
U_{\epsilon,d}(x, K) := \frac{1}{\mathfrak{M}} \sum_{i=1}^{\mathfrak{M}} \Phi_{\delta,\bar{\epsilon}}(e_{\delta,\bar{\epsilon}}(Z^{x,d,h,\delta,\bar{\epsilon},M,i}(\omega), K))
\]

is indeed a neural network with weights satisfying (5.3).

The proof is slightly different depending on whether Assumption 3(i) or Assumption 3(ii) is satisfied. Hence, we prove the two steps separately for each case. In particular, in each of these two cases a different choice is made for \( Z^{x,d,h,\delta,\bar{\epsilon},M,1}, \ldots, Z^{x,d,h,\delta,\bar{\epsilon},M,\mathfrak{M}} \). In the first case this will be \( \mathfrak{M} \) i.i.d. copies of the process introduced in (4.25), whereas in the second case instead \( \mathfrak{M} \) i.i.d. copies of (4.37) will be chosen.

**The case of Assumption 3(i)**

Consider first the case of Lévy-SDE, i.e. when Assumption 3(i) is satisfied. Let \( \delta = 0 \), \( \mathcal{M} = 1 \) and let \( Z^{x,d,h,\delta,\bar{\epsilon},M,1}, \ldots, Z^{x,d,h,\delta,\bar{\epsilon},M,\mathfrak{M}} \) be \( \mathfrak{M} \) i.i.d. copies of the process \( Z^{x,d,h,\delta,\bar{\epsilon}} \) introduced in (4.25).
Step 1: Denote $Z_1(x, K) = \Phi_{\varepsilon,d}(e_{d,\varepsilon}(Z^{x,d,h,\delta,\varepsilon,M,i}, K))$, $\tilde{Z}_1(x, K) = Z_1(x, K) - \Phi_{\varepsilon,d}(e_{d,\varepsilon}(0), K)$ and write $Z = Z^{x,d,h,\delta,\varepsilon}$. We start by estimating the following $L^2$-approximation error.

\begin{equation}
\int_{\mathbb{R}^d \times \mathbb{R}^{kd}} \mathbb{E} \left[ \left| U_d(x, K) - \frac{1}{N} \sum_{i=1}^{N} Z_i(x, K) \right|^2 \right] \mu^d(dx, dK)
= \int_{\mathbb{R}^d \times \mathbb{R}^{kd}} \left| U_d(x, K) - \mathbb{E}[Z_1(x, K)] \right|^2 + \mathbb{E} \left[ \mathbb{E}[Z_1(x, K)] - \frac{1}{N} \sum_{i=1}^{N} Z_i(x, K) \right]^2 \mu^d(dx, dK)
= \int_{\mathbb{R}^d \times \mathbb{R}^{kd}} \left| U_d(x, K) - \mathbb{E}[Z_1(x, K)] \right|^2 + \frac{1}{N} \mathbb{E} \left[ \left| \mathbb{E}[\tilde{Z}_1(x, K)] - Z_1(x, K) \right|^2 \right] \mu^d(dx, dK).
\end{equation}

We now estimate these two terms separately. For the first term, the triangle inequality and Assumption 5\(2\) yield for any $(x, K) \in \mathbb{R}^d \times \mathbb{R}^{kd}$

\begin{equation}
|U_d(x, K) - \mathbb{E}[Z_1(x, K)]| \\
\leq \mathbb{E} \left| \Phi_d((X^{x,d})_{s \in [0,T]}, K) - \Phi_{\varepsilon,d}(e_{d,\varepsilon}(Z), K) \right| \\
\leq \mathbb{E} \left[ \left| \Phi_d((X^{x,d})_{s \in [0,T]}, K) - \Phi_{\varepsilon,d}(e_{d,\varepsilon}(X^{x,d}), K) \right| + \mathbb{E} \left| \Phi_{\varepsilon,d}(e_{d,\varepsilon}(X^{x,d}), K) - \Phi_{\varepsilon,d}(e_{d,\varepsilon}(Z), K) \right| \right] \\
\leq \mathbb{E} \left[ \left| \bar{X}_{t}^{x,d} - X_{t}^{x,d} \right| + \mathbb{E} \left( \sup_{t \in [0,T]} \| X_{t}^{x,d} \| \right) \right] + C d^{p - q} \mathbb{E} \left[ \left| e_{d,\varepsilon}(X^{x,d}) - e_{d,\varepsilon}(Z) \right| \right] \leq \mathbb{E} \left( \sup_{t \in [0,T]} \| X_{t}^{x,d} \| \right) + C d^{p - q} D_{d,\varepsilon}^{1/2} \mathbb{E} \left( \sup_{t \in [0,T]} \| X_{t}^{x,d} - Z_{t} \| \right).
\end{equation}

Using Lemma 4.3, Lemma 4.6 and Proposition 4.10, we obtain

\begin{equation}
\mathbb{E} \left[ \sup_{t \in [0,T]} \| X_{t}^{x,d} - Z_{t} \| \right] \\
\leq \mathbb{E} \left( \sup_{t \in [0,T]} \| X_{t}^{x,d} - \tilde{X}_{t}^{x,d,h} \| \right) + \mathbb{E} \left( \sup_{t \in [0,T]} \| \tilde{X}_{t}^{x,d,h} - Y_{t}^{x,d,h,\delta} \| \right) + \mathbb{E} \left( \sup_{t \in [0,T]} \| Y_{t}^{x,d,h,\delta} - Z_{t} \| \right) \\
\leq \left[ h(c_3 d^4 + c_4 d^2 \| x \|^2) \right]^{1/2} + \left[ c_5 h(d^4 + d^2 \| x \|^2) \right]^{1/2} + c_6 d^p \| x \|^2 (1 + \| x \|^2) + c_7 d^{3q+1} d^{2p} (1 + \| x \|^2).
\end{equation}

Inserting this estimate and estimate (4.18) from Corollary 4.4 into (5.7) we obtain

\begin{equation}
|U_d(x, K) - \mathbb{E}[Z_1(x, K)]|^2 \\
\leq 6 \varepsilon^2 C^2 d^{2p} (\| x \|^2 + \| K \|^2 + \tilde{c}_3 d^2 + \tilde{c}_4 \| x \|^2) + 6 C^3 d^{3p} \varepsilon^{-3q} (h(c_3 d^4 + c_4 d^2 \| x \|^2) + c_5 h(d^4 + d^2 \| x \|^2) + c_6 d^p \| x \|^2 + c_7 d^{3q+1} d^{2p} (1 + \| x \|^2) + c_8 d^{3q} \varepsilon^{-q} (c_9 d^{3q+1} d^{2p} (1 + \| x \|^2).
\end{equation}

with $\tilde{c}_3 = 2 \max(\tilde{c}_3, 1), \tilde{c}_4 = 2 \tilde{c}_4$. To estimate the second term in (5.6), we apply the Lipschitz condition and the moment bound (4.26) to obtain

\begin{equation}
\mathbb{E} \left[ \left| \mathbb{E}[\tilde{Z}_1(x, K)] - Z_1(x, K) \right|^2 \right] \\
\leq \mathbb{E} \left( \left| \Phi_{\varepsilon,d}(e_{d,\varepsilon}(Z), K) - \Phi_{\varepsilon,d}(e_{d,\varepsilon}(0), K) \right|^2 \right) \leq C^2 d^{2p} \varepsilon^{-2q} \mathbb{E} \left( \left| e_{d,\varepsilon}(Z) - e_{d,\varepsilon}(0) \right|^2 \right) = C^2 d^{2p} \varepsilon^{-2q} \sum_{i=1}^{D_{d,\varepsilon}} \mathbb{E} \left( \left| Z_{t}^{i,e} \right|^2 \right) \leq C^3 d^{3p} \varepsilon^{-3q} (c_9 d^{3q} \varepsilon^{-q} + c_7 \| x \|^2) .
\end{equation}
Inserting (5.8) and (5.9) into (6.6) and using the growth condition on the integral in Assumption 5.ii) we obtain

\[
\begin{align*}
\int_{\mathbb{R}^d \times \mathbb{R}^k} \mathbb{E} \left[ \left| U_d(x, K) - \frac{1}{\mathfrak{N}} \sum_{i=1}^{\mathfrak{N}} Z_i(x, K) \right|^2 \right] \mu^d(dx, dK) \\
\leq \bar{c} d^r [\varepsilon^2 + \varepsilon^{-3q}(2\bar{h} + \varepsilon^{3q+1}) + \mathfrak{N}^{-1}\varepsilon^{-4q}]
\end{align*}
\]

with \( \bar{c} = 6 \max(C^3 \max(1, \tilde{c}_3, 1 + \tilde{c}_4), C^4 \max(c_3, c_4, c_5, c_6, c_7), C^4 \max(c_8, c_7)), r = \max(5p, 6p + 4 + \tilde{q}) \). Now choose \( \varepsilon = \varepsilon(\max(6\bar{c}, 1)d^r)^{-1} \) and \( \bar{h} = \varepsilon^2(9\bar{c}d^r\varepsilon^{-3q})^{-1} \). With these choices, the bound in (5.10) becomes

\[
\begin{align*}
\int_{\mathbb{R}^d \times \mathbb{R}^k} \mathbb{E} \left[ \left| U_d(x, K) - \frac{1}{\mathfrak{N}} \sum_{i=1}^{\mathfrak{N}} \Phi_{\varepsilon,d}(\varepsilon,d,\delta,e,M,i), K \right|^2 \right] \mu^d(dx, dK) < \frac{\varepsilon^2}{3} + \frac{\varepsilon^2}{3} + \frac{\varepsilon^2}{3} = \varepsilon^2.
\end{align*}
\]

Hence, there exists \( \omega \in \Omega \) such that (5.5) holds.

**Step 2:**

Let \( i \in \{1, \ldots, \mathfrak{N} \} \) and write \( Z^{x,i} := Z^{x,h,d,\delta,e,M,i} \). Denote by \( L^{d,i}_t = \int_0^t \int_{\mathbb{R}^d} G^d(z) \tilde{N}^{d,i}(dt, dz) \) the jump part of the \( (i\text{-th}) \) i.i.d. copy of the \( L^\varepsilon \). Let \( \ell^s = \text{depth}(\beta_{\varepsilon,d}) \), \( \ell^s_j = \text{depth}(s_{\varepsilon,d,j}) \), \( \ell^F_j = \text{depth}(F_{\varepsilon,d,j}) \) and set \( \ell_{\text{max}} = \max(2, \ell^s, \ell^s_1, \ldots, \ell^s_d, \ell^F, \ldots, \ell^F_d) \). For any \( \ell \in \mathbb{N} \) denote by \( I_{d,\ell} \) a \( \ell \)-layer ReLU-DNN that emulates the identity on \( \mathbb{R}^d \). By [PV18 Remark 2.4] (see also [OPS20 Proposition 2.4]) it can be chosen so that \( \text{size}(I_{d,\ell}) \leq 2d \ell \).

Then from (4.25) we have for any \( t \) such that \( t \in [t_n, t_{n+1}] \)

\[
Z^{x,i}_t = Z^{x,i}_{t_n} + \beta_{\varepsilon,d}(Z^{x,i}_{t_n})(t - t_n) + \sigma_{\varepsilon,d}(Z^{x,i}_{t_n}) (R^{d,i}_t - R^{d,i}_{t_n}) + F_{\varepsilon,d}(Z^{x,i}_{t_n}) \int_{t_n}^{t} \int_{\mathbb{R}^d} G^d(z) \tilde{N}^{d,i}(dt, dz)
\]

\[
= I_{d,\ell_{\text{max}}}(Z^{x,i}_{t_n}) + \beta_{\varepsilon,d}(I_{d,\ell_{\text{max}} - \ell^s}(Z^{x,i}_{t_n}))(t - t_n) + \sum_{j=1}^{d} \sigma_{\varepsilon,d,j}(I_{d,\ell_{\text{max}} - \ell^s_j}(Z^{x,i}_{t_n}))(R^{d,i}_{t_j} - R^{d,i}_{t_{n,j}})
\]

\[
+ \sum_{j=1}^{d} F_{\varepsilon,d,j}(I_{d,\ell_{\text{max}} - \ell^F_j}(Z^{x,i}_{t_n}))(L^{d,i}_{t_j} - L^{d,i}_{t_{n,j}}).
\]

Next we use a result on compositions of DNNs, [PV18 Remark 2.6] (see also [OPS20 Proposition 2.2]), which essentially states that the composition of a DNN \( \phi_1 \) with \( L_1 \) layers and a DNN \( \phi_2 \) with \( L_2 \) layers can be realized as a DNN \( \phi := \phi_1 \circ \phi_2 \) with \( L_1 + L_2 \) layers and \( \text{size}(\phi) \leq 2(\text{size}(\phi_1) + \text{size}(\phi_2)) \). This shows that the last line in (5.12) can be realized as the (randomly weighted) sum of DNNs of the same depth evaluated at \( Z^{x,i}_{t_n} \). A weighted sum of DNNs of the same depth \( \ell_{\text{max}} \) can again be realized by a DNN of depth \( \ell_{\text{max}} \) by [GS21 Lemma 3.2] and therefore we obtain

\[
Z^{x,i}_t(\omega) = \Phi^i_t(Z^{x,i}_{t_n}(\omega))
\]
for a neural network $\Phi^i_t: \mathbb{R}^d \to \mathbb{R}^d$ with neural network weights depending on $t, t_n, \bar{\varepsilon}, d, i, h$ and $\omega$ (but not on $x$) and satisfying

$$\text{size}(\Phi^i_t) \leq \text{size}(\mathcal{I}_{d,\ell_{\text{max}}}) + \text{size}(\beta_{\varepsilon,d} \circ \mathcal{I}_{d,\ell_{\text{max}} - \ell^0}) + \sum_{j=1}^d \text{size}(\sigma_{\varepsilon,d,j} \circ \mathcal{I}_{d,\ell_{\text{max}} - \ell^j})$$

$$+ \sum_{j=1}^d \text{size}(F_{\varepsilon,d,j} \circ \mathcal{I}_{d,\ell_{\text{max}} - \ell^j})$$

$$\leq (6d + 8d^2)\ell_{\text{max}} + 2\text{size}(\beta_{\varepsilon,d}) + 2\sum_{j=1}^d \text{size}(\sigma_{\varepsilon,d,j}) + \text{size}(F_{\varepsilon,d})$$

$$\leq (1 + 6d + 8d^2)2Cd^p\varepsilon^{-q},$$

where in the last step we used Assumption \ref{4} and that w.l.o.g. each layer has at least one non-zero parameter.

Iterating (\ref{5.12}), applying (\ref{5.13}) in each time-step and using $Z^x_i(t) = x$, we obtain for $t \in (t_n, t_{n+1}]$

$$Z^x_i(t) = \Phi^i_t \circ \Phi^i_{t_n} \circ \Phi^i_{t_{n-1}} \circ \cdots \circ \Phi^i_{t_1} (x)$$

$$= \Psi^i_t (x)$$

with $\Psi^i_t = \Phi^i_t \circ \Phi^i_{t_n} \circ \Phi^i_{t_{n-1}} \circ \cdots \circ \Phi^i_{t_1}$. From [OPS20, Proposition 2.2] in fact we have the refined bound $\text{size}(\phi_1 \circ \phi_2) \leq 2\text{size}(\phi_1) + \text{size}_{\text{out}}(\phi_2) + \text{size}(\phi_2)$ and the property $\text{size}_{\text{out}}(\phi_1 \circ \phi_2) = \text{size}_{\text{out}}(\phi_1)$ (provided that $\phi_1$ has at least one hidden layer). But each of the networks $\Phi^i_t$ has at least one hidden layer (as $\ell_{\text{max}} \geq 2$) and so by iteratively applying these properties and using \ref{5.14} we obtain

$$\text{size}(\Psi^i_t) \leq 2\text{size}(\Phi^i_t) + \text{size}_{\text{out}}(\Phi^i_{t_n} \circ \Phi^i_{t_{n-1}} \circ \cdots \circ \Phi^i_{t_1}) + \text{size}(\Phi^i_{t_n} \circ \Phi^i_{t_{n-1}} \circ \cdots \circ \Phi^i_{t_1})$$

$$= 2\text{size}(\Phi^i_t) + \text{size}_{\text{out}}(\Phi^i_{t_n}) + \text{size}(\Phi^i_{t_n} \circ \Phi^i_{t_{n-1}} \circ \cdots \circ \Phi^i_{t_1})$$

$$\leq 2\text{size}(\Phi^i_t) + \text{size}_{\text{out}}(\Phi^i_{t_n}) + 2\text{size}(\Phi^i_{t_n}) + \text{size}_{\text{out}}(\Phi^i_{t_{n-1}}) + \text{size}(\Phi^i_{t_{n-1}} \circ \cdots \circ \Phi^i_{t_1})$$

$$\leq \cdots$$

$$\leq 2\text{size}(\Phi^i_t) + 3 \sum_{k=1}^n \text{size}(\Phi^i_{t_k}) \leq (2 + 3n)(2 + 6d + 8d^2)2Cd^p\varepsilon^{-q}.$$
and size((φ₁, . . . , φₘ)ₐ) = \sum_{i=1}^{m} \text{size}(φₘ). The size of \( \tilde{Ψ}^i \) can thus be estimated using (5.16) and (5.17) by

\[
\text{size}(\tilde{Ψ}^i) \leq 2\text{size}(Φ_{\varepsilon,d}) + 2\text{size}((I_{d,\ell_D - \ell_1} \circ \Psi_{\varepsilon,d,\ell_1}, I_{d,\ell_D - \ell_2} \circ \Psi_{\varepsilon,d,\ell_2}, \ldots, \Psi_{\varepsilon,d,\ell_D}, I_{kd,\ell_D})_{d})
\]
\[
= 2\text{size}(Φ_{\varepsilon,d}) + 2\text{size}(I_{kd,\ell_D}) + 2\text{size}(Ψ_{\varepsilon,d,\ell_D}) + 2 \sum_{j=1}^{D-1} \text{size}(I_{d,\ell_D - \ell_j} \circ \Psi_{\varepsilon,d,\ell_j})
\]
\[
\leq 2Cd^p\varepsilon^{-q} + 2kd\ell_D + 4D(2 + 3N)(1 + 6d + 8d^2)2Cd^p\varepsilon^{-q} + 4 \sum_{j=1}^{D-1} 2d(\ell_D - \ell_j)
\]
\[
\leq [1 + (4D + 2kd + 8Dd)(2 + 3N)(1 + 6d + 8d^2)]2Cd^p\varepsilon^{-q}
\]
\[
\leq \tilde{C}h^{-1}d^{2p+4}\varepsilon^{-2q},
\]
with \( \tilde{C} = 4200 \max(C, 1)kTC \).

Inserting (5.17) into the definition of \( U_{\varepsilon,d} \) we thus obtain

\[
U_{\varepsilon,d}(x, K) = \frac{1}{\mathfrak{N}} \sum_{i=1}^{\mathfrak{N}} \tilde{Ψ}^i(x, K) = \tilde{Ψ}(x, K)
\]

for a neural network \( \tilde{Ψ} \) e.g. obtained from [GS21] Lemma 3.2 and satisfying

\[
\text{size}(\tilde{Ψ}) \leq \sum_{i=1}^{\mathfrak{N}} \text{size}(\tilde{Ψ}^i) \leq \tilde{C}h^{-1}d^{2p+4}\varepsilon^{-2q}\mathfrak{N}
\]
\[
\leq \tilde{C}[\varepsilon^{-2}(9\tilde{c}d^p\varepsilon^{-3q})^{-1} - 1]^{-1}d^{2p+4}\varepsilon^{-2q}(3\varepsilon^{-2}\tilde{c}d^p\varepsilon^{-4q} + 1)
\]
\[
\leq 18 \max(3\tilde{c}, 1)\tilde{c}\tilde{C} \max(6\tilde{c}, 1)^{9q}\varepsilon^{-4 - 9q}d^{2p+4+2r+9qr},
\]

where we used (5.18) in the second inequality and inserted the choices of \( \mathfrak{N}, h \) in the third inequality and the choice of \( \varepsilon \) in the last inequality. Setting \( \kappa := 18 \max(3\tilde{c}, 1)\tilde{c}\tilde{C} \max(6\tilde{c}, 1)^{9q}, \ p = 2p + 4 + 2r + 9qr, \ q = 4 + 9q \) we have thus proved in (5.19) the claimed neural network representation and provided in (5.20) the polynomial bound (5.3) on its size. This concludes the proof of Step 2 and finishes the proof of the theorem in the case of Assumption (3(i)).

**The case of Assumption (3(ii))**

Consider now the case when Assumption (3(ii)) is satisfied. Let \( Z^{x,d,h,\delta,\varepsilon,\mathcal{M},1}, \ldots, Z^{x,d,h,\delta,\varepsilon,\mathcal{M},\mathfrak{N}} \) be i.i.d. copies of the process \( Z^{x,d,h,\delta,\varepsilon,\mathcal{M}} \) which was introduced in (4.37). Recall that \( \varepsilon \in (0, 1) \), \( h \in (0, 1) \), \( \delta \in (0, 1) \) and \( \mathcal{M} \in \mathbb{N} \) are for the time being arbitrary and will be selected later.

**Step 1:** Denoting \( Z_1(x, K) = \Phi_{\varepsilon,d}(e_d,\varepsilon)(Z^{x,d,h,\delta,\varepsilon,\mathcal{M},i}_1), K) \) and \( \tilde{Z}_1(x, K) = Z_1(x, K) - \Phi_{\varepsilon,d}(e_d,\varepsilon)(0), K) \) we obtain the same error decomposition (5.6) as in the case above. Furthermore, for the first term we proceed by precisely the same arguments used to obtain (5.7) and obtain for any \( (x, K) \in \mathbb{R}^d \times \mathbb{R}^{kd} \)

\[
|U_d(x, K) - \mathbb{E}[Z_1(x, K)]|
\]
\[
\leq \varepsilon Cd^p(1 + \|x\| + \|K\| + \mathbb{E}[\sup_{t \in [0,T]} \|X^{x,d}_t\|]) + Cd^p\varepsilon^{-q}D_{d,\varepsilon}^{1/2}\mathbb{E}[\sup_{t \in [0,T]} \|X^{x,d}_t - \tilde{Z}^{x,d,h,\delta,\varepsilon,\mathcal{M},i}_1\|].
\]
As above, we now estimate the last expectation above using Lemma 4.3, Lemma 4.6 and Proposition 4.12. This yields for $\mathcal{M} \geq \delta^{-2}Ld\tilde{q}$ that

$$\mathbb{E}\left[ \sup_{t \in [0,T]} \| X_t \| - Z_t \|_d \right] \leq \mathbb{E}\left[ \sup_{t \in [0,T]} \| X_t \| - Z_t \|_d \right] + \mathbb{E}\left[ \sup_{t \in [0,T]} \| Y_t \| - Z_t \|_d \right] + \mathbb{E}\left[ \sup_{t \in [0,T]} \| Y_t \| - Z_t \|_d \right].$$

Inserting this estimate and (4.18) from Corollary 4.4 into (5.21) we obtain

$$\mathbb{E}[U_d(x, K) - \mathbb{E}[Z(x, K)]^2 \leq 6 \mathbb{E}^2 C^2 d^{2p} (|x|^2 + |K|^2 + \tilde{c}_d d^2 + \tilde{c}_4 ||x||^2) + 6 C^3 d^{3p} \tilde{e}^{-3q} [h(c^3 d^4 + c_4 d^2 ||x||^2)]$$

with $\tilde{c}_3 = 2 \max(\tilde{c}_3, 1), \tilde{c}_4 = 2 \tilde{c}_4$.

For the second term in the error decomposition (5.6) one may use precisely the same arguments as in (5.9) (but now with the moment bound (4.38) instead of (4.26)), which yields

$$\mathbb{E} \left[ |\mathbb{E}[\tilde{Z}_1(x, K)] - \tilde{Z}_1(x, K)|^2 \right] \leq C^3 d^{3p} \tilde{e}^{-3q} (\tilde{c}_8 d^{p} \tilde{e}^{-q} + \tilde{c}_7 ||x||^2).$$

Estimates (5.22) and (5.23) can now be inserted into (5.6), this yields

$$\int_{\mathbb{R}^{2d}} \mathbb{E} \left[ \left| U_d(x, K) - \frac{1}{\mathbb{R}} \sum_{i=1}^{\mathbb{R}} Z_i(x, K) \right|^2 \right] \mu^d(dx, dK)$$

with $\tilde{c} = 6 \max(C^2 \max(1 + \tilde{c}_4, 1, \tilde{c}_3), C^3 \max(\tilde{c}_3, \tilde{c}_4, 1, \tilde{c}_3, \tilde{c}_7, \tilde{c}_9, \tilde{c}_9)), r = 6p + 4 + \tilde{q}$. 
Now set $\tilde{c} = C\tilde{c}, p = r + p$ and choose $\tilde{e} = \mathbb{E}(\tilde{\epsilon}(\max(5\sqrt{3} \tilde{c}, 1))d\tilde{\epsilon})^{-1}, h = \mathbb{E}(\max(48 \tilde{c}, 1)d\tilde{\epsilon})^{-1}, \delta = h^{1/p}, \mathcal{M} = [\tilde{e}^2 \delta^{-2} \tilde{e}^{-2} d\tilde{\epsilon}, \mathbb{E}(\tilde{\epsilon})^{-1}], \mathcal{M} = [\tilde{e}^2 \delta^{-2} \tilde{e}^{-2} d\tilde{\epsilon}, \mathbb{E}(\tilde{\epsilon})^{-1}].$

Denote by $R := \int_{\mathbb{R}^{2d}} |U_d(x, K) - \frac{1}{\mathbb{R}} \sum_{i=1}^{\mathbb{R}} Z_i(x, K)|^2 \mu^d(dx, dK)$. Inserting these choices in the bound (5.24) we obtain

$$\mathbb{E} [R] < \frac{\tilde{e}^2}{9} + \frac{\tilde{e}^2}{9} + \frac{\tilde{e}^2}{9} = \frac{\tilde{e}^2}{3},$$

i.e. that the bound (5.11) also holds with the current choice of $Z^{x,d,h,\delta,\epsilon,M,i}$ and $\tilde{e}^2$ instead of $\epsilon^2$. Combining this with Markov’s inequality, the fact that $N^d(\cdot, A_i)$ is a Poisson process with intensity $\nu^d(A_i)$ and estimate (4.36) yields
\[ (5.26) \quad \mathbb{P} \left( \{ R \geq \varepsilon^2 \} \cup \{ N^d(T, A_\delta) \geq 3T\delta^{-2} \bar{L}d^3 \} \right) \leq \frac{\mathbb{E}[R]}{\varepsilon^2} + \frac{\mathbb{E}[N^d(T, A_\delta)]}{3T\delta^{-2} \bar{L}d^3} \leq \frac{1}{3} + \frac{\nu^d(A_\delta)}{3\delta^{-2} \bar{L}d^3} \leq \frac{2}{3}. \]

Consequently, \( \mathbb{P}(R < \varepsilon^2, N^d(T, A_\delta) < 3T\delta^{-2} \bar{L}d^3) \geq \frac{1}{3} > 0 \). Thus, there exists \( \omega \in \Omega \) such that \( (5.5) \) holds and, in addition,

\[ (5.27) \quad N^d(T, A_\delta)(\omega) \leq 3T\delta^{-2} \bar{L}d^3. \]

**Step 2:** Let \( i \in \{1, \ldots, M\} \) and write \( Z^{\varepsilon,i} := Z^{\varepsilon,d,h,\delta,\varepsilon,i,a} \). Recall that \( Z^{\varepsilon,i} \) is an independent copy of the process \( \tilde{Z}^{\varepsilon,d,h,\delta,\varepsilon,i,a} \) introduced in \( (4.37) \). Denote by \( P^{d,i}_s = \int_{A_\delta} y N^{d,i}(t, dy) \) the compound Poisson process of jumps larger than \( \delta \) associated to \( Z^{\varepsilon,i} \). Then for \( t \in [t_n, t_{n+1}] \)

\[ (5.28) \quad Z^{\varepsilon,i}_t = Z^{\varepsilon,i}_{t_n} + \beta_{\varepsilon,i}(Z^{\varepsilon,i}_{t_n})(t - t_n) + \sigma_{\varepsilon,i}(Z^{\varepsilon,i}_{t_n})(B^{d,i}_t - B^{d,i}_{t_n}) + \sum_{t_n \leq s \leq t} \gamma_{\varepsilon,i}(Z^{\varepsilon,i}_{t_n}, \Delta P^{d,i}_s) 1_{A_\delta}(\Delta P^{d,i}_s) - (t - t_n)\nu^d(A_\delta) \sum_{m=1}^M \gamma_{\varepsilon,i}(Z^{\varepsilon,i}_{t_n}, \nu_{i,m,t_n}), \]

where the first sum is only over finitely many non-zero summands, see for instance \[ \text{App09, Section 4.3.2} \] (the number of non-zero terms is \( N(t, A_\delta)(\omega) - N(s, A_\delta)(\omega) \), which is finite due to \[ \text{App09, Lemma 2.3.4} \]). Let \( \ell_{max} = \max(2, \ell_i, \ell_i^\varepsilon, \ell_i^\delta, \ell_i^\varepsilon, \ell_i^\delta, \ell^X, \ell^Y, \ell^N) \) with \( \ell_i^\varepsilon, \ell_i^\delta, \ell_i^\varepsilon, \ell_i^\delta, \ell^X, \ell^Y, \ell^N \) as before, \( \ell_j^P = \text{depth}(\gamma_{\varepsilon,i}(\cdot, V_{i,m,t_n}(\omega))) \) for \( j = 1, \ldots, M \) and \( \ell^P_{max} = \max_{s \in [t_n, t]} \ell^P_s \), where \( \ell^P_s := \text{depth}(\gamma_{\varepsilon,i}(\cdot, \Delta P^{d,i}_s(\omega))) 1_{A_\delta}(\Delta P^{d,i}_s(\omega)) \). Then precisely the same reasoning that we employed to obtain the neural network representation \( (5.13) \) from \( (5.12) \) can be applied here. More specifically for each \( t \in [t_n, t_{n+1}] \), there exists a neural network \( \Phi_t^i: \mathbb{R}^d \to \mathbb{R}^d \) with neural network weights depending on \( t, t_n, \varepsilon, d, i, h, \delta, M \) and \( \omega \) (but not on \( x \)) such that for all \( x \in \mathbb{R}^d \) the representation \( Z^{\varepsilon,i}_t(\omega) = \Phi_t^i(Z^{\varepsilon,i}_{t_n}(\omega)) \) holds true and the number of non-zero weights can be estimated by

\[ (5.29) \quad \text{size}(\Phi_t^i) \leq \text{size}(\mathcal{I}_{d, \ell_{max}}) + \sum_{j=1}^d \text{size}(\sigma_{\varepsilon,i,j} \circ \mathcal{I}_{d, \ell_{max} - \ell^P_j}) + \sum_{t_n \leq s \leq t} \text{size}(1_{A_\delta}(\Delta P^{d,i}_s(\omega)) \circ \mathcal{I}_{d, \ell_{max} - \ell^P_s}). \]

\[ \leq 2d\ell_{max}(3 + 2d + 2N^d(T, A_\delta)(\omega) + 2M) + \text{size}(\beta_{\varepsilon,i}) + \sum_{j=1}^d \text{size}(\sigma_{\varepsilon,i,j}) + 2(3 + 2d + 2dN^d(T, A_\delta)(\omega) + 2dM) \]

\[ \leq 12C\max(1, 2T\bar{L})d^{p+q+2}\varepsilon^{-q}(1 + 2\delta^{-2} + M), \]

where we used the bounds on the size from Assumption \[ \text{Assumption} \] and employed \( (5.27) \) for the last step. For the remainder of the proof we can now repeat precisely the same arguments used to obtain first the neural network representation \( (5.15) \) with a bound on the weights (obtained as in \( (5.16) \))

\[ (5.30) \quad \text{size}(\Psi_t^i) \leq (2 + 3n)12C\max(1, 2T\bar{L})d^{p+q+2}\varepsilon^{-q}(1 + 2\delta^{-2} + M). \]
Letting \( \tilde{C}_0 := 12C \max(1, 2T \tilde{L}) \) we then obtain the neural network representation (5.17) with weights bounded (as in (5.18)) by (5.31)

\[
\text{size}(\tilde{\Psi}) \leq 2 \text{size}(\Phi_{\varepsilon, d}) + 2 \text{size}(I_{kd, \ell_D}) + 2 \text{size}(\Psi^i_{bd, \varepsilon}) + 2 \sum_{j=1}^{D_{d, \varepsilon} - 1} \text{size}(I_{d, \ell_D - \ell_j} \odot \Psi^i_{\ell_j})
\]

\[
\leq 2Cd^p\bar{\varepsilon}^{-q} + 2kd\ell_D + 4D_{d, \varepsilon}(2 + 3N)\tilde{C}_0d^{p+q+2\bar{\varepsilon}^{-q}}(1 + 2\delta^{-2} + M) + 4 \sum_{j=1}^{D_{d, \varepsilon} - 1} 2d(\ell_D - \ell_j)
\]

\[
\leq 2Cd^p\bar{\varepsilon}^{-q} + (4D_{d, \varepsilon} + 2kd + 8D_{d, \varepsilon}d)(2 + 3N)\tilde{C}_0d^{p+q+2\bar{\varepsilon}^{-q}}(1 + 2\delta^{-2} + M)
\]

\[
\leq 2Cd^p\bar{\varepsilon}^{-q} + 14kC(2 + 3T^{-1})\tilde{C}_0d^{p+q+3\bar{\varepsilon}^{-2q}}(1 + 2\delta^{-2} + M)
\]

\[
\leq \tilde{C}h^{-1}\delta^{-2}d^{p+q+3\bar{\varepsilon}^{-2q}}(1 + M)\tilde{\mathcal{G}}
\]

with \( \tilde{C} = 60C \max(1, 7k\tilde{C}_0) \max(T, 1) \). Altogether, we obtain the representation (5.19) also in this case for a neural network \( \tilde{\Psi} \) satisfying (analogously to (5.20)) the bound (5.32)

\[
\text{size}(\tilde{\Psi}) \leq \tilde{C}h^{-1}\delta^{-2}d^{p+q+3\bar{\varepsilon}^{-2q}}(1 + M)\tilde{\mathcal{G}}
\]

\[
\leq \tilde{C}\varepsilon^{-2} \left( \max(48\bar{c}, 1)d^p\varepsilon^{-3q} \right)^{1+\frac{q}{p}} d^{2p+q+3\varepsilon^{-2q}}(1 + \varepsilon^{-2}d^{-8}d^{\max(\tilde{\mu}, \tilde{\theta})} \max(12\bar{c}, \tilde{L})(1 + 12\varepsilon^{-2}cd^p\varepsilon^{-4q})
\]

\[
\leq 4\tilde{C} \max(48\bar{c}, 1)^{1+\frac{q}{p}} \max(1, 12\bar{c}, \tilde{L}) \varepsilon^{-6-\frac{8}{p}d^p+\frac{4p}{p}+2p+q+3+\max(\tilde{\mu}, \tilde{\theta})} \varepsilon^{-15q-\frac{12q}{p}}
\]

\[
\leq \kappa\varepsilon^{-6-\frac{15q-\frac{12q}{p}}{p}} d^{\frac{4p}{p}+\frac{4p}{p}+2p+q+3+\frac{15q+\frac{12q}{p}}{p}},
\]

where we have set \( \kappa = 4\tilde{C} \max(1, 12\bar{c}, \tilde{L}) \max(48\bar{c}, 1)^{1+\frac{q}{p}} \max(8\sqrt{3}\bar{c}, 1)^{15q+\frac{12q}{p}} \) and we used (5.31) in the first inequality and inserted the choices of \( \mathcal{H}, h, M, \delta \) in the second inequality and the choice of \( \varepsilon \) in the last inequality. This finishes the proof of the Theorem also in the case of Assumption 3(ii).

\[\square\]

Remark 5.4. The proof crucially relies on a refined bound for the size of compositions of neural networks, see [OPS20, Proposition 2.2], which guarantees that the constant appearing in (5.16) does not grow exponentially in \( d \) and \( \varepsilon^{-1} \). Using instead the bound \( \text{size}(\phi_1 \circ \phi_2) \leq 2(\text{size}(\phi_1) + \text{size}(\phi_2)) \) would lead to a factor \( 2^n \) in (5.16) and thereby yield constants that grow exponentially in \( d \) and \( \varepsilon^{-1} \).

5.3. Case without path-dependence. As a first consequence of Theorem 5.3 we obtain a DNN approximation result for European options, i.e., functionals which only depend on the terminal value. For each \( d \in \mathbb{N} \) let \( \varphi_d: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R} \) be a parametric European payoff function. In this section the function to be approximated is \( U_d: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R} \) given by

\[
(x, K) \mapsto U_d(x, K) := \mathbb{E}[\varphi_d(X_{T}^{x, d}, K)].
\]

This is a special case of the situation considered in Theorem 5.3 with \( \Phi_d(y) = \varphi_d(y_T) \). Thus, Theorem 5.3 can be directly applied. To facilitate reading we have written explicitly the simplifications that appear in this case for the assumption on the payoff, Assumption 5. cf. also Remark 5.1. In particular, the assumptions imposed in Corollary 5.5 are precisely the same as in Theorem 5.3 but specialized to the case \( \Phi_d(y) = \varphi_d(y_T) \).
Corollary 5.5. Assume that
- the coefficients of the SDE \((2.1)\) satisfy the Lipschitz and growth conditions in Assumption 4,
- the jumps of the process satisfy Assumption 3, that is, either we are in the case of a Lévy-driven SDE or the small jumps exhibit decay \((2.5), (2.6)\),
- the coefficient functions satisfy the approximation hypothesis Assumption 4 and Assumption 5(ii) holds,
- there exist \(C > 0, p, q \geq 0\) and for each \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) there exist neural networks \(\phi_{\varepsilon,d}: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R}\) such that for each \(d \in \mathbb{N}, \varepsilon \in (0, 1]\), the European payoff approximation condition \((5.2)\) holds.

Then there exist constants \(\kappa, p, q > 0\) and neural networks \(U_{\varepsilon,d}: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R}, d \in \mathbb{N}, \varepsilon \in (0, 1]\) such that for any \(d \in \mathbb{N}\) and target accuracy \(\varepsilon \in (0, 1]\)

\[
(5.33) \quad \text{size}(U_{\varepsilon,d}) \leq \kappa d^p \varepsilon^{-q}
\]

\[
(5.34) \quad \left( \int_{\mathbb{R}^d \times \mathbb{R}^{kd}} |U_d(x, K) - U_{\varepsilon,d}(x, K)|^2 \mu^d(dx, dK) \right)^{1/2} < \varepsilon.
\]

5.4. **Expression rate results for PIDEs.** As a second consequence of Theorem 5.3 we obtain a DNN expression rate result for the solution of the PIDE \((1.2)\) (which is identical to \((2.4)\)). For each \(d \in \mathbb{N}\) let \(\varphi_d: \mathbb{R}^d \to \mathbb{R}\) be a continuous function with polynomial growth. With Assumptions 1 and 2 Proposition 2.8 ensures existence of a unique viscosity solution with polynomial growth of the PIDE \((1.2)\). We denote this solution by \(u_d \in C([0, T] \times \mathbb{R}^d, \mathbb{R})\). The next result proves that \(u_d(0, \cdot)\) can be approximated by ReLU DNNs without the CoD. We write \(\mu^d(A) = \int_{\mathbb{R}^{kd}} \mu^d(A, dK)\) for \(A \in \mathcal{B}(\mathbb{R}^d)\).

Corollary 5.6. Assume that
- the coefficients of the PIDE \((1.2)\) satisfy the Lipschitz and growth conditions in Assumptions 4 and 2,
- the coefficient functions satisfy the approximation hypothesis Assumption 4 and Assumption 5(ii) holds,
- there exist \(C > 0, p, q \geq 0\) and for each \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) there exist neural networks \(\phi_{\varepsilon,d}: \mathbb{R}^d \to \mathbb{R}\) such that for each \(d \in \mathbb{N}, \varepsilon \in (0, 1]\), \(x \in \mathbb{R}^d\)

\[
|\varphi_d(x) - \phi_{\varepsilon,d}(x)| \leq \varepsilon Cd^p (1 + \|x\| + \|K\|),
\]

\[
\text{size}(\phi_{\varepsilon,d}) \leq Cd^p \varepsilon^{-q},
\]

\[
\text{Lip}(\phi_{\varepsilon,d}) \leq Cd^p \varepsilon^{-q}.
\]

Then there exist constants \(\kappa, p, q > 0\) and neural networks \(u_{\varepsilon,d}: \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}, \varepsilon \in (0, 1]\) such that for any \(d \in \mathbb{N}\) and target accuracy \(\varepsilon \in (0, 1]\)

\[
(5.36) \quad \text{size}(u_{\varepsilon,d}) \leq \kappa d^p \varepsilon^{-q}
\]

\[
(5.37) \quad \left( \int_{\mathbb{R}^d} |u_d(0, x) - u_{\varepsilon,d}(x)|^2 \mu^d(dx) \right)^{1/2} < \varepsilon.
\]

**Proof.** Fix \(d \in \mathbb{N}\). Under Assumptions 1, 2 we obtain from [BBP97, Theorem 3.4] that \(u_d(0, \cdot)\) has a representation in terms of stochastic integrals: for all \(x \in \mathbb{R}^d, u_d(0, x) = \mathcal{Y}_0^x\), where \(\mathcal{Y}_0^x\) is deterministic and there exist an \(\mathbb{R}^{d \times d}\)-valued progressively-measurable stochastic process \(Z^x\) and a
Taking expectations in (5.38) we thus obtain $$u$$ (which is a DNN satisfying (5.40)) then yields the claim. □

Using that 

and the error estimate (5.34) hold. Rewriting hypotheses of Corollary 5.5 are satisfied and therefore there exist constants $$\kappa, \eta$$, each \(\phi\) it holds that 

networks \(U\) (5.38) \(Y\)

Fix starting values Corollary 5.7. 

Application to basket option pricing. Theorem 5.3 can be applied in valuation of derivative contracts on baskets in mathematical finance. Corollary 5.7 shows that if market option prices are “generated” from an (unknown) underlying market model with jumps satisfying the Lipschitz, growth and approximation conditions formulated in Assumptions 1, 3 and 4 then prices of derivative contracts can be approximated by suitable DNNs without the CoD.

Corollary 5.7. Fix starting values \(x_0^d \in \mathbb{R}^d\) with \(\|x_0^d\| \leq Cd^p\). Let \(N \in \mathbb{N}, K_1, \ldots, K_N \in [0, \infty)\) and \(w^d \in \mathbb{R}^d\) with \(\sup_{d \in \mathbb{N}} \max_i |w_i^d| < \infty\) be given. Assume that Assumptions 1, 3 and 4 are satisfied and

$$\hat{C}(T, K_i) = \mathbb{E}[(w^d \cdot X_T^{x_0^d} - K_i)_+], \quad i = 1, \ldots, N.$$ \hfill (5.39)

Then there exist constants $$\kappa, p, q > 0$$ and neural networks \(C_{\varepsilon,d}: \mathbb{R} \to \mathbb{R}, d \in \mathbb{N}, \varepsilon \in (0, 1]\) such that for any \(d \in \mathbb{N}\) and target accuracy \(\varepsilon \in (0, 1]\)

$$\text{size}(C_{\varepsilon,d}) \leq \kappa d^p \varepsilon^{-q}\quad \text{and}$$

$$\left( \frac{1}{N} \sum_{i=1}^{N} |\hat{C}(T, K_i) - C_{\varepsilon,d}(K_i)|^2 \right)^{1/2} < \varepsilon.\quad \text{(5.40)}$$

\hfill (5.41)

Proof. Let $$\mu^d(dx, dK) = \delta_{(x_0^d)} \otimes \frac{1}{N} \sum_{i=1}^{N} \delta_{(K_i, e_1)}$$ where \(e_1^d = (1, 0, \ldots, 0) \in \mathbb{R}^{kd}\). Then, for all \(d \in \mathbb{N}\) it holds that \(\int_{\mathbb{R}^d \times \mathbb{R}^d} (1 + \|x\|^2 + \|K\|^2) \mu^d(dx, dK) = \frac{1}{N} \sum_{i=1}^{N} (1 + \|x_0^d\|^2 + |K_i|^2) \leq Cd^p\) and therefore Assumption 5(ii) is satisfied. Furthermore, $$\varphi_d(x, K) = (w^d \cdot x - K_1)_+$$ is a ReLU DNN with \(L = 2, N_1 = 1, N_2 = 1, A^2 = 1, b^2 = 0, A^1 = [(w^d)^T, -1], b^1 = 0\). Setting $$\phi_{\varepsilon,d}(x, K) = \varphi_d(x, K)$$ for each $$\varepsilon \in (0, 1]$$, we obtain that the European payoff approximation condition (5.2) holds. Thus, the hypotheses of Corollary 5.5 are satisfied and therefore there exist constants $$\kappa, p, q > 0$$ and neural networks \(U_{\varepsilon,d}: \mathbb{R}^d \times \mathbb{R}^{kd} \to \mathbb{R}, d \in \mathbb{N}, \varepsilon \in (0, 1]\) such that for any \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) condition (5.33) and the error estimate (5.34) hold. Rewriting

$$\int_{\mathbb{R}^d \times \mathbb{R}^{kd}} |U_d(x, K) - U_{\varepsilon,d}(x, K)|^2 \mu^d(dx, dK) = \frac{1}{N} \sum_{i=1}^{N} \left| \mathbb{E}[\phi_{\varepsilon,d}(X_T^{x_i^d}, e_1 K_i)] - U_{\varepsilon,d}(x_0^d, e_1 K_i) \right|^2,$$

using that \(\mathbb{E}[\phi_{\varepsilon,d}(X_T^{x_i^d}, e_1 K_i)] = \mathbb{E}[(w^d \cdot X_T^{x_i^d} - K_1)_+] = \hat{C}(T, K_i)\) and setting $$C_{\varepsilon,d}(K) = U_{\varepsilon,d}(x_0^d, e_1 K)$$ (which is a DNN satisfying (5.40)) then yields the claim. □
6. Conclusions

We have shown that a certain class of deep ReLU neural networks can approximate viscosity solutions of a suitable class of linear partial integrodifferential equations without the CoD. In addition, we have shown that deep ReLU NNs can approximate expectations of certain path-dependent functions of stochastic differential equations with jumps without the CoD. Due to the rather weak assumptions (global Lipschitz and polynomial growth of the characteristic triplets of the (Feller-)Lévy process), the main results on DNN expression rate bounds comprise a large number of special cases: pure diffusion, linear advection and pure jump.

The present analysis can also serve as building block in the analysis of nonlinear cases, as considered e.g. in [BBP97]. There, Feynman-Kac type representations of viscosity solutions of semilinear parabolic PDEs with integrodifferential terms have been established via backward SDEs with jumps. The present analysis constitutes, together with a so-called Picard-iteration approach of [BGJ20], [EHJK19], [HK20] a foundation to develop high-dimensional approximation bounds to certain nonlinear PIDEs, such as the recent work [NW22].
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