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Abstract

Over the past years, there has been many efforts to curate and increase the added value of the raw data. Data curation has been defined as activities and processes an analyst undertakes to transform the raw data into contextualized data and knowledge. Data curation enables decision-makers and data analyst to extract value and derive insight from the raw data. However, to curate the raw data, an analyst needs to carry out various curation tasks including, extraction linking, classification, and indexing, which are error-prone, tedious and challenging. Besides, deriving insight require analysts to spend a long period of time to scan and analyze the curation environments. This problem is exacerbated when the curation environment is large, and the analyst needs to curate a varied and comprehensive list of data. To address these challenges, in this dissertation, we present techniques, algorithms and systems for augmenting analysts in curation tasks. We propose: (1) a feature-based and automated technique for curating the raw data. (2) We propose an autonomic approach for adapting data curation rules. (3) We provide a solution to augment users in formulating their preferences while curating data in large scale information spaces. (4) We implement a set of APIs for automating the basic curation tasks, including Named Entity extraction, POS tags, classification, and etc.

In this dissertation, we automate many of tedious and time-consuming
curation tasks and creates a Knowledge Lake (i.e., contextualized data lake) to augment analysts in deriving insight and extracting value. We assist analysts to adapt data curation rules in dynamic curation environments. Our solution, autonomic-ally learns the optimal modification for rules using an online learning algorithm. We present a novel approach for augmenting user comprehension of curation environments. We explain techniques for formulating user preferences in large and varied environments. We discuss how summarization techniques help users to understand curation environments without scanning and synthesizing a large amount of data. We present a system, which allows users to retrieve their information using a set of high-level concepts such as persons, locations, and topics.

We conduct different experiments to highlight the applicability of our solutions: (1) We discuss how our proposed feature-based approach significantly enhances users in curating data and extraction of knowledge. We study both scalability and precision of our approach in curating social data. (2) We show how our solution can learn to curate data without needing analysts. We present the performance of our adaptation technique in adapting curation rules. We compare our results with systems relying on analysts and compare the precision and recall of our solution with analysts. (3) We introduced our system, namely ConceptMap, which aids users to comprehend the information space without constantly scanning or querying the information space. Our results show ConceptMap can significantly lower the user’s workload in understanding a curation environment and extracting value. Our results prove that ConceptMap can significantly lower the user’s workload and time in understanding the data.
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Chapter 1

Introduction

1.1 Introduction, Background and Aims

The expansion of Web, social media and sensors’ data have made a deluge in the generation of the raw data. This data can be generated across various platforms and is available in different forms, from structured to unstructured, e.g., atomic data has not been processed for use. This availability of the raw data coupled with the continued improvement in capabilities of big data processing systems introduced a new era for deriving insight from the raw data. Data curation is a quintessential part of every big data processing system, which aims at transforming the raw data into contextualized data knowledge.

Data curation may include processes and activities for principled and controlled data creation, maintenance, and management [74]. Typically, a curation task consists of a set of mathematical, statistical, and computational models to help data curators in extracting actionable insight from the raw data [181]. This paradigm, often utilizes various big data processing sub-tasks, including machine learning algorithms (e.g., Bayesian and regres-
sion), enrichment (e.g., knowledge base and knowledge graph), annotation, summarization, and visualization. For example, consider a social media platform, e.g., Twitter [159], that enables users in expressing their opinions and receive feedback. A data curation system may analyze users’ Tweets \(^1\) to investigate their opinions about their community. The curation system may extract various information, e.g., keywords, part of speech, named entities, synonyms, and stems, from users’ Tweets and link the extracted data to external knowledge bases to derive a deeper understanding of users’ opinions regarding their communities [37].

Over the past years, different curation systems have been proposed to help organizations and data curators in transforming their raw data into knowledge. Trending applications include: improving government services [76, 86], predict intelligence activities [108, 248], unravel human trafficking activities [13, 16, 69], understand impact of news on stock markets [62], analysis of financial risks [14, 83], accelerate scientific discovery [243], as well as to improve national security and public health [129, 144]. However, often to curate data, analysts\(^2\) need to handle a large number of painstakingly difficult, error-prone, and time-consuming tasks. These challenges exacerbated in dynamic curation environments as curation algorithms typically fail to curate data and analysts need to continuously update their comprehension of curation environments to capture the salient aspect of data. Thus, in this dissertation, we focus on approaches for augmenting analysts in curating the data and augmenting their understanding of curation environments. Overall, we can summarise our contributions as below:

1. We propose an automated and feature-based framework for Extracting

\(^1\)https://twitter.com/

\(^2\)In this dissertation, we use the term data curators and analysts interchangeably.
knowledge from the raw data and developing insight.

2. We propose a learning algorithm for *Adapting Data Curation Rules* in
dynamic and constantly changing curation environments.

3. We propose a system for augmenting user’s *Comprehension of Curation Environments* and lowering user’s cognitive load in formulating her preferences.

The rest of this chapter is organized as follows. We first introduce the central concepts discussed in this dissertation in Section 1.2. Then, in Section 1.3, we describe the key research issues tackled in this dissertation. Finally, we summarize our contributions in Section 1.4 and describe the organization of the dissertation in Section 1.5.

### 1.2 Preliminaries

#### 1.2.1 Knowledge Extraction

Data curation promotes contextualization of the raw data into knowledge by unravelling the hidden patterns and associations [181]. Data curation acts as a glue between the raw data and analysis and greatly assists analysts in interpreting the data and extracting value [37].

Curation of data starts with identifying open, social, and private data islands, and the processing elements that need to be used in the curation task. It divides each curation task into smaller sub-tasks and provides an end-to-end velocity by eliminating errors and diminishing bottlenecks and latency. A robust pipeline of curation tasks removes many barriers involved in curating data and provides a smooth, automated flow of data from one source...
to another. A data curation pipeline consists of various curation elements, including ingesting, cleansing, integration, transforming, and adding-value. In the followings, we briefly discuss different curation tasks that may involve in transforming the raw data into knowledge.

- **Ingestion** is the process of obtaining data from different sources for immediate use and storage [3]. Data can be ingested as stream or batch. Stream processing systems capture data in real-time emitted from a source. While in batch processing systems data is imported in big chunks at a periodic interval. Examples of data ingestion systems are Apache Kafka[^3] AirFlow[^4] Amazon Kinesis[^5].

- **Cleansing** is the process of repairing or removing unwanted data from a dataset [2]. In many cases, data is incomplete, poorly formatted, or contain duplicated values. Data cleansing allows preparing data for processing by removing outliers.

- **Integration** aims at combining data from multiple sources into a central repository [184]. The successful integration of data needs to address several challenges, including schema integration, detecting and resolving inconsistencies, removing duplicates and redundant values.

- **Transforming** aims at smoothing, summarising, generalizing, or normalizing the data. Transformation can remove noise from data and normalizes the data within a specified range, e.g., −1.0 to 1.0 or 0.0 to 1.0.

[^3]: https://kafka.apache.org/
[^4]: https://airflow.apache.org/
[^5]: https://aws.amazon.com/kinesis/
• **Adding Value** focuses on deriving insight from data and consists of several activities, including:

  – **Extraction** focuses on extracting actionable insight, e.g., named entities, part of speech, keywords, and synonym, from the raw data. Examples of extraction tools are, Stanford Core NLP [173] and NLTK [58].

  – **Similarity** approximates the similar features or aspects between two data items using similarity metrics, such as edit distance [92], jaccard [189], and TF-IDF [7].

  – **Linking** links data items, e.g., named entities, part of speech tags, and keywords, to external knowledge sources for further enrichment and analysis. Example of existing knowledge bases Wiki-data [6], Google Knowledge Graph [7], Geonames [8].

  – **Summarising** focuses on identifying and grouping similar items within the data. Examples of summarization techniques include clustering, sampling, compression, and histograms.

Over the past years, several solutions [37, 49, 74, 78, 200, 222] have been proposed to assist analysts in curating data through adopting different learning algorithms for deriving insight and extracting knowledge. Usually, relying on these solutions, an analyst investigates the curation environment and performs a feature extraction task to identify the content bearing features that best describe the data. Example of such a curation system is Snorkel [202], which relies on a set of user-defined learning functions to train a generative model and curate the data.

---

6[https://www.wikidata.org](https://www.wikidata.org)
7[https://developers.google.com/knowledge-graph](https://developers.google.com/knowledge-graph)
8[http://geonames.org/](http://geonames.org/)
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1.2.2 Adapting Data Curation Rules

Today, a large number of curation tasks are happening in dynamic and constantly changing environments. Example of such an environment is social media, e.g., Twitter and Facebook\footnote{https://www.facebook.com} where data generates as a never-ending and ever-changing stream \cite{118}. In a dynamic curation environment, the curation system needs to be updated iteratively to remain applicable and precise. Let us go back to our example regarding capturing citizens opinions in their communities, which was introduced in the previous sections. A citizen may face a new problem in her community, e.g., broken light, traffic, and light rail delay, and create a new hashtag on social media to express her topic of interest. Consequently, the curation system needs to be updated to capture such changes to be applicable.

In the past years, several solutions \cite{118,126,164,183,250,259} have been proposed to curate data in dynamic environments. Normally, these approaches rely on learning algorithms \cite{34,164,202,203,250}, e.g., regression, naive Bayes, and SVM; to adapt a curation system with recent changes. For example, one may train an initial model to label the data relevant to her topic of interest. Then, over time the system will be updated with new data to capture changes in the curation environment. However, relying on pure algorithmic approaches for curating data suffer from several problems \cite{118}: (1) Algorithms are complex and difficult to interpret and require an expert for tuning and training, (2) Algorithms are designed for a specific context and cannot be easily adapted to work in another context, and (3) in many cases, algorithms require a large amount of training data, which may not be available or difficult to obtain.

In recent years, several solutions augmented algorithms with curation
rules to curate data in dynamic and changing environments. These systems\cite{27,65,78,80,164,182} relies on a set of hand-crafted rules and analysts for adapting rules (removes the imprecise rules or adds new ones) and maintain the curation system applicable overtime. The advantage of augmenting algorithms with rules are manifold: (1) Writing rules are more straightforward than designing algorithms. A rule can be added to a curation system much faster than an algorithm\cite{118}, (2) Correcting mistake for rules is faster than learning algorithms for analysts\cite{118}, and (3) Rules can consider cases that learning algorithms cannot yet cover. In cases that a curation system needs to curate data for a new topic, e.g., transportation and bus schedule, an analyst can easily add new rules to the system. However, algorithms need to be trained with new training data, which may not be available or difficult to obtain\cite{99}.

Although coupling rules with learning algorithms enhance the performance of curation systems in curating data, still an analyst needs to continuously monitor rules’ performance to identify and adapt the imprecise ones. Over the past years, several approaches\cite{27,118,182,183,235} relied on interactive techniques for adapting rules. These systems adapt a rule by identifying the potential modifications by interacting with the analyst. In the next sections, we discuss how an analyst can be aided to comprehend the curation environment without iteratively scanning and querying the data.

1.2.3 Data Comprehension

Understanding of data involves processes and activities a user undertakes to explore the curation environment to describe and determine the quality of data. Typically, to understand the data a user requires to understand the data and re-represents the data in a format that allows planning, evalua-
tion and reasoning. Text-based queries are one of the main techniques that have been used to scan the curation environment, deriving insight, and extracting value.

From early days of computers, text-based queries have been used to explore and scan curation environments. Today, text-based queries and search button have become a universal user interface component across the operating systems and Web applications. Usually, when a user has a limited information need, text queries in conjunction with search engines, e.g., Google or Bing, can adequately accommodate user’s searches. The user expresses her information and provides a set of keywords or phrases, and a search engine returns results based on their relevancy to the user queries in a ranked list of items. However, when the aim of information seeking task is not to look up a few or an individual document, the user needs to go beyond the current text-based queries to conduct her searches. Exploratory search refers to search activities that require learning and investigation. In this context, the data curation process can help users to scan and comprehend the curation environment to retrieve items relevant to her information needs.

Overall, users’ behaviour in seeking their information needs can be divided into three steps: lookup, learn, and investigate. Followings, we discuss each of these steps in details:

- **Lookup** is the essential character of a search task and has been widely supported by search engines and database management systems. Lookup tasks retrieve both discrete and structured objects such as names, statements, files, numbers or media. An example of a lookup search is retrieving fast and accurate records of data using a database management system. Mostly lookup searches are considered as "fact retrieval"
or "question answering" search task [174]. Lookup searches are also suitable for analytical search approaches that begin with a set of precisely designed queries and retrieve accurate results without the need for further comparison and examination [174].

- **Learning Search** tasks involve multiple iterations and return sets of results that require additional processing and interpretation [127]. These results can be generated in various formats, e.g., graphs, texts, videos, and maps, and often require user’s judgement and comparison. Learning search tasks allows users to make sense of data and develop new knowledge. Bloom’s taxonomy [113] defines the aim of learning search tasks to achieve: knowledge acquisition, comprehension of concepts or skills, interpretation of ideas, and comparisons or aggregations of data and concepts. Social search is another type of learning search, where a user aimed at finding communities of interest in social media, e.g., Twitter, Facebook, and Instagram [67]. Overall, learning search aims at locating, analyzing and assessing similar results and much of users’ time is devoted to examining and reformulating their queries. Learning search tasks can be embedded with lookup searches to guide the user to better locate the information and capture the salient aspect of data.

- **Investigative search** considers a much broader search space and requires multiple iterations that take place over very long periods of time [174]. Investigative search results may critically be assessed before being integrated into personal and professional knowledge bases. These searches often include explicit annotation of the search results and may be done to support planning and forecasting or to transform
the existing data into new data or knowledge. Another usage of investiga-
tive search is to identify gaps in information and to avoid "dead-
end alley" \[116\] in research. Investigative searches also can be used for 
alerting service profiles that need to be executed systematically and 
automatically. Serendipitous browsing \[178\] is another example of an 
investigative search. Investigative searching is more concerned with 
recall and aims at retrieving the maximum number of relevant results 
rather than minimizing the irrelevant results. These searches are not a 
good fit for today’s Web search engines that are highly tuned to retrieve 
the most relevant results first.

Over the past years different techniques \[96,97,174,175,194,209\] have 
been proposed to support user’s comprehension of the curation environment. 
A large number of these approaches focused on lowering user’s cognitive load 
through relying on visualization, e.g., bar charts, table, and stack bar. Visual 
encoding of a curation environment maps the data into a visual structure to 
enhance the user understanding of data \[97,121\]. Visual encoding boosts 
the user’s memory in absorbing information to better extract and locate their 
information needs.

1.3 Key Research Issues

This section outlines the key research issues tackled in this dissertation. We 
intend to facilitate the curation of data in dynamic and constantly changing 
environments. We describe techniques to support analysts for transforming 
the raw data and deriving insight. Finally, we accentuate approaches for 
augmenting user’s comprehension of the curation environment.
1.3.1 Transforming the Raw Data and Extracting Knowledge

One of the challenges exists in data curation systems is to effectively transform a large amount of structured/unstructured data ingested from different sources into contextualized data and knowledge. Usually, an analyst needs to examine the curation environment and write code for performing her curation tasks, which is painstakingly time-consuming and error-prone. Over the past years, several curation systems in both academia [156,244] and industry [27,79,235] have been proposed to assist analysts in curating the data. These systems offer a set of tools or algorithms for helping analysts in curation tasks. Examples of such systems in the industry, include Talend [10] which offers services for integration, cleansing and masking a large amount of data. Informica [11] is an Extraction-Transform-Load (ETL) tool and comes with a variety of components, including data quality, data replica, data management, and data virtualization. Alteryx [12] which comes with several elements for discovering, preparing and analyzing the raw data. Alation [13] is an interactive data curation tool for data annotation, and data governance, which contribute user knowledge in curation data. Although, data curation tools lower analysts burden in curating the raw data, using current solutions, analysts require extensive knowledge of the curation environment to extract and identify features that adequately describes their curation needs. Feature extraction has been proven to be painstakingly time-consuming and error-prone, as analysts need to spend an extensive period of time to scan and analyze the data within the curation environment.

10https://www.talend.com
11https://www.informatica.com
12https://www.alteryx.com
13https://www.alation.com
1.3.2 Rule Adaptation in Dynamic Curation Environments

Rule-based systems have been used increasingly to augment machine learning-based algorithms for annotating data in unstructured and continuously changing environments. Rules can alleviate many of the shortcomings inherent in pure algorithmic approaches. However, to couple rules with a learning algorithm: (1) There is a need for an analyst to craft and adapt rules. Adapting rules is challenging and error-prone as the analyst needs to spend an extended period to identify the potential modifications that make a rule applicable and precise. This problem exacerbated in dynamic environments as rule adaptation is not a one-shot rule modification task, and the analyst needs to adapt the rule over time, and (2) Typically, an analyst adapts a rule at the syntactic level, e.g., keywords and regular expression. Adapting a rule using syntactic level features limits the ability of the rule in annotating items when a curation system needs to curate a varied and comprehensive list of data.

1.3.3 Comprehension of Curation Environments

In a large curation environment, often an analyst needs to iteratively investigate the data to retrieve items relevant to her topic of interest. Investigating the curation environment is both time-consuming and challenging as the user needs to issue different queries to retrieve items relevant to her information needs. In recent years, several visualization techniques [96, 97, 121, 128, 252] have been proposed to enhance user’s understanding of data in large curation environment. These techniques augment user comprehension of the curation environment with various visualization elements such as line charts [121], tilebars [128] or tables [252]. Although, relying on visual elements lowers
user’s cognitive load in absorbing information, using current techniques a
user needs to explicitly specify her preferences for curation systems in forms
of keywords or phrases. Text-based queries need to iteratively scan the cu-
ration environment and fails to retrieve user’s information needs when the
user is seeking for a varied and comprehensive list of items.

1.4 Contributions Overview

In the previous sections, we discuss different challenges for curating data. In
this section, we explain our solutions to address those challenges, in particu-
lar (1) We propose an automated and feature-based data curation foundry for
transforming the raw data and deriving insight, (2) We propose an adaptive
approach for adapting data curation rules in dynamic and changing envi-
ronments, and (3) we propose a conceptual system for augmenting a user’s
comprehension of curation environments.

1.4.1 Automated and Feature-Based Data Curation

To enhance analysts in curating data and reducing the time of curation tasks,
we introduced Knowledge Lake\textsuperscript{[35]} and automated data curation\textsuperscript{[53]} ser-
vices. The proposed solution offloads analysts from many of time-consuming
and error-prone curation tasks and allows analysts to transform the raw so-
cial media data (e.g., a Tweet in Twitter) into contextualized knowledge
without spending a large amount of time. The Knowledge Lake offers a cus-
tomizable feature extraction service to harness desired features from diverse
data sources by leveraging a cross-document co-reference resolution tech-
nique. The curation services provide a microservice-based architecture\(^{14}\) that offloads analysts from many of time-consuming curation tasks. Additionally, we introduce a simple rule language to facilitate the interaction of analysts with the Knowledge Lake in querying the data and performing the analytical tasks.

1.4.2 Adaptive Rule Adaptation in Dynamic Curation Environments

In a dynamic curation environment, there is a need for an analyst to adapt curation rules to keep them applicable and precise. Rule adaptation is both time-consuming and error-prone. Thus, we propose an autonomic approach for adapting curation rules. We utilize a Bayesian multi-armed-bandit algorithm\(^{212}\), an online learning algorithm, which determines the adequate forms of a curation rule by gathering feedback from the curation environment over time. To frame the problem as a Bayesian multi-armed bandit algorithm, we propose a reward and demote schema. The schema rewards a rule if it identifies the rule correctly tagged\(^{15}\) an item, and at the same time demotes a rule if it identifies an item incorrectly tagged by the rule. Over time, the algorithm by observing the accumulated rules reward and demote learns a better adaptation for rules\(^ {106}\).

Besides, we propose a technique to adapt rules at the conceptual level, e.g., topic, rather than syntactic level. Conceptual level adaptation boosts rules to annotate a larger number of items.

---

\(^{14}\)publicly available on GitHub supporting networks such as Twitter, Facebook, and LinkedIn

\(^{15}\)A tag is a label, e.g., "Mental Health", a rule assigns to a curated item, e.g., "Tweet", to describe the item.
1.4.3 Augmenting User’s Comprehension of Curation Environments

Understanding of data allows users to formulate their information needs better when seeking for information in large curation environments [195,252]. Thus, to enhance users comprehension of data, we propose a method that provides a conceptual summary of curation environments and allows users to specify their preferences implicitly as a set of concepts. Our approach lowers users’ cognitive load in ranking and exploring data in a curation environment. Contrary to previous techniques that allow users to formulate their preferences explicitly, e.g., keywords and phrases. Our approach focuses on creating a conceptual summary of the curation environment to help users understand the data and relate it to their preferences. Hence, we focus on boosting users’ cognitive skill in understanding the data and formulating that understanding to extract information relevant to their topic of interest. We do this by taking advantage of deep learning and a Knowledge Lake to provide a conceptual summary of the information space. Users can specify her preferences implicitly as a set of concepts without the need to iteratively investigate the information space. It provides a 2D Radial Map of concepts where users can rank items relevant to their preferences through dragging and dropping. Our experiment results show that our approach can help users to formulate their preferences better when they need to retrieve a varied and comprehensive list of information across a large curation environment [238].

1.5 Dissertation Structure

The remainder of this dissertation organized as follows. We start with presenting the current state of the art on data curation in Chapter 2. We explain
in more depth how a curation system can aid analysts to transform the raw data and extract knowledge. We continue our discussion on curating data in dynamic and changing environments. We discuss different components of data curation rules and techniques for enriching and adapting rule. We wrap up the chapter with a discussion on the sensemaking of curation environments and how users can be aided to comprehend the data while formulating their preferences.

In Chapter 3, we discuss our proposed solution for transforming the data and extracting knowledge. We discuss related works and our proposed solution to build a Knowledge Lake. We explain steps for constructing Knowledge Lake and how it enhances analysts in feature extraction. Next, we discuss curation services and how it aids analysts in curation tasks. Finally, we discuss the usage scenario and results to illustrate the usability of our approach.

In Chapter 4, we present our proposed solution for adapting data curation rules. We discuss related works and present a case study to demonstrate the usage of our approach. Then, we, explain how online learning can learn to adapt a curation rule without relying on analysts. Finally, we wrap up the chapter with results and conclusion.

In Chapter 5, we present our proposed solution for augmenting user’s comprehension of curation environments. We offer a data visualization system that utilizes deep-learning and a Knowledge Lake to provide a visual summary of curation environments. We discuss our proposed approach and how it generates different types of data summarise. Then, we discuss the components of our system and how it interacts with a user to formulate her preferences. We conclude the chapter with experiments and conclusion.

In Chapter 6, we present a software prototype for automating data curation tasks. The proposed system facilitates the data curation process
and enhances the productivity of researchers and developers in transforming their raw data into curated data. The curation APIs enable developers to easily: (1) add features - such as extracting keyword, part of speech, and named entities (e.g., persons, locations, organisations, companies, products, diseases, and drugs), (2) providing synonyms and stems for extracted information items leveraging lexical knowledge bases for the English language (e.g., WordNet [104]), (3) linking extracted entities to external knowledge bases, (4) discovering similarity among the information items, (5) classifying, sorting and categorizing data into various types, forms or any other distinct class, and (6) indexing structured and unstructured data.

Finally, in Chapter 7 we present concluding remarks of this dissertation and discuss possible directions for future work.
Chapter 2

Background and State of the Art

In this chapter, we discuss the state of the art in data curation models, and accentuate techniques for transforming the raw data, adapting data curation rules, and augmenting user comprehension of curation environments.

This chapter is organized as follows: In Section 2.1, we briefly introduce some of the challenges that exist in data curation systems. Then, we discuss data curation models and accentuate techniques for extracting value from the raw data (Section 2.3). In Section 2.4, we discuss solutions on adapting data curation rules in dynamic and constantly changing environments. Finally, in Section 2.5, we discuss techniques for enhancing user comprehension and sensemaking of a curation environment, before concluding the chapter in Section 2.6.

2.1 Introduction

Over the past years, there has been increasing recognition to curate and increase the added value of raw data. Data curation increase the visibility of data, and support enterprises to outperform their peers in output and pro-
ductivity [8, 71, 84, 167, 172, 191]. Today, many companies and enterprises realized the importance of data curation for deriving insight and extracting value. However, the expansion of data generation platforms, e.g., sensors, social media, and Web, have made curating and analyzing data more challenging. Many enterprises and companies are struggling to implement practices and policies for curating and organizing their raw data. As an ongoing and emerging field, data curation lacks clear answers to several fundamental problems, including: (1) Lack of a cohesive and robust framework to support analysts in transforming and increasing the value of data, (2) Lack of supports for curating data in dynamic and changing environments, and (3) Lack of systems to support analysts in comprehending and analyzing curation environments. In this chapter, we aim at discussing the above problems after digging into data curation models and activities associated with it.

2.2 Data Curation

Data curation defined as the activities a user undertakes to preserve the value of data [167, 185]. Digital Curation Centre [1](DCC) [131] is one of the communities that attempts to define data curation under a unite terminology. In general, data curation is defined as processes and activities related to the long-term management of data throughout its lifecycle to extract value and derive insight. In the following, we discuss two frameworks provided to establish a baseline for data curation activities and processes.

1http://www.dcc.ac.uk/digital-curation/glossary
2.2.1 Data Curation Frameworks

In this section, we briefly discuss two frameworks proposed for framing data curation: (1) Digital Curation Center (DCC) model [131], and (2) Open Archival Information System (OAIS) model [24]. The former provides a holistic view of activities and actions associated with each stage of curation tasks. The latter aims at providing a conceptual framework for curating and preserving the data.

1. Digital Curation Center (DCC) Model

DCC is a curation model to identify and assess the risk associated with managing data. It depicts the relationships between different stages of a curation task and provides a set of recommendations for transforming and preserving the value of data. The model categorizes the curation tasks into three different actions: (1) Lifecycle actions and (2) Sequential actions, and (3) Occasional actions. The lifecycle actions encompass activities for describing and representation of information. Sequential actions cover activities for ingestion, transformation, and conceptualization of information. Finally, occasional actions consider activities for disposing and migrating information. Figure 2.1 shows different stages of data within the DCC curation model.

2. Open Archival Information System Model

Open Archival Information System (OAIS) is a curation model that acts as a starting point for building a sustainable pipeline for curating data and extraction of value [24]. The OAIS model defines terminologies to enhance the common understanding of curation tasks between data curators, and standards for better preservation, development, and assessment of data.

OAIS model is made up of two components: A functional model and an information model. The functional model defines activities for ingesting and preserving the data, which can be fulfilled either by humans or by machines.
such as computer systems. The information model defines different activities for dissemination and understanding of data, and specifies how the different types of information can relate to each other and how they are structured.

In the next sections, we focus on techniques proposed for transforming and representation of data (refer to the DCC curation model). In particular, we discuss how an analyst can be aided to transform the raw data and extract knowledge. We, then discuss techniques for adapting data curation rules in dynamic and constantly changing environments, and how to enhance user’s comprehension of curation environments.
2.3 Transforming the Raw Data and Extracting Knowledge

As data grows and diversifies, many organizations realized that traditional methods of managing information are becoming difficult and outdated. Thus, there is a need for solutions to effectively leverage the implication of the new data generation platforms for organizations and enterprises to transform their raw data and extract knowledge. Over the past years, different technologies have been proposed to manage the data grow and augment analysts in deriving insight and making the decision. *Data Warehouse* [151] and *Data Lake* [192] are the most common and widely used technologies for managing and transforming the data.

1. **Data Warehouse**: A data warehouse is a database optimized to analyze relational data produced by transactional systems. The data in a data warehouse is structured, with a predefined schema to enable users performing fast and effective information retrieval. Typically, data stored in a data warehouse is cleaned, enriched, and transformed, so it can act as the ‘single source of truth’ [81] that users can trust.

2. **Data Lake**: A data lake is a centralized repository that allows storing structured and unstructured data [34]. Data lake stores data as-is, without having to schema the data, and can provide the ability to perform different types of analytics, including visualizations, big data processing, real-time analytics, and machine learning.

Following, we discuss each of these technologies and how they contribute to augment analysts in transforming the raw data and deriving insight.
2.3.1 Data Warehouse

Combining sparse data collected from different sources into a comprehensive and central repository provides several advantages for businesses and enterprises to derive insight [47, 48, 50, 236]. For example, in a sales system, a data warehouse might incorporate customer information from several sources, including a company’s point-of-sale systems, mailing lists, and comment sections. Alternatively, it might include employees’ data, including time cards, demographic data, and salary information [22], allowing the company to analyze the customers and employees interactions.

Over the past years, a large number of works [28, 87, 177, 179, 204, 253, 257] leveraged data warehouse technology for their curation tasks. A large number of these works focused on integrating a curation result with data warehouses. For example, Croset et al. [87], proposed a graph-based method to identify and remove the erroneous records of a curation process and their integration with a data warehouse. OntoBrowser [204], is a collaborative and continuous data warehousing system for mapping experts reported terms to ontologies. The system designed to facilitate continuous data integration and mapping tasks in an evolutionary ecosystem. YeastMine [28], is a data warehouse system with a multifaceted search and retrieval interface. YeastMine allows data curators to search and retrieve a diverse set of genes using query customization.

Another line of works mainly aims at leveraging the conceptual aspect of data warehouses for developing insight. These approaches rely on annotating and enriching curation results with information collected from data warehouses. For example, Sellam et al. [222], introduced an automated data warehouse exploration system by detecting the fundamental aspect of data using approximation and greedy search. Karlgren et al. [145], proposed an in-
cremental system for learning the semantic component of data to distinguish the topical impact of different terms within a data warehouse. The system examines the local context of terms and their neighbourhood to identify the semantic quality. Beheshti et al. [32], introduced a framework for scalable graph-based OLAP analytics over process execution data. The system facilitates the analytics of OLAP systems through summarising the process graph and providing multi-views of data at different levels of granularity. Besides, many works (e.g., [102,115,240]) have relied on visualization to aid analysts in developing insight and detecting the best view of multidimensional datasets. These systems mainly focused on providing a 2-dimensional scatter-plot of data or analyzing and materializing every possible 2D view of the data.

2.3.2 Data Lake

The data lake analogy aims at handling and storing multiple types of data without changing their formats. Data lakes provide a high degree of flexibility and scalability for companies and businesses that require to manage a large amount of data. According to Aberdeen et al. [105], the average company is seeing the volume of their data grow at a rate that exceeds 50% per year. Additionally, these companies are managing an average of 33 different data sources in their analysis. Thus, the need for data lakes is inevitable to respond to the rapid growth of data volume and complexity. In the next section, we accentuate on opportunities data lakes bring to manage the complexity of data.

Data Lake Opportunities: A data lake empowers companies to apply more advanced and sophisticated techniques for transforming the raw data, developing insight and supporting decision-makers. The data lake architecture boosts scalability in handling the growth of data, so companies can adapt
their strategies with changes in the business environment [34]. Besides, data lakes provide the flexibility to support analysts on a variety of sophisticated analyses within an adequate timeframe.

Over the past years, a large number of works leveraged the data lake concept for transforming the raw data or extracting value (e.g., [18, 33, 34, 37, 40, 46, 53, 220, 223, 235]). A large body of these works relies on data processing and analysis algorithms, including machine learning-based algorithms for information extraction [80], item classification [138], record linkage [177], clustering [61], and sampling [94]. For example, CoreDB [34], a data lake service, offers a single REST API to organize, index and query data and metadata. CoreDB manages multiple database technologies and offers a built-in design for security and tracing. AsterixDB [1], is a BDMS (Big Data Management System) with a rich feature set and is well-suited for social data storage and analysis. AsterixDB provides facilities, including data modelling, query language, indexing, and transactions. Orchestrate [4], provides a cloud-agnostic service to unify all queries needed for creating interactive applications, such as geospatial, time-series, graph, full-text search, and key-value queries.

Another line of works, (e.g., [11, 37, 217, 218]), has focused on coupling algorithmic approaches and data lake technologies for organizing the raw data and extracting insight. For example, to curate social media data (e.g., a text in Twitter), a machine learning algorithm can be used to cluster Tweets based on their topical similarity. Then, results can be displayed using different visualization elements [41], e.g., bar charts and bubble graphs, to assist analysts in identifying the content bearing topics [238]. CiViC [11], also is a real-time data processing system, which clusters citizens’ opinions through analyzing social media data, e.g., Twitter and Facebook, and news agencies’ comments. The system relies on several machine learning algorithms and a
data lake to store and analyze citizens’ opinions regarding their communities.

Extraction-Transform-Load (ETL) systems also have been used mainly for managing the user data and deriving insight. For example, Apache UIMA ² is an ETL system. Which facilitates the analysis of unstructured data, and provides a common platform for analytics. PowerCenter ³ is a unified enterprise ETL platform for accessing, discovering, and integrating data. SAP ⁴ is a service-based ETL tool, that provides pervasive and extensible support for analyzing text, big data, social, and spatial data. IBM InfoSphere Information Server ⁵ is a data integration platform that helps to understand, cleanse, transform and deliver data relevant to business initiatives.

2.3.3 Knowledge Lake

A Knowledge Lake ³⁵ ³⁷ defined as a contextualized data lake. It is made up of a set of facts, information, and insights extracted from the raw data using data curation techniques ³⁵ such as extraction, linking, summarization, annotation, enrichment, classification and more. In particular, a Knowledge Lake is a centralized repository containing inexhaustible amounts of data that is readily available to perform analytical activities. Knowledge Lake provides the foundation for deriving insight by automatically curating the raw data into a data lake. Beheshti et al. ³⁵, introduced an open-source data and Knowledge Lake service, which offloads analysts from many of curation tasks for deriving insight and extracting value. In another work, Beheshti et al. ³⁷, proposed a generalized social data curation foundry for transforming the social data. The system relies on a Knowledge Lake to extract features

²https://uima.apache.org/
³https://www.informatica.com/au/products/data
⁴https://www.sap.com/australia/index.html
⁵https://www.ibm.com/au-en/analytics/information-server
and uncover hidden patterns of data. Tabebordbar et al. [238], introduced a system which utilizes a Knowledge Lake for augmenting user’ comprehension of curation environments and formulating their preferences. In Chapter 3 we explain how a Knowledge Lake can aid users to transform and extract knowledge from the raw data.

2.3.4 Automated Data Curation

Typically, for transforming the raw data into knowledge and deriving insight, an analyst may need to perform various curation tasks. These tasks not only are time-consuming and challenging, but the analyst also needs to have extensive knowledge of data curation and the curation environment for accomplishing the curation task. Automated data curation aims at offloading analysts from many tedious and challenging curation tasks [43,44,53,54,171], such as:

1. **Extraction**: extracting features such as keyword, part of speech, and named entities (Persons, Locations, Organizations, Companies, Products, and more) from unstructured texts [43].

2. **Enrichment**: enrich the extracted features by providing synonyms and stems leveraging lexical knowledge bases for the English language, such as WordNet [104].

3. **Linking**: links the extracted enriched features to external knowledge bases (such as Google knowledge [227] graph and Wikidata [251]) as well as the contextualized data islands.

4. **Annotation**: annotates features using different similarity metrics, classification, and clustering algorithms [202].
Several works have been proposed for automating the curation tasks. For example, Alex et al. [9], proposed a system for automating the curation of biomedical research papers. The system utilizes different natural language processing techniques, including: named-entity/relation extraction and term identification to form a pipeline of curation tasks and extracting documents. Kurator [100], is a data curation system, which automates data curation pipelines by proposing several services for constructing a workflow of curation tasks. The system provides curation services for modelling, execution, provenance [43, 45, 51], and management of data curation tasks. Song et al. [228], proposed a declarative and semi-automated approach for workflow design. The system implements a set of data curation actors, including name validators, summary validators, and annotation validators, to assist data curators in curation processes.

In Chapter 3 we explain how automation reduces many of analysts tedious and time-consuming curation tasks.

### 2.4 Data Curation Rules

One of the key principles in a curation task is the need to maintain the quality of data. Gartner [6] estimates that at least 25% of data in the top companies is flawed. Extracting quality data has a significant impact on business outputs, particularly when it comes to the decision-making processes within organizations [90]. The increasing availability of open data on the Web, and generation of data across different platforms, produces an unprecedented volume of data, which increases the challenges for curating quality data [63, 133]. This problem exacerbated when the curation environ-

---

6https://www.gartner.com/en
ment is dynamic or changing constantly, e.g., in Twitter and Facebook. In such environments, the curation system needs to be updated continuously to capture changes to remain applicable.

Over the past years, many solutions coupled humans with knowledge bases and learning algorithms for curating data in dynamic and changing environments. These algorithms focused on identifying and removing residue information through continuously updating the curation using analysts or crowds feedback. For example, Volks et al. proposed a declarative data cleaning system coupled with a probabilistic classifier to assist analysts in repairing inaccurate records in a database. He et al. introduced an interactive data cleaning system that rectifies errors in a database using humans’ feedback and a set of generated SQL update queries. The system uses SQL update queries for repairing database fields. DataSynapse, is a feature-based data curation pipeline, which utilizes several knowledge bases and a co-reference resolution technique for creating a Knowledge Lake and annotating the data. Ratner et al. proposed a learning system for the rapid generation of training data. The system relies on weak supervision and a set of user-defined learning functions to train a generative model and label the data. De et al. proposed DeepDive, a method for knowledge base construction by extracting information from unstructured text and tables. DeepDive relies on statistical inference and machine learning for extraction, cleaning, and integration of data into a knowledge base.

Another line of works relied on curation rules for curating data in dynamic and changing environments. Curation rules can annotate data within a curation environment to enhance the interpretability of data for both humans and machines. In the next section, we accentuate approaches that leverage rules for curating data. First, we intro-
duce rule languages proposed for curating data. Then, We discuss techniques for adapting curation rules, after describing the rule enrichment techniques.

2.4.1 Curation Rule Languages

Over the past years, different rule languages \cite{79,161,176,247} have been proposed for curating the data, such as SystemT, JADE, Odine, AQL, DEL, AIML, etc. Rule languages mainly rely on pattern-matching to extract user information needs. These languages extract information using a set of regular expressions or lexical tokens and return results that satisfying the user-specified patterns. In the following, we review some of these rule languages.

1. **Data Extraction Language (DEL) \cite{161}**: is an XML based rule language for describing the data conversion process. DEL specifies how to extract and locate pieces of data from an input document. It outputs the resulting documents in a well-formed XML document and locates data fragments using the pattern matching and regular expressions.

2. **Odin Runes \cite{247}**: is a grammar-based rule language that implies cascades of finite-state automata over both surface text and syntactic dependency graphs. The rule language aims at augmenting analysts in crafting rules through coupling both lexical and syntactic automata.

3. **AQL \cite{79}**: is a SQL like rule language to extract semi-structured, and structured information from text. AQL is the primary component in many information extraction systems, including the InfoSphere \cite{57} and BigInsights \cite{59}. The syntax of AQL is similar to that of Structured Query Language (SQL), which is case insensitive and removes the need for regular expressions to format the Information Extraction tasks. However, AQL does not support SQL features like recursive
queries and sub-queries but relies on extract statements for retrieving the information.

4. **SystemT** [79]: is a declarative rule language, which extracts information from both unstructured and semi-structured data using a SQL-like syntax. SystemT has been used in a wide array of enterprise applications and many information extraction systems. The rule language is made up of three components: (1) *AQL*, a declarative rule language with a similar syntax to SQL, (2) *Optimizer*, which generates high-performance algebraic execution plans for AQL statements, and (3) *Executing engine*, which executes the algebraic plans and performs information extraction over input documents.

### 2.4.2 Curation Rule Enrichment

Over the past years several rule enrichment techniques [110,118,230,235,237,238,245] have been proposed to enhance data curation systems. These techniques mostly rely on algorithms, such as similarity, extraction, classification, linking, summarization, etc. For example, for enriching a rule that curates Tweets relevant to ‘mental health’, it is possible to extract information, e.g., keywords and named entities, from Tweets and link them to a knowledge base and generate a graph of related entities to reveal hidden information in the data [29,30,37,52,123]. Following, we discuss different techniques proposed for enriching curation rules.

1. **Knowledge-Graph Based Enrichment:**

   Incorporating the information extracted from Knowledge Graphs (KGs) to enrich rules. For example, consider rule $R_1$: 




\( R_1 = \textbf{IF} \ \text{Tweets contains (‘health’) AND Tweets contains (‘service’)} \ \textbf{THEN} \ \text{tag as “MENTAL HEALTH”} \)

This rule tags a Tweet with ‘mental health’, if the Tweet contains ‘Health’ and ‘Service’ keywords. However, there exists a large number of Tweets relevant to mental health, which rule \( R_1 \) skips as those Tweets may not contain both ‘Health’ and ‘Service’ keywords. To alleviate this problem, an analyst may utilize an ontology e.g., WordNet, to enrich rule \( R_1 \) with its synonyms. Thus, modifies the rule to:

\[ R_1 = \textbf{IF} \ \text{Tweets contains (‘health’|’wellbeing’|’wellness’) AND Tweets contains (‘service’)} \ \textbf{THEN} \ \text{tag as “MENTAL HEALTH”} \]

Rule \( R_1 \) tags a Tweet, if it contains any of ‘health’, ‘wellbeing’, and ‘wellness’ keywords and the ‘service’ keyword.

Rule enrichment have gained lots of attention in recent years \[118, 235, 238, 260\]. There are a large number of lexicons or knowledge bases, exist to enrich a set of rule, such as: WordNet \[104\], ConceptNet \[231\], Wikipedia \[56\], Google Knowledge Graph \[227\], BabelNet \[187\], Yago \[205\], KnowItAll \[107\], DbPedia \[25\] (see Table 2.1). Typically, an analyst enriches a rule by extracting keywords, phrases, or entities that are relevant to her information needs. Enrichment augments a rule to curate a larger number of items. For example, Kaufmann et al. \[146\], assists analysts in enriching rules by utilizing several ontologies and Natural Language Processing (NLP) techniques. Lopez et al. \[169\], propose PowerAcqua, a Question Answering (QA) system, which combines several knowledge sources to enrich queries to retrieve the information stored in heterogeneous knowledge resources. Zamanirad \[260\].
proposed an approach for synthesizing natural language expression, to
determine the proper API call. The technique understands the user
intention and knowledge over an enriched knowledge graph of APIs.

2. **Similarity-Based Enrichment:**

Similarity-based enrichment is a syntactic level enrichment, which en-
riches items by quantifying the measure of similarity between the rule
and data. There exist several similarity metrics for both string and nu-
merical values. To measure the similarity between string values, metrics
such as euclidean distance, Jaccard similarity, TF-IDF [216], and cosine
can be used to enrich a rule. To examine the similarity between nu-
merical values, metrics like Hamming distance [190], and Soundex [23],
can be utilized. One embodiment of similarity metrics in enriching
rules is to classify data based on hashtags. As an example, consider
a community advertising drastic weight-loss measures for youngsters.
Suppose, initially the social media content circulated using the has-
htag #thighgap. Over time, a group of health advocates attempts to
counteract these drastic and negative messages by writing rules that
identify the posts containing #thighgap, and posting materials that
promote healthy weight choices. The supporters of drastic weight loss
might be displeased and evolve their hashtag into misspelled versions,
say hashtag #thyhgapp. Using similarity metrics, the supporters of
healthy weight-loss can enrich their rule to capture such changes.

3. **Pattern-Matching Based Enrichment:**

Pattern matching, or regular expressions, has been used for a long time
to enrich rules (e.g., [75, 110, 230, 245]). As an illustrative embodiment,
pattern matching based enrichment can be adopted to provide addi-
Table 2.1: A sample list of knowledge bases

| Name          | Description                                                                                                                                 |
|---------------|----------------------------------------------------------------------------------------------------------------------------------------------|
| 1 Wikidata    | Wikidata [107] is a knowledge base hosted by the Wikimedia Foundation. It focused on representing concepts, objects or topics of terms. Examples of a term includes 1988 Summer Olympics, love. Each term within Wikidata contains a unique identifier, prefixed with the letter Q, known as a “QID”. |
| 2 Yago        | YAGO (Yet Another Great Ontology) [129] is an open source knowledge base with more than 10 million entities and 120 million facts about these entities. The information in YAGO is obtained from Wikipedia, wordNet, GeoNames and linked to several ontologies including DBpedia and SUMO. The accuracy of the extracted data was manually evaluated to be above 95% on a sample of facts. |
| 3 DBpedia     | DBpedia [131] is a crowd-sourced knowledge graph which provides structured content from the information created in various Wikimedia projects. DBpedia data is served as Linked Data and provides different interfaces for extracting or crawling the information. For querying it provides A SQL-like query languages known as SPARQL. |
| 4 KnowItAll   | KnowItAll [130] is a knowledge base that populates concepts, facts, and relationships by extracting the information across the web. It is designed to be scalable and high throughput to retrieve and access the information. |
| 5 BabelNet    | BabelNet [128] is a multilingual ontology which is created automatically by linking Wikipedia and WordNet. The integration is done using an automatic mapping and filling the lexical gaps through a statistical machine translation. |
| 6 WordNet     | WordNet [71] is a lexical database and groups English words into sets of synonyms called synsets. WordNet provides different information about words, including a short definition, their usage, hypernym and hyponym relations. |
| 7 ConceptNet  | ConceptNet [126] is a freely-available semantic network, designed to help computers understand the meanings of words that people use. ConceptNet originated from the crowdsourcing project Open Mind Common Sense, which was launched in 1999 at the MIT Media Lab. |
| 8 DeepDive    | DeepDive ([http://deepdive.stanford.edu)] [114] is a new type of data processing system that has demonstrated the ability to extract structured SQL-like databases from unstructured text and tables (Dark Data) with higher quality than human annotators. DeepDive is used in different applications, including anti-human tracking applications with NGOs and law enforcement, a handful of enterprise companies, and scientific eorts in genomics, drug repurposing, electronic medical records, and paleobiology. |
tional keywords or classifications by determining common keywords that co-occur with those specified in a rule. For example, Cayrol et al. [75], proposed a fuzzy pattern matching for enhancing rules to extract information by considering the similarity between referents designated in the data and the pattern respectively. Irena Spasić et al. [230], designed a system to enrich curation rules by exploiting the morphological and lexical aspect of data. Ozlem Uzuner et al. [245], proposed a hybrid system (rules, machine learning) for extracting medical text information. The system relies on pattern-matching based enrichment to extract phrases, and eliminate the irrelevant information, then uses the collected information to train learning algorithms and extracting the information. Fatemi et al. [110], proposed an approach to enrich the representation of video content through a combination of semantic concepts and their co-occurrences. The approach leverages an existing partial set of semantic concepts for video archives and exploiting their relationships using association rules.

2.4.3 Rule Refinement:

Rule refinement is the process of modifying a rule to make the rule better suited to the curation environment [106]. For example, consider an analyst and is interested in curating Tweets relevant to ‘mental health’. The analyst may examine the curation environment and, after a scanning a set of Tweets, crafts the rule $R_1$. This rule curates items that contain both ‘health’ and ‘service’ keywords.

$$R_1 = \textbf{IF} \text{ Tweets contains (‘health’)} \textbf{ AND } \text{ Tweets contains (‘service’)} \quad \textbf{THEN} \text{ tag as “MENTAL HEALTH”}$$

\footnote{In this dissertation, we use the terms refinement and adaptation interchangeably.}
However, after curating a set of items, the analyst may identify the rule is imprecise and needs adaptation. Typically, to adapt a rule, an analyst examines different modifications to determine the optimal one. For example, after several changes, the analyst may adapt the rule $R_1$ to

$$R'_1 = \textbf{IF} \text{ Tweets contains ('health') AND Tweets contains ('mental')}$$

$$\textbf{THEN} \text{ tag as "MENTAL HEALTH"}$$

Rule adaptation is time-consuming and error-prone, which has been studied in several areas, including information retrieval [80, 164], fraud detection [182, 183], and database integration [250]. A large number of works for adapting rules relied on a ground truth of manually annotated items [27, 164, 182, 183, 235, 250]. In these solutions, an analyst uses a ground truth to determine whether an adaptation could improve the rule precision or not. For example, Milo et al. [183], used ground truth for assessing the performance of rules in a fraud detection system. Liu et al. [164], relied on a ground truth for assisting analysts in adapting rules and assessing the impact of her modifications. However, these solutions have focused on adapting rules that operate in a structured and more static environment, where the grand truth doesn’t need to be updated frequently.

Although relying on ground truth can reduce the analyst burden in determining the performance of rules, in environments where the distribution of data is changing, e.g., social media, the analyst needs to iteratively adapt a rule to keep the rule applicable and precise [5, 9]. Thus, for adapting rules in dynamic and changing environments coupled crowd workers and analysts (e.g., [27, 118, 118]). For example, Sun et al. [235], coupled analysts and crowd workers in adapting rules. The approach relies on workers to verify items curated with rules and the analyst for determining the optimal modifications for the rule. Bak et al. [27], proposed a voting technique for validating
rules performance in information extraction applications. The approach relies on crowd workers’ feedback to determine whether an adaptation of a rule produces a positive impact on extracting information or not.

Alternatively, in recent years some solutions focused on offloading analysts from adapting rules \cite{106,237}. For example, These solutions, consider a rule a set of features and determines the performance of rules by adding or removing features \cite{106,237}. GC et al. \cite{118}, relied on a relevance feedback algorithm \cite{207} to determine the performance of features for adapting a rule. The algorithm based on the analyst feedback proposes an adaptation to make the rule applicable and precise.

2.5 Sensemaking of the Curation Environment

This section explains techniques focused on enhancing users’ comprehension of curation environments. In particular, we discuss solutions proposed for assisting users in the sensemaking of data and formulating their preferences.

In a large curation environment, users’ information needs can range from relatively simple tasks, e.g., looking up disputed facts or finding weather information, to rich and complex ones, e.g., job seeking and planning vacations. Typically, user interaction with a curation environment may vary based on the amount of time and effort the user can invest in the curation task and the level of her expertise \cite{127}.

The most common interface for interacting with a curation environment is search engines, e.g., google and bing. These interfaces are more appropriate for information lookup tasks, finding information relevant to websites or answers to questions. However, as Marchionini \cite{174} explained, search engine interfaces are inherently limited for many of the user’s curation tasks,
especially when a user needs to retrieve a varied and comprehensive list of information across a large amount of data. Marchionini \cite{174} makes a distinction between information lookup and exploratory search. Lookup tasks are suitable for retrieval of discrete data, question answering, numbers, dates as well as names of files and Web sites. Standard Web search interactions work well for these retrieval tasks.

On the other hand, exploratory search considers much broader information-seeking tasks, which requires \textit{learning} and \textit{investigation}. During learning, users need to issue queries, retrieve, scan, and incorporate a large amount of data. Investigating refers to a much longer search activity that requires a continuous reformulation of queries and assessing the results. The investigation may take place over an extended period, and results may need to be analyzed before being integrated into users’ knowledge sources \cite{174}. In the investigation, a user mostly focuses on recall rather than precision. Examples of investigative search are litigation research or academic research.

More broadly, an exploratory search can be seen as part of a more significant task, known as \textit{sensemaking} \cite{199,201,210}. Sensemaking is an iterative process and is defined as activities a user undertakes to frame the curation environment in a logical schema \cite{199}. Search and information seeking plays a crucial role in the curation of data. Search allows users to grasp the curation environment by retrieving information relevant to their information needs. However, to make sense of data, a user needs to scan and read a large amount of information and continuously reformulates her queries, which is proven to be painstakingly difficult and time-consuming. Examples of sensemaking tasks include the legal discovery process, epidemiology (disease tracking), studying customer complaints to improve service, and obtaining business intelligence. Pirolli et al. \cite{199}, framed the sensemaking process into four steps:
Figure 2.2: Overview of sensemaking loop (Source: [199]).

Information $\rightarrow$ Schema $\rightarrow$ Insight $\rightarrow$ Product

Figure 2.2 shows the stages within each step, and followings, we explain each of them in detail:

1. Information

The first step in the sensemaking of a curation environment is retrieving information to support users to understand the data (stage 1 to 7 in Figure 2.2). This stage is also known as the ‘foraging or learning loop complex’
(Figure 2.3), where a user investigates the curation environment to identify a good representation of data. In this stage, the user’s information needs may evolve as the user learns about the curation environment by analyzing the retrieved information [31].

Typically, to retrieve information, a user starts with a set of imprecise queries to approximately fetch the relevant part of data. Then, the user reformulates (see Section 2.5 for the explanation on how reformulation happens) her queries by examining retrieved information. In the past years, many curation systems [26, 60, 95, 112, 135, 170, 229, 246] have attempted to support users in retrieving their information needs through elaborating their vague queries and recommending better ones. Many of these systems relied on logs accumulated from previous searches. An example of such systems, DirectHit [89], reformulates user’s preferences by suggesting new query terms to narrow down their information retrieval tasks.

Another technique that users relying on to investigate a curation environment is Boolean Operators. Boolean operators have been supported by a large number of data curation systems. However, Boolean operators are difficult to use, and a user hardly could apply these operators to curating their information needs [98, 124, 130, 132]. For example, an examination of the search engine log over 1.5M queries revealed that only 9.7% of queries were contained boolean operators [139]. Another study in 2006 over nearly 600,000 users queries revealed that only 1.1% of the queries were contained boolean operators (double quotes, +, -, and site:) and only 8.7% of the users used an operator at any time [127, 255].
2. Schema

The second step of the sensemaking process is to create a mental structure of the curation environment by analyzing results retrieved from users’ queries (stage 8 to 10 in Figure 2.2). In this stage, a user attempts to encode the curation environment in a new representation, which is more compact and better describes her information needs. The re-representation may informally occur in the mind of the user, aided through pen and pencils, or even computers. Often, in re-representation, the user tries to discard the residue information to identify information relevant to her information needs [210]. Figure 2.4 shows how users explore the curation environment to create a mental schema of a curation environment. Initially, to create a mental structure of the curation environment, the user begins with a broad set of documents and then

![Figure 2.3: Learning Loop Complex.](image-url)
narrow down that set into successively smaller rings. Patterson et al. [194] discusses that as a trade-off between Exploiting, Enriching, and Exploiting of data. Followings explain each of these steps in detail:

1. **Exploring**: Focuses on increasing the span of the retrieved information and corresponds to improving the recall of the information search.

2. **Enriching**: Focuses on collecting more significant, higher-precision sets of documents by removing the residue data.

3. **Exploiting**: In this process, a user more involves in activities, such as reading, extraction, and generating inferences.

Over the past years, many data curation systems (e.g., [97][118][235][238]) attempted to support users in creating a mental structure of data. Many of these solutions rely on augmenting user comprehension of data through different visualization elements. Ranked lists of items, is one of the most common techniques that have been used to aid users in creating a mental schema of data. A ranked list ranks documents based on their relevance to
the user query (e.g., \textsuperscript{55} \textsuperscript{114}). The advantage of ranked lists is that users are familiar with the presentation arrangement and know where to start their scan for documents that seem relevant to their information needs \textsuperscript{97}. A study by Shani et al. \textsuperscript{224}, notes that augmenting ranked lists with bars lowers the users’ cognitive load in grasping the curation environment. On the other side, ranked lists limit the number of items a user can examine within the curation environment as they imply a sequential search, and only a small subset of items are visible to users \textsuperscript{97}. In addition to ranked lists, other techniques for supporting users to create a mental structure of curation environments are:

1. \textit{Focus + Context} \textsuperscript{72}: Enables users to examine objects relevant to their information needs in full detail, while users can get an overview impression of all other available information at the same time. Focus+Context systems allow having the information of interest in the foreground and the rest of the information in the background. It is made up of three components: (1) It provides both overview and detail information together, (2) Information provided in the overview can be different from those presented in detail, and (3) The context and the overview information can be combined within a single (dynamic) display.

2. \textit{Overview + Detail} \textsuperscript{68}: Focuses on simultaneously displaying both an overview and a detailed view of a curation environment. This design shows each overview and detail in a distinct presentation area. For example, consider two images that are used for presentation. In an Overview + detail interface, the first image shows an overview of the whole curation environment, while the second image shows a small portion of the curation environment and visualizes details.
3. Insight

The third step of the sensemaking is developing insight through manipulating the representation created in the previous step (stage 11 to 13 in Figure 2.2). In this step, a user examines the curation environment to extract evidence relevant to her information needs. The user examines different hypotheses and concludes the relevancy of evidence to her information needs by analyzing the relationship between documents. Pirolli et al. [199], provides below guidelines for verifying hypotheses and evidence:

1. **Span of attention between hypotheses and evidence**: Humans have a limited memory capacity in absorbing the information, which limits the number of hypotheses, evidence, and the relation between hypotheses and evidence can heed. This problem exacerbated while users require to conduct reasoning of the extracted evidence and hypotheses as it has an exponential cost structure.

2. **Generating alternative hypotheses**: Typically, humans comprehension is biased towards the interpretation of information into some prejudged expectations. Human reasoning is also biased to some heuristics that deviate from ‘normative rationality’ [199]. This problem limits the ability of people to generate new hypotheses. Besides, factors such as time pressures and data overload decrease humans’ ability to produce, manage, and evaluate their hypotheses effectively.

3. **Confirmation bias**: People typically fail to consider the diagnosticity of evidence and the disconfirmation of hypotheses. A solution would be to understand users need to distribute their attention to profoundly suggestive evidence and also search for disconfirming relations within the information space.
Over the past years, data curation systems have been focused on augmenting users in deriving insight and verifying their curation hypotheses. These solutions mainly focused on enhancing users whilst they reformulating their preferences. An early study [140] of search engine logs, showed that during a curation task, least 50% of users are modifying their queries to discover their information. Query recommendation is one of the conventional techniques that have been employed by Web search systems to aid users in deriving insight. A query recommendation system helps users to better verify their hypotheses by showing terms related to their queries. An example of such systems is spelling corrections or suggestion systems [88, 157, 163].

Additionally, query expansion is another technique for supporting users to formulate their preferences. Query expansion focuses on formulating users’ information needs based on previous users’ searches. A study by Jansen et al. [139] suggests that at least 6% of users who were exposed to query suggestion systems chose to click on them [21].

Relevance feedback [207] is another method and proposed to help users to derive insight through reformulating their queries. The main idea of relevance feedback is to determine the relevancy of documents and queries. In some variations of relevance feedback, users specify the terms within documents that are relevant to their queries [154]. Then the system computes a new query using the feedback received from the user. Although relevance feedback successfully integrated with non-interactive systems, they were not successful from the usability aspect and couldn’t incorporate with data curation interfaces [17, 147, 214].
4. Product

This step focused on aiding the user to organize curation results to understand the data and makes the decision (stage 14 to 16 in Figure 2.2). Two common systems for organizing the curation results are: *category systems* and *clustering*.

1. **Category System:**

A category system is made up of a set of labels that formed in a way to represent concepts related to a domain [127]. A category system needs to be consistent and impeccable with predictable and consistent structure across a curation environment. Examples of category systems are faceted, flat, and hierarchical categories [221].

(a) **Flat Categories:** A flat category is a list of topics or subjects that are grouped to help a user in organizing her information. Flat categories also can be used for filtering or classifying documents. The early studies on the usability of flat categories have shown that these systems are not useful for organizing a large amount of information with an extended number of topical subspaces. Instead, flat categories showed positive feedback for more focused information-gathering tasks [101][158].

(b) **Hierarchical Categories:** Hierarchical categories first used for file system browsing, e.g., explorer window. In Web search interfaces, hierarchical categories have been introduced by Yahoo to organize popular sites into a browsable fashion.

(c) **Faceted Categories:** Faceted categories utilize both flat and hierarchical categories and are suitable for organizing curation environments with a large number of documents.
2. Clustering:

Clustering refers to the grouping a set of items that share some measure of similarity. In document clustering, the analogy is computed using the commonality among features, where a feature can be a keyword or a phrase \[91\]. Clustering presents a fully automated strategy for representing the information within a curation environment. An example of clustering is to group documents by the language they have written, e.g. English, German, and Japanese. However, clustering algorithms require high computational power and is difficult for use in real-time Web search or information retrieval tasks.

2.5.1 Sensemaking Challenges

Sensemaking of the information space is the quintessential part of every data curation system \[174\]. Sensemaking is known as a challenging and time-consuming task, especially when a user needs to extract information across a large number of data \[195\]. As we discussed in the previous sections, over the past years, different solutions have been proposed to aid users in sensemaking of a curation environment. These solutions focus on augmenting users comprehension of the information space through different visualization elements, e.g., ranked lists, tables, keyword expansion, clustering and categorization. Although, relying on such solutions lower user’s cognitive load in understanding the curation environment. Still, users need to scan and examine a large amount of data to identify the relationship between different attributes in the curation environment. Besides, in large curation environments, many of these relations remain invisible either due to users limited memory capacity in absorbing information or visual clutter \[234\]. To alleviate this problem in Chapter 5, we discussed our solution for enhancing the user’s comprehension
and sensemaking of a curation environment. We proposed a summarization technique that generates a conceptual summary of data without the need to scan or investigate the curation environment. Our approach automatically discovers associations among different attributes. It boosts the user’s comprehension of data by formulating their preferences as a set of high-level concepts such as topic, category, and locations.

2.6 Conclusion and Discussions

In this chapter, we reviewed state of the art on data curation systems. We started the chapter by defining data curation and frameworks proposed for framing the curation tasks. Then, we continued our discussion on techniques proposed for transforming the raw data. We discussed their strengths and weaknesses and explained that current solutions require analysts to conduct various time-consuming and tedious curation tasks to curate the data. We also demonstrated that analysts need to spend an extended period to scan curation environments to identify and extract features that best describe their curation needs. In the next chapter, we accentuate our proposed feature-based solution for curating the raw data. We introduce different types of features that can be extracted from data and tools to automate many of curation tasks. We present the notion of Knowledge Lake and compared it with a data lake in deriving insight and extracting knowledge.

Next, we discussed data curation rules. We explained different techniques for curating data in dynamic and changing environments. We discussed why relying on algorithmic approaches fail to curate data in dynamic environments. We noted how rules could complement curation algorithms for curat-
ing data in dynamic and constantly changing environments. We introduced different rule languages and enrichment techniques for enriching data curation rules. Finally, we wrapped up the section by reviewing methods proposed for adapting data curation rules. In Chapter 4, we discuss our proposed solution for adapting curation rules. We explain how learning algorithms can be utilized to offload analysts from adapting rules in dynamic and changing environments. Besides, we explain how rules can be boosted to curate data at the conceptual level to annotate a larger number of items.

Finally, we reviewed state of the art on augmenting user’s comprehension of curation environments. We discussed the importance of the sensemaking in formulating users preferences and curating data. Then, we explained the sensemaking process, including information, schema, insight, and product, and how these steps may impact the user’s comprehension of a curation environment. We wrapped up the section, with challenges in the sensemaking process and possible solutions to augment user’s understanding of data. In Chapter 5, we discuss our proposed solution for the sensemaking of data. We discuss how summarization enhances users to comprehend the data without the need to scan or investigate the curation environment.
Chapter 3

Feature Based and Automated Data Curation Foundry

In this chapter, we present a feature-based data curation foundry for extracting value. We introduce a set of API’s that made available publicly to automate curation tasks. We discuss, an algorithm for creating a Knowledge Lake (e.g., a contextualized data lake), to facilitate the transformation of the raw data (e.g., a Tweet in Twitter) into a curated item.

The rest of this chapter is organized as follows: We introduce the research problem in Section 3.1. In Section 3.2, we provide background and related works. We present our solution in Section 3.3. In Section 3.5, we present the implementation and the evaluation results of our approach. Finally, we conclude the chapter with remarks for future directions in Section 3.6.

The content of this chapter is derived from the following paper(s):

- A Beheshti, B Benatallah, A Tabebordbar, H R Motahari-Nezhad, M C Barukh, and R Nouri, Datasynapse: A social data curation foundry, Distributed and Parallel Databases Journal (2018), 1–34 (ERA Rank A).
• A Beheshti, A Tabebordbar, B Benatallah, R Nouri, On automating basic data curation tasks. In Proceedings of the 26th International Conference on World Wide Web Companion 2017 Apr 3 (pp. 165-169).
3.1 Introduction

By the expansion of various data generation platforms, e.g., social media, Web, sensors, and big data processing systems have become the quintessential method for extracting knowledge and deriving insights from vastly growing data \[205\]. This increase in the volume of data, made opportunities for organizations and governments \[48,213\] to extract knowledge and generate value. For example, over the last few years, several companies started mining social media contents to personalize the advertisements in elections \[241\], analyse citizens’ opinions on urban issues \[11\], improve government services \[76\], predict intelligence activities \[168\], unravel human trafficking activities \[93\], as well as to improve national security and public health \[241\].

Social media, e.g., Twitter, LinkedIn, and Facebook, have provided an unprecedented opportunity for data generation platforms to propagate people opinions in real-time. In this context, a fundamental principle is to provide an efficient technique to transform the raw data generated by users into curated data, e.g., contextualized data and knowledge that is maintained and made available for use by end-users and applications. This process significantly enhances business operations, especially when it comes to decision-making processes and analysis. Data curation involves various curation tasks, including identifying relevant data sources, extracting data and knowledge, cleaning, maintaining, merging, enriching and linking data and knowledge (see Chapter 4 for more detail). For example, a government can analyze citizens’ opinions regarding urban issues \[11\], by curating their Tweets, Posts and comments on social media platforms, or an organization may target an advertisement for a group of users based on the contents posted on their social media page. Thus, data curation acts as the glue between the raw data and analytics, providing an abstraction layer that relieves analysts from
time-consuming, tedious and error-prone curation tasks.

Despite wide-spread efforts for data analytics, big data systems are still in their preliminary stages, with several unsolved theoretical and technical challenges stemming from the lack of adequate support for complex data curation tasks [233]. At present, current approaches mostly rely on: (1) Purely algorithmic approaches [118], while these approaches are dominant in a pre-defined context, they cannot be easily adapted for a large number of curation tasks that suffers from lack of enough training data, (2) Scripting languages, while offering increased flexibility, they demand sophisticated programming and mastery over the associated low-level libraries to create and maintain complex curation.

To facilitate the curation process, in this chapter, we present the notion of Knowledge Lake, (e.g., a contextualized data lake) [34,242], which provides a foundation for data analytics by automatically curating the raw data into actionable insights. We leverage a Cross Document Co-reference Resolution (CDCR) algorithm to assist analysts in linking the raw data to domain knowledge and derive insight. The algorithm facilitates the transformation of data by offering a customizable feature extraction to harness the desired features from the data. The unique contributions of this chapter can be summarised as:

1. We present the notion of Knowledge Lake, to facilitate data analytics by automatically curating the raw data and preparing them for deriving insights. The term Knowledge here refers to a set of facts, information, and insights extracted from the raw data using data curation techniques such as extraction, linking, summarization, annotation, enrichment, and classification.

2. We proposed an approach for transforming the raw data, using a ‘Feature-
based’ data extraction technique. We also define a set of service-based APIs to facilitate data curation tasks, e.g., ingesting, extracting, cleaning, Summarizing and classifying data, as well as extracting features. Examples of an API in the category of ‘extraction’ include: named entities\(1\), keywords\(2\), synonyms\(3\), stem and part-of-speech\(4\).

3. We offer an algorithm for linking the extracted data to the domain knowledge by producing a summary of data and developing its contextualization. To do so, we leverage a CDCR technique\(5\) to identify coreferent entities within the data. For example, considering an analyst who is interested in gaining an accurate and deep understanding of cyberbullying, a keyword-based summary can enhance her comprehension of the threats exists within the data.

4. We provide a simple rule language to assist analysts in querying the Knowledge Lake to facilitate analytical tasks.

We have implemented our approach as a set of reusable APIs, which are available publicly on Github\(6\). We adopt a typical scenario for analyzing urban issues from Twitter. We demonstrate how our approach improves the quality of extracted data compared to the classical curation pipeline (in the absence of feature extraction and domain-linking contextualization). Figure 3.1 illustrates the proposed data curation foundry.

\(1\)A named entity is a phrase that clearly identifies one item from a set of other things that have similar attributes, such as people, organization and places

\(2\)a word or concept of great significance.

\(3\)a word or phrase that means exactly or nearly the same as another word or phrase in the same language.

\(4\)part-of-speech is a category to which a word is assigned in accordance with its syntactic functions, such as noun, adjective and verb.

\(5\)https://github.com/unsw-cse-soc/Data-curation-API.git
3.2 Related Works and Background

Data curation have been studied extensively in the past years. One of the main domain of data curation is to transform social data into actionable insights. Data curation has been defined as the active and ongoing management of data through its lifecycle of interest and usefulness \cite{74}. In this chapter, we primarily aim at data creation and value generation, rather than maintenance and management of data over time. More specifically, we focus on curation tasks that transform the raw social data (e.g., a Tweet in Twitter) into contextualized data and knowledge include extracting, enriching, linking, annotating and summarizing social data.

The contributions of this chapter aimed at breathing meaning into the raw data generated on social media and transforming it into contextualized knowledge, for effective consumption in social analytics and insight discovery. For example, information extracted from Tweets is often enriched with metadata on geolocation. Current approaches in data curation rely mostly on data processing and analysis algorithms including machine learning-based algorithms for information extraction, item classification, record-linkage, clustering, and sampling. Snorkel \cite{202}, is an example of an algorithmic curation...
system for the rapid generation and annotation of the raw data. The system relies on weak supervision and a set of user-defined functions to train the learning algorithms and labelling the data. DeepDive [93], is an algorithmic curation system for knowledge base construction. The system relies on statistical inference and machine learning for extraction, cleaning, and integration of data into a knowledge base. For example, consider a system, which extracts named entities from Tweets (e.g., ‘ISIS’ and ‘Palmyra’ in ‘There are 1800 ISIS terrorists in Palmyra, only 300 are Syrians’). The system may link the entities to a knowledge base (e.g., Wikidata[6] Google Knowledge Graph[7], to annotate and classify the Tweets into a set of predefined topics (e.g., using naive Bayes classifier). Learning algorithms are undoubtedly the core components of data-curation platforms, where high-level curation tasks may require a non-trivial combination of several algorithms [19], e.g., IBM Watson question-answering system uses hundreds of various algorithms for producing an answer [111].

Another set of related works [46,145,200,222,254] focuses on the semantical analysis of social media contents to breathe meaning into information extracted from the raw data. Many of these approaches directed at creating, enriching or reusing Knowledge Graphs (KGs). KGs are large knowledgebases that contain a wealth of information about entities (e.g., millions of people, organizations, places, topics, events) and their relationships (for a list of existing knowledge bases and their description, please refer to Chapter 2). A knowledge base can be curated manually or automatically. Many of knowledge bases are interlinked at the entity level, (i.e., a Web of linked data) to provide more insights and knowledge which in turn would be an excellent asset for facilitating data curation pipelines. For example, cogni-

[6]https://www.wikidata.org
[7]https://developers.google.com/knowledge-graph/
tive applications, knowledge-centric services, deep question answering, and semantic search and analytics can benefit from the knowledge bases.

Alternatively, many data analytics platforms rely on scripting languages (rule and query-based languages) for curating data [186]. Examples of these languages in academia, include DEL\(^8\) (Data Extraction Language), as well as AQL [79] (for more detail on curation languages and their description, please refer to Chapter 2). Typically, scripting languages use regular expressions, dictionaries and taxonomies to curate user-defined information needs [118]. Overall, even sophisticated and professional data scientists tools force analysts to use scripting languages to retrieve and curate their information [186].

Finally, there has been considerable amount of works on curating open data. These works provide domain-specific solutions for different curation tasks, including leveraging crowdsourcing techniques to extract keywords from Tweets in Twitter [42,241], Named entity recognition in tweets [206], linking entities for enriching and structuring social media content [244], and sentiment analysis and identifying mental health cases on Facebook [208]. However, to the best of our knowledge, there has been no work proposed a general-purpose approach for curating open data. Our proposed solution enables analysts to automatically link the data and knowledge generated on different social networks, uncover hidden patterns and generate insight.

**Motivating Scenario.** Consider an analytic task related to ‘understanding a government budget in the context of urban issues’: A typical government budget denotes how policy objectives are reconciled and implemented in various categories and programs. In particular, budget categories (e.g., ‘health’, ‘social services’, ‘transport’, and ‘employment’) defines a hierarchical set of programs (e.g., ‘medicare benefits’ in health, and ‘aged care’

\(^8\)https://w3c.org
These programs refer to a set of activities or services that meet specific policy objectives of the government. Using traditionally adopted budget systems would be challenging to evaluate the government services requirements and performance. For example, it is paramount to stabilize the economy through timely and dynamic adjustment in expenditure plans by considering related social issues. For instance, a problem or conflict raised by a society ranging from local to national issues such as health, social security, public safety, welfare support, and domestic violence. Therefore the opportunity to link ongoing social problems to budget categories provide the public with increased transparency, and government agencies with real-time insight about how to make decisions.

3.3 Solution Overview

Social media allows people of different walk of life to share their ideas and views by tagging, commenting or retweeting each other Posts. Examples of social media networks include Twitter, Facebook, and LinkedIn. Analyzing social media posts allowing companies and business owners to promote brands, connect to new customers and foster their business. However, this requires businesses to transform the raw social media data into meaningful insights. In this context, we propose an automated and feature-based data curation foundry. We augment users in curating data by suggesting a set of curation services that offloads analysts from many tedious and time-consuming curation tasks. We propose a set of features to enhance analysts in curation tasks to grasp the salient aspect of data. An example of a feature

---

9 www.twitter.com
10 www.facebook.com
11 www.linkedin.com
is mentions of a person in Tweets or other social media Posts. Followings, we describe different types of features we extract from social media data.

### 3.3.1 Feature Extraction

In this section, we introduce different types of features we extract from social media contents. Today, we extract two types of features: surface level features and semantic level features. Surface level feature refers to the type of features that can be extracted from social media by analyzing their syntactical characteristics. In contrast, semantic level feature refers to the type of features that describe social media contents semantically.

1. Surface Level Features

   (a) **Schema-based features**: This feature is related to the information we extract from the properties of a social item. For example, according to the Twitter schema[^12], a Tweet may have attributes such as text, source and language, and a user may have attributes such as username, description and timezone.

   (b) **Lexical-based features**: This feature extracts information from social media texts, e.g., keywords, topic, phrase, abbreviation, special characters (e.g., a quotation in the text of a Tweet), slangs, informal language and spelling errors.

   (c) **Natural language-based features**: This feature is related to entities that can be extracted by the analysis and synthesis of natural language (NL) and speech, such as part-of-speech (e.g., verb, noun), named entity type (e.g., person, organization, prod-

[^12]: https://developer.twitter.com/en/docs/tweets/data-dictionary/overview/tweet-object
uct). For example, an instance of an entity type such as ‘Malcolm Turnbull’ is an instance of an entity type ‘person’.

(d) **Time-based features**: This feature is related to the information that can be extracted from the time in the schema of social media contents (e.g., ‘Tweet.Timestamp’ and ‘user.TimeZone’). For example, a Tweet in Twitter or a Post in Facebook may contain a date, e.g., ‘3 May 2017’.

(e) **Location-based features**: This feature is related to the mentions of locations in the schema of items. For example, in Twitter ‘Tweet.GEO’ and ‘user.Location’, or the content of a Tweet may contain mentions of locations, e.g., ‘Sydney’, a city in Australia.

(f) **Meta data-based features**: This feature is related to a set of data that describes and gives information about the social items. For example, it is important to know the number of followers (followers count) and friends (friends count), the number of times a social item has been visited (view count), liked (like count), or the sentiment of the content posted on a social media.

2. **Semantic Level Features**

(a) **Schema-based semantics**: We use knowledge services such as Google Cloud Platform \(^{13}\) Alchemyapi \(^{14}\) Microsoft Computer Vision API \(^{15}\) and Apache Prediction IO \(^{16}\) to extract various features from the social media properties. For example, if a Tweet contains an Image, it is possible to extract objects (e.g., people)

\(^{13}\) https://cloud.google.com/
\(^{14}\) https://www.ibm.com/watson/alchemy-api.html.
\(^{15}\) https://azure.microsoft.com/en-gb/services/.
\(^{16}\) https://github.com/PredictionIO/.
(b) **Lexical-based semantics:** We leverage knowledge sources such as dictionaries and WordNet\(^{17}\) to enrich lexical-based features with their synonyms, stems, hypernyms\(^{18}\) hyponyms\(^{19}\) and more.

(c) **Natural language-based semantics:** We leverage knowledge sources such as WikiData, GoogleKG and DBPedia to enrich Natural language based features with similar and related entities. For example, *MalcolmTurnbull* is similar to *TonyAbbott* — they both acted as the prime minister of Australia but *MalcolmTurnbull* is related to *UniversityofSydney*.

(d) **Temporal-based semantics:** We leverage different knowledge sources and services (such as events and storyline mining) to enrich time-based features. For example, a Tweet posted from Australia might be enriched with all events within that time frame. For instance, if a Tweet posted on ‘3 May 2017’, we enrich the Tweet to be related to ‘Australian Budget’ as we know from knowledge bases that the Australian Treasurer is handing the budget on 3 May every year.

(e) **Metadata-based semantics:** We use metadata-based features (such as followers count and share count) to calculate semantics such as the influence of a user. These semantics will enable analysts to get more insight from the social media posts and analyze the capacity to affect the character, development, or behaviour of

\(^{17}\) [https://wordnet.princeton.edu/](https://wordnet.princeton.edu/).

\(^{18}\) A hypernym is a word with broad meaning constituting a category into which words with more specific meanings fall. For example, colour is a hypernym of red.

\(^{19}\) A hyponym is a word of more specific meaning than a general or superordinate term applicable to it. For example, a spoon is a hyponym of cutlery.
other social users.

Identifying and writing features is an extremely time-consuming and tedious task, especially when an analyst needs to extract features from a very large dataset \[19\]. We have designed a set of curation APIs to assist analysts in curating data and extracting features. We implemented a set of uniformly accessible micro-services, which can be cascaded to produce analysts desired features. For example, to identify Tweets of a positive sentiment that relates to the 29th prime minister of Australia (Malcolm Turnbull), we may craft a high-level feature that combines sentiment analysis (Metadata-based feature) with named entities (Natural-language-based feature). Figure 3.2 illustrates examples of features that can be extracted from a Tweet.

### 3.3.2 Data Curation Services

To augment users in extracting features, we proposed a set of curation APIs. The APIs are implemented as micro-services and provide services such as extraction, classification, linking, and indexing. The curation services use natural language processing technology and machine learning algorithms for curating the raw data. For example, by extracting semantic meta-data from social media contents, such as information on people, places, and companies and link them to knowledge graphs such as WikiData and Google Knowledge Graph - using similarity techniques - or classify the extracted entities using classification services.

We provide curation services for performing content analysis on internet-accessible Web pages, HTML or text content. The full description of the services is available in Chapter 6. Also, a technical report \[50\] is available on arXiv, which further guides analysts on utilizing the services for their
Figure 3.2: Syntactical and semantical features that can be extracted from a Tweet [50].
curation tasks. In the following, we present an overview of the services.

Overall, the curation APIs provide four essential services for automating the curation tasks: *Extraction Service, Linking Service, Classification Service, and Indexing Service.*

1. **Extraction Service:** This service extracts syntactical features from social media contents. The Extraction service can obtain features from both structured and unstructured data. The Service provides a wide range of APIs, including named entity recognition, part of speech, synonym, stem, and URL extraction.

2. **Linking Service:** We rely on Linking Service to automate the extraction of semantic level features. This service can be used for enriching social media contents, summarization, and computing the similarity between objects. The enrichment service utilizes knowledge bases such as Google Knowledge Graph and Wikidata. The summarization service identifies and groups the semantically related keywords.

3. **Classification Service:** This service facilitates utilizing the machine learning algorithms for classifying social media contents. The Classification Service assigns social media contents to a set of pre-defined target categories or classes. This service facilitates the usage of algorithms, such as naive Bayes, Support Vector Machine (SVM), decision tree, random forest, linear regression, logistic regression, and neural network.

4. **Indexing Service:** This service enables analysts to scan and retrieve a curation environment quickly without the operational burden of managing it. For Indexing the social media contents, we utilized Elastic-
3.4 Knowledge Lake

In the previous section, we discussed different features that we can extract from the social media contents. However, to transform the raw data from a large number of independently-managed datasets such as Twitter, Facebook, and LinkedIn, into actionable knowledge there is a need to organize and facilitate the way users deal with these datasets. In recent years, data lake has been introduced as a centralized repository containing limitless amounts of the raw data ingested from different data sources. The rationale behind the data lake is to store the raw data and let the data analyst decide how to curate it later. Instead, we introduce the notion of Knowledge Lake—a contextualized data lake. The term Knowledge in a Knowledge Lake, refers to a set of facts, information, and insights to create a contextualization layer for transforming the raw data into knowledge. A Knowledge Lake provides

---

20https://www.elastic.co/
the foundation for big data analytics by automatically curating the raw data in a data lake and prepare it for deriving insights.

On top of the Knowledge Lake, we provide a rule language to enable analysts to query and retrieve the data. Figure 3.3 illustrates the architecture and the main components of Knowledge Lake. Technical details of Knowledge Lake and how it organizes the information can be found in [35]. In the rest of this section, we discuss how we can automatically link information extracted from social media contents to a Knowledge Lake.

3.4.1 Building Knowledge Lake

Data extracted from social media may be interpreted in many different ways. To make sense of extracted data and to augment user’s comprehension, it is beneficial to enrich the data through different features to produce contextualized knowledge. We do this by building a Knowledge Lake that implements a rich structure of relevant entities, their semantics, and relationships. We then utilize a CDCR technique to link the information extracted from social media contents to entities in Knowledge Lake. In this manner, we can discover hidden relationships and knowledge amongst extracted entities, or to group related entities (text or non-text), or to find paths describing the relationships among entities.

Step 1: Constructing Budget-KB. This section, we explain the technique to build Budget-KB, a domain specific knowledge base that represents entities relevant to the Australian Government’s Budget. The Budget-KB is made up of a set of concepts related to the Australian budget organized into a taxonomy, instances for each concept, and relationships among these concepts. Figure 3.4 illustrates a sample fragment of the Budget-KB. To build the knowledge base, we first identified the list of budget categories and
their related programs provided by Australian government data services.\footnote{\url{http://data.gov.au/}} Then, we filtered out the irrelevant categories and selected popular ones. For example, we have identified:

1. \textit{people}, from GPs and nurses to health ministers and hospital managers,
2. \textit{organizations}, such as hospitals, pharmacies and nursing Federation,
3. \textit{locations}, states, cities and suburbs in Australia,
4. \textit{health funds}, such as Medibank, Bupa and HCF,
5. \textit{drugs}, such as amoxicillin, tramadol and alprazolam,
6. \textit{diseases}, such as cancer, influenza and tuberculosis,
7. \textit{medical devices}, such as gas control, blood tube and needle,
8. *job titles*, such as GP, nurse, hospital manager, secretary of NSW Health and NSW health minister, and

9. *keywords*, such as healthcare, patient, virus, vaccine and drug.

We also extracted a set of concepts for each category using the introduced curation APIs [53]: locations from auspost\(^{22}\), doctors from Australian doctors directory\(^{23}\) (including GPs, specialists and nurses), hospitals from myHospitals\(^{24}\), health funds from health-services\(^{25}\), drugs from drug-index\(^{26}\), diseases from medicine-net\(^{27}\), medical devices from FDA\(^{28}\), job titles from compdata\(^{29}\), and keywords from Australia national health and medical research council\(^{30}\). The concepts work as the seed data for the categories, which enriched using several readily available knowledge bases such as Wikidata\(^{31}\), Google Knowledge Graph\(^{32}\) and WordNet\(^{33}\). For example, we extract relationships from Wikidata to form a relationship graph, e.g., ‘Bankstown Lidcombe Hospital’ located-in ‘Bankstown, Sydney, NSW, Australia’, and we have used Google Knowledge Graph API to link entities to Wikipedia, e.g., by using ‘Jillian Skinner’ as an input we have learned that ‘Jillian Skinner’ is-a ‘person’, linked-to ‘https://en.wikipedia.org/wiki/Jillian_Skinner’, is-a ‘member-of ‘New South Wales Legislative Assembly’, and is-a ‘New South Wales Minister for Health’ for Australia. Figure 3.4 shows a small snippet of the created domain knowledge, which illustrates the above notions. As

---

\(^{22}\)http://auspost.com.au/postcode/
\(^{23}\)https://www.ahpra.gov.au/
\(^{24}\)https://www.myhospitals.gov.au/browse-hospitals/
\(^{25}\)http://www.privatehealth.gov.au/
\(^{26}\)http://www.rxlist.com/
\(^{27}\)http://www.medicinenet.com/
\(^{28}\)http://www.fda.gov/
\(^{29}\)http://compdatasurveys.com/compensation/healthcare
\(^{30}\)https://www.nhmrc.gov.au/
\(^{31}\)https://www.wikidata.org/
\(^{32}\)https://developers.google.com/knowledge-graph/
\(^{33}\)https://wordnet.princeton.edu
presented, ‘Jillian Skinner’ is a ‘person’ and is the ‘Health Minister for New South Wales in Australia ’ (see the link between this person and the job title in the Figure 3.5). As another example ‘Lidcombe Hospital’ is an instance of a hospital and is located in Western Sydney (a location, suburb, in NSW Australia).

Step 2: Linking Features and the Budget-KB. So far, we have presented how we construct the Budget-KB, and how we leverage the curation APIs to curate the data. In this section, we explain a method to link the curated data to Budget-KB categories. Identifying and linking entities across various information sources can be considered as the basis of knowledge acquisition and at the heart of analytics. We achieve this by identifying coreferences between entities extracted from data (e.g, Tweets, Posts) and those exist in the Budget-KB [50]. More clearly, we find the similarity among the data objects in Tweets (e.g., named entities that have been extracted from the text of the Tweet) and the entities in the Budget-KB (e.g., keywords and named entities - such as hospitals, GPs and drugs - related to health).

We have designed a similarity API to find similarity not only among strings, numbers and dates, but also among entities (e.g., finding similarity among the attributes and their values), using a wide range of similarity techniques such as dice, cosine, TF-IDF, jaccard, euclidean, city block and levenshtein similarity techniques. For example ‘Bankstown-Lidcombe Hospital’ is related to an item in our Knowledge Lake (Budget-KB) or an external Knowledge Graphs (e.g., Google-KG or a Webpage in Wikipedia) [34].

Scalability: To provide a scalable approach, we divide the CDCR-Similarity process into several stages and assign each stage into a specific MapReduce (MR) job. In the first MR job, we pre-process the informa-

\[34\text{https://en.wikipedia.org/wiki/Bankstown_Lidcombe_Hospital}\]
Figure 3.5: A typical scenario for analyzing urban social issues from Twitter as it relates to the government budget, to highlight how our solution transforms the raw data into contextualized data by leveraging a domain knowledge. [37]
tion item based on the social network schema. After this phase, we use the curation micro-services to generate the surface-level and semantic-level features. In the final MR job, we generate the (cross-document) co-reference entities and classify them into related summaries to assist analysts in deriving insights from the contextualized knowledge (Figure 3.6). For example, consider an analyst who is interested in identifying Tweets on Twitter discussing a social issue related to ‘health’. Identifying such Tweets is largely subjective: an analyst may consider a Tweet relevant to ‘health’ social issue if it only contains the ‘Health’ keyword. While another analyst may consider a Tweet as relevant to ‘health’ social issue if it contains mentions of current Australia’s health minister ‘Hon Greg Hunt’ and a negative opinion (i.e., a negative sentiment). To respond to the analyst needs in extracting the information, we generate the following summaries using the adopted CDCR process:

1. **Keyword-based summaries** (in the category of Lexical-based features): for example, the feature keyword (‘health’) can be used to identify Tweets that contain mentions of the keyword ‘health’.

2. **Named-entity summaries** (in the category of Natural language-based features): for example, the feature named-entity (‘Hon Greg Hunt’, person) can be used to identify tweets that contain mentions of Australia’s health minister Mr Hunt.

3. **Negative-sentiment summaries** (in the category of Metadata-based features): for example, the feature Sentiment(‘Negative’) can be used to identify Tweets that express a negative opinion.

**Step 3: User-Guided Insight Discovery.** The final step is to assist the analyst in extracting information relevant to her information needs
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through querying the Knowledge Lake. The preceding steps focused on the extraction of raw data, followed by contextualizing the data. However, even when an analyst has a clear goal of her information needs, it is important to pinpoint her required insight effectively. For example, the analyst may assume a Tweet as relevant to Australian budget if the Tweet has mentions of Australia (an instance of type Location) and Tweeted on or around 3 May 2017 (in Australia, the Treasurer handed down the budget each year on 3 May).

To assist analysts to formulate their information needs through our proposed summaries, we relied on curation rules (See Chapter 5 for detailed description on data curation rules). We define a curation rule as a set of features in forms of:

\[
< \text{Feature} > ::= < \text{Dataset} > \cdot < \text{Function} > \cdot < \text{Operator} > (<\text{string}|\text{integer}|\text{boolean}>)
\]

\[
< \text{Rule} > ::= < \text{Feature}_1 > \ [\text{AND}|\text{OR}|\text{NOT} < \text{Feature}_2 >]
\]

Where Dataset represents the source a rule operates for curating the data. Function performs the curation task, and Operator represents the condition for a rule to curate an item. For example, for curating Tweets contains ‘health’ and ‘Hon Greg Hunt’ the curation rule will be inform of:

\[
\text{Rule}_1 = \text{Tweet.Keyword.Contains('Health')} \text{ AND Tweet.Entity.Person('HonGregHunt')}
\]

or to extract a Tweet that contains health with negative sentiment, the analyst may write a rule as:

\[
\text{Rule}_1 = \text{Tweet.Keyword.Contains('Health')} \text{ AND Tweet.Sentiment.Negative('true')}
\]
3.5 Implementation and Experiment

3.5.1 Implementation

We identify and implement a set of APIs and made them available (on GitHub\footnote{https://github.com/unsw-cse-soc/Data-curation-APIs.git}) to researchers and developers to assist them in adding features easily – such as extracting keyword, part-of-speech, and named-entities (e.g., persons, locations, organizations, companies, products, diseases, drugs, etc.) providing synonyms and stems for extracted information items leveraging lexical knowledge bases for the English language (e.g., WordNet), linking extracted entities to external knowledge bases (e.g., Google Knowledge Graph and Wikidata), discovering similarity among the extracted information items, (e.g., calculating the similarity between string, number, date and time data), classifying, sorting and categorizing data into various types, and indexing structured and unstructured data - into their applications. The technical implementation of these APIs can be found in Chapter\footnote{mongodb.com}.

3.5.2 Dataset

The Australian government budget sets out the economic and fiscal outlook for Australia and shows the government’s social and political priorities. The Treasurer handed down the budget 2016-17 at 7.30 pm on Tuesday 3 May 2016. To properly analyze the proposed budget, we have collected all Tweets from one month before and two months after this date. In particular, for these three months, we have selected 15 million Tweets, persisted and indexed them in MongoDB\footnote{mongodb.com}. We analyzed the performance of our approach by examining its accuracy using precision and recall. Besides, we study the efficiency of our
approach over 1 million Tweets, of which 409,364 were identified as relevant to the ‘health’ category.

### 3.5.3 System Setup

All the experiments were performed on Amazon EC2 machines (aws.amazon.com/ec2), Sydney Australia region, using instances running Ubuntu Server 14.04. To demonstrate the usability of our approach, we experiment its Accuracy, using metrics such as recall and precision. We also, demonstrate the efficiency of our approach in pairing entities in term of execution time. For the efficiency, we have scaled the experiment over three different configurations on Amazon EC2: single machine, four machines and eight machines.

### 3.5.4 Evaluation

For the initial evaluations, we focus on efficiency of our approach in terms of paring entities (e.g., hospitals, health organizations, pharmaceutical companies, health services, drugs, diseases and people) with the categories in the Budget-KB. We examined the efficiency using different similarity metrics including: edit distance, Q-grams, jaccard, and cosine. We calculated the average similarity score and use it for linking the entities and categories. Here, edit distance and Q-grams are character-based functions, while jaccard and cosine functions are token-based functions. Figures 3.8 and 3.7 shows the execution times taken in making coreference decisions by comparing entities. In particular, generating entity pairs and computing similarity among them is a time-consuming task and requires high-performance computing resources on very large datasets such as Twitter. For example, for around 20k entities, the algorithm generated about 9 million pairs which highlight that pairwise
entity comparison will become exponential across Tweets (for further detail on efficiency, please see [37]).

3.5.5 Analysing Budget-KB Accuracy

In this section, we demonstrate the accuracy of our approach in curating data using metrics, such as precision and recall. Precision is the number of

| Entity Type (Concept) | # of entities in Budget-KG | # of entities in tweets | Similarity Computation Execution Time (Second) | Edit distance | Q-grams | Jaccard | Cosine |
|-----------------------|---------------------------|-------------------------|-----------------------------------------------|---------------|---------|---------|--------|
| Hospital              | 728                       | 5264                    | 28                                            | 96            | 15      | 10      |
| Health Organization   | 25                        | 1012                    | 5                                             | 24            | 9       | 8       |
| Pharmaceutical Companies | 1183                  | 1105                    | 20                                            | 61            | 12      | 10      |
| Health Services       | 117                       | 21912                   | 948                                           | 2060          | 287     | 203     |
| Drugs                 | 24420                     | 6233                    | 451                                           | 1158          | 198     | 126     |
| Diseases              | 4627                      | 1401                    | 21                                            | 29            | 8       | 6       |
| People                | 17189                     | 656                     | 11                                            | 34            | 17      | 13      |
| Health Related Keywords | 649                   | 409364                  | 1471                                          | 6489          | 627     | 361     |

Figure 3.8: Execution time of linking entities and categories using different similarity metrics.
correctly identified coreferent pairs divided by the total number of identified coreferent pairs, recall is the number of correctly identified coreferent pairs divided by the total number of true coreferent pairs, and F-measure is the harmonic mean of precision and recall. Let us assume that TP is the number of true positives, FP the number of false positives (wrong results), TN the number of true negatives, and FN the number of false negatives (missing results). Then, Precision=\( \frac{TP}{TP+FP} \), Recall=\( \frac{TP}{TP+FN} \), and F-measure=\( \frac{2\times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \).

We created a set of classifiers using machine learning algorithms to classify Tweets relevant to ‘health’. For creating classifiers, we have used two different approaches. First, we used the classic Keyword Matching (KEYM) approach \[162\], which uses a Bag of Words (BoW) to identify health-related Tweets. Next, we have used our proposed featurization technique, which uses a variety of features for annotating and extracting Tweets. The goal of this experiment is to identify the performance of the proposed featurization method in boosting the performance of classifiers in training machine learning models. The approach that better improves the precision and recall would have considered as the successful one. For the proposed featurization technique, we have used three different features: (i) We used Budget-KB Entity Matching to link an entity in a Tweet to the entities in the KB, (ii) We have used Google Knowledge Graph API to indicates the existence of a health-related entity in the Google KG with an entity in a Tweet, and (iii) We have used URL Entity Matching to analyze the content of the URLs provided in the tweet and to identify the health-related entities and keywords. Then, we created a set of binary classifiers to classify the extracted Tweets. A binary classifier receives a collection of input data as the training set and creates a model to identify an item is relevant or not. For example, in our scenario, a
classifier predicts a Tweet is related to ‘health’ or not. Next section explains how we created the training set and classifiers in detail.

To train binary classifiers, we created two different training sets. The first training set was created through KEYM approach, and the second training set was created through the proposed featurization technique. Considering that we have around 15 million tweets, using the KEYM approach, we identified 50 thousand Tweets as relevant to health. Next, we applied some preprocessing on tweets: for example, we eliminated Tweets containing less than four keywords, Tweets that contain non English words, and the URLs. We also removed the duplicate Tweets (e.g., retweeted tweets). Finally, we have generated around 20 thousand preprocessed Tweets. We labelled the extracted Tweets as relevant and fed them as an input to the machine learning algorithm (naiveBayes, KNN and SVM classifiers). In addition, we feed the classifier with a dataset of irrelevant Tweets from our previous works [42] which manually labelled through crowds. For the test set, we have manually labelled 600 Tweets which contain 322 health-related and 278 unrelated Tweets. We consider each Tweet as a document, and process it by stemming, removing stop words, punctuations and numbers, and lower casing the entire Tweet. We followed the same procedure to create the second dataset for evaluating the performance of the featurization technique.

As illustrated in Figure 3.9, our proposed approach significantly improves the quality of extracted knowledge compared to the classical curation pipeline (in the absence of feature extraction and domain-linking contextualization). The proposed technique could identify many relevant Tweets (that should be contained in the returned results) and accordingly, the accuracy of the result can be improved. Notice that, accuracy is the proximity of measurement results to the true value, and calculated as $\text{accuracy} =$
Figure 3.9: (A) Comparison between featurized and classical classification, (B) Sample of classified Tweets Using the proposed solution

\[
\frac{TP + TN}{TP + TN + FP + FN},
\]

where \(TP\) is True Positive, \(TN\) is True Negative, \(FP\) is False Positive, and \(FN\) is False Negative. As an ongoing work, to improve the precision and recall: (i) We are going to use rules in combination with the machine learning approach for further filtering results, (ii) We will use some refinement techniques, e.g., to merge the results obtained from KEYM approach with the Budget-KB, (iii) We will add more feature to our model, and (iv) We are enhancing the model, currently supporting unigram, to support n-grams and leverage multiple machine learning techniques for further filtering the results.

**Social Issues.** Identifying social issues is challenging as it requires the budget analyst to understand the candidate Tweets properly. To provide the candidate Tweets, we identified the Tweets having negative sentiments. To achieve this goal, we have used classified Tweets. For example, our proposed approach classified 5823 Tweets linked to anxiety, 2934 Tweets related to diabetes, 22430 Tweets related to cancer, and 16931 Tweets associated with Mental Health. We have reused the sentiment classifier implemented in the Apache PredictionIO (http://prediction.io) to identify the tweets with negative sentiment. For example, out of 2934 diabetes-related Tweets, the al-
The algorithm identified 615 tweets with negative sentiment. As another example, we have identified 1549 tweets with negative sentiment in the mental health category. Later on, the analyst is able to use the proposed declarative language to analyze the candidate tweets based on a specific goal, e.g., identify Tweets discussing a social issue related to health and specifically about the medicare[^37] or an issue related to public hospital services.

### 3.6 Conclusion and Future Work

Big data analytics have become the quintessential engine for extracting knowledge and deriving insights from the vastly growing amounts of local, external, and open data. With the advent of widely available data capture and management technologies, coupled with intensifying global competition, fluid business and social requirements, organizations are rapidly shifting to datafication of their processes [48]. For example, understanding and analyzing open data now is recognized as a strategic priority for governments. In this context, the data curation process becomes a vital analytics asset for understanding the data. To address this need, we have introduced a general-purpose data curation pipeline. The goal is to facilitate analytical tasks through transforming raw data into featurized (through the proposed feature engineering approach) and after that contextualized (requires contracting the domain knowledge and linking extracted data to that) data [239]. We have designed and implemented a set of reusable APIs to assist analyst through the curation process. As an ongoing and future work, we are extending the Budget-KB by identifying further relevant concepts and their instances in other budget categories program.

[^37]: Australian federal health insurance program.
In the next chapters, we are extending our declarative rule language. We explain techniques to adapt curation rules to enable analysts to query and analyze the data more conveniently. We also discuss how a Knowledge Lake enhances users understanding of data to better formulate their preferences.
Chapter 4

Feature-Based Rule Adaptation in Dynamic and Constantly Changing Environment

In this chapter, we present an adaptive technique for adapting data curation rules in a dynamic and changing environment. Curation rules have been used increasingly to augment learning algorithms, in cases where algorithms are not working well or lack from enough training data. However, in dynamic curation environments, there is a need for an analyst to adapt rules to keep them applicable and precise. Rule adaptation has been proven to be painstakingly difficult, error-prone, and time-consuming. We proposed an adaptive approach for adapting curation rules. Our approach utilizes an online learning algorithm to learn the optimal modifications for a rule based on the feedback collects from the curation environment. We also proposed a summarization technique to boost rules to curate a larger number of items.

In Section 4.1, we present an overview of data curation rules. We discuss the related works in Section 4.2. Then, in Section 4.3, we explain the
research problem. We discuss our solution in Section 4.4. Next, we present
the performance of our approach on three different curation domains: mental
health, domestic violence, and budget. The experiment results showed our
approach could significantly improve the precision of rules in annotating data
(by as much as 29% precision compared to the initial results). Finally, we
discuss future works and conclude the chapter in Section 4.7.

The content of this chapter is derived from the following papers:

- A Tabebordbar, A Beheshti, B Benatallah, and M C Barukh, *Adaptive rule adaptation in unstructured and dynamic environments*, International Conference on Web Information Systems Engineering, Springer, 2019, pp. 326–340. (ERA Rank A).

- Tabebordbar A, Beheshti A, Benatallah B, Barukh MC. *Feature-Based and Adaptive Rule Adaptation in Dynamic Environments*. Data Science and Engineering. 2020 Jun 25:1-7.

- A Tabebordbar and A Beheshti, *Adaptive rule monitoring system*, 2018 IEEE/ACM 1st International Workshop on Software Engineering for Cognitive Services (SE4COG), IEEE, 2018, pp. 45–51. (Best paper award).

4.1 Introduction

Data curation indicates processes and activities related to the integration,
annotation, publication and presentation of data throughout its lifecycle [37].
One category of data curation is data annotation, which aims at labelling the
raw data to generate value and increase productivity. Data annotation has
been used extensively in various computational machine learning algorithms
for information extraction, item classification, record-linkage \[34,202,203\]. However, in dynamic environments, e.g., Twitter and Facebook, where data is continuously changing, relying on pure algorithmic approaches does not scale to the need of businesses that need to annotate data over an extended period. Because algorithms make a prediction based on the historical data only. While, in dynamic environments, the distribution of data is changing and algorithms need to be updated to capture the changes, which is expensive and time-consuming.

In recent years, several pioneering solutions (e.g., \[27,118,164,183,235,259\]), have been proposed to augment algorithms with rule-based techniques. Rules can alleviate many of the shortcomings inherent in pure algorithmic approaches. Rules can be written by non-technician analysts, which is less expensive than training algorithms through experts \[118\]. Updating rules is faster than training algorithms and can supplement algorithms in cases they are not working well \[235\].

To keep a rule applicable and precise \[27,118,183,235,259\] there is a need for an analyst to adapt \[1\] the rule based on changes in the curation environment. Rule adaptation has been proven to be painstakingly difficult as the analyst needs to understand the context of data and the impact of modifications she applies to the rule \[182\]. In many cases, the analyst needs to apply different changes to identify the optimal one. This problem exacerbated in dynamic curation environments as adaptation is not a single rule modification task, and the rule needs to be updated over its life-time.

In this chapter, we take the first step toward creating adaptive rule adaptation model in dynamic and constantly changing environments. While previous approaches rely on analysts to identify the optimal modifications for

\[1\] The process of modifying a rule to become better suited to the curation environment.
rules, we propose a different learning task. We focus on incrementally adapting a rule based on the changes in the curation environment. Hence, we focus on offloading analysts and updating a rule autonomously. We do this by utilizing a Bayesian multi-armed-bandit algorithm, which learns the optimal modification by observing rules performance over time. Besides, previous systems adapt rules at the syntactic level, e.g., keyword, regular expression. Syntactic level adaptation limits rules ability in annotating data as rules skip a large number of semantically related items. However, our work focus on coupling syntactic level features with conceptual features to boost rules to annotate a larger number of items.

Overall, our solution is made up of the following stages: (1) Each time a rule annotates a set of items, we extract a set of candidate features (e.g., syntactic and conceptual features) as the potential modifications. (2) Then, a Bayesian multi-armed-bandit algorithm determines the optimal modification for the rule by estimating a probability distribution for candidate features. (3) Over time, by annotating more items, the algorithm learns the performance of candidate features better and modifies the rule to keep the rule applicable and precise.

**Example: Rule Adaptation Through analyst.** Consider a government that intends to analyze the quality of their social services, e.g., mental health services, domestic violence services, aged care services, based on citizens’ opinions. Social media is one of the sources that decision-makers may rely on to understand public satisfaction levels about their services. However, this is particularly challenging to take a representative sample of data to train learning algorithms to analyze citizens’ opinions. Because social media users are contributing a million pieces of data every day trickling in through Tweets and Posts. Alternatively, rules can be used to augment learning
algorithms for annotating data in dynamic environments. However, as public
use different keywords and hashtags for expressing their opinions, rules need
to be updated to remain applicable and precise. For example, consider Rule$_1$,
which annotates Tweets relevant to ‘Mental Health’, if a Tweet contains both
‘Mental’ and ‘Service’ keywords:

\[
\text{Rule}_1 = \text{IF tweet contains (‘Mental’) keyword AND tweet contains}
\text{ (‘Service’) keyword THEN tag with ‘Mental Health’}.
\]

To keep Rule$_1$ applicable, the analyst needs to modify the rule based on
changes in the curation environment. This task is particularly challenging
as the social media data is ‘ever changing and never ending’ [118]. Besides,
the analyst does not know the universe of data, or may need to consider too
many complex conditions, which might be difficult to integrate with the rule.
Thus, the analyst may not craft the perfect rule that adequately annotates
data. Figure 4.1 shows a typical workflow of adapting rules through the analyst.

**Contributions.** This chapter makes the following contributions.

1. Rule adaptation is error-prone and challenging as analysts need to examine different rule modifications to identify the optimal one. We propose an autonomic approach that adapts rules without relying on analysts. We utilize a Bayesian multi-armed-bandit algorithm that learns to modify a rule-based on changes in the curation environment.

2. To frame rule adaptation as a Bayesian multi-armed-bandit problem, we propose a reward and demote schema. The schema assigns a reward if the algorithm identifies a rule correctly annotated an item and demotes a rule if it annotates an irrelevant item. Over time, the algorithm (by observing rewards and demotes) learns a better adaptation for the rule.

3. We proposed a summarization technique to boost rules to annotate a larger number of items. The approach identifies the semantical relationship between keywords to annotate data at the conceptual level.

**4.2 Related Works**

In this section, we discuss prior works related to rule adaptation (Section 4.2.1), and online learning algorithms (Section 4.2.2). In particular, we discuss the usage of a Bayesian multi-armed-bandit algorithm in unstructured and constantly changing environments. Besides, we consider it appropriate to discuss approaches proposed for feature extraction and how they differ from our proposed summarization technique (Section 4.2.3).
4.2.1 Rule Adaptation

Rule adaptation is a continuous process focused on modifying a rule to fit the rule to the curation environment better. However, rule adaptation is a challenging and error-prone task. Thus many solutions [118] have been proposed to assist analysts in adapting rules. Several solutions [126, 164, 182, 183, 250, 259] focused on interactively adapting rules. In these solutions, a system proposes possible adaptations for a rule, and an analyst adapts the rule through interacting with the system. For example, Milo et al. [183], proposed a cost-benefit approach for generalizing or specializing fraud detection rules. The approach developed a heuristic algorithm to interactively adapt rules with domain experts until the desired set of rules is obtained. Volks et al. [250], proposed a cost function to adapt the integrity constraint (IC) rules. The approach relies on the analyst feedback to update the cost function and resolve the inconsistencies in IC rules. Liu et al. [164], proposed an interactive approach for refining a rule using a set of positive and negative results. The method uses a provenance graph to identify candidate changes that can eliminate negative results. However, these solutions focus on adapting rules that operate on structured data, where a rule may adapted with a limited number of features. Besides, many of these solutions assume the analyst can access to a ground truth, e.g., a dataset of items tagged with the correct label, to verify the effectiveness of an adaptation.

Alternatively, to adapt rules in both unstructured and dynamic environments, some solutions [118, 235, 259] focused on augmenting interactive rule adaptation systems by coupling crowds with analysts. These solutions rely on crowd workers to determine the precision of rules. For example, Xie et
al. [259], proposed an approach for validating rules for information extraction purposes. The approach relies on a voting technique to identify whether an adaptation of a rule produces a positive impact in extracting information or not. GC et al. [118], designed an interactive system by coupling analysts and crowds for adapting rules. The system verifies items annotated with a rule using crowd workers, and assists analysts in identifying the optimal modification using a relevance feedback algorithm (Rocchio). Sun et al. [235], proposed a rule-based technique (Chimera) for large scale data classification systems. First, the approach identifies the misclassified items in cooperation with crowd workers. Then, forwards the items to analysts to write rules and address the errors. Bak et al. [27], relies on visualization by showing the result of applying a rule on a set of data records. The system requires crowd workers to verify the outcome of applying the rule on the data record, indicating the optimal adjustment for the rule.

Although coupling crowd workers with interactive systems provide more flexibility in adapting rules in dynamic environments, these systems still rely on analysts for identifying the optimal modification of rules. In contrast, our approach not only offloads analysts but also it autonomically modifies a rule regarding changes in the curation environment.

4.2.2 Multi Armed Bandit Algorithm

In this section, we discuss how a Bayesian multi-armed-bandit algorithm has been used in dynamic and constantly changing environments. This algorithm increasingly used in large scale randomized A/B experimentation by technology companies [155]. One area of work that used a Bayesian multi-armed-bandit algorithm is educational learning to facilitate the learners’ learning rate. For example, Williams et al. [258], proposed a system
(AXIS) to improve explanation generation for online learning materials by employing a combination of crowds and a Bayesian multi-armed-bandit algorithm. Clement et al. [82], used a multi-armed bandit algorithm in intelligent tutoring systems to choose activities that provide better learning for students. Other areas that relied on a Bayesian multi-armed-bandit algorithm are feature engineering [20], gaming [166], and online marketing [70].

In this context, we follow a similar trend by employing a Bayesian multi-armed-bandit algorithm with the crowd workers. Over time, the algorithm based on the collected feedback determines an adaptation for the rule to keep the rule applicable and precise.

### 4.2.3 Feature Extraction

In addition to interactive systems for helping analysts in adapting rules, we consider it appropriate to include approaches in feature extraction to position our proposed summarization technique. Feature extraction is the process of identifying a set of variables that best describe the data [99]. Feature extraction is an ongoing task and requires to iteratively explore the curation environment to identify features that capture the salient aspect of data. Several approaches have been proposed to aid analysts in feature extraction (e.g., [65, 65, 77, 160, 249, 256]. For example, Anderson et al. [19], proposed BrainWash, a system that provides a pipeline to ease the process of feature extraction in large datasets. The system focused on helping a user to explore, extract, and evaluate features faster. Cheng et al. [78], relied on crowd workers for feature extraction. The approach refines the performance of machine learning algorithms based on the feedback receive from crowds. Veeramachaneni et al. [249], proposed an approach to engage crowd workers in extracting features and predicting students stopout on Massive Open Online Courses.
(MOOC) systems. The approach provides a pipeline for evaluating and examining the relevancy features through crowd workers.

Another type of works focused on easing feature extraction through visualization techniques. For example, Patel et al. [193], relied on visualizing the confused region of machine learning classifiers to help analysts in extracting features. Brooks et al. [65], provides a visual summary of the data to aid a user to create a dictionary of features. Stoffel et al. [232], relied on visualization for examining machine learning features error. The system iteratively interacts with a user to remove ineffective features.

In contrast, we propose a summarization technique that identifies the semantical relationship among keywords and extracts features at the conceptual level. Each conceptual feature represents a group of semantically related keywords, which boosts rules to annotate a larger number of items.

4.3 Preliminaries and Problem Statement

We first introduce the component of rules used in this chapter (Section 4.3.1). We then describe the problem in Section 4.3.2. Finally, we provide an overview of our solution in Section 4.3.3.

4.3.1 Preliminaries

**Feature.** We express a rule $R$ in forms of features, where each feature $f \in R$ corresponds to a function in forms of

$$\langle Dataset.Function.Operator \rangle \rightarrow Value$$

where $Dataset$ is the data source such as Twitter and Facebook, $Function$ performs the curation task (e.g., feature extraction), $Operator$ represents
the condition for a feature to curate the data, and Value is the output of a feature. Examples of a feature are extraction functions, e.g., named-entities, or similarity extraction. Expressing a feature as a function allowing us to leverage the standard data-types as the feature’s operator. For example, if a feature operates over textual data, the operator for the feature will include string operators, such as contains and exact. Similarly, if a feature curates integer data the feature will include integer operators, such as equals and less-than. As an example, consider the feature \( f_1 = \langle \text{Tweet.Keyword.Contains ('Mental')} \rangle \), which curates Tweets that contain ‘Mental’ keyword. In this example, Tweet represents the dataset the feature operates for curating the data, Keyword represents the function of the feature, and Contains ('Mental') is the operator and represents the condition for curating a Tweet.

**Rule.** We represent a rule \( R \) as a tree of features, where each feature \( f \in R \) can have \( K \) children. We denote a path \( p \) in the tree as a sequence of features \( f_1, ..., f_m \), where \( f_1 \) represents the root feature and \( f_m \) represents the last feature in the path. More precisely, a path \( p \) is a conjunction of features in the form \( f_1 \land ... \land f_m \). To curate an item with a rule, the item should be annotated with all features within a path. Notice that, we do not require inventing our rule language. Rather, the benefit of rules being expressed as features, we can adopt any suitable functional or rule-expression language for our purpose.

**Tag.** A Tag is the label, e.g., ‘Mental Health’, a rule assigns to a curated item, e.g., Tweet, to describe the item. In this chapter, we use the term tag and annotate interchangeably. As an example, consider the rule presented in Figure 4.2. This rule is made up of three features \( \{f_1, f_2, f_3\} \), and tags a Tweet with ‘Mental Health’, if the Tweet curated with features \( f_1 \land f_2 \), or
\( f_1 \land f_3 \). More clearly, Rule 1 tags a Tweet with ‘Mental Health’, if the Tweet contains ‘Mental’ and ‘Health’ keywords or the Tweet contains ‘Mental’ and a keyword related to ‘Medical’ topic.

### 4.3.2 Problem Statement

In the followings, we discuss two major problems in rule-based systems.

**Adaptation Through Analyst.** Typically, to adapt a rule, an analyst examines correctly/incorrectly annotated items to identify the potential modifications that make the rule precise \([118, 164, 182, 183]\). However, rule adaptation is challenging and error-prone as the analyst needs to evaluate the impact of each modification she applies to the rule. Such a problem is categorized under the category of *online learning* problem, where an analyst does not have access to the entire knowledge to craft the adequate type of rule. Instead, over time she learns to better adapt a rule through examining the annotated items.

To offload analysts from adapting rules, we formulated the problem as a
Bayesian multi-armed-bandit algorithm. The algorithm is suitable when the required information for making a decision is serially provided piece-by-piece. Each time a rule annotates a set of items, the algorithm collects feedback over the number of items the rule correctly/incorrectly annotated, over time by receiving more feedback the algorithm learns to adapt the rule better.

For example, consider a rule \( R \) that operates over a dataset and must annotate data with a threshold \( \eta \). Assume that at time \( \tau_i \) rule \( R \) annotated a set of items \( I_{\tau_i} = \{ i_1, i_2, ..., i_n \} \). We denote by \( P[R_{\tau_i}] \) as the precision of the rule observed at time \( \tau_i \). Our algorithm adapts rule \( R \) at time \( \tau_{i+1} \), where \( P[R_{\tau_{i+1}}] > \eta \).

**Syntactic Level Data Annotation.** Typically, an analyst adapts a rule at the syntactic level, e.g., keywords, regular expressions. Using syntactic level features allowing the analyst to more conveniently modify a rule by replacing irrelevant keywords or phrases with new ones. However, relying on syntactic level features limits the capacity of a rule in annotating data as these features skip a large number of semantically related items. For example, consider the rule:

\[
\text{Rule}_{11} = \text{Tweet.Keyword.Contains('Mental')} \land \\
\text{Tweet.Keyword.Contains('Health')} : \text{MentalHealth}
\]

This rule tags a Tweet if the Tweet contains ‘Mental’ and ‘Health’ keywords. However, there exists a large number of Tweets relevant to ‘Mental Health’, which could not be tagged with the \( \text{Rule}_{11} \) as those Tweets may not contain both ‘Mental’ and ‘Health’ keywords.
4.3.3 Solution Overview

The overview of our proposed solution shown in Figure 4.2. The approach consists of four steps, feature extraction, observation, estimation, and adaptation.

**Feature Extraction.** The initial step in the workflow is feature extraction, which extracts a set of candidate features $T = \{t_1, t_2, ..., t_n\}$ from annotated items. The approach extracts candidate features both at the syntactic and conceptual levels. Each syntactic level feature represents a keyword extracted from items annotated with a rule, while a conceptual feature represents a group of semantically related keywords. For extracting conceptual features, we propose a summarization technique, which is made up of two steps: (1) we map each syntactic level feature to an abstract concept using a knowledge base, and (2) we group features with the same concept and consider each group as a conceptual candidate feature. In Section 4.4.1, we accentuate how our approach extracts candidate features for adapting a rule.

**Observation.** The second step in the workflow is observation, which gathers feedback to update a Bayesian multi-armed-bandit algorithm about changes in a curation environment. For gathering feedback, we rely on the crowd workers. Each time a rule annotates a set of items $I = \{i_1, i_2, i_3, ..., i_n\}$, the algorithm receives feedback over a sample of annotated items $S = \{i'_1, i'_2, i'_3, ..., i'_n\}$, where $S \subset I$ to identify the latest rule performance in annotating the data. Crowds verify whether a rule correctly tagged an item or not. In Sections 4.4.2 and 4.5.1, we review how crowd workers contribute in verifying items.

---

2https://www.figure-eight.com/
Estimation. The third step in the workflow is estimation, where a Bayesian multi-armed-bandit algorithm determines the performance of candidate features by estimating a probability distribution $\theta$. The algorithm calculates the performance of features using workers collected feedback.

To formulate workers feedback as a Bayesian multi-armed-bandit problem, we propose a reward/demote schema. Each time the rule annotates a set of items, the schema calculates a reward/demote for candidate features to update the algorithm about changes in the curation environment. In Section 4.4.3 we review how the approach estimates the probability distribution for candidate features.

Adaptation. Given a set of candidate features $T$ along with their probability distribution $\theta$, we identify potential modifications that keeps a rule applicable and precise. We do this by removing or restricting features that deteriorate the rule performance. In Section 4.4.4 we review how our approach modifies a rule.

4.4 Adaptive Rule Adaptation

In this section, we explain components (feature extraction, observation, estimation, and adaptation) of our proposed solution.

4.4.1 Feature Extraction

The first step in our workflow is feature extraction, where we extract a set of candidate features as the potential modifications for a rule. Each time
a rule annotates items, we extract a set of candidate features to calculate their performance in adapting the rule. We extract two types of candidate features, syntactic and conceptual. A syntactic level feature represents a keyword within an annotated item, while the latter represents a group of semantically related keywords. Followings explain how we extract features.

**Syntactic Candidate Feature:** For extracting syntactic candidate features, we conduct a preprocessing task on annotated items $I$. The preprocessing performs tokenization, normalization, and noise removal. In tokenization, we split each item $i \in I$ into smaller tokens. Normalization removes stop words and conduct stemming, and noise removal skips certain characters, e.g., emoji, URLs, that occur in items. We consider the remaining tokens as the candidate feature type of keyword.

**Conceptual Candidate Feature:** Conceptual candidate features are proposed to alleviate shortcomings exist in annotating data using syntactic features. Although syntactic features allow an analyst to modify a rule more conveniently, relying on these features cannot capture the salient aspect of data and limits rules capacity in annotating items. Thus, there is a need for more productive features to boost rules to annotate a larger number of items. We propose a *summarization* technique, which extracts and groups semantically related keywords and forms a concept. Summarization consists of two steps: (1) mapping, and (2) grouping. In the mapping step [197][215], we map each syntactic feature using a knowledge base to an abstract concept and associate a descriptor to it. In the grouping step, we group features with an identical descriptor, and consider each group as a conceptual candidate feature. Following explains how our proposed technique extracts two new conceptual features using two readily available knowledge bases: WordNet [104] and Empath [109]. Algorithm 8 shows the pseudo-code of
Function Feature_Summarization():

Input: T
Output: T'

foreach t ∈ T do

set_map.Add(abstract[t]);

foreach t_map ∈ set_map do

foreach t ∈ T do

if abstract[t] == t_map then

T'[t_map].Add(t);

return T';

summarization technique.

1. **WordNet:** The first knowledge base, we rely on for extracting conceptual features is WordNet. WordNet[^1] is a semantic lexicon, which grouped English words into sets of synonyms called synsets. We use WordNet to identify semantic relations between keywords using their hypernyms relation. A hypernym is a relationship between a generalized term and a specific instance of it. For example, based on the hypernym relationship in the wordNet, we can describe the keyword ‘doctor’ as a ‘medical_practitioner’. Thus, as the mapping step, we mapped each keyword using its hypernym relation to a more generalized form, where the hypernym acts as the descriptor for the keywords. Next, in the grouping step, we group features with the same descriptor and consider each group as a conceptual candidate feature. For example, consider Rule'$_{11}$, which tags Tweets with mental health.

```
Rule'$_{11}$ = Tweet.Keyword.Contains('Mental') ∧
Tweet.Topic.Contains('Medical_Practitioner') : 'MentalHealth'
```

[^1]: https://wordnet.princeton.edu/
This rule tags a Tweet, if the Tweet contains ‘Mental’ keyword, and a keyword relevant to ‘Medical_Practitioner’. The topic ‘Medical_Practitioner’ represents a large number of semantically related keywords, including doctors, physician, dentist.

2. **Empath:** The second knowledge base we rely on for extracting conceptual features is EMPATH [109]. EMPATH is a deep learning skip-gram network, which categorizes text over 200 built-in categories. It represents a token as a vector using a Vector Space Model (VSM) [196] and assigns tokens to categories based on their vector similarity.

To extract conceptual candidate features, we query the EMPATH vector space model to map each keyword to a category. We use categories to represent keywords in the abstract concept. Then, we group keywords with the same categories and consider each group as a conceptual candidate feature. For example, consider the following keywords \( T = \{ t_1 : \text{fund}, t_2 : \text{illness}, t_3 : \text{budget}, t_4 : \text{disease} \} \). To generate conceptual features, we query the EMPATH vector space model to map each keyword to a category. Assume, the following categories are identified \( T = \{ t_1 : \text{Economy}, t_2 : \text{Health}, t_3 : \text{Economy}, t_4 : \text{Health} \} \). Then, we group keywords with the identical categories and represent \( \{ \text{fund, budget} \} \) keywords as the Economy topic, and \( \{ \text{disease, illness} \} \) keywords as the Health topic.

4.4.2 Observation

The second step in our proposed approach is observation, which gathers feedback to update a Bayesian multi-armed-bandit algorithm about changes in the curation environment. For gathering feedback, we rely on crowd work-
ers. Each time a rule annotates a set of items, we take a sample of the items $S = \{i'_1, i'_2, i'_3, ..., i'_n\}$, where $S \subset I$ to send to the crowd. The crowd workers verify whether an item correctly tagged with the rule or not, e.g., if a rule tags an item with ‘Mental Health’. The task was to confirm whether the item is relevant to ‘Mental Health’ or not. For taking samples, we divided annotated items into subgroups \[136\], and represented each subgroup by a candidate feature — the population of subgroups determined by the frequency of candidate features in annotated items.

More clearly, consider the following candidate features $T = \{t_1 : fund, t_2 : illness, t_3 : budget, t_4 : economy\}$ that extracted from items annotated with a rule. The approach divides annotated items into four subgroups, where feature $t_1$ represents items contain $fund$, feature $t_2$ represents items contain $illness$, and so forth.

Our sampling strategy boosts a Bayesian multi-armed-bandit algorithm (see Section \[136\]) to better learn the performance of features in adapting a rule. For example, if we used more obvious techniques, such as random sampling, then the algorithm considers all items equally likely. Thus, it takes a longer time to learn the performance of candidate features.

4.4.3 Estimation

The third step in our proposed approach is estimation, which computes a probability distribution $\theta$ for candidate features to determine their performance in adapting the rule. This step consists of two components: (i) reward/demote schema, which calculates a reward/demote for candidate features using workers feedback, and (ii) a Bayesian multi-armed-bandit algorithm, which estimates the performance of candidate features based on their collected rewards/demotes.
Reward/Demote Schema: To adapt rules, we formulated rule adaptation as a Bayesian multi-armed-bandit algorithm. This algorithm is suitable when a system needs additional improvement to their decisions over time. The algorithm based on the feedback collects from the curation environment learns more consistent patterns of changes and takes a decision that maximizes its performance. A Bayesian multi-armed-bandit algorithm is a good fit for our problem because each time a rule annotates a set of items, it gets updated by the workers’ feedback. To frame the rule adaptation as a Bayesian multi-armed-bandit problem, we propose a reward and demote schema using the feedback collected from workers. The schema assigns a reward/demote to candidate features \( t \in T \) appear in annotated items. The schema rewards \( r \), a candidate feature, if it appears in an item that verified as relevant. Similarly, it demotes \( d \), a candidate feature, if a feature appears in an irrelevant item. Over time, as a rule, annotates more items the schema updates candidate features reward/demote, allowing a Bayesian multi-armed-bandit algorithm to update its estimation regarding the performance of features in adapting the rule.

As each conceptual candidate feature represents a group of keywords, we calculate the reward/demote for these features based on the rewards/demotes collected by their associated keywords. More precisely, consider feature \( t \) as a conceptual candidate feature. Suppose \( t = \{t'_1, t'_2, ..., t'_n\} \), where \( t' \) represents a keyword associated with \( t \). We calculate reward as \( r_t = \sum_{t'_\in t} r_{t'} \), and demote as \( d_t = \sum_{t'_\in t} d_{t'} \). Clearly, consider the candidate feature ‘Medical_Practitioner’, that was introduced in the previous section. Suppose the following features are associated with it: doctor, dentist, and physician. We calculate reward/demote for ‘Medical_Practitioner’ by summing...
up the rewards/demotes collected by doctor, dentist and physician.

Algorithm 1: Estimating expected performance of candidate features

```plaintext
1 Function Est_Probability_Dist():
   Input: T
   Output: \( \theta \)
   2 foreach \( t \in T \) do
      3 foreach \( I' \in S \) do
         4 if \( t \in I' \) AND \( I' \) is verified as Irrelevant then
            5 \( d_{t+} = 1 \);
         6 else if \( t \in I' \) AND \( I' \) is verified as Relevant then
            7 \( r_{t+} = 1 \);
         8 \( \theta_t \leftarrow \text{Beta}(r_{t}, d_{t}) \)
      9 return \( \theta \);
```

Bayesian Multi-Armed-Bandit Algorithm: This section explains how a Bayesian multi-armed-bandit algorithm estimates the performance of candidate features. We utilized Thompson sampling \(^{212}\), a Bayesian multi-armed-bandit algorithm that has shown the near-optimal regret bound. Thompson sampling provides a dynamic policy for choosing which feature should be selected for adapting a rule, and an algorithm for incorporating new information to update this policy based on the candidate features rewards/demotes. Thompson sampling stores an estimated probability distribution \( \theta \) for each candidate feature to indicate their performance in adapting the rule. The algorithm continuously observes the curation environment and gathers new feedback to update the probability distribution estimated for candidate features, reflecting their performance in adapting the rule. Each time, the algorithm receives a set of candidate features \( T = \{t_1, t_2, ..., t_n\} \) along with their reward/demote it updates candidate features probability

\(^4\)Given a period of time the regret is the difference between the probability distribution \( \theta \) the algorithm estimated for the optimal action and the action selected by the algorithm.
distributions $\theta = \{\theta_1, \theta_2, ..., \theta_n\}$, where $0 < \theta < 1$ using the Bayesian formula:

$$P(\theta \mid t) = \frac{P(t \mid \theta) \times P(\theta)}{P(t)} \propto P(t \mid \theta) \times P(\theta)$$

$P(t \mid \theta)$ represents the likelihood and $P(\theta)$, is the prior. The likelihood is a Bernoulli distribution and the prior is a Beta distribution.

$$P(t \mid \theta) = \theta^r (1 - \theta)^{n-r}, r = \sum_{r=0}^{n} t \quad P(\theta) = \frac{\theta^\alpha (1 - \theta)^\beta}{\beta(\alpha, \beta)}$$

$\alpha$ and $\beta$, are the prior parameters. The initial value of $\alpha$ and $\beta$, indicates our initial belief about the performance of candidate features. We have chosen $\alpha = \beta = 1$, which means initially, we considered all features to have the same performance in adapting the rule. The prior is updated continuously based on the likelihood of feedback we gather from the curation environment. The posterior is proportional to the product of the prior and the likelihood, with the likelihood updated continuously after receiving workers feedback. This update is easy to implement because the Beta and Bernoulli distributions are conjugate. Algorithm 1 shows how the approach estimates the value of $\theta$ for candidate features. As an example consider the following rule.

$$Rule_1 = Tweet.Keyword.Contains('Mental') : 'MentalHealth'$$

Which tags Tweets with ‘Mental Health’. Assume, the following candidate features $T = \{t_1 : medical, t_2 : health, t_3 : wellbeing, t_4 : care, t_5 : qanda\}$ are extracted from annotated items as the potential modifications for the rule. First, to identify the performance of candidate features, the algorithm calculates their reward/demote using workers feedback. Then, a Bayesian multi-armed-bandit algorithm estimates a probability distribution
θ for candidate features. Each time the rule annotates a set of items, the algorithm updates the value of θ based on the feedback gathers from workers to better reflect features performance in adapting rules.

4.4.4 Adaptation

In this section, we explain how our approach modifies a rule. Recall from Section 4.3.1 that we introduced a rule R as a tree of features, where each feature f ∈ R can have K children. We also defined a path p in a rule as a conjunction of a set of features in forms of p = f₁ ∧ f₂ ∧ ... ∧ fₙ. First, to adapt a rule, we identify imprecise paths that annotate data with a precision below a threshold j. The threshold represents the minimum precision a path should have to be considered as precise. We determine the precision of paths by calculating the number of relevant/irrelevant items their features annotated. After identifying imprecise paths, we determine whether to replace or further restrict their features.

We would replace a feature in an imprecise path if the number of annotated items was below the average number of items annotated with its siblings, indicating the feature is imprecise and incapable of adequately annotating data. Conversely, we restrict a feature if the number of annotated items was greater than or equal to average, indicating the feature is applicable but should be restricted to be precise. For replacing or restricting features, we select candidate features that yielded the highest probability distribution θ estimated by a Bayesian multi-armed-bandit algorithm.

Example: Suppose, after annotating a set of items at time τ, the algorithm identifies that the rule is imprecise. Thus, it examines the number of annotated data with a precision below j.
Figure 4.3: Adapting a rule through replacing/restricting its features [106].

notated items and adapts the rule by appending $K$ candidate features that yielded the highest probability distribution (restriction) (Figure 4.3b). After adaptation Rule$_1$ annotates an item if the item curated with features in paths $p_1 = f_1 \land f_2$, or $p_2 = f_1 \land f_3$, or $p_3 = f_1 \land f_4$. Alternatively, the algorithm may replace a feature if it identifies the feature annotates data below the average number of items annotated with its siblings. For example, suppose at time $\tau_{i+n}$ feature $f_2$ is identified as imprecise and incapable of annotating data adequately. Thus, the algorithm removes feature $f_2$, and replaces the feature with a candidate feature that yielded the highest probability distribution value (Figure 4.3c). On the other hand, to select a candidate feature, the algorithm performs a feature extraction task and estimates candidate features probability distribution $\theta$ based on the reward/demote features accumulated from time $\tau_1$ to $\tau_{i+n}$.

The proposed adaptation strategy allows to adapt rules according to changes in the curation environment. For example, by replacing an imprecise

---

6As feature $f_1$ is the root feature it annotates data above the average, thus satisfies the restriction condition.

7Features $\{f_3, f_4\}$ are siblings for feature $f_2$

8Annotates data below the average number of items annotated with its siblings
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feature with a content bearing feature that obtained a high value of $\theta$ over an extended period of time, we keep the rule applicable as the new feature better captures the salient aspect of data. Similarly, by restricting an imprecise feature that annotates a large number of items, we make the rule precise by filtering out the irrelevant items.

### 4.5 Gathering Workers Feedback

This section explains how we contribute workers to verify items annotated with rules. We created a task on Figure Eight\footnote{https://www.figure-eight.com/} micro-tasking market. The workers’ task was to confirm whether an item is relevant to the tag assigned by a rule or not. Workers could choose ‘Yes’ if they identify the item is related to the tag, and ‘No’, if they determine the item, is irrelevant. In cases workers could not verify an item, they could choose ‘I don’t know’. For example, we present a Tweet to workers, which a rule tagged as relevant to ‘Mental Health’. Then, workers task was to verify whether the Tweet is related to ‘Mental Health’ or not. Besides, we provide workers with a textual instruction to explain to them how to confirm items\footnote{For example, in this job, we will have you to identify whether a Tweet is expressing an issue relevant to mental health or not. An issue can be a shortcoming that exists in...}. We explained steps.

Figure 4.4: Sample of questions to workers to verify the tag of items.
workers need to follow and provided them with three positive and three negative examples. For verifying each item, we paid 1 cent, and each worker verified ten items per page. At each round of the annotation task, we sent 3% of annotated items to workers. Figure 4.4 shows a sample question to workers.

4.5.1 Stopping Condition

In the previous section, we explained how workers verify annotated items. However, continuously sending items to crowds increases the cost of the adaptation task. Thus, there is a need to identify when a rule is stabilized to stop verifying more items. To address this problem, we developed a solution using the probabilistic policy defined in Thompson sampling algorithm to determine whether a path in a rule is stabilized or not. For each path, we estimate a probability distribution $\theta$ based on the number of relevant/irrelevant items annotated. Then, we define a smoothing window $Q$ to record the value of $\theta$. We set the size of smoothing window $Q = 3$ and average as the smoothing function. We consider a path as stabilized, if the value of $Q$ increases or remains stable within $3\epsilon$, where $\epsilon = 0.01$. More clearly, consider path $p_3 = f_1 \land f_4$ presented in Figure 4.3. Each time the rule annotates a set of items, the algorithm records the value of $\theta$ for the path. Then, the approach computes the value of $Q$, where $Q_1 = AVG(\theta_1, \theta_2, \theta_3)$, and $Q_2 = AVG(\theta_2, \theta_3, \theta_4)$ and so forth. The algorithm stops sending items to services provided for mental health, or a threat that lack of mental health services may cause to the society, or a suggestion that helps to improve the quality of mental health services.

11Mental health services facing serious shortages of mental health nurses decrease of 12% since 2010 psychiatrists.

12if I have to hire a car and drive home from Belgium i am going to go mental stupid french air traffic control wanks on strike.

13we set the value of $\epsilon$ and $Q$, experimentally using simulated data.
workers, when the value of $Q_{i+1} + 3\epsilon \geq Q_i$, indicating the path is stabilized.

4.6 Experiments

First, we discuss the dataset used for examining the performance of our proposed approach in Section 4.6.1. Then, in Section 4.6.2, we explain three scenarios have been defined to show the applicability of our approach. Finally, we discuss the results in Section 4.6.3.

4.6.1 Experiment Settings and Dataset

The core component of techniques described in the previous sections is implemented in Python. Three months of Twitter data (Australian region) were used as the input dataset (from May 2017 to August 2017) with $\approx 15$ million Tweets. MongoDB and ElasticSearch were used for storing and indexing the input dataset. We demonstrate the performance of our approach in three different curation domains (domestic violence, mental health, and budget). We show how our approach learns to adapt a rule to annotate data more precisely over time. As the initial rules for annotating the data, we used rules that contain only one feature. For example, the initial rule for annotating Tweets in the mental health domain was in the form of $Tweet.\text{keyword.contains}(\text{‘Mental’) : ‘MentalHealth’}$, which tags Tweets that contain ‘Mental’ keyword. Then, at each timestep rules annotate a set of items, our approach adapts rules to make them more precise. We demonstrate the performance of the approach within five rounds of rule adaptation.
4.6.2 Experiment scenarios

To evaluate the performance of our solution and the applicability of the proposed algorithm, we have defined three different experiment scenarios:

1. **Evaluating the performance of a Bayesian multi-armed-bandit algorithm in adaptation**: We explain an experiment scenario to represent the performance of a Bayesian multi-armed-bandit algorithm in adapting rules. We demonstrate how the algorithm keeps a rule precise and applicable by adding or removing features. We adapt rules with two different choices of features ($K = 10$, $K = 20$) (see Section 4.3.1). Adapting a rule with a higher number of features allows a rule to annotate a larger number of items, but with less precise ones.

2. **Evaluating the proposed feature based adaptation**: This scenario aims at demonstrating the performance of the proposed feature based technique in augmenting rules to annotate a larger number of items. We demonstrate the improvement rules make in the number of annotated items while adapting rules using both syntactical and conceptual level feature. We also, compare the obtained results with technique that adapts rules at the syntactic level only.

3. **Comparison with existing studies**: The third scenario, we conducted a controlled experiment and compared the performance of our approach with a system proposed by GC et al. [118]. The proposed system is an interactive rule adaptation system, which relies on analysts for adapting rules. Each time a rule annotates a set of items, the system sends a sample of items to crowds and receives feedback over the number of items correctly/incorrectly tagged by the rule. Then, the system tokenizes items, and weights every token using the TF-IDF weighting...
Table 4.1: Precision of the approach in adapting rules using summarization approach $K = 20$.

| Curation Domain | Round 1 | Round 2 | Round 3 | Round 4 | Round 5 |
|-----------------|---------|---------|---------|---------|---------|
| Budget          | 54.56   | 73.12   | 78.72   | 81.11   | 84.21   |
| Mental Health   | 54.74   | 57.35   | 71.40   | 80.16   | 80.61   |
| Domestic Violence| 74.32  | 83.59   | 84.60   | 85.75   | 84.43   |

Table 4.2: Precision of rules adapted through participants in Budget, Mental Health, and Domestic Violence Domains.

| Budget Domain       | Participant 1 | Participant 2 | Participant 3 |
|---------------------|---------------|---------------|---------------|
|                     | Round 1       | Round 2       | Round 3       | Round 4       | Round 5       |
| Participant 1       | 54.56         | 79.75         | 82.02         | 84.21         | 87.19         |
| Participant 2       | 54.56         | 83.22         | 85.62         | 88.20         | 90.86         |
| Participant 3       | 54.56         | 86.56         | 86.77         | 86.67         | 86.59         |

| Mental Health Domain| Participant 1 | Participant 2 | Participant 3 |
|---------------------|---------------|---------------|---------------|
|                     | Round 1       | Round 2       | Round 3       | Round 4       | Round 5       |
| Participant 1       | 54.74         | 72.88         | 80.65         | 87.19         | 86.32         |
| Participant 2       | 54.74         | 70.38         | 75.09         | 83.58         | 85.01         |
| Participant 3       | 54.74         | 71.63         | 81.61         | 85.04         | 84.14         |

| Domestic Violence Domain | Participant 1 | Participant 2 | Participant 3 |
|--------------------------|---------------|---------------|---------------|
|                          | Round 1       | Round 2       | Round 3       | Round 4       | Round 5       |
| Participant 1            | 74.32         | 87.65         | 88.78         | 90.90         | 90.82         |
| Participant 2            | 74.32         | 88.63         | 90.28         | 91.36         | 92.59         |
| Participant 3            | 74.32         | 85.37         | 86.51         | 87.04         | 86.42         |

scheme. Subsequently, the system ranks tokens based on their TF-IDF weights and iteratively shows tokens to an analyst to adapt a rule. The system continues showing tokens until the analyst is satisfied with the resulting rule. To help the analyst to more effectively adapts the rule, the system incorporates the analyst feedback by adjusting the weight of tokens using a relevance feedback algorithm [207]. Whenever the analyst selects a token, the algorithm increases the weight of other candidate tokens that co-occurred with the selected token.
4.6.3 Result

Performance of a Bayesian multi-armed-bandit algorithm in adapting rules

In this section, we demonstrate the performance of a Bayesian multi-armed-bandit algorithm in adapting rules (see Section 4.4.3). We show the precision of the rules adapted with two different choices of candidate features \((k = 10, k = 20)\) that yielded the highest probability distribution \(\theta\). As presented in Figure 4.5 by adapting rules with 10 candidate features the algorithm could significantly improve rules precision in all curation domains. For example, in the budget domain, the algorithm could improve the precision for \(36.65\%\), from \(54.56\%\) to \(91.21\%\). Similarly, in the domestic violence and the mental health domains, the algorithm could improve the precision for \(18.20\%\) and \(32.47\%\) respectively. Also, to demonstrate the applicability of the algorithm in adapting rules, we repeated the experiment with a higher number of features \((K = 20)\). This boosts rules to annotate a larger number of items, but with less precise features. Figure 4.5 shows the obtained results for each domain. As presented, adapting rules with a higher number of features decreases the precision of rules, however, the algorithm could learn the performance of features and adapts the rule to improve its precision over time. For example, in mental health domain, the precision is improved by \(30.81\%\), and in budget and domestic violence domains the precision is improved by \(33.22\%\) and \(16.36\%\) respectively. In this experiment, we considered features that annotate data with a precision below \(75\%\) \((j<75\%)\) as imprecise.

**Discussion on rules performance:** As presented in Figure 4.5, the initial rules added to the curation system was imprecise and annotated a large
number of irrelevant items. For example, the initial precision of rules in Budget and Mental Health domains was below 55%. However, after collecting a set of feedback the algorithm identifies the need to restrict rules by adding a new set of features. Although the restricting rules could improve their precision, this limited rules to only annotate those items that contain the features selected by the algorithm during the adaptation. As presented in Figures 4.6, 4.7, and 4.8 after adaptation rules are annotating fewer items compared to their initial states. For example, in Budget domain the number of annotated items has reduced by 15240, after two rounds of adaptation. We can see similar trends for other curation domains as well. But, the promising fact is that a Bayesian multi-armed-bandit algorithm can learn a better adaptation for rules by incrementally collecting more feedback over time. This can be seen in Figure 4.5 that the algorithm could dramatically improve the rule precision. For example, in Budget domain the difference in precision between the adaptation that occurred at \( \tau_2 \) and \( \tau_5 \) is over 10%. This difference for the Mental Health domain is over 20%. Based on the obtained results, we concluded that a Bayesian multi-armed-bandit algorithm by collecting more feedback learns a better adaptation for rules over time, and if we can adapt rules with more robust features we can improve both precision and recall. This fact, can be approved by comparing the precision and the number of annotated items between Figures 4.5 and Figures 4.6, 4.7 and 4.8. As presented by adapting rules with a higher number of features \( (K = 20) \) the algorithm could annotate a larger number of items, and at the same time maintain rules precision. In the next section, we discuss how feature-based adaptation augments the performance of rules to annotate a larger number of items.
Feature-Based Adaptation.

As we discussed in the previous section 4.6.3 adaptation limits the ability of rules in annotating items. To alleviate this problem, we discussed that adapting rules with higher number features could boost rules to annotate a larger number of items. However, increasing the number of features has a negative correlation with precision (by increasing the number of features in adaptation the precision of rules drops). Thus, to diminish the impact of an adaptation and maintaining the performance of a rule in annotating items, we proposed feature-based adaptation. In feature-based adaptation, we hypotheses that adapting a rule with a group of semantically related features would have a similar impact on the rule precision when adapting with a single feature. Thus, in this section, we study the impact of feature-based adaptation on rules performance. The goal is to study whether adapting a rule with a group of related features can enhance the performance of rules to annotate a larger number of items, and at the same time maintain their precision. To test our hypotheses, we conducted two sets of experiments. First, we discuss the precision of rules adapted through our approach. Then, we compare the number of annotated items with rules adapted using syntactic level features.

Table 4.1 shows the precision of rules adapted using the feature-based technique. The obtained results confirm that feature-based adaptation can dramatically increase the performance of a rule in annotating items. At the same time, a Bayesian multi-armed-bandit algorithm could learn the performance of features and improves rules precision over time. This improvement for the domestic violence domain is 10.11%, and for mental health and budget, domains are 25.87% and 28.47% respectively. Although the learning rate of the algorithm using the feature-based approach is slower than syn-
tactic level features, still the algorithm could improve rules precision in all domains. In addition, Figures 4.6, 4.7, and 4.8 compare the number of items annotated with rules adapted using the syntactic and feature-based approach. As presented, adapting rules with different features could boost rules to annotate a larger number of items. For example, in the domestic violence domain, the rule could annotate over 12000 items. In mental health and budget domains, rules could annotate 13574 and 8304 items respectively. These numbers are much higher than adapting rules using syntactic level features. For example, in the budget domain, the rule \((k = 10)\) could annotate 2137 items only. Annotating data using the syntactic level features in mental health and domestic violence domains show a similar trend and rules could only annotate 5198, and 4127 items respectively.

**Discussion on Feature-Based Adaptation:** An advantage of feature-based adaptation is that it allowing users to better investigate their information needs while seeking for topics that contain a large number of topical subspaces. Suppose a user intends to curate data relevant to ‘mental health’. There exists a large number of keywords, e.g. health, disorder, service, that are relevant to mental health but may not receive enough feedback to be considered for adapting the rule. Using, feature-based adaptation, we group all keywords that are associated with a topic, thus the rule can easily curate a varied and comprehensive list of items relevant to the user information need.

**Comparison with existing studies.**

In this section, we compare the performance of our approach with the state of the art technique on rule adaptation. We implemented the system proposed by GC et al [118] (see Section 4.6.2), and conducted a controlled experiment.
We asked three Ph.D. students in a lab that were familiar with the concept of learning algorithms, e.g., true positive rate, false-positive rate, to participate in the experiment. We explained to them how the system works and how they can use the system to adapt rules. Also, we allowed them to work with the system to gain the required understanding for adapting rules. To better compare the performance of our approach with the interactive system, we have asked participants to adapt rules in all domains. Then, in each curation domain, we selected the rule with the highest obtained precision and compared it with rules adapted by our approach. In this experiment, we asked participants to adapt rules with 20 features ($k = 20$). Table 4.2 shows the results. As presented, our approach has comparable performance to interactive systems. For example, in budget domain participants could adapt the rule with 90.86% precision, which is 3.08% higher than our proposed approach. In the domestic violence and mental health domains, participants could adapt rules with the precision of 92.59% and 86.32% respectively. Besides, Figure 4.9 shows the number of items annotated with the rules adapted by participants. The figure shows the most precise rules in each domain. Although our approach and participants have a shown a similar performance while using syntactic level features for adapting rule, using the proposed feature-based technique our approach could significantly annotate a larger number of items. For example, the number of annotated items in budget domain is higher by 3233 items. The difference in mental health and domestic violence domains is 5320, and 4305 respectively. The overall cost that we paid for verifying items in the mental health domain is $35.10, and in the budget domain is $29.92, and in the domestic violence domain is $21.22.

By comparing the precision and the number of items annotated with our approach and participants, we believe that our adaptive approach outper-
forms current rule adaptation techniques. In particular, by considering the prohibitive cost of analysts for adapting rules, our proposed approach can boost companies and data enthusiasts that need to annotate data in unstructured and constantly changing environments with a limited budget.

4.7 Conclusion and Future works

In this chapter, we proposed an approach for adapting data annotation rules in unstructured and changing environments. Our approach offloads analysts from adapting rules and autonomically modifies rules based on changes in the curation environment. We utilize a Bayesian multi-armed-bandit algorithm, an online learning algorithm that learns the optimal modification for rules using the feedback gathers from the curation environment. In addition, our approach adapts rules at the conceptual level, which boosts rules to annotate a larger number of items compared to current methods that rely on syntactic similarity, e.g., keywords, regular expression, for adapting rules. We evaluated the performance of our approach on three months of Twitter data in three different curation domains: domestic violence, mental health, and budget. The evaluation results showed our approach has comparable performance to systems relying on analysts for adapting rules.

There are several exciting directions for future work. In this chapter, we introduced a summarization, which boosts rules to annotate data at the conceptual level. As a part of future works, we plan to identify more features for adapting rules. Specifically, we focused on adapting rules with three other types of features, including entities, word2vec, and relation. We believe adapting rules with different kinds of conceptual features not only enhance the performance of rules to annotate a more significant number of items but
also allows rules to capture the salient aspect of data better.

In the next chapter, we further expand our summarization technique and introduce and accentuate how it augments users’ comprehension of curation environments. Specifically, we discuss how named entities and deep learning can be coupled with summarization technique to enable users to better formulate their preferences while seeking for a varied and comprehensive list of items.
Figure 4.5: The performance of a Bayesian multi-armed-bandit algorithm in adapting rules. As presented the algorithm could improve rules precision in all domains.
Figure 4.6: Comparison between the number of items annotated using conceptual and syntactic level features (Budget Domain).

Figure 4.7: Comparison between the number of items annotated using conceptual and syntactic level features (Mental Health Domain).
Figure 4.8: Comparison between the number of items annotated using conceptual and syntactic level features (Domestic Violence Domain).

Figure 4.9: Number of items annotated with rules adapted through participants after five rounds of annotations in three different curation domains: Budget, Mental Health, and Domestic Violence.
Chapter 5

Enhancing Users Comprehension of the Curation Environment

In this chapter, we present a technique for augmenting the user’s understanding and sensemaking of a curation environment. In a large curation environment, a user often conducts exploratory search for identifying and extracting information relevant to her topic of interest. Often, however, a user needs to iteratively investigate the curation environment to formulate her preferences for Information Retrieval (IR) systems. In recent years several visualization techniques have been proposed to help a user to better formulate her preferences. However, using current techniques, a user needs to explicitly specify her preferences for IR systems in forms of keywords or phrases. To address this problem, we present ConceptMap, a system that provides a conceptual summary of the curation environment and allows a user to specify her preferences implicitly as a set of concepts. ConceptMap provides a 2D Radial Map of concepts within the information space and allows a user to rank items relevant to her preferences through dragging and dropping.
We discuss the problem of comprehending the curation environment in Section 5.1. In Section 5.2, we discuss the related works regarding formulating users preferences and comprehending the curation environment. Section 5.3 describes the interface of the ConceptMap. In Section 5.4, we discuss our proposed approach for generating a conceptual summary of the information space. Then, in Section 5.5, we describe experiments and usage scenarios on retrieving citizens’ opinions about issues in ‘Health Care System’. Section 5.6 details some of the challenges we encountered in implementing the ConceptMap, and Section 5.7 summarizes the implications of this work.

The content of this chapter is derived from the following paper(s):

- A Tabebordbar, A Beheshti, and B Benatallah, Conceptmap: A conceptual approach for formulating user preferences in large information spaces, International Conference on Web Information Systems Engineering, Springer, 2019, pp. 779–794 (ERA Rank A).

- Beheshti A, Tabebordbar A, Benatallah B. iStory: Intelligent Storytelling with Social Data. In Companion Proceedings of the Web Conference 2020 2020 Apr 20 (pp. 253-256). (ERA Rank A*).
Figure 5.1: The ConceptMap interface is made up of four components: (a) the main data view, shows a summary of concepts within the information space using a Radial Map. A user can choose summaries from the Action box. The Control Panel (b) allows a user to observe and modify attributes, e.g., keyword, Named Entities, associated to concepts. The Query Box (c) provides two interfaces (Concept and Concept + Rule) for a user to formulate her preferences. The Documents List (d) ranks documents based on their relevancy to concepts [238].

5.1 Introduction

Information Retrieval (IR) systems have been extensively used to extract and locate users’ information. These systems retrieve a ranked list of items ordered by their relevancy and allow a user to skim and pick items from the list. Exploratory search is part of an information exploration process in which a user is unsure about the way to retrieve her information needs, and often becomes familiar with the information space over time. Usually, in an exploratory search, a user relies on text-based queries for formulating her preferences. Text queries are made up of a few keywords or phrases [139,140].
and allow a user to explore and retrieve the information. However, formulating queries has been proven to be painstakingly difficult as a user needs to read and synthesize a large amount of information iteratively. This problem is exacerbated as humans have a limited memory capacity in absorbing information, which can lead to information overload or attention management [199]. In past years, several studies [98, 118, 235] have been conducted to formulate user’s preferences through rules, e.g., boolean operators. However, these studies have concluded that comprehension of the information space is needed in order a user formulates her preferences accurately.

In recent years several pioneering solutions [66, 153, 201, 209, 226, 234] have been proposed to couple Human-Computer-Interaction (HCI) techniques with IR systems to aid users to develop insight and absorb greater amounts of information. These solutions fuse the traditional text-based queries with various visualization elements, such as bar-graph [121], table [252], and relevance map [195]. Although visual encoding lowers user’s cognitive load [97, 121], still the user needs to iteratively explore the information space to identify the relation between attributes (e.g., keywords, phrases, named entities), in documents to formulate her preferences. This process is challenging for several reasons:

- In many cases an exploratory search scenario contains too many topical subspaces and is difficult for a user to formulate her preferences in forms of keywords or phrases.

- Sensemaking of the information space is incomplete as text queries only retrieve a small part of the information space and the rest remains invisible.

- Relying on text queries are time-consuming as the user is not familiar
with the information space and needs to comprehend a large amount of data.

For example, consider a user who intends to analyse citizens opinion on social media platforms, e.g., Twitter and Facebook, to identify issues in ‘Health Care Services’ that need improvement. Currently, the user needs to read and scan the information space to identify the query terms that properly retrieve items relevant to a large number of topical subspaces, e.g., ‘medical centres’, ‘aged care services’, and ‘mental health’. Such a search scenario needs the user to spend a long period of time to identify the content bearing terms associated with each subtopic. Alternatively, Carterette et al. [73] highlighted that users are more willing to express their preferences relatively, instead of precisely specifying attributes associated with it. In this context, we follow a similar trend by generating a conceptual summary of the information space and helping a user to formulate her preferences implicitly as a set of concepts.

In this chapter, we present the ConceptMap, a system for lowering user’s cognitive load in ranking and exploring the information space. While previous systems allow a user to formulate her preferences explicitly, e.g., keywords and phrases, and observing changes in rankings to understand the data, we provide a different ranking and data presentation approach. Our work focuses on creating a conceptual summary of the information space to help a user to understand the data and relate it to her preferences. Hence, we focus on boosting a user’s cognitive skill in understanding the data and formulating that understanding to extract information relevant to her topic of interest. We do this by interacting with the user to explore her preferences in a 2D Radial Map. A user can refine her preferences through dragging and dropping concepts into a Query Box to update document rankings, representing the relevance of concepts and documents.
ConceptMap is made up of two main technical achievements: Knowledge Lake\textsuperscript{[35,37]}, which is a centralized repository containing several knowledge bases, providing a contextualization layer for annotating attributes within the information space with a set of facts and information. Summarization\textsuperscript{[109]}, takes advantage of a deep learning skip-gram embedding network\textsuperscript{[180]} to learn the associations between attributes and groups the similar ones. We discuss two usage scenarios for our technique: (1) Illuminating how conceptual summary lowers the user’s cognitive load in formulating her preferences, and (2) How conceptual summary and the insight developed from it can motivate a user to formulate her preferences through more advanced IR systems features, such as rules to retrieve relevant documents more precisely.

Overall, this chapter’s contributions include:

- We introduced ConceptMap, a system that automatically generates a conceptual summary of the information space and allows a user to formulate her preferences implicitly as a set of concepts, such as topic, category and Named Entity.

- We study how conceptual summary of data helps a user to understand the information space and formulate her preferences through rules.

- We present two usage scenarios using Twitter data, which demonstrated how ConceptMap helps a user to explore and retrieve a varied and comprehensive list of information across a large amount of data.

5.2 Related Work

In this section, we discuss prior works related to formulating user’s preferences (Section\textsuperscript{[5.2.1]}), comprehending and sensemaking of the information
space (Section 5.2.2), and topic modeling approaches (Section 5.2.3).

5.2.1 Formulating User Preferences

The relevance judgement for IR systems has been made on binary scale, where a document is considered relevant to a query or not \[73\]. Such judgement requires a user to precisely formulate her preferences to locate and retrieve the relevant documents. Typically, for formulating preferences a user needs to conduct exploratory search by iteratively investigating the information space to develop insight and create its mental structure \[174\]. Exploratory search is beyond the basic information seeking task of looking for a few relevant documents. In an exploratory search, a user has no predetermined goal or understanding of the information space and learns to formulate her preferences by investigating and learning from the context overtime \[152\]. This makes formulating user preferences challenging and time-consuming, especially in broad information spaces. Previous works have focused on augmenting users’ comprehension of the information space with visual encoding to formulate their preferences more precisely \[125\] \[128\] \[148\] \[225\]. However, recently some solutions \[73\] \[252\] have shown that it is easier for a user to make a relative judgement of her preferences rather than explicitly specifying attributes associated with it. For example, a user may formulate ‘mental health’ as a ‘disorder’, but unable to precisely determine attributes associated to it. In this context, we allow a user to formulate her preferences *implicitly*, as a set of abstract concepts, such as topic, category, and Named Entity. Our approach automatically identifies the relation among attributes within the information space, without requiring to specify the exact attributes associated with it. In the next sections, we will accentuate approaches focused on augmenting users’ comprehension of the information space.
5.2.2 Comprehension and Sensemaking of the Information Space

Sensemaking of the information space is defined as processes and activities a user undertakes to frame the information space in an understandable schema [199]. Sensemaking has been identified as a quintessential task of information retrieval [174], especially when a user has varied information needs across a large number of data [195]. During the past years, several solutions have been proposed to enhance user comprehension and sensemaking of the data. One category of these solutions focused on augmenting the ranked lists of search results with different visualization elements. For example, tileBar [128] represents the relevancy of ranked documents to query terms with shaded blocks. LineUp [121], used bar charts to visualize the ranking of multi-attributes data, while other approaches highlight ranked lists with stacked bar [97], metaphor-based layout [188], and snippet-based layout [120]. However, ranked lists can only support scenarios where a user has limited information needs and is seeking for a few relevant documents.

Another line of works have coupled visualization with HCI techniques for augmenting a user to gain a better understanding of the information space. Comprehension of the information space allows a user to discover the aboutness of data and develop a mental structure of it [67]. For example, Wall et al. [252], proposed a table layout to present a holistic view of the information space for multi-attribute ranking systems. Di-Sciascio et al. [96] boosts user comprehension of the information space by contributing previous users’ search terms. Peltonen et al. [195] provided a topical overview of the information space by interacting with the user to visualize the association between keywords on a relevance map. Di-Sciascio et al. [97] focused on transparent and controllable recommendation systems to enhance user understanding of
data. However, these approaches focused on enhancing users’ mental capacity to better identify the relations between attributes in documents. But, in a large information space many of these relations remain invisible to the user, either due to user inability in identifying them or visual clutter\cite{103}. Instead, ConceptMap provides a conceptual summary of the data and offloads user to iteratively investigate the information space to discover associations between attributes in documents.
5.2.3 Topic Modeling Techniques

In addition to interactive methods for augmenting user comprehension, we consider it appropriate to include approaches that provide a topical overview of the information space. Topic modelling is a generative approach, which aims at discovering groups of words that frequently co-occur in documents [61]. Latent Dirichlet Allocation (LDA) is the most common topic modelling algorithm, which has been used extensively for providing a topical overview of the information space. For example, TIARA [165] is one of the early works on topic-based text summarization, which creates a visual summary of the information space through visualizing the result of LDA algorithm with a stacked graph. Serendip [10] is a topic modelling system focused on structuring exploration of information for supporting multi-level discovery. TopicNets [122] is an interactive topic modelling system that visualizes documents on a graph of connected network. In addition, some techniques relied on hierarchical topic modelling to augment user comprehension of the information space. For example, TopicLens [149] combined a lens technique with a tree-based topic modelling for exploring the data. PolyZone [142] proposed an interactive technique, which progressively builds a hierarchy of focus regions to allow users to explore the magnification of the topic of her interest. Whereas, other researchers coupled topic modeling with different visual encoding such as panning [198], overview + detail [137] or scrolling [141]. Although topical modelling can provide an overview of the information space, these algorithms cannot identify the semantical relation between attributes in information space [134], which is required in exploratory search scenarios [97]. Moreover, topical modelling algorithms have a high performance requirement and are computationally expensive to rely on for dynamic and real-time search scenarios.
Figure 5.3: The Query Box provides two interfaces for formulating a user preferences: (a) the Concept Only, which allows a user to formulate her preferences as a set of concepts, (b) the Concept + Rule, which aids a user to formulate her preferences through rules [238].

On the other hand, ConceptMap discovers the semantical relation between attributes and groups them based on their similarity. This is different from approaches, which focused on creating topics based on the words co-occurrence. Let us back to our example that was introduced in the previous section, to retrieve citizens opinion about issues in ‘Health Care Services’, ConceptMap may help a user by providing a conceptual summary of people who are in-charge of health care services, organizations that provide health care services, and locations associated to health care services, etc. Then, the user can rank Tweets based on provided summaries and retrieves items relevant to her information needs. Thus the user only needs to focus on her preferences rather than investigating the information space to identify the relation between attributes in documents. This speeds up the exploration of the information space, in cases where a user has varied information needs, which contains too many topical subspaces and is difficult to formulate for IR systems.

5.3 ConceptMap

In this section, we describe ConceptMap, a system that provides a conceptual summary of the information space. ConceptMap discovers the semantical relation between attributes and enables a user to formulate her preferences
as a set of abstract concepts. In this section, we discuss the character of ConceptMap interface.

5.3.1 Design Components

The ConceptMap interface is made up of four components: the Radial Map (Figure 5.1a), the Control Panel (Figure 5.1b), the Query Box (Figure 5.1c) and the Documents List (Figure 5.1d). The Radial Map is the central component of the ConceptMap. It shows concepts discovered from the information space. The Control Panel provides the controllability for a user to create her topic of interest. It contains two tabs: The Details View, which shows attributes associated with a concept and lets a user manipulate the concept by adding and removing attributes. The Evidence Box, which allows a user to develop a mental structure of data by gathering concepts relevant to her topic of interest. The third component of the ConceptMap is the Query Box, which enables a user to examine the concepts-documents relevancy. The Query box provides two interfaces: The Concept Only, which lets a user formulate her preferences implicitly as a set of concepts. The Concept + Rule, which allows a user to formulate her preferences through boolean (AND, OR) operators. The last component of the ConceptMap is the Documents List, which shows a ranked list of documents based on their relevancy to the user-selected concepts. Followings, we explain the character of each component in detail.

1. Radial Map

The Radial Map is the main data view in the ConceptMap, and shows a summary of the most frequent concepts within the information space (Figure 5.1a). A user can select her preferred summaries through interacting with
the Action Box. It has six toggles for visual encoding of the Radial Map: Persons, Organizations, Locations, Categories, Topics, and Keywords. Each toggle represents a specific summary and colors the summary if it’s selected by a user. A user can observe concepts associated with summaries through the Radial Map by pressing the Summarize button. The coloring of concepts within the Radial Map corresponds to the Action Box, where concepts associated with a summary mirror that color. For example, ConceptMap colored the Topics summary as red. ConceptMap also displays concepts associated with it within the Radial Map as red.

By default, ConceptMap divides the Radial Map into 50 wedges, where each wedge represents a concept. Each wedge augmented with a grid line and shows the relevancy of the concept to the information space. The value of the grid line is between 0 to 1, where zero represents the least relevancy and one represents the highest relevancy. Augmenting wedges with grid lines, enable a user to grasp an overview of the information space along with their relevancy as a whole at a glance. The following explains the types of summaries ConceptMap displays to a user.

- **Location:** Provides a summary of places within the information space based on their geographical distances. For example, location summary may represent a concept such as Suburbs in Sydney, Australia through grouping suburbs located within it, e.g., Five Dock, Canada Bay, and Kensington.

- **Person:** Identifies person names within the information space and groups people based on their title. For example, person summary may create a concept like ‘Health Ministers’ by grouping persons, such as
‘Greg Hunt’\(^1\) and ‘Brad Hazzard’\(^2\)

- **Organization**: Identifies companies and organizations within the information space and groups them based on the services they provide. For example, organization summary may place financial companies into a group and consider them as a concept.

- **Topic**: Provides a topical summary of the information space based on the keywords’ semantical relationships. It examines the hypernym relationship of keywords and groups them based on their similarity. For example, this summary may extract the keywords pigeon, crow, eagle and seagull from the information space and groups them as *bird*.

- **Category**: Categorizes keywords within information space into 200 pre-validated topics \[^{109}\]. This summary computes the vector similarity of keywords and categories and assign a keyword to the category that yielded the highest similarity score.

- **Keyword**: Presents the most frequent keywords within information space and lets a user manually examine the relation between keywords to create her topic of interest.

Providing several summaries of the information space not only enables a user examine her preferences from a different perspective, but also enhances the user comprehension and sensemaking of data. For example, if ConceptMap only provides the topical overview of the information space, then the user’s comprehension of information space may remain incomplete as the user may not be able to examine the relations between attributes in documents from other perspectives. Our studies showed that providing different summaries

---

\(^1\) Health minister of Australia  
\(^2\) Minister for health and medical research in NSW state of Australia
of the information space boosts the user’s understanding to better formulate her preferences, especially when seeking varied information across a large amount of data.

2. Control Panel

The second component of the ConceptMap is the Control Panel, which allows a user to modify concepts based on her preferences. The Control Panel is made up of two components: Details View (Figure 5.2a) and Evidence Box (Figure 5.2b). We will now turn to explain the character of components in detail.

**Details View:** The Details View provides a detailed representation of concepts to a user. It shows attributes, e.g., keywords and named entities, associated with a concept and enables a user to modify the concept based on her preferences. Attributes within the Details View are colored to represent their relevancy to a concept. The opacity of the color shows the measure of relevancy between a concept and its attributes. Darker color means higher relevancy, while lighter color shows lower relevancy. A detailed description of attributes can be seen in a tooltip by hovering over them. The tooltip provides a small textual description and lets a user better judge the relevancy of attributes to the concept (Figure 5.2a). In cases where a user identifies an attribute as irrelevant, the user may remove the attribute by pressing the (×) button located on top right side of it. A user can organize the potential concepts relevant to her preferences into the Evidence Box by pressing the Add button, located below the Control Panel.

**Evidence Box:** The Evidence Box acts as a central repository and is designed to aid a user to gather potential concepts relevant to her preferences. Collecting concepts altogether in a place, allows a user to create a
Figure 5.4: Overview of the proposed summarization technique: (1) Extracts the potential attributes from the information space, (2) Annotates the attribute using the Knowledge Lake, and (3) performs analogous reasoning through mapping attributes on a vector space. It is particularly important in large information spaces as humans have a limited memory capacity in absorbing information. The concepts within the Evidence Box follows the same coloring scheme applied to the Radial Map (Figure 5.2b). Making it easier for a user to identify the type of summaries stored in the Evidence Box. A slider placed horizontally below concepts to visually encode the weight of concepts. Initially, the slider shows a pre-computed weight for each concept, which is the average TF-IDF score of attributes associated with it. A user may change the weight of a concept by moving the slider indicator to the left or right. Dragging the slider indicator to the left decreases the importance of a concept, while moving the indicator to right increases the importance of a concept.
3. Query Box

In this section, we explain the Query Box a component for examining a document-concept relevancy. A user can interact with the Query Box through two interfaces: *Concept Only* (Figure 5.3a) and *Concept + Rule* (Figure 5.3b). The *Concept Only* interface allows a user to specify her preferences implicitly by dragging and dropping concepts from the Evidence Box. A user can drag and drop several types of concepts, e.g., Topic, Category, Person, and Organization, into the Query Box, allowing to rank documents from different perspectives. Concepts within the Query Box colored according to their corresponding summary type, help a user to identify the type of summary used in ranking documents. A user can examine the relevancy among documents and concepts by pressing the *Rank* button, where ConceptMap arranges documents accordingly in the Documents List.

The second interface *Concept + Rule*, aids a user to formulate her preferences through rules. Rule based techniques have been coupled with IR systems for an extended period of time. Often, however, users are making mistake in using rules to formulate their preferences [98]. The goal of this interface is to study whether providing conceptual summary of the information space augments users ability to understand and utilize rules more effectively or not. The *Concept + Rule* interface provides four operators for formulating user’s preferences through rules ‘[’, ‘AND’, ‘OR’, ‘]’. ‘[’, indicates the start of a rule clause, ‘]’, indicates the end of a rule clause. The ‘AND’ operator implies a document must contain a specified concept to be ranked by the ConceptMap. The ‘OR’ operator implies at least one of the user specified concepts must appear in a document to be ranked by the ConceptMap. For example, consider the following rule:

\[
Q_1 = [\text{Hospital AND Health}] \text{ OR } [\text{Health Care AND Budget}]
\]
$Q_1$ ranks only those documents that contain both ‘Hospital’ and ‘Health’ concepts, or ‘Health Care’ and ‘Budget’ concepts. Next, we will explain how the ConceptMap formulates user’s selected concepts for IR systems to rank documents.

As each concept represents a set of attributes rather than a single keyword, we need to transform concepts into forms of text queries for ranking through IR systems. We do this by computing the cartesian product of concepts attributes and using the result set for ranking documents. More formally, we denote a concept $C = \{c_1, c_2, c_3, ... c_n\}$ as a set of attributes. We denote a preference $Q = \{C_1, C_2, C_3, ..., C_n\}$ as a set of concepts that a user dropped into the Query Box. To score documents based on the user preference, we compute the cartesian product of attributes associated with concepts $Q = C_1 \times C_2 \times C_3 \times ... \times C_n = \{(c_1, c_2, c_3, ..., c_n \mid c_n \in C_n\}$. The resulting set $Q = \{q_1, q_2, q_3, ..., q_n\}$ are the queries —ConceptMap computes their relevancy to documents. More clearly, suppose a user intends to analyse citizens opinion about government budget in ‘Health Care System’ system. Assume, the user selects the ‘Health Ministers’ concept from the Persons summary $Health\ Ministers = \{Greg\ Hunt,\ Brad\ Hazzard\}$, and the ‘budget’ concept from the Category summary $Budget = \{fund,\ money,\ budget\}$. To generate the queries that represents the given concepts, ConceptMap computes the cartesian product of concepts as below:

$$Q = \{(Greg\ Hunt,\ fund),\ (Greg\ Hunt,\ money),\ (Greg\ Hunt,\ budget),\ (Brad\ Hazzard,\ fund),\ (Brad\ Hazzard,\ money),\ (Brad\ Hazzard,\ budget)\}$$

The following explains how ConceptMap computes the relevancy of queries and documents. ConceptMap arranges documents based on their relevancy to queries. To compute the relevancy of a query and a document, we imple-
mented a Vector Space Model (VSM). The model transforms the document \( d \) and query \( q \in Q \) into vectors and computed their relevancy using a cosine similarity.

\[
S(d, q) = \sum \frac{tfidf(c, d) . W_C}{||d|| . ||q||}
\]

Where \( tfidf(c, d) \) is the tf-idf score for the attribute \( c \) in document \( d \). \( W_C \) is the weight a user specified for the concept \( C \) (see Section 5.3.1). Also, \( ||d|| \) and \( ||q|| \), are the Euclidean norms for vectors \( d \) and \( q \). ConceptMap arranges documents in descending order based on their cosine similarity scores to queries.

4. Documents List

The Documents List (Figure 5.1d) provides a list of documents ranked based on the user’s preferences. Documents List relies on stacked bar charts for visual encoding of documents. It shows a barchart below each document, illuminating the relevancy of documents to user preferences. To aid a user to better comprehend documents-concepts relevancy, Document List applies the same coloring scheme as the Radial Map. The coloring allows a user to identify the contribution of each concept to a document, and provides an explanation of why one document ranked higher than another. The ranking of documents are updated as a user modifies her preferences through adding or removing concepts from the Query Box.

5.4 Solution Overview

In this section, we explain how ConceptMap generates a conceptual summary of the information space. To generate a summary, ConceptMap utilizes a Knowledge Lake \[35,37\] and a deep learning skip-gram embedding
Knowledge Lake is a central repository made up of several knowledge bases and provides a contextualization layer for transforming the raw data into contextualized knowledge. It annotates attributes within the information space with a set of facts and information. Deep learning network measures the conceptual commonality existing between attributes and groups attributes with similar characteristics. Overall, our approach is made up of three stages, Attributes Recognition, Knowledge Lake, and Summarization. Followings explain each stage in detail.

5.4.1 Attributes Recognition

The initial step in generating the summary is the identification of content bearing attributes exists within the information space. These attributes allow ConceptMap to discover the aboutness of data. The current version of ConceptMap extracts two types of attributes: Keyword and Named Entity. To extract the attribute type of keyword, ConceptMap performs a preprocessing task by removing the stopwords, keeping the proper names capitalized, and filtering out of the ungrammatical and irrelevant tokens, e.g., URLs’ or emoji. Also, it applies the WordNet lemmatizer over the remaining tokens to increase the probability of matching between words with the common base, e.g., ‘playing’, ‘playful’, ‘plays’ all reduce to the base form ‘play’. The second attribute type is Named Entity. Named Entities are the span of words in a text which refer to real-world objects, such as person and company names, or gene and protein names. Examples of Named Entities include Barack Obama, New York City, Volkswagen Golf, or other proper names. The current version of ConceptMap extracts three types of named

3Stopwords are words, e.g., the, is, are with little meaning that commonly occur within documents.
entities: persons, locations, and organizations. For recognizing named entities, we used our previous work [53]. It provides a pipeline for various data curation tasks, including Named Entity Recognition, Information Linking, Similarity Computation, and Indexing. After extracting attributes, we annotate them through a Knowledge Lake to identify the concepts existing within the information space. In the next section, we explain how Knowledge Lake contributes to our work for generating the conceptual summary of the information space.

5.4.2 Knowledge Lake

A Knowledge Lake enables a user to understand attributes within the information space and provides a foundation to measure the commonality between them. We utilize several readily available knowledge bases and taxonomies to create the Knowledge Lake: (1) Geoname, is a geographical database and contains information over 25 million geographical places around the world 4 (2) Wikidata, is a central storage of several Wikimedia data, including Wikipedia, Wikivoyage, Wikisource. 5 (3) WordNet, is a semantic lexicon and grouped English words into sets of synonyms called synsets 6 (4) Empath, is a deep learning skip-gram network, which categorizes text over 200 built-in categories. 109, and (5) Google Knowledge Graph 7 is a knowledge base based on a graph database and provides information about real-world entities, including persons, locations, and business. These knowledge bases allow discovering the aboutness of data through annotating attributes with a more generalized or understandable form.

---

4 [http://geonames.org/](http://geonames.org/)
5 [https://www.wikidata.org](https://www.wikidata.org)
6 [https://wordnet.princeton.edu/citing-wordnet](https://wordnet.princeton.edu/citing-wordnet)
7 [https://developers.google.com/knowledge-graph/](https://developers.google.com/knowledge-graph/)
More formally, the Knowledge Lake \( K \) acts as a function \( K : c_i \mapsto \ell(c_i) \), that receives an attribute \( c_i \) as the input and returns an annotation \( \ell(c_i) \) to describe the attribute. For example, consider the following Tweet ‘Malcolm Turnbull says his government will focus on growth rather than fix the budget deficit’. To understand the Tweet, ConceptMap annotates its attributes, e.g., ‘Malcolm Turnbull’, ‘government’, ‘growth’, ‘budget’, with the Knowledge Lake from different perspectives. It may annotate the Named Entity ‘Malcolm Turnbull’ as the ‘former prime minister of Australia’, the keyword ‘budget’ as a topic for ‘fund’, etc. ConceptMap applies the annotation for all attributes within the information space. In the following section, we explain how we employ a deep learning neural network to measure the commonality between attributes to generate a summary of the information space.

5.4.3 Summarization

In this section, we explain how ConceptMap generates a conceptual summary of the information space. For example, we explain how it identifies two persons, e.g., ‘Greg Hunt’\(^8\) and ‘Brad Hazzard’\(^9\) can be similar and forms a concept.

As we discussed, ConceptMap annotates attributes\(^{10}\) within the information space through the Knowledge Lake. ConceptMap uses these annotations to generate the summaries. For generating the Topic summary, ConceptMap groups attributes based on their hypernym relations. For example, it groups attributes, such as \{doctor, physician, dentist\} as ‘Medical_Practitioner’, while attributes like \{health and wellness\} as ‘wellbeing’.

\(^8\)Health Minister of Australia
\(^9\)New South Wales Minister for Health and the Minister for Medical Research
\(^{10}\)ConceptMap generates topic and category summaries from the attribute type of keyword, while person, organization and location summaries from the named entities.
For generating the Category summary, ConceptMap relies on the EM-PATH, which categorizes text into 200 built-in human-validated categories. For example, it may categorize \{doctor and physician\} attributes as relevant to ‘medical_emergency’, ‘occupation’ and ‘white_collar_job’ categories, while \{health\} as ‘medical_emergency’, but not ‘occupation’ and ‘white_collar_job’. ConceptMap visualizes categories with the highest frequency within the information space.

To generate the Person, Organization, and Location summaries, ConceptMap takes advantage of a deep learning skip-gram network [180] to predict the semantic similarity between attributes within the information space. For example, the network may learn that the word ‘health’ may predict ‘medical’, but not of ‘happiness’.

By training the skip-gram network, it learns a representation of words within the information space, which known as neural embeddings. The neural embeddings construct a vector space model and allow to measure the similarity between attributes in an unsupervised fashion. We used word2vec neural embeddings model [11] to map attributes onto a vector space.

For attributes annotated with the Knowledge Lake, ConceptMap encodes attributes as vectors by querying the vector space model trained on the word2vec. Then, it performs ‘analogous reasoning’ [12] by conducting the vector arithmetic on generated attributes vectors, e.g., the vector arithmetic for words ‘Women + King - Man’ generates a vector similar to ‘Queen’. The following explains how ConceptMap performs analogous reasoning to measure the similarity between attributes.

For each attribute \(c\), ConceptMap tokenizes its annotation \(\ell(c)\) into a set of words \(\ell(c) = \{\ell'_1(c), \ell'_2(c), \ell'_3(c), ..., \ell'_n(c)\}\). Then, for each \(\ell'(c) \in \ell(c)\),

\[^{11}\text{https://drive.google.com/file/d/0B7XkCwpI5KDYNINTT15SYNUTT155/edit}\]
\[^{12}\text{A form of comparison to highlight respects in which two attributes can be similar}\]
ConceptMap queries the vector space model and extracts the vector \( V(\ell'(c)) \) corresponds to it. It performs analogous reasoning by computing the vector sum of all \( V(\ell'(c)) \). The resulting vector \( V(c) \) represents the attribute \( c \) in vector space.

\[
V(c) = \sum_{i=1}^{n} \ell'_i(c)
\]

ConceptMap groups similar attributes based on their vectors similarity using the cosine measure. For example to compute the vector similarity of two attributes, the cosine similarity computed as:

\[
cos(\theta) = \frac{V(c_1) \cdot V(c_2)}{||V(c_1)|| \cdot ||V(c_2)||}
\]

Where \( V(c_1) \) and \( V(c_2) \) representing vectors of attributes \( c_1 \) and \( c_2 \), and \( ||V(c_1)|| \) and \( V(c_2) \) are their lengths. More clearly, consider the attribute \( c = \{\text{Greg Hunt}\} \), which annotated with the Knowledge Lake as the \( \ell(c) = \{\text{Health Minister of Australia}\} \). To represent this attribute as a vector ConceptMap tokenizes \( \ell(\text{Greg Hunt}) = \{\text{Health, Minister, Australia}\} \) and query a VSM to extract their corresponding vectors \( \ell(\text{Greg Hunt}) = \{V(\text{Health}), V(\text{Minister}), V(\text{Australia})\} \). Then, it computes the vector sum of all attributes \( V(\text{Greg Hunt}) = V(\text{Health}) + V(\text{Minister}) + V(\text{Australia}) \). The resulting vector \( V(\text{Greg Hunt}) \), represents the attribute \( c = \{\text{Greg Hunt}\} \) in vector space, and allows ConceptMap to compute its similarity with other attributes vector using the cosine similarity. ConceptMap groups attributes that their cosine similarity is above a pre-defined threshold \(^13\). Figure 5.4 illustrates an overview of our proposed summarization technique.

\(^{13}\)Currently, we consider attributes over 0.7% cosine measure as similar.
5.5 Experiments

In this section, we discuss the structure of the ConceptMap, as well as the dataset used in our experiments. Also, we discuss two usage scenarios to show how the ConceptMap helps a user to formulate her preferences.

5.5.1 ConceptMap Architecture and Datasets

The core component of techniques described in the previous sections is implemented in Python and JavaScript. We gathered over 300K Tweets (Australian region) relevant to health care and budget to create the input dataset. We used ElasticSearch as the search engine to index and retrieve Tweets. In our preliminary implementation, we only indexed Tweets and performed the annotation and summarization simultaneously whenever a user interacts with the ConceptMap. However, it turns out that the annotation is the most time-consuming task, which hinders the ConceptMap to effectively response to the user interactions. We alleviate the ConceptMap response time by separating the annotation and summarization tasks. First, for each summary, we indexed attributes and their annotation along with the Tweet text. Then, whenever a user interacts with the ConceptMap to fetch a summary of the information space, ConceptMap only computes the similarity between attributes (see Section 5.4.3) to group similar concepts. In this manner, it avoids annotating attributes constantly and could generate summaries promptly.

\[\text{https://www.elastic.co/start}\]
5.5.2 Experiment Settings

In this section, we study the performance of ConceptMap in formulating users preferences with respect to a traditional keyword-based UI. The study followed a repeated measures design ANOVA [119] with two independent variables: tool: ConceptMap, which consists of Concept-Only and Concept-Rule interfaces, and a traditional keyword-based UI — and items. The Keyword-Based UI allows users to investigate the information space by entering their keywords and observing the resulting set ordered by their relevancy in the Documents List. Also, to aid users to better identify the relationship among keywords, we visualize the most frequent keywords co-occurred with users’ selected keywords. To counterbalance the experiment, we conducted the study on two different topics relevant to social issues: Health Care and Budget, where topic treated as a random variable.

The study simulates an exploratory search scenario, where users need to write queries to retrieve Tweets relevant to the given topics. We divided users task into two subtasks: a focused exploratory search scenario and a broad exploratory search scenario. The focused search scenario requires users to investigate the information space to retrieve items for a limited number of topical subspaces, e.g., retrieve a list of Tweets contain information relevant to medical centres within Australia. The broad search scenario simulates cases where users need to retrieve items for a larger number of topical subspaces, e.g., retrieve citizens’ opinions using the Twitter about people who involved in health care system, and Tweets about the quality of the services provided by health care centres.

We invited five post-graduate students from a research lab to take part in experiments. None of the participants was knowledgable in the topics selected for the study. For evaluating the performance of tools, participants
selected a topic and performed the search scenarios. The goal of these experiments were to reflect the behaviour of users in formulating their preferences while they were investigating the information space with different information needs. For each task, participants filled a 7-point likert scale NASA TLX questionnaire. The questionnaire is a multidimensional assessment tool that rates the perceived workload in order to assess a task or system. We limited the duration of focused search scenario to five minutes and the broad search scenario to 10 minutes. During the experiment, we reminded participants when their allotted time was almost over, but we didn’t force them to stop using the tools.

**Results: Workload and Performance Analysis:** A repeated measure ANOVA revealed the impact of ConceptMap in lowering participants overall workload $F(1,5) = 58.803, p = 0.05$. This tendency can be observed in detail in Figure 5.5, which shows participants were more relaxed while interacting with ConceptMap for formulating their preferences. The results showed ConceptMap could significantly lowers participants temporal demand $F(1,5) = 162.00, p = 0.001$. We also observed a similar impact on improving participants efforts $F(1,5) = 83.308, p = 0.003$, and performance
Based on the obtained results, we concluded that providing several summaries of information space could boost participants comprehension and sensemaking of data: this impact is more significant on improving users performance and time.

We also analyzed the effectiveness of ConceptMap in aiding participants in formulating their preferences through rules. A repeated measure ANOVA showed that ConceptMap could lower participants overall workload \( F(1, 5) = 12.60, p = 0.05 \). The results revealed that ConceptMap reduces participants effort in crafting rules \( F(1, 5) = 18.00, p = 0.005 \). We also observed a similar impact on participants performance \( F(1, 5) = 22.04, p = 0.003 \).

In addition to previous experiments, we analyzed the performance of tools by aggregating the top 20 items collected by participants and verifying their relevancy. Thus, we created two datasets from the aggregated items. The first dataset represents items collected by participants through interacting with the ConceptMap, and the second dataset contains items collected through interacting with the Keyword-Based UI. Then, we verified whether a retrieved item is relevant to the topics assigned by participants or not. The results showed that participants could retrieve items more precisely using the ConceptMap compared to the Keyword-Based UI. Figure 5.6a shows the average precisions obtained using the tools. Based on the observed results, allowing users to examine the relevancy of data from different perspectives has a positive impact on retrieving items.

Results: Completion Time and Usability Analysis: In the second study, we analysed the completion time and the usability aspect of ConceptMap. We assigned a task to participants and let them accomplish the task using the tools in more natural settings, e.g., without times-up. The task was a broad exploratory search scenario for retrieving Tweets relevant to
issues and people involved in budget planning. Then, we asked participants to fill a standard Software Usability Scale (SUS) questionnaire \cite{64}. SUS provides subjective assessments of software usability, where a statement is made, and respondents can indicate the degree of agreement and disagreement on a five-point scale. We averaged over all participants questions, the mean score amounted to 87.5 out of 100, which falls ConceptMap in the 90-95 percentile range in the curve grading scale interpretation of SUS scores \cite{219}.

We also calculated the time participants spent to accomplish their task. We observed using the ConceptMap participants could accomplish their task in a shorter time compared to the Keyword-Based UI (Figure 5.6b). The results confirm the impact of ConceptMap on lowering participants temporal demand.

At the end of the study, we asked participants to share their impressions on the strengths and weakness of the ConceptMap. All participants agreed that ConceptMap could enhance users comprehension and sensemaking of the information space. One of the participants noted to the Evidence Box, allowing her to store potentially relevant concepts in one place and shortening the time needs to examine the relevancy of concepts and documents. Another participant mentioned that providing several summaries of the information

---

Figure 5.6: (a) The average precision of participants obtained using ConceptMap and Keyword-Based UI, and (b) The time participants spent for retrieving their information.
space could help him to formulate his preferences from different perspectives. Another participant mentioned the potential of ConceptMap to support users in exploratory search scenarios where there is no well-defined goal.

5.6 Discussions

In this section, we discuss our goal for designing the ConceptMap interface, and its limitations.

5.6.1 ConceptMap Interface

To design the ConceptMap interface, we focused on providing the controllability and transparency a user needs to effectively formulate her preferences. ConceptMap interface, provides the controllability over the information space by allowing a user to combine concepts from different perspectives. ConceptMap also lets a user modify concepts based on her preference by removing attributes associated with them. In addition, in cases a user could not formulate her preference using the provided summaries, ConceptMap enables the user to manually create her topic of interest using the Keyword summary.

ConceptMap also provides transparency by relying on various visual encodings. ConceptMap uses a consistent coloring scheme across all components to help a user to understand the cause of retrieving an item. ConceptMap also provides an explanation of why an attribute associated with a concept in a tooltip, which can be seen by hovering the mouse over the attribute. The explanation facilitates the comparison of attributes grouped as a concept allows a user to identify inconsistencies that may occur in summarizing the attributes.
5.6.2 Limitations and Future Works

Today, the ConceptMap Query Box provides two interfaces for capturing user preferences. However, the Rule + Concept interface supports ‘AND’ and ‘OR’ operators only. In order to more effectively formulate user preferences through rules, ConceptMap needs to support other operators like ‘Not’. We are planning to add this operator as a part of future work. The second limitation is that for each concept within the information space, ConceptMap labels the concept using the attribute with the highest frequency. For example, if ConceptMap generates a concept that represents hospitals within Sydney, it labels the concept with the hospital name in the concept that has the highest frequency within the information space. However, in our experiments, we discovered that users prefer to see more descriptive names for the concepts visualized on the Radial Map.

5.7 Conclusion

In this chapter, we introduced the ConceptMap, a system that automatically identifies the relation between attributes, e.g., Keywords and named entities, within the information space. ConceptMap produces several summaries of data, e.g., Topic, Category, Person, and Organization, and enables a user to formulate her preferences implicitly as a set of abstract concepts. To generate the summaries, ConceptMap relies on a Knowledge Lake and a deep learning skip-gram network, which groups attribute based on their conceptual similarity. Our results showed that providing a conceptual summary of the information space enables a user to better formulate her preferences, especially when seeking for varied information in a large information space.
Chapter 6

Automating Basic Data Curation Tasks (Software Prototype)

In this chapter, we present a software prototype to assist analysts in curating the raw data and deriving insight. We develop a set of APIs to automate different curation tasks and creation of data curation pipelines. The APIs are available as open source on GitHub\footnote{https://github.com/unsw-cse-soc/Data-curation-API}. Additionally, we have provided a set of rest services and a Web interface to support analysts to curate their data without writing code.

The rest of this chapter is organized as follows: We introduce the problem of data curation in Section 6.1. In Section 6.2, we introduce the services provided by the curation APIs. Then, in Section 6.3, we discuss different usage scenarios and how it assists analysts to derive insight and extract value. Finally, we conclude the chapter in Section 6.4.

The content of this chapter is derived from the following paper(s):

- A Beheshti, A Tabebordbar, B Benatallah, R Nouri, On automating basic data curation tasks. In Companion Proceedings of the 26th
Beheshti, A., Tabebordbar, A. and Benatallah, B., 2020, April. iStory: Intelligent Storytelling with Social Data. In Companion Proceedings of the Web Conference 2020 (pp. 253-256).
6.1 Introduction

Understanding and analyzing big data is firmly recognized as a powerful and strategic priority \cite{76}. For deeper interpretation of and better intelligence with big data, it is important to transform raw data (unstructured, semi-structured and structured data sources, e.g., text, video, image data sets) into contextualized data and knowledge that is maintained and made available for use by end-users (e.g., data scientists and researchers) and applications (e.g., data and machine learning applications). In particular, data curation acts as the glue between raw data and analytics, providing an abstraction layer that relieves users from time-consuming, tedious and error-prone curation tasks. Data curation involves identifying relevant data sources, extracting data and knowledge, cleaning, maintaining, merging, enriching and linking data and knowledge. For example, consider a tweet in Twitter \cite{Kwak2010}: a micro-blogging service that enables users to Tweet about any topic within the 140-character limit and follow others to receive their tweets. It is possible to extract various information from a single tweet text such as keywords, part of speech, named entities, synonyms and stems \cite{117}. Then it is possible to link the extracted information to external knowledge graphs to enrich and annotate the raw data. Later, this information can be used to provide deeper interpretation of and better intelligence with the huge number of tweets in Twitter: every second, on average, around 6,000 tweets are tweeted on Twitter, which corresponds to over 350,000 tweets sent per minute, 500 million tweets per day and around 200 billion tweets per year.

In particular, the data curation process enables extracting knowledge and deriving insights from the vastly growing amounts of local, external and open data. This task is vital for recent data analytics initiatives include: improving government analytical services, personalized advertisements in elections,
and predicting intelligence activities \cite{241}. In this chapter, we identify and implement a set of basic data curation APIs and make them available to researchers and developers as services to assist them in transforming their raw data into curated data. The curation services enable developers to easily add features - such as extracting keyword, part of speech, and named entities such as Persons, Locations, Organizations, Companies, Products, Diseases, Drugs, etc., providing synonyms and stems for extracted information items leveraging lexical knowledge bases for the English language such as WordNet, linking extracted entities to external knowledge bases such as Google Knowledge Graph and Wikidata, discovering similarity among the extracted information items, such as calculating similarity between string, number, date and time data, classifying, sorting and categorizing data into various types, forms or any other distinct class, and indexing structured and unstructured data into their data applications. These services can be accessed via a REST API, and the data is returned as a JSON file an easy-to-parse structure, that can be integrated into (data and machine learning) applications. The basic data curation APIs are available as an open-source project on GitHub. The technical details for the curation APIs can be found in a technical report \cite{55}. The rest of the chapter is organized as follows. In Section 6.2, we present an overview of the curation services, and in Section 6.3 we further discuss the usage of our APIs through presenting a demonstration scenario.

### 6.2 Curation Services Overview

To augment users in extracting features, we proposed a set of curation APIs. The APIs are implemented as micro-services and provide services such as
Extraction, Classification, Linking, and Indexing. The curation services use natural language processing technology and machine learning algorithms to transform the raw data, e.g., by extracting semantic meta-data from content, such as information on people, places, and companies and link them to knowledge graphs such as WikiData and Google KG - using similarity techniques - or classify the extracted entities using classification services. We provide curation services for performing content analysis on Internet-accessible web pages, posted HTML or text content. A technical report is also provided.
which further guides analysts on how to utilize the services for their curation tasks. In the following, we present an overview of the services.

1. **Extraction Services:** The majority of the digital information produced globally presented in the form of web pages, text documents, news articles, emails, and presentations expressed in natural language text. Collectively, such data is termed unstructured as opposed to structured data that is normalized and stored in a database. The domain of information extraction is concerned with identifying information in unstructured documents. In most cases, this activity concerns processing human language texts utilizing Natural Language Processing (NLP). Accordingly, analysts may need a collection of natural language processing APIs to extract entities, Part of Speech (PoS), keywords, synonym, stems and more.

(a) **Named Entity Recognition (NER),** can be used to locate and classify atomic elements in text into predefined categories such as the names of persons, organizations, locations, expressions of times, quantities, monetary values, and percentages \[49\]. In particular, named entities carry important information about the text itself, and thus are targets for extraction. Accordingly, NER is a key part of information extraction systems that supports robust handling of proper names essential for many applications, enables pre-processing for different classification levels, and facilitates information filtering and linking. State-of-the art NER systems for English produce near-human performance. Figure 6.1 illustrates a screenshot of the basic data curation services presenting an example for the named entity extraction task.
(b) **Part-of-Speech (PoS)** is a category of words (or more generally, of lexical items) with a similar grammatical properties [143]. Words assigned to the same PoS display a similar behaviour in terms of syntax, grammatical structure of sentences, and morphology. Commonly listed English PoS are noun, verb, adjective, adverb, pronoun, preposition, conjunction, interjection, and sometimes numeral, article or determiner.

(c) **Keyword** In corpus linguistics, a keyword is a word which occurs in a text more often than we would expect to occur by chance alone. Keywords are calculated by carrying out a statistical test which compares the word frequencies in a text against their expected frequencies derived in a much larger corpus, which acts as a reference for general language use. To assist analysts filtering and indexing open data, it will be important to extract keywords from unstructured data such as tweets’ text.

(d) **Synonym** is a word or phrase that means exactly or nearly the same as another word or phrase in the same language. An example of synonyms is the words begin, start, and commence. Words can be synonymous when meant in certain contexts, even if they are not synonymous within all contexts. For example, if we talk about a long time or an extended time, ‘long’ and ‘extended’ are synonymous within that context [173]. While analyzing the open data, it is important to extract the synonyms for the keywords and consider them in the analysis steps. For example, sometimes two tweets can be related if we include the synonyms of the keywords in the analysis: instead of only focusing on the exact keyword match. It is important as the synonym can be a word or phrase.
that means exactly or nearly the same as another word or phrase in the tweets.

(e) **Stem** is a form to which affixes can be attached. To assist analysts understand and analyze the textual context, it will be important to extract derived form of the words in the text. For example, considering the keyword ‘health’, using the Stem service, it is possible to identify derived forms such as healthy, healthier, healthiest, healthful, healthfully, and healthfulness, and more accurately identify the information items, e.g., tweets, that are related to health.

(f) **Information Extraction from a URL**: A Uniform Resource Locator (URL), is a reference to a Web resource that specifies its location on a computer network and a mechanism for retrieving it. Considering a tweet that contains a URL link, it is possible to extract various types of information including: Web page title, paragraphs, sentences, keywords, phrases, and named entities. For example, consider a tweet which contains URL links. It is possible to extract further information from the link content and use them to analyze the Tweets.

2. **Linking Services**

   (a) **Similarity** Approximate data matching usually relies on the use of a similarity function, where a similarity function \( f(v_1, v_2) \rightarrow s \) can be used to assign a score \( s \) to a pair of data values \( v_1 \) and \( v_2 \). These values are considered to be representing the same real-world object if \( s \) is greater than a given threshold \( t \). Different similarity functions have been proposed for comparing strings (e.g.,
edit distance and its variations, Jaccard similarity, and TF-IDF based cosine functions), numeric values (e.g., hamming distance and relative distance), images (e.g., Earth Mover Distance) and more. Accordingly, analysts may need a collection of similarity metrics to measure the Cosine similarity of two vectors of an inner product space and compares the angle between them, the Jaccard similarity of two sets of character sequence, the length of the longest common sub-sequence between two strings using an edit distance algorithm, the hamming distance between two strings of equal length and more.

(b) **Knowledge Base** While extraction services can augment analysts to extract various features, e.g., named entities, keywords, synonyms, and stems, from a text, it is important to go one step further and link the extracted information into the entities in the existing Knowledge Graphs (e.g., Google KG and Wikidata). For example, consider, we have extracted ‘M. Turnbull’ from a Tweet text. It is possible to identify a similar entity (e.g., ‘Malcolm Turnbull’) in Wikidata. As discussed earlier, the similarity API supports several functions such as Jaro, Soundex, QGram, Jaccard and more. For this pair, the Jaro function returns 0.74, and the Soundex function returns 1. To achieve this, we have leveraged the Google Knowledge Graph, Wikidata, and ConceptNet knowledge bases to link the extracted entities from the text to the concepts and entities in these knowledge bases.

3. **Classification Services** Classification is a data mining function that assigns items in a collection to target categories or classes. The goal of classification is to accurately predict the target class for each case in
the data. For example, a classification model could be used to identify loan applicants as low, medium, or high credit risks. A classification task begins with a dataset in which the class assignments are known. For example, a classification model that predicts credit risk could be developed based on observed data for many loan applicants over a period of time. In the terminology of machine learning, classification is considered as an instance of supervised learning. At the same time, the unsupervised procedure is known as clustering, and involves grouping data into categories based on some measure of inherent similarity or distance. An algorithm that implements classification, especially in a concrete implementation, is known as a classifier. Examples of classification algorithms include: Linear classifiers, Support vector machines, Quadratic classifiers, Kernel estimation and Decision trees. Figure 6.2 illustrates a screenshot of the basic data curation services presenting an example for the classification task.

4. **Indexing Services** enable analysts to scan and retrieve the curation environment quickly without the operational burden of managing it. For indexing the content of the curation environment, we utilized elastic search, to allow the user to query the data and derive insight.

5. **Converter Services** The basic curation APIs may be applied to different data sources and file formats. To facilitate this task, the converter API can be used to convert PDF, Word, PowerPoint, XPS, and HTML documents into a text file to be fed to the basic curation APIs, where the result is returned as a JSON file, an easy-to-parse structure, and can be integrated into data applications. As an ongoing work, we are identifying various data sources and file formats to facilitate converting
documents without user interaction.

6.3 Demonstration Scenarios

In this section we demonstrate a scenario to illustrate how an analyst can leverage different curation APIs to curate Tweets relevant to Australian budget.

Consider a data analyst, say Alan, that intends to analyze Tweets to understand citizens’ opinions regarding the quality of services provided through the government. These services includes a large number of government projects such as light rail, highways, road maintenance, public transportation, health cares. Analyzing and understanding citizens opinions regarding these services allows decision-makers to prioritize them and better plan their budget. Using the curation APIs, Alan can leverage different curation services, including linking, extraction, classification, and indexing, to extract insight from Tweets. For example, Alan, can use the extraction service to extract named entities, keywords, synonyms, PoS and stems from tweets. Then, he may use the linking service to link extracted information to knowledge bases such as Wikidata and Google Knowledge Graph. Next, Alan may utilize the classification service to classify Tweets that are related to and, finally index the retrieved information for fast access and further analysis.

Additionally, the curation services can allow Alan to perform more focused analysis, such as extracting Tweets relevant to the health category of the government budget. For example, Alan, can extract named entities such as (i) People, from GPs and Nurses to health ministers and hospital managers from Australian doctors directory, (ii) Organizations, such as
Figure 6.2: Data Curation Services ScreenShot- Classification
Hospitals, Pharmacies and Nursing Federation from myHospitals, (iii) Locations, states, cities and suburbs in Australia from auspost10, (iv) Health funds, such as Medibank, Bupa and HCF from health-services, (v) Drugs, such as Amoxicillin, Tramadol and Alprazolam from drug index, (vi) Diseases, such as Cancer, In uenza and Tuberculosis from medicine-net, (vii) Medical Devices, such as Gas Control, Blood Tube and Needle from FDA14, (viii) Job titles, such as GP, Nurse, Hospital Manager, Secretary of NSW Health and NSW Health Minister from comp data, and (ix) Keywords, such as healthcare, patient, virus, vaccine and drug from Australia national health and medical research council. Then he can enrich these named entities using Knowledge Bases such as Wikidata, Google Knowledge Graph and Wordnet. Then, we use the classification service to identify the Tweets with negative sentiment. Notice that, for the sentiment analysis, the classification API leverages the sentiment classifier implemented in the Apache PredictionIO (http://prediction.io). For example, using the Curation APIs, out of 2934 diabetes-related Tweets, we could identify 615 tweets with negative sentiment. As another example, we have identified 1549 tweets with negative sentiment in the mental health category.

**Example:** Figure 6.3 shows two real Tweets and different information that have been extracted, e.g., named entities, keywords, and hashtags, to generate a graph where nodes are the main artifacts and extracted information are the relationships among them. As illustrated in this figure, Tweets are linked through named entities and hashtags and this will generate an interesting graph which reveals the hidden information among the nodes in the graph: for example it is possible to see the path (transitive relationships among the nodes and edges) between user1 and user2 (in Twitter) which in turn reveals that these two users are interested in the same topics, and con-
Figure 6.3: Use extracted features from Twitter to link related tweets \cite{53}, subsequently may be part of some hidden micro-networks.

### 6.4 Conclusion

In this chapter, we identified and implemented a set of curation services to make them available to researchers/developers to assist them in transforming their raw data into curated data. We have provided the technical details for
the curation APIs in a technical report [55]. As an ongoing work, we are identifying and implementing more services to support enriching, annotating, summarizing and organizing raw data.
Chapter 7

Conclusion and Future Works

Data curation has become a vital asset for organizations and governments to derive insight and extract value from the raw data. For example, over the last few years, enterprises started to curate and analyze vastly growing open data to personalize the advertisements in elections, improve government services, predict intelligence activities, as well as to improve national security and public health. However, often for curating the data analysts need to perform several time-consuming and challenging curation tasks to transform the raw data into contextualized data and make available for use by end-users and applications.

In this dissertation, we discussed techniques and algorithms to facilitate the transformation and representation of the raw data. We discussed how an analyst could be aided to transform the raw data into knowledge. We presented techniques for adapting data curation rules in dynamic and constantly changing environments, and how to enhance user’s comprehension of curation environments.
In Chapter \[3\], we introduced the notion of Knowledge Lake, i.e., a contextualized Data Lake, to provide the foundation for big data analytics by automatically curating the raw social data and deriving insights. We presented a social data curation foundry to enable analysts to engage with social data to uncover hidden patterns and generate insight. Our approach offers a customizable feature extraction to harness desired features from diverse data sources. To link contextualized information items to the Knowledge Lake, we presented a technique which leverages cross-document co-reference resolution assisting analysts to derive targeted insights. Our experimental results showed that a featurized data curation solution could significantly improve the precision of curation tasks. As future work, we plan to provide a scalable approach to the CDCR process. For example, it is possible to split up a CDCR task into several stages and assign each stage into a specific MapReduce (MR)/spark job. The first MR job can be used to pre-process and frame the information into a schema. Then, the second job can utilise different curation micro-services to extract potential features from data. The final MR job, can utilise the CDCR on extracted information and classify them into a set of related summaries. Our study showed that linking information (e.g., tweets) to the objects in the domain knowledge greatly assists with interpretation of data in a given domain. Adding the scalability to our algorithm would greatly assists analysts to further extract knowledge and value from the raw data. Also, we are planning to identify a higher number of features from social data to better capture the salient aspect of data. As an ongoing work, we are expanding the presented declarative language to assist analysts in querying and analyzing data more conveniently. We are also extending the Knowledge Lake to cover more concepts.
In Chapter 4, we proposed an approach for adapting data curation rules in dynamic and changing environments. We discussed the importance of rule-based curation systems in augmenting curation algorithms for curating data in unstructured and dynamic environments. Rules can alleviate many of the shortcomings inherent in pure algorithmic approaches. However, rule adaptation is a challenging and error-prone task, and there is a need for an analyst to adapt rules to keep them applicable and precise. Besides, analysts adapt rules at the syntactic level, e.g., keywords and regular expression. Using syntactic level features limits the ability of a rule in annotating items when the rule needs to curate a varied and comprehensive list of data.

To alleviate the problems mentioned above, we presented an adaptive approach for adapting data curation rules in unstructured and continually changing environments. Our approach offloads analysts from adapting rules and autonomically identifies the optimal modification for rules using a Bayesian multi-armed-bandit algorithm. Besides, our proposed approach adapts rules at the conceptual level, e.g., topic, to boost rules to annotate a larger number of items. We conduct experiments on different curation domains and compare the performance of our approach with systems relying on analysts. The experimental results showed that our approach achieved a comparative performance compared to analysts in adapting rules. As a part of future work, we aim at identifying more features for adapting rules. Specifically, we focused on adapting rules with three other types of features, including entities, word2vec, and relations. We believe adapting rules with higher numbers of features enhance the performance of rules to annotate a larger number of items. Additionally, it is possible to automate the generation of rules using Natural Language (NLP) based approaches. Supporting analysts with NLP based solutions may reduce the analyst’s workload and effort in generating
rules and curating the data. Hence, as a future plan, we may fuse NLP and machine learning algorithms to automatically generate and adapt rules. There are several directions in coupling machine learning and NLP based approaches for generating rules, including: (1) whether NLP based techniques can generate a higher number of rules for curating data. (2) Scalability is another issue that needs to be studied while coupling NLP based approaches for generating rules. Additionally, (3) evaluating the analyst workload in generating and adapting rules using NLP based solution is an interesting topic that can be studied as well.

In Chapter 5, we discussed techniques for enhancing users comprehension to formulate their preferences in a large curation environment. Understanding of data allows a user to better formulate her preferences when seeking information. However, exploring the curation environment has been proven to be painstakingly time-consuming and challenging when a user has a varied information need with a large number of topical sub-spaces. In such environments, the user continuously issues different queries to scan and read the data and make sense of it. However, using current techniques, a user needs to explicitly specify her preferences for Information Retrieval (IR) systems in forms of keywords or phrases. Text queries limit the ability of users in comprehending the curation environment as they only retrieve a small part of data, and the rest remains invisible.

To address the above problem, we proposed a system that provides a conceptual summary of curation environments and allows users to specify their preferences implicitly as a set of concepts. Our approach lowered users’ cognitive load in ranking and exploring the data. The system takes advantage of deep learning and a knowledge lake to provide a conceptual summary of
the information space. User can specify her preferences implicitly as a set of concepts without the need to investigate the information space iteratively. It provides a 2D Radial Map of concepts where users can rank items relevant to their preferences through dragging and dropping. Our experiment results showed that our approach could help users to formulate their preferences better when they need to retrieve a varied and comprehensive list of information across a large curation environment. As future works, we focus on enhancing the quality of summaries by contributing the other users’ feedback. This, will improve the precision of the system in retrieving user’s information need and reducing the time users need to spend for formulating her preferences.
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