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ABSTRACT Secure communication using hyperchaos has a better potential performance, but hyperchaotic impulse circuits synchronization is a challenging task. In this paper, an impulsive control method is proposed for the synchronization of two hyperchaotic Chen circuits with linear or nonlinear delays. Based on the Lyapunov theorem and some analysis techniques, the sufficient conditions for the synchronization of chaotic system with time delay are obtained. The upper bound of the impulse interval is derived to assure the synchronization error system to be asymptotically stable. Simulation and circuit experiment validated the proposed method for correctness and feasibility.

INDEX TERMS Hyperchaotic circuits synchronization, impulse control, linear or nonlinear delays, asymptotically stable theorem.

I. INTRODUCTION

Since Pecora and Carroll presented a pioneering work of chaos synchronization [1], chaos synchronization plays an important role in chaos control. In recent years, chaos synchronization methods have been developed rapidly, such as unidirectionally coupling method [2], OGY (Ott, Grebogi and Yorke) method [3], active control method [4], [5], backstepping control method [6], nonlinear feedback control [7], $H_{\infty}$ method [8], adaptive feedback control [9], [10], adaptive sliding mode control [11] and impulse control method [12]. It has been studied theoretical and experimental for various kinds of chaotic systems, such as fractional-order systems [13], [14], switched systems [15] and network oscillators [16]. The application of chaos synchronization has been applied in engineering field, e.g., secure communication [17], [18], motor synchronization and vibration compactor [19].

Time delay is a common phenomenon in practical commonplace, such as, communication [22], biology [23] and other fields. In nonlinear dynamics, time delay could generate an infinite dimensional hyperchaos [24], with infinite dimensional structure, promising more application benefits. Time delay could be different forms, including linear time delay or nonlinear time delay, constant or time varying time delay, simple or mixed time delay [20], [21]. Chen system with linear or nonlinear time delay is an example demonstrating multiple kinds of attractors, including the single scroll attractor [25], [26], the double scroll attractors [24], [27] and the composite multi-scroll attractors [22], which possesses multiple positive Lyapunov exponents [25], more complex dynamics, and better application potential. Therefore the combination of the impulse control and Chen system can be applied to encryption, secure communication, spacecraft guidance, etc.. However, the synchronization of the hyperchaotic systems is a challenge task.

Lots of research efforts have been dedicated to impulse control systems. For secure communication [28], [29], the impulse control benefits from significantly decreasing the energy cost and increasing information security. In neural networks [30], the impulse controller is widely applied, because some neurons cannot endure continuous control. Some researchers describe the impulse differential equations by considering the process with the “Jump” state at the beginning [12]. Liu et al. employs Lyapunov-Razumikhin theorem and provides the uniform asymptotic stability for the impulse differential equations [31], but they only consider one-dimensional system with time delay [31], [32]. The proof of the global exponential stability for impulse synchronization of network is also presented in [33], which does not consider time delay. In [34], the theoretical results on asymptotic
stability of impulsive systems with time-varying delay are derived, which are quite useful to allow the existence of impulsive perturbations in the chaotic system. However, there is few investigation about impulse synchronization considering the systems with linear/nonlinear multiple time delays. To deal with such problem, in this paper, we have derived the sufficient conditions to assure the synchronization error system are asymptotically stable, which provides the base for the corresponding controller design.

The contribution of this paper is to implement the synchronization between two infinite dimensional hyperchaotic systems given by impulse delay differential equations by both simulation and circuit experiment. On the one hand, the uniform asymptotic stability is investigated based on the stability theory of Lyapunov for the hyperchaotic system with linear or nonlinear time delays. Furthermore, the result is extended to other systems with multiple types of time delay.

The rest of the paper is organized as follows. Section 2 gives the theoretical analysis of the stability of impulse synchronization error. Section 3 gives the simulation and experimental results of hyperchaotic system synchronization of the single-scroll attractor in Chen system with linear time delay using the proposed method. Conclusions are given in Section 4.

II. IMPULSE SYNCHRONIZATION OF TIME DELAY INDUCED HYPERCHAOTIC ATTRACTOR

A. PRELIMINARY OF IMPULSE DELAY-DIFFERENTIAL EQUATIONS

In general, an impulsive differential equation is given by

\[
\begin{align*}
\dot{x}(t) &= f(t, x), \\
\Delta x &= x(t^+_k) - x(t^-_k) = I_k(x), \\
x(t^+_k) &= \varphi
\end{align*}
\]

where \(x(t) \in \mathbb{R}^n\) is state vector, \(\varphi\) is the initial states of \(x(t)\), \(f : \mathbb{R}^+ \times S(\rho) \to \mathbb{R}^n\), \(I_k : S(\rho) \to \mathbb{R}^n\), is continuous function vector on \((t_k-1, t_k) \times S(\rho)\), the impulse time \(t_k\) satisfy \(0 < t_0 < t_1 < t_2 < \cdots \) and \(\lim_{k \to \pm \infty} t_k = \infty\). The abbreviated notation \(x(t^+_k) = \lim_{t \to t_k^+} x(t)\) and \(x(t^-_k) = \lim_{t \to t_k^-} x(t)\) are the right-hand and left-hand limits for time approaching to \(t_k\) in forward and reverse direction, respectively.

Assuming that, for all \(k, f(t, 0) \equiv 0\) and \(I_k(0) = 0\), equation (1) has a trivial solution. The following definitions and lemmas are introduced [31]:

\[
\begin{align*}
K_1 &= \{g \in C(R_+, R^+_\rho) \mid g(0) = 0, g(s) > 0, \forall s > 0\}, \\
K_2 &= \{g \in C(R_+, R^+_\rho) \mid g(0) = 0, g(s) > 0, \forall s > 0\}, \\
S(\rho) &= \{x \in \mathbb{R}^n \mid \|x\| < \rho\}, \text{where } \|\cdot\| \text{ represents } \mathbb{R}^n \text{ space euclidean norm.}
\end{align*}
\]

**Definition 2.1 [31]:** Let \(V_0 = \{V : R_+ \times R^+_\rho \to R^+_\rho\}\), \(V \in V_0\), for \((t, x(t)) \in (nT, (n + 1)T) \times R^+_\rho\), the upper right derivative of the solution of system (1) is defined as \(D^+ V(t, x(t)) = \lim_{h \to 0^+} \sup_{t} \left\{ \frac{1}{h} [V(t + h, x(t) + h f(t, x(t))] - V(t, x(t))] \right\}\)

**Lemma 2.1 [31]:** Assume existing \(a, b, c \in K_1\), \(g \in K_2\), \(p \in PC(R_+, R_+)\) and \(V : (−∞, −∞) \times S(\rho) \to R^+_\rho\), where \(V\) is continuous on \((−r, t_0) \times S(\rho)\) and \((t_k-1, t_k) \times S(\rho)\), \(k = 1, 2, \ldots\), for each \(x \in S(\rho)\), \(k = 0, 1, 2, \ldots, \lim_{t \to t_k^-} V(t, y) = V(t_k^-, x)\) exists; \(V\) satisfying Lipschitz condition, is restricted on \(R_+ \times S(\rho)\), if the following conditions hold:

1. \(b(|x|) \leq V(t, x) \leq a(|x|), (t, x) \in [−r, −∞) \times S(\rho)\);
2. \(D^+ V(t, \varphi(0)) \leq p(t) c(V(t, \varphi(0))), \text{ for all } t \neq t_k \text{ in } R_+, \text{ and } \varphi \in PC([−r, 0], S(\rho))\) whenever \(V(t, \varphi(0)) \geq g(V(t + s, \varphi(s)))\) for \(s \in [−r, 0]\), where \(g : R^+_\rho \to R^+_\rho\) is monotone increasing;
3. \(V(t, \varphi(0) + 1) \leq g\left(V(t, \varphi(0))\right)\) for all \((t, \varphi) \in R_+ \times PC([−r, 0], S(\rho))\), for which \(\varphi(0^-) = \varphi(0)\);
4. \(\varepsilon = \sup_{k \leq t \leq t_k} \{r_k - r_{k-1}\} < \infty\), where \(\varepsilon\) is the impulse interval:

\[
\begin{align*}
W_1 &= \sup_{t \geq 0} \int_{t}^{t+\varepsilon} p(s) ds < \infty, \\
W_2 &= \inf_{q > 0} \int_{q}^{\infty} \frac{ds}{c(s)} > W_1,
\end{align*}
\]

then, the trivial solution of system (1) is uniformly asymptotically stable.

B. HYPER-CHAOS SYNCHRONIZATION USING IMPULSE CONTROL

For the drive system:

\[
\dot{x}(t) = Ax(t) + Bx(t - \tau) + \psi(x(t)),
\]

where \(A \in \mathbb{R}^{n \times n}\) represents the state matrix, \(B\) represents the delay gain matrix, \(\psi(x)\) represents the nonlinear function, \(\tau\) represents the delay time. A response system using impulse control is considered as follows:

\[
\begin{align*}
\dot{x}'(t) &= Ax'(t) + Bx'(t - \tau) + \psi'(x'(t)) \\
\Delta x' &= x'(t^-_k) - x'(t^-_k) = C_k(x'(t_k) - x(t_k))
\end{align*}
\]

where \(x'(t) \in \mathbb{R}^n\) represents the state variables, \(\Delta x' \in \mathbb{R}^n\) represents growth of states under the impulse control at time \(t_k\), \(C_k \in \mathbb{R}^{n \times n}\) represents impulse control matrix. The matrices \(A, B\) are the same as equation (2). From (2) and (3), the synchronization error system is given by:

\[
\begin{align*}
\dot{e}(t) &= Ae(t) + Be(t - \tau) + \psi(x(t), x'(t)) \quad t \neq t_k \\
\Delta e(t) &= C_k e(t_k^+)
\end{align*}
\]

where \(e(t)\) represents \(e(t, t - \tau)\), and it denotes \(e(t) = x(t) - x'(t), \psi(x(t), x'(t)) = \psi(x(t)) - \psi'(x'(t))\).

In this paper, we will give the theorem for error system (4), by which we can deduce the impulse interval to keep the
Asymptotic stability of Eq. (4). The uniform asymptotic stability theorem of error system (4) is given as follows.

**Theorem 2.1:** Considering the error system (4), if there exists a constant $l_1$ and symmetric and positive defined matrix $P$, such that:

1. $\|\psi(x(t))\|^2 \leq l_1 \|x\|^2$.
2. $W = \frac{\lambda_{\max}(A^T P + P A) + 2 \lambda_{\max}(P^T P)}{\lambda_{\min}(P)} + \frac{\|B\|^2 \lambda_{\max}(P) \lambda_{\min}(P)}{\lambda_{\max}(I + C_k)^T P (I + C_k)} > 0$.
3. $0 < \varepsilon < -\ln(\lambda_{\max}(I + C_k)^T P (I + C_k)) / \lambda_{\min}(P)$,

where $\lambda_{\max}(\cdot)$ is the maximum eigenvalue of the matrix, $\lambda_{\min}(\cdot)$ is the minimum eigenvalue of the matrix, and $\varepsilon$ is the impulse interval.

Then, error system (4) is uniformly asymptotically stable.

**Proof of Theorem 1:**

Select Lyapunov function candidate as:

$$V(x) = e^T P e$$

For $t = t_k$ (6), as shown at the bottom of this page.

We have

$$g(V) = \frac{\lambda_{\max}(A^T P + P A) + 2 \lambda_{\max}(P^T P)}{\lambda_{\min}(P)} + \frac{\|B\|^2 \lambda_{\max}(P) \lambda_{\min}(P)}{\lambda_{\max}(I + C_k)^T P (I + C_k)}$$

Thus, (7) as shown at the bottom of this page. For $t \neq t_k$ (8), as shown at the bottom of this page.

where

$$p(t) = \frac{\lambda_{\max}(A^T P + P A) + 2 \lambda_{\max}(P^T P)}{\lambda_{\min}(P)} + \frac{\|B\|^2 \lambda_{\max}(P) \lambda_{\min}(P)}{\lambda_{\max}(I + C_k)^T P (I + C_k)}$$

Assume $c(s) = s, p(t) = W$.

According to condition (4) of Lemma 1, we have:

$$W_2 - W_1 = \inf_{q > 0} \int_{t + \varepsilon}^{t + \varepsilon} ds \sup_{t > 0} \int p(s) ds = -\ln q - \ln g(q) - W_\varepsilon$$

$$= -\ln \lambda_{\max}(I + C_k)^T P (I + C_k) / \lambda_{\min}(P) - W_\varepsilon > 0$$

According to condition (2) of Theorem 1, if the following conditions are established:

$$W = \frac{\lambda_{\max}(A^T P + P A) + 2 \lambda_{\max}(P^T P)}{\lambda_{\min}(P)} + \frac{l_1}{\lambda_{\min}(P)}$$

$$+ \frac{\|B\|^2 \lambda_{\max}(P) \lambda_{\min}(P)}{\lambda_{\max}(I + C_k)^T P (I + C_k)} > 0.$$

Then, we conclude that the error system (4) is asymptotically stable.

**End of proof.**

**Corollary 2.1 (Theorem 1 Can Be Extended to the Delay Differential Equations With Multiple Linear Time Delays):**

It is clear that conditions of Theorem 1 is independent of $\tau$.

We present Theorem 2 about the system with nonlinear time delays.

Considering the system

$$\dot{x}(t) = Ax(t) + Bx(t - \tau_1) + \psi(x(t), x(t - \tau_2))$$

which contains linear and nonlinear time delays, then we have

**Theorem 2.2 (Correcting Error System of the Equation (11), If There Exists Constants $l_1, l_2$ and Positive Definite Matrix $P$).**

$$V(t, e(t)) = e^T (A^T P + P A) e + 2e^T P B e(t - \tau) + 2e^T P \psi(e(t))$$

$$\leq \left[\lambda_{\max}(A^T P + P A) / \lambda_{\min}(P)\right] e^T P e + 2\|P\|^2 + \|B e(t - \tau)\|^2 + \|\psi(e(t))\|^2$$

$$\leq \left[\lambda_{\max}(A^T P + P A) / \lambda_{\min}(P)\right] V(t, e(t)) + 2\|P\|^2 + \|B\|^2 \|e(t - \tau)\|^2 + l_1 \|e(t)\|^2$$

$$\leq \left[\lambda_{\max}(A^T P + P A) / \lambda_{\min}(P)\right] V(t, e(t)) + 2\left[\lambda_{\max}(P^T P) / \lambda_{\min}(P)\right] V(t, e(t)) +$$

$$+ \left[l_1 V(t, e(t)) / \lambda_{\min}(P)\right] + \|B\|^2 \|e(t - \tau)\|^2$$

$$\leq \left[\lambda_{\max}(A^T P + P A) / \lambda_{\min}(P)\right] V(t, e(t)) + 2\lambda_{\max}(P^T P) + l_1 \|e(t)\|^2$$

$$\leq p(t) \cdot V(t, e(t))$$

$$\leq p(t) \cdot V(t, e(t))$$

**References:**
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Matrix $P$, Such That:

1. $\|\tilde{y}(x(t), x(t-t_2))\|_2 \leq l_1 \|x(t)\|_2 + l_2 \|x(t-t_2)\|^2$,
2. $W = \lambda_{\max}(A^T P + PA)/\lambda_{\min}(P)$

$\vdots$

$+ l_1/\lambda_{\min}(P) + (||B||^2 + l_2)\lambda_{\max}(P)\lambda_{\min}(P)/\lambda_{\max}(I + C_k)\mathbf{P}(I + C_k)$

$0 < \varepsilon < -\ln(\lambda_{\max}(I + C_k)\mathbf{P}(I + C_k))/\lambda_{\min}(P)$

then the error system is uniform asymptotically stable.

Proof of Theorem 2.2:

Lyapunov function candidate is selected as

$$V(x) = e^T Pe$$  \hspace{1cm} (12)

The time derivation of (12) at $t = t_k$ is the same as Eq. (8).

$$D^+ V(e) = e^T (A^T P + PA)e + 2e^T PBu(t - \tau_1) + 2e^T P\psi(e(t), e(t - \tau_2)) \leq \lambda_{\max}(A^T P + PA)/\lambda_{\min}(P) + l_1/\lambda_{\min}(P) + (||B||^2 + l_2)\lambda_{\max}(P)\lambda_{\min}(P)/\lambda_{\max}(I + C_k)\mathbf{P}(I + C_k)$$

$$0 < \varepsilon < -\ln(\lambda_{\max}(I + C_k)\mathbf{P}(I + C_k))/\lambda_{\min}(P)$$

Then, with a similar process to the proof of Theorem 2.1, we conclude that the error system of equation (11) is asymptotically stable.

End of Proof

III. SIMULATION AND CIRCUIT EXPERIMENT RESULTS

A. HYPER-CHAOTIC SINGLE-SCROLL ATTRACTOR IN CHEN SYSTEM WITH TIME-DELAY

Chen system with linear time delay feedback is given as follows [27]:

$$\begin{cases}
\dot{x}(t) = a(y(t) - x(t)); \\
\dot{y}(t) = (c - a)x(t) - x(t)z(t) + cy(t); \\
\dot{z}(t) = x(t)y(t) - bx(t) + k(z(t) - z(t - \tau))
\end{cases}$$  \hspace{1cm} (14)

With different parameters, Chen system with time delay demonstrates four kinds of attractors, such as single scroll attractor(in Fig.1(a), double scroll attractor (in Fig.1(b), multi-scroll attractor(in Fig.1(c)) and D-scroll attractor(in Fig.1(d)). The parameters configuration are presented as shown in Table 1. The idea of the impulse synchronization for Chen system with time delay will gain better insight into the image encryption and secure communication [22].

B. SIMULATION RESULTS

1) SYNCHRONIZATION OF CHEN SYSTEMS WITH LINEAR TIME DELAY USING IMPULSE CONTROL

Chen system with linear time delay feedback control can be given as:

$$\dot{x}(t) = Ax(t) + Bx(t - \tau) + \psi(x(t)),$$  \hspace{1cm} (15)

where

$$x = \begin{bmatrix} x \\ y \\ z \end{bmatrix}, \quad A = \begin{bmatrix} -35 & 35 & 0 \\ -17 & 18 & 0 \\ 0 & 0 & -3 + K \end{bmatrix},$$

$$B = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -K \end{bmatrix}, \quad \psi(x(t)) = \begin{bmatrix} 0 \\ -x(t)z(t) \\ x(t)y(t) \end{bmatrix},$$

$$K = 3.8, \quad \tau = 0.3.$$  \hspace{1cm} (16)

The response system with impulse control is given as follows:

$$\begin{cases}
\dot{x}'(t) = Ax'(t) + Bx'(t - \tau) + \psi(x'(t)); \\
\Delta x' = x'(t_k) - x'(t_k), \quad t \neq t_k \\
\Delta x = C x'(t_k) - x(t_k)
\end{cases}$$  \hspace{1cm} (17)

where

$$\psi'(x'(t)) = \begin{bmatrix} 0 & -x'z' \\ x'y' & y' \\ z' \end{bmatrix}, \quad A' = \begin{bmatrix} x' \\ y' \\ z' \end{bmatrix},$$

$A$ and $B$ are the same as that in Eq. (18).
thus condition (1) in Theorem 1 is satisfied. For convenience, let $$P$$ be given as:

$$P = I.$$  

From Fig. 2, we know that the synchronization is achieved after the impulse controller is active at $$t = 5s$$. The subplot (a) gives the curves of states of the two systems are specified as $$(x(0), x'(0)) = ((0.1, 0.1, -0.1), (0.2, 0.2, 5))$$. The simulation results are given in Fig. 2, the impulse control is activated from $$t = 5s$$.

In order to meet the conditions in Theorem 2.1, the impulse interval is selected as $$\varepsilon = 0.005$$. The initial states of the two systems are specified as $$(x(0), x'(0)) = ((0.1, 0.1, -0.1), (0.2, 0.2, 5))$$. The simulation results are given in Fig. 2, the impulse control is activated from $$t = 5s$$.

The subplot (a) gives the curves of states of the two systems are specified as $$(x(0), x'(0)) = ((0.1, 0.1, -0.1), (0.2, 0.2, 5))$$. The simulation results are given in Fig. 2, the impulse control is activated from $$t = 5s$$.

In order to meet the conditions in Theorem 2.1, the impulse interval is selected as $$\varepsilon = 0.005$$. The initial states of the two systems are specified as $$(x(0), x'(0)) = ((0.1, 0.1, -0.1), (0.2, 0.2, 5))$$. The simulation results are given in Fig. 2, the impulse control is activated from $$t = 5s$$.

In order to meet the conditions in Theorem 2.1, the impulse interval is selected as $$\varepsilon = 0.005$$. The initial states of the two systems are specified as $$(x(0), x'(0)) = ((0.1, 0.1, -0.1), (0.2, 0.2, 5))$$. The simulation results are given in Fig. 2, the impulse control is activated from $$t = 5s$$.

In order to meet the conditions in Theorem 2.1, the impulse interval is selected as $$\varepsilon = 0.005$$. The initial states of the two systems are specified as $$(x(0), x'(0)) = ((0.1, 0.1, -0.1), (0.2, 0.2, 5))$$. The simulation results are given in Fig. 2, the impulse control is activated from $$t = 5s$$.

2) SYNCHRONIZATION OF CHEN SYSTEMS WITH NONLINEAR TIME DELAY USING IMPULSE CONTROL

Chen system with nonlinear time delay feedback control can be given as:

$$\dot{x}(t) = Ax(t) + Bx(t - \tau_1) + \psi(x(t), x(t - \tau_2)), \quad \psi(x(t), x(t - \tau_2)) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -K \\ 0 & -K \end{bmatrix}, \quad K = 3.8, \quad \tau_1 = 0.3, \quad \tau_2 = 0.01.$$

where

$$\psi(x(t), x(t - \tau_2)) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -K \\ 0 & -K \end{bmatrix}, \quad K = 3.8, \quad \tau_1 = 0.3, \quad \tau_2 = 0.01.$$
are \((x(0), x'(0)) = ((-0.1, -5, -0.1), (0.1, 1, 0.1))\). The simulation results are shown in Fig. 3, the impulse control starts from \(t = 30s\). The subplot (a), (b) and (c) give the state errors \(e_1\), \(e_2\) and \(e_3\), respectively. From Fig. 3, we know that the synchronization of the chaos systems with nonlinear time delays is achieved with the impulse controller.

### C. CIRCUIT EXPERIMENTAL RESULTS

For the circuit schematic diagram of impulse synchronization, we use multipath selectors (CD4066) and operation amplifiers (LF347N) as shown in Fig. 4.

In Fig. 4, signal \(x\), \(y\) and \(z\) are the state variables of the drive system, and \(x', y'\) and \(z'\) are the state variables of the response system. Let \(e = (e_1, e_2, e_3)^T\) be the synchronization error. The impulse control outputs are \(u_1\), \(u_2\) and \(u_3\). The circuit parameters are summarized in Table 2. The 555 timer provides impulse signal with 10% duty ratio and 0.005s impulse interval. The block (a) in Fig. 4 is regard to the impulse gain \(C\) in Eq. (17), and the block (b) in Fig. 4 is used for signal power amplification. The switches in the Fig. 4 are employed as the multipath selector, on the moment that the switches are on-stated by a high level of 555 timer.

The circuit simulation results (using PSIM software) of the synchronization between the drive system and the response system are given in Fig. 5. The upper, middle and bottom subplot in Fig. 5 are the corresponding synchronization error curves \(e_1\), \(e_2\), \(e_3\), respectively. Here, the impulse control is activated after \(t = 80\) second. We can see, from Fig. 5, that the synchronization errors tend to zero after the controller is activated.

In the following, the circuit experiment is built to observe the synchronization between the two hyperchaotic systems. The experimental results are shown in Fig. 6.

The experiment results are presented as shown in Fig. 6. Fig. 6 (a), (b) and (c) illustrate the states of the two systems and the corresponding synchronization errors after the controller is put into effect. From Fig 6, we learn that the synchronization is verified by the experiment.

### IV. CONCLUSION

To conclusion, based on Lyapunov stability theory, we proposed two theorems for impulse synchronization of the hyperchaotic systems with linear and nonlinear time delays, respectively. The proposed method has been applied to the Chen system with time delay to show its correctness and effectiveness of the theory from both the simulation and experiment results. The proposed theorems could be extended to paradigmatic systems with linear and nonlinear time delays. This method gives bright prospects to explore some realistic applications.
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