A cotunneling mechanism for all-electrical Electron Spin Resonance of single adsorbed atoms
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The recent development of all-electrical electron spin resonance (ESR) in a scanning tunneling microscope (STM) setup has opened the door to vast applications. Despite the fast growing number of experimental works on STM-ESR, the fundamental principles remains unclear. By using a cotunneling picture, we show that the spin resonance signal can be explained as a time-dependent variation of the tunnel barrier induced by the alternating electric driving field. We demonstrate how this variation translates into the resonant frequency response of the direct current. Our cotunneling theory explains the main experimental findings. Namely, the linear dependence of the Rabi flop rate with the alternating bias amplitude, the absence of resonant response for spin-unpolarized currents, and the weak dependence on the actual atomic species.

I. INTRODUCTION

The demonstration of reproducible single-atom and single-molecule electron spin resonance (ESR) has opened new avenues in the analysis of surface science at the atomic scale. Conserving the atomic spatial resolution of the scanning tunneling microscopy (STM), STM-ESR provides unprecedented energy resolution, in the neV energy scale. Moreover, it can be combined with high time resolution pump-and-probe techniques. This has allowed access to the dipolar interaction between close magnetic adatoms, GPS-like localization of magnetic impurities on a surface single-atom magnetic resonance imaging and spectroscopy probing an adatom quantum coherence tailoring the spin interactions between $S = 1/2$ spins measuring and manipulating the hyperfine interaction of individual atoms and molecules or controlling the nuclear polarization of individual atoms.

Despite the success of this new experimental technique, there are still many open questions about the mechanism leading to the all-electric ESR signal. The most prominent question is, how can a magnetic signal respond resonantly to an AC electric field. Several theoretical proposals have been formulated. Baumann et al. conjectured that the AC electric field induces an adiabatic mechanical oscillation of the adatom, leading to a modulation of the crystal field which, together with the spin-orbit, originates spin transitions under very particular symmetry constrains. A different mechanism could be the phonon excitations induced by the electric field, which efficiently couples to the magnetic moments as described by Chudnovsky and collaborators. This model has been successfully applied to explaining the ESR signal in molecular magnets. Unfortunately, the excitation of unperturbed phonons in MgO/Ag(100) by a driving AC electric field leads to zero spin-phonon coupling.

Berggren et al. proposed that the spin polarization of the electrodes generates a finite time dependence of the uniaxial and transverse anisotropy with the AC signal. They showed that this change leads to a finite ESR signal in integer spins systems, and they predicted a dependence of the ESR frequency on the tip-sample distance, a shift that has not been observed in recent experiments when changing the current by a factor 30. Lado et al. suggested a combination of the distance-dependent exchange with the magnetic tip and the adiabatically driven mechanical oscillation of the surface spins. However, the amplitude of these oscillations and the derived driving strength were too small to account for the observation. In addition, this current-related mechanism also seems to be in contradiction with the observation of a current-independent Rabi flop-rate. An alternative scenario that does not rely on the coupling to the orbital (and symmetry dependent) degrees of freedom was introduced by Shakirov et al. who defended that the ESR signal appears as a consequence of the non-linearity of the coupling between the magnetic moment and the spin-polarized current, which should yield a strong current dependence, again, contrary to the experimental observations.

Making things more puzzling, not only does a detailed study of the ESR signal demonstrate a current-independent Rabi induced flop rate but the ESR signal is observed with virtually all the atomic species employed with Rabi flop-rates surprisingly constant: Fe, Ti, Mn, Cu, and Co.

Using a cotunneling picture of the tunneling current, here we show that a frequency dependent DC current can appear as a modulation of the tunnel barrier in the STM setup, in the spirit of the Bardeen theory for the tunnel-
ing current. The resulting spin-electron coupling is similar to the mechanism behind the excitation of molecular vibrations in the inelastic electron tunneling spectroscopy conducted with STM. As explained in Ref. [1], the ESR signal is proportional to the square of the Rabi flopping rate, and thus, a non-zero Rabi flopping rate is necessary to observe STM-ESR, and maximum ESR contrast is achieved for a half-metal electrode. By taking the example of the Fe adatom on MgO, we demonstrate that the magnitude of this effect is in quantitative agreement with the experiment. In addition, the proposed cotunneling picture reproduces the observed voltage and current dependences. We further demonstrate that the mechanism can be applied to explain the ESR signal of different spins.

The paper is organized as follows. We initially expound the theoretical model based on time-dependent cotunneling. Next, we show the results of the theory applied to a simple single-orbital system, which allows us to explore the physics of the exciting process and the main ingredients needed to obtain an ESR-active system. We study a realistic system by computing the ESR signal of a single Fe adsorbate on a layer of MgO grown on Ag (100), reproducing the main experimental findings of Refs. [1] and [4]. In the Discussion section we analyze the main ingredients of the theory and their implication on the physics of the ESR excitation and finally, the Conclusions summarize the main findings of this work.

II. ESR THEORETICAL MODELING

We model the STM-ESR experimental setup with a time dependent electronic Hamiltonian, \( \mathcal{H}(t) = \mathcal{H}_R + \mathcal{H}_a(t) + \mathcal{H}_{\text{tun}}(t) \), where \( \mathcal{H}_R \) correspond to the Hamiltonian of the reservoirs, considered as free electron gasses, \( \mathcal{H}_a(t) \) models the magnetic adatom and \( \mathcal{H}_{\text{tun}}(t) \) corresponds to the tunneling Hamiltonian that adds or removes an electron from the magnetic adatom. Notice that we have assumed a time-independent reservoir Hamiltonian, which ensures a constant occupation of each electrode’s single-particle states \( |\alpha\rangle \) where the single particle quantum number \( \alpha \equiv (\mathbf{k}, \sigma, \eta) \) labels the electrons in the \( \eta \) electrode with \( \mathbf{k} \) wavevector and spin \( \sigma \). In other words, the difference in chemical potentials \( \mu_L - \mu_R = eV \) appearing in the distribution functions \( f(\epsilon) \) is time independent.

In the STM-ESR experiment, the magnetic atoms are deposited on a few MgO layers (from 1 to 4 atomic monolayers) on top of an Ag(100) substrate. Bulk MgO constitutes a very good insulator with an energy bandgap of 7.2 eV. Hence, the coupling between the itinerant electrons on both, the Ag substrate and the tip can be treated within perturbation theory. The dissipative dynamics of quantum systems weakly coupled to the environment in the absence of a driving field is well described by the perturbative Bloch-Redfield (BRF) master equation. A non-formal approximate evolution of the reduced density matrix \( \hat{\rho}(t) \) describing the quantum system in the presence of an AC driving field can be given in the form of a Bloch equation. Thus, \( \hat{\rho}(t) \) satisfies the following Liouville’s equation,

\[
\frac{d\hat{\rho}(t)}{dt} = -\frac{i}{\hbar} [\mathcal{H}(t), \hat{\rho}(t)] + \mathcal{L}\hat{\rho}(t),
\]

where \( \mathcal{L} \) will take the form of a linear Lindblad superoperator. This method will be adequate to describe weak fast-oscillating driving fields. We remark that Eq. (1) leads to the Bloch equations for a driven two level system (TLS) where the effective Hamiltonian takes the form

\[
\mathcal{H}_{\text{TLS}}^e(t) = \begin{pmatrix} \epsilon_a & \hbar \Omega \cos(\omega t) \\ \hbar \Omega \cos(\omega t) & \epsilon_b \end{pmatrix}.
\]

The diagonal terms are the energy levels of the two states, \( |a\rangle \) and \( |b\rangle \), and the off-diagonal term is the coupling between them. The coupling in a static two-level system is given by the Rabi flopping rate \( \Omega \), see for example Ref. [29]. In the present case, the AC driving field leads to a modulation of the coupling with the same frequency as the external field, \( \omega/2\pi \). A more accurate treatment of the driving term can be obtained using the Floquet theory, as implemented for instance in the photon-assisted tunneling.

Equation (1) assumes that the interaction \( \mathcal{H}_{\text{tun}} \) with the reservoirs, included in \( \mathcal{L}\hat{\rho}(t) \), only induces fluctuations around a zero-average, \( \text{tr}_R[\hat{\rho}_R \mathcal{H}_{\text{tun}}] = 0 \), where \( \hat{\rho}_R \) is the thermal equilibrium density matrix of the reservoirs and the trace is over the reservoir degrees of freedom. Hence, without changing the total Hamiltonian, we can add and substract the same quantity, \( \text{Tr}_R[\hat{\rho}_R \mathcal{H}_{\text{tun}}] \), and we redefine the tunneling Hamiltonian as \( \mathcal{H}_{\text{tun}}^e = \mathcal{H}_{\text{tun}} - \text{Tr}_R[\hat{\rho}_R \mathcal{H}_{\text{tun}}] \) and the system Hamiltonian

\[
\mathcal{H}_C = \mathcal{H}_C + \text{Tr}_R[\hat{\rho}_R \mathcal{H}_{\text{tun}}].
\]

For notation clarity, we omit the primes and, unless otherwise stated, we will refer to the renormalized Hamiltonians.

Multilevel adatom.- To explore the origin of the ESR signal in a realistic multilevel system, we concentrate on the Rabi frequency, \( \Omega \). In particular, we focus on the situation where the driving frequency \( \omega \) is close to the Bohr frequency of the transition between the first excited state, \( |b\rangle \), and the ground state, \( |a\rangle \), \( \omega_{ba} = (E_b - E_a)/\hbar \), while all other transitions are far away. We follow the same procedure leading to the Bloch equations, but now we consider that the system Hamiltonian \( \mathcal{H}_C \) has an arbitrary number of states. Hence, we define static and driving parts, \( \mathcal{H}_C(t) = \mathcal{H}_C + \delta \mathcal{H}_C \cos(\omega t) \) following the
two-level scheme, Eq. (2). Using a similar notation, we write the time-dependent interaction as $H_{\text{tun}}(t) = H_{\text{tun}}^0 + \delta H_{\text{tun}} \cos(\omega t)$.

The transition rates $\Gamma_{nm}$ between any two states $n$ and $n'$ of $H_{\text{tun}}^0$ can be calculated with the standard expressions, reproducing the Fermi’s Golden rule results \cite{28,29} and similarly for the decoherence rates $\gamma_{nm}$ between any two pair of states $n$ and $m$. \cite{28,29,30} The Rabi flop-rate is defined by the off-diagonal matrix elements of $H_{\text{C}}(t)$. Then, following Eqs. (2) and (3), we can write

$$h\Omega \approx \langle a|\delta H_{\text{C}}|b\rangle + \langle a|\text{Tr}_R[\hat{\rho}_R\delta H_{\text{tun}}]|b\rangle. \quad (4)$$

Coupling of a quantum system with a reservoir also induces a renormalization of the system’s energy levels proportional to the square of the interaction \cite{28,29,30}. This also yields a time-dependent contributions quadratic in the tunneling term and linear in $\delta H_{\text{tun}}$, being effectively a third order correction to the decoupled system. Thus, we will neglect it for consistency.

A. Description of the STM junction as a tunnel barrier

The driving electric field can in principle translate into two effects. First, a modulation of the tunneling amplitudes $V_{\alpha,i}(t)$ describing the (spin-conserving) hopping between the adatom state, given by $i \equiv (\ell, \sigma)$ (with $\ell$ the orbital and $\sigma$ the spin degrees of freedom of the atomic levels) and the reservoir state $|\alpha\rangle$. Second, a time dependence of the adatom’s energy levels, similar to a Stark effect. For small-enough bias, we approximate $V_{\alpha,i}(t) \approx V_{\alpha,i}^0 (1 + eV_{ac} \cos(\omega t)\delta_{ac}^{-1})$. \quad (5)

Following a WKB description, and introducing the wavenumbers $k = \sqrt{2m^* e}/\hbar$ and $\kappa = \sqrt{2m^*(U - \epsilon)}/\hbar$, we have that \cite{27}

$$\delta_{ac}^{-1} \approx m^* \left(k_F(1 - Lk_F) - iLk_F^2\right) / \hbar^2 k_F^2(k_F + i\kappa). \quad (6)$$

Here we have assumed that $k$ and $\kappa$ can be approximated by their values at the Fermi level. This is adequate to describe the tunneling current under the experimental low bias conditions \cite{27}.

The Rabi flop-rate can be evaluated using Eqs. (4) and (5). Then we have that

$$h\Omega \approx \left|eV_{ac}\langle a|\text{Tr}_R[\hat{\rho}_R H_{\text{col}}^0]|b\rangle\right|. \quad (7)$$

B. Cotunneling transition amplitudes

We now use a description based on second order cotunneling transport \cite{28,29,30} adapted to the time-dependent Hamiltonian $H(t)$. The central idea is that, as the adatom can be considered within the Coulomb blockade regime, where charging is energetically costly, we restrict the atomic configurations to the ones with $N_0$ and $N_0 \pm 1$ electrons. This will allow us to substitute the tunneling Hamiltonian $H_{\text{tun}}(t)$, where the adatom charge fluctuates, by an effective cotunneling Hamiltonian $H_{\text{col}}(t)$ acting only on the $N_0$ charge-space. The approximation will be valid as long as the system is far from resonance, i.e., $|E_{\pm} - E_0 \pm E_F| \gg k_B T |eV|$, where $E_{\pm} (E_0)$ are the ground state energies of the system with $N_0 \pm 1 (N_0)$ electrons, while $V$ is the applied bias voltage and $T$ the temperature.

The effective cotunneling Hamiltonian in the absence of driving field can be found in Ref. \cite{30}. The details of the derivation for a time-dependent tunneling are given in Appendix A. Thus, one can write it as

$$H_{\text{col}}(t) \approx \sum_{\alpha \alpha'} \left[\hat{T}_+(\alpha ' \alpha; t)f_{\alpha}^\dagger f_{\alpha'} + \hat{T}_-(\alpha ' \alpha; t)f_{\alpha} f_{\alpha'}^\dagger\right]. \quad (8)$$

where $\hat{T}_\pm(\alpha ' \alpha; t)$, given by Eqs. (A8, A9), denote (time-dependent) transition amplitude matrix elements.

The evaluation of the Rabi frequency, transition rates and decoherence rates, requires to calculate the transition amplitudes $\hat{T}_\pm(\alpha, \alpha'; t)$ introduced in Eq. (8).

In the following, we denote by $|m\pm\rangle$ and $E_{m \pm}$ the eigenvectors and eigenvalues of the adatom Hamiltonian $H_C$ with $N_0 \pm 1$ electrons, while $|m\rangle$ and $E_m$ will be used for the the eigenvectors and eigenvalues of the $N_0$-electron configuration. Thus, using Eq. (4) and Eqs. (A8, A9), we have that
where we have introduced the excitation energies
\[ \Delta E_{m\pm} = E_{m\pm} - E_\eta \pm \] and the charging energies of the adatom \( \mu^+ = E_{0^+} - E_0 \) and \( \mu^- = E_0 - E_{0^-} \). Here
\[ f_\eta^\pm(\epsilon) = f(\epsilon - \mu_\eta) \] and \( f_\eta^\mp(\epsilon) = 1 - f(\epsilon - \mu_\eta) \), with \( f(\epsilon) \) the Fermi-Dirac distribution and \( \mu_\eta \) the chemical potential of the \( \eta \)-electrode. In addition, we have defined
\[ \Lambda_{m\pm,\alpha} = \sum_{\ell\ell'} V_{\alpha\ell'} V_{\alpha,\ell}^* \gamma_{ab}^{m\pm}(\alpha\ell',\alpha\ell), \quad (10) \]
where
\[ \gamma_{ab}^{m-}(\alpha\ell',\alpha\ell) = \langle a|d_{\ell\sigma}^\dagger|m-\rangle \langle m-|d_{\ell'\sigma}|b\rangle \] and
\[ \gamma_{ab}^{m+}(\alpha\ell',\alpha\ell) = \langle a|d_{\ell\sigma}|m+\rangle \langle m+|d_{\ell'\sigma}|b\rangle. \]
Equation (9) is the central result of this work. Notice that contrary to what happens in the calculation of transition and decoherence rates, here the energies \( \epsilon_\alpha \) are not limited to a small energy window around the Fermi level. Thus, the evaluation of Eq. (9) requires a precise knowledge of the hybridization functions \( V_{\alpha\ell'\ell}. \)

For convenience, we introduce the density of states, \( \rho_\eta(\epsilon) = \sum_{k\sigma} \delta(\epsilon - \epsilon_{k\sigma}) \) and the spin polarization of the electrode, \( P_\eta(\epsilon) = (\rho_\eta^{max}(\epsilon) - \rho_\eta^{min}(\epsilon))/\rho_\eta(\epsilon) \), with \( \rho_\eta^{max} (\rho_\eta^{min}) \) the majority-spin (minority-spin) density of states.

C. Current detection of the STM-ESR

In all the experiments realizing STM-ESR, the detection frequency bandwidth is around 1 kHz, so the driving AC voltage, modulated on the GHz frequency range, is averaged out. Thus, the resonant signal is detected only by the magnetoresistive static current. The resulting DC current can be evaluated in terms of the transition rates \( \Gamma_{m'n'}^{\eta\eta'}, \eta \neq \eta' \) between the \( \eta \) and \( \eta' \) electrodes and the non-equilibrium occupations \( P_m(V,\omega) \):
\[ I(V,\omega) = e \sum_{m'm} P_m(V,\omega) \left[ \Gamma_{m'm}^{T,S} - \Gamma_{m'm}^{S,T} \right]. \quad (11) \]
Here, the non-equilibrium occupations \( P_m(V,\omega) \) will be the result of a stationary condition \( d\rho(t)/dt = 0 \) that defines the steady state, and it accounts for the coherence between the \( |a\rangle \) and \( |b\rangle \) states connected by the ESR signal.

Equation (11) makes explicit the working mechanism of the STM-ESR: the occupations \( P_m(V,\omega) \) respond to the driving frequency and the changes are reflected in the DC current \( I(V,\omega) \). The consequences on the current and occupations can be seen in Fig. 1. This figure illustrates the magnetoresistive detection mechanism. Here we have used a two-level description where the steady-state density matrix is given by the analytical solutions of the Bloch equations, which is determined by the relaxation time \( T_1 = 1/\Gamma_{ab} \), the decoherence time \( T_2 = 1/\gamma_{ab} \) and the Rabi flop rate \( \Omega \). We have used the parameters extracted from Baumann et al. \[ T_1 \approx 88 \mu s, T_2 \approx 200 \mu s, \Omega \approx 2.6 \text{ rad/µs} \]. In addition, we take a set-point current of \( I = 0.56 \text{ pA at } V = 5 \text{ mV} \), while we assume a tip polarization \( P_T = +0.33 \). The finite tip polarization leads to a magnetoresistive response: the electrons’ tunneling rates depend on the relative orientation between the local spin and the tip magnetization, together with the sign of the applied bias. Furthermore, close to the resonant frequency, the occupations of the two low-energy states tends to equilibrate, as observed in the inset. This change of \( P_m(V,\omega) \) is then reflected as a change in the DC current detected by the STM.

III. RESULTS

In Sec. 1 we have sketched the cotunneling mechanism leading to the STM-ESR. In our description, the consequence of the ac driving voltage is summarized in the non-equilibrium occupations \( P_m(V,\omega) \) and, more explicitly, on the Rabi flop rate \( \Omega \), given by Eq. (9). In order to illustrate the results, we make a quite strong simplifi-
cation: we assume an energy-independent hybridization $V_{ατ} = V_{ατ}^{static}$ and density of states $ρ_0(ε) ≈ ρ_τ$ and, consequently, we introduce an energy cut-off $E_c$. This raw approximation will enable us to estimate the Rabi flop-rate and the ESR current response. By comparing the results with the experimental ones, we show that despite the approximations, the predicted behavior is in qualitative agreement. On the down side, our approach overestimate the Rabi frequency by one order of magnitude.

Below we work out the explicit expressions of the Rabi frequency and we illustrate the main results for two cases, a single orbital Anderson Hamiltonian and the multiorbital case describing the Fe/MgO/Ag(100) system. In the former, the only ingredients are the charging energy of the adatom and the induced Zeeman splitting. In the second case, we describe the magnetic adatom by a multi-orbital Hubbard model that includes the Coulomb repulsion between the impurity d-electrons, the crystal field calculated by a point-charge model, the spin-orbit coupling and the Zeeman term. In doing so, we assume hydrogenic-like wavefunctions for the Fe orbitals. The Coulomb interaction is parametrized by a single parameter, the average on-site repulsion $U$. The resulting crystal field depends on two parameters, the expectation values $⟨r^2⟩$ and $⟨r^4⟩$ while the spin-orbit coupling will be defined by its strength $ξ_{SO}$. Despite the quantitative limitations of the point-charge models, they provide a good description of the symmetry of the system and they are very often used to describe ESR spectra.

A. Single-orbital Anderson model

We start discussing the simplest model for a magnetic impurity: the single-orbital Anderson model. This model, which was introduced to describe magnetic impurities on a non-magnetic metal host is equivalent to a single $S = 1/2$ spin exchange coupled to conduction electrons. Then, it may be used as an idealization of the STM-ESR experiments on hydrogenated Ti atoms on MgO. The $S = 1/2$ spin is isotropic, and the matrix elements $γ_{ατ}^{m,±}(σσ)$ can be evaluated analytically.

Let us consider that the system is under the influence of a static magnetic field $B_z$, so that $|a⟩$ and $|b⟩$ are eigenvectors of the spin operator $Sz$ and $μ_B B_z = hω_0$ is the Zeeman splitting. Then, assuming that only the tip is spin polarized and using the same notation as in Eq. (9), one gets after some straightforward algebra that $∑_m(1+σP_τ)Λ_{m±,σ} = ±V^2 P_T δ_{ατ}$, where $VT$ is the hopping between the single level and the tip. In other words, only coupling with a spin-polarized electrode gives a finite contribution to $Ω$. When the extension of the hybridization function $Γ_T(E) = 2πP_T(E)VT^2$, given by the cutoff $E_c$, is much larger than the thermal energy $1/β$, one gets

$$\Omega \approx \frac{eΓ_T|V_{ατ}P_T|}{\hbar|δ_{ab}|}|T^-(μ_-,E_c,eV) - T^+(μ_+,E_c,eV)|,$$

(12)

where we have approximated the hybridization function $Γ_T$ by its value at the tip Fermi level, $e$ is the elementary charge and the functions $T^±(μ_±,E_c,eV)$ are defined in Appendix [3].

Crucially, the result above relies on the fact that the tip polarization is normal to the magnetic field producing the Zeeman splitting, leading to a finite mixing between the eigenvectors $|a⟩$ and $|b⟩$. This should not be surprising since in the standard ESR protocols the AC magnetic field is applied perpendicular to a large static field. In our case, the AC electric field yields an effective oscillating magnetic field along the tip polarization direction $z$, which is in resonance with the Zeeman splitting produced by the applied static magnetic field $B_z$.

The result (12) has a different reading: the proposed mechanism does not need any particular anisotropy. The key ingredient is thus the effective magnetic field created by the spin-polarized tip, $B_{eff} = 2eV_c/μ_B$, which is oriented along the tip-polarization direction. In order to have an active ESR signal, this effective field must have a component perpendicular to the field inducing the Zeeman splitting.

1. A single-orbital multispin model

In general, transition metal adatoms entails $S \geq 1/2$ spins, and thus, are also subjected to magnetic anisotropy. The dominant interaction with their surroundings takes the form of an exchange coupling, which determines the IETS, the spin relaxation and decoherence. Hence, the total spin, given by the sum of the local spin and scattering electrons spin, is conserved. Thus, we can model this interaction in the tunneling context by considering the scattering of the itinerant electrons with a localized magnetic impurity described by a single-orbital state, with a spin $S > 1/2$ [multiplicity $(2S + 1)$] in its $N_0$ electrons state, and spin $S_z = S - 1/2$. We assume that the states with $N_0 ± 1$ electrons are degenerate, which translates into $ΔE_{m±} = ±μ_B$. This description has already been used to describe dynamics and IETS of magnetic adatoms adsorbed on thin insulating layers. For simplicity, we consider that the $(2S + 1)$ states of the system with $N_0$ electrons will be equally coupled to the tip and surface states.

The model sketched above allows us to describe the effective exchange interaction $J_{ασ}$ in terms of the transition amplitude operators $T_±(ασ')$. In addition, it permits relating the Rabi flop rate, Eq. (3), with the local spin $S$. While the energy dependency is the same that appears in the single Anderson model, the crucial differences are associated to $∑_{m±,α}(1+σP_T)Λ_{m±,α}$, see Eq.
Coupled to the substrate, with an energy broadening of a Rabi flop independent of the DC current for the Fe/MgO/Ag(100) system versus the DC current for a constant applied bias voltage $V_{dc} = 60$ mV. Each curve corresponds to a different tip polarization $P_T$. The inset shows the dependence with the tip polarization for the high (thick solid line) and low (thin dashed-line) DC voltages.

Using the properties of the Clebsch-Gordan coefficients, one can arrive to

$$\sum_{m_{\pm}, \sigma} (1 + \sigma P_T) \Lambda_{m_{\pm}, \alpha} = \frac{P_T}{2S(2S + 1)} (a|\hat{S}_z|b).$$

Thus, our model predicts a linear dependence with the atomic spin, in good agreement with the observation of STM-ESR weak dependence on the atomic species.

An important detail of our results is that the Rabi flop rate is proportional to the tip polarization $P_T \Gamma_T$. Hence, it leads to $\Omega \propto I$, which is in apparent contradiction with the experimental observation of a Rabi flop independent of the DC current for the Fe/MgO/Ag(100) system. With this in mind, we examine below the corresponding results based on a multiorbital Hubbard model.

### B. The Fe/MgO/Ag(100) system

Although STM-ESR has been demonstrated on a variety of magnetic adatoms, the most studied system is Fe/MgO/Ag(100). In a recent work, we have demonstrated that this system can be correctly described by a multiorbital Hubbard model where the crystal and ligand field was estimated from a DFT calculation. Yet, the results were in qualitative agreement with those obtained with a simpler point-charge model. Thus here we use the point charge model results of Ref. [35].

For the Ag(100) surface we have that $m^* = 0.99 m_e$ and $\kappa_F \approx 1.1 \AA^{-1}$. Typical tunneling current measurements are given in a range where $\kappa L \sim 3 - 20$, which translates into $|\delta_{ab}^{-1}| \sim (0.3 - 2.1) \times 10^{-3}$ meV$^{-1}$. For simplicity, we assume that all Fe-d orbitals are equally coupled to the substrate, with an energy broadening $\Gamma_S \equiv 2|\rho_S|V_s|^2$. In the case of coupling to the tip, we assume that only the $d_{z^2}$ is actually coupled, as expected from the symmetry of the orbitals, with an induced energy broadening $\Gamma_T \propto I$.

In order to check our model, we first take $\Gamma_S = 2.314$ eV to fit the decoherence time, obtaining $T_2 = 210$ ns for the conditions of Fig. 3C of Ref. [1] at a driving voltage of 8 mV. Our cotunneling description then predicts a relaxation time $T_1$ of the Zeeman-excited state of $T_1 \approx 7.82$ ms, to be compared with the experimentally determined $T_1^{\text{Exp}} = 88 \mu s$. The disagreement between both values can have two origins. On one side, we have the limitations due to the oversimplified point-charge model, together with the critical and different dependences of $T_1$ and $T_2$ on the magnetic anisotropy parameters. On the other side, this transition may also be mediated by the spin-phonon coupling. Fortunately, our STM-ESR mechanism does not strongly depend on $T_1$.

We now turn our attention to the Rabi flop-rate, evaluated according to Eq. (9). The energy integration is done as in Eq. (12), and the only difference comes from the matrix elements $\Lambda_{m_{\pm}, \eta \sigma}$. In this case, the sums over $m^\pm$ are extended over all states needed to guarantee the convergence. Figure 2 shows the DC current dependence at $V_{ac} = 60$ mV of the Rabi flop-rate for three different tip-polarizations: $P_T = 0$, 0.33 (close to the one estimated experimentally[33] and 1, the ideal half-metal case. As observed, especially for intermediate polarizations, $\Omega$ is barely affected by the current. This striking result is in agreement with the experimental findings that shows a current-independent Rabi flop rate for currents between 10 pA and 30 pA[34] where authors found that $\Omega/V_{ac} \approx 0.375 \text{ rad.}\mu s^{-1}$.

The result above points to a crucial ingredient that is not accounted for in the single-orbital Anderson model: the complex orbital structure of the adatom. According to Eq. (10), electrons tunneling into different orbitals $\ell$ of the adatom will lead to unequal contributions to the Rabi flop-rate. The direct consequence is that, contrary to the single-orbital case, the spin averages $\sum_{m_{\pm}, \sigma} \Lambda_{m_{\pm}, \eta \sigma}$ remains finite, which translates into a finite Rabi flop rate at zero current polarization, see inset of Fig. 3. The weak current dependence appears then as a direct consequence: $\Omega$ contains a fix contribution associated to hybridization with the surface, proportional to $\Gamma_S$, and another one of the tip, proportional to $\Gamma_T \propto I$. Since $\Gamma_S \gg \Gamma_T$ except for very high conductances the current independent contribution generally dominates. Comparing the polarization dependence for low voltage, with a current set-point of 0.56 pA at $V_{dc} = 5$ mV, and high voltage, with a current of 30 pA at $V_{dc} = 60$ mV, we notice that the Rabi frequency is not strongly affected by the dynamics of the excited spin states.

A key issue is the apparent contradiction of our finite Rabi flop-rate for zero-polarization with the observation of the STM-ESR signal only when a spin-polarized tip is used. The solution to this apparent discrepancy is in the detection mechanism of the ESR: current magnetoresis-
stance. This is illustrated in Fig. 1, where we have added the frequency response when a spin-averaging tip is used, assuming exactly the same Rabi flop rate. The resulting steady state current is independent of the frequency and thus, there is not STM-ESR signal.

Willke et al. analyzed in detail the role of the different parameters that controls the STM-ESR signal. In particular, they observed that the resonant peak current saturates with the radio frequency voltage $V_{ac}$, both for small and large set-point currents. In fact, they found that the ratio $I_{peak}/I_{sat}$, which they called drive function, was given by $\xi^2/(1 + \xi^2)$ with $\xi = V_{ac}/V_{1/2}$, where $V_{1/2} = (T_1 T_2)^{-1/2} V_{ac}/\Omega$ is defined as the half-saturation voltage. The relevance of this drive function is that, the larger the drive function, the larger the ESR signal, making the detection more efficient. Thus, we show in Fig. 3a) the drive function obtained from our model, which should be compared with Fig. S2C of Ref. [4]. Our theory correctly reproduce the general trend with the tunnel current. However, due to the overestimation in Fig. 3a) the drive function obtained from our model, $T_1$ and $\Omega$, our estimated driving function saturates at lower AC bias voltages.

Finally, we would like to call the attention on one point. The experimental observation of the STM-ESR signal requires a finite in-plane magnetic field $B_z$. In Ref. [1], authors argue that this field introduces a mixing between the states $a$ and $b$, the same argument that we exploited in our $S = 1/2$ spin model of Sec. IIIA. From our expression of the Rabi flop-rate, Eq. (4), we see that its effect is the same as the one produced by a transversal AC magnetic field $B_{eff} = 2h \Omega / g \mu_B$ on a $S = 1/2$ spin system under the action of an static field $B_{z} = h \omega_B / g \mu_B$.

Hence, the application of a static field that mixes the zero-field states $|a^0\rangle$ and $|b^0\rangle$, as it is the case of the Fe/MgO[110] and the driving term $\cos(\omega t) \delta H_{ca}$, leads to the same consequence: a mixing of the low energy states $|a\rangle$ and $|b\rangle$, and thus, to a larger Rabi flop-rate. This is illustrated in Fig. 3b) where we show how $\Omega$ changes with a transversal magnetic field. From the experimental point of view [11,12,14,15,22,28,43], the static transversal field $B_z$ is also required in order to have a finite tip polarization.

IV. DISCUSSION

We have analyzed the effect of an applied radiofrequency bias voltage on the DC tunneling current through a magnetic adatom. Our basic assumption is that this driving voltage leads to a modulation of the tunnel junction transmission with the time-dependent external electric field. In other words, the hopping tunnel amplitudes are modulated, giving place to an off-diagonal time-dependent term in the adatom’s Hamiltonian, which takes the form of the Rabi flop rate.

The amplitude of the modulation was estimated using Bardeen transfer Hamiltonian theory to describe the tunneling current [28]. Thus, we have approximated the potential barrier between the two electrodes, tip and metallic surface, by a square potential. Although the potential in a real STM junction clearly differs from this simple picture, it still can provide results in quantitative agreement [55]. A clear improvement over this simple description would be in the form of the Tersoff-Hamann description of tunnel between a surface and a probe tip. We should remark that the square-potential approximation only affects the hopping tunnel amplitudes from the tip (or surface) to the magnetic adatom and vice versa. This analysis already reveals an interesting consequence: the more opaque the tunnel junction is, the larger the ESR signal is. This observation is in consonance with the measurement of STM-ESR signals on Ag (100) coated with a thin insulating layer of MgO [11,12,14,22] and it opens the possibility of observing ESR signal on similar surfaces, such as Cu$_2$N/Cu(100). Notice that, since the resonant signal is observed in the tunneling current, a right balance between detectable tunnel currents and opaque character must be reached.

Our description of the tunneling process is based on second-order perturbation theory, which is adequate to describe the behavior of magnetic adsorbates deposited on a thin decoupling layer on top of the metallic substrate, such as MgO on Ag(100) [11,12,22] or Cu$_2$N [28,57]. The effect of the driving field is summarized in a single parameter: the Rabi flop-rate $\Omega$. Thus, all our efforts have been oriented to estimate $\Omega$. In doing so, we keep a second-order description of the interaction of the quantum system (the adatom) with the electronic baths (surface and tip electrons), using the Bloch-Redfield approach to treat open quantum system [28]. In addition, we assume that the small and fast-oscillating driving field does not modified the dissipative dynamics [28].
scription, the variation of the tunneling amplitudes induced by the radiofrequency potential leads to an oscillating perturbation of the adatom Hamiltonian. This time-dependent contribution mixes the stationary states of the adatom, giving place to a finite Rabi flop-rate.

We have applied our theory on three different models to simulate the STM-ESR mechanism. In first place, to a single-orbital Anderson model, which reveals that isotropic $S = 1/2$ systems can be ESR active with a Rabi flop rate proportional to the tip polarization $P_T$. A generalization of this model corresponds to a single-orbital multispin system with $S > 1/2$, which can also include magnetic anisotropy. Our analysis showed that the resulting Rabi frequency is proportional to the matrix elements $\langle a | \hat{S}_z | b \rangle$ of the spin operator between the two states connected by the resonant signal. This finding is in agreement with the observation of similar Rabi flop-rates for different atomic species. Thus, the proposed mechanism does not rely on a particular symmetry of the adsorbed adatom, neither on the adatom magnetic anisotropy or total spin. This ubiquity is in agreement with the experimental observation of STM-ESR for a variety of adatoms adsorbed on MgO including the Ti-H complex behaving as a $S = 1/2$ spin. This should work also with other spin-1/2 systems, including molecules with $S = 1/2$ spin centers like the Cu phthalocyanine. A similar analysis should also work for half-integer spins with strong hard-axis anisotropy, for which the ground state doublet satisfy $\langle \hat{S}_z \rangle \approx 1/2$.

The resulting Rabi flop-rate depends on off-diagonal matrix elements mixing the two states connected by the ESR, and thus, it can be described as an effective AC magnetic field $B_{\perp}^{\text{eff}} = 2\hbar \Omega / g \mu_B$, whose orientation is parallel to the tip-polarization. This is similar to the usual ESR where the AC field is perpendicular to the field creating the Zeeman splitting, and explains the need of an in-plane magnetic field in the experiments of Baumann et al.

One prediction of the single-orbital models is that $\Omega$ is directly proportional to the tip polarization. This leads to a null contribution of the spin-unpolarized surface to the Rabi flop rate, which in turn leads to a linear dependence on current. Although current dependences for $S = 1/2$ systems have not been reported to the best of our knowledge, this result is in contrast with the observation of a current-independent Rabi flop rate for Fe/MgO. Hence, we employed a more sophisticated description of the adatom in terms of a multiorbital Anderson Hamiltonian derived from a multiplet calculation. Using the well known Fe/MgO system as example, this model already pointed to an important result: when the orbital degrees of freedom of the adatom are accounted for, the modulation of the tunnel barrier by the AC electric field generates a finite Rabi flop rate even in the absence of current polarization. Due to the usually dominant contribution of scattering with surface electrons, the contribution associated to the surface overshadow the (current-dependent) tip part. This result is thus in agreement with the observed weak current dependence.

Finally, although we have provided a way to calculate the intensity of the driving term $\Omega$, a quantitative description is challenging: it involves a precise knowledge of the hybridization functions with the surface and tip, together with the density of states. Here we have used a rough estimation based on a flat-band model. Despite the limitations, it allows us to get Rabi flop-rates high enough to explain the observation of ESR signals, but the values are off the experimental ones by a factor 10-20. Here two alternative improvements can be envisaged. On one hand, to use the hybridization functions $V_{k\ell}$ from a Wannier representation of the DFT results, together with the PDOS $\rho(\epsilon)$ on the whole energy interval. This approach is still problematic due to both, slow convergence of the hybridization in the Wannier bases, and the already poor DFT representation of the surface hybridization. On the other, one could use the flat band approach with constant hybridizations using the cut-off as a fitting parameter. In both cases one finds an additional problem: the most notable contribution is associated to the spin-polarized tip, whose microscopic structure is basically unknown.

Our theory also predicts a finite Rabi flop-rate for spin-unpolarized tunneling currents but, since the detection mechanism is based on magnetoresistance, the DC current is in this case immune to the radiofrequency, in accordance with the experimental observation.

V. CONCLUSIONS

In this work, we have demonstrated that the all-electrical spin resonance phenomenon can be understood by the modulation of the tunnel junction transmission with the time-dependent external electric field. This, in turns, originates an oscillating driving term on the adatom energy, which can be understood as an effective magnetic field connecting the two states involved in the ESR transition.

Our description is based on a perturbative treatment of the interaction between the adatom and surface and probe tip. In particular, the electric driving field leads to a perturbation of the adatom Hamiltonian, which can be interpreted as an effective transversal magnetic field coupling the eigenstates of the adatom. The proposed mechanism leads to a Rabi flop-rate barely dependent on the tunneling current, in agreement with the experimental observations for Fe/MgO. Likewise, it predicts a linear dependence with the atomic spin component $S_z$, in good agreement with the observation of STM-ESR weakly dependent on the atomic species. In addition, it permits us to understand the interplay between the tip-polarization, the magnetic anisotropy and the transversal magnetic field.

Future work involves improving the determination of the hybridizations in order to yield quantitative predictions. Albeit the mentioned problems to calculate
the Rabi flop-rate, an accurate description of the ESR-
lineshape also involves the relaxation $T_1$ and decoher-
ce $T_2$ times of the atomic spin. From a theory point
of view, a parameter-free description of the ratio $T_1/T_2$
is really demanding. Both quantities have in general a
completely different dependence on the adatom magnetic
anisotropy, longitudinal and transverse magnetic fields.\textsuperscript{[27]}
Thus, even if we were able to reproduce the excitation
spectrum with an uncertainty smaller than $k_B T$, the un-
certainty in $T_1/T_2$ would be of several orders of magni-
tude. As a matter of fact, the extreme energy resolution
of STM-ESR together with the time resolution of STM
pump-probe techniques can be used to test the different
theoretical methods.
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\section*{Appendix A: Review of the cotunneling theory}

The tunneling Hamiltonian that changes the number
of electrons in the correlated quantum system by one unit
can be written as
\begin{equation}
\mathcal{H}_{\text{tun}} = \sum_{\alpha,\ell} \left[ V_{\alpha,\ell}(t) f_{\alpha}^\dagger d_{\ell} + V_{\alpha,\ell}^*(t) d_{\ell}^\dagger f_{\alpha} \right] \equiv \mathcal{V}^-(t) + \mathcal{V}^+(t)
\end{equation}
where $d_{\ell}^\dagger$ creates an electron with quantum numbers
$\ell = (\ell, \sigma)$ with $\ell$ the orbital number and $\sigma = \sigma_{\alpha}$ the spin.
Using second-order perturbation theory we can write an
effective Hamiltonian acting only on the $N_0$-charge space,
which hereafter we shall refer as \textit{neutral charge state}.
If we denote by $|M_{\pm}\rangle$ the eigenstates of the decoupled
electrode+central region with $N_0 \pm 1$ electron, we can write
the matrix elements between states $|N\rangle$ and $|N'\rangle$ as
\begin{equation}
\sum_{M_{-}} \frac{\mathcal{V}^+|M_{-}\rangle\langle M_{-}|\mathcal{V}^-}{E_{M_{-}} - E_0} + \sum_{M_{+}} \frac{\mathcal{V}^-|M_{+}\rangle\langle M_{+}|\mathcal{V}^+}{E_{M_{+}} - E_0}, \tag{A2}
\end{equation}
where $E_0$ is the ground state energy of the (decoupled)
system with $N_0$ electrons in the central region. Roughly
speaking, the cotunneling approach will remain valid as long as
\begin{equation}
\left| \frac{\langle N|\mathcal{V}_{\pm}|M_{\pm}\rangle}{E_{M_{\pm}} - E_N} \right| \ll 1 \tag{A3}
\end{equation}
Now we have to evaluate the corresponding matrix ele-
ments. First, let us consider the $|N\rangle$ states can be written as $|N\rangle = |n\rangle \otimes |\Psi\rangle$ where $|\Psi\rangle$ is a multi electronic Slater
determinant that describes independent Fermi seas of left
and right electrodes. They describe an arbitrary state of
the central island and states with an electron-hole pair in
the electrodes. For the $N_0 \pm 1$ electron states, we write
$|M_{\pm}\rangle = |m_{\pm}\rangle \otimes |\Psi_{\pm}\rangle$, where now $|\Psi_{\pm}\rangle$ is a Slater state
for the electrodes with one electron more ($+$) or less ($-$)
over the $N_0$ manifold.

If we denote by $|0\rangle$ the ground state of the electrons
in the Fermi sea with no excitations in the neutral charge
state, we can write $|\Psi\rangle \equiv f_{\alpha}^\dagger f_{\alpha'}^\dagger |0\rangle$, where we are creating
an electron-hole pair with quantum number $\alpha$. For
the states with one electron excess (defect) we will have
$|\Psi_-\rangle = f_{\beta}^\dagger f_{\alpha}^\dagger |0\rangle$ and $|\Psi_+\rangle = f_{\gamma}^\dagger f_{\alpha}^\dagger |0\rangle$. The zero-
temperature occupation of an electrode state $\alpha$ is then
given by $n_\alpha = \langle \Psi | f_{\alpha}^\dagger f_{\alpha} | \Psi \rangle$, which can only take the val-
ues 0 or 1 for electrons.

The matrix element of the electrode operator in Eq.
(A2) selects only one term in the electrode part of the
sums $\sum_{M_{\pm}} = \sum_{m_{\pm}} \sum_{\Psi_{\pm}}$. Then one can write
\begin{align}
\sum_{\Psi_{\pm}} \langle \Psi_- | f_{\gamma}^\dagger | \Psi_+ \rangle &= (1 - n_\gamma) \delta_{\beta \gamma}, \tag{A4}
\sum_{\Psi_{\pm}} \langle \Psi_- | f_{\gamma}^\dagger | \Psi_- \rangle &= n_\gamma \delta_{\beta \gamma}. \tag{A5}
\end{align}
Making the corresponding substitution into Eq. (A1) we get
\begin{align}
\sum_{M_{-}} \frac{\langle N|\mathcal{V}_{-}^+|M_{-}\rangle\langle M_{-}|\mathcal{V}^{-}_{+}|N'\rangle}{E_{M_{-}} - E_0} &= \sum_{\alpha \alpha'} (1 - n_\alpha) \\
&\times \langle n|\mathcal{T}_{-}(\alpha \alpha'; t)|n'\rangle \langle \Psi | f_{\alpha}^\dagger f_{\alpha'}^\dagger | \Psi \rangle, \tag{A6}
\end{align}
and
\begin{align}
\sum_{M_{+}} \frac{\langle N|\mathcal{V}_{-}^-|M_{+}\rangle\langle M_{+}|\mathcal{V}^{+}_{-}|N'\rangle}{E_{M_{+}} - E_0} &= \sum_{\alpha \alpha'} n_\alpha \\
&\langle n|\mathcal{T}_{+}(\alpha \alpha'; t)|n'\rangle \langle \Psi | f_{\alpha}^\dagger f_{\alpha'}^\dagger | \Psi \rangle, \tag{A7}
\end{align}
where we have introduced the transition amplitude oper-
ators $\mathcal{T}_{\pm}(\alpha \alpha'; t)$, whose matrix elements are given by
\begin{align}
\langle n|\mathcal{T}_{-}(\alpha \alpha'; t)|n'\rangle &= \sum_{m_{-\ell},t} \frac{V_{\alpha,\ell}(t) V^{\ast}_{\alpha',\ell'}(t)}{E_{m_{-\ell}} - E_0 + \epsilon_\alpha} \gamma_{m_{-\ell} m_{-\ell'}}(\alpha \ell, \alpha' \ell') \tag{A8}
\end{align}
\begin{align}
\langle n|\mathcal{T}_{+}(\alpha \alpha'; t)|n'\rangle &= \sum_{m_{+\ell},t} \frac{V_{\alpha,\ell}(t) V^{\ast}_{\alpha',\ell'}(t)}{E_{m_{+\ell}} - E_0 - \epsilon_\alpha} \gamma_{m_{+\ell} m_{+\ell'}}(\alpha \ell, \alpha' \ell'). \tag{A9}
\end{align}
Equations \textsuperscript{[A6]-[A7]} can be simplified by taking into ac-
count that $\sum_{\alpha \alpha'} n_\alpha \langle \Psi | f_{\alpha}^\dagger f_{\alpha'}^\dagger | \Psi \rangle = \langle \Psi | \sum_{\alpha \alpha'} f_{\alpha}^\dagger f_{\alpha'}^\dagger | \Psi \rangle$. Hence, when we restrict the reservoir states to single
electron-hole pairs $|\Psi\rangle$, we recover Eq. \textsuperscript{[8]} of the main text.
Appendix B: Energy integrals $I^\pm (z_1, E_c, z_2)$

The following energy integrals can be done analytically by deformation in the complex energy plane

$$I^\pm (\epsilon_0, E_c, \mu) = \mathcal{P} \int_{-E_c}^{E_c} \frac{d\mu\mu}{\epsilon_0 - \epsilon}.$$  \hspace{1cm} (B1)

The results are given by

$$I^+ (\epsilon_0, E_c, \mu) \approx \ln (2\pi) - \ln (E_c - \mu + \epsilon_0) + \text{Re} \left[ \psi^{(0)} \left( \frac{1}{2} - \frac{i(\epsilon_0 - \mu)}{2\pi} \right) \right], \hspace{1cm} (B2)$$

and

$$I^- (\epsilon_0, E_c, \mu) \approx \ln \left( \frac{\epsilon_0 - E_c}{\epsilon_0 + E_c} \right) - I^+ (\epsilon_0, E_c, \mu). \hspace{1cm} (B3)$$

where $\psi^{(0)}(x)$ is the digamma function and the arguments satisfy $-\epsilon_0 + \mu < E_c < \epsilon_0 - \mu$. The above approximations correspond to asymptotic expansions for $E_c \gg 1$. Notice that here we have used a description in terms of dimensionless variables, which is equivalent to measure all energies in units of $k_BT$. In the case of interest, $E_c \gg 1$ and $E_c/\epsilon_0 \sim 1$. In this limit, to lowest order in $1/E_c$, we have that

$$I^\pm (\epsilon_0, E_c, \mu) \sim \pm \ln \left( \frac{1}{1 + \epsilon_0/E_c} \right). \hspace{1cm} (B4)$$

---
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