Abstract. This paper studies the regularity problem for the 3D incompressible resistive viscous Hall-magneto-hydrodynamic (Hall-MHD) system. The Kolmogorov 41 phenomenological theory of turbulence \[16\] predicts that there exists a critical wavenumber above which the high frequency part is dominated by the dissipation term in the fluid equation. Inspired by this idea, we apply an approach of splitting the wavenumber combined with an estimate of the energy flux to obtain a new regularity criterion. The regularity condition presented here is weaker than conditions in the existing criteria (Prodi-Serrin type criteria) for the 3D Hall-MHD system.
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1. Introduction

In this paper we consider the three dimensional incompressible resistive viscous Hall-magneto-hydrodynamics (Hall-MHD) system:

\[
\begin{align*}
\frac{du}{dt} + u \cdot \nabla u - b \cdot \nabla b + \nabla p &= \nu \Delta u, \\
\frac{db}{dt} + u \cdot \nabla b - b \cdot \nabla u + \nabla \times ((\nabla \times b) \times b) &= \mu \Delta b, \\
\nabla \cdot u &= 0,
\end{align*}
\]

with the initial conditions

\[
\begin{align*}
u(x,0) &= u_0(x), \\
b(x,0) &= b_0(x), \\
\nabla \cdot u_0 &= \nabla \cdot b_0 = 0,
\end{align*}
\]

where \(x \in \mathbb{R}^3, t \geq 0\), \(u\) is the fluid velocity, \(p\) is the fluid pressure and \(b\) is the magnetic field. The parameter \(\nu\) denotes the kinematic viscosity coefficient of the fluid and \(\mu\) denotes the reciprocal of the magnetic Reynolds number. In this paper, we assume \(\nu > 0\) and \(\mu > 0\). Note that the divergence free condition for the magnetic field \(b\) is propagated by the second equation in (1.1) if \(\nabla \cdot b_0 = 0\), see [4]. One obvious difference with the usual MHD system is that the Hall-MHD system has the Hall term \(\nabla \times ((\nabla \times b) \times b)\) due to the happening of the magnetic reconnection when the magnetic shear is large. For the physical background of the magnetic reconnection and the Hall-MHD, we refer the readers to [13, 19, 19] and references therein.

The Hall-MHD system was derived in a mathematically rigorous way by Acheritogaray, Degond, Frouvelle and Liu [4], where the global existence of weak solutions in the periodic domain was obtained. The global existence of weak solutions in the whole space \(\mathbb{R}^3\) and the local well-posedness of classical solution were established by Chae, Degond, and Liu [3]. The authors also obtained a blow-up criterion and
the global existence of smooth solution for small initial data. Later, both the blowup criterion and the small data results were refined by Chae and Lee [4]. In particular, the authors proved that if a regular solution \((u, b)\) on \([0, T)\) satisfies
\[
(1.3) \quad u \in L^3(0, T; L^3(\mathbb{R}^3)) \quad \text{and} \quad \nabla b \in L^\gamma(0, T; L^\beta(\mathbb{R}^3))
\]
with
\[
(1.4) \quad \frac{3}{p} + \frac{2}{q} \leq 1, \quad \frac{3}{\beta} + \frac{2}{\gamma} \leq 1 \quad \text{and} \quad p, \beta \in (3, \infty]
\]
then the regular solution can be extended beyond time \(T\). In the limit case \(p = \beta = \infty\), it is also shown that if
\[
(1.5) \quad u, \nabla b \in L^2(0, T; BMO(\mathbb{R}^3))
\]
then the regular solution can be extended beyond time \(T\), which is an improvement of the Prodi-Serrin condition \((1.3)-(1.4)\).

Partial regularity of weak solutions for the 3D Hall-MHD on plane was studied by Chae and Wolf [7], who proved that the set of possible singularities of a weak solution has the space-time Hausdorff dimension at most two. Optimal temporal decay estimates for weak solutions were obtained by Chae and Schonbek [5]. Energy conservation for weak solutions of the 3D Hall-MHD system was studied by Dumas and Sueur [13]. Local well-posedness of classical solution to the Hall-MHD with fractional magnetic diffusion was obtained by Chae, Wan and Wu [6].

In this paper we will establish a new regularity criterion for the 3D Hall-MHD in term of a Besov norm with restriction only on low frequencies. We adapt the idea from the work of Cheskidov and Shvydkoy [10] on the regularity problem for the Navier-Stokes equation and Euler’s equation. This idea is originated from Kolmogorov’s theory of turbulence, which predicts that there is a critical wavenumber above which the viscous term dominates. This method involves some techniques from harmonic analysis, such as the Littlewood-Paley decomposition theory, which are different from classical methods that have been widely used in this area. The method was also applied to improve regularity criteria for the Navier-Stokes equation and MHD system by Cheskidov and Dai in [9], and for the supercritical quasigeostrophic (SQG) equation by Dai in [12]. Notice that the criteria obtained in [9], [12] all improve the classical Prodi-Serrin, the BKM types of criteria and their extensions in each case. It suggests the wavenumber splitting method has certain advantage compared to the classical energy method in the study of the regularity problem. Therefore, we aim to apply the wavenumber splitting method to the Hall-MHD system and obtain weaker regularity condition.

Remarkably, for the MHD system, a criterion only depending on the velocity was obtained in [9]. Namely, for a solution \((u, b)\) to the MHD system, if the velocity satisfies
\[
(1.6) \quad \limsup_{q \to \infty} \int_{T_q} \| \Delta_q(\nabla \times u) \|_{L^\infty} dt < c
\]
for a small constant \(c\), where \(\Delta_q\) denotes Littlewood-Paley projection and \(\{T_q\}\) is a certain sequence of time with \(T_q \to T\) as \(q \to \infty\), then the solution \((u, b)\) does not blow up at \(t = T\). Regarding the Hall-MHD system, due to the presence of the Hall term, it seems not possible to establish any criterion only in term of velocity. In the current paper, we will establish a criterion with conditions on both of the velocity and the magnetic field. Much effort will be devoted to estimating the
energy flux from the Hall term that is the most difficult one. The main ingredient is the use of Littlewood-Paley decomposition theory and related estimates. For instance, Bony’s paraproduct is used often to separate different types of interaction, and commutators are introduced to reveal cancellations contained in the nonlinear interaction.

Let \( (u(t), b(t)) \) be a weak solution of (1.1) on \([0, T]\). Let \( \lambda_q = 2^q \), and \( f_q = \Delta_q f \) is the Littlewood-Paley projection of \( f \) (see Section 2). We define the dissipation wavenumber with respect to \( u \) and \( b \) as

\[
\begin{align*}
\Lambda_1(t) &= \min \{ \lambda_q \geq 1 : \lambda_q^{-1} \| u_p(t) \|_\infty < c_0 m, \forall p > q \}, \\
\Lambda_2(t) &= \min \{ \lambda_q \geq 1 : \lambda_p^{-\delta} \| b_p(t) \|_\infty < c_0 m, \forall p > q \},
\end{align*}
\]

where \( c_0 \) is an absolute constant which will be determined later, \( \lambda_p^{-\delta} \) represents a kernel with \( \delta \geq s > 0 \), and

\[
m = \min \{ \nu, \mu \}.
\]

Let \( Q_1(t), Q_2(t) \in \mathbb{N} \) be such that \( \lambda_{Q_1(t)} = \Lambda_1(t) \) and \( \lambda_{Q_2(t)} = \Lambda_2(t) \). It follows immediately that

\[
\| u_{Q_1(t)}(t) \|_\infty \geq c_0 m \Lambda_1(t), \quad \| \nabla b_{Q_2(t)}(t) \|_\infty \geq c_0 m \Lambda_2(t).
\]

provided \( 1 < \Lambda_1(t), \Lambda_2(t) < \infty \); and

\[
\| u_p(t) \|_\infty < c_0 m \lambda_p \quad \text{if} \quad p > Q_1, \quad \| b_p(t) \|_\infty < c_0 m \lambda_p^{-\delta} \Lambda_1^\delta(t) < c_0 m \quad \text{if} \quad p > Q_2.
\]

Define the function

\[
f(t) = \left\| u_{\leq Q_1(t)}(t) \right\|_{B^{1}_{\infty, \infty}} + \Lambda_2(t) \left\| b_{\leq Q_2(t)}(t) \right\|_{B^{1}_{\infty, \infty}},
\]

where \( u_{\leq} \) and \( b_{\leq} \) denote the functions restricted on low frequency part (see Section 2). Notice that \( \| \nabla b_{\leq Q_2(t)}(t) \|_{B^{1}_{\infty, \infty}} \) has the same scaling as \( \Lambda_2(t) \left\| b_{\leq Q_2(t)}(t) \right\|_{B^{1}_{\infty, \infty}} \) and is bounded by the later one. Our main result states as follows.

**Theorem 1.1.** Let \( (u, b) \) be a weak solution to (1.1) on \([0, T]\). Assume that \( (u(t), b(t)) \) is regular on \([0, T]\), and \( f \in L^1(0, T), \) i.e.

\[
\int_0^T \left( \left\| u_{\leq Q_1(t)}(t) \right\|_{B^{1}_{\infty, \infty}} + \Lambda_2(t) \left\| b_{\leq Q_2(t)}(t) \right\|_{B^{1}_{\infty, \infty}} \right) \, dt < \infty.
\]

Then \( (u(t), b(t)) \) is regular on \([0, T]\).

**Remark 1.2.** It will be shown in Section 3 that condition (1.10) is weaker than (1.30) and (1.40).

One may expect to establish a criterion analogous to (1.6) in term of velocity and magnetic field. Concerning the length of the paper, we leave the detail for the readers who may be interested in it.

The rest of the paper is organized as follows: in Section 2 we introduce some notations, recall the Littlewood-Paley decomposition theory briefly, and establish some auxiliary estimates to handle the Hall term; Section 3 is devoted to proving Theorem 1.1.
2. Preliminaries

2.1. Notation. We denote by \( A \lesssim B \) an estimate of the form \( A \leq CB \) with some absolute constant \( C \), and by \( A \sim B \) an estimate of the form \( C_1B \leq A \leq C_2B \) with some absolute constants \( C_1, C_2 \). We also write \( \| \cdot \|_p = \| \cdot \|_{L^p} \), and \( (\cdot, \cdot) \) stands for the \( L^2 \)-inner product.

2.2. Littlewood-Paley decomposition. The techniques presented in this paper rely strongly on the Littlewood-Paley decomposition. Thus we recall the Littlewood-Paley decomposition theory briefly. For a more detailed description on this theory we refer the readers to the books by Bahouri, Chemin and Danchin [2] and Grafakos [15].

Let \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote the Fourier transform and inverse Fourier transform, respectively. Define \( \lambda^q = 2^q \) for integers \( q \). A nonnegative radial function \( \chi \in C_0^\infty (\mathbb{R}^n) \) is chosen such that

\[
\chi(\xi) = \begin{cases} 
1, & \text{for } |\xi| \leq \frac{3}{4} \\
0, & \text{for } |\xi| \geq 1.
\end{cases}
\]

Let

\[
\varphi(\xi) = \chi\left(\frac{\xi}{2}\right) - \chi(\xi)
\]

and

\[
\varphi_q(\xi) = \begin{cases} 
\varphi(\lambda^{-1}_q \xi) & \text{for } q \geq 0, \\
\chi(\xi) & \text{for } q = -1.
\end{cases}
\]

For a tempered distribution vector field \( u \) we define the Littlewood-Paley projection

\[
h = \mathcal{F}^{-1} \varphi, \quad \tilde{h} = \mathcal{F}^{-1} \chi,
\]

\[
u_q := \Delta_q u = \mathcal{F}^{-1}(\varphi(\lambda^{-1}_q \xi) \mathcal{F} u) = \lambda^q \int h(\lambda_q y) u(x-y) dy, \quad \text{for } q \geq 0,
\]

\[
u_{-1} = \mathcal{F}^{-1}(\chi(\xi) \mathcal{F} u) = \int \tilde{h}(y) u(x-y) dy.
\]

By the Littlewood-Paley theory, the following identity

\[
u = \sum_{q=-1}^{\infty} \nu_q
\]

holds in the distribution sense. Essentially the sequence of the smooth functions \( \varphi_q \) forms a dyadic partition of the unit. To simplify the notation, we denote

\[
u_{\leq Q} = \sum_{q=-1}^{Q} \nu_q, \quad \nu_{(Q,N]} = \sum_{p=Q+1}^{N} \nu_p, \quad \tilde{\nu}_q = \sum_{|p-q| \leq 1} \nu_p.
\]

Definition 2.1. A tempered distribution \( u \) belongs to the Besov space \( B^s_{p,\infty} \) if and only if

\[
\|u\|_{B^s_{p,\infty}} = \sup_{q \geq -1} \lambda^s_q \|u_q\|_p < \infty.
\]

We also note that,

\[
\|u\|_{\dot{B}^s_p} \sim \left( \sum_{q=-1}^{\infty} \lambda^2_q \|u_q\|_2^2 \right)^{1/2}
\]
Lemma 2.2. (See [17].) Let \( n \) be the space dimension and \( r \geq s \geq 1 \). Then for all tempered distributions \( u \),
\[
\|u_q\|_r \lesssim \lambda_q^{n(\frac{1}{2} - \frac{1}{s})} \|u_q\|_s.
\]

2.3. Definition of solutions. We recall some classical definitions of weak and regular solutions.

Definition 2.3. A weak solution of (1.1) on \([0, T]\) (or \([0, \infty)\) if \( T = \infty \)) is a pair of functions \((u, b)\) in the class
\[
u \in C_w(\mathbb{R}^d; L^2(\mathbb{R}^3)) \cap L^2(0, T; H^1(\mathbb{R}^3)),
\]
with \( u(0) = u_0, b(0) = b_0 \), satisfying (1.1) in the distribution sense; moreover, the following energy inequality
\[
\|u(t)\|_2^2 + \|b(t)\|_2^2 + 2\nu \int_{t_0}^t \|\nabla u(s)\|_2^2 ds + 2\mu \int_{t_0}^t \|\nabla b(s)\|_2^2 ds
\]
\[
\leq \|u(t_0)\|_2^2 + \|b(t_0)\|_2^2
\]
is satisfied for almost all \( t_0 \in (0, T) \) and all \( t \in (t_0, T] \).

Lemma 2.4. (See [4].) A weak solution \((u, b)\) of (1.1) is regular on a time interval \( \mathcal{I} \) if \( \|u(t)\|_{H^s} \) and \( \|b(t)\|_{H^s} \) are continuous on \( \mathcal{I} \) for some \( s > \frac{5}{2} \).

2.4. Bony’s paraproduct and commutator. Bony’s paraproduct formula
\[
\Delta_q(u \cdot \nabla v) = \sum_{|q-p| \leq 2} \Delta_q(u_{\leq p-2} \cdot \nabla v_p) + \sum_{|q-p| \leq 2} \Delta_q(u_p \cdot \nabla v_{\leq p-2})
\]
\[
+ \sum_{p \geq q-2} \Delta_q(u_p \cdot v_p),
\]
will be used constantly to decompose the nonlinear terms in energy estimate. We will also use the notation of the commutator
\[
[\Delta_q, u_{\leq p-2} \cdot \nabla] v_p := \Delta_q(u_{\leq p-2} \cdot \nabla v_p) - u_{\leq p-2} \cdot \nabla \Delta_q v_p.
\]

Lemma 2.5. The commutator satisfies the following estimate, for any \( 1 < r < \infty \)
\[
\|\Delta_q, u_{\leq p-2} \cdot \nabla\|_r \|v_p\|_r \lesssim \|\nabla u_{\leq p-2}\|_{\infty} \|v_p\|_r.
\]

Proof: It follows from the definition of \( \Delta_q \) that
\[
[\Delta_q, u_{\leq p-2} \cdot \nabla] v_p = \int_{\mathbb{T}^d} \lambda_q^3 h(\lambda_q(x-y))(u_{\leq p-2}(x) - u_{\leq p-2}(y)) \nabla_y v_p(y) dy
\]
\[
= -\int_{\mathbb{T}^d} \lambda_q^3 \nabla_y h(\lambda_q(x-y))(u_{\leq p-2}(x) - u_{\leq p-2}(y)) v_p(y) dy
\]
\[
= -\int_{\mathbb{T}^d} \lambda_q^3 |x-y| \nabla_y h(\lambda_q(x-y))\frac{u_{\leq p-2}(x) - u_{\leq p-2}(y)}{|x-y|} v_p(y) dy
\]
where we used the integration by parts and the fact $\text{div} \, u_{\leq p-2} = 0$. Thus, by Young’s inequality, for any $r > 1$,
\[
\|[(\Delta_q, u_{\leq p-2} \cdot \nabla) v_p]_r \|_r \\
\lesssim \|\nabla u_{\leq p-2}\|_\infty \|v_p\|_r \left| \int_{\mathbb{T}^2} |z| |\nabla h(z)| \, dz \right| \\
\lesssim \|\nabla u_{\leq p-2}\|_\infty \|v_p\|_r.
\]

2.5. **Auxiliary estimates.** To handle the Hall term $\nabla \times ((\nabla \times b) \times b)$, we introduce a commutator and some other estimates that follow from some elementary vector calculus. Define the commutator for vector valued functions $F$ and $G$,
\[
(2.14) \quad [\Delta_q, F \times \nabla \times] G = \Delta_q(F \times (\nabla \times G)) - F \times (\nabla \times G_q);
\]
\[
(2.15) \quad [\Delta_q, (\nabla \times F) \times] G = \Delta_q((\nabla \times F) \times G) - (\nabla \times F) \times G_q.
\]

The commutator will be used to reveal certain cancellation from the Hall term. It satisfies the following estimates.

**Lemma 2.6.** Let $F$ and $G$ be vector valued functions. Assume $\nabla \cdot F = 0$ and $F$, $G$ vanish at large $|x| \in \mathbb{R}^3$. For any $1 < r < \infty$, we have
\[
\|[(\Delta_q, F \times \nabla \times) G]_r \|_r \lesssim \|\nabla F\|_\infty \|G\|_r;
\]
\[
\|[(\Delta_q, (\nabla \times F) \times) G]_r \|_r \lesssim \|\nabla F\|_\infty \|G\|_r.
\]

**Proof:** Due to the fact $\nabla \cdot F = 0$, using integration by parts yields that for the scalar function $h$,
\[
(2.16) \quad \int_{\mathbb{R}^3} h(\nabla \times G) \times F \, dx = -\int_{\mathbb{R}^3} (\nabla h \times G) \times F \, dx + \int_{\mathbb{R}^3} hG \times (\nabla \times F) \, dx \\
+ \int_{\mathbb{R}^3} hG \cdot \nabla F \, dx.
\]
It follows from the definition of $\Delta_q$ and (2.16) that
\[
[\Delta_q, F \times \nabla \times] G = \Delta_q(F \times (\nabla \times G)) - F \times (\nabla \times G_q)
\]
\[
= \int_{\mathbb{R}^3} \lambda_q^3 h(\lambda_q(x - y))(F(x) - F(y)) \times \nabla_y G(y) \, dy
\]
\[
= \int_{\mathbb{R}^3} \lambda_q^3 \nabla_y h(\lambda_q(x - y)) \times G(y) \times (F(x) - F(y)) \, dy
\]
\[
- \int_{\mathbb{R}^3} \lambda_q^3 h(\lambda_q(x - y)) G(y) \times (\nabla_y (F(x) - F(y))) \, dy
\]
\[
- \int_{\mathbb{R}^3} \lambda_q^3 h(\lambda_q(x - y)) G(y) \cdot \nabla_y (F(x) - F(y)) \, dy,
\]
while the first integral can be rewritten as
\[
\int_{\mathbb{R}^3} \lambda_q^3 |x - y| \nabla_y h(\lambda_q(x - y)) \times G(y) \times \frac{(F(x) - F(y))}{|x - y|} \, dy.
\]
Therefore, it follows from Young’s inequality that
\[
\|\Delta_q, F \times \nabla \times |G_r\| \leq \|
abla F\|_\infty \|G\|_r \int_{\mathbb{R}^3} \lambda_q^3 |x - y| \|\nabla_y h(\lambda_q(x - y))\| \, dy \\
+ \|
abla F\|_\infty \|G\|_r \int_{\mathbb{R}^3} \lambda_q^3 |h(\lambda_q(x - y))| \, dy
\]
\[\lesssim \|
abla F\|_\infty \|G\|_r.\]

Another inequality in the lemma can be obtained in an analogous way.

\[\square\]

**Lemma 2.7.** Assume the vector valued functions \( F, G \) and \( H \) vanish at large \(|x| \in \mathbb{R}^3\). For any \( 1 \leq r_1, r_2 \leq \infty \) with \( \frac{1}{r_1} + \frac{1}{r_2} = 1 \), we have
\[
\left| \int_{\mathbb{R}^3} [\Delta_q, (\nabla \times F) \times |G \cdot \nabla \times H\, dx \right| \lesssim \|
abla^2 F\|_\infty \|G\|_{r_1} \|H\|_{r_2}.
\]

**Proof:** The definition of \( \Delta_q \) along with (2.15) indicates that
\[
\int_{\mathbb{R}^3} [\Delta_q, (\nabla \times F) \times |G \cdot \nabla \times H\, dx
\]
\[= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \lambda_q^3 h(\lambda_q(x - y)) [\nabla_x \times F(x) - \nabla_y \times F(y)] \times G(y) \cdot \nabla_x \times H(x) \, dy \, dx
\]
\[= - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \lambda_q^3 \nabla_x h(\lambda_q(x - y)) [\nabla_x \times F(x) - \nabla_y \times F(y)] \times G(y) \cdot H(x) \, dy \, dx
\]
\[= - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \lambda_q^3 h(\lambda_q(x - y)) \nabla_x \times [\nabla_x \times F(x) - \nabla_y \times F(y)] \times G(y) \cdot H(x) \, dy \, dx
\]
\[= J_1 + J_2.
\]

It then follows from Young’s convolution inequality that, for \( \frac{1}{r_1} + \frac{1}{r_2} = 1 \) with \( 1 \leq r_1, r_2 \leq \infty \),
\[
|J_1| = \left| \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \lambda_q^3 |x - y| \|\nabla_x h(\lambda_q(x - y))\| \frac{[\nabla_x \times F(x) - \nabla_y \times F(y)]}{|x - y|} \times G(y) \cdot H(x) \, dy \, dx \right|
\]
\[\lesssim \|G\|_{r_1} \|H\|_{r_2} \left\| \|\nabla_x \times F(x) - \nabla_y \times F(y)\| \right\| \int_{\mathbb{R}^3} \lambda_q^3 |x - y| \|\nabla_x h(\lambda_q(x - y))\| \, dy
\]
\[\lesssim \|
abla^2 F\|_\infty \|G\|_{r_1} \|H\|_{r_2}.
\]

Applying Young’s convolution inequality to \( J_2 \) yields
\[
|J_2| \leq \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \lambda_q^3 |h(\lambda_q(x - y))| \|\nabla_x \times \nabla_x \times F(x)\| \times G(y) \, dy \|H(x)\| \, dx
\]
\[\lesssim \|
abla^2 F\|_\infty \|G\|_{r_1} \|H\|_{r_2} \int_{\mathbb{R}^3} \lambda_q^3 |h(\lambda_q(x - y))| \, dy
\]
\[\lesssim \|
abla^2 F\|_\infty \|G\|_{r_1} \|H\|_{r_2}.
\]

\[\square\]
3. Regularity criterion

3.1. Proof of Theorem 1.1. Thanks to Lemma 2.4 in order to prove the weak solution \((u, b)\) is regular, it is sufficient to prove that \(\|u(t)\|_{\dot{H}^s} + \|b(t)\|_{\dot{H}^s}\) is bounded on \([0, T]\) for some \(s > \frac{5}{2}\). Since \((u(t), b(t))\) is regular on \([0, T]\), multiplying the equations of (1.1) with \(\Delta^I_q u\) and \(\Delta^I_q b\) respectively yields

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \|u_q\|_2^2 &\leq -\nu \|\nabla u_q\|_2^2 + \int_{\mathbb{R}^3} \Delta_q(u \cdot \nabla u) \cdot u_q \, dx - \int_{\mathbb{R}^3} \Delta_q(b \cdot \nabla b) \cdot u_q \, dx, \\
\frac{1}{2} \frac{d}{dt} \|b_q\|_2^2 &\leq -\mu \|\nabla b_q\|_2^2 + \int_{\mathbb{R}^3} \Delta_q(u \cdot \nabla b) \cdot b_q \, dx - \int_{\mathbb{R}^3} \Delta_q(b \cdot \nabla u) \cdot b_q \, dx.
\end{align*}
\]

Multiplying the above two inequalities by \(\lambda^2_q\) and adding up for all \(q \geq -1\) we obtain

\[
(3.17) \quad \frac{1}{2} \frac{d}{dt} \sum_{q \geq -1} \lambda^{2s}_q (\|u_q\|_2^2 + \|b_q\|_2^2) \leq - \sum_{q \geq -1} \lambda^{2s}_q (\nu \|\nabla u_q\|_2^2 + \mu \|\nabla b_q\|_2^2) + I_1 + I_2 + I_3 + I_4 + I_5,
\]

with

\[
\begin{align*}
I_1 &= \sum_{q \geq -1} \lambda^{2s}_q \int_{\mathbb{R}^3} \Delta_q(u \cdot \nabla u) \cdot u_q \, dx, \quad I_2 = - \sum_{q \geq -1} \lambda^{2s}_q \int_{\mathbb{R}^3} \Delta_q(b \cdot \nabla b) \cdot u_q \, dx, \\
I_3 &= \sum_{q \geq -1} \lambda^{2s}_q \int_{\mathbb{R}^3} \Delta_q(u \cdot \nabla b) \cdot b_q \, dx, \quad I_4 = - \sum_{q \geq -1} \lambda^{2s}_q \int_{\mathbb{R}^3} \Delta_q(b \cdot \nabla u) \cdot b_q \, dx, \\
I_5 &= - \sum_{q \geq -1} \lambda^{2s}_q \int_{\mathbb{R}^3} \Delta_q((\nabla \times b) \cdot \nabla \times b_q) \, dx.
\end{align*}
\]

The idea is to establish a Grönwall’s type inequality for \(\|u\|_{\dot{H}^s}^2 + \|b\|_{\dot{H}^s}^2\). The main ingredients to estimate the terms \(I_1, \ldots, I_5\) include the usage of Bony’s para-product and commutators mentioned in Section 2. Typically, commutators help us to move derivatives from high frequency to low frequency terms and also reveal cancellations in the setting of the Littlewood-Paley decomposition.

Notice that the flux terms \(I_1, I_2, I_3, I_4\) have been estimated in [9] where criterion only in term of velocity for the 3D MHD was obtained. The situation in this paper is different since the regularity condition will be on both of the velocity and the magnetic field. Thus, \(I_2\) and \(I_4\) will be estimated in a slightly different way which requires less restriction on \(s\), while \(I_1\) and \(I_3\) can be estimated the same way as in [9] (taking \(r = \infty\)). In the end, we will estimate \(I_5\) in detail, which is the most difficult term due to the strong nonlinearity.

Also notice that the definition of \(f(t)\) in [9] is different from \([1, 9]\). We omit the details of computation and conclude that, for any \(s > \frac{1}{2}\)

\[
|I_1| \lesssim c_{\text{comp}} \sum_{q \geq -1} \lambda^{2s+2}_q (\|u_q\|_2^2 + \|b_q\|_2^2) + Q_1 f(t) \sum_{q \geq -1} \lambda^{2s}_q (\|u_q\|_2^2 + \|b_q\|_2^2).
\]
We estimate $I_2$ and $I_4$ in the following and show that cancellation occurs in $I_2 + I_4$. Using Bony’s paraproduct and the commutator notation, $I_2$ is decomposed as

$$I_2 = - \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_{\leq p-2} \cdot \nabla b_p) u_q \, dx$$

$$- \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_p \cdot \nabla b_{\leq p-2}) u_q \, dx$$

$$- \sum_{q \geq -1} \sum_{p \geq q-2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_p \cdot \nabla b_p) u_q \, dx$$

$$= I_{21} + I_{22} + I_{23},$$

with

$$I_{21} = - \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} [\Delta_q, b_{\leq p-2} \cdot \nabla] b_p u_q \, dx$$

$$- \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} b_{\leq q-2} \cdot \nabla \Delta_q b_p u_q \, dx$$

$$- \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} (b_{\leq p-2} - b_{\leq q-2}) \cdot \nabla \Delta_q b_p u_q \, dx$$

$$= I_{211} + I_{212} + I_{213}.$$ We will see that the term $I_{212}$ cancels a part from $I_4$. The other terms are estimated as follows. Splitting the summation by the wavenumber $\lambda_2$ yields,

$$|I_{211}| \leq \sum_{p \geq 1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} ||\Delta_q, b_{\leq p-2} \cdot \nabla|| b_p u_q || \, dx$$

$$\leq \sum_{1 \leq p \leq Q_2 + 2} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} ||\Delta_q, b_{\leq p-2} \cdot \nabla|| b_p u_q || \, dx$$

$$+ \sum_{p > Q_2 + 2} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} ||\Delta_q, b_{\leq Q_2} \cdot \nabla|| b_p u_q || \, dx$$

$$+ \sum_{p > Q_2 + 2} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} ||\Delta_q, b_{(Q_2, p-2)} \cdot \nabla|| b_p u_q || \, dx$$

$$\equiv A_1 + A_2 + A_3,$$

with

$$A_1 \lesssim \sum_{1 \leq p \leq Q_2 + 2} \sum_{|q-p| \leq 2} \lambda_q^{2s} ||\nabla b_{\leq p-2}||_{\infty} || b_p ||_2 || u_q ||_2$$

$$\lesssim Q_2 f(t) \sum_{1 \leq p \leq Q_2 + 2} || b_p ||_2 \sum_{|q-p| \leq 2} \lambda_q^{2s} || u_q ||_2$$

$$\lesssim Q_2 f(t) \sum_{q \geq -1} \lambda_q^{2s} (|| u_q ||_2^2 + || b_q ||_2^2).$$
\[ A_2 \lesssim \sum_{p > Q_2 + 2} \sum_{|q - p| \leq 2} \lambda_q^{2s} \| \nabla b \|_{L^\infty} \| b_p \|_2 \| u_q \|_2 \]
\[ \lesssim Q_2 f(t) \sum_{p > Q_2 + 2} \| b_p \|_2 \sum_{|q - p| \leq 2} \lambda_q^{2s} \| u_q \|_2 \]
\[ \lesssim Q_2 f(t) \sum_{q > Q_2} \lambda_q^{2s} (\| u_q \|_2^2 + \| b_q \|_2^2) ; \]

\[ A_3 \lesssim \sum_{p > Q_2 + 2} \sum_{|q - p| \leq 2} \lambda_q^{2s} \| \nabla b \|_{L^{Q_2 - 2}} \| b \|_2 \| u_q \|_2 \]
\[ \lesssim \sum_{p > Q_2 + 2 \atop |q - p| \leq 2} \| b_p \|_2 \sum_{|q - p| \leq 2} \lambda_q^{2s} \| u_q \|_2 \sum_{Q_2 < p' \leq p - 2} \lambda_p^{2s} \| b_{p'} \|_\infty \]
\[ \lesssim c_0 m \sum_{p > Q_2 + 2} \sum_{|q - p| \leq 2} \lambda_p^{2s} \| u_q \|_2 \sum_{Q_2 < p' \leq p - 2} \lambda_{p'}^{2s} \| b_{p'} \|_\infty \]
\[ \lesssim c_0 m \sum_{p > Q_2 + 2} \lambda_p^{2s+2} (\| u_p \|_2^2 + \| b_p \|_2^2) \sum_{Q_2 < p' \leq p - 2} \lambda_{p'}^{2s} \]
\[ \lesssim c_0 m \sum_{p > Q_2 + 2} \lambda_p^{2s+2} (\| u_p \|_2^2 + \| b_p \|_2^2) . \]

The term \( I_{213} \) is estimated as

\[ |I_{213}| \leq \sum_{q > -1 \atop |q - p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \| b \|_{L^2} \| b \|_{L^{Q_2 - 2}} \cdot \nabla \Delta \psi \cdot b_{p,q} \psi_0 dx \]
\[ \leq \sum_{q > Q_1 \atop |q - p| \leq 2} \lambda_q^{2s+1} \| u_q \|_{L^\infty} \| b \|_{L^2} \| b \|_{L^{Q_2 - 2}} \| b_p \|_2 \| b_{p,q} \psi_0 \|_{L^2} \]
\[ + \| b \|_{L^2} \| b \|_{L^{Q_2 - 2}} \| b_p \|_2 \| b_{p,q} \psi_0 \|_{L^2} \]
\[ \leq c_0 m \sum_{q > Q_1} \lambda_q^{2s+2} \| b_p \|_2 \| b_{p,q} \psi_0 \|_{L^2} \]
\[ + f(t) \sum_{-1 \leq q \leq Q_1} \lambda_q^{2s} \| b_p \|_2 \| b_{p,q} \psi_0 \|_{L^2} \]
\[ \leq c_0 m \sum_{q > Q_1} \lambda_q^{2s+2} \| b_p \|_2 + f(t) \sum_{-1 \leq q \leq Q_1} \lambda_q^{2s} \| b_q \|_2 \]
\[ \leq c_0 m \sum_{q > Q_1 - 3} \lambda_q^{2s+2} \| b_p \|_2 + f(t) \sum_{-1 \leq q \leq Q_1} \lambda_q^{2s} \| b_q \|_2 . \]
Notice that $I_{22}$ has the same estimate as $I_{211}$. While $I_{21}$ is estimated as

$$|I_{23}| \lesssim \sum_{q \geq -1} \sum_{p \geq q-2} \lambda_q^{2s} \int_{\mathbb{R}^3} |\Delta_q (b_p \otimes \tilde{b}_p) \nabla u_q| \, dx$$

$$\lesssim \sum_{q > Q} \sum_{p \geq q-2} \lambda_q^{2s+1} \|u_q\|_\infty \sum_{p \geq q-2} \|b_p\|_2 + \sum_{-1 \leq q \leq Q} \lambda_q^{2s+1} \|u_q\|_\infty \sum_{p \geq q-2} \|b_p\|_2$$

$$\lesssim c_0m \sum_{q > Q} \lambda_q^{2s+2} \sum_{p > Q} \|b_p\|_2 f(t) \sum_{-1 \leq q \leq Q} \lambda_q^{2s} \sum_{p \geq q-2} \|b_p\|_2$$

$$\lesssim c_0m \sum_{q > Q} \lambda_q^{2s+2} \|b_q\|_2 + f(t) \sum_{q \geq -1} \lambda_q^{2s} \|b_q\|_2^2.$$

Therefore, we have for $s > \frac{1}{2}$

$$|I_2| \lesssim c_0m \sum_{q \geq -1} \lambda_q^{2s+2} (\|u_q\|_2^2 + \|b_q\|_2^2) + Q_2 f(t) \sum_{q \geq -1} \lambda_q^{2s} (\|u_q\|_2^2 + \|b_q\|_2^2).$$

Now we estimate $I_4$ in a similar way. By Bony’s paraproduct and the commutator notation, $I_4$ can be decomposed as

$$I_4 = \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_{\leq p-2} \cdot \nabla u_p) b_q \, dx$$

$$- \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_{p-2} \cdot \nabla u_{p-2}) b_q \, dx$$

$$- \sum_{q \geq -1} \sum_{p \geq q-2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (\tilde{b}_p \cdot \nabla u_p) b_q \, dx$$

$$= I_{41} + I_{42} + I_{43}.$$
As mentioned above the term $I_{412}$ cancels $I_{212}$. Indeed, we have, using integration by parts

$$I_{212} + I_{412} = - \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} b_{\leq q-2} \cdot \nabla \Delta_q b_p (u_q + b_q) \, dx$$

$$- \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} b_{\leq q-2} \cdot \nabla \Delta_q u_p (b_q + u_q) \, dx$$

$$= - \sum_{q \geq -1} \lambda_q^{2s} \int_{\mathbb{R}^3} b_{\leq q-2} \cdot \nabla (u_p + b_p) (u_q + b_q) \, dx$$

$$= 0.$$  

Notice that $I_{411}$ can be estimated as $I_{211}$, $I_{42}$ can be estimated as $I_{22}$, and $I_{43}$ can be estimated as a similar part from $I_3$, thus

$$|I_{411}| + |I_{42}| + |I_{43}| \lesssim c_0 m \sum_{q \geq -1} \lambda_q^{2s+2} (||u_q||_2^2 + ||b_q||_2^2) + Q_1 f(t) \sum_{q \geq -1} \lambda_q^{2s} (||u_q||_2^2 + ||b_q||_2^2).$$

After using integration by parts, the term $I_{413}$ can be estimated similarly as $I_{213}$, hence

$$|I_{413}| \lesssim c_0 m \sum_{q \geq -1} \lambda_q^{2s+2} ||b_q||_2^2 + f(t) \sum_{q \geq -1} \lambda_q^{2s} ||b_q||_2^2.$$  

Thus, we obtain

$$(3.20) \quad |I_4| \lesssim c_0 m \sum_{q \geq -1} \lambda_q^{2s+2} (||u_q||_2^2 + ||b_q||_2^2) + Q_1 f(t) \sum_{q \geq -1} \lambda_q^{2s} (||u_q||_2^2 + ||b_q||_2^2).$$

In the following, we focus on the estimate for $I_5 = -\lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (\nabla \times b) \cdot \nabla \times b_q \, dx$, which comes from the Hall term. The Hall term involves the strongest nonlinearity in the equation and thus is the most difficult term to estimate. Specifically, the local high frequency interactions accumulate to a large and hard to control term. Thanks to the commutators (2.14) and (2.15), a decomposition is applied so that $I_{512}$, which contains the worst interaction, actually vanishes. While the other terms left in the decomposition are estimated by the auxiliary estimates established in Subsection 2.5.

Applying Bony’s paraproduct first, $I_5$ is decomposed as

$$I_5 = \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_{\leq p-2} \times (\nabla \times b_p)) \cdot \nabla \times b_q \, dx$$

$$+ \sum_{q \geq -1} \sum_{|q-p| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_p \times (\nabla \times b_{\leq p-2})) \cdot \nabla \times b_q \, dx$$

$$+ \sum_{q \geq -1} \sum_{p \geq q-2} \lambda_q^{2s} \int_{\mathbb{R}^3} \Delta_q (b_p \times (\nabla \times \bar{b}_p)) \cdot \nabla \times b_q \, dx$$

$$= I_{51} + I_{52} + I_{53}.$$
Using the commutator notation (2.14), $I_{51}$ can be further decomposed as

$$I_{51} = \sum_{q \geq 1} \sum_{|p-q| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} |\Delta_q, b_{|p-2} \times \nabla \times |b_p \cdot \nabla \times b_q| \, dx$$

$$+ \sum_{q \geq 1} \lambda_q^{2s} \int_{\mathbb{R}^3} b_{|p-2} \times (\nabla \times b_q) \cdot \nabla \times b_q \, dx$$

$$+ \sum_{q \geq 1} \sum_{|p-q| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} (b_{|p-2} - b_{|q-2}) \times (\nabla \times (b_p)_q) \cdot \nabla \times b_q \, dx$$

$$= I_{511} + I_{512} + I_{513},$$

where we used the fact $\sum_{|p-q| \leq 2} \Delta_q b_p = b_q$. It is clear that $I_{512} = 0$ due to property of cross product. While, we have

$$|I_{511}| \leq \sum_{1 \leq p \leq Q_2+2} \sum_{|p-q| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} |(\Delta_q, b_{|p-2} \times \nabla \times |b_p \cdot \nabla \times b_q| \, dx$$

$$+ \sum_{p > Q_2+2} \sum_{|p-q| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} |(\Delta_q, b_{|p-2} \times \nabla \times |b_p \cdot \nabla \times b_q| \, dx$$

$$+ \sum_{p > Q_2+2} \sum_{|p-q| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} |(\Delta_q, b_{|Q_2+2} \times \nabla \times |b_p \cdot \nabla \times b_q| \, dx$$

$$\equiv A_4 + A_5 + A_6.$$
It follows from Young’s and Jensen’s inequality that

\[ A_5 \lesssim c_0 m \sum_{q > Q_2} \lambda_q^{2s+2} \|b_q\|_2^2 + c_0 m \sum_{q > Q_2} \left( \sum_{p \leq Q_2} \lambda_p^{s+1} \|b_p\|_2 \lambda_q^{-\delta} A_2^s \lambda_p^{-s} \right)^2 \]

\[ \lesssim c_0 m \sum_{q \geq -1} \lambda_q^{2s+2} \|b_q\|_2^2 \]

provided \( \delta > s \).

By Lemma 2.6, the definition of \( A_2(t) \) (17), we have

\[ A_6 \lesssim \sum_{p > Q_2+2} \sum_{|p-q| \leq 2} \lambda_q^{2s+1} \|\nabla b_{(Q_2,p-2)}\|_\infty \|b_p\|_2 \|b_q\|_2 \]

\[ \lesssim \sum_{p > Q_2+2} \|b_p\|_2 \sum_{|p-q| \leq 2} \lambda_q^{2s+1} \|b_q\|_2 \sum_{Q_2 < p' \leq p-2} \|\nabla b_{p'}\|_\infty \]

\[ \lesssim c_0 m \sum_{p > Q_2+2} \|b_p\|_2 \sum_{|p-q| \leq 2} \lambda_q^{2s+1} \|b_q\|_2 \sum_{Q_2 < p' \leq p-2} \lambda_{p'} \]

\[ \lesssim c_0 m \sum_{p > Q_2} \lambda_p^{2s+1} \|b_p\|_2^2 \sum_{Q_2 < p' \leq p-2} \lambda_{p'} \]

\[ \lesssim c_0 m \sum_{q > Q_2} \lambda_q^{2s+2} \|b_q\|_2^2. \]

The term \( I_{513} \) is estimated as follows,

\[ |I_{513}| \leq \sum_{q \geq -1} \sum_{|p-q| \leq 2} \lambda_q^{2s} \int_{\mathbb{R}^3} \|(b_{\leq p-2} - b_{\leq q-2}) \times (\nabla \times (b_p)_q) \cdot \nabla \times b_q\| \, dx \]

\[ \lesssim \sum_{q > Q_2} \sum_{|p-q| \leq 2} \lambda_q^{2s} \|\nabla b_q\|_\infty \|b_{\leq p-2} - b_{\leq q-2}\|_2 \|\nabla b_p\|_2 \]

\[ + \sum_{-1 \leq q \leq Q_2} \sum_{|p-q| \leq 2} \lambda_q^{2s} \|\nabla b_q\|_\infty \|b_{\leq p-2} - b_{\leq q-2}\|_2 \|\nabla b_p\|_2 \]

\[ \lesssim c_0 m \sum_{q > Q_2} \sum_{|p-q| \leq 2} \lambda_q^{2s+1} \|b_{\leq p-2} - b_{\leq q-2}\|_2 \|\nabla b_p\|_2 \]

\[ + f(t) \sum_{-1 \leq q \leq Q_2} \sum_{|p-q| \leq 2} \lambda_q^{2s-1} \|b_{\leq p-2} - b_{\leq q-2}\|_2 \|\nabla b_p\|_2 \]

\[ \lesssim c_0 m \sum_{q \geq -1} \lambda_q^{2s+2} \|b_q\|_2^2 + f(t) \sum_{q \geq -1} \lambda_q^{2s} \|b_q\|_2^2. \]

By applying Lemma 2.7 instead of 2.6 the term \( I_{52} \) can be estimated similarly as for \( I_{51} \). Hence

\[ |I_{52}| \lesssim c_0 m \sum_{q \geq -1} \lambda_q^{2s+2} \|b_q\|_2^2 + Q_2 f(t) \sum_{q \geq -1} \lambda_q^{2s} \|b_q\|_2^2. \]
To estimate $I_{53}$, we proceed as

$$|I_{53}| \leq \sum_{q \geq 1} \sum_{p \geq q} \lambda_q^2 \int_{\mathbb{R}^3} |\Delta_q(b_p \times \nabla \times \tilde{b}_p) \cdot \nabla \times b_q| \, dx$$

$$\lesssim \sum_{q > Q_2} \lambda_q^{2s+1} ||b_q||_\infty \sum_{p \geq q-3} \lambda_p ||b_p||_2^2 + \sum_{-1 \leq q \leq Q_2} \lambda_q^{2s+1} ||b_q||_\infty \sum_{p \geq q-3} \lambda_p ||b_p||_2^2$$

$$\lesssim c_0 m \sum_{q > Q_2} \lambda_q^{2s+1} \sum_{p \geq q-3} \lambda_p ||b_p||_2^2 + f(t) \sum_{-1 \leq q \leq Q_2} \lambda_q^{2s-1} \sum_{p \geq q-3} \lambda_p ||b_p||_2^2$$

$$\lesssim c_0 m \sum_{q > Q_2} \lambda_q^{2s+2} ||b_q||_2^2 + f(t) \sum_{q \geq 1} \lambda_q^{2s} ||b_q||_2^2,$$

provided $s > \frac{1}{2}$. Therefore, for $s > \frac{1}{2}$, we have

$$|I_5| \lesssim c_0 m \sum_{q \geq 1} \lambda_q^{2s+2} ||b_q||_2^2 + Q_2 f(t) \sum_{q \geq 1} \lambda_q^{2s} ||b_q||_2^2. \quad (3.21)$$

Recall that $m = \min\{\nu, \mu\}$. Combining (3.18)–(3.21), there exist absolute constants $C_1$ and $C_2$ such that

$$|I_1| + |I_2| + |I_3| + |I_4| + |I_5| \leq c_0 m \min\{\nu, \mu\} (||u||_{\dot{H}^{s+1}}^2 + ||b||_{\dot{H}^{s+1}}^2) + C_2 \max\{Q_1, Q_2\} f(t) (||u||_{\dot{H}^{s}}^2 + ||b||_{\dot{H}^{s}}^2). \quad (3.22)$$

Take $c_0 = \frac{1}{c_1}$. It then follows from (3.17) and (3.22) that

$$\frac{d}{dt} (||u||_{\dot{H}^{s}}^2 + ||b||_{\dot{H}^{s}}^2) \leq C_2 \max\{Q_1, Q_2\} \Lambda_2(t) f(t) (||u||_{\dot{H}^{s}}^2 + ||b||_{\dot{H}^{s}}^2). \quad (3.23)$$

Next we show that the factor $\max\{Q_1, Q_2\}$ does not cause a problem. Indeed, we infer from (1.8) and Bernstein’s inequality that

$$\Lambda_1 \leq (c_0 m)^{-1} ||u_{Q_1}||_{\infty} \leq (c_0 m)^{-1} \Lambda_1^{\frac{2}{2+s}} ||u_{Q_1}||_2 = (c_0 m)^{-1} \Lambda_1^{\frac{2}{2+s}} \lambda_{Q_1}^s ||u_{Q_1}||_2.$$  

Thus, it indicates

$$\Lambda_1^{\frac{2}{2+s}} \leq (c_0 m)^{-1} ||u||_{\dot{H}^{s}}.$$  

Since $s > \frac{1}{2}$, it follows then

$$Q_1 = \log \Lambda_1 \leq C(\nu, \mu, s) (1 + \log ||u||_{\dot{H}^{s}}).$$

Similarly, we can deduce that for $s > \frac{2}{3}$,

$$Q_2 = \log \Lambda_2 \leq C(\nu, \mu, s) (1 + \log ||b||_{\dot{H}^{s}}).$$

Therefore, from (3.23), we obtain

$$\frac{d}{dt} (||u||_{\dot{H}^{s}}^2 + ||b||_{\dot{H}^{s}}^2) \leq C(\nu, \mu, s) f(t) (1 + \log(||u||_{\dot{H}^{s}} + ||b||_{\dot{H}^{s}})) (||u||_{\dot{H}^{s}}^2 + ||b||_{\dot{H}^{s}}^2).$$

We conclude that, by Grönwall’s inequality, $||u||_{\dot{H}^{s}}^2 + ||b||_{\dot{H}^{s}}^2$ is bounded on $[0, T)$ provided $f \in L^1(0, T)$. Notice that the statement holds for any $s > 3/2$. 

3.2. Comparison. In the following lemmas, we show that the regularity condition $f \in L^1(0,T)$ is weaker than the Prodi-Serrin type criteria and an improvement criterion in the limit case of the Prodi-Serrin type in [4].

**Lemma 3.1.** Let $(u(t), b(t))$ be a weak solution to (1.1) on $[0,T]$. If $u \in L^q((0,T); B_{\infty,\infty}^{\frac{3}{q}})$ and $\nabla b \in L^\gamma((0,T); B_{\infty,\infty}^{\frac{3}{\gamma}})$ with $\frac{2}{q} + \frac{3}{p} = 1$, $\frac{2}{\gamma} + \frac{3}{\beta} = 1$, and $q, \gamma \geq 2$ and $p, \beta > 3$, then $f \in L^1(0,T)$.

**Proof:** Let $f_1(t) = \|u_{\leq Q_3(t)}\|_{B_{\infty,\infty}^{\beta}}$ and $f_2 = A_2(t)\|b_{\leq Q_3(t)}\|_{B_{\infty,\infty}^{\beta}}$. Following the lines of proof of Lemma 4.2 in [10], we can show $f_1, f_2 \in L^1(0,T)$. Hence $f = f_1 + f_2 \in L^1(0,T)$.

In [4], the authors proved that if a regular solution $(u, b)$ on $[0,T)$ satisfies (1.3)–(1.4) or (1.5) then the regular solution can be extended beyond the time $T$. Notice that the following embedding holds

$$L^\gamma((0,T); L^3) \subset L^q((0,T); B_{\beta,\infty}^{\beta}) \subset L^\gamma((0,T); B_{\beta,\infty}^{\beta}).$$

Thus, if $(u, b)$ satisfies (1.3)–(1.4), then $f \in L^1(0,T)$. On the other hand, due to the embedding $BMO \subset B_{\beta,\infty}^{\beta}$ and hence $L^2(0,T; BMO) \subset L^2(0,T; B_{\beta,\infty}^{\beta})$, it follows from Lemma 3.1 with $(q = \gamma = 2, p = \beta = \infty)$ that if $(u, b)$ satisfies (1.5), then $f \in L^1(0,T)$.
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