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Abstract. We present a sufficient condition of the complete position flocking theorem for the Cucker-Smale type model on the unit sphere with an inter-particle bonding force. For this second order dynamical system derived in [Choi, S.-H., Kwon, D. and Seo, H.: Cucker-Smale type flocking models on a sphere. arXiv preprint arXiv:2010.10693, 2020] by using the rotation operator in three dimensional sphere, we obtain an exponential decay estimate for the diameter of agents’ positions as well as time-asymptotic flocking for a class of initial data. The sufficient condition for the initial data depends only on the communication rate and inter-particle bonding parameter but not the number of agents. The lack of momentum conservation and the curved space domain make it difficult to apply the standard methodology used in the original Cucker-Smale model. To overcome this and obtain a uniform position alignment estimate, we use an energy dissipation property of this system and transform the Cucker-Smale type flocking model into an inhomogeneous system of differential equations of which solution contains the position and velocity diameters. The coefficients of the transformed system are controlled by the communication rate and a uniform upper bound of velocities obtained by the energy dissipation.

1. Introduction

Many species in nature such as birds, fish, and small germs form cluster to survive. Researchers have conducted various studies to understand this clustering phenomenon for the past several decades [3, 18, 37, 38]. The flexility for real world applications is one of the major reasons why this phenomenon attracts attention from the many researchers. For example, the effective control of a large number of unmanned drones by imitating nature is one of popular topics in the engineering community [5, 7, 11]. For the development of a surveillance system, a flocking algorithm is used to cover large areas with limited resources and to track targets [33]. This flocking phenomenon also has been widely used in various fields and has been studied intensively in the last decade. In particular, the Cucker-Smale (C-S) model is one of important models that sparked various types of mathematical researches in this field.

Cucker and Smale [12] introduced a system of ordinary differential equations (ODEs) given by

\[ \dot{x}_i = v_i, \quad \dot{v}_i = \sum_{j=1}^{N} \psi_{ij}(v_j - v_i), \]

where \(x_i\) and \(v_i\) are the position and the velocity of the \(i\)th agent for \(1 \leq i \leq N\), respectively. Moreover, \(\psi_{ij}\) is the communication rate between \(i\)th and \(j\)th agents. We notice that the C-S model contains the acceleration term described by weighted internal relaxation forces.

In this paper, we focus on the complete position alignment of the corresponding C-S type flocking model on a sphere when it contains an inter-particle bonding force. We present a new framework to obtain the complete position flocking under a sufficient condition of initial data. We emphasize that our condition for the complete position flocking is independent of the number of agents. In particular, we prove that this second order dynamical system has a uniform exponential decay rate for the diameter of agents’ positions.

From the nature of the model on sphere, the avoidance of antipodal points is necessary to guarantee the formation of a group as in Definition 1.2. However, due to the curved geometry, it is hard to
control the position diameter of ensemble \( \{(x_i,v_i)\}_{i=1}^N \), even assuming sufficiently fast velocity alignment. Thus, motivated by the flat space case studied in [28], we have added a modified inter-particle bonding force to the flocking model on sphere to control the position diameter in our previous paper [9]. Due to the geometric property of sphere, a direct application of the bonding force term in the flocking model on sphere to control the position diameter in the model on a sphere may disrupt the motion on the sphere. Instead, we employ a coupling force based on the Lohe operator in [8, 23] and derive the following flocking model [9] on a sphere with inter-particle bonding forces:

\[
\begin{align*}
\dot{x}_i &= v_i, \\
\dot{v}_i &= -\frac{\|v_i\|^2}{\|x_i\|^2}x_i + \sum_{k=1}^N \frac{\psi_{ik}}{N}(R_{x_k \rightarrow x_i}(v_k) - v_i) + \sum_{k=1}^N \frac{\sigma}{N}(x_k - \langle x_i, x_k \rangle x_i),
\end{align*}
\]

where \(\psi_{ij}\) is the communication rate between \(i\)th and \(j\)th agents and \(R_{\rightarrow} \) is a rotation operator given by

\[ R_{x_k \rightarrow x_i}(v_j) = R(x_k, x_i) \cdot v_j \]

and for \(x_k \neq x_i\),

\[ R(x_k, x_i) := \langle x_k, x_i \rangle I + x_i x_i^T - x_k x_k^T + (1 - \langle x_k, x_i \rangle) \left( \frac{x_k \times x_i}{\|x_k \times x_i\|} \right) \left( \frac{x_k \times x_i}{\|x_k \times x_i\|} \right)^T. \]

Here, \(x_k, x_i\) and \(v_j\) are three dimensional column vectors. We will discuss the properties of the rotational operator in detail in the next section.

The third term in the right hand side of (1.1b) is one of the cooperative control laws and \(\sigma > 0\) is the inter-particle bonding force rate. We note that (1.1b) only contains the attractive force. In general, the cooperative control law consists of the sum of attractive and repulsive forces. See [10]. The research on the cooperative control law of multi-agent systems such as (1.1) is steadily increasing [26, 30] in the engineering field after the development of wireless communication technology. The flocking, agreement, formation and collision avoidance are their main subjects [21, 25, 27, 33]. For example, in [13], the opinions of committee are regarded as points and the conditions for convergence are provided. The authors in [31] proposed a controller that yields the angular position synchronization of robot systems. Recently, for practical reasons, the research has been conducted in several restricted cases such as system without velocity information [1, 31], limited visibility robots [4, 16] and objects on a sphere [19, 21]. In these studies, consensus algorithms was used to allow the individuals in the system to behave as one group. The corresponding natural rendezvous concept is given by

**Definition 1.1.** [21] Let \(\{(x_i,v_i)\}_{i=1}^N\) be the solution to (1.1). The ensemble \(\{(x_i,v_i)\}_{i=1}^N\) has an asymptotic rendezvous, if

\[ \lim_{t \to \infty} \max_{i,j} \|x_i(t) - x_j(t)\| = 0. \]

By using the rotation operator \(R_{\rightarrow,}\), we can also define the flocking on a sphere.

**Definition 1.2.** [9] A dynamical system on a sphere has time-asymptotic flocking if its solution \(\{(x_i,v_i)\}_{i=1}^N\) satisfies the following conditions:

- (velocity alignment) the relative velocity of any two agents goes to zero as time goes to \(\infty\):

\[ \lim_{t \to \infty} \max_{1 \leq i,j \leq N} \|x_i(t) + x_j(t)\|/\|R_{x_i \rightarrow x_j}(v_i(t) - v_j(t))\| = 0. \]

- (antipodal points avoidance) any two agents are not located at the antipodal points for all \(t \geq 0\):

\[ \liminf_{t \geq 0} \min_{1 \leq i,j \leq N} \|x_i(t) + x_j(t)\| > 0. \]
In [9], we obtain that the flocking model has the velocity alignment property for any $\sigma \geq 0$. The model has the time-asymptotic flocking for a given $\sigma > 0$ with the initial data satisfying a sufficient condition depending on $\psi$, $\sigma$, and $N$. See Theorem 2.5 in Section 2. The purpose of this paper is to remove the dependence of $N$ and obtain an exponential decay rate. The following energy functional, motivated by [28], plays a crucial role in the proof of the main theorem in this paper as well as [9].

**Definition 1.3.** For a solution $\{(x_i, v_i)\}_{1 \leq i \leq N}$ to (1.1), the energy functional $\mathcal{E}(t) = \mathcal{E}(x(t), v(t))$ is defined by

$$
\mathcal{E} := \mathcal{E}_K + \mathcal{E}_C, \quad \mathcal{E}_K(t) := \frac{1}{N} \sum_{k=1}^{N} \|v_k(t)\|^2, \quad \mathcal{E}_C(t) := \frac{\sigma}{2N^2} \sum_{k,l=1}^{N} \|x_k(t) - x_l(t)\|^2.
$$

We note that in [9], to obtain the antipodal avoidance or the velocity alignment, the main difficulty comes from the last term of the operator $R_{z_1 \rightarrow z_2}$ given in (1.2):

$$
(1 - \langle z_1, z_2 \rangle) \begin{pmatrix} 21 \times 22 \\ 21 \times 22 \end{pmatrix} \left( \begin{array}{c} z_1 \\ z_2 \end{array} \right)^T.
$$

Due to this term, $dR/dt$ can be singular when $x_i(t) = -x_j(t)$ for some $t > 0$. This antipodal configuration corresponds to $x_i = \infty$ in the original C-S case. Even assuming an exponentially fast flocking, we cannot control the position diameter due to geometric constraints. In [9], to avoid this singularity and obtain the flocking theorem for the inter-particle bonding force, we first construct energy inequality:

$$
\mathcal{E}(t) + \sum_{i,j=1}^{N} \int_{0}^{t} \frac{\psi_{ij}}{N^2} \|R_{x_i(s) \rightarrow x_j(s)}(v_j(s)) - v_i(s)\|^2 ds \leq \mathcal{E}(0) \quad \text{for all } t \in [0, \infty).
$$

This energy inequality yields a uniform positive lower bound of $\|x_i + x_j\|$ under a sufficient condition of initial data depending on the number of agents $N$. For more details, see [9]. From this bound, we showed uniform Lipschitzness of $v_i$ as well as $R_{x_j \rightarrow x_i, v_j}$ and we concluded that the asymptotic flocking occurs by Barbalat’s lemma.

However, with reference to the flat space case, it is a natural expectation that asymptotic exponential rendezvous will happen and the sufficient condition of initial data is independent of the number of agents $N$. To obtain the uniform position alignment for the spherical model in (1.1), we crucially use the boundedness of the energy $\mathcal{E}$ and the modulus conservation property of $R$. Unlike the flocking result in [9], in the complete position alignment point of view, $x_i x_i^T$ and $-x_i x_i^T$ terms in the rotation operator $R \rightarrow \psi$ causes the main difficulty, but the modulus conservation property of $R \rightarrow \psi$ via (1.4) enables us to prove our main result.

Throughout this paper, we assume that the communication rate $\psi_{ij}$ satisfies

\begin{itemize}
  \item[(H1)] $\psi_{ij} = \psi(\|x_i - x_j\|)$,
  \item[(H2)] $\psi$ is a nonnegative strictly decreasing function with $\psi(2) = 0$,
  \item[(H3)] $\psi$ is $C^1$ function on $[0, 2]$.
\end{itemize}

With this assumptions on $\psi$, we obtain the following complete position flocking result.

**Theorem 1.** Assume that $\psi_{ij}$ satisfies (H1)-(H3) and the initial data satisfy that

$$
\max_{1 \leq k \leq N} \|v_k(0)\| < \mathcal{V}^0, \quad \mathcal{E}(0) < \mathcal{E}^0,
$$

$$
\max_{1 \leq i,j \leq N} \|x_i(0) - x_j(0)\| < \mathcal{D}_x^0, \quad \max_{1 \leq i,j \leq N} \|v_i(0) - v_j(0)\| < \mathcal{D}_v^0.
$$

Then the solution to (1.1) has time-asymptotic flocking on a unit sphere and exponential rendezvous

$$
\max_{1 \leq i,j \leq N} \|x_i(t) - x_j(t)\| \leq \max_{1 \leq i,j \leq N} \|x_i(0) - x_j(0)\| e^{-\delta t},
$$

where $\delta$, $\mathcal{V}^0$, $\mathcal{E}^0$, $\mathcal{D}_x^0$, and $\mathcal{D}_v^0$ are positive constants depending on $\psi$ and $\sigma$ only.
Remark 1.1.

1. The global-in-time existence and uniqueness of the solution to (1.1) is proved in [9].

2. In [10], we obtain that there is $E_0 > 0$ such that if

$E(0) < E_0$, (1.6)

then the ensemble $\{ (x_i, v_i) \}_{i=1}^{N}$ has an asymptotic rendezvous. Combining this result and Theorem 1, we can remove the condition in (1.5) and obtain the exponential convergence result. The condition in (1.6) is essential since the ensemble satisfying $\frac{1}{N} \sum_{i=1}^{N} x_i(0) = 0$ and $v_i(0) = 0$ has not an asymptotic rendezvous.

3. From the numerical simulations in Section 5, we can observe that the convergence rate in Theorem 1 is almost optimal. See Figure 2.

The rest of this paper is organized as follows. In Section 2, we review the definition of the flocking on the sphere and provide the derivation of the C-S type model with the inter-particle bonding forces and the properties of rotation operator $R_{x_j \rightarrow x_i}$. In Section 3, we provide a reduction from (1.1) to an inhomogeneous system of differential equations. In Section 4, we present the proof of the asymptotic convergence result in Theorem 1 for the system with the inter-particle bonding forces. In Section 5, we use numerical simulations to confirm that our analytic results are almost optimal. Finally, Section 6 is devoted to the summary of our main results.

Notation: After normalization, we consider that the domain is a unit sphere $D$ defined by

$D := \{ (a, b, c) \in \mathbb{R}^3 : a^2 + b^2 + c^2 = 1 \}$

and we set

$x := (x_1, \ldots, x_N) \in D^N, \quad v := (v_1, \ldots, v_N) \in \mathbb{R}^{3N}$.

For a given $z_1, z_2 \in \mathbb{R}^3$, we use $(z_1, z_2)$ to denote the standard inner product in $\mathbb{R}^3$ and the standard symbol

$\|z_1\| = \|z_1\|_2 = \sqrt{\langle z_1, z_1 \rangle}$

to denote the $\ell_2$-norm.

2. Flocking model with Lagrange multiplier and inter-particle bonding forces

In this section, we review the definition of the flocking on the sphere in general geometrical setting and the results for the rotation operator $R_{x_j \rightarrow x_i}$, and the energy functional $E$ from [9]. The properties of the rotation operator and the energy functional are essential ingredient for the proof of our main theorem.

2.1. Relative velocity on a sphere. Unlike the flat space $\mathbb{R}^3$, in a general manifold, if two agents have different positions, the corresponding velocities are belonged to different tangent spaces, respectively. Therefore, to give the meaning that velocities in different tangent spaces are aligned, it is necessary to define a kind of transformation between two different tangent spaces. Thus, we define the following velocity difference $D_v$ between $v_i$ and $v_j$ at $x_i$ in the most geometrically canonical way:

$R_{x_j \rightarrow x_i} (v_j(t)) - v_i(t)$.

We note that defining relative velocity is a topic that has received a lot of attention in general manifold theory. In particular, it was covered in depth in general relativity [6, 24, 32, 36]. The basic idea is largely similar, it is a parallel transport along geodesics on a manifold to compare sizes in a tangent space at one position of the manifold [6, 35]. From this general observation, a parallel transport on a sphere is characterized by a rotation matrix given in (1.2).

The central idea of a relative velocity is to consider the geodesic for two given points, which is the shortest path between two points. Then, we transport a vector field in a tangent space at one point to the tangent space at another point along the geodesic. Let $M$ be a $n$-dimensional manifold.
Note that if \( M = \mathbb{R}^n \), then \( T_x \mathbb{R}^n = \mathbb{R}^n \) under the natural identification. For \( x \in M \), the tangent space \( T_x M \) of \( M \) at \( x \) is defined as the set of all tangent vectors of \( M \) at \( x \). We say that a vector field \( V \) along a curve \( \gamma : [a, b] \to M \) is said to be parallel along \( \gamma \) if \( D_t V = 0 \) in \( [a, b] \). Here, \( D_t V \) is the covariant derivative along \( \gamma \) obtained by the normal projection of \( dV_{\gamma(t)}/dt \) onto the tangential plane of \( \mathcal{D} \) at \( \gamma(t) \). Note that geodesics in \( \mathbb{R}^d \) are straight lines and a constant vector is parallel along a straight line. See [14, 20, 34] for the general reference. We recall the existence and uniqueness of the parallel transport along a curve from [20].

**Lemma 2.1.** [20, Theorem 4.11] Given a curve \( \gamma : [0, t_1] \to M \) and a vector \( W_0 \in T_{\gamma(0)} \mathcal{M} \), there exists a unique parallel vector field \( V \) along \( \gamma \) such that \( V(\gamma(0)) = W_0 \).

Note that a geodesic between two points \( z_1 \) and \( z_2 \) on a sphere is a part of a great circle containing \( z_1 \) and \( z_2 \). Also, it is uniquely determined unless \( z_1 = -z_2 \). It is well-known that the parallel transport of a vector \( W_0 \) along a great circle is given by \( RW_0 \) for some rotation matrix \( R \). See Chapter 4.4 in [14]. We prove the following proposition for the sake of completeness.

**Proposition 2.2.** Let \( \gamma : [0, t_1] \to \mathcal{D} \) be a geodesic on a sphere and \( W_0 \in T_{\gamma(0)} \mathcal{D} \). If

\[
\gamma(0) + \gamma(t) \neq 0 \tag{2.1}
\]

for all \( t \in [0, t_1] \), then a vector field defined by

\[
V_{\gamma(t)} := R_{\gamma(0)\to\gamma(t)}W_0 \tag{2.2}
\]

is parallel along \( \gamma \), where \( R \) is the rotation operator given in (1.2).

**Proof.** By the symmetry of a sphere and the condition in (2.1), it is enough to consider a geodesic \( \gamma : [0, \theta_1] \to \mathcal{D} \) from \( e_1 \) to \( z_1 \) for some \( \theta_1 \in (0, \pi) \) given by

\[
\gamma(t) = (\cos(t), \sin(t), 0),
\]

where \( e_1 := (1, 0, 0) \), \( e_2 := (0, 1, 0) \), \( e_3 := (0, 0, 1) \), and \( z_1 := (\cos(\theta_1), \sin(\theta_1), 0) \).

We show that \( R_{\gamma(0)\to\gamma(t)}e_1 \) is parallel along \( \gamma \) for all \( t \in [0, \theta_1] \) and \( i \in \{2, 3\} \). By the direct computation, it holds that

\[
R_{x_j\to x_i} = \begin{bmatrix}
\cos(\alpha_i - \alpha_j) & -\sin(\alpha_i - \alpha_j) & 0 \\
\sin(\alpha_i - \alpha_j) & \cos(\alpha_i - \alpha_j) & 0 \\
0 & 0 & 1
\end{bmatrix} \tag{2.3}
\]

From (2.1), we can use (2.3) to obtain

\[
R_{\gamma(0)\to\gamma(t)}e_2 = (-\sin(t), \cos(t), 0) \quad \text{and} \quad R_{\gamma(0)\to\gamma(t)}e_3 = e_3.
\]

Thus, it follows that

\[
\frac{dR_{\gamma(0)\to\gamma(t)}e_2}{dt} = -\gamma(t) \quad \text{and} \quad \frac{dR_{\gamma(0)\to\gamma(t)}e_3}{dt} = 0.
\]

As the covariant derivatives are tangential components of above equations, \( D_t R_{\gamma(0)\to\gamma(t)}e_i \) is zero for all \( t \in [0, \theta_1] \) and \( i \in \{2, 3\} \). Note that \( \{e_2, e_3\} \) is a basis of \( T_{z_1} \mathcal{D} \). Therefore, \( W_0 \) can be written as a linear combination of \( e_2 \) and \( e_3 \) and we conclude that a vector field given in (2.2) is parallel along \( \gamma \).

We emphasize that the rotation operator \( R_{\gamma(0)} \) is an isometry as well as a bijection between two tangent spaces. We also present properties of the operator \( R_{\gamma(0)} \), for use in the next sections.

**Lemma 2.3.** For \( z_1, z_2 \in \mathcal{D} \) such that \( z_1 \neq z_2 \), \( z_1 \neq -z_2 \) and \( R_{z_1\to z_2} \) given in (1.2), it holds that

\[
R_{z_1\to z_2}(z_1) = z_2, \quad R_{z_1\to z_2}(z_2) = 2(z_1, z_2)z_2 - z_1, \quad \text{and} \quad R_{z_1\to z_2}(z_1 \times z_2) = z_1 \times z_2. \tag{2.4}
\]
Furthermore, we have

$$R_{z_1 \to z_2}^T R_{z_2 \to z_1}. \tag{2.5}$$

In particular, $R_{z_1 \to z_2}$ is an orthogonal matrix, that is

$$R_{z_1 \to z_2}^T R_{z_1 \to z_2} = I. \tag{2.6}$$

Proof. For the proof of this lemma, see Lemma 2.4 in [9].

**Proposition 2.4.** $R_{z_1 \to z_2}|_{T_{z_1} \mathcal{D}}$ is a bijection and an isometry from $T_{z_1} \mathcal{D}$ to $T_{z_2} \mathcal{D}$.

**Proof.** From (2.4) and (2.5) in Lemma 2.3, it holds that for any $v \in \mathbb{R}^3$,

$$\langle R_{z_1 \to z_2}(v), z_2 \rangle = v^T R_{z_1 \to z_2} z_2 = v^T R_{z_2 \to z_1} z_2 = v^T z_1 = \langle v, z_1 \rangle. \tag{2.7}$$

As $\mathcal{D}$ is a unit sphere, we have

$$\langle v, z_1 \rangle = 0 \quad \text{for any vector } v \in T_{z_1} \mathcal{D}. \tag{2.8}$$

From (2.7) and (2.8), we conclude that $\langle R_{z_1 \to z_2}(v), z_2 \rangle = 0$ for any vector $v \in T_{z_1} \mathcal{D}$ and thus

$$R_{z_1 \to z_2}(v) \in T_{z_2} \mathcal{D}. \tag{2.9}$$

Furthermore, as $R_{z_1 \to z_2}$ is an orthogonal matrix from Lemma 2.3, it is invertible. By (2.5) and (2.6) in Lemma 2.3, it holds that for any $v \in \mathbb{R}^3$,

$$\langle R_{z_1 \to z_2}^{-1}(v), z_1 \rangle = \langle v, z_2 \rangle. \tag{2.10}$$

From (2.7), $R_{z_1 \to z_2}^{-1}(v) \in T_{z_1} \mathcal{D}$ for any vector $v \in T_{z_2} \mathcal{D}$ and we conclude that $R_{z_1 \to z_2}$ is a bijection.

Lastly, as $R_{z_1 \to z_2}$ is an orthogonal matrix from Lemma 2.3, it is an isometry.

**2.2. Lagrange multiplier and energy dissipation on a sphere.** The C-S type flocking model on a sphere in (1.1) has the following property of the velocity alignment:

$$\lim_{t \to \infty} \max_{1 \leq i, j \leq N} \|x_i + x_j\| \|R_{x_j \to x_i}(v_j(t)) - v_i(t)\| = 0. \tag{2.11}$$

Here, $\|x_i + x_j\|$ term in the above flocking limit naturally appear from the geometric structure of the sphere. See [9] for the detailed argument. Notice that if we assume that there is a constant $C_t > 0$ such that $\|x_i + x_j\| \geq C_t$ for any $t > 0$ and $i, j \in \mathbb{N}$, then the above limit is equivalent to

$$\lim_{t \to \infty} \max_{1 \leq i, j \leq N} \|R_{x_j \to x_i}(v_j(t)) - v_i(t)\| = 0 \tag{2.12}$$

as the form of the velocity alignment in the flat space.

If the bonding force rate $\sigma$ is large enough comparing the differences of agents’ velocities and positions, then the following flocking result with position alignment holds.

**Theorem 2.5.** [9] Assume that $\psi_{ij}$ satisfies (H1)-(H3). If $2\sigma > N^2 \mathcal{E}(0)$, then the solution to (1.1) has time-asymptotic flocking on a unit sphere. Here, $\mathcal{E}(0)$ is the initial energy of the system given in (1.3).

We revisit the idea for deriving the flocking model introduced in [9]. Then, the centripetal force term of the flocking model will be explained using the Lagrange Multiplier, and the inter-particle bonding force term corresponding to the sphere will be defined. For the consistency of initial data on the unit sphere, we consider following initial conditions:

$$\langle v_i(0), x_i(0) \rangle = 0 \quad \text{and} \quad \|x_i(0)\| = 1, \quad \text{for all } 1 \leq i \leq N. \tag{2.9}$$

The augmented C-S model in the Euclidean space (See [28]), the following term is added as inter-particle bonding forces:

$$\frac{\sigma}{N} \sum_{k=1}^{N} (x_k - x_i).$$
Here, $\sigma > 0$ is the rate of the inter-particle bonding force. However, this term will prevent that the agent is located in the sphere. Thus, we adapt a modified inter-particle bonding force in [9]. We notice that the modified inter-particle bonding forces will be the form of Lohe operator in [23]. In summary, we consider the following model with the Lagrange multiplier $\lambda_i x_i$ for the controllability of position difference.

$$
\dot{x}_i = v_i, 
$$

$$
\dot{v}_i = \lambda_i x_i + \frac{N}{\psi_{ik}} R_{x_k \rightarrow x_i} (v_k) - v_i + \frac{\sigma}{N} \sum_{k=1}^{N} (x_k - x_i),
$$

(2.10) where $R_{x_k \rightarrow x_i}$ is an operator from $T_{x_j} D$ to $T_{x_i} D$.

Based on the idea of [9, Proposition 2.2], we choose $\{\lambda_i\}_{1 \leq i \leq N}$ for the flocking model with the inter-particle bonding force as follows:

$$
\lambda_i = \|v_i\|^2 \frac{\|x_i\|^2}{\sigma N} - \frac{\sum_{k=1}^{N} \langle x_k - x_i, x_i \rangle}{\langle x_i, x_i \rangle}. 
$$

(2.11) Then if initial data satisfy (2.9), then we will show that all agents are located in the unit sphere for all time. We first show that $x_i$ is on the unit sphere and $v_i$ is in the tangent space of $D$ at $x_i$ for all $1 \leq i \leq N$.

**Proposition 2.6.** For $\{\lambda_i\}_{1 \leq i \leq N}$ given in (2.11) and $t \in [0, \infty)$, the solution to (2.10a)-(2.10b) subject to (2.9) satisfies that

$$
\langle v_i(t), x_i(t) \rangle = 0, \quad \|x_i(t)\| = 1, \quad \text{for all } 1 \leq i \leq N.
$$

(2.12)

**Proof.** We claim that

$$
\frac{d}{dt} \langle v_i, x_i \rangle = 0.
$$

(2.13) From (2.10a)-(2.10b), it follows that

$$
\frac{d}{dt} \langle v_i, x_i \rangle = \langle \dot{v}_i, x_i \rangle + \|v_i\|^2
$$

$$
= \lambda_i \|x_i\|^2 + \sum_{k=1}^{N} \frac{\psi_{ik}}{N} (R_{x_k \rightarrow x_i} v_k - v_i, x_i) + \frac{\sigma}{N} \sum_{k=1}^{N} \langle x_k - x_i, x_i \rangle + \|v_i\|^2.
$$

As $R_{x_k \rightarrow x_i} v_k \in T_{x_i} D$ and $\lambda_i$ is given in (2.11),

$$
\frac{d}{dt} \langle v_i, x_i \rangle = -\left( \sum_{k=1}^{N} \frac{\psi_{ik}}{N} \right) \langle v_i, x_i \rangle,
$$

(2.14) and for all $t \in [0, \infty)$,

$$
\langle v_i(t), x_i(t) \rangle = \langle v_i(0), x_i(0) \rangle \exp \left( \int_{0}^{t} \frac{1}{N} \sum_{k=1}^{N} \frac{\psi_{ik}(s)}{N} ds \right) = 0.
$$

On the other hand, by (2.13), we have

$$
\frac{d}{dt} \|x_i\|^2 = 2 \langle v_i, x_i \rangle = 0
$$

and thus we conclude (2.12). □

Lastly, recall the following energy dissipation property. As mentioned before, this dissipation plays an important role in the proof of the flocking in [9]. We also crucially use this property when we prove the complete position flocking behavior.
Proposition 2.7. [9] Let \( \{(x_i, v_i)\}_{1 \leq i \leq N} \) be the solution to (1.1) with (H1)-(H3). Then, the following holds for all \( t \in [0, \infty) \),

\[
\frac{d\mathcal{E}}{dt} = -\sum_{i,j=1}^{N} \frac{\psi_{ij}}{N^2} \|R_{x_j \to x_i}(v_j) - v_i\|^2,
\]

where \( \mathcal{E} \) is the energy function of \( \{(x_i, v_i)\}_{1 \leq i \leq N} \) defined in (1.3). As a consequence, we have

\[
\mathcal{E}(t) + \sum_{i,j=1}^{N} \int_{0}^{t} \frac{\psi_{ij}}{N^2} \|R_{x_j(s) \to x_i(s)}(v_j(s)) - v_i(s)\|^2 ds \leq \mathcal{E}(0) \quad \text{for all } t \in [0, \infty).
\]

3. Reduction to a linearized system of equations with a negative definite coefficient matrix

In this section, we derive a linearized system of equations from the C-S type flocking model in (1.1). As mentioned before, the main obstacle in proving our main result comes from the lack of a conserved quantity. Compared to the original C-S model, the flocking model on sphere has no momentum conservation. Therefore, we cannot use the standard methodology using in the C-S model. On the other hand, the linearized system (3.7) with a negative definite coefficient matrix gives new sharp estimates on the diameters of positions and velocities. This leads the complete position flocking result in Section 4. Additionally, we notice that our uniform estimates does not depend on the number of agents \( N \). In order to obtain a uniform analysis regardless of \( N \), we need a global upper bound of physical quantities below, not the upper bound of their average as in [9].

For given \( i, j \in \{1, \ldots, N\} \) and \( \{(x_i, v_i)\}_{1 \leq i \leq N} \), consider the vector-valued functional \( X^{ij}(t) \) given by

\[
X^{ij}(t) := (X^{ij}_1(t), X^{ij}_2(t), X^{ij}_3(t))^T,
\]

where

\[
X^{ij}_1(t) := \|x_i(t) - x_j(t)\|^2, \quad X^{ij}_2(t) := \langle v_i(t) - v_j(t), x_i(t) - x_j(t) \rangle, \quad X^{ij}_3(t) := \|v_i(t) - v_j(t)\|^2.
\]

In Proposition 3.1, we prove that \( X^{ij} \) satisfies the system of linear differential equations in (3.7), which has the following inhomogeneous terms,

\[
F^{ij}(t) := (F^{ij}_1(t), F^{ij}_2(t), F^{ij}_3(t))^T,
\]

where \( F^{ij}_1, F^{ij}_2, \) and \( F^{ij}_3 \) are defined by

\[
F^{ij}_1(t) := 0, \\
F^{ij}_2(t) := -\frac{|v_i|^2 + |v_j|^2}{2} \|x_i - x_j\|^2 + \frac{\psi_{ij}}{N} \sum_{k=1}^{N} (R_{x_k \to x_i}(v_k) - R_{x_k \to x_j}(v_k), x_i - x_j)
\]

\[
+ \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ij}}{N} \right) (R_{x_k \to x_i}(v_k) - v_i, x_i - x_j)
\]

\[
- \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ij}}{N} \right) (R_{x_k \to x_j}(v_k) - v_j, x_i - x_j)
\]

\[
+ \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_i\|^2 \|x_i - x_j\|^2 + \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_j\|^2 \|x_i - x_j\|^2,
\]

\[
F^{ij}_3(t) := \frac{\psi_{ij}}{N} \sum_{k=1}^{N} (R_{x_k \to x_i}(v_k) - R_{x_k \to x_j}(v_k), v_i - v_j) + \sigma \|v_i - v_j\|^2.
\]
and
\[ F_{3}^{ij}(t) := 2(-\|v_i\|^2 x_i + \|v_j\|^2 x_j, v_i - v_j) \]
\[ + 2 \sum_{k=1}^{N} \psi_{0k} \langle R_{x_k \rightarrow x_i} (v_k) - R_{x_k \rightarrow x_j} (v_k), v_i - v_j \rangle \]
\[ + 2 \sum_{k=1}^{N} \left( \psi_{jk} - \frac{\psi_{ij}}{N} \right) \langle R_{x_k \rightarrow x_i} (v_k) - v_i, v_i - v_j \rangle \]
\[ - 2 \sum_{k=1}^{N} \left( \psi_{jk} - \frac{\psi_{jj}}{N} \right) \langle R_{x_k \rightarrow x_j} (v_k) - v_j, v_i - v_j \rangle \]
\[ + 2\sigma \sum_{k=1}^{N} ((x_i, x_k) - 1)(v_i, v_j) + \frac{2\sigma}{N} \sum_{k=1}^{N} ((x_j, x_k) - 1)(x_j, v_i). \]  \tag{3.6}

**Proposition 3.1.** Let \( \{(x_i, v_j)\}_{1 \leq i \leq N} \) be the solution to (1.1). For any \( i, j \in \{1, \ldots, N\} \), the vector-valued functional \( X^{ij} \) defined in (3.1)-(3.3) satisfies
\[ \frac{d}{dt} X^{ij}(t) = AX^{ij} + F^{ij}, \]  \tag{3.7}
where \( F^{ij} \) is the functional defined in (3.4)-(3.6) and for positive constants \( \sigma \) and \( \psi_0 := \psi(0) \), the coefficient matrix \( A \) is given by
\[ A = \begin{pmatrix} 0 & 2 & 0 \\ -\sigma & -\psi_0 & 1 \\ 0 & -2\sigma & -2\psi_0 \end{pmatrix}. \]

**Remark 3.2.** We will verify that the leading coefficients of the linearized system is the sum of a negative definite matrix and controllable quantities by the energy in (1.3).

**Proof of Proposition 3.1.** From direct calculation, it follows that
\[ \frac{d}{dt} X_1^{ij} = \frac{d}{dt} \|x_i - x_j\|^2 = 2\langle v_i - v_j, x_i - x_j \rangle = 2X_2^{ij}, \]  \tag{3.8}
and
\[ \frac{d}{dt} X_2^{ij} = \frac{d}{dt} \langle v_i - v_j, x_i - x_j \rangle = \langle v_i - v_j, v_i - v_j \rangle + \langle \dot{v}_i - \dot{v}_j, x_i - x_j \rangle = X_3^{ij} + \langle \dot{v}_i - \dot{v}_j, x_i - x_j \rangle. \]

By (1.1b), we obtain that
\[ \langle \dot{v}_i - \dot{v}_j, x_i - x_j \rangle = (-\|v_i\|^2 x_i + \|v_j\|^2 x_j, x_i - x_j) \]
\[ + \left( \sum_{k=1}^{N} \psi_{jk} (R_{x_k \rightarrow x_i} (v_k) - v_k) - \sum_{k=1}^{N} \psi_{ik} (R_{x_k \rightarrow x_j} (v_k) - v_j) \right) \]
\[ + \left( \frac{\sigma}{N} \sum_{k=1}^{N} (x_k - (x_i, x_k) x_i) - \frac{\sigma}{N} \sum_{k=1}^{N} (x_k - (x_j, x_k) x_j) \right) \]
\[ := K_1^{ij} + K_2^{ij} + K_3^{ij}. \]

For \( K_1^{ij} \), we use the conservation property of \( \|x_i\| \).
\[ K_1^{ij} = -\|v_i\|^2 + \|v_i\|^2 \langle x_i, x_j \rangle - \|v_j\|^2 + \|v_j\|^2 \langle x_i, x_j \rangle = -\frac{\|v_i\|^2 + \|v_j\|^2}{2} \|x_i - x_j\|^2. \]
Note that \( \psi_0 = \psi_{ii} \) for all \( i \in \{1, \ldots, N\} \). For \( K_2^{ij} \), we have

\[
K_2^{ij} = \left( \sum_{k=1}^{N} \frac{\psi_{ik}}{N} (R_{x_k \rightarrow x_i}(v_k) - v_i) - \sum_{k=1}^{N} \frac{\psi_{jk}}{N} (R_{x_k \rightarrow x_j}(v_k) - v_j), x_i - x_j \right)
\]

\[
= \left( \sum_{k=1}^{N} \frac{\psi_{0i}}{N} (R_{x_k \rightarrow x_i}(v_k) - v_i) - \sum_{k=1}^{N} \frac{\psi_{0j}}{N} (R_{x_k \rightarrow x_j}(v_k) - v_j), x_i - x_j \right)
\]

\[
+ \left( \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ii}}{N} \right) (R_{x_k \rightarrow x_i}(v_k) - v_i), x_i - x_j \right)
\]

\[
- \left( \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \rightarrow x_j}(v_k) - v_j), x_i - x_j \right)
\]

\[
= -\psi_0 (v_i - v_j, x_i - x_j) + \frac{\psi_{0i}}{N} \sum_{k=1}^{N} (R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k), x_i - x_j)
\]

\[
+ \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ii}}{N} \right) (R_{x_k \rightarrow x_i}(v_k) - v_i), x_i - x_j \right)
\]

\[
- \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \rightarrow x_j}(v_k) - v_j), x_i - x_j \right).
\]

Therefore, we have

\[
K_2^{ij} = -\psi_0 X_2^{ij} + \frac{\psi_{0i}}{N} \sum_{k=1}^{N} (R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k), x_i - x_j)
\]

\[
+ \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ii}}{N} \right) (R_{x_k \rightarrow x_i}(v_k) - v_i), x_i - x_j \right)
\]

\[
- \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \rightarrow x_j}(v_k) - v_j), x_i - x_j \right).
\]

For \( K_3 \), we use direct calculation to obtain

\[
K_3^{ij} = \frac{\sigma}{N} \sum_{k=1}^{N} \langle -(x_i, x_k) x_i + (x_j, x_k) x_j, x_i - x_j \rangle
\]

\[
= \frac{\sigma}{N} \sum_{k=1}^{N} \left( -\langle x_i, x_k \rangle + \langle x_i, x_k \rangle \langle x_i, x_j \rangle + \langle x_j, x_k \rangle \langle x_j, x_i \rangle - \langle x_j, x_k \rangle \right)
\]

\[
= -\frac{\sigma}{N} \sum_{k=1}^{N} \frac{\langle x_i, x_k \rangle + \langle x_j, x_k \rangle}{2} \|x_i - x_j\|^2
\]

\[
= -\sigma \|x_i - x_j\|^2 - \frac{\sigma}{N} \sum_{k=1}^{N} \frac{\langle x_i, x_k \rangle + \langle x_j, x_k \rangle}{2} \|x_i - x_j\|^2.
\]

This implies that

\[
K_3^{ij} = -\sigma X_3^{ij} + \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_i\|^2 \|x_i - x_j\|^2 + \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_j\|^2 \|x_i - x_j\|^2.
\]
Therefore,
\[
\frac{d}{dt} X_{2}^{ij} = X_{3}^{ij} + K_{1}^{ij} + K_{2}^{ij} + K_{3}^{ij}
\]
\[
= X_{3}^{ij} - \frac{\|v_i\|^2 + \|v_j\|^2}{2} \|x_i - x_j\|^2
\]
\[
- \psi_0 X_{2}^{ij} + \psi_0 \sum_{k=1}^{N} (R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k), x_i - x_j)
\]
\[
+ \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ii}}{N} \right) (R_{x_k \rightarrow x_i}(v_k) - v_i, x_i - x_j)
\]
\[
- \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \rightarrow x_j}(v_k) - v_j, x_i - x_j)
\]
\[
- \sigma X_{1}^{ij} + \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_i\|^2 \|x_i - x_j\|^2 + \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_j\|^2 \|x_i - x_j\|^2.
\]

Thus, we obtain the following differential equation for \( X_2 \).
\[
\frac{d}{dt} X_{2}^{ij} = X_{3}^{ij} - \psi_0 X_{2}^{ij} - \sigma X_{1}^{ij} + F_{2}^{ij}. \tag{3.9}
\]

We next consider \( X_{3}^{ij} \) case. By the definition of \( X_{3}^{ij} \),
\[
\frac{1}{2} \frac{d}{dt} X_{3}^{ij} = (\dot{v}_i - \dot{v}_j, v_i - v_j).
\]

By (1.1b), we have
\[
\langle \dot{v}_i - \dot{v}_j, v_i - v_j \rangle = (-\|v_i\|^2 x_i + \|v_j\|^2 x_j, v_i - v_j)
\]
\[
+ \left\langle \sum_{k=1}^{N} \frac{\psi_{ik}}{N} (R_{x_k \rightarrow x_i}(v_k) - v_i) - \sum_{k=1}^{N} \frac{\psi_{jk}}{N} (R_{x_k \rightarrow x_j}(v_k) - v_j), v_i - v_j \right\rangle
\]
\[
+ \frac{\sigma}{N} \sum_{k=1}^{N} (x_k - \langle x_i, x_k \rangle x_i) - \sigma \sum_{k=1}^{N} (x_k - \langle x_j, x_k \rangle x_j), v_i - v_j \rightangle
\]
\[
:= L_{1}^{ij} + L_{2}^{ij} + L_{3}^{ij}.
\]

Similar to \( X_{2}^{ij} \) case, we consider \( L_{1}^{ij} \), \( L_{2}^{ij} \), and \( L_{3}^{ij} \) separately and use
\[
\psi_0 = \psi_{ii} \quad \text{for all} \quad i \in \{1, \ldots, N\}.
\]

For \( L_{2}^{ij} \),
\[
L_{2}^{ij} = -\psi_0 (v_i - v_j, v_i - v_j) + \left\langle \sum_{k=1}^{N} \frac{\psi_{ik}}{N} (R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k)), v_i - v_j \right\rangle
\]
\[
+ \left\langle \sum_{k=1}^{N} \frac{\psi_{ik}}{N} - \frac{\psi_{ii}}{N} \right\rangle (R_{x_k \rightarrow x_i}(v_k) - v_i) - \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \rightarrow x_j}(v_k) - v_j), v_i - v_j \right\rangle.
\]
Therefore, we have

\[
L_{ij}^{1j} = -\psi_0 X_{3i}^{ij} + \sum_{k=1}^{N} \frac{\psi_0}{N} (R_{x_k \to x_i} (v_k) - R_{x_k \to x_j} (v_k), v_i - v_j) \\
+ \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ij}}{N} \right) (R_{x_k \to x_i} (v_k) - v_i, v_i - v_j) \\
- \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \to x_j} (v_k) - v_j, v_i - v_j).
\]

For \( L_{3}^{ij} \), we have

\[
L_{3}^{ij} = \frac{\sigma}{N} \sum_{k=1}^{N} (- (x_i, x_k)x_i + (x_j, x_k)x_j, v_i - v_j)
= \frac{\sigma}{N} \sum_{k=1}^{N} ((x_i, x_k)x_i, v_j) + (x_j, x_k)x_j, v_i)
= -\sigma (x_i - x_j, v_i - v_j) + \frac{\sigma}{N} \sum_{k=1}^{N} ((x_i, x_k) - 1)(x_i, v_j) + ((x_j, x_k) - 1)(x_j, v_i)
= -\sigma X_{2}^{ij} + \frac{\sigma}{N} \sum_{k=1}^{N} ((x_i, x_k) - 1)(x_i, v_j) + ((x_j, x_k) - 1)(x_j, v_i)
\]

Thus, we have

\[
\frac{1}{2} \frac{d}{dt} X_{3i}^{ij} = L_{1}^{ij} + L_{2}^{ij} + L_{3}^{ij}
= (-\|v_i\|^2 x_i + \|v_j\|^2 x_j, v_i - v_j) - \psi_0 X_{3i}^{ij} + \sum_{k=1}^{N} \frac{\psi_0}{N} (R_{x_k \to x_i} (v_k) - R_{x_k \to x_j} (v_k), v_i - v_j)
+ \sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ij}}{N} \right) (R_{x_k \to x_i} (v_k) - v_i, v_i - v_j)
- \sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) (R_{x_k \to x_j} (v_k) - v_j, v_i - v_j)
- \sigma X_{2}^{ij} + \frac{\sigma}{N} \sum_{k=1}^{N} ((x_i, x_k) - 1)(x_i, v_j) + ((x_j, x_k) - 1)(x_j, v_i)
\]

i.e.,

\[
\frac{d}{dt} X_{3i}^{ij} = -2\psi_0 X_{3i}^{ij} - 2\sigma X_{2}^{ij} + F_{i}^{ij},
\]

(3.10)

By (3.8), (3.9), and (3.10), we obtain the differential equation in (3.7).

\[\square\]

4. Uniform estimates for positions and velocities: the proof of the main theorem

In this section, we complete the proof of our main theorem: the complete position alignment of the solution to (1.1) when the differences of agents’ initial positions and velocities and the initial maximal velocity of all agents are sufficiently small. For simplicity, we define the following Lyapunov
functions.
\[ D_x(t) = \max_{1 \leq i,j \leq N} ||x_i(t) - x_j(t)||, \quad D_v(t) = \max_{1 \leq i,j \leq N} ||v_i(t) - v_j(t)||. \]
Based on the linearized system derived in Section 3, we obtain exponential decay rates for position and velocity diameters \( D_x(t), \) \( D_v(t) \) via estimating the inhomogeneous term \( F^{ij} \) defined in (3.4). The inhomogeneous term \( F^{ij} \) is bounded by \( c_l X^j + c_h \|X^j\|X^i \). The higher order term \( c_h \|X^j\|X^i \) will be controlled by small initial data assumption and the coefficient \( c_l \) of the lower order term is bounded by \( \|\psi\|V \), where \( V(t) \) is the maximal velocity defined by
\[ V(t) = \max_{1 \leq k \leq N} ||v_k(t)||. \]
As mentioned before, the energy functional \( E \) is decreasing. This dissipation property in Proposition 2.7 leads to a uniform boundedness of the maximum velocity \( V \). Since the coefficient matrix \( A \) in Proposition 3.1 is negative definite, combining the above properties, we can obtain the complete position flocking result.

**Lemma 4.1.** Let \( \{(x_i, v_i)\}_{1 \leq i \leq N} \) be the solution to (1.1). Assume that there is a constant \( \psi_m > 0 \) such that for any \( i, j \in \{1, \ldots, N\} \), \( \psi_{ij}(s) \geq \psi_m \) on \( 0 \leq s \leq t \). Then
\[ V^2(t) \leq e^{-\frac{2\sigma t}{\psi_m}} V^2(0) + \left(1 - e^{-\frac{2\sigma t}{\psi_m}}\right) \left(2 \sup_{0 \leq s \leq t} E_K(s) + \frac{4\sigma^2}{\psi_m} \sup_{0 \leq s \leq t} D_x^2(s)\right). \]

**Remark 4.2.** Without the bonding force \( \sigma = 0 \), it is not hard to verify that the maximal velocity \( V \) decreases in time. However, this property is not expected in our model due to the bonding force term \( \sigma > 0 \). Instead, we use the modulus preservation property of the rotation operator \( R \) as in Proposition 2.4 to get the uniform estimate for the maximal velocity.

**Proof of Lemma 4.1.** For a fixed \( t > 0 \), we can take an index \( i_t \) such that
\[ ||v_{i_t}(t)|| = \max_{1 \leq k \leq N} ||v_k(t)||. \]
Then, by (2.10b), we have
\[
\frac{d}{dt} ||v_{i_t}||^2 = 2 \sum_{k=1}^N \frac{\psi_{i_t k}}{N} \langle R_{x_k \rightarrow x_{i_t}} v_k, v_{i_t} \rangle - ||v_{i_t}||^2 + \frac{2\sigma}{N} \sum_{k=1}^N \langle x_k, v_{i_t} \rangle \\
= 2 \sum_{k=1}^N \frac{\psi_{i_t k}}{N} \langle R_{x_k \rightarrow x_{i_t}} v_k, v_{i_t} \rangle - ||v_{i_t}||^2 + \frac{2\sigma}{N} \sum_{k=1}^N \langle x_k - x_{i_t}, v_{i_t} \rangle \\
\leq 2 \sum_{k=1}^N \frac{\psi_{i_t k}}{N} \langle ||R_{x_k \rightarrow x_{i_t}} v_k|| ||v_{i_t}|| - ||v_{i_t}||, ||v_{i_t}|| \rangle + \frac{2\sigma}{N} \sum_{k=1}^N \langle x_k - x_{i_t}, v_{i_t} \rangle.
\]
We use the modulus conservation property in Proposition 2.4 to obtain
\[
\frac{d}{dt} ||v_{i_t}||^2 \leq 2 \sum_{k=1}^N \frac{\psi_{i_t k}}{N} (||v_k|| ||v_{i_t}|| - ||v_{i_t}||^2) + \frac{2\sigma}{N} \sum_{k=1}^N \langle x_k - x_{i_t}, v_{i_t} \rangle.
\]
Note that \( ||v_k|| ||v_{i_t}|| - ||v_{i_t}||^2 \leq 0 \). By the assumption of \( \psi_m \) and the index \( i_t \), we have
\[
\frac{d}{dt} ||v_{i_t}||^2 \leq 2 \sum_{k=1}^N \frac{\psi_m}{N} (||v_k|| ||v_{i_t}|| - ||v_{i_t}||^2) + \frac{2\sigma}{N} \sum_{k=1}^N \langle x_k - x_{i_t}, v_{i_t} \rangle.
\]
Young’s inequality implies that
\[
\frac{d}{dt} ||v_{i_t}||^2 \leq \sum_{k=1}^N \frac{\psi_m}{N} (||v_k||^2 - ||v_{i_t}||^2) + \frac{\sigma}{N} \sum_{k=1}^N \left(\frac{||x_k - x_{i_t}||^2}{\eta} + \eta ||v_{i_t}||^2\right),
\]
for any $\eta > 0$. Thus, we have
\[
\frac{d}{dt}\|v_t\|^2 \leq \psi_m E_K - (\psi_m - \sigma \eta)\|v_t\|^2 + \frac{\sigma}{N} \sum_{k=1}^{N} \|x_k - x_i\|^2.
\]
Let $\eta = \psi_m / 2\sigma$. Then
\[
\frac{d}{dt}\|v_t\|^2 \leq \psi_m E_K - \frac{\psi_m}{2}\|v_t\|^2 + \frac{2\sigma^2}{\psi_m} \max_{1 \leq i, j \leq N} \|x_i - x_j\|^2.
\]
Therefore, we have
\[
\|v_t(t)\|^2 \leq e^{-\frac{\psi_m t}{2}}\|v_t(0)\|^2 + e^{-\frac{\psi_m t}{2}} \int_0^t e^{\frac{\psi_m s}{2}} \left(\psi_m E_K(s) + \frac{2\sigma^2}{\psi_m} \max_{1 \leq i, j \leq N} \|x_i - x_j\|^2(s)\right) ds.
\]
This implies that
\[
\|v_t(t)\|^2 \leq e^{-\frac{\psi_m t}{2}}\|v_t(0)\|^2 + \left(1 - e^{-\frac{\psi_m t}{2}}\right) \left(2 \sup_{0 \leq s \leq t} E_K(s) + \frac{4\sigma^2}{\psi_m} \sup_{0 \leq s \leq t} \max_{1 \leq i, j \leq N} \|x_i - x_j\|^2(s)\right).
\]
\]

Next, we provide an estimate for inhomogeneous term $F^{ij}$ via $D_x$, $D_v$, and $V$.

**Lemma 4.3.** Let $\{v_t(x_i)\}_{1 \leq i \leq N}$ be the solution to (1.1). We assume that $\psi_{ij}$ satisfies (H1)-(H3). Then the following estimates hold.

\[
|F^{ij}_2(t)| \leq (V(t) + 6\|\psi\|_{C^1})V(t)D_{xx}^2(t) + \psi_0 V(t)D_{xx}^1(t) + \frac{\sigma}{2} D_{xx}^1(t),
\]
and
\[
|F^{ij}_3(t)| \leq (3V(t) + 6\|\psi\|_{C^1} + 2\sigma)V(t)D_{xx}^2(t) + (3V(t) + 7\|\psi\|_{C^1})V(t)D_{xx}^1(t) + \psi_0 V(t)D_{xx}^1(t),
\]
where $\psi_0 = \psi(0)$ and
\[
\|\psi\|_{C^1} = \sup_{x \in [0,2]} (|\psi(x)| + |\psi'(x)|).
\]

**Proof.** For simplicity, we define
\[
F^{ij}_{21} := -\frac{\|v_i\|^2 + \|v_j\|^2}{2} \|x_i - x_j\|^2,
\]
\[
F^{ij}_{22} := \frac{\psi_0}{N} \sum_{k=1}^{N} \langle R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k), x_i - x_j \rangle,
\]
\[
F^{ij}_{23} := \frac{\psi_j}{N} \sum_{k=1}^{N} (\frac{\psi_k}{N} - \frac{\psi_j}{N}) \langle R_{x_k \rightarrow x_i}(v_k) - v_i, x_i - x_j \rangle,
\]
\[
F^{ij}_{24} := \frac{\psi_j}{N} \sum_{k=1}^{N} (\frac{\psi_k}{N} - \frac{\psi_{ij}}{N}) \langle R_{x_k \rightarrow x_j}(v_k) - v_j, x_i - x_j \rangle,
\]
\[
F^{ij}_{25} := \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_i\|^2 \|x_i - x_j\|^2,
\]
\[
F^{ij}_{26} := \frac{\sigma}{4N} \sum_{k=1}^{N} \|x_k - x_j\|^2 \|x_i - x_j\|^2.
\]

Then
\[
F^{ij}_2(t) = F^{ij}_{21}(t) + F^{ij}_{22}(t) + F^{ij}_{23}(t) + F^{ij}_{24}(t) + F^{ij}_{25}(t) + F^{ij}_{26}(t).
\]
Clearly, we have

\[ |F_{21}^{ij}| \leq V^2 \|x_i - x_j\|^2. \]

Note that

\[ |F_{22}^{ij}| \leq \frac{\psi_0}{N} \sum_{k=1}^{N} \|R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k)\| \|x_i - x_j\|. \quad (4.1) \]

By the definition of the rotation operator \( R \) and \( \|x_i\| = 1 \) for any \( i \in \{1, \ldots, N\} \) and \( t \geq 0 \), we have

\[
\|R_{x_k \rightarrow x_i}(v_k) - R_{x_k \rightarrow x_j}(v_k)\| \leq \|(x_k, x_i - x_j)v_k\| + \|(x_i - x_j, v_k)x_k\|
\]
\[
+ \left\| (1 - \langle x_k, x_i \rangle) \left( \frac{x_k \times x_i}{|x_k \times x_i|} \right) \left( \frac{\langle x_k \times x_i, v_k \rangle}{|x_k \times x_i|} \right) \right\|
\]
\[
+ \left\| (1 - \langle x_k, x_j \rangle) \left( \frac{x_k \times x_j}{|x_k \times x_j|} \right) \left( \frac{\langle x_k \times x_j, v_k \rangle}{|x_k \times x_j|} \right) \right\|
\]
\[
\leq 2V\|x_i - x_j\| + \frac{V}{2}\|x_i - x_k\|^2 + \frac{V}{2}\|x_j - x_k\|^2.
\]

This and (4.1) yield that

\[
|F_{22}^{ij}| \leq 2\psi_0 V\|x_i - x_j\| + \frac{\psi_0 V}{2N} \sum_{k=1}^{N} \|x_i - x_j\|\|x_i - x_k\|^2 + \frac{\psi_0 V}{2N} \sum_{k=1}^{N} \|x_i - x_j\|\|x_j - x_k\|^2.
\]

Note that \( |\psi_{ik} - \psi_{ii}| = |\psi(\|x_i - x_k\|) - \psi(0)| \leq \|\psi\|_{C^1}\|x_i - x_k\| \). By the modulus conservation property of the rotation operator \( R \) and this estimate,

\[
|F_{23}^{ij}| \leq \sum_{k=1}^{N} \left\| \frac{\|\psi\|_{C^1}}{N} \left( \|R_{x_k \rightarrow x_i}(v_k)\| + \|v_k\| \right) \|x_i - x_k\|\|x_i - x_j\| \right\|
\]
\[
\leq \frac{2\|\psi\|_{C^1}}{N} V \sum_{k=1}^{N} \|x_i - x_k\|\|x_i - x_j\|.
\]

Similarly,

\[
|F_{24}^{ij}| \leq \frac{2\|\psi\|_{C^1}}{N} V \sum_{k=1}^{N} \|x_j - x_k\|\|x_i - x_j\|.
\]

Therefore,

\[
|F_{2}^{ij}(t)| \leq (V(t) + 6\|\psi\|_{C^1})V(t)D_x^2(t) + \psi_0 V(t)D_x^3(t) + \frac{\sigma}{2}D_x^4(t).
\]
Similarly, we define
\[
F_{31}^{ij} = 2(-\|v_i\|^2x_i + \|v_j\|^2x_j, v_i - v_j),
\]
\[
F_{32}^{ij} = 2\sum_{k=1}^{N} \frac{\psi_0}{N} \langle R_{x_k\rightarrow x_i}(v_k) - R_{x_k\rightarrow x_j}(v_k), v_i - v_j \rangle,
\]
\[
F_{33}^{ij} = 2\sum_{k=1}^{N} \left( \frac{\psi_{ik}}{N} - \frac{\psi_{ij}}{N} \right) \langle R_{x_k\rightarrow x_i}(v_k) - v_i, v_i - v_j \rangle,
\]
\[
F_{34}^{ij} = -2\sum_{k=1}^{N} \left( \frac{\psi_{jk}}{N} - \frac{\psi_{jj}}{N} \right) \langle R_{x_k\rightarrow x_j}(v_k) - v_j, v_i - v_j \rangle,
\]
\[
F_{35}^{ij} = \frac{2\sigma}{N} \sum_{k=1}^{N} \langle x_i, x_k \rangle - 1 \rangle \langle x_i, v_j \rangle,
\]
\[
F_{36}^{ij} = \frac{2\sigma}{N} \sum_{k=1}^{N} \langle x_j, x_k \rangle - 1 \rangle \langle x_j, v_i \rangle.
\]
Then,
\[
F_{3}^{ij}(t) = F_{31}^{ij} + F_{32}^{ij} + F_{33}^{ij} + F_{34}^{ij} + F_{35}^{ij} + F_{36}^{ij}.
\]
We next provide upper bounds for each of the terms sequentially.
\[
F_{31}^{ij} = 2\|v_i\|^2\langle x_i, v_j \rangle + 2\|v_j\|^2\langle x_j, v_i \rangle
\]
\[
= 2(\|v_i\|^2 - \|v_j\|^2)\langle x_i, v_j \rangle + 2\|v_j\|^2 \langle x_i, v_j \rangle + \langle x_j, v_i \rangle
\]
\[
= 2(\|v_i\|^2 - \|v_j\|^2)\langle x_i - x_j, v_j \rangle - 2\|v_j\|^2 \langle x_i - x_j, v_i - v_j \rangle.
\]
Therefore, we have
\[
|F_{31}^{ij}| \leq 2\|v_i - v_j\| (\|v_i\| + \|v_j\|)\|x_i - x_j\| \|v_j\| + 2\|v_j\|^2 \|x_i - x_j\| \|v_i - v_j\|
\]
\[
\leq 6\|v\|^2 \|x_i - x_j\| \|v_i - v_j\|.
\]
Similar to \(F_{2}^{ij}\), we can obtain
\[
|F_{32}^{ij}| \leq 4\psi_0 |x_i - x_j| \|v_i\| \|v_j\|
\]
\[
+ \frac{\psi_0}{N} \sum_{k=1}^{N} \|x_i - x_k\| \|v_i - v_j\| + \frac{\psi_0}{N} \sum_{k=1}^{N} \|x_j - x_k\| \|v_i - v_j\|,
\]
\[
|F_{33}^{ij}| \leq 4\|\psi\| c_1 \frac{\psi}{N} \sum_{k=1}^{N} \|x_i - x_k\| \|v_i - v_j\|,
\]
\[
|F_{34}^{ij}| \leq 4\|\psi\| c_1 \frac{\psi}{N} \sum_{k=1}^{N} \|x_j - x_k\| \|v_i - v_j\|.
\]
For \(F_{35}^{ij}\) and \(F_{36}^{ij}\),
\[
|F_{35}^{ij}| \leq \frac{\sigma \psi}{N} \sum_{k=1}^{N} \|x_i - x_k\|^2, \quad |F_{36}^{ij}| \leq \frac{\sigma \psi}{N} \sum_{k=1}^{N} \|x_j - x_k\|^2.
\]
Therefore,
\[
|F_{3}^{ij}(t)| \leq (3\psi(t) + 6\|\psi\| c_1 + 2\sigma)\psi(t)D_2^2(t) + (3\psi(t) + 7\|\psi\| c_1)\psi(t)D_2^2(t) + \psi_0 \psi(t)D_4^4(t).
\]
As a consequence of Proposition 2.7, Proposition 3.1, Lemma 4.1, and Lemma 4.3, we prove our main theorem as follows:

**Proof of Theorem 1.** By Proposition 3.1, \( X_{ij} \) satisfies

\[
\frac{d}{dt}X_{ij}(t) = AX_{ij} + F_{ij},
\]

where the coefficient matrix \( A \) is given by

\[
A = \begin{pmatrix}
0 & 2 & 0 \\
-\sigma & -\psi_0 & 1 \\
0 & -2\sigma & -2\psi_0
\end{pmatrix}.
\]

Note that the eigenvalues of \( A \) is

\[
\{-\psi_0, -\psi_0 - \sqrt{\psi_0^2 - 4\sigma}, -\psi_0 + \sqrt{\psi_0^2 - 4\sigma}\}.
\]

Thus, if \( \psi_0^2 \leq 4\sigma \), then the maximum real part of the eigenvalues of \( A(t) \) is \( -\psi_0 \). If \( \psi_0^2 > 4\sigma \), then the maximum real part of the eigenvalues of \( A(t) \) is \( -\psi_0 + \sqrt{\psi_0^2 - 4\sigma} \) and satisfies

\[
-\psi_0 + \sqrt{\psi_0^2 - 4\sigma} = -\frac{4\sigma}{\psi_0 + \sqrt{\psi_0^2 - 4\sigma}} \leq -\frac{2\sigma}{\psi_0}.
\]

We denote the maximum real part of the eigenvalues of \( A \) by

\[-\mu < 0.\]

Therefore, by (4.2),

\[
\frac{1}{2} \frac{d}{dt} \|X_{ij}(t)\|^2 = \langle X_{ij}(t), AX_{ij}(t) \rangle + \langle X_{ij}(t), F_{ij}(t) \rangle \\
\leq -\mu \|X_{ij}(t)\|^2 + \|X_{ij}(t)\| \|F_{ij}(t)\|.
\]

Thus, we have

\[
\frac{d}{dt} \|X_{ij}(t)\| \leq -\mu \|X_{ij}(t)\| + \|F_{ij}(t)\|.
\]

By Lemma 4.3,

\[
\|F_{ij}(t)\| \leq C \frac{V(t) + V^2(t)}{4} D_2^2(t) + C \frac{V(t) + V^2(t)}{4} D_3^2(t) + \sigma D_4(t),
\]

where \( C = C(\psi, \sigma) \) is a constant depending on \( \psi \) and \( \sigma \).

Therefore, we have

\[
\frac{d}{dt} \|X_{ij}(t)\| \leq -\mu \|X_{ij}(t)\| + C \frac{V(t) + V^2(t)}{4} D_2^2(t) + C \frac{V(t) + V^2(t)}{4} D_3^2(t) + \frac{\sigma}{2} D_4(t).
\]

Let

\[X(t) = \max_{1 \leq i, j \leq N} \|X_{ij}(t)\|.
\]

Clearly, we have

\[D_2^2(t), D_3^2(t) \leq X(t).
\]

Then

\[
\frac{d}{dt} X(t) \leq -\mu X(t) + C \frac{V(t) + V^2(t)}{2} X(t) + \frac{\sigma}{2} X^2(t).
\]

(4.3)
We let
\[ V_0 := \begin{cases} 
\frac{\mu}{4C} & \text{if } \frac{\mu}{4C} < 1, \\
\sqrt{\frac{\mu}{4C}} & \text{if } \frac{\mu}{4C} \geq 1,
\end{cases} \quad \mathcal{E}_0 := \begin{cases} 
\frac{\mu^2}{64C^2} & \text{if } \frac{\mu}{4C} < 1, \\
\frac{\mu}{16C} & \text{if } \frac{\mu}{4C} \geq 1,
\end{cases} \]
and \( \psi_m = \psi(\sqrt{X_M}) \), where \( X_M > 0 \) is a constant satisfying
\[ \begin{cases} 
\sqrt{X_M} = \frac{\mu}{\sqrt{128C\sigma}} \psi(\sqrt{X_M}) & \text{if } \frac{\mu}{4C} < 1, \\
\sqrt{X_M} = \frac{\sqrt{\mu}}{\sqrt{32C\sigma}} \psi(\sqrt{X_M}) & \text{if } \frac{\mu}{4C} \geq 1.
\end{cases} \] (4.4)

We assume that
\[ V(0) < V_0, \quad \mathcal{E}(0) < \mathcal{E}_0, \quad X(0) < \min \left\{ \frac{\mu}{2\sigma}, X_M \right\}. \] (4.5)

By the initial data assumption, there is \( \epsilon > 0 \) such that for \( t \in [0, \epsilon) \),
\[ V(t) < V_0, \quad X(t) < \min \left\{ \frac{\mu}{2\sigma}, X_M \right\}. \]
Assume that there is \( T > 0 \) such that
\[ V(t) < V_0, \quad X(t) < \min \left\{ \frac{\mu}{2\sigma}, X_M \right\} \quad \text{for any } t \in [0, T), \] (4.6)

but
\[ V(T) = V_0, \quad \text{or } X(T) = \min \left\{ \frac{\mu}{2\sigma}, X_M \right\}. \] (4.7)

Then by (4.3), for \( t \in [0, T) \),
\[ \frac{d}{dt} X(t) \leq -\frac{\mu}{2} X(t), \]
i.e., for \( t \in [0, T) \),
\[ X(t) < X(0). \]

This implies that
\[ X(T) = \lim_{t \to T^-} X(t) \leq X(0) < \min \left\{ \frac{\mu}{2\sigma}, X_M \right\}. \]

Note that for any \( i, j \in \{1, \ldots, N\} \), \( \psi_{ij}(s) = \psi(\|x_i(s) - x_j(s)\|) \geq \psi(\sqrt{X_M}) = \psi_m \) on \( 0 \leq s \leq T \) and by Proposition 2.7, for any \( t \geq 0 \),
\[ \mathcal{E}_K(t) \leq \mathcal{E}(t) \leq \mathcal{E}(0). \]

Here, \( \mathcal{E}_K(t) \) is given in (1.3). Therefore, by Lemma 4.1 and the above,
\[ \mathcal{V}^2(t) \leq e^{-\frac{\mu}{2\sigma} t} \mathcal{V}^2(0) + \left(1 - e^{-\frac{\mu}{2\sigma} t}\right) \left(2 \sup_{0 \leq s \leq t} \mathcal{E}_K(s) + \frac{4\sigma^2}{\psi_m^2} \sup_{0 \leq s \leq t} D_X^2(s)\right) \]
\[ \leq e^{-\frac{\mu}{2\sigma} t} \mathcal{V}^2(0) + \left(1 - e^{-\frac{\mu}{2\sigma} t}\right) \left(2\mathcal{E}(0) + \frac{4\sigma^2}{\psi_m^2} \sup_{0 \leq s \leq t} X(s)\right). \] (4.8)

By (4.8), for \( t \in [0, T) \),
\[ \mathcal{V}^2(t) \leq e^{-\frac{\mu}{2\sigma} t} \mathcal{V}^2(0) + \left(1 - e^{-\frac{\mu}{2\sigma} t}\right) \left(2\mathcal{E}(0) + \frac{4\sigma^2}{\psi_m^2} X(0)\right) \]
and
\[ \mathcal{V}^2(T) = \lim_{t \to T^-} \mathcal{V}^2(t) \leq \max \left\{ \mathcal{V}^2(0), 2\mathcal{E}(0) + \frac{4\sigma^2}{\psi_m^2} X(0)\right\} \leq \begin{cases} 
\frac{\mu^2}{16C^2} & \text{if } \frac{\mu}{4C} < 1, \\
\frac{\mu}{16C} & \text{if } \frac{\mu}{4C} \geq 1.
\end{cases} \]
Here, we used the equality in (4.4).

Therefore, there is no $T > 0$ satisfying (4.6) and (4.7), i.e., for any $t \geq 0$, the followings hold.

$$V(t) < V_0, \quad X(t) < \min\left\{\frac{\mu^2}{2\sigma}, X_M\right\}.$$ 

Therefore, by (4.3),

$$\frac{d}{dt}X(t) \leq -\frac{\mu}{2}X(t), \quad \text{for any } t \in [0, T).$$

By Gronwall’s lemma, we obtain the desired result. \qed

5. Numerical simulations

In this section, we conduct some numerical simulations of 6-agents system of (1.1) to confirm our mathematical results in Theorem 1 and to check the exponential convergence rate

$$\delta = \frac{\mu}{2}.$$ 

We use the fourth order Runge-Kutta method and MATLAB programming for the simulations.

Let

$$\psi(x) = 3(\exp(2 - x) - 1) \quad \text{and} \quad \sigma = 1.$$ 

\[\text{Figure 1. Time evolution of solution of (1.1) under the admissible initial data condition}\]
Then we can easily check that $\psi$ satisfies the condition in $(\mathcal{H}_1)$-$(\mathcal{H}_3)$. The initial configuration is randomly chosen satisfying conditions in Theorem 1 such that

$$
x_1(0) = (-0.3903, -0.4756, 0.7883), \quad x_2(0) = (-0.5800, -0.7067, 0.4052),
$$

$$
x_3(0) = (-0.6746, -0.2998, 0.6746), \quad x_4(0) = (-0.4472, 0.0000, 0.8944),
$$

$$
x_5(0) = (-0.1249, 0.2084, 0.9700), \quad x_6(0) = (-0.6236, 0.6236, 0.4714),
$$

and

$$
v_1(0) = (-0.4707, 0.1259, -0.1571), \quad v_2(0) = (-0.0986, 0.4355, 0.6185),
$$

$$
v_3(0) = (0.1892, 0.1666, 0.2631), \quad v_4(0) = (0.4605, 0.5046, 0.2302),
$$

$$
v_5(0) = (-0.4914, 0.7722, -0.2292), \quad v_6(0) = (-0.0148, 0.1342, -0.1971).
$$

The time evolution of the solution to (1.1) under the above setting is given in Figure 1. To visually represent the solution, we here use red points for the agent’s positions $\{x_i(t)\}_{i=1}^N$ at $t = t_0$ and the blue lines for the trajectory of agents on the time interval $[t_0 - 3, 3]$. Here the white points in Figure 1(b) and (c) mean the agent’s positions on the opposite side of the visible side. Eventually, we can observe the phenomenon in Figure 1 that all the agents gather to one point and they converge into a trajectory orbiting a great circle at a constant speed.

In Figure 2, we display the maximal spatial diameter $\max_{i,j} \|x_i(t) - x_j(t)\|$ of the solution and we can check that it decays exponentially as we proved in Theorem 1. Additionally, if we increase the inter-particle bonding force such as $\sigma = 5$, then the above initial data does not satisfy the admissible condition, i.e.,

$$X(0) > \min \left\{ \frac{\mu}{2\sigma}, X_M \right\}.$$

Then, we can see that the sufficient exponential decay rate does not appear. See Figure 3.

6. CONCLUSION AND DISCUSSION

In this paper, we studied the interactions of the inter-particle bonding forces and flocking operator on a sphere. We show that the model has the complete position flocking for an admissible initial condition depending on $\psi, \sigma$. We note that the initial data condition does not depend on the number.
of particles $N$. As the flat space case, we obtain that the ensemble converges to one point particle with one velocity when a flocking model has the inter-particle bonding forces. We crucially use the energy dissipation property in Proposition 2.7 because our model has no momentum conservation. From the energy dissipation leads to uniform upper bound of velocities. We simultaneously use the Lyapunov functional method and a reduction to a linearized system of differential equations to obtain the asymptotic position alignment result.
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