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In recent years, wireless sensor network technology has continued to develop, and it has become one of the research hotspots in the information field. People have higher and higher requirements for the communication rate and network coverage of the communication network, which also makes the problems of limited wireless mobile communication network coverage and insufficient wireless resource utilization efficiency become increasingly prominent. This article is aimed at studying a support vector regression method for long-term prediction in the context of wireless network communication and applying the method to regional economy. This article uses the contrast experiment method and the space occupancy rate algorithm, combined with the vector regression algorithm of machine learning. Research on the laws of machine learning under the premise of less sample data solves the problem of the lack of a unified framework that can be referred to in machine learning with limited samples. The experimental results show that the distance between AP1 and AP2 is 0.4 m, and the distance between AP2 and Client2 is 0.6 m. When BPSK is used for OFDM modulation, 2500 MHz is used as the USRP center frequency, and 0.5 MHz is used as the USRP bandwidth; AP1 can send data packets. The length is 100 bytes, the number of sent data packets is 100, the gain of Client2 is 0–38, the receiving gain of AP2 is 0, and the receiving gain of AP1 is 19. The support vector regression method based on wireless network communication for regional economic mid- and long-term predictions was completed well.

1. Introduction

The wireless sensor network (WSN) is now a research field that has attracted widespread attention. With the rapid development of technologies such as microelectromechanical systems, chip systems, wireless communication systems, and integrated low-power systems, wireless sensor network technology has developed rapidly. Wireless sensor networks are widely used in daily life, military, industry, and many other fields to help people understand or master the real world more easily and quickly. Research on wireless sensor networks can be traced back to the 1970s. Initially, it was mainly used in the field of military research by the United States. In 1978, the Defense Advanced Research Projects Agency (DARPA) and Carnegie-Mellon University (Carnegie-Mellon University) jointly researched distributed sensor networks and held a seminar on distributed wireless sensor networks. The Sensor Webs project was researched by the National Space Administration (NASA) laboratory in 2001 to provide synchronized, all-weather, and interconnected global images through satellite sensors orbiting the earth to achieve rapid response to abnormal events. The technology is ready to be used in the field of Mars exploration. In recent years, my country has also strongly supported the research of wireless sensor networks. The “National Science and Technology Medium and Long-term Development Plan” includes “intelligent technology” and “network self-organizing technology” related to wireless sensor network research.

Once the wireless sensor network is developed, various detailed environmental data or target information can be obtained in the area of the detected object, so as to realize people's unpleasant or inaccessible perception of the physical world, so as to achieve communication between people. Wireless sensor networks have very wide application...
potential in many fields such as daily life, military, and industry. In daily life, it is used for medical treatment and health monitoring; for example, doctors can remotely collect various vital signs of patients, for environmental science, such as migratory bird migration, ocean, and earthquake monitoring. Due to its complexity, it is used in the military. In a war environment, collecting information through sensor nodes has become an indispensable part of the military field, providing surveillance, reconnaissance, and deployment functions for military command. Used in industrial fields, such as dangerous working environment or complex mechanical equipment and feedback the occupational health status of the monitoring area at any time. In the future development, wireless sensor networks will be more widely and meticulously applied to various fields of production and life.

In recent years, many scholars have put forward constructive opinions on this issue. Raza et al. proposed a general learning algorithm SVM (support vector machine) based on statistical learning theory. The algorithm is based on the theory of structural risk minimization and generalized error bounds and strikes a balance between empirical risk and confidence risk. But their research did not map the data samples in the low-dimensional space to the high-dimensional space nor could it provide a way to solve some linear inseparable problems [1]. Tang and Wang thoroughly studied the generalization performance of support vector machines and extended their application areas to multiclassification and regression problems. But their research did not propose a variant algorithm of SVM, which does not have much reference value [2]. Bertini et al. gave a similar error bound for soft-margin support vector machines in the case of classification and regression. A support vector machine is a binary classification model. Its basic model is a linear classifier with the largest interval defined in the feature space. The largest interval makes it different from the perceptron. However, the margin of error in his research is still too large to be practical for promotion [3]. Shrestha and other scholars obtained a simplified support vector machine model by reducing the size of the support vector set within a limited loss boundary. This method has some shortcomings: first of all, it has a large amount of calculation, and it still simplifies after finding all the support vectors, and while simplifying, because it is an indiscriminate reduction, the accuracy of recognition is sacrificed [4]. After in-depth research on the basis of RSVM (Reduced Support Vector Machine) proposed by the predecessors, Borisov and Pudalov artificially restricted the support vector to a subset containing training samples. Obviously, this method can reduce the support vector only when the number of training samples is large and the support vector occupies a very high proportion of it. In general, the number of support vector is not only do not decrease but may increase [5]. In order to reduce the QSSVM algorithm’s one-sided pursuit of iterative update times and the need to repeatedly solve the problem of quadratic programming, Liu et al. used the average Euclidean distance method to quickly optimize the QSSVM model, but his research did not use the support vector data description algorithm for outlier detection, which makes the algorithm process complicated, and there is no training sample reduction strategy [6]. Purnima et al. proposed an incremental hyperellipsoid model for the unsteady distribution of sensor network data streams. The detected outliers are used to trigger the incremental update of the decision-making model. The algorithm achieves nearly real-time tracking of the data stream. But their research did not reduce the time complexity of the kernel function calculation [7].

The innovations of this paper are the following: (1) The design of the system data source is proposed, the scale of the data source of the decision-making system and the parameter type of the vector machine are selected, and the CC2530 single-chip microcomputer is innovatively selected as the system carrier. (2) The boundary of generalization error is deduced, and the algorithm of inequality is given to describe the relationship between the empirical risk and the actual risk of function concentration. (3) In the discussion part, the introduction of the vector regression method is proposed, and the introduction is from the shallow to the deep from the perspective of mechanical learning, which strengthens the logic of the article.

2. Support Vector Regression Method for Medium- and Long-Term Predictions of Regional Economy Based on Wireless Network Communication

2.1. Definition and Classification of Wireless Network Sensors. In practical applications, the wireless sensor network system is a hierarchical application structure model. The following mainly introduces the overall architecture design and operation of each level of the wireless network sensor application system [8]. Aiming at the shortcomings of the single-gateway system structure of the wireless sensor network, a multigateway transmission system is proposed [9]. The gateway is essentially an IP address from a network to other networks. For example, there are network A and network B. The IP address range of network A is 192.168.1.1 to 192.68.1.254, and the subnet mask is 255.255.255.0; the IP address range of network B is "192.168.2.1 to 192.168.2.254." The netmask is 255.255.255.0. In the absence of a router, TCP/IP communication cannot be carried out between the two networks, even if the two networks are connected to the same switch (or hub), the TCP/IP protocol is also unable to communicate. According to the subnet mask, it is determined that the hosts in the two networks are in different networks, as shown in Figure 1.

In modern wireless local area networks [10], the development of dense wireless access points makes adjacent co-frequency networks more and more common [11, 12]. The use of the same channel in adjacent networks makes the channel competition of each node in the network fierce with serious interference [13, 14]. The transmission efficiency drops sharply, which seriously affects the transmission performance of the entire network [15]. Network congestion (congestion) refers to the situation wherein when too many packets are transmitted in the packet switching
network, the network transmission performance is reduced due to the limited resources of the store and forward nodes. When the network is congested, data loss generally occurs, the delay increases, and the throughput decreases. In severe cases, it may even lead to “congestion collapse” (congestion collapse). Under normal circumstances, network congestion occurs when the network performance is degraded due to excessive increase in the load on the network. In order to improve the efficient performance of business wireless LAN transmission, simultaneous multinode communication technology on the network has become a current research hotspot [16, 17]. The modern multinode communication technology studied today is mainly to combine and synchronize access points with wireless local area networks to form a huge distributed multiantenna system [18, 19]. This requires high synchronization accuracy between different wireless access points, and simultaneous uplink communication or simultaneous downlink communication can be achieved at a specific time [20].

In real scenarios, it is not uncommon for a large amount of data to be transmitted up and down between adjacent subnets [21], but there is a lack of research on simultaneous uplink and downlink communication technologies [22]. Based on the characteristics of wireless local area networks and the coexistence of single-antenna nodes and multiantenna nodes on the client side in real life [23], this work establishes a system model and uses the advantages of the central controller to achieve synchronous communication [24]. Two interference cancellation techniques are used for the interference and interference problems on the uplink and downlink AP sides, namely, interference reset and coordinated interference cancellation, so that the receiving node can receive data packets correctly [25]. Cooperative interference cancellation is to estimate the interference introduced by different users and multipaths and then subtract the interference estimate from the received signal (the judge must first filter out the influence of various interferences when receiving a case). Serial Interference Cancellation (SIC) is to gradually subtract the largest user interference, which is equivalent to a case being judged by different judges successively; Parallel Interference Cancellation (PIC) is to simultaneously reduce and remove the interference of all other users outside of itself, which is equivalent to multiple judges trying the same case at the same time. It certainly saves time to make a judgment at the same time than to make multiple judgments one after the other. In the same way, the signal processing delay of PIC is more reduced than that of SIC. The functional structure of the sensor is shown in Figure 2.

2.2. Focus of SVM Improvement and Perfection

2.2.1. Increase Training Speed. In general, the larger the number, the better the learning effect, but more support vectors will increase the calculation response of the learner. Therefore, if you want to increase the computing speed of SVM and make it more calmly face large-scale data processing problems, it is very meaningful to reduce the number of support vectors. Another idea to speed up the classification of support vector machines is to replace all support vectors with a small amount of support vectors and obtain a sparse representation of the existing support vectors. The disadvantage of this method is that solving the self-built transformation matrix of reduced support vectors is a more complex optimization problem. Using some numerical calculation software, the value that satisfies the optimal result can be calculated on the training data set and then solved. Obviously, the points on the support vector satisfy the Slater condition, so the optimization problem satisfies the Slater condition, so the solution of the dual problem is equivalent to the solution of the original problem, so that we can directly solve the optimal solution of the dual problem. There are also some algorithms that can quickly calculate the results. We will introduce these later. The construction of the support vector machine in the case of completely linear separability is completed here. In fact, not all values are nonzero; only the point on the support vector machine has a nonzero value, which is consistent with the first case in the inequality constraint.
2.2.2. Research on Support Vector Machine Multiclassification Algorithm. Based on the problem prototypes in real life, the modeling of many problems needs to be explained from the perspective of multicategory. The classic SVM algorithm has achieved good results in the study of two types of classification problems and has been widely used. How to effectively transfer the more mature two-classification capabilities of SVM to multiclassification problems is a practical requirement for expanding the application field of support vector machines’ high research value. SVM is developed from the optimal classification surface in the case of linear separability. The optimal classification surface requires that the classification line not only correctly separates the two classes (training error rate is 0) but also maximizes the classification interval. SVM considers looking for a hyperplane that meets the classification requirements and makes the points in the training set as far as possible from the classification surface, that is, looking for a classification surface to maximize the margin on both sides of it. The training samples of H1 and H2 on the hyperplane that is closest to the classification surface and parallel to the optimal classification surface in these two types of samples are called support vectors.

2.2.3. Optimization of Learning Problems. The optimization of the algorithm is mainly reflected in the improvement of the generalization ability of the algorithm and the solution of the problems encountered in the actual application of the algorithm. When training the SVM learner with samples, if the positive and negative samples are highly mixed, the phenomenon of over-learning may occur, which makes the classification surface too complex and over-loyal to the sample set, which reduces the generalization ability. In addition, the processing of approximate outliers and noise existing in the sample, as far as possible, to eliminate the impact of these two types of data on the classification results is also the focus of research. Based on this problem, fuzzy concepts with strong robustness are introduced into SVM research, such as the F-SVM algorithm. The comparison table of the difference and connection between the two algorithms of SVM and F-SVM is shown in Table 1.

2.2.4. Improvement of SVR (Support Vector Regression) Algorithm. Classification and regression problems are the main problems to be solved in machine learning methods. With the continuous emergence of classification algorithms, the use of support vector machines for regression learning on nonlinear problems has entered people’s field of vision, and its structural risk based on statistical theory is minimized. The criterion makes it have certain advantages in the process of function optimization.

2.3. Space Occupancy Rate. The space full rate refers to the ratio of the memory occupied by all bytes to the total capacity of the path to be tested in a given period of time. The data is analyzed through the dimensions of traffic density, reflecting the occupancy of the line to be detected at a given time. However, because the data cannot be obtained directly, it is not applicable in most cases.

\[ R_s = \frac{1}{2} \sum_{i=1}^{n} l_i. \]  

(1)

The formula for time occupancy is

\[ R_t = \frac{1}{T} \sum_{i=1}^{n} t_i. \]  

(2)

Historical average method: the average value of the data at the same time on different dates is used as the estimated value of the missing value, as shown in

\[ y(t) = \frac{1}{n} \sum_{i=1}^{n} y_i(t). \]  

(3)

Adjacent data averaging method: the average value of adjacent moments is used as the estimated value, as shown in

\[ y(t) = \frac{y(t-1) + y(t+1)}{2}. \]  

(4)

Weighted average method: use the weighted average of adjacent historical data and adjacent actual measured values as the estimated value. The weighted average method uses several past observations of the same variable arranged in chronological order and uses the number of times the
time-sequential variable appears as the weight to calculate the weighted arithmetic average of the observations, and this number is used as the forecast for the future period. A trend forecasting method for the predicted value of a variable, as shown in

\[ y(t) = y(t - 1) + (1 - y)y(t). \]  

When using this function as a filter, the frequency band correlation is relatively large, which is convenient for filtering processing. The wavelet function is

\[ \psi(t) = \sqrt{2} \sum_{k \in \mathbb{Z}} (-1)^{1-k} h_k \varphi(2t - k) k \in \mathbb{Z}. \]  

Using linear function conversion, the data is normalized between 0 and 1, as the statistical probability distribution. The specific formula is as follows:

\[ y = \frac{x - \text{MinValue}}{\text{MaxValue} - \text{MinValue}}. \]  

Among them, MaxValue is the maximum value of the training sample set and MinValue is the minimum value. In the field of machine learning, different evaluation indicators (that is, the different features in the feature vector are the different evaluation indicators) often have different dimensions and dimensional units. This situation will affect the results of data analysis. In order to eliminate the indicators, the dimensional influence between the data needs to be standardized to solve the comparability between data indicators. After the raw data is processed by data standardization, the indicators are in the same order of magnitude, which is suitable for comprehensive comparative evaluation. Among them, the most typical is the normalization of data. The existence of a singular sample data will increase the training time and may also lead to failure to converge. Therefore, when there is singular sample data, it is necessary to normalize the preprocessed data before training; conversely, when there is no singular sample data, then normalization is not required. If the normalization is not performed, the value of different features in the feature vector is quite different, which will cause the objective function to become "flat." In this way, when performing gradient descent, the direction of the gradient will deviate from the direction of the minimum value and take many detours, that is, the training time is too long.

Next, we will introduce the algorithm of vector machine mechanical learning.

Statistical learning theory (SLT) has a solid theoretical foundation. The difference from traditional statistics is that the study of the laws of machine learning under the premise of less sample data solves the problem of the lack of a unified framework for machine learning with limited samples.

The problems to be studied in machine learning are as follows: \( n \) independent samples are known:

\[ (x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n). \]  

Solve for an \( f \) that minimizes the expected risk:

\[ R(w) = \int L(y, f(x, w))dF(x, y). \]  

When predicting \( y \), it will show different forms depending on the type of learning problem. The loss function can be defined as

\[ L(t, f(xw)) = \begin{cases} 0, & \text{if } y = f(x, w) \\ 1, & \text{if } y \neq f(x, w) \end{cases}. \]  

The learning problem is that when the sample is known but the probability density \( F(x, y) \) is unknown, finding a \( f(x, w0) \) can minimize the error probability of classification, that is, minimize the risk functional.

In the function regression estimation problem, the loss function is

\[ L(y, f(x, w)) = (y - f(x, w))^2. \]  

In order to pursue the machine learning to minimize the experience risk, since the probability density \( F(x, y) \) is unknown, the sample error is usually used as an indicator to measure the experience risk, that is, the experience risk minimization criterion is adopted:

\[ R_{\text{emp}}(w) = \frac{1}{n} \sum_{i=1}^{n} L(y_i, f(x_i, w)). \]  

An important concept in SLT is the VC dimension, which derives the boundary of generalization error and gives the following inequality to describe the relationship between the empirical risk and actual risk of function concentration, that is, the generalized boundary:

\[ R(a) < R_{\text{emp}}(a) + \psi\left(\frac{h}{7}\right), \]  

\[ \psi\left(\frac{h}{7}\right) = \frac{\sqrt{h(\ln (2l/h)) + 1} - \ln (n/4)}{1}. \]

Therefore, the optimization problem is solved as follows:

\[ \begin{cases} \min \frac{1}{2} ||w||^2, \\ \text{s.t.} y_i(<w, x_i>+b) - 1 \geq 0, \quad i = (1, 2, \ldots, N). \end{cases} \]
3. Experiment and Analysis of the Support Vector Regression Method Based on Wireless Network Communication for Regional Economic Mid- and Long-Term Predictions

3.1. Zigbee Wireless Sensor Network Design. In the Ethernet, when a host communicates directly with another host, it is necessary to know the MAC address of the target host (because MAC is the only identifier of the real host). For example, “frames” are actually transmitted in the local area network, and the frame contains the MAC address of the target host. Since data transmission relies on the MAC address instead of the IP address, the ARP protocol must be used to convert a known IP address to a MAC address. “Address resolution” is the process by which the host converts the target IP address into the target MAC address before sending the frame. The basic function of the ARP protocol is to query the MAC address of the target device through the IP address of the target device to ensure smooth communication. There are many transmission protocols for implementing wireless sensor networks, and the underlying network protocol used in the wireless sensor network designed in this article is the Zigbee protocol. It is a series of communication protocols developed by the Zigbee Alliance to achieve low data rate and short-distance wireless transmission requirements [26–29]. The Zigbee protocol also uses a multilevel network structure model, and data communication is carried out between the protocol stack levels through the service access point (SAP). There are two interfaces between most levels: data service interface and management service interface [30]. The topological structure of Zigbee agreement is shown as in Figure 3.

It can be seen from the above analysis that the star network has a simple structure and is suitable for occasions with small network nodes. The tree network is an extension of the star network. Its network scale is larger than that of the star network. Nodes can also communicate with each other, but they must be routed through the tree. If the routing nodes in these two networks fail, it will likely lead to the paralysis of the entire network. In comparison, mesh network nodes are large in scale [31]. Adjacent routing nodes can directly communicate with each other without forwarding through the parent node, and remote nodes can also communicate with each other through relay nodes. It can be seen that the mesh network is more flexible and suitable for occasions where the network structure may change over time. However, the mesh network layout is relatively complicated, and because the routing nodes in the network need to maintain neighbor routing tables, routing forwarding tables, and routing discovery tables, routing nodes need a certain amount of memory overhead.

The Zigbee network node is realized by the CC2530 single-chip microcomputer. The main performance of the CC2530 RF module is shown in Table 2.

| Performance parameter | Index                  |
|------------------------|------------------------|
| Frequency band         | 2405–2480 MHz          |
| Main chip              | CC2530F256             |
| Communication protocol standard | IEEE 802.15.4     |
| Modulation             | DSSS (O-QPSK)          |
| Data transfer rate     | 250 kb/s               |
| Communication range    | Open occasion 400 m (max) |
| Acceptance sensitivity | -97 dBm                |
| Addressing mode        | 64-bit IEEE address    |
| Data encryption        | 128b AES               |

The sig value refers to the significance (significance), which is also the $P$ value, and the statistical significance (sig) refers to the probability of the result in the current
sample. If the significance sig value is very small, such as < 0.05 (less than 5% probability), that is to say, if the overall “really” does not make a difference, then only when the chance is very small (5%), which is very rare, will the current situation of this book appear. Although there is still a 5% chance of error, the following can be said with “relative confidence”: this situation in the current sample is not a coincidence but is statistically significant. df is the degree of freedom, which refers to the number of independent or freely variable independent variables in the sample when the overall parameters are estimated by the sample statistics, which is called the degree of freedom of the statistics. The results of the analysis of variance in SPSS are shown in the

### Table 3: CC2530 power supply mode.

| Power supply mode                  | High frequency oscillator       | Low frequency oscillator       | Voltage regulator (digital) |
|------------------------------------|---------------------------------|--------------------------------|-----------------------------|
| Configuration                      | A: 32 MHz crystal oscillator    | C: 32 kHz crystal oscillator   |                             |
|                                    | B: 16 MHz RC oscillator         | D: 32 kHz RC oscillator        |                             |
| Active/idle mode                   | A or B                          | C or D                         | On                          |
| PM1                                | No                              | C or D                         | On                          |
| PM2                                | No                              | C or D                         | Off                         |
| PM3                                | No                              |                               | Off                         |

### Table 4: KMO and Bartlett test results.

| Scale                  | KMO   | Approximate chi-square | df  | Sig     |
|------------------------|-------|------------------------|-----|---------|
| Supply chain trust     | 0.828 | 329.404                | 45  | ≤0.001  |
| Supply chain information sharing | 0.847 | 663.350                | 91  | ≤0.001  |
| Supply chain agility   | 0.870 | 329.286                | 28  | ≤0.001  |

### Table 5: Rotating component matrix of supply chain trust scale.

| Supply chain trust | 1        | 2        |
|--------------------|----------|----------|
| CT1                | 0.781    | 0.093    |
| CT2                | 0.732    | 0.207    |
| CT3                | 0.714    | 0.290    |
| CT4                | 0.686    | 0.269    |
| CT5                | 0.787    | 0.180    |
| GT1                | 0.238    | 0.600    |
| GT2                | 0.326    | 0.621    |
| GT3                | 0.048    | 0.682    |
| GT4                | 0.189    | 0.658    |
| GT5                | 0.192    | 0.751    |

### Table 6: W5500 and main controller pin connection table.

| STM32F4 pin number | W5500 pin number | STM32F4 pin number | W5500 pin number |
|--------------------|------------------|--------------------|------------------|
| 40/PA4             | 32/SCSn          | 43/PA7             | 35/MOSI          |
| 41/PA5             | 33/SCLK          | 44/PC4             | 36/INTn          |
| 42/PAd             | 34/MISO          | 45/PC5             | 37/RSTn          |

Figure 4, where df is the degree of freedom, $F$ is the $F$ value, and sig is the $P$ value. Exploratory factor analysis of the supply chain trust scale is as follows: after the software extracts two common factors, the total explained variance is 54.343% > 50%. The rotation component matrix of the trust degree of the supply chain is shown in Table 5.

The pin connection table of W5500 and the main controller is shown in Table 6.

Protei99SE performs single-chip pin drawing and function display as shown in Figure 4.

3.2. Experimental Results. The experiment uses LS-SVMLab, which is a software package suitable for the MATLAB experiment toolbox, which can be applied to different computer operating systems. In the software package, the parameters of some functions are the experience parameters of the editors and researchers after experiments. It is more general, so some test parameters in the article are set based on experience on the basis of reference to the existing parameters of the program [32].

According to the learning method steps in the article, after normalizing the data, first use the LS-SVR learner to conduct preliminary training on the sample set, and the obtained prediction curve is shown in Figure 5.

Next, draw a graph of the results of the simulation experiment performed by MATLAB. The MIMO system (Multiple-Input Multiple-Output) refers to the use of multiple transmitting antennas and receiving antennas at the transmitting end and the receiving end, respectively, so that signals are transmitted and received through multiple antennas at the transmitting end and the receiving end,
thereby improving communication quality. It can make full use of space resources and achieve multiple transmissions and multiple receptions through multiple antennas. Without increasing spectrum resources and antenna transmission power, it can double the system channel capacity, showing obvious advantages and being regarded as the next generation of mobile core technology of communication. In the experiment, the channel capacity test of the MIMO system with the number of antennas \([1, 2, 4, 8]\) was carried out. The SISO system with the number of antennas \([1]\) can be regarded as a special case of the MIMO system. The situations of \(N = M = 1\) and \(N = M = 2\) are shown in Figure 6.

The situation of \(N = M = 4\) and \(N = M = 8\) is shown in Figure 7.

3.3. Performance Comparison of Algorithms. In order to evaluate the performance of the proposed hierarchical coverage area optimization algorithm based on the genetic algorithm (GACOA), we compare the performance of coverage area algorithms based on the virtual potential field (PFCEA) and the coverage area algorithm (CS). With regard to the practical application algorithm (PFCEA) and the CS algorithm, especially in the field of industrial control switching power supply, PID control technology has always been dominant. In recent years, the research and application of fuzzy control have been developed rapidly. When the uninterruptible power supply is working, there is instantaneous loading. When there are various types of loads, the PFC module uses PID algorithm compensation to often produce a certain degree of output oscillation. When the oscillation is frequent, it will seriously affect the service life of the PFC module. In this regard, adding the PFCEA and CS algorithms reduces the oscillation by adjusting the response ratio of the PID algorithm and improves the stability of the PFC module output and the adaptability of the load capacity.

The number of nodes in the network is increased from 20 to 160. In order to obtain accurate evaluation results, each simulation is performed 100 times, and the average value
of each data is taken. The performance comparison of GACOA, PFCEA, and CSRCA is shown in Figure 8.

In order to evaluate the pros and cons of the three-dimensional wireless ultraviolet ad hoc network networking strategy (UVNNS), the performance of UVNNS and the random deployment method (RDA) in the three-dimensional wireless ultraviolet ad hoc network was compared. In the simulation experiment, each round of experiment is carried out 50 times, and the average value of each data is obtained, so as to obtain a more accurate conclusion. The algorithm performance comparison is shown in Figure 9.

When the transmitter transmits data under the condition of different gains, the correct rate of Client1 successfully receiving data packets from AP1 is shown in Figure 10 when Client2 does not interfere with Client1 and interferes with Client1 and when interference is zeroed.

The success rate of AP1 receiving data packets from Client2 in different states is shown in Figure 11.

As shown in the figure, when AP2 adopts the cooperative interference cancellation technology, as the transmission gain of Client2 increases, the correct AP2 message download rate continues to increase, the gain increases to a certain extent, and the interference effect is not achieved. In the interrupt mode, even if the transmission gain of Client2 is set to the gain rate supported by USRP, the correct AP2 data packet download rate from Client2 is still 0. The test shows that the interoperability interrupt cancellation technology between APs combined with the increase of client power can achieve correct reception of data packets in APs under simultaneous transmission. The distance between AP1 and AP2 is 0.4 m, and the distance between AP2 and Client2 is 0.6 m. When BPSK is used for OFDM modulation, 2500 MHz is used as the USRP center frequency, 0.5 MHz is used as the USRP bandwidth, and the length of the data packet that can be sent by AP1 is 100 bytes. The number of data packets sent is 100, the gain of Client2 is 0–38, the receiving gain of AP2 is 0, and the receiving gain of AP1 is 19.

The gain comparison of the two algorithms is shown in Figure 12.

4. Discussion on the Support Vector Regression Method for Medium- and Long-Term Predictions of Regional Economy Based on Wireless Network Communication

4.1. Matching Theory. The usual financial resource allocation mechanism is to use the market price mechanism to optimize resource allocation. Although some distribution problems in the real society can be solved through the price system, some problems in the price system will lead to social equity, such as the distribution of primary and secondary school students. Some distribution problems have not yet reached a fully competitive market process. In many cases,
the allocation of resources depends on the management system of these allocation activities, and the market pricing mechanism makes it difficult for relevant parties to complete the optimal allocation. Finally, individuals in one group will match multiple individuals in the other group. People in the other set also choose to match many people in the set. Compared with the previous two two-dimensional mapping models, the multidimensional two-dimensional matching theoretical model is more flexible and complex, and the analysis is more difficult. Therefore, there are still many problems to be solved in the research of the many-to-many reciprocity theory. Western countries have obtained some successful applications in the research of bilateral mapping theory earlier. For example, many matching problems such as the matching of practice and hospital selection, school selection of primary and middle school students, and matching of organ donation have all been effectively improved with the help of bilateral matching theory. Whether it is theoretical analysis or practical demonstration, using matching theory to optimize the design of matching methods can significantly improve matching performance and increase the satisfaction of the parties.

Many-to-one is widely used in life. After entering the university, the applicants complete their volunteers in the university and are finally accepted by the university. The job seekers choose to work in many companies and market units, professional athletes choose to join competitive clubs, and so on. These two-way matching situations are examples of one size fits all.

4.2. GPRS Module. When the wireless sensor network is running in the site or area where the gateway is located and the
wired network cannot be deployed, long-distance wireless communication technology needs to be used to transmit data through the Internet through the Zigbee network. Although Zigbee is only a local area network with a limited coverage area, it can be connected to the existing mobile network, the Internet, and other communication networks, connecting many Zigbee LANs into a whole. With regard to effectively solving the problem of blind area coverage of mobile networks, we know that existing mobile networks have blind areas in many places, especially in the field such as in railways, highways, oil fields, and mines. The cost of adding a mobile base station or repeater is considerable. At this time, using the Zigbee network to cover the blind area not only is economical and effective but also is often the only feasible method now. In this process, the GPRS network can be used to transmit data from the lower layer of the Zigbee network to the control center. The Ocean Sense project introduced this method to send the natural environment data collected by the underlying network to the remote control center. Therefore, it is necessary to add a GPRS transmission function in the design and development of the portal to increase the scope of application of the portal.

GPRS stands for General Packet Radio Service, which transmits data through base stations covering a specific area, using the built-in GPRS deployment panel when designing the gateway for GPRS network mode. Considering factors such as power consumption, size, and price, this article uses the SIM800C chip produced by SIMCOM to transmit serial data through the GPRS network. SIM800C works in the four frequency bands of 850/900/1800/1900 MHz and supports the 3.4 V~4.4 V operating voltage. In addition, its control method is simple. We only need to send AT commands through the serial port of the single-chip microcomputer for the initial configuration of data transmission and reception. SIM800C integrates the TCP/IP protocol stack, and the TCP and UDP data transmission between the gateway and the control center can pass through this unit. The connection between the device and the gateway is also realized through an external interface. Because the Wi-Fi function and GPRS function of the gateway do not need to be used
at the same time in actual use, the communication between the GPRS module and the gateway also uses serial port 3 in the actual design. Before the gateway sends data through the GPRS module, it must be prepared and configured. The preparation of the SIM800C GPRS module is mainly done by sending an AT command string through the STM32 serial port.

4.3. Vector Regression Method. In the process of human evolution and development, learning ability plays a vital role, by acquiring, analyzing, and summarizing known information; discovering certain laws and then predicting the failure process according to these laws; and directly obtaining information through observation. People also hope that computers can simulate human learning ability. This is a machine learning problem. Machine learning is a research hotspot in recent years—an important aspect of artificial intelligence. The significance of its research is to enable the computer to discover its inherent relevance by learning a large amount of data and to predict and judge future data.

The related theories of statistics have laid the foundation for the research of machine learning. The statistical theory (statistical learning theory or SLT) studied in this article is different from traditional statistics. This is a machine learning study that provides fewer data samples. Support vector machine (SVM) is the product of this theory, and its basic idea is to find a way to correctly classify different types of samples. Vector Regression Support (SVR) is a regression algorithm based on the idea of SVM, which has been successfully applied in practical engineering. The basic idea of the algorithm is to increase the dimensionality of the data and construct a decision function in a high-dimensional space to achieve the purpose of linear regression. In this process, the method of choosing regression parameters will determine whether its theoretical advantages can be realized. Density is actually an abbreviation; the full name is the degree of density. Is that not easier to understand? For example, what is commonly referred to as density refers specifically to mass density, that is, how dense the mass is. So naturally, the density of mass is the mass divided by the volume. The linear density is the density on a line, and the areal density is the density on a plane. Then, the density dimension is the density in three-dimensional space.

The ability of machine learning to correctly predict the data to be extracted through known data is a generalization of machine learning. Experience has shown that the best prediction results do not necessarily come from the slightest training error, which is a phenomenon of over-learning. This problem is when the sample is insufficient or the machine learning design is not logical enough and the two are related.

In order to minimize the true risk, the confidence interval must be reduced. The traditional method of adjusting the confidence interval is to select an appropriate learning model. The method given by statistical learning is to construct a series of function subsets arranged in the order of VC dimension. Among them, there must be a subset with the least empirical risk. In this way, the sum of the empirical risk and the confidence interval is the smallest. The idea is to minimize structural risk (SRM).

There are usually two ways to apply SRM: one is to find the minimum empirical risk of the function itself to get the function with the shortest confidence interval; the other is to transform its structural subgroup to select the function of the subset with the shortest confidence interval.

5. Conclusions

The experimental results show that the support vector regression method proposed in this paper based on the wireless network communication for medium and long-term predictions of regional economy, compared with the traditional support vector regression method, has better statistical effects, and the statistical indicators are more comprehensive. Both the retention rate and the stability of use have been improved. The article introduces related content about wireless network sensors and introduces the selection of sensors and the improvement of algorithms for space occupancy. The Zigbee wireless sensor network design was carried out. The transmitter transmits data under different gain conditions, and comparing the correct rate of Client1 successfully receiving data packets from AP1 when Client2 does not interfere with Client1 interferes with Client1 and when the interference is set to zero. The KMO value and Bartlett sphere tests were performed. The experimental data shows that the distance between AP1 and AP2 is 0.4 m, and the distance between AP2 and Client2 is 0.6 m. When BPSK is used for OFDM modulation, 2500 MHz is used as the USRP center frequency, and 0.5 MHz is used as the USRP bandwidth, AP1 can send data packets. The length is 100 bytes, the number of sent data packets is 100, the gain of Client2 is 0–38, the receiving gain of AP2 is 0, and the receiving gain of AP1 is 19. The shortcomings of this article are as follows: (1) The amount of data collected in the sample is relatively limited. In future research, the experimental sample can be expanded to obtain the credibility of the research results. (2) The vector regression algorithm designed in this paper does not have separate control variables in the process of simplifying the algorithm. Although the actual experimental results did not have much impact, the reliability of the algorithm should be more stringent in future research. (3) The article’s introduction to algorithm comparison is not comprehensive enough, and no citations and explanations of other algorithms for comparison are added. In future experiments, relevant content can be added to make the article more reasonable.
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