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Abstract
Consider the centered Gaussian vector $X$ in $\mathbb{R}^n$ with covariance matrix $\Sigma$. Randomize $\Sigma$ such that $\Sigma^{-1}$ has a Wishart distribution with shape parameter $p > (n - 1)/2$ and mean $\sigma I$. We compute the density $f_{p,\sigma}$ of $X$ as well as the Fisher information $I_p(\sigma)$ of the model $(f_{p,\sigma})$ when $\sigma$ is the parameter. For using the Cramér-Rao inequality, we also compute the inverse of $I_p(\sigma)$. The important point of this note is the fact that this inverse is a linear combination of two simple operators on the space of symmetric matrices, namely $\mathbb{P}(\sigma)(s) = \sigma s \sigma$ and $(\sigma \otimes \sigma)(s) = \sigma \text{trace}(s \sigma)$. The Fisher information itself is a linear combination $\mathbb{P}(\sigma^{-1})$ and $\sigma^{-1} \otimes \sigma^{-1}$. Finally, by randomizing $\sigma$ itself, we make explicit the minoration of the second moments of an estimator of $\sigma$ by the Van Trees inequality: here again, linear combinations of $\mathbb{P}(u)$ and $u \otimes u$ appear in the results.
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I Introduction

Let $n$ be a fixed positive integer, and let $E$ be the Euclidean space of symmetric real matrices of order $n$. Let $E_+ \subset E$ be the cone of positive definite matrices. Consider the centered Gaussian vector $X$ in $\mathbb{R}^n$ with covariance matrix $\Sigma \in E_+$. Let us fix $\sigma \in E_+$ and $p > (n - 1)/2$. Suppose that $\Sigma$ is itself random such that $U = \Sigma^{-1}$ has the Wishart distribution $\gamma_{p,\sigma}$, defined by its Laplace transform as follows: for all $s \in E_+$ we have

$$\int_{E_+} e^{-\text{tr}(su)} \gamma_{p,\sigma}(du) = \frac{1}{\det(I_n + \sigma s)^p}.$$ (1.1)

Since $U \sim \gamma_{p,\sigma}$ and $X|U \sim N(0,U^{-1})$ the marginal density of $X$ is

$$f_{p,\sigma}(x) = \frac{1}{(\sqrt{2\pi})^n} \int_{E_+} e^{-x^tux/2}(\det u)^{1/2}\gamma_{p,\sigma}(du).$$ (1.2)

We will give the explicit forms of $\gamma_{p,\sigma}(du)$ and of $f_{p,\sigma}(x)$ in a moment in formulas (2.6) and (2.5). We now consider $\sigma \mapsto f_{p,\sigma}(x)dx$ as a Fisher model and the aim of this note is to show that its Fisher information $I_p(\sigma)$ has an extremely simple form when using the good formalism. This good formalism uses two basic endomorphisms $v \mapsto f(v)$ of the linear space $E$. They depend on a parameter $u \in E$, namely $u \otimes u$ and $\mathbb{P}(u)$ and they are respectively defined by

$$v \mapsto (u \otimes u)(v) = u \text{tr}(uv)$$ (1.3)

$$v \mapsto \mathbb{P}(u)(v) = uuv.$$ (1.4)

The linear combinations of $u \otimes u$ and $\mathbb{P}(u)$ form a two dimensional linear space $L_u$ when $u \neq 0$.

Like $\sigma \otimes \sigma$ and $\mathbb{P}(\sigma)$, the Fisher information $I_p(\sigma)$ is also a linear application of $E$ into itself. The aim of the present note is to prove that there exist two numbers $a = a(p)$ and $b = b(p)$ such that

$$I_p(\sigma) = a \mathbb{P}(\sigma^{-1}) + b \sigma^{-1} \otimes \sigma^{-1}$$
and to compute these numbers (formula (3.11)). In other terms we are going to show that \( I_p(\sigma) \) is in \( L_{\sigma^{-1}} \). The determinant of an element of \( L_u \) being easy to compute (see Lemma 3.2 part 3), this leads to an explicit expression of the Jeffreys distribution (Corollary 3.3). In Lemma 3.2 part 1, we will see that an invertible element of \( L_{\sigma^{-1}} \) is always in \( L_\sigma \). A consequence is that, in order to use the Cramer Rao inequality we have a simple expression of \( I_p(\sigma)^{-1} \), which is in \( L_\sigma \) (Proposition 4.1).

From formula (3.11), it is now easy to randomize \( \sigma \) by another Wishart distribution and to apply the classical Van Trees inequality. Indeed, if the previously fixed \( \sigma \) becomes the random Wishart matrix \( U \), with \( U \sim \gamma_{p_1, \sigma_1} \), then we use the fact that \( \mathbb{E}(U^{-1} \otimes U^{-1}) \) and \( \mathbb{E}(\mathcal{P}(U^{-1})) \) are well known to obtain the explicit Van Trees minoration as an element of \( L_{\sigma_1} \).

Sections 2, 3 and 4 provide respectively \( f_{p, \sigma}, I_p(\sigma) \) and its inverse. Section 5 gives general details about the Van Trees inequality, Section 6 presents the Van Trees minoration. An appendix contains a proof of the Van Trees inequality and comments.

This note was the subject of an invited lecture at ISBA 2021 in a session in the memory of Hélène Massam. I have been the coauthor of Hélène for several articles, including papers on the moments of the Wishart distributions. Several formulas obtained there are used here.

II The randomized density \( f_{p, \sigma} \)

Proposition 2.1.

\[
f_{p, \sigma}(x) = \frac{1}{(2\pi)^{n/2}} \frac{\Gamma(p+n/2)}{\Gamma(p-n+1/2)} \frac{1}{(1 + \frac{1}{2} x' \sigma x)^{p+n/2}}.
\]

Proof. Recall first that the appropriate Gamma function for the real Wishart distribution is

\[
\Gamma_n(p) = (2\pi)^{n(n-1)/2} \prod_{j=1}^{n} \Gamma(p-j+1) \Gamma(p-j-1/d).
\]

The linear space \( E \) is considered as a Euclidean space with the scalar product \( \langle u, v \rangle = \text{tr}(uv) \) which is the trace of the product of the two symmetric matrices \( u \) and \( v \). As a Euclidean space, its natural Lebesgue measure gives mass one to any unit cube: here we part from a tradition ([7]) with would use a different normalization of the Lebesgue measure on \( E \). With these notations the explicit form of the Wishart distribution \( \gamma_{p, \sigma} \) for \( p > (n-1)/2 \), as defined by (1.1), is

\[
\gamma_{p, \sigma}(du) = e^{-\text{tr}(\sigma^{-1} u)} \frac{(\det \sigma)^{-n/2}}{(\det \sigma)^{p} \Gamma_n(p)} 1_{E_+}(u) du,
\]

where \( 1_{E_+} \) is the indicator of the set \( E_+ \). As a consequence we express \( f_{p, \sigma}(x) \) defined by (1.2) as follows

\[
f_{p, \sigma}(x) = \frac{1}{(2\pi)^{n/2}} \int_{E_+} e^{-\langle \frac{1}{2} xx' + \sigma^{-1}, u \rangle} \frac{1}{(\det \sigma)^{p} \Gamma_n(p)} du.
\]

To compute (2.7) we introduce the element \( \sigma_1 \) of \( E_+ \) defined by \( \sigma_1^{-1} = \frac{1}{2} xx' + \sigma^{-1} \). Since the total mass of \( \gamma_{p+\frac{1}{2}, \sigma_1}(du) \) is one we can write

\[
\int_{E_+} e^{-\langle \sigma_1^{-1}, x \rangle} (\det \sigma_1)^{p+\frac{1}{2}} \Gamma_n(p + \frac{1}{2}) du = (\det \sigma_1)^{p+\frac{1}{2}} \Gamma_n(p + \frac{1}{2}).
\]

Comparing (2.7) and (2.8) we get

\[
f_{p, \sigma}(x) = \frac{1}{(2\pi)^{n/2}} \frac{(\det \sigma_1)^{p+\frac{1}{2}}}{(\det \sigma)^{p}} \times \frac{\Gamma_n(p + \frac{1}{2})}{\Gamma_n(p)}
\]

The last fraction is easy to compute from the definition of \( \Gamma_n(p) \); we get

\[
\frac{\Gamma_n(p + \frac{1}{2})}{\Gamma_n(p)} = \frac{\Gamma(p + \frac{1}{2})}{\Gamma(p - \frac{n-1}{2})}.
\]
The calculation of \( \frac{(\det \sigma)^{p+\frac{1}{2}}}{(\det \sigma)^p} \) is harder. For this we introduce a simple linear algebra lemma:

**Lemma 2.2.** Let \( E \) be a Euclidean space and \( \text{id}_E \) be the identity map on \( E \). Let also \( a \in E \) and if \( \sigma \) is a real number. The following statements hold true:

- If \( c\|a\|^2 \neq 1 \) then \( (\text{id}_E - ca \otimes a)^{-1} \) exists if and only if \( c\|a\|^2 \neq 1 \) and is \( \text{id}_E + \frac{c a \otimes a}{1 - c \|a\|^2} \).
- \( \text{id}_E - ca \otimes a \) is positive definite if and only \( c\|a\|^2 < 1 \).
- \( \det(\text{id}_E - ca \otimes a) = 1 - c\|a\|^2 \).

**Proof.** If \( a \neq 0 \) let \( e_1 = a/\|a\| \) and consider an orthonormal basis \( e = (e_1, \ldots, e_d) \) of \( E \). Then the representative matrices in the basis \( e \) of \( a \otimes a \) and \( \text{id}_E - ca \otimes a \) are

\[
[a \otimes a]_e = \text{diag}(\|a\|^2, 0, \ldots, 0), \quad [\text{id}_E - ca \otimes a]_e = \text{diag}(1 - c\|a\|^2, 1, \ldots, 1)
\]

This leads immediately to the proof of the three claims. \( \square \)

We come back to the proof of Proposition 2.1. From the definition of \( \sigma_1 \) we get

\[
(\det \sigma_1)^{-1} = (\det(\sigma_1 - 1/2 xx^t) = (\det \sigma)^{-1/2} \det(I_n + \frac{1}{2} (\sigma^{1/2} x)(\sigma^{1/2} x)^t)(\det \sigma)^{-1/2}.
\]

Apply Lemma 2.2 to \( E = \mathbb{R}^n \), to \( c = -1/2 \) and to \( a = \sigma^{1/2} x \) we get

\[
(\det \sigma_1)^{-1} = (\det(\sigma^{-1})(1 + \frac{1}{2} \|\sigma^{1/2} x\|^2) = \det(\sigma^{-1})(1 + \frac{1}{2} x^t \sigma x).
\]

Gathering this with (2.10) the expression (2.9) gives (2.5). \( \square \)

**Corollary 2.3.** The \textit{a posteriori} distribution of \( \Sigma^{-1}\mid X \) is \( \gamma_{\sigma_1, p+\frac{1}{2}} \) where \( \sigma_1^{-1} = \sigma^{-1} + \frac{1}{2} xx^t \).

**Proof.** This is clear from the joint distribution of \((X, \Sigma^{-1})\) and the explicit form (2.5) of \( f_{p, \sigma} \). \( \square \)

### III The Fisher information \( I_p(\sigma) \)

The next step is the calculation of the Fisher information \( I_p(\sigma) \) of the Fisher model

\[
\{ f_{p, \sigma}(x)dx; \sigma \in E_+ \}
\]

on \( \mathbb{R}^n \). It is better not to call it the Fisher information matrix, since its representation by a matrix as an endomorphism of the space \( E \) of symmetric matrices is not appropriate. The main result of this note is the following proposition, showing that \( I_p(\sigma) \) is in the linear space \( L_{\sigma^{-1}} \):

**Proposition 3.1.**

\[
I_p(\sigma) = \frac{1}{2(2p + 3)} \left( (2p + 1)\mathbb{P}(\sigma^{-1}) - \sigma^{-1} \otimes \sigma^{-1} \right) \tag{3.11}
\]

**Proof.** From (2.5) we can write

\[
f_{p, \sigma}(x) = \frac{1}{(2\pi)^{n/2} \Gamma(p + \frac{n}{2})} e^{\ell_x(\sigma)},
\]

where

\[
\ell_x(\sigma) = \frac{1}{2} \log \det \sigma - \left( p + \frac{1}{2} \right) \log \left( 1 + \frac{1}{2} x^t \sigma x \right).
\]
Consider now for $x$ fixed in $\mathbb{R}^n$ the differential (or gradient) $\ell'_x(\sigma)$ of the real function $\sigma \mapsto \ell_x(\sigma)$ defined on $E_+ \subset E$ and its second differential $\ell''_x(\sigma)$. We look for

$$I_p(\sigma) = \int_{\mathbb{R}^n} \ell'_x(\sigma) \otimes \ell'_x(\sigma) f_{p,\sigma}(x) dx = -\int_{\mathbb{R}^n} \ell'_x(\sigma) f_{p,\sigma}(x) dx$$

(recall that the notations $u \otimes u$ and $\mathbb{P}(u)$ for $u \in E$ are defined in (1.3) and (1.4)). To compute $\ell'_x(\sigma)$ and $\ell''_x(\sigma)$ we use the following three facts ([3]):

- the differential of $\sigma \mapsto \log \det \sigma$ is $\sigma^{-1}$;
- the differential of $\sigma \mapsto \sigma^{-1}$ is $-\mathbb{P}(\sigma^{-1})$;
- the differential of $\sigma \mapsto x'\sigma x = \langle \sigma, xx' \rangle$ is $xx'$.

As a consequence we get

$$\ell'_x(\sigma) = \frac{1}{2} \sigma^{-1} - \left( p + \frac{1}{2} \right) \frac{1}{2} \frac{xx'}{1 + \frac{1}{2} x'\sigma x}$$
$$\ell''_x(\sigma) = -\frac{1}{2} \mathbb{P}(\sigma^{-1}) + \left( p + \frac{1}{2} \right) \frac{1}{4} \frac{xx' \otimes xx'}{(1 + \frac{1}{2} x'\sigma x)^2}.$$ 

We now introduce the endomorphism $J_p(\sigma)$ of $E$ defined by the integral

$$J_p(\sigma) = \int_{\mathbb{R}^n} \frac{xx' \otimes xx'}{(1 + \frac{1}{2} x'\sigma x)^2} f_{p,\sigma}(x) dx = \frac{\Gamma(p + \frac{1}{2})}{(2\pi)^{n/2} \Gamma(p - \frac{n-1}{2})} \int_{\mathbb{R}^n} \frac{xx' \otimes xx'}{(1 + \frac{1}{2} x'\sigma x)^2} (\det \sigma)^{\frac{1}{2}}(1 + \frac{1}{2} x'\sigma x)^{p+\frac{1}{2}} dx = \frac{\Gamma(p + \frac{1}{2})}{(2\pi)^{n/2} \Gamma(p - \frac{n-1}{2})} \int_{\mathbb{R}^n} \frac{xx' \otimes xx'}{(1 + \frac{1}{2} x'\sigma x)^2} dx.$$ (3.12)

Its calculation is a crucial point since

$$I_p(\sigma) = \frac{1}{2} \mathbb{P}(\sigma^{-1}) - \left( p + \frac{1}{2} \right) \frac{1}{4} J_p(\sigma).$$ (3.13)

We use for $a, b > 0$ the integral representation

$$\frac{1}{a^b} = \int_0^\infty e^{-r} r^{b-1} \frac{dr}{\Gamma(b)}$$

applied to $a = 1 + \frac{1}{2} x'\sigma x$ and $b = p + 2 + \frac{1}{2}$. We get

$$J_p(\sigma) = \frac{\Gamma(p + \frac{1}{2})}{\Gamma(p - \frac{n-1}{2})} \times \frac{(\det \sigma)^{\frac{1}{2}}}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} (xx' \otimes xx') \left( \int_0^\infty e^{-r(1+\frac{1}{2} x'\sigma x)} r^{p+\frac{1}{2}} \frac{dr}{\Gamma(p + \frac{1}{2})} \right) dx = \frac{\Gamma(p + \frac{1}{2})}{\Gamma(p - \frac{n-1}{2})} \times \int_0^\infty e^{-r} r^{p+\frac{1}{2}} K(r, \sigma) \frac{dr}{\Gamma(p + \frac{1}{2})}$$

where $K(r, \sigma)$ is the symmetric endomorphism of $E$ defined by the integral

$$K(r, \sigma) = \frac{(\det \sigma)^{\frac{1}{2}}}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} (xx' \otimes xx') e^{-\frac{1}{2} r x'\sigma x} dx.$$ 

If $s \in E_+$ observe that

$$\frac{(\det \sigma)^{\frac{1}{2}}}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{-\langle s, \frac{1}{2} xx' \rangle} e^{-\frac{1}{2} r x'\sigma x} dx = \frac{(\det \sigma)^{1/2}}{\det(s + r \sigma)^{1/2}} = \frac{1}{r^{n/2} \det(I_n + \frac{1}{r} s)^{1/2}}.$$
In other terms, using the definition of the Wishart distribution by its Laplace transform (1.1), if
\[ U \sim \gamma_{1/4, \frac{1}{4} \sigma^{-1}} \]
one can say that if \( X \sim N(0, \frac{1}{4} \sigma) \) then \( U = XX^t/2 \sim \gamma_{1/4, \frac{1}{4} \sigma^{-1}} \). This implies that
\[ K(r, \sigma) = \frac{4}{\gamma_n/2} E(U \otimes U). \]

We are now in position to use Proposition 3.2 of [3] which says that if \( U \sim \gamma_{p, \sigma} \) then
\[
\begin{align*}
E(U \otimes U) &= p^2 \sigma \otimes \sigma + p P(\sigma) \quad \text{(3.14)} \\
E(P(U)) &= \frac{1}{2} p \sigma \otimes \sigma + (\frac{1}{2} p + p^2) P(\sigma) \quad \text{(3.15)}
\end{align*}
\]

Applying (3.14) to the pair \((\frac{1}{2}, \frac{1}{4} \sigma^{-1})\) we get
\[
E(U \otimes U) = \frac{4}{\gamma_{n/2}} \sigma^{-1} \otimes \sigma^{-1} + \frac{1}{2 \gamma_{n/2}} P(\sigma^{-1}),
\]
leading to the following expression for \( K(r, \sigma) \) and \( J_p(\sigma) \).

\[
\begin{align*}
K(r, \sigma) &= \frac{4}{\gamma_{n/2+1}} \left( \frac{1}{4} \sigma^{-1} \otimes \sigma^{-1} + \frac{1}{2} P(\sigma^{-1}) \right), \\
J_p(\sigma) &= 4 \frac{\Gamma(p + \frac{1}{2})}{\Gamma(p - \frac{n-1}{2}) \Gamma(p + \frac{1}{2})} \int_0^\infty e^{-r_p r + \frac{r_p^2}{2}} dr \left( \frac{1}{4} \sigma^{-1} \otimes \sigma^{-1} + \frac{1}{2} P(\sigma^{-1}) \right) \\
&= 4 \frac{1}{\Gamma(p + \frac{1}{2}) \Gamma(p + \frac{1}{2})} \left( \frac{1}{4} \sigma^{-1} \otimes \sigma^{-1} + \frac{1}{2} P(\sigma^{-1}) \right).
\end{align*}
\]

We can now compute \( I_p(\sigma) \). From the formula (3.13) we get (3.11), which concludes the argument.

Before stating a corollary of Proposition 3.1, we need a lemma:

**Lemma 3.2.** Let \( E \) be the Euclidean space of symmetric matrices of order \( n \) and let \( E_+ \subset E \) be the set of the positive definite ones. Fix \( \sigma \in E_+ \) and \( c \) a real number. Then

- \((P(\sigma) - c \sigma \otimes \sigma)^{-1}\) exists if and only if \( c \neq 1/n \) and is \( P(\sigma) + c \sigma \otimes \sigma \).
- \( P(\sigma) - c \sigma \otimes \sigma \) is positive definite if and only if \( c < 1/n \).
- \( \det(P(\sigma) - c \sigma \otimes \sigma) = (\det \sigma)^{n+1}(1-cn) \).

**Proof.** Let us observe that \( P(\sigma^{-1/2})(\sigma) = I_n \) and that \( \|I_n\|^2 = \text{tr}(I_n) = n \). Therefore,
\[
\begin{align*}
P(\sigma) - c \sigma \otimes \sigma &= P(\sigma^{1/2}) \left( \text{id}_E - cP(\sigma^{1/2})\sigma \otimes (P(\sigma^{1/2})\sigma) \right) P(\sigma^{1/2}) \\
&= P(\sigma^{1/2}) \left( \text{id}_E - cI_n \otimes I_n \right) P(\sigma^{1/2})
\end{align*}
\]
Applying Lemma 2.2 to \( a = I_n \) shows the first two points as well as \( \det(\text{id}_E - cI_n \otimes I_n) = 1 - cn \). For proving that \( \det(P(\sigma) = (\det \sigma)^{n+1} \) let us assume without loss of generality that \( \sigma = \text{diag}(\lambda_1, \ldots, \lambda_n) \). This implies that if \( v \in E \) we have
\[
P(\sigma)(v) = \sigma v \sigma = (\lambda_i \lambda_j v_{ij})_{1 \leq i, j \leq n}.
\]
If \((e_1, \ldots, e_n)\) is the canonical basis of \( \mathbb{R}^n \), we create a natural basis \( f \) for \( E \) made with the matrices \( e_{ii} = e_i \otimes e_i \) for \( i = 1, \ldots, n \) and \( e_{ij} = e_i \otimes e_j + e_j \otimes e_i \) for \( 1 \leq i < j \leq n \). An interpretation of (3.16) is
that \( P(\sigma)(e_{ij}) = \lambda_i \lambda_j e_{ij} \) for \( 1 \leq i \leq j \leq n \), or that \( e_{ij} \) is an eigenvector of \( P(\sigma) \) for the eigenvalue \( \lambda_i \lambda_j \).

Since \( (e_{ij})_{1 \leq i \leq j \leq n} \) is a basis of \( E \) we can claim that

\[
\det P(\sigma) = \prod_{1 \leq i \leq j \leq n} \lambda_i \lambda_j = (\lambda_1 \ldots \lambda_n)^{n+1} = (\det \sigma)^{n+1},
\]

which concludes the proof. \( \square \)

**Corollary 3.3.** For the Fisher model \( \{f_{p, \sigma}(x) dx; \sigma \in E_+\} \), the Jeffreys a priori measure \( \frac{1}{\sqrt{\det P(\sigma)}} 1_{E_+}(\sigma) d\sigma \) is given by

\[
\det I_p(\sigma) = \left( \frac{2p + 1}{2(2p + 3)} \right)^{n(n+1)/2} \left( 1 - \frac{n}{2p + 1} \right) (\det \sigma)^{-n-1}.
\]

**Proof.** We need only to apply Lemma 3.2 to \( c = 1/(2p + 1) \) and replace \( \sigma \) by \( \sigma^{-1} \). Recall that \( \dim E = n(n + 1)/2 \). Note that \( p > (n - 1)/2 \), or \( 1/(2p + 1) < 1/n \). \( \square \)

**Remarks.**

- From the very definition of \( I_p(\sigma) \) this symmetric endomorphism of the Euclidean space \( E \) must be positive definite. Lemma 3.2 gives a direct proof of the fact that \( I_p(\sigma) \) given by formula (3.11) is positive definite.

- To insist on the ubiquity of the symbols \( P(u) \) and \( u \otimes u \) consider the simple problem of the calculation of the Fisher information \( F_1(u) \) and \( F_2(v) \) for the two Fisher models \( \{N(0, u\mathbb{I}^{-1})(dx), u \in E_+\} \) and \( \{N(0, v)(dx), v \in E_+\} \). These models are unconcerned with the randomization of \( u \) by Wishart law \( \gamma_p, \sigma \). In the first case the log likelihood is \( \ell_p(u) = \frac{1}{2} \mathbb{I}x^t u x + \frac{1}{2} \log \det u \). This leads to

\[
\ell'_p(u) = \frac{1}{2} u^t u + \frac{1}{2} u, \quad \ell''_p(u) = -\frac{1}{2} P(u^{-1}), \quad F_1(u) = \frac{1}{2} P(u^{-1}).
\]

Instead of a direct calculation, it is shorter to deduce \( F_2(v) \) from \( F_1(u) \) by the change of variable formula for Fisher information by \( u \leftrightarrow v^{-1} \). Since the differential of \( v \leftrightarrow v^{-1} \) is \( -P(v^{-1}) \) we get

\[
F_2(v) = (-P(v^{-1}))^T \circ F_1(v^{-1}) \circ (-P(v^{-1})) = \frac{1}{2} P(v^{-1})P(\mathbb{I})P(v^{-1}) = \frac{1}{2} P(v^{-1}).
\]

Of course this direct proof can be avoided by observing that the model \( \{N(0, u\mathbb{I}^{-1})(dx), u \in E_+\} \) is an exponential family.

- It can be noted that in formula (3.11) the dimension \( n \) does not appear in the coefficients.

**IV Explicit form of the Cramér- Rao inequality**

Consider a random variable \( \Sigma \) valued in \( E \) as an unbiased estimator of \( \sigma \) for the Fisher model \( \{f_{p, \sigma}(x) dx; \sigma \in E_+\} \) on \( \mathbb{R}^n \). The Cramér- Rao inequality says that

\[
\mathbb{E}((\Sigma - \sigma) \otimes (\Sigma - \sigma)) - I_p(\sigma)^{-1}
\]

is semi positive definite, where \( I_p(\sigma) \) has been computed in (3.11). We show that \( I_p(\sigma)^{-1} \) is in the space \( L_\sigma \) and is quite explicit:

**Proposition 4.1.**

\[
I_p(\sigma)^{-1} = \frac{2(2p + 3)}{2p + 1} \left( P(\sigma) + \frac{1}{2p + 1} \sigma \otimes \sigma \right).
\]

**Proof.** It follows from the formula (3.11) and from Lemma 3.2 where \( \sigma \) is replaced by \( \sigma^{-1} \) and where \( c = 1/(2p + 1) < 1/n \). \( \square \)
V  The density information and the Van Trees inequality

In this section we describe the Van Trees inequality discovered in [8]. To this end, we define first the density information. Consider the probability density \( \theta \mapsto \lambda(\theta) \) defined on an open set \( \Theta \subset E \) where \( E \) is a Euclidean space. We assume that

- \( \lambda \) is strictly positive on \( \Theta \);
- the differential \( \theta \mapsto \lambda' (\theta) \) exists and is continuous;
- \( \lambda \) is zero at the boundary of \( \Theta \) and vanishes at infinity. More specifically, for any \( \epsilon > 0 \) there exists a compact \( K_\epsilon \subset \Theta \) such that \( \lambda(\theta) \leq \epsilon \) for all \( \theta \in \Theta \setminus K_\epsilon \).

As a consequence \( g = \log \lambda \) is well defined. The density information \( I_\lambda \) is the symmetric endomorphism of \( E \) defined by

\[
I_\lambda = \int_{\Theta} (g'(\theta) \otimes g' (\theta)) \lambda(\theta) d\theta.
\]

In the particular case \( \Theta = E \) this density information could be considered as the Fisher information of the location model \{\( \lambda(\theta-t)d\theta; t \in E \)\}. However the result

\[
I_\lambda = - \int_{\Theta} g''(\theta) \lambda(\theta) d\theta. \tag{5.17}
\]

is not proved as easily as its analog for the Fisher information. A necessary condition for applying the Stokes formula is that \( g'(\theta) \lambda(\theta) \) is zero on the boundary \( \partial \Theta \) so that we can write \( 0 = \int_{\partial \Theta} (g'(\theta) \lambda(\theta))' d\theta \).

Independently, consider the Fisher model \( P = \{P_\theta(dw); \theta \in \Theta \} \) defined on some measured space \((\Omega, \nu)\). For convenience we write

\[ P_\theta(dw) = e^{f_\theta(w)} \nu(dw) \]

and we consider its Fisher information \( I_P(\theta) \) which is the symmetric endomorphism of \( E \) equal to

\[
I_P(\theta) = \int_{\Theta} \ell''_w(\theta) \otimes \ell'_w(\theta) P_\theta(dw) = - \int_{\Theta} \ell''_w(\theta) P_\theta(dw). \]

The Van Trees inequality is a Bayesian result. Let \( X(w) \) be any estimator of \( \theta \) -not necessarily unbiased. Suppose now that \( \theta \) is randomized by \( \lambda(\theta) \). What is the generalization of the Cramér-Rao theorem to this situation? That is: what is a minorant of the endomorphism of \( E \) equal to

\[
C = \mathbb{E}((X - \theta) \otimes (X - \theta))
\]

(in the sense of the partial ordering \( A \geq B \) of the symmetric endomorphisms of \( E \) defined by \( B - A \) semi positive definite)? Here, the expectation \( C \) is taken on \( \Omega \times \Theta \) with respect to the probability \( P_\theta(dw) \lambda(\theta) d\theta \). The Van Trees inequality says that if

\[
D = I_\lambda + \int_{\Theta} I_P(\theta) \lambda(\theta) d\theta,
\]

then \( C \geq D^{-1} \), i.e. \( C - D^{-1} \) is semi positive definite. We give a proof in the appendix, with some comments explaining the differences with an ordinary Bayesian version of the Cramér-Rao inequality.

VI  Randomizing \( I_p(\sigma) \) by a Wishart distribution

In this section, we apply the Van Trees inequality to the Fisher model

\[
\{P_u(dx); u \in E_+ \} = \{f_{\theta,u}(x)dx; u \in E_+ \}
\]

(for clarity in the sequel, we have replaced \( \sigma \) or \( \theta \) by \( u \in E_+ \)) and the density \( \lambda(u) \) of \( U \sim \gamma_{\rho,\lambda,\sigma} \) and we will show that the Van Trees minoration is in \( L_{\rho,\lambda} \). To perform this program we shall need the following formulas when \( U \sim \gamma_{p,\sigma} \) : with \( p > \frac{n+1}{2} \) for (6.18) and \( p > \frac{n+3}{2} \) for (6.19) and (6.20):
\[
\mathbb{E}(U^{-1}) = \frac{\sigma^{-1}}{p - \frac{n+1}{2}}; \\
\mathbb{E}(U^{-1} \otimes U^{-1}) = \frac{1}{(p - \frac{n+1}{2})(p - \frac{n+1}{2})(p - \frac{n}{2})} \left((p - \frac{n+2}{2})\sigma^{-1} \otimes \sigma^{-1} + \mathbb{P}(\sigma^{-1})\right); \\
\mathbb{E}(\mathbb{P}(U^{-1})) = \frac{1}{(p - \frac{n+1}{2})(p - \frac{n+1}{2})(p - \frac{n}{2})} \left(\frac{1}{2} \sigma^{-1} \otimes \sigma^{-1} + (p - \frac{n+1}{2})\mathbb{P}(\sigma^{-1})\right). 
\]

Formula (6.18) is classical and can be found in [7] page 97 or [3] formula 6.1. Formula (6.19) is due to von Rosen [9] and formula (6.19) is due to Das Gupta [2]. A good synthesis is [6]. Generalisations to symmetric cones appear in [4] page 137 and [5] page 307.

**Proposition 6.1.** Let \( U \sim \gamma_{p_1, \sigma_1} \) with \( p_1 - \frac{n+3}{2} > 0 \), and density \( \lambda(u) \). Let \( I_p(\sigma) \) as in (3.11). Then there exists numbers \( a = a(p, p_1) \) and \( b = b(p, p_1) \) such that

\[
\left( I_\lambda + \int_{E^+} I_p(u)\lambda(u)du \right)^{-1} = a\mathbb{P}(\sigma_1) + b\sigma_1 \otimes \sigma_1.
\]

**Proof.** We begin with the calculation of the density information \( I_\lambda \). We consider

\[
g(u) = \log \lambda(u) = -(u, \sigma_1^{-1}) + (p_1 - \frac{n+1}{2}) \log(\det u) + \text{constant} \\
g'(u) = -\sigma_1^{-1} + (p_1 - \frac{n+1}{2})u^{-1}, \quad g''(u) = -(p_1 - \frac{n+1}{2})\mathbb{P}(u^{-1}).
\]

First we have to insures that we can use (5.17), by checking that \( g'(u)\lambda(u) \) tends to 0. If \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( u \) and \( \lambda_1^0, \ldots, \lambda_n^0 \) are the eigenvalues of \( u_0 \) expressed in a decreasing order, we can claim that \( \lambda_i \to u \to u_0 \lambda_i^0 \). In particular \( m = \min \lambda_i \to 0 \) and there exists \( M > 1 \) such that \( \lambda_i < M \) for all \( i = 1, \ldots, n \) and therefore \( \det u < mM^n \). Furthermore the Frobenius norm of \( u^{-1} \) satisfies

\[
\|u^{-1}\|^2 = \frac{1}{\lambda_1^2} + \cdots + \frac{1}{\lambda_n^2} \leq \frac{n}{m^2}.
\]

The fact that \( p_1 > \frac{n+3}{2} \) implies that \( p_1 - \frac{n+1}{2} = 1 + \epsilon > 1 \). In particular \( \lambda(u) \to u \to u_0 \) 0 and

\[
\|u^{-1}\|(\det u)^{p_1 - \frac{n+1}{2}} \leq \frac{\sqrt{n}}{m}m^{1+\epsilon}M^{n(1+\epsilon)} \to u \to u_0 0.
\]

Finally

\[
\|g'(u)\lambda(u)\| \leq \|\sigma_1^{-1}\|\lambda(u) + (p_1 - \frac{n+1}{2})\|u^{-1}\|\lambda(u) \to u \to u_0 0.
\]

In the sequel, to avoid unnecessarily complicated formulas we use the notation

\[
A_i = p_1 - \frac{n+i}{2}.
\]

We can use (5.17) here and use (6.20) for computing \( I_\lambda \) from (6.21). We get

\[
I_\lambda = \frac{1}{A_3A_0} \left( A_1\mathbb{P}(\sigma_1^{-1}) + \frac{1}{2} \sigma_1^{-1} \otimes \sigma_1^{-1} \right). 
\]

The second ingredient of the Van Trees inequality is \( \int_{E^+} I_p(u)\lambda(u)du \). Using (3.11):

\[
\int_{E^+} I_p(u)\lambda(u)du = \frac{2p+1}{2(2p+3)} \int_{E^+} \mathbb{P}(u^{-1})\gamma_{p_1, \sigma_1}(du) - \frac{1}{2(2p+3)} \int_{E^+} (u^{-1} \otimes u^{-1})\gamma_{p_1, \sigma_1}(du) \\
= \frac{2p+1}{2(2p+3)} \times \frac{1}{A_3A_0} P(\sigma_1^{-1}) + \frac{2p+1}{2(2p+3)} \times \frac{1}{2A_3A_1A_0}(\sigma_1^{-1} \otimes \sigma_1^{-1}) \\
- \frac{1}{2(2p+3)} \times \frac{1}{A_3A_1A_0} P(\sigma_1^{-1}) - \frac{1}{2(2p+3)} \times \frac{A_2}{A_3A_1A_0}(\sigma_1^{-1} \otimes \sigma_1^{-1}) \\
= \frac{1}{2(2p+3)A_3A_1A_0} \left( (2pA_1 + A_3)\mathbb{P}(\sigma_1^{-1}) - (A_3 - p)(\sigma_1^{-1} \otimes \sigma_1^{-1}) \right). 
\]
Finally we get $I_\lambda + \int_{E^+} I_p(u)\lambda(u)du = A\mathcal{P}(\sigma^{-1}) - B(\sigma^{-1} \otimes \sigma^{-1})$ where the real coefficients $A$ and $B$ are obtained from (6.22) and (6.23). Applying now Lemma 4.2 we get finally the minoration of the Van Trees inequality, namely

$$
\left( I_\lambda + \int_{E^+} I_p(u)\lambda(u)du \right)^{-1} = \frac{\mathcal{P}(\sigma_1)}{A} + \frac{B}{A(A + nB)}(\sigma_1 \otimes \sigma_1).
$$

\[\square\]

VII Appendix: proof of the Van Trees inequality

**Proposition 7.1.** Let $(P_\theta)_{\theta \in \Theta}$ be a regular Fisher model on $\Omega$ where $\Theta$ is an open subset of the Euclidean space $E = \mathbb{R}^k$. Denote its Fisher information by $I(\theta)$. Let $\lambda(\theta)$ be a continuous probability density on $\Theta$ which is continuously differentiable and positive on $\Theta$, and which is zero on the boundary $\partial \Theta = \overline{\Theta} \setminus \Theta$ and at infinity: that means that for any $\epsilon > 0$ there exists a compact subset $K_\epsilon$ of $\Theta$ such that $\lambda(\theta) \leq \epsilon$ for $\theta \in \Theta \setminus K_\epsilon$. Denote its density information by $I_\lambda$. Let $\Omega \ni w \mapsto X(w) \in E$ be an arbitrary estimator of $\theta$. Under these circumstances the following 2k symmetric matrix

$$
\left[ \int_{\Omega \times \Theta} [(X(w) - \theta) \otimes (X(w) - \theta)] P_\theta(dw)\lambda(\theta)d\theta \right. \\
\left. \frac{I_k}{I_k + \int_\Theta I(\theta)\lambda(\theta)d\theta} \right]
$$

is semi positive definite. In particular the following fact, called the *Van Trees inequality* holds: the $k$ symmetric matrix

$$
\int_{\Omega \times \Theta} [(X(w) - \theta) \otimes (X(w) - \theta)] P_\theta(dw)\lambda(\theta)d\theta - [I_\lambda + \int_\Theta I(\theta)\lambda(\theta)d\theta]^{-1}
$$

is semi positive definite provided that the matrix $I_\lambda + \int_\Theta I(\theta)\lambda(\theta)d\theta$ is invertible.

**Proof.** Denote $P_\theta(dw) = e^{f_\omega(\theta)}\nu(dw)$ as usual and write $\lambda(\theta) = e^{\theta(\theta)}$. The basic tool of the proof is Stokes’ theorem, which says that if $f$ is a function on $\overline{\Theta}$ valued in $\mathbb{R}^m$ which is sufficiently regular and which is zero on $\partial \Theta$ then

$$
\int_\Theta f'(\theta)d\theta = 0.
$$

We apply this principle to the following functions

1. $f(\theta) = \lambda(\theta)e^{f_\omega(\theta)}$ and thus $m = 1$. Here

$$
f'(\theta) = (g'(\theta) + \ell'_\omega(\theta))\lambda(\theta)e^{f_\omega(\theta)}
$$

2. $f(\theta) = \theta \lambda(\theta)e^{f_\omega(\theta)}$ and thus $m = \dim E$. Here

$$
f'(\theta) = [I_k + \theta \otimes (g'(\theta) + \ell'_\omega(\theta))]\lambda(\theta)e^{f_\omega(\theta)}
$$

From (7.26) and Stokes we get that $X(w) \otimes \int_\Theta (g'(\theta) + \ell'_\omega(\theta))\lambda(\theta)e^{f_\omega(\theta)}d\theta = 0$ and thus integrating with respect to $\nu(dw)$ we have

$$
\int_{\Omega \times \Theta} [(X(w) \otimes (g'(\theta) + \ell'_\omega(\theta))]\lambda(\theta)e^{f_\omega(\theta)}\nu(dw)d\theta = 0.
$$

From (7.27) and Stokes we get that

$$
\int_\Theta [\theta \otimes (g'(\theta) + \ell'_\omega(\theta))]\lambda(\theta)e^{f_\omega(\theta)}d\theta = -I_k \int_\Theta \lambda(\theta)e^{f_\omega(\theta)}d\theta
$$
and thus integrating with respect to \( \nu(dw) \) we have

\[
\int_{\Omega \times \Theta} [\theta \otimes (g'(\theta) + \ell'_w(\theta))] \lambda(\theta) e^{\ell_w(\theta)} \nu(dw) d\theta = -I_k.
\] (7.29)

since \( P(d\theta, dw) = \lambda(\theta) e^{\ell_w(\theta)} \nu(dw) d\theta \) is a probability measure on \( \Omega \times \Theta \). We now combine (7.28) and (7.29) to get finally

\[
\int_{\Omega \times \Theta} [(X(w) - \theta) \otimes (g'(\theta) + \ell'_w(\theta))] \lambda(\theta) e^{\ell_w(\theta)} \nu(dw) d\theta = I_k.
\]

Now consider the expectation under \( P(d\theta, dw) \) of the random variable

\[
(\theta, w) \mapsto [(X(w) - \theta), (g'(\theta) + \ell'_w(\theta))] \otimes [(X(w) - \theta), (g'(\theta) + \ell'_w(\theta))]
\]

which is valued in the set of semi positive definite matrices of order \( 2k \). This expectation is nothing but the matrix (7.24) which is therefore semi positive definite also. To prove this, the only point left is to check that

\[
\int_{\Omega \times \Theta} [(g'(\theta) + \ell'_w(\theta)) \otimes (g'(\theta) + \ell'_w(\theta))] \lambda(\theta) e^{\ell_w(\theta)} \nu(dw) d\theta = I_k + \int_{\Theta} I(\theta) \lambda(\theta) d\theta.
\]

This comes from

\[
\int_{\Omega} \ell'_w(\theta) e^{\ell_w(\theta)} \nu(dw) = 0 \Rightarrow \int_{\Omega} [g'(\theta) \otimes \ell'_w(\theta)] e^{\ell_w(\theta)} \nu(dw) = 0 \Rightarrow \int_{\Omega \times \Theta} [g'(\theta) \otimes \ell'_w(\theta)] P(d\theta, dw) = 0.
\]

\( \Box \)

**Remarks.** Comparison with the Bayesian Cramér-Rao inequality is in order. This inequality says that if \( X \) is an unbiased estimator of \( \theta \) then

\[
\int_{\Theta} (X - \theta) \otimes (X - \theta) \lambda(\theta) d\theta = \left( \int_{\Theta} I(\theta) \lambda(\theta) d\theta \right)^{-1}
\]

is semi positive definite.

The Van Trees inequality is about possibly biased estimators while the inequality (7.30) is about the unbiased case. Applying the Van Trees inequality to the unbiased case provides just a weaker result since saying by (7.30) that

\[
A = \begin{bmatrix}
\int_{\Omega \times \Theta} [(X(w) - \theta) \otimes (X(w) - \theta)] P_\theta(dw) \lambda(\theta) d\theta \\
I_k
\end{bmatrix}
\]

is semi positive definite is stronger than saying that \( A + \begin{bmatrix}
0 & 0 \\
0 & I_\lambda
\end{bmatrix} \) is semi positive definite.

On the other hand, introduce the expectation \( \psi(\theta) \) of the biased estimator \( X \) of \( \theta \). Consider the following semi positive definite matrix of order \( k \)

\[
C = \int_{\Theta} [(\psi(\theta) - \theta) \otimes (\psi(\theta) - \theta)] \lambda(\theta) d\theta.
\]

Thus we have

\[
\int_{\Omega \times \Theta} [(X(w) - \theta) \otimes (X(w) - \theta)] P_\theta(dw) \lambda(\theta) d\theta = C + \int_{\Theta} \text{Cov}_\theta(X) \lambda(\theta) d\theta.
\]

The general Bayesian Cramér-Rao inequality says that the matrix

\[
B = \begin{bmatrix}
\int_{\Theta} \text{Cov}_\theta(X) \lambda(\theta) d\theta & \int_{\Theta} \psi(\theta) \lambda(\theta) d\theta \\
\int_{\Theta} \psi'(\theta) \lambda(\theta) d\theta & \int_{\Theta} I(\theta) \lambda(\theta) d\theta
\end{bmatrix}
\]

is semi positive definite and thus trivially if \( B_1 = \begin{bmatrix}
C & 0 \\
0 & I_\lambda
\end{bmatrix} \) then \( B + B_1 \) is semi positive definite. The Van Trees inequality rather says that if we consider

\[
B_2 = \begin{bmatrix}
I_k - \int_{\Theta} \psi'(\theta) \lambda(\theta) d\theta & I_k - \int_{\Theta} \psi'(\theta) \lambda(\theta) d\theta \\
I_k & I_\lambda
\end{bmatrix}
\]

then \( B + B_2 \) is semi positive definite. *This fact is not trivial* since \( B_2 \) is not positive definite in general.
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