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Abstract—Multi-view learning is a learning task in which data is described by several concurrent representations. Its main challenge is most often to exploit the complementarities between these representations to help solve a classification/regression task. This is a challenge that can be met nowadays if there is a large amount of data available for learning. However, this is not necessarily true for all real-world problems, where data are sometimes scarce (e.g. problems related to the medical environment). In these situations, an effective strategy is to use intermediate representations based on the dissimilarities between instances. This work presents new ways of constructing these dissimilarity representations, learning them from data with Random Forest classifiers. More precisely, two methods are proposed, which modify the Random Forest proximity measure, to adapt it to the context of High Dimension Low Sample Size (HDLSS) multi-view classification problems. The second method, based on an Instance Hardness measurement, is significantly more accurate than other state-of-the-art measurements including the original RF Proximity measurement and the Large Margin Nearest Neighbor (LMNN) metric learning measurement.

Index Terms—Multi-view learning, Dissimilarity Representation, Random Forest, High Dimension Low Sample Size

I. INTRODUCTION

Multi-view learning (MVL) is a machine learning task for which the data is described by several concurrent representations. Nowadays, many real-world learning problems are naturally multi-view in the sense that the instances are supposed to be too complex to be described by a single numerical representation. One of the early examples is given in [1], where Web-pages are represented by their textual content (first view) and by the anchor texts attached to hyperlinks pointing to them (second view). More recent examples are audio and video captures of a same event or sets of images accompanied by textual data [2], [3].

The emergence of MVL techniques stems from the realization that concatenating all the features/modalities to form one single representation and applying traditional learning algorithms often leads to over-fitting problems when the number of instances is relatively small compared to the number of features. In contrast, learning from each view separately and trying to maximize the agreement afterwards help to overcome this over-fitting problem while allowing at the same time to take the specific statistical properties of each view into account [2]. Moreover, the rationale for MVL is that the views contain complementary information and the challenge is to exploit this to better solve the learning task [3].

The most popular approach in multi-view learning usually consists in learning separate models on each view and in combining these models, often by jointly adjusting them in order to maximize their agreement [2]. The most representative methods of the kind are Co-training methods [1], [2]. However, this requires to use additional – often unsupervised – data for the combination step, which is likely to be impossible for many real-world problems for which data are particularly difficult to collect. Typical examples are machine learning problems related to the medical field where sample sizes are particularly small [4]. In such cases, the so-called High Dimension, Low Sample Size (HDLSS) problems, method like Co-training techniques are not applicable.

In [4], a different strategy is used for HDLSS multi-view learning, based on learning intermediate representations from each view and on combining them in order to form a new joint representation from which the model is learnt. In this framework, the intermediate representations are dissimilarity representations, that is to say description spaces in which each instance is described through its dissimilarities to all the training instances. This has three main advantages for HDLSS multi-view learning: i) these representations doesn’t require a large amount of data for learning, ii) the dissimilarity spaces dimensions are much lower than the original views dimensions, and iii) the combination step is much more straightforward and versatile [4].

The originality of the method in [4] is the use of Random Forest (RF) classifiers to learn the dissimilarity representations. RF are powerful and versatile classifiers that incorporate a measure of (dis)similarity, with good theoretical properties [5], [6] and that can be learned in a non-parametric way, i.e. without prior formulation of the measure. The objective of the present work is to deepen the use of RF classifiers for learning dissimilarity representations in the context of HDLSS multi-view learning. We propose novel ways to learn dissimilarities from RF classifiers, in order to build better intermediate representations for MVL classification tasks.

The reminder of the paper is organized as follows: Section II gives the general Random Forest Dissimilarity framework for Multi-view learning; Section II explains the way intermediate dissimilarity representations are built in this framework; Section II describes the Random Forest Dissimilarity measure and gives our two new variants; and Section II details the experimental validation and analysis of the results.

II. RANDOM FOREST DISSIMILARITY FOR MULTI-VIEW LEARNING

In a traditional supervised learning task, each instance is described by a single vector of $m$ features. For MVL tasks, each instance is described by $Q$ different vectors. Therefore, the task is to learn a model $h$:

$$h : X^{(1)} \times X^{(2)} \times \cdots \times X^{(Q)} \rightarrow Y$$

(1)

where the $X^{(q)}$ are the $Q$ input domains, i.e. the views. These views are generally very heterogeneous, of different nature and of different dimensions $m_1$ to $m_Q$. Therefore, for this type of learning task, the training set $T$ is actually composed of $Q$ training subsets noted :

$$T^{(q)} = \{ (x^{(q)}_1, y_1), (x^{(q)}_2, y_2), \ldots, (x^{(q)}_n, y_n) \}, \forall q = 1..Q$$

(2)

The Random Forest Dissimilarity (RFD) framework consists first in building dissimilarity representations from each of the $T^{(q)}$. As explained in detail in a recent review on dissimilarity based pattern recognition [7], one of the most widely known and used dissimilarity
strategies is the so-called dissimilarity space approach. It consists in building a dissimilarity matrix from the training set $T$ and in learning a model from this matrix. In the present work, a dissimilarity matrix is a $n \times n$ matrix, built from the $n$ training instances such as:

$$D(T, T) = \begin{bmatrix} d(x_1, x_1) & d(x_1, x_2) & \cdots & d(x_1, x_n) \\ d(x_2, x_1) & d(x_2, x_2) & \cdots & d(x_2, x_n) \\ \vdots & \vdots & \ddots & \vdots \\ d(x_n, x_1) & d(x_n, x_2) & \cdots & d(x_n, x_n) \end{bmatrix}$$ (3)

where $d$ stands for a dissimilarity measure and $x_i$ are the training instances.

Once these matrices are built from each of the $Q$ views, they have to be merged in order to build the joint dissimilarity matrix $D_H$ that will serve as a new training set for an additional learning phase. This additional learning phase can be realized with any learning algorithm, since the goal is to address the classification task. For simplicity and because they are as accurate as they are versatile, the same Random Forest method used to calculate the dissimilarities is also used in this final learning stage.

As for the merging step, it can be straightforwardly done by a simple average of the $Q$ RFD matrices:

$$D_H = \frac{1}{Q} \sum_{q=1}^{Q} D_H^{(q)}$$ (4)

The whole RFD based MLV procedure is summarized in Algorithm 1:

**Algorithm 1:** The RFD multi-view learning procedure

| Input: $T^{(q)}$, $\forall q = 1..Q$: the $Q$ training sets, composed of $n$ instances |
| Input: $RF(.)$: The Breiman’s RF learning procedure |
| Input: $RFD(\ldots)$: the RFD measure |
| Output: $H^{(q)}$: $Q$ RF classifiers |
| Output: $H_{final}$: the final RF classifier |

1: for $q = 1..Q$ do
2:   $H^{(q)} = RF(T^{(q)})$
3:   // Build the $n \times n$ RFD matrix $D_H^{(q)}$
4:   forall $x_i \in T^{(q)}$ do
5:     $|D_H^{(q)}[i,j] = RFDis(x_i, x_j[H^{(q)}])$
6: end
7: end
8: $D_H = \frac{1}{Q} \sum_{q=1}^{Q} D_H^{(q)}$
9: // Train the final classifier on $D_H$: |
10: $H_{final} = RF(D_H)$

**III. LEARNING DISSIMILARITY REPRESENTATIONS**

The main challenge in using dissimilarity for MLV, is to construct the most relevant dissimilarity representations from each of the $Q$ views. These representations must best reflect the specificities of each view in order to exploit their complementarities later on. We argue that the best way to do so, is to learn these representations from each of the $T^{(q)}$ separately in a supervised way, i.e. by taking the outputs $y_i, i = 1..n$ into consideration. The reason is that, in multi-view learning, the views are likely to contribute in different ways to the final task, and therefore, we want the dissimilarity representation to reflect these contributions the best possible.

A first approach to learn the dissimilarity matrices introduced in the previous section would be to use a metric learning methods [3], which purpose is to learn a distance metric function $d(x_i, x_j)$, for all $(x_i, x_j) \in T \times T$, and to use this function to calculate each element of the matrices. A metric learning algorithm basically aims at finding the parameters of the metric (e.g. the Minkowski or Mahalanobis distances) such that it best agrees with some ground truth constraints. In a fully supervised learning context, these constraints (e.g. must-link/cannot-link constraints) are usually inferred from the training instances based on a notion of neighborhood [3]. Nevertheless, one of the main difficulties in using metric learning methods in our case, is that it usually requires to learn a $m \times m$ matrix of parameters, $m$ being the dimension of the initial description space. This is a significant hurdle for problems that have more features than training instances, as in HDLSS multi-view learning.

Another approach is to use random partitions [5]. Random partitions adopt a different approach in the sense that the method strives to infer the model from the training instances only, without any prior formulation of the measure or any similarity constraints. The key idea of random partitions is to define multiple randomized partitions of the input space in such a way it forms homogeneous groups (clusters) of instances. It has been proven that such random partitions can be used to define kernels, which can be viewed as a (dis)similarity measurement [5], [9]. Beyond this mathematical demonstrations, random partitions can be directly used in practice to measure similarities, as with the well-known proximity measurement of random forests [3], [9], [10]. The principle is to estimate the similarity between two instances by the number of times these instances are grouped in the same cluster, over all the partitions. This is the approach we adopt in the present work for two main reasons:

- These approaches are a lot more versatile than metric learning methods, since they do not require to choose a generic distance metric function to optimize beforehand, neither to infer similarity constraints from the training instances.
- Depending on the method used to build the random partitions, it is potentially a lot more robust to high dimensions than metric learning methods.

In [3], this approach has been successfully used for dissimilarity based multi-view classification by using random forest classifiers for building the random partitions. RF were chosen here precisely because of their robustness to high dimensions, and also because they allow to exploit the classifier membership for learning the dissimilarities. The following section provides a full explanation of how to do this.

**IV. RANDOM FOREST DISSIMILARITY REPRESENTATIONS**

In this work, the name “Random Forest” (RF) refers to the Breiman’s reference method [9]. Let us briefly recall its procedure to build a forest of $P$ decision trees, from a training set $T$. First, a bootstrap sample is built by the random drawing with replacement of $n$ instances, amongst the $n$ training instances available in $T$. Each of these bootstrap samples is then used to build one tree. During this induction phase, at each node of the tree, a splitting rule is designed by selecting a feature over $mtry$ features randomly drawn from the $m$ available features. The feature retained for this splitting rule is the one among the $mtry$ that maximizes the splitting criterion. At last, the trees in RF classifiers are grown to their maximum depth, that is to say when all their terminal nodes (the leaves) are pure. In a given tree, these terminal nodes altogether form one random partition, since they divide the input space into several area in which the instances are supposed to belong to the same class. An illustration is given in Figure [1].

For predicting the class of a given instance $x$ with a decision tree, $x$ goes down the tree structure from its root to one of its leaves. The descending path followed by $x$ is determined by successive tests on
the values of its features, one per node along the path. The prediction is given by the leaf in which x has landed. The key point here is that, if two instances land in the same terminal node, they are likely to belong to the same class and they are also likely to share similarities in their feature vectors, since they have followed the same descending path. This is the main motivation behind using RF for measuring dissimilarities between instances.

Let us formally define the dissimilarity measure \( d_p \), obtained from a decision tree \( h_p \): let \( L_p \) denote the set of leaves of \( h_p \), and let \( l_p(x) \) denote a function from the input domain \( X \) to \( L_p \), that returns the leaf of \( h_p \) where \( x \) lands when one wants to predict its class. The dissimilarity measure \( d_p \) is defined as in Equation 5 if two training instances \( x_i \) and \( x_j \) land in the same leaf of \( h_p \), then the dissimilarity between both instances is set to 0, else it is equal to 1.

\[
d_p(x_i, x_j) = \begin{cases} 
0, & \text{if } l_p(x_i) = l_p(x_j) \\
1, & \text{otherwise} 
\end{cases} \tag{5}
\]

Now, the measure \( d_M(x_i, x_j) \) derived from the whole forest consists in calculating \( d_p \) for each tree in the forest, and in averaging the resulting dissimilarity values over the \( T \) trees, as follows:

\[
d_M(x_i, x_j) = \frac{1}{T} \sum_{p=1}^{T} d_p(x_i, x_j) \tag{6}
\]

Similarly to the way the predictions are given by a forest, the rationale is that the accuracy of the dissimilarity measure \( d_M \) relies essentially on the averaging over a large number of trees. Note that this measure is the opposite measure of the more widely used RF proximity measure, denoted \( s_M \) in the following.

Once a RF is learnt from \( T \), building the dissimilarity matrix is quite straightforward: it simply consist in using \( d_M \) to calculate the dissimilarities between each pair of training instances.

Whereas the measure explained above has been widely used for different machine learning tasks (e.g. [11], [12]), very few works have focus on the method itself. However, we believe that the measurement as it is calculated here is rather rough and should be further refined, particularly in the context of HDLSS multi-view learning. The same idea is shared in [13], where the authors state that the similarity values provided by any tree \( h_p \) (i.e. \( s_p(x_i, x_j) \)) is a too simple binary measure that could lead to inaccurate measurement \( d_M(x_i, x_j) \) in case the forest is composed of too few trees. The solution they propose is to estimate \( s_p(x_i, x_j) \) by taking into account the length of the path that separate the two leaves in which \( x_i \) and \( x_j \) has landed. Assume \( x_i \) ends in a leaf node \( n_i \) and \( x_j \) ends in another leaf node \( n_j \). The distance \( g_{ijp} \) between \( n_i \) and \( n_j \) from \( h_p \) is the number of edges that composed the path from \( n_i \) to \( n_j \). The similarity between instances in \( n_i \) and \( n_j \) is then obtained with:

\[
s_p(x_i, x_j) = \frac{1}{w \cdot g_{ijp}} \tag{7}
\]

where \( w \) is a hyper-parameter that controls the influence of the \( g_{ijp} \). For example, if one consider the two instances represented by red triangles in Figure 1a, \( g_{ijp} = 5 \), from node \#2 to node \#8.

However, this method presents several limitations from our point of view. Firstly, the range and the precision of the \( s_p(x_i, x_j) \) values depend on the size of the tree, which is strongly problem-dependent. Secondly, the proposed method is controlled by a new hyper-parameter, potentially difficult to tune in the HDLSS setting due to the lack of validation data. Thirdly and most importantly, the path length \( g_{ijp} \) does not reflect the (dis)similarity between instances from our point of view. For example, consider the smallest non-zero value \( g_{ijp} = 2 \), i.e. for two leaves that share the same parent node. The instances are likely to share similarities in their description vectors but they are also likely to belong to different classes, since the role of a splitting node is to further separate the classes. Another pathological case is illustrated by the 'red triangle' instances in Figure 1b. From this tree, \( g_{#2#8} = 5 \) and \( g_{#2#10} = 3 \), which implies that the left red triangle is considered more similar to any points in the right side of Figure 1a (node \#10) than it is to the second red triangle (node \#8), which is obviously not true.

In the following section, we present two novel methods for measuring dissimilarities with RF classifiers, that follow the same goal of proposing a more accurate measurement but that overcome the aforementioned limitations and that also better suits to the HDLSS multi-view learning tasks.

A. RFDbased on node confidence

The first method we propose aim at computing the dissimilarity between two instances from a confidence estimate on the leaves of the trees. The motivation behind this can be easily illustrated from Figure 1a. When we consider the two 'red triangle' instances, we can see that the one in node \#2 will be considered similar to all the 'blue circle' instances in the same area, which seems correct. On the other hand, we can see that the 'red triangle' instance in node \#8 will be considered similar only to the 'yellow circle' instance in the same node, which is questionable. This is mainly due to the fact that both nodes are not as reliable as each others: instances are more likely to be wrongly predicted in node \#8 than in node \#2. We thus propose to weight the dissimilarity measure with an estimate of the confidence given by the leaves.

For estimating this confidence, we propose to use the well-known Out-Of-Bag (OOB) mechanism. When the Bagging principle is used for building a RF, a given bootstrap sample \( T_p \) is constructed by random draw with replacement from \( T \). In that case, there may be training instances from \( T \) that are not included in \( T_p \) and consequently, that have not been used for learning the tree \( h_p \). These instances are called the out-of-bag instances of \( h_p \). We propose to compute a confidence estimate for each leaf of \( h_p \) by using its OOB instances. More precisely, the confidence score of a leaf from \( h_p \) is estimated by the ratio of the instances in this leaf that have been correctly predicted. Hence, the weight associated to \( h_p \) for any instance \( x_i \) can be defined as:

\[
w_p(x_i) = \frac{1}{|l_p(x_i)|} \sum_{x_i \in l_p(x_i)} I(h_p(x_i) = y_i) \tag{8}
\]

where \( |l_p(x_i)| \) is the number of training instances, including the OOB instances, that have landed in the same terminal node as \( x_i \). Such an estimate would ideally be computed from an independent validation set, but let us recall that the HDLSS setting makes often impossible to obtain additional instances for that purpose. So here, we hope for the OOB mechanism to help identifying the unreliable leaf nodes like the node \#8 in Figure 1b without the need for an independent validation set and also without only relying on the instances used for building the trees.

This method is quite straightforward, but it still has an important limitation from our point of view: for building the dissimilarity representation, a given instance will have the same dissimilarity value to all the training instances of the node in which it is located. For example, the 'red triangle' instance in node \#2 in Figure 1a will have the same dissimilarity value to all the 'blue circle' instances in the same node, from the first 'blue circle' point in the very left to the ones the closest to the right bound of node \#2. It is desirable to go even further in the refinement of the dissimilarity measure, by making it possible to differentiate instances within the same node. This is the motivation behind the second approach we propose in this work, detailed in the following section.
B. RFD based on instance hardness

The node confidence estimator in the previous method is an indicator of the intrinsic difficulty of classifying any instance in a given leaf, i.e. at a node level. With this second method that we propose, we wish to do the same but at the scale of each instance separately within the leaf, i.e. at an instance level. For that purpose, we propose to use an Instance Hardness (IH) measure. In the literature, there exists many different IH measures for analyzing the data complexity at an instance level, most of them being detailed in [14]. According to the analysis given in this article, the most appropriate and relevant IH measure to achieve our goal is the k-Disagreeing Neighbors (kDN) measure. This measure is the ratio of instances in the neighborhood of a given instance that belong to a different class:

\[
kDN(x_i) = \frac{|x_j : x_j \in kNN(x_i) \cap y_j \neq y_i|}{k}
\]  

(9)

where kNN(x_i) stands for the k nearest neighbors of x_i, e.g. according to the Euclidean distance, and where y_j (resp. y_i) is the true class of x_j (resp. x_i). The kDN measure is quite straightforward and easy to understand. If a given instance is mainly surrounded by instances of the same class, the kDN value is close to 0 and the instance can be considered easy to classify. On the other hand, if its nearest neighbors are all from a different class, the kDN value is close to 1 and the instance is considered hard to classify. This measure has been successfully used in several recent works due to its simplicity and interpretability (e.g. in [15]).

In our method, the kDN measure is used to weight the dissimilarity values d_p(x, x_i), for any x and for x_i \in T. More precisely, d_p(x, x_i) is computed as follows:

\[
d_p(x, x_i) = \begin{cases} 
kDN(x_i), & \text{if } l_p(x) = l_p(x_i) \\
1, & \text{otherwise}
\end{cases}
\]  

(10)

However, it is not relevant in our case to compute the kDN values globally, that is to say in the whole feature space. The first reason is that the kDN measure is quite sensitive to high dimensions due to the use of the Euclidean distance measure to define the neighborhood. The Euclidean distance is known to suffer from the curse of dimensionality [16], [17]. The second and most important reason is that our goal is to determine whether a tree is reliable for measuring the dissimilarity to a given training instance, taking into account the leaf in which it is located. For this, we can rely only on the features used by the decision path leading to this leaf. Indeed, it is likely that this path exploits only a subset of the features, potentially small for HDLSS problems. For example, a binary decision tree built on a training set with n instances will have a maximum of n leaf nodes and n − 1 split nodes (corresponding to the worst case where all the leaves contain one instance each). As a consequence, there are a maximum of n − 1 features that are used in any decision path. For classification tasks, the number of leaves in a tree is usually much smaller than n because leaf nodes are likely to contain more than one instance. Hence, for HDLSS problem where n is much smaller than the total number of features m, only a small subset of features is used for determining the leaf of any instance.

To further illustrate the interest of measuring kDN in the subspace defined by a leaf path, the Iris toy dataset is plotted in Figure 2 with its instances projected in two of its 2D subspaces. The relative position of the red circled instance is very different from one subspace to the other: in the left subplot, it is close to instances from the green class while in the right subplot it is in the core of the blue class cluster. As a consequence, the kDN value computed from the left subspace is likely to be 1 and the kDN value computed from the right subspace is likely to be 0. In our case, this is precisely the kind of phenomenon we want to detect for computing the dissimilarities, in order to reduce the weight of unreliable dissimilarity values in the calculation of the final measurement d_H (Eq. 6).

Algorithm 2 details the procedure for computing the dissimilarity representation of any given instance x according to the method we propose, based on the Instance Hardness measure and noted RFDisIH in the following.

V. EXPERIMENTS AND RESULTS

The present section details the experiments conducted to compare the two proposed approaches to state-of-the-art methods, on different real-world HDLSS multi-view classification problems.
The red circled blue dot is the same point projected in both subspaces.

![Scatter plot of the Iris dataset into two of its 2D subspaces.](image)

**Algorithm 2: Random Forest Dissimilarity with Instance Hardness**

```plaintext
Input: $T$: a training set of $n$ instances
Input: $H$: a RF classifier learned on $T$, with $P$ trees $h_p$
Input: $x$: an instance
Input: $k$: number of nearest neighbors for computing $kDN$
Output: $d$: the $\text{RFDis}_H$ representation of $x$

1. for all $x_i \in T$
   2. for all $h_p \in H$
      3. if $i_p(x_i) = i_p(x)$ then
         4. $kNN(x_i) = k$ nearest neighbors of $x_i$ in the subspace formed by $i_p(x_i)$
         5. $kDN(x_i) = |\{j \mid x_j \in kNN(x_i) \land j \neq i\}|$
         6. // the similarity between $x$ and $x_i$ according to $h_p$
         7. $s_p(x, x_i) = 1 - kDN(x_i)$
         8. $s_i = s_i + s_p(x, x_i)$
   9. end
10. end
11. $d_i = 1 - (s_i / P)$
12. end
```

### A. Methods and datasets

The RFD methods we propose in this work are noted $\text{RFDis}_{NC}$ (NC for Node Confidence) and $\text{RFDis}_{IH}$ (IH for Instance Hardness) in the following. Both are compared to four methods of measuring dissimilarity:

1. the classic Euclidean distance measure noted $\text{EUDis}$,
2. the initial Random Forest Dissimilarity measure described in Section IV-A (Node Confidence)
3. the modified Random Forest Dissimilarity measure from [13], presented in section IV-B ( Instance Hardness)
4. following the recommendation of the recent survey [18], a metric learning method named Large Margin Neighbors (LMNN) [19] along with a Principal Component Analysis (PCA).

LMNN is one of the most widely-used Mahalanobis distance learning methods. According to the suggestions in [18], the number of components for PCA is set to 300 and the main parameter of the LMNN method, i.e. the size of neighborhood, is set to 25, except if the dataset presents at least one class with less than 25 instances, in which case it is set to the number of instances that belong to the minority class.

For all the RF classifiers used in this experiment, the number of trees is set to 512 following the conclusions from [4], while the other hyper-parameters are set to the default values proposed in the Scikit-learn machine learning library [20]. All the methods compared in this validation experiment are summed up in Table I.

#### Table I: The methods compared in the present experiments

| Method        | Dissimilarity measure |
|---------------|-----------------------|
| $\text{EUDis}$| Euclidean distance    |
| $\text{LMNNDis}$| PCA+LMNN              |
| $\text{RFDis}$| The reference Random Forest Dissimilarity (Eq. 5 and 6) |
| $\text{RFDis}_{PH}$| The $\text{RFDis}$ variant from [13] |
| $\text{RFDis}_{NC}$| The method proposed in Sec. IV-A (Node Confidence) |
| $\text{RFDis}_{IH}$| The method proposed in Sec. IV-B (Instance Hardness) |

For this experimental comparison, all the dissimilarity measures from Table I have been used as in the procedure described in Section III (Alg. 1). More precisely, each of them has firstly been used to build the dissimilarity matrix from each view; then these dissimilarity matrices have been averaged to form the joint dissimilarity matrix; and finally this joint dissimilarity matrix has been used for the learning of a Random Forest classifier. The two distance measures (Euclidean distance and LMNN) provide unbounded distance values. Therefore, in this experiment, the values have been re-scaled in the interval [0,1] by dividing each dissimilarity vector by its maximum value before the averaging.

The multi-view datasets used in this experiment are described in Table II. All these datasets are publicly available real-world multi-view datasets, supplied with several views of the same instances: Non-IDH1, IDHcodel, LowGrade and Progression are medical imaging classification problems, with different families of features extracted from different types of radiographic images; LSVT and Metabolomic are two other medical related classification problems, the first one for Parkinson’s disease recognition and the second one for colorectal cancer detection; BBC and BRCSpport are text classification problems from news articles; Cal7, Cal20, Mfeat, NUS-WIDE2, NUS-WIDE3, AWA8 and AWA15 are image classification problems made up with different families of features extracted from the images. More details about these datasets are given in [4] (and references therein).

A stratified random splitting procedure is used and repeated 10 times on each dataset, with 50% of the instances for training and the remaining 50% for testing. The mean accuracy, with standard deviations, are computed over the 10 runs and reported in Table III along with the mean rank of each method in the last row. Bold numbers correspond to the best classification results among the five methods on each dataset.

### B. Analysis of the results

**1) Overall comparison:** A first general analysis that can be made by looking at Table III is that the method $\text{RFDis}_{IH}$ is globally the best performing of the 6 methods compared. It is the method that has allowed to obtain the best average precision on 10 of the 15 databases, with an average rank of 1.53. On the other hand, it comes as no
surprise that the least efficient method here is the Euclidean distance method. As mentioned in the previous section, distance methods in general are very sensitive to high dimensions and many studies have shown that the Euclidean distance measure in particular can suffer from the curse of dimensionality \cite{16, 17}. However, it is not the only explanation from our point of view: the Euclidean distance is the only one of the 6 dissimilarity measures that is not learnt from the data. The 5 other methods all compute their dissimilarity values taking into account the training instances.

The second analysis from a global point of view is that methods based on dissimilarities measured by Random Forests give better average accuracies than methods based on distances, including the LMNN method. The main reason is probably that this method, as most of the metric learning method, is based on the estimation of a large number of parameters, proportional to the number of features (most of the time equal to \( m \times m \), \( m \) being the number of features), and which therefore requires much more training instances. This is obviously not well suited for HDLSS problems and the use of a principal component analysis is not sufficient to overcome this. At the opposite, Random Forest methods are known for their robustness to high dimensions and also for their flexibility even with small sample size.

For a more rigorous comparison, we applied a statistical test of significance on these overall results. The test used in this experiment is the Nemenyi post-hoc test with Critical Differences (CD), as recommended in \cite{21}. The result of this test is shown as a critical difference diagram in Figure 3. It allows to show that only the \( RF_{DiSH} \) method is significantly superior to the distance-based methods and to the reference \( RF_{DiS} \) method. Without taking into account the Euclidean distance, it can be seen that the mean rank difference between the other RF-based methods and the LMNN method is not statistically significant.

2) Comparison of the \( RF_{DiS} \) methods: The results are now presented by taking the \( RF_{DiS} \) method as a baseline, in order to better highlight the improvement obtained by the proposed methods compared to this reference method. A pairwise analysis based on the Sign test is computed on the number of wins, ties and losses between \( RF_{DiS} \) and all the other methods. The result, presented in Figure 4 shows that the \( RF_{DiS} \) method is a fairly solid baseline since most of the methods to which it is compared are not statistically better. Here again, the \( RF_{DiSH} \) is the only one that is significantly better than the baseline for \( \alpha = 0.10, 0.05 \) or even 0.01. Nevertheless, the three \( RF_{DiS} \) variants count more wins than losses against the reference \( RF_{DiS} \), which tends to confirm our initial hypothesis that a finer RF dissimilarity measure leads to better results in this context.

![Critical Difference=1.9469](Image)

**Fig. 3:** The Nemenyi *post hoc* test result for \( \alpha = 0.05 \)

![Pairwise comparison between RFDis and all the other methods](Image)

**Fig. 4:** Pairwise comparison between RFDis and all the other methods. The vertical lines illustrate the critical values considering a confidence level \( \alpha = \{0.10, 0.05, 0.01\} \).

On second reading, it can be noticed that our first proposal, the \( RF_{DiSNC} \) method, does not perform as well as \( RF_{DiSH} \). The performance gaps with \( RF_{DiS} \) are quite small in Table III and the level of significance in Figure 4 is barely reached for \( \alpha = 0.10 \). It may be due to the following limitations of the proposed \( RF_{DiSNC} \) method: Firstly, as explained in Section V-A, all the instances that lands in the same leaf node will share the same weight. However, this leaf may not be as reliable for estimating the dissimilarities of all these instances. For example, node \#10 in Figure 3 has many instances, some of which are close to the other nodes; while others are far away. Therefore, the reliability of this sub-region is not truly the same from one of its instances to another. The method does not take this phenomenon into account. Secondly, when the number of training instances is quite low, the number of OOB instances could be critically low, to the point that none of them are present in some terminal nodes. In this case, the posterior probability of the node is 1, but this does not mean that the corresponding sub-region is relevant for learning dissimilarity.

### VI. CONCLUSION

The Random Forest Dissimilarity (RFD) framework for multi-view learning is an efficient way to tackle multi-view classification tasks when in high dimensions and when very few instances are available for training (HDLSS problems for High Dimension, Low Sample Size). Such a situation is very common in the medical field for example, where data can be complicated to collect and complex to describe. The present work extends the RFD framework by proposing new methods for measure dissimilarities with Random Forest, that better suits to this specific learning context.

The goal of these proposals is to improve the standard RFD measure, that is based on rather coarse estimates given by the trees

| features | instances | views | classes | IR^2 |
|----------|-----------|-------|---------|------|
| AWA8     | 10940     | 4     | 8       | 1    |
| AWA15    | 10940     | 1200  | 6       | 15   |
| BBC      | 13625     | 2012  | 2       | 5    | 1.34 |
| BBCSport | 6396      | 544   | 2       | 5    | 3.16 |
| Cal7     | 3766      | 1474  | 6       | 7    | 25.74|
| Cal20    | 3766      | 2386  | 6       | 20   | 24.18|
| IDHcode1 | 6746      | 67    | 5       | 8    | 2.94 |
| LowGrad  | 6746      | 126   | 4       | 2    | 2    |
| Metabolomic | 476    | 94    | 3       | 2    | 1    |
| Mfeat    | 649       | 600   | 6       | 10   | 1    |
| NonIDH1  | 6746      | 84    | 5       | 2    | 3    |
| NUS-WIDE2| 639       | 442   | 5       | 2    | 1.12 |
| NUS-WIDE3| 639       | 546   | 5       | 3    | 1.43 |
| Progression | 6746  | 84    | 5       | 2    | 1.68 |

**TABLE II:** Real-world multi-view datasets. *Imbalance Ratio

On second reading, it can be noticed that our first proposal, the \( RF_{DiSNC} \) method, does not perform as well as \( RF_{DiSH} \). The performance gaps with \( RF_{DiS} \) are quite small in Table III and the level of significance in Figure 4 is barely reached for \( \alpha = 0.10 \). It may be due to the following limitations of the proposed \( RF_{DiSNC} \) method: Firstly, as explained in Section V-A, all the instances that lands in the same leaf node will share the same weight. However, this leaf may not be as reliable for estimating the dissimilarities of all these instances. For example, node \#10 in Figure 3 has many instances, some of which are close to the other nodes; while others are far away. Therefore, the reliability of this sub-region is not truly the same from one of its instances to another. The method does not take this phenomenon into account. Secondly, when the number of training instances is quite low, the number of OOB instances could be critically low, to the point that none of them are present in some terminal nodes. In this case, the posterior probability of the node is 1, but this does not mean that the corresponding sub-region is relevant for learning dissimilarity.
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