Global solution to the 3D Dirac–Klein–Gordon system with uniform energy bounds
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Abstract
On the (1+3) dimensional Minkowski spacetime, for small, regular initial data, it is well-known that the Dirac–Klein–Gordon system admits a global solution. In the present paper, we aim to establish the uniform boundedness of the total energy of the solution for this system. The proof relies on Klainerman’s vector field and Alinhac’s ghost weight methods. The main difficulty originates from the slow decay nature of the Dirac and wave components in three space dimensions. To overcome the difficulty, a sharp understanding of the structure for this system, and a new weighted conformal energy estimate are implemented. In addition, we also provide a few scattering results for the system.

Mathematics Subject Classification 35Q40 · 35L70

1 Introduction

1.1 The model problems

The 3D Dirac–Klein–Gordon system arises as a basic model in relativistic quantum mechanics, describing a scalar or pseudoscalar field and a Dirac field through Yukawa interactions.

Communicated by F.-H. Lin.
The model of interest can be expressed as
\[
\begin{align*}
- i \gamma^\mu \partial_\mu \psi + M \psi &= \phi V \psi, \\
- \Box \phi + m^2 \phi &= \psi^* U \psi.
\end{align*}
\] (1.1)

The unknown \( \psi \) takes values in \( \mathbb{C}^4 \), and the unknown \( \phi \) takes values in \( \mathbb{R} \). We use \( M, m \) to denote the masses of the Dirac field and the Klein–Gordon field, respectively. The Greek indices \( \{\mu, \nu, \ldots\} \) range over \( \{0, 1, 2, 3\} \), Roman indices \( \{a, b, \ldots\} \) range over \( \{1, 2, 3\} \), and the Einstein summation convention for repeated upper and lower indices is adopted. In the above, \( V \) and \( U \) are \( 4 \times 4 \) matrices, and the other \( 4 \times 4 \) matrices \( \{\gamma^0, \gamma^1, \gamma^2, \gamma^3\} \) are Dirac matrices, which verify the relations:
\[
\{\gamma^\mu, \gamma^\nu\} := \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = -2g_{\mu\nu}I_4 \quad \text{and} \quad (\gamma^\mu)^* = -g_{\mu\nu} \gamma^\nu. \quad (1.2)
\]

Here, \( I_4 \) is the \( 4 \times 4 \) identity matrix, \( A^* = (\bar{A})^T \) is the Hermitian conjugate of the matrix \( A \) and \( g = \text{diag} (-1, 1, 1, 1) \) denotes the Minkowski metric in \( \mathbb{R}^{1+3} \), with which the indices are raised or lowered. To be more concrete, the Dirac matrices can be represented by
\[
\gamma^0 = \begin{pmatrix} I_2 & 0 \\
0 & -I_2 \end{pmatrix} \quad \text{and} \quad \gamma^a = \begin{pmatrix} 0 & \sigma_a \\
-\sigma_a & 0 \end{pmatrix} \quad \text{for} \ a = 1, 2, 3,
\]
where
\[
I_2 = \begin{pmatrix} 1 & 0 \\
0 & 1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\
1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\
i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\
0 & -1 \end{pmatrix}.
\]

We recall that \( (V, U) = (I_4, \gamma^0) \) corresponds to the scalar case, while \( (V, U) = (i \gamma^5, i \gamma^0 \gamma^5) \) corresponds to the pseudoscalar case where \( \gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3 \).

The main purpose of the present paper is to show the uniform boundedness of the total energy of the Dirac–Klein–Gordon system (1.1). We note that there are eight cases in total if we consider only \( m, M \in \{0, 1\} \), and \( (V, U) = (I_4, \gamma^0) \) or \( (V, U) = (i \gamma^5, i \gamma^0 \gamma^5) \). First, for the case of \( (m, M) = (1, 1) \), we recall that the system (1.1) is reduced to coupled Klein–Gordon equations, and thus the classical results of Klainerman [29] and Shatah [38] imply the uniform boundedness of the total energy. Second, for the case of \( (m, M) = (1, 0) \), thanks to the faster decay rates of the 3D case than the 2D case, we expect that the same strategy used in [16, 18] can lead to the uniform boundedness for the total energy of (1.1). Therefore, what is still open is the remaining four cases for \( (m, M) = (0, 0) \) and \( (m, M) = (0, 1) \).

- **Case I:** \( (m, M, V, U) = (0, 0, I_4, \gamma^0) \). Consider the 3D massless Dirac–Klein–Gordon system
\[
\begin{align*}
- i \gamma^\mu \partial_\mu \psi &= \phi \psi, \quad (t, x) \in [2, \infty) \times \mathbb{R}^3, \\
- \Box \phi &= \psi^* \gamma^0 \psi, \quad (t, x) \in [2, \infty) \times \mathbb{R}^3.
\end{align*}
\] (1.3)

The initial data are prescribed at \( t = 2 \)
\[
(\psi, \phi, \partial_t \phi)|_{t=2} = (\psi_0, \phi_0, \phi_1), \quad (1.4)
\]
in which \( (\psi_0, \phi_0, \phi_1) : \mathbb{R}^3 \rightarrow \mathbb{C}^4 \times \mathbb{R} \times \mathbb{R} \). In particle physics, the system (1.3)–(1.4) describes a massless spinor \( \psi \) and a massless scalar field \( \phi \), whose interaction Lagrangian is given by
\[
\mathcal{L}_{\text{Yukawa}}(\psi, \phi) = \psi^* \gamma^0 \phi \psi.
\]
• **Case II**: $(m, M, V, U) = (0, 0, i\gamma^5, i\gamma^0\gamma^5)$. Consider the following 3D massless Dirac–Klein–Gordon system
\[
\begin{aligned}
- i\gamma^\mu \partial_\mu \psi &= i\phi \gamma^5 \psi, & (t, x) \in [2, \infty) \times \mathbb{R}^3, \\
- \Box \phi &= i\psi^* \gamma^0 \gamma^5 \psi, & (t, x) \in [2, \infty) \times \mathbb{R}^3.
\end{aligned}
\] (1.5)
The initial data are prescribed at $t = 2$
\[
(\psi, \phi, \partial_t \phi)|_{t=2} = (\psi_0, \phi_0, \phi_1),
\] (1.6)in which $(\psi_0, \phi_0, \phi_1) : \mathbb{R}^3 \to \mathbb{C}^4 \times \mathbb{R} \times \mathbb{R}$. The nonlinear terms of (1.3) and (1.5) are different, however they enjoy some similar properties (see more details in § 3). Therefore, we expect that this case can be treated using the same strategy as in Case I.

• **Case III**: $(m, M, V, U) = (0, 1, i\gamma^5, i\gamma^0\gamma^5)$. We also consider the following 3D Dirac–Klein–Gordon system
\[
\begin{aligned}
- i\gamma^\mu \partial_\mu \psi + \psi &= i\phi \gamma^5 \psi, & (t, x) \in [2, \infty) \times \mathbb{R}^3, \\
- \Box \phi &= i\psi^* \gamma^0 \gamma^5 \psi, & (t, x) \in [2, \infty) \times \mathbb{R}^3.
\end{aligned}
\] (1.7)
The initial data are also prescribed at $t = 2$
\[
(\psi, \phi, \partial_t \phi)|_{t=2} = (\psi_0, \phi_0, \phi_1),
\] (1.8)in which $(\psi_0, \phi_0, \phi_1) : \mathbb{R}^3 \to \mathbb{C}^4 \times \mathbb{R} \times \mathbb{R}$. In particle physics, the system (1.7)–(1.8) describes a massive spinor $\psi$ and a massless pseudoscalar field $\phi$, whose interaction Lagrangian is given by
\[
\mathcal{L}_{\text{Yukawa}}(\psi, \phi) = i\psi^* \gamma^0 \gamma^5 \phi \psi.
\]

• **Case IV**: $(m, M, V, U) = (0, 1, I_4, \gamma^0)$. Consider the following 3D Dirac–Klein–Gordon system
\[
\begin{aligned}
- i\gamma^\mu \partial_\mu \psi + \psi &= \phi \psi, & (t, x) \in [2, \infty) \times \mathbb{R}^3, \\
- \Box \phi &= \psi^* \gamma^0 \psi, & (t, x) \in [2, \infty) \times \mathbb{R}^3.
\end{aligned}
\] (1.9)
The initial data are also prescribed at $t = 2$
\[
(\psi, \phi, \partial_t \phi)|_{t=2} = (\psi_0, \phi_0, \phi_1),
\] (1.10)in which $(\psi_0, \phi_0, \phi_1) : \mathbb{R}^3 \to \mathbb{C}^4 \times \mathbb{R} \times \mathbb{R}$. Note that, the nonlinear term’s structures of Case III and Case IV are quite different, and in particular, these structures play an important role in the proof for the Case III (see more details in §4.2). Therefore, we do not expect that this case can be treated using the same strategy as in Case III, even though the systems of the two cases enjoy some similarities (at least in the linear level). Actually, we are not yet able to treat the last case (see Remark 4.5 for an explanation), and we leave it as an interesting open question.

1.2 Main results

From now on, we focus on the Case I and Case III listed in the above. Our first main result is formulated as follows.
Theorem 1.1 Let $N \geq 7$ be an integer and $\mathcal{X}^N = (\dot{H}^{N+1} \cap \dot{H}^1) \times (\dot{H}^N \cap L^2)$. There exists an $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$, and all compactly supported initial data satisfying the smallness condition
\[
\|\psi_0\|_{\dot{H}^N} + \|\phi_0\|_{\dot{H}^{N+1}} + \|\phi_1\|_{\dot{H}^N} \leq \varepsilon, \tag{1.11}
\]
the Cauchy problem (1.3)–(1.4) admits a global-in-time solution $(\psi, \phi)$ which satisfies the following sharp time decay results
\[
|\psi(t, x)| \lesssim \varepsilon(t + |x|)^{-\frac{3}{2}}(t - |x|)^{-\frac{1}{2}}, \quad |\phi(t, x)| \lesssim \varepsilon(t + |x|)^{-1}. \tag{1.12}
\]
With $\Gamma = \{\partial, H, \Omega, S\}$, the following uniform energy estimates are also valid
\[
\sup_{t \in [2, \infty)} \sum_{|I| \leq N} \left( \|\Gamma^I \psi(t, x)\|_{L^2_x} + \|\partial \Gamma^I \phi(t, x)\|_{L^2_x} \right) \lesssim \varepsilon. \tag{1.13}
\]
Moreover, the massless Klein–Gordon field $\phi$ scatters to a free solution in $\mathcal{X}^N$: there exists $(\phi_{0\ell}, \phi_{1\ell}) \in \mathcal{X}^N$ such that
\[
\lim_{t \to \infty} \|(\phi, \partial_t \phi) - (\phi_{\ell}, \partial_t \phi_{\ell})\|_{\mathcal{X}^N} = 0, \tag{1.14}
\]
where $\phi_{\ell}$ is the solution to the 3D linear homogeneous wave equation with the initial data $(\phi_{0\ell}, \phi_{1\ell})$.

Remark 1.2 The symbol $\Gamma$ in Theorem 1.1 represents vector fields that are compatible with the wave operator, whose definition is given in §2.1.

Our second main result is formulated as follows.

Theorem 1.3 Let $N \geq 13$ be an integer and $\mathcal{X}^N = (\dot{H}^{N+1} \cap \dot{H}^1) \times (\dot{H}^N \cap L^2)$. There exists an $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$, and all initial data satisfying the smallness condition
\[
\sum_{k \leq N+1} \|\langle x \rangle^k \nabla_x^k \psi_0\|_{L^2_x} + \sum_{k \leq N} \left( \|\langle x \rangle^{N+\frac{3}{2}} \nabla_x^k \psi_0\|_{L^2_x} + \|\langle x \rangle^k \nabla_x^k \phi_1\|_{L^2_x} \right) \lesssim \varepsilon, \tag{1.15}
\]
the Cauchy problem (1.7)–(1.8) admits a global-in-time solution $(\psi, \phi)$ which satisfies the following sharp pointwise decay results
\[
|\psi(t, x)| \lesssim \varepsilon(t + |x|)^{-\frac{3}{2}}, \quad |\phi(t, x)| \lesssim \varepsilon(t + |x|)^{-1}(t - |x|)^{-\frac{1}{2}}. \tag{1.16}
\]
With $Z = \{\partial, H, \Omega\}$, the following uniform energy estimates are also valid
\[
\sup_{t \in [2, \infty)} \sum_{|I| \leq N} \left( \|Z^I \psi(t, x)\|_{L^2_x} + \|Z^I \phi(t, x)\|_{L^2_x} + \|\partial Z^I \phi(t, x)\|_{L^2_x} \right) \lesssim \varepsilon. \tag{1.17}
\]
Moreover, the solution $(\psi, \phi)$ scatters to a free solution in $H^{N-2} \times \mathcal{X}^N$: there exists $(\psi_{0\ell}, \phi_{0\ell}, \phi_{1\ell}) \in H^{N-2} \times \mathcal{X}^N$ such that
\[
\lim_{t \to \infty} \|(\psi, \phi, \partial_t \phi) - (\psi_{\ell}, \phi_{\ell}, \partial_t \phi_{\ell})\|_{H^{N-2} \times \mathcal{X}^N} = 0, \tag{1.18}
\]
where $(\psi_{\ell}, \phi_{\ell})$ is the solution to the 3D linear homogeneous Dirac–Klein–Gordon system with the initial data $(\psi_{0\ell}, \phi_{0\ell}, \phi_{1\ell})$. 
Remark 1.4 The symbol $Z$ in Theorem 1.3 represents vector fields that are compatible with both the wave operator and the Klein–Gordon operator, whose definition can be found in §2.1.

Remark 1.5 It is worth mentioning that the uniform boundedness of the element $\|Z^I\phi(t, x)\|_{L^2_x}$ in (1.17) is not trivial for waves, as the basic energy for the wave equation can only control the differentiated wave components $\|\partial Z^I\phi(t, x)\|_{L^2_x}$.

Remark 1.6 For $(m, M) = (0, 1)$, Bachelot [4] first proved stability and pointwise decay while Theorem 1.3 provides a uniform boundedness result for the total energy in the pseudoscalar case, i.e. $(V, U) = (i\gamma^5, i\gamma^0\gamma^5)$. But it is still open whether such a result is valid in the scalar case, i.e. $(V, U) = (I^4, \gamma^0)$.

Recall that, the global existence results to (1.3)–(1.4) and (1.7)–(1.8) were first shown by Choquet-Bruhat in [12] using the conformal method of Christodoulou and by Bachelot in [4] using the energy method, respectively. Thus our main contributions to (1.3)–(1.4) and (1.7)–(1.8) are the uniform boundeness of the total energies (1.13)–(1.17). The motivations for proving a uniform boundedness result mainly lie in three points: 1) It is natural to explore whether the total energy for a physical model is uniformly bounded or not. If the total energy for the Dirac–Klein–Gordon system can be proved uniformly bounded in time, then such a result is an optimal one in the sense that the linear system has conserved energy. 2) The uniform boundedness result is a necessary result for linear scattering, which is a vital question concerned by the society of dispersive equations. Indeed, in Theorem 1.1, we only provide a linear scattering result for the massless Klein–Gordon field $\phi$, while the one for the Dirac field $\psi$ is absent. 3) A uniform boundedness result in 3D for Dirac–Klein–Gordon system can be regarded as a stepping stone towards the asymptotic stability for the system in 2D, since the decay rates of 2D Dirac, wave and Klein–Gordon equations are slower than those in the 3D case.

1.3 Brief discussion on related results

The study on Dirac–Klein–Gordon system has attracted people’s attention since decades ago. The pioneering works on its global existence in 3D are due to Chadam and Glassy [10] for some restricted initial data, and to Choquet-Bruhat [12] in the massless case (1.3)–(1.4). The first stability result in 3D with pointwise decay was proved by Bachelot [4] for (1.7)–(1.8), which is closely related to our study. As for the 2D case, the case $(m, M) = (1, 1)$ can be reduced to coupled Klein–Gordon equations, which were tackled by Simon-Taflin [39], by Ozawa-Tsutaya-Tsutsumi [37], and by Delort-Fang-Xue [14] with pointwise decay result, and for all combinations of masses, Grünrock-Pecher [22] first proved the global existence result. Recently, the pointwise decay and scattering for the 2D case with $(m, M) = (1, 0)$ were established in [16, 18]. We also remind one of some interesting results regarding low-regular initial data [5, 13, 42].

We recall that global existence and pointwise decay for Case IV, i.e. $(m, M, V, U) = (1, 0, I^4, \gamma^0)$, was demonstrated in [17, 25]. But it is still unknown whether the total energy in this case is uniformly bounded in time or not.

To explore whether the total energy is uniformly bounded in time is of importance to several types of nonlinear evolution equations, one finds such study on incompressible elastodynamics [8, 34] (see also references therein), for instance. Such studies are closely related to linear scattering, and the motivations are briefly discussed in the end of §1.2 and in [8,
34]. Last, we mention the results [6, 9, 11, 19, 23, 26, 31, 33, 36, 41] which are also relevant to our study.

1.4 Key strategies and novelties

To start, we briefly mention the major difficulties encountered when proving Theorems 1.1 and 1.3: nonintegrable decay of wave components in 3D, slow decay of the nonlinearities, lack of scaling invariance when proving Theorem 1.3, lack of derivatives on the massless Klein–Gordon field $\phi$ in the nonlinearities of the Dirac equation. Some of these are not issues if we only want to show global existence and pointwise decay, but they turn into obstacles when we establish a uniform boundedness result. One finds a detailed discussion in recent results [16, 18] for instance. In what follows, we list the three key points in the proof that can be used to overcome the difficulties listed in the above.

First, we recall that the Klainerman-Sobolev inequality (2.8) gives 
\[
\langle t + r \rangle^{-1} \langle t - r \rangle^{-1/2}
\]
decay for the linear wave component. Note that, this rate is a non-integrable quantity in time $t$, which further makes it nontrivial to show a uniform boundedness result for the total energy of (1.3)–(1.4) and (1.7)–(1.8). Fortunately, the ghost weight method by Alinhac [1] (possibly adapted to Klein–Gordon setting) together with some special structure of the Dirac equation and the nonlinearities used in [16, 18] allows one to turn 
\[
\langle t - r \rangle
\]
decay into 
\[
\langle t + r \rangle
\]
decay, which solves the problem of insufficient time decay of the solution $\phi$.

Second, one key issue is how to get sufficient bounds for the undifferentiated wave component $\phi$ (as it appears in the nonlinearities of the Dirac equation), both in the $L^2$ and $L^\infty$ levels. The contents of the strategies are split into two parts according to the norms that are studied:

- To show the $L^2$ bounds of $\phi$, in the proof of Theorem 1.1, the key is to establish a 
\[
(t - r)^{-1/2}
\]
-weighted conformal energy estimate for the wave equation inspired by earlier works [1, 15] (see Lemma 2.14), which seems to be new. Roughly speaking, this estimate states that
\[
\left\| \frac{\phi}{(t - r)^{1/2}} \right\|_{L^2_x} \lesssim \| \phi_0 \|_{H^1} + \| \phi_1 \|_{L^2_x} + \int_2^t \left\| \frac{\tau \Box \phi}{(\tau - r)^{1/2}} \right\|_{L^2_x} d\tau,
\]
that is the conformal energy with $(t - r)^{-1/2}$-weight can be bounded by the energy of initial data and the $L^1_t L^2_x$ norm of the source term with $t/(t - r)^{1/2}$ weight. This weighted version allows us to obtain a slow $t^\delta$-growth estimate of the $(t - r)^{-1/2}$-weighted $L^2$ norm of $\phi$ for $0 < \delta \ll 1$ which improves the fast $t^{1/2+\delta}$-growth estimate of the $L^2$ norm of $\phi$ via the standard conformal energy estimate (see Lemma 3.5). Then, this weighted $L^2$ estimate enables us to utilize some extra $(t - r)$-decay from the pointwise estimate of $\psi$ (see Step 4 in the proof of Proposition 3.1) and thus plays a crucial role in the proof of the uniform boundedness of the energy for Dirac component $\psi$ in Theorem 1.1.

- To show the $L^\infty$ bounds of $\phi$, in the proof of Theorem 1.1, the analysis is involved. We first apply an observation in [7] (see (3.6)) to transform the Dirac equation of $\psi = -i \gamma^\mu \partial_\mu \Psi$ into a wave equation of $\Psi$. We then apply an $L^\infty - L^\infty$ estimate of [2] (see Proposition 2.10) to carefully derive the pointwise decay of $\phi$. In the proof of Theorem 1.3 and thanks to a hidden nonlinear transformation of [4] (see Lemma 4.4), we can directly apply an $L^\infty - L^\infty$ estimate of [32] (see Proposition 2.11) to get desired pointwise decay of $\phi$.

Third, we cannot commute with the scaling vector field in the proof of Theorem 1.3 due to the presence of the mass term in the Dirac equation. In this case, a weaker version of global
Sobolev inequality (2.11) is used to obtain rough decay results for the solution, and then the decay results can be improved by an $L^\infty - L^\infty$ estimate of [32] (see Proposition 2.11) and a pointwise estimate of [21] (see Proposition 2.16).

### 1.5 Organization

The article is organized as follows. In Sect. 2, we introduce the notations and some fundamental analysis tools to be used in Sects. 3-4: the estimates on commutators and null forms, global Sobolev inequality, and energy and $L^\infty$ estimates for the Dirac, wave and Klein–Gordon equations. In Sects. 3-4, by Klainerman’s vector field method enhanced with Alinhac’s ghost weight method, we provide the proof for Theorem 1.1 and Theorem 1.3, respectively.

### 2 Preliminaries

#### 2.1 Notations and conventions

We work in the (1+3) dimensional Minkowski spacetime $\mathbb{R}^{1+3}$. We denote one point by $(t, x) = (x_0, x_1, x_2, x_3)$ and its spatial radius by $r = \sqrt{x_1^2 + x_2^2 + x_3^2}$. Denote $\omega_a = \frac{x_a}{r}$ for $a = 1, 2, 3$ and $x = (x_1, x_2, x_3) \in \mathbb{R}^3$. Greek indices $\{\mu, \nu, \ldots\}$ range over $\{0, 1, 2, 3\}$, Roman indices $\{a, b, \ldots\}$ range over $\{1, 2, 3\}$, and the Einstein summation convention for repeated upper and lower indices is applied throughout this paper. We use $\Box = \partial_\alpha \partial^\alpha = -\partial_0^2 + \partial_1^2 + \partial_2^2 + \partial_3^2$ to denote the d’Alembert operator.

To state global Sobolev inequalities, we first introduce the following four groups of vector fields:

(i) Scaling vector field: $S = t \partial_t + x^a \partial_a$.
(ii) Translations: $\partial_\alpha = \partial_{x_\alpha}$, for $\alpha = 0, 1, 2, 3$.
(iii) Hyperbolic rotations: $H_a = x_a \partial_t + t \partial_a$, for $a = 1, 2, 3$.
(iv) Spatial rotations: $\Omega_{ab} = x_a \partial_b - x_b \partial_a$, for $1 \leq a < b \leq 3$.

We denote

$$\partial = (\partial_0, \partial_1, \partial_2, \partial_3), \quad H = (H_1, H_2, H_3) \quad \text{and} \quad \Omega = (\Omega_{12}, \Omega_{13}, \Omega_{23}).$$

Following Bachelot [4], we also introduce the following modified spatial rotations and hyperbolic rotations which commute with the Dirac operator,

$$\hat{H}_a = H_a - \frac{1}{2} \gamma^0 \gamma^a, \quad \hat{H} = (\hat{H}_1, \hat{H}_2, \hat{H}_3),$$

$$\hat{\Omega}_{ab} = \Omega_{ab} - \frac{1}{2} \gamma^a \gamma^b, \quad \hat{\Omega} = (\hat{\Omega}_{12}, \hat{\Omega}_{13}, \hat{\Omega}_{23}).$$

We define the following four ordered sets of vector fields,

$$Z := (Z_1, \ldots, Z_{10}) = (\partial, H, \Omega), \quad \Gamma := (\Gamma_1, \ldots, \Gamma_{11}) = (S, \partial, H, \Omega),$$

$$\hat{Z} := (\hat{Z}_1, \ldots, \hat{Z}_{10}) = (\hat{\partial}, \hat{H}, \hat{\Omega}), \quad \hat{\Gamma} := (\hat{\Gamma}_1, \ldots, \hat{\Gamma}_{11}) = (S, \partial, \hat{H}, \hat{\Omega}).$$

Moreover, for any $\mathbb{R}$-valued or $\mathbb{C}^{4}$-valued regular function $f = f(t, x)$, we denote
\[ |Zf| = \left( \sum_{k=1}^{10} |Z_k f|^2 \right)^{\frac{1}{2}}, \quad |\Gamma f| = \left( \sum_{k=1}^{11} |\Gamma_k f|^2 \right)^{\frac{1}{2}}, \]

\[ |\hat{Z} f| = \left( \sum_{k=1}^{10} |\hat{Z}_k f|^2 \right)^{\frac{1}{2}}, \quad |\hat{\Gamma} f| = \left( \sum_{k=1}^{11} |\hat{\Gamma}_k f|^2 \right)^{\frac{1}{2}}, \]

For all multi-index \( I = (i_1, \ldots, i_{10}) \in \mathbb{N}^{10} \) and \( J = (j_1, \ldots, j_{11}) \in \mathbb{N}^{11} \), we set

\[ Z^I = \prod_{k=1}^{10} Z_k^{i_k}, \quad \hat{Z}^I = \prod_{k=1}^{10} \hat{Z}_k^{i_k}, \quad \Gamma^J = \prod_{k=1}^{11} \Gamma_k^{j_k}, \quad \hat{\Gamma}^J = \prod_{k=1}^{11} \hat{\Gamma}_k^{j_k}. \]

Moreover, we introduce the good derivatives \( G_a = \partial_a + \omega_a \partial_0 \) for \( a = 1, 2, 3 \) appearing in ghost weight energy estimate.

For all \( \mathbb{R} \)-valued or \( \mathbb{C}^4 \)-valued regular functions \( f = f(t, x) \) and \( g = g(t, x) \), we consider the standard null forms \( Q_0 \) and \( Q_{a\beta} \),

\[ Q_0(f, g) = (\partial_a f)^* \partial^a g \quad \text{and} \quad Q_{a\beta}(f, g) = (\partial_a f)^* \partial_\beta g - (\partial_\beta f)^* \partial_a g. \]

Following [18, Section 3], we consider the following two terms which are related to the hidden structure of the Dirac \( \times \) Dirac interaction terms in (1.3)–(1.7): For all regular function \( \varphi = \varphi(t, x) : \mathbb{R}^{1+3} \to \mathbb{C}^4 \), we denote

\[ [\varphi]_+ (t, x) := \left( I_4 + \omega_a \gamma^0 \gamma^a \right) \varphi(t, x), \]

\[ [\varphi]_- (t, x) := \left( I_4 - \omega_a \gamma^0 \gamma^a \right) \varphi(t, x). \]

Let \( \{ \zeta_k \}_{k=0}^\infty \) be a Littlewood-Paley partition of unity, i.e.

\[ 1 = \sum_{k=0}^\infty \zeta_k(\tau), \quad \tau \geq 0, \quad \zeta_k \in C_0^\infty(\mathbb{R}), \quad \zeta_k \geq 0 \quad \text{for all} \quad k \geq 0, \]

as well as

\[ \text{supp} \zeta_0 \cap [0, \infty) = [0, 2], \quad \text{supp} \zeta_k \subset \left[ 2^{k-1}, 2^{k+1} \right] \quad \text{for all} \quad k \geq 1. \]

For simplicity of notation, we denote the initial data \((\psi, \phi_0, \phi_1)\) by \((\psi_0, \phi_0)\).

Without loss of generality, in the proof of Theorem 1.1 and related technical Lemma of compactly supported functions, we restrict our study to functions supported within the spacetime region \( K := \{(t, x) \in [2, \infty) \times \mathbb{R}^3 : r + 1 \leq t \} \).

### 2.2 Basic estimates

In this subsection, we recall some preliminary estimates related to commutators and vector fields. First, since the differences between vector fields \((Z, \Gamma)\) and modified vector fields
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(\hat{Z}, \hat{\Gamma}) are constant matrices, we obtain

\[
\sum_{|I| \leq K} |\Gamma^I f| \lesssim \sum_{|I| \leq K} |\hat{\Gamma}^I f| \lesssim \sum_{|I| \leq K} |\Gamma^I f|,
\]

(2.2)

\[
\sum_{|I| \leq K} |Z^I f| \lesssim \sum_{|I| \leq K} |\hat{Z}^I f| \lesssim \sum_{|I| \leq K} |Z^I f|,
\]

(2.3)

\[
\sum_{|I| \leq K} |\partial \Gamma^I f| \lesssim \sum_{|I| \leq K} |\partial \hat{\Gamma}^I f| \lesssim \sum_{|I| \leq K} |\partial \Gamma^I f|,
\]

\[
\sum_{|I| \leq K} |\partial Z^I f| \lesssim \sum_{|I| \leq K} |\partial \hat{Z}^I f| \lesssim \sum_{|I| \leq K} |\partial Z^I f|,
\]

for any regular \( \mathbb{R} \)-valued or \( \mathbb{C}^4 \)-valued function \( f \) and \( K \in \mathbb{N}^+ \). Note that, from the definition of \((Z, \Gamma, \hat{Z}, \hat{\Gamma})\), we have the following identities:

\[
[-\Box, Z_k] = 0 \quad \text{and} \quad [-\Box, S] = -2\Box, \\
[-i\gamma^\mu \partial_\mu, \hat{Z}_k] = 0 \quad \text{and} \quad [-i\gamma^\mu \partial_\mu, S] = -i\gamma^\mu \partial_\mu.
\]

(2.4)

Second, we recall the following estimates related to the vector fields from \([40]\).

**Lemma 2.1** ([40]). For all regular function \( f = f(t, x) \), the following hold.

(i) Estimates on commutators. For all \( I \in \mathbb{N}^{10} \) and \( J \in \mathbb{N}^{11} \), we have

\[
\sum_{k=1}^{10} \left| \left[ Z_k, Z^I \right] f \right| \lesssim \sum_{|K| \leq |I|} \left| Z^K f \right|,
\]

\[
\left| \left[ \partial, Z^I \right] f \right| + \left| \left[ S, Z^I \right] f \right| \lesssim \sum_{|K| < |I|} \left| \partial Z^K f \right|,
\]

\[
\left| \left[ \partial, \Gamma^J \right] f \right| + \left| \left[ S, \Gamma^J \right] f \right| \lesssim \sum_{|K| < |J|} \left| \partial \Gamma^K f \right|.
\]

(2.5)

(ii) Estimates on \( \partial f \) and \( G_\alpha f \). We have

\[
\langle t-r \rangle |\partial f| + \langle t+r \rangle \sum_{a=1}^{3} |G_\alpha f| \lesssim |\Gamma f|.
\]

(2.6)

**Proof** We refer to \([40, \text{Page 38 and Proposition 1.1}]\) for the details of the proof. \( \square \)

Third, we recall the following estimates related to the null form \( Q_{\alpha\beta} \) from \([40]\).

**Lemma 2.2** ([40]). Let \( f = f(t, x) \) and \( g = g(t, x) \) be two regular functions on \( \mathbb{R}^{1+3} \), then for any multi-index \( I \in \mathbb{N}^{10} \), we have

\[
\sum_{\alpha \neq \beta} \left| Z^I Q_{\alpha\beta}(f, g) \right| \lesssim \langle t+r \rangle^{-1} \sum_{|I_1|+|I_2| \leq |I|} \left| ZZ^{I_1} f \right| \left| ZZ^{I_2} g \right|.
\]

(2.7)

**Proof** We refer to \([40, \text{Lemma 3.3}]\) and \([40, \text{Page 58}]\) for the details of the proof. \( \square \)

Next, we recall the following local and global Sobolev inequalities.

**Theorem 2.3** ([21, 28]). For all regular function \( f = f(t, x) \), the following hold.

\[ \text{Springer} \]
(i) Klainerman-Sobolev inequality. We have
\[ |f(t, x)| \lesssim (t + r)^{-1} \sum_{|I| \leq 2} \left\| R^I f(t, x) \right\|_{L_x^2} \] (2.8)

(ii) Standard Sobolev inequality. We have
\[ |f(t, x)| \lesssim (r)^{-1} \sum_{|I| \leq 3} \left\| Z^I f(t, x) \right\|_{L_x^2} \] (2.9)

(iii) Estimate inside of a cone. For $|x| \leq \frac{t}{2}$, we have
\[ |f(t, x)| \lesssim (t)^{-\frac{3}{4}} \sum_{|I| \leq 3} \left\| Z^I f(t, x) \right\|_{L_x^2} \] (2.10)

(iv) Global Sobolev inequality. We have
\[ |f(t, x)| \lesssim (t + r)^{-\frac{3}{4}} \sum_{|I| \leq 3} \left\| Z^I f(t, x) \right\|_{L_x^2} \] (2.11)

Proof For (2.8)–(2.10), we refer to [28, Proposition 1-2] and [21, Lemma 2.4] for the details of the proof respectively. Then, the inequality (2.11) is a direct consequence of (2.9) and (2.10).

Then, we recall the following refined Hardy inequality from [35].

Lemma 2.4 ([35]). For all regular function $f = f(t, x)$ with support in $K$, we have
\[ \left\| \frac{f(t, x)}{r(t)} \right\|_{L_x^2} \lesssim \left\| \partial_r f(t, x) \right\|_{L_x^2} \] (2.12)

Proof We refer to [35, Lemma 1.2] for the details of the proof.

Finally, we introduce the following technical estimates related to the Dirac $\times$ Dirac interaction term which will appear in the energy estimate.

Lemma 2.5 Let $\Theta_1$ be an $\mathbb{R}$-valued regular function and $\Theta_2$ be a $\mathbb{C}^4$-valued regular function on $\mathbb{R}^{1+3}$, then for any multi-index $I \in \mathbb{N}^{10}$ and $J \in \mathbb{N}^{11}$, we have
\[ \left| [\hat{Z}^I (\Theta_1 \Theta_2)]_- \right| \lesssim \sum_{|I_1| + |I_2| \leq I} \left| Z^{I_1} \Theta_1 \right| \left| [\hat{Z}^{I_2} \Theta_2]_- \right|, \] (2.13)
\[ \left| [\hat{P}^J (\Theta_1 \Theta_2)]_- \right| \lesssim \sum_{|I_1| + |I_2| \leq J} \left| R^{I_1} \Theta_1 \right| \left| [\hat{P}^{I_2} \Theta_2]_- \right|, \] (2.14)

Proof By an elementary computation, for all $k \in \{1, \ldots, 10\}$, we have
\[ [S (\Theta_1 \Theta_2)]_- = (S \Theta_1) [\Theta_2]_- + \Theta_1 [S \Theta_2]_-, \]
\[ [\hat{Z}_k (\Theta_1 \Theta_2)]_- = (Z_k \Theta_1) [\Theta_2]_- + \Theta_1 [\hat{Z}_k \Theta_2]_- \]
Combining the above identities with the Leibniz rule of $\partial$ and then using an induction argument, we obtain (2.13) and (2.14).

Lemma 2.6 Let $\Theta_1$ and $\Theta_2$ be two $\mathbb{C}^4$-valued regular functions on $\mathbb{R}^{1+3}$, then the following estimates for $\Theta_1^+ \gamma^0 \Theta_2$ are true.
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(i) First estimate. We have

\[ |\Theta_1^* \gamma^0 \Theta_2| \lesssim |[\Theta_1]_-| |\Theta_2| + |\Theta_1||[\Theta_2]_-|. \]  

(ii) Second estimate. For any multi-index \( I \in \mathbb{N}^{10} \), we have

\[ |Z^I (\Theta_1^* \gamma^0 \Theta_2)| \lesssim \sum_{|I_1| + |I_2| \leq |I|} |(\widehat{Z}^{I_1} \Theta_1)^* \gamma^0 (\widehat{Z}^{I_2} \Theta_2)|. \]  

(iii) Third estimate. For any multi-index \( J \in \mathbb{N}^{11} \), we have

\[ |\Gamma^J (\Theta_1^* \gamma^0 \Theta_2)| \lesssim \sum_{|J_1| + |J_2| \leq |J|} |(\widehat{\Gamma}^{J_1} \Theta_1)^* \gamma^0 (\widehat{\Gamma}^{J_2} \Theta_2)|. \]  

**Proof** Proof of (i). From the definition of \([\cdot]_+ \) and \([\cdot]_- \) in (2.1), we have

\[ 2\Theta_1 = [\Theta_1]_+ + [\Theta_1]_- \quad \text{and} \quad 2\Theta_2 = [\Theta_2]_+ + [\Theta_2]_- , \]

which implies

\[ \Theta_1^* \gamma^0 \Theta_2 = \frac{1}{4} ([\Theta_1]_+^* \gamma^0 [\Theta_2]_- + [\Theta_1]_-^* \gamma^0 [\Theta_2]_+ + [\Theta_1]_+^* \gamma^0 [\Theta_2]_- + [\Theta_1]_-^* \gamma^0 [\Theta_2]_+). \]

Note that, for the last term in the above identity, from (1.2), we have

\[ [\Theta_1]_+^* \gamma^0 [\Theta_2]_+ = (\Theta_1^* + \omega_a \Theta_1^* \gamma^0 \gamma^a) \gamma^0 (\Theta_2 + \omega_b \gamma^0 \gamma^b \Theta_2) \]

\[ = (1 - \omega_1^2 - \omega_2^2 - \omega_3^2) \Theta_1^* \gamma^0 \Theta_2 + \omega_a \Theta_1^* \gamma^0 (\gamma^0 \gamma^a + \gamma^a \gamma^0) \Theta_2 \]

\[ + \sum_{a < b} \omega_a \omega_b \Theta_1^* \gamma^0 (\gamma^a \gamma^b + \gamma^b \gamma^a) \Theta_2 = 0. \]

Combining the above identities with the triangle inequality, we obtain (2.15).

Proof of (ii) and (iii). From (1.2) and the definition of \( \widehat{\Omega}_{ab} \) and \( \widehat{H}_a \), we have

\[ \Omega_{ab} (\Theta_1^*) = (\widehat{\Omega}_{ab} \Theta_1)^* - \frac{1}{2} \Theta_1^* \gamma^a \gamma^b \quad \text{and} \quad H_a (\Theta_1^*) = (\widehat{H}_a \Theta_1)^* + \frac{1}{2} \Theta_1^* \gamma^0 \gamma^a, \]

which implies

\[ \Omega_{ab} (\Theta_1^* \gamma^0 \Theta_2) = (\widehat{\Omega}_{ab} \Theta_1)^* \gamma^0 \Theta_2 + \Theta_1^* \gamma^0 (\widehat{\Omega}_{ab} \Theta_2) - \frac{1}{2} \Theta_1^* (\gamma^a \gamma^b \gamma^0 - \gamma^0 \gamma^a \gamma^b) \Theta_2 \]

\[ = (\widehat{\Omega}_{ab} \Theta_1)^* \gamma^0 \Theta_2 + \Theta_1^* \gamma^0 (\widehat{\Omega}_{ab} \Theta_2), \]

\[ H_a (\Theta_1^* \gamma^0 \Theta_2) = (\widehat{H}_a \Theta_1)^* \gamma^0 \Theta_2 + \Theta_1^* \gamma^0 (\widehat{H}_a \Theta_2) + \frac{1}{2} \Theta_1^* (\gamma^0 \gamma^a \gamma^0 + \gamma^0 \gamma^0 \gamma^a) \Theta_2 \]

\[ = (\widehat{H}_a \Theta_1)^* \gamma^0 \Theta_2 + \Theta_1^* \gamma^0 (\widehat{H}_a \Theta_2). \]

Combining the above identities with the Leibniz rule of \( \partial \) and then using an induction argument, we obtain (2.16) and (2.17). \( \square \)

### 2.3 Estimate for the 3D linear Dirac spinor

In this subsection, we review the ghost weight energy estimate for the Dirac spinor and extra pointwise estimate for the radial derivative of the Dirac spinor. Following [1, 3], for all \( \varphi = \varphi(t, x) : \mathbb{R}^{1+3} \to \mathbb{C}^4 \) and \( 0 < \delta \ll 1 \), we consider the ghost weight energy for \( \varphi \):

\[ \mathcal{E}_D^\delta (t, \varphi) = \int_{\mathbb{R}^3} |\varphi(t, x)|^2 \, dx + \int_{t'}^t \int_{\mathbb{R}^3} \frac{|\varphi|}{|\tau - r|^{1+2\delta}} \, dx \, d\tau. \]
Lemma 2.7 Let \( m = 0 \) or \( 1 \) and \( \varphi \) be the solution to the Cauchy problem
\[
- i \gamma^\mu \partial_\mu \varphi + m \varphi = G \quad \text{with} \quad \varphi|_{t=2} = \varphi_0.
\] (2.18)

Then we have
\[
\mathcal{E}^D(t, \varphi) \lesssim \mathcal{E}^D(2, \varphi) + \int_2^t \int_{\mathbb{R}^3} |\varphi^*(\tau, x) \gamma^0 G(\tau, x)| \, dx \, d\tau.
\]

**Proof** For \((t, x) \in [2, \infty) \times \mathbb{R}^3\), we consider
\[
q(t, x) = \int_{-\infty}^t (\tau)^{-1-2\delta} \, d\tau, \quad \text{where} \quad r = |x|.
\]

Note that, multiplying \( ie^q \varphi^* \gamma^0 \) to both sides of the equation (2.18), we have
\[
e^q \varphi^* \partial_0 \varphi + e^q \varphi^* \gamma^0 \gamma^a \partial_a \varphi + i me^q \varphi^* \gamma^0 \varphi = ie^q \varphi^* \gamma^0 G.
\] (2.19)

Taking the complex conjugate of (2.19) and then using (1.2), we also have
\[
e^q (\partial_0 \varphi)^* \varphi + e^q (\partial_a \varphi)^* \gamma^0 \gamma^a \varphi - ime^q \varphi^* \gamma^0 \varphi = -ie^q G^* \gamma^0 \varphi.
\] (2.20)

Gathering (2.19) and (2.20), one can obtain
\[
\partial_0 \left( e^q |\varphi|^2 \right) + \partial_a (e^q \varphi^* \gamma^0 \gamma^a \varphi) + \frac{e^q}{(r-t)^{1+2\delta}} (|\varphi|^2 - \omega_a \varphi^* \gamma^0 \gamma^a \varphi) = -2e^q \text{Im}(\varphi^* \gamma^0 G).
\]

Note also that, from (1.2) and the definition of \([-\cdot]_\gamma\) in (2.1),
\[
||[\varphi]_-||^2 = (\varphi - \omega_a \gamma^0 \gamma^a \varphi)^* (\varphi - \omega_b \gamma^0 \gamma^b \varphi)
\]
\[
= (\varphi^* - \omega_a \varphi^* \gamma^0 \gamma^a) (\varphi - \omega_b \gamma^0 \gamma^b \varphi)
\]
\[
= |\varphi|^2 - 2\omega_a \varphi^* \gamma^0 \gamma^a \varphi + \omega_a \omega_b \varphi^* \gamma^0 \gamma^a \gamma^0 \gamma^b \varphi.
\]

By an elementary computation and (1.2), we compute
\[
\omega_a \omega_b \varphi^* \gamma^0 \gamma^a \gamma^0 \gamma^b \varphi = |\varphi|^2 - \sum_{a < b} \varphi^* \left( \gamma^a \gamma^b + \gamma^b \gamma^a \right) \varphi = |\varphi|^2.
\]

Gathering the above identities, one can obtain
\[
\partial_0 (e^q |\varphi|^2) + \partial_a (e^q \varphi^* \gamma^0 \gamma^a \varphi) + \frac{e^q}{2(r-t)^{1+2\delta}} ||[\varphi]_-||^2 = -2e^q \text{Im}(\varphi^* \gamma^0 G).
\]

Last, integrating the above identity over the domain \([2, t] \times \mathbb{R}^3\) and then using the fact that \(e^q \sim 1\), we complete the proof of Lemma 2.7. \(\square\)

Second, we introduce the extra decay for the radial derivative of the Dirac spinor.

Lemma 2.8 Let \( \varphi \) be the solution to the Cauchy problem
\[
- i \gamma^\mu \partial_\mu \varphi = G \quad \text{with} \quad \varphi|_{t=2} = \varphi_0,
\] (2.21)

and assume that \( \varphi \) is supported in \( \mathcal{K} \). Then we have
\[
|\partial_r (|[\varphi]|_-)| \lesssim \frac{1}{r+1} (|\hat{\varphi} \varphi| + |\varphi|) + |G|.
\] (2.22)
Remark 2.9 This result provides one with some extra decay of \((t-r)/t\) for the component \([\varphi_-]\), which is favorable when close to the light cone \(\{t = r + 1\}\). To achieve this, one integrates \(\partial_r ([\varphi_-])\) along the line connected by the points \((t, t-1)\) and \((t, r_0)\) for any \(0 \leq r_0 \leq t - 1\) (see more details in Lemma 3.4).

**Proof of Lemma 2.8** Step 1. Preliminary estimate. We claim that

\[
|\partial_t \varphi| \lesssim \frac{1}{t-r} |\Gamma \varphi| + \frac{t+r}{t-r} |G|. \tag{2.23}
\]

Indeed, from \(\partial_a = t^{-1} H_a - (x_a/t) \partial_t\), we rewrite (2.21) as

\[
\left( \gamma^0 - \frac{x_a}{t} \gamma^a \right) \partial_t \varphi = -\frac{\gamma^a}{t} H_a \varphi + i G.
\]

Multiplying both sides of the above identity by \(\left( \gamma^0 - \frac{x_a}{t} \gamma^a \right)\) and then using (1.2), we compute

\[
\frac{(t+r)(t-r)}{t^2} \partial_t \varphi = -\frac{1}{t} \left( \gamma^0 - \frac{x_a}{t} \gamma^a \right) \gamma^b H_b \varphi + i \left( \gamma^0 - \frac{x_a}{t} \gamma^a \right) G.
\]

Combining the above identity with \(\text{supp } \varphi \subseteq \mathcal{K}\), we obtain (2.23).

Step 2. Conclusion. Using again \(\partial_a = t^{-1} H_a - (x_a/t) \partial_t\), we rewrite (2.21) as

\[
\left( \gamma^0 - \frac{x_a}{r} \gamma^a \right) \partial_t \varphi = \gamma^a \left( \frac{x_a}{t} - \frac{x_a}{r} \right) \partial_t \varphi - \frac{\gamma^a}{t} H_a \varphi + i G,
\]

which implies

\[
\gamma^0 \partial_t ([\varphi_-]) = \frac{\gamma^a}{t} \frac{x_a}{r} \left( (t-r) \partial_t \varphi \right) - \frac{\gamma^a}{t} H_a \varphi + i G.
\]

It follows from (2.23) that

\[
|\partial_t ([\varphi_-])| \lesssim \frac{1}{t+r} |\Gamma \varphi| + |G|. \tag{2.24}
\]

Next, using again \(\partial_a = t^{-1} H_a - (x_a/t) \partial_t\) and \(\partial_r = (x_a/r) \partial_a\), we find

\[
\frac{x_a}{r} H_a = t \partial_r + r \partial_t \Rightarrow \partial_r = \frac{x_a}{r} \frac{H_a}{t} - \frac{r}{t} \partial_t.
\]

Therefore, from (2.24), it holds

\[
|\partial_r ([\varphi_-])| \lesssim \frac{1}{t} |(x_a/r) H_a ([\varphi_-])| + |\partial_r ([\varphi_-])| \lesssim \frac{1}{t+r} |\Gamma \varphi| + |G|. \tag{2.25}
\]

We see that (2.22) follows from (2.2) and (2.25).

\[
\square
\]

### 2.4 Estimates for the 3D linear wave equation

In this subsection, we review several technical estimates for the 3D linear wave equation. First, we recall the following two \(L^\infty - L^\infty\) estimates for the 3D linear wave equation from [2, Proposition 3.1] and [27, Lemma 3.4] respectively.
Proposition 2.10 ([2]). Let \( u \) be the solution to the Cauchy problem
\[
-\Box u = G \quad \text{with} \quad (u, \partial_t u)_{|t=2} = (0, 0),
\]
and assume that \( u \) is supported in \( K \). Assume the estimates
\[
|G| \leq C_G (t-r)^{-\mu} (t+r)^{-\nu}, \quad \mu, \nu \geq 0.
\]
Define \( F_\mu(s) = 1, \log s, s^{1-\mu}/(1-\mu) \) according to \( \mu > 1, = 1, < 1 \), respectively, then the following pointwise estimates are true.

(i) For \( \nu < 2 \), we have
\[
|u(t, x)| \lesssim C_G (t+r)^{-\nu+1} F_\mu (t-r).
\]
(ii) For \( \nu = 2 \), we have
\[
|u(t, x)| \lesssim C_G (t+r)^{-1} \log (t+r) F_\mu (t-r).
\]
(iii) For \( \nu > 2 \), we have
\[
|u(t, x)| \lesssim C_G (t-r)^{(\nu-2)} (t+r)^{-1} F_\mu (t-r).
\]

Proposition 2.11 ([27, 32]). Let \( u \) be the solution to the Cauchy problem
\[
-\Box u = G \quad \text{with} \quad (u, \partial_t u)_{|t=2} = (0, 0).
\]

Then we have
\[
\langle t+r \rangle \langle t-r \rangle^{\frac{1}{2}} |u(t, x)| \lesssim \sup_{\tau \in [2, t]} \sup_{y \in \mathbb{R}^3} \langle \tau + |y| \rangle \frac{7}{2} |G(\tau, y)|.
\]

Remark 2.12 Since we lack the scaling vector field when treating massive Dirac or Klein–Gordon equations, the classical Klainerman-Sobolev inequality cannot be directly applied, and thus in many cases, we cannot get robust pointwise decay using weighted \( L^2 \) type bounds (see for instance (2.11)). The important part of Proposition 2.11 is that we do not rely on the scaling vector field, and it allows us to obtain sharp pointwise decay of \( u \) in the sense that the difference of the homogeneity between \( u \) decay and \( G \) decay is 2. We also note that Proposition 2.11 is just a special version of [27, Lemma 3.4] with \( \rho = 0, \kappa = 3/2, \mu = 1/2 \) therein.

Second, we introduce the following standard energy \( E \) and conformal energy \( F \) for the 3D linear wave equation,
\[
E(t, u) = \int_{\mathbb{R}^3} \left( (\partial_t u)^2 + |\nabla u|^2 \right) (t, x)dx,
\]
\[
F(t, u) = \int_{\mathbb{R}^3} \left( u^2 + (Su)^2 + |\Omega u|^2 + |Hu|^2 \right) (t, x)dx.
\]

Lemma 2.13 ([3]). Let \( u \) be the solution to the Cauchy problem
\[
-\Box u = G \quad \text{with} \quad (u, \partial_t u)_{|t=2} = (u_0, u_1).
\]

Then the following estimates hold.

(i) Standard energy estimate. We have
\[
E(t, u)^{\frac{1}{2}} \lesssim E(2, u)^{\frac{1}{2}} + \int_2^t \|G(\tau, x)\|_{L^2} d\tau.
\]
(ii) Conformal energy estimate. We have

\[ \mathcal{F}(t, u)^{\frac{1}{2}} \lesssim \mathcal{F}(2, u)^{\frac{1}{2}} + \int_2^t \| (\tau + r) G(\tau, x) \|_{L_2^2} \, d\tau. \]

**Proof** See [3, Theorem 6.3] and [3, Theorem 6.11]. \(\square\)

Last, we introduce the following weighted conformal energy estimate for 3D linear wave equation. This result is motivated by a \((t - r)^{-\frac{1}{2}}\)-weighted basic energy estimate for the wave equation in [1, 15]. The proof is inspired by the previous works [3, Theorem 6.11] and [24, Lemma 6.3.5].

**Lemma 2.14** Let \( u \) be the solution to the Cauchy problem

\[-\square u = G \quad \text{with} \quad (u, \partial_t u)_{t=2} = (u_0, u_1).\]

Assume that \( u \) and \( G \) are supported in \( \mathcal{K} \), then we have

\[ \sum_{\Lambda \in \{\text{Id}, S, \Omega, H\}} \left\| \frac{\Lambda u}{(t - r)^{\frac{1}{2}}} \right\|_{L_2^2} \lesssim \left\| u_0 \right\|_{H^1} + \left\| u_1 \right\|_{L_2^2} + \int_2^t \left\| \frac{\tau G(\tau, x)}{(\tau - r)^{\frac{1}{2}}} \right\|_{L_2^2} \, d\tau. \quad (2.26)\]

**Remark 2.15** We first comment that the weight \((t - r)^{-\frac{1}{2}}\) is not typical, as the conformal energy estimate \((2.26)\) is also true if we replace \((t - r)^{-\frac{1}{2}}\) by \((t - r)^{-\gamma}\) with \(\gamma > 0\) on both sides of \((2.26)\). Second, the advantage of \((2.26)\) is that it allows us to utilize the \((t - r)/t\) decay in the source term \( G \), and in turn this \((t - r)/t\) decay can be inherited by \( \Lambda u \) with \( \Lambda \in \{\text{Id}, S, \Omega, H\} \).

**Proof of Lemma 2.14** Consider the following weighted conformal energy,

\[ \mathcal{E}_{con}(t, u) = \frac{1}{2} \int_{\mathbb{R}^3} \left[ (r^2 + t^2) |\nabla u|^2 + 4rt \partial_r u \partial_r u \right] (t - r)^{-1} \, dx \]

\[+ \int_{\mathbb{R}^3} \left[ 2tu \partial_t u - u^2 + \text{div}(xu^2) \right] (t - r)^{-1} \, dx. \]

**Step 1.** Identity for \( \mathcal{E}_{con} \). We claim that

\[ \mathcal{E}_{con}(t, u) = \frac{1}{2} \int_{\mathbb{R}^3} \left[ (St + 2u)^2 + |Hu|^2 + |\Omega u|^2 \right] (t - r)^{-1} \, dx. \quad (2.27)\]

Indeed, from the definition of \( S, H \) and \( \Omega \), we have

\[ \frac{1}{2} \left[ (r^2 + t^2) |\nabla u|^2 + 4rt (\partial_r u)(\partial_r u) \right] \]

\[= \frac{1}{2} \left[ (r^2 + t^2) \left( \partial_t u \right)^2 + \left( \partial_r u \right)^2 + \left| \frac{\Omega u}{r} \right|^2 \right] + 2rt (\partial_t u)(\partial_r u) \]

\[= \frac{1}{2} \left[ (Su)^2 + (t \partial_t u + r \partial_r u)^2 \right] + \frac{1}{2} \left( r^2 + t^2 \right) \left| \frac{\Omega u}{r} \right|^2 = \frac{1}{2} \left[ (Su)^2 + |Hu|^2 + |\Omega u|^2 \right]. \]

Then, by an elementary computation, we check that

\[ 2tu \partial_t u - u^2 + \text{div}(xu^2) = 2uSu + 2u^2. \]

Combining the above two identities and the definition of \( \mathcal{E}_{con} \), we obtain \((2.27)\).
Step 2. First estimate for $\mathcal{E}_{con}$. We claim that

$$\mathcal{E}_{con}^\frac{1}{2} (t, u) - \mathcal{E}_{con}^\frac{1}{2} (2, u) \lesssim \int_2^t \left\| \frac{\tau G(\tau, x)}{(\tau - r)^\frac{1}{2}} \right\|_{L_t^2_x} \, d\tau. \quad (2.28)$$

Indeed, by a tedious computation (see more details in [3, Page 99]), we have

$$-\Box u (K_0u + 2tu) = \frac{1}{2} \partial_t \left[ (r^2 + t^2) |\partial u|^2 + 4rt (\partial_t u) (\partial_r u) \right]$$
$$+ \partial_t \left[ 2 tu \partial_t u - u^2 + \text{div}(xu^2) \right] - \text{div} \left[ 2tu \nabla u + \partial_t (xu^2) \right]$$
$$+ \partial_t \left[ 2 tu \partial_t u - u^2 + \text{div}(xu^2) \right] (t - r)^{-1}$$
$$+ \text{div} \left[ tx (-2(\partial_t u)^2 + |\partial u|^2) - (r^2 + t^2)(\partial_r u) \nabla u - 2rt (\partial_t u) \nabla u \right] (t - r)^{-1},$$

where $K_0 = (r^2 + t^2) \partial_r + 2rt \partial_r$. Based on the above identity, we have

$$-\Box u (K_0u + 2tu) (t - r)^{-1}$$
$$= \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3 + \frac{1}{2} \partial_t \left[ (r^2 + t^2) |\partial u|^2 + 4rt (\partial_t u) (\partial_r u) \right] \partial_t ((t - r)^{-1})$$
$$+ \partial_t \left[ 2 tu \partial_t u - u^2 + \text{div}(xu^2) \right] (t - r)^{-1}$$
$$+ \text{div} \left[ tx (-2(\partial_t u)^2 + |\partial u|^2) - (r^2 + t^2)(\partial_r u) \nabla u - 2rt (\partial_t u) \nabla u \right] (t - r)^{-1},$$

where

$$\mathcal{I}_1 = -\frac{1}{2} \left[ (r^2 + t^2) |\partial u|^2 + 4rt (\partial_t u) (\partial_r u) \right] \partial_t ((t - r)^{-1}),$$
$$\mathcal{I}_2 = \left[ 2 tu \nabla u + \partial_t (xu^2) \right] \cdot \nabla ((t - r)^{-1}) - \left[ 2 tu \partial_t u - u^2 + \text{div}(xu^2) \right] \partial_t ((t - r)^{-1}),$$
$$\mathcal{I}_3 = -\left[ tx (-2(\partial_t u)^2 + |\partial u|^2) - (r^2 + t^2)(\partial_r u) \nabla u - 2rt (\partial_t u) \nabla u \right] \cdot \nabla ((t - r)^{-1}).$$

Integrating the above identity over $\mathbb{R}^3$, we have

$$\frac{d}{dt} \mathcal{E}_{con} + \int_{\mathbb{R}^3} (\mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3) \, dx = \int_{\mathbb{R}^3} \left[ G(t, x) (K_0u + 2tu) (t - r)^{-1} \right] \, dx. \quad (2.29)$$

Note that, the following identities are true:

$$\partial_t ((t - r)^{-1}) = -(t - r)^{-2}$$
$$\text{and} \quad \nabla ((t - r)^{-1}) = (t - r)^{-2} \frac{x}{r}. \quad (2.30)$$

Therefore, by an elementary computation, we obtain

$$\mathcal{I}_1 = \frac{1}{2} \left[ (r^2 + t^2) |\partial u|^2 + 4rt (\partial_t u) (\partial_r u) \right] (t - r)^{-2},$$
$$\mathcal{I}_2 = 2 \left[ u^2 + (t + r)u (\partial_t u + \partial_r u) \right] (t - r)^{-2},$$
$$\mathcal{I}_3 = \left[ tr(2(\partial_t u)^2 + 2(\partial_r u)^2 - |\partial u|^2) + (r^2 + t^2)(\partial_t u) (\partial_r u) \right] (t - r)^{-2}.$$

It follows from $|\partial u|^2 = (\partial_t u)^2 + (\partial_r u)^2 + r^{-2} |\Omega u|^2$ that

$$\int_{\mathbb{R}^3} (\mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3) \, dx = \frac{1}{2} \int_{\mathbb{R}^3} (t - r)^{-2} \left[ (t + r)(\partial_t u + \partial_r u) + 2u^2 + \left( 1 - \frac{t}{r} \right)^2 |\Omega u|^2 \right] \, dx \geq 0.$$
From (2.29) and the above inequality, we know that

\[
\frac{d}{dt} \mathcal{E}_{con} \leq \int_{\mathbb{R}^3} |G(K_0u + 2tu) (t - r)^{-1}| \, dx.
\]

On the other hand, from the definition of \(K_0 = (r^2 + t^2) \partial_t + 2rt \partial_r\), we find

\[
(K_0u + 2tu)^2 = [t(Su + u) + r(\partial_t u + t \partial_r u)]^2
\leq 2(t^2 + r^2) [(Su + 2u)^2 + (t \partial_r u + r \partial_t u)^2]
\leq 2(t^2 + r^2) [(Su + 2u)^2 + |Hu|^2] \leq 4t^2 [(Su + 2u)^2 + |Hu|^2],
\]

which implies

\[
\frac{d}{dt} \mathcal{E}_{con}(t, u) \leq \frac{tG(t, x)}{(t - r)^\frac{1}{2}} \mathcal{E}_{con}(t, u).
\]

Combining the above inequality with the Cauchy-Schwarz inequality, we obtain (2.28).

**Step 3.** Second estimate for \(\mathcal{E}_{con}\). We claim that

\[
\int_{\mathbb{R}^3} \frac{u^2}{(t - r)} \, dx \leq \mathcal{E}_{con}(t, u).
\] (2.31)

Indeed, on one hand, by an elementary computation, we check that

\[
\frac{1}{2} (r^2 + t^2) |\partial u|^2 + 2rt(\partial_t u)(\partial_r u) + 2tu \partial_r u - u^2
= \frac{1}{2} (r^2 + t^2) \left[ \partial_t u + \frac{2t}{r^2 + t^2} (u + r \partial_r u) \right]^2 + \frac{1}{2r^2} (r^2 + t^2) |\Omega u|^2
+ \frac{1}{2} (r^2 + t^2) (\partial_r u)^2 - \frac{2t^2}{r^2 + t^2} (u + r \partial_r u)^2 - u^2.
\]

Setting \(v = ru\), we can rewrite the last three terms above as:

\[
\frac{1}{2} (r^2 + t^2) (\partial_r u)^2 - \frac{2t^2}{r^2 + t^2} (u + r \partial_r u)^2 - u^2
= \frac{(r^2 - t^2)^2}{2r^2(r^2 + t^2)} (\partial_r v)^2 + \frac{1}{2r^4} (t^2 - r^2) v^2 - \frac{r^2 + t^2}{r^3} v \partial_r v.
\]

Therefore, from the polar coordinate transformation \(dx = r^2 dr d\omega\), we have

\[
\int_{\mathbb{R}^3} \left[ \frac{1}{2} (r^2 + t^2) |\partial u|^2 + 2rt(\partial_t u)(\partial_r u) + 2tu \partial_r u - u^2 \right] (t - r)^{-1} \, dx
\geq \int_{\mathbb{R}^2} \int_0^\infty \left[ \frac{1}{2r^2} (t^2 - r^2) v^2 - \frac{r^2 + t^2}{r} v \partial_r v \right] (t - r)^{-1} \, dr d\omega.
\] (2.32)
Note that \( v = O(r) \) near \( r = 0 \), and so we can integrate by parts the last term with respect to \( r \) between \( r = 0 \) and \( r = t - 1 \):

\[
\int_{S^2} \int_{0}^{t-1} \left( -\frac{r^2 + t^2}{r} v \partial_r v \right) (t-r)^{-1} dr d\omega
\]

\[
= \int_{S^2} \int_{0}^{t-1} v^2 \partial_r \left[ \frac{r^2 + t^2}{2r} (t-r)^{-1} \right] dr d\omega
\]

\[
= \int_{S^2} \int_{0}^{t-1} v^2 \left( \frac{1}{2r^2} (r^2 - t^2) + \frac{1}{2} \frac{r^2 + t^2}{r(t-r)} \right) (t-r)^{-1} dr d\omega.
\]

Using (2.32) and (2.33), we infer that

\[
\int_{\mathbb{R}^3} \left[ \frac{1}{2} (r^2 + t^2) |\partial u|^2 + 2rt (\partial_t u)(\partial_r u) + 2tu \partial_t u - u^2 \right] (t-r)^{-1} dx
\geq \frac{1}{2} \int_{S^2} \int_{0}^{t-1} \frac{r^2 + t^2}{r(t-r)^2} v^2 dr d\omega \geq \frac{1}{2} \int_{\mathbb{R}^3} \frac{r^2 + t^2}{r(t-r)^2} u^2 dx.
\]

On the other hand, using again the integration by parts and (2.30), we have

\[
\int_{\mathbb{R}^3} [\text{div}(xu^2)] (t-r)^{-1} dx = -\int_{\mathbb{R}^3} (xu^2) \cdot \nabla (t-r)^{-1} dx = -\frac{1}{2} \int_{\mathbb{R}^3} \frac{2ru^2}{(t-r)^2} dx.
\]

Combining (2.32) and (2.35) with \( \text{supp } u \subseteq K \), we obtain

\[
E_{\text{con}}(t, u) \geq \frac{1}{2} \int_{\mathbb{R}^3} \frac{(t+r)u^2}{r(t-r)} dx \geq \int_{\mathbb{R}^3} \frac{u^2}{(t-r)} dx,
\]

which means (2.31).

**Step 4. Conclusion.** From (2.27), (2.31) and the triangle inequality, we obtain

\[
\int_{\mathbb{R}^3} |Su|^2 dx + \int_{\mathbb{R}^3} \frac{u^2}{(t-r)} dx + \int_{\mathbb{R}^3} \frac{|Hu|^2}{(t-r)} dx + \int_{\mathbb{R}^3} \frac{||\Omega u||^2}{(t-r)} dx
\leq \int_{\mathbb{R}^3} \left[ (Su + 2u)^2 + u^2 + |Hu|^2 + ||\Omega u||^2 \right] (t-r)^{-1} dx \lesssim E_{\text{con}}(t, u).
\]

We see that (2.26) follows from (2.28) and (2.36).

\(\square\)

### 2.5 Estimates for the 3D linear Klein–Gordon equation

In this subsection, we review several technical estimates of 3D linear Klein–Gordon equation for further reference. First, we recall the following pointwise estimate from [21, Theorem 1].

**Proposition 2.16** ([21]). Let \( u \) be the solution to the Cauchy problem

\[-\Box u + u = G \text{ with } (u, \partial_t u)|_{t=2} = (u_0, u_1).\]
Then we have
\[ \langle t + r \rangle^3 |u(t, x)| \lesssim \sum_{k=0}^{\infty} \sum_{|I| \leq 5} \| \langle |x| \rangle^{ \frac{3}{2}} \zeta_k(|x|) Z^I u(0, x) \|_{L^2_x} + \sum_{k=0}^{\infty} \sum_{|I| \leq 4} \max_{2 \leq \tau \leq t} \zeta_k(\tau) \| (\tau + |x|) Z^I G(\tau, x) \|_{L^2_x}. \]

Second, from the above Proposition and the Cauchy-Schwarz inequality, we have the following simplified version of Proposition 2.16.

**Corollary 2.17** In the context of Proposition 2.16, let \( \delta_0 > 0 \) and assume
\[ \sum_{|I| \leq 4} \max_{2 \leq \tau \leq t} \zeta_0(\tau) \| (\tau + |x|) Z^I G(\tau, x) \|_{L^2_x} \leq C_G. \] (2.37)

Then we have
\[ \langle t + r \rangle^3 |u(t, x)| \lesssim \frac{C_G}{1 - 2^{-\delta_0}} + \sum_{|I| \leq 5} \| \langle |x| \rangle^{ \frac{3}{2}} \log(2 + |x|) Z^I u(0, x) \|_{L^2_x}. \]

**Proof** We refer to [16, Corollary 2.12] for the details of the proof.

Next, we introduce the extra decay for the 3D linear Klein–Gordon equation, which was first observed by Klainerman [30].

**Lemma 2.18** ([30]). Let u be the solution to the Cauchy problem
\[ -\Box u + u = G \quad \text{with} \quad (u, \partial_t u)|_{t=2} = (u_0, u_1). \]

Then we have
\[ |u| \lesssim \frac{\langle t - r \rangle}{\langle t + r \rangle} (|\partial Z u| + |\partial u|) + |G|. \]

**Proof** By an elementary computation, we rewrite the d’Alembert operator \(-\Box\) as
\[ -\Box = \frac{(t + r)(t - r)}{t^2} \partial_0 \partial_0 + \frac{3}{t} \partial_0 + \frac{x^a}{t^2} \partial_0 H_a - \frac{1}{t} \partial^a H_a - \frac{x^a}{t^2} \partial_a. \]

Therefore, from the equation of \( u \) and the triangle inequality, we obtain
\[ |u| \lesssim |\Box u| + |G| \lesssim \frac{\langle t - r \rangle}{\langle t + r \rangle} (|\partial Z u| + |\partial u|) + |G|, \quad \text{for } r \leq 3t. \]

On the other hand, using again the equation of \( u \), we obtain
\[ |u| \lesssim |\Box u| + |G| \lesssim \frac{\langle t - r \rangle}{\langle t + r \rangle} |\partial \partial u| + |G|, \quad \text{for } r \geq 3t. \]

Combining the above two inequalities, we complete the proof of Lemma 2.18.

\[ \Box \]  

**3 Proof of Theorem 1.1**

In this section, we prove the existence of global-in-time solution \((\psi, \phi)\) of (1.3) satisfying (1.12)–(1.14) in Theorem 1.1 via a bootstrap argument.
3.1 Bootstrap assumption

Let \( N \in \mathbb{N}^+ \) with \( N \geq 7 \) and \( 0 < \delta \ll 1 \). The proof of Theorem 1.1 relies on a bootstrap argument of high-order energy and pointwise decay of solution \((\psi, \phi)\). More precisely, we consider the following bootstrap assumption: for \( C \gg 1 \) and \( 0 < \epsilon \ll C^{-1} \) to be chosen later,

\[
\begin{align*}
\sum_{|I| \leq N} \left( \mathcal{E}_D^\delta(t, \hat{\Gamma}^I \psi)^{\frac{1}{2}} + \| \partial \Gamma^I \phi \|_{L^2_\tau} \right) & \leq C \epsilon, \\
\sum_{|I| \leq N - 4} (t + r)^{1 - \delta} (t - r)^{\frac{1}{2} + 4\delta} \left| \hat{\Gamma}^I \psi \right| & \leq C \epsilon, \\
\sum_{|I| \leq N - 3} (t + r) (t - r)^{2\delta} \left| \Gamma^I \phi \right| & \leq C \epsilon, \\
\sum_{|I| \leq N - 4} (t + r) (t - r)^{6\delta} \left| \Gamma^I \phi \right| & \leq C \epsilon.
\end{align*}
\]

For all initial data \((\psi_0, \vec{\phi}_0)\) satisfying (1.11), we set

\[
T_* := T_*(\psi_0, \vec{\phi}_0) = \sup \{ t \in [2, \infty) : (\psi, \phi) \text{ satisfy (3.1) on } [2, t) \} > 2.
\]

The following proposition is the main part of the proof of Theorem 1.1.

**Proposition 3.1** For any compactly supported initial data \((\psi_0, \vec{\phi}_0)\) satisfying the smallness condition (1.11) in Theorem 1.1, we have \( T_*(\psi_0, \vec{\phi}_0) = \infty \).

The rest of the section is organized as follows. First, in §3.2, we introduce several key estimates for \((\psi, \phi)\). Later, in §3.3, we prove Proposition 3.1 and then finish the proof of Theorem 1.1 from Proposition 3.1. In what follows, the implied constants in \( \lesssim \) do not depend on the constants \( C \) and \( \epsilon \) appearing in the bootstrap assumption (3.1).

3.2 Key estimates for \((\psi, \phi)\)

First of all, from (1.3) and (2.4), for any \( I \in \mathbb{N}^{11} \) with \(|I| \leq N\), there exist constants \( \{a^I_I\}_{|I| \leq |I|} \) and \( \{b^I_I\}_{|I| \leq |I|} \) (independent of \((\psi, \phi)\)) such that

\[
- i \gamma^\mu \partial_\mu \hat{\Gamma}^I \psi = a^I_I \hat{\Gamma}^J (\phi \psi) \quad \text{and} \quad - \Box \Gamma^I \phi = b^I_I \hat{\Gamma}^J (\psi^* \gamma^0 \psi).
\]

The above identities will be frequently used in this section.

Thanks to (2.2), (2.8) and (3.1), we have

\[
\sum_{|I| \leq N - 2} \left| \hat{\Gamma}^I \psi \right| \lesssim C \epsilon (t + r)^{-1} (t - r)^{-\frac{3}{2}}.
\]

Note also that, from (3.1) and the Cauchy-Schwarz inequality, we have

\[
\sum_{|I| \leq N} \int_2^t \tau^{-\frac{1}{2} - \delta} \left\| \frac{[\hat{\Gamma}^I \psi]}{(\tau - r)^{\frac{1}{2} + \delta}} \right\|_{L^2_\tau} \, d\tau \lesssim C \epsilon.
\]

Before proceeding further, let us introduce an auxiliary variable \( \Psi \), which is the solution to a 3D linear wave equation with a specific source term. More precisely, following [7, Section
Recall that the following lemma is true for 3D Dirac–Klein–Gordon system (1.3).

Lemma 3.3 For all $t \in [2, \infty) \times \mathbb{R}^3$, \begin{align}
\begin{cases}
-\Box \Psi(t, x) = i \gamma^\mu \partial_\mu \Psi(t, x), & \text{for } (t, x) \in [2, \infty) \times \mathbb{R}^3, \\
(\Psi, \partial_t \Psi)|_{t=2} = (0, i \gamma^0 \psi), & \text{for } x \in \mathbb{R}^3.
\end{cases}
\end{align}
(3.6)
Then $-i \gamma^\mu \partial_\mu \Psi = \psi$, since $-i \gamma^\mu \partial_\mu (i \gamma^\mu \partial_\mu \Psi + \psi) = 0$ and $(i \gamma^\mu \partial_\mu \Psi + \psi)|_{t=2} = 0$.

Recall that, the following lemma is true for 3D Dirac–Klein–Gordon system (1.3).

Lemma 3.2 For any $I \in \mathbb{N}^{11}$ with $|I| \leq N - 2$, we have
\begin{align}
\left| \left[ \hat{\Gamma}^I \Psi \right] \right| \lesssim \sum_{|J| \leq |I|} \sum_{a=1}^3 |G_a \hat{\Gamma}^J \Psi|.
\end{align}
(3.7)

Proof First, by an elementary computation, we have
\begin{align}
- i \gamma^\mu \partial_\mu &= - i \gamma^b G_b - i (\gamma^0 - \gamma^b \omega_b) \partial_t.
\end{align}
Therefore, from (2.1), (2.4) and $- i \gamma^\mu \partial_\mu \Psi = \psi$, there exist $\{c^f_I\}_{|I| \leq |J|}$ and $\{d^f_I\}_{|I| \leq |J|}$ (independent of $\psi$) such that
\begin{align}
\left[ \hat{\Gamma}^I \Psi \right] = c^f_I (I - w_a \gamma^0 \gamma^a) \gamma^b G_b \hat{\Gamma}^J \Psi + d^f_I (I - w_a \gamma^0 \gamma^a) \left( \gamma^0 - \gamma^b \omega_b \right) \partial_t \hat{\Gamma}^J \varphi.
\end{align}
From (1.2), we compute
\begin{align}
(I - w_a \gamma^0 \gamma^a) \left( \gamma^0 - \gamma^b \omega_b \right)
&= \gamma^0 + \omega_a \omega_b \gamma^0 \gamma^a \gamma^b = \left( 1 - \frac{3}{a} \omega_a^2 \right) \gamma^0 + \sum_{a < b} \omega_a \omega_b \gamma^0 \left( \gamma^a \gamma^b + \gamma^b \gamma^a \right) = 0.
\end{align}
Combining the above two identities, we obtain
\begin{align}
\left[ \hat{\Gamma}^I \Psi \right] = c^f_I (I - w_a \gamma^0 \gamma^a) \gamma^b G_b \hat{\Gamma}^J \Psi.
\end{align}
(3.8)
We see that (3.7) follows from (3.8) and the triangle inequality.

Second, we deduce the following pointwise estimate for $\Gamma^I \Psi$.

Lemma 3.3 For all $t \in [2, T_\ast(\psi_0, \phi_0))$, we have
\begin{align}
\sum_{|I| \leq N-3} \left| \Gamma^I \Psi \right| \lesssim \left( \epsilon + C^2 \epsilon^2 \right) (t + r)^{-1 + \delta} (t - r)^{1/2 - 3\delta}.
\end{align}
(3.9)

Proof We decompose the auxiliary variable $\Psi$ as,
\begin{align}
\Psi(t, x) = \Psi_{\text{free}}(t, x) + \Psi_{\text{inho}}(t, x)
\end{align}
de, where $\Psi_{\text{free}}$ and $\Psi_{\text{inho}}$ are the solutions for the following 3D linear homogeneous and inhomogeneous wave equations, respectively,
\begin{align}
\begin{cases}
-\Box \Psi_{\text{free}} = 0, & \text{with } (\Psi_{\text{free}}, \partial_t \Psi_{\text{free}})|_{t=2} = (0, i \gamma^0 \psi), \\
-\Box \Psi_{\text{inho}} = -\phi \psi, & \text{with } (\Psi_{\text{inho}}, \partial_t \Psi_{\text{inho}})|_{t=2} = (0, 0).
\end{cases}
\end{align}
(3.10)
First, from (1.11), (3.10) and Lemma 2.13, we have
\[
\sum_{|I| \leq N-2} \left( \mathcal{E}(t, \Gamma_I \psi_{free})^\frac{1}{2} + \mathcal{F}(t, \Gamma_I \psi_{free})^\frac{1}{2} \right) \lesssim \|\psi_0\|_{L^2} \lesssim \epsilon,
\]

which implies
\[
\sum_{|I| \leq N-1} \|\Gamma_I \psi_{free}\|_{L^2} \lesssim \sum_{|I| \leq N-2} \left( \mathcal{E}(t, \Gamma_I \psi_{free})^\frac{1}{2} + \mathcal{F}(t, \Gamma_I \psi_{free})^\frac{1}{2} \right) \lesssim \epsilon.
\]

Based on the above inequality and (2.8), we obtain
\[
\sum_{|I| \leq N-3} \left| \Gamma_I \psi_{free} \right| \lesssim \epsilon(t + r)^{-1}(t - r)^{-\frac{1}{2}}. \tag{3.11}
\]

Second, from the Leibniz rule, (2.2), (3.1), (3.4) and \(N \geq 7\), we have
\[
\sum_{|I| \leq N-3} \left| \Gamma_I (\phi \psi) \right| \lesssim \sum_{|I| \leq N-3} \left| \Gamma_I \phi \right| \left| \Gamma_I^2 \psi \right| + \sum_{|I| \leq N-3} \left| \Gamma_I \phi \right| \left| \Gamma_I \psi \right|
\lesssim C^2 \epsilon^2 (t + r)^{-2+\delta} (t - r)^{-\frac{1}{2}-6\delta}.
\]

Therefore, from (1.11), (2.8), (3.10) and (i) of Proposition 2.10, one can obtain
\[
\sum_{|I| \leq N-3} \left| \Gamma_I \psi_{inbo} \right| \lesssim \epsilon(t + r)^{-1}(t - r)^{-\frac{1}{2}} + C^2 \epsilon^2 (t + r)^{-1+\delta} (t - r)^{\frac{1}{2}-6\delta}. \tag{3.12}
\]

We see that (3.9) follows from (3.11) and (3.12). \(\square\)

Third, we deduce the pointwise estimate for \(\hat{\Gamma}_I \psi\).

**Lemma 3.4** *For all \(t \in [2, T_e(\psi_0, \tilde{\phi}_0))\), the following estimates are true.*

(i) First estimate for \(\hat{\Gamma}_I \psi\). We have
\[
\sum_{|I| \leq N-4} \left| \hat{\Gamma}_I \psi(t, x) \right| \lesssim C \epsilon(t + r)^{-2+\delta}(t - r)^{\frac{1}{2}-6\delta}. \tag{3.13}
\]

(ii) Second estimate for \(\hat{\Gamma}_I \psi\). We have
\[
\sum_{|I| \leq N-3} \left| \hat{\Gamma}_I \psi(t, x) \right| \lesssim C \epsilon(t + r)^{-2+\delta}(t - r)^{\frac{1}{2}}. \tag{3.14}
\]

**Proof** Proof of (i). Based on (2.2), (2.6), (3.7) and (3.9), we obtain
\[
\sum_{|I| \leq N-4} \left| \hat{\Gamma}_I \psi \right| \lesssim \sum_{|I| \leq N-4} \sum_{a=1}^{3} |G_a \hat{\Gamma}_I \psi|
\lesssim (t + r)^{-1} \sum_{|I| \leq N-4} \left| \Gamma \hat{\Gamma}_I \psi \right| \lesssim C \epsilon(t + r)^{-2+\delta}(t - r)^{\frac{1}{2}-6\delta},
\]

which means (3.13).

Proof of (ii). Recall that, from (2.2), (3.1), (3.4) and \(N \geq 7\), we have
\[
\sum_{|I| \leq N-3} \left| \Gamma_I (\phi \psi) \right| \lesssim C^2 \epsilon^2 (t + r)^{-2+\delta} (t - r)^{-\frac{1}{2}-6\delta}.
\]
Therefore, from (2.22), (3.1), (3.3) and (3.4), we obtain
\[
\sum_{|I| \leq N-3} |\partial_r [\hat{\Gamma}^I \psi]| \lesssim (t + r)^{-1} \sum_{|I| \leq N-2} |\hat{\Gamma}^I \psi| + \sum_{|I| \leq N-3} |\hat{\Gamma}^I (\phi \psi)|
\lesssim C \epsilon (t + r)^{-2+\delta} (t - r)^{-\frac{1}{2}}.
\]

Denote \( x = r \omega \) for \( r = |x| \). Integrating the above inequality on \([r, t]\) and then using the fact that \( \text{supp} \psi \subseteq K \), we obtain
\[
\sum_{|I| \leq N-3} \left| \left[ \hat{\Gamma}^I \psi \right]_-(t, x) \right| \lesssim \sum_{|I| \leq N-3} \int_r^t \left| \partial_{\rho} [\hat{\Gamma}^I \psi]_-(t, \rho \omega) \right| d\rho
\lesssim C \epsilon \int_r^t (t + \rho)^{-2+\delta} (t - \rho)^{-\frac{1}{2}} d\rho \lesssim C \epsilon (t + r)^{-2+\delta} (t - r)^{-\frac{1}{2}},
\]
which means (3.14).

Last, we deduce the following weighted \( L^2 \) estimate for \( \Gamma^I \phi \) for future reference.

**Lemma 3.5** For all \( t \in [2, T_s(\psi_0, \tilde{\phi}_0)) \), we have
\[
\sum_{|I| \leq N} \left\| \frac{\Gamma^I \phi}{(t - r)^{\frac{1}{2}}} \right\|_{L^2} \lesssim C \epsilon + C \epsilon t^{\delta}.
\] (3.15)

**Proof** The proof is based on an induction argument and we split it into four steps.

**Step 1.** Estimate for \( \phi \). We claim that
\[
\left\| \frac{\phi}{(t - r)^{\frac{1}{2}}} \right\|_{L^2} + \left\| \frac{\Gamma \phi}{(t - r)^{\frac{1}{2}}} \right\|_{L^2} \lesssim C \epsilon + C^2 \epsilon^2 t^{\delta}.
\] (3.16)

Indeed, from (2.15), (3.1) and (3.13), for all \( t \in [2, T_s(\psi_0, \tilde{\phi}_0)) \), we have
\[
\int_2^t \left\| \frac{\tau (\psi^* \gamma^0 \psi)}{(\tau - r)^{\frac{1}{2}}} \right\|_{L^2} d\tau \lesssim \int_2^t \left\| \frac{\tau [\psi]_-}{(\tau - r)^{\frac{1}{2}}} \right\|_{L^\infty} \left\| \psi \right\|_{L^2} d\tau
\lesssim C^2 \epsilon^2 \int_2^t \tau^{-1+\delta} d\tau \lesssim C^2 \epsilon^2 t^{\delta}.
\]

It follows from (1.11) and Lemma 2.14 that
\[
\sum_{\Lambda \in \{1, 2, 3, 4, \Omega \}} \left\| \frac{\Lambda \phi}{(t - r)^{\frac{1}{2}}} \right\|_{L^2} \lesssim \epsilon + C^2 \epsilon^2 t^{\delta}.
\] (3.17)

On the other hand, from (3.1) and \( \text{supp} \phi \subseteq K \), we have
\[
\left\| \frac{\partial \phi}{(t - r)^{\frac{1}{2}}} \right\|_{L^2} \lesssim \left\| \partial \phi \right\|_{L^2} \lesssim C \epsilon.
\] (3.18)

We see that (3.16) follows from (3.17) and (3.18).

**Step 2.** Key estimate for \( \partial_r [\hat{\Gamma}^I \psi]_- \). For \( K \in \{1, \ldots, N\} \), we claim that
\[
\sum_{|I| \leq K-1} \left\| \partial_r [\hat{\Gamma}^I \psi]_- \right\|_{L^2} \lesssim C \epsilon t^{-1} + C \epsilon t^{-1} \sum_{|I| \leq K-1} \left\| \frac{\Gamma^I \phi}{(t - r)^{\frac{1}{2}}} \right\|_{L^2}.
\] (3.19)
Indeed, from $N \geq 7$, (2.2), (3.1) and (3.4), we have

\[
\sum_{|I| \leq K-1} \| \hat{\Gamma}^I (\phi \psi) \|_{L^2_x} \lesssim \sum_{|I_1| \leq N-3, |I_2| \leq K-1} \| \Gamma^{I_1} \phi \|_{L^\infty_x} \| \hat{\Gamma}^{I_2} \psi \|_{L^2_x} + \sum_{|I| \leq K-1} \| (t-r)^{1/2} \hat{\Gamma}^{I_2} \psi \|_{L^\infty_x} \left\| \frac{\Gamma^{I_1} \phi}{(t-r)^{1/2}} \right\|_{L^2_x} \\
\lesssim C^2 \epsilon^2 t^{-1} + C \epsilon t^{-1} \sum_{|I| \leq K-1} \left\| \frac{\Gamma^{I_1} \phi}{(t-r)^{1/2}} \right\|_{L^2_x}.
\]

Therefore, from Lemma 2.8, (3.1) and (3.3), we obtain

\[
\sum_{|I| \leq K-1} \| \partial_r [\hat{\Gamma}^I \psi] \|_{L^2_x} \lesssim t^{-1} \sum_{|I| \leq K} \| \hat{\Gamma}^I \psi \|_{L^2_x} + \sum_{|I| \leq K-1} \| \hat{\Gamma}^I (\phi \psi) \|_{L^2_x} \\
\lesssim C \epsilon t^{-1} + C \epsilon t^{-1} \sum_{|I| \leq K-1} \left\| \frac{\Gamma^{I_1} \phi}{(t-r)^{1/2}} \right\|_{L^2_x},
\]

which means (3.19).

**Step 3.** Key estimate for $\Gamma^I \phi$. For $K \in \{1, \ldots, N\}$, we claim that

\[
\sum_{|I| \leq K} \left\| \frac{\Gamma^{I_1} \phi}{(t-r)^{1/2}} \right\|_{L^2_x} \lesssim C \epsilon \delta + C^2 \epsilon^2 \sum_{|I| \leq K-1} \int_{t/2}^t \tau^{-1} \left\| \frac{\Gamma^{I_1} \phi}{(\tau-r)^{1/2}} \right\|_{L^2_x} \, \mathrm{d} \tau. \tag{3.20}
\]

Indeed, from $N \geq 7$, (2.15) and (2.17), we find

\[
\sum_{|I| \leq K-1} \int_{t/2}^t \left\| \frac{\tau \Gamma^I (\psi^* \gamma^0 \psi)}{(\tau-r)^{1/2}} \right\|_{L^2_x} \, \mathrm{d} \tau \lesssim G_1 + G_2,
\]

where

\[
G_1 = \sum_{|I_1| \leq N-3} \sum_{|I_2| \leq K-1} \int_{t/2}^t \left\| \frac{\tau [\hat{\Gamma}^{I_1} \psi] [\hat{\Gamma}^{I_2} \psi]}{(\tau-r)^{1/2}} \right\|_{L^2_x} \, \mathrm{d} \tau,
\]

\[
G_2 = \sum_{|I_1| \leq K-1} \sum_{|I_2| \leq N-2} \int_{t/2}^t \left\| \frac{\tau [\hat{\Gamma}^{I_1} \psi] [\hat{\Gamma}^{I_2} \psi]}{(\tau-r)^{1/2}} \right\|_{L^2_x} \, \mathrm{d} \tau.
\]

First, from (3.1) and (3.14), we have

\[
G_1 \lesssim \sum_{|I_1| \leq N-3} \int_{t/2}^t \left\| \frac{\tau [\hat{\Gamma}^{I_1} \psi]}{(\tau-r)^{1/2}} \right\|_{L^\infty_x} \left\| \hat{\Gamma}^{I_2} \psi \right\|_{L^2_x} \, \mathrm{d} \tau \lesssim C^2 \epsilon^2 \int_{t/2}^t \tau^{-1+\delta} \mathrm{d} \tau \lesssim C^2 \epsilon^2 t^\delta.
\]

Second, from (2.12), (3.4) and (3.19), we have...
\[
G_2 \lesssim \sum_{|I| \leq K-1} \sum_{|L| \leq N-2} \int_2^t \left\| \frac{\hat{T}^L \psi}{(\tau-r)^{\frac{1}{2}}} \right\| L_2^2 \tau (\tau-r)^{-1} \left\| \frac{\hat{T}^L \psi}{(\tau-r)^{\frac{1}{2}}} \right\| L_2^\infty \, d\tau
\]
\[
\lesssim C \varepsilon \sum_{|I| \leq K-1} \int_2^t \left\| \partial_r \left[ \frac{\hat{T}^I \psi}{(\tau-r)^{\frac{1}{2}}} \right] \right\| L_2^2 \, d\tau
\]
\[
\lesssim C^2 \varepsilon^2 \log t + C^2 \varepsilon^2 \sum_{|I| \leq K-1} \int_2^t \tau^{-1} \left\| \frac{\Gamma^I \phi}{(\tau-r)^{\frac{1}{2}}} \right\| L_2^2 \, d\tau.
\]

Combining the above two inequalities, we have
\[
\sum_{|I| \leq K-1} \int_2^t \left\| \frac{\tau \Gamma^I (\psi^* \gamma^0 \psi)}{(\tau-r)^{\frac{1}{2}}} \right\| L_2^2 \, d\tau \lesssim C^2 \varepsilon^2 t^\delta + C^2 \varepsilon^2 \sum_{|I| \leq K-1} \int_2^t \tau^{-1} \left\| \frac{\Gamma^I \phi}{(\tau-r)^{\frac{1}{2}}} \right\| L_2^2 \, d\tau.
\]

Based on the above inequality, (1.11), (3.3) and Lemma 2.14, one can obtain
\[
\sum_{\Lambda \in \{\text{Id, S, H, } \Omega\}} \sum_{|I| \leq K-1} \left\| \frac{\Lambda \Gamma^I \phi}{(t-r)^{\frac{1}{2}}} \right\| L_2^2 \lesssim \varepsilon + C^2 \varepsilon^2 t^\delta + C^2 \varepsilon^2 \sum_{|I| \leq K-1} \int_2^t \tau^{-1} \left\| \frac{\Gamma^I \phi}{(\tau-r)^{\frac{1}{2}}} \right\| L_2^2 \, d\tau.
\]

On the other hand, from (3.1) and supp$\phi \subseteq \mathcal{K}$, one can obtain
\[
\sum_{|I| \leq K-1} \left\| \frac{\partial \Gamma^I \phi}{(t-r)^{\frac{1}{2}}} \right\| L_2^2 \lesssim \sum_{|I| \leq K-1} \left\| \partial \Gamma^I \phi \right\| L_2^2 \lesssim C \varepsilon.
\]

We see that (3.20) follows from (3.21) and (3.22).

\textbf{Step 4.} Conclusion. Combining (3.16) and (3.20) with a standard induction argument, we have proved (3.15).

\[\square\]

### 3.3 End of the proof of Theorem 1.1

We are in a position to complete the proof of Theorem 1.1 and start with the proof of Proposition 3.1.

**Proof of Proposition 3.1** For any initial data $(\psi_0, \phi_0)$ satisfying the smallness condition (1.11), we consider the corresponding solution $(\psi, \phi)$ of (1.3). From the smallness condition (1.11) and supp$(\psi, \phi_0) \subseteq \mathcal{K}$, we know that
\[
\mathcal{E}_D^\delta (2, \psi)^{\frac{1}{2}} + \mathcal{E}(2, \phi)^{\frac{1}{2}} + \mathcal{F}(2, \phi)^{\frac{1}{2}} \lesssim \varepsilon.
\]

In what follows, we prove Proposition 3.1 by improving all the estimates of $(\psi, \phi)$ in the bootstrap assumption (3.1).

**Step 1.** Closing the pointwise estimate of $\psi$. First, from (2.6) and (3.9), we have
\[
\sum_{|I| \leq N-4} \left\| \partial \Gamma^I \psi \right\| \lesssim (t-r)^{-1} \sum_{|I| \leq N-3} \left\| \Gamma^I \psi \right\| \lesssim (\varepsilon + C^2 \varepsilon^2) (t+r)^{-1+\delta} (t-r)^{-\frac{1}{2}-6\delta}.
\]

\[\square\ Springer\]
Based on the above inequality, $-i\gamma^\mu \partial_\mu \psi = \psi$, (2.3) and (2.4), we obtain

$$\sum_{|I| \leq N-4} |\hat{\Gamma}^I \psi| \lesssim \sum_{|I| \leq N-4} |\partial \Gamma^I \psi| \lesssim (\epsilon + C^2 \epsilon^2) (t + r)^{1+\delta} (t - r)^{-\frac{1}{2} - 6\delta}.$$ 

This inequality strictly improves the pointwise estimates of $\psi$ in the bootstrap assumption (3.1) for $C$ large enough and $\epsilon$ small enough.

**Step 2.** Closing the pointwise estimate of $\phi$. Recall that, we decompose the wave component $\phi$ as,

$$\phi(t, x) = \phi_{free}(t, x) + \phi_{inho}(t, x)$$

where $\phi_{free}$ and $\phi_{inho}$ are the solutions for the following 3D linear homogeneous or inhomogeneous wave equations,

$$\begin{align*}
-\Box \phi_{free} &= 0, \quad \text{with } (\phi_{free}, \partial_t \phi_{free})|_\Gamma = (\phi_0, \phi_1), \\
-\Box \phi_{inho} &= \psi^* \gamma^0 \psi, \quad \text{with } (\phi_{inho}, \partial_t \phi_{inho})|_\Gamma = (0, 0).
\end{align*}$$

First, from Lemma 2.13 and (3.23), we have

$$\sum_{|I| \leq N} \left\| \Gamma^I \phi_{free} \right\|_{L_3^2} \lesssim \sum_{|I| \leq N-1} \left( \mathcal{E}(t, \Gamma^I \phi_{free}) \right)^{\frac{1}{2}} + \mathcal{F}(t, \Gamma^I \phi_{free}) \right)^{\frac{1}{2}} \lesssim \epsilon.$$ 

It follows from (2.8) that

$$\sum_{|I| \leq N-2} |\Gamma^I \phi_{free}| \lesssim \epsilon (t + r)^{-1} (t - r)^{-\frac{1}{2}}. \quad (3.24)$$

Second, using (2.15), (2.17), (3.1) and (3.13), we have

$$\sum_{|I| \leq N-4} \left| \Gamma^I (\psi^* \gamma^0 \psi) \right| \lesssim \sum_{|I| \leq N-4 \atop |I_1| \leq N-4} \left| \hat{\Gamma}^{I_1} \psi \right| \left| \left[ \hat{\Gamma}^{I_2} \psi \right]_\Gamma \right| \lesssim C^2 \epsilon^2 (t + r)^{-3+2\delta} (t - r)^{-10\delta}.$$ 

On the other hand, from $N \geq 7$, (2.15), (2.17), (3.1), (3.4), (3.13) and (3.14),

$$\begin{align*}
\sum_{|I| \leq N-3} \left| \Gamma^I (\psi^* \gamma^0 \psi) \right| &\lesssim \sum_{|I| \leq N-3 \atop |I_1| \leq N-4 \atop |I_2| \leq N-3} \left| \hat{\Gamma}^{I_1} \psi \right| \left| \left[ \hat{\Gamma}^{I_2} \psi \right]_\Gamma \right| \\
&\quad + \sum_{|I| \leq N-3 \atop |I_1| \leq N-3 \atop |I_2| \leq N-4} \left| \hat{\Gamma}^{I_1} \psi \right| \left| \left[ \hat{\Gamma}^{I_2} \psi \right]_\Gamma \right| \lesssim C^2 \epsilon^2 (t + r)^{-3+2\delta} (t - r)^{-4\delta}.
\end{align*}$$

Therefore, using again (iii) of Proposition 3.1, (1.11) and (2.8), we obtain

$$\begin{align*}
\sum_{|I| \leq N-4} \left| \Gamma^I \phi_{inho} \right| &\lesssim \epsilon (t + r)^{-1} (t - r)^{-\frac{1}{2}} + C^2 \epsilon^2 (t + r)^{-1} (t - r)^{-8\delta}, \\
\sum_{|I| \leq N-3} \left| \Gamma^I \phi_{inho} \right| &\lesssim \epsilon (t + r)^{-1} (t - r)^{-\frac{1}{2}} + C^2 \epsilon^2 (t + r)^{-1} (t - r)^{-28}. \quad (3.25)
\end{align*}$$

Combining (3.24) and (3.25), we obtain

$$\begin{align*}
\sum_{|I| \leq N-4} \left| \Gamma^I \phi \right| &\lesssim (\epsilon + C^2 \epsilon^2) (t + r)^{-1} (t - r)^{-8\delta}, \\
\sum_{|I| \leq N-3} \left| \Gamma^I \phi \right| &\lesssim (\epsilon + C^2 \epsilon^2) (t + r)^{-1} (t - r)^{-28}.
\end{align*}$$
These two inequalities strictly improve the pointwise estimates of $\phi$ in (3.1) for $C$ large enough and $\epsilon$ small enough (depending on $C$).

**Step 3.** Bound on the energy norm of $\psi$. From (2.2), (2.14), (2.15), (2.17), $N \geq 7$ and an elementary computation, we have

$$
\sum_{|I| \leq N} \sum_{|J| \leq N} \int_{t/2}^{t} \int_{\mathbb{R}^3} |(\hat{G}^I \psi)^* Y^0 \hat{G}^J (\phi \psi)| \, dx \, d\tau \lesssim G_3 + G_4 + G_5,
$$

where

$$
G_3 = \sum_{|I| \leq N} \sum_{|J| \leq N-3} \sum_{|I_2| \leq N} \int_{t/2}^{t} \int_{\mathbb{R}^3} |[\hat{G}^I \psi]_- + |G^I_1 \phi| |\hat{G}^{I_2} \psi| \, dx \, d\tau,
$$

$$
G_4 = \sum_{|I| \leq N} \sum_{|J| \leq N} \sum_{|I_2| \leq N-4} \int_{t/2}^{t} \int_{\mathbb{R}^3} |[\hat{G}^I \psi]_- + |G^I_1 \phi| |\hat{G}^{I_2} \psi| \, dx \, d\tau,
$$

$$
G_5 = \sum_{|I| \leq N} \sum_{|J| \leq N} \sum_{|I_2| \leq N-4} \int_{t/2}^{t} \int_{\mathbb{R}^3} |\hat{G}^I \psi| |G^I_1 \phi| |[\hat{G}^{I_2} \psi]_-| \, dx \, d\tau.
$$

First, from (3.1) and (3.5), we have

$$
G_3 \lesssim \sum_{|I| \leq N} \sum_{|J| \leq N-3} \sum_{|I_2| \leq N} \int_{t/2}^{t} \left\| \left[\hat{G}^I \psi\right]_- \right\|_{L^2} \left\| \tau - r \right\|^{1+\delta} L_\infty \left\| G^I_1 \phi \right\|_{L^2} \left\| \hat{G}^{I_2} \psi \right\|_{L^2} \, d\tau
$$

$$
\lesssim C^2 \epsilon^2 \sum_{|I| \leq N} \int_{t/2}^{t} \tau^{-\frac{1}{2} - \delta} \left\| \left[\hat{G}^I \psi\right]_- \right\|_{L^2} \, d\tau \lesssim C^3 \epsilon^3.
$$

Second, from (3.1), (3.5) and (3.15), we find

$$
G_4 \lesssim \sum_{|I| \leq N} \sum_{|J| \leq N} \sum_{|I_2| \leq N-4} \int_{t/2}^{t} \left\| \left[\hat{G}^I \psi\right]_- \right\|_{L^2} \left\| \tau - r \right\|^{1+\delta} L_\infty \left\| G^I_1 \phi \right\|_{L^2} \left\| \hat{G}^{I_2} \psi \right\|_{L^2} \, d\tau
$$

$$
\lesssim C^2 \epsilon^2 \sum_{|I| \leq N} \int_{t/2}^{t} \tau^{-\frac{1}{2} - \delta} \left\| \left[\hat{G}^I \psi\right]_- \right\|_{L^2} \, d\tau \lesssim C^3 \epsilon^3.
$$

Then, using again (3.1), (3.5), (3.13) and (3.15),

$$
G_5 \lesssim \sum_{|I| \leq N} \sum_{|J| \leq N} \sum_{|I_2| \leq N-4} \int_{t/2}^{t} \left\| \hat{G}^I \psi \right\|_{L^2} \left\| \frac{G^I_1 \phi}{\tau - r} \right\|_{L^2} \left\| \hat{G}^{I_2} \psi \right\|_{L^2} \, d\tau
$$

$$
\lesssim C^3 \epsilon^3 \int_{t/2}^{t} \tau^{-1 - 4\delta} \, d\tau \lesssim C^3 \epsilon^3.
$$

Combining the above inequalities, one can obtain

$$
\sum_{|I| \leq N} \sum_{|J| \leq N} \int_{t/2}^{t} \int_{\mathbb{R}^3} |(\hat{G}^I \psi)^* Y^0 \hat{G}^J (\phi \psi)| \, dx \, d\tau \lesssim G_3 + G_4 + G_5 \lesssim C^3 \epsilon^3.
$$
Therefore, from Lemma 2.7, (3.3) and (3.23), we obtain
\[
\sum_{|I| \leq N} E_D^\delta (t, \hat{f}^I \psi) \lesssim \sum_{|I| \leq N} \sum_{|J| \leq N} \int_2^t \int_{\mathbb{R}^3} |(\hat{f}^I \psi)^* \gamma^0 \hat{f}^J (\phi \psi)| \, dx \, d\tau + \sum_{|I| \leq N} E_D^\delta (2, \hat{f}^I \psi) \lesssim \epsilon^2 + C^3 \epsilon^3.
\]
This inequality strictly improves the energy estimates of \( \psi \) in the bootstrap assumption (3.1) for \( C \) large enough and \( \epsilon \) small enough.

**Step 4.** Bound on the energy norm of \( \phi \). From \( N \geq 7 \), (2.15) and (2.17), we have
\[
\sum_{|I| \leq N} \int_2^t \| \Gamma^I (\psi^* \gamma^0 \psi) \|_{L^2_x} \, d\tau \lesssim G_6 + G_7,
\]
where
\[
G_6 = \sum_{|I| \leq N} \sum_{|J_1| \leq N-2} \int_2^t \| \left[ \hat{f}^{I_1} \psi \right] - \left[ \hat{f}^{I_2} \psi \right] \|_{L^2_x} \, d\tau,
\]
\[
G_7 = \sum_{|I| \leq N-3} \sum_{|J_2| \leq N} \int_2^t \| \left[ \hat{f}^{I_1} \psi \right] - \left[ \hat{f}^{I_2} \psi \right] \|_{L^2_x} \, d\tau.
\]
From (3.1), (3.5) and (3.13), we have
\[
G_6 \lesssim C \epsilon \sum_{|I| \leq N} \int_2^t (\tau^{-1+\delta}) \left\| \frac{\hat{f}^{I_1} \psi}{(\tau - r)^{1+\delta}} \right\|_{L^2_x} \, d\tau \lesssim C^2 \epsilon^2,
\]
\[
G_7 \lesssim \sum_{|I| \leq N-3} \sum_{|J_2| \leq N} \int_2^t \left\| \left[ \hat{f}^{I_1} \psi \right] \right\|_{L^\infty_x} \left\| \hat{f}^{I_2} \psi \right\|_{L^2_x} \, d\tau \lesssim C^2 \epsilon^2.
\]
Combining the above inequalities with (3.3), (3.23) and Lemma 2.13, we obtain
\[
\sum_{|I| \leq N} \left\| \partial \Gamma^I \phi \right\|_{L^2_x} \lesssim \sum_{|I| \leq N} \left( E(2, \Gamma^I \phi)^\frac{1}{2} + \int_2^t \| \Gamma^I (\psi^* \gamma^0 \psi) \|_{L^2_x} \, d\tau \right) \lesssim \epsilon + C^2 \epsilon^2.
\]
This inequality strictly improves the energy estimates of \( \phi \) in the bootstrap assumption (3.1) for \( C \) large enough and \( \epsilon \) small enough.

At this point, we have strictly improved all the pointwise and energy estimates of \( (\psi, \phi) \) in the bootstrap assumption (3.1). In conclusion, for all initial data \( (\psi_0, \phi_0) \) satisfying (1.11), we show that \( T_s (\psi_0, \phi_0) = \infty \) and thus the proof of Proposition 3.1 is complete. \( \square \)

Now, we complete the proof of Theorem 1.1 by using Proposition 3.1.

**End of the proof of Theorem 1.1** Notice that, from (3.1), the global existence of \( (\psi, \phi) \), the pointwise decay (1.12) and the energy bound (1.13) are consequences of Proposition 3.1. Our task now is to prove that the wave component \( \phi \) scatters to a free solution in the energy space \( X_N = (\dot{H}^{N+1} \cap \dot{H}^1) \times (\dot{H}^N \cap L^2) \).

In order to discuss the scattering theory for the wave component \( \phi \), we first recall a few facts about the 3D linear wave equation. Consider the Cauchy problem for the 3D linear wave equation,
\[
- \Box u = G \quad \text{with} \quad (u, \partial_t u)_{|t=2} = (u_0, u_1).
\]
The Fourier analysis gives us a solution of (3.26),
\[
\left( \begin{array}{c} u \\ \frac{\partial_t u} \end{array} \right)(t) = S_W(t - 2) \left( \begin{array}{c} u_0 \\ u_1 \end{array} \right) + \int_2^t S_W(t - \tau) \left( \begin{array}{c} 0 \\ G(\tau) \end{array} \right) \, d\tau, \tag{3.27}
\]
where \( S_W(t) \) can be written as
\[
S_W(t) = \begin{pmatrix} \cos \left( t \sqrt{-\Delta} \right) & (-\sqrt{-\Delta})^{-1} \sin \left( t \sqrt{-\Delta} \right) \\ -\sqrt{-\Delta} \sin \left( t \sqrt{-\Delta} \right) & \cos \left( t \sqrt{-\Delta} \right) \end{pmatrix}, \quad \forall t \in (-\infty, \infty).
\]
Here, the operators mean that
\[
\left( (\sqrt{-\Delta})^{-1} f \right)(x) = \mathcal{F}^{-1} \left( |\xi|^{-1} \hat{f}(\xi) \right)(x),
\]
\[
\left( \cos(t\sqrt{-\Delta}) f \right)(x) = \mathcal{F}^{-1} \left( \cos(t|\xi|) \hat{f}(\xi) \right)(x),
\]
and other operators are similarly defined. Recall that, for \( K \in \mathbb{N}^+ \), the 3D wave flow \( S_W(t) \) are isometric groups on \( \dot{H}^K \times \dot{H}^{K-1} \). More precisely, for \( K \in \mathbb{N}^+ \), we have the following identities,
\[
\| S_W(t) \|_{\dot{H}^K \times \dot{H}^{K-1}} = 1, \quad \forall t \in (-\infty, \infty). \tag{3.28}
\]
Recall also that, we also have the following basic properties of \( S_W \),
\[
S_W(t + \tau) = S_W(t) \circ S_W(\tau), \quad \forall (t, \tau) \in (-\infty, \infty)^2. \tag{3.29}
\]
Now, we show that the wave component \( \phi \) scatters to a free solution. Actually, from the Step 4 of the proof of Proposition 3.1 and \( T_s(\psi_0, \dot{\psi}_0) = \infty \), we know that
\[
\sum_{|l| \leq N} \int_2^\infty \left\| \Gamma^l (\psi^* \gamma^0 \psi) \right\|_L^2 \, d\tau \lesssim C_\epsilon \Rightarrow \int_2^\infty \left\| \psi^* \gamma^0 \psi \right\|_{H^N} \, d\tau \lesssim C_\epsilon. \tag{3.30}
\]
Based on the above inequality and (3.28), we have
\[
\int_2^\infty \left\| S_W(2 - \tau) \begin{pmatrix} 0 \\ \psi^* \gamma^0 \psi \end{pmatrix} \right\|_{\mathcal{X}_N} \, d\tau \lesssim \int_2^\infty \left\| \psi^* \gamma^0 \psi \right\|_{H^N} \, d\tau \lesssim C_\epsilon,
\]
which implies
\[
\begin{pmatrix} \phi_{0h} \\ \phi_{1h} \end{pmatrix} := \int_2^\infty S_W(2 - \tau) \begin{pmatrix} 0 \\ \psi^* \gamma^0 \psi \end{pmatrix} \, d\tau \in \mathcal{X}_N.
\]
Therefore,
\[
\begin{pmatrix} \phi_{0\ell} \\ \phi_{1\ell} \end{pmatrix} := \begin{pmatrix} \phi_0 \\ \phi_1 \end{pmatrix} + \begin{pmatrix} \phi_{0h} \\ \phi_{1h} \end{pmatrix} \in \mathcal{X}_N \Rightarrow \begin{pmatrix} \phi_\ell \\ \partial_t \phi_\ell \end{pmatrix}(t) := \begin{pmatrix} \phi_{0\ell} \\ \phi_{1\ell} \end{pmatrix} \in \mathcal{X}_N.
\]
Last, from (3.28), (3.29) and (3.30), we obtain
\[
\lim_{t \to \infty} \| (\phi, \partial_t \phi) \|_{\mathcal{X}_N} = \lim_{t \to \infty} \int_t^\infty \left\| \psi^* \gamma^0 \psi \right\|_{H^N} \, d\tau = 0,
\]
which means that the wave component \( \phi \) scatters to a free solution in the energy space \( \mathcal{X}_N \).

The proof of Theorem 1.1 is complete.
4 Proof of Theorem 1.3

In this section, we prove the existence of global-in-time solution \((\psi, \phi)\) of (1.7) satisfying (1.16)–(1.18) in Theorem 1.3 via a bootstrap argument. For simplicity of notation, we denote \(Y = i \gamma^0 \gamma^5 = -\gamma^1 \gamma^2 \gamma^3\) in the rest of the section.

4.1 Bootstrap assumption

Let \(N \in \mathbb{N}^+\) with \(N \geq 13\) and \(0 < \delta \ll 1\). The proof of Theorem 1.3 relies on a bootstrap argument of high-order energy and pointwise decay of solution \((\psi, \phi)\). More precisely, we consider the following bootstrap assumption: for \(C_0 \gg 1\) and \(0 < \varepsilon \ll C_0^{-1}\) to be chosen later,

\[
\left\{
\begin{aligned}
&\sum_{|I| \leq N} \left( \mathcal{E}_D(t, \mathcal{Z}^I \psi)^{\frac{1}{2}} + \mathcal{E}(t, \mathcal{Z}^I \phi)^{\frac{1}{2}} \right) \leq C_0 \varepsilon, \\
&\sum_{|I| \leq N-6} (t+r)^{\frac{3}{2}} \left| \mathcal{Z}^I \psi \right| + \sum_{|I| \leq N-2} \left\| \mathcal{T}^I \psi \right\|_{L^2_t} \leq C_0 \varepsilon, \\
&\sum_{|I| \leq N-7} (t+r)(t-r)^{\frac{3}{2}} \left| \mathcal{Z}^I \phi \right| + \sum_{|I| \leq N} \left\| \mathcal{Z}^I \phi \right\|_{L^2_t} \leq C_0 \varepsilon.
\end{aligned}
\right.
\]  

For all initial data \((\psi_0, \phi_0)\) satisfying (1.15), we set

\[
T^* := T^*(\psi_0, \phi_0) = \sup \{ t \in [2, \infty) : (\psi, \phi) \text{ satisfy (4.1) on } [2, t) \} > 2.
\]  

The following proposition is the main part of the proof of Theorem 1.3.

**Proposition 4.1** For any initial data \((\psi_0, \phi_0)\) satisfying the smallness condition (1.15) in Theorem 1.3, we have \(T^*(\psi_0, \phi_0) = \infty\).

The rest of the section is organized as follows. First, in §4.2, we introduce several key spacetime norm estimates for the nonlinear terms. Later, in §4.3, we prove Proposition 4.1 and then finish the proof of Theorem 1.3 from Proposition 4.1. In what follows, the implied constants in \(\lesssim\) do not depend on the constants \(C_0\) and \(\varepsilon\) appearing in the bootstrap assumption (4.1).

4.2 Key estimate for the nonlinear terms

In this subsection, we establish the estimates on the nonlinear terms that will be needed in the proof of Proposition 4.1.

From (1.7) and (2.4), for \(I \in \mathbb{N}^{10}\) with \(|I| \leq N\), we have

\[
-i \gamma^\mu \partial_\mu \mathcal{Z}^I \psi + \mathcal{Z}^I \psi = \mathcal{Z}^I \left( i \phi \gamma^5 \psi \right) \quad \text{and} \quad -\Box \mathcal{Z}^I \phi = \mathcal{Z}^I \left( i \psi^* \gamma^0 \gamma^5 \psi \right),
\]  

which will be frequently used in this section.
Note that, from (2.5), (2.11), (4.1) and the Cauchy-Schwarz inequality, we have
\[
\sum_{|I| \leq N} \int_{t/2}^{t} \tau^{-\frac{1}{2} - \delta} \left\| \frac{\hat{Z}^I \psi}{(\tau - r)^{\frac{1}{2} + \delta}} \right\|_{L^2_x} \, d\tau \lesssim C_0 \varepsilon,
\]
(4.4)

\[(t + r)^{\frac{3}{2}} \sum_{|I| \leq N - 3} \left( \left| \hat{Z}^I \psi \right| + \left| Z^I \phi \right| + \left| \partial Z^I \phi \right| \right) \lesssim C_0 \varepsilon.
\]

Note also that, from the definition of \( \gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3 \) and (1.2), we have
\[
(\gamma^5)^* = \gamma^5, \quad (\gamma^5)^2 = \text{Id}, \quad \{ \gamma^5, \gamma^\alpha \} = 0, \quad [\gamma^5 \varphi]_+ = \gamma^5 [\varphi]_+,
\]
(4.5)\] where \( \alpha \in \{0, 1, 2, 3\} \) and \( \varphi = \varphi(t, x) : \mathbb{R}^{1+3} \rightarrow \mathbb{C}^4 \).

Now we establish the \( L^1_x L^2_x \) estimates for the nonlinear terms that will be needed in the energy estimates of Dirac spinor \( \psi \).

**Lemma 4.2** For all \( t \in [2, T^*(\psi_0, \tilde{\phi}_0)) \), we have
\[
\sum_{|I| \leq N} \int_{t/2}^{t} \int_{\mathbb{R}^3} \left| (\hat{Z}^I \psi) \gamma^0 \hat{Z}^I (i \phi \gamma^5 \psi) \right| \, dx \, d\tau \lesssim C_0^3 \varepsilon^3.
\]
(4.6)

**Proof** Note that, from (2.3), (2.13), (2.15), (4.5) and \( N \geq 13 \), we have
\[
\sum_{|I| \leq N} \int_{t/2}^{t} \int_{\mathbb{R}^3} \left| (\hat{Z}^I \psi) \gamma^0 \hat{Z}^I (i \phi \gamma^5 \psi) \right| \, dx \, d\tau \lesssim J_1 + J_2,
\]

where
\[
J_1 = \sum_{|I| \leq N} \sum_{|I_1| \leq N} \sum_{|I_2| \leq N - 6} \int_{t/2}^{t} \int_{\mathbb{R}^3} \left| \hat{Z}^I \psi \right| \left| Z^{I_1} \phi \right| \left| Z^{I_2} \psi \right| \, dx \, d\tau,
\]
\[
J_2 = \sum_{|I| \leq N} \sum_{|I_1| \leq N - 7} \sum_{|I_2| \leq N} \int_{t/2}^{t} \int_{\mathbb{R}^3} \left| \hat{Z}^I \psi \right| \left| Z^{I_1} \phi \right| \left| \left[ \hat{Z}^{I_2} \psi \right]_- \right| \, dx \, d\tau.
\]

From (4.1) and (4.4), we see that
\[
J_1 \lesssim \sum_{|I| \leq N} \sum_{|I_1| \leq N} \sum_{|I_2| \leq N - 6} \int_{t/2}^{t} \left\| \hat{Z}^I \psi \right\|_{L^2_x} \left\| Z^{I_1} \phi \right\|_{L^\infty_x} \left\| Z^{I_2} \psi \right\|_{L^\infty_x} \, d\tau \lesssim C_0^3 \varepsilon^3,
\]
\[
J_2 \lesssim \sum_{|I| \leq N} \sum_{|I_1| \leq N - 7} \sum_{|I_2| \leq N} \int_{t/2}^{t} \left\| \hat{Z}^I \psi \right\|_{L^2_x} \left\| (\tau - r)^{\frac{1}{2} + \delta} Z^{I_1} \phi \right\|_{L^\infty_x} \left\| \left[ \hat{Z}^{I_2} \psi \right]_- \right\|_{L^2_x} \, d\tau \lesssim C_0^3 \varepsilon^3.
\]

Combining the above two inequalities, we obtain (4.6). \( \square \)

Second, we establish the weighted \( L^2_x \) estimate for the nonlinear terms which will be needed in the \( L^\infty_x \) estimates of Dirac spinor \( \psi \).
Lemma 4.3 For all \( t \in [2, T^*(\psi_0, \phi_0)) \), we have
\[
\sum_{|I| \leq N-2} \left\| (t + r) Z^I (\psi \partial \phi) \right\|_{L^2_x} \lesssim C_0^2 \varepsilon^2 t^{-\frac{1}{2}},
\]
\[
\sum_{|I| \leq N-2} \left\| (t + r) Z^I (\psi^2 \phi) \right\|_{L^2_x} \lesssim C_0^3 \varepsilon^3 t^{-1}.
\]
\[\text{(4.7)}\]

**Proof** Note that, from (2.2), the Leibniz rule and \( N \geq 13 \), we have
\[
\sum_{|I| \leq N-2} \left\| (t + r) Z^I (\psi \partial \phi) \right\|_{L^2_x} \lesssim \mathcal{J}_3 + \mathcal{J}_4,
\]
\[
\sum_{|I| \leq N-2} \left\| (t + r) Z^I (\psi^2 \phi) \right\|_{L^2_x} \lesssim \mathcal{J}_5 + \mathcal{J}_6,
\]
where
\[
\mathcal{J}_3 = \sum_{|I_1| \leq N-6} \sum_{|I_2| \leq N-1} \left\| (t + r) \left( Z^{I_1} \psi \right) \left( Z^{I_2} \phi \right) \right\|_{L^2_x},
\]
\[
\mathcal{J}_4 = \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \left\| (t + r) \left( Z^{I_1} \psi \right) \left( Z^{I_2} \phi \right) \right\|_{L^2_x},
\]
\[
\mathcal{J}_5 = \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \sum_{|I_3| \leq N-7} \left\| (t + r) \left( Z^{I_1} \psi \right) \left( Z^{I_2} \phi \right) \left( Z^{I_3} \phi \right) \right\|_{L^2_x},
\]
\[
\mathcal{J}_6 = \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \sum_{|I_3| \leq N-2} \left\| (t + r) \left( Z^{I_1} \psi \right) \left( Z^{I_2} \phi \right) \left( Z^{I_3} \phi \right) \right\|_{L^2_x}.
\]
Using (4.1), we have
\[
\mathcal{J}_3 \lesssim \sum_{|I_1| \leq N-6} \sum_{|I_2| \leq N-1} \left\| (t + r) Z^{I_1} \psi \right\|_{L^\infty_x} \left\| Z^{I_2} \phi \right\|_{L^2_x} \lesssim C_0^2 \varepsilon^2 t^{-\frac{1}{2}},
\]
\[
\mathcal{J}_4 \lesssim \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \left\| (t + r) Z^{I_2} \phi \right\|_{L^\infty_x} \left\| (t + r) Z^{I_1} \psi \right\|_{L^2_x} \lesssim C_0^3 \varepsilon^3 t^{-\frac{1}{2}},
\]
\[
\mathcal{J}_5 \lesssim \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \sum_{|I_3| \leq N-7} \left\| Z^{I_1} \psi \right\|_{L^2_x} \left\| (t + r) \left( Z^{I_2} \phi \right) \left( Z^{I_3} \phi \right) \right\|_{L^\infty_x} \lesssim C_0^3 \varepsilon^3 t^{-1},
\]
\[
\mathcal{J}_6 \lesssim \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \sum_{|I_3| \leq N-2} \left\| (t + r) \left( Z^{I_1} \psi \right) \left( Z^{I_2} \phi \right) \right\|_{L^\infty_x} \left\| Z^{I_3} \phi \right\|_{L^2_x} \lesssim C_0^3 \varepsilon^3 t^{-\frac{3}{2}}.
\]
Combining the above inequalities, we obtain (4.7). \qed

Third, following [4], we deduce the hidden structure within the 3D Dirac–Klein–Gordon system (1.7) for the wave component \( \phi \). We set
\[
\mathcal{N}_1(\psi, \phi) = -\phi \psi^* \gamma^0 (i \gamma^\mu \partial_\mu \psi + \psi), \quad \mathcal{N}_2(\psi, \phi) = -\phi^2 \psi^* \chi \psi,
\]
\[
\mathcal{N}_3(\psi, \psi^*) = Q_{0a} \left( \psi, i \gamma^5 \gamma^\alpha \psi \right) + \sum_{b < a} Q^{ab} \left( \gamma^0 \gamma^a \psi, i \gamma^5 \gamma^b \psi \right), \quad \text{(4.8)}
\]
Lemma 4.4 ([4]). Let \( \tilde{\phi} = \phi + \frac{1}{4} \psi^* \Upsilon \psi \), then we have

\[
- \square \tilde{\phi} = \frac{1}{2} N_1(\psi, \phi) + \frac{1}{2} N_2(\psi, \phi) + \frac{1}{2} N_3(\psi, \psi^*). \tag{4.9}
\]

**Remark 4.5** By performing the above nonlinear transformation to (1.7) (i.e. Case III), the new nonlinear terms are constituted by \( N_1 \) and \( N_2 \) which are cubic or quartic terms, and \( N_3 \) which is a quadratic term with strong null structure in the sense of [20]. All of these terms are fast-decaying (for instance, the \( L^2 \) norms decay at least at the rate of \( t^{-5/2} \)), which is favorable when doing energy estimates. However, in the case of (1.9) (i.e. Case IV), it fails to enjoy the same hidden structure of nonlinear terms as Case III due to the absence of the matrix \( \gamma^5 \). As a result, a similar nonlinear transformation leads to terms of the form \( Q_0(\psi, \gamma^0 \psi) \), which is not compatible with Klein–Gordon equations, and which is slow-decaying (the \( L^2 \) norms decay at the rate of \( t^{-3/2} \)). This is the main reason why the proof of Theorem 1.3 for Case III does not carry over directly to Case IV. Last, we mention here that we do not know whether there exists a nonlinear transformation to reduce the original nonlinearities in (1.9) into sufficient fast-decaying terms as the case of (1.7).

**Proof of Lemma 4.4** We divide the proof into three steps as follows.

**Step 1.** Expansion of \( \psi^* \Upsilon \psi \). We claim that

\[
\psi^* \Upsilon \psi = Q_0(\psi, \Upsilon \psi) + N_1(\psi, \phi) + N_3(\psi, \psi^*). \tag{4.10}
\]

Indeed, from (1.7) and (4.5), we see that

\[
\psi = i \gamma^\mu \partial_\mu \psi + i \phi \gamma^5 \psi \quad \text{and} \quad \psi^* = -i (\gamma^\mu \partial_\mu \psi)^* - i \phi \psi^* \gamma^5.
\]

It follows from (4.5) that

\[
\psi^* \Upsilon \psi = \psi^* \Upsilon \left( i \gamma^\mu \partial_\mu \psi + i \phi \gamma^5 \psi \right) = \psi^* \Upsilon (i \gamma^\mu \partial_\mu \psi) - \phi \psi^* \gamma^0 \psi = (\gamma^\mu \partial_\mu \psi)^* \Upsilon (\gamma^\nu \partial_\nu \psi) + N_1(\psi, \phi).
\]

Using again (4.5), we find

\[
(\gamma^\mu \partial_\mu \psi)^* \Upsilon (\gamma^\nu \partial_\nu \psi) = \left[(\partial_0 \psi)^* \gamma^0 - (\partial_\mu \psi)^* \gamma^\mu\right] \Upsilon \left( \gamma^0 \partial_0 \psi + \gamma^b \partial_b \psi \right) = J_7 + J_8,
\]

where (below the Einstein summation convention is not adopted when the indices are all at upper place)

\[
J_7 = \partial_0 \psi^* \gamma^0 \Upsilon \gamma^0 \partial_0 \psi - \sum_{a=1}^{3} \partial^a \psi^* \gamma^a \gamma^a \psi,
\]

\[
J_8 = \partial_0 \psi^* \gamma^0 \Upsilon \gamma^a \partial_a \psi - \partial_a \psi^* \gamma^a \gamma^0 \partial_0 \psi - \sum_{a \neq b} \partial^a \psi^* \gamma^a \gamma^0 \partial_0 \psi.
\]
Moreover, from the definition of \( \Upsilon \), (1.2) and (4.5), we find
\[
\mathcal{J}_7 = -\partial_0 \psi^* \partial_0 (\Upsilon \psi) + \partial^a \psi^* \partial_a (\Upsilon \psi) = Q_0(\psi, \Upsilon \psi),
\]
\[
\mathcal{J}_8 = \sum_{a=1}^3 \left( \partial_0 \psi^* \partial^a \left( i \gamma^5 \gamma^a \psi \right) - \partial^a \psi^* \partial_0 \left( i \gamma^5 \gamma^a \psi \right) \right)
+ \sum_{b < a} \left( \partial^a \psi^* \gamma^0 \gamma^a \partial_b \left( i \gamma^5 \gamma^b \psi \right) - \partial_b \psi^* \gamma^0 \gamma^b \partial^a \left( i \gamma^5 \gamma^b \psi \right) \right)
= Q_0(\psi, i \gamma^5 \gamma^a \psi) + \sum_{b < a} Q^{ab} \left( i \gamma^0 \gamma^a \psi, i \gamma^5 \gamma^b \psi \right).
\]

Combining the above identities, we obtain (4.10).

**Step 2.** Expansion of \(-\Box (\psi^* \Upsilon \psi)\). We claim that
\[
-\Box (\psi^* \Upsilon \psi) = -2 \psi^* \Upsilon \psi - 2 Q_0(\psi, \Upsilon \psi) + 2 N_2(\psi, \phi), \tag{4.11}
\]
Indeed, by an elementary computation, we find
\[
-\Box (\psi^* \Upsilon \psi) = (-\Box \psi)^* \Upsilon \psi + \psi^* \Upsilon (-\Box \psi) - 2 Q_0(\psi, \Upsilon \psi).
\]
Acting \(i \gamma^\mu \partial_\mu\) on both sides of the first line of (1.7) and then using \((i \gamma^\mu \partial_\mu)^2 = \Box\),
\[
-\Box \psi = -\psi + i \phi \gamma^5 \psi + i \gamma^\mu \partial_\mu \left( i \phi \gamma^5 \psi \right)
= -\psi + i \gamma^\mu \partial_\mu \phi (i \gamma^5 \psi) + i \phi \psi^5 \left( \psi - i \gamma^\mu \partial_\mu \psi \right)
= -\psi - \phi^2 \psi - (\partial_\mu \phi) \gamma^\mu \gamma^5 \psi.
\]
On the other hand, from (4.5), we see that
\[
\Upsilon \gamma^\mu \gamma^5 + \gamma^5 (\gamma^\mu)^* \gamma = 0, \quad \text{for all} \ \mu \in \{0, 1, 2, 3\}.
\]
We see that (4.11) follows from the above three identities.

**Step 3.** Conclusion. Combining (4.10)–(4.11) with the definition of \(\tilde{\phi}\), we obtain
\[
-\Box \tilde{\phi} = -\Box \phi - \frac{1}{4} (-\Box \psi)^* \Upsilon \psi
= \frac{1}{2} \psi^* \Upsilon \psi - \frac{1}{2} Q_0(\psi, \Upsilon \psi) + \frac{1}{2} N_2(\psi, \phi)
= \frac{1}{2} N_1(\psi, \phi) + \frac{1}{2} N_2(\psi, \phi) + \frac{1}{2} N_3(\psi, \psi^*).
\]
The proof of (4.9) is complete. \(\square\)

Next, we establish the weighted \(L_1^1 L_2^2\) estimates for the nonlinear terms \((N_1, N_2, N_3)\).

**Lemma 4.6** For all \(t \in [2, T^* (\psi, \phi_0))\), we have
\[
\sum_{|I| \leq N - 1} \int_2^t \left\| (\tau + r) Z^I N_1(\psi, \phi) \right\|_{L_2^2} d\tau \lesssim C_0^3 \epsilon^3,
\]
\[
\sum_{|I| \leq N - 1} \int_2^t \left\| (\tau + r) Z^I N_2(\psi, \phi) \right\|_{L_2^2} d\tau \lesssim C_0^4 \epsilon^4, \tag{4.12}
\]
\[
\sum_{|I| \leq N - 1} \int_2^t \left\| (\tau + r) Z^I N_3(\psi, \psi^*) \right\|_{L_2^2} d\tau \lesssim C_0^2 \epsilon^2.
\]
**Proof** Note that, from (2.7), the Leibniz rule and $N \geq 13$, we have

\[
\sum_{|I| \leq N-1} \int_{-t}^{t} \| (\tau + r) Z^I N_3(\psi, \psi^*) \|_{L_x^2} \, d\tau \lesssim \mathcal{J}_9,
\]

\[
\sum_{|I| \leq N-1} \int_{-t}^{t} \| (\tau + r) Z^I N_1(\psi, \phi) \|_{L_x^2} \, d\tau \lesssim \mathcal{J}_{10} + \mathcal{J}_{11},
\]

\[
\sum_{|I| \leq N-1} \int_{-t}^{t} \| (\tau + r) Z^I N_2(\psi, \phi) \|_{L_x^2} \, d\tau \lesssim \mathcal{J}_{12} + \mathcal{J}_{13},
\]

where

\[
\mathcal{J}_9 = \sum_{|I| \leq N} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| \left( Z^{I'} \psi \right) \left( Z^{I_2} \psi \right) \right\|_{L_x^2} \, d\tau,
\]

\[
\mathcal{J}_{10} = \sum_{|I| \leq N-1} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| (\tau + r) \left( Z^{I_1} \phi \right) \left( Z^{I_2} \psi \right) \left( Z^{I_3} \psi \right) \right\|_{L_x^2} \, d\tau,
\]

\[
\mathcal{J}_{11} = \sum_{|I| \leq N-7} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| (\tau + r) \left( Z^{I_1} \phi \right) \left( Z^{I_2} \psi \right) \left( Z^{I_3} \psi \right) \right\|_{L_x^2} \, d\tau,
\]

\[
\mathcal{J}_{12} = \sum_{|I| \leq N-1} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| (\tau + r) \left( Z^{I_1} \phi \right) \left( Z^{I_2} \phi \right) \left( Z^{I_3} \psi \right) \left( Z^{I_4} \psi \right) \right\|_{L_x^2} \, d\tau,
\]

\[
\mathcal{J}_{13} = \sum_{|I| \leq N-7} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| (\tau + r) \left( Z^{I_1} \phi \right) \left( Z^{I_2} \phi \right) \left( Z^{I_3} \psi \right) \left( Z^{I_4} \psi \right) \right\|_{L_x^2} \, d\tau.
\]

Using (2.2) and (4.1), we have

\[
\mathcal{J}_9 \lesssim \sum_{|I| \leq N} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| \tilde{Z}^{I_1} \psi \right\|_{L_x^2} \left\| Z^{I_2} \psi \right\|_{L_x^2} \, d\tau \lesssim C_0^2 e^2 \int_{-t}^{t} \tau^{-\frac{1}{2}} \, d\tau \lesssim C_0^2 e^2,
\]

\[
\mathcal{J}_{10} \lesssim \sum_{|I| \leq N-1} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| Z^{I_1} \phi \right\|_{L_x^2} \left\| (\tau + r) Z^{I_2} \psi \right\|_{L_x^2} \left\| Z^{I_3} \psi \right\|_{L_x^2} \, d\tau
\]

\[
\lesssim C_0^3 e^3 \int_{-t}^{t} \tau^{-\frac{1}{2}} \tau^{-\frac{3}{2}} \, d\tau \lesssim C_0^3 e^3 \int_{-t}^{t} \tau^{-2} \, d\tau \lesssim C_0^3 e^3,
\]

\[
\mathcal{J}_{11} \lesssim \sum_{|I| \leq N-7} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| Z^{I_1} \phi \right\|_{L_x^2} \left\| (\tau + r) Z^{I_2} \psi \right\|_{L_x^2} \left\| \tilde{Z}^{I_3} \psi \right\|_{L_x^2} \, d\tau
\]

\[
\lesssim C_0^3 e^3 \int_{-t}^{t} \tau^{-1} \tau^{-\frac{1}{2}} \, d\tau \lesssim C_0^3 e^3 \int_{-t}^{t} \tau^{-3} \, d\tau \lesssim C_0^3 e^3,
\]

\[
\mathcal{J}_{12} \lesssim \sum_{|I| \leq N-1} \sum_{|I| \leq N-6} \sum_{|I| \leq N-6} \int_{-t}^{t} \left\| Z^{I_1} \phi \right\|_{L_x^2} \left\| Z^{I_2} \phi \right\|_{L_x^2} \left\| (\tau + r) Z^{I_3} \psi \right\|_{L_x^2} \left\| Z^{I_4} \psi \right\|_{L_x^2} \, d\tau
\]

\[
\lesssim C_0^4 e^4 \int_{-t}^{t} \tau^{-1} \tau^{-\frac{1}{2}} \tau^{-3} \, d\tau \lesssim C_0^4 e^4 \int_{-t}^{t} \tau^{-3} \, d\tau \lesssim C_0^4 e^4.
\]
\[ \mathcal{I}_{13} \lesssim \sum_{|I_1| \leq N-7} \sum_{|I_2| \leq N-7} \int_{|I_4| \leq N-6}^t \left\| Z^{I_1} \phi \right\|_{L^\infty_x} \left\| Z^{I_2} \phi \right\|_{L^\infty_x} \left\| \mathcal{Z}_{I^3} \psi \right\|_{L^2_x} \left\| (\tau + r) Z^{I_4} \psi \right\|_{L^2_x} \ d\tau \]
\[ \lesssim C_0^2 \varepsilon^4 \int_2^t \tau^{-1} \tau^{-1/2} \ d\tau \lesssim C_0^2 \varepsilon^4 \int_2^t \tau^{-5/2} \ d\tau \lesssim C_0^2 \varepsilon^4. \]
Combining the above inequalities, we obtain (4.12).

Last, we introduce the \( L^1_t L^2_x \) estimate for the nonlinear terms which will be needed in the energy estimates of wave component \( \phi \).

**Lemma 4.7** For all \( t \in [2, T^*(\psi_0, \phi_0)) \), we have
\[ \sum_{|I| \leq N} \int_2^t \left\| Z^I (\psi^* \gamma \psi) \right\|_{L^2_x} \ d\tau \lesssim C_0^2 \varepsilon^2. \] (4.13)

**Proof** From (4.1), \( N \geq 13 \) and the Leibniz rule, we have
\[ \sum_{|I| \leq N} \int_2^t \left\| Z^I (\psi^* \gamma \psi) \right\|_{L^2_x} \ d\tau \lesssim \sum_{|I_1| \leq N} \sum_{|I_2| \leq N-7} \int_2^t \left\| Z^{I_1} \psi \right\|_{L^2_x} \left\| Z^{I_2} \psi \right\|_{L^\infty_x} \ d\tau \]
\[ \lesssim C_0^2 \varepsilon^2 \int_2^t \tau^{-3} \ d\tau \lesssim C_0^2 \varepsilon^2, \]
which means (4.13).

### 4.3 End of the proof of Theorem 1.3

We are in a position to complete the proof of Theorem 1.3 and start with the proof of Proposition 4.1.

**Proof of Proposition 4.1** For any initial data \( (\psi_0, \phi_0) \) satisfying the smallness condition (1.15), we consider the corresponding solution \( (\psi, \phi) \) of (1.7). From the smallness condition (1.15), we know that
\[ \sum_{|I| \leq N} \left( \mathcal{E}(2, \Gamma^l \phi) + \mathcal{F}(2, \Gamma^l \phi) \right) \lesssim \varepsilon, \] (4.14)
\[ \sum_{|I| \leq N} \left( \mathcal{E}_D(2, \mathcal{Z}^I \psi) + \mathcal{E}(2, \mathcal{Z}^I \phi) \right) \lesssim \varepsilon. \]

In what follows, we prove Proposition 4.1 by improving all the estimates of \( (\psi, \phi) \) in the bootstrap assumption (4.1).

**Step 1.** Closing the pointwise estimate of \( \psi \). Recall that, from (1.7) and (2.4),
\[ -\Box Z^I \psi + Z^I \psi = -Z^I \left( (\partial_\mu \phi) \gamma^\mu \gamma^5 \psi + \phi^2 \psi \right). \]
From (4.7), we find
\[ \sum_{|I| \leq N-2} \max_{2 \leq t \leq T^*} \tau^{1/2} \left\| Z^I \left( (\partial_\mu \phi) \gamma^\mu \gamma^5 \psi + \phi^2 \psi \right) \right\|_{L^2_x} \lesssim C_0^2 \varepsilon^2. \]
It follows from (1.15) and Corollary 2.17 that
\[
\langle t + r \rangle^{\frac{3}{2}} \sum_{|I| \leq N - 6} \left| Z^I \psi (t, x) \right| \lesssim \varepsilon + C_0^2 \varepsilon^2.
\]

This inequality strictly improves the pointwise estimates of \( \psi \) in the bootstrap assumption (4.1) for \( C_0 \) large enough and \( \varepsilon \) small enough.

**Step 2.** Closing the pointwise estimate of \( \phi \). Recall that, in Lemma 4.4, we introduce 
\[ \tilde{\phi} := \phi + \frac{1}{4} \psi^* Y \psi \]
and obtain
\[
-\Box \tilde{\phi} = \frac{1}{2} (N_1 + N_2 + N_3).
\]

We decompose the wave component \( \tilde{\phi} \) as,
\[
\tilde{\phi}(t, x) = \tilde{\phi}_{free}(t, x) + \tilde{\phi}_{inho}(t, x),
\]
where \( \tilde{\phi}_{free} \) and \( \tilde{\phi}_{inho} \) are the solutions for the following 3D linear homogeneous or inhomogeneous wave equations,
\[
\begin{cases}
-\Box \tilde{\phi}_{free} = 0, & \text{with } (\tilde{\phi}_{free}, \partial_t \tilde{\phi}_{free})|_{t=2} = (\tilde{\phi}, \partial_t \tilde{\phi})|_{t=2}, \\
-\Box \tilde{\phi}_{inho} = \frac{1}{2} (N_1 + N_2 + N_3), & \text{with } (\tilde{\phi}_{inho}, \partial_t \tilde{\phi}_{inho})|_{t=2} = (0, 0).
\end{cases}
\]

First, from Lemma 2.13 and (4.14), we have
\[
\sum_{|I| \leq N - 5} \left\| \Gamma^I \tilde{\phi}_{free} \right\|_{L^2_x} \lesssim \sum_{|I| \leq N - 6} \left( \mathcal{E}(2, \Gamma^I \tilde{\phi})^\frac{1}{2} + \mathcal{F}(2, \Gamma^I \tilde{\phi})^\frac{1}{2} \right) \lesssim \varepsilon.
\]
It follows from (2.8) that
\[
\sum_{|I| \leq N - 7} \left| Z^I \tilde{\phi}_{free} \right| \lesssim \varepsilon \langle t + r \rangle^{-1} (t - r)^{-\frac{1}{2}}.
\]

Second, from (2.7) and (4.1), we see that
\[
\sum_{|I| \leq N - 7} \left( \left| Z^I N_1 \right| + \left| Z^I N_2 \right| + \left| Z^I N_3 \right| \right) \lesssim C_0^2 \varepsilon^2 (t + r)^{-4}.
\]
Therefore, from Proposition 2.11, Lemma 2.13, (1.15) and (2.8), we have
\[
\sum_{|I| \leq N - 7} \left| Z^I \tilde{\phi}_{inho} \right| \lesssim \varepsilon \langle t + r \rangle^{-1} (t - r)^{-\frac{1}{2}} + C_0^2 \varepsilon^2 (t + r)^{-1} (t - r)^{-\frac{1}{2}}.
\]

Combining (4.1), (4.15), (4.16) with the definition of \( \tilde{\phi} \), we obtain
\[
\sum_{|I| \leq N - 7} \left| Z^I \phi \right| \lesssim \sum_{|I| \leq N - 7} \left( \left| Z^I \tilde{\phi}_{free} \right| + \left| Z^I \tilde{\phi}_{inho} \right| \right) + \sum_{|I| \leq N - 7} \left| Z^{I_1} \psi \right| \left| Z^{I_2} \psi \right|
\lesssim \left( \varepsilon + C_0^2 \varepsilon^2 \right) \langle t + r \rangle^{-1} (t - r)^{-\frac{1}{2}} + C_0^2 \varepsilon^2 (t + r)^{-3}.
\]

This inequality strictly improves the pointwise estimates of \( \phi \) in the bootstrap assumption (4.1) for \( C_0 \) large enough and \( \varepsilon \) small enough.
Step 3. Bound on the weighted $L^2_x$ and energy norms of $\psi$. First, from (4.3), (4.6), (4.14) and Lemma 2.7, we have

$$\sum_{|I| \leq N} \mathcal{E}_D^\delta(t, \tilde{Z}^I \psi) \lesssim \sum_{|I| \leq N} \int_0^t \int_{\mathbb{R}^3} |(\tilde{Z}^I \psi)^{\gamma^0 \tilde{Z}^I (i\phi \gamma^5 \psi)}| \, dx \, dt$$

which implies

$$\sum_{|I| \leq N} \mathcal{E}_D^\delta(t, \tilde{Z}^I \psi) \lesssim \varepsilon^2 + C_0^3 \varepsilon^3,$$

Second, from (4.1), (4.13), (4.14) and Lemma 2.13, we have

$$-\Box Z^I \psi + Z^I \psi = -Z^I (\partial_\mu \phi) \gamma^\mu \gamma^5 \psi + \phi^2 \psi).$$

Therefore, from (2.2), (4.1), (4.7) and Lemma 2.18, we obtain

$$\sum_{|I| \leq N} \mathcal{E}(\tau, Z^I \phi)^{\frac{1}{2}} \lesssim \sum_{|I| \leq N} \mathcal{E}(2, Z^I \phi)^{\frac{1}{2}}$$

which implies

$$(4.17) \quad \sum_{|I| \leq N} \mathcal{E}_D^\delta(2, \tilde{Z}^I \psi) \lesssim \varepsilon^2 + C_0^3 \varepsilon^3.$$
which implies

$$
\sum_{|I| \leq N} \| Z^I \hat{\phi} \|_{L^2_x} \lesssim \sum_{|I| \leq N - 1} \left( \mathcal{E}(t, Z^I \phi) + \mathcal{F}(t, Z^I \phi) \right) \lesssim \varepsilon + C_0^2 \varepsilon^2 + C_0^4 \varepsilon^4.
$$

Therefore, using again (4.1) and the definition of $\tilde{\phi}$, we obtain

$$
\sum_{|I| \leq N} \| Z^I \phi \|_{L^2_x} \lesssim \sum_{|I_1| \leq N} \| Z^{I_1} \psi \|_{L^2_x} \| Z^{I_2} \psi \|_{L^\infty_x}
$$

$$
+ \sum_{|I| \leq N} \| Z^I \hat{\phi} \|_{L^2_x} \lesssim \varepsilon + C_0^2 \varepsilon^2 + C_0^4 \varepsilon^4.
$$

The inequalities (4.19)–(4.20) strictly improve the $L^2_x$ and energy estimates of $\phi$ in the bootstrap assumption (4.1) for $C_0$ large enough and $\varepsilon$ small enough.

At this point, we have strictly improved all the pointwise, $L^2_x$ and energy estimates of $(\psi, \phi)$ in the bootstrap assumption (4.1). In conclusion, for all initial data $(\psi_0, \phi_0)$ satisfying (1.15), we show that $T^*(\psi_0, \phi_0) = \infty$ and thus the proof of Proposition 4.1 is complete.

Now, we complete the proof of Theorem 1.3 by using Proposition 4.1.

**End of the proof of Theorem 1.3** Notice that, from (4.1), the global existence of $(\psi, \phi)$, the pointwise decay (1.16) and the energy bound (1.17) are consequences of Proposition 4.1. Our task now is to prove that the solution scatters to a free solution in the energy space $H^{N-2} \times X^N$.

For the scattering of the Dirac spinor $\psi$, we first recall a few facts about the linear theory. Consider the Cauchy problem for the 3D linear Dirac equation,

$$
- i \gamma^\mu \partial_\mu u + u = G \quad \text{with} \quad u|_{t=2} = u_0.
$$

(4.21)

The Fourier analysis gives us a solution of (4.21),

$$
u(t) = S_D(t - 2)u_0 + i \int_2^t S_D(t - \tau)G(\tau)d\tau,
$$

(4.22)

where $S_D(t)$ can be written as

$$
S_D(t) = e^{it(i\gamma^0\gamma^a\partial_a + \gamma^0)} , \quad \forall t \in (-\infty, \infty).
$$

Here, the operators mean that

$$(S_D(t)f)(x) = \mathcal{F}^{-1}\left(e^{it(-\gamma^0\gamma^a\xi_a + \gamma^0)} \hat{f}(\xi)\right)(x).$$

Recall that, for $K \in \mathbb{N}$, the 3D Dirac flow $S_D(t)$ are isometric groups on $H^K$. More precisely, for $K \in \mathbb{N}$, we have the following identities,

$$
\|S_D(t)\|_{H^K} = 1, \quad \forall t \in (-\infty, \infty).
$$

(4.23)

Recall also that, we have the following basic properties of $S_D$,

$$
S_D(t + \tau) = S_D(t) \circ S_D(\tau), \quad \forall (t, \tau) \in (-\infty, \infty)^2.
$$

(4.24)
Now, we show that the Dirac spinor $\psi$ scatters to a free solution. In actually, from (2.3), (4.1) and $T_{s}(\psi_0, \phi_0) = \infty$, we have

$$\sum_{|I| \leq N-2} \int_{2}^{\infty} \| \hat{Z}^I (i \phi \gamma^5 \psi) \|_{L^2_x} d\tau$$

$$\lesssim \sum_{|I_1| \leq N-7 \atop |I_2| \leq N-2} \int_{2}^{\infty} \tau^{-1} \| \langle \tau - r \rangle Z^{I_1} \phi \|_{L^\infty_x} \| \langle \tau - r \rangle Z^{I_2} \psi \|_{L^2_x} d\tau$$

$$+ \sum_{|I_1| \leq N-2 \atop |I_2| \leq N-6} \int_{2}^{\infty} \| Z^{I_1} \phi \|_{L^2_x} \| Z^{I_2} \psi \|_{L^\infty_x} d\tau \lesssim C_0^2 \epsilon^2,$$

which implies

$$\int_{2}^{\infty} \| (i \phi \gamma^5 \psi) \|_{H^{N-2}} d\tau \lesssim \sum_{|I| \leq N-2} \int_{2}^{\infty} \| \hat{Z}^I (i \phi \gamma^5 \psi) \|_{L^2_x} d\tau \lesssim C_0^2 \epsilon^2.$$

(4.25)

Based on the above inequality and (4.23), we have

$$\int_{2}^{\infty} \| S_{D}(2 - \tau) (i \phi \gamma^5 \psi) \|_{H^{N-2}} d\tau \lesssim \int_{2}^{\infty} \| i \phi \gamma^5 \psi \|_{H^{N-2}} d\tau \lesssim C \epsilon,$$

which implies

$$\psi_{0h} := \int_{2}^{\infty} S_{D}(2 - \tau) (i \phi \gamma^5 \psi) d\tau \in H^{N-2}.$$

Therefore,

$$\psi_{0\ell} := \psi_0 + \psi_{0h} \in H^{N-2} \Rightarrow \psi_{\ell}(t) = S_{D}(t - 2) \psi_{0\ell} \in H^{N-2}.$$ 

Last, from (4.23), (4.24) and (4.25), we obtain

$$\lim_{t \to \infty} \| \psi(t) - \psi_{\ell}(t) \|_{H^{N-2}} \leq \lim_{t \to \infty} \int_{t}^{\infty} \| i \phi \gamma^5 \psi \|_{H^{N-2}} d\tau = 0,$$

which means that the Dirac spinor $\psi$ scatters to a free solution in $H^{N-2}$.

For the scattering of the wave component $\phi$, we use the similar argument as in the end of the proof of Theorem 1.1. More precisely, from (4.13), we see that

$$\sum_{|I| \leq N} \int_{2}^{t} \| \psi^* \gamma \psi \|_{H^N} d\tau \lesssim \sum_{|I| \leq N} \int_{2}^{t} \| Z^I \psi \|_{L^2_x} d\tau \lesssim C_0^2 \epsilon^2.$$ 

Therefore, using the linear theory of the 3D wave equation, we conclude that there exists $(\phi_{0\ell}, \phi_{1\ell}) \in \mathcal{X}^N$ such that

$$\lim_{t \to \infty} \| (\phi, \partial_t \phi) - (\phi_{\ell}, \partial_t \phi_{\ell}) \|_{\mathcal{X}^N} = 0,$$

where $\phi_{\ell}$ is the solution to the 3D linear wave equation with the initial data $(\phi_{0\ell}, \phi_{1\ell})$. In conclusion, the solution $(\psi, \phi)$ has the required properties and so the proof of Theorem 1.3 is complete. 

$\square$
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