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Machine learning methods tend to outperform traditional statistical models at prediction. In the prediction of academic achievement, ML models have not shown substantial improvement over logistic regression. So far, these results have almost entirely focused on college achievement, due to the availability of administrative datasets, and have contained relatively small sample sizes by ML standards. In this article we apply popular machine learning models to a large dataset (n = 1.2 million) containing primary and middle school performance on a standardized test given annually to Australian students. We show that machine learning models do not outperform logistic regression for detecting students who will perform in the ‘below standard’ band of achievement upon sitting their next test, even in a large-n setting.
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1. Introduction

Educational achievement is closely linked to an individual’s economic well-being as well as a nation’s standard of living (Barro, 1991). In Australia, the Report of the Review to Achieve Educational Excellence in Australian Schools (Gonski et al., 2018) highlighted the decline in student outcomes across the past twenty years when compared to other OECD countries. Not only are a large number of Australian students achieving poor outcomes, but there is a significant disparity in achievement within the same age groups and classrooms. ‘One-size-fits-all’ policy approaches have not been successful in bringing under-achieving students up to minimum standards. In order to support these students in reaching their full potential, it may be necessary to tailor policies and teaching strategies to individual students who are at risk of low achievement. Since schools, especially public schools, tend to face binding resource constraints, it is essential to detect ‘at risk’ students early and with high precision.

In this setting, the goal is not to conduct causal inference on a coefficient of interest but to produce a purely predictive model that classifies students with high sensitivity and specificity. Machine learning (ML) methods tend to greatly outperform traditional statistical models (Friedman et al., 2009). For example, when attempting to classify images of handwritten digits correctly, standard logistic regression achieves an accuracy of around 70%, whereas state-of-the-art neural networks obtain 99.79% accuracy (Wan et al., 2013).

*This research is supported by an Australian Government Research Training Program (RTP) Scholarship. Thanks must also be given to the Australian Curriculum, Assessment and Reporting Authority for the provision of the data utilised by this study. The authors would like to thank Foivos Diakogiannis and Airong Zhang for their helpful comments and suggestions.
†Jupyter notebooks containing R codes and outputs for this paper as well as instructions on how to obtain the data set may be found at Github.com/RobGarrard
The application of machine learning methods to education data has been referred to as Educational Data Mining (Romero & Ventura, 2007). Its use in the prediction of academic performance has been predominantly in the higher education context (Vandamme et al., 2007; S. B. Kotsiantis, 2012; Yadav & Pal, 2012; Jishan et al., 2015) largely due to the availability of administrative data sets collected by universities.  

Interestingly, when ML models are benchmarked against logistic regression, they show no or unsubstantial improvement (S. Kotsiantis et al., 2004; Cortez & Silva, 2008; Huang & Fang, 2013; Gray et al., 2013). This could be because the conditional expectation function in the predictors used in these studies does not exhibit significant non-linearities, or could be that the sample sizes used are too small for the non-linearities to be learned.

In this article we exploit a large data set containing scores on the Australian National Assessment Program - Literacy and Numeracy (NAPLAN); a standardized literacy and numeracy test sat by all students in Australian schools in grades 3, 5, 7, and 9. This data set contains raw scores for all students who sat the test in the years 2013 and 2014, as well as administrative data on students’ individual- and family-level characteristics. In total, the data set contains observations on 2.2 million unique students. Students are labeled into two classes, ‘At Standard’ and ‘Below Standard’, according to whether or not their score meets minimum achievement standards as determined by the Australian Curriculum, Assessment, and Reporting Agency (ACARA). This is done for two learning areas: literacy and numeracy. We split students into those in grade 3, for whom this would be their first time sitting NAPLAN, and students in grades 5 and above, for whom their previous achievement on NAPLAN may be used as a predictor.

We train a set of popular machine learning classifiers with standard logistic regression serving as a benchmark. We measure model performance using area under the ROC curve (AUC) and find that none of the machine learning models outperform logistic regression. To the best of our knowledge, this is the first paper to apply machine learning methods to the prediction of primary and middle school student achievement in a ‘big data’ (large $n$) setting.

While machine learning methods have great potential for improving the analysis of economic data, the results of this study show that large data sets and state-of-the-art algorithms do not automatically imply better predictions.

2. Data

NAPLAN is a set of standardized literacy and numeracy tests sat by all students in Australia in grades 3, 5, 7, and 9, in both the government and non-government schooling sectors. It is described as providing “the measure through which governments, education authorities and schools can determine whether or not young Australians are meeting important educational outcomes.” The tests cover five learning areas known as ‘test domains’: Reading, Writing, Spelling, Grammar and Punctuation, and Numeracy. The tests are designed to assess student performance relative to the Australian federal curriculum.

We use individual student-level data from the NAPLAN reading and numeracy tests administered in 2013 and 2014. The NAPLAN reading test involves a reading comprehension-style test on a range of texts, including imaginative, persuasive, and informative. The questions are designed to test knowledge and interpretation of English language in context. The NAPLAN numeracy tests assess students on their performance in mathematics, namely number and algebra, measurement and geometry, and statistics and probability.

The data set contains 2,235,804 unique student IDs, who are attending 9,250 different schools in both the public and private sectors in all states across Australia. All individuals in the data set are unique, as a student sitting NAPLAN testing in 2013 would not sit the test in 2014, and vice versa. The individual scores for each student in each domain are collected by the Australian Curriculum Assessment and Reporting Authority (ACARA), alongside student background information which is collected by schools from students’ parents or carers via enrol-

---

1 See Shingari et al. (2017) for a recent review.

2 See nap.edu.au

3 Samples of these tests may be found at https://www.nap.edu.au/naplan/the-tests.
ment forms. Table 2 provides a detailed summary of the variables contained in the data set.

For each testing domain in each year, ACARA determines achievement bands to classify a student’s level of achievement based on what particular skills they can perform, e.g., addition of simple numbers, understanding of probability, etc. For each year level, students in the lowest two bands of achievement are deemed to be achieving ‘below minimum standards’. Given the raw scores for each student available in the data, we have classified each student into their relevant achievement band following the cut-off scores published by ACARA. Using these bands, we have labeled each student as either ‘At Standard’ or ‘Below Standard’ for reading and numeracy respectively. Within this sample, approximately 16-17% of students are achieving below standard performance in each learning domain.

In addition to each student’s score in the 2013/14 NAPLAN cycle, the data also contains the score each student received in their previous testing cycle, two years earlier. This data is only present for students in grades 5 and above, as grade 3 is the first year NAPLAN is administered. In order to exploit this presumably strong predictor, we split the data set into students in grade 3, and students in grades 5 and above. We use these raw scores to construct a dummy variable for whether the student was ‘Previously At Standard’ or ‘Previously Below Standard’.

3. Methods

Our objective is to predict whether or not a student will perform in the ‘Below Standard’ band upon sitting their next NAPLAN.

We split the data set into two subsets: students in grade 3, for whom this is their first time sitting NAPLAN; and students in grades 5, 7, and 9, for whom their NAPLAN score in the previous cycle may be used as a predictor. Within each data set, we remove any rows that contain missing data. For each data set (grade 3, \( n = 345, 817 \); and grades 5+, \( n = 886, 392 \)) we obtain a random two thirds/one third split for training and test sets respectively. We stratify the random samples such that the proportion of students not meeting minimum standards is preserved in the training and test sets respectively. We do this for each of the response variables (reading and numeracy), resulting in each classifier being estimated separately on 4 data sets (reading/numeracy, grade 3/grade 5+) and evaluated on corresponding test sets.

In what follows, let \( (y_i, x'_i)_{i=1}^n \) be a set of \( n \) iid observations of a dependent variable \( y_i \in \{0, 1\} \) with a corresponding vector of \( p \) predictors \( x'_i \in \mathcal{X} \) in a feature space \( \mathcal{X} \).

3.1 Classifiers

The task of a binary classifier is to predict whether or not an observation belongs to class 0 or 1 as a function of the predictors, \( x'_i \). This is often accomplished by producing a predicted ‘probability’ that the dependent variable belongs to the positive class, \( \hat{y}_i \in [0, 1] \), and classifying the observation to that class if \( \hat{y}_i \geq 0.5 \).

A classifier’s parameters are chosen such that the classifier’s predictions minimize a specified loss function, such as mean square error or cross-entropy. Since we have a binary classification problem where one of the classes (‘At Standard’) is more common than the other (‘Below Standard’), we use the weighted binary cross-entropy loss function.

\[
L_{CE} = -\frac{1}{n} \sum_i w_i \left\{ y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i) \right\}
\]

(1)

Where each \( w_i \) denotes a weight allowing some observations to contribute more or less to the loss function than others. Since the ‘At Standard’ class is around 6 times more common than the ‘Below Standard’ class, the loss function is weighted so that misclassifications of a ‘Below Standard’ student incur around 6 times more cost. That is, \( w_i = 6 \) if the student performs below standard \( (y_i = 1) \), and \( w_i = 1 \) if the student performs at standard \( (y_i = 0) \).

Each model we consider gives a different functional form for generating \( \hat{y}_i \) from the predictors. Unless otherwise stated, we choose the model parameters to minimize equation (1). We estimate the
the following types of classifier.\footnote{In addition to these classifiers, other common choices include k-nearest neighbors and support vector machines. However, computation of these classifiers does not scale well with number of predictors and sample size respectively, and so were omitted from this study.}

### 3.1.1 Logistic Regression

We use plain logistic regression as a benchmark for the ML classifiers. Logistic regression models the probability of belonging to the positive class as

$$
\log \left( \frac{P(y_i = 1)}{P(y_i = 0)} \right) = \beta_0 + \beta_1 x_{1,i} + \cdots + \beta_p x_{p,i} \quad (2)
$$

from which predicted values, $\hat{y}_i = \hat{P}(y_i = 1)$, can be extracted by substituting in the predictor values and rearranging.

### 3.1.2 Elastic Net

The elastic net (Zou & Hastie, 2005) is a hybrid of the lasso (Tibshirani, 1996) and ridge regression (Hoerl & Kennard, 1970) making it a shrinkage estimator. Shrinkage estimators attempt to exploit the bias-variance tradeoff by introducing a small amount of bias through shrinking estimated coefficients towards zero. Shrinkage estimators are especially popular in high-dimensional regression, where $p \gg n$, as they can perform automatic model selection by setting many coefficients exactly to zero. The elastic net has been used in genetic microarray studies for identifying genes associated with cancer risk (Zou & Hastie, 2005; Li & Jia, 2010; Li et al., 2013).

The elastic net uses an identical functional form for generating predicted values as logistic regression but uses an alternative loss function for estimating the coefficients. Its loss function takes the form

$$
\mathcal{L}_{EN} = \mathcal{L}_{CE} + \lambda (\alpha ||\beta||_1 + (1 - \alpha) ||\beta||_2^2) \quad (3)
$$

where $\lambda$ is a tuning parameter determining the strength of the combination $\ell_1$ (lasso) and $\ell_2$ (ridge) penalty. Setting $\lambda = 0$ retrieves the unpenalized logistic regression, while setting $\lambda$ sufficiently large forces all coefficients to be zero. The parameter $\alpha$ controls the relative strength of the lasso and ridge penalties. The lasso penalty forces some of the coefficients to zero, performing model selection; while the ridge penalty forces correlated predictors to be assigned similar coefficients.

We impose that $\alpha = 0.5$, such that the lasso and ridge penalties have equal weight and select $\lambda$ through 10-fold cross-validation.\footnote{The mixing parameter, $\alpha$, may also be tuned. However, this option is not included in the glmnet package. We re-estimated the classifiers with $\alpha = 0.1$ and $\alpha = 0.9$ with no change to the results.}

### 3.1.3 Decision Tree

Classification and Regression Trees (CART) are a class of non-linear models that are tractable, flexible, and highly interpretable (Breiman, 2017). Decision trees can be visualized in a tree diagram representing a set of ‘if-then’ conditions on the predictors, making them easily understood and applied by humans. Further, trees can naturally handle mixed data types and require only small modification to switch between a classification tree and a regression tree.

Let $R_1, \ldots, R_M \subset \mathcal{X}$ be a set of regions that partition the feature space; i.e., $R_i \cap R_j = \emptyset$ for $i \neq j$ and $\cup_i R_i = \mathcal{X}$. Let $N_m = \sum_i I(x_i \in R_m)$ be the number of observations that fall in $R_m$, $m = 1, \ldots, M$. Given such a partition, for an observation $i$ such that $x_i'$ falls in region $R_m$, define

$$
\hat{y}_i = \frac{1}{N_m} \sum_{x_i' \in R_m} I(y_i = 1) \quad (4)
$$

such that the predicted probability of $i$ being in class 1 is the proportion of observations in $R_m$ belonging to class 1.

Given this rule, ideally we would choose a set of regions in order to minimize our loss function, however this is in general computationally infeasible. Instead, a greedy algorithm is used that in each step chooses a predictor and splits the feature space in two at some value of that predictor. At the beginning of the algorithm, suppose we choose predictor $j$ and some threshold value for that predictor, $s$. These values can be used to split the feature space into two regions:

$$
R_1 = \{x_i' \in \mathcal{X} \mid x_{i,j} \leq s\} \quad (5)
$$

$$
R_2 = \{x_i' \in \mathcal{X} \mid x_{i,j} > s\} \quad (6)
$$
Within these regions, observations are classified according to equation (4). So we may choose predictor \( j \) and splitting value \( s \) to minimize the loss function. The algorithm can then be repeated at each step within each newly created region.

Since each region is determined by a series of sequential splits, we can represent the classifier by a tree diagram in which each node is a predictor and the two branches emanating from the node represent which side of the split the value of that predictor falls on. How large the tree grows is a tuning parameter that can be cross-validated.

Figure 1 illustrates an example of a classification tree.

3.1.4 Random Forest

The predictive performance of a decision tree can be improved at the expense of interpretability by forming an ensemble of trees. Bootstrap aggregated (bagged) decision trees can be formed by training separate decision trees on bootstrap samples of the data (Breiman, 1996). On different realizations of the data from each bootstrap sample, different decision rules can be learned by each tree. Averaging predictions across these trees serves to decrease prediction bias.

However, if a few of the predictors are particularly strong, the decision trees will have a tendency to use these predictors in the early splits on most of the bootstrap samples, leading to small variation in the rules learned by the trees. To combat this, Breiman (2001) suggested only allowing a random subset of predictors to be used on each bootstrap sample to promote variation in the rules learned by the trees.

In addition to the size of each tree being a tuning parameter we now also need to tune the bootstrap sample size, the number of predictors to randomly choose on each bootstrap, and the number of trees in the ensemble. Standard convention is to use bootstrap samples of same size as the data, \( n \). Default values for the number of predictors to randomly sample for each tree are \( \sqrt{p} \) for classification and \( p/3 \) for regression (Friedman et al., 2009, pp. 592). Since random forests do not overfit as the number of trees increases, the number of trees can be as large as the modeler desires.

We train a random forest with out-of-the-box parameter choices for the bootstrap sample size and
The application of an activation function is what grants the neural network non-linearity. The activation function attempts to emulate an action potential that decides whether or not a neuron in the brain ‘fires’; i.e., passes a large output value on to other neurons. Popular choices for the activation function are the sigmoid function, and the rectilinear function.

$$\sigma_{\text{sigmoid}}(x) = \frac{1}{1 + e^{-x}}$$ (7)

$$\sigma_{\text{ReLU}}(x) = x I(x > 0)$$ (8)

Neurons with a rectilinear activation function are called rectilinear units (ReLU). The neural network is built by connecting a set of neurons together such that the outputs of some neurons are the inputs of others.

In this article we use a popular neural network architecture called a multilayer perceptron (MLP). An MLP structures the neural network as an input layer, a set of hidden layers, and an output layer. The input layer does not contain any neurons and simply feeds the vector of predictors, $x_i'$, into each neuron in the first hidden layer. Hidden layers contain a set of neurons that are connected to the previous and subsequent layers, but share no connections within the same layer. There may be many hidden layers,
or only one (as in the case of the Single Layer Perceptron), and each hidden layer may have a different number of neurons. The output layer contains a set of neurons whose output corresponds to the output of the function the neural network is estimating and tends to have a different activation function than hidden layers. For regression problems, the output layer is typically a single neuron with a linear activation function; and for a k-class classification problem, the output layer contains k neurons, corresponding to the predicted probabilities that an observation is in class k, with a softmax activation function to normalize those probabilities such that they sum to one.

Figure 3 illustrates the MLP structure used here. We use 4 hidden layers with 256, 128, 64, and 32 neurons respectively. Since we are trying to classify a binary variable, the output layer of the neural net contains two units and a softmax activation function. The predicted probability that an observation belongs to the positive class, \( \hat{y}_i \), corresponds to the output of one of these neurons.

The neural network’s weights are estimated by minimizing the loss function using the backpropagation algorithm (Rumelhart et al., 1985). Formerly, common practice to avoid overfitting was to stop the training of the neural network early according to error on a validation set. However, with the invention of the dropout layer (Srivastava et al., 2014), overfitting can be avoided while allowing the network to be trained to optimality. Dropout layers accomplish this by randomly preventing a proportion of neurons in each layer in each training batch from propagating their output forward into the next layer. This is somewhat analogous to random forests, where a random subset of predictors are used to build each decision tree. We regularize the network using dropout layers after each hidden layer, with dropout rate set to 20%. The network is trained for 100 epochs.

### 3.2 Model Evaluation

Binary classification models are often evaluated using accuracy (or balanced accuracy) on a test set. Accuracy is calculated as the proportion of correct predictions, where an observation is predicted to be in class 1 if \( \hat{y}_i \geq 0.5 \) and class 0 otherwise. However, in some settings we may wish to err on the side of a classifier being particularly sensitive or specific. For example, in scientific literature low sensitivity is tolerated in order to have high specificity, e.g., through the \( p < 0.05 \) convention for p-values, in an attempt to avoid false discoveries. Whereas in medical testing high sensitivity may be preferable to avoid failing to detect a serious medical condition. Similarly, in the early detection of academic risk, one might wish to favor sensitivity or specificity in a classifier.

A range of sensitivity/specificity combinations can be achieved for a classifier by classifying an observation into class 1 if \( \hat{y}_i \geq z \), for some \( z \in [0, 1] \). The frontier of sensitivity/specificity combinations that a classifier can achieve by varying \( z \) is called the Receiver Operating Characteristic (ROC) curve. In order to remain agnostic with respect to a desirable sensitivity or specificity, we measure model performance using area under the ROC curve (AUC) evaluated on a test set.

Let \( C_1 = \{ i \mid y_i = 1 \} \) be the set of observations not achieving minimum standards and \( C_2 = \{ j \mid y_j = 0 \} \) be the set meeting minimum standards, with \( |C_1| = N_X \) and \( |C_2| = N_Y = n - N_X \). For a given classifier, let \( \{X_i\}_{i=1}^{N_X} \) be the set of predicted probabilities \( X_i = \hat{P}(y_i = 1) \) for each \( i \in C_1 \) and let \( \{Y_j\}_{j=1}^{N_Y} \) be defined analogously for \( j \in C_2 \).

Given some threshold \( z \in [0, 1] \), the classifier predicts that an observation \( i \in C_1 \) belongs to the positive class if \( X_i \geq z \), and analogously for \( j \in C_2 \). The classifier makes a correct prediction when \( X_i \geq z \) or \( Y_j < z \).

The sensitivity and specificity of the classifier are defined as follows.

\[
\text{sens}(z) = \frac{1}{N_X} \sum_{i \in C_1} I(X_i \geq z) \tag{9}
\]

\[
\text{spec}(z) = \frac{1}{N_Y} \sum_{j \in C_2} I(Y_j < z) \tag{10}
\]

The set of sensitivity/specificity pairs for \( z \in [0, 1] \) defines the ROC curve. Figure 4 illustrates. The area under the ROC curve (AUC) neatly summarizes the set of achievable sensitivity/specificity combinations. An AUC of 1 is most desirable, corresponding to both a sensitivity and specificity of 1. One
classifier with larger AUC than another is able to achieve a greater sensitivity for a given specificity, and vice versa.

Bamber (1975) shows that when the area under the ROC curve is calculated with the trapezoidal rule, the estimator for AUC is equal to

\[
\hat{AUC}(X, Y) = \frac{1}{N_X N_Y} \sum_{j=1}^{N_Y} \sum_{i=1}^{N_X} \psi(X_i, Y_j)
\] (11)

where

\[
\psi = \begin{cases} 
1 & \text{if } X < Y \\
\frac{1}{2} & \text{if } X = Y \\
0 & \text{if } X > Y 
\end{cases}
\] (12)

In the case where \(X\) and \(Y\) are continuous, such that \(\mathbb{P}(X = Y) = 0\), the AUC is equivalent to the Mann-Whitney U statistic, which is asymptotically normal with known variance. Bamber (1975) uses a result from Noether (1967) to estimate the variance of AUC when \(X\) and \(Y\) are not continuous. Using the formulation from DeLong et al. (1988), define

\[
\xi_{10} = \mathbb{E}[\psi(X_i, Y_j) \psi(X_i, Y_k)] - AUC^2 \\
\xi_{01} = \mathbb{E}[\psi(X_i, Y_j) \psi(X_k, Y_j)] - AUC^2 \\
\xi_{11} = \mathbb{E}[\psi(X_i, Y_j) \psi(X_i, Y_j)] - AUC^2
\] (13)

The variance for the AUC estimate can then be expressed as

\[
\text{Var}(\hat{AUC}) = \frac{(N_X - 1) \xi_{10} + (N_Y - 1) \xi_{01} + \xi_{11}}{N_X N_Y}
\] (14)

This variance can be estimated by replacing population quantities in equation (13) with their sample analogues and confidence intervals for the AUC estimate can then be constructed according to asymptotic normality.

4. Results

ROC curves for each classifier are displayed in figure 5. Table 1 contains performance metrics for each model. We see that no ML model is able to outperform logistic regression in terms of AUC. The logistic classifier has the highest or equal highest AUC in all cases and in many cases the decision tree, random forest, and neural network perform statistically significantly worse. The elastic net matched the performance of the logistic, indicating that the penalty used to exploit the bias-variance trade-off did not improve predictive ability. Further, the decision tree and random forests significantly underperformed the logistic regression and elastic net.

The reason for ML not delivering substantial improvement in the academic performance setting possibly resides in the nature of common predictors used being categorical. Part of ML’s power comes from its ability to tractably model non-linearities in the data. A lack of continuous predictors with substantial non-linearities being present in education data may explain part of this result. However, ML can still give substantial improvement even when most predictors are categorical. Decision trees (and hence random forests) and neural nets can naturally model complex interaction effects between categorical predictors. These results suggest that such interaction effects may not be present in the education setting either.

Since the grade 5 and above data contains past performance predictors, these models perform significantly better than their grade 3 counterparts. The logistic AUCs for the Grade 5+ predictions are 0.839 and 0.833 for literacy and numeracy respectively, compared to only 0.722 and 0.707 for the Grade 3 predictions. While this is to be expected, since the grade 5+ data set has an additional strong predictor, it is desirable to detect underachievement as early as possible due to its persistence.

While the tree-based methods perform signifi-
Table 1: Performance metrics. Area under the curve is between 0 and 1, with 1 being most preferable.

| Classifier       | Grade 3 Literacy | Grade 3 Numeracy | Grade 5+ Literacy | Grade 5+ Numeracy |
|------------------|------------------|------------------|-------------------|-------------------|
|                  | AUC  | 95% CI        | AUC  | 95% CI        | AUC  | 95% CI        | AUC  | 95% CI        |
| Logistic         | 0.722 | (0.717, 0.726) | 0.707 | (0.702, 0.712) |
| Elastic Net      | 0.721 | (0.717, 0.726) | 0.707 | (0.702, 0.712) |
| Decision Tree    | 0.655 | (0.650, 0.660) | 0.668 | (0.663, 0.673) |
| Random Forest    | 0.697 | (0.692, 0.702) | 0.681 | (0.676, 0.686) |
| Neural Net       | 0.718 | (0.713, 0.722) | 0.700 | (0.695, 0.705) |

cantly worse than logistic regression, they give highly interpretable decision rules. These rules may be useful in terms of interpretation, as they provide simple rules or heuristics for detecting students at risk of poor performance. The potential advantage of such simplicity is that they could easily be learned and applied with minimal effort by school staff. Figure 6 displays.

When previous achievement on NAPLAN is available (i.e. for Grade 5+), the decision trees learn a very simple and intuitive decision rule. If a student was below standard on either literacy or numeracy in the previous testing period, they are classified as at risk in both subjects in the next period. This is of value, as it indicates that a school faced with a student that has performed below standard in numeracy in one period should not shift all of their resources towards improving only their math ability. In the United States, Reback (2008) highlighted that Texan schools reallocated resources towards students based on their performance on previous tests. We provide evidence that this may not be a useful approach, and instead a focus on overall improvement in all subject areas should be emphasised.

The decision trees for grade 3, for which achievement in the previous period is not available, provide some insight into the predictors of poor achievement in Australia. Categorising students as at risk or not depends completely on the education levels and occupation of their parents. For both literacy and numeracy, the first split is made regarding mother’s higher education. If a student’s mother holds a Bachelor’s degree, a student will be predicted to meet minimum standards. However, if the mother does not hold a degree, their performance depends on the education of their father. If their father also does not have higher education qualifications, the student will be predicted not to meet minimum standards. If their father has either a Bachelor’s degree, a diploma or an advanced diploma, the student will be predicted to meet minimum standards. In general terms, if at least one of the student’s parents has a Bachelor’s degree, or their father has a diploma or an advanced diploma, a student is not at risk of poor performance on NAPLAN, in reading or numeracy. This finding matches much of the literature, which finds that family background strongly determines educational outcomes (Cobb-Clark & Nguyen, 2012; Ford, 2013).
In fact, Nicoletti and Rabe (2013) found that family background explains 44-55% of the variation in test scores for students in England.

The results are the same for literacy and numeracy, save the addition of a decision rule regarding father’s occupation for numeracy. If the father is employed, and is not employed in a ‘category 4’ job, a student will be predicted not at risk of not meeting minimum standards in the numeracy test. Category 4 encompasses machine operators, hospitality staff, assistants, labourers and related workers.

While these decision rules are simple and intuitive, they may be limited in their practical application due to the broad nature of each category. However, these results show the feasibility and potential for these kinds of models for predicting test score outcomes in future should more detailed data become available.

5. Discussion

The machine learning models we estimated in the paper did not outperform standard logistic regression. Logistic regression was equal best in terms of the point estimate for model performance, so no ML model even managed to achieve a statistically insignificant improvement.

A partial explanation for this could be the relative lack of numerical predictors, for which our data set contained only age. Part of ML’s ability to improve predictive power comes from using non-linear estimators of the conditional expectation function, whereas OLS and logistic regression are limited to estimating linear functions (with the log-odds ratio being linear in the case of logistic regression). Having few numerical predictors, or numerical predictors for which the conditional expectation function is close to linear could prevent ML models from performing better.

However, in combining predictors non-linearly, ML models should also be able to learn interaction effects if they are present. If one suspected that interaction effects were relevant in a prediction problem involving OLS or logistic regression, but did not know which interactions predicted well, one could saturate the model with all combinations of two variables. For \( p \) predictors, this would involve adding on the order of \( p^2 \) additional predictors. For a large number of predictors or a small sample size, this would become a high-dimensional problem and one would have to resort to machine learning methods anyway, such as regularization or subset selection. Alternatively, one could use a model that can learn interaction effects without having to be given interaction predictors, such as decision trees and neural networks. For our data set, strong interaction effects appear not to be present.

Our result aligns with studies in the educational data mining literature that have benchmarked ML models against logistic regression in the prediction of academic performance (S. Kotsiantis et al., 2004; Cortez & Silva, 2008; Huang & Fang, 2013; Gray et al., 2013), although while our study finds no improvement at all from ML, some of these studies find a slight increase in predictive power. These studies have primarily used college level administrative data and have had comparatively small sample sizes. We have shown that this result also holds at the primary and middle school level with a data set of over a million observations. In order for ML to gain traction in this setting, we would likely need data sets richer in numerical predictors, such as scores on formative assessment from classes taken in previous years. However, in the primary and middle school setting, this may not be feasible if letter grades are used more commonly than numeric scores. Additionally, model performance could be improved by collecting predictors that are time varying. Most of the predictors in our model are time invariant, except age, grade, and previous NAPLAN performance.

Finally, any exercise in producing an early warning model for academic risk needs to be mindful of possible data set contamination from unobserved interventions. Presumably the teachers of students in a data set are aware when one of their students has not obtained minimum achievement and may attempt to mobilize school resources to correct for a
student that has fallen behind, such as by assigning a Student Support Officer to that student. Whether or not such an intervention has occurred, and how many times an intervention has occurred, is an important variable to include. Otherwise, students who receive the intervention and are able to reach minimum standards could be classified by a model as not at risk when they in fact are at risk absent the intervention.

6. Conclusion

This paper applied a range of popular machine learning methods to the prediction of academic risk for Australian primary and middle school students as measured by a compulsory national standardized test. No machine learning model was able to significantly outperform standard logistic regression, despite a large data set with many predictors.

The popularity of machine learning is not undeserved. In many areas, the increase in predictive power ML brings is very impressive. However, as we have shown in this article, it is not a panacea. Nor is the ‘bigness’ of a data set.
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Figure 5: ROC curves. Each curve shows the frontier of sensitivity/specificity combinations each classifier achieves on a test set. An ideal classifier achieves both sensitivity and specificity of 1.
(a) Literacy. Grade 3.

(b) Numeracy. Grade 3.

(c) Literacy. Grade 5+.

(d) Numeracy. Grade 5+.

Figure 6: Decision trees. See table 2 for variable descriptions.
Table 2: Variables contained in the NAPLAN data set

| Variable                                      | Description                                                                 |
|-----------------------------------------------|------------------------------------------------------------------------------|
| Reading standard \([readrisk]\)                | =1 if student is below standard in reading, and =0 if at standard            |
| Math standard \([numrisk]\)                   | =1 if student is below standard in numeracy, and =0 if at standard          |
| Previous Reading standard \([prevreadrisk]\)  | =1 if student was below standard in reading on previous NAPLAN, and =0 if at standard |
| Previous Math standard \([prevnumrisk]\)      | =1 if student was below standard in numeracy on previous NAPLAN, and =0 if at standard |
| Private schooling \([private]\)               | =1 if student attends a non-government school, and =0 if government school  |
| Age \([age]\)                                 | Age at the time of taking the test to one decimal place                     |
| LBOTE \([LBOTE]\)                             | =1 if the student has a language background other than English, and =0 if not |
| Indigenous \([indigenous]\)                   | =1 if the student identifies as Indigenous Australian or Torres Strait Islander, and =0 if not |
| Female \([female]\)                           | =1 if the student is female, and =0 if male                                 |
| State \([state]\)                             | Categorical variable with levels: South Australia, New South Wales, Victoria, Queensland, Tasmania, Western Australia, Australian Capital Territory, and Northern Territory; denoting the state in which the student resides. |
| Mother’s education \([mumschool]\)            | Categorical variable =1 if mother completed up to grade 9, =2 for grade 10, =3 for grade 11, and =4 for grade 12. |
| Mother’s higher education \([mumhighed]\)      | Categorical variable, =5 if mother’s highest level of education is a certificate I to IV or trade qualification, =6 if a diploma or advanced diploma, =7 if bachelor’s degree, =8 if none. |
| Mother’s employment \([mumoccup]\)             | Categorical variable, =1 if mother employed in category 1, \(^9\) =2 if category 2, \(^{10}\) =3 if category 3, \(^{11}\) =4 if category 4, \(^{12}\) =8 if unemployed |
| Father’s education \([dadschool]\)             | Categorical variable, =1 if father completed up to grade 9, =2 if grade 10, =3 if grade 11, and =4 if grade 12 |
| Father’s higher education \([dadhighed]\)       | Categorical variable, =5 if father’s highest level of education is a certificate I to IV or trade qualification, =6 if a diploma or advanced diploma, =7 if bachelor’s degree, =8 if none. |
| Father’s employment \([dadoccup]\)             | Categorical variable, =1 if father employed in category 1, =2 if category 2, =3 if category 3, =4 if category 4, =8 if unemployed |

*Note:* Raw data provided by the Australian Curriculum, Assessment and Reporting Authority through their Data Access Program. Variable name codes given in square brackets.

\(^9\) Category 1: Senior management in a large business organisation, government administration, or defence, and qualified professionals; e.g. business/policy analyst, defence forces commissioned officer, professionals with degree or higher qualifications, administrators such as school principals, etc.

\(^{10}\) Category 2: Other business managers, arts/media/sportspersons, and associate professionals; e.g. owner/manager of a farm or business, retail sales/service manager, musician, journalist, designer, sports official, business/administrative staff, etc.

\(^{11}\) Category 3: Tradespeople, clerks, and skilled office, sales, and service staff; e.g. 4 year trade certificate by apprenticeship, clerks, personal assistants, sales, flight attendants, fitness instructors, child care workers, etc.

\(^{12}\) Category 4: Machine operators, hospitality staff, assistants, labourers and related workers; e.g. machine operators, drivers, labourers, office assistants, defence forces ranked below senior non-commissioned officer, miners, farmers, factory hands, guards, etc.