To Google or Not: Differences on How Online Searches Predict Names and Faces
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Abstract: Word and face recognition are processes of interest for a large number of fields, including both clinical psychology and computer calculations. The research examined here aims to evaluate the role of an online frequency’s ability to predict both face and word recognition by examining the stability of these processes in a given amount of time. The study will further examine the differences between traditional theories and current contextual frequency approaches. Reaction times were recorded through both a logarithmic transformation and through a Bayesian approach. The Bayes factor notation was employed as an additional test to support the evidence provided by the data. Although differences between face and name recognition were found, the results suggest that latencies for both face and name recognition are stable for a period of six months and online news frequencies better predict reaction time for both classical frequentist analyses. These findings support the use of the contextual diversity approach.
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1. Introduction

How neural pathways are related to both face and word recognition is a subject of interest and debate in a variety of literature, from clinical psychology to computer calculations. Even if both word and face recognition are related to the fusiform gyrus, the nature of each process is remarkably different. Face recognition is an innate ability for the human being, whereas word recognition must be learned through an intricate multiyear process [1]. In this way, prior literature has explored how these processes might vary depending on the nature of inherent variables for word or face stimuli, such as size, position or inversions, features, emotional valence, and lexical or sublexical factors, among others [2–5].

One of the most robust effects for word recognition is the word frequency effect [6]. This effect has established that more frequent words (e.g., “mother”) are faster recognized than less frequent words (e.g., “platypus”). Likewise, using a lexical corpus of a language can improve word recognition. Initially, these studies were based on print texts such as popular books or academic journals, but currently, these corpuses are exceptionally more complex [7]. The digital era, and more precisely, the internet-based technologies have had an effect in our reading process with an emerging preference for digital texts [8]. The explosion of search engines allows anyone with an Internet connection to search for a vast range of information on the World Wide Web. Not surprisingly, some research has examined this effect under
the hypothesis that it could lead to a more ecological result that reflects the digital era. Literature has shown how movie subtitles [9], twitter and blog frequencies [7], or even frequencies based on online searches such as Google, correlate with reaction times similar to the already existing frequencies on lexical decision tasks [10]. Moreover, twitter has been employed in more complex and advanced models related to neural approaches in the field [11]. Through this, there is an underlying hypothesis in common, which stipulates that frequency is related to word repetition. Therefore, more repeated words are assumed to be better represented in our lexicon. Literature has addressed this role of contextual diversity with promising results by examining how word frequency might be confounded with the number of different contexts where it can be found [12,13].

Another variable of interest on the role of visual recognition prediction by frequencies or context is the specific time of the experiment. In other words, the use of words is not a static process. Research highlights the dynamic nature of visual recognition, and therefore, it can vary over time [14,15]. In this sense, it is important to consider that the frequency at the moment to carry out an experiment could also contribute to greater ecological validity by offering a more representative stimulus for the everyday use of the language. Frequencies from Google are of interest because they allow for the comparison between word and face recognition. Stimuli can be searched by its name or as an image, providing a frequency of search. Moreover, googling not only provides information regarding frequencies based on online searches, it is also related to news. Online searches and news might provide a more realistic scenario for face to word frequency and contextual diversity. Individual characteristics of a participant’s background are also thought to be an important factor in visual recognition. In this way, literature has pointed out that individuals from small hometowns show relatively poor face recognition ability as studied through the Cambridge Face Memory Test or CFMT [16,17]. This suggests that the number of faces present in an individual’s visual environment might be related to that individual’s face recognition ability.

The aim of this study is to understand the differences between word and face recognition. To this proposition, differences across time, as well as the role of recognition latency prediction were examined through online frequency and context in the recognition of faces and names. This last goal might further the extent to which the robust effects of word recognition can be extended to a process in the same area of the brain as face recognition. In order to further explore this theory, a simple presentation/discrimination task was selected as a way to employ a selection of different faces and names from international celebrities across time and different populations. Faces and names from famous celebrities might provide a scenario that allows for the examination of differences between the nature of both stimuli, as well as the role of their frequencies in online searches or news. Furthermore, the research between these stimuli is a common strategy seen in the previous literature [18–21].

This study will examine whether frequencies from online engines predicts word and face recognition and evaluate the similarities and differences between these processes. In order to assess the importance of time at the moment of any word and/or face processing experiment, a second longitudinal experiment in an interval of six months will be carried out. The second experiment will include two different samples to assess the role of place of origin on word and face recognition. Lastly, a Bayesian approach will be conducted as a way to implement the traditional analysis as described in prior literature [22,23]. Inferences under this new technique have raised the attention of applied fields such as psychology, biology, and econometrics [24–28]. Furthermore, on a pragmatic level, several advantages over traditional approaches have been described, such as the ability to quantify uncertainty about effect sizes in an easier way [29]. Therefore, the Bayes factor notation (BF10) was employed to support H1 over H0 where, according to contextual theories, online news searches might better predict recognition times, a measure of which can be non-normally distributed [30].
2. Materials and Methods

2.1. Participants

A total of two experiments were carried out. In Experiment I, a total of 16 Spanish University students volunteered to participate in a first measure (PRE) and a second one (POST) after six months. The same task was employed for both measures, in order to understand the stability of the results through time. In Experiment II, a sample of 40 Spanish and 40 North American University students, with no history or evidence of neurological or psychiatric disease, volunteered to participate. They were selected in order to show adequate variation based on demographic characteristics (therefore, controlling age and level of education), and performed the same experiment as the participants in Experiment I.

The experimental studies were carried out in accordance with the Declaration of Helsinki and approved by the University ethical committee (UCV/2017-2018/31). Participants gave written consent to participate in the study.

2.2. Stimuli

The procedure to select celebrities was similar to the one done in previous literature [21]. All stimuli, comprised of a total of 28 names and 28 faces of celebrities, were randomly presented in two counterbalanced blocks related to the type of stimuli. These were presented in black and white resolution, as done in prior literature [31]. An API that developers use to program websites that interact with Google tools was employed in order to obtain online frequencies. We employed the same Python script as the previous literature [10]. By using the API Client Library for Python, it allowed us to interact programatically with the Google Custom Search Engine (CSE) in order to obtain, for each word in a list of words, the number of search results obtained by Google’s CSE API.

2.3. Procedure

Participants were shown imagines or names and were instructed to either identify the face or name as a celebrity or to discard the unknown stimuli if it was not. Both stimuli were related to each other: any face from a Celebrity was presented in one block, and its name in another block. Therefore, two blocks were developed and counterbalanced for each name or face recognition task in order to avoid any participant bias related to order presentation.

Specifically, on the notebook keyboard, the letter M was labeled with a green label in order to indicate where the participants had to press for a target stimulus and the letter Z was labeled in red to indicate when a distractor stimulus was presented. A laptop with a Windows operating system and DMDX software was used for the experiment [32]. A simple presentation task was chosen where each stimulus was preceded by a fixation point and an image or face (with an appearance of 500 ms, see Figure 1). The maximum time allowed for a response was 2500 ms. Participants were instructed to answer as fast as possible, while trying not to make mistakes. In order to avoid any kind of distraction, such as noise, the test was administered in an isolated room, where participants entered individually.
2.4. Data Analysis

Data were analyzed using a non-parametric measure, as well as an analysis of variance (ANOVA) to evaluate and record the reaction time for correct responses and accuracy response for each participant. This analysis was performed using a cut-off or a trimming technique (excluding latencies smaller than 250 ms or greater than 1500 ms). Furthermore, a Bayesian inference was carried out using the Bayes factor notation (BF10). This indicates evidence to support the H1 over H0. Data analysis was performed using JASP (Version 0.12.2) [Computer software].

3. Results

Face recognition was faster than name recognition for both Experiments I and II. The Kolmogorov-Smirnov and Shapiro-Wilks normality tests were employed to examine if variables were normally distributed. Although there was no significance, \( p > 0.05 \) for Experiments I and II, reaction times were positively distributed \([33,34]\). Moreover, due to the small sample size for Experiment I, a non-parametric approach was chosen. In this way, no statistically significant differences were found between PRE and POST moments for both latencies (see Figure 2). However, as depicted in Figure 3, differences for accuracy did reach a statistically significant level for the Wilcoxon test for target faces (\( z = 2.44; p < 0.05 \)) and names (\( z = 3.51; p < 0.01 \)), as well as for distracting faces (\( z = 2.82; p < 0.01 \)). This might depict a test-retest learning for participants’ performance. With regard to the nature of the stimuli, no statistically significant differences were found for faces and names in the PRE moment, but there were in the POST moment through the Wilcoxon test (\( z = 2.58; p < 0.05 \)). Distracting stimuli did show these statistically significant differences for faces and names both PRE (\( z = 2.48; p < 0.05 \)) and POST moments (\( z = 2.94; p < 0.01 \)).

As mentioned before, a second experiment was carried out across two different samples from two different countries in a larger number of participants (see Table 1 for both descriptions about Experiment I and II). With regards to this Experiment II, a 2 (face versus name) \times 2 (target versus distracting) \times 2 (Spain versus USA) ANOVA was carried out on latencies for Experiment I. Differences between face
and name recognition were statistically significant: $F_{(1,78)} = 34.97; \text{MSE} = 14,237.18; p < 0.001; \eta^2 = 0.31$. Differences between target and distracting stimuli also reached the statistical level, with the first one recognized faster than the second one: $F_{(1,78)} = 73.85; \text{MSE} = 7025.31; p < 0.001; \eta^2 = 0.49$. An interaction was found for experimental conditions and group: $F_{(1,78)} = 3.81; \text{MSE} = 77,716.30; p < 0.05; \eta^2 = 0.06$. With regard to accuracy, name recognition was more accurate than face recognition, and this difference was statistically significant. However, the explained variance was relatively small: $F_{(1,78)} = 7.334; \text{MSE} = 0.010; p < 0.01; \eta^2 = 0.08$. Differences between target and distracting stimuli also reached the statistical level, with the second one recognized in more accurately than the first one, but with a smaller explained variance: $F_{(1,78)} = 7.07; \text{MSE} = 0.02; p < 0.01; \eta^2 = 0.08$. As expected, an interaction was found for experimental conditions and group: $F_{(1,78)} = 13.12; \text{MSE} = 0.13; p < 0.01; \eta^2 = 0.14$.

Table 1. Descriptive analysis for both Experiment I and II. SD = standard deviation.

| Group  | Face Recognition | Name Recognition |
|--------|------------------|------------------|
|        | Mean  | SD  | Accuracy | Mean  | SD  | Accuracy (%) |
| **Target** |       |     |          |       |     |              |
| PRE    | 670.23 | 86.49 | 76      | 712.53 | 108.57 | 78          |
| POST   | 636.95 | 77.08 | 84      | 696.93 | 77.62  | 78          |
| **Distracting** |       |     |          |       |     |              |
| PRE    | 721.95 | 117.88 | 78      | 858.33 | 129.55 | 82          |
| POST   | 665.92 | 88.21 | 84      | 813.32 | 106.52 | 88          |
| **Experiment II** |       |     |          |       |     |              |
| Spain  | 634.68 | 88.22 | 80      | 712.96 | 100.68 | 77          |
| USA    | 668.59 | 96.43 | 74      | 681.92 | 91.53  | 79          |
| Total  | 651.64 | 93.40 | 77      | 697.44 | 96.87  | 78          |
| Spain  | 701.74 | 112.81 | 79      | 843.59 | 137.89 | 81          |
| USA    | 696.42 | 111.18 | 81      | 778.55 | 132.25 | 89          |
| Total  | 699.08 | 111.32 | 80      | 811.07 | 138.17 | 85          |

Secondly, the relationship between latencies and frequencies based on Google searches was carried out. For this reason, Pearson’s Correlation Coefficient (Table 2) was carried out on RT and Google frequency based on simple searches (named Searches) and based on news searches (named News) from Experiment I. Figure 4 represents the scatter plot correlation for these conditions. It is important to note that the correlation coefficients presented in the scatter plot seem to be highly influenced by outliers (in some pairs), as also depicted in previous literature [31].

Table 2. Pearson correlation coefficient among the variables of interest in Experiment II.

|         | News Searches | Face RT | Name RT | Face Hits | Name Hits |
|---------|---------------|---------|---------|-----------|-----------|
| **News** | 1              | 0.372 **| −0.271 *| −0.446 **| 0.305 *   | 0.408 **  |
| **Searches** | 1              | 0.064   | −0.322 *| 0.127     | 0.131     |
| **Face RT** | 1              | 0.236   | −0.638 **| −0.632 **|           |
| **Name RT** | 1              | 0.342 **| −0.496 **|           | 0.733 **  |
| **Face Hits** | 1              |         |         |           |           |
| **Name Hits** |               |         |         |           |           |

* $p < 0.05$; ** $p < 0.01$.

Table 3 shows the regression analysis to predict recognition times, under a logarithmic transformation as examined in the previous literature in the field [35,36], according to the Google frequencies on searches and news. Stronger predictions were found for online news frequencies. A second strategy was carried out based on a Bayesian approach. Wheels represented on Figure 5 depict the strength of evidence that Bayes factor provides. These ratios are transformed to a magnitude between 0 and 1 and plotted as the proportion of a circular area. In this way, stronger evidence was found for news than regular online frequencies. Moreover, this effect was stronger for name than face recognition.
The results show that results are stable over this period of time in regard to the number of context searches and news. Better predictions were found for online news frequencies. A stronger evidence was found for news than regular online frequencies. Moreover, this effect was stronger for name than face recognition.

In this way, stronger evidence was provided by the strength of evidence that Bayes factor provides. These ratios are transformed to a magnitude of evidence sensitive to retest effects as examined in the previous literature in the field [35,36], according to the Google searchers, and one on online news. Better predictions were found, one on online searchers, and one on online news. Differences between word and face recognition have attracted scholarly interest in the last decade. Even if these are different processes, they are located in the same area of the brain. Research has showed how the impairment on one process might not affect the other and vice versa.

This study involved university students and was conducted over the course of six months. The results show that results are stable over this period of time in regard to the number of context searches and news. Better predictions were found for online news frequencies. A stronger evidence was found for news than regular online frequencies. Moreover, this effect was stronger for name than face recognition.

In this way, stronger evidence was provided by the strength of evidence that Bayes factor provides. These ratios are transformed to a magnitude of evidence sensitive to retest effects as examined in the previous literature in the field [35,36], according to the Google searchers, and one on online news. Better predictions were found, one on online searchers, and one on online news. Differences between word and face recognition have attracted scholarly interest in the last decade. Even if these are different processes, they are located in the same area of the brain. Research has showed how the impairment on one process might not affect the other and vice versa.

Table 3. Regression analysis for frequency database (Google searchers and News) with regards face and name recognition.

|                       | Face Recognition | Name Recognition |
|-----------------------|------------------|------------------|
|                       | $\beta$  | $p$  | $R^2$ | $\beta$  | $p$  | $R^2$ |
| Search                | 0.09    | 0.50  | 0.08  | -0.33   | 0.014 | 0.10  |
| News                  | -0.37   | 0.03  | 0.13  | -0.46   | <0.01 | 0.20  |

Note. $\beta =$ standardized regression coefficient; $R^2 =$ coefficient of determination.

Figure 4. Scatter plot correlation for online searches on Google and Google News for face and name conditions.

Figure 5. Scatter plot correlation for the face and name conditions under Google frequencies on searches and news.
4. Discussion

Differences between word and face recognition have attracted scholarly interest in the last decade. Even if these are different processes, they are located in the same area of the brain. Research in this field continues to debate how overlapped and dissociated these processes are, as face recognition is believed to be an innate process, while name recognition is based on reading, which must be learned. In this way, literature has showed how the impairment on one process might not affect the other and vice versa [37], or even how differences in early development of areas of specialization exist for these processes [38,39]. For this reason, how stable these differences are of interest. This study involved university students and was conducted over the course of six months. The results show that results are stable over this period of time in regard to latencies, but that name accuracy was similar for both PRE and POST moments. This suggest that this process might be less sensitive to re-test effects than originally believed.

Secondly, online frequencies were chosen as a way to reflect the traditional word effect, which is one of the most robust effects in the literature. Furthermore, online frequencies based on Google searches produce results similar to what is seen in a traditional corpus of linguistic data [10,13]. Due to this, terms such as contextual diversity have arisen [12,40], which refers to the number of contexts a word or face appears in rather than number of times it is repeated. For this reason, two types of frequency were considered, one on online searchers, and one on online news. Better predictions were found for frequencies based on online news. Moreover, this result was also supported in the Bayesian approach carried out afterwards. If frequencies based on news are understood as contexts, this might support the contextual diversity view. Interestingly, this result was remarkably stronger for name recognition than face recognition, which might shed light on differences between both processes.

Differences across countries were also found, which might support previous research [16,31,41] which stipulated that density population modulated face recognition. This is explained through the role of experience with faces which might be related to how likely an environment is to provide a higher range of visual experiences. Even if specific density of hometown was not considered as a variable, differences across countries might support these results. Furthermore, this result is congruent with the previous approach on contextual diversity.

Lastly, we would like to highlight methodological novelty of the Bayesian approach in this field [25–27]. To our knowledge, this research is the first to compare word to face recognition through a Bayesian analysis. This approach offers additional evidence to support differences between both processes. Future lines of research addressing longitudinal studies in clinical samples, are of interest to examine whether one of the processes could be selectively impaired while the other is kept intact [31]. In particular, we would like to recommend the use of Bayesian inferences, to support traditional frequentist analysis with emerging approaches [42,43]. Its advantage does not exclude traditional analysis, rather, it supports and deepens hypothesis testing and probabilities. Another line of research is related to neural approaches, cluster analysis, or deep learning, with numerous applications in technology and natural science [39,44–49].

5. Conclusions

The aim of this study was to examine differences between face and words recognition in terms of time and frequency predictions. For this reason, two experiments were carried out. Results can be described as follows: (i) latencies for face and name recognition were stable over a period of six months; (ii) name recognition seems to be less susceptible to re-test effects, as accuracy was similar for both PRE and POST; (iii) news frequencies were better predicted than regular online frequencies based on searches; (iv) if news frequencies are understood as a reflect of context, this might support a contextual diversity effect, which is higher for name than face recognition.
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