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Abstract. We give a survey on recent results on inequalities between the ranks of homotopy and cohomology groups (resp., graded components of mixed Hodge structures on these groups) of rationally elliptic spaces (resp., quasi-projective varieties which are rationally elliptic). We also discuss a refinement of these results describing a new invariant of rationally elliptic spaces allowing to compare the ranks of homotopy and homology groups. This invariant is a specialization of an invariant \( r(P(t), Q(t); \varepsilon) \) of a pair \( (P(t), Q(t)) \) of polynomials with non-negative integer coefficients, describing the range of variable \( r \) such that \( r P(t) < Q(t)^r \) for all \( t \geq \varepsilon \). This range is related to the classical Lambert W-function \( W(z) \).

1. Introduction

A rationally elliptic space is a simply connected topological space \( X \) such that \( \dim (\pi_* (X) \otimes \mathbb{Q}) < \infty \) and \( \dim H_* (X; \mathbb{Q}) < \infty \), where we set

\[
\pi_*(X) \otimes \mathbb{Q} := \bigoplus_{i \geq 2} \pi_i (X) \otimes \mathbb{Q}, \quad H_*(X; \mathbb{Q}) := \bigoplus_{i \geq 0} H_i (X; \mathbb{Q}).
\]

This interesting class of spaces has received considerable attention, but a complete picture of structure, geometry or invariants of spaces in this class appears to be far from clear. Very strong restrictions on the ranks of homotopy group were found a long time ago by J. B. Friedlander and S. Halperin (cf. [10] and also [8] or [9]).

From now on we use the following notation:

- \( \pi_{\text{even}} (X) \otimes \mathbb{Q} := \bigoplus_{k \geq 1} \pi_{2k} (X) \otimes \mathbb{Q}, \quad \pi_{\text{odd}} (X) \otimes \mathbb{Q} := \bigoplus_{k \geq 0} \pi_{2k+1} (X) \otimes \mathbb{Q}, \)

- \( H_{\text{even}} (X; \mathbb{Q}) := \bigoplus_{k \geq 0} H_{2k} (X; \mathbb{Q}), \quad H_{\text{odd}} (X; \mathbb{Q}) := \bigoplus_{k \geq 0} H_{2k+1} (X; \mathbb{Q}), \)

- \( H_{\text{even}}^{\text{even}} (X; \mathbb{Q}) := \bigoplus_{k \geq 0} H_{2k}^{2k} (X; \mathbb{Q}), \quad H_{\text{odd}}^{\text{odd}} (X; \mathbb{Q}) := \bigoplus_{k \geq 0} H_{2k+1}^{2k+1} (X; \mathbb{Q}). \)

To recall Friedlander–Halperin’s results, let \( x_i \) (resp. \( y_j \)) denote a basis of \( \pi_{\text{odd}} (X) \otimes \mathbb{Q} \) (resp. \( \pi_{\text{even}} (X) \otimes \mathbb{Q} \)) and let \( n \) be the formal dimension of the space \( X \), i.e., the maximal degree \( n \) such that \( H^n (X; \mathbb{Q}) \neq 0 \). Then we have the following:

(a) \( \sum_i \deg x_i \leq 2n - 1, \sum_j \deg y_j \leq n. \)

(b) \( n = \sum_i \deg x_i - \sum_j (\deg y_j - 1). \)

(c) \( \chi^\pi (X) := \dim (\pi_{\text{even}} (X) \otimes \mathbb{Q}) - \dim (\pi_{\text{odd}} (X) \otimes \mathbb{Q}) \leq 0. \)

(d) \( 0 \leq \chi (X) = \dim H_{\text{even}}^{\text{even}} (X; \mathbb{Q}) - \dim H_{\text{odd}}^{\text{odd}} (X; \mathbb{Q}). \)
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(e) \( \chi(X) > 0 \iff \chi^\pi(X) = 0 \).

As for the Betti number, the following are known:

(1) Betti numbers \( b_i = \dim H_i(X; \mathbb{Q}) \) of \( X \) satisfy Poincaré duality \([8, \S 38 \text{Poincaré Duality}]. \) In particular \( b_n = 1 \) and \( b_{n-1} = b_1 = 0 \).

(2) Betti numbers satisfy inequalities: \( b_m \leq 1 \frac{1}{2} \binom{n}{m}, m \neq 0, n \) (cf. \([23, \text{Corollary to Theorem 1}]\)). This inequality implies \( \dim H^*(X; \mathbb{Q}) \leq 2^{n-1} + 1 \), which is sharper than \( \dim H^*(X; \mathbb{Q}) \leq 2^n \) \([9, \text{Theorem 2.75}]\).

Regarding the dimensions of the rational homotopy groups and the rational homology groups (which are the same as the rational cohomology groups by the universal coefficient theorem), in \([14\) (cf. \([15, 16\)) M. R. Hilali made the following conjecture, which is well-known as “Hilali conjecture”, which is still open although it is known that the conjecture holds for many spaces such as elliptic spaces of pure type, H-spaces, nilmanifolds, symplectic and cosymplectic manifolds, coformal spaces with only odd-degree generators, formal spaces and hyperelliptic spaces under certain conditions (e.g., \([14, 2, 3\)):

**Conjecture 1.1** (Hilali conjecture).

\[
\dim (\pi_\ast(X) \otimes \mathbb{Q}) \leq \dim H_\ast(X; \mathbb{Q}).
\]

For a simply connected rationally elliptic space \( X \) we put

\[
P_X(t) := \sum_{k \geq 0} \dim H_k(X; \mathbb{Q}) t^k = \sum_{k \geq 0} \dim H^k(X; \mathbb{Q}) t^k,
\]

which is the well-known Poincaré polynomial of \( X \). Similarly we can define the following polynomial

\[
P^\pi_X(t) := \sum_{k \geq 2} \dim(\pi_k(X) \otimes \mathbb{Q}) t^k.
\]

So, we call

- \( P_X(t) \) the \((co)homological Poincaré polynomial \) of \( X \),
- \( P^\pi_X(t) \) the \( homotopical Poincaré polynomial \) of \( X \).

Then the above Hilali conjecture claims the following inequality of these two polynomials at the special value \( t = 1 \):

\[
(1.2) \quad P^\pi_X(1) \leq P_X(1).
\]

**Remark 1.3.** Here we note the following strict inequalities at the other two special values \( t = 0, -1 \):

- \( 0 = P^\pi_X(0) < P_X(0) = 1 \).
- When \( t = -1 \), we have \( P^\pi_X(-1) = \chi^\pi(X) \) and \( P_X(-1) = \chi(X) \). Hence we have

\[
(1.4) \quad P^\pi_X(-1) < P_X(-1),
\]

which follows from \([e], [d]\) and \([e]\) above. Of course \([e]\) is much sharper than \((1.4)\).

Let \( X \) be a quasi-projective algebraic variety. Both the homotopy and the cohomology groups carry mixed Hodge structures (cf. \([6, 7, 21, 11, 12, 22]\)), which are functorial for regular maps, and an invariant of which is given by the generating functions for the dimensions of graded pieces of Hodge and weight filtrations as follows:

\[
MH_X(t, u, v) := \sum_{k, p, q} \dim\left(Gr^p_F Gr^W_{p+q} H^k(X; \mathbb{C})\right) t^k u^p v^q,
\]
where \((W_\bullet, F^\bullet)\) is the mixed Hodge structure of the cohomology groups.

\[
MH_X^p(t, u, v) := \sum_{k,p,q} \dim \left( Gr_{\mathcal{P}_k}^p Gr_{\mathcal{P}_{pq}}^q \left( (\pi_k(X) \otimes \mathbb{C})^{\vee} \right) \right) t^k u^p v^q,
\]

where \((\tilde{W}_\bullet, F^\bullet)\) is the mixed Hodge structure of the dual of homotopy groups. They will be called respectively the \textit{cohomological mixed Hodge polynomial} and the \textit{homotopical mixed Hodge polynomial} of \(X\).

If for a simply connected complex algebraic variety \(X\) we consider \(MH_X(t, u, v)\) and \(MH_X^p(t, u, v)\) for \((u, v) = (1, 1)\), then we have

\[
PX(t) = MH_X(t, 1, 1), \quad PP^p(t) = MH_X^p(t, 1, 1).
\]

Thus the above Hilali conjecture claims

\[
(1.5) \quad MH_X^p(1, 1, 1) \leq MH_X(1, 1, 1).
\]

Motivated by inequalities \((1.2)\) and \((1.5)\), in \([29, 30, 19]\) one considered the problem of comparison of values of homotopical and homological Poincaré polynomials and corresponding mixed Hodge polynomials for values other than \(t = 1\) of the variables. Since the Hilali conjecture clearly becomes true for self-products of any rationally elliptic space taken sufficiently many times, we considered “integral stabilization threshold” \(PP(X; 1)\), and, more generally, the integral stabilization threshold \(PP(X; \varepsilon)\) defined for \(\varepsilon > 0\) by

\[
PP(X; \varepsilon) := \min \{n(\varepsilon) \mid nPP^p_X(t) < P_X(t)^n, \forall n \geq n(\varepsilon), \forall t \geq \varepsilon\}.
\]

Here \(PP\) stands for “Poincaré polynomial”. In this paper we give a survey on the properties of this invariant obtained in \([19]\). We also introduce and study the properties of a new invariant, “the real stabilization threshold” \(PP_R(X; 1)\), which can be viewed as a refinement of \(PP(X; \varepsilon)\). For \(\varepsilon > 0\), we let

\[
PP_R(X; \varepsilon) := \inf \{r(\varepsilon) \in \mathbb{R} \mid qPP^p_X(t) < P_X(t)^q, \forall q \geq r(\varepsilon), \forall t \geq \varepsilon\}.
\]

Here we emphasize that \(PP(X; \varepsilon) = [PP_R(X; \varepsilon)]\) where \([x]\) is the ceiling function, i.e., \([x] = \max\{n \in \mathbb{Z} \mid n \leq x\}\). It turns out that the invariant \(PP_R(X; \varepsilon)\) can be understood as the “maximum” value of a real analytic function (for more details see \(\S5\), where the case of \(PP_R(X; 1)\) is discussed, so for the general case \(PP_R(X; 1)\) can be treated with no substantial changes). More precisely, we consider the implicit function \(r(t)\) defined by the equation

\[
r(t)PP^p_X(t) = (P_X(t))^{r(t)} \quad (t \geq \varepsilon).
\]

A Bezout theorem for real analytic curves (cf. \([17]\)) yields that the implicit function \(r(t)\) has only finitely many local maxima-minima. This implicit function can be expressed in terms of the classical Lambert \(W\)-function \(W(z)\), which goes back to Euler and Lambert (e.g., see \([4]\) for the history and some applications) and is defined as the inverse function given of the transcendental function \(z = we^w\), i.e., \(z = W(z)e^{W(z)}\). More specifically:

\[
r(t) = -\frac{1}{\log P_X(t)} W \left( -\frac{\log P_X(t)}{PP^p_X(t)} \right).
\]

We would like to thank Wadim Zudilin for suggesting a possible relation with Lambert \(W\)-function and Robert Tijdeman for comments.

We note that the above stabilization thresholds can be defined for any two polynomials \(P(t)\) and \(Q(t)\) with non-negative integers, denoted by \(\text{sth}(P(t), Q(t); \varepsilon)\) and \(\text{sth}_R(P(t), Q(t); \varepsilon)\), as follows:

\[
\text{sth}(P(t), Q(t); \varepsilon) := \min \{n(\varepsilon) \mid nP(t) < Q(t)^n, \forall n \geq n(\varepsilon), \forall t \geq \varepsilon\},
\]

\[
\text{sth}_R(P(t), Q(t); \varepsilon) := \inf \{r(\varepsilon) \in \mathbb{R} \mid qP(t)^n < Q(t)^q, \forall q \geq r(\varepsilon), \forall t \geq \varepsilon\}.
\]
\[ \text{sth}_R(P(t), Q(t); \varepsilon) := \inf\{r(\varepsilon) \in \mathbb{R} \mid qP(t) < Q(t)^q, \forall q \geq r(\varepsilon), \forall t \geq \varepsilon \}. \]

Here \( \text{sth} \) stands for “stabilization threshold”.

We refer to [4] for an account of a large range of problems in which the Lambert \( W \)-function appears. This account does not include the appearance of \( W(z) \) in the context of comparison of linear and exponential growth described in this paper. Such a comparison is certainly an 18th century question and it is natural that it is related to the function in the focus of 18th century mathematics.

Expression of stabilization threshold in terms of values of transcendental functions and results of Baker and Gelfond–Schneider suggest the conjecture of transcendence of our thresholds described in §5. Our results suggest that the collection of thresholds of elliptic rational homotopy types has a natural partition into groups of the types having the same threshold. It would be interesting to understand this distribution better:

- What can one say about the collection of thresholds of elliptic rational homotopy types? Assuming the Hilali conjecture, this is a subset of the closed interval \([0, 3]\).
- What can one say about the set of elliptic rational homotopy types having a fixed threshold \( \varepsilon \)? Note that one has

\[ pp_R(X; \varepsilon) \left( \sum_i \text{rank} \pi_i(X) \varepsilon^i \right) \leq \left( \sum_i \text{rank} H_i(X) \varepsilon^i \right) \]

This inequality is independent of the inequality in the Hilali conjecture even for \( \varepsilon = 1 \) in the sense that Hilali inequality does not provide any information about the thresholds. In the case when the threshold is equal to 1, one has inequality for all \( t \geq 1 \) which does not follow from the inequality for \( t = 1 \). Rather, the above provides an additional inequality relation between the sums of ranks of homotopy and homology groups.

The organization of the paper is as follows. In §2, §3 and §4 we recall the results of [19]; in §2 we recall the Hilali conjecture and an inequality like the Hilali conjecture for Cartesian self-products of spaces for the homotopical and homological Poincaré polynomials and also the homotopical and homological mixed Hodge polynomials; in §3 we recall the integral stabilization threshold and compute the thresholds of the spheres \( S^{2n}, S^{2n+1} \) and the complex projective spaces \( \mathbb{C}P^n \); in §4 we compute the homotopical and homological mixed Hodge polynomials of toric manifolds and their stabilization thresholds. In §5 we introduce the real stabilization threshold and discuss its properties. In §6 we compute the real stabilization thresholds of \( S^{2n}, S^{2n+1} \) and \( \mathbb{C}P^n \).

2. HILALI CONJECTURE ON PRODUCTS

First we point out that the inequality \( \leq \) in the Hilali conjecture cannot be replaced by the strict inequality \(<\). Indeed, the following are well-known results, which follow from Serre Finiteness Theorem [27]:

\[ \pi_i(S^{2k}) \otimes \mathbb{Q} = \begin{cases} \mathbb{Q} & i = 2k, 4k - 1, \\ 0 & i \neq 2k, 4k - 1, \end{cases} \]

\[ \pi_i(S^{2k+1}) \otimes \mathbb{Q} = \begin{cases} \mathbb{Q} & i = 2k + 1, \\ 0 & i \neq 2k + 1. \end{cases} \]

Hence we have \( P_{S^{2k+1}}(t) = t^{2k+1} \) and \( P_{S^{2k+1}}(t) = t^{2k+1} + 1 \), so \( P_{S^{2k+1}}(t) < P_{S^{2k+1}}(t) \) for \( \forall t \).

For \( S^{2k} \) we have \( P_{S^{2k}}(t) = t^{2k} + t^k \) and \( P_{S^{2k}}(t) = t^{2k} + 1 \), thus \( P_{S^{2k}}(1) = P_{S^{2k}}(1) = 2 \). Therefore the inequality \( \leq \) cannot be replaced by the strict inequality \(<\).

**Remark 2.1.** We note that only \( S^2 \) is a complex manifold and is the 1-dimensional complex projective space \( \mathbb{C}P^1 \). For the \( n \)-dimensional projective space \( \mathbb{C}P^n \), it follows from the
fibration \( S^1 \hookrightarrow S^{2n+1} \to \mathbb{C}P^n \) that the homotopy groups of \( \mathbb{C}P^n \) are

\[
\pi_k(\mathbb{C}P^n) \otimes \mathbb{Q} = \begin{cases}
0 & k \neq 2, 2n + 1, \\
\mathbb{Q} & k = 2, 2n + 1.
\end{cases}
\]

Hence we have

\[
P_{\mathbb{C}P^n}(t) = 1 + t^2 + t^4 + \cdots + t^{2n}, \quad P^n_{\mathbb{C}P^n}(t) = t^2 + t^{2n+1}.
\]

The isomorphisms \( \pi_i(X \times Y) = \pi_i(X) \oplus \pi_i(Y) \) and the Künneth formula \( H_0(X \times Y, \mathbb{Q}) = \sum_{i+j=n} H_i(X; \mathbb{Q}) \otimes H_j(Y; \mathbb{Q}) \) imply that the homotopical Poincaré polynomial \( P_X(t) \) and the cohomological Poincaré polynomial \( P^n_X(t) \) are respectively additive and multiplicative, i.e.,

\[
P^n_{X \times Y}(t) = P^n_X(t) + P^n_Y(t) \quad \text{and} \quad P_{X \times Y}(t) = P_X(t) \times P_Y(t).
\]

Using these additivity and multiplicativity and some elementary calculus, in [29] we show that there exists a positive integer \( n_0 \) such that for all \( n > n_0 \) one has

\[
P^n_{X^n}(1) < P_{X^n}(1)
\]

where \( X^n = X \times \cdots \times X \) is the Cartesian product of \( n \) copies of \( X \). Since \( P_X(t) \) and \( P^n_X(t) \)

have non-negative coefficients, by the same argument we can show that for any non-negative real number \( r \) there exists a positive integer \( n_0(r) \) such that for all \( n > n_0(r) \) one has \( P^n_{X^n}(r) < P_{X^n}(r) \). Clearly the integer \( n_0(r) \) does depend on the choice of the real number. However in [19] we show the following result (announced in [30]):

**Theorem 2.2.** Let \( X \) be a simply connected rationally elliptic space. For any positive real number \( \varepsilon \) there exists a positive integer \( n(\varepsilon) \) such that for \( \forall n \geq n(\varepsilon) \) and \( \forall t \geq \varepsilon \)

\[
P^n_{X^n}(t) < P_{X^n}(t).
\]

Theorem 2.2 is an immediate consequence of the following [19]:

**Lemma 2.4.** Let \( \varepsilon \) be a positive real number. Let \( P(t) \) and \( Q(t) \) be two polynomials of the following types:

\[
P(t) = \sum_{k=2}^p a_k t^k, \quad a_k \geq 0, \quad Q(t) = 1 + \sum_{k=2}^q b_k t^k, \quad b_k \geq 0, \quad b_q \neq 0.
\]

(For our purpose it is sufficient to consider \( b_q = 1 \), but we do not assume it.) Then there exists a positive integer \( n(\varepsilon) \) such that for \( \forall n \geq n(\varepsilon) \)

\[
nP(t) < Q(t)^n \quad (\forall t \geq \varepsilon).
\]

**Remark 2.6.**

1. Note that, since \( X \) is simply connected, \( P_X(t) = 1 \) implies that \( X \) is rationally homotopy equivalent to a point (cf. [8, Theorem 8.6]), and hence \( P^n_X = 0 \). In particular, the inequality (2.3) is satisfied with \( n(\varepsilon) = 1, \forall \varepsilon > 0 \). Therefore, in Theorem 2.2 we assume that \( P_X(t) > 1 \). From now on we assume this condition.

2. In the above theorem we cannot let \( \varepsilon = 0 \), in which case there does not exist such an integer \( n(\varepsilon) \), because one may have \( \lim_{\varepsilon \to 0} n(\varepsilon) = \infty \).

In fact the cohomological mixed Hodge polynomial is also multiplicative just like the (cohomological) Poincaré polynomial \( P_X(t) \):

\[
MH_{X \times Y}(t, u, v) = MH_X(t, u, v) \times MH_Y(t, u, v),
\]

which follows from the fact that the mixed Hodge structure is compatible with the tensor product (e.g., see [24]). On the other hand the homotopical mixed Hodge polynomial is additive just like the homotopical Poincaré polynomial \( P^n_X(t) \).
As in Remark 2.1, we have

\[ MH_{X,Y}^\pi(t, u, v) = MH_X^\pi(t, u, v) + MH_Y^\pi(t, u, v) \]

since \( \pi_*(X \times Y) = \pi_*(X) \oplus \pi_*(Y) \) and the category of mixed Hodge structures is abelian and the direct sum of a mixed Hodge structure is also a mixed Hodge structure. In this paper the following special multiplicativity and additivity are sufficient:

\[ MH_X^n(t, u, v) = (MH_X(t, u, v))^n, \]
\[ MH_{X,Y}^\pi(t, u, v) = nMH_X^\pi(t, u, v). \]

A “mixed Hodge polynomial” version of Theorem 2.2 for algebraic varieties is the following:

**Theorem 2.7.** Let \( 0 < \varepsilon < 1 \) and \( r > 0 \) be positive real numbers and let \( \mathcal{C}_{\varepsilon,r} := [\varepsilon,r] \times [\varepsilon,r] \subset (\mathbb{R}_{>0})^2 \) be the cube of size \( r - \varepsilon \). Then there exists a positive integer \( n_r \) such that for \( \forall n \geq n_r \), the following strict inequality holds

\[ MH_X^n(t, u, v) < MH_X^n(t, u, v) \]

for \( \forall (t, u, v) \in \mathcal{C}_{\varepsilon,r} \).

### 3. Integral stabilization threshold pp(\(X; \varepsilon\))

Theorem 2.2 suggests the following invariant of a rationally elliptic homotopy type:

**Definition 3.1.**

1. The integral stabilization threshold or simply the integral threshold, denoted by \(\text{pp}(X; \varepsilon)\), is the smallest integer \(n(\varepsilon)\) such that inequality (2.5) takes place for \(\forall n \geq n(\varepsilon)\).
2. The smallest integer \(n(C)\) such that inequality (2.5) takes place for \(\forall n \geq n(\varepsilon)\) is denoted by \(s\theta(P(t), Q(t); \varepsilon)\).

With the Hilali conjecture in mind, we consider \(\varepsilon = 1\), thus we consider \(\text{pp}(X; 1)\).

**Example 3.2.** \(\text{pp}(S^{2n+1}; 1) = 1\). Because \(P_{S^{2k+1}}(t) = t^{2k+1}, P_{S^{2k+1}}(t) = t^{2k+1} + 1\) and we have \(n(2k+1) < (t^{2k+1} + 1)^n\) for \(\forall n \geq 1\) and for \(\forall t \geq 0\).

**Example 3.3.** \(\text{pp}(S^{2n}; 1) = 3\). Recall that \(P_{S^{2n}}(t) = 1 + t^{2n}\) and \(P_{S^{2n}}(t) = t^{2n} + t^{4n-1}\). It is easy to see that if \(t \geq 1\), \(2(t^{2n} + t^{4n-1}) < (1 + t^{2n})^2\) has the only exception for \(t = 1\). But we see that \(3(t^{2n} + t^{4n-1}) < (1 + t^{2n})^3\) for \(\forall t \geq 1\), then by induction on the power \(m\), we have \(m(t^{2n} + t^{4n-1}) < (1 + t^{2n})^m\) for \(\forall m \geq 3\). Therefore we have \(\text{pp}(S^{2n}; 1) = 3\).

**Example 3.4.**

\[ \text{pp}(\mathbb{C}P^n; 1) = \begin{cases} 3, & n = 1, \\ 2, & n \geq 2. \end{cases} \]

As in Remark 2.1, we have \(P_{\mathbb{C}P^n}(t) = 1 + t^2 + \cdots + t^{2n}, P_{\mathbb{C}P^n}(t) = t^2 + t^{2n+1}\).

1. \(\text{pp}(\mathbb{C}P^1; 1) = 3\): This follows from Example 3.3 since \(\mathbb{C}P^1 = S^2\).
2. \(\text{pp}(\mathbb{C}P^n; 1) = 2\) for \(n \geq 2\): Clearly, if \(t \geq 1\), \(t^2 + t^{2n+1} \neq 1 + t^2 + \cdots + t^{2n}\), but we do have \(2(t^2 + t^{2n+1}) < (1 + t^2 + \cdots + t^{2n})^2\). Indeed,

\[
(1 + t^2 + \cdots + t^{2n})^2 - 2(t^2 + t^{2n+1}) \geq \left( (1 + t^2) + t^{2n} \right)^2 - 2(t^2 + t^{2n+1}) \\
\geq 2t^{2n}(1 + t^2) - 2(t^2 + t^{2n+1}) \\
= 2t^{2n+1}(t - 1) + 2t^2(t^{2n-2} - 1) \\
\geq 0 \quad \text{(since } t \geq 1 \text{ and } 2n - 2 \geq 2)\
\]

Then, as in Example 3.3, by induction on the power \(m\), for \(\forall m \geq 2\) we have \(m(t^2 + t^{2n+1}) < (1 + t^2 + \cdots + t^{2n})^m\). Therefore we have \(\text{pp}(\mathbb{C}P^n; 1) = 2\).
Thus, for $X = S^{2n+1}, S^{2n}, \mathbb{C}P^n$, we have $\text{pp}(X; 1) \leq 3$. It turns out that this inequality always holds provided the Hilali conjecture holds, i.e., $P_X^n(1) \leq P_X(1)$ holds:

**Theorem 3.5 ([19]).** If the Hilali conjecture is correct, then for any simply connected rationally elliptic space $X$ we have $\text{pp}(X; 1) \leq 3$.

If we do not use the Hilali conjecture, we can show the following:

**Theorem 3.6 ([19]).** Let $X$ be a simply connected rationally elliptic space of formal dimension $n \geq 3$. Then $\text{pp}(X; 1) \leq n$.

**Remark 3.7.** We have the following inequality if $P_X(\varepsilon) \geq 2$ and $P_Y(\varepsilon) \geq 2$:

$$\text{pp}(X \times Y; \varepsilon) \leq \max\{\text{pp}(X; \varepsilon), \text{pp}(Y; \varepsilon)\}$$

In particular, since $P_X(1) \geq 2$ and $P_Y(1) \geq 2$ (see Remark [2.6](1)), we have

$$\text{pp}(X \times Y; 1) \leq \max\{\text{pp}(X; 1), \text{pp}(Y; 1)\}.$$ 

Similarly to $\text{pp}(X; \varepsilon)$, we define the following:

**Definition 3.9.** The smallest integer $n_0$ such that for all $\forall n \geq n_0$ the following holds

$$MH^n_{X_n}(t, u, v) \leq MH^n_{X_n}(t, u, v) \forall t \geq a, \forall u \geq b, \forall v \geq c.$$ 

is denoted by $\text{mhp}(X; a, b, c)$. Here $\text{mhp}$ stands for “mixed Hodge polynomial”.

**Remark 3.10.** In a similar manner to the proof of (3.8) in Remark [3.7](1), we can see the following inequality as to the threshold $\text{mhp}$:

$$\text{mhp}(X \times Y; a, b, c) \leq \max\{\text{mhp}(X; a, b, c), \text{mhp}(Y; a, b, c)\}$$

for positive real numbers $a, b, c$ such that $MH_X(a, b, c) \geq 2$ and $MH_Y(a, b, c) \geq 2$.

**Remark 3.11.** It follows from Theorem [2.7](1) that for any $\varepsilon > 0$ and $r > \varepsilon$ there exists the smallest integer $n_{\varepsilon, r}$ such that for all $\forall n \geq n_{\varepsilon, r}$

$$MH^n_{X_n}(t, u, v) \leq MH^n_{X_n}(t, u, v) \forall (t, u, v) \in \mathcal{O}_{\varepsilon, r} = [\varepsilon, r] \times [\varepsilon, r] \times [\varepsilon, r].$$

This smallest integer $n_{\varepsilon, r}$ is denoted by $\text{mhp}(X; [\varepsilon, r], [\varepsilon, r], [\varepsilon, r])$.

4. Toric manifolds and $\text{mhp}(X; 1, 1, 1)$

4.1. $\mathbb{C}^{n+1}\setminus\{0\}$. This is a smooth quasi-projective variety, for which the mixed Hodge structures on cohomology and homotopy can be constructed using log-forms (cf. [6] and [21] resp.). Since this space can be retracted on $S^{2n+1}$ and the Hurewicz isomorphism preserves the Hodge structure (cf. [11]) and calculating the mixed Hodge structure on $H_n(\mathbb{C}^{n+1}\setminus\{0\})$ (for example using Gysin exact sequence for the homology of the complement to smooth divisor on the blow up of $\mathbb{P}^{n+1}$ at a point) we obtain:

$$MH_{\mathbb{C}^{n+1}\setminus\{0\}}^n(t, u, v) = 1 + t^{2n+1}(uv)^{n+1},$$

$$MH_{\mathbb{C}^{n+1}\setminus\{0\}}^n(t, u, v) = t^{2n+1}(uv)^{n+1}.$$ 

Hence we have

$$MH_{\mathbb{C}^{n+1}\setminus\{0\}}(t, u, v) = 1 + MH_{\mathbb{C}^{n+1}\setminus\{0\}}^n(t, u, v).$$
4.2. **Projective spaces.** The mixed Hodge polynomials of the projective space $\mathbb{C}P^n$ are as follows:

$$MH_{\mathbb{C}P^n}(t, u, v) = 1 + t^2uv + t^4(uv)^2 + \cdots + t^{2i}(uv)^i + \cdots + t^{2n}(uv)^n.$$ (4.1)

$$MH^\pi_{\mathbb{C}P^n}(t, u, v) = t^2uv + t^{2n+1}(uv)^{n+1}.$$ (4.2)

The cohomological case is trivial and the claim in the homotopical case follows using the Hurewicz isomorphism for $\pi_2$ and for higher homotopy groups the locally trivial fibration $\mathbb{C}^\times \hookrightarrow \mathbb{C}^{n+1} \setminus \{0\} \to \mathbb{C}P^n$, the calculation in (4.1) and the corresponding exact sequence

$$\cdots \to \pi_{2n+1}(\mathbb{C}^\times) \to \pi_{2n+1}(\mathbb{C}^{n+1} \setminus \{0\}) \to \pi_{2n+1}(\mathbb{C}P^n) \to \pi_{2n}(\mathbb{C}^\times) \to \cdots$$

which is an exact sequence of mixed Hodge structures [11, Theorem 4.3.4]. Then as in Example 3.4 one easily verifies that

$$\text{mhp}(\mathbb{C}P^n; 1, 1, 1) = \begin{cases} 3, & n = 1, \\ 2, & n \geq 2. \end{cases}$$

In fact, $\text{mhp}(\mathbb{C}P^n; 1, 1, 1) = 2$ can be made to the following a bit sharper statement: for $\forall m \geq 2$

$$MH^\pi_{(\mathbb{C}P^n)^m}(t, u, v) < MH_{(\mathbb{C}P^n)^m}(t, u, v) \quad \text{for } \forall t \geq 1, \forall(u, v) \text{ such that } uv \geq 1.$$

4.3. **Compact toric manifolds.** In [11, Theorem 3.3] I. Biswas, V. Muñoz and A. Murillo show that the homological Poincaré polynomial of a rationally elliptic toric manifold coincides with that of a product of complex projective spaces. Below, using a recent result due to M. Wiemeler [28] we show that the same thing holds for the homotopical Poincaré polynomial, in fact, for the homotopical mixed Hodge polynomial, and furthermore we also show that the homological mixed Hodge polynomial of a rationally elliptic toric manifold coincides with that of a product of complex projective spaces, which is a stronger version of the above result of Biswas–Muñoz–Murillo:

**Theorem 4.3** ([19]). The homotopical and cohomological mixed Hodge polynomials of a rationally elliptic toric manifold of complex dimension $n$ coincides with those of a product of complex projective spaces. To be more precise, if $X$ is the quotient of

$$\prod_{i=1}^{k} (\mathbb{C}^{n_i+1} \setminus \{0\})$$

by a free action of commutative algebraic groups, i.e., $(\mathbb{C}^\times)^k$. Here $n = \sum_{i=1}^{k} n_i$. Then we have

1. $MH^\pi_X(t, u, v) = MH^\pi_{\prod_{i=1}^{k} \mathbb{C}P^{n_i}}(t, u, v) = \sum_{i=1}^{k} MH^\pi_{\mathbb{C}P^{n_i}}(t, u, v)$, i.e.,

$$MH^\pi_X(t, u, v) = \sum_{i=1}^{k} \left( t^{2i}uv + t^{2i+1}(uv)^{n_i+1} \right) = kt^2uv + \sum_{i=1}^{k} t^{2n_i+1}(uv)^{n_i+1}.$$

2. $MH_X(t, u, v) = MH_{\prod_{i=1}^{k} \mathbb{C}P^{n_i}}(t, u, v) = \prod_{i=1}^{k} MH_{\mathbb{C}P^{n_i}}(t, u, v)$, i.e.,

$$MH_X(t, u, v) = \prod_{i=1}^{k} \left( 1 + t^2uv + \cdots + t^{2i}(uv)^{j} + \cdots + t^{2n_i}(uv)^{n_i} \right).$$
It follows from the above Theorem 4.3 that the cohomological and homotopical Poincaré polynomials of a rationally elliptic toric manifold are the same as those of a product of complex projective spaces. In particular, the Hilali conjecture, which for toric varieties follows immediately as a consequence of formality (cf. [15]), can be checked by a direct calculation.

**Corollary 4.4.** Let $X$ be a rationally elliptic toric manifold and let

$$MH_X(t, u, v) = MH_{\prod_i \mathbb{C}P^n_i}(t, u, v), \quad MH^\pi_X(t, u, v) = MH^\pi_{\prod_i \mathbb{C}P^n_i}(t, u, v).$$

If each $n_i \geq 2$, then $\text{mhp}(X; 1, 1, 1) = 2$, and if $n_i = 1$ for some $i$, then $\text{mhp}(X; 1, 1, 1) = 3$.

**Remark 4.5.** Even if we fix $u = 1$ and $v = 1$ in the above proof of Corollary 4.4, we have that if each $n_i \geq 2$, then $\text{pp}(X; 1) = 2$, and if $n_i = 1$ for some $i$, then $\text{pp}(X; 1) = 3$.

4.4. **Arrangements of linear subspaces.** G. Debongnie (cf. [5]) described the structure of arrangements of subspaces in $\mathbb{C}^n$, whose complements are rationally elliptic. If follows that such complements are products of $\prod_i (\mathbb{C}^{n_i+1} \setminus 0)$. Combining this with calculation in 4.4, we obtain:

**Theorem 4.6 ([19]).** The homotopical and cohomological mixed Hodge polynomials of a simply connected rationally elliptic complement $X$ of an arrangement of linear subspaces are as follows:

1. $MH^\pi_X(t, u, v) = MH^\pi_{\prod_i (\mathbb{C}^{n_i+1} \setminus 0)}(t, u, v) = \sum_{i=1}^k MH^\pi_{\mathbb{C}^{n_i+1} \setminus 0}(t, u, v)$, i.e.,

$$MH^\pi_X(t, u, v) = \sum_{i=1}^k t^{2n_i+1}(uv)^{n_i+1}.$$  

2. $MH_X(t, u, v) = MH_{\prod_i (\mathbb{C}^{n_i+1} \setminus 0)}(t, u, v) = \prod_{i=1}^k MH_{\mathbb{C}^{n_i+1} \setminus 0}(t, u, v)$, i.e.,

$$MH_X(t, u, v) = \prod_{i=1}^k (1 + t^{2n_i+1}(uv)^{n_i+1}).$$

In particular, we obtain

**Corollary 4.7.** $\text{pp}(X; 1) = 1$ and $\text{mhp}(X; 1, 1, 1) = 1$.

5. **Real stabilization threshold $\text{pp}_R(X; 1)$ and Hovanski˘ı’s theorem**

The integral stabilization threshold $\text{pp}_R(X; 1)$ is the smallest integer $n_0$ such that for $\forall n \geq n_0$ the following inequality holds

$$P^\pi_{X^n}(t) < P_X(t^n) \quad \forall t \geq 1.$$  

In other words this inequality holds for the product space $X^{\text{pp}(X; 1)}$. On the other hand this inequality is the same as

$$nP^\pi_X(t) < (P_X(t))^n \quad \forall t \geq 1,$$

which is a key ingredient for the results obtained so far. When it comes to this expression, $n$ does not have to be an integer, but can be a positive real number. Thus we can define the following:

**Definition 5.1.** Let $\varepsilon > 0$.

1. The real stabilization threshold $\text{pp}_R(X; \varepsilon)$ of a simply connected elliptic space $X$ is defined by

$$\text{pp}_R(X; \varepsilon) := \inf \{ r \in \mathbb{R} \mid qP^\pi_X(t) < P_X(t)^q, \forall q \geq r, \forall t \geq \varepsilon \}. $$
(2) For two polynomials \( P(t) \) and \( Q(t) \) with non-negative integral coefficients, the real stabilization threshold \( \text{sth}_R(P(t), Q(t); \varepsilon) \) of \( P(t) \) and \( Q(t) \) is defined by

\[
\text{sth}_R(P(t), Q(t); \varepsilon) := \inf\{r \in \mathbb{R} \mid qP(t) < Q(t)^q, \forall q \geq r, \forall t \geq \varepsilon\}.
\]

Remark 5.2. As we remark in the Introduction, \( pp(X; \varepsilon) = \lceil pp_R(X; \varepsilon) \rceil \) where \( \lfloor x \rfloor \) is the ceiling function, i.e., \( \lfloor x \rfloor = \min\{n \in \mathbb{Z} \mid x \leq n\} \). Similarly, we have \( \text{sth}(P(t), Q(t); \varepsilon) = \lceil \text{sth}_R(P(t), Q(t); \varepsilon) \rceil \).

In this paper we consider the case when \( \varepsilon = 1 \), i.e., \( pp_R(X; 1) \). Unlike the integral stabilization threshold \( pp_R(X; 1) \), the real stabilization threshold \( pp(X; 1) \) is much harder to analyze and even in the cases of \( X = S^{2n+1}, S^{2n}, \mathbb{C}P^n \) it is quite difficult, as we see below.

In order to understand the real stabilization threshold better, we use a theorem due to A. G. Hovanskiĭ [17]. First we recall the definitions of a Pfaffian chain (\( P \)-chain) and a \( P \)-system from [17].

Definition 5.3. (a Pfaffian chain) We say that analytic functions \( f_1, f_2, \ldots, f_k \) on \( \mathbb{R}^n \) form a Pfaffian chain (\( P \)-chain) of length \( k \) if all partial derivatives of each \( f_j \) in the chain \( \{f_1, f_2, \ldots, f_k\} \) are expressible as polynomials of the first \( j \) functions of the chain and the coordinate functions \( \mathbb{R}^n \). In other words, for all \( i \) such that \( 1 \leq i \leq n \) and all \( j \) such that \( 1 \leq j \leq k \) there exist polynomials \( P_{ij}(x_1, \ldots, x_n, u_1, \ldots, u_j) \) such that

\[
\frac{\partial f_j}{\partial x_i}(x_1, \ldots, x_n) = P_{ij}(x_1, \ldots, x_n, f_1, \ldots, f_j).
\]

Definition 5.4. (a \( P \)-system) A \( P \)-system in \( \mathbb{R}^n \) is any system \( Q_1 = \cdots = Q_m \) of equations in which each \( Q_p \) are polynomials of coordinate functions in \( \mathbb{R}^n \) and functions of a \( P \)-chain. The complexity of a \( P \)-system is the following collection of numbers:

\[
n, \text{ the length } k, \text{ the degrees of the polynomials } Q_p \text{ and } P_{ij}.
\]

Here is a theorem due to Hovanskiĭ [17] Theorem 1:

Theorem 5.5 (Hovanskiĭ’s theorem). The number of nondegenerate roots of a \( P \)-system consisting of \( n \) equations in \( \mathbb{R}^n \) is finite and bounded from above by an explicitly given function of the complexity of the \( P \)-system.

Lemma 5.6. Let \( Q(s) \) be a polynomial. Then the following functions on \( \mathbb{R}^2 \) with coordinates \( s \) and \( r \) form a Pfaffian chain.

\[
f_1(s, r) := \frac{1}{Q(s)}, \quad f_2(s, r) := \log Q(s), \quad f_3(s, r) := Q(s)^r.
\]

Proof. It is straightforward, but for the sake of convenience of the reader, we check it. Indeed the derivatives become as follows:

1. \( \frac{\partial f_1}{\partial s} = -Q(s)^{-2}Q'(s) = -f_1^2Q'(s) \). Hence, by letting \( P_{11}(s, r, u_1) := -u_1^2Q'(s) \), we have \( \frac{\partial f_1}{\partial u_1} = P_{11}(s, r, f_1) \).
2. \( \frac{\partial f_2}{\partial s} = \frac{Q(s)}{Q(s)} = f_1Q'(s) \). Hence, by letting \( P(s, r, u_1, u_2) := u_1Q'(s) \), we have \( \frac{\partial f_2}{\partial u_1} = P_{11}(s, r, f_1, f_2) \).
3. \( \frac{\partial f_3}{\partial s} = rQ(s)^{r-1}Q'(s) = rf_3f_1Q'(s) \). Hence, by letting \( P_{31}(s, r, u_1, u_2, u_3) := ru_1u_3Q'(s) \), we have \( \frac{\partial f_3}{\partial u_2} = P_{31}(s, r, f_1, f_2, f_3) \).
4. \( \frac{\partial f_3}{\partial r} = Q(s)^r \log Q(s) = f_3f_2 \). Hence, by letting \( P_{32}(s, r, u_1, u_2, u_3) = u_2u_3 \), we have \( \frac{\partial f_3}{\partial u_2} = P_{32}(s, r, f_1, f_2, f_3) = 0 \).
Lemma 5.7. Let $P(s)$ and $Q(s)$ be polynomials and let $R(s, r) := rP(s) - Q(s)^r$. Let $f_1, f_2, f_3$ be the above Pfaffian chain. Then the following system is a P-system:

\begin{equation}
R(s, r) = \frac{\partial R}{\partial s} = 0.
\end{equation}

Proof.

\begin{equation}
R(s, r) = rP(s) - f_3,
\end{equation}

Hence, by letting $Q_1(s, r, u_1, u_2, u_3) := rP(s) - u_3, Q_2(s, r, u_1, u_2, u_3) := rP(s) - ru_1u_3Q'(s)$, we have $R(s, r) = Q_1(s, r, f_1, f_2, f_3)$ and $\frac{\partial R}{\partial s} = Q_2(s, r, f_1, f_2, f_3)$. Therefore (5.8) is a P-system.

Hence, from the above Hovanskiǐ’s theorem we get the following corollary:

Corollary 5.9. The above P-system $R(s, r) = \frac{\partial R}{\partial s} = 0$ has only finitely many solutions.

The solutions $(s, r)$ of $R(s, r) = 0$ are of the following types: For a fixed $s$, the solutions $r$ of $R(s, r) = 0$ are the intersection of the straight line $y = P(s)x$ and the exponential function $y = Q(s)^x$, hence we have three cases

1. there are exactly two different solutions $r_1(s)$ and $r_2(s)$ in the case when they intersect at two different points $(s, r_1(s))$, $(s, r_2(s))$,

2. there is just one solution $r_0(s)$ in the case when the line is tangent to the exponential curve at the point $(s, r_0(s))$,

3. there is no solution in the case when they do not intersect.

So we define the implicit function $r(s)$ of the equation $R(s, r(s)) = 0$ by

\begin{equation}
\begin{aligned}
& r(s) = \begin{cases} 
\max\{r_1(s), r_2(s)\}, & \text{if they intersect at two different points } (s, r_1(s)), (s, r_2(s)), \\
& r_0(s), & \text{if the line is tangent to the exponential curve at one point } (s, r_0(s)), \\
& \text{not defined}, & \text{if they do not intersect}.
\end{cases}
\end{aligned}
\end{equation}

From the above Corollary 5.9 we get the following corollary:

Corollary 5.10. Let the situation be as above. The implicit function $r(s)$ defined by $R(s, r(s)) = 0$ has finitely many local maxima-minima.

Proof. If we consider the derivative $\frac{dr}{ds}(s_0)$ of the implicit function $r = r(s)$ at $s_0$ with $r_0 = r(s_0)$ such that $R(s_0, r_0) = 0$, we do have

\begin{equation}
\frac{\partial R}{\partial s}(s_0, r_0) + \frac{\partial R}{\partial r}(s_0, r_0) \frac{dr}{ds}(s_0) = 0.
\end{equation}

So, if $r(s)$ has a local maximum or minimum at $s_0$, then $\frac{dr}{ds}(s_0) = 0$, thus $\frac{\partial R}{\partial s}(s_0, r_0) = 0$. Namely, $(s_0, r_0)$ has to be a solution of the above P-system. Therefore, the implicit function $r(s)$ defined by $R(s, r(s)) = 0$ has only finitely many local maxima-minima.

Before going further on, we point out that the above implicit function $r(s)$ can be described in terms of the Lambert $W$-function. The inverse function of $z = we^w$ is called the Lambert $W$-function (cf. \(n\) for the history and some applications) and denoted by $W(z)$, thus it satisfies

\begin{equation}
z = W(z)e^{W(z)}.
\end{equation}
Let \( \tilde{W}(z) \) be the inverse function of \( z = \frac{e^w}{w} \), which satisfies

\[
z = \frac{e^{\tilde{W}(z)}}{\tilde{W}(z)}.
\]

This function \( \tilde{W}(z) \) is a specialization of the generalized Lambert \( W \)-function proposed in [25] and studied further in [18, §3]. The implicit function \( r(s) \) of our equation \( rP(s) = Q(s)^r(s) \) is explicitly expressed by using the above function \( \tilde{W}(z) \). Specifically, one has

\[
P(s) = \frac{Q(s)^{r(s)}}{r(s)} = \frac{e^{(\log Q(s))r(s)}}{r(s)}.
\]

From which we have

\[
\frac{P(s)}{\log Q(s)} = \frac{e^{(\log Q(s))r(s)}}{r(s)}.
\]

Hence we have

\[
\tilde{W}\left(\frac{P(s)}{\log Q(s)}\right) = (\log Q(s))r(s).
\]

Therefore the implicit function \( r(s) \) is obtained as

\[
r(s) = \frac{1}{\log Q(s)} \tilde{W}\left(\frac{P(s)}{\log Q(s)}\right).
\]

Finally we notice that \( z = W(z)e^{W(z)} \) implies that

\[
-\frac{1}{z} = W\left(-\frac{1}{z}\right)e^{W\left(-\frac{1}{z}\right)}, \quad \text{i.e.,} \quad z = \frac{e^{-W\left(-\frac{1}{z}\right)}}{-W\left(-\frac{1}{z}\right)}.
\]

Hence we have

\[
\tilde{W}(z) = -W\left(-\frac{1}{z}\right).
\]

Therefore we have that

\[
r(s) = -\frac{1}{\log Q(s)} W\left(\frac{\log Q(s)}{P(s)}\right).
\]

So far there is no assumption on the coefficients of the polynomials \( P(s) \) and \( Q(s) \). From here on, we assume that they are respectively the homotopical Poincaré polynomial and homological Poincaré polynomial of a simply connected elliptic space, in particular we have that \( Q(s) = 1 + \cdots \).

**Proposition 5.11.** Let \( P(s) \) and \( Q(s) \) be as above. The above implicit function \( r = r(s) \) of the equation \( rP(s) = Q(s)^r(s) \) is a bounded function.

**Proof.** First we point out that the domain of the implicit function \( r = r(s) \) is not necessarily the whole half interval \([1, \infty)\), thus there are some intervals of \([1, \infty)\), where the implicit function is not defined, in other words, if we denote the domain of the implicit function by \( \mathcal{D}(r(s)) \), then it is possible that \( \mathcal{D}(r(s)) \subseteq [1, \infty) \). However, **even if there are some interval where the implicit function is not defined**, we still consider the function is bounded where it
is not defined. It follows from the proof of [19 Lemma 2.1] that there exists $s_0 \geq 1$ and an integer $N_0$ such that
\[ rP(s) < Q(s)^r \quad \text{for} \forall s \geq s_0, \forall r \geq N_0. \]
Thus the graph of the implicit function $r = r(s)$ does not intersect the translated quadrant $\{(s, r) \mid s \geq s_0, r \geq N_0\}$, in other words, the implicit function $r = r(s)$ is bounded above by $N_0$ on the half interval $[s_0, \infty)$. Now we want to show that it is also bounded on the closed interval $[1, s_0]$ as well. Now let us consider the implicit function $\tilde{r}(x, y)$ of two variables $x, y$, given by the largest solution to $rx = y^r$. Here we note that
\[ r(s) = \tilde{r}(P(s), Q(s)). \]
We let
\[ m_P := \min_{1 \leq s \leq s_0} P(s), M_P := \max_{1 \leq s \leq s_0} P(s), \quad m_Q := \min_{1 \leq s \leq s_0} Q(s), M_Q := \max_{1 \leq s \leq s_0} Q(s). \]
Then we consider a compact rectangle
\[ \mathcal{R}_{m, M} := \{(x, y) \mid m_P \leq x \leq M_P, m_Q \leq y \leq M_Q\}. \]
The claim is that $\tilde{r}(x, y)$ is defined on a compact subset of this rectangle $\mathcal{R}_{m, M}$, which implies that $\tilde{r}(x, y)$ is bounded, since it is a continuous function. Therefore it follows from \[(5.12)\] that the implicit function $r = r(s)$ is also bounded on $[1, s_0]$. Since the domain $\mathcal{D}$ of $\tilde{r}(x, y)$ is a subset of the compact bounded set $\mathcal{R}_{m, M}$, it is enough to show that domain $\mathcal{D}$ is closed. Let $\phi(y)$ be the slope of the line in $(u, v)$-plane containing the origin and tangent to the curve given by $u = y^r$. $\phi(y)$ is of course computed as follows: The tangent line of the curve $u = y^r$ at a point $(v_0, u_0 = y^{r_0})$ is given by $u - y^{r_0} = y^{r_0} \log(y) - v_0)$. If this line goes through the origin, then it follows from $-y^{r_0} = y^{r_0} \log(y) - v_0)$ that $v_0 \log y = 1$, hence $v_0 = \frac{1}{\log y}$. Hence the slope $\phi(y)$ is
\[ \phi(y) = y \frac{1}{\log y} \log y = e \log y. \]
Thus $\phi(y)$ is a continuous function for $y > 1$. We assume that $Q(s) = 1 + \cdots$ and is not a constant polynomial, hence $\min_{1 \leq s \leq s_0} Q(s) = m_Q > 1$. The domain of the function $\tilde{r}(x, y)$ considered on the rectangle $\mathcal{R}_{m, M}$ is the subset given by $x \geq \phi(y)$, i.e., $\mathcal{D} := \{(x, y) \mid (x, y) \in \mathcal{R}_{m, M}, x \geq \phi(y)\}$. Continuity of $\phi$ implies that the domain $\mathcal{D}$ is closed.

\[ \square \]

**Proposition 5.13.** Let the situation be as above. The finite critical points $s$ of the implicit function $r = r(s)$ satisfy the following equation
\[ P'(s)Q(s) = Q(s) P'(Q(s)) Q'(Q(s)). \]

\[ (5.14) \]

\[ \frac{P'(s)Q(s)}{Q'(s)} = Q(s) \frac{P'(Q(s))}{P(Q(s))}. \]

**Proof.** Let $r = r(s)$ be the implicit function of the equation $rP(s) = Q(s)^r$. Differentiating $rP(s) = Q(s)^r$ with respect to $s$, we have
\[ \frac{dr}{ds} P(s) + rP'(s) = Q(s)^r \left( \frac{dr}{ds} \log Q(s) + r \frac{Q'(s)}{Q(s)} \right). \]
Hence, letting $\frac{dr}{ds} = 0$, we have
\[ rP'(s) = rQ(s)^r \frac{Q'(s)}{Q(s)}. \]
Since $r \neq 0$, we have
\[ P'(s) = Q(s)^r \frac{Q'(s)}{Q(s)}. \]
Therefore, the local maxima $r(s)$ satisfies the following two equations:

$$\begin{cases} rP(s) = Q(s)^r, \\ P'(s) = Q(s)^r \frac{Q'(s)}{Q(s)}. \end{cases}$$

From this, we get

$$P'(s) = rP(s) \frac{Q'(s)}{Q(s)},$$

namely we get

$$r(s) = \frac{P'(s)Q(s)}{P(s)Q'(s)}.$$ 

Plugging it in the equation $rP(s) = Q(s)^r$, we get \text{(5.14)} above. \hfill \Box

The domain $\mathcal{D}(r(s)) = \{s \in [1, \infty) \mid P(s) \geq e \log Q(s)\}$ of the implicit function $r = r(s)$ is

\text{(5.15)}

$$\mathcal{D}(r(s)) = [s_1, s_2] \sqcup \cdots \sqcup [s_k, \infty),$$

where $s_2, \ldots, s_k$ are the zeros of the equation $P(s) = e \log Q(s)$ such that $s_2 < s_3 < \cdots < s_k$ and $s_1 = 1$ or $s_1$ is another zero of $P(s) = e \log Q(s)$, depending on the polynomials $P(s)$ and $Q(s)$.

**Corollary 5.16.** Let $P(s)$ and $Q(s)$ be as above. Let $r = r(s)$ be the implicit function defined by the equation $rP(s) = Q(s)^r$, let $s_1, \ldots, s_k$ be the end points of the closed intervals of the domain $\mathcal{D}(r(s))$ of the implicit function $r = r(s)$ as in \text{(5.15)}, and let $c_1, \ldots, c_m$ be the finite critical points $^1$ of the implicit function $r = r(s)$. Then we have

$$\max \{r(s_1), \ldots, r(s_k), r(c_1), \ldots, r(c_m), \lim_{s \to \infty} r(s)\}.$$ 

In particular, for a a simply connected elliptic space $X$, we have

\text{(5.17)}

$$\operatorname{pp}^X_{\mathbb{R}}(X; 1) = \max \{r(s_1), \ldots, r(s_k), r(c_1), \ldots, r(c_m), \lim_{s \to \infty} r(s)\}.$$

**Remark 5.18.** We do not know if $\operatorname{pp}^X_{\mathbb{R}}(X; 1)$ is attained at an end point $s_j$ of these closed intervals, at a critical point $c_k$, or as the limit $\lim_{s \to \infty} r(s)$. In the case of $X = S^{2n}$, it is not obtained as $\lim_{s \to \infty} r(s)$, as shown in the following section.

As computed in the following section, we have that $\operatorname{pp}^X_{\mathbb{R}}(S^{2n+1}; 1) = 1$. Except the case of $S^{2n+1}$, we make the following conjecture:

**Conjecture 5.19.** Let $X$ be a simply connected elliptic space. If $X$ is not homotopic to $S^{2n+1}$, then the real stabilization threshold $\operatorname{pp}^X_{\mathbb{R}}(X; 1)$ is a transcendental number. In particular, if $\operatorname{pp}^X_{\mathbb{R}}(X; 1)$ is attained at a critical point $s$ of the implicit function $r(s)$, then the following number is a transcendental number:

$$\frac{P'(s)Q(s)}{P(s)Q'(s)},$$

where $P(s) = P^X_{\mathbb{R}}(s)$ and $Q(s) = P_X(s)$.

Similarly to Definition 5.9 and Definition 5.1, one can define the following real stabilization threshold:

**Definition 5.20.**

$$\operatorname{mhp}^X_{\mathbb{R}}(X; [\varepsilon, r], [\varepsilon, r], [\varepsilon, r]) := \inf \{r \in \mathbb{R} \mid qMH^X_{\mathbb{R}}(t, u, v) < MH_X(t, u, v)^q, \forall q \geq r, \forall (t, u, v) \in \mathcal{C}_{\varepsilon, r}\}.$$

$^1$It is enough to consider only the critical points whose values are local maxima, but the formula \text{(5.17)} is, of course, not affected by considering all the critical points.
A natural question is if the real stabilization threshold $\text{mhp}_R(X; [\varepsilon, r], [\varepsilon, r], [\varepsilon, r])$ stabilizes for $r \to \infty$, namely if the following real stabilization threshold

$$\text{mhp}_R(X; \varepsilon, \varepsilon, \varepsilon) := \inf \{ r \in \mathbb{R} | q MH_X(t, u, v) < MH_X(t, u, v)^q, \forall q \geq r, \forall (t, u, v) \in \mathcal{C}_{\varepsilon, \infty} \}$$

is well-defined. We have the following proposition, showing that this is the case under certain condition.

**Proposition 5.21.** Let $P(t, u, v)$ and $Q(t, u, v)$ be two polynomials with positive integer coefficients such that there exist polynomials $\phi(t, u, v), \tilde{P}(s)$ and $\tilde{Q}(s)$ such that

- $P(t, u, v) \leq \tilde{P}(\phi(t, u, v))$,
- $\tilde{Q}(\phi(t, u, v)) \leq Q(t, u, v)$,
- $\exists \eta$ such that $\phi(t, u, v) \geq \eta > 0, \forall (t, u, v) \in \mathcal{C}_{\varepsilon, \infty} = \{ \varepsilon, \infty \}^3$.

Then there exist $r_0 \in \mathbb{R}$ such that for $\forall (t, u, v) \in [\varepsilon, \infty)^3$ and $\forall r \geq r_0$ one has

$$r P(t, u, v) < Q(t, u, v)^r.$$

In particular, if there exist such polynomials for the homotopical and homological mixed Hodge polynomials $P(t, u, v) := MH_X(t, u, v)$ and $Q(t, u, v) := MH_X(t, u, v)$, then the real stabilization threshold $\text{mhp}_R(X; \varepsilon, \varepsilon, \varepsilon)$ is well defined.

**Proof.** Indeed, let $r_0 = \text{sth}_R \left( \tilde{P}(s), \tilde{Q}(s); \eta \right)$ be the real stabilization threshold for the polynomials $\tilde{P}(s)$ and $\tilde{Q}(s)$, i.e., $\text{sth}_R \left( \tilde{P}(s), \tilde{Q}(s); \eta \right) := \inf \{ r | q \tilde{P}(s) < \tilde{Q}(s)^q, \forall q \geq r, \forall s \geq \eta \}$. Then for $r \geq r_0$ one has $r \tilde{P}(s) < \tilde{Q}(s)^r$ for $\forall s \geq \eta$ and hence for $\forall (t, u, v) \in [\varepsilon, \infty)^3$ one has

$$r P(t, u, v) \leq r \tilde{P}(\phi(t, u, v)) < \tilde{Q}(\phi(t, u, v))^r \leq Q(t, u, v)^r.$$

Here we note that

$$\text{sth}_R \left( P(t, u, v), Q(t, u, v); \mathcal{C}_{\varepsilon, \infty} \right) \leq \text{sth}_R \left( \tilde{P}(s), \tilde{Q}(s); \eta \right),$$

where we define

$$\text{sth}_R \left( P(t, u, v), Q(t, u, v); \mathcal{C}_{\varepsilon, \infty} \right) := \inf \{ r | q P(t, u, v) < Q(t, u, v)^q, \forall q \geq r, \forall (t, u, v) \in \mathcal{C}_{\varepsilon, \infty} \}.$$

**Example 5.22.** Let us set (see [411] and [412]):

$$P(t, u, v) := MH_{\mathbb{CP}^n}(t, u, v) = t^2 uv + t^{2n+1} (uv)^{n+1},$$

$$Q(t, u, v) := MH_{\mathbb{CP}^n}(t, u, v) = 1 + t^2 uv + t^4 (uv)^2 + \cdots + t^{2n} (uv)^n.$$

We let

$$\phi(t, u, v) = t^2 (uv), \quad \tilde{P}(s) = s + s^{n+1}, \quad \tilde{Q}(s) = 1 + s + s^2 + \cdots + s^n.$$

Then one has

- $MH_{\mathbb{CP}^n}(t, u, v) < \tilde{P}(\phi(t, u, v))$ for $\forall t \geq 1$,
- $\tilde{Q}(\phi(t, u, v)) = MH_{\mathbb{CP}^n}(t, u, v)$ for $\forall t \geq 1$,
- Moreover $\phi(t, u, v) = t^2 (uv) \geq 1$ for $(t, u, v) \in \mathcal{C}_{1, \infty} = [1, \infty)^3$.

Hence it follows from Proposition 5.21 that the real stabilization threshold $\text{mhp}_R(X; 1, 1, 1)$ is well-defined.

The following example shows that $\text{sth}_R \left( P(t, u, v), Q(t, u, v); \mathcal{C}_{\varepsilon, \infty} \right)$ does not necessarily exist.
Example 5.23. We consider the following modification of $P(t, u, v)$ of the above example:

$$P_1(t, u, v) = t^2uv + t^{2n+3}(uv)^n,$$

Then we have that $P_1(t, u, v) = \tilde{P}_1(\phi(t, u, v), t)$ and $Q(t, u, v)$ be as in Example 5.22. We want to show that $\theta(\mathbb{R}) (P(t, u, v), Q(t, u, v); \mathcal{C}_{1, \infty})$ does not exist. A key observation is that the two-variable analog $r = r(x, y)$ of the one-variable implicit function $r = r(s)$ above, i.e., $r = r(x, y)$ is the largest one of the solutions $r$ of the equation $rx = y^r$, is an unbounded function in the open region $x > 0, y > 1$. More precisely, for any $y_0 > 1$ and any $r_0 > 0$, let us consider any $x_0 = \left(\frac{s_0}{r_0}\right)$ and the line $v = x_0r$ in the plane of coordinates $(r, v)$. Then the largest $r$-coordinate of the two distinct intersections of this line $v = x_0r$ and the exponential curve $v = y_0^r$, i.e., $r(x_0, y_0)$ is bigger than $r_0$, namely, we have that $\exists r > r_0$ such that $rx_0 = y_0^r$. Therefore we have $\{r > 0 \mid qx < y^q, \forall q > r, \forall x > 0, \forall y > 1\} = \emptyset$. In the above situation, for any $s_0 > 0$ and any $r_0 > 0$, let us consider $t_0 > 0$ such that

$$s_0 + t_0 s_0^{n+1} > \frac{(1 + s_0 + \cdots + s_0^n)^{r_0}}{r_0}, \text{ i.e., } t_0 > \frac{(1 + s_0 + \cdots + s_0^n)^{r_0} - r_0 s_0}{r_0 s_0^{n+1}}.$$

Then for $\forall t > t_0$, the largest solution $r$ of the equation $r(s_0 + t s_0^{n+1}) = (1 + s_0 + \cdots + s_0^n)^r$ is bigger than $r_0$, namely, $\exists r > r_0$ such that $r(s_0 + t s_0^{n+1}) = (1 + s_0 + \cdots + s_0^n)^r$. Thus we have $\{r > 0 \mid q(s + t s_0^{n+1}) < (1 + s + \cdots + s^n)^q, \forall q > r, \forall s > 0, \forall t > 0\} = \emptyset$. Therefore $\theta(\mathbb{R}) (P_1(t, u, v), Q(t, u, v); \mathcal{C}_{1, \infty})$ does not exist.

6. $\mathbb{p}(S^{2n+1}; 1)$, $\mathbb{p}(S^{2n}; 1)$ AND $\mathbb{p}(\mathbb{C}P^n; 1)$

In this section, we try to compute the real stabilization thresholds of $S^{2n+1}$, $S^{2n}$ and $\mathbb{C}P^n$.

By the same argument as in Example 5.23, we can show the following

Lemma 6.1. Let $P(t)$ and $Q(t)$ be polynomials with non-zero integral coefficients and suppose that $P(t) = a_2t^2 + \cdots$ and $Q(t) = 1 + b_2t^2 + \cdots + b_q t^q$ with $b_q \neq 0$ (hence, $Q(t) \geq 2$ for $\forall t \geq 1$). If there exists a positive integer $n_0$ such that $n_0 P(t) < Q(t)^{r_0}$ for $\forall t \geq 1$, then for all integer $n \geq n_0$ we have

$$n P(t) < Q(t)^n \quad (\forall t \geq 1).$$

In fact, the part “for all integer $n \geq n_0$” can be replaced by “for all real number $r \geq n_0$”

i.e., we can show the following theorem.

Theorem 6.2. Let $P(t)$ and $Q(t)$ be as in Lemma 6.1. If there exists a positive integer $n_0$ such that $n_0 P(t) < Q(t)^{r_0}$ for $\forall t \geq 1$, then for all real number $r \geq n_0$ we have

$$r P(t) < Q(t)^r \quad (\forall t \geq 1).$$

To prove this theorem, first we show the following lemma:

Lemma 6.3. Suppose that for a positive real number $r_0$

$$r_0 P(t) < Q(t)^{r_0} \quad \forall t \geq 1.$$

If $r_0 \geq \frac{1}{\log 2} (> 1)$, where log is the natural logarithm, then for any real number $r \geq r_0$ the following holds:

$$r P(t) < Q(t)^r \quad \forall t \geq 1.$$

Proof. $r_0 P(t) < Q(t)^{r_0}(\forall t \geq 1)$ implies $P(t) < \frac{1}{r_0} Q(t)^{r_0}(\forall t \geq 1)$. So, for $r \geq r_0$, we have $r P(t) < \frac{1}{r_0} Q(t)^{r_0}(\forall t \geq 1)$. So, if we can show $\frac{1}{r_0} Q(t)^{r_0} \leq Q(t)^r(\forall t \geq 1)$, then we are done. In other words, we show that

$$\frac{1}{r_0} Q(t)^{r_0} \leq \frac{1}{r} Q(t)^r \quad \forall t \geq 1.$$
To show this, let us consider the function \( F(z) := \frac{1}{z}Q(t)^z \). For a fixed \( t \geq 1 \), we have

\[
F'(z) = -\frac{1}{z^2}Q(t)^z + \frac{1}{z} \left( \log Q(t) \right) Q(t)^z = \frac{1}{z} \left( \log Q(t) - \frac{1}{z} \right) Q(t)^z.
\]

Since \( Q(t) \geq 2 \) (for all \( t \geq 1 \)), \( \log Q(t) \geq \log 2 \). If \( z \geq \frac{1}{\log 2} \), then \( \frac{1}{z} \leq \log 2 \leq \log Q(t) \). Hence we have

\[
\log Q(t) - \frac{1}{z} \geq 0.
\]

Therefore, for \( z \geq \frac{1}{\log 2} \), we have \( F'(z) \geq 0 \) (\( \forall t \geq 1 \)). Hence \( z \geq \frac{1}{\log 2} \), \( F(z) \) is non-decreasing, thus for \( \forall r \geq r_0 \), we have \( F(r_0) \geq F(r) \), i.e.,

\[
\frac{1}{r_0} Q(t)^{r_0} \leq \frac{1}{r} Q(t)^r \quad \forall x \geq 1.
\]

The following corollary follows from the above lemma:

**Corollary 6.4.** Let \( P(t) \) and \( Q(t) \) be as in Lemma 6.1. If there exists a positive integer \( n_0 \geq 2 \) such that \( n_0 P(t) < Q(t)^{n_0} \) for all \( t \geq 1 \), then for all real number \( r \geq n_0 \) we have

\[
r P(t) < Q(t)^r \quad (\forall t \geq 1).
\]

Hence in order to finish the proof of Theorem 6.2, we need to consider the case when the integer \( n_0 \) is equal to 1, i.e., prove the following lemma:

**Lemma 6.5.** Let \( P(t) \) and \( Q(t) \) be as in Lemma 6.1. If \( P(t) < Q(t) \) for all \( t \geq 1 \), then for all real number \( r \geq 1 \) we have

\[
r P(t) < Q(t)^r \quad (\forall t \geq 1).
\]

**Proof.** First, by the assumption, we note that \( Q(t) = 1 + b_2 t^2 + \cdots + b_q t^q \) with \( b_q \neq 0 \). Then we have the following two cases:

(1) \( Q(1) \geq 3 \), thus \( Q(t) \geq 3 \) for all \( t \geq 1 \), and

(2) \( Q(1) = 2 \), thus \( Q(t) \geq 2 \) for all \( t \geq 1 \).

(1) In this case, by elementary calculation we see that for any real number \( r \geq 1 \)

\[
r Q(t) \leq Q(t)^r \quad (\forall t \geq 1)
\]

Thus \( rP(t) < rQ(t) < Q(t)^r \).

(2) In this case, we have to have \( Q(t) = 1 + t^q \). Since \( P(t) < Q(t) = 1 + t^q \) for all \( t \geq 1 \), we have to have \( P(1) < Q(1) = 2 \), hence \( P(1) = 1 \) is the only possibility, thus \( P(t) = t^p \) and \( p \leq q \) since \( t^p = P(t) < Q(t) = 1 + t^q \) for all \( t \geq 1 \). Then, we see that for any real number \( r \geq 1 \) we have \( rt^p \leq (1 + t^q)^r \), i.e., \( rP(t) < Q(t)^r \).

\(\square\)

**Remark 6.6.** Here we point out that the following modified versions of the above Theorem 6.2 does not hold: “If there exists a positive real number \( r_0 \) such that \( r_0 P(t) < Q(t)^{r_0} \) for all \( t \geq 1 \), then for all real number \( r \geq r_0 \) we have \( rP(t) < Q(t)^r \) (\( \forall t \geq 1 \)).” Here is a simple example. Let \( P(t) = 2t \), \( Q(t) = 1 + t^2 \). Then we have \( 1.6t = 0.8P(t) < Q(t)^{0.8} = (1 + t^2)^{0.8} (\forall t \geq 1) \) (in fact for \( \forall t \)). However \( P(t) \neq Q(t) (\forall t \geq 1) \), simply because \( P(1) = Q(1) = 2 \).

**Proposition 6.7.** \( \mathbb{P}_R(S^{2n+1}, 1) = 1 \).
Proof. We have \( P_{S^{2n+1}}(t) = 1 + t^{2n+1} \) and \( P_{S^{2n+1}}^\pi(t) = t^{2n+1} \). Thus \( P_{S^{2n+1}}^\pi(t) < P_{S^{2n+1}}(t) \). Hence it follows from Theorem 6.2 that for any real number \( r \geq 1 \) we have \( rP_{S^{2n+1}}^\pi(t) < P_{S^{2n+1}}(t)^r \).

Therefore \( pp_{\mathbb{R}}(S^{2n+1}; 1) \leq 1 \). Now we claim that \( pp_{\mathbb{R}}(S^{2n+1}; 1) = 1 \), i.e.,

\[
(6.8) \quad \text{if } r < 1 \text{, then } rt^N < (1 + t^N)^r \quad (\forall t \geq 1) \text{ does not hold.}
\]

Since \( rt^{N(1-r)} > 1 \) for a sufficient large number \( t \) and \( 2^r < 1 \) for \( r < 1 \), we have that for a sufficiently large number \( t \)

\[
rt^{N(1-r)} > 2^r > \left(1 + \frac{1}{t^N}\right)^r = \left(1 + t^N\right)^r.
\]

Which implies that for a sufficient large number \( t \) we have \( rt^N = rt^{N(1-r)} \cdot t^N > (1 + t^N)^r \).

Therefore we get the above claim (6.8). \( \square \)

Lemma 6.9.

\[ pp_{\mathbb{R}}(S^{2n}; 1) \leq 2 + \frac{1}{2}. \]

Proof. We show

\[
(1 + t^{2n})^{2 + \frac{1}{2}} > \left(2 + \frac{1}{2}\right) (t^{2n} + t^{4n-1}) \quad (\forall t \geq 1).
\]

If we can show the following, we are done since \( t^{2n} + t^{4n} \geq t^{2n} + t^{4n-1} \).

\[
(1 + t^{2n})^{2 + \frac{1}{2}} > \left(2 + \frac{1}{2}\right) (t^{2n} + t^{4n}) \quad (\forall t \geq 1).
\]

Let \( X := t^{2n} \) and consider the following function

\[
F(X) = (1 + X)^{2 + \frac{1}{2}} - \left(2 + \frac{1}{2}\right) (X + X^2) \quad (\forall X \geq 1).
\]

By elementary calculus we can see that \( F(X) > 0 \) (in fact, for \( X \geq 0 \)). \( \square \)

As in Example 3.3 \( pp(S^{2n}; 1) = 3 \), clearly \( pp_{\mathbb{R}}(S^{2n}; 1) > 2 \), thus we have

\[
2 < pp_{\mathbb{R}}(S^{2n}; 1) < 2 + \frac{1}{2}.
\]

Question 6.10. Does there exist a simple estimate of \( pp_{\mathbb{R}}(S^{2n}; 1) \)?

Remark 6.11. Let us consider the implicit function \( r = r(s) \) of \( r(s^{2n} + s^{4n-1}) = (1 + s^{2n})^r \). If \( s > 2 \), we do have \( (1 + s^{2n})^r > 2(s^{2n} + s^{4n-1}) \), hence it follows from Corollary 6.4 that \( (1 + s^{2n})^r > r(s^{2n} + s^{4n-1}) \) for any real number \( r \geq 2 \) (for \( \forall s > 2 \)). Therefore the implicit function \( r = r(s) \) satisfies that \( r(s) < 2 \) for \( \forall s > 2 \). Hence \( \lim_{s \to \infty} r(s) \leq 2 \). Therefore the threshold \( pp_{\mathbb{R}}(S^{2n}; 1) \) is not attained as the limit \( \lim_{s \to \infty} r(s) \).

In Lemma 6.3 we use the condition that \( r_0 \geq \frac{1}{100} \). However, we can relax the condition in the following lemma.

Lemma 6.12. Let \( P(t) \) and \( Q(t) \) be as in Lemma 6.1 and we suppose that \( Q(1) \geq 3 \), thus \( Q(t) \geq 3 \) for \( \forall t \geq 1 \). If there exists a positive real number \( r_0 > 1 \) such that \( r_0 P(t) < Q(t)^r_0 (\forall t \geq 1) \), then for any real number \( r \geq r_0 \) we have

\[
r P(t) < Q(t)^r \quad (\forall t \geq 1).
\]
Proof. Since $r_0 P(t) < Q(t)^r_0 (\forall t \geq 1)$, we have $P(t) < \frac{1}{r_0} Q(t)^r_0 (\forall t \geq 1)$, thus for any $r \geq r_0$ we have $r P(t) < \frac{r}{r_0} Q(t)^r_0 (\forall t \geq 1)$. So, it suffices to show

$$\frac{r}{r_0} Q(t)^r_0 \leq Q(t)^r (\forall t \geq 1),$$

i.e., $\frac{1}{r_0} Q(t)^r_0 \leq \frac{1}{r} Q(t)^r (\forall t \geq 1)$.

In other words it suffices to show that $F(r) := \frac{1}{r} Q(t)^r$ is an increasing function for $r > 1$ for $\forall t \geq 1$, which is easy to see. \hfill \Box

Proposition 6.13. For all $n \geq 3$ we have

$$1 + \frac{1}{3n} \leq \text{pp}_R(\mathbb{C} P^n; 1) \leq 1 + \frac{3}{2n}.$$

Proof. Let $n \geq 3$. First we show

$$1 + t^2 + t^4 + \ldots + t^{2n} > \left(1 + \frac{3}{2n}\right) \left(t^2 + t^{2n+1}\right) (\forall t \geq 1).$$

Indeed, we have

$$1 + t^2 + \ldots + t^{2n-2} + t^{2n} - \left(1 + \frac{3}{2n}\right) \left(t^2 + t^{2n+1}\right)$$

$$\geq (1 + t^2 + t^{2n-2} + t^{2n})(1 + t^2 + t^{2n-2} + t^{2n}) \frac{3}{2n} - 2(t^2 + t^{2n+1})$$

$$> (1 + t^2 + t^{2n-2} + t^{2n})(t^{2n}) \frac{3}{2n} - 2(t^2 + t^{2n+1})$$

$$= (1 + t^2)t^3 - 2t^2 + (1 + t^2)t^{2n+1} - 2t^{2n+1}$$

$$\geq 2t^3 - 2t^2 (\forall t \geq 1)$$

$$\geq 0.$$

Hence it follows from Lemma 6.12 that $\text{pp}_R(\mathbb{C} P^n; 1) \leq 1 + \frac{3}{2n}$. Next we show that there exists some $s \geq 1$ such that

$$1 + \frac{1}{3n} \leq \text{pp}_R(\mathbb{C} P^n; 1).$$

This implies that $1 + \frac{1}{3n} \leq \text{pp}_R(\mathbb{C} P^n; 1).$ Let $t > 2$. Then we first observe that

$$1 + t^2 + t^4 + \ldots + t^{2n} < 2t^{2n},$$

which follows from

$$1 + t^2 + t^4 + \ldots + t^{2n} = \frac{t^{2n+2} - 1}{t^2 - 1} < \frac{t^{2n+2}}{t^2 - 1} = \left(\frac{t^2}{t^2 - 1}\right) t^{2n} < 2t^{2n} (\text{since } t > 2).$$

Now we have

$$\left(1 + \frac{1}{3n}\right) \left(t^2 + t^{2n+1}\right) - (1 + t^2 + \ldots + t^{2n}) \frac{1}{3n}$$

$$> \left(1 + \frac{1}{3n}\right) \left(t^2 + t^{2n+1}\right) - (2t^{2n}) \frac{1}{3n}$$

$$> t^{2n+1} - 2^{1 + \frac{1}{3n}} t^{2n + \frac{4}{3}}$$

$$= t^{2n+1} \left(t^{\frac{1}{3}} - 2^{1 + \frac{1}{3n}}\right)$$

$$> 0 \text{ for } \forall t \geq \left(2^{1 + \frac{1}{3n}}\right)^3.$$

Hence if $s > \left(2^{1 + \frac{1}{3n}}\right)^3$, then we have the above inequality (6.15). \hfill \Box
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