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Abstract

We demonstrate the emergence of a non-equilibrium superradiant phase in the dissipative Rabi-Dicke model. This phase is characterized by a photonic steady state that oscillates with a frequency close to the cavity frequency, in contrast to the constant photonic steady state of the equilibrium superradiant phase in the Dicke model. We relate this superradiant phase to the population inversion of Floquet states by introducing a Schwinger representation of the driven two-level systems in the cavity. This inversion is depleted near Floquet energies that are resonant with the cavity frequency to sustain a coherent light-field. In particular, our model applies to solids within a two-band approximation, in which the electrons act as Schwinger fermions. We propose to use this Floquet-assisted superradiant phase to obtain controllable optical gain for a laser-like operation.
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1 Introduction

Driven dissipative quantum systems display a plethora of intriguing phenomena, including unconventional coherent light sources and amplification mechanisms. Phenomena such as lasing without inversion \cite{1-4}, lasing with driven quantum dots \cite{5, 6} and population inversion in strongly driven two-level systems \cite{7, 8}, have been proposed or implemented to extend the conventional lasing mechanism. These examples are based on the non-equilibrium dynamics of the dissipative Rabi model, which presents a minimal example of driven quantum systems. Similarly, driven Dicke models \cite{9} exhibit rich non-equilibrium dynamics of superradiant phase transitions and unconventional lasing states \cite{10-19}. Driving the coupling in cavity-BEC setups, which can be mapped onto the dissipative Dicke model, hosts several non-equilibrium phases \cite{20-25}. Incoherently pumped Strontium transitions have been used to explore the crossover regime of superradiant lasing \cite{26, 27}. Nitrogen vacancy (NV) center spins in diamond present a similar platform that has been used to create superradiant lasers \cite{28-30}. In many-body systems, Floquet engineering aims to tune collective properties, such as band topology \cite{31-35}, with coherent driving \cite{36-38}. It has been shown that population inversion of Floquet states can occur in driven systems \cite{39-41}. Floquet theory itself presents a method to describe the effective dressed states in driven systems and their population, and is applicable to driven dissipative cavity systems \cite{42, 43}, in particular.

We present the emergence of a Floquet-assisted superradiant phase (FSP) in the dissipative Dicke model under the influence of circularly polarized driving of the two-level systems, reminiscent of the Rabi model. This superradiant phase is distinct from other recently explored dynamical phases and lasing mechanisms in the Dicke model such as the dynamical phases that emerge under parametric driving of the coupling \cite{20-25}, NV room temperature superradiant lasers \cite{28-30} and the Floquet maser realized using magnetic feedback circuits \cite{44}. The FSP presents a mechanism for light-amplification and coherent light sources in two-level systems that is induced by the driven coherences between effective dressed states and is thus not captured by semi-classical rate equations in which population inversion is impossible. We find that this mechanism originates from the effective population inversion of Floquet states that is depleted and transferred into the cavity if the cavity frequency is close to resonance with the Floquet energy difference. This photonic coherent state saturates quickly, leading to a steady state of constant magnitude with respect to the coupling strength. We analytically determine the regime of driving field strengths in which the system displays Floquet state population inversion and is therefore susceptible to the FSP. We further present an analytical prediction of the parameters at which the FSP first emerges in the limit of small coupling strengths.

This work demonstrates that despite the fact that Floquet states are effective descriptions with energies that are only defined modulo multiples of a given driving frequency, their population inversion can induce and sustain a coherent photonic state in a close-to-resonant cavity. The connection between this light-amplification mechanism in two-level systems and effective populations of Floquet states translates into solid-state systems that can be described with two bands, e.g. monolayer graphene. This suggests the possibility of coherent Floquet engineered light-amplification in solids, where the dispersion relation leads to a modification of our model in which the two-level systems are no longer equal and their collective coupling to the cavity becomes more intricate. Such a system would still be susceptible to the mechanisms that underly the FSP which we describe here.

This work is structured as follows. In section 2, we describe the Rabi-Dicke model and its dissipative mean-field description. In section 3, we present numerical results for the phase diagram of the photonic steady state which shows the FSP. We also show the photonic steady state of the FSP in frequency space as a function of the driving field strength. Further, we present analytical calculations of the Dicke superradiant transition in this model. In section
4, we extend our results to a Schwinger representation which we use to calculate two-point correlation functions and Floquet state populations. In this representation we demonstrate the population inversion of the Floquet states and its depletion in the FSP. We then present an approximation of the Floquet energies of the two-level system in the FSP from an approximate bichromatic Floquet description. In section 5, we present analytical bounds for the driving field strengths at which population inversion occurs. Additionally, we demonstrate an accurate description of the onset at which the FSP first occurs for weak coupling to the cavity. In section 6, we conclude and discuss our findings.

2 Dissipative Rabi-Dicke Model

We consider a system of $N$ identical two-level systems with level-spacing $\omega_z$ coupled to a single lossy cavity mode with frequency $\omega_c$, as schematically depicted in Fig. 1. We emphasize that the dynamical superradiant state can be realized on any set of well-defined two-level systems, including solids in a two-band approximation, see e.g. [45]. The individual two-level systems experience Rabi-like driving with frequency $\omega_d$ and effective field strength $E_d$. The Hamiltonian of this Rabi-Dicke model is

$$\frac{1}{\hbar} H = \sum_{j=1}^{N} \left[ \frac{\omega_z}{2} \sigma_z^j + \frac{E_d}{\omega_d} \left( e^{-i\omega_d t} \sigma^+_j + e^{i\omega_d t} \sigma^-_j \right) \right] + \omega_c a^\dagger a + \frac{\lambda}{\sqrt{N}} \sum_{j=1}^{N} (a + a^\dagger) \sigma^x_1, \quad (1)$$

where $\lambda$ is the coupling strength and $\sigma^x_1, \sigma^y_1, \sigma^z_1$ are the Pauli-matrices of the $j$th two-level system. It is $\sigma_z = (\sigma_x \pm i\sigma_y)/2$. $a^{(\dagger)}$ is the photon annihilation (creation) operator. This Hamiltonian, that we use as the basis for our analysis, derives from an underlying model such as

$$\frac{1}{\hbar} H_0 = \frac{\omega_z}{2} \sigma_z + \frac{\omega_x}{2\hbar \omega_d} \vec{E} \cdot \vec{d} \left( e^{-i\omega_d t} \sigma^+_x + e^{i\omega_d t} \sigma^-_x \right). \quad (2)$$

Here $\vec{E}$ is the driving field and $\vec{d}$ is the dipole moment of the transition. Our effective driving field strength relates to this case as $E_d = \frac{\omega_z}{2} \frac{\omega_c}{\omega_d} \vec{E} \vec{d} \hbar^{-1}$, where $2E_d \omega_d^{-1}$ is the Rabi frequency. As a second model that motivates the Hamiltonian $H$, we present the model

$$\frac{1}{\hbar} H_0 = \nu_F (k_x + \frac{eE}{\hbar \omega_d} \cos(\omega_d t)) \sigma_x + \nu_F (k_y + \frac{eE}{\hbar \omega_d} \sin(\omega_d t)) \sigma_y \quad (3)$$

that we used in the context of light-driven graphene [41,45]. Here $\nu_F = c/300$ is the Fermi velocity with the speed of light $c$. $e$ is the elementary charge, $E$ is the driving field strength and $k_{x,y}$ are the momentum components. Our effective driving field strength relates to this case as $E_d = ev_F Eh^{-1}$. In the following we take $\hbar = 1$.

We use a mean-field approximation of the photon dynamics via the coherent state ansatz $a = a_0 + i\alpha_0 = \langle a \rangle$, with the system separating into the two-level subsystem A and the cavity subsystem C resulting in the approximate Hamiltonian $H = \sum_j H^j_A + H^j_C$, with

$$H^j_A = \frac{\omega_z}{2} \sigma_z^j + \frac{E_d}{\omega_d} \left( e^{-i\omega_d t} \sigma^+_j + e^{i\omega_d t} \sigma^-_j \right) + \frac{\lambda}{\sqrt{N}} \sum_{j=1}^{N} (a + a^\dagger) \sigma^x_1, \quad (4)$$

$$H^j_C = \omega_c a^\dagger a + \lambda \sqrt{N} \langle \sigma_x \rangle (a + a^\dagger), \quad (5)$$

We include a cavity loss rate $\kappa$, such that the equation of motion of the photon mode is

$$\dot{a} = -(i\omega_c + \kappa) a - i\lambda \sqrt{N} \langle \sigma_x \rangle. \quad (6)$$
The Lindblad-von Neumann master equation of the two-level system is

$$\dot{\rho} = i[H, \rho] - \frac{\gamma_1}{2}(\rho - \frac{I}{2}) - \frac{\gamma_2}{2}H_A(t)e^{-i} - \frac{\gamma_3}{2}\text{Tr}(\rho H_A(t))H_A(t)e^{-i},$$

where we omit the superscript $j$, since the two-level systems are all identical, in this approximation. We describe the dissipation of the two-level system in its instantaneous eigenbasis, which has been shown to accurately describe two-band solids [45]. In particular, the Lindblad operators are $L_+ = V\sigma_z V^\dagger$, $L_- = V\sigma_z V^\dagger$ and $L_y = V\sigma_y V^\dagger$, where $V$ is the unitary transformation into the instantaneous eigenbasis of $H_A(t) = \epsilon_A(t)V\sigma_z V^\dagger$. $\epsilon_A(t)$ is the instantaneous eigenenergy of the Hamiltonian $H_A(t)$. $\gamma_\pm$ and $\gamma_z$ are the coefficients of spontaneous decay and dephasing, respectively. The equation of motion of the two-level system then takes the form (see App. A)

$$\dot{\rho} = i[H, \rho] - \gamma_1(\rho - \frac{I}{2}) - \frac{\gamma_2}{2}H_A(t)e^{-i} - \frac{\gamma_3}{2}\text{Tr}(\rho H_A(t))H_A(t)e^{-i},$$

with

$$\gamma_1 = (\gamma_+ + \gamma_+)/2 + 2\gamma_z, \quad \gamma_2 = \gamma_- - \gamma_+, \quad \gamma_3 = (\gamma_+ + \gamma_+)/2 - 2\gamma_z. \quad (9)$$

Throughout this work we use $\gamma_- + \gamma_+ = \frac{\omega_0}{100\pi}$, $\gamma_+ = \gamma_- e^{-\frac{2\gamma_0}{\kappa}} \approx 0$, $\gamma_z = \frac{\omega_0}{50\pi}$ and $\kappa = \frac{\omega_0}{\sqrt{10}}$. Due to these small values of the decay and dephasing coefficients, the Floquet states are well-resolved in frequency space. The cavity loss rate $\kappa$ is very small compared to $\omega_0$ which constitutes the 'good cavity' regime. We find that the FSP depends on dissipation and is in particular sensitive to the cavity loss rate. However, the scaling behavior with respect to dissipation is not the focus of this work. Rather, we point out the existence of a novel superradiant phase, that emerges in the presence of optical driving. For this purpose we choose a dissipative model. We note that the Lindblad master equation applied to strongly driven two-level systems with weak dissipation has been found to show some deviations from more accurate methods [46]. We understand these deviations to be small enough to not affect the central results of this paper. The specific choice of the dissipative model in the instantaneous eigenbasis is motivated by the natural dissipative environment of electrons in solids [45]. The two-level systems that we consider here can be realized as two electron states, with one electron occupying one or the other. As we describe below, these two states can be embedded in a four-level system that includes both states to be occupied or empty, within a Schwinger construction. While this is the natural Hilbert space for an electronic realization, we emphasize that the results we obtain here can be generated from the Rabi-Dicke model, i.e. Eq. 1.

### 3 Floquet-Assisted Superradiant Phase

We determine the steady state regimes of the system. For that purpose, we solve the equations of motion Eqs. 6 and 7 and find the photonic state $\alpha(t)$, which serves as the order parameter of superradiant phases. In Fig. 2 (a), we show the magnitude of $\alpha$ as a function of the driving field strength $E_d$ and the coupling strength $\lambda$, for $\omega_z = \omega_d/2$ and $\omega_z = \omega_d/4$, as an example. We note that no specific ratio between these frequencies is required. We find two phases of non-zero $|\alpha|$. The phase for small driving field strengths $E_d$ is related to the Dicke superradiant phase and approaches it for $E_d \rightarrow 0$, which is an equilibrium phenomenon. In this limit, Eq. 1 recovers the dissipative Dicke-model. To capture this state, we write the equilibrium state of the static two-level system as

$$\rho = \frac{1}{2}(I - \frac{\gamma_- - \gamma_+}{\gamma_- + \gamma_+} H_A),$$

(10)
Figure 1: An illustration of the dissipative Rabi-Dicke model (a) and a depiction of its Hamiltonian as in Eq. 1 (b). A cavity (red) contains a set of identical two-level systems (blue) which experience circularly polarized Rabi-like driving (purple). $\gamma^\pm$ and $\gamma_z$ denote the coefficients of dissipative processes in the two-level systems, i.e. spontaneous decay and dephasing. $\kappa$ is the loss rate of the cavity, which determines the coherent output of the cavity.

which solves Eq. 8. We find the corresponding photonic steady state from Eq. 6 by inserting $\dot{\alpha} = 0$ and $\langle \sigma_x \rangle = \rho_x$. It is

$$0 = -(i \omega_c + \kappa)(\alpha_r + i \alpha_i) - i \lambda \sqrt{N} \rho_x ,$$

with

$$\rho_x = -\frac{\gamma_- - \gamma_+}{\gamma_+ + \gamma_-} \frac{4\lambda \alpha_r N^{-\frac{1}{2}}}{\sqrt{\omega_z^2 + 16\lambda^2 \alpha_r^2 N^{-1}}} ,$$

which we solve to find

$$\frac{\alpha}{\sqrt{N}} = (1 + i \frac{\kappa}{\omega_c}) \sqrt{\frac{\gamma_- - \gamma_+}{\gamma_+ + \gamma_-} \frac{\lambda \omega_c}{\omega_z^2 + \omega_c^2 + \kappa^2} - \left(\frac{\omega_z}{4\lambda}\right)^2} .$$

If $\alpha$ is purely imaginary, then $\rho_x$ is zero, because of Eq. 12. This implies that the $\alpha = 0$ solution is the state of the system, based on Eq. 11. If $\alpha$ has a non-vanishing real part, i.e. $\alpha_r \neq 0$, the system is in the Dicke superradiant state. We determine the critical coupling strength $\lambda_c$ of this transition by setting the expression under the root in Eq. 13 equal to zero. It is

$$\lambda_c = \frac{1}{2} \sqrt{\frac{\gamma_- + \gamma_+ \omega_z}{\gamma_- - \gamma_+ \omega_z} (\kappa^2 + \omega_c^2)} .$$

In the case of $\kappa = 0$ and $\gamma_+ = \gamma_- e^{-\frac{\omega_z}{4\lambda}}$, this reproduces the well-known result for the critical coupling

$$\lambda_c = \frac{1}{2} \sqrt{\omega_z \omega_\kappa \coth(\frac{\omega_z}{2k_B T}) \rightarrow \frac{1}{2} \sqrt{\omega_z \omega_\kappa}} .$$

We show this transition in Fig. 2 (b) compared to the numerical solution, which show excellent agreement. Increasing $E_d$ initially maintains this transition, but increases the critical coupling.
The strength \( \lambda_c|_{E_d=0} - \lambda_c \propto E_d^2 \). For the parameters in our example it is \( \lambda_c = \frac{\omega_d}{4\sqrt{2}} \) for \( E_d = 0 \). Further, the phase is separated into two regimes by a boundary \( E_d^b \approx 0.02\omega_d^2 \) for \( \lambda > \sqrt{2}\lambda_c \). For \( E_d < E_d^b \) the phase shows similar scaling to the Dicke superradiant phase, i.e. the value of \( \alpha \) matches the case of \( E_d = 0 \). For \( E_d > E_d^b \) the system experiences heating in this part of the phase, due to the weak dissipation in the two-level systems.

For larger field strengths \( E_d \), there is a second superradiant phase, the FSP, with a non-zero photon amplitude \( |\alpha| \). The existence and properties of this non-equilibrium state is the central point of this paper. For weak coupling, i.e. \( \lambda \ll \lambda_c \), this phase emerges at the driving field strength at which the difference of Floquet quasi-energies is resonant with the cavity mode, as we discuss later. For increasing \( \lambda \), this domain broadens and gives the tongue structure in Fig. 2 (a). Within this phase, \( |\alpha| \) quickly approaches a constant value for increasing coupling strength \( \lambda \). The dashed line in Fig. 2 (a) indicates the asymptotic lower bound of the FSP.
for increasing $\lambda$. We calculate and present the driving field strengths that bound the FSP in section 5. A natural regime of realizing the FSP is given by two requirements. On the one hand, the instantaneous eigenenergy $\epsilon_A$, which is of the order of the driving frequency $\omega_d$, needs to exceed the temperature. This derives from the ratio $\gamma_2/(\gamma_1 + \gamma_3) = \tanh(\frac{\epsilon_A}{k_B T})$. On the other hand, the driving field strengths $E_d$ has to be sufficiently high to drive the system into the FSP, specifically $E_d/\omega_d^2 \approx 0.3$. For the case of graphene, see Eq. 3, for electric fields of the order of 18MV m$^{-1}$, and for temperatures of the order of 100K, this results in driving frequencies around $\omega_d \approx 2\pi \times 48$THz. Note that for very large $E_d$ beyond the point at which the Floquet bands cross, there is a further very faint phase, to be discussed elsewhere.

In Fig. 2 (c) we show the magnitude of the Fourier transform $\hat{a}(\omega)$ of the photonic steady state as a function of the driving field strength $E_d$ at $\lambda = \lambda_c$, indicated by the solid line in Fig. 2 (a). We see that the steady state of the cavity in the FSP oscillates with a frequency close to the cavity frequency $\omega_c$. This differs from the Dicke superradiant phase in which the steady state is not oscillatory. The frequency in the FSP is the effective Floquet energy difference of the two-level system, which is interacting non-linearly with the cavity mode, as we elaborate in the following section. This energy is equal to the cavity frequency $\omega_c$ at the driving field strength indicated by the vertical dotted lines, which is the same as the onset driving field strength at which the FSP emerges for small $\lambda$ in Fig. 2 (a). In Fig. 2 (d) we show the power spectrum of the photon mode $|\hat{a}(\omega)|^2 = \int |\hat{a}(\omega)|^2 d\omega$, integrated over the range of frequencies shown in Fig. 2 (c) in order to compensate for the shifting frequency of the FSP as a function of the driving field strength $E_d$. In the following section, we show that this profile of the magnitude of the order parameter is related to the depleted population inversion of the Floquet states of the two-level system.

## 4 Floquet State Population Inversion

To understand the underlying mechanism from which the FSP originates, we calculate the Floquet state population of the driven two-level system. We introduce a Schwinger representation of the two-level Hamiltonian in Eq. 4, and calculate the population in frequency space. In this representation the system is embedded into a larger system consisting of two modes $b_1$ and $b_2$. The resulting Hilbert-space is spanned by the creation operators $b_1^\dagger$ and $b_2^\dagger$ of these two modes. Note that these modes can be understood as hard-core bosons in the atomic case of the Dicke model, i.e. $b_1^2 = b_2^2 = 0$, but also as fermions in two-band models of solid-state systems, where these are the electrons, cp. [41, 45]. Our mean-field results are not affected by the specific exchange relations, bosonic or fermionic. The Pauli-matrices are written as

$$\sigma_x = b_1^\dagger b_2 + b_2^\dagger b_1, \quad \sigma_y = i(b_1^\dagger b_2 - b_2^\dagger b_1), \quad \sigma_z = b_1^\dagger b_1 - b_2^\dagger b_2. \quad (16)$$

We calculate the two-point correlation functions $\langle b_j^\dagger(t_2)b_j(t_1)\rangle$ and determine the frequency resolved population of the two-level steady state as

$$n(\omega) = \frac{1}{(\tau_2 - \tau_1)^2} \int_{\tau_1}^{\tau_2} \int_{\tau_1}^{\tau_2} \sum_{j=1}^{2} \langle b_j^\dagger(t_2)b_j(t_1)\rangle e^{-i\omega(t_2-t_1)} dt_2 dt_1, \quad (17)$$

where the time $\tau_1$ is large enough for the system to have reached a steady state and $t_2 - \tau_1$ is large enough to contain hundreds of driving periods. Note that in this calculation the operators $b_j(t_1)$ and $b_j^\dagger(t_2)$ act only on one of the $N$ atoms. For large $N$, we assume that the remaining $N-1$ atoms maintain their steady state unaltered, such that the steady state $\alpha(t)$ is also not affected by either action of $b_j(t_1)$ or $b_j^\dagger(t_2)$.
Figure 3: In panel (a) we show the Floquet state population $n(\omega)$ as a function of the driving field strength $E_d$ calculated in the Schwinger formalism. The dotted line indicates the Floquet energies $\epsilon^0_F$ for $\lambda = 0$, the solid lines indicate the approximate Floquet energies $\epsilon_F$ for $\lambda = \lambda_c$ which we obtain from Eq. 21. In panel (b) we show the effective population difference $\Delta n$ between Floquet states for $\lambda = 0$ (blue) and $\lambda = \lambda_c$ (red). The regime in which population inversion occurs also contains the FSP, which depletes the inversion. In panel (c) we show the difference $\Delta N$ between the two populations in panel (b). The dashed lines in all panels indicate the values of $E_d$ that bound the regime in which population inversion occurs, see Eqs. 25 and 26. The dotted gray lines in (b) and (c) indicate the driving field strength at which the Floquet energy difference $\Delta \epsilon^0_F$ is resonant with the cavity frequency $\omega_c$.

We show $n(\omega)$ as a function of the driving field strength $E_d$ in Fig. 3 (a) for $\lambda = \lambda_c$. We use the same values of $\omega_z = \omega_d/2$ and $\omega_c = \omega_d/4$ as for the example in Fig. 2. We see that the state of the probed two-level system is distributed across frequencies that are resonant with the Floquet energies of the system and its replicas $\pm \epsilon^0_F + m\omega_d, m \in \mathbb{Z}$. For $\lambda = 0$, and $\alpha = 0$, these Floquet energies are

$$\epsilon^0_F = \frac{\omega_d}{2} \pm \sqrt{\frac{E_d^2}{\omega_d^2} + \frac{(\omega_d - \omega_z)^2}{4}}. \quad (18)$$

In the regime of the FSP, the Floquet spectrum is modified due to the additional driving that the two-level system experiences from the interaction with the oscillating photonic steady state. We approximate that the FSP oscillates at $\omega_c = \omega_d/4$. The integer ratio of $\omega_d$ and $\omega_c$ is not required, it merely enables a two-frequency Floquet analysis. For this choice of frequencies the two-level Hamiltonian in Eq. 4 is

$$H(t) = e^{-i\omega_c t}H_{-4} + e^{-i\omega_c t}H_{-1} + H_0 + e^{i\omega_c t}H_1 + e^{i4\omega_c t}H_4, \quad (19)$$

with

$$H_0 = \frac{\omega_z}{2} \sigma_z, \quad H_{\pm 1} = \frac{\lambda|\alpha|}{\sqrt{N}} \sigma_x, \quad H_{\pm 4} = \frac{E_d}{\omega_d} \sigma_x. \quad (20)$$
The corresponding Floquet Hamiltonian is

\[
H_F = \begin{pmatrix}
\ldots & H_1 & & & & H_4 & & \\
H_{-1} & H_0 + 2\omega_c & H_1 & & & & H_4 & \\
& H_{-1} & H_0 + \omega_c & H_1 & & & & H_4 & \\
& & H_{-1} & H_0 & H_1 & & & & H_4 & \\
& & & H_{-1} & H_0 - \omega_c & H_1 & & & & H_4 & \\
& & & & H_{-1} & H_0 - 2\omega_c & H_1 & & & & H_4 & \\
& & & & & H_{-1} & & & & & & H_4 & \\
& & & & & & H_{-4} & & & & & & & \\
\end{pmatrix}.
\] (21)

It operates on the Floquet representation of the state

\[
|\psi\rangle = (\ldots, \psi_{\uparrow, (n-1)\omega_c}, \psi_{\downarrow, (n-1)\omega_c}, \psi_{\uparrow, n\omega_c}, \psi_{\downarrow, n\omega_c}, \ldots)^T.
\] (22)

Inserting the numerical steady state solutions of \(\alpha\) that we find using Eq. 6, and show in Fig. 2 (a), allows us to calculate the Floquet energies \(\varepsilon_F\) in the FSP using the Floquet Hamiltonian \(H_F\). We show these Floquet energies as a function of the driving field strength \(E_d\) in Fig. 3 (a) as gray solid lines. We see that these energies match the dominantly populated frequencies in \(n(\omega)\) of the two-level system very well. Note that slight mismatches are a consequence of the approximation that the photonic steady state oscillates with the frequency \(\omega_c\), which we made to justify the expression of \(H_F\).

We sum up the population of all Floquet replicas to calculate the effective relative population of the two-level system as

\[
\Delta n = \sum_{m=-\infty}^{\infty} \left[ \int_{(m+\frac{1}{2})\omega_d}^{(m+1)\omega_d} n(\omega)d\omega - \int_{m\omega_d}^{(m+\frac{1}{2})\omega_d} n(\omega)d\omega \right].
\] (23)

In Fig. 3 (b), we show this effective relative population \(\Delta n\) of the two-level system as a function of the driving field strength \(E_d\) for the cases of \(\lambda = 0\) and \(\lambda = \lambda_c\). We see that there is a regime in which the system experiences an effective population inversion, bracketed by the vertical dashed lines. In the case of non-zero coupling, i.e. \(\lambda = \lambda_c\), part of the population inversion is partially depleted to maintain the FSP, i.e. the non-zero steady state of the photon mode. In Fig. 2 (a), we see that the range of the FSP increases for increasing values of \(\lambda\), to approach the entire regime in which population inversion occurs. In general, the FSP regime is smaller than the inversion regime, because of the detuning of the cavity frequency \(\omega_c\) and the Floquet quasi-energy difference \(\Delta \varepsilon_F^0\).

In Fig. 3 (c), we show the depletion of the effective population inversion of the two-level system

\[
\Delta N = \Delta n|_{\lambda=0} - \Delta n|_{\lambda=\lambda_c}.
\] (24)

The behavior of \(\Delta N\) agrees very well with that of the photonic steady state that we show in Fig. 2 (d) up to an overall factor. We conclude that the photonic steady state of the FSP originates from the effective population inversion of the Floquet states which is depleted to obtain a non-zero \(\alpha\). This explains the constant scaling of the FSP with respect to \(\lambda\). In the limit of \(\lambda \to \infty\), the intensity of the photonic steady state is limited by the population inversion of the Floquet states.

5 Cavity-Resonant Floquet Energies

While the magnitude of the photon amplitude \(\alpha\) saturates quickly to a constant value with increasing \(\lambda\), here we determine the onset of the FSP for small \(\lambda\). For small \(\lambda\), the FSP emerges
Figure 4: The magnitude of the photonic steady state $\alpha$ as a function of the driving field strength $E_d$, the cavity frequency $\omega_c$ (a) and the two-level energy spacing $\omega_z$ (b). The coupling is small with $\lambda = \omega_d/24$, such that the Floquet-assisted superradiant phase (FSP) appears only close to resonance between the cavity frequency $\omega_c$ and the Floquet energy difference $\Delta \epsilon_F^0$, indicated by dot-dashed lines at $E_d^{\text{onset}}$. The gray shaded areas are regimes in which no population inversion of Floquet states occurs. They are bounded by $E_d^{\text{min}}$ and $E_d^{\text{max}}$. The dotted lines indicate the values of $\omega_c$ and $\omega_z$ of the other subfigure, respectively.

near resonance of the Floquet energy difference $\Delta \epsilon_F^0$ and the cavity frequency $\omega_c$. We therefore present the dependence of the magnitude of $\alpha$ on the cavity frequency $\omega_c$, as well as the two-level energy spacing $\omega_z$. In Fig. 4 (a) we show the magnitude of $\alpha$ as a function of the driving field strength $E_d$ and the cavity frequency $\omega_c$ at $\omega_z = \omega_d/2$ and $\lambda = \omega_d/24$. We see that the FSP emerges near resonance of $\Delta \epsilon_F^0$ and $\omega_c$ with the lower bound of $E_d$ given by the regime of the population inversion of Floquet states. For $\omega_c \to 0$, the critical coupling $\lambda_c$ decreases to values smaller than that of $\lambda$ used here, such that we see the Dicke superradiant phase for small $E_d$. For $\omega_c \to \omega_d$ we see an expected finite population in the cavity as it becomes resonant with the driving field.

We find the analytical solutions of the driven dissipative steady state for $\lambda = 0$ (See App. A) and use them to calculate the driving field strength at which population inversion occurs ($E_d^{\text{min}}$). We also calculate the driving field strengths at which the Floquet state energies cross ($E_d^{\text{max}}$) and at which the Floquet energy difference is resonant with the cavity frequency ($E_d^{\text{onset}}$). They are

$$E_d^{\text{min}} = \frac{\omega_d^2}{2} \left[ \frac{1}{4} - \left( \frac{1}{2} - \frac{\omega_z}{\omega_d} \right)^2 \right],$$  \hspace{1cm} (25)$$

$$E_d^{\text{max}} = \frac{\omega_d^2}{2} \left[ 1 - \left( \frac{1}{2} - \frac{\omega_z}{\omega_d} \right)^2 \right],$$  \hspace{1cm} (26)$$

$$E_d^{\text{onset}} = \frac{\omega_d^2}{2} \left[ \left( 1 - \frac{\omega_c}{\omega_d} \right)^2 - \left( 1 - \frac{\omega_z}{\omega_d} \right)^2 \right].$$  \hspace{1cm} (27)$$

We use the regime bound by $E_d^{\text{min}}$ and $E_d^{\text{max}}$ to estimate where Floquet state population inversion occurs and therefore the system is susceptible to the FSP $E_d^{\text{onset}}$ indicates where the FSP
first emerges for small \( \lambda \), i.e. the driving field strength at which the Floquet energy difference is resonant with the cavity frequency. In Fig. 4 (b) we show these regimes and the magnitude of \( \alpha \) as a function of the driving field strength \( E_d \) and the two-level spacing \( \omega_z \) at \( \omega_c = \omega_d/4 \) and \( \lambda = \omega_d/24 \). We see that \( E_{\text{onset}} \) correctly predicts the initial onset of the FSP for small \( \lambda \) inside the region of Floquet state population inversion.

6 Conclusion

We have demonstrated the emergence of a Floquet-assisted superradiant phase (FSP) in the dissipative Rabi-Dicke model that is directly related to the effective Floquet state population inversion of the two-level system. We propose to tune the Floquet energy difference close to resonance with the cavity, which results in the emergence of the FSP. In the FSP, the population inversion is depleted to populate a coherent photonic steady state that oscillates with a frequency that is close to the cavity frequency. This frequency is the Floquet energy difference of the effectively bichromatically driven two-level systems.

We have presented the frequency resolved state population of the two-level system, calculated in a Schwinger representation, and found that the depletion of the population inversion qualitatively agrees with the magnitude of the photon state. We have characterized the onset of the FSP with respect to the cavity frequency and the two-level energy spacing in the limit of small coupling strengths analytically. This analytical result for the regime that experiences population inversion agrees with the emergence of the FSP with an initial onset for resonant cavity frequency and Floquet energy difference.

We emphasize that the FSP is conceptually distinct from other recently discussed dynamical phases in comparable systems. For instance, the dynamical normal phase \cite{21} emerges in dissipative Dicke models with parametrically driven coupling strength and is characterized by the periodic emission of pulses with opposite phase. The Floquet maser \cite{44} presents continuous superradiance by periodically inducing spin polarization inversion in a noble gas inside a magnetic feedback circuit. This system can be expressed using an undriven Dicke-adjacent model, albeit with different coupling terms. In NV center spins in room temperature diamonds \cite{28–30} and in cold Strontium setups \cite{26, 27}, incoherent effective driving can lead to superradiant steady states for cavities that are resonant with the atomic or vacancy center spin transitions. While all of these non-equilibrium phases are captured by models related to the Dicke model, they are all substantially different from the FSP and its underlying mechanism.

The FSP presents a laser-like mechanism using population inverted Floquet states of two-level systems that are brought into resonance with a cavity mode. The model we have proposed is in particular applicable to solid-state systems coupled to a cavity, where the identical two-level systems are replaced by a momentum-dependent two-band model. The master equation approach that we utilized is well-suited for describing such materials dissipatively. In such materials, Floquet state population inversion has been observed which provides motivation to implement this mechanism, with the prospect of creating Floquet-assisted laser systems.
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A Analytical Steady State Solutions

We take a two-level Hamiltonian $H = \tilde{H}\sigma$, such that $\text{Tr}(H) = 0$. Let $V$ be the transformation into the instantaneous eigenbasis of $H$, such that $VHV^\dagger = \varepsilon \sigma_z$, where $\varepsilon$ sets the energy scale of the Hamiltonian. In general such a Hamiltonian can be written as

$$ H = \varepsilon \begin{pmatrix} \cos(\theta) & e^{-i\phi} \sin(\theta) \\ e^{i\phi} \sin(\theta) & -\cos(\theta) \end{pmatrix}, \quad (A.1) $$

such that

$$ V = e^{i\sigma_z \frac{\phi}{2}} e^{i\sigma_y \frac{3\phi}{2}}. \quad (A.2) $$

We write the Lindblad-von Neumann master equation in the original basis of $H$, but include dissipation in the instantaneous eigenbasis, such that $L_\varepsilon = V^\dagger \sigma_\varepsilon V = H\varepsilon^{-1} = \hbar$ and $L_\pm = V^\dagger \sigma_\pm V$. It is

$$ \dot{\rho} = i[\rho, H] + \sum_{i \in \{+, -, \sigma\}} \gamma_i (L_i \rho L_i^\dagger - \frac{1}{2} \{L_i^\dagger L_i, \rho\}) \quad (A.3) $$

$$ = i\varepsilon [\rho, \hbar] + \gamma_\pm (\text{Tr}(\hbar \rho) \hbar - 2(\rho - \frac{\varepsilon}{2})) + \gamma_-(\frac{1}{2} \hbar - \frac{1}{2} (\rho - \frac{\varepsilon}{2})) - \frac{1}{4} \text{Tr}(\hbar \rho \hbar \rho) \hbar + \gamma_+(\frac{1}{2} \hbar - \frac{1}{2} (\rho - \frac{\varepsilon}{2})) - \frac{1}{4} \text{Tr}(\hbar \rho \hbar \rho) \hbar, \quad (A.4) $$

with $\rho = \frac{1}{2}(\mathbb{1} + \rho \sigma)$. We simplify this to

$$ \dot{\rho}(\sigma, \hbar) = i\varepsilon [\rho, \sigma, \hbar] - \gamma_1 \rho \sigma - \gamma_2 \hbar \sigma - \gamma_3 (\hbar \rho) \hbar \sigma, \quad (A.6) $$

with

$$ \gamma_1 = (\gamma_- + \gamma_+)/2 + 2\gamma_z, \quad \gamma_2 = \gamma_- - \gamma_+, \quad \gamma_3 = (\gamma_- + \gamma_+)/2 - 2\gamma_z \quad (A.7) $$

and further

$$ \dot{\rho} = (2\varepsilon (\hbar \times \cdot) - \gamma_1 - \gamma_3 \hbar \hbar \hbar \hbar) \rho - \gamma_2 \hbar \hbar. \quad (A.8) $$

We find the steady state solution of the dissipative Rabi model by rewriting $\rho(t)$ with respect to the basis $\{\hat{h}, \hat{h}, \hat{h} \times \hat{h}\}$, such that

$$ \rho(t) = \rho_1(t) \hat{h} + \rho_2(t) \hat{h} + \rho_3(t) (\hbar \times \hat{h}), \quad (A.9) $$

$$ \rho_1(t) = \hat{\rho}(t) \hbar, \quad (A.10) $$

$$ \rho_2(t) = |\hat{h}|^2 \hat{\rho}(t) \hbar, \quad (A.11) $$

$$ \rho_3(t) = |\hat{h}|^2 \hat{\rho}(t) (\hbar \times \hat{h}). \quad (A.12) $$

Assuming that $|\hat{h}|^2$ does not depend on time, the equations of motion become

$$ \dot{\rho}_1(t) = \dot{\sigma}_1(\hat{h} \hat{\rho}) \hbar = \hat{h} \hat{\rho} + \hat{h} \dot{\rho} = |\hat{h}|^2 \rho_2 - (\gamma_1 + \gamma_3) \rho_1 - \gamma_2, \quad (A.13) $$

$$ \dot{\rho}_2(t) = |\hat{h}|^2 \dot{\sigma}_1(\hat{h} \hat{\rho}) \hbar = |\hat{h}|^2 (\hat{h} \hat{\rho} + \hat{h} \dot{\rho}) = -2\varepsilon(t) \rho_3 - \gamma_1 \rho_2 + |\hat{h}|^2 \hat{\rho}, \quad (A.14) $$

$$ \dot{\rho}_3(t) = |\hat{h}|^2 \dot{\sigma}_1((\hbar \times \hat{h}) \lambda) = 2\varepsilon(t) \rho_2 - \gamma_1 \rho_3 + |\hat{h}|^2 (\hbar \times \hat{h}) \hat{\rho}. \quad (A.15) $$
We expand the second derivative of the Hamiltonian vector $\hat{h}$ in this basis as well and find
\begin{equation}
\dot{\hat{h}}(t) = \hat{x}(\hat{h})\hat{h} + \hat{y}(\hat{h})\hat{h} + (\hat{h}(\hat{x})\hat{h})(\hat{h} \times \hat{h}), \quad (A.16)
\end{equation}
\begin{equation}
\hat{h}(t)\hat{p}(t) = \rho_1(\hat{h}\hat{h}) + \rho_2(\hat{h}\hat{h})|\hat{h}|^2 + \rho_3(\hat{h}\hat{h})|\hat{h}|^2 = -\rho_1|\hat{h}|^2 + \rho_3(\hat{h}\hat{h} \times \hat{h}), \quad (A.17)
\end{equation}
\begin{equation}
(\hat{h} \times \hat{h})(\hat{h}\hat{h})\hat{p}(t) = \rho_2((\hat{h} \times \hat{h})(\hat{h}\hat{h}))|\hat{h}|^2 + \rho_3((\hat{h} \times \hat{h})(\hat{h}\hat{h}))|\hat{h}|^2 = -\rho_2(\hat{h}\hat{h} \times \hat{h}). \quad (A.18)
\end{equation}

We then arrive at the equations of motion
\begin{equation}
\dot{\rho}_1(t) = |\hat{h}|^2\rho_2 - (\gamma_1 + \gamma_3)\rho_1 - \gamma_2, \quad (A.19)
\end{equation}
\begin{equation}
\dot{\rho}_2(t) = -2\epsilon(t)\rho_3 - \gamma_1\rho_2 - \rho_1 + \rho_3|\hat{h}|^{-2}\hat{h}(\hat{h} \times \hat{h}), \quad (A.20)
\end{equation}
\begin{equation}
\dot{\rho}_3(t) = 2\epsilon(t)\rho_2 - \gamma_1\rho_3 - \rho_2|\hat{h}|^{-2}\hat{h}(\hat{h} \times \hat{h}). \quad (A.21)
\end{equation}

In the Rabi-problem in particular it is $\hat{H} = (E_{x d}/\omega_d \sin(\omega_d t), E_{z d}/\omega_d \sin(\omega_d t), 0)^T$ and therefore
\begin{equation}
|\hat{h}|^{-2}\hat{h}(\hat{h} \times \hat{h}) = \frac{\omega_d \omega_z}{2\sqrt{E_{x d}^2/\omega_d^2 + \omega_z^2}}, \quad |\hat{h}|^2 = \frac{E_{x d}^2}{\omega_d^2 + \omega_z^2}, \quad \epsilon(t) = \sqrt{\frac{E_{x d}^2}{\omega_d^2 + \omega_z^2}/4}, \quad (A.22)
\end{equation}
which are all constant in time. We assume a periodic steady state $\rho(t) = \rho(t + 2\pi/\omega_d)$ and express the equations of motion in terms of Fourier coefficients
\begin{equation}
im\omega\rho_1^m = |\hat{h}|^2\rho_2^m - (\gamma_1 + \gamma_3)\rho_1^m - \gamma_2\delta_{m,0}, \quad (A.23)
\end{equation}
\begin{equation}
im\omega\rho_2^m = -2\epsilon(t)\rho_3^m - \gamma_1\rho_2^m - \rho_1^m + \rho_3^m|\hat{h}|^{-2}\hat{h}^2, \quad (A.24)
\end{equation}
\begin{equation}
im\omega\rho_3^m = 2\epsilon(t)\rho_2^m - \gamma_1\rho_3^m - \rho_2^m|\hat{h}|^{-2}\hat{h}^2. \quad (A.25)
\end{equation}

We find that the Fourier modes do not couple in this representation. We solve the system of equations for arbitrary $m$ and find the complete expressions for $\rho_1^m$, $\rho_2^m$ and $\rho_3^m$, fully determining the dissipative steady state
\begin{equation}
\rho_1 = C_1\omega_d^4(4E_{x d}^2\omega_d^{-2} + \omega_z^2) + C\omega_d^4(4E_{x d}^2\omega_d^{-2} + \omega_z^2)^2, \quad (A.26)
\end{equation}
\begin{equation}
\rho_2 = -C\gamma_1\omega_d^4(4E_{x d}^2\omega_d^{-2} + \omega_z^2), \quad (A.27)
\end{equation}
\begin{equation}
\rho_3 = -C\omega_d^4((4E_{x d}^2\omega_d^{-2} + \omega_z^2) - \omega_d\omega_z) \sqrt{4E_{x d}^2\omega_d^{-2} + \omega_z^2}, \quad (A.28)
\end{equation}
with the prefactor
\begin{equation}
C = \frac{-\gamma_2}{16E_{x d}^4 \Gamma + \Gamma \omega_d^6(\gamma_1^2 + (\omega_d - \omega_0)^2)^2 + 4E_{x d}^2\omega_d^2(\gamma_1^2\Gamma + \gamma_1\omega_d^2 + 2\Gamma \omega_d(-\omega_d + \omega_0))}, \quad (A.29)
\end{equation}
and $\Gamma = \gamma_1 + \gamma_3$. Expressed in the original basis, it is
\begin{equation}
\rho_1(t) = C_2E_{x d}\omega_d^{-1}((\gamma_1^2 + \omega_z^2 - \omega_d\omega_z + 4E_{x d}^2\omega_d^{-2})\cos(\omega_d t) + \gamma_1E_d\sin(\omega_d t)), \quad (A.30)
\end{equation}
\begin{equation}
\rho_2(t) = C_2E_{x d}\omega_d^{-1}((\gamma_1^2 + \omega_z^2 - \omega_d\omega_z + 4E_{x d}^2\omega_d^{-2})\cos(\omega_d t) - \gamma_1E_d\cos(\omega_d t)), \quad (A.31)
\end{equation}
\begin{equation}
\rho_3(t) = C_2((\gamma_1^2 + (\omega_d - \omega_0)^2)\omega_d - 2E_{x d}\omega_d^{-2}(\omega_d - \omega_0)), \quad (A.32)
\end{equation}
with the prefactor
\begin{equation}
C_2 = C \sqrt{4E_{x d}^2 + \omega_d^2\omega_z^2}. \quad (A.33)
\end{equation}

In Fig. 5, we show the comparison between numerical results and the analytical solutions, which match exactly.
Figure 5: A comparison between the analytical (solid lines) and numerical (dots) results of the dissipative two-level steady state components $\rho_x$ and $\rho_z$ at $t = 2\pi\omega^{-1}_d$ for $\lambda = 0$. It is $\omega_z = \omega_d/2$. The zero-crossing of $\rho_z$ matches the onset of Floquet state population inversion in Fig. 3 (b).
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