ON THE CIRCLE, GAUSSIAN MULTIPLICATIVE CHAOS AND BETA
ENSEMBLES MATCH EXACTLY
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Abstract. We identify an equality between two objects arising from different contexts
of mathematical physics: Kahane’s Gaussian Multiplicative Chaos (\(GMC^{\gamma}\)) on the circle,
and the Circular Beta Ensemble (\(C\beta E\)) from Random Matrix Theory. This is obtained
via an analysis of related random orthogonal polynomials, making the approach spectral
in nature. In order for the equality to hold, the simple relationship between coupling
constants is \(\gamma = \sqrt{\frac{2}{\beta}}\), which we establish when \(\gamma \leq 1\) or equivalently \(\beta \geq 2\). This
corresponds to the sub-critical and critical phases for \(GMC^{\gamma}\).

As a side product, we answer positively a question raised by Virág on the fractal
spectrum of a random measure constructed from the \(C\beta E\). We also give an alternative
proof of the Fyodorov-Bouchaud formula concerning the total mass of \(GMC^{\gamma}\) on the
circle. This conjecture was recently settled by Remy using Liouville conformal field theory.
We can go even further and give an explicit description of the Fourier coefficients of
the random measure \(GMC^{\gamma}\) in terms of independent Beta random variables. Furthermore,
we notice that the “spectral construction” has a few advantages. For example,
the Hausdorff dimension of the support is efficiently described for all \(\beta > 0\), thanks to
existing spectral theory. Remarkably, the critical parameter for \(GMC^{\gamma}\) corresponds to
\(\beta = 2\), where the geometry and representation theory of unitary groups lie.
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Notation

- \( \mathbb{D} := \{ z \in \mathbb{C} \mid |z| < 1 \} \) is the open unit disc, \( \partial \mathbb{D} \) denotes its boundary, which is the unit circle.
- A measure \( \nu \) on \( \partial \mathbb{D} \) induces a linear form on the space of continuous functions on the circle. Thus its evaluation against \( f \) will be denoted \( \nu(f) \).
- Equality in law between the random variables \( X \) and \( Y \) is denoted by \( X \overset{L}{=} Y \).
- The Vinogradov symbol \( \ll \) is equivalent to the \( O \) notation: \( f \ll g \iff f = O(g) \).
- Moreover, in all the computations of the article, we allow the implicit constant to depend on the parameter \( \beta \). If the implicit constant depends on other quantities, they will be indicated by subscripts: \( f \ll_x g \) means that there exists \( C \) depending only on \( x \) and \( \beta \) such that \( |f| \leq Cg \).
- All the random objects we consider in the paper are defined on a measurable space \( (\Omega, \mathcal{B}) \). When changes of probability measures are not involved, the underlying probability measure is \( \mathbb{P} \), and the symbol \( \mathbb{E} \) denotes the expectation under \( \mathbb{P} \).

1. Introduction

The relationship we are pointing out between Gaussian Multiplicative Chaos and Random Matrices Theory is best expressed in terms of the classical theory of orthogonal polynomials on the unit circle. As such, we start by recalling a few facts on the topic.

1.1. Orthogonal Polynomials on the Unit Circle (OPUC). Consider a probability measure \( \mu \) on the unit circle \( \partial \mathbb{D} \), \( \mathbb{D} \) being the unit disc. By applying the Gram-Schmidt orthogonalization procedure to monomials \( \{1, z, z^2, \ldots\} \), one obtains a sequence \( (\Phi_n)_{n \geq 0} \) of OPUC which satisfies the Szegö recurrence:

\[
(1.0.1) \quad \begin{pmatrix}
\Phi_{k+1}(z) \\
\Phi^*_k(z)
\end{pmatrix} = \begin{pmatrix}
z & -\overline{\alpha_k} \\
-\alpha_k z & 1
\end{pmatrix} \begin{pmatrix}
\Phi_k(z) \\
\Phi^*_k(z)
\end{pmatrix},
\]

where

\( \Phi^*_n(z) := z^n \overline{\Phi_n}(1/\bar{z}) \).

The Szegö recurrence is the analogue of the three term recurrence for orthogonal polynomials on the line \( \mathbb{R} \). The coefficients \( \alpha_j \) belong to the closed disc, \( \overline{\mathbb{D}} \), and are called Verblunsky coefficients. If a measure \( \mu \) determines the Verblunsky coefficients, the converse is also true (see [Sim05a, Theorem 1.7.11 p.97]):

**Theorem 1.1** (Verblunsky’s theorem). Let \( \mathcal{M}_1(\partial \mathbb{D}) \) be the simplex of probability measures on the circle, endowed with the weak topology, and let

\( \mathcal{D} := \mathbb{D}^N \sqcup (\sqcup_{n \in \mathbb{Z}_+} \mathbb{D}^n \times \partial \mathbb{D}) \)

be endowed with the topology related to the following notion of convergence: a sequence \( (A_p)_{p \geq 1} \) in \( \mathcal{D} \) converges to an element \( A_\infty = (\alpha_j)_{0 \leq j < K} \) with finitely many or infinitely many components (\( K \) finite or infinite) if and only if for all \( j < K \), the coefficient of order \( j \) of \( A_p \) is well-defined for \( p \) large enough and converges to \( \alpha_j \). Then, the map

\( \mathcal{V} : \mathcal{M}_1(\partial \mathbb{D}) \to \mathcal{D} \)

given by the sequence of Verblunsky coefficients is a homeomorphism. Atomic measures with \( n \) atoms have \( n \) Verblunsky coefficients, the last one being of modulus one, other measures have infinitely many Verblunsky coefficients.

If \( \text{Leb} \) is the Lebesgue measure on \( \partial \mathbb{D} \), then \( \mathcal{V}(\text{Leb}) = (0, 0, \ldots) \). In fact, the tangent map of the Verblunsky map, at the point \( \text{Leb} \), gives exactly the Fourier coefficients of the perturbation. Hence the Verblunsky map is inherently spectral in nature and Verblunsky coefficients can be seen as non-linear Fourier coefficients.
Now let us introduce the random matrix model of interest.

1.2. **The Circular Beta Ensemble** ($C\beta E$). For this paragraph, $\beta > 0$ plays the role of a coupling constant. Consider $n$ points on the unit circle whose probability distribution is:

\[
(C\beta E_n) \frac{1}{Z_{n,\beta}} \prod_{1 \leq k < l \leq n} |e^{i\theta_k} - e^{i\theta_l}|^\beta d\theta.
\]

For $\beta = 2$, we recognize Weyl’s integration formula for central functions on the unitary group $U(n)$. In this case the $C\beta E_n$ reduces to an ensemble known as the Circular Unitary Ensemble ($CUE_n$). It is nothing but the distribution of the eigenvalues of a Haar distributed random matrix. Naturally, the study of this case is very rich in the representation theory of unitary groups (see for example Diaconis-Shahshahani [DS94] and Bump-Gamburd [BG06]).

For general $\beta > 0$, the representation-theoretic picture is more complicated: $C\beta E_n$ is the orthogonality measure for Jack polynomials in $n$ variables (see Appendix A and the references therein). In turn, Jack polynomials are also intimately related to representation theory via rational Cherednik algebras [DG10]. Our point of view will be more direct. From the work of Killip and Nenciu [KN04], the characteristic polynomial of $C\beta E_n$ can be realized as the last term of the Szegő recurrence, whose distribution of the Verblunsky coefficients is explicitly given. More precisely, let $(\alpha_j)_{0 \leq j \leq n-2}$ and $\eta$ be independent complex random variables, such that $\eta$ is uniform on the unit circle, and for $0 \leq j \leq n-2$, $\alpha_j$ is rotationally invariant and $|\alpha_j|^2$ is a Beta random variable with parameters $1$ and $\beta_j := \frac{\beta(j+1)}{2}$:

\[
P(|\alpha_j|^2 \in dx) = \beta_j (1-x)^{\beta_j - 1} \mathbb{1}_{\{0 < x < 1\}} dx.
\]

In passing, let us record the following equalities:

\[
\mathbb{E}(|\alpha_j|^2) = \frac{1}{1 + \beta_j}
\]

and

\[
\mathbb{E}[-\log (1 - |\alpha_j|^2)] = \frac{1}{\beta_j}.
\]

Killip and Nenciu prove in [KN04, Theorem 1] and [KN04, Proposition 4.2] that

\[
\nabla^{-1} (\alpha_{n-2}, \ldots, \alpha_1, \alpha_0, \eta) = \sum_{j=1}^{n} \tilde{\pi}_j \delta_{\tilde{\theta}^{(n)}_j} (d\theta),
\]

where the weights $(\tilde{\pi}_j)_{1 \leq j \leq n}$ have a $\beta$-Dirichlet distribution and the support $(\tilde{\theta}^{(n)}_j)_{1 \leq j \leq n}$ is independently distributed according to the $C\beta E_n$ given in (1.1.1).

Moreover, thanks to [KN04, Proposition B.2], reversing the order of Verblunsky coefficients, except the last one $\eta$, changes the weights but preserves the distribution of the support.

From this property, a fruitful idea consists in using the reversed order of Verblunsky coefficients and incorporating the weights in the definition of the $C\beta E_n$. Therefore, we redefine the Circular $\beta$ Ensemble with $n$ points as the random probability measure:

\[
C\beta E_n := \nabla^{-1} (\alpha_0, \alpha_1, \ldots, \alpha_{n-2}, \eta) = \sum_{j=1}^{n} \pi_j \delta_{\tilde{\theta}^{(n)}_j} (d\theta).
\]
The support points \( \left( \varrho_j^{(n)} \right)_{1 \leq j \leq n} \) are the arguments of the zeroes of the last orthogonal polynomial \( X_n := \Phi_n^*(\alpha_0, \alpha_1, \ldots, \alpha_{n-2}, \eta) \) associated to the finite sequence of Verblunsky coefficients \( (\alpha_0, \alpha_1, \ldots, \alpha_{n-2}, \eta) \): we have

\[
X_n(z) = \prod_{j=1}^{n} (1 - z e^{i\varrho_j^{(n)}})
\]

and \( (e^{i\varrho_j^{(n)}})_{1 \leq j \leq n} \) are distributed as in (1.1.1). Nevertheless, the distribution of the weights \( (\pi_j)_{1 \leq j \leq n} \) is not known explicitly, with a tractable form.

With the definition (1.1.5), a remarkable fact is that the sequence of Verblunsky coefficients is consistent. Indeed, even if \( C\beta E_n \) and \( C\beta E_{n+1} \) have a priori no reason for living on the same probability space, it is possible to couple them in such a way that the \( n - 1 \) first Verblunsky coefficients are exactly the same. This provides a way to couple the characteristic polynomial of \( C\beta E_n \) for all values of \( n \geq 1 \): if \( (\alpha_j)_{j \geq 0} \) is an infinite sequence of independent variables whose distribution is given as above, and if \( \eta \) is an independent variable, uniform on the unit circle, then the last orthogonal polynomial given by the sequence of Verblunsky coefficients \( (\alpha_0, \ldots, \alpha_{n-2}, \eta) \) has the same law as the \( C\beta E_n \) for all \( n \geq 1 \). With this particular coupling, the Verblunsky coefficients provide a sequence of random measures indexed by \( n \), supported by the points of the \( C\beta E_n \), and tending to a limiting random measure \( \mu^\beta \), whose Verblunsky coefficients are \( (\alpha_j)_{j \geq 0} \).

In light of Verblunsky’s Theorem 1.1, this remark begs the question:

**Question 1.2.** Is there anything remarkable or canonical about the projective limit

\[
\lim_{n \to \infty} C\beta E_n := \mathbb{V}^{-1} (\alpha_0, \alpha_1, \alpha_2, \ldots) = \mu^\beta,
\]

obtained from using all Verblunsky coefficients? Does this measure arise in other circumstances?

Before discussing this question, it is worth explaining why the points \( C\beta E_n \) can be seen as quadrature points of the infinite random measure \( \lim_{n \to \infty} C\beta E_n = \mu^\beta \). Any sequence of measures, indexed by \( n \), whose \( n - 1 \) first Verblunsky coefficients match the \( n - 1 \) first elements of the sequence \( (\alpha_0, \alpha_1, \ldots) \) will converge to \( \mu^\beta \), in the topology of weak convergence. Moreover, if we assume that the Verblunsky coefficients are \( (\alpha_0, \ldots, \alpha_{n-2}, \eta) \) with \( |\eta| = 1 \), then the approximating measure is atomic, supported by \( n \) points. The general theory of orthogonal polynomials dictates that for all polynomials \( P \) of degree \( \deg P \leq n - 1 \):

\[
\int_{\partial \mathbb{D}} P \, \mu^\beta = \sum_{j=1}^{n} \pi_j P(e^{i\varrho_j^{(n)}}).
\]

In the language of approximation theory, that is exactly to say that \( (\pi_j)_{1 \leq j \leq n} \) are (random) quadrature weights and that the \( n \) of points \( C\beta E_n \) can be seen as the \( n \) (random) quadrature points for the (random) measure \( \mu^\beta = \lim_{n \to \infty} C\beta E_n \).

1.3. **The Gaussian Multiplicative Chaos (GMC\( \gamma \)).** In this paragraph, \( \gamma > 0 \) plays the role of coupling constant in an a priori different context. Define the Gaussian field on the unit disc:

\[
(1.2.1) \quad G(z) := 2 \Re \sum_{k=1}^{\infty} \frac{z^k}{\sqrt{k}} \mathcal{N}_k^\mathbb{C}
\]

where \( (\mathcal{N}_k^\mathbb{C})_{k \geq 0} \) denote i.i.d. complex Gaussian variables, such that

\[
\mathbb{E} \left[ (\mathcal{N}_k^\mathbb{C})^2 \right] = \mathbb{E} \left[ \mathcal{N}_k^\mathbb{C} \right] = 0, \quad \mathbb{E} \left[ |\mathcal{N}_k^\mathbb{C}|^2 \right] = 1.
\]
One can establish that:

- \( \text{Cov}(G(w), G(z)) = -2 \log |1 - wz| \).
- The field can be extended to the closed unit disc \( \overline{D} \) but its restriction to the circle is not a function. In fact, \( G_{|\partial D} \) is almost surely a random Schwartz distribution in \( \cap_{\varepsilon > 0} H^{-\varepsilon}(\partial D) \) where the Sobolev spaces are given for all \( s \in \mathbb{R} \) by:
  \[
  H_s(\partial D) := \left\{ f \mid \sum_{n \in \mathbb{Z}} (1 + |n|)^s |\hat{f}(n)|^2 < \infty \right\}.
  \]
- Because \( G \) is harmonic, \( G(re^{i\theta}) = (G_{|\partial D} \ast P_r)(e^{i\theta}) \) where \( \ast \) denotes convolution and \( P_r \) is the Poisson kernel.

We can define the measure

\[
(1.2.2) \quad GMC^\gamma_r(f) := \int_{\partial D} \frac{d\theta}{2\pi} f(e^{i\theta}) \exp \left( \gamma G(re^{i\theta}) - \frac{1}{2} \gamma^2 \text{Var}(G(re^{i\theta})) \right)
= \int_{\partial D} \frac{d\theta}{2\pi} f(e^{i\theta}) e^{\gamma G(re^{i\theta})} (1 - r^2)^{\gamma^2}.
\]

The Gaussian Multiplicative Chaos with coupling constant \( \gamma > 0 \) is the weak limit:

\[
(1.2.3) \quad GMC^\gamma := \lim_{r \to 1} GMC^\gamma_r.
\]

To be exact, the above limit holds in probability, upon integrating against continuous functions. The existence of such a limit for all \( \gamma > 0 \) is well-established via standard regularization techniques such as convolution or Karhunen-Loève expansions of Gaussian processes [RV14, B+17]. The literature treats higher dimensions and different geometries as well. Of course, this includes our particular case of convolution by the Poisson kernel. However, there are different regimes regarding the limit (1.2.3):

- \( \gamma < 1 \), Sub-critical phase. \( GMC^\gamma \) is a non-degenerate random measure, which can be seen from the following \( L^1 \) convergence.

**Theorem 1.3** (Theorem 1.2 in [B+17]). For all nonnegative, smooth functions \( f \), and for \( \gamma < 1 \), i.e. in the sub-critical regime:

\[
(1.3.1) \quad GMC^\gamma_r(f) \overset{r \to 1}{\longrightarrow} GMC^\gamma(f),
\]

the convergence being in probability and in \( L^1(\Omega, B, P) \).

- \( \gamma = 1 \), Critical phase. The limit in (1.2.3) is the trivial zero measure, however one can perform different normalizations in order to obtain the so-called critical GMC. A random renormalization via the so-called derivative martingale has been implemented in [DRS+14], while the Seneta-Heide renormalization has been implemented in [JS+17]. Both constructions agree [Pow18]. Moreover, Aru, Powell and Sepulveda [APS19, Section 4.1] have proven that the critical GMC can be written as the limit of the subcritical GMC when the parameter tends to 1 from below. This allows us to bootstrap the construction of the sub-critical GMC and obtain the critical GMC via the limit in probability:

\[
(1.3.1) \quad GMC^{\gamma=1} = \lim_{\gamma \to 1^-} \frac{GMC^\gamma}{1 - \gamma},
\]

when the random measures \( GMC^\gamma \) are constructed from the same field \( G \) for all values of \( \gamma \in (0, 1) \). The critical GMC is known to be non-atomic and it has been conjectured to assign full measure to a random set of Hausdorff dimension zero (see the overview section of [DRS+14]).

As a corollary of our main result (Corollary 2.4) we shall see that this latter conjecture holds, in the context of the circle.
• $\gamma > 1$, Supercritical phase. In this case, there are two constructions resulting in different measures.

A first point of view consists in noticing that the renormalization of Eq. (1.2.2) by a factor $(1 - r^2)^{\gamma^2}$ is too strong, and the limit (1.2.3) is the zero measure. One needs a different renormalization procedure so that a non-trivial limit holds. The correct normalization at the exponential scale is given by the precise asymptotic behavior of the maximum $\max_{\theta \in \mathbb{R}} G(re^{i\theta})$ as $r \to 1^-$. As such, one naturally expects the limit to be atomic, giving mass to the Gaussian field’s maxima. This was done in [MRV+16]. With such a construction, the $\gamma > 1$ regime is called the glassy phase and the transition is referred to as a freezing transition. The term “freezing” comes from the fact that the logarithm of the total mass of the measure behaves linearly in $\gamma$ because of the new renormalization. All in all, the result is that the limiting measure can be described as follows: one starts with the critical GMC, and conditionally on the corresponding random measure $GMC_{\gamma=1}$, one takes a strictly positive stable noise of scaling exponent $\frac{1}{\gamma}$ and intensity $GMC_{\gamma=1}$. In loose terms, in the supercritical regime, one only sees Dirac masses corresponding to the extrema of the underlying Gaussian field, and which are “sprinkled” on the circle with an intensity depending on the critical measure.

Another version of the supercritical Gaussian multiplicative chaos has been previously constructed in [BJRV13] by taking a subcritical GMC with coupling constant $\gamma' = \frac{1}{\gamma}$, as the intensity of a stable noise of scaling exponent $\frac{1}{\gamma}$. We use a different normalization, hence extra factors 2 in [BJRV13]. The constructed measure is named the KPZ dual measure. As explained in that paper, the name stems from the relationship to the KPZ formula and its symmetry with respect to the transform $\gamma \mapsto \frac{1}{\gamma}$. This last construction cannot be naturally recovered from a logarithmically correlated Gaussian field on the circle without adding some extra randomness, contrarily to the construction of [MRV+16] with a freezing transition. Nevertheless, the KPZ dual measure seems to have better analytic properties than the construction with a freezing transition. We will make further remarks on the topic at the end of the next section.

2. MAIN RESULT AND CONSEQUENCES

The Main Theorem of the present article provides a direct link between the a priori unrelated objects introduced in the previous section: namely, it shows that up to a suitable normalization, the random measure $\lim_{n \to \infty} C \beta E_n$ and the Gaussian multiplicative chaos of parameter $\gamma := \sqrt{\frac{2}{\beta}}$ have the same distribution in the sub-critical and the critical cases, i.e. for $\beta \geq 2$.

Notice that the construction of $\lim_{n \to \infty} C \beta E_n$ bypasses the phase transition involved in the definition of the GMC, since the description in terms of Verblunsky coefficients is uniform for all values of $\beta > 0$. However, we do not exactly know how the two random measures $C \beta E_\infty$ and $GMC_{\gamma}$ are related in the supercritical case.

The precise statement of the main result of the article is the following:

**Theorem 2.1** (Main Theorem - $GMC_{\gamma} = \lim_{n \to \infty} C \beta E_n$). For $\beta \geq 2$, let $(\alpha_j)_{j \geq 0}$ be a sequence of independent, rotationally invariant complex-valued random variables, such that $|\alpha_j|^2$ is Beta-distributed with parameters 1 and $\beta_j = \frac{\beta}{2}(j + 1)$. Let $\mu^\beta$ be the random probability measure whose Verblunsky coefficients are given by the sequence $(\alpha_j)_{j \geq 0}$, and
let
\[ C_0 := \begin{cases} 
\prod_{j=0}^{\infty} \left( 1 - |\alpha_j|^2 \right)^{-1} \left( 1 - \frac{2}{\beta(j+1)} \right) & \text{if } \beta > 2 \\
2 \left( 1 - |\alpha_0|^2 \right)^{-1} \prod_{j=1}^{\infty} \left( 1 - |\alpha_j|^2 \right)^{-1} \left( 1 - \frac{2}{\beta(j+1)} \right) & \text{if } \beta = 2.
\end{cases} \]

Then, the product of $C_0$ by the measure $\mu^\beta$ has the same law as the measure corresponding to the Gaussian multiplicative chaos $\text{GMC}^\gamma$, with parameter $\gamma = \sqrt{\frac{2}{\beta}} \leq 1$. In particular, $\mu^\beta$ has the same law as $\text{GMC}^\gamma$, renormalized into a probability measure, and the total mass of $\text{GMC}^\gamma$ has the same law as $C_0$.

**General structure of proof.** First, the result can be bootstrapped quite easily from the sub-critical phase to the critical phase by using (1.3.1). Therefore, it is enough to deal only with the sub-critical phase $\beta > 2$ ($\gamma < 1$). Let us sketch the general ideas of the proof. A finer description of the structure of the paper is given at the end of the section.

In the sub-critical phase, the main idea of the proof is the following. We consider the sequence of orthogonal polynomials $(\Phi_n^r)_{n \geq 0}$ associated to the Verblunsky coefficients $(\alpha_j)_{j \geq 0}$. A general theorem in OPUC theory, due to Bernstein and Szegö, implies that $\mu^\beta$ is the limit, when $n$ goes to infinity, of the probability measure $\mu_n^\beta$ whose density at $e^{i\theta}$ is proportional to $|\Phi_n^r(e^{i\theta})|^{-2}$. On the other hand, one can show that $(\Phi_n^r)_{n \geq 0}$ almost surely converges, uniformly on compact sets of the unit disc $\mathbb{D}$, to a limiting random holomorphic function $\Phi_\infty^r$, which is the exponential of a logarithmically correlated Gaussian field: see Proposition 3.1. From the precise form of the correlation of this field, we deduce that the regularization of the Gaussian multiplicative chaos can be written as:
\[ \text{GMC}^\gamma = \sqrt{\frac{2}{\beta}} \left( d\theta \rightarrow (1 - r^2) \frac{\beta}{2} |\Phi_\infty^r(re^{i\theta})|^{-2} d\theta. \]

To prove the Main Theorem, it is then enough to show that up to a delicate issue of renormalization, the limit of the measure $|\Phi_n^r|^{-2} d\theta$ when $n$ goes to infinity (the measure $\mu^\beta$) is the same as the limit of the measure $|\Phi_\infty^r|^{-2} d\theta$ when $r$ goes to 1 from below (the Gaussian multiplicative chaos). In other words, up to a suitable normalization, the two limits $n \rightarrow \infty$ and $r \rightarrow 1^-$ commute when we start with the measure $|\Phi_n^r|^{-2} d\theta$. One can sketch the following diagram:

\[
\begin{align*}
\mu_{n,r}^\beta(d\theta) \quad &\quad \xrightarrow{\mid \Phi_n^r(re^{i\theta})\mid^2 d\theta} \quad \mu_n^\beta(d\theta) \quad \text{GMC}^\gamma \quad \mu_r^\beta(d\theta) \\
\quad &\xrightarrow{n \rightarrow \infty} \quad \mu_n^\beta(d\theta) \xrightarrow{r \rightarrow 1^{-1}} \mu_r^\beta(d\theta) \\
&\xrightarrow{r \rightarrow 1^{-1}} \mu_r^\beta(d\theta) \quad \xrightarrow{n \rightarrow \infty} \quad \mu_n^\beta \left( 1 \div \frac{1}{C_0} \right) \text{GMC}^\gamma = \sqrt{\frac{2}{\beta}} (d\theta)
\end{align*}
\]

where the symbol $\propto$ stands for "proportional to", the multiplicative factor being a random variable. In the end, the proof boils down to tracking the exact behavior of these factors. \\

The diagram above shows in particular that the subcritical GMC is the limit of a suitable normalization of the measure $|\Phi_n^r|^{-2} d\theta$ when $n$ goes to infinity. It is reasonable to expect a similar convergence for powers of $|\Phi_n^r(e^{i\theta})|$ with more general exponents. However, the techniques of the present paper do not directly apply to this case since the result by Bernstein and Szegö crucially depends on the fact that we consider a power of exponent $-2$. It is also natural to conjecture a convergence to the GMC when $\Phi_n^r(e^{i\theta})$ is replaced by the characteristic polynomial $X_n$ of the $C\beta E_n$, since these two polynomials are very strongly related: the only difference between the two settings is that the squared modulus of the last Verblunsky coefficient $\alpha_{n-1}$ associated to $\Phi_n^r$ is distributed as a Beta random variable with parameters 1 and $\beta n/2$, whereas the last Verblunsky coefficient used...
in the construction of $X_n$ is uniform on the unit circle. This change of the last coefficient has non-trivial consequences, in particular for the behavior of the polynomial on the unit circle: for example, $X_n$ has zeros on the unit circle, whereas all zeros of $\Phi^*_n$ are outside the unit disc. Since $X_n$ has zeros on the unit circle, the measure with density $|X_n|^\alpha$ with respect to the Lebesgue measure is infinite as soon as $\alpha \leq -1$, and in particular for the exponent $\alpha = -2$ considered in the present article.

In [Web15], Webb proves that if $X_n$ is the characteristic polynomial of the CUE (i.e. $\beta = 2$), and if $\alpha \in (-1/2, \sqrt{2})$, then the random measure on the unit circle with density $|X_n(e^{i\theta})|^\alpha / E[|X_n(e^{i\theta})|^\alpha]$ converges in law to $\text{GMC}^{\alpha/2}$ when $n \to \infty$. This result has been extended to $\alpha \in [-1/2, 2)$ by Nikula, Saksman and Webb in [NSW20]. For the $C\beta E$ with general $\beta > 0$, convergence to the GMC has been proven in the subcritical phase by Lambert in [Lam21], in the case where we take the polynomial inside the unit disc, at a small mesoscopic distance $(n^{-1}(\log n)^6)$ from the unit circle. In these results, the convergence which occurs is a convergence in law: the matrix ensembles for different dimensions $n$ are a priori not defined on the same probability space, contrarily to the setting of the present article, where the polynomials $(\Phi^*_n)_{n \geq 0}$ are constructed from a single infinite sequence of Verblunsky coefficients.

So far, we believe that the equality between $\text{GMC}^\gamma$ and $C\beta E_\infty$ can be extended to the supercritical regime, possibly after suitable adjustments. We expect that the measure $\mu_\beta$ for $\beta < 2$ is closely related to the KPZ dual measure constructed in [BJRV13] for $\gamma = \sqrt{2}/\beta$, which seems to have good properties of analyticity with respect to the parameter $\gamma$. However, proving this link does not seem to be straightforward and is beyond the scope of this paper.

**Remark 2.2** (The splitting phenomenon). Just like the characteristic polynomial from $C\beta E_n$ evaluated at one point is a product of independent random variables (see [BHNY08]) so is the total mass $C_0$.

As explained in [BHNY08], the splitting phenomenon for the characteristic polynomial is the probabilistic manifestation of the product formula for the (circular) Selberg integrals. It will be apparent in the proof of the Fyodorov-Bouchaud formula (Corollary 2.5), that the splitting of the total mass is the probabilistic manifestation of another product formula, related to the $\Gamma$ function.

Before diving into technical considerations, let us provide a few corollaries.

### 2.1. The law of the Verblunsky coefficients of the GMC

The Main Theorem gives a way to construct the Gaussian multiplicative chaos from a sequence of Verblunsky coefficients. We can think of it in the reverse way:

**Corollary 2.3.** For $\gamma \leq 1$, let $(\alpha_j)_{j \geq 0}$ be the Verblunsky coefficients associated to the random probability measure obtained by dividing $\text{GMC}^\gamma$ by its total mass. Then, the random variables $(\alpha_j)_{j \geq 0}$ are independent, rotationally invariant in distribution, and $|\alpha_j|^\beta$ is distributed like a Beta variable of parameters $1$ and $\frac{\beta(j+1)}{2}$, for $\beta = \frac{2}{\gamma}$. Moreover, the total mass of $\text{GMC}^\gamma$ is given by the formula defining $C_0$ in the Main Theorem.

**Proof.** The joint law of total mass and the Verblunsky coefficients associated to $\text{GMC}^\gamma$ is uniquely determined by the law of this measure, and then it is the same for any other random measure with the same distribution.

In particular, it is the same for the measure $C_0\mu^\beta$ considered in the Main Theorem. Now, by construction, $C_0\mu^\beta$ has Verblunsky coefficients with the desired distribution and its total mass is $C_0$. $\square$
2.2. **Coupling the $C\beta E$ for different $\beta$.** The different measures $GMC^\gamma$ for different $\gamma > 0$ naturally live on the same probability space, as limits of measures built from the Gaussian field $G$. From the previous corollary, dividing these measures by their total mass gives a coupling of the measures $C\beta E_\infty$ for $\beta \geq 2$ - and therefore a coupling of their Verblunsky coefficients. Introducing an independent uniform variable $\eta$ on the unit circle gives a way to deduce a coupling of $C\beta E_n$ for all $n \geq 1$ and all $\beta \geq 2$.

2.3. **Hausdorff dimension of the support.** At first, the description of Hausdorff dimension of spectral measures for random Schrödinger operators was investigated by Kiselev, Last and Simon in [KLS98]. The adaptation to OPUC was made in the book by Simon [Sim05b, Chapter 12].

**Corollary 2.4.** The Hausdorff dimension of the support of $\mu^\beta = C\beta E_\infty$ is given as follows:

- If $\beta > 2$ (sub-critical), then $\dim_H \text{supp}(\mu^\beta) = 1 - \frac{2}{\beta}$.
- If $\beta = 2$ (critical), then $\dim_H \text{supp}(\mu^\beta) = 0$ and $\mu^\beta$ is non-atomic.
- If $\beta < 2$ (super-critical), then $\mu^\beta$ is atomic.

Since for $\beta \geq 2$, $\gamma = \sqrt{2/\beta}$, $\mu^\beta$ has the same law as $GMC^\gamma$ up to normalization, one deduces:

- If $\gamma \in (0, 1)$ (sub-critical), then $\dim_H \text{supp}(GMC^\gamma) = 1 - \gamma^2$.
- If $\gamma = 1$ (critical), then $\dim_H \text{supp}(GMC^\gamma) = 0$ and $GMC^\gamma$ is non-atomic.

**Proof.** Apply [Sim05b, Theorem 12.7.7]. Notice that because our Verblunsky coefficients $(\alpha_j(\mu^\beta); j \in \mathbb{N})$ are rotation invariant, the Alexandrov measures $(\mu^\beta_\lambda; \lambda \in \partial \mathbb{D})$ are in fact all the same in law. Therefore the conclusion of that theorem, holding for almost every $\lambda$, is true for the measure $\lim C\beta E_n$.

Let us mention that [Sim05b, Theorem 12.7.7] depends on the previous [Sim05b, Theorem 12.7.2], whose hypotheses do not exactly match ours. Nevertheless the proofs carry verbatim.

In Corollary 2.4, the statement on the subcritical GMC has already been proven by different methods (see [RV14]), and the statement on the critical GMC has been conjectured in [DRS+14]. In the supercritical phase $\gamma > 1$, the ”freezing” construction of $GMC^\gamma$ given in [MRV+16], and the ”KPZ dual” construction given in [BJRV13] both provide atomic measures, in agreement with the behavior of $\mu^\beta$ for $\gamma = \sqrt{2/\beta}$. It is also worth mentioning that a similar analysis for Gaussian ensembles has been tried in [BFS07].

2.4. **The Fyodorov-Bouchaud formula and beyond.** The Main Theorem allows us to easily deduce the distribution of the total mass of the chaos, which has been conjectured by Fyodorov and Bouchaud [FB08], and recently proven by Remy [Rem20], using the partial differential equations satisfied by correlation functions in Liouville conformal field theory: the conformal field theory on the hyperbolic disc uses the GMC as an ingredient.

Moreover, our approach allows to explicitly write the Fourier coefficients of the random measure $GMC^\gamma$, in terms of the Verblunsky coefficients $(\alpha_j)_{j \geq 0}$, whose joint distribution is explicitly known. The following result holds:

**Corollary 2.5.** In the sub-critical phase and critical phases ($\gamma \leq 1$):

$$GMC^\gamma(\partial \mathbb{D}) \overset{d}{=} K_\gamma e^{-\gamma^2},$$
where \( \text{GMC}^\gamma (\partial \mathbb{D}) \) denotes the total mass of the \( \text{GMC}^\gamma \), \( e \) is a standard exponential random variable, and \( K_\gamma \) is an explicit constant:

\[
K_\gamma := \begin{cases} 
\Gamma(1 - \gamma^2)^{-1} & \text{if } \gamma < 1, \\
2 & \text{if } \gamma = 1.
\end{cases}
\]

Moreover, if for \( n \geq 1 \),

\[
C_n := \int_0^{2\pi} \text{GMC}^\gamma (e^{i\theta}) e^{-ni\theta} \frac{d\theta}{2\pi}
\]

and

\[
\epsilon_n := \frac{C_n}{\text{GMC}^\gamma (\partial \mathbb{D})},
\]

then

\[
c_n = \alpha_{n-1} \prod_{j=0}^{n-2} (1 - |\alpha_j|^2) + V^{(n-1)}(\alpha_0, \ldots, \alpha_{n-2}, \alpha_0, \ldots, \alpha_{n-2})
\]

where \((\alpha_j)_{j \geq 0}\) are the Verblunsky coefficients associated to the measure \( \text{GMC}^\gamma \) and \( V^{(n-1)} \) is an explicitly computable polynomial with integer coefficients. In particular:

\[
\begin{align*}
\epsilon_1 &= \alpha_0, \\
\epsilon_2 &= \alpha_0^2 + \alpha_1 (1 - |\alpha_0|^2), \\
\epsilon_3 &= (\alpha_0 - \alpha_1 \alpha_0)[\alpha_0^2 + \alpha_1 (1 - |\alpha_0|^2)] + \alpha_1 \alpha_0 + \alpha_2 (1 - |\alpha_0|^2) (1 - |\alpha_1|^2).
\end{align*}
\]

Since the joint law of \((\alpha_j)_{j \geq 0}\) is known, these formulas, together with the formula of Theorem 2.1 giving the total mass of \( \text{GMC}^\gamma \) in function of \((\alpha_j)_{j \geq 0}\), uniquely determine the joint law of the Fourier coefficients \((\epsilon_n)_{n \geq 1}\) and \((C_n)_{n \geq 1}\).

**Proof.** In the case \( \gamma < 1 \), pick a \( z \in \mathbb{C} \), with \( \Re(z) \leq 0 \). From Theorem 2.1:

\[
\mathbb{E}(\text{GMC}^\gamma (\partial \mathbb{D})^z) = \prod_{j=0}^{\infty} \left( 1 - \frac{2}{\beta(j + 1)} \right)^z \mathbb{E}\left((1 - |\alpha_j|^2)^{-z}\right) = \prod_{j=0}^{\infty} \left( 1 - \frac{2}{\beta(j + 1)} \right)^z \frac{\beta_j}{\beta_j - z}
\]

\[
= \prod_{j=0}^{\infty} \left( 1 + \frac{1}{(j + 1)} \right)^{-\frac{2z}{\beta}} \left( 1 - \frac{2z}{\beta(j + 1)} \right)^{-1} = \Gamma\left(1 - \frac{2z}{\beta}\right) \Gamma\left(1 - \frac{\beta}{\beta}\right)^z.
\]

where on the last line, we used the Weierstrass product formula for the Gamma function. One recognizes that the \( \Gamma \) function is the Mellin transform of an exponential, which gives the desired result for \( \gamma < 1 \).

The case \( \gamma = 1 \) is handled by taking the limit \( \gamma \to 1^- \) as in (1.3.1):

\[
\text{GMC}^{\gamma=1} (\partial \mathbb{D}) \overset{d}{=} \lim_{\gamma \to 1^-} \frac{K_\gamma}{1 - \gamma} \text{e}^{-\gamma^2}.
\]

The constant \( K_\gamma \) vanishes at \( \gamma = 1 \) and absorbs the renormalization:

\[
\frac{K_\gamma}{1 - \gamma} = \frac{1}{(1 - \gamma)\Gamma(1 - \gamma^2)} = \frac{1 + \gamma}{\Gamma(2 - \gamma^2)} \xrightarrow{\gamma \to 1^-} 2.
\]
This provides the distribution of $\text{GMC}_\gamma^\rho (\partial \mathbb{D})$. The expression giving $c_n$ is a consequence of general theory of OPUC: see [Sim05a, Theorem 1.5.5 p.60]), and [Sim05a], formulas (1.3.51), (1.3.52), (1.3.53).

It is possible to compute, when they exist, moments of the Fourier coefficients, i.e. the expectation of products of some powers of the $c_n$’s, their conjugates, and a power of the total mass of the chaos. For example, it is not difficult (but not obvious) to deduce Conjecture 1 of [Rem20] from our Main Theorem. Similarly, we get immediately

$$\mathbb{E} [|c_1|^2] = \frac{1}{1 + \frac{1}{2} \beta} = \frac{\gamma^2}{1 + \gamma^2}$$

where $\gamma = \sqrt{\frac{2}{\beta}}$, which is consistent to the computation of the Edwards-Anderson’s order parameter in the circular model of the $\frac{1}{\beta}$ noise: see formula (7) of [CD16]. One can also recover formula (42) of [CD16] when $\gamma \leq 1$.

2.5. Further remarks.

On the supercritical phase: For all $\beta > 0$, with the notation of the Main Theorem, one can define the random measure $C^\beta_0$, where

$$C^\beta_0 = \prod_{j=0}^{\infty} (1 - |\alpha_j|^2)^{-1} e^{-\frac{1}{\beta_0 + \bar{n}}}.$$ 

The paper shows that in the subcritical and the critical cases ($\beta \geq 2$), this measure has the same law as the Gaussian multiplicative chaos, times a deterministic constant depending only on $\beta$. Nevertheless, in the supercritical phase ($\beta < 2$), the measure $C^\beta_0$ is still well-defined, and gives a new way to construct a supercritical Gaussian multiplicative chaos.

It is natural to ask how this construction can be compared to the very different constructions given in [BJRV13] and [MRV+16], which we described in the introduction (Subsection 1.3). Since the quantities involved in the definition of $C^\beta_0$ are analytic in $\beta$, it is very unlikely that our construction gives the freezing transition appearing in [MRV+16]. Therefore, we conjecture that $C^\beta_0$ is strongly related to the KPZ dual measure of [BJRV13]: the two random measures may have the same law, up to a multiplicative constant. As a corroborating evidence is the fact that the laws of the total masses agree. This is done as follows.

By Proposition 6 of [BJRV13], we have, for $\gamma > 1$ and $0 \leq \rho < 1/\gamma^2$, with obvious notation:

$$\mathbb{E} [\text{GMC}^{\gamma,\text{BJRV}} (\partial \mathbb{D})^\rho] = \frac{\Gamma(1 - \rho \gamma^2)\Gamma(1 - \gamma^{-2}\rho \gamma^2)}{\Gamma(1 - \rho)\gamma^{-2\rho \gamma^2}} \mathbb{E} [\text{GMC}^{1/\gamma,\text{BJRV}} (\partial \mathbb{D})^{\rho \gamma^2}],$$

and, using the Fyodorov-Bouchaud conjecture proved by Remy in [Rem20] and in a different way in the present article, we obtain:

$$\mathbb{E} [\text{GMC}^{\gamma,\text{BJRV}} (\partial \mathbb{D})^\rho] = \kappa_\gamma^\rho \Gamma(1 - \rho \gamma^2)$$

for some $\kappa_\gamma > 0$ depending only on $\gamma$. Hence, the total mass $\text{GMC}^{\gamma,\text{BJRV}} (\partial \mathbb{D})$ is the power $-\gamma^2$ of an exponential variable, as the total mass $C^\beta_0$ of the measure $C^\beta_0$.

If one considers the construction of [MRV+16], it is seen from the freezing transition that the total mass of the supercritical chaos is not anymore the power $-\gamma^2$ of an exponential random variable.
On relating the GMC and Random Matrix Theory: To the best of the authors’ knowledge, the first hints that there should be a relationship between Gaussian multiplicative cascades and Random Matrix Theory have first appeared in the paper [BFS07] and then Virág’s ICM Proceeding of Seoul 2014 [Vir14]. In both of these references, the focus is on multiplicative cascades on the real line and on tridiagonal models for the $G\beta E$ (Gaussian $\beta$ Ensembles). The point of view is very similar to ours since the relationship is probed through orthogonal polynomials, and of course, we expect similar results to hold in the context of the real line. A key ingredient would be the Bernstein-Szegö type measure.

Nevertheless, the Main Theorem 2.1 is remarkable, as it says that in the case of the circle, the relationship is much stronger than initially expected. For example, the questions 1 and 2 raised by Virág [Vir14], in our context, would ask whether $GMC^\gamma$ and $\lim_{\leftarrow} C\beta E_n$ are similar at the level of fractal spectra. The fractal spectrum of a random measure on the circle is determined by the behavior of the number of arcs of the form $e^{2\pi i [k,k+1]/m}$, $k \in \{0,1,\ldots,m-1\}$, whose measure is larger than $m^{-\alpha}$ for a given $\alpha \in \mathbb{R}$, and by the behavior of the sum of the $q$-th power of the measure of these arcs, for a given $q \in \mathbb{R}$, when $m \to \infty$: see [Fal04, Chapter 17] for a more detailed discussion. The answer to Virág’s question, and more generally, to any question asking if $GMC^\gamma$ and $\lim_{\leftarrow} C\beta E_n$ enjoy similar properties, is positive, since we prove that $GMC^\gamma$ and $\lim_{\leftarrow} C\beta E_n$ are in fact the same object.

In fact, one could wonder in which sense the $C\beta E_n$ is a regularization of $GMC^\gamma$. As explained in Appendix A, from the works of Macdonald, Random Matrix Theory is a very peculiar regularization of a Gaussian space at the level of symmetric functions. This regularization is of course very different from convolution, which is the standard process in order to construct the GMC (Theorem 1.3), hence the difficulty of proving $\lim_{\leftarrow} C\beta E_n = GMC^\gamma$. This difficulty is further exemplified by the following. Relating an approximation via finitely many Verblunsky coefficients and an approximation via convolution is present in the literature in the form of Golinskii-Ibragimov (GI) measures (See [Sim05a, Section 6.1]), however one cannot apply any of the general approximation theorems that are available. Most of the results in [Sim05a] treat only regular measures by assuming the existence of densities or via the Szegö condition, which is a finite entropy condition for the Lebesgue measure relative to the measure of interest. And the GMC is very far from that.

Finally, in the same way that the GMC plays an important role in understanding the extrema of log-correlated fields, it is certainly desirable to relate the current paper to our previous work [CMN18] investigating the extrema of the characteristic polynomial of the $C\beta E$ field.

Relation to conformal field theories: The GMC plays a key role in the recent mathematical progress [KRV20, GKRV24, GKRV21] for understanding Liouville Conformal Field Theory (CFT). In particular, one could ponder about the relationship of our Theorem 2.1 to these aforementioned results. On the one hand, since we establish an exact relationship between GMC and Beta ensembles, we argue this is an instance of the integrability of Liouville CFT, in the same fashion that the celebrated DOZZ formula [KRV20] is exact. More interestingly, the GMC on the circle is the central object for the conformal bootstrap in [GKRV24, GKRV21]. Notice that our log-correlated field $G$ in Eq. (1.2.1) appears in [GKRV24, Eq. (3.1-3.4)]. And $GMC^\gamma$ is the steady-state of the dynamic on annuli which allows to glue Liouville amplitudes according to Segal’s axioms [GKRV21, Section 6].

2.6. Structure of the paper. In Section 3, we show the convergence of $\Psi_n^*$ towards the exponential of a logarithmically correlated field inside the unit disc, and we provide a bound on the moments of $|\Psi_n^*(z)|$ when $z \in \mathbb{D}$. This is a consequence of a general result
on OPUC, which can be of interest beyond our study of $C\beta E$. The setting is that of rotationally invariant Verblunsky coefficients with mild decay.

In Section 4, we begin the proof of the Main Theorem 2.1. In fact, we made the choice of factoring the proof of Theorem 2.1, so that a first part can be presented as quickly as possible. This section gives all the required arguments for a complete proof modulo two Lemmas whose proofs are postponed for later. These are Lemma 4.1 and Lemma 4.2, which motivate the next two sections.

In Section 5, we define and estimate some quantities, and consider a new probability distribution, in order to study the behavior of the polynomials $\Phi^*_{\infty}$ near the unit circle.

In Section 6, we prove the convergence of some discrete stochastic process towards the solution of a suitable stochastic differential equation. This inhomogeneous SDE is rather ill-behaved and its analysis is a key ingredient in proving Lemma 4.2.

Finally, Section 7 gives the missing proofs of Lemmas 4.1 and 4.2 and thus concludes the proof of the Main Theorem 2.1.

3. Orthogonal polynomials and Gaussian field inside the disc

We consider the following Gaussian random holomorphic function $G^C$, defined on the unit disc by

$$G^C(z) := \sum_{k=1}^{\infty} \frac{z^k}{\sqrt{k}} N^C_k,$$

where $(N^C_k)_{k \geq 1}$ are i.i.d. complex Gaussian variables, such that

$$E[N^C_k] = E[(N^C_k)^2] = 0, \quad E[|N^C_k|^2] = 1.$$

The function $G^C$ itself is complex Gaussian and centered, the covariance structure being given by

$$E[G^C(w)G^C(z)] = 0, \quad E[G^C(w)\overline{G^C(z)}] = -\log(1 - w\overline{z}).$$

From this covariance structure, we deduce that the field

$$G(z) := 2\Re(G^C(z)) = G^C(z) + \overline{G^C(z)}$$

is real-valued, centered and Gaussian, with covariance

$$E[G(w)G(z)] = -\log(1 - w\overline{z}) - \log(1 - \overline{w}z) = -2\log|1 - w\overline{z}|.$$

Recall that the Gaussian multiplicative chaos of parameter $\gamma < 1$ can then be constructed by considering the measure defined in (1.2.2) and letting $r \to 1^-$. We have the following result:

Proposition 3.1. For $\beta > 2$, let $(\alpha_j)_{j \geq 0}$ be distributed as in Theorem 2.1, and let $(\Phi^*_n)_{n \geq 0}$ be the corresponding sequence of OPUC. By general theory (see [Sim05a, Theorem 1.7.1 p.90]), these polynomials are equal to 1 at 0 and do not vanish on the unit disc. Hence, for any $n \geq 0$, there exists a unique continuous function from the unit disc to the complex plane, vanishing at zero, and whose exponential is equal to $\Phi^*_n$: let us denote this function by $\log \Phi^*_n$. Then, almost surely, $(\log \Phi^*_n)_{n \geq 1}$ converges to a limit $\log \Phi^*_\infty$, uniformly on compact sets of the unit disc. Moreover, this limit has the same distribution as the Gaussian field $\gamma G^C$ for $\gamma = \sqrt{\frac{2}{\beta}}$: Consequently, the random measure

$$\lim_{r \to 1^-} (1 - r^2)^{\frac{\beta}{2}} |\Phi^*_\infty(re^{i\theta})|^{-2} \frac{d\theta}{2\pi}$$

exists and has the same distribution as $GMC^\gamma$, and then Theorem 2.1 is proven if we show that $C_0\mu^\beta$ coincides with this random measure.
Moreover, we have the following bound on the moments of $\Phi^*_n$:

$$
\forall z \in \mathbb{D}, \forall p \in \mathbb{R}, \forall n \in \mathbb{Z}_+, \quad \mathbb{E}(|\Phi^*_n(z)|^p) \leq (1 - |z|^2)^{-\frac{p}{2\beta}}.
$$

Let us introduce the filtration:

$$
\mathbb{F} := (\mathcal{F}_n := \sigma(\alpha_0, \alpha_1, \ldots, \alpha_{n-1}) ; n \in \mathbb{Z}_+) .
$$

(3.1.1)

Throughout the paper, the following martingale structure is crucial. We have, by the Szegö recursion:

$$
\Phi^*_{n+1}(z) = \Phi^*_n(z) (1 - \alpha_n Q_n(z))
$$

where

$$
Q_n(z) := \frac{\Phi_n(z)}{\Phi^*_n(z)}.
$$

From [Sim05a, Corollary 1.7.2 p.90], $Q_n < 1$ inside the unit disc, and then we can write on $\mathbb{D}$:

$$
\log \Phi^*_{n+1}(z) = \log \Phi^*_n(z) + \log(1 - \alpha_n Q_n(z)),
$$

where we take the principal branch of the logarithm in the last term of the equality: we then have, for $n \geq 0$,

$$
\log \Phi^*_n(z) = \sum_{j=0}^{n-1} \log(1 - \alpha_j Q_j(n)).
$$

Notice that this formula could have been used as a definition of $\log \Phi^*_n$.

From the fact that $Q_n$ is $\mathcal{F}_n$-measurable, $|\log(1 - |\alpha_n|)|$ is integrable, $\alpha_n$ is rotationally invariant and independent of $\mathcal{F}_n$, we deduce that $(\log \Phi^*_n(z))_{n \geq 0}$ is a $\mathbb{F}$-martingale, for all $z \in \mathbb{D}$.

**Proof of Proposition 3.1.** We claim that, almost surely, $(\log \Phi^*_n)_{n \in \mathbb{N}}$ converges uniformly on compact sets of $\mathbb{D}$. Moreover, $\Re \log \Phi^*_n(z)$ and $\Im \log \Phi^*_n(z)$ have exponential moments of all orders (positive and negative), uniformly bounded in $n$ when the order and $z \in \mathbb{D}$ are fixed. A fortiori we have also uniform bounds for usual moments ($|x|^p \leq p!(e^x + e^{-x})$ for all $x \in \mathbb{R}$). This is true by virtue of a general convergence result, Proposition 3.6, which we shall prove in the next subsections. The only required hypothesis is (3.6.1) and it is implied by:

**Lemma 3.2.** For all $k > 2$ and $\sigma \geq 0$:

$$
\mathbb{E} \left( e^{\sigma \sum_{j \geq 0} |\alpha_j|^k} \right) < \infty .
$$

**Proof.** Using the independence of the $\alpha_j$’s, their explicit density and then an integration by parts:

$$
\mathbb{E} \left( e^{\sigma \sum_{j \geq 0} |\alpha_j|^k} \right) = \prod_{j=0}^{\infty} \mathbb{E} \left( e^{\sigma |\alpha_j|^k} \right)
$$

$$
= \prod_{j=0}^{\infty} \left( \beta_j \int_0^1 dx \ e^{\sigma x^{k/2}} (1 - x)^{\beta_j - 1} \right)
$$

$$
= \prod_{j=0}^{\infty} \left( 1 + \frac{1}{2} k \sigma \int_0^1 dx \ e^{\sigma x^{k/2}} x^{k/2 - 1} (1 - x)^{\beta_j} \right)
$$

$$
\leq \prod_{j=0}^{\infty} \left( 1 + \frac{1}{2} k \sigma e^{\sigma} \int_0^1 dx \ x^{k/2 - 1} (1 - x)^{\beta_j} \right)
$$
where $f$ is an independent uniform random variable on the unit circle. We deduce that
\[
\log \Phi^* \sim \frac{\Gamma(\beta_j + 1)}{\Gamma(\beta_j + \frac{k}{2} + 1)} \ll \beta_j^{-\frac{1}{2}k} \ll j^{-\frac{1}{2}k}.
\]
\[\square\]

Let us now identify the law of the limit of $\log \Phi_n^*$. By the ratio asymptotics [Sim05a, Theorem 1.7.4 p.91], as $\alpha_n \xrightarrow{n \to \infty} 0$, we have a.s.
\[
\lim_{n \to \infty} \frac{\Phi_n(z)}{\Phi_n^*(z)} = 0,
\]
uniformly in the interior of the unit disc $\mathbb{D}$. On the other hand, from results by Killip and Nenciu [KN04], we deduce that if $\log X_n$ is the logarithm of the characteristic polynomial corresponding to the $C \beta E$, defined as follows:
\[
\log X_n(z) := \sum_{\lambda \in C \beta E_n} \log(1 - \lambda z),
\]
then we have the equality in law:
\[
(\log X_n(z) ; z \in \mathbb{D}) = \left( \log \Phi_n^*(z) + \log \left( 1 - z \eta \frac{\Phi_n(z)}{\Phi_n^*(z)} \right) ; z \in \mathbb{D} \right)
\]
where $\eta$ is an independent uniform random variable on the unit circle. We deduce that $\log X_n$ converges in law to $\log \Phi^*_\infty$ when $n$ goes to infinity, for the topology of uniform convergence on compact sets in $\mathbb{D}$. In particular, since the Taylor coefficients at zero of $\log X_n$ can be written as contour integrals involving $\log X_n$ on a small circle centered at 0, their finite dimensional joint distributions tend to the corresponding distributions for $\log \Phi^*_\infty$.

Now, thanks to the result of Jiang and Matsumoto [JM15], the joint distribution, for finitely many given values of $k \geq 1$, of the sum of the $k$-th powers of the zeros of $X_n$, tends to the joint distribution of the corresponding independent complex Gaussian variables $\sqrt{\frac{2k}{\beta}} \mathcal{N}_k^C$. We provide an independent proof of this fact in Appendix A. Although not quantitative, this independent proof has the advantage of showing why $C \beta E$ is inherently a regularization of a Gaussian space at the level of symmetric functions $^1$. Using the standard expansion of the logarithm, the Taylor coefficients of $\log X_n$ tend, in the sense of finite dimensional marginals, to independent Gaussians $\sqrt{\frac{2k}{\beta}} \mathcal{N}_k^C$. Hence, the Taylor coefficients of $\log \Phi^*_\infty$ have the same joint distribution as these variables, which shows that $\log \Phi^*_\infty$ has the same law as $\gamma C^C$.

It remains to check the bounds on moments. For that, we observe that for $z \in \mathbb{D}$, $p \in \mathbb{R}$, $t_n(z)^p, n \geq 0$ is a submartingale, since it is the image of the martingale $(\mathbb{R} \log \Phi^*_n(z))_{n \geq 1}$ by the convex function $x \mapsto e^{px}$. From the bound on the exponential moments of $\mathbb{R} \log \Phi^*_n(z)$, we deduce that $(|\Phi_n^*(z)|^p)_{n \geq 0}$ is bounded in $L^2$, and then, by Doob’s submartingale inequality, $\sup_{n \geq 0} |\Phi_n^*(z)|^p$ is in $L^2$, and a fortiori in $L^1$. By dominated convergence, we deduce, since $\Phi_n^*(z)$ converges a.s. to $\Phi^*_\infty(z)$, that
\[
\mathbb{E}(|\Phi^*_\infty(z)|^p) = \lim_{n \to \infty} \mathbb{E}(|\Phi_n^*(z)|^p).
\]

\[\text{1This proof was in fact known to some specialists, like Philippe Biane}\]
Since $(|\Phi_n^*(z)|^p)_{n \geq 0}$ is a submartingale, the last limit is increasing, and then for any $n$, \( \mathbb{E}[|\Phi_n^*(z)|^p] \leq \mathbb{E}[|\Phi_\infty^*(z)|^p] = \mathbb{E}[e^{p\mathbb{R}(G^\alpha(z))}] = \mathbb{E}[e^{z^2/2}] = (1 - |z|^2)^{-\frac{z^2}{2}}. \)

The proof of the proposition is complete, modulo the convergence result stated in Proposition 3.6. We chose to treat it separately because the technology developed in the next two subsections actually holds beyond the $C\beta E$, for large classes of orthogonal polynomials. 

The identity in law between $\log \Phi_\infty^*$ and $\gamma G^\alpha$, and then between $\Phi_\infty^*$ and $e^{\gamma G^\alpha}$, implies identities in law between functions of Gaussian variables and functions of the Verblunsky coefficients. Indeed, using Szegö recursion (written in a matricial way), we can write the coefficients of the polynomial $\Phi_\infty^*$ as polynomials in the Verblunsky coefficients $\alpha_0, \ldots, \alpha_{n-1}$ and their conjugates. Passing to the limit, we deduce an expression of the Taylor coefficients of $\Phi_\infty^*$ as limits of infinite series involving all the Verblunsky coefficients and their conjugates. On the other hand, the Taylor coefficients of $e^{\gamma G^\alpha}$ can be written as polynomials in the Gaussian variables $\mathcal{N}_k$. Identifying the two expressions gives the following result ($\mathcal{S}C_n$, representing the coefficient in $z^n$):

**Corollary 3.3.** For $N, n \geq 0$, let $\Pi_{n,N}$ be the set of sequences $(\pi_j)_{j \geq 0}$ such that $\pi_j = 1$ for $n$ values of $j$, all smaller than or equal to $N$, and $\pi_j = 2$ for all the other values of $j$, and let

$$SC_{n,N} := \sum_{\pi \in \Pi_{n,N}} \prod_{j, \pi_j j+1 = 12} [-\alpha_j] \prod_{j, \pi_j j+1 = 21} [-\overline{\alpha_j}]$$

Then, $SC_{n,N}$ a.s. tends to a limit $SC_n$ when $N$ goes to infinity, and this limit can be expressed in terms of i.i.d Gaussians $\mathcal{N}_k$ as:

$$SC_n = \sum_{(m_k)_{k \geq 1}, \sum_{k \geq 1} m_k = n \geq 1} \prod_{k \geq 1} (\frac{\mathcal{N}_k}{m_k})^{m_k} \left( \frac{2}{\beta} \right)^{\frac{1}{2} m_k}.$$ 

In particular, for $n = 1$, we deduce the following non-trivial identity in law

$$\sqrt{\frac{2}{\beta}} \mathcal{N}_1^\alpha = \sum_{j = -1}^{\infty} \overline{\alpha_j} \alpha_{j+1},$$

the series being a.s. (not absolutely) convergent. In the above sum, by convention $\alpha_{-1} = -1$. This convention is consistent with the book [Sim05a] and shall be used throughout the paper.

From the corollary, we can deduce an expression of the Gaussian variables $\mathcal{N}_k^\alpha$ themselves in terms of the $\alpha_j$. A more direct way to get this expression is to use the CMV matrices (from Cantero, Moral, and Velazquez [CMV03], see also [Sim05a, Section 4.2]). One can show that the characteristic polynomial corresponding to the $C\beta E$ of order $n$ has the same distribution as the characteristic polynomial of the matrix $\mathcal{C}_n := \mathcal{L}_n \mathcal{M}_n$ and $\mathcal{M}_n$ being the $n \times n$ top-left minors of $\mathcal{L}_n$ and $\mathcal{M}_n$, with

$$\mathcal{L}_{n,0} = \text{Diag}(\Theta_{n,0}, \Theta_{n,2}, \ldots), \quad \mathcal{M}_{n,0} = \text{Diag}(1, \Theta_{n,1}, \Theta_{n,3}, \ldots),$$

$$\Theta_{n,j} = \begin{pmatrix} \alpha_{n,j} & \rho_{n,j} \\ \rho_{n,j} & -\alpha_{n,j} \end{pmatrix}, \quad \rho_{n,j} = (1 - |\alpha_{n,j}|^2)^{1/2}.$$ 

Here, $\alpha_{n,j} = \alpha_j$ for $j \leq n - 2$, $\alpha_{n,n-1}$ is independent of the $\alpha_j$’s and uniform on the unit circle, $\alpha_{n,j} = 0$ for $j \geq n$. Notice that since the matrices $\Theta_{n,j}$ have size $2 \times 2$ and the coefficient 1 is a single entry, we have for $n$ even,

$$\mathcal{L}_n = \text{Diag}(\Theta_{n,0}, \Theta_{n,2}, \ldots, \Theta_{n,n-2}), \quad \mathcal{M}_n = \text{Diag}(1, \Theta_{n,1}, \Theta_{n,3}, \ldots, \Theta_{n,n-3}, \alpha_{n,n-1}).$$
and for $n$ odd,
\[ \mathcal{L}_n = \text{Diag}(\Theta_{n,0}, \Theta_{n,2}, \ldots, \Theta_{n,n-3}, \Theta_{n,n-1}), \quad \mathcal{M}_n = \text{Diag}(1, \Theta_{n,1}, \Theta_{n,3}, \ldots, \Theta_{n,n-2}). \]

The coefficient in $z^k$ of $-\log X_n(z)$ is given by $\frac{1}{k}$ times the sum of the $k$-th power of the points in the $C/BE$. Hence, the joint law of the coefficients of $-\log X_n(z)$ is the same as the joint law of $(\text{tr}(C_n^k)/k)_{k \geq 1}$, and we deduce, from the convergence in law of $\log X_n$ towards $\log \Phi^*_\infty$, that the finite-dimensional marginals of $(-\frac{\sqrt{2}}{k} \text{tr}(C_n^k))_{k \geq 1}$ tend in law to i.i.d. complex Gaussian variables.

In the expansion of $\text{tr}(C_n^k)$, each term involves a product of $O(k)$ factors equal to $\alpha_{n,j}$, $\overline{\alpha_{n,j}}$ or $\rho_{n,j}$, and such that all the indices $j$ involved are in an interval of length $O(k)$. For fixed $k$, we then have a bounded number of terms involving $\alpha_{n,n-1}$ or its conjugate, and all these terms tend to zero in probability when $n \to \infty$, since a careful look of the matrix product shows that they necessarily also involve a factor $\alpha_{n,j}$ for $j = n + O(k)$, $j \neq n-1$. Hence, we can replace $\alpha_{n,n-1}$ by 0 in the matrices $\mathcal{L}_n$ and $\mathcal{M}_n$ without changing the limiting distribution of $\text{tr}(C_n^k)$. It is not difficult to deduce the following result:

**Corollary 3.4.** Let $\mathcal{C} = \mathcal{L} \mathcal{M}$, for
\[ \mathcal{L} = \text{Diag}(\Theta_0, \Theta_2, \ldots), \quad \mathcal{M} = \text{Diag}(1, \Theta_1, \Theta_3, \ldots), \]
where
\[ \Theta_j = \left( \frac{\alpha_j}{\rho_j}, \frac{\rho_j}{\alpha_j} \right), \quad \rho_j = (1 - |\alpha_j|^2)^{1/2}, \]
$(\alpha_j)_{j \geq 0}$ being distributed as in Theorem 2.1. Then, $(-\frac{\sqrt{2}}{k} \text{tr}(C_n^k))_{k \geq 1}$ has the same distribution as $(\mathcal{N}_k^C)_{k \geq 1}$, where $\text{tr}(C^k)$ is obtained by taking the formal expansion of the trace, removing all the terms involving indices larger than $n$ and letting $n \to \infty$.

Such formulas have been investigated before, for example in [GZ07].

3.1. **A universal bound on traces.** Notice that $(\log \Phi^*_n(z))_{n \geq 0}$ is a complex martingale. As such, thanks to Jensen’s inequality, for all $\sigma \in \mathbb{C}$,
\[ (e^{\Re \sigma \log \Phi^*_n(z)})_{n \geq 0} \]
is a real submartingale. We shall now prove that it is uniformly bounded in $L^1(\Omega, \mathcal{B}, \mathbb{P})$, using the description thanks to CMV matrices. Using, in [Sim05a], the equation following (4.2.48), p. 271, we get, after taking care of the conventions of conjugation of the $\alpha_j$’s (which are not the same here and in [Sim05a]),
\[ \log \Phi^*_n(z) = -\sum_{k=1}^{\infty} \frac{z^k}{k} \text{tr}(C_{[n]}^k), \]
where $C_{[n]}$ is the $n \times n$ top-left block of the infinite matrix $C$ introduced in Corollary 3.4. A careful look at the matrix product shows that the traces of powers of $C_{[n]}$ are equal to the traces of powers of $C$ after replacing all Verblunsky coefficients of index larger than or equal to $n$ by zero.

In the following computations, we then omit the subscript $n$ and we always implicitly assume that $\alpha_j$ has been replaced by zero for $j \geq n$. We have the following universal bound on traces, which is clearly of independent interest, and which holds deterministically:

**Lemma 3.5.** For all $k \geq 2$:
\[ \text{tr}(C^k) = -k \left( \sum_{j \geq 1} \bar{\alpha}_j \rho_{j+1}^2 \rho_{j+2}^2 \cdots \alpha_{j+k} \right) + O(k^3 \sum_{j \geq 1} |\alpha_j|^3), \]
the implicit constant in $O$ being absolute.
Proof. We prove the Lemma by a 3-step commutator argument. We notice that in the present setting, finitely many Verblunsky coefficients are non-zero and then there is no issue of convergence for the series which are involved.

Introduce the matrix \( C_\rho = L_\rho M_\rho \) where all the \( \alpha \) terms have been replaced by zero, i.e.

\[
L_\rho = \text{Diag}(\Theta_0^\rho, \Theta_2^\rho, \ldots), \quad M_\rho = \text{Diag}(0, \Theta_1^\rho, \Theta_3^\rho, \ldots),
\]

where

\[
\Theta_j^\rho = \begin{pmatrix} 0 & \rho_j \\ \rho_j & 0 \end{pmatrix}.
\]

For an infinite matrix \( P \) whose rows have finitely many non-zero entries, we define its operator norm as

\[
|P|_{op} := \sup_{(x_1, x_2, \ldots) \in \mathbb{C}^n, \sum_{j=1}^\infty |x_j|^2 = 1} \left( \sum_{j=1}^\infty \left| \sum_{k=1}^\infty P_{j,k} x_k \right| \right)^2 \frac{1}{2},
\]

and its trace as

\[
\text{tr}(P) = \sum_{j=1}^\infty P_{j,j}
\]

when the sum is absolutely convergent.

We have \(|L_\rho|_{op}, |M_\rho|_{op} \leq 1\) and the same goes for \( L \) and \( M \). Also \( C_\rho \) is a shift operator in the sense that:

\[
C_\rho e_k = u_k e_{k+2},
\]

depending whether \( k \) is odd or even, for some \( u_k \in [0, 1] \).

Before presenting the 3-step commutator argument mentioned above, let us present 1-step and 2-step arguments which provide similar, but simpler and weaker estimates of \( \text{tr}(C^k) \).

1-step commutator: Because \( C_\rho \) is the matrix of a weighted shifting operator, \( \text{tr} C_\rho^k = 0 \). Write

\[
C^k = L \cdots L \cdots L \cdots (k \text{ times}), \quad C_\rho^k = L_\rho \cdots L_\rho \cdots L_\rho \cdots (k \text{ times}),
\]

and use the commutator:

\[
\text{tr} (C^k) = \text{tr} (C^k - C_\rho^k)
\]

\[
= \sum_{i=0}^{k-1} \text{tr} (C^i (C - C_\rho)) C_\rho^{k-i-1}
\]

\[
= \sum_{i=0}^{k-1} \text{tr} (C^i (L - L_\rho)) M_\rho C_\rho^{k-i-1} + \text{tr} (C^i L (M - M_\rho)) C_\rho^{k-i-1}
\]

\[
= \sum_{i_1 + i_2 = k-1} \text{tr} (C_\rho^{i_1} (L - L_\rho)) M_\rho C_\rho^{i_2} + \text{tr} (C_\rho^{i_2} L (M - M_\rho)) C_\rho^{i_2}
\]

The nice fact about this operation is that it forces out the appearance of diagonal matrices \( L - L_\rho \) and \( M - M_\rho \). We will freely invoke (see [RS80, Chapter 6]) the circular property of the trace \( \text{tr}(AB) = \text{tr}(BA) \) when \( A \) is trace-class and \( B \) bounded, and the inequality \(|\text{tr}(AB)| \leq |AB|_1 \leq |A|_1 |B|_{op}\), where \(|A|_1 = \text{tr} \left[ (A^* A)^{1/2} \right]\) is the trace-class norm and \(|B|_{op}\) is the operator norm ([RS80, Chapter 6, Exercise 28]). For example, those facts applied to the previous computation give a bound on the traces:

\[
|\text{tr} (C^k)| \leq 2k \sum_{j \geq -1} |\alpha_j|.
\]
Before pursuing, let us adopt a convention that will ease notations. Write

\[ A^{(i)} = \begin{cases} \mathcal{L} & \text{if } i \text{ is odd} \\ \mathcal{M} & \text{if } i \text{ is even} \end{cases} \quad A^{(i)} = \begin{cases} \mathcal{L}_\rho & \text{if } i \text{ is odd} \\ \mathcal{M}_\rho & \text{if } i \text{ is even} \end{cases} \]

In the same fashion:

\[ B^{(i)} = \begin{cases} \mathcal{L} - \mathcal{L}_\rho & \text{if } i \text{ is odd} \\ \mathcal{M} - \mathcal{M}_\rho & \text{if } i \text{ is even} \end{cases} \]

Then define:

\[ A^{(i_1,i_2)} := A^{(i_1)} \ldots A^{(i_2)}, \quad A^{(i_1,i_2)} := A^{(i_1)} \ldots A^{(i_2)}, \]

with the convention that \( A^{(i_1,i_2)} = A^{(i_2,i_1)} = \text{id} \) if \( i_1 > i_2 \). As such, the above commutator argument becomes:

\[
\begin{align*}
\text{tr} \left( C^k \right) &= \text{tr} \left( C^k - C^k_\rho \right) \\
&= \text{tr} \left( A^{(1,2k)} - A^{(1,2k)}_\rho \right) \\
&= \sum_{j=0}^{2k-1} \text{tr} \left( A^{(1,j)} A^{(j+1)} A^{(j+2,2k)}_\rho - A^{(1,j)} A^{(j+1)} A^{(j+2,2k)} \right) \\
&= \sum_{j=0}^{2k-1} \text{tr} \left( A^{(1,j)} B^{(j+1)} A^{(j+2,2k)} \right) .
\end{align*}
\]

\textbf{2-step commutator:} We start by the same argument as before, that is to say that

\[
A^{(j+2,2k)} A^{(1,j)} = \ldots \mathcal{L}_\rho \mathcal{M}_\rho \mathcal{L}_\rho \mathcal{M}_\rho \ldots \text{ is a weighted shifting operator. Because } B^{(j+1)} \text{ is diagonal, } B^{(j+1)} A^{(j+2,2k)} A^{(1,j)} \text{ is a shifting operator as well. As a consequence, by the circular property of the trace:}
\]

\[
\text{tr} \left( A^{(1,j)} B^{(j+1)} A^{(j+2,2k)} \right) = 0 .
\]

Therefore, we can repeat the operation and obtain a two step commutator:

\[
\begin{align*}
\text{tr} \left( C^k \right) &= \text{tr} \left( C^k - C^k_\rho \right) \\
&= \sum_{j=0}^{2k-1} \left[ \text{tr} \left( A^{(1,j)} B^{(j+1)} A^{(j+2,2k)}_\rho \right) - \text{tr} \left( A^{(1,j)} B^{(j+1)} A^{(j+2,2k)} \right) \right] \\
&= \sum_{0 \leq j_1 < j_2 \leq 2k-1} \left[ \text{tr} \left( A^{(1,j_1)} A^{(j_1+2,j_2)} B^{(j_2+1)} A^{(j_2+2,2k)}_\rho \right) \\
&\quad - \text{tr} \left( A^{(1,j_1)} A^{(j_1+2,j_2)} B^{(j_2+1)} A^{(j_2+2,2k)} \right) \right] \\
&= \sum_{0 \leq j_1 < j_2 \leq 2k-1} \text{tr} \left( A^{(1,j_1)} B^{(j_1+1)} A^{(j_1+2,j_2)} B^{(j_2+1)} A^{(j_2+2,2k)} \right) .
\end{align*}
\]

This gives another bound on the traces, as follows. For each of the indices in the sum

\[ 0 \leq j_1 < j_2 \leq 2k - 1, \]

consider the trace which is more conveniently written as a sum over \( \mathbb{Z} \):

\[
\begin{align*}
\text{tr} \left( A^{(1,j_1)} B^{(j_1+1)} A^{(j_1+2,j_2)} B^{(j_2+1)} A^{(j_2+2,2k)} \right) \\
= \sum_{i \in \mathbb{Z}} \left[ A^{(1,j_1)} B^{(j_1+1)} A^{(j_1+2,j_2)} B^{(j_2+1)} A^{(j_2+2,2k)} \right]_{i,i} \\
= \sum_{i \in \mathbb{Z}} \left[ B^{(j_1+1)} \right]_{i,i} \left[ A^{(j_1+2,j_2)} \right]_{i,i+j_2} \left[ B^{(j_2+1)} \right]_{i+j_2,i+j_2} \left[ A^{(j_2+2,2k)} A^{(1,j_1)} \right]_{i+j_2,i+j_2} ,
\end{align*}
\]
where \( * \) is a shift, whose value is of no importance, and where terms are considered to be equal to zero if they involve nonpositive indices. Taking absolute values and using the fact that for any operator \( A \), \( ||A||_{op} \leq ||A||_{op} \), we have:

\[
\left| \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right) \right|
\leq \sum_{i \in \mathbb{Z}} \left| \left[ B^{(j_1, +1)} \right]_{i, i} \right| \left[ B^{(j_2, +1)} \right]_{i, i} \left| A^{(j_1, +2, j_2)} \right|_{op} \left| A^{(j_2, +2, 2k)} \right|_{op} \left| A^{(1, j_1)} \right|_{op}
\leq \frac{1}{2} \sum_{i \in \mathbb{Z}} \sum_{j \geq -1} \left| \left| B^{(j_1, +1)} \right|_{i, i} \right|^2 + \left| \left| B^{(j_2, +1)} \right|_{i, i} \right|^2
\leq \sum_{i \geq -1} |\alpha_i|^2.
\]

Notice that we did not even use trace-class inequalities, only that \( B \) is diagonal and \( A, A_p \) are bounded. In the end:

\[
|\text{tr} (C^k)| \ll k^2 \sum_{j \geq -1} |\alpha_j|^2,
\]

the implicit constant being absolute.

**3-step commutator:** At this level, the computation is different. The crucial point is that, for most indices \( j_1, j_2 \):

\[
\text{tr} \left( A_p^{(1, j_1)} B^{(j_1, +1)} A_p^{(j_1, +2, j_2)} B^{(j_2, +1)} A_p^{(j_2, +2, 2k)} \right) = 0,
\]

but not all. We need a closer inspection.

If \( \ell \) is even, \( \mathcal{M}_\rho \epsilon_\ell \in \mathbb{R} \epsilon_{\ell+1} \); while if \( \ell \) is odd, \( \mathcal{L}_\rho \epsilon_\ell \in \mathbb{R} \epsilon_{\ell+1} \). Reversing parity yields \( \epsilon_{\ell-1} \) instead of \( \epsilon_{\ell+1} \). As such, if \( \ell \) is even:

\[
A_p^{(1, j_1)} B^{(j_1, +1)} A_p^{(j_1, +2, j_2)} B^{(j_2, +1)} A_p^{(j_2, +2, 2k)} \mathbb{R} \epsilon_\ell \subseteq A_p^{(1, j_1)} B^{(j_1, +1)} A_p^{(j_1, +2, j_2)} B^{(j_2, +1)} \mathbb{R} \epsilon_{\ell+2k-j_2-j_1}
\]

\[
\subseteq A_p^{(1, j_1)} B^{(j_1, +1)} A_p^{(j_1, +2, j_2)} \mathbb{R} \epsilon_{\ell+2k-j_2-j_1-1}
\]

\[
\subseteq A_p^{(1, j_1)} \mathbb{R} \epsilon_{\ell+2k-j_2-j_1-1} = \mathbb{R} \epsilon_\ell+2k-j_2+j_1
\]

Upon considering \( \ell \) odd as well, one has for all \( \ell \):

\[
A_p^{(1, j_1)} B^{(j_1, +1)} A_p^{(j_1, +2, j_2)} B^{(j_2, +1)} A_p^{(j_2, +2, 2k)} \mathbb{R} \epsilon_\ell \subseteq \mathbb{R} \epsilon_\ell \pm 2(k-(j_2-j_1)).
\]

Therefore, in the combinatorial computation of the trace, one has a “closed loop” only for the indices such that \( j_2 - j_1 = k \). Consequently,

\[
\text{tr} \left( C^k - C_{\rho}^k \right)
= \sum_{0 \leq j_1 < j_2 < k-1} \left[ \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right) \right]
\]

\[
- \sum_{0 \leq j_1 \leq k-1} \left[ \sum_{0 \leq j_2 < j_1 \leq 2k-1} \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right) \right]
\]

\[
+ \sum_{0 \leq j_1 \leq k-1} \left[ \sum_{0 \leq j_2 < j_1 \leq 2k-1} \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right) \right]
\]

\[
- \sum_{0 \leq j_1 < j_2 < j_3 \leq 2k-1} \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right)
\]

\[
- \sum_{0 \leq j_1 < j_2 < j_3 \leq 2k-1} \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right)
\]

\[
- \sum_{0 \leq j_1 < j_2 < j_3 \leq 2k-1} \text{tr} \left( A^{(1, j_1)} B^{(j_1, +1)} A^{(j_1, +2, j_2)} B^{(j_2, +1)} A^{(j_2, +2, 2k)} \right)
\]
\[ + \sum_{0 \leq j_1 < k} \text{tr} \left( A_{\rho}^{(j_1)} B^{(j_1+1)} A_{\rho}^{(j_1+2,j_1+k)} B^{(j_1+k+1)} A_{\rho}^{(j_1+k+2,2k)} \right). \]

where in the last line, we used the usual commutator trick to rearrange the first sum. This first sum can be controlled using the fact that the \( A \)'s are subunitary and the \( B \)'s are diagonal, like in step 2 (note that the symbols \(*\) denote shifts which may not be the same for different factors of the same term):

\[
\sum_{0 \leq j_1 < j_2 < j_3 \leq 2k-1} \text{tr} \left( A^{(j_1)} B^{(j_1+1)} A^{(j_2,j_2)} B^{(j_2+1)} A^{(j_2+2,j_3)} B^{(j_3+1)} A^{(j_3+2,2k)} \right)
\leq (2k)^3 \max_{0 \leq j_1,j_2,j_3 \leq 2k-1} \left| \sum_{i \in \mathbb{Z}} A^{(j_1)} B^{(j_1+1)} A^{(j_2,j_2)} B^{(j_2+1)} A^{(j_2+2,j_3)} B^{(j_3+1)} A^{(j_3+2,2k)} \right|_{i,i}
\leq (2k)^3 \max_{0 \leq j_1,j_2,j_3 \leq 2k-1} \left| \sum_{i \in \mathbb{Z}} B^{(j_1+1)} A^{(j_1+2,j_2)} B^{(j_2+1)} A^{(j_2+2,j_3)} B^{(j_3+1)} A^{(j_3+2,2k)} \right|_{i,i,i,i,i}
\leq (2k)^3 \max_{0 \leq j_1,j_2,j_3 \leq 2k-1} \left| \sum_{i \in \mathbb{Z}} [B^{(j_1+1)} A^{(j_1+2,2k)} A^{(j_1)}]_{i,i} \right|
\leq (2k)^3 \sum_{j \geq 1} |\alpha_j|^3.
\]

The second sum is explicitly obtained by following the “loops” in the combinatorial computation of the trace, without forgetting the entry \( B_{1,1}^{(2)} \). We get

\[ -k \sum_{j \geq 1} \overline{\alpha_j} \rho_{j+1}^2 \rho_{j+2} \cdots \rho_{j+k-1}^2 \rho_{j+k}, \]

which gives the bound we require:

\[ \text{tr} (C^k) = -k \left( \sum_{j \geq 1} \overline{\alpha_j} \rho_{j+1}^2 \rho_{j+2}^2 \cdots \rho_{j+k}^2 \right) + \mathcal{O} \left( k^3 \sum_{j \geq 1} |\alpha_j|^3 \right). \]

\[ \square \]

3.2. A convergence result for OPUC with rotationally invariant \((\alpha_j)_{j \geq 0}\). We can now prove the following general convergence result for \( \log \Phi^*_n \) inside compact sets of \( \mathbb{D} \). The setting is that of independent and rotationally invariant Verblunsky coefficients, so that \( \log \Phi^*_n \) is an \( F \)-martingale. Also, the condition on the decay of modulii \(|\alpha_j|\) easily includes the square-root decay in Random Matrix Theory.

**Proposition 3.6.** Assume that Verblunsky coefficients are independent and rotationally invariant and that

\[ \forall \sigma > 0, \forall k \geq 3, \mathbb{E} \left[ \exp \left( \sigma \sum_{j \geq 1} |\alpha_j|^k \right) \right] < \infty. \]

As a consequence, for any compact set \( K \subset \mathbb{D} \), \( \log \Phi^*_n \) almost surely converges uniformly on \( K \subset \mathbb{D} \) and

\[ \forall \sigma \in \mathbb{C}, \sup \mathbb{E} \left[ e^{\sigma \log \Phi^*_n(z)} \right] < \infty. \]

**Proof.** We start by proving the finiteness of exponential moments given in (3.6.2). Write:

\[ F_{n,k} := \sum_{-1 \leq j \leq n-k-1} \overline{\alpha_j} \rho_{j+1}^2 \cdots \rho_{j+k-1}^2 \rho_{j+k}, \]

\[ \forall \sigma > 0, \forall k \geq 3, \mathbb{E} \left[ \exp \left( \sigma \sum_{j \geq 1} |F_{n,k}|^2 \right) \right] < \infty. \]

As a consequence, for any compact set \( K \subset \mathbb{D} \), \( \log \Phi^*_n \) almost surely converges uniformly on \( K \subset \mathbb{D} \) and

\[ \forall \sigma \in \mathbb{C}, \sup \mathbb{E} \left[ e^{\sigma \log \Phi^*_n(z)} \right] < \infty. \]
where we recall that \( \alpha_{-1} := -1 \) by convention. Thanks to Lemma 3.5:

\[
\log \Phi_n^*(z) = \sum_{k=1}^{\infty} z^k F_{n,k} + \mathcal{O} \left( 1 + \sum_{j \geq 0} |\alpha_j|^3 \right),
\]

the \( \mathcal{O} \) being uniform on compact sets. Because of the hypothesis (3.6.1) and the Cauchy-Schwarz inequality, it is sufficient to show that:

\[
\forall \sigma > 0, \sup_{z \in K} \sup_{n \in \mathbb{N}} \mathbb{E} \left( e^{\sigma \sum_{k=1}^{\infty} |z|^k |F_{n,k}|} \right) < \infty,
\]

for (3.6.2) to be true.

First, we work conditionally on the \( \sigma \)-algebra \( \mathcal{M} \) generated by the modulii \( |\alpha_j| \). By seeing the random variable \( F_{n,k} \) as a function of the bounded phases \( \Theta_j \), it is easy to check that:

\[
|F_{n,k}(\ldots, \Theta_i, \ldots) - F_{n,k}(\ldots, \Theta'_i, \ldots)| \\
\leq |\Theta_i - \Theta'_i||\alpha_i| \rho_{i+1}^2 \cdots \rho_{i+k-1}^2 |\alpha_{i+k}| + |\alpha_{i-k}| \rho_{i-k+1}^2 \cdots \rho_{i-1}^2 |\alpha_i| |\Theta_i - \Theta'_i| \\
\leq 2|\alpha_i| (|\alpha_{i+k}| + |\alpha_{i-k}|) =: \Sigma_i,
\]

with the convention \( \alpha_{-1} = -1 \) and \( \alpha_k = 0 \) for \( k \leq -2 \). As such:

\[
\sum_i \Sigma_i^2 \ll \sum_{j \geq -1} |\alpha_j|^4 =: \Sigma^2.
\]

Invoking McDiarmid’s inequality, there are constants \( C, c > 0 \) such that:

\[
\forall x > 0, \quad \mathbb{P}(|F_{n,k}| \geq \Sigma x \mid \mathcal{M}) \leq Ce^{-cx^2}.
\]

Classically, these subgaussian tails translate to bounds on moments:

\[
\mathbb{E} \left( e^{\sigma |F_{n,k}| \mid \mathcal{M}} \right) \leq 1 + \int_0^\infty dx e^x \mathbb{P}(|F_{n,k}| \geq x \mid \mathcal{M}) \ll e^{\sigma \Sigma^2 x^2}
\]

with a possibly different constant \( c \). We finish using the Hölder’s inequality with \( \sum_k \frac{1}{p_k} = 1 \):

\[
\mathbb{E} \left( e^{\sigma \sum_{k=1}^{\infty} |z|^k |F_{n,k}|} \right) \leq \mathbb{E} \left( \prod_k \mathbb{E} \left( e^{\sigma |z|^k |F_{n,k}|p_k} \mid \mathcal{M} \right)^\frac{1}{p_k} \right) \leq \mathbb{E} \left( e^{\sigma \Sigma^2 \sum_k |z|^{2p_k}} \right) < \infty
\]

the finiteness coming from the assumption (3.6.1). All constants involved here are uniform in \( z \) on any compact subset of \( \mathbb{D} \).

Now, in order to prove uniform convergence of \( \log \Phi_n^* \), consider the Hilbert space \( B = L^2(\rho \partial \mathbb{D}, d\theta) \) of square-integrable functions on the circle of radius \( \rho < 1 \). It is easy to see that \( (\log \Phi_n^*(\rho \cdot))_{n \geq 0} \) is a \( B \)-valued martingale. We shall study its convergence in \( B \). One could invoke the general theory of martingales in Banach spaces (for e.g [Pis16]), but for the reader’s convenience, let us explain why a Hilbert space such as \( B = L^2(\rho \partial \mathbb{D}, d\theta) \) does not require such a machinery.

Thanks to bounds on moments, we have

\[
\sup_{n \geq 0} \mathbb{E} \left( \int_{\rho \partial \mathbb{D}} |\log \Phi_n^*|^2 \right) < \infty,
\]

hence the square of the \( L^2(\rho \partial \mathbb{D}, d\theta) \) norm of \( \log \Phi_n^*(\cdot) \) is a scalar submartingale (Remark [Pis16, 1.12]), which is also \( L^2(\Omega, \mathcal{B}, \mathbb{P}) \)-bounded, hence convergent. Because we are dealing with holomorphic functions, the Banach norm in \( B \) dominates the \( C^0 \)-norm (and \( C^1, C^2, \ldots \)) in smaller discs (because of Cauchy’s formula), and for all \( \rho < 1 \), the square of the \( C^1 \)-norm of \( \log \Phi_n^*(\cdot) \) in the disc \( \rho \mathbb{D} \) is also a convergent submartingale (a.s and
in $L^2(\Omega, \mathcal{B}, \mathbb{P})$, because the supremum of submartingales is a submartingale. By Ascoli-Arzelà theorem, $(\log \Phi_n^*)_{n \in \mathbb{N}}$ is relatively compact (a.s.) as a family of continuous function on $\rho D$. To prove the a.s. uniform convergence of this sequence on $\rho D$, it is then enough to check that the limit of any subsequence is uniquely determined. This last statement is due to the a.s. convergence of each Fourier coefficient of $z \mapsto \log \Phi_n^*(\rho z)$, which is a martingale, bounded in $L^2(\Omega, \mathcal{B}, \mathbb{P})$. We deduce that $(\log \Phi_n^*)_{n \in \mathbb{N}}$ a.s. converges uniformly on compact sets of $D$. □

4. Beginning of the proof of the Main Theorem 2.1

As explained while announcing the structure of the paper, we made the choice of giving a full proof of the Main Theorem 2.1, at the cost of admitting some intermediate results. The missing ingredients are condensed in Lemma 4.1 and Lemma 4.2. And both lemmas are formulated in this section, when needed.

We first introduce the following quantity:

$$M_\infty := \prod_{j=0}^{\infty} \left(1 - |\alpha_j|^2\right)^{-1} e^{-\frac{2}{\beta(j+1)}}. \tag{4.0.1}$$

This product is a.s. convergent. Indeed, let us consider the logarithm and truncate the series at rank $n$:

$$\log M_n := \sum_{j=0}^{n} \left(- \log (1 - |\alpha_j|^2) - \frac{2}{\beta(j+1)}\right). \tag{4.0.2}$$

Because of (1.1.4), $(\log M_n)_{n \geq 0}$ is an $\mathcal{F}$-martingale. Moreover, this martingale is bounded in $L^2$. Indeed for $x \in [0, 1)$, we have, after considering separately the cases $x \in [0, 1/2]$ and $x \in [1/2, 1]$,

$$\log^2(1 - x) = O(x^2(1 - x)^{-\beta/10}),$$

and then

$$\mathbb{E}[\log^2 (1 - |\alpha_j|^2)] = \beta_j \int_0^1 (1 - x)^{\beta_j-1} \log^2(1 - x) dx$$

$$\ll \beta_j \int_0^1 (1 - x)^{\beta_j-1-(\beta/10)} x^2 dx$$

$$= \beta_j \frac{\Gamma(\beta_j - (\beta/10))\Gamma(3)}{\Gamma(\beta_j - (\beta/10) + 3)}$$

$$\leq \frac{2\beta_j}{(\beta_j - (\beta/10))^3} \ll \frac{1}{j^2}. \tag{4.0.3}$$

Hence, the $\mathcal{F}$-martingale $(\log M_n)_{n \geq 0}$ is a.s. convergent.

Now, we fix a nonnegative smooth function $f : \partial D \to \mathbb{R}_+$ on the unit circle. We will be interested in the integral of $f$ with respect to several random measures on the unit circle, and its conditional expectation given $\mathcal{F}_n$ for $n \geq 0$.

As formulated in the beginning of the paper (see Question 1.2), recall that the object of interest is $\mu^\beta$. A natural approximation is the Bernstein-Szegö approximation of $\mu^\beta$ (see [Sim05a, Theorem 1.7.8 p.95]) which we denote by $\mu_n^\beta$. By definition:

$$\mu_n^\beta(d\theta) = \frac{d\theta}{2\pi} \prod_{j=0}^{n-1} \frac{(1 - |\alpha_j|^2)}{|\Phi_n^*(e^{i\theta})|^2}. \tag{4.0.4}$$

The limit $\mu_n^\beta(f) \xrightarrow{n \to \infty} \mu^\beta(f)$ holds surely by virtue of the previously referenced [Sim05a, Theorem 1.7.8 p. 95]: this is a deterministic statement regarding the Bernstein-Szegö approximation of a probability measure on the circle. Let us also prove that we have
convergence in all \(L^p(\Omega, \mathcal{B}, \mathbb{P})\). We notice that for all smooth \(f\), \((\mu_n^\beta(f))_{n \geq 0}\) is an \((\mathbb{F}, \mathbb{P})\)-martingale by integrating against \(f\) the point-wise martingale:

\[
\mathbb{E} \left( \prod_{j=0}^n (1 - |\alpha_j|^2) \right) = \prod_{j=0}^{n-1} (1 - |\alpha_j|^2).
\]

The above computation uses crucially that \(|Q_j(e^{i\theta})| = 1\), where we recall that \(Q_j(z) = z \Phi_n(z) \Phi^*_n(z)\).

Now, since \(\mu_n^\beta\) is constructed to be a probability measure:

\[
\mu_n^\beta(f) \leq |f|_\infty,
\]

and \((\mu_n^\beta(f))_{n \geq 0}\) ends up being a bounded martingale! Then, the convergence (almost sure and in all \(L^p(\Omega, \mathcal{B}, \mathbb{P})\)) holds by Doob’s martingale convergence theorem. In any case:

\[
\mathbb{E} \left( \mu^\beta(f) \mid \mathcal{F}_n \right) = \mu_n^\beta(f).
\]

The second quantity of interest is related to the integral of \(f\) with respect to the Gaussian multiplicative chaos constructed from the Gaussian field \(\log \Phi^*_\infty\). We set:

\[
X_{r,n}(f) := \mathbb{E} \left[ \frac{1}{M_\infty} GMC^\gamma(f) \mid \mathcal{F}_n \right]
= \int \frac{d\theta}{2\pi} f(e^{i\theta}) \mathbb{E} \left[ \frac{1}{M_\infty} \frac{(1 - r^2)^{\frac{\gamma}{2}}}{|\Phi^*_\infty(re^{i\theta})|^2} \mid \mathcal{F}_n \right]
\]

where

\[
GMC^\gamma(f) = (1 - r^2)^{2/\beta} |\Phi^*_\infty(re^{i\theta})|^{-2} d\theta.
\]

Now all the positive moments of \(M_\infty^1\) are finite and the Gaussian multiplicative chaos can be obtained as the limit

\[
GMC^\gamma(f) = \lim_{r \to 1^-} GMC^\gamma(f),
\]

in \(L^1(\Omega, \mathcal{B}, \mathbb{P})\). In fact, we have:

**Lemma 4.1.**

\[
\mathbb{E} \left[ \frac{1}{M_\infty} |GMC^\gamma(f) - GMC^\gamma(f)| \right] \to 0.
\]

This lemma is the first ingredient which is admitted for now, and proven in Section 7.

Therefore, using the fact that the conditional expectation is a contraction on \(L^1(\Omega, \mathcal{B}, \mathbb{P})\), we get the \(L^1(\Omega, \mathcal{B}, \mathbb{P})\) convergence:

\[
\lim_{r \to 1^-} X_{r,n}(f) = \mathbb{E} \left[ \frac{1}{M_\infty} GMC^\gamma(f) \mid \mathcal{F}_n \right].
\]

The entire point of the proof consists in relating the two measures defined by (4.0.4) and (4.0.5).

From the product (4.0.1) and the fact that

\[
(1 - r^2)^{\frac{\gamma}{2}} = e^{-\frac{\gamma}{2} \sum_{j=0}^{\infty} \frac{2j+2}{j+1} r^j},
\]

\[
\Phi^*_\infty(z) = \prod_{j=0}^{\infty} (1 - \alpha_j Q_j(z)),
\]

\[
\prod_{j=0}^{\infty} (1 - |\alpha_j|^2) = 1,
\]

we get the desired convergence.
for all $z \in \mathbb{D}$, we obtain:

$$X_{r,n}(f) = \int_0^{2\pi} \frac{d\theta}{2\pi} f(e^{i\theta}) \mathbb{E} \left[ \prod_{j=0}^{n-1} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(e^{i\theta})|^2} e^{\pi i (1-r^2)^2} | \mathcal{F}_n \right]$$

$$= \int_0^{2\pi} \frac{d\theta}{2\pi} f(e^{i\theta}) \prod_{j=0}^{n-1} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(e^{i\theta})|^2} e^{\pi i (1-r^2)^2} \mathbb{E} \left[ \prod_{j=0}^{n-1} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(e^{i\theta})|^2} e^{\pi i (1-r^2)^2} | \mathcal{F}_n \right]$$

$$= \int_0^{2\pi} \frac{d\theta}{2\pi} f(e^{i\theta}) R^{(0,n-1)}(\theta) \mathbb{E} \left[ R^{(n,\infty)}(\theta) | \mathcal{F}_n \right],$$

where $R^{(0,n-1)}(\theta)$ and $R^{(n,\infty)}(\theta)$ represent respectively the products from 0 to $n - 1$ and from $n$ to $\infty$.

Let $L$ be a compact set of $\mathbb{D}^n$ and $\mathcal{A}_L$ the $\mathcal{F}_n$-measurable event corresponding to the fact that $(\alpha_0, \ldots, \alpha_{n-1}) \in L$. Under the event $\mathcal{A}_L$, because the Verblunsky coefficients are away from the unit circle,

$$\sup_{\theta} \left| R^{(0,n-1)}(\theta) - \frac{d\mu_n}{d\theta}(\theta) \right| \leq \sup_{\theta} \left| \Phi_n^*(r e^{i\theta}) \right|^2 \prod_{j=0}^{n-1} e^{\pi i (1-r^2)^2} - |\Phi_n^*(e^{i\theta})|^2$$

is bounded by a quantity $c_r$ depending only on $\beta, r$ and $L$, and tending to zero when $r$ goes to 1 for $\beta, L$ fixed. Indeed

$$\prod_{j=0}^{n-1} (1 - |\alpha_j Q_j(z)|) = \Phi_n^*(z)$$

is (by the Szegö recursion) a polynomial in $z$, the $\alpha_j$’s and their conjugate, and then it is uniformly Lipschitz in $z \in \mathbb{D}$ for $n$ fixed. On the event $\mathcal{A}_L$, $|\Phi_n^*(z)|^{-2}$ is also uniformly Lipschitz in $z \in \overline{\mathbb{D}}$ for $n$ and $L$ fixed since $\Phi_n^*(z)$ does not vanish, and then is uniformly away from zero by compactness of the sets $L$ and $\overline{\mathbb{D}}$.

As such, for any constant $K_\beta$ to be determined later:

$$\mathbb{E} \left[ I_{\mathcal{A}_L} |X_{r,n}(f) - K_\beta \mu_n(f)| \right]$$

$$\leq c_r \ K_\beta \ |f|_\infty + \mathbb{E} \left[ I_{\mathcal{A}_L} |X_{r,n}(f) - K_\beta \int_0^{2\pi} \frac{d\theta}{2\pi} f(e^{i\theta}) R^{(0,n-1)}(\theta) | \right]$$

$$= c_r \ K_\beta \ |f|_\infty + |f|_\infty \mathbb{E} \left[ I_{\mathcal{A}_L} \left| \int_0^{2\pi} \frac{d\theta}{2\pi} R^{(0,n-1)}(\theta) \left( \mathbb{E} \left[ R^{(n,\infty)}(\theta) | \mathcal{F}_n \right] - K_\beta \right) \right| \right]$$

$$\leq c_r \ K_\beta \ |f|_\infty + |f|_\infty \int_0^{2\pi} \frac{d\theta}{2\pi} \mathbb{E} \left[ R^{(0,n-1)}(\theta) \left( \mathbb{E} \left[ R^{(n,\infty)}(\theta) | \mathcal{F}_n \right] - K_\beta \right) \right],$$

From now on, we shall use, for $r \in (0,1)$ and $\theta \in \mathbb{R}$, a new probability measure $Q_{r,\theta}$, equivalent to $\mathbb{P}$ and defined by:

$$Q_{r,\theta} = \prod_{j=0}^{\infty} \left( 1 - \frac{|\alpha_j Q_j(r e^{i\theta})|^2}{|\Phi_n^*(r e^{i\theta})|^2} \right).$$

The intuition behind introducing the measure $Q_{r,\theta}$ is that it density is a multiplicative martingale, which is the analogue of the exponential martingale in the context of branching random walks or when constructing GMC from an approximation of the log-correlated field by independent increments. Furthermore, it is the natural (multiplicative) compensation of $|\Phi_n^*(r e^{i\theta})|^{-2}$ when considering the filtration generated by Verblunsky coefficients.
If the reference angle \( \theta \) is not indicated, it means that we consider \( \theta = 0 \) (note that all angles play symmetric roles by rotational invariance) and we denote the measure by \( Q_r \). Moreover, \( Q_r \) will be simply denoted by \( Q \) if there is no possible ambiguity. In order to check that the probability measure \( Q_{r,\theta} \) is well-defined, we first check that for all \( n \geq 0 \), because of the Szegö recursion:

\[
\prod_{j=0}^{n-1} \frac{1 - |\alpha_j Q_j(r)|^2}{|\Phi_n(r)|^2} = \prod_{j=0}^{n-1} \frac{1 - |\alpha_j Q_j(r)|^2}{|1 - \alpha_j Q_j(r)|^2}
\]

From the rotational invariance of \( \alpha_j \) and its independence with \( F_j \), we have

\[
E \left[ \frac{1 - |\alpha_j Q_j(r)|^2}{|1 - \alpha_j Q_j(r)|^2} ||\alpha_j||, F_j \right] = \frac{1 - u^2}{2\pi} \int_0^{2\pi} \frac{d\theta}{|1 - u e^{i\theta}|^2}
\]

where \( u = |\alpha_j Q_j(r)| < 1 \). Computing the integral (see Lemma 5.2 below for more detail) gives that the last conditional expectation is equal to 1, and then

\[
\left( \frac{\prod_{j=0}^{n-1} (1 - |\alpha_j Q_j(r)|^2)}{|\Phi_n(r)|^2} \right)_{n \geq 0}
\]

is a \((\mathbb{F}, \mathbb{P})\)-martingale. Moreover, this martingale is bounded in all \( L^p(\Omega, \mathcal{B}, \mathbb{P}) \) spaces, because it is dominated by \( (|\Phi_n(r)|^{-2})_{n \geq 0} \), which has been proven to be bounded in \( L^p(\Omega, \mathcal{B}, \mathbb{P}) \). Hence, the martingale converges a.s. and in all \( L^p(\Omega, \mathcal{B}, \mathbb{P}) \), and its limit has expectation 1. It is then the density of a probability measure with respect to \( \mathbb{P} \).

Note that we have, by the martingale property,

\[
\frac{dQ_r}{d\mathbb{P}} |_{F_n} \equiv \frac{\prod_{j=0}^{n-1} (1 - |\alpha_j Q_j(r)|^2)}{|\Phi_n(r)|^2}
\]

and then, for a \( \mathcal{F}_{n+1} \)-measurable quantity \( X \), and a \( \mathcal{F}_n \)-measurable quantity \( Y \), both nonnegative,

\[
E^{Q_r}[XY] = E^{\mathbb{P}} \left[ X Y \prod_{j=0}^{n-1} \frac{(1 - |\alpha_j Q_j(r)|^2)}{|\Phi_n(r+1)|^2} \right]
\]

\[
= E^{\mathbb{P}} \left[ Y \prod_{j=0}^{n-1} \frac{(1 - |\alpha_j Q_j(r)|^2)}{|\Phi_n(r)|^2} E^{\mathbb{P}} \left[ X \frac{1 - |\alpha_n Q_n(r)|^2}{|1 - \alpha_n Q_n(r)|^2} |\mathcal{F}_n| \right] \right]
\]

\[
= E^{Q_r} \left[ Y E^{\mathbb{P}} \left[ X \frac{1 - |\alpha_n Q_n(r)|^2}{|1 - \alpha_n Q_n(r)|^2} |\mathcal{F}_n| \right] \right],
\]

which gives

\[
E^{Q_r}[X|\mathcal{F}_n] = E^{\mathbb{P}} \left[ X \frac{1 - |\alpha_n Q_n(r)|^2}{|1 - \alpha_n Q_n(r)|^2} |\mathcal{F}_n| \right].
\]

(4.1.3)

Similarly, if \( X \) is a nonnegative \( \mathcal{B} \)-measurable variable,

\[
E^{Q_r}[X|\mathcal{F}_n] = E^{\mathbb{P}} \left[ X \prod_{j=n}^{\infty} \frac{1 - |\alpha_j Q_j(r)|^2}{|1 - \alpha_j Q_j(r)|^2} |\mathcal{F}_n| \right].
\]

(4.1.4)

Using the problem’s rotational invariance, and (4.1.4), we deduce that:

\[
\int_0^{2\pi} \frac{d\theta}{2\pi} E \left[ R^{(0,n-1)}(\theta) \mid E \left[ R^{(n,\infty)}(\theta) \mid \mathcal{F}_n \right] - K_{\beta} \right]
\]

\[
= E \left[ R^{(0,n-1)}(\theta = 0) \mid E \left[ R^{(n,\infty)}(\theta = 0) \mid \mathcal{F}_n \right] - K_{\beta} \right]
\]
\[= \mathbb{E} \left[ \prod_{j=0}^{n-1} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(r)|^2} e^{\pi j \eta + \tau j (1 - r^{-j+2})} \right] \mathbb{E} \left[ \prod_{j=n}^{\infty} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(r)|^2} e^{\pi j \eta + \tau j (1 - r^{-j+2})} \bigg| \mathcal{F}_n \right] - K_{\beta} \]

\[= \mathbb{E}^Q \left[ \prod_{j=0}^{n-1} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(r)|^2} e^{\pi j \eta + \tau j (1 - r^{-j+2})} \right] \mathbb{E}^Q \left[ \prod_{j=n}^{\infty} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(r)|^2} e^{\pi j \eta + \tau j (1 - r^{-j+2})} \bigg| \mathcal{F}_n \right] - K_{\beta} \]

\[\leq e^{\sum_{j=0}^{n-1} \pi j \eta + \tau j (1 - r^{-j+2})} \mathbb{E}^Q \left[ \prod_{j=n}^{\infty} \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(r)|^2} e^{\pi j \eta + \tau j (1 - r^{-j+2})} \bigg| \mathcal{F}_n \right] - K_{\beta} \].

The last inequality comes from the fact that \(1 - |\alpha_j|^2 \leq 1 - |\alpha_j Q_j(r)|^2 \) for \(0 \leq j \leq n - 1\), because \(|Q_j(r)| \leq 1\).

We now introduce the following quantities, for \(N \geq n\):

\[\omega_{r,n,N} := \frac{2}{\beta} \sum_{k=n}^{N-1} \frac{|Q_k(r)|^2 - r^{2k+2}}{k + 1},\]

and

\[\rho_{r,n,N} := \sum_{k=n}^{N-1} \left( - \log \left( \frac{1 - |\alpha_k Q_k(r)|^2}{1 - |\alpha_k|^2} \right) + \frac{2}{\beta} \frac{1 - |Q_k(r)|^2}{k + 1} \right),\]

and their respective upper limits \(\omega_{r,n}\) and \(\rho_{r,n}\) when \(N\) goes to infinity. Note that in Proposition 5.5, we will show that these upper limits are in fact limits, i.e.

\[\omega_{r,n} := \frac{2}{\beta} \sum_{k=n}^{\infty} \frac{|Q_k(r)|^2 - r^{2k+2}}{k + 1},\]

\[\rho_{r,n} := \sum_{k=n}^{\infty} \left( - \log \left( \frac{1 - |\alpha_k Q_k(r)|^2}{1 - |\alpha_k|^2} \right) + \frac{2}{\beta} \frac{1 - |Q_k(r)|^2}{k + 1} \right).\]

In any case, we deduce, from the computation above:

\[\int_0^{2\pi} \frac{d\theta}{2\pi} \mathbb{E} \left[ R^{(0,n-1)}(\theta) \bigg| \mathbb{E} \left[ R^{(n,\infty)}(\theta) \bigg| \mathcal{F}_n \right] - K_{\beta} \right] \]

\[\leq e^{\sum_{j=0}^{n-1} \pi j \eta + \tau j (1 - r^{-j+2})} \mathbb{E}^Q \left[ e^{\rho_{r,n} + \omega_{r,n}} \bigg| \mathcal{F}_n \right] - K_{\beta} \].

In the end, since \(c_r\) goes to zero as \(r \to 1^-\):

\[\limsup_{r \to 1^-} \mathbb{E} \left[ 1_{A_c} \left| X_{r,n}(f) - K_{\beta} \mu_n^\beta(f) \right| \right] \leq |f|_\infty \limsup_{r \to 1^-} \mathbb{E}^Q \left[ e^{\rho_{r,n} + \omega_{r,n}} \bigg| \mathcal{F}_n \right] - K_{\beta} \]

This is where we invoke:

**Lemma 4.2.** There exists a constant \(K_{\beta}\) such that:

\[\mathbb{E}^Q \left[ e^{\rho_{r,n} + \omega_{r,n}} \bigg| \mathcal{F}_n \right] - K_{\beta} \xrightarrow{r \to 1^-} 0 .\]

This lemma is the second ingredient which is admitted for now, and proved in Section 7. We deduce:

\[\mathbb{E} \left[ 1_{A_c} \left| X_{r,n}(f) - K_{\beta} \mu_n^\beta(f) \right| \right] \xrightarrow{r \to 1^-} 0 .\]

From this limit, combined with (4.1.1), the triangle inequality and the fact that the new quantities involved do not depend on \(r\) anymore, we have

\[\mathbb{E} \left[ 1_{A_c} \left| \mathbb{E} \left[ \frac{1}{M_\infty} \text{GMC}^\gamma(f) \bigg| \mathcal{F}_n \right] - K_{\beta} \mu_n^\beta(f) \right| \right] = 0 .\]

This is equivalent to

\[K_{\beta} \mu_n^\beta(f) = \mathbb{E} \left[ \text{GMC}^\gamma(f) \bigg| \mathcal{F}_n \right] .\]
almost surely on $A_L$ and then almost surely without extra restriction as the sample space $\Omega$ can be written as a countable union of events of the form $A_L$. We have seen, just after equation (4.0.4), that the left-hand side of the equality is a bounded martingale, a fortiori uniformly integrable. Taking the limit when $n$ goes to infinity, we get

$$K_\beta \mu^\beta(f) = \mathbb{E}\left[\frac{GMC^n(f)}{M_\infty} | F_\infty\right]$$

almost surely, for $F_\infty$ equal to the $\sigma$-algebra generated by all the Verblunsky coefficients. Now, by construction, $GMC^n(f)/M_\infty$ is $F_\infty$-measurable, and we easily deduce that the measures $GMC^n$ and $M_\infty K_\beta \mu^\beta$ almost surely coincide. Since the expectation of the total mass of $GMC^n$ is 1, we have

$$GMC^n = \frac{M_\infty}{\mathbb{E}[M_\infty]} \mu^\beta.$$

Now, recalling the expression

$$M_n := \prod_{j=0}^{n-1} \left(1 - |\alpha_j|^2\right)^{-1} e^{-\frac{2}{\pi(\sigma + j)}},$$

we have that

$$\frac{M_n}{\mathbb{E}[M_n]} = \prod_{j=0}^{n-1} \left(1 - |\alpha_j|^2\right)^{-1} e^{-\frac{2}{\pi(\sigma + j)}} = \prod_{j=0}^{n-1} \left(1 - |\alpha_j|^2\right)^{-1} \left(\frac{1}{\beta(j+1)} - 2\right)$$

is a martingale in $n$. From straightforward computations on the Beta distribution, it is also bounded in $L^p$ for some $p > 1$, and a fortiori uniformly integrable. Therefore, we have that

$$\mathbb{E}[M_n] = \prod_{j=0}^{n-1} \left(1 - \frac{2}{\beta(j+1)}\right)^{-1} e^{-\frac{2}{\pi(\sigma + j)}}$$

converges to a limit $\mathcal{M}$ when $n$ goes to infinity, and then the almost sure and $L^1$ limit of the martingale is $M_\infty/\mathcal{M}$, and necessarily $\mathcal{M} = \mathbb{E}[M_\infty]$ since the expectations of the martingale and its $L^1$ limit are equal to 1. Hence,

$$\frac{M_\infty}{\mathbb{E}[M_\infty]} = \lim_{n \to \infty} \frac{M_n}{\mathbb{E}[M_n]} = \lim_{n \to \infty} \prod_{j=0}^{n-1} \left(1 - |\alpha_j|^2\right)^{-1} \left(1 - \frac{2}{\beta(j+1)}\right),$$

which is the quantity $C_0$ introduced in the Theorem 2.1. We deduce that

$$GMC^n = C_0 \mu^\beta$$

almost surely, and a fortiori in distribution, which proves Theorem 2.1.

5. Some useful estimates

We first recall that

$$(5.0.1) \quad Q_j(z) = \frac{z \Phi_j(z)}{\Phi_j^*(z)}.$$ 

Here are a few properties we will require later:

**Proposition 5.1.** The following holds, for all $j \geq 0$:

- $Q_j(z)$ is a Blaschke product, with modulus one on $\partial \mathbb{D}$.
- $|Q_j(z)| \leq 1$ for all $z \in \mathbb{D}$. 


If \(|z| = r\), the following recurrence holds:

\[
1 - |Q_{j+1}(z)|^2 = (1 - r^2) + r^2 \frac{(1 - |\alpha_j|^2)(1 - |Q_j(z)|^2)}{|1 - \alpha_j Q_j(z)|^2}.
\]

We have the conditional expectation bound, for all \(n \geq 0\):

\[
r^{2n} |Q_n(z)|^2 \leq \mathbb{E}[|Q_{n+j}(z)|^2 | \mathcal{F}_n] \leq 1.
\]

**Proof.** The first point is due to the fact that

\[Q_j(z) = z \prod_{\omega, \phi_j(\omega) = 0} \frac{z - \omega}{1 - \overline{\omega}z},\]

as a consequence of (5.0.1), and to the fact that all the roots of \(\Phi_j\) have modulus strictly smaller than 1.

The second point is due to the fact that \(z \mapsto |Q_j(z)|\) is subharmonic, because \(Q_j\) is holomorphic and the absolute value is convex.

For the third point, we start by the recurrence relation (1.0.1) and we write:

\[
1 - |Q_{j+1}(z)|^2 = (1 - r^2) \frac{|\Phi_j(z) + Q_j(z)\overline{\Phi_j(z)}|^2}{|\overline{\Phi_j(z)} - \alpha_j z\Phi_j(z)|^2}.
\]

For the last point, taking conditional expectation in the recurrence yields:

\[
\mathbb{E} (1 - |Q_{j+1}(z)|^2 | \mathcal{F}_j) = (1 - r^2) + r^2 \mathbb{E} \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j(z)|^2} | \mathcal{F}_j \right) (1 - |Q_j(z)|^2) \\
\leq (1 - r^2) + r^2 (1 - |Q_j(z)|^2)
\]

\[
= 1 - r^2 |Q_j(z)|^2.
\]

The result follows from the previous inequality by induction. \(\square\)

### 5.1. Moment estimates

The following lemma will be useful:

**Lemma 5.2.** For \(\Theta\) uniform random variable on \([0, 2\pi]\) and \(u \in \mathbb{D}\), we have, for all \(\lambda \in \mathbb{R}\),

\[
\mathbb{E} \left( |1 - e^{i\Theta} u|^{-2\lambda} \right) = \sum_{k=0}^{\infty} \left( \frac{\lambda + k - 1}{k} \right)^2 |u|^{2k}
\]

(5.2.1)

\[
\mathbb{E} \left( |1 - e^{i\Theta} u|^{-2\lambda} \right) = 1 + \lambda |u|^2 + \mathcal{O}_\lambda \left( \frac{|u|^4}{1 - |u|^2} \right)
\]

and in the case where \(|\lambda| \leq 1\),

\[
\mathbb{E} \left( |1 - e^{i\Theta} u|^{-2\lambda} \right) = 1 + \lambda |u|^2 + \mathcal{O} \left( \frac{|u|^4}{1 - |u|^2} \right)
\]

(5.2.3)
\textbf{Proof.} For (5.2.1), we have by series expansion:

\[ \mathbb{E}\left(1 - e^{i\Theta u} 2^{\lambda}\right) = \mathbb{E}\left(\sum_{k,\ell=0}^{\infty} \left(-\frac{\lambda}{k}\right) e^{i(k\Theta u \ell)}\right) \]

\[ = \sum_{k=0}^{\infty} \left(-\frac{\lambda}{k}\right)^2 |u|^{2k} \]

\[ = \sum_{k=0}^{\infty} \left(\lambda + k - 1\right)^2 |u|^{2k}. \]

The two first terms of the sum are 1 and \(\lambda^2 |u|^2\). If \(\lambda\) is a nonpositive integer, only finitely many terms are non-zero. Otherwise, for \(k \geq 2\), the coefficient of \(|u|^{2k}\) is

\[ \left(\frac{\Gamma(k + \lambda)}{\Gamma(k + 1)}\right)^2 = O(\lambda^{2(\lambda - 1)}), \]

whereas the coefficient of \(|u|^{2k}\) in the expansion of \(|u|^4 (1 - |u|^2)^{-2\lambda}\) is

\[ (-1)^{k-2} \binom{-2\lambda}{k-2} = \frac{2\lambda + k - 3}{k - 2} = \frac{\Gamma(2\lambda + k - 2)}{\Gamma(2\lambda)\Gamma(k - 1)} \gg \lambda^{k^2 - 1} \gg \lambda^{k(\lambda - 1)} \]

for \(\lambda \neq 0\). This gives bound (5.2.2) for \(\lambda \neq 0\), and this bound is obvious for \(\lambda = 0\).

If \(|\lambda| \leq 1\), we have

\[ \left(\frac{-\lambda}{k}\right)^2 = \prod_{j=0}^{k-1} \left(\frac{|-\lambda - j|}{1 + j}\right)^2 \leq 1 \]

which gives (5.2.3).

The following estimates will be useful:

\textbf{Proposition 5.3.} For \(\beta > 0\), \(j\) large enough depending on \(\beta\), and \(Q_j = Q_j(r)\), we have almost surely, for \(Q = Q_r:\)

(5.3.1) \[ \mathbb{E}^Q\left(1 - |Q_{j+1}|^2 \mid \mathcal{F}_j\right) = 1 - r^2 + r^2 \left(1 - |Q_j|^2\right) \left(1 - \frac{2}{\beta(j + 1)} \left(1 - |Q_j|^2\right) + \frac{4}{\beta(j + 1)} |Q_j|^2 + O\left(\frac{1}{(j + 1)^2}\right)\right). \]

(5.3.2) \[ \text{Var}^Q\left(1 - |Q_{j+1}|^2 \mid \mathcal{F}_j\right) = r^4 \left(1 - |Q_j|^2\right)^2 \left(\frac{4|Q_j|^2}{\beta(j + 1)} + O\left(\frac{1}{(j + 1)^2}\right)\right). \]

(5.3.3) \[ \mathbb{E}^Q\left(\left(|Q_j|^2 - |Q_{j+1}|^2\right)^4 \mid \mathcal{F}_j\right) = O\left((1 - r^2)^4 + \frac{1}{(j + 1)^2}\right). \]

We also have

\[ \mathbb{E}^Q(-2\Re \log(1 - \alpha_jQ_j) \mid \mathcal{F}_j) = \frac{4}{\beta(j + 1)} |Q_j|^2 + O\left(\frac{1}{(j + 1)^2}\right). \]

\[ \text{Var}^Q(-2\Re \log(1 - \alpha_jQ_j) \mid \mathcal{F}_j) = \frac{4}{\beta(j + 1)} |Q_j|^2 + O\left(\frac{1}{(j + 1)^2}\right). \]

We recall that the implicit constant in \(O\) depends only on \(\beta\).
Proof. For the first equation, taking the conditional expectation $\mathbb{E}^Q(\cdot | \mathcal{F}_j)$ in (5.1.1), we only have to prove:

$$\mathbb{E}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j| Q_j^2} | \mathcal{F}_j \right) = 1 - \frac{2}{\beta(j + 1)} (1 - |Q_j|^2) + \frac{4}{\beta(j + 1)} |Q_j|^2 + O \left( \frac{1}{(j + 1)^2} \right).$$

On the other hand, by using the rotational invariance of $\alpha_j$ and its independence with $\mathcal{F}_j$, we get, for all $\lambda \in \mathbb{R}$,

$$\mathbb{E}[|1 - \alpha_j Q_j|^{-2\lambda} | \mathcal{F}_j, |\alpha_j|] = \mathbb{E} \left( |1 - e^{i\Theta} u|^{-2\lambda} \right)$$

with $u = |\alpha_j Q_j|$, and $\Theta$ a uniform random variable as in Lemma 5.2.

Now, using the change of measure (4.1.3) and then (5.2.2) for $\lambda = 2$ and $u = |\alpha_j Q_j|$, we deduce

$$\mathbb{E}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j| Q_j^2} | \mathcal{F}_j \right) = \mathbb{E} \left( \frac{(1 - |\alpha_j|^2)(1 - |\alpha_j Q_j|^2)}{1 - |\alpha_j Q_j|^4} | \mathcal{F}_j \right)$$

$$= \mathbb{E} \left( (1 - |\alpha_j|^2)(1 - |\alpha_j Q_j|^2) \left( 1 + 4|\alpha_j Q_j|^2 + O \left( \frac{|\alpha_j Q_j|^4}{(1 - |\alpha_j|^2)^4} \right) \right) \right) | \mathcal{F}_j$$

$$= \mathbb{E} \left( 1 - |\alpha_j|^2 - |\alpha_j Q_j|^2 + 4|\alpha_j Q_j|^2 | \mathcal{F}_j \right) + O \left( \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^4} \right)$$

$$= 1 - \frac{2}{\beta(j + 1)} (1 - |Q_j|^2) + \frac{4}{\beta(j + 1)} |Q_j|^2 + O \left( \frac{1}{(j + 1)^2} \right).$$

The first estimate holds as $\mathbb{E}^Q \left( \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^4} \right) = O \left( \frac{1}{(j + 1)^2} \right)$ for $j$ large enough depending on $\beta$.

For the second equation, the proof is similar, by taking the variance under $Q$ conditionally to $\mathcal{F}_j$ in (5.1.1). We only have to prove:

$$\text{Var}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j| Q_j^2} | \mathcal{F}_j \right) = \frac{4|Q_j|^2}{\beta(j + 1)} + O \left( \frac{1}{(j + 1)^2} \right).$$

The required expansion uses (5.2.2) for $\lambda = 3$:

$$\text{Var}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j| Q_j^2} | \mathcal{F}_j \right)$$

$$= \mathbb{E} \left( \frac{(1 - |\alpha_j|^2)^2(1 - |\alpha_j Q_j|^2)}{|1 - |\alpha_j Q_j|^6} | \mathcal{F}_j \right) - \mathbb{E}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j|^2} | \mathcal{F}_j \right)^2$$

$$= \mathbb{E} \left( (1 - |\alpha_j|^2)^2(1 - |\alpha_j Q_j|^2) \left( 1 + 9|\alpha_j Q_j|^2 + O \left( \frac{|\alpha_j Q_j|^4}{(1 - |\alpha_j|^2)^6} \right) \right) \right) | \mathcal{F}_j$$

$$- \mathbb{E}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j|^2} | \mathcal{F}_j \right)^2$$

$$= \mathbb{E} \left( 1 - 2|\alpha_j|^2 - |\alpha_j Q_j|^2 + 9|\alpha_j Q_j|^2 | \mathcal{F}_j \right)$$

$$+ O \left( \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^6} \right) - \mathbb{E}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j|^2} | \mathcal{F}_j \right)^2$$

$$= 1 - \frac{4}{\beta(j + 1)} (1 - |Q_j|^2) + \frac{12}{\beta(j + 1)} |Q_j|^2$$

$$+ O \left( \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^6} \right) - \mathbb{E}^Q \left( \frac{1 - |\alpha_j|^2}{1 - |\alpha_j Q_j|^2} | \mathcal{F}_j \right)^2.$$
\[= \frac{4}{\beta(j+1)} |Q_j|^2 + O\left(\frac{1}{(j+1)^2}\right), \]

which gives the desired estimate for \( j \) large enough depending on \( \beta \).

For the fourth moment, we first deduce from (5.1.1):

\[|Q_j|^2 - |Q_j+1|^2 = (1 - r^2) + (1 - |Q_j|^2) \left( \frac{r^2(1 - |Q_j|^2)}{|1 - \alpha_j Q_j|^2} - 1 \right)\]

\[= |Q_j|^2(1 - r^2) + r^2(1 - |Q_j|^2) \left( \frac{(1 - |Q_j|^2)}{|1 - \alpha_j Q_j|^2} - 1 \right).\]

Since \(|Q_j|^2 \in [0, 1]\), the fourth moment of the first term is smaller than \((1 - r^2)^4\) and for the second term, it is enough to get the estimate

\[\mathbb{E}^Q \left[ \left( \frac{1 - |\alpha_j|^2}{|1 - \alpha_j Q_j|^2} - 1 \right)^4 |\mathcal{F}_j \right] = O\left(\frac{1}{(j+1)^2}\right).\]

We have, for \( p \in \{0, 1, 2, 3, 4\} \), thanks to (5.2.2),

\[\mathbb{E}^Q \left( \frac{(1 - |\alpha_j|^2)^p}{|1 - \alpha_j Q_j|^{2p}} |\mathcal{F}_j \right) = \mathbb{E} \left( \frac{(1 - |\alpha_j|^2)^p(1 - |\alpha_j Q_j|^2)}{|1 - \alpha_j Q_j|^{2p+2}} \right) |\mathcal{F}_j \right)\]

\[= \mathbb{E} (1 - p|\alpha_j|^2 - |\alpha_j Q_j|^2) \left( 1 + (p + 1)^2 |\alpha_j Q_j|^2 + O \left( \frac{|\alpha_j Q_j|^4}{(1 - |\alpha_j|^2)^{2p+2}} \right) \right) |\mathcal{F}_j \right)\]

\[= \mathbb{E} (1 - p|\alpha_j|^2 - |\alpha_j Q_j|^2 + (p + 1)^2 |\alpha_j Q_j|^2 |\mathcal{F}_j \right) + O \left( \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^{2p+2}} \right) \]

\[= 1 - \frac{2p}{\beta(j+1)} + \frac{2((p + 1)^2 - 1)}{\beta(j+1)} |Q_j|^2 + O \left( \frac{1}{(j+1)^2} \right).\]

Multiplying this estimate respectively by \(1, -4, 6, -4, 1\) for \( p \) equal to \(0, 1, 2, 3, 4\), and adding the terms, we get the desired bound for \( j \) large enough depending on \( \beta \).

For the last equations that concern the logarithm, we get

\[\mathbb{E}^Q (-\log(1 - \alpha_j Q_j) |\mathcal{F}_j \right) = -\mathbb{E} \left( \frac{1 - |\alpha_j Q_j|^2}{|1 - \alpha_j Q_j|^2} \log(1 - \alpha_j Q_j) \right) |\mathcal{F}_j \right)\]

If we condition on \( \mathcal{F}_j \) and \(|\alpha_j|\), the expectation is, for \( u = |\alpha_j Q_j|, \)

\[\frac{1 - u^2}{2\pi} \int_0^{2\pi} (1 - u e^{i\theta})^{-1}(1 - u e^{-i\theta})^{-1} \log(1 - u e^{i\theta}) d\theta\]

\[= -\frac{1 - u^2}{2\pi} \sum_{k, \ell \geq 0, m \geq 1} \frac{u^{k+\ell+m}}{m} e^{i\theta(k-\ell+m)} d\theta = -(1 - u^2) \sum_{k \geq 0, m \geq 1} \frac{u^{2(k+m)}}{m}\]

\[= -(1 - u^2) \sum_{k \geq 0} u^{2k} \sum_{m \geq 1} \frac{u^{2m}}{m} = \log(1 - u^2).\]

We deduce

\[\mathbb{E}^Q (-\log(1 - \alpha_j Q_j) |\mathcal{F}_j \right) = \mathbb{E} \left( -\log(1 - |\alpha_j Q_j|^2) \right) |\mathcal{F}_j \right)\]

\[= \mathbb{E} (|\alpha_j Q_j|^2 |\mathcal{F}_j \right) + O \left( \frac{|\alpha_j|^4}{1 - |\alpha_j|^2} \right)\]

\[= \frac{2}{\beta(j+1)} |Q_j|^2 + O \left( \frac{1}{(j+1)^2} \right).\]
for $j$ large enough depending on $\beta$.

Let us now estimate the variance. We get

$$E^Q \left( (-2\Re \log(1 - \alpha_j Q_j))^2 \mid \mathcal{F}_j \right) = E \left( \frac{1 - |\alpha_j Q_j|^2}{1 - \alpha_j Q_j|^2} (-2\Re \log(1 - \alpha_j Q_j))^2 \mid \mathcal{F}_j \right).$$

If we condition on $|\alpha_j|$, we obtain

$$\frac{1 - u^2}{2\pi} \int_0^{2\pi} (1 - u e^{i\theta})^{-1} (1 - u e^{-i\theta})^{-1} [-\log(1 - u e^{i\theta}) - \log(1 - u e^{-i\theta})]^2 d\theta$$

$$= \frac{1 - u^2}{2\pi} \int_0^{2\pi} \sum_{k \geq 0} u^k e^{i\theta k} \sum_{\ell \geq 0} u^\ell e^{-i\ell} \left( \sum_{m \in \mathbb{Z}\setminus\{0\}} \frac{u|m| e^{i\theta m}}{|m|} \right)^2 d\theta$$

$$= (1 - u^2) \sum_{k, \ell \geq 0, m, p \in \mathbb{Z}\setminus\{0\}} \frac{u^{k+\ell+|m|+|p|}}{|mp|} \mathbb{I}_{k-\ell+m+p=0}.$$ 

If we split the sum in function of the sign of $m, p$, then the difference $k - \ell = -m - p$. The possible values for $k + \ell$ are then $|m + p| + 2r$ for $r = \min(k, \ell) \geq 0$. Hence, we get

$$\sum_{r \geq 0} (1 - u^2) \sum_{m, p \in \mathbb{Z}\setminus\{0\}} \frac{u^{m+p+|m|+|p|}}{|mp|} = \sum_{m, p \in \mathbb{Z}\setminus\{0\}} \frac{u^{m+p+|m|+|p|}}{|mp|} = 2 \sum_{m \geq 1} \frac{u^{m+p+m|p|}}{m|p|}.$$ 

If we fix $m$ and $p$, we prescribe the difference $k - \ell = -m - p$. The possible values for $k + \ell$ are then $|m + p| + 2r$ for $r = \min(k, \ell) \geq 0$. Hence, we get

$$\sum_{m \geq 1} \frac{u^{m+p} m^2}{m|p|} + 2 \sum_{m \geq 1} \frac{u^{m+p} m^2}{m|p|} = O \left( \sum_{m \geq 1} u^{m+p} m^2 \right) + 2u^2 + 2u^4 + O \left( \sum_{m \geq 1} u^m m^p \right),$$

which gives

$$2u^2 + O \left( \frac{u^4}{(1 - u)^2} \right) = 2u^2 + O \left( \frac{u^4}{(1 - u^2)^2} \right).$$

We deduce

$$E^Q \left( (-2\Re \log(1 - \alpha_j Q_j))^2 \mid \mathcal{F}_j \right) = 2E \left( |\alpha_j Q_j|^2 \mid \mathcal{F}_j \right) + O \left( \mathbb{E} \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^2} \right)$$

$$= \frac{4}{\beta(j+1)} |Q_j|^2 + O \left( \frac{1}{(j+1)^2} \right)$$

for $j$ large enough depending on $\beta$. Subtracting the square of previous estimate of the expectation gives the desired bound for the variance.

$\square$

5.2. Bounds of useful quantities related to $(Q_k)_{k \geq 0}$. We recall the expressions, available for $N \geq n$:

$$\omega_{r,n,N} := \frac{2}{\beta} \sum_{k=n}^{N-1} \frac{|Q_k(r)|^2 - r^{2k+2}}{k+1}$$

and

$$\rho_{r,n,N} := \sum_{k=n}^{N-1} \left( - \log \left( \frac{1 - |\alpha_k Q_k(r)|^2}{1 - |\alpha_k|^2} \right) + \frac{2}{\beta} \frac{1 - |Q_k(r)|^2}{k+1} \right).$$

The analysis of these random variables is intimately related to the following result:
Proposition 5.4. For \( r \in (0, 1) \), the series:

\[
\sum_{k \geq 0} \frac{|Q_k(r)|^2}{k+1}
\]

converges \( \mathbb{Q} \)-almost surely.

Moreover, if for every \( A > 0 \), we define the index \( A_{r,n} = \max(n, [A(1-r^2)^{-1}]) \) and:

\[
\square_{r,n}^{(A,\infty)} := \sum_{k \geq A_{r,n}} \frac{|Q_{k+1}(r)|^2}{k+2},
\]

then we have, for all \( p \in \mathbb{R} \):

\[
\mathbb{E}^Q \left( e^{p\square_{r,n}^{(A,\infty)}} | \mathcal{F}_n \right) \leq \exp \left( \mathcal{O}_p(A^{-1}) \right)
\]

almost surely.

Proof. In this proof, we again write \( Q_k \) for \( Q_k(r) \) in order to simplify the notation. We know that \( (\log \Phi_k^*(r))_{k \geq 0} \) is a \((\mathbb{F}, \mathbb{P})\)-martingale, bounded in \( L^2(\Omega, \mathcal{B}, \mathbb{P}) \) since it has bounded exponential moments, and then the expectation of its bracket is bounded. In particular, the bracket is \( \mathbb{P} \)-almost surely finite, and then \( \mathbb{Q} \)-almost surely finite since \( \mathbb{P} \) and \( \mathbb{Q} \) are equivalent measures. Now, since

\[
\log \Phi_k^*(r) = \sum_{j=0}^{k-1} \log (1 - \alpha_j Q_j),
\]

the bracket is

\[
\langle \log \Phi_k^*(r) \rangle_k = \sum_{j=0}^{k-1} \mathbb{E} \left( \langle \log (1 - \alpha_j Q_j) \rangle^2 \mid \mathcal{F}_j \right) = \sum_{j=0}^{k-1} \mathbb{E} \left( \sum_{m=1}^{\infty} \frac{|\alpha_j Q_j|^{2m}}{m^2} \mid \mathcal{F}_j \right)
\]

by rotational invariance of \( \alpha_j \) and independence of \( \alpha_j \) and \( \mathcal{F}_j \), and then

\[
\langle \log \Phi_k^*(r) \rangle_k = \frac{2}{\beta} \sum_{j=0}^{k-1} \left( \frac{|Q_j|^2}{j+1} + \mathcal{O}(\mathbb{E}[|\alpha_j|^4]) \right) = \mathcal{O}(1) + \frac{2}{\beta} \sum_{j=0}^{k-1} \frac{|Q_j|^2}{j+1}.
\]

Hence, the last sum is almost surely bounded when \( k \) varies, for fixed \( r < 1 \).

Now, let us bound \( \square_{r,n}^{(A,\infty)} \). We start by proving the following equation:

\[
(1-r^2)^{-1} \square_{r,n}^{(A,\infty)} = (1-r^2)^{-1} \sum_{k=A_{r,n}}^{\infty} \frac{|Q_{k+1}|^2 - \mathbb{E}^Q(|Q_{k+1}|^2 | \mathcal{F}_k)}{k+2} + r^2 (1-r^2)^{-1} \square_{r,n}^{(A,\infty)} + \mathcal{O} \left( \frac{1}{A} \right).
\]

In order to see that, we write:

\[
(1-r^2)^{-1} \square_{r,n}^{(A,\infty)} = (1-r^2)^{-1} \sum_{k=A_{r,n}}^{\infty} \frac{|Q_{k+1}|^2 - \mathbb{E}^Q(|Q_{k+1}|^2 | \mathcal{F}_k)}{k+2} + \mathbb{E}^Q(|Q_{k+1}|^2 | \mathcal{F}_k)
\]

and from (5.3.1),

\[
\mathbb{E}^Q(|Q_{k+1}|^2 | \mathcal{F}_k) = \frac{r^2 |Q_k|^2}{k+1} + \mathcal{O} \left( \frac{1}{(k+1)^2} \right).
\]

Then the combination of the two previous equations yields:

\[
(1-r^2)^{-1} \square_{r,n}^{(A,\infty)}
\]
\[(1 - r^2)^{-1} \sum_{k = A_{r,n}}^\infty \frac{|Q_{k+1}|^2 - \mathbb{E}^Q(|Q_{k+1}|^2|\mathcal{F}_k)}{k + 2} + r^2(1 - r^2)^{-1} \Delta_{r,n}^{(A,\infty)} + \mathcal{O}\left(\frac{r^2(1 - r^2)^{-1}}{A_{r,n} + 1}\right)\]

\[(1 - r^2)^{-1} \sum_{k = A_{r,n}}^\infty \frac{|Q_{k+1}|^2 - \mathbb{E}^Q(|Q_{k+1}|^2|\mathcal{F}_k)}{k + 2} + r^2(1 - r^2)^{-1} \Delta_{r,n}^{(A,\infty)} + \mathcal{O}\left(\frac{(1 - r^2)^{-1}}{A_{r,n} + 1}\right)\]

which is (5.4.1).

Rearranging this equation, we get

\[\Delta_{r,n}^{(A,\infty)} = \mathcal{O}\left(\frac{1}{A}\right) - (1 - r^2)^{-1} \sum_{k = A_{r,n}}^\infty \frac{1 - |Q_{k+1}|^2 - \mathbb{E}^Q(1 - |Q_{k+1}|^2|\mathcal{F}_k)}{k + 2} + \mathcal{O}\left(\frac{1}{A}\right)\]

where \(\Delta M_k\) are martingale differences, bounded by 1. Estimating the increments of the bracket from (5.3.2) yields:

\[\mathbb{E}^Q((\Delta M_k)^2|\mathcal{F}_k) \ll \frac{(1 - r^2)^{-2}}{(k + 1)^3}\]

Hence, the bracket of the corresponding martingale is bounded by

\[\langle M \rangle_\infty \ll \sum_{k \geq A_{r,n}} (1 - r^2)^{-2} \frac{1}{(k + 1)^3} \ll A \]

and the martingale converges in \(L^2(\Omega, \mathcal{B}, \mathbb{Q})\). In order to bound exponential moments, we use the following variant of conditional Chernoff bounds. For all \(p \in \mathbb{R}\):

\[\mathbb{E}^Q\left(e^{p\Delta M_k}|\mathcal{F}_k\right) \leq \mathbb{E}^Q\left(1 + p\Delta M_k + \frac{1}{2}(p\Delta M_k)^2 e^{p|\Delta M_k||\mathcal{F}_k}\right)\]

\[\leq \mathbb{E}^Q\left(1 + \frac{1}{2}(p\Delta M_k)^2 e^{p|\mathcal{F}_k}\right)\]

\[\leq 1 + \mathcal{O}\left(\frac{p^2(1 - r^2)^{-2} e^{p|\mathcal{F}_k}}{2(k + 1)^3}\right)\]

\[\leq \exp\left(\mathcal{O}\left(\frac{p^2(1 - r^2)^{-2} e^{p|\mathcal{F}_k}}{2(k + 1)^3}\right)\right)\]

In the end, by the tower property of conditional expectation, and the fact that \(A_{r,n} \geq n\), we get

\[\mathbb{E}^Q\left(e^{p\sum_{k = A_{r,n}}^\infty \Delta M_k}|\mathcal{F}_n\right) \leq \exp\left(\mathcal{O}\left(\frac{1}{2}p^2 e^{p|\mathcal{F}_n|} \sum_{k \geq A_{r,n}} (1 - r^2)^{-2} \frac{1}{(k + 1)^3}\right)\right) \leq \exp\left(\mathcal{O}(p^2 e^{p|\mathcal{F}_n|} A^{-2})\right)\]

Therefore,

\[\mathbb{E}^Q\left(e^{p\Delta_{r,n}^{(A,\infty)}}|\mathcal{F}_n\right) \leq \exp\left(\mathcal{O}(p A^{-1} + p^2 e^{p|\mathcal{F}_n|} A^{-2})\right) = \exp\left(\mathcal{O}(p A^{-1})\right)\]
The main result of this subsection is the following:

**Proposition 5.5.** Almost surely, under $Q$, $\omega_{r,n,N}$ and $\rho_{r,n,N}$ converge when $N \to \infty$, respectively to

$$\omega_{r,n} = \frac{2}{\beta} \sum_{k=n}^{\infty} \frac{|Q_k(r)|^2 - r^{2k+2}}{k+1}$$

and

$$\rho_{r,n} := \sum_{k=n}^{\infty} \left( - \log \left( \frac{1 - |\alpha_k Q_k(r)|^2}{1 - |\alpha_k|^2} \right) + \frac{2}{\beta} \frac{1 - |Q_k(r)|^2}{k+1} \right).$$

Moreover, for all $p \geq 0$, there exists $K > 0$, depending only on $p$ and $\beta$, such that for all $r \in (0, 1)$,

$$\mathbb{E}^Q[e^{p \omega_{r,n}} | \mathcal{F}_n] \leq K, \quad \mathbb{E}^Q[e^{p \rho_{r,n}} | \mathcal{F}_n] \leq K$$
a.s., and if $\varepsilon > 0$, and $L$ is a compact subset of the $n$-th power of the open unit disc, then there exists $\eta$, depending on $\beta, \varepsilon, n, L$ and $r$, and tending to zero when $r \to 1$— and the other parameters are fixed, such that

$$\mathbb{Q}(|\rho_{r,n}| > \varepsilon | \mathcal{F}_n) \leq \eta$$
a.s. on the event where $(\alpha_0, \ldots, \alpha_{n-1}) \in L$. In particular, for $n = 0$, we get that $\omega_{r,0}$ and $\rho_{r,0}$ have bounded positive exponential moments and $\rho_{r,0}$ converges to 0 in probability when $r$ tends to 1 from below.

**Proof.** The convergence of the series defining $\omega_{r,n}$ is a direct consequence of the convergence of the series

$$\square_{r,n} := \sum_{k=n}^{A_{r,n}} \frac{|Q_{k+1}|^2}{k+2},$$

proven in Proposition 5.4. Let us now bound the positive exponential moments of $\omega_{r,n}$. Using the index $A_{r,n} = \max(n, \lceil (1 - r^2)^{-1} \rceil)$ for $A = 1$, we get

$$\omega_{r,n} = \frac{2}{\beta} \sum_{n \leq k \leq A_{r,n}} \frac{|Q_k|^2 - r^{2k+2}}{k+1} + \frac{2}{\beta} \sum_{k=A_{r,n}+1}^{\infty} \frac{|Q_k|^2 - r^{2k+2}}{k+1} \leq \frac{2}{\beta} \sum_{n \leq k \leq A_{r,n}} \frac{1 - r^{2k+2}}{k+1} + \frac{2}{\beta} \sum_{k=A_{r,n}+1}^{\infty} \frac{|Q_k|^2}{k+1} \leq \frac{2}{\beta} \sum_{k=n}^{A_{r,n}} \frac{1 - r^{2k+2}}{k+1} + \frac{2}{\beta} \square_{r,n}(A=1, \infty) = O(1) + \frac{2}{\beta} \square_{r,n}(A=1, \infty).$$

In the last step, we recognized the convergent (hence bounded) Riemann sum:

$$\sum_{k=n}^{A_{r,n}} \frac{1 - r^{2k+2}}{k+1} \to \int_0^1 dt \frac{1 - e^{-t}}{t}.$$ 

As a consequence, it suffices to prove the bound for $\square_{r,n}(A=1, \infty)$ instead of $\omega_{r,n}$, which is already contained in Proposition 5.4.

Let us now consider $\rho_{r,n}$. We have

$$\rho_{r,n,N} = - \sum_{j=n}^{N-1} \left( - \log \left( 1 - |\alpha_j|^2 \right) - \frac{2}{\beta(j+1)} \right) (1 - |Q_j|^2)$$
\[-\sum_{j=n}^{N-1} \left( \log (1 - |\alpha_j Q_j|^2) - |Q_j|^2 \log (1 - |\alpha_j|^2) \right)\]
\[=: E_1^{(N)} + E_2^{(N)}.\]

We control each of the terms separately. We easily check, using (1.1.4), that \((E_1^{(N)})_{N \geq n}\) is a \(\mathbb{P}\)-martingale. It is also a \(\mathbb{Q}\)-martingale, since \((|\alpha_j|)_{j \geq 0}\) has the same law under the two probability measures. Indeed, for any measurable function \(F\) from \(\mathbb{R}\) to \(\mathbb{R}_+\), and any \(j \geq 0\), we have

\[
\mathbb{E}_\mathbb{Q}[F(|\alpha_j|)|\mathcal{F}_j] = \mathbb{E}_\mathbb{P}\left[ F(|\alpha_j|) \frac{1 - |\alpha_j Q_j|^2}{1 - |\alpha_j|^2} |\mathcal{F}_j \right] \\
= \mathbb{E}_\mathbb{P}\left[ F(|\alpha_j|) \mathbb{E}_\mathbb{P}\left[ \frac{1 - |\alpha_j Q_j|^2}{1 - |\alpha_j|^2} |\mathcal{F}_j, |\alpha_j| \right] |\mathcal{F}_j \right] \\
= \mathbb{E}_\mathbb{P}[F(|\alpha_j|)|\mathcal{F}_j],
\]

the last equality coming from the fact that for \(u = |\alpha_j Q_j| < 1\),

\[
\frac{1}{2\pi} \int_0^{2\pi} \frac{1 - u^2}{|1 - ue^{i\theta}|^2} d\theta = 1.
\]

The conditional \(L^2\) norm of the martingale is bounded as follows, using (1.1.4) and (4.0.3):

\[
\mathbb{E}_\mathbb{Q}\left( (E_1^{(N)})^2 |\mathcal{F}_n \right) \leq \sum_{j=n}^{N-1} \mathbb{E}_\mathbb{Q}((1 - |Q_j|^2)^2 |\mathcal{F}_n) \text{Var}(\log(1 - |\alpha_j|^2)) \\
\leq \sum_{j=n}^{N-1} \mathbb{E}_\mathbb{Q}((1 - |Q_j|^2)^2 |\mathcal{F}_n) \frac{1}{(j+1)^2},
\]

which a.s. converges when \(N\) goes to infinity. We deduce that the martingale \((E_1^{(N)})_{N \geq n}\) is a.s convergent, which means that

\[-\sum_{j=n}^{\infty} \left( -\log (1 - |\alpha_j|^2) - \frac{2}{\beta(j+1)} \right) (1 - |Q_j|^2)\]

tends a.s. to a limit \(\mathbb{E}_1^{(N)}\). Furthermore, by iterating Szegö recursion, we deduce that for \(j \geq n\),

\[Q_j = \Xi_{n,j}(r, Q_n, (\alpha_k)_{n \leq k \leq j-1}, (\overline{\alpha_k})_{n \leq k \leq j-1})\]

where \(\Xi_{n,j}\) is a universal rational function, which has modulus 1 if the two first arguments have modulus 1.

Moreover, \(\Xi_{n,j}\) is well-defined when the two first arguments have modulus at most 1 and the others have modulus strictly less than 1, and then it is continuous when these constraints are satisfied, and uniformly continuous if we restrict the \(\alpha_k\)'s to a compact set of the open unit disc. We deduce that for fixed \((b_k)_{n \leq k \leq q-1}\) of modulus strictly less than 1,

\[S_{n,j}(r, q, (b_k)_{n \leq k \leq j-1}) := \inf_{(Q) \in [q], (|\alpha_k| = b_k)_{n \leq k \leq j-1}} |\Xi_{n,j}(r, Q, (\alpha_k)_{n \leq k \leq j-1}, (\overline{\alpha_k})_{n \leq k \leq j-1})|\]

goesto 1 when \(r\) and \(q\) go to 1 from below. Now, we have

\[
\mathbb{E}_\mathbb{Q}\left( (E_1^{(N)})^2 |\mathcal{F}_n \right) \leq \sum_{j=n}^{N-1} \frac{1}{(j+1)^2} \mathbb{E}_\mathbb{Q}\left( (1 - S_{n,j}(r, q, (|\alpha_k|)_{n \leq k \leq j-1}))^2 |\mathcal{F}_n \right)
\]
on the event when $|Q_n| \in [q, 1]$. Conditionally on $\mathcal{F}_n$, $(|\alpha_k|)_{n \leq k \leq j-1}$ has the same distribution under $\mathbb{P}$ and under $\mathbb{Q}$, as proven above. Since $(|\alpha_k|)_{n \leq k \leq j-1}$ is independent of $\mathcal{F}_n$ under $\mathbb{P}$, it is also independent under $\mathbb{Q}$, with the same distribution, and then

$$
\mathbb{E}^\mathbb{Q}\left((E_1^{(N)})^2 | \mathcal{F}_n\right) \ll \sum_{j=n}^{N-1} \frac{1}{(j+1)^2} \mathbb{E}^\mathbb{P}\left((1 - S_{n,j}(r, q, (|\alpha_k|)_{n \leq k \leq j-1})^2)^2\right)
$$
on the event when $|Q_n| \in [q, 1]$. Now, $|Q_n|$ is a continuous function of $r, \alpha_0, \ldots, \alpha_{n-1}$, and then it is uniformly continuous if we assume that $(\alpha_0, \ldots, \alpha_{n-1})$ is in a given compact set $L \in \mathbb{D}$. Hence, under this assumption, $|Q_n| \in [g_{n,L}(r), 1]$ when $g_{n,L}$ is a function tending to 1 when $r \to 1^-$. We deduce

$$
\mathbb{E}^\mathbb{Q}\left((E_1^{(N)})^2 | \mathcal{F}_n\right) \ll \sum_{j=n}^{\infty} \frac{1}{(j+1)^2} \mathbb{E}^\mathbb{P}\left((1 - S_{n,j}(r, g_{n,L}(r), (|\alpha_k|)_{n \leq k \leq j-1})^2)^2\right),
$$
on the right-hand side, which depends on $\beta, n, L$ and $r$, converges to 0 when $r \to 1^-$ with fixed other parameters. Now, if we let $N \to \infty$, we deduce, by Fatou’s lemma,

$$
\mathbb{E}^\mathbb{Q}\left(E_1^2 | \mathcal{F}_n\right) \ll \sum_{j=n}^{\infty} \frac{1}{(j+1)^2} \mathbb{E}^\mathbb{P}\left((1 - S_{n,j}(r, g_{n,L}(r), (|\alpha_k|)_{n \leq k \leq j-1})^2)^2\right),
$$
and then

$$(5.5.1) \quad \mathbb{Q}[|E_1| > \varepsilon | \mathcal{F}_n] \leq \eta_1,$$

where

$$
\eta_1 \ll \varepsilon^{-2} \sum_{j=n}^{\infty} \frac{1}{(j+1)^2} \mathbb{E}^\mathbb{P}\left((1 - S_{n,j}(r, g_{n,L}(r), (|\alpha_k|)_{n \leq k \leq j-1})^2)^2\right)
$$
depends on $\beta, \varepsilon, n, L$ and $r$ and tends to 0 when $r$ goes to 1.

In order to estimate $E_2^{(N)}$, we observe that for $a, q \in [0, 1)$,

$$
-\log(1 - aq) + q \log(1 - a) = \sum_{k=1}^{\infty} \frac{a^k(q^k - q)}{k},
$$
and then this quantity is nonpositive. Moreover, since

$$
q - q^k = \sum_{r=1}^{k-1} (q^r - q^{r+1}) \leq (k - 1)(1 - q),
$$
the absolute value of the quantity above is at most

$$
\sum_{k=1}^{\infty} \frac{a^k(k-1)(1-q)}{k} \leq (1-q) \sum_{k=2}^{\infty} a^k = \frac{(1-q)a^2}{1-a}.
$$

We deduce that $E_2^{(N)}$ is a sum of nonpositive terms: let $E_2$ be its limit (real or equal to $-\infty$) when $N \to \infty$. We have

$$
|E_2| \leq \sum_{j=n}^{\infty} (1 - |Q_j|^2) \frac{|\alpha_j|^4}{1 - |\alpha_j|^2}.
$$

Since for $j$ such that $\beta_j - 1 > 0$,

$$
\mathbb{E}^\mathbb{Q}\left[\frac{|\alpha_j|^4}{1 - |\alpha_j|^2}\right] = \mathbb{E}\left[\frac{|\alpha_j|^4}{1 - |\alpha_j|^2}\right] = \beta_j \int_0^1 x^2 (1-x)^{\beta_j-2} dx = \beta_j \frac{\Gamma(3)\Gamma(\beta_j - 1)}{\Gamma(\beta_j + 2)}
$$
\[ = \frac{2}{(\beta_j - 1)(\beta_j + 1)} = \mathcal{O}(1/j^2), \]

the last series is a.s. convergent and \(|E_2|\) is a.s. finite. Moreover, if \((\alpha_0, \ldots, \alpha_{n-1}) \in L\), we get

\[ |E_2| \leq \sum_{j=n}^{\infty} (1 - S_{n,j}(r; g_{n,l}(r), (|\alpha_k|)_{n \leq k \leq j-1})) \frac{|\alpha_j|^4}{1 - |\alpha_j|^2}. \]

Hence, for \(\varepsilon > 0\),

\[
\mathbb{Q}[|E_2| > \varepsilon |\mathcal{F}_n] \leq \mathbb{Q}\left[ \max_{n \leq j \leq p-1} \frac{|\alpha_j|^4}{1 - |\alpha_j|^2} > R |\mathcal{F}_n \right]
+ \varepsilon^{-1} \mathbb{E}\left[ R \sum_{j=n}^{p-1} (1 - S_{n,j}(r; g_{n,l}(r), (|\alpha_k|)_{n \leq k \leq j-1})) \frac{|\alpha_j|^4}{1 - |\alpha_j|^2} |\mathcal{F}_n \right]
+ \sum_{j=p}^{\infty} (1 - S_{n,j}(r; g_{n,l}(r), (|\alpha_k|)_{n \leq k \leq j-1})) \frac{|\alpha_j|^4}{1 - |\alpha_j|^2} |\mathcal{F}_n \right]
\]

for any \(p \geq n\) and \(R > 0\). The first term is a quantity depending on \(\beta, n, R, p\), and tending to zero when \(R\) goes to infinity. The second term depends on \(\beta, \varepsilon, n, R, p, L, r\), is finite as soon as \(p\) is large enough depending on \(\beta\), and under such assumption, it tends to zero when \(r \to 1^-\) by dominated convergence. We deduce that for fixed \(\beta, \varepsilon, n, L\), which also allows to fix \(p\), we get

\[
\mathbb{Q}[|E_2| > \varepsilon |\mathcal{F}_n] \leq \delta_1(R) + \delta_2(R, r)
\]

where \(\delta_1(R)\) goes to 0 when \(R \to \infty\) and \(\delta_2(R, r)\) goes to 0 when \(R\) is fixed and \(r \to 1^-\). Since the left-hand side is in fact independent of \(R\), we have

\[ (5.5.2) \quad \mathbb{Q}[|E_2| > \varepsilon |\mathcal{F}_n] \leq \eta_2, \]

where

\[ \eta_2 := \inf_{R > 0} (\delta_1(R) + \delta_2(R, r)) \]

may depend on \(\beta, \varepsilon, n, L, r\). For each \(R > 0\), we get

\[ \lim_{r \to 1^-} \sup \eta_2 \leq \delta_1(R) + \lim_{r \to 1^-} \delta_2(R, r) = \delta_1(R), \]

and then \(\eta_2\) goes to zero when \(r \to 1^-\).

From the convergence of \(E_1^{(N)}\) to \(E_1\) and the convergence of \(E_2^{(N)}\) to \(E_2\), we deduce the a.s. convergence of \(\rho_{r,n,N}\) towards

\[ \rho_{r,n} = \sum_{k=n}^{\infty} \left( - \log \left( \frac{1 - |\alpha_k Q_k(r)|^2}{1 - |\alpha_k|^2} \right) + \frac{2}{\beta} \frac{|Q_k(r)|^2}{k + 1} \right), \]

the infinite series being a.s. convergent. Moreover, from the estimates (5.5.1) and (5.5.2), we deduce that for \(\varepsilon > 0\), and \(L\) a compact subset of the \(n\)-th power of the open unit disc, there exists \(\eta\), depending on \(\beta, \varepsilon, n, L\) and \(r\), tending to zero when \(r \to 1^-\) and the other parameters are fixed, such that

\[ \mathbb{Q}[|\rho_{r,n} > \varepsilon |\mathcal{F}_n] \leq \eta \]

a.s. on the event \((\alpha_0, \ldots, \alpha_{n-1}) \in L\). In the particular case \(n = 0\), the \(\sigma\)-algebra \(\mathcal{F}_n\) is trivial, and no restriction to an event of the form \((\alpha_0, \ldots, \alpha_{n-1}) \in L\) is involved. We get the existence of \(\eta\), depending only on \(\beta, \varepsilon\) and \(r\), tending to zero when \(r \to 1\), such that

\[ \mathbb{Q}[|\rho_{r,0} > \varepsilon|] \leq \eta. \]
Hence, for any $\varepsilon > 0$,

$$
\mathbb{Q}[|\rho_{r,0}| > \varepsilon] \xrightarrow{r \to 1} 0,
$$

which means that $\rho_{r,0}$ tends to zero in probability when $r \to 1$.

It remains to bound the positive exponential moments of $\rho_{r,n}$. We notice that since $E_2$ has nonpositive terms, it is enough to bound the positive exponential moments of $E_1$.

We have, for all $p \geq 0$,

$$
\mathbb{E}^\mathbb{Q} \left[ \exp \left( p \left( \log (1 - |\alpha_j|^2) + \frac{2}{\beta(j+1)} \right) (1 - |Q_j|^2) \right) |\mathcal{F}_j \right]
$$

\begin{align*}
= & \mathbb{E}^\mathbb{Q} \left[ (1 - |\alpha_j|^2)^p (1-|Q_j|^2) e^{\frac{2p}{\beta(j+1)}(1-|Q_j|^2)} |\mathcal{F}_j \right] \\
= & \frac{(\beta/2)(j+1)}{(\beta/2)(j+1) + p(1 - |Q_j|^2)} e^{\frac{2p}{\beta(j+1)}(1-|Q_j|^2)} \\
= & \frac{1}{1 + \frac{2p}{\beta(j+1)}(1 - |Q_j|^2)} e^{\frac{2p}{\beta(j+1)}(1-|Q_j|^2)}.
\end{align*}

Now, using the inequality $-\log(1+x) \leq -x + \frac{1}{2}x^2$, available for all $x \geq 0$, we deduce:

$$
\mathbb{E}^\mathbb{Q} \left[ \exp \left( p \left( \log (1 - |\alpha_j|^2) + \frac{2}{\beta(j+1)} \right) (1 - |Q_j|^2) \right) |\mathcal{F}_j \right]
$$

\begin{align*}
\leq & \ e^{\frac{2p^2}{\beta(j+1)^2}(1-|Q_j|^2)^2} \\
\leq & \ e^{\frac{2p^2}{\beta(j+1)^2}}.
\end{align*}

Using the tower property of conditional expectation, we deduce

$$
\mathbb{E}^\mathbb{Q}[e^{pE_1} |\mathcal{F}_n] \leq e^{O(p^2)},
$$

which finishes the proof of the proposition. \hfill \square

6. A Diffusive Limit for $|Q_j(re^{i\theta})|^2$

In the proof of Lemma 4.2, we will require various estimates regarding $(|Q_j(re^{i\theta})|^2)_{j \geq n}$ as well as the diffusive limit for fixed $\theta$, while $j$ is large and $r$ close to 1. These $\mathbb{F}$-adapted processes satisfy some discrete approximations of SDEs. We will need to know if their distribution converges to some solutions of the corresponding continuous SDEs, in the same way as the simple random walk converges to the Brownian motion after suitable scaling.

The precise statement is as follows, and its proof is the topic of the current section.

**Proposition 6.1.** We assume $\beta > 2$. For $\varepsilon \in (0,1)$, $A > 0$, $r \in (0,1)$, recall that the indices $A_{r,n}$ and $\varepsilon_{r,n}$ are:

$$
A_{r,n} = \max(n, \lfloor A/(1 - r^2) \rfloor) , \quad \varepsilon_{r,n} = \max(n, \lfloor \varepsilon/(1 - r^2) \rfloor).
$$

Moreover, we fix an event $\mathcal{G} \in \mathcal{F}_n$, which may depend on $r$, and under which $(\alpha_0, \ldots, \alpha_{n-1})$ is in some deterministic compact subset of $\mathbb{D}^n$, independent of $r$. Then, for every $\xi > 0$, we have

$$
(6.1.1) \quad \limsup_{A \to \infty} \sup_{r \in (0,1)} \mathbb{Q} \left[ \sum_{j=A_{r,n}}^{\infty} \frac{|Q_j(r)|^2}{j+1} \geq \xi \mid \mathcal{G} \right] = 0.
$$
and

\[
(6.1.2) \quad \limsup_{\varepsilon \rightarrow 0} \sup_{r \in (0,1)} \mathbb{E} \left[ \sum_{j=n}^{\varepsilon r - 1} \frac{1 - |Q_j(r)|^2}{j + 1} \geq \xi \mid G \right] = 0.
\]

Moreover, consider the process \( X_t^{(r)} = |Q_{n+t}^{(r)} - 1| \sum_{j=n}^{r-1} |Q_j(r)|^2 \) at time \( t \) when \( t \) is a multiple of \( \log(r^{-2}) \), and linearly interpolated for other values of \( t \). Under \( \mathbb{Q} \) and conditionally on \( G \), the law of \( X_t^{(r)} \) tends, for the topology of uniform convergence on compact sets, to the distribution of a continuous solution \( X \) of the following stochastic differential equation

\[
(6.1.3) \quad d(1 - X_t) = X_t dt - (1 - X_t)^2 \frac{2 dt}{\beta t} + 4 (1 - X_t) X_t \frac{dt}{\beta t} + \sqrt{(1 - X_t)^2 \frac{4 X_t}{\beta t}} dB_t,
\]

where \( B \) is a Brownian motion.

Furthermore, we have that almost surely,

\[
(6.1.4) \quad \sup_{t \in (0,1)} \frac{1 - X_t}{t^{1-\varepsilon'}} < \infty
\]

for all \( \varepsilon' \in (0,1) \), and

\[
\int_0^\infty \frac{X_t - e^{-t}}{t} dt < \infty.
\]

Finally, the law of \( X \) is uniquely determined by the properties given above.

**Strategy of proof.** In Subsection 6.1, we provide the proofs of the estimates (6.1.1) and (6.1.2).

In Subsection 6.2, we prove that the sequence of laws \( \mathcal{L} \left( X_t^{(r)}; t \geq 0 \right) \) is tight for \( r < 1 \). Furthermore, every limit point as \( r \rightarrow 1 \) is solution of the announced SDE (6.1.3) - for \( t > 0 \). At that stage, uniqueness will still be required to finish the proof of the convergence in law.

In Subsection 6.3, we study the entrance law for any solution to the SDE (6.1.3) satisfying (6.1.4) for \( t > 0 \) and we relate it to Dufresne’s identity.

Subsection 6.4 finally proves uniqueness, and thus concludes the proof of Proposition 6.1. \( \square \)

6.1. **Proofs of Eq. (6.1.1) and (6.1.2).** For the first statement, with the notation of Proposition 5.4, it is enough to prove that

\[
\mathbb{E} \mathbb{Q} (\square_{r,n}^{(A,\infty)} | \mathcal{F}_n) = \mathcal{O}(A^{-1})
\]

almost surely, the implicit constant being independent from \( r \). From the proof of that proposition, we already have:

\[
\square_{r,n}^{(A,\infty)} = \mathcal{O}(1/A) - \sum_{k=A_{r,n}}^\infty \Delta M_k,
\]

where \( \Delta M_k \) are martingale differences, bounded by 1. Estimating the increments of the bracket from (5.3.2) yields:

\[
\mathbb{E} \mathbb{Q} \left( (\Delta M_k)^2 | \mathcal{F}_k \right) \ll \frac{(1 - r^2)^{-2}}{(k + 1)^3}.
\]

Hence, the bracket of the corresponding martingale is bounded by

\[
\langle M \rangle_{\infty} \ll \sum_{k \geq A_{r,n}} \frac{(1 - r^2)^{-2}}{(k + 1)^3} \ll 1/A^2
\]
and the martingale converges in $L^2(\Omega, \mathcal{B}, \mathbb{Q})$, with

$$\mathbb{E}[(M_\infty - M_{A, n})^2|\mathcal{F}_n] \ll 1/A^2,$$

which gives the desired estimate.

For the second statement (6.1.2), we will need the following notion. We say that a family of random variables $(X(r))_{r \in (0, 1)}$ is tight conditionally to $\mathcal{G}$ when almost surely:

(6.1.6) \[ \limsup_{n \to \infty} \sup_{r \in (0, 1)} \mathbb{Q}(|X(r)| > a | \mathcal{G}) = 0. \]

Thanks to the recurrence (5.1.1) and the fact that $Q_0(r) = r$, we have

\[
1 - |Q_{n+k}|^2 \\
= \sum_{j=0}^{k-1} (1 - r^2)^{2j} \prod_{\ell=k+n-j}^{k+n-1} \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} + (1 - |Q_n|^2) r^{2k} \prod_{\ell=n}^{k+n-1} \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} \\
\leq (1 - |Q_n|^2) \prod_{\ell=n}^{k+n-1} \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} + (1 - r^2) \sum_{j=n+1}^{n+k} \prod_{\ell=j}^{n+k-1} \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2}.
\]

The last inequality is obtained by exchanging the two terms of the sum, by using the fact that $r \leq 1$ and by changing the index $j$ to $n + k - j$. By introducing the two following $(\mathbb{F}, \mathbb{Q})$-martingales:

\[
\begin{cases}
N_j := \sum_{\ell=n}^{j-1} \left( -\log(1 - |\alpha_\ell|^2) - \frac{2}{\beta(\ell+1)} \right) \\
M_j := M_j(r) = \sum_{\ell=n}^{j-1} \left( -\log |1 - \alpha_\ell Q_\ell|^2 + \mathbb{E}^Q [\log |1 - \alpha_\ell Q_\ell|^2|\mathcal{F}_\ell] \right)
\end{cases}
\]

we can rewrite the previous expression as:

\[
1 - |Q_{n+k}|^2 \\
\leq (1 - |Q_n|^2) \exp \left( \sum_{\ell=n}^{k+n-1} \log \left( \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} \right) \right) \\
+ (1 - r^2) \sum_{j=n+1}^{n+k} \exp \left( \sum_{\ell=j}^{n+k-1} \log \left( \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} \right) \right) \\
\leq (1 - |Q_n|^2) \exp \left( -(N_{k+n} - N_n) + M_{k+n} - M_n + \sum_{\ell=n}^{k+n-1} \mathbb{E}^Q \left[ \log \left( \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} \right) |\mathcal{F}_\ell \right] \right) \\
+ (1 - r^2) \sum_{j=n+1}^{n+k} \exp \left( -(N_{k+n} - N_j) + M_{k+n} - M_j + \sum_{\ell=j}^{k+n-1} \mathbb{E}^Q \left[ \log \left( \frac{1 - |\alpha_\ell|^2}{|1 - \alpha_\ell Q_\ell|^2} \right) |\mathcal{F}_\ell \right] \right).
\]

In this computation, we have used the fact that the conditional distribution of $|\alpha_j|^2$ given $\mathcal{F}_j$ is the same under $\mathbb{P}$ and under $\mathbb{Q}$, which implies

$$\mathbb{E}^Q[-\log(1 - |\alpha_j|^2)|\mathcal{F}_j] = \mathbb{E}^P[-\log(1 - |\alpha_j|^2)|\mathcal{F}_j] = \frac{2}{\beta(j+1)}.$$

Combining these estimates with the last estimates of Proposition 5.3, we have a.s., for $n$ large enough depending on $\beta$:

\[
\mathbb{E}^Q \left[ \log \left( \frac{1 - |\alpha_j|^2}{|1 - \alpha_j Q_j|^2} \right) |\mathcal{F}_j \right] = \frac{4}{\beta(j+1)} |Q_j|^2 - \frac{2}{\beta(j+1)} + O \left( \frac{1}{(j+1)^2} \right) \\
\leq \frac{2}{\beta(j+1)} + O \left( \frac{1}{(j+1)^2} \right),
\]
which becomes upon summing:

$$\sum_{j=1}^{n+k} \mathbb{E}^\mathbb{Q} \left[ \log \left( \frac{1 - |\alpha_j|^2}{1 - \alpha_j Q_j^2} \right) |\mathcal{F}_j| \right] \leq O(1) + \frac{2}{\beta} \log \left( \frac{n + k}{j + 1} \right).$$

We deduce a.s.:

$$1 - |Q_{n+k}|^2 \ll (1 - |Q_n|^2) \exp \left( -\left( \mathcal{N}_{k+n} - \mathcal{N}_n \right) + \mathcal{M}_{k+n} - \mathcal{M}_n \right) \left( \frac{n + k}{n + 1} \right)^{\frac{2}{\beta}}$$

$$+ (1 - r^2) \sum_{j=n+1}^{n+k} \exp \left( -\left( \mathcal{N}_{k+n} - \mathcal{N}_j \right) + \mathcal{M}_{k+n} - \mathcal{M}_j \right) \left( \frac{n + k}{j + 1} \right)^{\frac{2}{\beta}}.$$ 

Now, we have to control the martingales \( \mathcal{N} \) and \( \mathcal{M} \). We start by the easier \( \mathcal{N} \), which is a convergent martingale, since it is (up to a shift of the index) equal to the martingale defined by (4.0.2), which has been proven to be bounded in \( L^2 \). We have that:

$$C^\mathbb{Q} := \sup_{j \geq n} |\mathcal{N}_j - \mathcal{N}_n| < \infty,$$

since \((\mathcal{N}_j - \mathcal{N}_n)_{j \geq n}\) is almost surely a Cauchy sequence. Furthermore, since \( \mathcal{N} \) has independent increments, \( C^\mathbb{Q}_\omega \) is independent from \( \mathcal{F}_n \), and its distribution under \( \mathbb{Q} \) does not depend on \( r \). As such, because single random variables are tight:

$$\limsup_{a \to \infty} \mathbb{Q} \left( |C^\mathbb{Q}_\omega| > a \right) = 0,$$

and (6.1.6) is satisfied for \( C^\mathbb{Q}_\omega \).

In order to control the contribution of \((\mathcal{M}_j(r))_{j \geq n}\), we crucially use the epsilon of room between \( \frac{2}{\beta} \) and 1 in the subcritical regime. To that end, pick \( \eta > 0 \), depending only on \( \beta \), such that \( \frac{2}{\beta} + \eta < 1 \), and consider the random variable

$$(6.1.7) \quad C^\mathbb{Q}_{\omega,k}(r) := \sup_{n \leq j \leq n+k} \left[ |\mathcal{M}_{n+k}(r) - \mathcal{M}_j(r)| - \eta \log \frac{n + k + 1}{j + 1} \right].$$

This quantity has a distribution that depends on \( r \) and \( k \). Upon using the bound

$$\exp \left[ -\left( \mathcal{N}_{k+n} - \mathcal{N}_j \right) + \mathcal{M}_{k+n}(r) - \mathcal{M}_j(r) \right]$$

$$= \exp \left[ -\left( \mathcal{N}_{k+n} - \mathcal{N}_n \right) + \mathcal{N}_j - \mathcal{N}_n \right]$$

$$\times \exp \left[ \mathcal{M}_{k+n}(r) - \mathcal{M}_j(r) - \eta \log \frac{n + k + 1}{j + 1} \right] \left( \frac{n + k + 1}{j + 1} \right) \eta$$

$$\leq e^{2C^\mathbb{Q}_\omega + C^\mathbb{Q}_{\omega,k}(r) \left( \frac{n + k + 1}{j + 1} \right) \eta},$$

we have:

$$1 - |Q_{n+k}|^2$$

$$\ll e^{2C^\mathbb{Q}_\omega + C^\mathbb{Q}_{\omega,k}(r) \left[ (1 - |Q_n|^2) \left( \frac{n + k + 1}{n + 1} \right)^{\frac{2}{\beta} + \eta} \right.}$$

$$\left. + (1 - r^2) \sum_{j=n+1}^{n+k} \left( \frac{n + k + 1}{j + 1} \right)^{\frac{2}{\beta} + \eta} \right].$$

From the classical comparison between series and integrals, we have:

$$\forall k \in \mathbb{N}, \quad \sum_{j=0}^{k} \frac{1}{(j + 1)^{\frac{2}{\beta} + \eta}} \leq \frac{(k + 1)^{1-\eta-\frac{2}{\beta}}}{1 - \eta - \frac{2}{\beta}},$$

and from the mean value theorem, we have:

$$(1 - |Q_n|^2) \leq (1 - r)|2Q'_nQ_n|_{L^\infty(\mathbb{D})} \leq 2(1 - r^2)|Q'_n|_{L^\infty(\partial \mathbb{D})}. $$
In this last inequality, we used the fact that $|Q_n| \leq 1$ and that, by the maximum principle for subharmonic functions, $|Q'_n|$ reaches its maximum on the boundary of the disc. Therefore, the previous inequality becomes:

$$1 - |Q_{n+k}|^2 \ll e^{2C_N C_M n} (1 - r^2) \left[ 2|Q'_n| L^{\infty}(\partial D) \left( \frac{n+k+1}{n+1} \right)^{\frac{2}{\beta}} + \frac{n+k+1}{1 - \left( \frac{2}{\beta} \right)} \right].$$

Moreover, by Szegö recursion, $Q'_n(z)$ is a rational function of $z$, the Verblunsky coefficients of index between 0 and $n-1$, and their conjugates: it is then continuous in $z, \alpha_0, \ldots, \alpha_{n-1}$, and bounded if we restrict to $|z| = 1$ and $(\alpha_0, \ldots, \alpha_{n-1}) \in L$ for some compact set $L \in \mathbb{D}^n$. Hence, $|Q'_n| L^{\infty}(\partial D)$ is uniformly bounded, independently of $r$, under the event $\mathcal{G}$. By absorbing all the constants into a single one, we deduce that there exists a $C_\omega > 0$, independent of $r$, which satisfies (6.1.6) and such that:

$$1 - |Q_{n+k}|^2 \leq C_\omega e^{2C_n C_M n} \cdot 2|Q'_n| L^{\infty}(\partial D) (n + k + 1) (1 - r^2).$$

In order to complete the proof of (6.1.2), it is now enough to show that for $\varepsilon' > 0$, the random variables

$$S(r) := \sup_{k \leq 1/\log(1/r^2)} \left( C_M n (n + k + 1) (1 - r^2) \right)$$

form a tight family, under $\mathcal{Q}$ and conditionally on $\mathcal{G}$. Indeed, by combining (6.1.8) with the previous equation, since

$$\varepsilon_{r,n} = \max \left( n, \left\lfloor \frac{\varepsilon}{1 - r^2} \right\rfloor \right) \leq n + \frac{1}{\log(1/r^2)} + O(1),$$

we obtain, by taking $\varepsilon' = 1/2$,

$$\sum_{j=n}^{\varepsilon_{r,n}-1} \frac{1 - |Q_j|^2}{j + 1} \leq O \left( \min(1, \log(1/r^2)) \right) + \sum_{j=n}^{\min(\varepsilon_{r,n}-1, n+1/\log(1/r^2))} \frac{1 - |Q_j|^2}{j + 1}$$

$$\leq O \left( 1 - r^2 \right) + C_\omega e^{S(r)} \sum_{j=n}^{\varepsilon_{r,n}-1} \frac{1}{j + 1} \left( (j + 1)(1 - r^2) \right)^{\frac{1}{2}}$$

$$\ll O \left( 1 - r^2 \right) + C_\omega e^{S(r) \sqrt{\varepsilon}}.$$

Now, the sum we want to estimate is non-empty only if $\varepsilon_{r,n} \geq n + 1$ which implies $\varepsilon/(1 - r^2) \geq 1$, i.e. $1 - r^2 \leq \varepsilon$. We deduce

$$\sum_{j=n}^{\varepsilon_{r,n}-1} \frac{1 - |Q_j|^2}{j + 1} \leq \varepsilon + C_\omega e^{S(r) \sqrt{\varepsilon}}.$$

and then

$$\sup_{r \in (0,1)} \mathbb{Q} \left[ \sum_{j=n}^{\varepsilon_{r,n}-1} \frac{1 - |Q_j|^2}{j + 1} \geq \xi |\mathcal{G} \right] \leq \sup_{r \in (0,1)} \mathbb{Q} \left[ (1 + C_\omega e^{S(r)}) \gg \xi \varepsilon^{-1/2} |\mathcal{G} \right],$$

which goes to zero with $\varepsilon$ by the tightness of $(S(r))_{r \in (0,1)}$.

In order to be truly done with the proof of (6.1.2), it remains to prove the tightness of (6.1.8).
The proof of tightness of \((6.1.8)\) is rather technical but essentially boils down to Doob’s martingale inequality in order to control suprema and a dyadic decomposition argument. First, let us start with controlling the variations of the martingale \(\mathcal{M}\), via estimates on conditional exponential moments. For \(\lambda \in [-1, 1]\), and \(\ell \geq n\):

\[
\mathbb{E}^Q \left( e^{\lambda(M_{\ell+1} - M_\ell)} | \mathcal{F}_\ell \right) = \mathbb{E} \left( \frac{1 - |\alpha_j Q_j|^2}{\sqrt{1 - |\alpha_j Q_j|^2}^{2(1 + \lambda)}} | \mathcal{F}_\ell \right) e^{\lambda \mathbb{E}^Q[\log |1 - \alpha_j Q_j|^2 | \mathcal{F}_\ell]}. 
\]

By applying \((5.2.2)\) to the uniformly bounded exponent \(\lambda + 1\) and to \(u = |\alpha_j Q_j| \leq |\alpha_j|\), and by using the estimate of Proposition 5.3 on the conditional expectation of \(-2\Re \log(1 - \alpha_j Q_j)\) under \(Q\), we get, for \(\ell\) large enough depending on \(\beta\):

\[
\mathbb{E}^Q \left( e^{\lambda(M_{\ell+1} - M_\ell)} | \mathcal{F}_\ell \right) 
= \mathbb{E} \left( 1 - |\alpha_j Q_j|^2 \right) \left( 1 + (1 + \lambda)^2 |\alpha_j Q_j|^2 + O \left( \frac{|\alpha_j|^4}{(1 - |\alpha_j|^2)^{\Theta(1)}} \right) \right) | \mathcal{F}_\ell \)
\times e^{-\frac{\lambda^2}{\pi(\ell+1)^2} |\alpha_j Q_j|^2 + O((\ell+1)^{-2})}
= \left( 1 + ((1 + \lambda)^2 - 1) \frac{2|Q_j|^2}{\beta(\ell+1)} \right) + O((\ell+1)^{-2}) e^{-\frac{\lambda^2}{\pi(\ell+1)^2} |\alpha_j Q_j|^2 + O((\ell+1)^{-2})}
= \exp \left( (1 + \lambda)^2 - 1 \right) \frac{2|Q_j|^2}{\beta(\ell+1)} + O((\ell+1)^{-2})
= \exp \left( \lambda^2 \frac{2|Q_j|^2}{\beta(\ell+1)} + O((\ell+1)^{-2}) \right) \leq \exp \left( \lambda^2 \frac{2}{\beta(\ell+1)} + O((\ell+1)^{-2}) \right)
\]

the last inequality coming from the fact that \(|Q_j|\) is always smaller than or equal to 1. Therefore, there exists a constant \(c > 0\) such that

\[\mathcal{E}_{\lambda,j,j'} := \exp \left( \lambda(M_j - \mathcal{M}_j) - \lambda^2 \frac{2}{\beta} \sum_{\ell = j'}^{j-1} \frac{1}{\ell + 1} - \beta \sum_{\ell = j'}^{j-1} \frac{1}{(\ell + 1)^2} \right),\]

is a positive \((\mathbb{F}, Q)\)-supermartingale in \(j \geq j'\), starting at 1, for \(j'\) large enough depending on \(\beta\). We deduce that the probability that this supermartingale reaches a level \(M > 0\) is at most \(1/M\). Applying this for \(\lambda \in (0, 1)\) and for \(-\lambda\), we deduce that for \(a\) large enough depending on \(\beta\) and \(b \geq a \geq n\) (recall that \(\mathcal{G}\) is \(\mathcal{F}_n\)-measurable):

\[Q \left( \sup_{a \leq j \leq b} |M_j - \mathcal{M}_a| \geq x \mid \mathcal{G} \right) \ll e^{-\lambda x + \frac{\lambda^2}{\beta} \left( 1 + \log \frac{b+1}{a+1} \right)}.
\]

Hence for \(\lambda \in (0, 1)\):

\[(6.1.9) \quad Q \left( \sup_{a \leq j \leq b} |M_j - \mathcal{M}_a| \geq \left( 1 + \log \frac{b+1}{a+1} \right)^{\frac{1}{2}} x \mid \mathcal{G} \right) \ll e^{-\lambda x + \frac{\lambda^2}{\beta} \left( 1 + \log \frac{b+1}{a+1} \right)}.
\]

Recall that, by \((6.1.7)\) and \((6.1.8)\),

\[S(r) = \sup_{k \leq 1/\log(1/r^2)} (C_{\omega}^{M,k}(r) + \varepsilon' \log[(n+k+1)(1-r^2)])
= \sup_{k \leq 1/\log(1/r^2), n \leq j \leq n+k} \left( M_{n+k} - M_j - \eta \log \frac{n+k+1}{j+1} + \varepsilon' \log[(n+k+1)(1-r^2)] \right).
\]

Intuitively, we will show that the increments \(M_{n+k} - M_j\) have, with high probability, an order of magnitude dominated by a power of \(1 + \log[(n+k+1)/(j+1)]\) with exponent smaller than 1, and then its possible growth when \(j\) becomes far from \(n+k\) is compensated by the negative term \(-\eta \log[(n+k+1)/(j+1)]\). The last term \(\varepsilon' \log[(n+k+1)(1-r^2)]\), is negative, and it will be useful in order to control a union bound on the different
possible orders of magnitude of \( k \). For such union bound, we need to control moments of \( M_{n+k} - M_j \) with order larger than one: the choice of 1.25 below is quite arbitrary (this value is small enough in order to allow us to control the moments). The following sum introduces two scales, corresponding to the fact that \( S(r) \) involves a supremum on two indices: the order of magnitude of \( k \) (approximately \( 2^p \)) and the order of magnitude of \( \log((n+k+1)/(j+1)) \) (approximately \( 2^m \)). The non-zero terms of the sum corresponds to increments of \( M_{n+k} - M_j \) which are larger than \( \log^{0.8}((n+k+1)/(j+1)) \), and for which some care is needed in order to make sure they are well-controlled by the negative term \( -\eta \log((n+k+1)/(j+1)) \).

More precisely, for each integer \( p \geq 0 \), let us define:

\[
S_p(r) := \sum_{m=0}^{\infty} \max_{n \leq 0} \left( 0, \sup_{k\in[2^p-1,2^{p+1}-1]} \sup_{n \leq j \leq n+k} \frac{|M_{n+k} - M_j|^{1.25} - 2^m}{2^m} \right).
\]

For \( k \in [2^p - 1, 2^{p+1} - 1] \), and \( n \leq j \leq n+k \), we can consider, in \( S_p(r) \), the term of index \( m \geq 0 \) such that \( (1/2) + \log((n+k+1)/(j+1)) \in [2^{m-1}, 2^m] \). We deduce

\[
|M_{n+k} - M_j|^{1.25} - 2^m \leq S_p(r)
\]

and then

\[
|M_{n+k} - M_j| \ll 2^{0.8m} + S_p(r)^{0.8} \ll 1 + \log^{0.8}((n+k+1)/(j+1)) + S_p(r)^{0.8}.
\]

By (6.1.7), we deduce, for \( k \in [2^p - 1, 2^{p+1} - 1] \),

\[
C^{M,k}_\omega(r) \ll S_p(r)^{0.8} + \sup_{n \leq j \leq n+k} \left( \log^{0.8} \frac{n+k+1}{j+1} - \eta \log \frac{n+k+1}{j+1} \right) \ll S_p(r)^{0.8} + 1.
\]

Now, let us define \( p_r \) by \( 1/\log(1/y^2) \in [2^{p_r} - 1, 2^{p_r+1} - 1] \). We see that \( S(r) \) from (6.1.8) is controlled by

\[
\widetilde{S}(r) := \max_{p \leq p_r} \left( S_p(r)^{0.8} - \varepsilon''(p_r - p) \right)
\]

for \( \varepsilon'' = \varepsilon' \log 2 \). We have, for all \( x > 1 \), using a union bound and Markov’s inequality:

\[
\mathbb{Q}[\tilde{S}(r) \geq x|\mathcal{G}] \leq \sum_{p \leq p_r} \mathbb{Q}[S_p^{0.8}(r) \geq x + \varepsilon''(p_r - p)|\mathcal{G}]
\]

\[
\leq \sum_{p \leq p_r} \frac{1}{x + \varepsilon''(p_r - p))^{1.25}} \mathbb{E}^{\mathbb{Q}}[S_p(r)|\mathcal{G}] \ll_{\varepsilon''} x^{-0.25} \mathbb{E}^{\mathbb{Q}}[S_p(r)|\mathcal{G}].
\]

Notice that the introduction of an exponent larger than 1 in the definition of \( S_p(r) \) is used here in order to get a sum in \( p \) which is bounded by a quantity tending to zero when \( x \to \infty \). This convergence to zero ensures the tightness of \( (S(r))_{r \in (0,1)} \), provided that we check that \( \mathbb{E}[S_p(r)|\mathcal{G}] \) is bounded independently of \( p \) and \( \mathcal{G} \).

In the definition of \( S_p(r) \) given above, the double supremum is bounded by the supremum of \( |M_j - M_{j'}|^{1.25} \) where \( j \) and \( j' \) are in an interval \([a, b]\) such that \( b = n + 2^{p+1} - 1 \), and \( \log((n+2^p)/(a+1)) \leq 2^m \). Now:

\[
\sup_{0 \leq j \leq b} |M_j - M_{j'}|^{1.25} \ll \sup_{0 \leq j \leq b} |M_j - M_{j'}|^{1.25}.
\]

Because of the estimate (6.1.9), this quantity has a \( k \)-th moment (conditionally on \( \mathcal{G} \)) dominated by \( 2^{1.25 \frac{1}{k} m} \) for fixed \( k \geq 0 \), and \( a \) large enough depending on \( \beta \). This last constraint can in fact be dropped since the individual increments of \( M \) after \( n \) have all bounded conditional moments given \( \mathcal{G} \) (they are dominated by the moments of the quantity \( \log(1 - |\alpha_j|^2) \)).
Since the fourth moment of the double supremum $\Sigma_m$ is dominated by
\[ 2^{1.25 \times 0.5 \times 4m} = 2^{2.5m}, \]
we have
\[ \mathbb{E}^Q[\max(0, \Sigma_m - 2^n)|\mathcal{G}] \leq \mathbb{E}^Q[\Sigma_m 1_{\Sigma_m \geq 2^n}|\mathcal{G}] \leq 2^{-3m} \mathbb{E}^Q[\Sigma^4_m|\mathcal{G}] \leq 2^{-3m} 2^{2.5m} = 2^{-0.5m} \]
which implies the boundedness of $\mathbb{E}^Q[S_p(r)|\mathcal{G}]$ by summing in $m$.

6.2. **Weak convergence to a solution of the SDE.** We start this subsection by a general theorem of convergence of discrete stochastic processes towards the solution of a SDE. Then, we apply this theorem to the setting of Proposition 6.1.

6.2.1. A general theorem for convergence of stochastic processes.

**Proposition 6.2.** Let $(\varepsilon_n)_{n \geq 1}$ be a positive sequence converging to zero. Let $(X^{(n)})_{n \geq 1}$ be a family of stochastic processes defined on intervals $(I_n)_{n \geq 1}$ containing a fixed compact interval $I \subset \mathbb{R}^+$ and whose endpoints are multiples of $\varepsilon_n$, $X^{(n)}$ being continuous and piecewise linear on the intervals of the form $[k\varepsilon_n, (k + 1)\varepsilon_n]$, uniformly bounded, and satisfying the following equation:
\[ X^{(n)}_{(k+1)\varepsilon_n} - X^{(n)}_{k\varepsilon_n} = b_n \left( k\varepsilon_n, X^{(n)}_{k\varepsilon_n} \right) \varepsilon_n + \sigma_n \left( k\varepsilon_n, X^{(n)}_{k\varepsilon_n} \right) \sqrt{\varepsilon_n} Y^{(n)}_k \]
where $b_n : I_n \times \mathbb{R} \to \mathbb{R}$ and $\sigma_n : I_n \times \mathbb{R} \to \mathbb{R}^+$ are given functions.

We assume that $b_n$ and $\sigma_n$ are uniformly converging on $\mathbb{R} \times I$ to continuous and bounded functions $b$ and $\sigma$ when $n$ goes to infinity, and
\[ \mathbb{E}[Y^{(n)}_k | (X^{(n)}_j)_{j \leq k}] = 0, \quad \mathbb{E}[(Y^{(n)}_k)^2 | (X^{(n)}_j)_{j \leq k}] = 1, \]
\[ \mathbb{E}[(X^{(n)}_{(k+1)\varepsilon_n} - X^{(n)}_{k\varepsilon_n})^4 | (X^{(n)}_j)_{j \leq k}] = \mathcal{O}(\varepsilon_n^2). \]
Moreover, we suppose that $b$ and $\sigma$ satisfy the estimates:
\[ |b(t, x) - b(t, y)| \ll |x - y|, \quad |\sigma(t, x) - \sigma(t, y)| \ll \sqrt{|x - y|}, \]
Then, the family of the laws of $X^{(n)}$ restricted to $I$ for $n \geq 1$ is tight and any subsequential limit has the law of a solution of the SDE:
\[ dX_t = b(t, X_t)dt + \sigma(t, X_t)dB_t, \]
$B$ being a Brownian motion.

**Proof.** For the tightness, by the classical Kolmogorov criterion, it is enough to show that
\[ \mathbb{E}[\left(X^{(n)}_t - X^{(n)}_s\right)^4] = \mathcal{O}((t - s)^2) \]
for $|t - s|$ smaller than some absolute constant. Since we assume a linear interpolation, we can suppose $s < t$, $s = k\varepsilon_n$, $t = m\varepsilon_n$ for $k$ and $m$ integers. For $m \geq k$, we define
\[ \Delta_{k,m} = X^{(n)}_{m\varepsilon_n} - X^{(n)}_{k\varepsilon_n} \]
and we expand:
\[ \mathbb{E}[\Delta^4_{k,m+1}] = \mathbb{E}[\Delta^4_{k,m}] + 4 \mathbb{E}[\Delta^3_{k,m} \mathbb{E}[\Delta_{m,m+1}|\mathcal{H}_m]] + 6 \mathbb{E}[\Delta^2_{k,m} \mathbb{E}[\Delta_{m,m+1}|\mathcal{H}_m]] 
+ 4 \mathbb{E}[\Delta_{k,m} \mathbb{E}[\Delta^3_{m,m+1}|\mathcal{H}_m]] + \mathbb{E}[\Delta^4_{m,m+1}], \]
where $\mathcal{H}_m$ is the $\sigma$-algebra generated by $X^{(n)}_{k\varepsilon_n}$ for $k \leq m$. We have
\[ \mathbb{E}[\Delta_{m,m+1}|\mathcal{H}_m] = b_n(m\varepsilon_n, X^{(n)}_{m\varepsilon_n})\varepsilon_n = \mathcal{O}(\varepsilon_n) \]
since $b_n$ converges uniformly to $b$ and $b$ is bounded. Similarly,
\[ \mathbb{E}[\Delta^2_{m,m+1}|\mathcal{H}_m] = b_n^2(m\varepsilon_n, X^{(n)}_{m\varepsilon_n})\varepsilon_n^2 + \sigma_n^2(m\varepsilon_n, X^{(n)}_{m\varepsilon_n})\varepsilon_n = \mathcal{O}(\varepsilon_n), \]
\[ \mathbb{E}[\Delta^4_{m,m+1}|\mathcal{H}_m] = \mathcal{O}(\varepsilon_n^2) \]
by assumption, and by using Cauchy-Schwarz inequality,
\[ \mathbb{E}[|\Delta_{m,m+1}^3| |\mathcal{H}_m|] = \mathcal{O}(\varepsilon_n^{3/2}). \]

Using Hölder inequality, we deduce that if \( E_m = \mathbb{E}[\Delta_{k,m}^4] \), we have
\[ E_{m+1} - E_m \ll (E_{m+1}^{3/4} + E_m^{1/2})\varepsilon_n + E_m^{1/4}\varepsilon_n^3 + \varepsilon_n^2. \]

As soon as \( E_m \leq 1 \) we deduce
\[ E_{m+1} - E_m \ll E_m^{1/2}\varepsilon_n + E_m^{1/4}\varepsilon_n^3 + \varepsilon_n^2. \]

The term \( E_m^{1/4}\varepsilon_n^3 \) can be absorbed by the sum of the two others, because of Cauchy-
Schwarz inequality. Hence, if \( E_{m+1} \geq \varepsilon_n^2 \),
\[ E_{m+1}/E_m \leq \frac{E_{m+1} - E_m}{E_{m}^{1/2}} \ll \varepsilon_n + \varepsilon_n^2E_m^{-1/2} \ll \varepsilon_n, \]
which remains true if \( E_{m+1} \geq \varepsilon_n \) and \( E_m \leq \varepsilon_n^2 \) since in this case
\[ E_{m+1} \leq E_m + \mathcal{O}(E_m^{1/2}\varepsilon_n + \varepsilon_n^2) \ll \varepsilon_n^2. \]

By induction, we deduce \( E_m^{1/2} \ll (m - k)\varepsilon_n \) as soon as \( (m - k)\varepsilon_n \) is smaller than some absolute constant. This is enough for tightness.

Now, let \( X \) be any limit in law of a subsequence of \( (X^{(n)})_{n \geq 1} \). In order to prove that the law of \( X \) is necessarily the unique weak solution of the above SDE, we prove that \( X \) solves a well-posed martingale problem. Let \( f \) be a smooth function with compact support. We have by Taylor’s formula:
\[ f(X^{(n)}_{(k+1)\varepsilon_n}) - f(X^{(n)}_{k\varepsilon_n}) = f'(X^{(n)}_{k\varepsilon_n})\Delta_{k,k+1} + \frac{1}{2}f''(X^{(n)}_{k\varepsilon_n})\Delta_{k,k+1}^2 + \mathcal{O}_f(|\Delta_{k,k+1}|^3), \]

where the subscript \( f \) means that the implicit constant may depend on the function \( f \).

Since
\[
\begin{align*}
\mathbb{E}[\Delta_{k,k+1} | \mathcal{H}_k] &= b_n(k\varepsilon_n, X^{(n)}_{k\varepsilon_n})\varepsilon_n, \\
\mathbb{E}[\Delta_{k,k+1}^2 | \mathcal{H}_k] &= \sigma_n^2(k\varepsilon_n, X^{(n)}_{k\varepsilon_n})\varepsilon_n + \mathcal{O}(\varepsilon_n^2), \\
\mathbb{E}[|\Delta_{k,k+1}|^3 | \mathcal{H}_k] &= \mathcal{O}(\varepsilon_n^3),
\end{align*}
\]

we get
\[
\mathbb{E}\left( f(X^{(n)}_{(k+1)\varepsilon_n}) - f(X^{(n)}_{k\varepsilon_n}) - \varepsilon_n[f'(X^{(n)}_{k\varepsilon_n})b_n(k\varepsilon_n, X^{(n)}_{k\varepsilon_n})
\]
\[+ \frac{1}{2}f''(X^{(n)}_{k\varepsilon_n})\sigma_n^2(k\varepsilon_n, X^{(n)}_{k\varepsilon_n})] | \mathcal{H}_k \right) = \mathcal{O}_f(\varepsilon_n^3). \]

Summing for consecutive values of \( k \), and conditioning, we deduce that for \( s < t \) multiples of \( \varepsilon_n \) in \( I \),
\[
\mathbb{E}\left[ f(X^{(n)}_t) - f(X^{(n)}_s) - \int_s^t \left( f'(X^{(n)}_{u\varepsilon_n})b_n([u]_{\varepsilon_n}, X^{(n)}_{u\varepsilon_n})
\right.
\]
\[\left. + \frac{1}{2}f''(X^{(n)}_{u\varepsilon_n})\sigma_n^2([u]_{\varepsilon_n}, X^{(n)}_{u\varepsilon_n}) \right] du | (X^{(n)}_{v\varepsilon_n})_{v \leq s} \right]
\]
is dominated by \( \varepsilon_n^{1/2} \) (with a constant depending on \( f \)), \([u]_{\varepsilon_n}\) denoting the largest multiple of \( \varepsilon_n \) which is smaller than or equal to \( u \). Replacing \( b_n \) by \( b \) and \( \sigma_n \) by \( \sigma \) changes the integral by at most
\[
[I](||f'||_\infty||b_n - b|_\infty + ||f''||_\infty||\sigma_n^2 - \sigma^2|_\infty) \rightarrow 0, \]
$|I|$ denoting the length of $I$. After that, replacing $[u]_{\epsilon_n}$ by $u$ changes the integrand by at most $w_A(f' b + \frac{1}{2} f'' \sigma^2, \epsilon_n + \eta_n)$, defined as

$$
\sup_{x, y \in [-A, A], u, v \in I} \left| \left( f'(x)b(u, x) + \frac{1}{2} f''(x)\sigma^2(u, x) \right) - \left( f'(y)b(v, y) + \frac{1}{2} f''(y)\sigma^2(v, y) \right) \right|
$$

as soon as $X^{(n)}_{u|\epsilon_n}$ and $X^{(n)}_u$ are in $[-A, A]$ and their difference is at most $\eta_n$. Since $X^{(n)}$ is uniformly bounded, we can choose $A$ in such a way that the integral is changed by at most

$$
|I| w_A(f' b + f'' \sigma^2 / 2, \epsilon_n + \eta_n)
$$

$$
+ 2\|f' b + f'' \sigma^2 / 2\|_{\infty} \int_s^t du \left( \mathbb{1}_{|X^{(n)}_{u|\epsilon_n} - X^{(n)}_u| \geq \eta_n} \right).
$$

The variation of the last conditional expectation is then at most

$$
|I| w_A(f' b + f'' \sigma^2 / 2, \epsilon_n + \eta_n)
$$

$$
+ 2|I| \|f' b + f'' \sigma^2 / 2\|_{\infty} \eta_n^{-2} \sup_{u \in [s, t]} \mathbb{E}[(X^{(n)}_{u|\epsilon_n} - X^{(n)}_u)^2 (X^{(n)}_v)_{v \leq s}].
$$

Now, we have, with the previous notation,

$$
\mathbb{E} [\Delta_{k, k+1}^2 | \mathcal{H}_k] = o(\epsilon_n)
$$

and then the last conditional expectation is dominated by $\epsilon_n$.

The variation of the conditional expectation of the integral involving $f$ is then dominated by:

$$
w_A(f' b + f'' \sigma^2 / 2, \epsilon_n + \eta_n) + \|f' b + f'' \sigma^2 / 2\|_{\infty} \eta_n^{-2} \epsilon_n.
$$

By uniform continuity, the first term goes to zero when $n$ goes to infinity if $\eta_n$ goes to zero. We deduce, by taking $\eta_n = \epsilon_n^{3/4}$, that

$$
\mathbb{E} \left[ (f(X^{(n)}_t) - f(X^{(n)}_s)) - \int_s^t (f'(X^{(n)}_u)b(u, X^{(n)}_u) + \frac{1}{2} f''(X^{(n)}_u)\sigma^2(u, X^{(n)}_u)) du \right] (X^{(n)}_v)_{v \leq s}
$$

is bounded by a deterministic quantity $\delta_n$ which goes to zero when we let $n \to \infty$. We then get, for all measurable functionals $G$,

$$
\left| \mathbb{E} \left[ \left( f(X^{(n)}_t) - f(X^{(n)}_s) \right) - \int_s^t (f'(X^{(n)}_u)b(u, X^{(n)}_u)
$$

$$
+ \frac{1}{2} f''(X^{(n)}_u)\sigma^2(u, X^{(n)}_u)) du \right] G((X^{(n)}_v)_{v \leq s}) \right| \leq \|G\|_{\infty} \delta_n.
$$

if $s < t$ are multiples of $\epsilon_n$. If in the big parenthesis, we replace $t$ by $t' \in [t, t + \epsilon_n]$ and $s$ by $s' \in [s, s + \epsilon_n]$, we change the corresponding quantity by at most

$$
\|f'\|_{\infty}(|X^{(n)}_v| - X^{(n)}_t|) + |X^{(n)}_{s'} - X^{(n)}_{s}|) + 2\|f' b + f'' \sigma^2 / 2\|_{\infty} \epsilon_n
$$

which shows that the estimate just above still occurs if we replace $s$ by $s'$ and $t$ by $t'$, with a possibly different $\delta_n$ satisfying the same properties. We can then write, by changing notation,

$$
\left| \mathbb{E} \left[ \left( f(X^{(n)}_t) - f(X^{(n)}_s) \right) - \int_s^t (f'(X^{(n)}_u)b(u, X^{(n)}_u)
$$

$$
+ \frac{1}{2} f''(X^{(n)}_u)\sigma^2(u, X^{(n)}_u)) du \right] G((X^{(n)}_v)_{v \leq [s]_{\epsilon_n}}) \right| \leq \|G\|_{\infty} \delta_n
$$
for all \( s < t \) in any interval \([k\varepsilon_n, m\varepsilon_n]\) contained in \( I \). Hence, for \( s' < s < t \) fixed in the interior of \( I \), we have for \( n \) large enough and all measurable functionals \( G \),

\[
\left| \mathbb{E} \left[ \left( f(X_t^{(n)}) - f(X_s^{(n)}) - \int_s^t (f'(X_u^{(n)})b(u, X_u^{(n)})) + \frac{1}{2} f''(X_u^{(n)})\sigma^2(u, X_u^{(n)})) du \right) G \left( (X_v^{(n)})_{v \leq s'} \right) \right] \right| \leq \|G\|_\infty \delta_n
\]

If \( G \) is a continuous, bounded functional from \( C(I, \mathbb{R}) \) to \( \mathbb{R} \), the quantity inside the expectation is continuous and bounded in the trajectory of \( X^{(n)} \), since this process is uniformly bounded by some constant \( A \) and \( f'' \), \( \sigma \) and \( b \) are uniformly continuous in \([-A, A] \times I \) and \([-A, A] \times I \) respectively. We deduce that if the law of \( X \) is a limit point of the family of laws of \( X^{(n)} \) restricted to \( I \), then

\[
\mathbb{E} \left[ \left( f(X_t) - f(X_s) - \int_s^t (f'(X_u)b(u, X_u) + \frac{1}{2} f''(X_u)\sigma^2(u, X_u)) du \right) G \left( (X_v)_{v \leq s} \right) \right] = 0
\]

for all \( s' < s < t \) in the interior of \( I \). Taking limits and using dominated convergence, we can let \( s = s' \) and allow \( s' \) and \( t \) to be at the boundary of \( I \). As such for all smooth functions \( f \) with bounded support, and bounded continuous functionals \( G \), and \( s < t \) in \( I \), we have:

\[
\mathbb{E} \left[ \left( f(X_t) - f(X_s) - \int_s^t (f'(X_u)b(u, X_u) + \frac{1}{2} f''(X_u)\sigma^2(u, X_u)) du \right) G \left( (X_v)_{v \leq s} \right) \right] = 0 .
\]

Now, let \( t_0 \) be the left-hand point of the interval \( I \), and let us fix \( x_0 \). In order to invoke the machinery of the martingale problem, we will need a fixed initial condition as the literature is stated in that form. Since \( X \) belongs to the space of continuous functions, which is a separable complete metric space, the regular conditional probability \( \mathbb{P}^{t_0, x_0} = \mathbb{P} ( \cdot | X_{t_0} = x_0 ) \) does exist (see [Dur19]). The above equation says that for all smooth \( f \) with bounded support:

\[
M_t^f := f(X_t) - f(X_{t_0}) - \int_{t_0}^t (f'(X_u)b(u, X_u) + \frac{1}{2} f''(X_u)\sigma^2(u, X_u)) du
\]

is an \((\mathbb{P}, \mathcal{F}^X)\)-martingale, where \( \mathcal{F}^X \) denotes the natural filtration of \( X \). We then get, for \( t_0 \leq s \leq t \), and for a bounded continuous functional \( G \),

\[
\mathbb{E}^{t_0, X_{t_0}}[M_t^f G ((X_v)_{v \leq s})] = \mathbb{E}^{t_0}[M_t^f G ((X_v)_{t_0 \leq v \leq s}) | X_{t_0}] = \mathbb{E}^{t_0}[\mathbb{E}^{t_0}[M_t^f G ((X_v)_{t_0 \leq v \leq s}) | \mathcal{F}_{t_0}] | X_{t_0}] = \mathbb{E}^{t_0, X_{t_0}}[M_s^f G ((X_v)_{t_0 \leq v \leq s})]
\]

almost surely. Hence, for \( \mathbb{P}_{X_{t_0}} (dx) \)-almost every \( x_0 \), we have

\[
\mathbb{E}^{t_0, x_0} [M_t^f \tilde{G} ((X_v)_{v \leq 1})] = \mathbb{E}^{t_0, x_0} [M_t^f \tilde{G} ((X_v)_{v \leq 1})]
\]

for \( t_0 \leq s \leq t \), \( \tilde{G} \) bounded and continuous functional on \( C([0, 1], \mathbb{R}) \), \( f \) smooth with compact support, all these elements being restricted to arbitrary countable sets.

Replacing \( s \) and \( t \) by \( s' \) and \( t' \) for \( s' > s \), \( t' > t \) in the chosen countable set, supposed to be dense, and letting \( s' \to s \) and \( t' \to t \), we can drop the restriction on \( s \) and \( t \) by dominated convergence. Moreover, since for two smooth functions \( f \) and \( g \) with compact support,

\[
|M_t^f - M_t^g| \ll_{b, \sigma, I} (1 + t) (\|f - g\|_\infty + \|f' - g'\|_\infty + \|f'' - g''\|_\infty),
\]

we can drop the restriction on \( f \) after considering a dense subset of smooth functions with respect to the \( C^2 \) norm.
We then have for \(\mathbb{P}_{X_{t_0}}(dx)\)-almost every \(x_0\),

\[
\mathbb{E}^{\mathbb{P}_{X_{t_0}}}[ (M^I_{t} - M^I_{s}) H(X_{sv_0}, \ldots, X_{sv_r}) ] = 0
\]

for all smooth \(f\) with compact support, all \(t \geq s \geq t_0\), all \(v_0, \ldots, v_r \in \mathbb{Q} \cap [0,1]\) and all polynomials \(H\) with rational coefficients. By dominated convergence, one can drop the assumption \(v_0, \ldots, v_r \in \mathbb{Q}\) and only assume that \(H\) is a continuous function. Using again dominated convergence, the equality remains true when \(H\) is the indicator of a product of intervals. By monotone class theorem, we easily deduce that for \(\mathbb{P}_{X_{t_0}}(dx)\)-almost every \(x_0\) and all smooth \(f\) with compact support, \(M^I\) is a \((\mathbb{P}^{t_0,x_0}, \mathcal{F}^X)\)-martingale, i.e. the law \(\mathcal{L}(X_t, t \geq t_0 \mid X_{t_0} = x_0)\) is a solution of the martingale problem associated to the SDE and with initial condition \(x_0\). The regularity assumptions on the coefficients of \(b\) and \(\sigma\) allow us to apply the result by Yamada and Watanabe given in [SV07, Theorem 8.2.1]. It says that the SDE satisfies Itô uniqueness and that the martingale problem is well-posed for deterministic initial conditions. This means that for \(\mathbb{P}_{X_{t_0}}(dx)\)-every \(x_0\), the law \(\mathcal{L}(X_t, t \geq t_0 \mid X_{t_0} = x_0)\), is uniquely determined and coincides with the law of the solution of the SDE with initial condition \(x_0\).

In the end, as required, the law of \(X\) is uniquely determined by its initial probability distribution at the left-hand point of \(I\). And \(X\) has the same distribution as the solution of the SDE with the same initial distribution.

\[\square\]

6.2.2. An application of the previous result. We will now apply the result of the previous subsection to the particular case we are interested in. Recall that the goal is to prove that \((X^{(r)}; r < 1)\) is tight and that any limit point solves the SDE (6.1.3).

We start by observing that, thanks to Proposition 5.3, there exists an \((\mathbb{F}, \mathbb{Q})\)-martingale \(N\) with normalized bracket such that, for \(Q_j := Q_j(r)\),

\[
(6.2.1)
\]

\[
1 - |Q_{j+1}|^2 = 1 - r^2 + r^2 (1 - |Q_j|^2) \left( 1 - \frac{2}{\beta(j+1)} (1 - |Q_j|^2) + \frac{4}{\beta(j+1)} |Q_j|^2 + \mathcal{O}(\frac{1}{(j+1)^2}) \right) + \sqrt{r^4 (1 - |Q_j|^2)^2 \left( \frac{4|Q_j|^2}{\beta(j+1)} + \mathcal{O}\left( \frac{1}{(j+1)^2} \right) \right) \Delta N_k}.
\]

We choose \(\varepsilon \in (0,1)\) and \(A > 1\), a sequence \((r_m)_{m\geq1}\) in \((0,1)\) which tends to 1 and such that \(r_m\) is sufficiently close to 1 for all \(m\), and we apply Proposition 6.2 to:

\[
\varepsilon_m = \log(1/r_m^2), \quad X_{k+m}^{(m)} = |Q_{n+k}|^2, \quad I_m = \mathbb{R}_+, \quad I = [\varepsilon, A],
\]

\[
b_m(t, x) = (\log(1/r_m^2))^{-1} \left[ (1 - x) - (1 - r_m^2) - r_m^2 (1 - x) \left( 1 - \frac{2}{\beta(j+1)} (1 - x) + \frac{4}{\beta(j+1)} x + \mathcal{O}(j^{-1})) \right) \right],
\]

and

\[
\sigma_m^2(t, x) = (\log(1/r_m^2))^{-1} r_m^4 (1 - x)^2 \left( \frac{4x}{\beta(j+1)} + \mathcal{O}(j^{-1}) \right),
\]

for \(j = n + t/\log(1/r_m^2)\), which tend uniformly to

\[
b(t, x) = -x + (1 - x) \left( \frac{2}{\beta t} (1 - x) - \frac{4x}{\beta t} \right)
\]
and
\[ \sigma^2(t, x) = \frac{4x(1 - x)^2}{\beta t} \]
when \( t \in I \). We then also have the uniform convergence of \( \sigma_m \) towards \( \sigma \) for \( t \in I \) since the square root function is uniformly continuous. Moreover, the condition on the conditional fourth moment is ensured by (5.3.3), and the Lipschitz-like conditions for \( b \) and \( \sigma \) are also satisfied. From Proposition 6.2, we deduce that the family, indexed by \( m \), of distributions of the linear interpolation \( X_t^{(r_m)} \) of \( t \mapsto |Q_{n+t/\log(1/r_m^2)}|^2 \), restricted to the interval \([\varepsilon, A]\), is tight, and any limit point satisfies the SDE of Proposition 6.1 on the interval \([\varepsilon, A]\).

From the tightness of \((S(r))_{r \in (0, 1)}\) (see (6.1.8)), we get that for \( k \leq 1/\log(1/r^2) \), and \( \varepsilon' \in (0, 1) \),
\[
1 - |Q_{n+k}|^2 \leq C \varepsilon e^{S(r)} \left[ (n + k + 1)(1 - r^2) \right]^{1-\varepsilon'}
\leq C \varepsilon e^{S(r)} \left[ (1 - r^2)(n + 1) \right]^{1-\varepsilon'} + (k \log(1/r^2))^{1-\varepsilon'}
\]
which implies that the family of conditional distributions of
\[
\sup_{t \in [0, 1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'} + (1 - r^2)^{1-\varepsilon'}}
\]
given \( G \), remains tight with respect to \( r \in (0, 1) \).

This allows us to extend the tightness of the conditional law of \( X^{(r_m)} \) given \( G \) from the interval \([\varepsilon, A]\) to the interval \([0, A]\). Indeed, tightness is ensured by the fact that for all \( \xi > 0 \),
\[
\limsup_{m \to \infty} \mathbb{Q}[w_{X^{(r_m)}}, [0, A]|(\delta) > \xi | G] \to 0,
\]
where \( w_{X^{(r_m)}}, [0, A] \) denotes the modulus of continuity of \( X^{(r_m)} \) restricted to the interval \([0, A]\). We already know tightness on the interval \([\varepsilon, A]\) and then
\[
\limsup_{m \to \infty} \mathbb{Q}[w_{X^{(r_m)}}, [\varepsilon, A]|(\delta) > \xi/2 | G] \to 0.
\]
Moreover, for \( \delta < (0, \varepsilon) \),
\[
\limsup_{m \to \infty} \mathbb{Q}[w_{X^{(r_m)}}, [0, \varepsilon]|(\delta) > \xi/2 | G] \leq \limsup_{m \to \infty} \mathbb{Q}[w_{X^{(r_m)}}, [0, \varepsilon]|(\varepsilon) > \xi/2 | G]
\leq \limsup_{r \to 1} \mathbb{Q} \left[ \sup_{t \in [0, 1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'} + (1 - r^2)^{1-\varepsilon'}} > \frac{\xi/2}{\varepsilon^{1-\varepsilon'} + (1 - r^2)^{1-\varepsilon'}} | G \right].
\]
We deduce, for all \( \varepsilon \in (0, 1) \),
\[
\limsup_{\delta \to 0} \sup_{m \to \infty} \mathbb{Q}[w_{X^{(r_m)}}, [0, A]|(\delta) > \xi | G]
\leq \limsup_{r \to 1} \sup_{r \to 1} \mathbb{Q} \left[ \sup_{t \in [0, 1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'} + (1 - r^2)^{1-\varepsilon'}} > \frac{\xi/2}{\varepsilon^{1-\varepsilon'} + (1 - r^2)^{1-\varepsilon'}} | G \right]
\leq \limsup_{r \to 1} \sup_{r \to 1} \mathbb{Q} \left[ \sup_{t \in [0, 1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'} + (1 - r^2)^{1-\varepsilon'}} > \frac{\xi/2}{2\varepsilon^{1-\varepsilon'}} | G \right].
\]
Letting \( \varepsilon \to 0 \) gives the tightness we are looking for.

This tightness shows that any sequence \( (X^{(r_m)})_{m \geq 1} \) for \( r_m \to 1 \) has a subsequence which tends in law (conditionally on \( G \)) to a limiting process. Moreover, this limit should satisfy the SDE of the proposition on the full open interval \((0, \infty)\), since it satisfies the equation on any interval of the form \([\varepsilon, A]\).
Let $X$ be a process which is the limit in law of a subsequence of $(X^{(r_m)})_{m \geq 1}$, and let us now show that

$$\sup_{t \in (0,1]} \frac{1 - X_t}{t^{1-\varepsilon'}} < \infty$$

almost surely. Since $X$ has the limiting distribution of a subsequence of $(X^{(r_m)})_{m \geq 1}$, we have, by continuity of the underlying functional, for all $\varepsilon \in (0,1)$, $\xi > 2$,

$$\mathbb{P}\left[ \sup_{t \in (\varepsilon,1]} \frac{1 - X_t}{t^{1-\varepsilon'}} > \xi \right] \leq \limsup_{r \to 1} \mathbb{Q}\left[ \sup_{t \in (\varepsilon,1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'}} > \xi - 1 \big| G \right]$$

and then

$$\mathbb{P}\left[ \sup_{t \in (\varepsilon,1]} \frac{1 - X_t}{t^{1-\varepsilon'}} > \xi \right] \leq \limsup_{r \to 1} \mathbb{Q}\left[ \sup_{t \in (0,1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'}} + (1 - r^2)^{1-\varepsilon'} > \xi - 2 \big| G \right],$$

which implies

$$\mathbb{P}\left[ \sup_{t \in (0,1]} \frac{1 - X_t}{t^{1-\varepsilon'}} = \infty \right] \leq \limsup_{\varepsilon \to 0} \mathbb{P}\left[ \sup_{t \in (\varepsilon,1]} \frac{1 - X_t}{t^{1-\varepsilon'}} > \xi \right]$$

$$\leq \limsup_{r \to 1} \mathbb{Q}\left[ \sup_{t \in (0,1]} \frac{1 - X_t^{(r)}}{t^{1-\varepsilon'}} + (1 - r^2)^{1-\varepsilon'} > \xi - 2 \big| G \right],$$

for all $\xi > 2$, and then by letting $\xi \to \infty$,

$$\mathbb{P}\left[ \sup_{t \in (0,1]} \frac{1 - X_t}{t^{1-\varepsilon'}} = \infty \right] = 0.$$

This immediately provides the a.s. integrability of $(X_t - e^{-t})/t$ on the interval $(0,1]$. For the integrability at infinity, we observe that from (6.1.5),

$$\mathbb{E}^Q \left[ \sum_{k \geq \max\{n,\lfloor (1 - r^2)^{-1} \rfloor\}} \frac{|Q_{k+1}(r)|^2}{k + 2} \big| G \right] = O(1),$$

which easily implies for $r$ close enough to 1 (depending on $n$),

$$\mathbb{E}^Q \left[ \int_1^{\infty} \frac{X_t^{(r)}}{t} dt \big| G \right] = O(1),$$

and then

$$\mathbb{E}^Q \left[ \int_1^B \frac{X_t^{(r)}}{t} dt \big| G \right] = O(1)$$

uniformly in $B > 1$. Since $X$ is a limit point of a subsequence of $(X^{(r_m)})_{m \geq 1}$, and the integral on a compact set with respect to $dt/t$ is a continuous functional, we have

$$\mathbb{E} \left[ \int_1^B \frac{X_t}{t} dt \right] = O(1),$$

again independently of $B$. By monotone convergence,

$$\mathbb{E} \left[ \int_1^{\infty} \frac{X_t}{t} dt \right] = O(1),$$

which implies the integrability of $X_t - e^{-t}$ on $[1, \infty)$. 


To end the proof of the Proposition 6.1, it now remains to prove that the law of $X$ is uniquely determined by the fact that it satisfies the SDE and that

$$\sup_{t \in (0, 1)} \frac{1 - X_t}{t^{1 - \varepsilon'}} < \infty.$$ 

The proof is given in the next two subsections.

6.3. **Entrance law from Dufresne’s identity.** An amusing fact is that the entrance law of the process $X$ uses Dufresne’s identify which relates the perpetuity of a Brownian motion with drift to the inverse of a Gamma random variable.

More precisely, if $W$ is a Brownian motion, then Dufresne’s identity states that (see [BS12, p.78]) for all $b > 0$:

$$2 \int_0^\infty \exp \left( -2(W_w + bw) \right) dw = \frac{1}{\gamma_b}$$

where $\gamma_b$ is a Gamma random variable of parameter $b$. This plays an important role in the following:

**Lemma 6.3.** Let $(X_t)_{t \geq 0}$ be a continuous process, satisfying the SDE (6.1.3), and such that

$$\sup_{t \in (0, 1)} \frac{1 - X_t}{t^{1 - \varepsilon'}} dt < \infty$$

almost surely, for all $\varepsilon' \in (0, 1)$. Then, the following convergence in law holds:

$$\frac{1 - X_t}{t} \xrightarrow{t \to 0} \beta \frac{\nu}{2
\nu}$$

where $\nu = \frac{\beta}{2} - 1$.

**Proof.** Recall that $X_0 = 1$ and $X$ satisfies the SDE:

$$d(1 - X_t) = X_t dt - (1 - X_t)^2 \frac{2dt}{\beta t} + 4(1 - X_t) X_t \frac{dt}{\beta t} + \sqrt{(1 - X_t)^2 \frac{4X_t}{\beta t}} dB_t.$$ 

Via Itô’s formula, we can write, for all $t_0 > 0$, on the event when $X_{t_0} < 1$ and in the interval between $t_0$ and the first hitting time $T^1_{t_0}$ of 1 after $t_0$:

$$-d \log(1 - X_t) = \frac{1}{1 - X_t} dX_t + \frac{1}{2(1 - X_t)^2} d\langle X, X \rangle_t$$

$$= - \frac{X_t}{1 - X_t} dt + (1 - X_t) \frac{2dt}{\beta t} - 4X_t \frac{dt}{\beta t} - \sqrt{4X_t \frac{4X_t}{\beta t}} dB_t + \frac{2X_t}{\beta t} dt$$

$$= - \frac{X_t}{1 - X_t} dt + \frac{2dt}{\beta t} - 4X_t \frac{dt}{\beta t} - \sqrt{4X_t \frac{4X_t}{\beta t}} dB_t.$$ 

Let us show that this equation is in fact satisfied for all $t > 0$. The Dambis-Dubins-Schwarz Theorem states that a continuous martingale can be written as a time-changed Brownian motion (see [RY99], Chapter V). More precisely, if $M$ is a continuous local martingale vanishing at zero, then there exists a Brownian motion $(W_s)_{s \geq 0}$ such that

$$W_s = \min\{u, \langle M, M \rangle_u > s\}$$

when $s \leq \langle M, M \rangle_\infty$, $\langle M, M \rangle$ denoting the quadratic variation of $M$. If $\langle M, M \rangle$ is continuous and strictly increasing, we deduce that

$$M_u = W_{\langle M, M \rangle_u}$$
for all \( u \geq 0 \). In the present situation, we get that
\[
- \int_{t_0}^{u} \sqrt{\frac{4X_t}{\beta t}} dB_t = W_{\int_{t_0}^{u} \frac{4X_t}{\beta t} dt}
\]
for all \( u \geq t_0 \). Notice that the quadratic variation is strictly increasing since \( X \) cannot be equal to zero on a nontrivial interval: this would contradict the SDE. Since \( X \) is always bounded by 1, we deduce that for all \( t_1 > t_0 \),
\[
\sup_{t \in [t_0, \min(t_1, T_{t_0}^1)]} \left[ -\log(1 - X_t) + \log(1 - X_{t_0}) \right] \leq \frac{2}{\beta} \log(t_1/t_0) + \sup_{0 \leq s \leq \frac{1}{\beta} \log(t_1/t_0)} W_s < \infty.
\]
Taking limit at the end of the interval, we deduce
\[
-\log(1 - X_{\min(t_1, T_{t_0}^1)}) + \log(1 - X_{t_0}) < \infty
\]
i.e. \( X_{\min(t_1, T_{t_0}^1)} < 1 \) and then \( T_{t_0}^1 > t_1 \). Since, \( t_1 > t_0 \) is arbitrary, \( T_{t_0}^1 = \infty \), which means that \( X \) almost surely never returns to 1 after \( t_0 \), conditionally on the event \( X_{t_0} < 1 \). In particular, for all \( t_0 < t_1 \),
\[
\mathbb{P}[X_{t_0} < 1, X_{t_1} = 1] = 0
\]
and then taking a countable union,
\[
\mathbb{P}[X_{t_1} = 1, \exists t \in \mathbb{Q} \cap (0, t_1), X_t < 1] = 0,
\]
and by continuity
\[
\mathbb{P}[X_{t_1} = 1, \exists t \in (0, t_1), X_t < 1] = 0,
\]
i.e.
\[
\mathbb{P}[X_{t_1} = 1] = \mathbb{P}[^t \in (0, t_1), X_t = 1] = 0
\]
since the fact that \( X \) remains equal to 1 in a non-trivial interval contradicts the SDE satisfied by \( X \). Hence, for all \( t_0 > 0 \), \( X_{t_0} < 1 \) almost surely, which by the previous reasoning, implies a.s. that \( X \) never hits 1 after \( t_0 \). Taking the countable intersection of the events for \( t_0 \in \mathbb{Q} \cap (0, 1] \), we deduce that a.s. \( X \) is strictly smaller than 1 everywhere except at time 0. Hence, (6.3.1) is almost surely satisfied for all \( t \in (0, \infty) \).

As we shall see, Eq. (6.3.1) can be recast into the following Volterra equation:
\[
(1 - X_t) = \int_{0}^{t} ds e^{-(t-s)} \left( \frac{s}{t} \right)^{\frac{2}{\beta}} \exp \left( \int_{s}^{t} \frac{4X_u}{\beta u} du + \int_{s}^{t} \sqrt{\frac{4X_u}{\beta u}} dB_u \right).
\]

To do so, fix an arbitrary time, say 1, and write:
\[
Y_t = (1 - X_t)e^{t\frac{2}{\beta}} \exp \left( \int_{t}^{1} \frac{4X_u}{\beta u} du + \int_{t}^{1} \sqrt{\frac{4X_u}{\beta u}} dB_u \right).
\]
First, let us prove that almost surely, \( \lim_{t \to 0} Y_t = 0 \). Fix an integer \( r \geq 1 \). Using the Dambis-Dubins-Schwarz Theorem, there exists a Brownian motion \( W^{(r)} \) such that for \( t \geq e^{-r} \):
\[
\int_{e^{-r}}^{t} \sqrt{\frac{X_u}{u}} dB_u = W^{(r)}_{\int_{e^{-r}}^{t} \frac{X_u}{u} du}.
\]
Because \( X_u \leq 1 \), we obtain:
\[
\sup_{e^{-r} \leq t \leq 1} \left| \int_{e^{-r}}^{t} \sqrt{\frac{X_u}{u}} dB_u \right| \leq \sup_{0 \leq s \leq \int_{e^{-r}}^{t} \frac{1}{u} du} |W^{(r)}_s| = \sup_{0 \leq s \leq r} |W^{(r)}_s| \lesssim \sqrt{rV}.
\]
where $V$ is a random variable with subexponential tails. By the Borel-Cantelli Lemma, we deduce that there is random variable $C_\omega < \infty$, such that
\[
\forall r \geq 1, \sup_{e^{-r} \leq t \leq 1} \left| \int_{e^{-r}}^t \frac{X_u}{u} dB_u \right| \leq C_\omega r^{3/4},
\]
and then
\[
\forall r \geq 1, \forall e^{-r} \leq t \leq 1, \left| \int_t^1 \frac{X_u}{u} dB_u \right| \leq 2C_\omega r^{3/4},
\]
which gives
\[
\forall t \in (0, 1], \left| \int_t^1 \frac{X_u}{u} dB_u \right| \leq 2C_\omega (1 + |\log t|)^{3/4}.
\]

The previous bound applied to Eq. (6.3.3) gives
\[
Y_t \leq (1 - X_t) e^{t - \frac{4}{\alpha} e^{2C_\omega (1 + |\log t|)^{3/4}}}
\]
By assumption on the process $X$ and the fact that $\frac{4}{\alpha} < 1$ we deduce that $Y_t$ almost surely goes to zero when $t \to 0$. We are now ready to recast the SDE on $X$ into a Volterra equation. From (6.3.1), we deduce that $d \log Y_t = dt/(1 - X_t)$, and then, since $Y$ tends to zero at zero:
\[
Y_t = \int_0^t ds \frac{Y_s}{1 - X_s},
\]
which implies the Volterra equation (6.3.2).

We are now ready to finish the argument. We have
\[
0 \leq \int_s^t \frac{4(1 - X_u)}{\beta u} du \leq \int_0^t \frac{4(1 - X_u)}{\beta u} du
\]
which tends to zero in probability when $t$ goes to zero, since $(1 - X_u)/u$ is integrable because of the assumption on $X$.

On the other hand, by using again the Dambis-Dubins-Schwarz theorem, we have for $\varepsilon \in (0, t),$
\[
\sup_{\varepsilon \leq s \leq t} \left| \int_\varepsilon^s (1 - \sqrt{X_u}) \sqrt{\frac{4}{\beta u}} dB_u \right| \leq \sup_{0 \leq \ell \leq L} |\gamma^{(\varepsilon)}|,
\]
where $\gamma^{(\varepsilon)}$ is a Brownian motion and
\[
L = \int_\varepsilon^t (1 - \sqrt{X_u})^2 \frac{4}{\beta u} du \leq \int_0^t (1 - X_u) \frac{4}{\beta u} du.
\]
We deduce that for $a, \alpha > 0,$
\[
\mathbb{P} \left[ \sup_{\varepsilon \leq s \leq t} \left| \int_\varepsilon^s (1 - \sqrt{X_u}) \sqrt{\frac{4}{\beta u}} dB_u \right| > a \right]
\leq \mathbb{P} \left[ \int_0^t (1 - X_u) \frac{4}{\beta u} du \geq \alpha \right] + \mathbb{P} \left[ \sup_{0 \leq \ell \leq \alpha} |\gamma^{(\varepsilon)}| \geq a \right]
= \mathbb{P} \left[ \int_0^t (1 - X_u) \frac{4}{\beta u} du \geq \alpha \right] + \mathbb{P} \left[ \sqrt{\alpha V} \geq a \right].
\]

Using the triangle inequality and letting $\varepsilon \to 0$, we get
\[
\mathbb{P} \left[ \sup_{0 \leq s \leq t} \left| \int_s^t (1 - \sqrt{X_u}) \sqrt{\frac{4}{\beta u}} dB_u \right| > 2a \right] \leq \mathbb{P} \left[ \int_0^t (1 - X_u) \frac{4}{\beta u} du \leq \alpha \right] + \mathbb{P} \left[ \sqrt{\alpha V} \geq a \right].
\]
By the assumption on the behavior of $X$ at zero, we have almost surely
\[ \int_0^t (1 - X_u) \frac{4}{\beta u} du \rightarrow 0. \]

We deduce
\[ \limsup_{t \to 0} \mathbb{P} \left[ \sup_{0 < s \leq t} \left| \int_s^t (1 - \sqrt{X_u}) \frac{4}{\beta u} dB_u \right| > 2a \right] \leq \mathbb{P} \left[ \sqrt{\alpha V} \geq a \right]. \]

By letting $\alpha \to 0$, we deduce that
\[ \sup_{0 < s \leq t} \left| \int_s^t (1 - \sqrt{X_u}) \frac{4}{\beta u} dB_u \right| \rightarrow 0 \]
in probability. Hence,
\[ A_t := \sup_{0 < s \leq t} \left| \int_s^t (1 - \sqrt{X_u}) \frac{4}{\beta u} dB_u + \int_s^t (1 - \sqrt{X_u}) \frac{4}{\beta u} dB_u \right| = o_\mathbb{P}(1) \]
where $o_\mathbb{P}(1)$ denotes any quantity tending to zero in probability with $t$. As such, by making the substitution in Eq. (6.3.2), we find:
\[ 1 - X_t = e^{o_\mathbb{P}(1)} \int_0^t ds \left( \frac{s}{t} \right)^{\frac{1}{2}} \exp \left( \int_s^t \frac{4}{\beta u} du + \int_s^t \frac{4}{\beta u} dB_u \right) = (1 + o_\mathbb{P}(1)) \int_0^t ds \exp \left( \frac{2}{\beta} \log \frac{t}{s} + \int_s^t \frac{4}{\beta u} dB_u \right). \]

We deduce, by using the Dambis-Dubins-Schwarz theorem for Wiener integrals, there exists a Brownian motion $W(t)$ such that:
\[ \left( \int_s^t \frac{1}{\beta u} dB_u ; 0 < s \leq t \right) = \left( -W(t) \frac{1}{\beta \log \frac{t}{s}} ; 0 < s \leq t \right). \]

The change of variables $s = te^{-\beta w}$ yields
\[ 1 - X_t = (1 + o_\mathbb{P}(1)) \int_0^t t \beta e^{-\beta w} dw \exp \left( 2w - 2W_w(t) \right) = (1 + o_\mathbb{P}(1)) \left[ t \beta \frac{1}{2} \left( 2 \int_0^\infty dw \exp \left( -2(W_w(t) + (\beta^2 - 1)w) \right) \right) \right]. \]

We are done thanks to Dufresne’s identity (6.2.2). □

6.4. Uniqueness in law of solutions of the SDE.

**Lemma 6.4.** Let $(X_t)_{t \geq 0}$ be a continuous process, satisfying the SDE (6.1.3), and such that
\[ \sup_{t \in (0,1)} \frac{1 - X_t}{t^{1-\varepsilon'}} dt < \infty \]
almost surely, for all $\varepsilon' \in (0,1)$. Then the law of $X$ is uniquely determined.

**Proof.** Let $X^1$ and $X^2$ be two solutions. In order to prove that $X^1 \equiv X^2$ as processes, we need to prove that finite dimensional distributions on $\{ t > 0 \}$ coincide.

Nevertheless, because $X^1$ and $X^2$ solve the same SDE which admits strong solutions for $t > 0$, both processes enjoy the Markov property, with the same transition kernels. Therefore, we only need to prove that marginals match:
\[ \forall t > 0, \ X^1_t \equiv X^2_t. \]

In other words, one can fix $t_0 \in (0,1)$ and prove that $X^1_{t_0}$ and $X^2_{t_0}$ have the same law. Although $X^1_0 = X^2_0 = 1$ is the natural continuation at $t = 0$, we do not have the Markov
property in order to directly make the transition from time 0 to time $t_0$. From the previous section, since both $X^1$ and $X^2$ have the required tightness property at 0 and solve the SDE, they have the same ”entrance law”:

$$\frac{1 - X^1_t}{t} \xrightarrow{t \to 0} G,$$

$$\frac{1 - X^2_t}{t} \xrightarrow{t \to 0} G,$$

for

$$G = \frac{\beta}{2\gamma^{(\beta/2)-1}}.$$

From this convergence in law, one deduces that for all $\eta > 0$, there exists $\delta \in (0, t_0)$ small enough, depending on $\eta$, such that we can couple the distributions of $(X^1_t)_{t \geq \delta}$ and $(X^2_t)_{t \geq \delta}$, in such a way that with probability larger than $1 - \eta$, $|L^1_\delta - L^2_\delta| \leq \eta$, where

$$L^j_t := \log \left( \frac{1 - X^j_t}{t} \right)$$

and $(X^1_t)_{t \geq \delta}$ and $(X^2_t)_{t \geq \delta}$ are driven by the same Brownian motion. From the SDE given by (6.3.1), the drift term in $L^j_t$ is nonincreasing with respect to the value of $L^j_t$. Moreover, since the SDE has strong solutions, the corresponding stochastic flows do not intersect, which implies that the relative order of $L^1$ and $L^2$ never changes. We deduce that the process $(|L^1_t - L^2_t|)_{t \geq \delta}$ is a nonnegative supermartingale, and then for all $t \geq \delta$,

$$\mathbb{P} \left[ |L^1_t - L^2_t| \geq \eta \frac{1}{\sqrt{t}} \mid |L^1_\delta - L^2_\delta| \leq \eta \right] \leq \mathbb{E} \left[ \frac{|L^1_t - L^2_t|}{\eta \sqrt{t}} \mid |L^1_\delta - L^2_\delta| \leq \eta \right] \leq \eta^{1/2},$$

which implies

$$\mathbb{P}[|L^1_{t_0} - L^2_{t_0}| \geq \eta^{1/2}] \leq \eta^{1/2} + \mathbb{P}[|L^1_\delta - L^2_\delta| > \eta] \leq \eta + \eta^{1/2}.$$ 

Hence, the characteristic functions of $L^1_{t_0}$ and $L^2_{t_0}$, taken at $\lambda \in \mathbb{R}$, differ by at most

$$\mathbb{E}[\min(2, \lambda|L^1_{t_0} - L^2_{t_0}|)] \leq \lambda \eta^{1/2} + 2\mathbb{P}[|L^1_{t_0} - L^2_{t_0}| \geq \eta^{1/2}] \leq \eta + (1 + \lambda)\eta^{1/2}.$$ 

This bound does not depend on the coupling between $L^1_{t_0}$ and $L^2_{t_0}$, and is available for all $\eta > 0$, which implies that $L^1_{t_0}$ and $L^2_{t_0}$ have the same distribution. Hence, $X^1_{t_0} \overset{\text{d}}{=} X^2_{t_0}$. \hfill \square

7. Concluding the proof of the Main Theorem 2.1

Finally, we are ready to tackle the proofs of Lemma 4.1 and Lemma 4.2, thus completing the proof of the Main Theorem.

Proof of Lemma 4.1. If we multiply the quantity inside the expectation by the indicator of $1_{M_{\infty}^{-1} \leq A}$ for some $A > 0$, the convergence occurs since $GMC^\gamma_r(f)$ converges to $GMC^\gamma_r(f)$ in $L^1$. Hence, the upper limit of the left-hand side is at most

$$\|f\|_\infty \limsup_{r \to \infty} \mathbb{E} \left[ 1_{M_{\infty}^{-1} > A} \frac{1}{M_{\infty}} GMC^\gamma_r(\partial \mathbb{D}) \right] + \|f\|_\infty \mathbb{E} \left[ 1_{M_{\infty}^{-1} > A} \frac{1}{M_{\infty}} GMC^\gamma_r(\partial \mathbb{D}) \right].$$

By Fatou’s lemma:

$$\mathbb{E} \left[ 1_{M_{\infty}^{-1} > A} \frac{1}{M_{\infty}} GMC^\gamma_r(\partial \mathbb{D}) \right] \leq \liminf_{r \to \infty} \mathbb{E} \left[ 1_{M_{\infty}^{-1} > A} \frac{1}{M_{\infty}} GMC^\gamma_r(\partial \mathbb{D}) \right],$$

which is trivially smaller than the lim sup, and therefore the upper limit is at most:

$$2A^{-1}\|f\|_\infty \limsup_{r \to \infty} \mathbb{E} \left[ \frac{1}{M_{\infty}} GMC^\gamma_r(\partial \mathbb{D}) \right].$$
Since \( A \) is arbitrarily large, it is enough to show that \( \mathbb{E} \left[ \frac{1}{M_{\infty}} G M C_{r}^{\alpha}(\partial D) \right] \) is bounded, uniformly in \( r < 1 \) sufficiently close to 1. By rotational invariance, we get

\[
\mathbb{E} \left[ \frac{1}{M_{\infty}^{2}} G M C_{r}^{\alpha}(\partial D) \right] = \mathbb{E} \left[ M_{\infty}^{-1} \prod_{j=0}^{\infty} \frac{1 - |\alpha_{j}|^{2}}{1 - \alpha_{j}Q_{j}(r)^{2}} e^{\pi \beta j^{2}(1 - \gamma)^{2j+1}} \right] \\
= \mathbb{E}^{\mathbb{Q}} \left[ M_{\infty}^{-1} e^{\rho_{r,0} + \omega_{r,0}} \right] \\
\leq \left( \mathbb{E}^{\mathbb{Q}} \left[ M_{\infty}^{-3} \right] \right)^{1/3} \left( \mathbb{E}^{\mathbb{Q}} \left[ e^{3\rho_{r,0}} \right] \right)^{1/3} \left( \mathbb{E}^{\mathbb{Q}} \left[ e^{3\omega_{r,0}} \right] \right)^{1/3}
\]

Recall that

\[
\rho_{r,n} = \sum_{j=n}^{\infty} \left( -\log \left( \frac{1 - |\alpha_{j}Q_{j}(r)|^{2}}{1 - |\alpha_{j}|^{2}} \right) + \frac{2}{\beta} \frac{1 - |Q_{j}(r)|^{2}}{j+1} \right)
\]

and

\[
\omega_{r,n} = \frac{2}{\beta} \sum_{j=n}^{\infty} \frac{|Q_{j}(r)|^{2} - r^{2j+2}}{j+1}.
\]

Since the law of \((|\alpha_{j}|)_{j \geq 0}\) is the same under \( \mathbb{P} \) and \( \mathbb{Q} \), we have

\[
\mathbb{E}^{\mathbb{Q}} \left[ M_{\infty}^{-3} \right] = \mathbb{E}^{\mathbb{Q}} \left[ \prod_{j=0}^{\infty} (1 - |\alpha_{j}|^{2})^{3} e^{\frac{6}{\beta} j^{2}} \right] = \mathbb{E} \left[ \prod_{j=0}^{\infty} (1 - |\alpha_{j}|^{2})^{3} e^{\frac{6}{\beta} j^{2}} \right] \\
\leq \lim_{m \to \infty} \prod_{j=0}^{m} \mathbb{E}(1 - |\alpha_{j}|^{2})^{3} e^{\frac{6}{\beta} j^{2}}
\]

where the last inequality is due to Fatou’s lemma and the independence of \((\alpha_{j})_{j \geq 0}\). Now,

\[
\mathbb{E}(1 - |\alpha_{j}|^{2})^{3} e^{\frac{6}{\beta} j^{2}} = e^{3/\beta j} \beta j \left( 1 - x \right)^{\beta j+2} \int_{0}^{1} dx = e^{3/\beta j} \frac{\beta j}{\beta j + 3} = 1 + O(1/j^2),
\]

which shows that

\[
\mathbb{E}^{\mathbb{Q}} \left[ M_{\infty}^{-3} \right] < \infty.
\]

We also know, from Proposition 5.5, that \( \rho_{r,0} \) and \( \omega_{r,0} \) have exponential moments of all orders, bounded independently of \( r \).

**Proof of Lemma 4.2.** We have for \( \eta > 0 \),

\[
\mathbb{E}^{\mathbb{Q}} \left[ |e^{\rho_{r,n}} - 1| e^{\omega_{r,n}} |F_{n} \right] \leq \mathbb{E}^{\mathbb{Q}} \left[ I_{|e^{\rho_{r,n}} - 1| \geq \eta} |F_{n} \right] + \eta \mathbb{E}^{\mathbb{Q}} \left[ e^{\omega_{r,n}} |F_{n} \right]
\]

In Proposition 5.5, we have proven that the conditional exponential moments of order \( p \) of \( \omega_{r,n} \) and \( \rho_{r,n} \) are bounded by a quantity depending only on \( p \) and \( \beta \), independently of \( r \), and that on the event

\[
\mathcal{A}_{L} := \{ (\alpha_{0}, \ldots, \alpha_{n-1}) \in L \},
\]

\( L \) being a given compact set of \( \mathbb{D}^{n} \), \( \mathbb{Q}[|e^{\rho_{r,n}} - 1| \geq \eta] |F_{n} \] is bounded by a quantity depending only on \( \beta, \eta, n, L, r \) and tending to 0 when \( r \) goes to 1−.

We deduce, by applying Hölder inequality and letting \( \eta \rightarrow 0 \), that on \( \mathcal{A}_{L} \), the conditional expectation \( \mathbb{E}^{\mathbb{Q}} \left[ |e^{\rho_{r,n}} - 1| e^{\omega_{r,n}} |F_{n} \right] \) is bounded by a deterministic quantity depending on \( \beta, n, L, r \) and tending to zero when \( r \) goes to 1−. Since it is also uniformly bounded by a quantity depending only on \( \beta \), we have

\[
\mathbb{E}^{\mathbb{Q}} \left[ \mathbb{E}^{\mathbb{Q}} \left[ |e^{\rho_{r,n}} - 1| e^{\omega_{r,n}} |F_{n} \right] \right] \rightarrow_{r \rightarrow 1} 0
\]

by dominated convergence. It is then enough to show that

\[
\mathbb{E}^{\mathbb{Q}} \left[ \mathbb{E}^{\mathbb{Q}} \left[ e^{\omega_{r,n}} |F_{n} \right] - K_{\beta} \right] \rightarrow_{r \rightarrow 1} 0
\]

for some \( K_{\beta} \in \mathbb{R} \).
Now, for all $u > 0$,
\[
\mathbb{E}^Q \left| \mathbb{E}^Q \left[ e^{\omega_{r,n}} - e^{\min(\omega_{r,n}, u)} \big| \mathcal{F}_n \right] \right| \leq e^{-u} \mathbb{E}^Q \left[ e^{2\omega_{r,n}} \right] = O(e^{-u})
\]
since the exponential moments of $\omega_{r,n}$ are bounded uniformly in $r$ and $n$. It is then enough to show that for all $u > 0$, there exists some $K_{\beta,u} \in \mathbb{R}$ such that
\[
\mathbb{E}^Q \left| \mathbb{E}^Q \left[ e^{\min(\omega_{r,n}, u)} \big| \mathcal{F}_n \right] - K_{\beta,u} \right| \xrightarrow{r \to 1^-} 0.
\]
In this case, $K_{\beta,u}$ is bounded uniformly in $u$ because of the bound on the exponential moments of $\omega_{r,n}$ and one can take for $K_{\beta}$ a limit point of $K_{\beta,u}$ for $u \to \infty$. It is a fortiori sufficient to prove that for some random variable $\omega$ with distribution depending only on $\beta$, and for all continuous, bounded functions $G$ from $\mathbb{R}$ to $\mathbb{R}$,
\[
\mathbb{E}^Q \left| \mathbb{E}^Q \left[ G(\omega_{r,n}) \big| \mathcal{F}_n \right] - \mathbb{E}[G(\omega)] \right| \xrightarrow{r \to 1^-} 0.
\]

By dominated convergence, it is then enough to show that some determination of the conditional law of $\omega_{r,n}$ given $\mathcal{F}_n$, under $\mathbb{Q}$, almost surely converges to the distribution of a random variable $\omega$ depending only on $\beta$.

In order to avoid the issue of fixing these determinations of conditional laws (recall that conditional expectations are only defined almost surely), let us use the following trick. First, since the full event can be approximated by events of the form $A_L$, it is enough to show, for all compact sets $L \in \mathbb{D}^n$,
\[
\mathbb{E}^Q \left[ \mathbb{1}_{A_L} \left| \mathbb{E}^Q \left[ G(\omega_{r,n}) \big| \mathcal{F}_n \right] - \mathbb{E}[G(\omega)] \right| \right] \xrightarrow{r \to 1^-} 0.
\]
Let $\mathcal{E}$ be the $\mathcal{F}_n$-measurable event, defined by
\[
\mathcal{E} = \{ \mathbb{E}^Q \left[ G(\omega_{r,n}) \big| \mathcal{F}_n \right] - \mathbb{E}[G(\omega)] > 0 \}.
\]
This event may depend on $r$. The left-hand side of the last convergence can be written as
\[
\mathbb{E}^Q[\mathbb{E}^Q \left[ G(\omega_{r,n}) \big| \mathcal{F}_n \right] - \mathbb{E}[G(\omega)] \big| A_L, \mathcal{E} \} \mathbb{Q}[\mathcal{E} \cap A_L]
\]
\[
+ \mathbb{E}^Q[\mathbb{E}^Q \left[ -G(\omega_{r,n}) \big| \mathcal{F}_n \right] + \mathbb{E}[G(\omega)] \big| A_L, \mathcal{E}^c \} \mathbb{Q}[\mathcal{E}^c \cap A_L]
\]
and then, since $\mathcal{E}$ and $A_L$ are in $\mathcal{F}_n$, it is equal to
\[
(\mathbb{E}^Q \left[ G(\omega_{r,n}) \right] \big| A_L, \mathcal{E} \} - \mathbb{E}[G(\omega)] \} \mathbb{Q}[\mathcal{E} \cap A_L]
\]
\[
+ (\mathbb{E}^Q \left[ -G(\omega_{r,n}) \right] \big| A_L, \mathcal{E}^c \} + \mathbb{E}[G(\omega)] \} \mathbb{Q}[\mathcal{E}^c \cap A_L]
\]
We deduce that it is sufficient to prove the following: for any event $\mathcal{G}$ of non-zero probability, possibly dependent on $r$, included in $A_L$ and $\mathcal{F}_n$-measurable, the conditional law of $\omega_{r,n}$ given $\mathcal{G}$ tends to the distribution of a random variable $\omega$ depending only on $\beta$, when $r \to 1^-$. 

Recall that for $\varepsilon \in (0,1)$ and $A > 1$, we have:
\[
\omega_{r,n} = \omega_{r,n}^{(0,\varepsilon)} + \omega_{r,n}^{(\varepsilon,A)} + \omega_{r,n}^{(A,\infty)},
\]
where for $a < b$:
\[
\omega_{r,n}^{(a,b)} = \frac{2}{\beta} \sum_{j=a_n,r}^{b_n,r-1} \frac{|Q_j(r)|^2 - r^{2j+2}}{j+1}.
\]
and $a_n,r = \max(n_{\varepsilon,1/(1-r^2)})$. From Proposition 6.1, we deduce that for all $\eta > 0$:
\[
\limsup_{\varepsilon \to 0} \sup_{r \in (0,1)} \mathbb{Q} (|\omega_{r,n}^{(0,\varepsilon)}| \geq \eta | \mathcal{G}) = 0,
\]
\[
\limsup_{A \to \infty} \sup_{r \in (0,1)} \mathbb{Q} (|\omega_{r,n}^{(A,\infty)}| \geq \eta | \mathcal{G}) = 0.
\]

From this bound, it is easy to deduce the convergence we are looking for, from the convergence, for all positive integers $A$ and all $\varepsilon \in (0,1)$, of the conditional distribution
of $\omega_{r,n}^{(\varepsilon,A)}$, under $\mathbb{Q}$ and given $\mathcal{G}$, to a variable $\omega^{(\varepsilon,A)}$ depending only on $\beta$, $\varepsilon$ and $A$. Notice that we have convergence in law of $\omega^{(\varepsilon,A)}$ towards $\omega$, when $A \to \infty$ and $\varepsilon \to 0$.

Now, let us consider the process $X_t^{(r)}$ which is equal to $|Q_{n+(t/\log(1/r^2))}(r)|^2$ when $n + (t/\log(1/r^2))$ is an integer and which is linearly interpolated otherwise. In other words, for all $t \geq 0$,

$$X_t^{(r)} = \sum_{j \geq n} w_j^{(r)}(t) |Q_j(r)|^2,$$

where $w_j^{(r)}(t) = w_0 \left( -(j - n) + \frac{t}{\log(1/r^2)} \right)$ and

$$w_0(t) = \begin{cases} 0 & \text{if } |t| > 1, \\ 1 - |t| & \text{if } |t| \leq 1. \end{cases}$$

That is to say that the graph of $w_j^{(r)}$ is given by a triangle of width $2 \log(1/r^2)$ and height 1, centered at $t = (j - n) \log(1/r^2)$.

We then have

$$\int_{\varepsilon}^{A} \frac{X_t^{(r)}}{t} dt = \sum_{j \geq n} |Q_j(r)|^2 \int_{\varepsilon}^{A} \frac{w_j^{(r)}(t)}{t} dt$$

$$= \sum_{j \geq n} |Q_j(r)|^2 \int_{-(j - n) + A/\log(1/r^2)}^{-(j - n) + \varepsilon/\log(1/r^2)} \frac{w_0(t)}{j - n + t} dt.$$

Since $w_0$ is supported on $[-1, 1]$, each integral in the above formula vanishes if $-(j - n) + \varepsilon/\log(1/r^2) \geq 1$ or $-(j - n) + A/\log(1/r^2) \leq -1$. Therefore, we can restrict the summation index $j$ to

$$(7.0.1) \quad \varepsilon/\log(1/r^2) - 1 < j - n < A/\log(1/r^2) + 1.$$ 

For such indices, $j$ grows to infinity as $r \to 1^-$ and the contribution of each bounded number of terms to the series goes to zero as $r \to 1^-$. This remark allows us to take care of two boundary effects:

- The integrals $\int_{-(j - n) + A/\log(1/r^2)}^{-(j - n) + \varepsilon/\log(1/r^2)} \frac{w_0(t)}{j - n + t} dt$ can be taken over $[-1, 1]$ since the integration interval does not cover $[-1, 1]$ only for a bounded number of indices $j$ such that (7.0.1) occurs.
- Because $\varepsilon/\log(1/r^2) = \varepsilon_{n,r} + \mathcal{O}_{n,r}(1)$ for $r \in (1/2, 1)$ and the same for $A_{n,r}$, instead of restricting indices $j$ to (7.0.1), we can restrict to $\varepsilon_{n,r} \leq j \leq A_{n,r} - 1$.

Hence, if $o_r(1)$ denotes any quantity tending to zero when $r \to 1^-$, $n$, $\varepsilon$ and $A$ being fixed:

$$\int_{\varepsilon}^{A} \frac{X_t^{(r)}}{t} dt = o_r(1) + \sum_{j = \varepsilon_{n,r}}^{A_{n,r} - 1} |Q_j(r)|^2 \int_{[-1,1]} \frac{w_0(t)}{j - n + t} dt$$

$$= o_r(1) + \sum_{j = \varepsilon_{n,r}}^{A_{n,r} - 1} \frac{|Q_j(r)|^2}{j + 1} \left( \int_{[-1,1]} \frac{w_0(t)}{j + 1} dt + \mathcal{O}_n \left( \frac{1}{(j + 1)^2} \right) \right)$$

$$= o_r(1) + \sum_{j = \varepsilon_{n,r}}^{A_{n,r} - 1} \frac{|Q_j(r)|^2}{j + 1}.$$

A comparison between Riemann sums and integrals easily gives

$$\int_{\varepsilon}^{A} \frac{e^{-t}}{t} dt = o_r(1) + \sum_{j = \varepsilon_{n,r}}^{A_{n,r} - 1} \frac{r^{2(j + 1)}}{j + 1},$$
and then, the combination of the two previous equations yields

\[ \omega^{(\varepsilon, A)}_{r,n} = \frac{2}{\beta} \left( a_r(1) + \int_{\varepsilon}^A \frac{X_t^{(r)} - e^{-t}}{t} dt \right). \]

Now, from Proposition 6.1, \((X_t^{(r)})_{t \geq 0}\), conditionally on \(G\), under \(Q\), tends in law to a limiting stochastic process \((X_t)_{t \geq 0}\) whose distribution depends only on \(\beta\), for the topology of uniform convergence on compact sets. Since the map

\[ Y \mapsto \frac{2}{\beta} \int_{\varepsilon}^A \frac{Y_t - e^{-t}}{t} dt \]

is continuous for this topology, the continuous mapping theorem entails that \(\omega^{(\varepsilon, A)}_{r,n}\) converges in distribution to

\[ \omega_{\varepsilon, A} := \frac{2}{\beta} \int_{\varepsilon}^A \frac{X_t - e^{-t}}{t} dt . \]

Since the integral

\[ \frac{2}{\beta} \int_{0}^{\infty} \frac{X_t - e^{-t}}{t} dt \]

is absolutely convergent by Proposition 6.1, it defines a random variable \(\omega\) which is the limit of \(\omega_{\varepsilon, A}\) when \(\varepsilon\) goes to zero and \(A\) goes to infinity. This completes the proof of the Main Theorem. \(\square\)

**Appendix A. CBE as regularization of a Gaussian space**

Here we provide a short proof independent from [JM15] that traces from the Circular Beta Ensemble become Gaussian as \(n \to \infty\). This proof is absent from the literature and is in fact hidden in the book of Macdonald [Mac98].

Unlike [DS94] or [JM15], this proof is not quantitative. It shows that the \(C\beta E_n\) is the regularization of a Gaussian space by \(n\) points at the level of symmetric functions.

**Lemma A.1** (Gaussianity of traces). Given a unitary matrix \(U_n\) whose spectrum is sampled following the \(C\beta E_n\), we have, for any positive integer \(M\), the convergence in distribution:

\[ \left( \text{tr} \left( U_n^k \right) \right)_{k \in \{1,2,...,M\}} \overset{n \to \infty}{\longrightarrow} \left( \sqrt{\frac{2k}{\beta}} \mathcal{N}_k \right)_{k \in \{1,2,...,M\}} . \]

**Proof.** Consider the following specialization of power sum polynomials, which form a basis of symmetric functions:

\[ p_k := p_k(U_n) = \text{tr} \left( U_n^k \right) \]

and for a partition \(\lambda\)

\[ p_\lambda := \prod_{\mu} p_{\mu} . \]

Also, consider the following scalar product for functions in \(n\) variables. Given \(f, g : (\partial \mathbb{D})^n \to \mathbb{C}\) symmetric, define:

\[ \langle f, g \rangle_n := \mathbb{E}_{C\beta E_n} \left( f(y_1, \ldots, y_n)g(y_1, \ldots, y_n) \right) \]

where \(\{y_1, \ldots, y_n\}\) follows the \(C\beta E_n\).

The convergence in law of traces of the \(C\beta E_n\) to Gaussians is equivalently reformulated as the convergence of the \(\langle p_\lambda, p_\mu \rangle_n\) to the appropriate limit. This is readily obtained from the combination of the two following facts:
GAUSSIAN MULTIPLICATIVE CHAOS AND BETA ENSEMBLES MATCH EXACTLY

- [Mac98, Chapter VI, §9, “Another scalar product”, Theorem (9.9)]: The scalar product $\langle \cdot, \cdot \rangle_n$ approximates the Macdonald scalar product in infinitely many variables $\langle \cdot, \cdot \rangle_n \to \langle \cdot, \cdot \rangle$, where
  \[ \langle p_\lambda, p_\mu \rangle = \delta_{\lambda,\mu} Cste(\lambda) . \]

- [Mac98, Chapter VI, §10, “Jack symmetric functions”]: The Macdonald scalar product has a Gaussian space lurking behind as
  \[ Cste(\lambda)\delta_{\lambda,\mu} = z_\lambda \left( \frac{2}{\beta} \right)^{\ell(\lambda)} \delta_{\lambda,\mu} = E \left( \prod_k \left( \frac{2k}{\beta} \lambda_k^C \right)^{m_k(\lambda)} \left( \frac{2k}{\beta} \lambda_k^C \right)^{m_k(\mu)} \right) , \]
  where $\ell(\lambda)$ is the length of the partition $\lambda$, $m_k(\lambda)$ the multiplicity of $k$ in the partition $\lambda$ and
  \[ z_\lambda = \prod_k \left( m_k(\lambda)! \right)^{k^{m_k(\lambda)}} . \]
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