The paper focuses on modelling, simulation techniques and numerical methods concerned stochastic processes in subject such as financial mathematics and financial engineering. The main result of this work is simulation of a stochastic process with new market active time using Monte Carlo techniques.

The processes with market time is a new vision of how stock price behavior can be modeled so that the nature of the process is more real. The iterative scheme for computer modelling of this process was proposed.

It includes the modeling of diffusion processes with a given marginal inverse gamma distribution. Graphs of simulation of the Ornstein-Uhlenbeck random walk for different parameters, a simulation of the diffusion process with a gamma-inverse distribution and simulation of the process with market active time are presented.

To simulate stochastic processes, an iterative scheme was used:

$$x_{k+1} = x_k + a(x_k, t_k) \Delta t + b(x_k, t_k) \sqrt{(\Delta t)} \varepsilon_k,$$

where $\varepsilon_k$ each time a new generation with a normal random number distribution.

Next, the tools of programming languages for generating random numbers (evenly distributed, normally distributed) are investigated. Simulation (simulation) of stochastic diffusion processes is carried out; calculation errors and acceleration of convergence are calculated, Euler and Milstein schemes. At the next stage, diffusion processes with a given distribution function, namely with an inverse gamma distribution, were modelled. The final stage was the modelling of stock prices with a new "market" time, the growth of which is a diffusion process with inverse gamma distribution. In the proposed iterative scheme of stock prices, we use the modelling of market time gains as diffusion processes with a given marginal gamma-inverse distribution.

The errors of calculations are evaluated using the Milstein scheme. The programmed model can be used to predict future values of time series and for option pricing.
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Introduction

In financial mathematics and engineering, randomness is the dominant criterion that determines the inner character of markets. In this case, stochasticity, like Brownian motion, is not just a negligible correction, but a major approximation to the real process. That is, we can say that our world is not deterministic, its real nature is stochastic. The usual differential equation is only the first approximation to the description of real processes. The next step is stochastic equations and computer modeling of the stochastic processes [1].

Computer modeling of the behavior of complex stochastic systems and processes is a must-have tool for any financial analyst, and sometimes the only way to explore these systems.

The model of continuous stochastic processes is used quite effectively when calculating financial formulas. For all its elegance, a model of continuous stochastic processes is rather limited model which only tries to describe a real process. In fact, the market has a disruptive dynamic, as there are periods of time when it is closed.

The assumption of trade continuity over very short periods of time is also artificial.

Modeling and simulation techniques of the stochastic diffusion processes have been a matter of active research in recent decades. Some of them can be found in papers of Kozachenko U.V., G. Deodatis G. and other. In context of our research we use ideas from [1; 2]. But in most publications dealing with simulation of stochastic processes the problem of computer modeling for processes with given marginal probability density and with new market time didn’t studied.

The aim of the work was to construct the iterative scheme for modeling market time as a diffusion processes with a given marginal inverse gamma dis-
turbation and then simulate a stochastic process for stock price with new market active time using Monte Carlo techniques.

In the second section we remind what is stochastic Ito process and how we can apply Monte Carlo method for simulation of the Ito processes [1; 9]. We show the idea of modeling stochastic processes using the Monte Carlo method and the iterative scheme and for demonstrating how computer modelling works. Then we simulate Ornstein-Uhlenbeck random walk for different parameters.

In the third section modeling and simulation of diffusion processes with a given marginal distribution are studied. This section is based on the paper [3], where diffusion models with linear drift and a known and prespecified marginal distribution are studied, and the diffusion coefficients corresponding a large number of common probability distributions are found explicitly. We just construct the iterative scheme for modeling diffusion processes with a given marginal inverse gamma distribution and simulate this processes for different parameters.

Forth section contents the main result and describes time-changed processes and its simulation. This section is based on the papers [4–7] where models of the generalized diffusion process with “market” time are presented. In proposed iterative scheme for stock prices we use modeling market time increments as a diffusion processes with a given marginal inverse gamma distribution.

The fifth section is devoted to estimates errors and convergence acceleration.

**Stochastic Ito processes and its simulation**

This paper considers a stochastic process with continuous-time and continuous-variables, because this kind of process allows to interpret the change in the stock prices in the market. A stochastic process with continuous time describes the behavior of a variable whose value changes at any time. Continuity of variables means that they can take any value within a certain range.

Stochastic equations are a very natural time-continuous limit of the discrete random processes. When solving a continuous equation we will constantly return to its discrete analog, both for obtaining the general analytical results and for numerical modeling.

The Ito equation and its natural generalization to the systems of stochastic processes are the mathematical instruments which allow introducing randomness in the smooth dynamics of ordinary differential equations. The stochastic differential equation can be defined as a stochastic process [1; 9]:

\[
dx_t = a(x, t) \, dt + b(x, t) \, dW_t
\]

where \( d\) is infinitely small Wiener “noise” and \( \varepsilon \sim N(0, 1) \).

Function \( a(x, t) \) is called the drift coefficient, and \( b(x, t) \) is called the volatility coefficient; its squared \( b^2(x, t) \) is called diffusion.

The general Ito processes are just the “deformation” of the simple Wiener random walk by the functions \( a(x, t) \) and \( b(x, t) \). The drift \( a(x, t) \) and volatility \( b(x, t) \) have simple meaning. If \( x \) is equal to \( x_0 \) in the moment of time \( t_0 \), then the mean values of first and second powers of its change after the infinitely close interval \( \Delta t \to 0 \) will be equal these coefficients [1].

The processes with properties fully determined only by infinitely small local changes of first and second orders are called “diffusive”.

To understand the nature of the diffusive process, random variable modeling is used. The total time interval is divided into a large number of intermediate intervals on which random trajectories are generated. This allows to estimate the future probability distribution of the variable.

The Ito equation 1 allows modeling the time dynamics of an arbitrary stochastic process by means of the iterative scheme[1]:

\[
x_{k+1} = x_k + a(x_k, t_k) \Delta t + b(x_k, t_k) \sqrt{\Delta t} \varepsilon_k
\]

For modeling stochastic Ito processes, the Monte Carlo method is preferred, because time depends linearly on the number of stochastic variables, not exponentially, as for other methods (for example, the method of constructing binomial trees)[2], [1].

In addition, the Monte Carlo method allows to calculate the standard deviation, as well as to take into account complex stochastic processes.

The idea of modeling stochastic processes using the Monte Carlo method consists in choosing random values of process coefficients for the equation 2.

It is known that in financial mathematics Brownian motion with trend and Geometrical Brownian motion are the most widely used. But for demonstrating how computer modelling works we choose Ornstein-Uhlenbeck random walk.

**Example 1.** The Ornstein-Uhlenbeck process describes the random walk when \( x \) is attracted to the level determined by the constant \( \alpha \)(see [1; 9]):

\[
dx = -\beta \cdot (x - \alpha) \, dt + \sigma dW_t.
\]

The volatility \( \sigma \) is assumed to be constant.

The parameter \( \beta > 0 \) determines the value of the “attractive force” to the equilibrium value \( \alpha \). If \( x \gg \alpha \), the drift becomes sufficiently negative and draws the process down. As \( x \) falls below \( \alpha \),
the drift becomes positive and raises $x(t)$ up on average. Thus, an equilibrium is maintained where all values do not deviate from some $\alpha$, which is a useful characteristic for various financial models.

Here below is an example of simulation of the Ornstein-Uhlenbeck random walk for different parameters. In both cases the value of $\alpha$ is equal to 1. In the left figure $\beta = 0.1, \sigma = 0.1$. In the right figure $\beta = 1, \sigma = 0.5$.

**Figure 1.** Simulation of the Ornstein-Uhlenbeck random walk

**Modeling of diffusion processes with a given marginal distribution**

In the paper [3] flexible stationary diffusion-type models are developed that can fit both the marginal distribution and the correlation structure found in many time series from e.g. finance and turbulence. Diffusion models with linear drift and a known and pre-specified marginal distribution are studied, and the diffusion coefficients corresponding a large number of common probability distributions are found explicitly.

Consider the stochastic differential equation of diffusion process with an exponential autocorrelation function and a specified marginal distribution suggested in Bibby’s article[3]

$$dx = -\theta (x - \mu) dt + \sqrt{v(x)} dW$$

(3)

where $\theta$ - coefficient of the autocorrelation function, $\mu$ - drift coefficient and $v$ - non-negative function calculated by the following formula:

$$v(x) = \frac{2\theta \int y f(y) dy}{f(x)}$$

$$= \frac{2\theta \mu}{f(x)} - \frac{2\theta f'}{f} \int y f(y) dy$$

(4)

where $F$ - is the distribution function associated with the density $f$.

The idea is to construct a stochastic gamma-inverse diffusion process, because as we will see below, the design of the market time process is based on the use of diffusion processes with a pre-specified marginal gamma-inverse density.

The density function for the diffusion process with a gamma-inverse distribution has the form:

$$f = \frac{\beta^\alpha x^{-\alpha - 1} e^{-\beta/x}}{\Gamma(\alpha)}$$

with $\mu$ equals to $\frac{\beta}{\alpha^{-1}}$ and the squared diffusion coefficient is set as:

$$v(x) = \frac{2\theta}{\alpha - 1} x^2,$$

where $\alpha = \frac{\sigma^2}{2}, \beta = \frac{\sigma}{2}$.

In Bibby’s article[3] these coefficients were already found:

$$\mu(x) = v/\left(\frac{\sigma^2}{2} - 2\right),$$

$$v(x) = \frac{4\theta}{\sigma^2 - 2} x^2.$$

Then the process itself will be determined by the equation:

$$dx = -\theta \left(x - \frac{\sigma}{\delta^2 - 2}\right) dt + \sqrt{\frac{4\theta}{\delta^2 - 2}} x^2 dW$$

(4)

From which we can easily build an iterative scheme:

$$x_{k+1} = x_k - \theta \left(x - \frac{\sigma}{\delta^2 - 2}\right) \Delta t$$

$$+ \sqrt{\frac{4\theta}{\delta^2 - 2}} x^2 \Delta t x_k$$

(5)

**Example 2.** The graph below shows a simulation of the diffusion process with a gamma-inverse distribution, the coefficients of which were calculated empirically, as random values of the student type, as the congruence of the distribution of log returns of real financial data and the theoretical Student distribution was confirmed [5]:
Simulation of the generalized diffusion process with "market" time

The price of underlying traded assets $S(t)$ is the strong solution of the following stochastic differential equation (SDE) [4]:

$$dx = \mu x dt + \left( \theta + \frac{\sigma^2}{2} \right) xdT + \sigma x dW_T.$$  \hfill (6)

The meaning of the coefficients before $dt$, $dT$, and $dW_T$, you can find in [8].

This model differs from the previous one in that the Brownian motion does not depend on the usual calendar time, but on some random process $T_i$, otherwise, from market time.

Market time is a positive non-descending stochastic process with stationary increase that are subordinated to the gamma-inverse distribution. The idea of using "market" time is intuitively correct, because the change in stock prices occurs randomly, rather than at certain points in time.

The iterative scheme for this process will be the following:

$$x_{k+1} = x_k + \mu x_k \Delta t + \left( \theta + \frac{\sigma^2}{2} \right) x_k \tau_k + \sigma \sqrt{\tau_k} \varepsilon_k$$ \hfill (7)

where $\mu$, $\sigma$ and $\theta$ are constants, $\varepsilon$ – white noise with normal standard distribution, and $\tau$ is a stationary process of active time, with inverse gamma distribution, which was modeled earlier (see [4], [5], [6], [7]).

Estimates errors and convergence acceleration

The specific trajectory of the Wiener process fully determines any trajectory of a diffusion process if its changes are contained in the stochastic term of the differential equation [1]. For the processes with the exact solutions expressed explicitly using Wiener variable $x = f(t, W_t)$, it is possible to calculate the mean absolute deviation between divergence of the exact solution and numerical one:

$$E = \langle |x(t_k) - x_{exact}(t_k)| \rangle$$ \hfill (8)

For this purpose it is necessary to model the discrete Wiener trajectory applying the sequence of random Gauss quantities $\varepsilon_1, \ldots, \varepsilon_n$ and build the iteration scheme using them. For the equation $dx = a(x) \, dt + b(x) \, \delta W$ the basic iteration scheme we have used in the book is called “the Euler scheme”:

$$x_{k+1} = x_k + a_k \Delta t + b_k \varepsilon_k \sqrt{\Delta t}$$ \hfill (9)

where $\varepsilon_k \sim N(0, 1)$, $a_k = a(x_k), b_k = b(x_k)$.

The shorter the time interval $\Delta t$ is, the closer the sequence of values of the random process $x_k = x(t_k)$ is to the continuous trajectory $x_{exact}(t_k)$ in the moments of time $t_k$. While for the ordinary differential equations reducing the step of the iteration scheme to increase the solution precision is quite easy in most cases, the situation is much more difficult in the stochastic case.

In order to get the mean value of the random process with the relative precision $10^{-3}$ it is necessary to perform about $10^{-6}$ experiments. The time required is $10^{-3}$ times longer than in the deterministic case.

The situation becomes critical if in each experiment of this kind to reduce $\Delta t$, cause the number of iterations increases significantly. One method of
successive approximations is obtained by the following iteration scheme:

\[
x_{k+1} = x_k + a_k \Delta t + b_k \varepsilon_k \Delta t + b'_k b_k (\varepsilon_k^2 - 1) \frac{\Delta t}{2} + b'_k a_k \varepsilon_k (\Delta t)^{3/2}
+ (a'_k b_k - a_k b'_k) (\frac{\sqrt{3}}{2} \varepsilon_k + \frac{1}{2} \eta_k) (\frac{(\Delta t)^2}{\sqrt{3}})
+ a'_k \frac{(\Delta t)^2}{2}
\]

where \( \eta \sim N(0,1) \) is the random quantity statistically independent from \( \varepsilon \).

The first line of this solution is called the Milstein scheme, the general solution is the modified Milstein scheme which is used to accelerate the convergence of a numerical stochastic differential equation. The results of calculations for 10 thousand experiments are shown in table below:

| Scheme | \( E_E \) | \( E_M \) | \( E_{MM} \) |
|--------|----------|----------|-------------|
| \( \Delta t = 10^{-2} \) | 10^{-2} | 1.04 \cdot 10^{-4} | 1.4 \cdot 10^{-5} |
| \( \Delta t = 10^{-3} \) | 10^{-4} | 1.05 \cdot 10^{-5} | 1.45 \cdot 10^{-6} |
| \( \Delta t = 10^{-4} \) | 10^{-5} | 1.06 \cdot 10^{-6} | 1.45 \cdot 10^{-7} |

Table 1. Results of experiments

**Conclusion**

Simulation of a stochastic process with active time is a new vision of how stock price behavior can be modeled so that the nature of the process is more real. In the paper simulation of a stochastic process with new market active time using Monte Carlo techniques was considered.

The iterative scheme for this process was proposed. It includes the modeling of diffusion processes with a given marginal inverse gamma distribution. The programmed model can be used to predict future time series values. The programmed model can be used to predict future time series values and to option pricing.
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К. Болах, Н. Шчестюк. Симуляція статистичних дифузійних процесів і опціонів з “ринковим” часом

У фінансовій математиці випадковість є непівным критерієм, який визначає внутрішній характер ринків. У цьому випадку статистичність, як і броунівський рух, є не просто незначною корекцією, а головним наближенням до реального процесу. Тобто, ми можемо сказати, що наш світ не є детермінованим, його реальна природа статистична. Комп'ютерне моделювання повідомлень складних статистичних систем та випадкових процесів є обов'язковим інструментом для будь-якого фінансового аналітика, а іноді і одним засобом дослідження цих систем.

Методи моделювання процесів статистичної дифузії є предметом акційних досліджень в останні десятиріччя. Декі з них можна знайти в працях У. В. Козаченко, Г. Дедовіда та інших. В контексті нашого дослідження ми використовуємо ідеї В. Л. Степанова та Дж. Халла. Але в більшості публікацій, присвячених моделюванню статистичних процесів, проблема комп'ютерного
Моделювання процесів із заданою гранчичною щільністю ймовірності та з новим ринковим часом не вивчалося.
Метою роботи було побудувати ітераційну схему і здійснити комп’ютерне моделювання деяких процесів дифузії з наперед заданою гранчичною щільністю та процесу руху ризикованих активів, як процесу узагальненої дифузії з «ринковим» часом.
Для симуляції стохастичних процесів було використано ітераційну схему:

\[ x_{k+1} = x_k + a(x_k, t_k)\Delta t + b(x_k, t_k)\sqrt{\Delta t}\varepsilon_k, \]

де \( \varepsilon_k \) кожного разу нове згенероване з нормальним розподілом випадкове число.
Далі досліджено засоби мов програмування для генерування випадкових чисел (рівномірно-розподілених, нормально розподілених). Здійснено моделювання (симуляцію) стохастичних дифузійних процесів; розраховано похиби обчислень та прискорення збіжності, схеми Ейлера та Мілстейна. Як приклад ми моделюємо випадковий процес Орнштейна-Уленбека для різних параметрів.
На наступному етапі було запропоновано ітераційну схему та змодельовано дифузійні процеси із заданою функцією щільності граничного розподілу, а саме з оберненим гамма-розподілом. Ця ітераційна схема базується на статті Біббі. Заключним етапом стало моделювання цієї акції із новим «ринковим» часом. У запропонованій ітераційній схемі цієї на акції ми використовуємо моделювання ринкових приростів часу як дифузійні процеси з заданим граничним гамма-оберненим розподілом.

Ключові слова: симуляція стохастичних процесів, комп’ютерне моделювання, дифузійні моделі, процес із фрактальним «ринковим» часом.
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