Vision-Language Pretraining (VLP) models have recently successfully facilitated many cross-modal downstream tasks. Most existing works evaluated their systems by comparing the fine-tuned downstream task performance. However, only average downstream task accuracy provides little information about the pros and cons of each VLP method, let alone provides insights on how the community can improve the systems in the future. Inspired by the CheckList (Ribeiro et al., 2020) for testing natural language processing, we exploit VL-CheckList, a novel framework to understand the capabilities of VLP models. The proposed method divides the image-texting ability of a VLP model into three categories: objects, attributes, and relations, and uses a novel taxonomy to further break down these three aspects. We conduct comprehensive studies to analyze seven recently popular VLP models via the proposed framework. Results confirm the effectiveness of the proposed method by revealing fine-grained differences among the compared models that were not visible from downstream task-only evaluation. Further results show promising research direction in building better VLP models. Our data and code are available at https://github.com/om-ai-lab/VL-CheckList.

1 Introduction

Vision-Language Pretraining (VLP) is a fundamental task for multimodal machine learning research. Recently, VLP has rapidly progressed (Li et al., 2020; Radford et al., 2021; Li et al., 2021; Kim, Son, and Kim, 2021), thanks to the emergence of multimodal transformers (Vaswani et al., 2017) and the availability of large paired image-text corpora (Sharma et al., 2018; Changpinyo et al., 2021). Many proposed VLP models have helped to achieve the state-of-the-art performance of a variety of downstream multimodal tasks, ranging from visual QA (Lu et al., 2019), multimodal retrieval (Lu, Zhao, and Lee, 2021) to visual grounding (Kamath et al., 2021) and many others. On the other hand, the current defacto method to evaluate a VLP model is by comparing its fine-tuned downstream tasks performance. However, benchmark VLP models solely based on a group of downstream tasks have a number of limitations:

(1) Poor Interpretability: a downstream task is complex and depends on many intertwined capabilities; thus, it only provides a black box score and is difficult to decipher. For example, it is unclear how to improve a VLP model that excels at Visual QA, but performs poorly in image retrieval. (2) Incomparable Results: different works may choose different tasks for evaluation, making it hard to compare. This is due to some VLP models are not compatible with certain tasks, such as CLIP (Radford et al., 2021) cannot be fine-tuned for visual QA directly. (3) Bias in Data: downstream data distribution is not comprehensive, such that real-world performance may be overestimated. Also, it is unknown if a model is robust against input noise, e.g., replacing a verb by its synonymy.

To address the above limitations, this paper introduces VL-CheckList, an explainable framework that comprehensively evaluates VLP models, facilitates deeper understanding and inspires new ideas for improvement. The core principles of VL-CheckList are: (1) evaluate a VLP model’s fundamental capabilities instead of performance on applications (2) disentangle capabilities into relatively independent variables that are easier to analyze. Specifically, we choose Image-Text-Matching (ITM) as the primary evaluation target since it is perhaps the most effective pretraining objective that appears in all VLP methods (Li et al., 2019a, 2020; Radford et al., 2021; Li et al., 2021). We then propose a taxonomy that divides the capabilities of VLP systems into three categories: object, attribute and relation. Each aspect is further divided
into more fine-grained variables, e.g. attribute is composed of color, material, size, etc. Then, a linguistic-aware negative sampling strategy is proposed to create "hard negative" that challenges a VLP model’s discriminative power against minor changes in the input space. Lastly, VL-CheckList is implemented as a toolbox that is easy for everyone to plug into their evaluation pipeline.

The proposed method is validated by analyzing 7 popular VLP models, including dual-encoder models CLIP (Radford et al., 2021), region-based VLP models, e.g. OSCAR (Li et al., 2020) and end-to-end VLP systems, e.g. ViLT (Kim, Son, and Kim, 2021). Four datasets: VG (Krishna et al., 2016), SWIG (Pratt et al., 2020), VAW (Pham et al., 2021), and HAKE (Li et al., 2019b) are adopted to generate capability-specific evaluation test set. Experiment results reveal several interesting insights about these models that are difficult to obtain from downstream task scores. In short, the contributions of this work are four folds:

- We present VL-CheckList, a novel explainable framework that generates fine-grained and disentangled evaluation reports about VLP models.
- The proposed method profiles VLP models by testing the ability to understand an object, attribute, and relations between a text prompt and a given image.
- Experiment results that show the superiority of the proposed framework by providing several promising insights on seven popular VLP systems.
- Open-source package of VL-CheckList that is easy to be used by the community.

2 Related Work

Two lines of research have closely related to this work:

**Machine Learning Evaluation Tools:** Machine learning (ML) models are often tested on benchmark datasets (Rajpurkar et al., 2016; Bowman et al., 2015; Wang et al., 2018). However, without a comprehensive analysis, it is difficult to understand the strengths and weaknesses of a model. Recent studies show even the state-of-the-art systems may still be insufficient in real-world applications (Ribeiro et al., 2020). Thus, researchers have attempted to evaluate ML models with more fine-grained details.

One of the popular tools for the qualitative analysis of natural language processing (NLP) is CheckList (Ribeiro et al., 2020). It evaluates general linguistic capabilities and shows weaknesses in several state-of-the-art NLP models. Dynabench (Kiel et al., 2021) was proposed to generate dynamic benchmark datasets. It overcomes the problem that the existing benchmark fails to cover simple fundamental linguistic challenges. In computer vision, the Vision CheckList was proposed to help system designers to understand model capabilities (Du et al., 2022). They offered a set of transformation operations to generate diverse test samples of different test types, such as rotation, replacing image patches, blur, and shuffle. TIDE (Bolya et al., 2020) is a tool to analyze the errors of object detection. It defines critical error
types and shows a comprehensive analysis.

**Analysis of VLP Models:** Prior work has also attempted to gain a deeper understanding of VLP models. Hendricks et al. (2021) showed the influence of multimodal representations based on three variables: datasets, the attention mechanism, and objective function. They found that 1) the qualify of the image captions is crucial for multi-modal training 2) having multi-modal attention with a smaller model is better than deep models without multi-modal attention 3) the image loss (masked region modeling) is not very critical for the performance. Hendricks and Nematzadeh (2021) investigated the capability of the multi-modal transformers to understand verbs. They observed that understanding verb is harder than objects and subjects. Dou et al. (2022) conducted the empirical analysis on each component of a VLP model: vision encoder, text encoder, fusion, objective, and model architecture. They reported the experiment results in different parts to provide a helpful recipe for obtaining better VLP training.

This paper differs from the prior art by being the first work (to the best of our knowledge) that analyzes VLP models from three angles: object, attribute, and relations, and provides a large-scale study that tests seven latest models on four corpora.

### 3 VL-CheckList

An intuitive approach to evaluate multi-modal systems is to check if a model correctly predicts alignment between different modalities. We choose image-text matching (ITM) to check the alignment between vision and language for the following reasons. Specifically, ITM is defined as the function that outputs the probability of an image $i$ is matched to a sentence $t$. First, the ITM loss is often universal in all VLP models (Li et al., 2020), so we can compare directly without any modification of the models. Second, the ITM is also model agnostic and applies to all fusion architectures. Thus, we exploit the ITM to fairly compare the VLP models without finetuning them on downstream tasks.

In short, the overall pipeline of VL-CheckList is described as the following (Figure 1)

1. We transform image-text paired datasets by categorizing samples into three aspects: Object, Attribute, and Relation.
2. The paired text for each image is rewritten to generate negative samples for each aspect.
3. We use the ITM head of a VLP model to distinguish between the positive and the negative text is given an image.
4. Generate a comprehensive analysis report about the models for each aspect.

#### 3.1 Taxonomy of VL-CheckList

The evaluation types are often selected based on common mistakes or frequent usage. Based on the common issues in VLP models, the proposed framework places the three input properties (object, attribute, and relation) as the top layer of the evaluation taxonomy.

**Object:** A robust VLP model is supposed to recognize whether or not the objects mentioned in a text exist in the image. Therefore, if we replace objects in the correct text with some other random noun phrases, a VLP model should give it a lower ITM score than the original sentence. Furthermore, a robust VLP model should recognize objects’ existence, regardless of their location and sizes. Thus, we further evaluate the robustness Object ITM by testing location invariance (e.g., center, middle, and margin) and size invariance (e.g., small, large, medium), specifically:

$$\text{loc}(x, y) = \begin{cases} \text{center} & \text{if } \frac{1}{3} \leq \frac{x}{x} \leq \frac{2}{3}, \\ \text{mid} & \text{if } \frac{1}{3} < \frac{x}{x} \leq \frac{2}{3}, \\ \text{margin} & \text{otherwise} \end{cases}$$

where, $x$ is the half-length of the diagonal of the full image $x = \frac{\sqrt{w^2+h^2}}{2}$, and $y$ is the distance between its central point and the central point of the full image.

To get the size of an object, we use the object area information (i.e., the bounding box of height multiplies the width).
size(x)= \begin{cases} 
\text{small} & \text{if \ } area \leq S \\
\text{medium} & \text{if } S < area \leq M \\
\text{large} & \text{otherwise} \end{cases}

where, \text{area} = w \times h, S \text{ denotes small size and } M \text{ is the medium size. We set } S = 1024, M = 9216 \text{ in this paper.}

**Attribute:** Determining specific attributes for any object is very challenging. A strong VLP ITM head should assign a lower score if the correct attribute in the text is replaced. The attribute generally contains color, material, size, state, and action.

- Size: replace the size expression like small, big, and medium with another (e.g., There is a big apple vs. there is a small apple)
- Material: replace a material word in the sentence (e.g., a metal box vs. a wood box)
- State: replace the state expression, such as cleanliness and newness (e.g., a man with dry hair vs. a man with wet hair).
- Action: replace the action-related word in the text (e.g., a standing person vs. a sitting person).
- Color: replace the color word in the text (e.g., A red apple is on the table vs. A green apple is on the table)

**Relation:** Relation cares about the interaction between two objects. It covers replacing the predicate in a triple (e.g., subject, predicate, object), where the subject and object are both objects in the image. A strong VLP ITM head should assign a higher score to text matching the pair-wise object interaction. Further, we divide prediction into spatial and action. If a predicate is one of the spatial prepositions (e.g., in, on, at, etc.), it is sub-categorized as 'spatial'; otherwise, it is labeled 'action'.

- Spatial: If a model can predict spatial relation between two objects (e.g., <cat, on, table> vs. <cat, under, table>).
- Action: If a model can predict other relation than a spatial preposition, usually action verbs like run, jump, kick, eat, break, cry, or smile (e.g., <cat, catch, fish> vs. <cat, eat, fish>).

| Name | Size | Adopt to |
|------|------|----------|
| VG   | 108K | Objects, Attribute, Relation |
| VAW  | 72K  | Attribute |
| HAKE | 104K | Objects, Relation |
| SWiG | 126K | Objects, Relation |

Table 1: A summary of the used evaluation datasets.

expectation test, in which the label is expected to change in a certain way. For example, when there is a black bear in the photo and the text description is "A black bear is holding a stick". We can transform several variations (e.g., (a black bear → a red bear), (a stick → an apple), (holding → throwing), etc). The negative sampling strategy is the essential step for unbiased evaluations. To generate hard negative examples, we use the structured text description datasets such as Visual Genome (VG) (Krishna et al., 2017), SWiG (Pratt et al., 2020), and Human Activity Knowledge Engine (HAKE) (Li et al., 2019b). The VG provides attributes, relationships, and region graphs which can make a hard negative sample by replacing one attribute in the relation in the image. The SWiG dataset provides structured semantic summaries of images with their roles such as agent and tool. We generate hard negative samples by replacing one of the roles in the text description to mismatch with the image. HAKE dataset provides the relationship between instance activity and body part states (e.g., "head" inspect rear view, "right hand" hold wheel, "hip" sit on chair seat).

For VG dataset, we first assign each attribute, object, and relation to the closest type by cosine similarity from sentence transformers\(^1\). For objects and relationships, we randomly sample a corresponding instance with a cosine similarity threshold of 0.5. For attribute, we randomly sample a corresponding instance from the same attribute class with a cosine similarity threshold of 0.5. Some of the samplings are not very suitable. For some inappropriate captions pairs, we manually modified them.

3.3 Visualization & Metric

**Visualization:** The final report is to show the models’ capabilities. The previous NLP CheckList shows the visual summary table which includes a failure rate with examples of each evaluation type. The vision checklist also shows the interpretable components that contributed to the pre-

\(^{1}\text{https://www.sbert.net/}\)
diction and the degree to which each feature contributed to the prediction and attention map using Grad-CAM (Selvaraju et al., 2017). Our VL-CheckList is designed to comprehensively analyze a VLP model and output useful intermediate metrics for analysis and visualization. We provide the performance quantitative table and the radar chart based on the evaluation type taxonomy: object, attribute and relation and visualized insightful chart (Figure 4) and the attention map (Figure 5 and 6).

Metric: We return the model output scores between the text description and the generated negative samples. If the model score on the original text description is higher than the score on the generated negative samples, we regard it as positive output. We object to accuracy (acc) as the following equation.

\[
\text{acc} = \frac{\sum_{i=1}^{N} f(x^p_i, x^n_i)}{N}
\]

where, \( f(x^p_i, x^n_i) = 1 \) if \( p(x^p_i | I_i) > p(x^n_i | I_i) \), otherwise 0. \( x^p_i \) denotes a positive sample of \( i^{th} \) data. \( x^n_i \) means a positive sample of \( i^{th} \) data. The \( N \) is the total number of pairs of positive and negative samples. \( I_i \) is \( i^{th} \) image data.

4 Experiment Setup

We compare 7 state-of-the-art VLP methods via the proposed method. They are:

4.1 Dual-Encoders

CLIP (Radford et al., 2021) is trained on a dataset of 400 million (image, text) pairs with contrastive objectives. CLIP has a simple model where two transformers encode the image and text independently. The ITM score is simple cosine distance between the two embeddings. Despite of CLIP’s simple structure, it has achieved superior performance in many downstream tasks.

4.2 Region-based Cross-Attention Models

This type of models share the common trait that the input image is passed through a off-the-shelf object detectors to obtain salient objects and region features. They are:

LXMERT (Tan and Bansal, 2019) is a two-stream model with three transformers. An object relation encoder encodes the input objects and their location; a BERT encoder encodes the text; and a cross-modal encoder fuses the two modalities. The model is pretrained with ITM and three other objectives.

UNITER (Chen et al., 2020) is a single-stream model that is pre-trained with four objectives. UNITER is different from LXMERT with its single-stream design where a shared transformer fuses the visual and language information in early stage.

OSCAR (Li et al., 2020) is a single-stream model trained with masked token loss and contrastive loss on 6.5 million text-image-tag triplet. Its unique features are: (1) have a better object detector (Zhang et al., 2021) that recognizes more types (2) include object tags with image and text as input features.

4.3 End-to-end Cross-Attention Models

End-to-end models do not depend on object detectors by encoding images directly.

ViLT (Kim, Son, and Kim, 2021) is an efficient single-stream model. The input image is divided into patches and concatenated with the words. Then a transformer encodes the combined sequence. ViLT is the first VLP model that achieves competent performance without using region futures.

ALBEF (Li et al., 2021) is a two-stream model. The text and image are encoded via RoBERTa (Liu et al., 2019) and ViT (Dosovitskiy et al., 2020) respectively. Then a cross-modal transformer is used to fuse the two modalities. In addition,
learn better representations from noisy image-text pairs, ALBEF learn from pseudo-targets produced by the momentum model. **TCL** (**Yang et al., 2022**) is an improved version of ALBEF. TCL introduces three contrastive modules: cross-modal alignment (CMA), intra-modal contrastive (IMC), and local MI maximization (LMI), which respectively aims to maximize the mutual information between the matching image and text, maximizes the global mutual information.

We used four corpora, VG (**Krishna et al., 2017**), SWiG (**Pratt et al., 2020**), VAW (**Pham et al., 2021**) and HAKE (**Li et al., 2019b**) to build benchmark dataset for each capability test in the proposed framework (Table 1).

### 5 Results and Analysis

Table 2 shows the overall performance of the compared models on Object, Relation, and Attribute. The results indicate that understanding Relation and Attribute is more challenging than Object. The ViLT achieved the best score overall. We describe the experimental results and the detailed analysis of the seven representative VLP models based on the proposed framework.

#### 5.1 Evaluation of Object

Object size and location greatly influence performance (Table 3). Specifically, we observe that all models gain the highest scores in Large and Center, which shows that VLP models tend to focus on large objects and those in the central point. Particularly, CLIP has the most performance degradation when it’s moved from Large to Small and Center to Margin (13.12% and 12.01% degradation, respectively). Moreover, end-to-end (E2E) models (ViLT, ALBEF, and TCL) are more robust to Location variance than others. On average, their scores only drop 2.82% from Center to Margin, compared with an average of 6.44% for region-based models (OSCAR, UNITER, and LXMERT) and 12.01% for CLIP. The performance gap between the Center and Margin indicates that E2E models are more stable than region-based models. We speculate the reason to be the region-based models are limited to the performance of object detector (e.g. Faster R-CNN), whose detection performance may drop for some areas of the images. Moreover, object detectors tend to ignore incomplete objects located at the margin of an image so that these marginal objects will not be fed into the cross-modal transformer. Therefore, the region-based models are prone to miss some useful information located in the margin. Conversely, the E2E model has the flexibility to focus on the whole image area (Figure 5). The object detector cannot identify the *car* on the top of the image since the bounding box does not contain information about the *car*, as in Figure 5(c). In contrast to the region-based model, the E2E model correctly focuses on the area of the *car*, as in Figure 5(d).

#### 5.2 Evaluation of Relation

Aligning with the previous research (**Hendricks and Nematzadeh, 2021**), the performance on Relation is generally low for all models (Table 4), indicating that detecting relation is a more challenging problem than object and attribute recognition. We found that the CLIP performs the best (74.07%) in understanding Action but achieves the worst on the Spatial (49.1%). **Subramanian et al. (2022)** presented a similar observation that the CLIP was challenging to recognize Spatial expressions. The size and location of the objects are less critical to Relation changes. Region-based models drop 6.44% from Center to Margin when evaluating on Object, while their performance degradation about Location is reduced to 3.44% when evaluating on Relation. It indicates that the difficulty of relation recognition is not closely related to image level
| Model Type | Models         | Average (Model) | Object | Attribute | Relation | Average (Type) |
|------------|----------------|-----------------|--------|-----------|----------|----------------|
| REGION    | LXMERT         | 72.35           | 82.36  | 77.12     | 57.57    | 71.43          |
|           | UNITER         | 72.63           | 81.94  | 71.31     | 64.65    | 68.54          |
|           | OSCAR          | 69.31           | 78.10  | 61.28     | 68.54    | 71.43          |
| E2E       | ViLT           | 76.82           | 86.32  | 80.36     | 63.79    | 75.67          |
|           | ALBEF          | 75.62           | 81.08  | 79.33     | 66.45    | 75.67          |
|           | TCL            | 74.57           | 81.58  | 78.27     | 63.85    | 75.67          |
| DUAL      | CLIP           | 71.65           | 82.83  | 67.93     | 64.19    | 71.65          |

Table 2: Overall performance (E2E means end-to-end models, which are ViLT, ALBEF and TCL in our paper, while Region means Region-based approach including OSCAR, UNITER and LXMERT, and finally, DUAL means Dual-Encoder, CLIP)

| Type   | Model | Avg | Large | Medium | Small | Center | Mid | Margin | Avg |
|--------|-------|-----|-------|--------|-------|--------|-----|--------|-----|
| REGION | LXMERT| 82.36| 84.94 | 82.05  | 79.01 | 84.56  | 83.84| 79.77  | 80.80 |
|        | UNITER| 81.94| 85.27 | 81.12  | 78.06 | 85.69  | 83.64| 77.84  | 80.91 |
|        | OSCAR | 78.10| 81.43 | 78.53  | 74.93 | 80.91  | 78.59| 74.24  | 75.67 |
| E2E    | ViLT  | 86.32| 88.58 | 85.29  | 82.18 | 88.61  | 86.65| 86.59  | 82.99 |
|        | ALBEF | 81.08| 84.33 | 80.25  | 76.92 | 82.87  | 80.91| 81.19  | 80.26 |
|        | TCL   | 81.58| 86.15 | 79.96  | 74.91 | 85.01  | 83.21| 80.26  | 82.83 |
| DUAL   | CLIP  | 82.83| 88.77 | 81.82  | 75.65 | 88.48  | 85.80| 76.47  | 82.83 |

Table 3: Evaluation of Object

| Type   | Model | Avg | Text level | Image level | Avg |
|--------|-------|-----|------------|-------------|-----|
|        |       |     | Act | Spa | Large | Medium | Small | Center | Mid | Margin | Avg |
| REGION | LXMERT| 57.57| 61.47| 57.4 | 57.00 | 57.36 | 53.37 | 57.37 | 56.43 | 52.04 | 63.59 |
|        | UNITER| 64.65| 69.17| 61.5 | 64.73 | 66.17 | 60.31 | 63.33 | 63.70 | 65.60 |          |
|        | OSCAR | 68.54| 69.6 | 72.6 | 67.65 | 65.65 | 61.50 | 70.70 | 67.00 | 63.43 |          |
| E2E    | ViLT  | 63.79| 64.57| 66.6 | 62.37 | 62.97 | 62.36 | 60.80 | 62.33 | 61.20 | 64.70 |
|        | ALBEF | 66.45| 70.47| 64.6 | 65.17 | 67.06 | 61.59 | 65.57 | 67.34 | 62.60 |          |
|        | TCL   | 63.85| 69.17| 59.4 | 66.90 | 62.34 | 58.17 | 66.57 | 63.97 | 62.60 |          |
| DUAL   | CLIP  | 64.19| 74.07| 49.1 | 71.07 | 65.17 | 60.74 | 71.33 | 68.40 | 64.03 | 64.19 |

Table 4: Evaluation of Relation (Act denotes Action and Spa denotes Spatial)

| Type   | Model | Avg | Text level | Image level | Avg |
|--------|-------|-----|------------|-------------|-----|
|        |       |     | Color | Mat | Size | State | Act | Large | Medium | Small | Center | Mid | Margin | Avg |
| REGION | LXMERT| 77.12| 81.85| 82.15| 70.00| 68.63| 76.35| 82.25| 77.10| 75.36| 77.50| 79.25| 79.25| 69.90 |
|        | UNITER| 71.31| 76.20| 75.75| 63.45| 68.10| 72.55| 74.90| 69.45| 68.49| 72.05| 73.30| 70.25|          |
|        | OSCAR | 61.28| 68.80| 58.25| 52.65| 62.31| 67.60| 64.80| 59.15| 58.18| 65.75| 59.15| 56.80|          |
| E2E    | ViLT  | 80.36| 86.45| 86.35| 71.40| 70.26| 80.00| 83.45| 81.90| 78.67| 81.60| 83.20| 82.20| 79.32 |
|        | ALBEF | 79.33| 84.20| 87.30| 69.45| 72.08| 81.65| 86.65| 77.05| 71.13| 85.50| 80.00| 78.05|          |
|        | TCL   | 78.27| 83.00| 85.20| 63.45| 73.10| 82.85| 85.40| 76.65| 71.47| 83.50| 79.75| 77.40|          |
| DUAL   | CLIP  | 67.93| 72.90| 73.60| 65.20| 63.74| 74.25| 69.30| 65.90| 61.33| 69.85| 67.20| 62.00| 67.93 |
changes (i.e., Location and Size) but is closely related to text level information.

Additionally, we generate heat-maps to show where VLP models focus on Relation (Figure 6). The caption on the image is 'the woman is working on her computer at the desk’, and we generate the heat-maps of four different models for the word working. The clear evidence of the word working is where the woman is typing on the keyboard with her hand. OSCAR and ALBEF have reasonable attention maps, while LXMERT has less attention on the hands and keyboard. ViLT has the attention map on the paper and books, but not on the person.

5.3 Evaluation of Attribute

We explore the performance of attribute recognition on the location and size of objects. The average score of the E2E model is 9.42% higher than the region-based model on both image and text levels (Table 5). The dual-architecture model is 1.97% worse than the region-based model on average and has an 11.39% degradation compared to the end-to-end model. All models get relatively high scores on Color and Material, low on Size, State, and Action, and perform the worst on Size (Table 5). Understanding attribute requires complex semantic cognition between a text and an image, often beyond simple visual recognition (Zellers et al., 2019). For example, Material is not only a matter of shape, size, and color but also something beyond optical recognition. When humans look at the image (e.g., artificial turf), it is hard to tell whether natural glass or artificial turf.

The challenge in understanding Size is mainly due to the subjectivity in natural language. For example, the size in natural language does not translate to an absolute pixel size in images (Zhang et al., 2022). During pretraining, the VLP models are trained on various datasets where size words (e.g., small, large, giant) may not be consistent with each other in terms of visual Size. Also, the expressions of object sizes are different depending on the angles of a camera, the background, or an annotation’s personal view. The performance of Action is also low because some actions are impossible to judge without any sequence of the frames (e.g., open door vs. close door). Therefore, research on the video-language multi-modal has been actively explored (Wang et al., 2022).

6 Conclusion

In conclusion, this paper introduces VL-CheckList to analyze VLP models from three perspectives: object, attribute, and relation. We adopt four corpora with carefully constructed taxonomy to produce fine-grained benchmark results for seven popular VLP models. Experiments not only validate the proposed method’s soundness but also provide sev-
eral valuable insights about these methods, e.g., the size and location of the objects are critical, and relation recognition is one of the most challenging in the VLP models. In the future, we plan to include more fine-grained evaluation aspects into VL-CheckList and improve existing VLP methods to achieve state-of-the-art performance under the guidance of the VL-CheckList report.

7 Limitations

The goal of the VL-CheckList is to quickly evaluate the robustness on the linguistic variations. Thus, we choose the ITM, which is universal and can easily test a model without finetuning each task. However, we have not yet comprehensively investigated why the high ITM-scored models sometimes achieve lower scores on the downstream tasks in this work. For a certain task, how it is finetuned is more critical to model performance. We leave a detailed study of them to future work.
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