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Abstract—This paper presents a dictionary learning-based method with region-specific image patches to maximize the utility of the powerful sparse data processing technique for CT image reconstruction. Considering heterogeneous distributions of image features and noise in CT, region-specific customization of dictionaries is utilized in iterative reconstruction. Thoracic CT images are partitioned into several regions according to their structural and noise characteristics. Dictionaries specific to each region are then learned from the segmented thoracic CT images and applied to subsequent image reconstruction of the region. Parameters for dictionary learning and sparse representation are determined according to the structural and noise properties of each region. The proposed method results in better performance than the conventional reconstruction based on a single dictionary in recovering structures and suppressing noise in both simulation and human CT imaging. Quantitatively, the simulation study shows maximum improvement of image quality for the whole thorax can achieve 4.88% and 11.1% in terms of the Structure-SIMilarity (SSIM) and Root-Mean-Square Error (RMSE) indices, respectively. For human imaging data, it is found that the structures in the lungs and heart can be better recovered, while simultaneously decreasing noise around the vertebra effectively. The proposed strategy takes into account inherent regional differences inside of the reconstructed object and leads to improved images. The method can be readily extended to CT imaging of other anatomical regions and other applications.
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I. INTRODUCTION

CT is widely used in diagnosis of diseases in the thoracic region, such as lung tumor and cardiac disease. It is also indispensable for treatment planning, interventional guidance, and therapeutic assessment. However, X-ray radiation dose is an important concern since ionizing radiation can increase the risk of cancer and other genetic diseases. Compared to a simple chest radiograph, the dose of thoracic CT is greatly increased. Development of low-dose CT has thus been an active area of research in recent years [1-5].

Many methods have been proposed to improve quality of low-dose CT imaging. The approaches can be classified into three categories. The first attempts to denoise the projection data by various filtering techniques and then perform the conventional reconstruction [6-9]. This kind of methods may introduce new artifacts caused by the inconsistency of filtered projection data. The second performs denoising in the image domain [10-15]. Some well-known denoising techniques, such as dictionary learning, neural networks, and deep learning, have been been used. However, because the methods act on images reconstructed by conventional methods, such as FBP or FDK, some information lost in the reconstruction step is difficult to recover. The last category of methods combines the projection and image domains to perform iterative reconstruction [16-30]. These methods consider both data fidelity of the projections and prior information of the system in recovering the images. Although iterative reconstruction is time consuming, it can achieve superior image quality. Dictionary learning-based iterative reconstruction is one of the representative methods in this last category [27].

The assumption of the dictionary learning technique is that an image patch in CT can be expressed as a linear combination of a few basic image patch primitives. Given a set of training image patches, a smaller set of basic image patches can be obtained by an optimization procedure to sparsely represent each and every image patch in the training set [31-33]. This basic image patch set is called a dictionary and each patch in the dictionary is called an atom. The dictionary contains the primary structural features of the training set. The underlying assumption in applying the dictionary learning technique to CT reconstruction is that the patches extracted from the reconstructed image can be sparsely represented by the dictionary [27]. Therein, the dictionary learning-based CT reconstruction aims to minimize a cost function consisting of the projection data fidelity, the dictionary-based representation...
error, and representation sparsity, by an iterative optimization process. For dictionary-based reconstruction to perform well, the dictionary should have as many similar structures as possible, while containing as few irrelevant structures as possible.

To illustrate the problem that region-specific dictionary learning method attempts to solve, let us consider the single dictionary learning-based CT reconstruction method [27]. When training a dictionary from the patch set extracted from the whole thoracic image, the patches extracted from the lung region usually contain some dot-like structures, which leads to dot-like atoms learned in the dictionary. Because such dot-like atoms are prone to match the noise in sparse representation process, the reconstructed image may contain some noises as a result. In addition, the noise distribution varies widely from inside the heart to surrounding tissues in low-dose thoracic CT, and severe noise usually appears around the cross-section of the vertebra region due to higher attenuation compared to other regions. Therefore, with a single dictionary and parameter setting, it is difficult to achieve optimal reconstruction everywhere within the whole image simultaneously.

In this paper, we propose the region-specific dictionary learning-based CT reconstruction method to address the above problem. Different regions such as the lungs and heart are separated by segmentation. We divide the image patches extracted from the whole image into four classes: the lung, heart, tissues, and boundary-juncture regions. Subsequently, the region-specific dictionaries are learned and used individually during image reconstruction. The proposed method takes advantage of that known of image features and noise of the system to adapt the difference among regions and thus reduces uncertainties in dictionary learning-based image reconstruction. For low-dose thoracic CT imaging, the region-specific dictionary can better recover anatomical details while removing the image noise effectively.

II. METHODOLOGY

A. Dictionary Learning-based CT Reconstruction

We first provide some background knowledge of the dictionary learning technique and the dictionary learning-based CT reconstruction [27, 31-33]. Dictionary learning usually works on small image patch. An image patch of pixels $W \times H$ can be expressed in vector form $X \in R^{N \times 1}$, ($N = W \times H$). A dictionary is a matrix $D \in R^{N \times K}$, ($N \ll K$), where each column is called an atom. In such a construct, if an image patch can be represented by the linear combination of only a few atoms of a dictionary with a small error tolerance $\varepsilon$, the sparse representation denoted as $a \in R^{K \times 1}$, ($\|a\|_0 \ll N$) can be obtained by optimizing the problem in (1) or its unconstraint form in (2):

$$\min_{a} \|a\|_0, \text{ s.t. } \|X - Da\|_2^2 \leq \varepsilon$$ \hspace{1cm} (1)

$$\min_{a} (\|X - Da\|_2^2 + \theta \|a\|_0)$$ \hspace{1cm} (2)

which can be solved by orthogonal matching pursuit (OMP) algorithm approximately [34].

Given a training set of patches $X_s \in R^{N \times 1}$, ($s = 1, \cdots, S$), dictionary learning finds an atom set which can sparsely represent each patch of the training set, that is:

$$\min_{D, a} \sum_s (\|X_s - Da_s\|_2^2 + \theta \|a_s\|_0)$$ \hspace{1cm} (3)

Dictionary learning-based CT reconstruction aims to combine the dictionary-based sparse representation and the iterative CT reconstruction together so that the reconstructed image not only satisfies projection data fidelity, but also can be sparsely represented by the dictionary. Here the dictionary can be learned from a training set beforehand or immediately from subsequent images during iteration. The former case is called global dictionary-based CT reconstruction and the latter is called adaptive dictionary-based CT reconstruction. Mathematically, dictionary learning-based CT reconstruction is to solve the following optimization problem [27]:

$$\min_{\mu, (D), a} \|A\mu - p\|_2^2 + \lambda \sum_s (\|E_s \mu - D a_s\|_2^2 + \theta \|a_s\|_0)$$ \hspace{1cm} (4)

where $\mu$ is the CT image, $p$ is the projection data, $A$ is the system matrix, $E_s$ is the patch extraction operator, and $\lambda$ is the regularization parameter. Equation (4) can be solved by the alternating minimization procedure described in [27].

In current dictionary learning-based CT reconstruction, whether global or adaptive, a single dictionary is used for the entire image. However, image structures and noise levels within the image may vary significantly from region to region. The “one size fits all” approach is therefore not optimal for CT image reconstruction, especially when large difference exist between subregions. Using region-specific dictionaries can give more accurate representations and lead to better reconstruction.

B. Region-specific Dictionary Learning

For high performance reconstruction of low-dose CT, the dictionary should contain as many relevant features and as few irrelevant artifacts as possible. For thoracic CT images, the structural and noise distributions vary dramatically between the lungs, heart, and surrounding tissues. Therefore, we divide the image into different regions and reconstruct these regions by using region-specific dictionaries. In Fig. 1, we show an example of region segmentation and the corresponding patch classification. Therein, the red curves partition the whole thorax into the lungs, heart, and surrounding tissues. Therefore, we divide the image into different regions and reconstruct these regions by using region-specific dictionaries. In Fig. 1, it is classified as the surrounding tissue patch. In this

![Fig. 1. Schematic diagram of region segmentation and patch classification.](image-url)

Juncture patch is the patch on the boundary of regions, where not all pixels belong to one region.
In this way, the patches belonging to the heart region (e.g., the purple blocks in Fig. 1) and the lung region (e.g., the green blocks in Fig. 1) can be obtained. A patch is classified as belonging to the juncture region if only some of the pixels belong to one region (e.g., the yellow blocks in Fig. 1). By introducing the auxiliary juncture region, the lung, heart, and surrounding tissue regions can be unambiguously separated without stringent need for accurate segmentation of the regions. This is very useful in practice, especially in the low-dose situation. After the patches in each region are obtained, the dictionary can be learned from and used in each region, which is referred to as region-specific dictionary learning.

C. Overall Workflow

We recast (4) and write the proposed region-specific dictionary learning-based CT reconstruction as the optimization of following function:

\[
\min_{\mu, \alpha_1, \ldots, \alpha_r} \|A\mu - p\|_0^2 + \sum_r \lambda^r \sum_c (\|E^r_c \mu - D^r \alpha_c^r\|_2^2 + \theta^r_c \|\alpha_c^r\|_0)
\]

where the superscript \(r\) is the region index (i.e., the lung, heart, surrounding tissue, and juncture regions). Region-specific dictionaries are learned and used for each region. In this way, the dictionaries are more targeted and augment the recovery of local image structures while suppressing noise and/or artifacts.

Corresponding to the global and adaptive dictionary learning-based reconstruction frameworks, we present the proposed region-specific global and adaptive dictionary learning-based reconstruction workflows in Fig. 2. The pre-reconstruction is used to provide a basis for region determination and parameter selection. Usually, the FBP method is enough to satisfy the requirement. For region segmentation, the lung region is separated out because of its structural difference from other regions, whereas the heart region is separated out because of its big noise difference from surrounding tissues. The lung and heart regions are recognized automatically by some image segmentation methods or manually contouring [35-38]. In this paper, we simply combined the threshold-based segmentation and region growing technique for the task of segmentation. For dictionary learning and sparse representation, we used the SPAMS toolbox [33, 39], which was found to be fast and effective. We followed the method described in [27] for parameter selection. It should be noticed that the sparse representation error, which is a very important parameter in the sparse representation step, should be selected according to noise level of each region. For the data fidelity-led image update step, the separable paraboloid surrogate method was utilized [40].

D. Simulation and Experimental Evaluations

In the numerical simulation, we selected ten normal-dose thoracic scans. One image was chosen to simulate a low-dose CT scan and the other nine images were used for dictionary learning. Image size was 360×440 pixels with pixel size of 0.075×0.075 cm². Fan-beam equidistance geometry was simulated. The number of detector bins was 500. The diameter of the FOV was 51.73 cm. Projections were simulated uniformly around 360°. Three kinds of projection numbers: 450, 225, and 150 were simulated. Poisson noise were simulated with three photon counts: 50000, 20000, and 10000. Hence, nine cases were simulated in total.

Besides the simulation study, we also evaluated the proposed
method with human CT data, which was used in the study reported in [27]. Human thoracic CT sinograms of 64 slices were obtained by a GE CT750 HD scanner. Two sinograms were selected and down-sampled from 2200 views to 440 and 220 views to evaluate the performance on few-view data. The reconstruction size was 600×800 pixels with pixel size of \(0.075\times0.075\text{cm}^2\) and the thorax region was 360×440 pixels.

For the described simulation and measurement data, the proposed Region-specific dictionaries and the conventional Single dictionary-based reconstructions under both the Global and Adaptive Dictionary learning-based reconstruction frameworks (abbr. as RGD, RAD, SGD, SAD respectively) were performed. The Structure-SIMilarity (SSIM) [41] and Root-Mean-Square Error (RMSE) were two indices used for quantitative comparisons. To demonstrate the improvement seen using the region-specific dictionary learning strategy, we introduce percent differences of the above two indices, which are defined in (6) and (7):

\[
\Delta \text{SSIM} = \frac{\Delta \text{SSIM}_{\text{GD}} + \Delta \text{SSIM}_{\text{AD}}}{\max(\text{SSIM}_{\text{GD}}, \text{SSIM}_{\text{AD}})} \times 100 \%
\]

\[
\Delta \text{RMSE} = \frac{\Delta \text{RMSE}_{\text{GD}} + \Delta \text{RMSE}_{\text{AD}}}{\max(\text{RMSE}_{\text{GD}}, \text{RMSE}_{\text{AD}})} \times 100 \%
\]

III. RESULTS

A. Construction of Region-specific Dictionaries

We selected nine normal-dose thoracic CT images for global dictionary learning. In the region-specific dictionary learning method, extracted patches were separated into four classes corresponding to the lung, heart, surrounding tissue, and juncture regions. Patch size was 8×8 pixels. The dictionary for each region had 256 atoms. The results are displayed in Fig. 3. It is seen that the lung dictionary has multiple dot-like atoms, which is very different from other dictionaries. The single dictionary learned from the whole thorax region aimed to express the features from all regions, thus it contained some dot-like atoms similar to those appearing in the dictionary specific to the lung. Atoms of the heart, surrounding tissue, and juncture dictionaries have similar appearance, which is consistent with their having similar structural characteristics.

B. Simulation Results

Fig. 4 shows the reconstructed images of the lung, heart, and tissue regions using different numbers of simulated projections and photons. It is seen that dot-like noises appear in the surrounding tissue and heart regions in the conventional single dictionary-based reconstructions (SGD and SAD). With the use of region-specific dictionary learning-based reconstructions (RGD and RAD), such dot-like noise is effectively removed in all regions other than the lungs. At the same time, structures in lung region are seen more clearly with the proposed method.

We calculated SSIMs and RMSEs for the results reconstructed by the four methods. In Fig. 5, the results obtained using different numbers of simulated projections and photons are plotted. The results indicated that the region-specific method can improve the SSIM and decrease the RMSE effectively, especially in the low dose situation. In the low-dose situation, the global dictionary learning-based reconstruction outperforms the adaptive dictionary learning-based reconstruction due to high noise effects from dependence on only training with low-dose patches in the adaptive case, where normal-dose patches are also used in the global case.

| Region       | Lungs (%) | Heart (%) | Surrounding tissues (%) | Whole (%) |
|--------------|-----------|-----------|-------------------------|----------|
| \(\Delta \text{SSIM}\) | 0.58-1.17 | 0.53-0.69 | 0.75-0.41 | 0.68-0.88 |
| \(\Delta \text{RMSE}\) | 2.36-16.4 | 2.08-3.59 | 3.78-8.35 | 3.25-11.4 |
The relative difference percentages mentioned in (6) and (7) are shown in Table. 1. The values of these indices were calculated for each region and the entire thorax. Using the proposed strategy, the SSIMs of the entire thorax from nine simulated projection datasets were improved by at least 0.68%. In the lowest-dose case, a value as large as 4.88% was achieved. Meanwhile, the RMSEs were decreased by at least 3.25%. The largest value was found to be 11.4%. Specific to each region, the SSIMs of the nine simulated cases were improved by 0.58 to 4.17%, 0.53 to 4.09%, and 0.75 to 5.41%.

Fig. 4. Reconstruction results using simulation data. The 1st-3rd rows illustrate the results from data of 450 views with 50000 photons, 225 views with 20000 photons, and 150 views with 10000 photons, respectively. Display window is [0 0.4]/cm.

Fig. 5. Quantitative comparisons of the simulation results.
in the lung, heart, and the surrounding tissue regions, respectively. The corresponding decreases for the three regions in RMSEs are found as 2.36 to 16.4%, 2.08 to 3.59%, and 3.78 to 8.35%, respectively.

C. Real-data Results
Reconstruction results based on sinograms with 440 and 220 views are shown in Fig. 6(a) and (b), respectively. In the single dictionary method, Par 1-3 indicate optimal parameterization for heart, lung, and surrounding tissue. (a) and (b) illustrate the results of one dataset with 440 projections and another dataset with 220 projections, respectively. Display window is [0 0.4]/cm.
dictionary based reconstruction (SGD and SAD), multiple combinations of parameters were applied: ‘Par 1’, ‘Par 2’ and ‘Par 3’ in Fig. 6 indicate the optimal parameters found for the heart, lung, and surrounding tissue regions, respectively. It is seen that the surrounding tissue region is noisier than the central heart region. It is impossible to get optimal reconstruction in all regions simultaneously using the single dictionary method, whereas the region-specific dictionary can balance conflicting requirements of different regions effectively. The same conclusion can be drawn from quantitative comparisons (the gold standard being the results from the original data of 2200 views) shown in Fig. 7. The proposed strategy benefits from both the use of region-specific dictionaries and region-specific setting of optimization parameters. In Table II, we show the results of uniform parameter setting for SGD and RGD. We can see that, with parameterization mirrored from SGD, RGD achieves better image quality.

![Graphs showing SSIM and RMSE comparisons](image)

**Fig.7.** Quantitative comparisons of real data results.

**TABLE II**

Quantitative comparisons between SGD and RGD methods. Par 1-3 indicate optimal parameters for heart, lung, and surrounding tissue in SGD method, respectively. (II-1) and (II-2) are the results from 440 views and 220 views, respectively.

| Data with 440 views | SSIM | RMSE (/cm) |
|--------------------|------|-----------|
| SGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.9323 | 0.8945   |
| Heart              | 0.9813 | 0.9670   |
| Body               | 0.8993 | 0.9523   |
| Whole              | 0.9209 | 0.9520   |
| RGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.9527 | 0.9423   |
| Heart              | 0.9824 | 0.9704   |
| Body               | 0.9060 | 0.9587   |
| Whole              | 0.9585 | 0.9590   |

| Data with 220 views | SSIM | RMSE (/cm) |
|--------------------|------|-----------|
| SGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.8745 | 0.9127   |
| Heart              | 0.9627 | 0.9445   |
| Body               | 0.8317 | 0.9315   |
| Whole              | 0.8658 | 0.9282   |
| RGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.9248 | 0.9086   |
| Heart              | 0.9652 | 0.9486   |
| Body               | 0.9392 | 0.9420   |
| Whole              | 0.9366 | 0.9320   |

| Data with 440 views | SSIM | RMSE (/cm) |
|--------------------|------|-----------|
| SGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.0066 | 0.0062   |
| Heart              | 0.0035 | 0.0046   |
| Body               | 0.0064 | 0.0049   |
| Whole              | 0.0062 | 0.0053   |
| RGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.0054 | 0.0059   |
| Heart              | 0.0032 | 0.0042   |
| Body               | 0.0045 | 0.0041   |
| Whole              | 0.0047 | 0.0048   |

| Data with 220 views | SSIM | RMSE (/cm) |
|--------------------|------|-----------|
| SGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.0085 | 0.0077   |
| Heart              | 0.0047 | 0.0059   |
| Body               | 0.0090 | 0.0064   |
| Whole              | 0.0083 | 0.0067   |
| RGD                |      |           |
| Par 1              |      |           |
| Lung               | 0.0072 | 0.0080   |
| Heart              | 0.0045 | 0.0055   |
| Body               | 0.0059 | 0.0058   |
| Whole              | 0.0062 | 0.0066   |
IV. DISCUSSIONS

A region-specific dictionary learning strategy is presented to take consideration of the fact that the structural and noise distributions in thoracic CT are often region-specific. The utility of the method in improving the quality of low-dose thoracic CT reconstruction is demonstrated. We note that the results presented in last section depend on the selection of model parameters, which is similar to the many other image reconstruction methods. The results may change as different set of parameters are used. With careful selection of the reconstruction parameters in both single and region-specific dictionary learning, the results obtained by using the region-specific dictionary strategy seem to always outperform that of the single dictionary method. In that the single dictionary method can be considered a special case of the region-specific method, we introduce the latter as a generalization of the first.

In practice, the determination of regions for reconstruction is somewhat arbitrary. Structural and noise differences are two considerations employed in this work. We empirically segmented the lungs and heart from the thoracic CT based on the initial reconstruction using FBP. For segmentation, the threshold and region growing were used to delineate the lung and heart regions. However, more sophisticated methods can be applied for the task in future.

For dictionary learning and sparse representation, there are a few parameters to be determined. The selection of the patch size, the sparsity, and the representation error during sparse representation can affect the quality of resultant images. With the proposed method, the numbers of parameters increase with the numbers of regions. However, this does not increase the difficulty of parameter selection. In each region, we can simply follow the selection principle described in [27]. The region-specific strategy improves the goodness of the parameters through the manual classification of the atoms with coarse image segmentation. For example, the representation error parameter is calculated based on the noise level of the region, which is advantageous in terms of meeting the specifics of each region, instead of merely using a single uniform value for the entire image. In fact, even by simply following the parameter selection principle of the single dictionary method with a single parameter for the entire image, better results were seen (as shown in Table II) since the dictionary is regionally targeted. That said, parameter selection has long been recognized as a practical issue in any regularization-based reconstruction method and there exists an outstanding need for an effective technique of automated model parameter selection.

Computation time of the proposed region-specific method takes slightly longer as compared to the conventional single dictionary method due to the use of multiple dictionaries. The increase in computational burden is, however, insignificant as most computation time is spent on the forward-projection and back-projection in iterative reconstruction. The use of GPU-based parallel computing is one method to speed up the computation significantly[42].

Our work emphasizes the importance of considering heterogeneous characteristics of different anatomical regions in image reconstruction. The proposed region-specific strategy does not only apply to the dictionary learning-based CT reconstruction framework, but also other regularization-based iterative reconstructions and even analytical reconstruction methods. Structural and noise distributions are two representative features that can be used for the separation of regions. This kind of region-specific handling is essentially prior-knowledge based and useful to improve reconstruction in low-dose and/or other cases with insufficient data.

V. CONCLUSION

In summary, we proposed the use of region-specific dictionaries for image reconstruction to address the disparate demands of different regions in thoracic CT. It is shown that the proposed method can better recover structural details while suppressing dot noise more effectively as compared to the conventional single dictionary method. The approach is particularly valuable in dealing with problems in which different regions have distinct image and noise features. For imaging problems in which the structural and noise distributions change little from region to region, the proposed method should perform better or at least equally well as the conventional single dictionary method.
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