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Abstract

In this paper we prove some rigidity theorems associated to $Q$-curvature analysis on asymptotically Euclidean (AE) manifolds, which are inspired by the analysis of conservation principles within fourth order gravitational theories. A central object in this analysis is a notion of fourth order energy, previously analysed by the authors, which is subject to a positive energy theorem. We show that this energy can be more geometrically rewritten in terms of a fourth order analogue to the Ricci tensor, which we denote by $J_g$. This allows us to prove that Yamabe positive $J$-flat AE manifolds must be isometric to Euclidean space. As a byproduct, we prove that this $J$-tensor provides a geometric control for the optimal decay rates at infinity. This last result reinforces the analogy of $J$ as a fourth order analogue to the Ricci tensor.

1 Introduction

In this paper we intend to analyse rigidity properties associated to fourth order geometric operators defined on a Riemannian manifold $(M^n, g)$, $n \geq 3$. In particular, we are interested in asymptotically Euclidean (AE) manifolds. These are complete non-compact Riemannian manifolds $(M^n, g)$, where $M$ consists of a compact core $K$ and, outside of it, there is a diffeomorphism $\Phi$ onto the exterior of a ball in $\mathbb{R}^n$. That is, $M \setminus K \cong \mathbb{R}^n \setminus \overline{B_1(0)}$. In this setting, the metric $g$ is supposed to approach (as we move towards infinity) the Euclidean metric pulled back from $\mathbb{R}^n$ to $M^n$ via $\Phi$. These geometric structures are extremely well motivated from General Relativity (GR), where they model isolated gravitational systems, and have proven to be at the center of several interesting problems in Riemannian geometry [39, 6, 7, 21, 9, 12, 13, 10, 11, 28, 26, 18, 19]. Most notably, they play a central role in the resolution of the Yamabe problem due to the connection with the Positive Mass Theorem (PMT) in GR [40, 41, 42, 28].

It is a classic program within Riemannian and differential geometry to understand how curvature hypotheses combined with a priori mild topological conditions give rise to strong rigidity properties. Among the many classic examples in this program, let us highlight some rigidity properties associated to the PMT of GR. These concern AE manifolds of non-negative scalar curvature, which satisfy decay properties so that the ADM energy

$$E_{\text{ADM}}(g) = \frac{1}{2(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} \left( \partial_i g_{ij} - \partial_j g_{ii} \right) v_3^j d\omega_3$$

is well defined. Above, $v_3$ stands for the Euclidean outward pointing unit normal to an Euclidean sphere $S_r \subset \mathbb{R}^n \setminus \overline{B_1(0)}$, while $d\omega_3$ stands for the volume element induced on $S_r$ by the Euclidean metric. This quantity is a geometric invariant within suitable classes of AE manifolds, and the PMTs
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state that, under suitable decaying conditions, AE manifolds with non-negative scalar curvature have non-negative ADM energy, and, in particular, $E_{ADM}(g) = 0$ iff $(M^n, g) \cong (\mathbb{R}^n, \cdot)$, thus characterising Euclidean space as the unique AE manifold with zero ADM energy and non-negative scalar curvature. This rigidity of Euclidean space through the PMT is central in many other problems associated to scalar curvature. For instance, it shows that non-negative scalar curvature cannot be localised in a compact set of an AE manifold, which has motivated scalar curvature constructions such as \[13, 18\].

One further remarkable rigidity property of AE manifolds is that the Euclidean space is the only such manifold which is Ricci-flat (see, for instance, \[3, 28, 6\]). This rigidity is central to many uniqueness results, some examples of which can be found in \[3\]. Let us notice that this Ricci-flat rigidity of AE manifolds is also linked to the previously mentioned rigidity of the PMT. In fact, classically, the rigidity statement in the PMT uses this fact. Furthermore, it has been shown in \[25, 34\] that (1) can be rewritten in terms of the Einstein tensor as

$$E_{ADM}(g) = -\frac{1}{(n-1)(n-2)} \lim_{r \to \infty} \int_{S_r} G_g(r \partial_r, \nu_\delta) d\omega_\delta,$$

where $G_g = \text{Ric}_g - \frac{1}{2} R_g g$ stands for the Einstein tensor.

In this paper, we are mainly interested in exploring a fourth-order analogue to this Ricci-flat rigidity property, which is linked to $Q$-curvature analysis. Let us recall that, given a Riemannian manifold $(M^n, g)$, its $Q$-curvature is defined by

$$Q_g = -\frac{1}{2(n-1)} \Delta_g R_g - \frac{2}{(n-2)^2} |\text{Ric}_g|^2 + \frac{n^2 - 4n^2 + 16n - 16}{8(n-1)^2(n-2)^2} R_g^2,$$

and this can be seen as a non-linear fourth-order operator on the set $\text{Met}(M)$ of Riemannian metrics on $M$:

$$Q : \text{Met}(M) \mapsto C^\infty(M),$$

$$g \mapsto Q_g.$$  

In this setting, if we denote by $S_2 M$ the bundle of symmetric $(0, 2)$-tensor fields over $M$, then the linearisation $DQ_g$ of $Q$ at the metric $g$ is given by a map

$$DQ_g : S_2 M \mapsto C^\infty(M),$$

and its formal $L^2$-adjoint is then given by a map $DQ^*_g : C^\infty(M) \mapsto S_2 M$. In this setting, in \[30\], the authors introduced a $(0, 2)$-tensor field canonically associated to $Q$-curvature, given by

$$J_g = -\frac{1}{2} DQ^*_g(1),$$

which satisfies a local conservation law

$$\text{div}_g(J_g - \frac{1}{4} Q_g g) = 0.$$

The above relations led the authors in \[30\] to consider $J_g$ as a fourth order analogue of the Ricci tensor, while from \[53\] one can introduce an analogue of the Einstein tensor:

$$G_{J_g} = J_g - \frac{1}{4} Q_g g$$

as the $J$-Einstein tensor. In this setting, Riemannian manifolds for which $\text{Ker}(DQ^*_g) \neq \{0\}$ are called $Q$-singular. Rigidity of $Q$-singular manifolds has been studied recently, for instance in \[30, 31, 32\].
It had been observed by [33] that, on a 4-dimensional manifold, $\delta \in \text{Ker}(DQ^*)$ iff $g$ is $Q$-flat and Bach-flat. This conclusion can actually be obtained directly from the work of [30], where the authors show that $J_g$ can be rewritten as

$$J_g = \frac{1}{n}Q_g g - \frac{1}{n-2}B_g - \frac{n-4}{4(n-1)(n-2)}T_g,$$

where $B_g$ stands for the Bach tensor and $T_g$ is defined via

$$T_g \doteq (n-2)(\nabla^2 \text{tr}_g S_g - \frac{1}{n}g\Delta_g \text{tr}_g S_g) + 4(n-1)(S_g \times S_g - \frac{1}{n}|S_g|^2 g) - n^2(\text{tr}_g S_g)^\circ g.$$

Above, $S_g \doteq \frac{1}{n-2} \left( \text{Ric}_g - \frac{1}{2(n-1)} R_g g \right)$ stands for the Schouten tensor; $S_g \times S_g$ stands for the symmetric $(0,2)$-tensor locally defined by $(S_g \times S_g)_{ij} = S_i^k S_{kj}$, and $S_g^\circ$ stands for the traceless part of $S_g$.

Recently, in [32], Y.J. Lin and W. Yuan studied rigidity phenomena associated to $J$-Einstein metrics on closed manifolds. For instance, under curvature and pinching hypotheses, they establish that $J$-Einstein closed manifolds are actually Einstein. Also, a volume comparison theorem based on a $Q$-curvature comparison for closed Einstein manifolds satisfying certain stability properties is a central object of study in [32].

In the above setting, we will analyse rigidity properties associated to $J$-flat AE manifolds. This analysis is motivated by some of the above results and the rigidity of Ricci-flat AE manifolds. In particular, our main result will be the following rigidity statement:

**Theorem A.** Let $(M^n, g)$, be a smooth $W^{3,p}$ AE manifold with $p > n \geq 3$ and $\tau > 0$. If $J_g = 0$ and $Y([g]) > 0$, then $(M^n, g) \cong (\mathbb{R}^n, \cdot)$.

Above, the $W^{k,p}$ Sobolev spaces are used to control the decay at infinity of $g$ and we refer the reader to Definition 1 and Definition 3 for further details. Also, in the above theorem we have imposed the condition $Y([g]) > 0$, which means that the AE manifold $(M^n, g)$ is Yamabe positive. In this setting, the Yamabe invariant is defined as the following conformal invariant

$$Y([g]) \doteq \inf_{u \in C^\infty_0(M)} \frac{\int_M (a_n |\nabla u|^2_g + R_g u^2) dV_g}{\int_M |u|^2_g L^{2 \frac{n}{n-2}}},$$

where $a_n \doteq \frac{4(n-1)}{n-2}$ and $[g]$ denotes the conformal class of $g$. For detailed properties of the Yamabe problem on AE manifolds, we refer the reader to [20].

It should be noted that, while we use decays controlled by weighted Sobolev spaces as they are well adapted to the methods we employ, Theorem A covers classical hypotheses involving point wise decays on the metric. Notably, if $|g - \delta| = O_3(r^{-\tau})$ for some $\tau > 0$ near infinity, $J_g = 0$ and $Y([g]) > 0$, we naturally have that $(M^n, g)$ is $W^{3,p}$ for some $0 < \tau' < \tau$, which allows one to apply Theorem A.

In particular the following corollary stands:

**Corollary.** Let $(M^n, g)$ be a Riemannian manifold such that $|g - \delta| = O_3(r^{-\tau})$ near infinity, for $\tau > 0$. If $J_g = 0$ and $Y([g]) > 0$, then $(M^n, g) \cong (\mathbb{R}^n, \cdot)$.

In addition, the $W^{3,p}$ condition in the above theorem means that, a priori, we only control the decay of the $g$ and its derivatives up to third order. This is quite remarkable, since the geometric objects involved in this theorem are fourth order (and therefore one will need to control fourth order derivatives as well). Thus, a crucial step in the proof of the above theorem will be to show that the $J$-flat condition actually provides us with additional control for the decays of higher order derivatives.

\[2\] Notice that Einstein manifolds are always $J$-Einstein (see, for instance, [30]).
Furthermore, we will need to show that we can bootstrap the order of decay $\tau$ from being merely positive to actually achieving $\tau > \frac{n+4}{2}$. This lower bound for $\tau$ will be needed to appeal to the rigidity of the positive energy theorem associated to a fourth order invariant related to $Q$-curvature. This invariant was introduced as a canonically associated conserved quantity in a family of fourth order gravitational theories in $[5]$, which, in the case of stationary space-time solutions reduces to

$$\mathcal{E}(g) = \lim_{r \to \infty} \int_{S_r} (\partial_j \partial_i g_{aa} - \partial_j \partial_a g_{ia}) \nu_3^j d\omega_5. \quad (10)$$

In $[4]$[Theorem A], the above notion of energy was analysed in detail and the following positive energy theorem was established

**Theorem 1.1 (Positive Energy $[4]$).** Let $(M^n, g)$ be a $n$-dimensional AE manifold, with $n \geq 3$, which satisfies the decaying conditions: (i) $g_{ij} - \delta_{ij} = O_\ell(r^{-\tau})$, with $\tau > \max\{0, \frac{n+4}{2}\}$, in some coordinate system associated to a structure of infinity; (ii) $Q_g \in L^1(M, dV_g)$, and such that $Y([g]) > 0$ and $Q_g \geq 0$. Then, the fourth order energy $\mathcal{E}(g)$ is non-negative and $\mathcal{E}(g) = 0$ if and only if $(M,g)$ is isometric to $(\mathbb{R}^n, \delta)$.

In order to appeal to Theorem 1.1 within the proof of Theorem A, we will first establish an intermediary result, proving that (10) can be rewritten in terms of the J-Einstein tensor at infinity, in an analogue way to how the ADM energy (11) can be rewritten in terms of the Einstein tensor in (2). For this we will follow the ideas of [25], but now identifying the total $Q$-curvature as the natural Langrangian out of which we can build asymptotic geometric invariants following [31]. In particular, in Theorem 4.4 we establish the following result:

**Theorem B.** Let $(M^n, g)$ be an AE manifold of order $\tau > \max\{0, \frac{n+4}{2}\}$ satisfying $Q_g \in L^1(M, dV_g)$. Then, the following identity holds

$$\frac{n - 4}{8(n - 1)} \mathcal{E}(g) = -\lim_{r \to \infty} \int_{S_r} G_{J_g}(X, \nu_5) d\omega_5, \quad (11)$$

where $X = r \partial_r$. In particular, the limit in the right-hand side exists and is finite.

As written, Theorem B stands for all $n \geq 3$ dimensional manifolds, but is only insightful for $n \geq 5$. Indeed, as was highlighted in [4], four dimensional AE metrics have zero mass, while in [3], it was shown that to have non zero mass, three dimensional AE metrics must have growth at infinity. Imposing decay on the metric (and thus also on $G_{J_g}$) then forces $\mathcal{E}(g) = 0 = \lim_{r \to \infty} \int_{S_r} G_{J_g}(X, \nu_5) d\omega_5$ for $n = 3, 4$.

Theorem B also represents the exact analogue of the results in [27] in the AE setting and in the context of $Q$- curvature invariants. This provides a direct link between the $J$-tensor at infinity and the fourth order energy (10), which from [4] we know to be related to several rigidity phenomena associated to $Q$-curvature. For instance, $\mathcal{E}(g)$ is positively proportional to the mass of the Paneitz operator studied in [27], [23], [24]. Most importantly for our purposes, we directly see that any $J$-flat metric which satisfies the conditions of Theorem B must have zero energy. Therefore, after establishing this result, the work leading up to Theorem A will consist in proving that the $J$-flatness condition guarantees that both the hypotheses of Theorems B and Theorem 1.1 are satisfied. In doing so, we shall prove some fourth order analogues to classical results known from [6]. In particular, we shall establish the following theorem, which proves that the $J$-tensor controls the optimal decay for the metric in asymptotic harmonic coordinates. In particular, one sees that an a priori control on $J$ can be used to increase both the number of derivatives decaying at infinity, and the rate of their decay. Notably, we may start with only three derivatives controlled in weighted Sobolev spaces, and, if $J_g$ remains in some $W_{l,F}^{k,p}$-space, we obtain control for the intermediary derivatives of order $l$, with $3 \leq l \leq 3 + k$. More precisely:

---

*See Remark 5.1 for further comments on the optimality of this result.*
Theorem C. If \((M^n, g)\) is an AE manifold of class \(W^{k,p}_{\tau}(M, \Phi)\), \(p > n \geq 3\), such that \(J_g \in W^{k-\delta-4}_{-\tau}(M, \Phi)\), for an integer \(k \geq 4\) and a real number \(\delta \geq \tau\), with respect to some structure of infinity \(\Phi\). Then, in harmonic coordinates infinity given by the chart \(\Theta\), \((M^n, g)\) is of class \(W^{k,p}_{-\tau}(M, \Theta)\), and if \(\tau < \delta < n - 4\), then \((M^n, g)\) is of class \(W^{k,p}_{-\delta}(M, \Theta)\).

Before finishing this introduction, let us highlight how Theorems A and C prove that the fourth order \(J\)-tensor retains crucial controls of the geometry of an AE manifold, which are known to be provided by the Ricci tensor. This might be unexpected due to the intricate and much more involved definition of \(J_g\), which could have implied losses on these controls and, for instance, much richer structure of \(J\)-flat AE manifolds. On the contrary, we still see that this condition is highly rigid (at least on the Yamabe positive side) and that from the decay of \(J\) at infinity one can still directly read out the optimal decay of \(g\) in harmonic coordinates. Let us also highlight that they are more subtle that in the second order case, something which can be quite explicitly seen within the proof of Theorem C. This, once more, comes down to the intricate definition of the \(J\)-tensor and the higher order nature of the problem, which demands us to also provide some non-trivial generalisations of second order results. In particular, Theorem C requires understanding how changing structures of infinity affects weighted Sobolev spaces. We develop ideas in R. Bartnik’s [9] to highlight that in our framework, one can switch to harmonic coordinates without affecting the regularity or decay of the involved tensor, up to the orders required for the proofs (see Theorem 3.1).

With the above results in mind, the paper is organised as follows. In Section 2, we shall review the necessary definitions associated to AE manifolds and introduce some notational conventions. We shall establish a few results which follow along standard ones, but which are tailored for the application in this paper. Then, Section 3 is devoted to the study of the Sobolev spaces and their behaviour under switches to harmonic coordinates, while Section 4 focuses on the proof of Theorem B and Section 5 on the proof of Theorems A and C.
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2 Weighted spaces on AE manifolds

We will first recall the definitions for weighted Lebesgue and Sobolev spaces, using R. Bartnik’s notations [8][Definition 1.1]

Definition 1. The weighted Lebesgue spaces \(L^p_\delta\), \(1 \leq p \leq \infty\), \(\delta \in \mathbb{R}\) are the set of measurable functions in \(L^p_{\text{loc}}(\mathbb{R}^n)\) such that the norms \(\| \cdot \|_{p, \delta}\) defined by

\[
\| \cdot \|_{p, \delta} = \left\| \frac{\sigma^{-\delta} u}{\rho} \right\|_{L^p(\mathbb{R}^n)} \quad \text{if} \quad p < +\infty
\]

\[
\| \cdot \|_{\infty, \delta} = \left\| \frac{\sigma^{-\delta} \rho}{\rho} \right\|_{L^\infty(\mathbb{R}^n)},
\]

are finite. Here \(\sigma = \sqrt{1 + r^2}\) with \(r(x) \doteq |x|\).

The weighted Sobolev spaces \(W^{k,p}_\delta\) are then defined in a similar manner as the set of measurable functions in \(W^{k,p}_{\text{loc}}(\mathbb{R}^n)\) proceeding from the \(\| \cdot \|_{k,p, \delta}\) norms:

\[
\| u \|_{k,p, \delta} = \sum_{j=0}^{k} \| \nabla^j u \|_{p, \delta - j}.
\]
Definition 2. Let $(M, g)$ be a complete, smooth, connected, $n$ dimensional Riemannian manifold and let $\tau > 0$. We say that $(M, g)$ is an Asymptotically Euclidean (AE) manifold of class $W_{\tau}^{k,p}$ if:

1. There exists a finite collection $(E_i)_{i=1}^m$ of open subsets of $M$ and diffeomorphisms $\Phi_i : E_i \to \mathbb{R}^n \setminus \overline{B_1(0)}$ such that $M \setminus \bigcup_i E_i$ is compact.

2. For each integer $1 \leq i \leq m$, $1 \leq a, b \leq n$ \((\Phi_i^{-1})^* g\) does not impact the differentiability of the metric, but up to what order they can be assumed to decay at infinity.

Remark 2.1. During the core of the paper, in our main theorems, we will consider AE manifolds with one end. The necessary modifications for the general case are quite straightforward from well-known arguments and an appeal to the same tools we shall develop. In particular, the core of the analysis within our proofs is done by working directly within each end of the manifold, thus allowing us to avoid dependence on the chosen end charts, and thus when any ambiguity can occur, we shall make explicit reference to the chosen structure. Since we will work with only one end we will write $W_{\delta}^{k,p}(M; E)$ to be the subset of $W_{loc}^{k,p}(M; E)$ such that

$$\|u\|_{W_{\delta}^{k,p}} = \sum_{i=1}^m \|\Phi_i^{-1*}(\eta_i u)\|_{W_{\delta}^{k,p}(\mathbb{R}^n)} + \sum_{i=m+1}^N \|\Phi_i^{-1*}(\eta_i u)\|_{W_{\delta}^{k,p}(U_i)} < \infty. \tag{12}$$

Remark 2.2. Let us recall from \cite{[5]} that the $L_p^p$-spaces are actually intrinsic to $M$ and hence independent of any specific structure of infinity. Thus, we shall write $L_p^p(M)$ without reference to a chosen structure of infinity without causing ambiguity. A priori, the higher order weighted Sobolev spaces do depend on the chosen end charts, and thus when any ambiguity can occur, we shall make explicit reference to the chosen structure. Since we will work with only one end we will write $W_{\delta}^{k,p}(M, \Phi)$ for a given structure of infinity $\Phi$. When we deal with only one fixed structure of infinity, we shall avoid such heavier notation and simply write $W_{\delta}^{k,p}(M)$.

Working separately on each end, we can extend the classical properties of weighted Sobolev spaces in $\mathbb{R}^n$ to spaces in $M$ \cite{[5]} [Theorem 1.2]. We will notably use the algebraic properties of the $W_{\delta}^{k,p}$ spaces for $p > n$. The following multiplication property is well-known from standard literature.

Lemma 2.1. Let $V \to M^n$ be a vector bundle over $M$. If $1 < p \leq q < \infty$ and $k_1 + k_2 > \frac{n}{q} + k$, where $k_1, k_2 \geq k$ are non-negative integers, then, we have a continuous multiplication property $W_{\delta_1}^{k_1,p} \otimes W_{\delta_2}^{k_2,q} \to W_{\delta}^{k,p}$ for any $\delta > \delta_1 + \delta_2$. In particular, $W_{\delta}^{k,p}$ is an algebra under multiplication for $k > \frac{n}{p}$ and $\delta < 0$.

The above multiplication property can be deduced using the tools developed in \cite{[5]}, and can also be found in \cite{[8], Lemma 5.5} and the corresponding $L^2$-version can also be found in \cite{[10], Lemma 2.5}.

Below, we will now establish a multiplication property which is tailored for some of our specific applications.

\footnote{Some of these proofs are done for scalar functions in the cited references. The adaptation for the case of vector valued functions follows from well-known localisation arguments.}
Proposition 2.1. If \( p > n, k_1, k_2 \geq 1, f \in W^{k_1,p}_\delta(M) \) and \( g \in W^{k_2,p}_\delta(M) \), then \( fg \in W^{k_1+k_2,p}_{\delta_1+\delta_2}(M) \) with \( k = \min\{k_1, k_2\} \).

Proof. If \( k = 1 \), since \( p > n \), Sobolev embeddings ensure that there exists \( C \) such that \( |f| \leq C \sigma^\delta_1 \), \( |g| \leq C \sigma^\delta_2 \). Then, \( fg \in L^{1,p}_{\delta_1+\delta_2} \) and

\[
\int |\nabla (fg)|^p \sigma^{-\delta_1 p-\delta_2 p+p-n} \leq \int |\nabla fg + f \nabla g|^p \sigma^{-\delta_1 p-\delta_2 p+p-n} \\
\leq C_p \left( \int |\nabla f|^p |g|^p + |f|^p |\nabla g|^p \right) \sigma^{-\delta_1 p-\delta_2 p+p-n} \\
\leq C_p \left( \int |\nabla f|^p \sigma^{-\delta_1 p-\delta_2 p+p-n} \left(|g| \sigma^{-\delta_2}\right)^p + |\nabla g|^p \sigma^{-\delta_2 p+p-n} \left(|f| \sigma^{-\delta_1}\right)^p \right) \\
\leq C_p \left( \|\nabla f\|_{L^p_{\delta_1-1}}^p + \|\nabla g\|_{L^p_{\delta_2-1}}^p \right).
\]

Hence \( fg \in W^{1,p}_{\delta_1+\delta_2}(M) \).

For \( k > 1 \), the same reasoning with the Leibniz formula yields the result. \( \square \)

We will also use the Sobolev embeddings \cite{Theorem 1.2, iv, iv} which we recall here:

Theorem 2.2. \( \bullet \) If \( u \in W^{k,p}_\delta \), then

\[ \|u\|_{L^{\frac{np}{n-kp}}_\delta} \leq C \|u\|_{W^{k,p}_\delta} \]

if \( n - kp > 0 \) and \( p \leq \frac{np}{n-kp} \),

\[ \|u\|_{L^\infty} \leq C \|u\|_{W^{k,p}_\delta} \]

if \( n - kp < 0 \), and in fact

\[ |u(x)| = o \left( r^\delta \right) \]

as \( r \to \infty \).

\( \bullet \) If \( u \in W^{k,p}_\delta, 0 < \alpha \leq k - \frac{n}{p} \leq 1 \), then

\[ \|u\|_{C^{0,\alpha}_\delta} \leq C \|u\|_{W^{k,p}_\delta}, \]

where the weighted Hölder norm is defined by

\[ \|u\|_{C^{\alpha}_\delta} = \sup_{\delta \leq \sigma(x)} \left( \sup_{4|x-y| \leq \sigma(x)} \frac{|u(x) - u(y)|}{|x-y|^\alpha} \right) + \sup \left( \sigma^{-\delta} |u(x)| \right). \]

Remark 2.3. We can define the \( C^{k,\alpha}_{\delta} \) spaces as the set of functions for which the norm

\[ \|u\|_{C^{k,\alpha}_{\delta}} = \sum_{j=0}^{k} \|\nabla^j u\|_{C^{\alpha}_{\delta-j}} \]

is finite, while the \( C^{k}_{\delta} \) spaces are obtained with

\[ \|u\|_{C^{k}_{\delta}} = \sum_{j=0}^{k} \|\nabla^j u\|_{C^{0}_{\delta-j}} \]

where the weighted 0 norm is

\[ \|u\|_{C^{0}_{\delta}} = \sup \left( \sigma^{-\delta} |u(x)| \right). \]
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A key step in our proof of Theorem [A] will be to use elliptic regularity to improve the decays. In particular, we shall appeal to an adaptation of results appearing in L. Nirenberg and H. F. Walker [37] as well as R. Bartnik [1]. Since we will use it later with several concomitant structures at infinity, we will highlight the end charts in its statement.

Lemma 2.2. Let \((M^n, g)\) be an AE manifold of class \(W^{k-1,p}_-(\tau), k \geq 2\) and \(p > n\). If a function \(f\) on \(M\) satisfies \(\Delta_g f \in W^{k-2,p}_-(\tau, \Phi)\) and \(f \in L^p_\delta(M, \Phi)\) with \(\delta \in \mathbb{R}\), then \(f \in W^{k,p}_-(\tau, \Phi)\).

Proof. First, since the coefficients of \(\Delta_g\) are smooth, then, for any bounded domain \(\Omega \subset M\) with smooth boundary, \(\Delta_g : C^\infty(\Omega) \rightarrow C^\infty(\Omega)\), and usual local elliptic regularity applies to show that if \(\Delta_g f \in W^{k-2,p}_-(\tau, \Phi)\) then \(f \in W^{k,p}_-(\tau, \Phi)\). Thus, under our hypotheses, we know that \(f \in W^{k,p}_-(\tau, \Phi)\). Since we need only provide control at infinity now, using an appropriate cut-off function, we can assume \(f\) to be supported in a neighbourhood of infinity in one end of \(M\). That is, without loss of generality, we may assume for our purposes that \(\text{supp}(f \circ \Phi^{-1}) \subset \mathbb{R}^n \setminus B_{R_0}(0)\) for some \(R_0 > 1\) sufficiently large. Then, our claim reduces to showing that \(f \circ \Phi^{-1} \in W^{k,p}_-(\mathbb{R}^n \setminus B_{R_0}(0))\). We shall divide this proof in two steps. The first one consists in showing the case \(k = 2\) and the second one is an induction for \(k > 2\). The case \(k = 2\) is close to several statements in the literature. In particular, it follows from mild adaptations [37, Theorem 3.1] to our setting. As pointed out in [10, Theorem 4.1] and the remark following it, the results of [37, Theorem 3.1] hold under the weaker assumption \(u \in W^{2,p}_0\). Then, the same method of proof as in [37, Theorem 3.1] applies to establish our \(k = 2\) case.

Let us now consider \(k > 2\) and work inductively, assuming that the lemma stands for \(k - 1\). Considering \(g - \delta \in W^{k-1,p}_-(\mathbb{R}^n \setminus B_1(0))\) and \(f\) be such that \(\Delta_g f \in W^{k-2,p}_-(\tau, \Phi)\) and \(f \in L^p_\delta(M, \Phi)\). Since \(W^{k-2,p}_-(\mathbb{R}^n \setminus B_1(0)) \subset W^{k-3,p}_-(\mathbb{R}^n \setminus B_1(0))\) and \(W^{k-1,p}_- \subset W^{k-2,p}_-(\mathbb{R}^n \setminus B_1(0))\), the lemma for \(k - 1\) ensures that \(f \in W^{k-1,p}_-(\mathbb{R}^n \setminus B_1(0))\). Then, for any integer \(1 \leq l \leq n\):

\[
\Delta_g(\partial_l f) = \partial_l (\Delta_g f) - \partial_l g^{ij} \partial_j f + \partial_l \left(g^{ij} \Gamma_{ij}^k\right) \partial_k f.
\]

Since \(f\) has been shown to be in \(W^{k-1,p}_-(\mathbb{R}^n \setminus B_1(0))\) and \(g - \delta \in W^{k-1,p}_-(\mathbb{R}^n \setminus B_1(0))\), appealing to Lemma 2.1 we find \(\partial_l g^{ij} \partial_j f \in W^{k-3,p}_-(\mathbb{R}^n \setminus B_1(0))\). Similarly, since \(g^{ij} \Gamma_{ij}^k \in W^{k-2,p}_-(\mathbb{R}^n \setminus B_1(0))\), \(\partial_l \left(g^{ij} \Gamma_{ij}^k\right) \partial_k f \in W^{k-3,p}_-(\mathbb{R}^n \setminus B_1(0))\). Finally, since by assumption \(\Delta_g f \in W^{k-2,p}_-(\mathbb{R}^n \setminus B_1(0))\), \(\partial_l \Delta_g f \in W^{k-3,p}_-(\mathbb{R}^n \setminus B_1(0))\). Combining all these considerations yields:

\[
\Delta_g(\partial_l f) \in W^{k-3,p}_-(\mathbb{R}^n \setminus B_1(0)).
\]

Applying once more the lemma with \(k - 1\) then yields that \(\partial_l f \in W^{k-1,p}_-(\mathbb{R}^n \setminus B_1(0))\). This stands true for all partial derivatives \(\partial_l f\) and since \(f \in L^p_\delta(M, \Phi)\), it ensures that \(f \in W^{k,p}_-(\mathbb{R}^n \setminus B_1(0))\), which concludes the proof.

As was mentioned in the introduction, we will also need to improve the order of decay. A key point in our proof will thus be the following regularity result for weighted spaces [33, Proposition 1] (which extends [10, Proposition 1.14] in the same manner as lemma 2.2 follows from [10, Proposition 1.6]):

**Proposition 2.3.** Assume that \((M, g)\) is AE of class \(W^{k,p}_-(\tau), k \geq 2\) and \(p > n\). Then, if \(0 < \delta < n - 2\) the operator \(\Delta_g : W^{k,p}_-(\tau, \Phi) \rightarrow W^{k-2,p}_-(\tau, \Phi)\) is Fredholm of index 0. In particular, if \(\tau \leq \delta\) and \(X \in W^{2,p}_-(\tau, \Phi)\), \(\Delta_g X \in W^{k-2,p}_-(\tau, \Phi)\) then \(X \in W^{k,p}_-(\tau, \Phi)\).

\(\text{In this case condition (ii) for lower order coefficients in [37, Theorem 3.1] gets replaced by Sobolev controls. An appeal to Lemma 2.1 provides control over the corresponding terms in the equation, whose coefficients for } R_0 \text{ sufficiently large will have Sobolev norm arbitrarily small.}

---
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3 Harmonic end coordinates

In this subsection we shall further develop some concepts from R. Bartnik [6] associated to harmonic structures of infinity to higher orders of regularity. Harmonic coordinates are special charts at infinity conceived to have optimal regularity and decay properties, and for which the Ricci tensor can be expressed as an elliptic operator on the metric:

$$\text{Ric}_{g_{ij}} = -\frac{1}{2} g^{ab} \partial_{ab} g_{ij} + f_{ij}(g, \partial g), \quad (13)$$

where $f_{ij}$ are smooth functions on their arguments, which are in particular quadratic polynomials on $\partial g$.

A key idea in our proof will be to use the fourth order tensorial equalities to gain regularity on the Ricci tensor, and then to apply (13) to transfer this regularity on the metric after switching to harmonic coordinates. This requires showing that no Sobolev control on the Ricci tensor is lost during the switch. While this may seem natural, it forces us to understand how weighted Sobolev controls are affected under changes of structures of infinity. We notice that this question arises in the context of classic Sobolev spaces as well, where related results are standard. In the case $\Omega$ is unbounded, then such $C^k$-controls have to be imposed as additional hypothesis on the admissible coordinate changes (see, for instance, [2, Theorem 3.41]).

The core of the difficulty in the above claims lies in the chain rule. For instance, if $f(x) \in W^{1,p}(\Omega)$ and $F$ is a diffeomorphism at infinity for the change of coordinates $F(x) = y$, it is not enough to show that $(\nabla f) \circ F^{-1} \in L^p(\Omega)$ to conclude that $f \circ F^{-1} \in W^{1,p}(\Omega)$. On the contrary, $(\nabla f) \circ F^{-1} \nabla F^{-1}$, which highlights the necessity for strong controls on the inverse of the change of coordinates. Carrying this to any order, for weighted spaces, and only for a priori controls on $F$ are the difficulties one is faced with in the following results. We show that for a switch to a set of harmonic coordinates, these controls come naturally. Related results with application to GR can be consulted in [10].

With all the above in mind, let us consider two real numbers $R_i > 0$, $i = 1, 2$, and a diffeomorphism

$$\Phi : \mathbb{R}^n \setminus \overline{B_{R_1}(0)} \mapsto \mathbb{R}^n \setminus \overline{B_{R_2}(0)}.$$ Consider then the operator $A : \mathcal{L}(\mathbb{R}^n \setminus \overline{B_{R_2}(0)}) \mapsto \mathcal{L}(\mathbb{R}^n \setminus \overline{B_{R_1}(0)})$, where $\mathcal{L}(\Omega)$ denotes the set of Lebesgue measurable functions on the domain $\Omega \subset \mathbb{R}^n$, given by:

$$(Au)(y) \doteq u(F^{-1}(y)), \quad (14)$$

which is the operator inducing our coordinate change. Below, we shall refer to $y = \Phi(x)$, $x \in \mathbb{R}^n \setminus \overline{B_{R_1}(0)}$ as the coordinates on $\mathbb{R}^n \setminus \overline{B_{R_2}(0)}$. Then, the following lemma holds:

**Lemma 3.1.** Consider the setting described above for a coordinate change. If $\Phi - \text{Id} \in C_{1-\kappa}^\infty(\mathbb{R}^n \setminus \overline{B_{R_1}(0)})$ and $F^{-1} - \text{Id} \in C_{1-\kappa}^\infty(\mathbb{R}^n \setminus \overline{B_{R_2}(0)})$ for $m \geq 1$ and some $\kappa > 0$, then, given $\delta \in \mathbb{R}$ and $1 < p < \infty$, the operator $A$ given by (14) maps $W^m_p(\mathbb{R}^n \setminus \overline{B_{R_1}(0)})$ continuously onto $W^m_{p}(\mathbb{R}^n \setminus \overline{B_{R_2}(0)})$.

**Proof.** In the case of $L^p_\delta$ the claim follows from the coordinate change formula and the boundedness of $d\Phi$. Since the computation is similar to that of higher derivatives, we shall only work with the latter. Thus, first notice that, for instance from [2, Theorem 3.41], we know that the weak derivatives of $Af$
of order $1 \leq |\alpha| \leq m$ are given by the usual chain rule:

$$\partial^\alpha (Af)(y) = \sum_{|\beta| = 1}^{|\alpha|} M_{\alpha\beta} (\Phi^{-1}) A (\partial^\beta u)(y),$$

where $M_{\alpha\beta}$ is a polynomial of degree between one and $|\beta|$ in the derivatives of order between one and $|\alpha|$ of the different components of $\Phi^{-1}$. Thus,

$$\int_{\mathbb{R}^n \setminus B_{R_2}(0)} |\partial^\alpha (Af)(y)||y|^{-\delta_p + |\alpha|p-n} dy \lesssim \sup_{1 \leq |\beta| \leq |\alpha| \in \mathbb{R}^n \setminus B_{R_2}(0)} |M_{\alpha\beta} (\Phi^{-1})| \times$$

$$\int_{\mathbb{R}^n \setminus B_{R_2}(0)} |(\partial^\alpha f)(\Phi^{-1}(y))||y|^{-\delta_p + |\alpha|p-n} dy,$$

$$\lesssim \|d\Phi^{-1}\|_{C^{\alpha}-1(\mathbb{R}^n \setminus B_{R_2}(0))} \times$$

$$\int_{\mathbb{R}^n \setminus B_{R_2}(0)} |(\partial^\alpha f)(x)||x|^{-\delta_p + |\alpha|p-n} |\text{det}(d\Phi)(x)| dx,$$

$$\leq C_\alpha \|d\Phi^{-1}\|_{L^p_{\delta-|\alpha|}(\mathbb{R}^n \setminus B_{R_1}(0))} \|\partial^\alpha f\|_{L^p_{\delta-|\alpha|}(\mathbb{R}^n \setminus B_{R_2}(0))},$$

where the constant $C_\alpha$ depends only on $\|d\Phi^{-1}\|_{C^{\alpha}-1(\Omega_2)}$ and fixed parameters. Therefore, $\partial^\alpha (Af) \in L^p_{\delta-|\alpha|}(\mathbb{R}^n \setminus B_{R_2}(0)) \iff \partial^\alpha f \in L^p_{\delta-|\alpha|}(\mathbb{R}^n \setminus B_{R_1}(0))$, which implies

$$(Af) \in W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0)) \iff \partial^\alpha f \in W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_1}(0)).$$

Furthermore, there is a constant $C > 0$ such that $\|Af\|_{W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0))} \leq C \|f\|_{W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_1}(0))}$. The converse implication follows along the same lines, but now appealing to $\|d\Phi\|_{C^{m-1}} < \infty$. \hfill \Box

**Lemma 3.2.** Consider the setting described above for a coordinate change. Then, given $\kappa > 0$, $m \geq 1$ and $\delta \in \mathbb{R}$, the following statements hold:

1. If $\Phi - \text{Id} \in C^{0}_1(\mathbb{R}^n \setminus B_{R_1}(0))$, then
   $$A : C^0_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0)) \rightarrow C^0_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0)) \text{ is bounded}.$$  

2. If $\Phi - \text{Id} \in C^{m}_1(\mathbb{R}^n \setminus B_{R_1}(0))$, then $\Phi^{-1} - \text{Id} \in C^{m}_1(\mathbb{R}^n \setminus B_{R_2}(0))$ and moreover the operator $A : C^m_{\delta}(\mathbb{R}^n \setminus B_{R_1}(0)) \rightarrow C^m_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0))$ is bounded.

**Proof.** In order to establish the first item, notice the conditions $\Phi - \text{Id} \in C^{0}_1(\mathbb{R}^n \setminus B_{R_1}(0))$ implies the existence of a constant $C > 0$ such that

$$\frac{1}{C} |x| \leq |y(x)| = |\Phi(x)| \leq C |x|.$$  

Thus, for any $x \in \mathbb{R}^n \setminus B_{R_1}(0)$ and $f \in C^0_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0))$, from (17) one has, with $\sigma$ defined in definition 1

$$\sup_{y \in \mathbb{R}^n \setminus B_{R_2}(0)} |f \circ \Phi^{-1}(y)||\sigma(y)^{-\delta} \lesssim \sup_{x \in \mathbb{R}^n \setminus B_{R_1}(0)} |f(x)||\sigma(x)^{-\delta},$$

1
which proves (15).

Concerning the second item, first notice that if $\Phi - \text{Id} \in C_{1-\kappa}^m(\mathbb{R}^n \setminus B_{R_1}(0))$, denoting by $u = \text{Id} - \Phi$, then

$$
\Phi^{-1} = \text{Id} + u \circ \Phi^{-1} = \text{Id} + Au.
$$

Since from (15) we know that $Au \in C_{1-\kappa}^0(\mathbb{R}^n \setminus B_{R_2}(0))$, then we have already obtained that

$$
\Phi^{-1} - \text{Id} \in C_{1-\kappa}^0(\mathbb{R}^n \setminus B_{R_2}(0)).
$$

Now, if $m \geq 1$, then $d\Phi - \text{Id} \in C_{-\kappa}^{m-1}(\mathbb{R}^n \setminus B_{R_1}(0))$ so, given any $\epsilon > 0$, there is some $R_\epsilon \geq R_1$ such that

$$
\sup_{x \in \mathbb{R}^n \setminus B_{R_\epsilon}(0)} |d\Phi - \text{Id}|(x) < \epsilon.
$$

This, in particular, implies that $d\Phi^{-1}$ can be computed in terms of a Neumann series:

$$
d\Phi^{-1} = \text{Id} + \sum_{s=1}^{\infty} \varphi^s,
$$

where $\varphi \doteq \text{Id} - d\Phi \in C_{-\kappa}^{m-1}(\mathbb{R}^n \setminus B_{R_\epsilon}(0))$. One can quickly show, as in the multiplication rule of proposition 2.1 that $\varphi^s \in C_{-\kappa}^{m-1}(\mathbb{R}^n \setminus B_{R_1}(0))$, and in particular that the sequence $\varphi_m := \sum_{s=1}^{m} \varphi^s$ converges in $C_{-\kappa}^{m-1}(\mathbb{R}^n \setminus B_{R_1}(0))$ to a function $\phi$. That is,

$$
\phi = \sum_{s=1}^{\infty} \varphi^s \in C_{-\kappa}^{m-1}(\mathbb{R}^n \setminus B_{R_\epsilon}(0)),
$$

and therefore

$$
d\Phi^{-1} = \text{Id} + \phi \circ \Phi^{-1}.
$$

But then (15) again implies $A\phi \in C_{1-\kappa}^0(\mathbb{R}^n \setminus B_{R_2}(0))$, so that (20) implies $\Phi^{-1} - \text{Id} \in C_{1-\kappa}^{1}(\mathbb{R}^n \setminus B_{R_2}(0))$.

To establish the higher order versions of the above, let us consider first the following more general situation. Let $f \in C_{1-\kappa}^{k}(\mathbb{R}^n \setminus B_{R_1}(0))$, $\Phi - \text{Id} \in C_{1-\kappa}^{k}(\mathbb{R}^n \setminus B_{R_1}(0))$ and $\Phi^{-1} - \text{Id} \in C_{1-\kappa}^{k}(\mathbb{R}^n \setminus B_{R_2}(0))$ for some $k \geq 1$ and any $\delta \in \mathbb{R}$. Let $\alpha = (\alpha_1, \ldots, \alpha_N)$ be a given multi-index, $\alpha_i \in \mathbb{N}_0$, with $k \geq |\alpha| = \sum_{i=1}^{N} \alpha_i \geq 1$, so that we can more explicitly use the Faà di Bruno formula (see [29][Theorem 11.54]):

$$
\partial_{y^\alpha}(Af)(y) = \sum_{|\beta|=1}^{|\alpha|} C_{\alpha,\beta,\gamma,l} A(\partial_{x^\beta}u)(y) \prod_{i=1}^{|\beta|} \partial_{y_i^{\gamma_i}}(\Phi^{-1})^{l_i}(y),
$$

where above the of multi-indices $\gamma_i$, $i = 1, \ldots, |\beta|$, must satisfy $|\gamma_i| \geq 1$ and $\sum_{i=1}^{|\beta|} \gamma_i = \alpha$, while $l = (l_1, \ldots, l_{|\beta|})$ with $1 \leq l_i \leq n$, $i = 1, \ldots, |\beta|$. Then, one sees that

$$
\sup_{y \in \mathbb{R}^n \setminus B_{R_2}(0)} |\partial^\alpha(Af)(y)|\sigma(y)^{-\delta-|\alpha|} \lesssim \sum_{|\beta|=1}^{|\alpha|} \sup_{y \in \mathbb{R}^n \setminus B_{R_2}(0)} |(\partial^\beta u)(\Phi^{-1})^{l}(y)| \prod_{i=1}^{|\beta|} |\partial^{\gamma_i}(\Phi^{-1})^{l_i}(y)| \sigma(y)^{-\delta-|\alpha|},
$$

$$
\leq \|d\Phi^{-1}\|_{C^{0,1}(\mathbb{R}^n \setminus B_{R_2}(0))}.
$$
\[ \lesssim \|d\Phi^{-1}\|_{C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))} \sum_{|\beta|=1} \sup_{y \in \mathbb{R}^n \setminus B_{R_2}(0)} |(\partial^\beta u)(\Phi^{-1}(y))\sigma(y)|^{-\delta-|\alpha|}, \]

\[ \lesssim \|d\Phi^{-1}\|_{C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))} \sum_{|\beta|=1} \sup_{x \in \mathbb{R}^n \setminus B_{R_1}(0)} |(\partial^\beta u)(x)|\sigma(x)|^{-\delta-|\alpha|}. \]

Putting the above inequality for any \(1 \leq |\alpha| \leq k\) with the zero order case, we find that there is a fixed constant \(C > 0\), naturally depending on the \(C^{k-1}\)-norm of \(d\Phi^{-1}\), such that for all \(f \in C^m(\mathbb{R}^n \setminus B_{R_1}(0))\), we have

\[ \|Af\|_{C^k(\mathbb{R}^n \setminus B_{R_2}(0))} \lesssim C\|f\|_{C^k(\mathbb{R}^n \setminus B_{R_1}(0))} \quad \forall f \in C^m(\mathbb{R}^n \setminus B_{R_1}(0)). \]  

(21)

We apply the above result, in particular, to \(\phi\) in (20) to obtain the following chain of implications:

If \(\phi \in C_k(\mathbb{R}^n \setminus B_{R_1}(0))\) and \(\Phi^{-1} - \text{Id} \in C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\), then \(A\phi \in C^k(\mathbb{R}^n \setminus B_{R_2}(0))\),

\[ \Rightarrow \quad \Phi^{-1} - \text{Id} \in C^{1+\delta}(\mathbb{R}^n \setminus B_{R_2}(0)) \]  

(22)

Since the analysis below (20) establishes the premises of the above implication for \(k = 0\), we may then iterate until \(k = m - 1\), since from (19) \(\phi \in C^{m-1}(\mathbb{R}^n \setminus B_{R_1}(0))\) is the best possible a priori control for \(\phi\). Thus, we find

\[ \Phi^{-1} - \text{Id} \in C^{m}(\mathbb{R}^n \setminus B_{R_2}(0)). \]  

(23)

Putting this together with (21), we find (10).}

\textbf{Corollary 3.1.} Consider the setting described above for a coordinate change. Given \(\kappa > 0\), \(m \geq 1\) and \(\delta \in \mathbb{R}\), \(\Phi - \text{Id} \in C^{1-\delta}(\mathbb{R}^n \setminus B_{R_1}(0))\), then \(\Phi^{-1} - \text{Id} \in C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\) and moreover, for any \(1 < p < \infty\), the operator

\[ A : W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_1}(0)) \rightarrow W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0)) \text{ is bounded}. \]  

(24)

\textbf{Proof.} The implication \(\Phi^{-1} - \text{Id} \in C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\) follows from Lemma 3.2 and then (24) follows from Lemma 3.1. \qed

\textbf{Corollary 3.2.} Consider the setting described above for a coordinate change. Given \(\kappa > 0\), \(m \geq 1\) and \(\delta \in \mathbb{R}\), \(\Phi - \text{Id} \in W^{m+1,q}_{1-\delta}(\mathbb{R}^n \setminus B_{R_1}(0))\) for some \(q > n\), then \(\Phi^{-1} - \text{Id} \in W^{m+1,q}_{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\) and moreover, for any \(1 < p < \infty\), the operator

\[ A : W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_1}(0)) \rightarrow W^{m,p}_{\delta}(\mathbb{R}^n \setminus B_{R_2}(0)) \text{ is bounded}. \]  

(25)

\textbf{Proof.} Since \(q > n\), then \(W^{m+1,q}_{1-\delta}(\mathbb{R}^n \setminus B_{R_1}(0)) \hookrightarrow C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\), and thus Corollary 3.1 implies both \(\Phi^{-1} - \text{Id} \in C^{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\) and (25). The extra Sobolev regularity for \(\Phi^{-1} - \text{Id}\) in this case comes from the fact that the sequence \(\varphi_m\) in (19) is now Cauchy in \(W^{m,q}_{\kappa}(\mathbb{R}^n \setminus B_{R_1}(0))\), \(R_\kappa\) sufficiently large. This is a consequence of the fact that \(W^{m,q}_{\kappa}(\mathbb{R}^n \setminus B_{R_1}(0))\) is an algebra under multiplication due to Lemma 2.1 and \(q > n\). Therefore \(\phi \in W^{m,q}_{\kappa}(\mathbb{R}^n \setminus B_{R_1}(0))\) and

\[ d\Phi^{-1} = \text{Id} + \phi \circ \Phi^{-1} = \text{Id} + A\phi \]

Then, (25) implies \(A\phi \in W^{m,q}_{\kappa}(\mathbb{R}^n \setminus B_{R_2}(0))\). That is, \(d\Phi^{-1} - \text{Id} \in W^{m,q}_{\kappa}(\mathbb{R}^n \setminus B_{R_2}(0))\). Since \(\Phi^{-1} - \text{Id} \in L^{q}_{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\) is given from Lemma 3.1 then \(\Phi^{-1} - \text{Id} \in W^{m+1,q}_{1-\delta}(\mathbb{R}^n \setminus B_{R_2}(0))\), which finishes the proof. \qed
The above results, in particular Corollary 3.2, will be important in establishing the following theorem about the existence of harmonic coordinate at infinity, specially to be able to prove that controls in a given a priori structure of infinity are preserved when changing coordinate to a harmonic structure of infinity.

**Theorem 3.1.** Let \((M, g)\) be a smooth AE manifold, with \(g\) a \(W^{k,q}_\tau\)-AE metric, \(k \geq 1, q > n\), with respect to a structure of infinity \(\Phi_x : M \setminus K \rightarrow \mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}\) where \(K \subset M\), with \(1 - \tau \notin \mathbb{Z} \setminus \{-1, -2, \ldots, -3 - n\}\) and fix \(1 < \eta < 2\). There are functions \(y^i \in W^{1,q}_\eta(M, \Phi_x)\), \(i = 1, \ldots, n\), such that \(\Delta_y y^i = 0\), \((\tau^*) = \min\{\tau, n - 2\}\). As a result there exists a structure of infinity given by these harmonic coordinates \(\Phi_y : M \setminus K' \rightarrow \mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}\) where \(K' \subset M\) in which \((M, g)\) is \(W^{k,q}_\tau\)-AE and such that any tensor \(T \in W^{l,p}_\delta(M, \Phi_x)\), \(0 \leq l \leq k, 1 < p \leq q, \delta \in \mathbb{R}\), is also \(T \in W^{l,p}_\delta(M, \Phi_y)\).

**Proof.** Let us first extend the functions \(x^j\) smoothly to all of \(M\). Then, near infinity, \(\Delta_y x^j = g^{kl} R^l_{kl} \Delta^i = \Delta^i\). Notice that if \(1 - \tau > 2 - n\), then Proposition 2.3 implies the existence of \(v^i \in W^{2,q}_{1-\tau}(M, \Phi_x)\) solving \(\Delta_y v^i = \Gamma^i\). Now, if \(1 - \tau < 2 - n\) (the equality case is an exceptional case), we cannot, a priori, improve the decay given by \(|x|^{2-n}\). In any case, we know that there are solutions \(v^i \in \Gamma_{1-\tau}^i(M, \Phi_x)\) to:

\[
\Delta_y v^i = \Gamma^i,
\]

where \(\tau^* = \min\{\tau, n - 2\}\) and \(\Gamma^i \in W^{k-1,q}_{1-\tau}(M, \Phi_x)\). Therefore, there is some \(v^i \in W^{2,q}_{1-\tau}(M, \Phi_x)\) satisfying \(\Delta_y (x^j - v^j) = 0\). Defining \(y^i = x^i - v^i\), Lemma 2.2 implies \(y^i - x^i \in W^{1,q}_{1-\tau}(M, \Phi_x)\) for all \(k\). Let us define \(\Phi_y = (y^1, \ldots, y^n) : M \setminus K \rightarrow \mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}\), and \(y(x) = \Phi_y \circ \Phi_x^{-1}\), \(\nu(x) = v^i \circ \Phi_x^{-1}\) and \(\nu = (\nu^1, \ldots, \nu^n)\).

By definition \(y^i = x^j - v^i\), and since \(\nabla \nu \in W^{k,q}_{1-\tau}(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)})\), by Sobolev embeddings \(\frac{\partial y^i}{\partial \nu^j} = \delta^i_j + o(|x|^{\tau^* - 1})\). Thus \(y(x)\) is a diffeomorphism for \(|x|\) sufficiently large. That is, there is some \(R_\nu > 0\) such that \(\Phi_y \circ \Phi_x^{-1} : E_x \cong \mathbb{R}^n \setminus \overline{B_{R_\nu}(0)} \rightarrow \Phi_y \circ \Phi_x^{-1}(E_x) \subset \mathbb{R}^n\) is a diffeomorphism. Notice also that \(y - x \in W^{k,q}_{1-\tau}(\Phi_x) \hookrightarrow C^{k-1}_{1-\tau}(E_x),\ k - 1 \geq 0,\) and therefore there is a constant \(C > 0\) such that:

\[
C^{-1}|x| \leq |y(x)| = |\Phi_y \circ \Phi_x^{-1}(x)| \leq C|x|.
\]

This implies that the diffeomorphism \(\Phi_y \circ \Phi_x^{-1}\) maps \(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}\) onto \(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}\) for some \(R_\nu > 0\). Hence, there is some compact set \(K_y \subset M\), such that \(\Phi_y : E_y \cong \mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}\), and therefore \(\Phi_y\) provides a harmonic structure of infinity for \(M\). Furthermore, since the diffeomorphism \(\Phi_x^{-1} \circ \Phi_y^{-1} - \text{Id} = \nu \in W^{k,q}_{1-\tau}(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)})\), then Corollary 3.2 shows that \(\Phi_x \circ \Phi_y^{-1} - \text{Id} \in W^{k,q}_{1-\tau}(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)})\).

Finally, to establish that for any tensor field \(T \in W^{l,p}_\delta(M, \Phi_x)\), \(0 \leq l \leq k, 1 < p \leq q\) it holds that \(T \in W^{l,p}_\delta(M, \Phi_y)\), we need only apply the coordinate transformation rule, together with the observations (which all follow from Corollary 3.2) \(d(\Phi_x \circ \Phi_y^{-1}) - \text{Id} \in W^{k,q}_{\delta}(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}),\ (d(\Phi_x \circ \Phi_y^{-1}) \circ \Phi_x \circ \Phi_y^{-1} - \text{Id} \in W^{k,q}_{\delta}(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)}))\) and \((T \circ \Phi_x^{-1}) \circ (\Phi_x \circ \Phi_y^{-1}) \in W^{l,p}_{\delta}(\mathbb{R}^n \setminus \overline{B_{R_\nu}(0)})\). Then, since \(q > n\) and \(p \leq q\), then \(W^{k,q}_{\delta} \otimes W^{l,p}_{\delta} \hookrightarrow W^{l,p}_{\delta}\) for all \(0 \leq l \leq k\) and all \(\delta \in \mathbb{R}\), both properties due to Lemma 2.1. Thus, for example, if \(T\) is a \((0, 2)\)-tensor field, then applying the coordinate transformation rule to any tensor field \(T \in W^{l,p}_\delta(M, \Phi_x)\) we find:

\[
T(\partial_{y^j}, \partial_{y^l}) = \partial_{y^j}(\Phi_x \circ \Phi_y^{-1})^a \partial_{y^l}(\Phi_x \circ \Phi_y^{-1})^b T(\partial_{x^a}, \partial_{x^b}) \circ (\Phi_x \circ \Phi_y^{-1}).
\]
From the above discussion we know that \( \partial_{g^q}(\Phi_x \circ \Phi_y^{-1})^a - \text{Id} \in W_{-\tau}^{k,p}(\mathbb{R}^n \setminus B_{R_q}(0)) \), while the composition \( T(\partial_{x^q}, \partial_{y^q}) \circ (\Phi_x \circ \Phi_y^{-1}) \in W_{-\tau}^{l,p}(\mathbb{R}^n \setminus B_{R_q}(0)) \) from Corollary 3.2. Then, since \( q > n \), Lemma 2.1 implies \( T(\partial_{g^q}, \partial_{g^q}) \in W_{-\tau}^{l,p}(\mathbb{R}^n \setminus B_{R_q}(0)) \). \( \square \)

4. \( \mathcal{E}(g) \) as a function of the \( J \)-Einstein tensor, proof of Theorem B

Let us start by introducing a few preliminary results and establishing some useful notations. First, using the same notations as in Definition 3, let us introduce a smooth metric \( e \) on our manifold \( M \) such that, on each end \( N_i = \Phi_i(\mathbb{R}^n \setminus B_1(0)) \), \( e_{kl} = \Phi_i^{-1} \delta_{kl} \), where \( \delta \) stands for the Euclidean metric on \( \mathbb{R}^n \). Consider \( n \geq 3 \), \( k \geq 4 \) and \( k > \frac{n}{p} \) and define the set

\[
\mathcal{M}^{k,p}_{-\tau}(M) = \{ g \in W_{-\tau}^{k,p}(M; S_2 M) : g - e \in W_{-\tau}^{k,p}(M; S_2 M) \text{ and } g > 0 \}.
\] (28)

We look at \( \mathcal{M}^{k,p}_{-\tau} \) as an affine space where \( g \in \mathcal{M}^{k,p}_{-\tau} \) is given by \( g = e + h \), with \( h \in W^{k,p}_{-\tau} \). Thus, the map

\[
\mathcal{M}^{k,p}_{-\tau} \rightarrow W^{k,p}_{-\tau},
\]

\[
g \mapsto h = g - e
\]
is a one to one linear map, and we identify \( \mathcal{M}^{k,p}_{-\tau} \) with its image under this map in \( W^{k,p}_{-\tau} \). Notice that these restrictions on the allowable metrics are only restrictions at infinity, which, just as in Definition 2, concern the behaviour of \( g \) near infinity in our chosen end coordinates. Let us now recall some formulae for geometric objects, in particular for the Ricci tensor which can be written as (see [14]):

\[
R_{ij}(g) = -\frac{1}{2}g^{ab}D_aD_bg_{ij} + f_{ij}(g, Dg) + \frac{1}{2}(g_{ia}D_jF^a + g_{ja}D_iF^a),
\]

\[
F^a = g^{kl}(\Gamma^a_{kl}(g) - \Gamma^a_{kl}(e)) = g^{kl}S_{kl}^a, \quad S_{kl}^a = \frac{g^{ab}}{2}(D_ig_{kd} + D_jg_{dk} - D_{kd}g_{ij}).
\] (29)

where \( D \) stands for the \( e \)-covariant derivative, \( \Gamma \) for the corresponding Christoffel symbols and

\[
f_{ij} = -\frac{1}{2}\{D_ig^{ab}D_ag_{bi} + D_jg^{ab}D_gab\} + \frac{1}{2}F^{ab}D_ag_{bi} - S_{bi}S_{aj}^b - \frac{1}{2}g^{kl}\{R_{kl}^a(e)g_{aj} + R_{kl}^a(e)g_{ai}\}.
\] (30)

Above, \( R_{ijkl}^a = dx^i(R(\partial_k,\partial_l)\partial_j) \), where \( R(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]}Z, X, Y, Z \in \Gamma(TM) \), denotes the curvature tensor, establishing our curvature conventions. Then, we can see Ric as a map on \( \mathcal{M}^{k,p}_{-\tau} \), \( g \approx h \rightarrow \text{Ric}_g \), given by

\[
\text{Ric}_g = -\frac{1}{2}e^{-1}.D^2h - \frac{1}{2}(g^{-1} - e^{-1}).D^2h + f(h, Dh) + \frac{1}{2}(e.DF + e.DF) + \frac{1}{2}(h.DF + h.DF),
\]

where, given two tensors \( T \) and \( T' \), we have used the notation \( TT' \) to denote an arbitrary contraction, which are understood from (29) in our case. Notice that, using similar manipulations to those presented above, the tensor fields \( S \) and \( F \) appearing in (29) can be seen as maps on \( \mathcal{M}^{k,p}_{-\tau} \), \( h \rightarrow S_g, F_g \).

Lemma 4.1. Let \((M^n, g)\) be a \( W^{k,p}_{-\tau} \)-AE manifold with \( n \geq 3 \), \( p > 1 \), \( k \geq 4 \) and \( k > \frac{n}{p} + 2 \). Then, the \( Q \)-curvature defines a smooth non-linear map

\[
Q : \mathcal{M}^{k,p}_{-\tau}(M) \rightarrow W^{k-3,p}_{-\tau}(M).
\]

(31)
If we fix $R_{2.4.15}$, we can make a Taylor expansion of $R$ in the neighbourhood of the origin in $|\nabla g|^2$ and zero inside some ball, and satisfying $k$-metric on $R$.\footnote{See, for instance, \cite{22} Chapter III for the detailed computations.}

Proof.\footnote{We are using the notation $\mathcal{M}^{k,p}_{-\tau}$ to define the analogous space of metrics point wise defined on cotangent spaces.} Appealing to (29)-(30) and Definition \ref{def:smooth}, since $Dg \in W^{k-1,p}_{-\tau-1}$ and Lemma \ref{lem:tensor} shows that $S \in W^{k-1,p}_{-\tau-1}$, we find that $F \in W^{k-1,p}_{-\tau-1}$. Then, since $W^{k-1,p}_{-\tau-1} \otimes W^{k-1,p}_{-\tau-1} \to W^{k-1,p}_{-\tau-2}$ due to Lemma \ref{lem:tensor}, we find $\text{Ric}_g \in W^{k-2,p}_{-\tau-2}$. This, in turn, directly implies that $R_g \in W^{k-2,p}_{-\tau-2}$ and that $|\text{Ric}_g|^2, R_g^2 \in W^{k-2,p}_{-\tau-4}$. Finally, since $\Delta_g R_g \in W^{k-4,p}_{-\tau-4}$, we see that $Q_g \in W^{k-4,p}_{-\tau-4}$.

Concerning the Fréchet regularity of the map $Q : \mathcal{M}^{k,p}_{-\tau} \to W^{k-4,p}_{-\tau-4}(M)$, let us appeal to some basic results, such as those established in \cite{1} Chapter 2. First, notice that since bounded linear maps are smooth maps between normed spaces, we know that $k \to D^g = D^h$ is a smooth map from $W^{k,p}_{-\tau} \to W^{k-1,p}_{-\tau-1}$, $0 \leq l \leq k$. Also, concerning non-linear maps, our regularity $k > \frac{n}{p} + 2$ and $\tau > 0$ allow us to use classic point wise expressions and multiplication properties of Sobolev spaces to guarantee that $g \to g^{-1}$ is a smooth map from $\mathcal{M}^{k,p}_{-\tau} \to \mathcal{M}^{k,p}_{-\tau}$.\footnote{Due to our identifications of $\mathcal{M}^{k,p}_{-\tau}$ with a subset of $W^{k,p}_{-\tau}$ via $g = e + h \implies h$, $U_\delta$ is actually identified with a neighbourhood of the origin in $W^{k,p}_{-\tau}$.} Also, notice that given two tensor fields $T_1$ and $T_2$, a tensor contraction defines a bilinear map $(T_1, T_2) \to T_1.T_2$. From Lemma \ref{lem:tensor} such bilinear maps are continuous maps from $W^{k_1,p}_{-\tau_1} \times W^{k_2,p}_{-\tau_2} \to W^{k_3,p}_{-\tau_3}$ as long as $k_1 + k_2 > \frac{n}{p} + k_3$ and $\tau_3 < \tau_1 + \tau_2$. Since bounded bilinear maps are also smooth maps between normed spaces, putting these observations together we see that $F, S, f : \mathcal{M}^{k,p}_{-\tau} \to W^{k-2,p}_{-\tau-2}$ are smooth maps under our hypotheses, implying that $\text{Ric} : \mathcal{M}^{k,p}_{-\tau} \to W^{k-2,p}_{-\tau-2}$ is smooth, and the same holds for the scalar curvature map $g \to R_g$. Along these lines, the quadratic terms $|\text{Ric}_g|^2$ and $R_g^2$ are both smooth maps from $\mathcal{M}^{k,p}_{-\tau} \to W^{k-4,p}_{-\tau-4}$, and we can rewrite

\begin{equation}
\Delta_g R_g = \Delta_e R_g + (g^{-1} - e^{-1}).D^2 R_g - e^{-1}.S.D R_g - (g^{-1} - e^{-1}).S.D R_g,
\end{equation}

which, from the above considerations, is a smooth map from $W^{k-2,p}_{-\tau-2} \to W^{k-4,p}_{-\tau-4}$. Putting all this together establishes the lemma. \hfill $\square$

Now, given an annulus near infinity, we intend to expand $Q_g$ around the Euclidean metric. Thus, consider annuli $\Omega_k = \{x \in \mathbb{R}^n : R_0 \leq |x| \leq R_k\} \subset E_i$ within the end of $M$, and $g = \chi g + (1 - \chi)\delta$ a metric on $\mathbb{R}^n$, where $\chi$ is a cut-off function, $0 \leq \chi \leq 1$, equal to one on a neighbourhood of infinity and zero inside some ball, and satisfying $|\nabla^k \chi| \leq C|x|^{-k}$, so that $\tilde{g}$ is Euclidean within some ball in $\mathbb{R}^n$ and agrees with $g$ in a neighbourhood of infinity. Since $g_{ij} = \delta_{ij} + O(|x|^{-\tau})$, then

\begin{equation}
\tilde{g} = \chi \delta_{ij} + O_4(|x|^{-\tau}) + (1 - \chi)\delta_{ij} = \delta_{ij} + O(|x|^{-\tau}).
\end{equation}

If we fix $R_0$ to be sufficiently large, then $h = \tilde{g} - \delta$ is small on $\Omega_k$ and, due to Lemma \ref{lem:tensor} and \cite{1} Theorem 2.4.15, we can make a Taylor expansion of $Q : \mathcal{U}_\delta \subset \mathcal{M}^{k,p}_{-\tau}(\mathbb{R}^n \setminus B_{R_0}(0)) \to W^{k-4,p}_{-\tau-4}(\mathbb{R}^n \setminus B_{R_0}(0))$, where $\mathcal{U}_\delta$ denotes a sufficiently small neighbourhood of $\delta$ which gives us

\begin{equation}
Q_\delta = Q_\delta + DQ_\delta \cdot h + R(h) = DQ_\delta \cdot h + R(h),
\end{equation}

where $R(h)$ stands for the remainder. Letting $V \in C^\infty(\mathbb{R}^n \setminus \overline{B_{R_0}(0)})$, one finds

\begin{equation}
\int_{\Omega_k} V Q_\delta dV_\delta = \int_{\Omega_k} V DQ_\delta \cdot hdV_\delta + \int_{\Omega_k} V R(h) dV_\delta.
\end{equation}

Noticing that

\begin{equation}
DQ_\delta \cdot h = -\frac{1}{2(n-1)} \left( \Delta_\delta (\text{div}^2 h) - \Delta_\delta^2 (\text{tr}_h h) \right),
\end{equation}

\section{Conclusion}

We have shown that $Q_g$ is smooth on $\mathcal{M}^{k,p}_{-\tau}$, and that $Q_g = Q_\delta + DQ_\delta \cdot h + R(h)$ for a sufficiently small $\delta$. This completes the proof of Theorem 2.4.15.
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where \( \operatorname{div}^2 h = \partial_{ij} h_{ij} \), we can integrate the first term in the right-hand side of (35) by parts to obtain
\[
\int_{\Omega_k} V Q_\delta dV_\delta = \int_{\partial \Omega_k} \langle U(h, V), \nu_\delta \rangle_\delta d\omega_\delta + \int_{\Omega_k} V R(h) dV_\delta, \tag{36}
\]
where \( \nu_\delta \) denotes the exterior normal. We can explicitly compute the 1-form \( \delta^* \) associate to it the AE manifold \( N \) where we denoted
\[
\delta^* DQ_\delta = \delta \cdot (\delta \Delta \delta h - \Delta \delta tr_\delta h).
\]
Using that \( \delta V = \delta Du - \delta dV + \Delta \delta V (\delta \operatorname{div} h - \delta d\operatorname{tr} h) - h (\delta \Delta \delta V, \cdot) + \operatorname{tr} h \delta d\Delta \delta V \),
\[
\delta^* Q_\delta \cdot V = -\frac{1}{2(n-1)} (\Delta^2 \delta V + \partial^2 \delta V)
\]
where we denoted
\[
u = \delta^* \delta \operatorname{div} h - \Delta \delta \operatorname{tr} h.
\]

Now, along the lines of (35, 25), given a Riemannian manifold \((M^n, g)\), let us distinguish the following set:
\[
\mathcal{N}_0 \doteq \ker(D^* Q_\delta).
\]

Tracing (37) ensures that functions in \( \mathcal{N}_0 \) are biharmonic, and thus that they are smooth.

In this context, we can now establish the following result.

**Lemma 4.2.** Consider a smooth AE manifold \((M^n, g)\) satisfying the hypotheses of Lemma 4.1 and associate to it the AE manifold \((\mathbb{R}^n, \hat{g})\) with \( \hat{g} \) defined as above. Given \( V \in \mathcal{N}_0 \), if \( V Q_\delta, V R(h) \in L^1(\mathbb{R}^n \setminus B_1(0), dV_\delta) \) then the asymptotic charge
\[
\mathbb{E}_g(V) \doteq \lim_{r \to \infty} \int_{S_r} \langle U(h, V), \nu_\delta \rangle_\delta d\omega_\delta \tag{40}
\]
is finite and its value is independent of the sequence of compact sets \( S_r \) used to compute it.

**Proof.** Using that \( V \in \mathcal{N}_0 \) in (36), we find
\[
\int_{\Omega_k} V Q_\delta dV_\delta = \int_{\partial \Omega_k} \langle U(h, V), \nu_\delta \rangle_\delta d\omega_\delta + \int_{\Omega_k} V R(h) dV_\delta.
\]
Now, let \( S_0 \) and \( S_k \) denote the inner and outer boundaries of \( \Omega_k \), so that we can rewrite
\[
\int_{S_k} \langle U(h, V), \nu_\delta \rangle_\delta d\omega_\delta = -\int_{S_0} \langle U(h, V), \nu_\delta \rangle_\delta d\omega_\delta + \int_{\Omega_k} V Q_\delta dV_\delta - \int_{\Omega_k} V R(h) dV_\delta. \tag{41}
\]
Notice that above, following the conventions of (36) where we follow the Stokes orientation for \( \Omega_k \), \( -\nu_\delta |_{S_0} \) points towards infinity.

Due to our hypotheses, if we pass to the limit \( k \to \infty \) in the above identity the last two terms must be finite, while the first one is always finite and independent of \( k \). Therefore the left-hand side is finite independently of the sequence used to compute it.

With the above general result in mind, let us notice that \( V \equiv 1 \in \mathcal{N}_0 \) and therefore the above lemma provides an implicit condition (given in the form of \( R(h) \in L^1(\mathbb{R}^n \setminus B_1(0), dV_\delta) \)) so that \( \mathbb{E}_g(1) \) is finite and well-defined. In fact, in this case the 1-form \( U \) is reduced to
\[
U(h, 1) = -\frac{1}{2(n-1)} d(\delta^* \delta \operatorname{div} h - \Delta \delta \operatorname{tr} h). \tag{42}
\]

With the above expression in mind, we find the following corollary.
Lemma 4.3. Let \((M^n, g)\) be a \(W^{k,p}_{−r} \cdot \text{AE}\) manifold, \(p > n\) and \(k \geq 5\), of order \(\tau > \max \{0, \frac{n-4}{2}\}\), \(n \geq 3\), satisfying \(Q_g \in L^1(M, dV_g)\). Then, it holds that \(E_g(1)\) is well-defined and

\[
E_g(1) = -\frac{1}{2(n-1)} \lim_{r \to \infty} \int_{S_r} \langle d(\text{div}_g^2 g - \Delta_g tr_g g), \nu_3 \rangle d\omega_3 = \frac{1}{2(n-1)} \mathcal{E}(g),
\]

where \(\nu_3 = \frac{r}{\tau}\) stands for the outward pointing Euclidean unit normal to \(S_r\).

Proof. Using (12) we recognise in the right-hand side of (10) the energy density from the fourth order energy \(\mathcal{E}(g)\) analysed in [2] and whose definition can be found in the introduction (10). Thus, since under our conditions \(W^{k,p}_{−r}(M) \hookrightarrow C^{4}_{−r}(M)\), from [4, Proposition 1], it follows that we can pass to limit \(r \to \infty\) under the conditions of this lemma, which ensure convergence without requiring that \(R(h) \in L^1\). This establishes the claim.

Remark 4.1. The choice of \(1 \in N_0\) is actually meaningful. Let us recall that, on a relativistic initial data set \((M, g, K)\) solving the constraint equations of general relativity, a Killing initial data set (KID) is defined as a non-trivial element \((f, V)\) in the kernel of the adjoint \(D \Phi^*_{(g,K)}\) to the linearised constraint equations, where \(\Phi\) denotes the constraint map, sending \((g, K) \mapsto \Phi(g, K) = (\mathcal{H}(g, K), \mathcal{M}(g, K))\), where \(\mathcal{H}\) and \(\mathcal{M}\) denote the Hamiltonian and momentum constraints. KIDs are known to be in a one-to-one correspondence with Killings fields in the space-time obtained by evolving \((M, g, K)\) into a solution of the space-time Einstein equations [12, 36]. In particular, if \((M, g) = (\mathbb{R}^n, \delta)\) and \(K = 0\), the solution of the Cauchy problem is \(\mathbb{R}^{n,1} = \mathbb{R}^n \times \mathbb{R}\) with the Lorentz metric of signature \((n, 1)\), and the KID associated to the time translation vector \(\partial_t\) is merely \((1, 0)\). Generalising this case, for totally geodesic initial data sets \((K = 0)\), the set of KIDs reduces to the set of static potentials \(N_0^{GR}(g)\), which are defined as elements \(f \in DR^*_g\). Thus, \(1 \in N_0^{GR}(\delta)\) becomes naturally associated to time-like Killing fields (and their associated conservation laws) of AE initial data sets [10].

In parallel to the above comments, \(\mathcal{E}(g)\) was introduced in [3] as a quantity defined on AE-slices of asymptotically Minkowskian space-time solutions to a set of fourth order equations, which is conserved through time translations. In particular, from the work of [2] and [4], the Q-curvature of the corresponding fourth order initial data set appears as a natural analogue to the scalar curvature for the corresponding relativistic initial data sets. Thus, \(E_g(1)\) appears as the corresponding dynamical equivalent of the global Lagrangian approach defining \(\mathcal{E}(g)\) in [2], with the same conserved energy on the space slices. In GR, it is shown that the same approach to the ADM mass admits a Hamiltonian formulation. It can be expected that a Hamiltonian formulation of the fourth order case would yield \(E_g(1)\) in the same manner.

Let us recall that our fourth order \(J\)-Einstein tensor is defined by

\[
G_J = J_g - \frac{1}{4}Q_g g,
\]

where \(J_g\) is defined by (7) and the Q-curvature by (3). From [30, 3], it is known to satisfy the local conservation identity \(\text{div}_g G_J = 0\). Then, in parallel to [24], we have the following theorem.

Theorem 4.1. Let \((M^n, g)\) be an AE manifold satisfying the hypotheses of Lemma 4.3. Then, the following identity holds

\[
\frac{n - 4}{8(n-1)} \mathcal{E}(g) = -\lim_{r \to \infty} \int_{S_r} G_J(X, \nu_3) d\omega_3,
\]

where \(X = r \partial_r\).

\[\text{For some further details on this topic, see, for instance, [23].}\]
Proof. As mentioned in the introduction, the theorem stands for $n = 3, 4$ since for these low dimensions the fourth order mass detects non decreasing terms at infinity. Imposing decay on the metric (and thus also on $G_{J_g}$) then forces $\mathcal{E}(g) = 0 = \lim_{r \to \infty} \int_{\partial \Omega_r} G_{J_g}(X, \nu_g) d\omega_g$ (see [3, 4]).

For $n \geq 5$, let us first choose a cut-off function $\chi_R$ satisfying

$$\chi_R(x) = \begin{cases} 
0, & \text{if } |x| < \frac{R}{2}, \\
1, & \text{if } |x| > \frac{3R}{4},
\end{cases}$$

and such that $|\nabla^k \chi_R| \leq C_k R^{-k}$, $k \leq 4$, for some constants $C_k$ independent of $R$. Then, consider the annulus $\Omega_R = B_R(0) \setminus B_{\frac{R}{4}}(0) \subset E \cong \mathbb{R}^n \setminus B_1(0)$, for $R$ sufficiently large. Also, denote by $\hat{g} = \chi_R g + (1 - \chi_R)\delta$ an associated AE metric on $\mathbb{R}^n$, which is by construction exactly Euclidean on the inner boundary of $\Omega_R$, while it agrees with $g$ on its outer boundary. Since $\hat{g}$ is AE, the fourth order tensors $J_{\hat{g}}, Q_{\hat{g}}, G_{J_{\hat{g}}}$ are $O(|x|^{-\tau-4})$.

Now, from the local conservation law obeyed by $G_{J_{\hat{g}}}$, we find that

$$\frac{1}{2} \int_{\partial \Omega_R} \langle G_{J_{\hat{g}}}, \mathcal{L}_{\hat{g}} X \rangle_{\hat{g}} dV_{\hat{g}} = \int_{\partial \Omega_R} \text{div}_{\hat{g}} (G_{J_{\hat{g}}}(X, \cdot)) dV_{\hat{g}} = \int_{\partial \Omega_R} G_{J_{\hat{g}}}(X, \nu_g) d\omega_g.$$ 

Since $\text{tr}_g G_{J_{\hat{g}}} = \frac{4-n}{4} Q_{\hat{g}}$, this implies that

$$\int_{\partial \Omega_R} G_{J_{\hat{g}}}(X, \nu_g) d\omega_g = \frac{1}{2} \int_{\partial \Omega_R} \langle G_{J_{\hat{g}}}, \mathcal{L}_{\hat{g}, \text{conf}} X \rangle_{\hat{g}} dV_{\hat{g}} + \frac{4-n}{4n} \int_{\partial \Omega_R} Q_{\hat{g}} \text{div}_{\hat{g}} X dV_{\hat{g}}, \quad (46)$$

where $\mathcal{L}_{\hat{g}, \text{conf}} X = \mathcal{L}_X \hat{g} - \frac{2}{n} \text{div}_{\hat{g}} X \hat{g}$ stands for the conformal Killing Laplacian. Let us now estimate each term in (46). First of all, notice that since $\hat{g}$ is Euclidean in a neighbourhood of the inner boundary of $\Omega_R$ and $g$ in a neighbourhood of the outer boundary, then

$$\int_{\partial \Omega_R} G_{J_{\hat{g}}}(X, \nu_g) d\omega_g = \int_{\partial \Omega_R} G_{J_{\hat{g}}}(X, \nu_g) d\omega_g. \quad (47)$$

Now, since $X$ is a conformal Killing field of the Euclidean metric, appealing the AE condition we find

$$\mathcal{L}_{\hat{g}, \text{conf}} X = \mathcal{L}_{\delta, \text{conf}} X + O(|x|^{-\tau}) = O(|x|^{-\tau}).$$

Therefore,

$$|\langle G_{J_{\hat{g}}}, \mathcal{L}_{\hat{g}, \text{conf}} X \rangle_{\hat{g}}| = O(|x|^{-2\tau - 4}).$$

This implies that

$$|\int_{\partial \Omega_R} \langle G_{J_{\hat{g}}}, \mathcal{L}_{\hat{g}, \text{conf}} X \rangle_{\hat{g}} dV_{\hat{g}}| = O(R^{n-2\tau-4}) = o(1). \quad (48)$$

Let us now deal with the last term in (46), where since

$$\text{div}_{\hat{g}} X = \text{div}_\hat{g} X + O(|x|^{-\tau}) = n + O(|x|^{-\tau}),$$

it then follows that

$$\int_{\partial \Omega_R} Q_{\hat{g}} \text{div}_{\hat{g}} X dV_{\hat{g}} = n \int_{\partial \Omega_R} Q_{\hat{g}} dV_{\hat{g}} + O(R^{n-2\tau-4}). \quad (49)$$

\[\text{We refer the reader to the proof of theorem 5.1 for a detailed computation of the growth order in the weak case.}\]}
Let us notice that the AE condition together with \( Q_g \in L^1(M, dV_g) \) imply that
\[
\int_{\Omega_R} Q_g dV_g = \int_{\Omega_R} Q_g dV_g + o(1).
\]

Using the above expression in the identity (41), we can rewrite
\[
\int_{\Omega_R} Q_g dV_g = \int_{\mathcal{S}_R} \langle U(h, 1), \nu_\delta \rangle \delta d\omega_\delta + \int_{\Omega_R} \mathcal{R}(h) dV_\delta + o(1),
\]

where we have used (42) and the flatness in a neighbourhood of the inner boundary to eliminate the corresponding term. Furthermore, one deduces that under our conditions, since the left-hand side in (41) converges to \( E(g) \) due to Lemma 4.3 and \( Q_g \in L^1(M, dV_g) \), then the limit
\[
\lim_{R \to \infty} \int_{B_r(0)} \mathcal{R}(h) dV_\delta < \infty,
\]

implying that, as \( R \to \infty \),
\[
\left| \int_{\Omega_R} \mathcal{R}(h) dV_\delta \right| = o(1).
\]

Therefore, one finds that
\[
\int_{\Omega_R} Q_g dV_g = \int_{\mathcal{S}_R} \langle U(h, 1), \nu_\delta \rangle \delta d\omega_\delta + o(1).
\]

Using this in (49), we find that
\[
\int_{\Omega_R} Q_g \text{div}_g X dV_g = n \int_{\mathcal{S}_R} \langle U(h, 1), \nu_\delta \rangle \delta d\omega_\delta + o(1).
\]

Thus, putting together (47), (48) and (50), we can rewrite (46) as
\[
\int_{\mathcal{S}_R} G_{J_g}(X, \nu_\delta) d\omega_\delta = \frac{4 - n}{4} \int_{\mathcal{S}_R} \langle U(h, 1), \nu_\delta \rangle \delta d\omega_\delta + o(1).
\]

Finally, from Lemma 4.3 we know that we can pass to the limit in the right-hand side of the above expression to get
\[
\lim_{R \to \infty} \int_{\mathcal{S}_R} G_{J_g}(X, \nu_\delta) d\omega_\delta = -\frac{n - 4}{8(n - 1)} \mathcal{E}(g).
\]

Finally, from our asymptotic conditions, we know that \( G_{J_g}(X, \nu_\delta) = G_{J_g}(X, \nu_\delta) + O(|x|^{-2\tau - 3}) \) and \( d\omega_\delta = (1 + O(|x|^{-\tau})) d\omega_\delta \). Thus
\[
\int_{\mathcal{S}_R} G_{J_g}(X, \nu_\delta) d\omega_\delta = \int_{\mathcal{S}_R} G_{J_g}(X, \nu_\delta) d\omega_\delta + O(R^{-2\tau - 4}).
\]

Using (51) and \( n - 2\tau - 4 < 0 \), we can pass to the limit and establish our result.

**Corollary 4.1.** Under the conditions of Theorem 4.1, if \( J_g = 0 \), then \( \mathcal{E} = 0 \).

**Proof.** Since \( \text{tr}_g(J_g) = Q_g, J_g = 0 \) implies \( Q_g = 0 \) and thus that \( G_{J_g} = 0 \), which yields \( \mathcal{E}(g) = 0 \) with (51).
5 \quad J_g \text{ flat means flat}

This section will be devoted to establishing a strong rigidity property of \( J \)-flat AE manifolds. That is, we shall prove that this property uniquely characterises Euclidean space, resembling the analogous property for Ricci-flat AE manifolds.

**Theorem 5.1.** Let \((M^n, g)\) be a smooth AE manifold of class \(W^{3, p}(M, \Phi)\) with \( p > n \geq 3 \) and \( \tau > 0 \), for a given structure of infinity \( \Phi \). If \( J_g = 0 \) and \( Y([g]) > 0 \), then \((M^n, g)\) is isometric to the Euclidean space \((\mathbb{R}^n, \delta)\).

**Proof.** The proof will rely on a previous positive energy theorem. The corollary we present is a direct consequence of [4][Theorem A]:

Corollary 5.1. Let \((M, g)\) be a smooth AE manifold of dimension \( n \geq 3 \), of class \( W^{4, \infty}_\tau(M, \Psi) \) with \( \tau > \max\{0, \frac{n-4}{2}\} \) in some coordinate system associated to a structure of infinity \( \Psi \), and such that \( Y([g]) > 0 \) and \( Q_0 \geq 0 \). Then, if \( \mathcal{E}(g) = 0 \), \((M, g) \cong (\mathbb{R}^n, \delta)\).

Appealing to Corollary 5.1 if \( g \) is \( W^{4, \infty}_\tau(M, \Phi)\)-AE with \( \tau > \max\{0, \frac{n-4}{2}\} \), then result stands, since from Corollary 1.1 we know that \( J_g = 0 \) implies \( \mathcal{E}(g) = 0 \). Then, we can apply corollary 5.1 and conclude. Therefore, the rest of the proof shall be devoted to showing that if \( g \) is a priori \( W^{3, p}_{-\tau} \) for some \( \tau \leq \max\{0, \frac{n-4}{2}\} \) in some end coordinate system \( \Phi \) and \( J_g = 0 \), then \( g \) is \( W^{k, p}_{-\tau}(M, \Theta)\)-AE for all \( \tau < n - 4 \) and all integers \( k \) for a harmonic structure of infinity \( \Theta \). In such a case, once again, Corollary 5.1 concludes the proof. Theorem 5.2 below establishes this bootstrap claim and hence finishes the proof.

**Theorem 5.2.** Let \((M^n, g)\) be a smooth \( W^{3, p}_{-\tau}\)-AE manifold, \( p > n \), \( n \geq 3 \) and \( \tau > 0 \) with respect to some structure of infinity \( \Phi \). If \( J_g \in W^{k-4, p}_{-\delta-4}(M, \Phi) \), \( k \geq 4 \) and \( \tau < \delta \), then there is a structure of infinity \( \Theta \), given by harmonic end coordinates, such that \( g \) is \( W^{k, p}_{-\tau}(M, \Theta)\)-AE. Furthermore, if \( 0 < \tau < \delta < n - 4, n \geq 5 \), then \( g \) is \( W^{k, p}_{-\delta}(M, \Theta)\)-AE.

**Remark 5.1.** In practical terms, the above theorem gives a way to check whether one can bootstrap a \( W^{3, p}_{-\tau}\)-AE metric \( g \); since by Theorem 5.1 changing to harmonic coordinates preserves the weighted Sobolev control on tensor fields, one can first fix harmonic coordinates, where we are guaranteed to have \( g \) as \( W^{3, p}_{-\tau}(M, \Theta)\)-AE, and then check in these coordinates the behaviour of \( J_g \), knowing a priori that any Sobolev control for it cannot be lost under this change of end coordinates. If \( J_g \) remains controlled in terms of weighted Sobolev norms \( W^{k, p}_{-\delta}(M, \Theta) \), Theorem 5.2 will bootstrap the decay for intermediary derivatives, and, when possible, also the order of their decay. This procedure is optimal, avoiding the search of other possible structure of infinity maintaining the original control on \( g \) as well as an additional potential better control on \( J_g \).

**Proof.** Let start proving the following claim, which shall give us an inductive argument:

**Claim 1.** Under the hypotheses of the theorem, if \( g \) is \( W^{l-1, p}_{-\tau}(M, \Phi)\)-AE and \( J_g \in W^{l-4, p}_{-\delta-4}(M, \Phi) \) with \( l \geq 4 \), then \( g \) is \( W^{l, p}_{-\delta}(M, \Theta)\)-AE. Furthermore, if \( 0 < \tau < \delta < n - 4, n \geq 5 \), then \( g \) is \( W^{l, p}_{-\delta}(M, \Theta)\)-AE for all \( \tau \leq \sigma \leq \min\{2\tau, \delta\} \).

**Proof.** Since \((M, g)\) is an AE manifold of dimension \( n \geq 3 \) of class \( W^{l-1, p}_{-\tau} \), \( l \geq 4, 0 < \tau, p > n \), then, in end coordinates associated to \( \Phi \),

\[
\text{Ric}_{uv} \in W^{l-3, p}_{-\tau-2}(\mathbb{R}^n \setminus B_1(0), \Phi).
\] (53)
Tracing the above also yields
\[ R_g \in W_{-3,\sigma-2}^{l-p}(M, \Phi), \] (54)
and thus, by definition of the Schouten tensor:
\[ S_g \in W_{-3,\sigma-2}^{l-p}(M, \Phi). \] (55)

Let us now recall the definition of (3):
\[ Q_g \doteq -\frac{1}{2(n-1)} \Delta_g R_g - \frac{2}{(n-2)^2} |\text{Ric}_g|^2 + \frac{n^3 - 4n^2 + 16n - 16}{8(n-1)^2(n-2)^2} R_g^2. \]

Using once more Proposition 2.1 for \( p > n \), we can apply Lemma 2.2 to guarantee that \( \Delta_g R_g \in W_{-3,\sigma-2}^{l-p}(M, \Phi) \), since
\[ \text{tr}_g(J_g) = Q_g \in W_{-3}^{l-p}, \]
then (3) yields
\[ \Delta_g R_g \in W_{-\sigma-2}^{l-p}(M, \Phi), \] (56)
for \( \tau + 2 \leq \sigma_0 \doteq \min\{2\tau + 2, \delta + 2\} \). Notice that then \( R_g \in W_{-\sigma-2}^{l-p}(M, \Phi) \) and satisfies (56). Thus, we can apply Lemma 2.2 to guarantee \( R_g \in W_{-\sigma-2}^{l-p}(M, \Phi) \). But now, we can apply proposition 2.3 with (56) and conclude that\footnote{Notice that applying Lemma 2.2 first was necessary to guarantee \( R_g \in W_{-3,\sigma-2}^{l-p} \), with \( p > n \), and \( l - 2 \geq 2 \), which puts us under the hypotheses of Proposition 2.3.}
\[ R_g \in W_{-\sigma}^{l-p}(M, \Phi) \text{ with } \begin{cases} \tau + 2 \leq \sigma \leq \min\{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\ \sigma = \tau + 2, & \text{otherwise} \end{cases} \] (57)

Since \( \text{tr}_g(S_g) = \frac{R_g}{2(n-1)} \), we can rephrase and control the highest order component of the \( T_g \)-tensor as defined by (8):
\[ \nabla^2 \text{tr}_g S_g - \frac{1}{n} \Delta_g \text{tr}_g S_g g = \frac{\nabla^2 R_g - \frac{1}{n} \Delta_g R_g g}{2(n-1)} \in W_{-\sigma-2}^{l-p}(M, \Phi) \]
with \[ \begin{cases} \tau + 2 \leq \sigma \leq \min\{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\ \sigma = \tau + 2, & \text{otherwise} \end{cases} \] (58)

Indeed, \( \nabla_{uv} R_g = \partial_{uv} R_g - \Gamma^k_{uv} \partial_k R_g \), with \( \partial_{uv} R_g \in W_{-\sigma-2}^{l-p}(\mathbb{R}^n \setminus B_1(0)) \), \( \partial_k R_g \in W_{-3,\sigma-1}^{l-p}(\mathbb{R}^n \setminus B_1(0)) \). On the other hand, \( \Gamma^k_{uv} \in W_{-\sigma-2}^{l-p}(\mathbb{R}^n \setminus B_1(0)) \), and thus \( \Gamma^k_{uv} \partial_k R_g \in W_{-\sigma-2}^{l-p}(\mathbb{R}^n \setminus B_1(0)) \subset W_{-\sigma-2}^{l-p}(\mathbb{R}^n \setminus B_1(0)) \).

The same reasoning yields \( \Delta_g R_g \in W_{-\sigma-2}^{l-p}(M, \Phi) \), and thus (58).

Since all lower order terms in (8) are quadratic, they can be estimated as in (56) which yields
\[ T_g \in W_{-\sigma-2}^{l-p}(M, \Phi) \text{ with } \begin{cases} \tau + 2 \leq \sigma \leq \min\{2\tau + 2, \delta + 2\}, & \text{if } \delta < n - 4 \\ \sigma = \tau + 2, & \text{otherwise} \end{cases} \] (59)

Going back to the expression of the \( J_g \)-tensor (7), it can be pointed out that the tracefree part of \( J_g \) is a linear combination of the Bach tensor \( B_g \) and \( T_g \). Under our hypothesis \( J_g \in W_{-\delta-4}^{l-p}(M, \Phi) \) and appealing to (59), this implies that
\[ B_g \in W_{-\sigma-2}^{l-p}(M, \Phi) \text{ with } \begin{cases} \tau + 2 \leq \sigma \leq \min\{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\ \sigma = \tau + 2, & \text{otherwise} \end{cases} \] (60)

\footnote{Notice that hypothesis \( \delta < n - 4 \) and hence \( \delta + 2 < n - 2 \). Therefore, \( \sigma_0 \in (0, n-2) \), which is the range for the isomorphism claim in Proposition 2.3.}
We will use the following expression for the Bach tensor (see [30] [Equation (2-6)]):

\[
B_{uv} = \frac{1}{n-2} \Delta_g \text{Ric}_{uv} - \frac{1}{2(n-1)(n-2)} \Delta_g R g_{uv} - \frac{1}{2(n-1)} \nabla_u R_g + 2 \text{Riem}_{uv} \text{b} s^{ab}
\]

where \( \Delta_g \text{Ric}_{uv} \) denotes the tensorial Laplacian expressed in the chosen end-chart:

\[
\Delta_g \text{Ric}_{uv} = g^{ab} \left[ \partial_a \left( \partial_b \text{Ric}_{uv} - \Gamma^k_{bu} \text{Ric}_{kv} - \Gamma^k_{bv} \text{Ric}_{uk} \right) - \Gamma^k_{ab} \left( \partial_k \text{Ric}_{uv} - \Gamma^l_{ku} \text{Ric}_{lv} - \Gamma^l_{vk} \text{Ric}_{ul} \right) \right]
\]

\[
- \Gamma^k_{au} \nabla_k \text{Ric}_{kv} - \Gamma^k_{av} \nabla_k \text{Ric}_{uk}
\]

\[
\Delta_f \text{Ric}_{uv} = g^{ab} \left[ \partial_a \left( \Gamma^k_{bu} \text{Ric}_{kv} + \Gamma^k_{bv} \text{Ric}_{uk} \right) - \Gamma^k_{ab} \left( \Gamma^l_{ku} \text{Ric}_{lv} + l_{vk} \text{Ric}_{ul} + \Gamma^k_{au} \nabla_k \text{Ric}_{kv} + \Gamma^k_{av} \nabla_k \text{Ric}_{uk} \right) \right].
\]

For analytic convenience, we will write

\[
\Delta_g \text{Ric}_{uv} = \Delta_g (\text{Ric}_{uv}) + \text{E}_{uv}, \tag{62}
\]

with

\[
\text{E}_{uv} = g^{ab} \left[ \partial_a \left( \Gamma^k_{bu} \text{Ric}_{kv} + \Gamma^k_{bv} \text{Ric}_{uk} \right) - \Gamma^k_{ab} \left( \Gamma^l_{ku} \text{Ric}_{lv} + \Gamma^l_{vk} \text{Ric}_{ul} + \Gamma^k_{au} \nabla_k \text{Ric}_{kv} + \Gamma^k_{av} \nabla_k \text{Ric}_{uk} \right) \right], \tag{63}
\]

and where \( \Delta_g (\text{Ric}_{uv}) \) denotes the Laplace-Beltrami operator for functions applied to the function defined by the \( u, v \) component of the Riem tensor in our choice of end coordinates.

As in the proof of (58), thanks to Proposition 2.1 all the quadratic terms in (61) are in \( W^{l-3,p}_{-2}(M, \Phi) \). In addition, as in (57), stands, \( \Delta_g R g_{uv}, \nabla_u R_g \in W^{l-4,p}_{-2}(M, \Phi) \). Injecting all this in (60) then yields:

\[
\Delta_g \text{Ric}_{uv} \in W^{l-4,p}_{-2}(\mathbb{R}^n \setminus \overline{B_1(0)}, \Phi) \text{ with } \begin{cases} 
\tau + 2 \leq \sigma \leq \min \{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\
\sigma = \tau + 2, & \text{otherwise}
\end{cases} \tag{64}
\]

Injecting (64) into (62) then ensures that \( \forall u, v \):

\[
\Delta_g (\text{Ric}_{uv}) = -\text{E}_{uv} + W^{l-4,p}_{-2}(\mathbb{R}^n \setminus \overline{B_1(0)}, \Phi) \text{ with } \begin{cases} 
\tau + 2 \leq \sigma \leq \min \{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\
\sigma = \tau + 2, & \text{otherwise}
\end{cases} \tag{65}
\]

We then need to control the remainder term \( \text{E}_{uv} \). Since the Christoffel symbols are known to be in \( W^{l-2,p}_{-1} \), and with (61) \( \text{Ric} \in W^{l-3,p}_{-2}(M, \Phi) \), we can deduce that \( \partial \text{Ric} \in W^{l-4,p}_{-3} \) and \( \Gamma \text{Ric} \in W^{l-3,p}_{-2} \), which yields \( \nabla \text{Ric} \in W^{l-4,p}_{-3}(M, \Phi) \). Hence:

\[
\Gamma^k_{au} \nabla_k \text{Ric}_{kv} + \Gamma^k_{av} \nabla_k \text{Ric}_{uk} \in W^{l-4,p}_{-2}(M, \Phi)
\]

\[
\Gamma^k_{ab} \Gamma^l_{ku} \text{Ric}_{lv} + \Gamma^k_{ab} \Gamma^l_{vk} \text{Ric}_{ul} \in W^{l-3,p}_{-2}(M, \Phi) \subset W^{l-4,p}_{-2}(M, \Phi)
\]

\[
\partial_a \left( \Gamma^k_{bu} \text{Ric}_{kv} + \Gamma^k_{bv} \text{Ric}_{uk} \right) \in W^{l-4,p}_{-2} (M, \Phi). \tag{66}
\]

Together (63) and (66) ensure that \( \text{E}_{uv} \in W^{l-4,p}_{-2}(M, \Phi) \), and injected into (65) yields \( \forall u, v \):

\[
\Delta_g (\text{Ric}_{uv}) \in W^{l-4,p}_{-2}(\mathbb{R}^n \setminus \overline{B_1(0)}, \Phi) \text{ with } \begin{cases} 
\tau + 2 \leq \sigma \leq \min \{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\
\sigma = \tau + 2, & \text{otherwise}
\end{cases} \tag{67}
\]
Thus, since a priori \( \text{Ric}_g \in W^{l-3,p}_{-\tau-2}(M, \Phi) \), \( l-3 \geq 1 \), we can first apply Lemma 2.2 to bootstrap from (67) to \( \text{Ric}_g \in W^{l-2,p}_{-\tau-2}(M, \Phi) \), with \( l-2 \geq 2 \), and then thanks to Proposition 2.3, (63) and (67) yield

\[
\text{Ric}_{uv} \in W^{l-2,p}_{-\sigma}\left(\mathbb{R}^n \setminus B_1(0), \Phi\right) \quad \text{with} \quad \left\{ \begin{array}{ll}
\tau + 2 \leq \sigma \leq \min\{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\
\sigma = \tau + 2, & \text{otherwise}
\end{array} \right.
\]  

(68)

Now, appealing to Theorem 3.1 we know that \( \text{Ric}_g \in W^{l-2,p}_{-\tau}(M, \Theta) \) where \( \Theta \) denotes harmonic structure of infinity. Also, in the corresponding harmonic end coordinates, Theorem 3.1 also guarantees that \( g_{ij} - \delta_{ij} \in W^{l-1,p}_{-\tau}(\Theta) \). Thus, appealing to (13), we can write the following expression in harmonic coordinates:

\[
\text{Ric}_{uv} = -\frac{1}{2}g^{ab}\partial_{ab}g_{uv} + D_{uv}(g, \partial g)
\]

\[
= -\frac{1}{2}\Delta \left[ g_{uv} - \delta_{uv} \right] - \frac{1}{2} \left( g^{ab} - \delta^{ab} \right) \partial_{ab}g_{uv} + D_{uv}(g, \partial g),
\]

where \( \Delta \) denotes the flat Laplacian on the structure of infinity \( \Theta \), on which we now work.

We know that \( D_{uv}(g, \partial g) \in W^{l-2,p}_{-2\tau-2}\left(\mathbb{R}^n \setminus B_1(0), \Theta\right) \). Since \( g^{ab} - \delta^{ab} \in W^{l-1,p}_{-\tau}\left(\mathbb{R}^n \setminus B_1(0), \Theta\right) \) and \( \partial_{ab}g_{uv} \in W^{l-3,p}_{-\tau-2}\left(\mathbb{R}^n \setminus B_1(0), \Theta\right) \), we also have that

\[
\left( g^{ab} - \delta^{ab} \right) \partial_{ab}g_{uv} \in W^{l-3,p}_{-2\tau-2}\left(\mathbb{R}^n \setminus B_1(0), \Theta\right) \subset W^{l-3,p}_{-\sigma}(\mathbb{R}^n \setminus B_1(0), \Theta)
\]

Thus we can then rewrite (69) into

\[
\Delta \left[ g_{uv} - \delta_{uv} \right] \in W^{l-2,p}_{-\sigma}\left(\mathbb{R}^n \setminus B_1(0), \Theta\right) \quad \text{with} \quad \left\{ \begin{array}{ll}
\tau + 2 \leq \sigma \leq \min\{2\tau + 2, \delta + 2\}, & \text{if } \tau < \delta < n - 4 \\
\sigma = \tau + 2, & \text{otherwise}
\end{array} \right.
\]

(70)

Using the above claim, if \( g \) is \( W^{3,p}_{-\tau}(M, \Phi)\)-AE and \( J_g \in W^{k-4,p}_{-\tau}(M, \Phi) \), \( k \geq 4 \), then we can start an iterative bootstrap, which shall increase both the number of derivatives decaying as well as the rate of decay. To simplify the argument, let us notice that Claim 1 gives the possibility to decouple these processes. Thus, concerning the number of decaying of derivatives, in the \( j \)-th step we bootstrap \( g \) to \( W^{3+j,p}_{-\tau}(M, \Theta)\)-AE, as long as \( 3 + j \leq k - 1 \), and hence the bootstrap on the number of derivative only ends when we reach \( g \) as \( W^{k,p}_{-\tau}(M, \Theta)\)-AE. Then, if \( \tau < \delta < n - 4 \), we can bootstrap the order of decay as follows using Claim 1.

First, notice that Theorem 3.1 implies that \( J_g \in W^{k-4,p}_{-\tau}(M, \Theta) \). Thus, since \( g \) is \( W^{k,p}_{-\tau}(M, \Theta)\)-AE and \( J_g \in W^{k-4,p}_{-\tau}(M, \Theta) \), then Claim 1 gives \( g \) as \( W^{k,p}_{-\tau}(M, \Theta)\)-AE, for all \( \sigma \leq \min\{2\tau, \delta\} \). Set \( \tau_0 \equiv \tau \), and build a sequence \( \{\tau_i\}_{i \geq 0} \) as follows:

1. Starting with \( \sigma = \tau_0 \) and \( g \) as \( W^{k,p}_{-\sigma}(M, \Theta)\)-AE, if \( \{2\tau_i, \delta\} = \delta \), then we obtain \( g \) as \( W^{k,p}_{-\delta}(M, \Theta)\)-AE and the procedure stops;

2. If \( 2\tau_i < \delta \), set \( \tau_{i+1} \equiv 2\tau_i \). Since \( g \) is \( W^{k,p}_{-2\tau_i}(M, \Theta)\)-AE and \( J_g \in W^{k-4,p}_{-\tau_i}(M, \Theta) \) with \( 2\tau_i < \delta \), then Claim 1 gives \( g \) is \( W^{k,p}_{-\min\{2\tau_i, \delta\}}(M, \Theta)\)-AE;

3. Now, go back to item 1 starting with \( \sigma = \min\{2\tau_i, \delta\} \) and iterate.
Since as long as $2\tau_i < \delta$, we have $\tau_{i+1} = 2\tau_i = 2^i \tau$, after a finite number of loops we must find $2\tau_{i+1} > \delta$ and, in that iteration, then the bootstrap stops at first step in this algorithm.
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