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ABSTRACT. We determine the leading low-energy fall-off of the integrated density of states of a magnetic Schrödinger operator with repulsive Poissonian random potential in case its single impurity potential has a slow anisotropic decay at infinity. This so-called magnetic Lifshits tail is shown to coincide with the one of the corresponding classical integrated density of states.

1. INTRODUCTION

Random one-particle Schrödinger operators with (constant) magnetic fields have been attracting considerable attention in the physics as well as mathematics community. Physically speaking, each of these operators models a spinless quantum particle which moves in the Euclidean configuration space \( \mathbb{R}^3 \) subject to a random potential \( V_\omega : \mathbb{R}^3 \to \mathbb{R} \) and a constant magnetic field of strength \( B > 0 \). In physical units where Planck’s constant (divided by \( 2\pi \)) as well as the mass and the charge of the particle are all equal one, the corresponding Schrödinger operator is informally given by the differential expression

\[
H(V_\omega) := \frac{1}{2} \sum_{j=1}^{3} \left( i \frac{\partial}{\partial x_j} + A_j \right)^2 + V_\omega
\]

which acts on the Hilbert space \( L^2(\mathbb{R}^3) \) of complex-valued square-integrable functions on \( \mathbb{R}^3 \). Without loss of generality one may choose co-ordinates \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \) such that the constant magnetic field is parallel to the \( x_3 \)-axis. On account of gauge equivalence the vector potential \( A : \mathbb{R}^3 \to \mathbb{R}^3 \) in (1) may therefore be fixed in the symmetric gauge by \( A(x) := \frac{BF}{2}(x_2, x_1, 0) \). In this paper the random potential \( V_\omega \) is supposed to be a repulsive Poissonian one for which

\[
V_\omega(x) := \sum_j U(x - p_\omega(j)) \geq 0.
\]

Here for given realization \( \omega \in \Omega \) of the randomness, the point \( p_\omega(j) \in \mathbb{R}^3 \) stands for the position of the \( j \)th impurity repelling the particle by a positive potential \( U \geq 0 \) which neither depends on \( \omega \) nor on \( j \). The impurities are distributed at a mean concentration \( \varrho > 0 \) according to Poisson’s law such that the probability of simultaneously finding \( M_1, M_2, \ldots, M_K \) impurity points in respective pairwise disjoint subsets \( \Lambda_1, \Lambda_2, \ldots, \Lambda_3 \subset \mathbb{R}^3 \) is given by the product \( \prod_{k=1}^{K} e^{-\varrho |\Lambda_k|} (\varrho |\Lambda_k|)^{M_k} / M_k! \), where \( |\Lambda_k| := \int_{\Lambda_k} dx \) is the volume of \( \Lambda_k \).

The object of interest in this paper is the integrated density of states \( N \) of the Schrödinger operator (1) with Poissonian random potential (2). Informally, \( N(E) \) is just the number of energy levels per volume below a given energy \( E \in \mathbb{R} \). See [4] below and [16, 17, 18] for an exact definition and general properties (in the case \( B = 0 \)).
Under some rather weak additional assumptions on $U$ (see e.g. (3) below) the almost-sure spectrum of $H(V_\omega)$ as well as the set of growth points of its integrated density $N$ are known to coincide with the half-line $[B/2, \infty]$. We will investigate the behaviour of $N$ near the bottom of this half-line. More precisely, we will determine the so-called magnetic Lifshits tail of $N$, that is, the leading low-energy fall-off of $N(E)$ as $E \downarrow B/2$.

Magnetic Lifshits tails have been investigated so far mainly for two space dimensions in which two qualitatively different regimes were found $[3, 4, 11, 18, 19]$. Here for long-range $U$ the Lifshits tails solely depend on the details of the decay of $U$ and coincide with the low-energy fall-off of the corresponding classical integrated density of states. For short-range $U$, the tails are insensitive to the details of the decay of $U$, but sensitive on the magnetic field strength and have therefore a quantum character. The borderline decay between such classical and quantum Lifshits tailing in two space dimensions has been shown to be Gaussian decay of $U$. This stands in contrast to the non-magnetic case in which algebraic decay $\lim_{|x| \to \infty} |x|^\alpha U(x) = g > 0$ with exponent $\alpha = d + 2$ discriminates between classical and quantum Lifshits tails in $d$ space dimensions $[3, 17, 18]$. For a recent summary, see $[13$, Sec. 4.1$]$.

First rigorous results on magnetic Lifshits tails in three space dimensions with rapidly decaying $U$ are available in $[14]$. The findings there especially reveal a regime of Lifshits tails which we will prove to occur for slow (anisotropic) decay of $U$. In particular, we will show that classical Lifshits tails exist at all in three space dimensions. This might be surprising from a naive point of view, since one may be tempted to argue that the motion perpendicular to the magnetic field is confined and the particle can move freely only parallel to the field lines such that the effective dimension of the problem should be $d = 1$. The regime of classical Lifshits tailing might therefore be expected for algebraically decaying $U$ with exponent $\alpha < 3 (= 1 + 2)$. In the latter case, however, the Poissonian random potential (2) is not well-defined in three space dimensions. Thus, from this point of view, one is lead to the wrong conclusion that classical Lifshits tails do not exist in three dimensions.

2. Assumptions, Definitions and Results

Throughout this paper, we will consider non-negative impurity potentials $U : \mathbb{R}^3 \to [0, \infty]$ which are integrable as well as square-integrable with respect to the three-dimensional Lebesgue measure $U \geq 0, \quad U \in L^1(\mathbb{R}^3) \cap L^2(\mathbb{R}^3). \quad (3)$

In particular, this ensures that the Poissonian random potential (2) is a positive, measurable, ergodic random field on some complete probability space $(\Omega, \mathcal{A}, \mathbb{P})$. Moreover, the operator $H(V_\omega)$ is $\mathbb{P}$-almost surely essentially self-adjoint on the Schwartz space $S(\mathbb{R}^3)$ of rapidly decreasing, arbitrarily often differentiable functions on $\mathbb{R}^3$. For a wealth of information on these and related questions on random Schrödinger operators, see $[12, 3, 18, 19]$.

As another consequence, the integrated density of states may be defined by the expectation value $N(E) := \int_{\Omega} \mathbb{P}(d\omega) \Theta(E - H(V_\omega))(x, x). \quad (4)$

Here $\mathbb{R}^3 \times \mathbb{R}^3 \ni (x, y) \mapsto \Theta(E - H(V_\omega))(x, y)$ denotes the continuous integral kernel (see e.g. $[3, 4]$) of the spectral projection $\Theta(E - H(V_\omega))$ of $H(V_\omega)$ associated with the half-line $\left[ -\infty, E \right[ \subset \mathbb{R}$. Due to magnetic translation invariance, the r.h.s. of (4) is independent
of the chosen \( x \in \mathbb{R}^3 \). For a background, alternative equivalent definitions and further properties of \( N \) in this and more general situations, see \([12, 8, 18, 11, 13]\) and references therein.

Additionally to \((3)\), we will suppose that \( U \) has an anisotropic algebraic decay at infinity

\[
\lim_{|x| \to \infty} \| (|x_\perp|^\alpha, |x_3|^\gamma) \|_{2/\beta} \ U(x_\perp, x_3) = g > 0,
\]

(5)

where we used the notation \( \|c\|_{2/\beta} := ((|c_1|^{2/\beta} + |c_2|^{2/\beta})^{\beta/2} = \max(|c_1|, |c_2|) \) if \( \beta = 0 \) for the \( 2/\beta \)-pseudo-norm of a vector \( c = (c_1, c_2) \in \mathbb{R}^2 \) and \( x_\perp := (x_1, x_2) \in \mathbb{R}^2 \) for the co-ordinate perpendicular to the magnetic field. For all \( \beta \geq 0 \), integrability of \( U \) at infinity is equivalent to \( \alpha > 2 \) and \( \gamma > \alpha/(\alpha - 2) \). In particular, for isotropic decay of \( U \), which corresponds to \( \alpha = \beta = \gamma \), integrability requires \( \alpha > 3 \).

Our results on the magnetic Lifshits tails for slow anisotropic algebraic decay of \( U \) are summarized in the following

**Theorem 2.1.** For a positive impurity potential satisfying assumptions \((3)\) and \((5)\) with some \( g > 0, \alpha > 2, \beta > 0 \) and

\[
\alpha/(\alpha - 2) < \gamma < 3\alpha/(\alpha - 2),
\]

(6)

the leading low-energy fall-off of the integrated density of states \( N \) is independent of the magnetic field strength \( B > 0 \) and reads

\[
\lim_{E \downarrow 0} E^{-\eta/2} \log N \left( \frac{B}{2} + E \right) = -C.
\]

(7)

Here we have introduced the two constants \( \eta := 3\alpha\gamma / (2\gamma + \alpha) \) and

\[
C := \eta - \frac{3}{3} g \int_0^{\infty} \left[ \frac{2\pi}{\alpha^\gamma} \frac{\beta}{\alpha\gamma} \frac{\Gamma(\beta/\alpha)}{\Gamma(\beta/\eta)} \frac{\Gamma(\beta/2\gamma)}{\Gamma(\eta - 3/\eta)} \right]^{-\eta/3}.
\]

For given value of \( \alpha > 2 \) and \( \gamma > \alpha/(\alpha - 2) \), the parameter \( \beta > 0 \) fine tunes the degree of anisotropy of the decay of \( U \) by selecting different pseudo-norms in \((3)\). Thanks to equivalence of these pseudo-norms, the choice of \( \beta \) does not effect the order of the decay of \( U \) and hence not that of \( \log N \). More precisely, \( \beta \) does not enter the so-called Lifshits exponent

\[
-\lim_{E \downarrow 0} \frac{\log \log N \left( \frac{B}{2} + E \right)}{\log E} = \frac{3}{\eta - 3} = \frac{2\gamma + \alpha}{\alpha\gamma - 2\gamma - \alpha},
\]

(8)

but only the Lifshits constant \( C \). In the limit \( \beta \downarrow 0 \) where \( \|c\|_{2/\beta} \rightarrow \max\{ |c_1|, |c_2| \} \), the Lifshits constant converges to \( C \rightarrow (\eta/3 - 1)(\eta - 3/\eta)(6\pi \varrho \Gamma(1 - 3/\eta)/\eta)^{1-3/\eta} \). The subsequent proof shows that Theorem 2.1 remains valid in this limiting case with the above value of the Lifshits constant \( C \).

In all of the above cases, the Lifshits tails sensitively depend on the details of the decay of \( U \) and are classical in character. Indeed, the corresponding classical integrated density of states

\[
N_{cl}(E) := \frac{\sqrt{2}}{3\pi^2} \int_{\Omega} \mathbb{P}(d\omega) \ (E - V_{\omega}(0))^{3/2} \max\{ E - V_{\omega}(0), 0 \}
\]

(9)

(cf. \([3]\) Eq. (2.14)) has the same leading low-energy tail as \( N \), that is, \( \lim_{E \downarrow 0} \log N \left( B/2 + E \right)/\log N_{cl}(E) = 1 \).
In the extreme anisotropic limit $\alpha \to \infty$, condition (6) turns into $1 < \gamma < 3 (= 1 + 2)$ while $\eta \to 3\gamma$ and $C \to (\gamma - 1)g^{1/(\gamma - 1)}(2\pi \varrho \Gamma(1 - 1/\gamma) / \gamma)^{1 - 1/\gamma}$. Comparing these limiting values with results in [13] and [13, Cor. 9.14], the Lifshits tails (8) are seen to asymptotically coincide with the corresponding classical tails in one space dimension for impurities with concentration $\pi \varrho$ and algebraically decaying $U$ (with exponent $\gamma$). This is plausible from the long-distance tails of $U$ which develop in the direction parallel to the magnetic field in this limit. The quantum particle is therefore effectively confined to a one-dimensional motion. Thus the one-dimensional picture sketched at the end of the Introduction correctly captures the strongly anisotropic case $\alpha \to \infty$, but not the case where $U$ has isotropic algebraic decay, that is, the case $\alpha = \beta = \gamma (= \eta)$ for which Theorem 2.1 yields the following

\textbf{Corollary 2.2.} Assume that $\lim_{|x| \to \infty} |x|^\alpha U(x) = g > 0$ with some $3 < \alpha < 5$. Then

$$\lim_{E \downarrow 0} E^{\frac{\alpha - 3}{\alpha - 4}} \log N \left( \frac{B}{2} + E \right) = -\frac{\alpha - 3}{3} g^{\frac{\alpha - 3}{\alpha - 4}} \frac{4\pi \varrho}{\alpha} \Gamma \left( \frac{\alpha - 3}{\alpha} \right) \frac{3}{\alpha - 4}. \quad (10)$$

In the isotropic case the tails (10) coincide for all values of $3 < \alpha < 5 (= d + 2)$ with the corresponding classical tails for $B = 0$, cf. the Introduction and [17, 18]. This is different for anisotropic decay of $U$. A straightforward modification of the subsequent proof shows that (7) remains valid for $B = 0$ if

$$\frac{\alpha}{\alpha - 2} < \gamma < \begin{cases} \frac{3\alpha}{\alpha - 2} & \text{if } 2 < \alpha \leq 5, \\ \frac{\alpha}{\alpha - 4} & \text{if } 5 < \alpha, \end{cases} \quad (11)$$

(see also [17] and [18, Cor. 9.14] for the isotropic case $\alpha = \beta = \gamma$.) Accordingly, the validity of (7) requires $B > 0$ in case $\alpha > 5$. This resembles the two-dimensional situation for which the authors of [2] showed that quantum effects in the Lifshits tail are suppressed in the presence of a magnetic field.

\textbf{Remark 2.3.} Following [10], Corollary 2.2 possesses a natural (and straightforward) extension to impurity potentials $U$ with (slow) regular isotropic $(F, \alpha)$-decay in the sense that there exists some $3 < \alpha < 5$ such that $\lim_{|x| \to \infty} F(1/U(x)) = 1$ for some positive function $F$ which is regularly varying (at infinity) with index $1/\alpha$, cf. [10, Def. 3.5]. Denoting by $f^\#$ the de Bruijn conjugate [8, p. 29] of the function $t \mapsto f(t) := [t^{-1/\alpha} F(t)]^{\alpha/(3 - \alpha)}$, the corresponding Lifshits tails read

$$\lim_{E \downarrow 0} \frac{\log N \left( \frac{B}{2} + E \right)}{E^{\frac{3}{\alpha - 3}} f^\# \left( \frac{E^{\frac{1}{\alpha - 3}}}{\alpha} \right)} = -\frac{\alpha - 3}{3} g^{\frac{\alpha - 3}{\alpha}} \frac{4\pi \varrho}{\alpha} \Gamma \left( \frac{\alpha - 3}{\alpha} \right) \frac{3}{\alpha - 4}. \quad (11)$$

This extension constitutes the analogue of [10, Thm. 3.8] in three space dimensions.

3. Proof

The strategy of our proof of the classical Lifshits tails in Theorem 2.1 goes back to [14, 17] and has been adopted to the magnetic setting in [2, 8, 10]. Instead of the leading low-energy fall-off of $N$, we will investigate the behaviour of its (shifted) Laplace transform

$$\tilde{N}(t) := \int_0^\infty N \left( dE + \frac{B}{2} \right) e^{-t E}, \quad t > 0,$$
for long “times” $t$. De Bruijn’s Tauberian theorem [1, Thm. 4.12.9] (see also [18, Thm. 9.7] or [10, App. B]) ensures that (7) is equivalent to

$$\lim_{t \to \infty} t^{-\frac{3}{2}} \log \tilde{N}(t) = -2\pi \varrho \int \frac{g^{\frac{3}{2}} \beta \eta}{3(\beta \eta)} \Gamma\left(\frac{\beta}{\beta \eta}\right) \Gamma\left(\frac{\eta - 3}{\eta}\right)$$

$$= -\varrho \int \mathbb{R}^3 dx \left(1 - e^{-u(x)}\right).$$

Here the last equality results from an elementary (but somewhat lengthy) calculation of the last integral which is defined in terms of the function $u : \mathbb{R}^3 \to [0, \infty]$ given by

$$u(x) := g \left(|x_\perp|^{\frac{2\beta}{\beta}} + |x_3|^{\frac{2\beta}{\beta}}\right)^{-\frac{\alpha}{2}} = \frac{g}{\left(\|x_\perp, x_3\|^2\right)^{\frac{2}{\beta}}}.$$  

(13)

In order to determine the long-time behaviour of $\tilde{N}$ we use the following upper and lower bounds. They are a straightforward extension of the ones in [3, Basic Inequalities 3.1] for two to three space dimensions, see also [10, Prop. 5.3].

**Proposition 3.1.** Let $\psi \in \mathcal{S}(\mathbb{R}^3)$ be normalized according to the standard scalar product $\langle \psi, \psi \rangle = 1$ on $L^2(\mathbb{R}^3)$. Moreover assume that $\psi$ is real-valued and centred in the sense that $\int_{\mathbb{R}^3} dx |\psi(x)|^2 x = 0$. Then the sandwiching estimate

$$\frac{1}{(2\pi)^{\frac{3}{2}}} \exp \left[-t \langle \psi, H(0) \psi \rangle - \varrho \int \mathbb{R}^3 d x \left(1 - e^{-t \int \mathbb{R}^3 dy |\psi(x-y)|^2 U(y)}\right)\right]$$

$$\leq e^{-tB/2} \tilde{N}(t) \leq \frac{B}{4\pi \sqrt{2\pi t \sinh(tB/2)}} \exp \left[-\varrho \int \mathbb{R}^3 d x \left(1 - e^{-tU(x)}\right)\right]$$

holds for all values of the magnetic field strength $B \geq 0$.

In the next two subsections we will show that, after choosing the variational state-vector $\psi$ properly, the bounds (14) asymptotically coincide in the situation of Theorem 2.1. This will complete our proof of (12) and hence of Theorem 2.1. Note that the exponential factor in the upper bound coincides up to a factor of $\sqrt{(2\pi t)^3}$ with the (unshifted) Laplace transform of $N_{\psi}$. Therefore, (13), and hence (7), is indeed a classical asymptotics.

3.1. **Asymptotic evaluation of the upper bound.** The upper bound in (14) implies

$$\limsup_{t \to \infty} t^{-\frac{3}{2}} \log \tilde{N}(t) \leq -\varrho \liminf_{t \to \infty} t^{-\frac{3}{2}} \int \mathbb{R}^3 dx \left(1 - e^{-tU(x)}\right).$$

Using the substitution $(x_\perp, x_3) \mapsto (t^{\frac{1}{2}} x_\perp, t^{\frac{1}{2}} x_3)$ and subsequently employing Fatou’s lemma together with the pointwise convergence $\lim_{t \to \infty} t U(t^{\frac{1}{2}} x_\perp, t^{\frac{1}{2}} x_3) = u(x)$ valid for all $x \neq 0$, we thus conclude that

$$\limsup_{t \to \infty} t^{-\frac{3}{2}} \log \tilde{N}(t) \leq -\varrho \int \mathbb{R}^3 dx \left(1 - e^{-u(x)}\right).$$

(15)

3.2. **Asymptotic evaluation of the lower bound.** We choose the variational state-vector in our lower bound (14) as follows

$$\psi(x) := \sqrt{\frac{B}{2\pi}} \exp \left(-\frac{B}{2} |x_\perp|^2\right) \frac{1}{\sqrt{t^3}} \varphi\left(\frac{x_3}{t^\beta}\right), \quad t > 0.$$  

(16)

It is the time-dependent product of the centred Gaussian in the lowest Landau-level eigenspace and some real-valued, centred, arbitrarily often differentiable, compactly supported $\varphi \in$...
Using the fact that the

\[ t \langle \psi, H(0) \psi \rangle = \frac{tB}{2} + t^{1-2\sigma} \langle \varphi, H_3(0) \varphi \rangle \]

where \( H_3(0) := -\frac{1}{2} \frac{\partial^2}{\partial x^2} \). Using the substitution \((x_\perp, x_3) \mapsto (t^{\frac{3}{2}} x_\perp, t^{\frac{1}{2}} x_3)\), the second term in the exponent on the l.h.s. in (14) may be expressed in terms of the one-parameter family \( \{ \delta_t \}_{t > 0} \) of probability densities on \( \mathbb{R}^3 \) given by

\[ \delta_t(x) := t^{\frac{3}{2}} e^{\frac{1}{2}} \left| \psi \left( t^{\frac{1}{2}} x_\perp, t^{\frac{1}{2}} x_3 \right) \right|^2. \]  

We thus arrive at

\[
\liminf_{t \to \infty} t^{-\frac{3}{2}} \log \mathcal{N}(t) \geq -\limsup_{t \to \infty} t^{1-2\sigma} e^{\frac{1}{2}} \langle \varphi, H_3(0) \varphi \rangle 
- \frac{\gamma}{2} \limsup_{t \to \infty} \int_{\mathbb{R}^3} dx \left[ 1 - \exp \left( -t \int_{\mathbb{R}^3} dy \delta_t(x - y) U \left( t^{\frac{1}{2}} y_\perp, t^{\frac{1}{2}} y_3 \right) \right) \right].
\]

(18)

Since \( 0 < 1 - \frac{2}{\alpha} < \frac{1}{\gamma} < \frac{3}{2} \) by assumption, we may pick \( \sigma > 0 \) such that

\[ 1 - \frac{2}{\alpha} - \frac{1}{\gamma} < 2\sigma < \frac{2}{\gamma}. \]

Therefore the first term in the r.h.s. of (18) vanishes. Thanks to Lemma 3.2 below the second term may be handled with the help of the dominated convergence theorem. Altogether, we thus conclude

\[
\liminf_{t \to \infty} t^{-\frac{3}{2}} \log \mathcal{N}(t) \geq -\frac{\gamma}{2} \int_{\mathbb{R}^3} dx \left( 1 - e^{-u(x)} \right),
\]

which, together with (15), completes the proof of (12).

3.3. Auxiliary lemma.

**Lemma 3.2.** Let \( 0 \leq \sigma < 1/\gamma \). Then

\[
\limsup_{t \to \infty} t \int_{\mathbb{R}^3} dy \delta_t(x - y) U \left( t^{\frac{3}{2}} y_\perp, t^{\frac{1}{2}} y_3 \right) \leq u(x)
\]

(19)

for all \( x \neq 0 \).

**Proof.** We pick \( 0 < \varepsilon < 1 \) and split the convolution in the l.h.s. of (13) into two integrals with domains of integration inside and outside the ball \( B_{\varepsilon|x|}^{(x)} \) centred at \( x \) with radius \( \varepsilon|x| \). Using the fact that the \( \delta_t \) is a probability density, the first part is estimated as follows

\[
t \int_{B_{\varepsilon|x|}^{(x)}} dy \delta_t(x - y) U \left( t^{\frac{3}{2}} y_\perp, t^{\frac{1}{2}} y_3 \right) \leq \esssup_{y \in B_{\varepsilon|x|}^{(x)}} t U \left( t^{\frac{3}{2}} y_\perp, t^{\frac{1}{2}} y_3 \right).
\]

(20)

Since \( |y| \geq (1-\varepsilon)|x| > 0 \), we may further estimate the r.h.s. with the help of the inequality

\[
t U \left( t^{\frac{3}{2}} y_\perp, t^{\frac{1}{2}} y_3 \right) \leq (1-\varepsilon) t u \left( t^{\frac{3}{2}} y_\perp, t^{\frac{1}{2}} y_3 \right) = (1-\varepsilon) u(y),
\]

(21)
valid for sufficiently large $t > 0$ by assumption (5) on $U$ and the definition (13) for $u$. To estimate the second part we employ the inequality
\[
\frac{t}{\sqrt{3}} \int_{\mathbb{R}^3 \setminus B_{x|x|}^{(x)}} dy \delta_t (x - y) U \left( t^\sigma y_{\perp}, t^\sigma y_3 \right) \leq t \sup_{y \not\in B_{x|x|}^{(x)}} \delta_t (x - y) \int_{\mathbb{R}^3} dz U \left( t^\sigma z_{\perp}, t^\sigma z_3 \right) = t^1 \frac{\sqrt{3}}{2} \sup_{y \not\in B_{x|x|}^{(0)}} \delta_t (y) \int_{\mathbb{R}^3} dz U (z). \tag{22}
\]

The upper limit of the r.h.s. vanishes since
\[
\limsup_{t \to \infty} t^1 \frac{\sqrt{3}}{2} \sup_{y \not\in B_{x|x|}^{(0)}} \delta_t (y) = 0. \tag{23}
\]

For a proof of this assertion we distinguish two cases. In the first case, where $|y_3| \geq \varepsilon |x|/\sqrt{2} (> 0)$, we have $\varphi (t^\sigma y_3) = 0$ and hence $\delta_t (y) = 0$ for sufficiently large $t$, since $\varphi$ is compact and $t^\sigma y_3$ grows unboundedly. In the second case, where $y \not\in B_{x|x|}^{(0)}$ and $|y_3| < \varepsilon |x|/\sqrt{2}$ such that $|y_{\perp}| \geq \varepsilon |x|/\sqrt{2}$, the supremum in (23) decreases exponentially fast in time $t$ thanks to the Gaussian decay of $|\psi(y)|^2$ in the $y_{\perp}$-direction, cf. (14). Altogether (20)–(23) implies
\[
\limsup_{t \to \infty} t \int_{\mathbb{R}^3} dy \delta_t (x - y) U \left( t^\sigma y_{\perp}, t^\sigma y_3 \right) \leq (1 - \varepsilon) \sup_{y \in B_{x|x|}^{(x)}} u(y). \tag{24}
\]

Taking the limit $\varepsilon \downarrow 0$, the r.h.s. converges to $u(x)$ for all $x \neq 0$ since $u$ is continuous on $\mathbb{R}^3 \setminus \{0\}$. \hfill \Box
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