Abstract

Pretrained language models (PLMs) such as BERT [6] adopt a training paradigm which first pretrain the model in general data and then finetune the model on task-specific data, and have recently achieved great success. However, PLMs are notorious for their enormous parameters and hard to be deployed on real-life applications. Knowledge distillation [10] has been prevailing to address this problem by transferring knowledge from a large teacher to a much smaller student over a set of data. We argue that the selection of thee three key components, namely teacher, training data, and learning objective, is crucial to the effectiveness of distillation. We, therefore, propose a four-stage progressive distillation framework ERNIE-Tiny to compress PLM, which varies the three components gradually from general level to task-specific level. Specifically, the first stage, General Distillation, performs distillation with guidance from pretrained teacher, general data and latent distillation loss. Then, General-Enhanced Distillation changes teacher model from pretrained teacher to finetuned teacher. After that, Task-Adaptive Distillation shifts training data from general data to task-specific data. In the end, Task-Specific Distillation, adds two additional losses, namely Soft-Label and Hard-Label loss onto the last stage. Empirical results demonstrate the effectiveness of our framework and generalization gain brought by ERNIE-Tiny. In particular, experiments show that a 4-layer ERNIE-Tiny maintains over 98.0% performance of its 12-layer teacher BERT base on GLUE benchmark, surpassing state-of-the-art (SOTA) by 1.0% GLUE score with the same amount of parameters. Moreover, ERNIE-Tiny achieves a new compression SOTA on five Chinese NLP tasks, outperforming BERT base by 0.4% accuracy with 7.5x fewer parameters and 9.4x faster inference speed.

1 Introduction

Transformer-based pretrained language models (PLMs) [6, 23, 19, 35, 20, 18, 4] have brought significant improvements to the field of Natural Language Processing (NLP). Their training process that first pretrains model on general data and then finetunes on task-specific data has set up a new training paradigm for NLP. However, the performance gains come with the massive growth in model sizes [6, 25, 7, 31] which causes high inference time and storage cost. It becomes the main obstacle for industrial application, especially for deploying on edge devices.

There are some recent efforts such as Knowledge Distillation (KD) [10, 38, 1], quantization [14, 30, 43], and weights pruning [42, 9, 32] trying to tackle this problem. KD, in particular, aims to transfer
knowledge from one network called teacher model to another called student model by training student under the guidance of teacher. Typically, teacher is a model with more parameters and capable of achieving high accuracy, whereas student is a model with significantly fewer parameters and requires much less computation. Once trained, the student model maintains teacher’s performance while massively reducing inference time and storage demand, and can be deployed in real-life applications. KD can be applied on either or both of pretrain and finetune stages. For example, MiniLM [41] and MobileBert [37] apply KD on pretrain stage while [34] applies KD on finetune stage. Moreover, TinyBERT [11] and DistilBert [26] perform KD on both pretrain and finetune stages. In particular, they employ pretrained teacher to provide guidance during pretrain stage and choose finetuned teacher during finetune stage, where pretrained teacher is the teacher model trained on general data and finetuned teacher is obtained by finetuning pretrained teacher on task-specific data.

However, existing works suffer from pretrain-finetune distillation discrepancy consisting of the difference of training data, teacher model, and learning objective between pretrain phase and finetune phase. Specifically, training data is shifted from general data to task-specific data, teacher is changed from pretrained teacher to finetuned teacher, and learning objective is altered differently according to their own decisions. We argue that this transition hurts the effectiveness of distillation. We, therefore, propose a four-stage progressive distillation framework ERNIE-Tiny to alleviate this problem and our method outperforms several baselines as shown in Figure 1. ERNIE-Tiny attempts to smooth this pretrain-finetune transition by gradually altering teacher, learning objective, and training data from general level to task-specific level. Akin to pretrain distillation at existing works, General distillation (GD) performs distillation with pretrained teacher on general data. Following previous works [11, 24, 37, 26], we utilize latent distillation ($L_{Lat}$) as our learning objective. Then, by altering teacher from pretrained teacher to finetuned teacher, ERNIE-Tiny introduces General-Enhanced Distillation (GED) which distills with finetuned teacher and $L_{Lat}$ on general data. After that, through changing training data from general data to task-specific data, ERNIE-Tiny presents Task-Adaptive Distillation (TAD) which distills with finetuned teacher and $L_{Lat}$ on task-specific data. Finally, ERNIE-Tiny concludes the training process with Task-Specific Distillation (TSD) through adding new learning objectives, namely Soft-Label Distillation ($L_{Soft}$) and Hard-Label loss ($L_{Hard}$) which represents the task-specific finetune loss such as cross-entropy for classification downstream task. Note that TSD is similar to the finetune distillation at existing works. Figure 2 compares the workflow of existing works and ERNIE-Tiny.

Notably, general-enhanced distillation provides finetuned teacher guidance not on task-specific data as what existing works do, but on general data. Compared with existing works, general-enhanced distillation allows student to absorb task-specific knowledge through general data, improving the effectiveness of distillation and generalization of student model [17, 28, 24, 8]. Empirical results show that with general-enhanced distillation, ERNIE-Tiny outperforms the baseline on out-of-domain datasets, demonstrating the generalization gain brought by general-enhanced distillation. In addition, general data can be regarded as additional data to task-specific data. We conduct experiments to show that the effect of general-enhanced distillation is more significant on low-resource tasks. Moreover, task-adaptive distillation is introduced between general-enhanced distillation and task-specific distillation, serving as a bridge to smooth the transition between those two stages. We conduct experiments to show the performance gain brought by this stage. Figure 2 demonstrates the contribution of general-enhanced distillation and task-specific distillation by gradually adding general-enhanced distillation and task-specific distillation.
The main contributions of this work are as follows: 1) We propose a four-stage progressive learning framework for language model compression called ERNIE-Tiny to smooth the distillation process by gradually altering teacher, training data, and learning objective. 2) To our knowledge, leveraging finetuned teacher with general data is the first time introduced in PLM distillation, helping student capture task-specific knowledge from finetuned teacher and improving generalization of student. 3) A 4-layer ERNIE-Tiny keeps over 98.0% performance of its 12-layer teacher BERT. RoBERTa [23] achieves strong performance by training longer steps using large batch size and more text data. ERNIE [35] [36] proposes to pretrain the language model on an enhanced data and then finetuned to adapt to specific tasks. BERT [6] proposes to pretrain a deep bidirectional Transformer. RoBERTa [23] achieves strong performance by training longer steps using large batch size and more text data. ERNIE [35] [36] proposes to pretrain the language model on an enhanced mask whole word objective and further employs continue learning strategy. XL-Net [44] introduces permutation language modeling objective to alleviate the pretrain-finetune discrepancy which is caused by artificial symbols like [MASK] used during pretraining but is absent from real data at finetuning. SpanBERT [12] improves BERT by incorporating span information. Besides, [13] [4] leverages parallel bilingual data to train the multi-lingual language model. Recent works ([31], [3], [13]) observe the trend that increasing model size also leads to lower perplexity. [31] proposes to train a billion level parameters model for language understanding using a carefully designed distributed computation system. Switch-transformer [7] simplifies and improves over Mixture of Experts [29] and trains a trillion parameters language model. However, [15] shows the parameters are redundant in those models and the performance can be kept even when the computational overhead and model storage is reduced. Moreover, the training cost of those models also raises serious environmental concerns [33].

Knowledge Distillation Knowledge distillation [10] [41] aims to train a small student model with soft labels and intermediate representations provided by the large teacher model. Concurrently to our work, [21] utilizes Earth Mover’s Distance [22] to formulate the distance between the teacher and student networks. [11] proposes TinyBERT on the general distillation and task-specific distillation stages. [26] proposes DistilBERT, which successfully halves the depth of BERT model by knowledge distillation in the pretrain stage and an optional finetune stage. [54] distills BERT into a shallower student through knowledge distillation only in the finetune stage. [41] proposes to compress teacher by mimicking self-attention and value relation in the pretrain stage. [37] utilizes bottleneck structures to distill self-attentions and feed-forward networks. In contrast to these existing literature, we argue that the pretrain-finetune distillation discrepancy exists. Specifically, the pretrain-finetune distillation discrepancy is caused by training data shift, teacher model alteration and learning objective change.
Therefore, we propose a progressive distillation framework ERNIE-Tiny to compress PLM. Through this progressive distillation framework, the discrepancy of distillation can be alleviated and the performance of the distilled student can be improved. Table 1 summarizes the differences between our framework and previous works.

| Stage      | Teacher     | Data       | ERNIE-Tiny | BERT-EMD | TinyBERT | DistillBERT | BERT-PKD | MiniLM | MobileBERT |
|------------|-------------|------------|------------|----------|----------|-------------|----------|--------|------------|
| GD pretrained | General     | $L_{Lat}$ | $L_{Lat}$ | $L_{Lat}$ | $L_{Lat} + L_{Soft}$ | $- $       | $L_{Lat}$ | $L_{Lat} + L_{Soft}$ |
| GED finetuned | General     | $L_{Lat}$ | $- $       | $L_{Lat}$ | $- $       | $- $       | $- $     | $- $       |
| TAD finetuned | Task-Specific | $L_{Lat}$ | $L_{Lat+SH}$ | $L_{Lat+SH}$ | $L_{Lat+SH}$ | $L_{Lat+SH}$ | $L_{Hard}$ | $L_{Hard}$ |
| TSD finetuned | Task-Specific | $L_{Lat}$ | $L_{Lat+SH}$ | $L_{Lat+SH}$ | $L_{Lat+SH}$ | $L_{Lat+SH}$ | $L_{Hard}$ | $L_{Hard}$ |

Table 1: Comparison with previous PLM distillation approaches. Latent Distillation ($L_{Lat}$) represents distillation loss on the attributes at intermediate layers and it varies on different methods (e.g. hidden states and attention distribution in TinyBERT and BERT-EMD; attention distribution and attention value relation in MiniLM). Soft-Label Distillation ($L_{Soft}$) denotes distillation on soft target probabilities from the teacher model. As all methods adopt Hard-Label loss ($L_{Hard}$) in TSD, for simplicity, we denote $L_{L+S+H} = L_{Lat} + L_{Soft} + L_{Hard}$.

3 Proposed Framework

Distillation aims to use the pretrained teacher $T$ to teach a student model $S$ that is usually much smaller as shown in the left part of Figure 3. In our setting, besides the labeled task-specific data $D_l$, we also have large-scale unlabeled data which we call general data $D_g$ from which the teacher is pretrained. In practice, those unlabeled data can be easily obtained from online webs such as C4, Wikipedia and BookCorpus used in pretrained language model (25, 6). To combine those data and teacher knowledge smoothly, we devise a progressive distillation framework, containing general distillation, general-enhanced distillation, task-adaptive distillation and task-specific distillation sequentially. Those four stages vary the three key distillation components, namely training data, teacher model and learning objective gradually from general level to task-specific level as shown in Figure 3. To better explain those methods, we first show the background and discuss the distillation framework in detail.

3.1 Background: Transformer Backbone

The Transformer architecture (39) is a highly modularized neural network, where each Transformer layer consists of two sub-modules, namely the multi-head self-attention (MHA) and position-wise feed-forward network (FFN). Transformer encodes contextual information for input tokens. The input embeddings $\{x_i\}_{i=1}^s$ for sample $x$ are packed together into $H_0 = [x_1, \cdots, x_s]$, where $s$ denotes the input sequence length. Then stacked Transformer blocks iteratively compute the encoding vectors as $H_l = \text{Transformer}_l (H_{l-1})$, $l \in [1, L]$, and the Transformer is computed as:

$$A_{l,a} = \text{MHA}_{l,a}(H_{l-1}W^Q_{l,a}, H_{l-1}W^K_{l,a}),$$

$$H'_{l-1} = \text{LayerNorm}(H_{l-1} + (\sum_{a=1}^h A_{l,a}(H_{l-1}W^K_{l,a}))W^O_{l,a}).$$

$$H_l = \text{LayerNorm}(H'_{l-1} + \text{FFN}(H'_{l-1})),$$

where the previous layer’s output $H_{l-1} \in \mathbb{R}^{s \times d'}$ is linearly projected to a triple of queries, keys and values using parameter matrices $W^Q_{l,a}$, $W^K_{l,a}$, $W^V_{l,a} \in \mathbb{R}^{d \times d'}$, where $d$ denotes the hidden size of $H_l$ and $d'$ denotes the hidden size of each head’s dimension. $A_{l,a} \in \mathbb{R}^{s \times s}$ indicates the attention distributions for the $a$-th head in layer $l$, which is computed by the scaled dot-product of queries and keys respectively. $h$ represents the number of self-attention heads, $\|$ denotes concatenate operator along the head dimension. $W^O_{l,a} \in \mathbb{R}^{d \times d}$ denotes the linear transformer for the output of the attention module. FFN is composed of two linear transformation function including mapping the hidden size of $H'_{l-1}$ to $d_{ff}$ and then mapping it back to $d$.

3.2 General Distillation and General-Enhanced Distillation

General Distillation As shown in Figure 3, ERNIE-Tiny employs general distillation and general-enhanced distillation sequentially. In the general distillation stage, the pretrained teacher helps the student learn knowledge on the massive unlabeled general data with the intermediate representation.
The loss is computed as follows:

\[
\mathcal{L}_{GD} = \mathbb{E}_{x \sim D_g} \left( \sum_{l=1}^{L_g} \sum_{a=1}^{h} F(A_{k,a}^{T_g}(x), M_{l,a} A_{s}^{S}(x)) + \sum_{l=1}^{L_g} F(H_{k}^{T_g}(x), H_{s}^{S}(x) N_l), l = t \times c, \right)
\]

where \(\mathcal{L}_{GD}\) denotes the loss for general distillation on the general data \(D_g\). \(L_S\) denotes the number of layers of student model. Considering the number of layers of pretrained teacher \(L_T\) and student model \(L_S\) may not be the same, we set student layers to mimic the representation of every \(c\) layers of pretrained teacher model, where \(c = L_T / L_S\). We introduce a mapping matrix \(M_l \in \mathbb{R}^{h \times h'}\) to align the number of attention heads for teacher and student’s attention heads, \(h, h'\), when they do not match. Similarly, a linear transformation \(N_l \in \mathbb{R}^{d \times d'}\) is used when the hidden size \(d\) and \(d'\) of \(H_{T}^{T} \in \mathbb{R}^{s \times d}\) and \(H_{S}^{S} \in \mathbb{R}^{s \times d'}\) does not match. A metric function \(F\) is utilized to measure the distance between teacher and student’s representation and guide the distillation process. We choose mean square error as \(F\) for our experiment. Put it together, we call the right hand side of Eq. (1) latent distillation and denotes it as \(\mathcal{L}_{Lat}^{T_g}\), where \(T_g\) indicates the pretrained teacher (i.e. the guidance \(A_{T_g}\) and \(H_{g}^{T}\) come from pretrained teacher).

**General-Enhanced Distillation** To further exploit the general data, we propose to use the finetuned teacher as a surrogate for task-specific knowledge and perform distillation over general data. And the training loss of general-enhanced distillation is defined as follows:

\[
\mathcal{L}_{GED} = \mathbb{E}_{x \sim D_g} \mathcal{L}_{Lat}^{T_f}(x),
\]

where \(\mathcal{L}_{Lat}^{T_f}\) indicates that the guidance involved in latent distillation loss comes from finetuned teacher. During general-enhanced distillation, the student is optimized by minimizing the \(\mathcal{L}_{GED}\) on general data.

One benefit of this stage is that the distillation process becomes much smoother. Comparing Eq. (2) with Eq. (1), the only change between general distillation and general-enhanced distillation is that we only replace the teacher \(T_g\) with \(T_f\) among the three components (i.e. teacher, training data, learning objective) while existing works change all of them together at the same time as shown in Figure 3.

Another benefit is that introducing finetuned teacher on general data improves the generalization of student model. As the number of task-specific samples is usually much smaller than general data, having the finetuned teacher generating hidden representations on general data can be used to compensate for the task-specific data sparsity. Those hidden representations extracted from \(D_g\) can be regarded as feature augmentation. Although there may be no task-related label information on \(D_g\), the hidden representation from finetuned teacher still contains task-specific information. Several works [17][20][24][8] succeed in using the random image augmentation to improve generalization performance for semi-supervised tasks. The empirical results on generalization gains led by general-enhanced distillation are shown in Section 4.3.

### 3.3 Task-Adaptive Distillation and Task-Specific Distillation

**Task-Adaptive Distillation** Task-adaptive distillation is introduced after general-enhanced distillation to start distillation on task-specific data. The task-adaptive distillation loss is devised as following:

\[
\mathcal{L}_{TAD} = \mathbb{E}_{x \sim D_t} \mathcal{L}_{Lat}^{T_f}(x),
\]

where \(D_t\) is the task-specific data. Student model is trained by minimizing \(\mathcal{L}_{TAD}\). Comparing Eq. (3) with Eq. (2), we see that the difference between general-enhanced distillation and task-adaptive distillation is that the training data is changed from general data to task-specific data.

The advantage of proposing the task-specific stage is two-fold. First, continuing with the philosophy of progressive distillation and pretrain-then-finetune paradigm, only the dataset is changed in this stage to smoothen the distillation. Second, as recent work [25] shows that unsupervised learning on the task-specific data before applying the supervised signal leads to improvement on downstream performance, distillation of hidden representations on task-specific data paves the way for the upcoming task-specific objective learning.
**Task-Specific Distillation**  Task-specific distillation is presented to finish the whole distillation process. Compared with the last stage, this stage includes soft-label and hard-label learning objectives. Soft-label is the logit of teacher and hard-label is the ground-truth label from the task-specific data. Specifically, the loss is computed as follows:

\[
L_{TSD} = \mathbb{E}_{(x,y) \sim D} \left( L_{Lat}^{Tf}(x) + L_{Soft}^{Tf}(x) + L_{Hard}(x,y) \right),
\]

\[
L_{Soft}^{Tf}(x) = F_1(z_{Tf}^{Tf}(x), z_{S}^{S}(x)),
\]

\[
L_{Hard}(x,y) = F_2(y, z_{S}^{S}(x)),
\]

where \( L_{TSD} \) contains three losses for distillation \( L_{Lat}^{Tf} \), soft-label \( L_{Soft}^{Tf} \) and hard-label \( L_{Hard} \). 
\( z_{Tf}^{Tf} \) and \( z_{S}^{S} \) denotes the logit of finetuned teacher and student respectively. \( y \) represents the ground-truth label from task-specific data. For supervised classification problems, we choose Kullback-Leibler Divergence \([16]\) for \( F_1 \) and cross entropy for \( F_2 \). For regression task, we choose mean square error for both \( F_1 \) and \( F_2 \).

### 3.4 Progressive Distillation Framework

The key technique for ERNIE-Tiny is to change the teacher, training data and learning objective carefully and smoothly. The whole distillation framework consists of general distillation, general-enhanced distillation, task-adaptive distillation and task-specific distillation. Overall, the student are trained using following four losses:

\[
L_{(T,D,\alpha)} = \mathbb{E}_{(x,y) \sim D} \left[ L_{Lat}^{Tf}(x) + \alpha( L_{Soft}^{Tf}(x) + L_{Hard}(x,y) ) \right] =
\begin{cases}
L_{GD}, & T = T_g, D = D_g, \alpha = 0 \\
L_{GED}, & T = T_f, D = D_g, \alpha = 0 \\
L_{TAD}, & T = T_f, D = D_t, \alpha = 0 \\
L_{TSD}, & T = T_f, D = D_t, \alpha = 1
\end{cases}
\]

where \( T \in \{ T_g, T_f \} \), \( D \in \{ D_g, D_t \} \) and \( \alpha \in \{ 0, 1 \} \). Put them together, ERNIE-Tiny presents a smoothly transited distillation framework to effectively compress a large teacher model into a significantly smaller student model. As shown in Figure 3, ERNIE-Tiny carefully designs these four stages such that only one of the three key components (i.e. training data, teacher and learning objective) changes between any two consecutive stages, while existing works \([21,11,26]\) change all three of them. The advantage of each stage is shown in the ablation studies.

### 4 Experiment

In this section, we first evaluate a 4-layer ERNIE-Tiny on English datasets and compare it with existing works. Then, we evaluate ERNIE-Tiny on Chinese datasets. After that, ablation studies and discussions are presented to analyze the contribution of each stage.

#### 4.1 Evaluation on English Datasets

##### 4.1.1 Downstream Tasks

General Language Understanding Evaluation (GLUE) benchmark \([40]\) is chosen to evaluate ERNIE-Tiny. It is a well-studied collection of NLP tasks, including textual entailment, emotion detection, coreference resolution, etc. In detail, we choose to evaluate our model in 8 tasks, namely Multi-Genre Language Inference (MNLI), Question Natural Language Inference (QNLI), Quora Question Paris (QQP), Stanford Sentiment Treebank (SST-2), Semantic Textual Similarity Benchmark (STS-b), Corpus of Linguistic Acceptability (CoLA), Recognizing Textual Entailment (RTE), and Microsoft Research Paragraph Corpus (MRPC).

##### 4.1.2 Experiment Setup

For a fair comparison, we adopt pretrained BERT\(_{base}\) checkpoint released by the author \([6]\) as pretrained teacher. BERT\(_{base}\) is a 12-layer transformer-based model with hidden size of 768 and intermediate size of 3072, accounting for 109M parameters in total, pretrained on English Wikipedia and BooksCorpus \([46]\). To obtain finetuned teachers, we finetune pretrained BERT\(_{base}\) on each task as finetuned teachers. Following existing works \([11]\), we adopt a 4-layer model with hidden size of
and intermediate hidden size of 1200 as our student. Besides GLUE as task-specific data, data (i.e. English Wikipedia and Bookscorpus) used to pretrain BERT_{base} are utilized as general data to ensure no additional resources or knowledge are involved. Recall that a finetuned teacher and general data are combined to perform distillation during GED. To adapt general data for these teacher finetuned on text pair task (i.e. MNLI, QQP, QNLI, RTE, STS-B, MRPC), we construct input pairs by sampling consecutive text pairs in general data.

4.1.3 Results on English Datasets

We compare ERNIE-Tiny with several baselines including BERT-PKD [34], DistilBERT [26], BERT-EMD [21], MobileBERT [27] and TinyBERT [11]. The results of MobileBERT, TinyBERT and BERT-EMD are quoted from their paper. As BERT-PKD and DistilBERT do not experiment with 4-layer model, we quote the results from the TinyBERT’s implementation [11]. We report test set results evaluated by the official GLUE server, summarized in Table 2. Since MiniLM [41] do not report test result on GLUE, we do not compare it. ERNIE-Tiny outperforms TinyBERT, DistilBERT, BERT-PKD, and BERT-EMD across most tasks and exceeds SOTA by 1.0% GLUE score. Compared with its teacher BERT_{base}, a 4-layer ERNIE-Tiny retains 98.0% performance while is 7.5x smaller and 9.4x faster for inference.

| Method               | Params | Speedup | MNLIm | MNLImm | QQP | SST-2 | QNLI | MRPC | RTE | CoLA | STS-B | Avg. |
|----------------------|--------|---------|-------|--------|-----|-------|------|------|-----|------|-------|------|
| BERT_{base}(T.)      | 109M   | 1x      | 84.6  | 83.4   | 71.2| 93.5  | 90.5 | 88.9 | 66.4| 52.1 | 85.8  | 79.6 |
| DistilBERT          | 52.2M  | 3x      | 78.9  | 78.0   | 68.5| 91.4  | 85.2 | 82.4 | 54.1| 32.8 | 76.1  | 71.9 |
| BERT-PKD            | 52.2M  | 3x      | 79.9  | 79.3   | 70.2| 89.4  | 85.1 | 82.6 | 62.3| 24.8 | 79.8  | 72.6 |
| BERT-EMD            | 14.5M  | 9.4x    | 82.1  | 80.6   | 69.3| 91.0  | 87.2 | 87.6 | 66.2| 25.6 | 82.3  | 74.7 |
| MobileBERT*         | 15.1M  | 8.6x    | 81.5  | 81.6   | 68.9| 91.7  | 89.5 | 87.9 | 65.1| 46.7 | 80.1  | 77.0 |
| TinyBERT            | 14.5M  | 9.4x    | 82.5  | 81.8   | 71.3| 92.6  | 87.7 | 86.4 | 66.6| 44.1 | 82.3  | 78.0 |
| ERNIE-Tiny          | 14.5M  | 9.4x    | 83.0  | 83.0   | 71.3| 93.3  | 88.3 | 88.4 | 66.6| 47.4 | 82.3  | 78.0 |

Table 2: GLUE test results that are scored by GLUE evaluation server. The state-of-the-art results are in bold. All methods adopt BERT_{base} as teacher model, excluding MobileBERT. MobileBERT* is distilled from IB-BERT, which has the same amount of parameters with BERT_{large}. The architecture of ERNIE-Tiny, BERT-EMD and TinyBERT is (L=4, d=312, df=1200), BERT-PKD and DistilBERT is (L=4, d=768, df=3072), MobileBERT is (L=24, d=128, df=512) with different transformer architecture design.

4.2 Evaluation on Chinese Datasets

Dataset 5 Chinese NLP datasets are chosen for evaluating ERNIE-Tiny, including XNLI [5] for natural language inference, LCQMC [22] for semantic similarity, ChnSentiCorp [2] for sentiment analysis, NLPCC-DBQA [4] for question answering and MSRA-NER [45] for named entity recognition. All results reported in this section are calculated by taking the average on the dev set result of 5 runs.

Result Since most of the compression models do not experiment on Chinese tasks, we reproduce TinyBERT for comparison. Both TinyBERT and ERNIE-Tiny are distilled from an strong teacher Chinese ERNIE2.0_{base} instead of Chinese BERT_{base}. It can be seen in Table 3 that ERNIE-Tiny outperforms Chinese BERT_{base}, a 4-layer ERNIE-Tiny retains 98.0% performance while is 7.5x smaller and 9.4x faster in inference time.

| Method               | Params | Speedup | XNLI | LCQMC | ChnSentiCorp | NLPPC-DBQA | MSRA-NER | Avg. |
|----------------------|--------|---------|------|-------|--------------|------------|----------|------|
| ERNIE2.0_{base}(T.)  | 109M   | 1x      | 79.8 | 87.5  | 95.5         | 84.4       | 95.0     | 88.4 |
| BERT_{base}          | 109M   | 1x      | 77.2 | 87.0  | 94.3         | 80.9       | 92.3     | 86.3 |
| TinyBERT (re.)       | 14.5M  | 9.4x    | 76.3 | 86.8  | 94.2         | 81.8       | 87.3     | 85.3 |
| ERNIE-Tiny           | 14.5M  | 9.4x    | 77.6 | 88.0  | 94.9         | 82.2       | 90.8     | 86.7 |

Table 3: Test Results of Chinese Tasks. TinyBERT on this table is reproduced by us. The teacher of TinyBERT and ERNIE-Tiny (L=4, d=312, df=1200) are set to Chinese ERNIE2.0_{base}. Both BERT_{base} and ERNIE2.0_{base} is (L=12, d=768, df=3072).

2https://github.com/pengming617/bert_classification
3http://tcci.ccf.org.cn/conference/2016/dldoc/evagline2.pdf
4https://github.com/google-research/bert
4.3 Ablation Studies

We perform ablation studies on each stage involved in ERNIE-Tiny. To better illustrate the contribution of each stage, we divide them into two categories based on the training data used: GD and GED as general distillation; TAD and TSD as task-specific distillation. Experiments in this section follow experiment setup in Section 4.1.2. All results in this section are obtained by taking the average on the dev set result of 5 runs.

Effect of General Data Based Distillation To analyze the contribution of general data, we perform ablation studies on 2 low-resource tasks MRPC/CoLA and 1 high-resource task MNLI. As general data is utilized in GD and GED, we construct 4 different settings of ERNIE-Tiny to demonstrate the effect of distilling with general data by removing 1) both GD and GED; 2) GD; 3) GED; 4) None. As shown in Table 4, removing both GD and GED significantly worsens the performance of distilled student, suggesting that general data plays an important role in distillation. Recall that the only difference between GED and GD is that GED equips a finetuned teacher model. Compared with pretrained treacher, finetuned teacher captures task-specific information and is able to extract task-specific knowledge from general data. The results show that ERNIE-Tiny without GD exceeds the one without GED by 0.4% average score, indicating that GED has a larger contribution than GD on distillation.

| Method                  | MNLI (m/mm) | MRPC | CoLA | Avg. |
|-------------------------|------------|------|------|------|
| BERT_Base (T.)          | 84.5/84.6  | 86.8 | 61.3 | 79.3 |
| ERNIE-Tiny              | 83.0/83.0  | 86.9 | 50.0 | 75.7 |
| w/o GD                  | 83.0/83.0  | 86.4 | 49.1 | 75.4 |
| w/o GED                 | 82.4/82.4  | 86.1 | 49.2 | 75.0 |
| w/o GDD&GED             | 63.9/63.6  | 68.9 | 23.5 | 55.0 |

Table 4: Ablation study on distillation with general data on development set. (T.) denotes the teacher model.

Effect of Task-specific Data Based Distillation To demonstrate the effectiveness of distillation on task-specific data, we vary the training process when performing distillation on task-specific data and summarize the results in Table 5. The results show that solely removing TAD consistently leads to a performance drop across all tasks. Note that TAD only differs from TSD in that TAD has only $L_{Lat}$ involved while the loss in TSD comprises $L_{Lat}$, $L_{Soft}$ and $L_{Hard}$. The results verify that the transition smoothing brought by TAD is crucial to the effectiveness of distillation. We then remove distillation on task-specific data entirely (i.e. TAD and TSD) and only finetune student of task-specific data, and find significant performance degradation. This indicates that distillation on task-specific data is non-negligible.

| Method                  | MNLI (m/mm) | MRPC | CoLA | Avg. |
|-------------------------|------------|------|------|------|
| BERT_Base (T.)          | 84.5/84.6  | 86.8 | 61.3 | 79.3 |
| ERNIE-Tiny              | 83.0/83.0  | 86.9 | 50.0 | 75.7 |
| w/o TAD                 | 81.2/81.5  | 86.3 | 37.4 | 71.6 |
| w/o TAD&TSD + FT        | 80.7/81.2  | 79.8 | 0.0  | 60.4 |

Table 5: Ablation study on distillation with task-specific data. FT denotes finetuning model directly. The MCC of CoLA is 0 * means no better than random prediction.

Effect of Student Capacity To illustrate the effect of the student model size, we enlarge the size of the student model to have the same size as the teacher model. As shown in Table 6, an ERNIE-Tiny with the original model size can exceed the teacher by 0.8% average score.

| Method                  | MNLI (m/mm) | MNLI (mm) | RTE | MRPC | CoLA | Avg. |
|-------------------------|------------|-----------|-----|------|------|------|
| BERT_base ($L=12; d=768; d_f=3072$) (T.) | 84.5 | 84.6 | 69.7 | 86.8 | 61.3 | 77.4 |
| ERNIE-Tiny ($L=4; d=312; d_f=1200$) | 83.0 | 83.0 | 66.8 | 86.9 | 50.0 | 73.9 (-3.5) |
| ERNIE-Tiny ($L=12; d=768; d_f=3072$) | 84.6 | 84.9 | 72.3 | 87.3 | 62.1 | 78.2 (+0.8) |

Table 6: Ablation study on student capacity. (T.) is the teacher model.

4.4 Discussion

In this section, we analyze how general-enhanced distillation benefits the effectiveness of distillation. Experiments in this section follows the setup in Section 4.1.2. All results are obtained by taking the average on the dev set results of 5 runs.

General Data as Supplement to Task-specific Data ERNIE-Tiny transfers task-specific knowledge from finetuned teacher over general data to student model in GED, while it transfers task-specific knowledge over task-specific data in TAD and TSD. General data in GED can be regarded as a supplement to task-specific data. The effect of additional data should be more significant on low-resource tasks. To illustrate this, we vary the task-specific dataset size of MNLI, QNLI, and QQP tasks to 1%,
| proportion | MNLI | QNLI | QQP |
|------------|------|------|------|
| 1%         | 3927 | 1047 | 3638 |
| 10%        | 3927 | 1047 | 3638 |
| 50%        | 1963 | 5237 | 181925 |

Table 7: Number of labeled data.

| Method | MNLI | SNLI | RTE |
|--------|------|------|------|
| GD+GED+TSD | 81.2 | 75.9 | 65.7 |
| GD+TAD+TSD | 82.4 | 70.9 | 52.8 |
| GD+TSD    | 80.8 | 63.6 | 47.3 |

Table 8: Accuracy on out-of-domain datasets.

10%, and 50% of the original size, the resulting data sizes are listed in Table 7. Then we finetune BERT\textsubscript{base} to obtain finetuned teacher and perform distillation on student model with the finetuned teacher for each configuration. Results are presented in Table 9 from which we can see that the gain from GED is more significant when less task-specific data is used.

**Generalization Gain by GED** Besides its benefits on low-resource tasks, GED can also be considered as a stage to improve the generalization of the student, as it allows the student to capture task-specific knowledge on a much larger dataset. Several works [17, 28, 24, 8] succeeded in using random image augmentation to improve generalization performance for semi-supervised tasks. Similarly, at this stage, the hidden representation information still contains task-specific data distribution information, which can be used to compensate for the sparse task data and augment the feature representations. This leads to improving the generalization of the student model. To show that, we first distill ERNIE-Tiny on MNLI and then evaluate it on out-of-domain datasets including SNLI [2] and RTE. As RTE is a 2-class classification task while MNLI is a 3-class classification task, we simply drop the “neural” and take argmax of “entailment” and ”not entailment” when calculating accuracy on RTE. As shown in Table 8, experiment with GED exceed those without GED by a large margin. In particular, although removing one of GED or TAD results in similar MNLI accuracy, the experiment with GED significantly outperforms the one without GED on all out-of-domain datasets, demonstrating the generalization benefit led by GED. Another interesting observation is that adding TAD can also be beneficial to the generalization of the student.

### 5 Conclusion

In this paper, we propose a progressive distillation framework ERNIE-Tiny to compress PLMs. Four-stage distillation is introduced to smooth the transition from pretrain distillation to finetune distillation. In particular, general-enhanced distillation employs finetuned teacher to deliver enhanced knowledge over general data to student model, boosting the generalization of student model. Task-adaptive distillation further smooths transition via carefully designed learning objectives. ERNIE-Tiny distilled from BERT\textsubscript{base} retains 98% performance with 9.4x faster inference speed, achieving SOTA on GLUE benchmark with the same amount of parameters. Our 4-layer ERNIE-Tiny distilled from Chinese ERNIE2.0\textsubscript{base} also outperforms 12-layer Chinese BERT\textsubscript{base}. Our work didn’t apply larger unlabeled general data such as C4 [25]. More efficient data utilization is left for future work.

### 6 Broader Impact

Pretrained language models have recently achieved great success on a variety of natural language processing tasks. However, their enormous number of parameters lead to high storage and computational demands, bringing challenges to deploying and serving them on real-life applications. Our work targets on addressing this problem by compressing large pretrained model into a significantly smaller and faster student model while maintaining accuracy. On the one hand, Inferencing with compressed model can significantly reduce GPU hours required, energy consumption and carbon dioxide emissions. On the other hand, our method relaxes the requirement on high-end GPU for low-latency inference and allows them to run on low-resource devices. The relaxation also benefits researchers with fewer computational resources.
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A Appendix

A.1 Implementation Details

Table 11 gives the detailed hyper-parameter used in our ablation experiment on GLUE tasks, the GED stage takes about 2 days on 4 16g-V100, while the computation cost for other tasks no more than 1 day. Hyper-parameter for our chinese results is listed in Table 11.
| Hyper parameter | MNLI, QQP, QNLI | RTE, SST-2, STS-b | CoLA |
|-----------------|-----------------|------------------|------|
| **GED**         |                 |                  |      |
| batch size      | 1280            |                  |      |
| learning rate   | 2e-4            |                  |      |
| training steps  | 500K            |                  |      |
| optimizer       | Adam            |                  |      |
| warmup steps    | 500             |                  |      |
| dropout rate    | 0.              |                  |      |
| **TAD**         |                 |                  |      |
| batch size      | 256             | 128              | 128  |
| learning rate   | 5e-5            | 5e-5             | 5e-5 |
| epoch           | 5               | 10               | 50   |
| optimizer       | Adam            |                  |      |
| warmup proportion| 0.1            |                  |      |
| dropout rate    | 0.              |                  |      |
| **TSD**         |                 |                  |      |
| batch size      | 256             | 128              | 128  |
| learning rate   | 1e-5            | 3e-5             | 3e-5 |
| epoch           | 3               | 3                | 3    |
| optimizer       | Adam            |                  |      |
| warmup proportion| 0.1            |                  |      |
| dropout rate    | 0.              |                  |      |

Table 10: Hyper-parameter for ablation studies on GLUE tasks

| Hyper parameter | XNLI | chnsenticorp | msra-ner | lcqmc | dbqa |
|-----------------|------|--------------|----------|-------|------|
| **GED**         |      |              |          |       |      |
| batch size      |      |              |          |       |      |
| learning rate   |      |              |          |       |      |
| training steps  |      |              |          |       |      |
| optimizer       |      |              |          |       |      |
| warmup steps    |      |              |          |       |      |
| dropout rate    |      |              |          |       |      |
| **TAD**         |      |              |          |       |      |
| batch size      | 256  | 128          | 256      | 128   | 128  |
| learning rate   | 5e-5 | 5e-5         | 5e-5     | 5e-5  | 5e-5 |
| epoch           | 5    | 10           | 5        | 10    | 50   |
| optimizer       | Adam |              |          |       |      |
| warmup proportion| 0.1  |              |          |       |      |
| dropout rate    | 0.   |              |          |       |      |
| **TSD**         |      |              |          |       |      |
| batch size      | 256  | 128          | 256      | 128   | 128  |
| learning rate   | 1e-5 | 3e-5         | 1e-5     | 3e-5  | 3e-5 |
| epoch           | 3    | 3            | 3        | 3     | 3    |
| optimizer       | Adam |              |          |       |      |
| warmup proportion| 0.1  |              |          |       |      |
| dropout rate    | 0.   |              |          |       |      |

Table 11: Hyper-parameter for chinese experiment