Construction of a Video Dataset for Face Tracking Benchmarking Using a Ground Truth Generation Tool
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ABSTRACT

In the current generation of smart mobile devices, object tracking is one of the most important research topics for computer vision. Because human face tracking can be widely used for many applications, collecting a dataset of face videos is necessary for evaluating the performance of a tracker and for comparing different approaches. Unfortunately, the well-known benchmark datasets of face videos are not sufficiently diverse. As a result, it is difficult to compare the accuracy between different tracking algorithms in various conditions, namely illumination, background complexity, and subject movement. In this paper, we propose a new dataset that includes 91 face video clips that were recorded in different conditions. We also provide a semi-automatic ground-truth generation tool that can easily be used to evaluate the performance of face tracking systems. This tool helps to maintain the consistency of the definitions for the ground-truth in each frame. The resulting video data set is used to evaluate well-known approaches and test their efficiency.

Key words: Face Tracking, Ground-truth, Face Video Dataset.

1. INTRODUCTION

The face is one of the most important components of the human body, for visually discriminating one human subject from another. Therefore, face detection, face recognition and face tracking are essential in many human-machine interaction systems. Face tracking is a difficult task in computer vision and in other fields, because the appearance of a face is affected by a number of factors, including identity, face pose, illumination, facial expression, age, occlusion, and facial hair [1].
Thus far, many face tracking techniques have been proposed, and shown to be successful in several video clips [2]-[4]. However, previously proposed tracking algorithms usually use their own datasets to show their performance. Therefore, it is very difficult to find out the most powerful approach when their performances were evaluated by different video data, collected from different environments and conditions. This leads to the necessity of developing such a database that can cover various conditions.

The background color, the movements of camera and subjects always affect the performance of tracking algorithms directly. The illumination absolutely has many effects on the conventional image processing techniques. Even though nowadays the illumination is easy to handle by using some powerful preprocessing algorithms, it cannot be missed in any kind of image or video dataset. In the face tracking process, especially in the tracking process for face recognition system, the performance of tracking algorithms for one subject and multiple subjects are quite different in both accuracy and processing time. Therefore, we proposed a dataset that can cover the conditions of illumination changes, background color, camera movements, subject movements and number of faces.

Currently no diverse dataset has been established to compute the accuracy precisely, and compare the performance of different approaches, in regards to face tracking. Many tracking algorithms only exhibit good performance in simple conditions, and cannot deal with specific circumstances [5]-[8]. However, most of the well-known datasets only include videos with simple motion of the head, or focus on only one condition, corresponding to some features for specific algorithms [9]-[11]. This limitation makes it hard to evaluate how well a tracking algorithm can perform. A face tracking application must present an invariant ability against some variant features, such as illumination, subject movement, number of faces and background complexity. For the evaluation of the face tracking algorithms, we need to define the ground-truth of a face. In the previous datasets, only a few of them included ground-truth information, which defines the face location. Since ground-truth generation requires many manual expressions, and every video contains thousands of images, it is very time-consuming and error-prone. Furthermore, all manual specifications are also user-dependent: two individuals analyzing the same scene may (and probably will) produce different ground-truth data [12]. Therefore, a ground-truth generation tool is necessary, for the consistency of evaluation of face tracking algorithms. Most of the ground-truths for the facial video database are generated manually, without any frameworks. We believe that a semi-automatic ground-truth generation tool incorporating a face detector can help resolve the problem of being time-consuming and error-prone.

In this paper, we propose a new face video database that contains more than 90 videos. Our database is clearly classified into different conditions of illumination, background complexity, human subject movement and camera movement. By using this data, we can easily identify the advantages and disadvantages of a face tracking algorithm. We also construct a tool to generate ground-truth information for every video frame, to easily evaluate the performance of face tracking systems. The tool can be integrated with a face detection algorithm, to generate answer sets for the evaluation, according to the definition of faces in a video frame.

The remainder of this paper is organized as follows. Section 2 briefly describes the main approaches of face tracking, the requirements for a facial video database, and well-known datasets. Section 3 presents how the proposed database is classified according to conditions. Section 4 describes the data collection, and the characteristics of face videos. Lastly, we present the generation of ground-truth in section 5, and the conclusion in section 6.

2. RELATED WORK

Currently, there are two main approaches for face tracking techniques. The first one is tracking the facial features, such as lips, eyebrows and eyelids, to construct a model of the head pose [5], [6], [18]. However, this type of tracking cannot achieve a good performance, since some facial features are occluded, when only one side of the face is shown. Furthermore, various types of head motions will affect the accuracy of these tracking algorithms. The second approach is to define the location of the facial area, based on the skin color of faces [7], [8], [19]. This can deal with fast movements, occlusion and scale variation. However, the tracking result will fail when the background color is similar to the color of facial skin. For example, Fig. 1 illustrates the failure cases of the CAMSHIFT algorithm, which uses skin color as the features of faces [7]. Nowadays, several robust particle filter-based tracking algorithms were proposed to deal with various kinds of conditions and solve the problems of conventional approaches well [21], [22]. Therefore, many conditions, such as subject movement, camera movement, background and illumination should be considered, due to the fact that the performances of many face tracking algorithms are affected by these conditions.

Fig. 1. Two failure cases of CAMSHIFT

Many databases have been produced for object tracking. The PETS’2001 dataset was constructed to evaluate the tracking of moving people and vehicles [10]. The M2VTS
includes hundreds of face videos from 37 human subjects, without challenges of illumination changes and background color [11]. The UO face video database contains videos collected from different illumination conditions and different cameras [9]. However, it does not deal with the challenge of camera movements, the various movement styles of human subjects, or the background color. The data set proposed by FIPA was collected from various sources, such as TV series, webcam recordings, Youtube and surveillance camera networks [13]. However, this data was not clearly classified into conditions for evaluating the performance of face tracking algorithms in some specific cases. Therefore, we proposed a dataset that can cover the conditions of illumination changes, background color, camera movements and subject movements. The ground-truth data are also provided, to evaluate the performance of tracking algorithms, and find out their limitations.

In recent years, there have been several efforts to evaluate object tracking. Li et al. attempted to solve the problem of evaluating a football players tracking system [14]. They introduced three measurements of “spatio-temporal evaluation of Identity tracking”, “spatial evaluation of Category tracking” and “temporal evaluation of Category tracking” to evaluate the spatial and temporal accuracy of the tracker’s output. However, some basic types of error in multiple object tracking, such as the false positive tracking and overlap, were not considered. Nghiem et al. presented 8 metrics, to evaluate object detection, localization and tracking performance [15]. There are many dependencies between separate metrics, so that only a combination of several metrics can be used to evaluate the performance of an algorithm. For example, they used the “tracking time” metric, “object ID persistence” metric and “object ID confusion” metric for evaluating object tracking algorithms, since any one of these three metrics cannot be meaningful by itself. Smith et al. attempted to provide several metrics to measure multiple objects tracking performance: 5 for measuring object configuration errors, and 4 for measuring inconsistencies in object labeling over time [16]. Bernardin and Stiefelhagen made an enhancement of Smith’s work, by introducing only two metrics, to allow for the objective comparison of tracker characteristics [17]. However, their metrics are complicated, and only accordant with multiple object tracking. Our dataset with a large number of single face videos, is consistent with only one metric, and is similar to the “Coverage Test” metric provided by Smith et al. in [16].

3. CLASSES OF CONDITIONS

There are many factors that affect the performance of a face tracking system. These factors need to be considered as the conditions of face videos, to investigate the advantages and disadvantages of a system. Therefore, we propose a dataset based on the number of faces in a frame, subject movement, camera movement, background complexity and illumination.

3.1 Number of faces

We first divide the dataset into single face videos and multiple face videos. In single face videos, only one human subject is captured. The multiple face videos can contain more than one human subject in every video frame. Most of the techniques for face tracking focus on the problem of tracking a single detected face. Multiple face tracking is much more difficult, because it needs to track many targets simultaneously, and ensure that the processing time is acceptable for a real time mobile application. We limit the number of faces up to 4, to avoid misdetection and confusion during the tracking process. If there are too many faces, each face size will be too small, and this makes detection difficult. It will also not have enough space for each subject movement, making it hard to evaluate tracking performance.

3.2 Movements

The movements of subjects and camera are the most important factors in any object tracking system. Also, a different style and speed of movements can affect the performance of the same tracking algorithm. In our database, the subject movements include scaling, rotation-out-plane and simple movement. Scaling is the movement of a face from near to far from the camera, while keeping it parallel to the camera, so that the face size is changed. Rotation-out-plane is yaw and pitch movement, as described in Fig. 2. The rotation of the head following axis x is pitch, and y is yaw. In the simple movement case, human subjects move their head in a plane parallel to the camera, and keep the distance between that plane and the camera unchanged. This kind of movement was described as a small degree of rotation or translation less than 30 degree of angle. The camera movement includes translation and rolling (rotation-in-plane). Translation is the movement of the camera from left to right, and up and down, while keeping it parallel to the faces. Rolling is the rotation of the camera in the range of 90 degrees.

Fig. 2. Rotation-out-plane: Yaw and Pitch
3.3 Background

We divide the background condition into simple background and complex background. Due to the fact that many face tracking algorithms use the information of skin color, we define a complex background as a background having a similar color to the skin color of the human face. This complex background is totally different from a simple background, which can easily be discriminated from the human face.

3.4 Illumination

Illumination changes not only affect the performance of face tracking but also affect face detection and face recognition. In our data, we consider backlit, variant illumination and simple illumination. Backlit is the case where the background illumination is too bright, and the subject illumination is too dark. In the variant illumination videos, the illumination changes from dark to bright, and vice versa. The simple illumination is demonstrated by an indoor environment that is not too bright or dark.

3.5 Structure of conditions

For the single face videos that have complex background, we consider only the normal illumination condition, because it is very difficult to track a face with special luminance on a complex background. The main videos of our dataset are the videos that have a single face, simple background and normal illumination. The video clips with these conditions are the easiest case for any tracking algorithm, so that the number of these video clips need to be much more than any other cases, to validate consistent performance. There is no priority for 5 types of movements (3 types of head movement and 2 types of camera movement). Fig. 3 and Fig. 4 describe the classification of conditions for single face video and multiple faces video, respectively.

Table 1. Video Types

| Conditions                                                                 | Names          |
|---------------------------------------------------------------------------|----------------|
| 1 Single face, simple background, normal illumination, simple movement    | Simple         |
| 2 Single face, simple background, normal illumination, rotation-out-plane | Simple ROT     |
| 3 Single face, simple background, normal illumination, scaling            | Simple Scale   |
| 4 Single face, simple background, normal illumination, translation        | Simple Translation |
| 5 Single face, simple background, normal illumination, rotation-in-plane (rolling) | Simple RIT |
| 6 Single face, simple background, backlit, simple movement                | Backlit        |

4. VIDEO DATA COLLECTION

In this section, we explain some features of the collected video data, and show some examples of conditions. The video data were collected in mp4 format with a resolution of 640x480, by using the 8M camera of a Samsung Galaxy S II device. The length of each video is 10 to 15 seconds, with 30 frames per second. The whole video dataset was captured from 26 volunteer students in Chonnam National University. Most of the volunteers are Asian students with similar skin color. There are 4 conditions that need to be considered in this database, including the number of faces, subject and camera movement, background, and illumination. However, it is not necessary to include all of these conditions in a video clip. We only consider the 14 combinations of conditions listed in Table 1.

The video clips we collected according to the conditions are described in Table 2. Since the videos with conditions of single face, simple background and normal illumination are the main part of our dataset, we collected 60 videos to cover this combination of conditions, and 12 videos for each type of movement. This dataset can be accessed at http://sclab.cafe24.com/publications.jsp.
Table 2. Single Face Video

|               | Simple Background | Complex Background |
|---------------|-------------------|--------------------|
| Illumination  | Normal            | Backlit            | Variant | Normal    |
| Scaling       | 12 N/A            | 12 N/A             | 12 N/A  | 3         |
| Yaw-Pitch     | 12 N/A            | 12 N/A             | 12 N/A  | 3         |
| Simple        | 12 3              | 12 3               | 12 3    | 3         |
| Movement      |                   |                    |         |           |
| Translation   | 12 N/A            | 12 N/A             | 12 N/A  | 3         |
| Rolling       | 12 N/A            | 12 N/A             | 12 N/A  | 3         |
| Total         | 60 3 3 3         |                    | 15      |

Fig. 5 presents a video example of a Simple video. Fig. 6 illustrates the Simple ROT video. Fig. 7 shows an example of Simple Scale. Fig. 8 is Simple Translation, and Fig. 9 is Simple RIT.
For the backlit and variant illumination, we only consider the condition of simple background and simple movement, to avoid abnormal cases. 3 videos for each case are collected. Fig. 10 describes an example of the backlit case. Fig. 11 is an example of the variant illumination case. In these kinds of videos, a human subject moves from a dark region to a bright region, where the illumination is slowly changed; or the light was turned on and off, where the illumination is changed suddenly.

Table 3. Multiple faces video

| Subject Movement | Camera Movement |
|------------------|-----------------|
| Simple           | Simple          |
| Normal           | Normal          |
| **Number of videos** | **6** | **4** |

The complex background only appears with single face and normal illumination, but all of the movement styles are included. Fig. 12 shows an example of complex background video with scaling movement. We collected 15 videos that have a complex background, and 3 videos for each type of movement, as shown in Table 2. We collected 13 videos for multiple faces with the conditions of simple background and normal illumination, as described in Table 3. In these multiple face videos, the human subjects are allowed free movements. Fig. 13 presents an example of Multiple Head video, and Fig. 14 is a Multiple Camera video.

We defined a rule for name tagging, to easily access the video database. Every video file name has to follow this tagging rule:

[number of faces]_[type of background]_[type of illumination]_[type of movement][video number].mp4
where, [number of faces] can be ‘single’ for single face video, and ‘multiple’ for multiple faces video. [type of background] can be ‘s’ for simple background, and ‘c’ for complex background. [type of illumination] can be ‘n’ for normal illumination, ‘b’ for backlit, and ‘v’ for variant illumination. For example, the first video which has a single face, simple background, normal illumination and simple movement, will have the name: ‘single_s_n_simple1.mp4’.

Table 4. Video Name Tagging Rule

| Conditions                  | Notations |
|-----------------------------|-----------|
| Single face                 | single    |
| Multiple faces              | multiple  |
| Simple background           | s         |
| Complex background          | c         |
| Normal illumination         | n         |
| Backlit                     | b         |
| Variant illumination        | v         |

5. FACE TRACKING EVALUATION

We generated ground-truth data for every frame of videos, to compute the accuracy of the face tracking algorithm. The ground-truth is a bounding box containing the face area as accurately as possible, and must be largely independent of hairstyles, hats and glasses. Therefore, in our dataset, we defined ground-truth as a bounding box in which the lower limit should be the chin, the upper limit should be the end of the forehead, and the limits on each side should be the cheeks excluding the ears. Fig. 15 describes an example of ground-truth for a face.

The ground-truth of different images can be of different size and shape, due to the different poses of the human face. However, we believe that our definition of ground-truth is objective, so that it can guarantee that all of the most informative features of the human face are included in the ground-truth, for all cases. It is a very time consuming and error-prone process to generate this kind of ground-truth manually. The manual method also generates an unstable result, and it is hard to evaluate the performance of a face tracking system precisely. Therefore, a semi-automatic tool is necessary, to redress the weak points of the manual method. This kind of tool also helps users to analyze exactly which cases are difficult for tracking.

We developed a ground-truth generation tool to detect faces frame by frame, and adjust the bounding boxes manually in mis-detected frames, as shown in Fig. 16. Users can handle a mouse, to draw a new bounding box on the image. A face detector can be collaborated to generate the ground-truth, according to the user’s definition of ground-truth. For example, for our experiments we employed a Haar features-based face detector [20]. The ground truth tool first detects faces in frames, and generates information of the bounding box of faces. This bounding box can be adjusted, and the modified information is updated. The information of ground-truth in each video is stored automatically in a text file, with the following format:

Frame number: xmin, ymin, width, height

where, xmin and ymin are the coordinates of the top-left point of the ground-truth rectangle.

Fig. 15. Example of ground-truth

Fig. 16. Adjusting Ground-truth

Fig. 17 describes the whole process of this tool. At first, an input video is split into frames. After that, the ground-truth of the face area is detected automatically, frame-by-frame. The detected ground-truth is drawn on the original frame image, and stored separately in another image file. Ground-truths of the same video are saved in the same information text file, and they are sorted in ascending order from frame number 1. Another text file, called failed-file, is generated to identify misdetection frames. If a frame does not have enough ground-truth in the information text file, its frame number will appear in failed-file. Ground-truths are adjusted or modified, by re-drawing the bounding box. When saving a re-drawn image, this program also deleted the old ground-truth in the information text file (if necessary), and recorded the new information, following the re-drawn bounding box.
We used our dataset for evaluating two of the most common face tracking algorithms: CAMSHIFT, and Color-based Particle Filter. CAMSHIFT is a well-known technique that iteratively shifts the tracked window up to the peak of a back projected probability distribution image, computed from the face region’s colors [7]. Color-based Particle Filter generates object hypotheses, and verifies them using a color histogram [8].

To measure the accuracy of the tracking algorithms, we used the value \( f \), which is a combination of precision and recall. Given \( S_R \) is the area of the tracking result, \( S_G \) is the area of ground-truth and \( M \) is the intersection of \( S_R \) and \( S_G \), the precision, recall and \( f \) value are computed as below

\[
\text{Precision} = \frac{M}{S_R} \quad (1) \\
\text{Recall} = \frac{M}{S_G} \quad (2) \\
f = \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (3)
\]

Recall measures how much the ground-truth is covered by the tracker’s output. It takes value from 0 (no overlap), to 1 (full overlap). Precision measures how much the tracker’s output is covered by the ground-truth. A high value of \( f \) determines a good tracking result. It is consistent that \( f \) is only high, when both precision and recall are high.

Table 5 and Table 6 present the average accuracy of these methods for each type of video in our dataset, by computing the value \( f \) in equation (3).

| Table 5. Tracking performance of CAMSHIFT |
|------------------------------------------|
| **Simple Background** | **Complex Background** |
| Illumination | Normal | Backlit | Variant | Normal |
| Scaling | 0.82 | N/A | N/A | 0.69 |
| Yaw-Pitch | 0.73 | N/A | N/A | 0.62 |
| Simple Movement | 0.81 | 0.58 | 0.52 | 0.67 |
| Translation | 0.86 | N/A | N/A | 0.71 |
| Rolling | 0.78 | N/A | N/A | 0.66 |

Since CAMSHIFT and Color-based Particle Filter used the color information of face skin for tracking, their results are very similar. By using the complex background videos in our dataset, we can find out the drawback of these two methods. Fig. 18 and Fig. 19 demonstrate that they failed when the background color is similar to the color of facial skin. The red rectangle is the tracking result, and the green one is the ground-truth.

| Table 6. Performance of Color-based Particle Filter |
|-----------------------------------------------|
| **Simple Background** | **Complex Background** |
| Illumination | Normal | Backlit | Variant | Normal |
| Scaling | 0.85 | N/A | N/A | 0.76 |
| Yaw-Pitch | 0.79 | N/A | N/A | 0.65 |
| Simple Movement | 0.88 | 0.62 | 0.6 | 0.7 |
| Translation | 0.88 | N/A | N/A | 0.76 |
| Rolling | 0.82 | N/A | N/A | 0.69 |

![Fig. 18. Failure cases of CAMSHIFT](image-url)
The performances of CAMSHIFT and Color-based Particle Filter are not good, even on a simple background. Sometimes, they shifted to the neck region of the human subject, as shown in Fig. 20, because this region has the same color as the face.

As described in Table 5 and Table 6, the accuracy of CAMSHIFT and Particle Filter for Yaw-Pitch movement is always the lowest, compared to other types of movement with the same condition. Therefore, we can consider that tracking the side view of face is also a drawback of these conventional color-based tracking algorithms. Fig. 22 describes the tracking performance of Particle Filter for Yaw-Pitch movement.

None of the checked algorithms can handle illumination conditions. It seems that a pre-processing step is necessary to improve the image quality, before applying tracking algorithms. Fig. 22 demonstrates the performance of the Color-based Particle Filter in a backlit video.

Table 7 demonstrates the characteristics of several well-known face databases [9], [13], [11], and our proposed dataset. Only UO database and our dataset contain the videos collected from different illumination conditions. The background complexity was not ever considered as a video condition in the other databases, even though it can affect the performance of tracking algorithms, as we showed. Our proposed dataset and the FIPA database can be used for evaluating multiple face tracking algorithms.

### 6. CONCLUSION

In this paper, we proposed a new dataset for face tracking applications, and showed the accuracy of the dataset, using some well-known face tracking algorithms. The main purpose of this paper is to provide a database for evaluating different face tracking algorithms, in different conditions of background, illumination and movement. Our dataset is diverse enough to find out the advantages and drawbacks of tracking systems. We also developed a ground-truth generation tool that produces answer sets frame-by-frame, to establish an easy way for computing the accuracy of tracking algorithms.

For future work, we will generate additional videos with the condition of movement speed, to check the power of some new algorithms. The 3D pose is also an important factor of face tracking. We will include further video clips considering 3D pose, with other features for the advanced algorithms to evaluate and analyze. In addition, we will propose a new algorithm, to compensate for the drawbacks of the previously proposed tracking algorithms.
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