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Abstract

Visual Emotion Analysis (VEA) is attracting increasing attention. One of the biggest challenges of VEA is to bridge the affective gap between visual clues in a picture and the emotion expressed by the picture. As the granularity of emotions increases, the affective gap increases as well. Existing deep approaches try to bridge the gap by directly learning discrimination among emotions globally in one shot. They ignore the hierarchical relationship among emotions at different affective levels, and the variation in the affective level of emotions to be classified. In this paper, we present the multi-level dependent attention network (MDAN) with two branches to leverage the emotion hierarchy and the correlation between different affective levels and semantic levels. The bottom-up branch directly learns emotions at the highest affective level and largely prevents hierarchy violation by explicitly following the emotion hierarchy while predicting emotions at lower affective levels. In contrast, the top-down branch aims to disentangle the affective gap by one-to-one mapping between semantic levels and affective levels, namely, Affective Semantic Mapping. A local classifier is appended at each semantic level to learn discrimination among emotions at the corresponding affective level. Then, we integrate global learning and local learning into a unified deep framework and optimize it simultaneously. Moreover, to properly model channel dependencies and spatial attention while disentangling the affective gap, we carefully designed two attention modules: the Multi-head Cross Channel Attention module and the Level-dependent Class Activation Map module. Finally, the proposed deep framework obtains new state-of-the-art performance on six VEA benchmarks, where it outperforms existing state-of-the-art methods by a large margin, e.g., +3.85% on the WEBEmo dataset at 25 classes classification accuracy.

1. Introduction

Visual Emotion Analysis (VEA) is a high-level abstraction task, which aims to recognize the emotion induced via visual content. Recently, it raises more and more research attention due to the trend that social network users become more likely to express their opinions and emotions via visual content. VEA has many practical applications, such as opinion mining [27], business intelligence, entertainment assistant [32] and personalized emotion prediction [31].

One of the biggest challenges of VEA is to bridge the affective gap between pixel-level information and the high-level emotion semantics [10, 29, 32]. To bridge the affective gap, the key is to extract discriminative features [30]. Recent efforts have been devoted to improving the discrimination of learned features for fine-grained emotion classification in one shot globally, i.e., learning one discriminative feature through one global classifier [16, 28, 30, 34].

However, as the granularity of emotions increases, the affective gap becomes larger because of the higher affective level, described by the arrow in Fig. 1, making the global learning in one shot difficult and unreliable. In this work, we try to disentangle the affective gap into several smaller steps. Instead of merely learning the discriminative feature for fine-grained emotions globally, we introduce an extra top-down branch to learn level-wise discrimination. Specifically, we append a local classifier at each semantic level of the top-down branch and each of the local classifiers concentrates on learning the discrimination among emotions at a particular affective level. In this paper, the term ‘local’ is equivalent to ‘level-wise’, since both of them refer to a particular affective level in an emotion hierarchy. The above-mentioned setting for the top-down branch is based on an assumption that there is a correlation between differ-
ent semantic levels and affective levels, namely, Affective Semantic Mapping. Feature maps extracted from CNN can have different semantic levels. While feature maps at lower semantic levels are spatially fine but semantically weak, those at higher semantic levels are spatially coarse but semantically strong [8]. Properly leveraging the trade-off between spatial richness and semantic strongness for classifying emotions at different affective levels is the key idea of Affective Semantic Mapping. To verify the assumption, we examined a series of mapping settings shown in Fig. 2.

Furthermore, most attention-based VEA methods extract one attended feature either based on the final feature map computed from the backbone [16, 30] or by directly concatenating multi-level features into one [28] without disentangling the multi-level information in a level-wise manner. On the one hand, only considering the final feature map ignores low-level features, which are crucial for emotions classification [9, 15, 29], and can only perceive spatial features at very a limited scale. On the other hand, trivial concatenation of multi-level feature maps may lead to negative interference between feature maps from different semantic levels. As a result, the capability of existing methods for classifying fine-grained emotions is limited.

To address the above problems, we propose a novel deep framework based on Feature Pyramid Network (FPN) [8], called as multi-level dependent attention network (MDAN), for fine-grained emotion classification, which is illustrated in Fig. 3. It consists of two branches. The bottom-up branch classifies emotions at the highest affective level globally and largely prevents hierarchy violations by explicitly following emotion hierarchies. The top-down branch disentangles the affective gap through several local classifiers. It focuses on learning discriminative representations at each semantic level for emotions at the corresponding affective level. The two branches are optimized simultaneously. Moreover, to leverage channel dependencies and spatial attention while disentangling the affective gap, we introduce two new attention modules, named Multi-head Cross Channel Attention (MHCCA) and Level-dependent Class Activation Map (L-CAM). They are appended at each semantic level of the top-down branch. For MHCCA, we refine and abridge multi-head attention mechanism [21], and extend it from modeling pixel interdependencies [2, 4, 18, 19, 22] into exploring channel attribute dependencies between feature maps at adjacent levels, Cross Attention. For L-CAM, it is similar to CAM proposed in [33] but we leverage the subordinate relationship between emotions at adjacent affective levels. Specifically, the computed attention map is subject to the prediction results from the former affective level.

Our contributions are summarized as follow: First, we provide a new perspective for VEA, which is to disentangle the affective gap by learning the level-wise discrimination. We study the Affective Semantic Mapping to achieve this. Second, We propose a novel multi-level dependent attention network consisting of two branches, classifying emotions both globally and locally in a simultaneous manner. Two new attention modules: the MHCCA module and the L-CAM module are appended at each semantic level to select important channel attributes and to highlight spatial details for each affective level. Finally, the proposed deep framework obtains new state-of-the-art performance on six VEA benchmarks, where it outperforms existing state-of-the-art methods by a large margin, e.g., +3.85% on WEBEmo, and +2.07% on Emotion-6 at classification accuracy.

2. Related Work

2.1. Emotion Models from Psychology

Psychologists mainly employ two kinds of emotion representation models to measure emotion: categorical emotion states (CES) and dimensional emotion space (DES) [32]. CES models classify emotions into a few basic categories while DES models employ continuous 2D, 3D, or higher dimensional Cartesian space to represent emotions, such as valence-arousal-dominance (VAD). In this paper, we mainly focus on CES for its superiority in understandability and popularity compared with DES. The simplest CES model is binary positive and negative, which is too coarse-grained. Some relatively fine-grained emotion models are designed, such as Ekman’s six emotions (anger, disgust, fear, happiness, sadness, surprise) [5] and Mikels’s eight emotions (amusement, anger, awe, contentment, disgust, excitement, fear, and sadness) [11]. These CES models can be expressed in a two-level tree hierarchical grouping. With the development of psychological theories, categorical emotions are becoming increasingly diverse and fine-grained. Parrott [13] proposed a three-level tree hierarchical grouping, which represents emotions with primary, secondary, and tertiary categories, illustrated in Fig. 1. To fairly examine the improvement brought by invoking emotion hierarchy information, we selected six benchmark datasets that covered all aforementioned CES models.
2.2. Visual Emotion Analysis

Existing attention-based deep approaches for VEA can be summarized as “learning one discriminative feature through one global classifier”. First, [20,23,24] discover affective regions and produce attended feature maps based on a hard spatial attention map produced by an object proposal algorithm, after which the attended feature map is sent to a global classifier for emotion classification. However, these two-stage methods are computationally expensive and are sub-optimal. This is because object detection is separated from the emotion prediction process, and regions that have no salient object may be excluded by the hard attention map. Later, [16, 30] introduced a weakly supervised soft attention mechanism and employed it on the final feature map at the highest semantic level from the backbone. [28] is most related to our work, as it is the only soft attention-based VEA method that considered multi-level information. The proposed emotion intensity map is learned by directly concatenating multi-level feature maps into one for learning the emotion intensity map. Although these soft attention-based methods further strengthen the capability of modeling the discrimination among fine-grained emotions by leveraging spatially localized information, most of them either merely use the final feature map for classification or trivially concatenate multi-level feature maps into one to learn the discrimination among emotions in one shot globally without disentangling of level-wise discrimination among emotions at different affective levels. Different from the above approaches, we try to disentangle the affective gap into several adjacent affective levels according to the emotion hierarchy and to bridge it level-wisely.

2.3. Attention Mechanism

Multi-head Self-Attention (MHSA) is firstly proposed in [21] for NLP tasks. It can not only model long-range dependencies explicitly but also jointly attend to information from different representation subspaces. Recently, MHSA is increasingly applied in the image vision field. The pioneer work [22] which is highly related to SA, mainly explores the effectiveness of the non-local operation in space-time dimension for videos and images. Later, the work [2,4,18,19] introduces MHSA on the spatial dimension to improve model’s performance on object detection, object classification and semantic segmentation. Different from previous works, we refine and abridge the MHSA module, and extend it to modeling attribute dependencies between feature maps at adjacent semantic levels on the channel dimension in the task of emotion classification. As level-wise discrimination propagate downward on the top-down branch, the proposed attention module, MHCCA, helps to highlight important channel attributes while suppressing redundancies. Ablation studies are conducted to verify the effectiveness of MHCCA.

3. Affective Gap Disentanglement

In this section, we will describe the affective semantic mapping and the baseline version of MDAN without attention mechanisms. Then, we will describe how local learning and global learning are simultaneously optimized.

3.1. Affective Semantic Mapping

Studies about the correlation between affective levels and semantic levels are not uncommon before the deep learning era. The works [9,15,29] conclude that while emotions at high affective levels depend more on high-level semantic information, emotions at low affective levels is more relevant to low-level features like color, texture, etc. The conclusion is still valid in the early stage of deep learning. The mapping settings (a)-(d) in Fig. 2 we examined still follow the conclusion. However, with the existence of feature fusion operation proposed in FPN [8], low-level feature maps can have both spatial richness and semantic strong-ness. Case is not covered in the aforementioned studies and hence the conclusion may not be applicable for this case. We then assume that semantically strong and spatially rich feature maps at low semantic levels on the top-down branch of FPN may be more discriminative for classifying emotions at higher affective levels. After examining the mapping settings (e)-(f), the results violate the above conclusion and verify our assumption.

Here we empirically choose (e) in Fig. 2 based on the discussion in Sec. 5.3. Formally, $l_s = 5 - l_a$ for $l_a \in 1, 2, 3$, where $l_s$ is the semantic level and $l_a$ is the affective level. An input image is first fed into the ResNet-101 and let...
\{C_2, C_3, C_4, C_5\} as the feature maps produced by the last convolutional layer of the four bottleneck blocks on the bottom-up branch, respectively. They follow the trade-off between semantic strongness and spatial richness \cite{8} with \(C_5\) as the semantically highest feature map and \(C_2\) as the lowest one, shown by the arrow in Fig. 3. Afterward, \(C_5\) is fed to a pointwise convolution and its channel number is reduced, resulting in \(F_5\). Then this semantically strong feature at a high level is passed forward and enrich the semantic information of low-level features by the following: \(F_l = \text{Conv}_{1 \times 1}(C_l) + \text{Upsample}_{2 \times 2}(F_{l+1})\) where \(\text{Conv}_{1 \times 1}\) denotes a pointwise convolution, \(\text{Upsample}_{2 \times 2}\) denotes bilinear upsampling by a factor of 2 and \(l \in 2, 3, 4\). Because of the feature fusion, feature maps at a low semantic level have not only rich spatial details but also strong semantic meaning. Afterward, \(F_l\) is sent to the corresponding local classifier for level-wise learning and level-wise prediction. Formally, we rely on several local classifiers and each of them independently learns the level-wise discrimination and makes local predictions. Specifically, \[P_{l}^{C_l} = \text{softmax}(\text{classifier}_l \cdot (\text{GAP}(F_{l}))) \] \(\text{GAP}\) denotes global average pooling, \(P_{l}^{C_l}\) is the local prediction at \(l\), and \(\text{classifier}_l\) denotes the local classifier learning the discrimination at semantic level \(l\) for emotions at affective level \(a\).

### 3.2. Global and Local Learning

In Sec. 3.1, the local learning we described can, on the one hand, concentrate on a particular level and can better extract level-wise discrimination, which is crucial for fine-grained classification. On the other hand, it is easy for local learning to overfit, which results in hierarchy violations among local predictions at different affective levels, i.e., an image is classified in positive at \(a = 1\) but is classified in sadness at \(a = 2\). In contrast, global learning largely prevents hierarchy violations by explicitly following emotion hierarchies shown in Fig. 1. However, it is likely to suffer from error propagation and be incapable of grasping the subtle discrimination among fine-grained categories. Optimizing the two objectives simultaneously helps to combine the advantages of both, and to avoid their drawbacks.

For global learning, a global classifier is appended at the top of the backbone to learn the discrimination based on \(C_5\). Specifically, \(P_{l}^{C_5} = \text{softmax}(\text{classifier}(\text{GAP}(C_5)))\), where \(\text{classifier}\) denotes the global classifier and \(|a|\) refers to the highest affective level under the used emotion hierarchy. Then the global prediction for category \(j\) at \(a - 1\), \(P_{G,j}^{a-1}\), is acquired by summing the global probability of all children categories \(k\) at \(a\) of class \(j\) at \(a - 1\). We used \(\cdot\) to represent this operation in Fig. 3. Formally, \[P_{G,j}^{a-1} = \sum_{k \in j} P_{G,k}^{a-1} \] where \(P_{G,j}^{a-1}\) is the global prediction for class \(j\) at \(a - 1\) and \(k\) is the children categories of \(j\). In this way, hierarchy violations are largely avoided in the global prediction result.

For local learning, we have already discussed it in Sec. 3.1.

After getting the predictions from both global learning and local learning, they are weighted summed and are optimized simultaneously. Specifically, \(P_{O} = \alpha \times P_{L} + (1 - \alpha) \times P_{G,j}^{a-1}\), where \(P_{O}\) is the overall prediction at \(a\). Except for \(|a|\), global predictions at lower levels are calculated by Eq. 2. \(\alpha\) is a hyper-parameter discussed in Sec. 5.5.2. Since categories are mutually exclusive, we minimize the multi-class cross-entropy loss to learn both global and level-wise discrimination. Specifically, \[L = \frac{1}{|a|} \sum_{l = 1}^{|a|} L_i = -\frac{1}{|a|} \sum_{l = 1}^{|a|} \sum_{i = 1}^{|C|} \sum_{j = 1}^{|C|} \sum_{k = 1}^{|C|} Y_{i,j,k} \times P_{O,i,j,k}^c \] where \(N\) is the number of samples within a mini-batch, \(|C|\) is the number of emotion categories at \(l = l\) and \(Y_{i,j,k}\) is the ground-truth of sample \(j\) for category \(k\) at \(a\).

### 4. Attention Mechanism

In this section, we will describe the details of the proposed two attention modules: MHCCA and L-CAM. They are appended at each semantic level of MDAN for modeling channel dependencies and spatial attention level-wisely.

#### 4.1. Multi-head Cross Channel Attention

Each channel attribute can be regarded as a class-specific response, and different semantics are associated with each other. Properly selecting important channel attributes is crucial for fine-grained emotion classification. The structure of MHCCA is illustrated in Fig. 4. It computes Cross-Attention (CA). CA attempts to discover the pair-wise channel dependencies between two feature maps at two adjacent semantic levels. Specifically, \[C_{l, i-1} = O_{1 \times 1} \left( \text{softmax} \left( \frac{Q_{1 \times 1} (F_{l}) C_{l, i-1}^T}{\sqrt{d_{C_{l, i-1}}}} \right) C_{l, i-1} \right) \] where \(Q_{1 \times 1}\) and \(O_{1 \times 1}\) are pointwise convolution layers, \(d_{C_{l, i-1}}\) is the flattened spatial dimension per head in \(C_{l, i-1}\). The above computation flow is illustrated in Fig. 4. By modeling CA, instead of trivial adding in FPN, channel attributes in \(C_{l, i+1}\) that has stronger correlations with those in \(F_{l, i+1}\) are highlighted, and those less correlated are suppressed, leading to more discriminative features. Meanwhile, since classifying emotions at lower affective levels are comparatively easier \cite{12}, it is more likely to learn robust and reliable level-wise discrimination at lower affective levels. As the affective level go up, classification becomes increasingly difficult. Reliable level-wise discrimination at
l_a could guide the model to concentrate on important channel attributes and avoid learning degradation at l_a + 1.

4.2. Level-dependent Class Activation Map

4.2.1 Class Activation Map

Apart from channel interdependencies, spatial attention is also essential, as it highlights the regions of interest that are informative for emotion classification [16,30]. In particular, we use the work of [33] to generate the class activation map (CAM). A CAM is a topographic heat map that illustrates which parts of the image are important for the classification of a particular class. As described in Eq. 1, at each l_a, we have a classifier to learn the level-wise discrimination. Based on this design, we can compute a CAM at each affective level. Let the weight vector in classifier l_a for class k be P_{k,l_a} and the class activation map for class k at l_a be denoted as M_{k,l_a}, then the map can be computed as M_{k,l_a}(x,y) = \sum_x w_{k,l_a} * F_{s-l_a-1}(x,y), where F_{s-l_a-1} denotes the \epsilon^{th} channel attribute in F_{s-l_a}.

4.2.2 L-CAM

CAM cannot be used directly in a forward propagation with only one classifier. However, since multiple local classifiers learn different level-wise discrimination, we can leverage the subordinate relationship between adjacent levels in the emotion hierarchy and highlight spatial positions that are informative for classifying at l_a and are consistent with its ancestor at l_a - 1. To achieve this, we purpose L-CAM, as shown in Fig. 5. In particular, the discriminative regions that are to be highlighted at l_a are subject to the local prediction from the former affective level P_{k,l_a-1}. For example, in Fig. 5, P_{2,a} is positive and, consequently, the CAM of children categories of positive, {joy, love, surprise} are computed to guide the learning and predicting at l_a = 2, i.e. F_{2,a}. Formally, M_{k,l_a}(x,y) = \frac{1}{|k|} \sum_{k \in \mathcal{J}} M_{k,l_a}(x,y) + \max_{k \in \mathcal{J}} M_{k,l_a}(x,y) where k is the children categories of j. Then, they are fused by pooling operations into one informative spatial attention map, guiding the classification for emotions at higher affective level. Here we use mean and max as pooling operations along the spatial dimension. L-CAM takes (C_{l_a-1} \oplus F_{l_a}) as the input, and the attended output is computed by F_{l_a} = (1 + M_{l_a}) \odot (C_{l_a-1} \oplus F_{l_a}), where \odot refers to Hadamard Product by broadcasting M_{l_a}.

5. Experiment

5.1. Dataset

We evaluate our framework on six benchmark datasets annotated under different emotion hierarchies, namely, WEBEmo, Emotion-6 [12], the Flickr and Instagram (FI) [26] dataset and the Artphto, IAPS and Abstract dataset [10]. WEBEmo is currently the largest dataset that consists of approximately 268,000 images retrieved from the Web with up to 25 emotion categories under Parrots’ three-level emotion hierarchy [13] as shown in Fig. 1. We use WEBEmo-25, WEBEmo-6, and WEBEmo-2 to denote annotations at different affective levels. Emotion-6 dataset consists of 8350 and is annotated under Ekman’s emotion hierarchy [5]. FI dataset consists of 23308 images and is annotated under Mikels’ emotion hierarchy [11]. Moreover, we also evaluate the proposed framework on three small-scale datasets, namely, the Artphto, IAPS and Abstract datasets. They consist of 806, 395, 228 photos, respectively.

5.2. Implementation Details

Our framework is implemented using PyTorch. Our framework is based on the pretrained ResNet-101. We train the models using stochastic gradient descent (SGD) for 30 epochs on two NVIDIA TESLA V100 GPUs with 64 GB onboard memory. Batch size, weight decay and momentum are set to 64, 0.001 and 0.9, respectively. The learning rates of the backbone and of newly defined layers are initialized to 0.001 and 0.01, respectively for large-scale datasets, and drop by a factor of 10 every 10 epochs. For small-scale datasets, we first pretrain the model on FI dataset and then

Figure 4. Multi-head Cross Channel Attention employed in MDAN. While we use multiple heads, we do not show them on the figure for simplicity. C_{l} refers to the number of channel attributes in F_{l}, and C_{l-1} refers to that in F_{l-1}.

Figure 5. Illustration of the computation flow of L-CAM and the k^{th} \leftarrow \text{find}(P_{k,l_a-1}) operation in Fig. 3.
### 5.3. Affective Semantic Mapping

We first evaluate different mapping settings in Fig. 2 with local learning only based on the ResNet-101 and ResNet-101 based FPN backbone. Table 2 shows the classification accuracy on the WEBEmo, FI and Emotion dataset under different mapping settings. The comparison between (a) and (b) shows that the classification accuracy of emotions at high affective levels, i.e., $P_L^g$ and $P_L^e$ are highly correlated with high semantic levels while emotions at low affective levels, i.e., $P_L^l$ is not significantly affected by semantic level. This is consistent with the finding in [9, 15, 29], where a high-level semantic feature is more correlated to emotions at a high affective level while a low-level feature is more correlated to emotions at a low affective level. Comparisons between (a) and (c), between (b) and (d), and between (e) and (f) indicate the importance of the order while disentangling the affective gap. Learning emotions at lower affective levels at first benefits the learning for emotions at higher affective levels. The affective gap has to be disentangled from low to high instead of high to low. The three comparisons also verify our assumption that there is a correlation between different semantic levels and affective levels. The comparison between (c) and (e) illustrates the existence of feature fusion improved the overall classification performance. More importantly, feature fusion inverted the mapping relationship between semantic levels and affective levels mentioned in [9, 15, 29]. With feature fusion, the feature map at the lowest semantic level has both strong semantic meaning and spatial richness, resulting in a discriminative representation for classifying emotions at higher affective levels. This comparison also verifies our assumption that the existence of feature fusion is not considered in the previous works and it inverted the mapping relationship between different semantic levels and affective levels.

#### 5.3.1. Affective Semantic Mapping

| Dataset | Accuracy $L$ | Accuracy $G$ | Accuracy $O$ |
|---------|--------------|--------------|--------------|
| Emotion-6 | 60.73 | 58.53 | 56.66 |
| FI-8 | 75.21 | 72.75 | 76.41 |
| WEBEmo-6 | 53.88 | 53.34 | 55.65 |
| WEBEmo-25 | 34.03 | 32.95 | 34.28 |
| Emotion-2 | 84.44 | 81.48 | 84.62 |
| FI-2 | 89.50 | 87.39 | 91.08 |
| WEBEmo-2 | 82.53 | 79.91 | 82.77 |
| Abstract-2 | 84.15 | 80.64 | 83.80 |
| IAPSSubset-2 | 95.75 | 95.25 | 96.73 |
| ArtPhoto-2 | 92.50 | 89.38 | 91.50 |

#### Table 2. Comparison of classification accuracy (%) under different semantic affective mappings based on $P_L$ only. 'FF' is the abbreviation of 'Feature Fusion'.

| Mapping | WEBEmo | FI | Emotion |
|---------|--------|----|---------|
| Number of Classes | 2 | 6 | 25 | 2 | 8 | 6 |
| Baseline | ResNet-101 | 78.17 | 52.35 | 32.14 | 85.92 | 66.16 | 79.78 | 56.69 |
| w/o FF | (a) | 78.01 | 47.64 | 25.69 | 87.30 | 67.52 | 80.31 | 57.00 |
| (b) | 57.90 | 44.91 | 23.17 | 84.79 | 64.80 | 77.48 | 54.41 |
| (c) | 78.71 | 51.35 | 31.23 | 88.27 | 69.84 | 81.53 | 58.64 |
| (d) | 78.13 | 49.12 | 30.81 | 85.03 | 67.29 | 77.51 | 56.95 |
| with FF | (e) | 79.79 | 52.11 | 31.85 | 90.36 | 70.55 | 81.94 | 59.62 |
| (f) | 79.72 | 51.74 | 31.68 | 89.51 | 70.46 | 81.63 | 59.00 |

#### Table 1. Model complexity, classification accuracy (%) of the proposed framework for emotion categories at different $l_a$ for $l_a \in \{1, 2, 3\}$ on the testing set of Emotion6, FI, WEBEmo, ArtPhoto, IAPSSubset, Abstract datasets, and the comparison with previous work.

finetune it on small-scale datasets. The learning rates of the backbone and of newly defined layers are initialized to 0.0001 and 0.001, respectively. Following the configurations in [12, 28], the WEBEmo and the Emotion-6 dataset are split into 80% and 20% for training and testing, respectively. For the FI dataset, we split it into 80% training, 5% validation, and 15% testing sets, following the setup in [28, 34] and use 5-fold cross-validation on all datasets. We run each of the models three times on Emotion-6 and FI datasets, and report the averaged result. We run once on WEBEmo for its large test set size. For small scale datasets, i.e., Artphoto, IAPS and Abstract, we follow the setup in [28, 34] and use 5-fold cross-validation and report the averaged result. In addition, a 448 × 448 image is randomly cropped from each original image, and a horizontal flip is applied to the cropped image. Afterward, each channel of input data is normalized to have a zero mean and unit variance.
semantic levels and affective levels.

5.4. Classification Performance

The experimental results of the proposed methods are compared with the following deep networks including hand-crafted approaches Sentibank [1], CNN-based approaches: [3, 6, 7, 17, 25], multi-level based approaches, [14, 34] and recently proposed attention-based approaches: PDANet [30], WSCNet [16], Zhang et al. [28]. Table. 1 shows that our proposed method consistently performs favorably against the state-of-the-art methods at all affective levels. For the largest dataset WEBEmo, our approach outperforms current state-of-the-art by a large margin considering the large test set size of WEBEmo, 1.77% and 1.27%, on WEBEmo-6 and WEBEmo-25, respectively. For small datasets, MDAN outperforms existing attention-based works by a large margin, especially on the Artphoto dataset, indicating the importance of disentangling attentions in a level-wise manner. Moreover, we evaluated the effectiveness of simultaneously optimizing global learning $P_G$ and local learning $P_L$. The confusion matrix on FI-8 obtained through overall prediction $P_O$ and local learning $P_L$ is shown in Fig. 6. Compared with $P_L$, $P_O$ has fewer hierarchy violation cases by observing the top-right and bottom-left of confusion matrix above. We further observe the accuracy gap among $P_G$, $P_L$, $P_O$ over all datasets and the results are shown in Table. 3. Except for the results on Abstract and Artphoto, $P_O$ prevails $P_L$ and $P_G$ on most datasets. This illustrates that by simultaneous optimization, MDAN could properly extract discriminative level-wise features through local learning and reduce the cases in hierarchy violation through global learning. The two datasets consist of abstract paintings which lack salient objects or semantic meaning but full of low-level features such as texture, color, etc. We argue that the $F_3$ that has not only rich semantic information but also rich in spatial details can be better used for classifying abstract pictures. Overall, under a wider application scenario, our approaches can effectively reduce the hierarchy violation and improve the classification performance.

| $h_4$ | $h_3$ | $d_4$ | $d_3$ | FI-2 | FI-8 | Emo-2 | Emo-6 |
|-------|-------|-------|-------|------|------|-------|-------|
| 1     | 1     | 784   | 3136  | 90.23| 74.78| 83.44 | 59.62 |
| 2     | 2     | 392   | 1568  | 90.83| 75.85| 84.37 | 60.75 |
| 4     | 4     | 196   | 784   | 90.31| 76.24| 84.35 | 61.36 |
| 8     | 8     | 98    | 392   | 89.37| 76.01| 83.62 | 60.53 |
| 16    | 16    | 49    | 196   | 89.31| 75.41| 82.88 | 60.00 |
| 2     | 4     | 392   | 784   | 90.89| 76.28| 84.39 | 61.44 |
| 4     | 8     | 196   | 392   | 90.18| 76.03| 84.41 | 60.58 |

Table 4. Effect of $h_4$ at different semantic levels. Comparison of dimension of subspaces $d_h$, and the corresponding classification accuracy (%) on the FI and Emotion datasets.

5.5. Hyper-parameter Analysis

5.5.1 Number of attention heads

The number of attention heads $h$ in MHCCA decides how many subspaces will a feature map be divided on the spatial dimension while computing the channel interdependencies. We set $\alpha = 0.6$ while deciding the best setting for $h$. Table. 4 shows a jump in classification performance when $h$ doubled from 1 to 2, illustrating the effectiveness of spatially dividing each feature map into $h$ subspaces. However, while single-head performs worse than the best setting, the performance also drops with too many heads, i.e. 16. Moreover, we found that different $h$ fit different semantic levels. At the high semantic level, the feature map already has a large respective field and thus we don’t need a large spatial subspace size for modeling the channel dependencies. On the contrary, a low-level feature map has a relatively smaller respective field and a relatively larger subspace size is needed to properly capture the channel dependencies. Therefore, we set $h_{s_r} = 2, 4, 8$ for a trade-off between efficiency and effectiveness, where $l_s \in \{4, 3, 2\}$.

5.5.2 Alpha

$\alpha$ controls the relative importance between $P_L$ and $P_G$. Based on Emotion-6 dataset, we discuss the influence of $\alpha$ on the classification performance at both $l_s = 1$ and $l_s = 2$. In Fig. 7, the accuracy variation at two levels are shown...
Table 5. Ablation study on WEBEmo-25. $K_{1 \times 1} \& V_{1 \times 1}$ denotes pointwise convolution layer for computing $K$ and $V$ from $C_{l-1}$. $Mean$ and $Max$ represent the pooling operations in L-CAM.

| Base | MHCCA | $K_{1 \times 1}$ \& $V_{1 \times 1}$ | UpsampleAdd | $Mean$ | $Max$ | WEBEmo-25 |
|------|--------|----------------------------|-------------|--------|--------|-----------|
| ✓    | ✓      | ✓                         | ✓           | 32.74  | 32.74  | 32.78     |
| ✓    | ✓      | ✓                         | ✓           | 33.48  | 33.48  | 33.59     |
| ✓    | ✓      | ✓                         | ✓           | 34.17  | 34.17  | 34.28     |
| ✓    | ✓      | ✓                         | ✓           | 33.75  | 33.75  | 33.85     |
| ✓    | ✓      | ✓                         | ✓           | 32.74  | 32.74  | 32.85     |
| ✓    | ✓      | ✓                         | ✓           | 34.04  | 34.04  | 34.25     |
| ✓    | ✓      | ✓                         | ✓           | 34.28  | 34.28  | 34.48     |
| ✓    | ✓      | ✓                         | ✓           | 33.75  | 33.75  | 33.95     |
| ✓    | ✓      | ✓                         | ✓           | 32.74  | 32.74  | 32.85     |

Figure 7. Effect of $\alpha$ for fusing $P_L$ and $P_G$ on classification accuracy (%) on Emotion-6 dataset. $\alpha$ is the weight of $P_L$.

when $\alpha$ ranges from 0.0 to 1.0. While $0.0 \leq \alpha \leq 0.7$, the general trend rises although there are irregular bumps. This indicates the complementarity between the information learned through global learning and local learning. After achieving the peak at $\alpha = 0.7$, the accuracy at both $l_a = 1$ and $l_a = 2$ drops sharply. This may be caused by the dual effects of the over-fitting of local classifiers and the under-fitting of the backbone.

5.6. Ablation Study

We perform an ablation study to illustrate the effect of each contribution. Our baseline is the FPN without attention mechanism but with both global and local learning while $\alpha = 0.7$. As reported in Table 5, we can draw the following conclusions: First, compared with local learning only in Table 2, simultaneously optimizing global learning and local learning improve classification accuracy by 0.93%. Second, we first employed SA in [22] and MHSA in [21]. In the two works, the proposed attention module have four pointwise convolution layers, $Q_{1 \times 1}$, $K_{1 \times 1}$, $V_{1 \times 1}$, $O_{1 \times 1}$. However, this leads to over-fitting as there is a drop in accuracy from 32.78% to 32.74%. After careful refinement, we find that $Q_{1 \times 1}$ and $O_{1 \times 1}$ are the two key pointwise convolution layers. Third, the UpsampleAdd refers to $P_L = C'_L + \text{Upsample}_{2 \times 2}(F_{l+1})$. Without UpsampleAdd, attended $C'_L$ is directly sent to a local classifier for classification. Although there is a drop in accuracy without UpsampleAdd, it shows the effectiveness of MHCCA in modeling CA, as the accuracy is 0.35% higher compared with Base. Forth, L-CAM is effective in highlighting levelwise spatial details. For pooling operations, $\text{max}$ selects the most important spatial positions among CAMs while $\text{mean}$ fuses all CAMs in a global view. The result shows the complementarity between the two pooling operations.

5.7. Visualization

We present some spatial attention visualization results 1 of the image in Fig. 8. The attention map at $l_a = 1$ considers highly semantic and salient objects which are discriminative enough to make a prediction at a low affective level. However, as affective level increases, not only objects with strong semantic meaning but also spatial details such as background, color, texture details, are significant to predict emotions a higher affective level. Horizontally, we can observe that salient object, the back view of man in a hat, was highlighted at $l_a = 1$, after which the natural view with no salient object but with rich texture, color, and shape at the background was highlighted at $l_a = 2$. Vertically, more spatial details are highlighted with L-CAM, resulting in a more discriminative feature map. This verifies that the affective semantic mapping and leveraging subordinate relationships in emotion hierarchies is effective.

6. Conclusion

The paper addresses the problem of fine-grained emotion classification by disentangling the affective gap into several smaller gaps. We present MDAN, a two-branch deep framework based on FPN. The bottom-up branch learns globally and follows emotion hierarchies largely, while the top-down branch explores the level-wise discrimination through several local classifiers and propagates it forward to guide the classification at a higher affective level. Moreover, two attention modules: MHCCA and L-CAM are appended at each semantic level of MDAN to model level-wise channel dependencies and spatial attention. Experimental results show the effectiveness of our method against the state-of-the-art on six benchmark datasets at all affective levels.

1See https://www.dropbox.com/s/hjr4216175ayg4w/MDAN_CVPR_Supp.pdf?dl=0 for more attention visualization results of both L-CAM and MHCCA under different emotion hierarchies.
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