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ABSTRACT. Chaotic systems arise naturally in Statistical Mechanics and in Fluid Dynamics. A paradigm for their modelization are smooth hyperbolic systems. Are there consequences that can be drawn simply by assuming that a system is hyperbolic? Here we present a few model independent general consequences which may have some relevance for the Physics of chaotic systems.
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§1. Chaotic motions.*

A typical system exhibiting chaotic motions is a gas in a box whose particles interact via short range forces with a repulsive core, e.g. a hard core. No hope to ever be able to solve the evolution equations.

In the very simple case of pure hard cores it has been possible to prove, mathematically at least in some cases, that the system is ergodic, [Si], [Sz], but ergodicity in itself is only a beginning of the qualitative theory of the motion. A similar situation arises in Fluid Mechanics: is a qualitative theory of Turbulence possible as, clearly, there are hopes to be able, in the near future, to prove an existence–uniqueness theorem but there is no hope for exact solutions of Navier Stokes equations?

Equilibrium Statistical Mechanics is a brilliant example of a very successful quantitative theory derived from a comprehensive qualitative hypothesis, the ergodic hypothesis. The key to its success is a general expression for the probability distribution $\mu$ on phase space $M$ providing us with the statistics of the motions corresponding to given values of the macroscopic parameters determining the state of the system.

The statistics $\mu$ is defined in terms of the time evolution map $S$ via the relation:

$$
\lim_{T \to \infty} \frac{1}{T} \sum_{j=0}^{T-1} F(S^j x) = \int_M F(y) \mu(dy)
$$

(1.1)

* Expanded text of the talk at the ICM98 in Berlin, 26 August 1998.
for all smooth observables $F$ and for almost all, in the sense of volume measure on $M$, initial data $x \in M$. In Equilibrium Statistical Mechanics the distribution $\mu$ is identified with the uniform distribution on the surface of constant energy (the macroscopic state of the system being determined by the volume $V$ of the container box and by the energy $U$), which is an obviously invariant distribution by Liouville’s theorem of Hamiltonian Mechanics: this is a necessary consequence of the ergodic hypothesis.

The success of Equilibrium Statistical Mechanics can be traced back to the fact that the ergodic hypothesis provides us with a concrete general, model independent, expression for the statistics of the motions. An expression that can be used to derive relations among time averages of various observables without ever being able to actually compute any of such averages.

The Boltzmann’s heat theorem, the positivity of compressibility and specific heat are simple, but great, examples of such relations. They are relations which hold for any model, provided one makes the ergodicity hypothesis, see [Ga1]. A classical argument that can be used to derive the heat theorem (i.e. the second law of Thermodynamics) from ergodicity is provided us by Boltzmann, see Appendix A2 and [Ga2].

Consider a mechanical system: viewing its phase space as a discrete set of points the ergodic hypothesis says that motion is a one cycle permutation of the points. Given an initial datum with energy $U$ and with volume $V$ we define temperature the time average of kinetic energy $T = \langle K \rangle$ and pressure the time average of the derivative of the potential $\varphi$ with respect to the volume $V$ (note that the force acting on the particles consists of the internal pair forces and of the force that the walls exercise upon the particles which depends on the position of the walls, hence it does change when the volume varies). Here and below $\langle F \rangle$ will denote the time average of the observable $F$.

A general elementary property of a system whose motion on each energy surface is a single periodic motion is that if one calls $p = \langle \partial_V \varphi \rangle$ then:

$$\frac{dU + p \, dV}{T} = \text{exact}$$

which means that if the energy $U$ and a parameter $V$ on which the potential depends (it will be the volume in our case) are varied by $dU$ and $dV$ respectively then the differential in (1.2) is exact.

An elementary classical calculation shows that $p$, see Appendix A2, in the case of a gas in a box, has the meaning of average force exercised per unit surface on the walls of the container as a consequence of the particles collisions: thus we see that the ergodic hypothesis plus a general, trivial, identity among the averages of suitable mechanical quantities yields a relation (“equality of cross derivatives”) holding without free parameters.

The reason why such relation is physically relevant for macroscopic systems is that the time necessary for the averages defining $T, p$ to be reached within a good approximation by the finite time averages of $K, \partial_V \varphi$ is not the unobservable recurrence time (i.e. the superastronomic time for the system to complete a single tour of the energy surface $U$) but it is a much shorter physically observable time.
(whose theory is also due to Boltzmann being the essence of the Boltzmann’s equation) because the quantities $K, \partial \nu \phi$ have an essentially constant value on the energy surface if the number of particles is large (so that the average of such observables “stabilizes” very rapidly compared to the recurrence times).

To summarize: a simple hypothesis allows us to find the statistics of the motions of an equilibrium system: this implies simple parameterless relations among averages of physically relevant quantities (i.e. $\partial \nu \frac{1}{T} = \partial \nu \frac{U}{T}$) which are observable in large systems because such quantities average very quickly compared to the recurrence times (being practically constant on the surface of given energy if the system is large).

Thus a natural question arises: is there anything analogous in Non Equilibrium Statistical Mechanics? and in developed Turbulence?

The first problem is “what is the analogue of the uniform Liouville’s distribution?”. This is a really non trivial question that, once answered, will possibly allow us to try to find relations between time averages of mechanical quantities. The nontriviality is due to the fact that as soon as a system is out of equilibrium, i.e. nonconservative forces act upon it, dissipation is necessary in order to be able to reach a stationary state. But this means that any model used will be necessarily described by an evolution equation which will have a nonzero divergence: so that phase space will necessarily contract, in the average, and the statistics of the motion will be concentrated on a set of zero Lebesgue volume, see [Ru3].

Ruelle’s proposal in the early 1970’s was that one should regard such systems as hyperbolic so that there would be a unique stationary distribution describing the statistics of almost all initial data (chosen with the uniform distribution on phase space), [Ru1].

This principle has been interpreted in [GC] as the following:

*Chaotic hypothesis:* A chaotic mechanical system can be regarded for practical purposes as a topologically mixing Anosov system.

This means that the closure of the attractor is a smooth surface on which the evolution is a Anosov system: of course assuming Axiom A instead of Anosov would be more natural, particularly in few degrees of freedom systems, [Ru1]. However I prefer to formulate the hypothesis in terms of Anosov system as fractality of the closure of the attractor seems to be of little relevance in systems with large number of degrees of freedom occurring in Statistical Mechanics.

The locution practical purposes is deliberately ambiguous as we know that even in Equilibrium Statistical Mechanics the corresponding ergodic hypothesis may fail while its consequences, at least some of them, will not (like the heat theorem in a free gas or in a harmonic chain).

The above physical discussion serves as a quick motivation of the mathematical question: are there general properties shared by mechanical systems that are transitive or mixing Anosov systems?

In the next sections I provide some affirmative answer in the class of time reversible Anosov maps and of weakly interacting chains of Anosov maps. Recall: a time reversal symmetry for a dynamical system $(M, S)$ is any volume preserving
diffeomorphism $I$ such that:

$$I^2 = 1, \quad IS = S^{-1} I$$

(1.3)

Examples in Hamiltonian mechanical systems are the velocity reversal, or the composition of the velocity reversal and the parity symmetry, or the composition of the velocity reversal, parity symmetry and charge conjugation symmetry. In general a time reversal may be a symmetry quite different from the naive one that can be imagined, see [BG].

Hamiltonian systems on which further anholonomic constraints are imposed via Gauss’ principle of least constraint often generate systems which show a time reversal symmetry, see Appendix A1, thus providing the simplest examples.

§2. Time reversible dissipative Anosov systems. Fluctuation theorem.

We now study a $C^\infty$, topologically mixing, Anosov system $(M, S)$ on a compact manifold $M$.

Let $M$ be a $d$-dimensional, $C^\infty$, compact manifold and let $S$ be a $C^\infty$, mixing (transitive would suffice) Anosov diffeomorphism, [AA], [Si]. If $W^u_x, W^s_x$ denote the unstable or stable manifold at $x \in M$, we call $W^u_x, W^s_x$ the connected parts of $W^u_x, W^s_x$ containing $x$ and contained in the sphere with center $x$ and radius $\delta$. Let $d_u, d_s$ be the dimensions of $W^u_x, W^s_x$: $d = d_u + d_s$. We shall take $\delta$ always smaller than the smallest curvature radius of $W^u_x, W^s_x$ for $x \in M$. Transitivity implies that $W^u_x, W^s_x$ are dense in $M$ for all $x \in M$.

The map $S$ can be regarded, locally near $x$, either as a map of $M$ to $M$ or of $W^u_x$ to $W^u_{Sx}$ or of $W^s_x$ to $W^s_{Sx}$. The Jacobian matrices of the “three” maps will be $d \times d$, $d_u \times d_u$ and $d_s \times d_s$ matrices denoted respectively $\partial S(x)$, $\partial S(x)_u$, $\partial S(x)_s$. The absolute values of the respective determinants will be denoted $\Lambda(x)$, $\Lambda_u(x)$, $\Lambda_s(x)$ and are Hölder continuous functions, strictly positive (in fact $\Lambda(x)$ is $C^\infty$), [Si], [AA], [Ru4]. Likewise one can define the Jacobians of the $n$-th iterate of $S$; they are denoted by appending a label $n$ to $\Lambda, \Lambda_u, \Lambda_s$ and are related to the latter by the differentiation chain rule:

$$\Lambda_n(x) = \prod_{j=0}^{n-1} \Lambda(S^j x), \quad \Lambda_{u,n}(x) = \prod_{j=0}^{n-1} \Lambda_u(S^j x),$$

$$\Lambda_{s,n}(S^j x) = \prod_{j=0}^{n-1} \Lambda_{s,n}(S^j x), \quad \Lambda_n(x) = \Lambda_{u,n}(x) \Lambda_{s,n}(x) \chi_n(x)$$

(2.1)

and $\chi_n(x) = \frac{\sin \alpha(S^n x)}{\sin \alpha(x)}$ is the ratio of the sines of the angles $\alpha(S^n x)$ and $\alpha(x)$ between $W^u_x$ and $W^s_x$ at the points $S^n x$ and $x$. Hence $\chi_n(x)$ is bounded above and below in terms of a constant $B > 0$: $B^{-1} \leq \chi_n(x) \leq B$, for all $x$ (by the transversality of $W^u$ and $W^s$).

We can define the forward and backward statistics or “SRB distributions” $\mu_+, \mu_-$ of the volume measure $\mu_0$ via the limits:

$$\mu_+(x) = \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta(S^j x), \quad \mu_-(x) = \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta(S^{-j} x),$$

where $\delta(S^j x)$ is the Dirac measure at $S^j x$.
Chaotic Hypothesis...

\[ \lim_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T-1} F(S^{\pm k} x) = \int \mu_{\pm}(dy) F(y) \equiv \mu_{\pm}(F) \]  

(2.2)

which exist for all smooth functions \( F \) on \( M \) and for all but a set of zero volume of initial points \( x \), see [Si].

Therefore it is the probability distribution \( \mu_+ \) that is the statistics \( \mu \) of the motions (almost surely with respect to the volume measure \( \mu_0 \) on \( M \)), see (1.1): it plays the role of the Gibbs distribution, or microcanonical ensemble, of equilibrium Statistical Mechanics. Hence we are looking for general properties of \( \mu_+ \), independent of the system considered, if possible.

Let \( \Lambda(x) = \left| \det \partial S(x) \right| \); let \( \mu_{\pm} \) be the forward and backward statistics of the volume measure \( \mu_0 \) (i.e. the SRB distributions for \( S \) and \( S^{-1} \)).

**Definition:** The system \((M, S)\) is dissipative if:

\[ -\int_M \mu_{\pm}(dx) \log \Lambda_{\pm 1}(x) = \eta_{\pm} > 0 \]  

(2.3)

**Remarks:**

1) Existence of a time reversal symmetry \( I \), see (1.3), implies \( \eta_+ = \eta_- \) and \( \Lambda(x) = \Lambda^{-1}(I x) \); furthermore \( IW_x^u = W_{Ix}^s \) and the dimensions of the stable and unstable manifolds \( d_s, d_u \) are equal: \( d_u = d_s \) and \( d = d_u + d_s \) is even.

2) If \( \Lambda_u(x), \Lambda_s(x) \) denote the absolute values of the Jacobian determinants of \( S \) as a map of \( W_u^u \) to \( W_s^s \) and of \( W_u^s \), then \( \Lambda_u(x) = \Lambda_s(I x)^{-1} \).

3) If a system \((M, S)\) is dissipative then the system \((M', S')\) with \( M' = M \times M \) and \( S'(x, y) = (Sx, S^{-1}y) \) provides us with an example, setting \( I(x, y) = (y, x) \), of a dynamical system in the general class of “reversible” Anosov maps considered in §1.

**From now on only reversible dissipative Anosov dynamical systems \((M, S)\) will be considered:** it is for such systems that it will be possible to derive general model independent properties.

**Definition:** The “dimensionless entropy production rate” or the “phase space contraction rate” at \( x \in M \) and over a time \( \tau \) is the function \( \varepsilon_\tau(x) \):

\[ x \to \varepsilon_\tau(x) = \frac{1}{\eta_{\pm} \tau} \sum_{j=-\tau/2}^{\tau/2-1} \log \Lambda^{-1}(S^j x) = \frac{1}{\eta_{\pm} \tau} \log \Lambda^{-1}_\tau(x) \]  

(2.4)

with \( \Lambda_\tau(x) \equiv \prod_{j=-\tau/2}^{\tau/2-1} \Lambda(S^j x) \). Hence (see (2.2)) it is, with \( \mu_0 \)–probability 1:

\[ \langle \varepsilon_\tau \rangle_+ = \lim_{T \to +\infty} \frac{1}{T} \sum_{j=0}^{T-1} \varepsilon_\tau(S^j x) \equiv \int_M \mu_+(dy) \varepsilon_\tau(y) = 1 \]

(2.5)

From the general theory of Anosov systems, [Si], it follows that the \( \mu_+ \)–probability that \( p = \varepsilon_\tau(x) \) is in the interval \([p - \delta, p + \delta]\) can be written as
max_{q \in [p-\delta, p+\delta]} e^{-\zeta(q)} \text{ for some suitably chosen function } \zeta(p) \text{ and up to a factor bounded by } B^{\pm 1} \text{ with } 0 < B < +\infty. \text{ This is a deep result of Sinai that holds because the statistics } \mu_+ \text{ can be regarded as a Gibbs distribution and one can use the large deviation theory for such distributions: see Appendix A3 below for details. Then the following theorem holds, see [GC]:}

**Fluctuation theorem:** The “large deviation function” $\zeta(p)$ is analytic in an interval $(-p^*, +p^*)$ with $p^* \geq 1$ and verifies the relation:

$$\frac{\zeta(p) - \zeta(-p)}{p\eta_+} = 1 \quad |p| < p^* \quad (2.6)$$

i.e. the odd part of $\zeta(p)$ is in general linear and its slope is equal to the average entropy creation rate.

What one really checks, see [Ga3], is the existence of $p^* \geq 1$ such that the SRB distribution $\mu_+$ verifies:

$$p - \delta \leq \lim_{\tau \to \infty} \frac{1}{\eta_+ \tau} \log \frac{\mu_+(\{\varepsilon_{\tau}(x) \in [p-\delta, p+\delta]\})}{\mu_+(\{\varepsilon_{\tau}(x) \in [-p-\delta, p+\delta]\})} \leq p + \delta \quad (2.7)$$

for all $p, |p| < p^*$.

The above theorem was first informally proved in [GC] where its interest for nonequilibrium statistical mechanics was pointed out. The theorem can be regarded as a large deviation result for the probability distribution $\mu_+$. Although I think that the physical interest of the theorem far outweighs its mathematical aspects it is useful to see a formal proof. A proof is reproduced in Appendix A3 below: it is taken from [Ga3].

The relation (2.6) has been tested numerically in several cases: it was in fact discovered in a numerical experiment, see [ECM2], and tested in other experiments, see [BGG], [BCL], [LLP]. Why does one need to test a theorem? the reason is that in concrete cases not only it is not known whether the system is Anosov but, in fact, it is usually clear that it is not, see [RT]. Hence the test is necessary to check the Chaotic Hypothesis which says that the failure of the Aoosov property should be irrelevant for “practical purposes”.

Another interesting aspect, that cannot be treated here for limitations of time, of the above theorem is that it can be interpreted as an extension to non zero forcing (i.e. $\eta_+ > 0$) of the Green–Kubo relations: see [Ga6].

§3. Fluctuations in large systems.

An important drawback of the above fluctuation theorem, besides the reversibility assumption which is not verified in many important cases, is that it can be practically verified, for physical as well as mathematical reasons, only in (relatively) small systems.

In fact the logarithm of the entropy creation rate distribution $\tau \zeta(p)$ is, usually, not only proportional to $\tau$, i.e. to the time interval over which the entropy creation fluctuation is observed, but also to the spatial extension of the system, i.e. to the
number of degrees of freedom; so that it is extremely unlikely that observing \( p \) in a large system one can see a value \( p \) which is appreciably different from 1 (note that the normalizing constant \( \eta_0 \) in (2.4) is so chosen that the average of \( p \) in the stationary state is 1).

For this reason in macroscopic (or just “large”) systems the phase space contraction rate is essentially constant (and its physical interpretation is of strength of the friction) much as the density is constant in gases at equilibrium. Therefore one can hope to see entropy creation rate fluctuations only if one can define a local entropy creation rate \( \eta_{V_0}(x) \) associated with a microscopic region \( V_0 \) of space.

I now discuss, heuristically, why one should expect that a local entropy creation rate can be defined, at least in some cases, and verifies a local version of the fluctuation law (2.6). This is discussed in a special example, see [Ga7], as in general one can doubt that a local version of the fluctuation law holds, see [BCL].

The special example that we select is the chain of weakly coupled Anosov maps, well studied in the literature, [PS]. The system has a translation invariant spatial structure, i.e. it is a chain (or a lattice) of weakly interacting chaotic (mixing Anosov) system. This can be described as follows.

Let \( (M', S') \) be a dynamical system whose phase space \( M' \) is a product of \( 2N + 1 \) identical analytic manifolds \( \overline{M}_0: M' = \overline{M}_0^{2N+1} \) and \( S': M' \to M' \) is a small perturbation of a product map \( \overline{S}_0 \times \ldots \times \overline{S}_0 \) on \( M' \). We assume that \((\overline{M}_0, \overline{S}_0)\) is a mixing Anosov systems. The size \( N \) (an integer) will be called the “spatial size” of the system.

For \( x, y, z \in \overline{M}_0 \) let \( F_{\varepsilon}(x, z, y) \) be analytic and such that \( z \to F_{\varepsilon}(x, z, y) \) is a map, of \( \overline{M}_0 \) into itself, \( \varepsilon \)-close to the identity and \( \varepsilon \)-analytic for \( |\varepsilon| \) small enough. We suppose that, if \( \underline{x} = (x_{-N}, \ldots, x_N) \in M' \):

\[
(S' \underline{x})_i = F_{\varepsilon}(x_{i-1}, x_i, x_{i+1}) \circ S_0 x_i \tag{3.1}
\]

where \( x_{\pm(N+1)} \) is identified with \( x_{\mp N} \) (i.e. we regard the chain as periodic); we call such a dynamical system a chain of interacting Anosov maps coupled by nearest neighbors. It is a special example of the class of maps considered in [PS].\(^1\)

It is difficult, maybe even impossible, to construct a (non trivial) reversible system of the above form: we therefore (see [Ga3]) consider the system \((M, S)\) where \( M = M' \times M' \) and define \( S_0 \overset{def}{=} \tilde{S}_0 \times (\tilde{S}_0)^{-1} \) and \( S \overset{def}{=} S' \times (S')^{-1} \), called hereafter the free evolution and the interacting evolution, respectively. So that the system can be considered as time reversible with a time reversal map \( I(\underline{x}, \underline{y}) = (\underline{y}, \underline{x}) \). Note that the inverse map to (3.1) does not have the same form. The map \( S \) is, however, still in the class considered in [PS] because it can be written as \( S(\underline{x}, \underline{y})_i = (S(\underline{x}, \underline{y})_{i1}, S(\underline{x}, \underline{y})_{i2}) \) with:

\[
S(\underline{x}, \underline{y})_{i1} = F_{\varepsilon}(x_{i-1}, x_i, x_{i+1}) \circ S_0 x_i \\
S(\underline{x}, \underline{y})_{i2} = G_{\varepsilon,i}(\underline{y}) \circ S_0^{-1} y_i \tag{3.2}
\]

\(^1\) In the paper [PS] it is assumed that also \( \overline{S}_0 \) (hence \( S_0 \)) is close to the identity, e.g. within \( \varepsilon \); such condition does not seem necessary for the purposes of the present paper, hence it will not be assumed.
where $G$ has “short range”, i.e. $|G(x)(y) - G(x')(y')|_i$ is of order $\varepsilon^k$ if $y$ and $y'$ coincide on the sites $j$ with $|j-i| \leq k$. By definition the system $(M,S)$ is “reversible”, i.e. the volume preserving diffeomorphism $I$ verifies (1.3) above.

Therefore the points of the phase space $M$ will be $(x, y) = (x_N, y_N, \ldots, x_N, y_N)$: however, to simplify notations, we shall denote them by $x = (x_N, y_N, \ldots, x_N)$, with $x_i$ denoting, of course, a pair of points in $M_0$.

If $\varepsilon$ is small enough the interacting system will still be hyperbolic, i.e. for every point $x$ it will be possible to define a stable and an unstable manifolds $W^s(x), W^u(x)$, so that the key notion of “Markov partition”, [Si], will make sense and it will allow us to transform, following the work [PS], the problem of studying the statistical properties of the dynamics of the system into an equivalent, but much more familiar, problem in equilibrium statistical mechanics of lattice spin systems interacting with short range forces. The reader will recognize below that this method is the natural extension to chains of the method used in Appendix A3 to study a single Anosov system.

The main notion that we want to introduce for our chain is the notion of local entropy creation rate $\eta_{V_0}(x)$, the entropy creation rate inside a fixed finite set $V_0 \subset [-N, N]$ of Anosov systems among the $2N + 1$ composing the chain.

**Definition:** Fixed a point $x = (\ldots, x_{-\ell+1}, x_{\ell}, x_{\ell+1}, \ldots)$ consider the map (3.1) as a map of $\mathbb{Z} V_0 \equiv (x_j)_{j \in V_0} = (x_{-\ell}, \ldots, x_{\ell})$ into:

$$x'_{V_0} = S(\ldots, x_{-\ell+1}, x_{j=V_0}, x_{\ell+1}, \ldots)_{V_0}$$

defined by (3.1) for $i \in [-\ell, \ell]$. We call “local entropy production rate” associated with the “space like box” $V_0 = [-\ell, \ell]$ at the phase space point $x = (\ldots, x_{-\ell+1}, x_{\ell}, x_{\ell+1}, \ldots)$ the quantity $\eta_{V_0}(x)$ equal to minus the logarithm of the determinant of the $2(2\ell + 1) \times 2(2\ell + 1)$ Jacobian matrix of the map (3.3).

Given a finite region $V_0$ centered at the origin and a time interval $T_0$, let $\eta_+^+$ denote the average density of entropy creation rate, i.e. $\eta_+ = \lim_{V_0, T_0 \to \infty} \lim_{T_0 \to \infty} \frac{1}{|V_0|} \sum_{j=0}^{[T_0]} \eta_{V_0}(S^{j}x)$, then we set:

$$p = \frac{1}{\eta_+ |V|} \sum_{j=\frac{1}{2}[T_0]}^{[T_0]} \eta_{V_0}(S^{j}x), \quad V = V_0 \times T_0 \quad (3.4)$$

where $\eta_{V_0}(x)$ denotes the entropy creation rate in the region $V_0$.

Calling $\pi_V(p)$ the probability distribution of $p$ in the stationary state $\mu_+$, i.e. in the SRB distribution, and assuming that the system is a weakly coupled chain of Anosov systems I shall show, heuristically, that:

**Proposition:** It is $\pi_V(p) = e^{\zeta(p)|V| + O(|\partial V|)}$ where $|\partial V|$ denotes the size of the boundary of the space–time region $V$ and $\zeta(p)$ is a function analytic in $p \in (-p^*, p^*)$ for some $p^* \geq 1$. And:

$$\frac{\zeta(p) - \zeta(-p)}{p \eta_+} = 1, \quad |p| < p^*$$

$$\zeta(p) = r \zeta(p), \quad \eta_+ = r \eta_+ \quad (3.5)$$
where $r$ is the ratio between the total “volume” $(2N + 1)$ of the system and the volume $V_0$, i.e. the “global” and “local” distributions are trivially related if appropriately normalized.

Note that this implies that if $V_0$ is an interval of length $L = |V_0|$ and if $H = |T_0|$ then the relative size of the error and of the leading term will be, for some length $R$, of order $(L + H)R$ compared to order $LH$. Hence a relative error $O(H^{-1} + L^{-1})$ is made by using simply $\zeta(p)$ to evaluate the logarithm of the probability of $p$ as defined by (3.4)).

The interest of the above statements lies in their independence on the total size $2N + 1$ of the systems and the relevance of the above proposition for concrete applications should be clear.

It means that the fluctuation theorem leads to observable consequences if one looks at the far more probable microscopic fluctuations of the local entropy creation rate. One can test the relation (3.5) in a small region $V_0$ even when the system is very large: in such regions the entropy creation rate fluctuations will be frequent enough to be observable and carefully measurable. These fluctuations behave, therefore, just as ordinary density fluctuations at equilibrium: also the latter are not macroscopically observable but they are easily observable in small volumes.

The key results for the analysis leading to the above proposition are the papers [GC], [Ga3] and, mainly, [PS]: the latter paper provides us with a deep analysis of chains of Anosov systems and it contains, I believe, all the ingredients necessary to make the analysis mathematically rigorous: however I do not attempt at a mathematical proof here. The analysis is presented in Appendix A4 below.

Other types of fluctuation theorems (concerning non SRB distributions) had been previously found, see [ES]; extensions to stochastic systems have been recently discussed, see [Ku], [LS].
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APPENDIX A1: The Gauss’ minimal constraint principle.

Let $\varphi(\dot{x}, x) = 0$, $x = \{\dot{x}_j, x_j\}$ be a constraint and let $R(\dot{x}, x)$ be the constraint reaction and $F(\dot{x}, x)$ the active force, see also Appendix A1 of [Ga3].

Consider all the possible accelerations $\ddot{x}$ compatible with the constraints and a given initial state $\dot{x}, x$. Then $R$ is ideal or verifies the principle of minimal constraint if the actual accelerations $\ddot{x}_i = \frac{1}{m_i}(F_i + R_i)$ minimize the effort:

$$\sum_{i=1}^{N} \frac{1}{m_i}(F_i - m_i \ddot{x}_i)^2 \leftrightarrow \sum_{i=1}^{N} (F_i - m_i \ddot{x}_i) \cdot \delta \ddot{x}_i = 0 \quad (A1.1)$$

for all possible variations $\delta \ddot{x}_i$ compatible with the constraint $\varphi$. Since all possible accelerations following $\dot{x}, x$ are such that $\sum_{i=1}^{N} \partial_{\dot{x}_i} \varphi(\dot{x}, x) \cdot \delta \ddot{x}_i = 0$ we can write:

$$F_i - m_i \ddot{x}_i - \alpha \partial_{\dot{x}_i} \varphi(\dot{x}, x) = 0 \quad (A1.2)$$

with $\alpha$ such that $\frac{d}{dt} \varphi(\dot{x}, x) = 0$, i.e.:

$$\alpha = \frac{\sum_{i} (\dot{x}_i \cdot \partial_{\dot{x}_i} \varphi + \frac{1}{m_i} F_i \cdot \partial_{\dot{x}_i} \varphi)}{\sum_{i} m_i^{-1} (\partial_{\dot{x}_i} \varphi)^2} \quad (A1.3)$$

which is the analytic expression of the Gauss’ principle, see [LA].

Note that if the constraint is even in the $\dot{x}_i$ then $\alpha$ is odd in the velocities: therefore if the constraint is imposed on a system with Hamiltonian $H = K + V$, with $K$ quadratic in the velocities and $V$ depending only on the positions, and if on the system act other purely positional forces (conservative or not) then the resulting equations of motion are reversible if time reversal is simply defined as velocity reversal.

The gaussian principle has been somewhat overlooked in the Physics literature in Statistical Mechanics: its importance has been only recently brought again to the attention, see the review [HHP]. A notable, though ancient by now, exception is a paper of Gibbs, [Gi], which develops variational formulas which he relates to the Gauss principle of least constraint.

APPENDIX A2. Heat theorem for monocyclic systems. Evaluation of the average $\langle \partial_V \varphi \rangle$.

Consider a 1–dimensional system with potential $\varphi(x)$ such that $|\varphi'(x)| > 0$ for $|x| > 0$, $\varphi'(0) > 0$ and $\varphi(x) \rightarrow +\infty$ (in other words a 1–dimensional system in a confining potential). There is only one motion per energy value (up to a shift of the initial datum along its trajectory) and all motions are periodic so that the system is monocyclic. Assume also that the potential $\varphi(x)$ depends on a parameter $V$.

One defines state a motion with given energy $E$ and given $V$. And:

$$U = \text{total energy of the system } = K + \varphi$$
$$T = \text{time average of the kinetic energy } K$$
\[ V = \text{the parameter on which } \varphi \text{ is suposed to depend} \]

\[ p = -\text{time average of } \partial \varphi \]

A state is parameterized by \( U, V \) and if such parameters change by \( dU, dV \) respectively we define:

\[ dL = -pdV, \quad dQ = dU + pdV \quad (A2.1) \]

then:

**Theorem (Helmholtz):** the differential \((dU + pdV)/T\) is exact.

In fact let:

\[ S = 2 \log \int_{x_-(U,V)}^{x_+(U,V)} \sqrt{K(x;U,V)}dx = 2 \log \int_{x_-(U,V)}^{x_+(U,V)} \sqrt{U - \varphi(x)}dx \quad (A2.2) \]

\( (1/2)S \) is the logarithm of the action, so that:

\[ S = \frac{\int (dU - \partial \varphi(x)dV) \frac{dx}{\sqrt{K}}}{\int K \frac{dx}{\sqrt{K}}} \quad (A2.3) \]

and, noting that \( \frac{dx}{\sqrt{K}} = \sqrt{\frac{2}{m}} dt \), we see that the time averages are given by integrating with respect to \( \frac{dx}{\sqrt{K}} \) and dividing by the integral of \( \frac{1}{\sqrt{K}} \). We find therefore:

\[ dS = \frac{dU + pdV}{T} \quad (A2.4) \]

Boltzmann saw that this was not a simple coincidence: his interesting (and healthy) view of the continuum (which he probably never really considered more than a convenient artifact, useful for computing quantities describing a discrete world) led him to think that in some sense monocyclicity was not a strong assumption.

In general one can call **monocyclic** a system with the property that there is a curve \( \ell \rightarrow x(\ell) \), parameterized by its curvilinear abscissa \( \ell \), varying in an interval \( 0 < \ell < L(E) \), closed and such that \( x(\ell) \) covers all the positions compatible with the given energy \( E \).

Let \( x = x(\ell) \) be the parametric equations so that the energy conservation can be written:

\[ \frac{1}{2}m\dot{\ell}^2 + \varphi(x(\ell)) = E \quad (A2.5) \]

then if we suppose that the potential energy \( \varphi \) depends on a parameter \( V \) and if \( T \) is the average kinetic energy, \( p = -\langle \partial \varphi \rangle \) it is, for some \( S \):

\[ dS = \frac{dE + pdV}{T}, \quad p = -\langle \partial \varphi \rangle, \quad T = \langle K \rangle \quad (A2.6) \]
where \( \langle \cdot \rangle \) denotes time average.

The above can be applied to a gas in a box. Imagine the box containing the gas to be covered by a piston of section \( A \) and located to the right of the origin at distance \( L \): so that \( V = AL \).

The microscopic model for the piston will be a potential \( \varphi(L - \xi) \) if \( x = (\xi, \eta, \zeta) \) are the coordinates of a particle. The function \( \varphi(r) \) will vanish for \( r > r_0 \), for some \( r_0 \), and diverge to \(+\infty\) at \( r = 0 \). Thus \( r_0 \) is the width of the layer near the piston where the force of the wall is felt by the particles that happen to roam there.

Noting that the potential energy due to the walls is \( \varphi = \sum_j \varphi(L - \xi_j) \) and that \( \partial \varphi / \partial L \varphi = A^{-1} \partial L \varphi \) we must evaluate the time average of:

\[
\partial L \varphi(x) = - \sum_j \varphi'(L - \xi_j)
\]

As time evolves the particles with \( \xi_j \) in the layer within \( r_0 \) of the wall will feel the force exerized by the wall and bounce back. Fixing the attention on one particle in the layer we see that it will contribute to the average of \( \partial L \varphi(x) \) the amount:

\[
\frac{1}{\text{total time}} \int_{t_0}^{t_1} - \varphi'(L - \xi_j) dt
\]

if \( t_0 \) is the first instant when the point \( j \) enters the layer and \( t_1 \) is the instante when the \( \xi \)-component of the velocity vanishes "against the wall". Since \( -\varphi'(L - \xi_j) \) is the \( \xi \)-component of the force, the integral is \(-2m|\hat{\xi}_j|\) (by Newton’s law), provided \( \hat{\xi}_j > 0 \) of course.

The number of such contributions to the average per unit time are therefore given by \( \rho_{\text{wall}} A \int_{v > 0} 2mv f(v) v dv \) if \( \rho_{\text{wall}} \) is the density (average) of the gas near the wall and \( f(v) \) is the fraction of particles with velocity between \( v \) and \( v + dv \). Using the ergodic hypothesis (i.e. the microcanonical ensemble) and the equivalence of the ensembles to evaluate \( f(v) \) it follows that:

\[
p \overset{\text{def}}{=} \langle \partial \varphi \varphi \rangle = \rho_{\text{wall}} \beta^{-1}
\]

where \( \beta^{-1} = k_B T \) with \( T \) the absolute temperature and \( k_B \) the Boltmann’s constant. That the (A2.9) yields the correct value of the pressure is well known, see [MP], in Classical Statistical Mechanics; in fact often it is even taken as microscopic definition of the pressure.

**Appendix A3. A Proof of the Fluctuation Theorem.**

(A) Description of the SRB statistics.

A set \( E \) is a rectangle with center \( x \) and axes \( \Delta^u, \Delta^s \) if:

1) \( \Delta^u, \Delta^s \) are two connected surface elements of \( W^u_x, W^s_x \) containing \( x \).
2) for any choice of \( \xi \in \Delta^u \) and \( \eta \in \Delta^s \) the local manifolds \( W^\xi_{\eta,\delta} \) and \( W^{\eta,\delta} \) intersect in one and only one point \( x(\xi, \eta) = W^\xi_{\eta,\delta} \cap W^{\eta,\delta} \). The point \( x(\xi, \eta) \) will also be denoted \( \xi \times \eta \).
3) the boundaries $\partial \Delta^u$ and $\partial \Delta^s$ (regarding the latter sets as subsets of $W^u_x$ and $W^s_x$) have zero surface area on $W^u_x$ and $W^s_x$.

4) $E$ is the set of points $\Delta^u \times \Delta^s$.

Note that any $x' \in E$ can be regarded as the center of $E$ because there are $\Delta^u, \Delta^s$ both containing $x'$ and such that $\Delta^u \times \Delta^s \equiv \Delta^0 \times \Delta^s$. Hence each $E$ can be regarded as a rectangle centered at any $x' \in E$ (with suitable axes). See figure.

The circle is a small neighborhood of $x$; the first picture shows the axes; the intermediate picture shows the $\times$ operation and $W^u, W^s, \delta, \xi, \eta$; the third picture shows the rectangle $E$ with the axes and the four marked points are the boundaries $\partial \Delta^u$ and $\partial \Delta^s$. The picture refers to a two dimensional case and the stable and unstable manifolds are drawn as flat, i.e. the $\Delta$s are very small compared to the curvature of the manifolds. The center $x$ is drawn in a central position, but it can be any other point of $E$ provided $\Delta^u$ and $\Delta^s$ are correspondingly redefined. One should meditate on the symbolic nature of the drawing in the cases of higher dimension.

The unstable boundary of a rectangle $E$ will be the set $\partial_u E = \Delta^u \times \partial \Delta^s$; the stable boundary will be $\partial_s E = \partial \Delta^u \times \Delta^s$. The boundary $\partial E$ is therefore $\partial u E = \partial_s E \cup \partial_u E$. The set of the interior points of $E$ will be denoted $E^0$. A pavement of $M$ will be a covering $\mathcal{E} = (E_1, \ldots, E_N)$ of $M$ by $N$ rectangles with pairwise disjoint interiors. The stable (or unstable) boundary $\partial_s \mathcal{E}$ (or $\partial_u \mathcal{E}$) of $\mathcal{E}$ is the union of the stable (or unstable) boundaries of the rectangles $E_j$: $\partial_s \mathcal{E} = \cup_j \partial_s E_j$ and $\partial_u \mathcal{E} = \cup_j \partial_u E_j$.

A pavement $\mathcal{E}$ is called markovian if its stable boundary $\partial_s \mathcal{E}$ retracts on itself under the action of $S$ and its unstable boundary retracts on itself under the action of $S^{-1}$, [Si], [Bo], [Ru1]; this means:

$$S \partial_s \mathcal{E} \subseteq \partial_s \mathcal{E}, \quad S^{-1} \partial_u \mathcal{E} \subseteq \partial_u \mathcal{E} \quad (A3.1)$$

Setting $M_{j,j'} = 0$, $j, j' \in \{1, \ldots, N\}$, if $SE^0_j \cap E^0_{j'} = \emptyset$ and $M_{j,j'} = 1$ otherwise we call $C$ the set of sequences $j = (j_k)_{k=-\infty}^{\infty}, j_k \in \{1, \ldots, N\}$ such that $M_{j_k, j_{k+1}} = 1$. The transitivity of the system $(M, S)$ implies that $M$ is transitive, i.e. there is a power of the matrix $M$ with all entries positive. The space $C$ will be called the space of the compatible symbolic sequences. If $\mathcal{E}$ is a markovian pavement and $\delta$ is small enough the map:

$$X : j \in C \rightarrow x = \bigcap_{k=-\infty}^{\infty} S^{-k} E_{j_k} \in M \quad (A3.2)$$

is continuous and $1 - 1$ between the complement $M_0 \subset M$ of the set $N = \cup_{k=-\infty}^{\infty} S^k \partial \mathcal{E}$ and the complement $C_0 \subset C$ of $X^{-1}(N)$. This map is called the
symbolic code of the points of \( M \): it is a code that associates with each \( x \not\in N \) a sequence of symbols \( j \) which are the labels of the rectangles of the pavement that are successively visited by the motion \( S^j x \).

The symbolic code \( X \) transforms the action of \( S \) into the *left shift* \( \vartheta \) on \( C \): \( SX(j) = X(\vartheta j) \). A key result, [Si], is that it transforms the volume measure \( \mu_0 \) on \( \mathcal{M} \) into a *Gibbs distribution*, [LR], [Ru2], \( \mu_0 \) on \( C \) with formal Hamiltonian:

\[
H(j) = \sum_{k=-\infty}^{-1} h_-(\vartheta^k j) + h_0(j) + \sum_{k=0}^{\infty} h_+(\vartheta^k j) \tag{A3.3}
\]

where, see (2.1):

\[
h_-(j) = -\log \Lambda_s(X(j)), \quad h_+(j) = \log \Lambda_u(X(j)), \quad h_0(j) = -\log \sin \alpha(X(j)) \tag{A3.4}
\]

If \( F \) is Hölder continuous on \( M \) the function \( F(X(j)) \) can be represented in terms of suitable functions \( \Phi_k(j_{-k}, \ldots, j_k) \) as:

\[
F(j) = \sum_{k=1}^{\infty} \Phi_k(j_{-k}, \ldots, j_k), \quad |\Phi_k(j_{-k}, \ldots, j_k)| \leq \varphi e^{-\lambda k} \tag{A3.5}
\]

where \( \varphi > 0, \lambda > 0 \). In particular \( h_\pm \) (and \( h_0 \)) enjoy the property (A3.5) (short range).

If \( \mu_+, \mu_- \) are the Gibbs states with formal Hamiltonians:

\[
\sum_{k=-\infty}^{\infty} h_+(\vartheta^k j), \quad \sum_{k=-\infty}^{\infty} h_-(\vartheta^k j) \tag{A3.6}
\]

the distributions \( \mu_\pm \) on \( M \), images of \( \mu_\pm \) via the code \( X \) in (A3.2), will be the *forward and backward statistics* of the volume distribution \( \mu_0 \) (corresponding to \( \mu_0 \) via the code \( X \)), [Si]. This means that:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T-1} F(S^k x) = \int_M \mu_\pm(dy)F(y) \equiv \mu_\pm(F) \tag{A3.7}
\]

for all smooth \( F \) and for \( \mu_0 \)-almost all \( x \in M \). The distributions \( \mu_\pm \) are often called the *SRB distributions*, [ER]; the above statements and (A3.6),(A3.7) constitute the content of a well known theorem by Sinai, [Si].

An approximation theorem for \( \mu_+ \) can be given in terms of the *coarse graining* of \( M \) generated by the markovian pavement \( \mathcal{E}_T = \bigvee_{k=-T}^{T} S^{-k} \mathcal{E} \). If \( E_{j-T \ldots, j_T} \equiv \bigcap_{k=-T}^{T} S^{-k} E_{j_k} \) and \( x_{j-T \ldots, j_T} \) is a point chosen in the coarse grain set \( E_{j-T \ldots, j_T} \), so that its symbolic sequence is obtained by attaching to the right

---

\footnote{Where \( \bigvee \) denotes the operation which, given two pavements \( \mathcal{E}, \mathcal{E}' \) generates a new pavement \( \mathcal{E} \cup \mathcal{E}' \), the rectangles of \( \mathcal{E} \cup \mathcal{E}' \) simply consist of all the intersections \( E \cap E' \) of pairs of rectangles \( E \in \mathcal{E} \) and \( E' \in \mathcal{E}' \).}
and to the left of $j_{-T}, \ldots, j_T$ arbitrary compatible sequences depending only on the symbols $j_{\pm T}$ respectively. We define the distribution $\mu_{T, \tau}$ by setting:

$$
\mu_{T, \tau}(F) = \int_M \mu_{T, \tau}(dx) F(x) = \frac{\sum_{j_{-T}, \ldots, j_T} \mathcal{X}_{u, \tau}(x_{j_{-T}, \ldots, j_T}) F(x_{j_{-T}, \ldots, j_T})}{\sum_{j_{-T}, \ldots, j_T} \mathcal{X}_{u, \tau}(x_{j_{-T}, \ldots, j_T})}
$$

\[ \mathcal{X}_{u, \tau}(x) \overset{def}{=} \prod_{k=-\tau/2}^{\tau/2-1} \Lambda_u(S^k x) \tag{A3.8} \]

Then for all smooth $F$ we have: $\lim_{T \geq \tau/2, \tau \to \infty} \mu_{T, \tau}(F) = \mu_+(F)$. Note that equation (A3.8) can also be written:

$$
\mu_{T, \tau}(F) = \frac{\sum_{j_{-T}, \ldots, j_T} e^{-\sum_{k=-\tau/2}^{\tau/2-1} h_+(\vartheta^k j^0)} F(X(j^0))}{\sum_{j_{-T}, \ldots, j_T} e^{-\sum_{k=-\tau/2}^{\tau/2-1} h_+(\vartheta^k j^0)}} \tag{A3.9}
$$

where $j^0 \in C$ is the compatible sequence agreeing with $j_{-T}, \ldots, j_T$ between $-T$ and $T$ (i.e. $X(j^0) = x_{j_{-T}, \ldots, j_T} \in E_{j_{-T}, \ldots, j_T}$) and continued outside as above.

**Notation:** To simplify the notations we shall write, when $T$ is regarded as having a fixed value, $q$ for the elements $q = (j_{-T}, \ldots, j_T)$ of $\{1, \ldots, N\}^{2T+1}$; and $E_q$ will denote $E_{j_{-T}, \ldots, j_T}$ and $x_q$ the above point of $E_q$.

**Remark:** Note that the weights in (A3.9) depend on the special choices of the centers $x_q$ (i.e. of $j^0$); but if $x_q$ varies in $E_q$ the weight of $x_q$ changes by at most a factor, bounded above by some $B < \infty$ and below by $B^{-1}$, for all $T \geq 0$, and essentially depending only on the symbols corresponding to the sites close to $\pm T$.

The last formula shows that the forward statistics of $\mu_0$ can be regarded as a *Gibbs state for a short range one dimensional spin chain with a hard core interaction*. The spin at $k$ is the value of $j_k \in \{1, \ldots, N\}$; the short range refers to the fact that the function $h_+(\vartheta) \equiv \log \Lambda_u(X(\vartheta))$, $\Lambda_u(x)$ being Hölder continuous, can be represented as in (A3.5) where the $\Phi_k$ play the role of "many spins" interaction potentials and the hard core refers to the fact that the only spin configurations $\vartheta$ allowed are those with $M_{j_kj_{k+1}} \equiv 1$ for all integers $k$.

**(B) A Legendre transform.**

First the function (2.4) is converted to a function on the spin configurations $\vartheta \in C$:

$$
\tilde{\varepsilon}_\tau(\vartheta) = \varepsilon_\tau(X(j_0)) = \frac{1}{\tau} \sum_{k=-\tau/2}^{\tau/2-1} L(\vartheta^k j_0) \tag{A3.10}
$$
where $L(j) \equiv \frac{1}{\eta_{\tau}} \log \Lambda^{\pm 1}(X(j))$ has a short range representation of the type (A3.5).

The SRB distribution $\mu_+$ is regarded (see above) as a Gibbs state $\pi_+$ with short range potential on the space $C$ of the compatible symbolic sequences, associated with a Markov partition $\Sigma$, [Si], [Ru2]. Therefore, by general large deviations properties of short range Ising systems ([La], [El], [Ol], there is a function $\zeta(s)$ real analytic in $s$ for $s \in (-p^*, p^*)$ for a suitable $p^* > 0$, strictly convex and such that if $p < p^*$ and $|p - \delta, \rho + \delta| \subset (-p^*, p^*)$ we have:

$$\frac{1}{\tau} \log \pi_+\left(\{\tilde{\epsilon}_{\tau}(\underline{j}) \in [p - \delta, \rho + \delta]\}\right)_{\tau \to \infty} \max_{s \in [p - \delta, \rho + \delta]} \zeta(s) \quad (A3.11)$$

and the difference between the r.h.s. and the l.h.s. tends to 0 bounded by $D\tau^{-1}$ for a suitable constant $D$. The function $\zeta(s)$ is the Legendre transform of the function $\lambda(\beta)$ defined as:

$$\lambda(\beta) = \lim_{\tau \to \infty} \frac{1}{\tau} \log \int e^{\tau \beta \tilde{\epsilon}_{\tau}(\underline{j})} \pi_+(d\underline{j}) \quad (A3.12)$$

i.e. $\lambda(\beta) = \max_{s \in (-p^*, p^*)} (\beta s + \zeta(s))$, where the quantity $p^*$ can be taken $p^* = \lim_{\beta \to +\infty} g_\beta^{-1}(\lambda(\beta))$ and the function $\lambda(\beta)$ is a real analytic, [CO], strictly convex function of $\beta \in (-\infty, \infty)$ and $\beta^{-1}(\lambda(\beta))_{\beta \to \pm \infty} \pm p^*$, i.e. it is asymptotically linear.

The above (A3.11) is a "large deviations theorem" for one dimensional spin chains with short range interactions, [La].

Hence it will be sufficient to prove the following; if $I_{p, \delta} = [p - \delta, \rho + \delta]$:

$$\frac{1}{\eta_{\tau}} \log \pi_+\left(\{\tilde{\epsilon}_{\tau}(\underline{j}) \in I_{p, \delta + \eta(\tau)}\}\right) \{ p + \delta + \eta(\tau) \} \geq p + \delta - \eta(\tau) \quad (A3.13)$$

with $\eta(\tau), \eta(\tau)_{\tau \to \infty} \to 0$.

(C) Thermodynamic formalism informations.

In this section $X$ will denote a lattice interval, i.e. a set of consecutive integers $X = (x, x + 1, \ldots, x + n - 1)$: hence it should not be confused with the code $X$ of (A3.2).

Let $\underline{j}_X = (j_x, j_{x+1}, \ldots, j_{x+n-1})$ if $X = (x, x + 1, \ldots, x + n - 1)$ and $n$ is odd, and call $\overline{X} = x + (n - 1)/2$ the center of $X$. If $j \in C$ is an infinite spin configuration we also denote $\underline{j}_X$ the set of the spins with labels $x \in X$. The left shift of the interval $X$ will be denoted by $\vartheta$; i.e. by the same symbol of the left shift of a (infinite) spin configuration $\underline{j}$.

Let $\nu_X(\underline{j}_X) = \nu(\underline{j}_X, j_{x+1}, \ldots, j_{x+n-1})$, and $h^+_X(\underline{j}_X) = h^+_X(\nu_X(\underline{j}_X))$ be translation invariant, i.e. functions such that $\nu_X(j \equiv \nu_X(j)$ and $h^+_X(\underline{j}) = h^+_X(\underline{j})$, and such that the functions $h^+_X(\underline{j})$, see (2.4), and $L(\underline{j})$, see (A3.10), can be written for suitably chosen constants $b_1, b_2, b, b'$:
\[ L(j) = \sum_{X=0}^{\overline{X}} l_X(j, \underline{x}_X), \quad h_+^\ast(j) = \sum_{X=0}^{\overline{X}} h_X^\ast(j, \underline{x}_X) \]

\[ |l_X(j, \underline{x}_X)| \leq b_1 e^{-b_2 n}, \quad |h_X^\ast(j, \underline{x}_X)| \leq b e^{-b' n} \]

Then \(\tau \hat{\varepsilon}_\tau(j)\) can be written as \(\sum_{X \in [-\tau/2, \tau/2 - 1]} l_X(j, \underline{x}_X)\).

Hence \(\tau \hat{\varepsilon}_\tau(j)\) can be approximated by \(\tau \hat{\varepsilon}_\tau^M(j) = \sum^{(M)} l_X(j, \underline{x}_X)\) where \(\sum^{(M)}\) means summation over the sets \(X \subseteq [-\frac{1}{2}\tau - M, \frac{1}{2}\tau + M]\), while \(\overline{X}\) is in \([-\frac{1}{2}\tau, \frac{1}{2}\tau - 1]\).

The approximation is described by:

\[ |\tau \hat{\varepsilon}_\tau^M(j) - \tau \hat{\varepsilon}_\tau(j)| \leq b_3 e^{-b_4 M} \]  

(43.15)

for suitable\(^4\) \(b_3, b_4\) and for all \(M \geq 0\). Therefore if \(I_{p, \delta} = [p - \delta, p + \delta]\) and \(M = 0\) we have:

\[ \mu_+ (\{\varepsilon_\tau(x) \in I_{p, \delta}\}) \leq \overline{\mu}_+ (\{\varepsilon_\tau^0 \in I_{p, \delta + b_3/\tau}\}) \geq \overline{\mu}_+ (\{\varepsilon_\tau^0 \in I_{p, \delta - b_3/\tau}\}) \]  

(43.16)

It follows from the general theory of 1-dimensional Gibbs distributions, [Ru2], that the \(\overline{\mu}_+\)-probability of a spin configuration which coincides with \(\underline{j} \in [-\tau/2, \tau/2]\) in the interval \([-\frac{1}{2}\tau, \frac{1}{2}\tau]\)\(^5\) is:

\[ \frac{e^{-\sum \overline{h}_X^\ast(j, \underline{x}_X)}}{\sum \underline{j} \in [-\tau/2, \tau/2]} P(\underline{j} \in [-\tau/2, \tau/2]) \]  

(43.17)

where \(\sum^\ast\) denotes summation over all the \(X \subseteq [-\tau/2, \tau/2 - 1]\); the denominator is just the sum of terms like the numerator, evaluated at a generic (compatible) spin configuration \(\underline{j} \in [-\tau/2, \tau/2]\); finally \(P\) verifies the bound, [Ru2]:

\[ B_1^{-1} < P(\underline{j} \in [-\tau/2, \tau/2]) < B_1 \]  

(43.18)

with \(B_1\) a suitable constant independent of \(\underline{j} \in [-\tau/2, \tau/2]\) and of \(\tau\) (\(B_1\) can be explicitly estimated in terms of \(b, b'\)). Therefore from (43.16) and (43.17) we deduce for any \(T \geq \tau/2\):

\[ \mu_+ (\{\varepsilon_\tau(x) \in I_{p, \delta}\}) \leq \overline{\mu}_+ (\{\varepsilon_\tau^0 \in I_{p, \delta + b_3/\tau}\}) \leq B_2 \mu_{\tau, \tau^0} (\{\varepsilon_\tau^0 \in I_{p, \delta + b_3/\tau}\}) \]  

(43.19)

for some constant \(B_2 > 0\); and likewise a lower bound is obtained by replacing \(B_2\) by \(B_2^{-1}\) and \(b_3\) by \(-b_3\).

---

\(^4\) One can check from (43.14), that the constants \(b_3, b_4\) can be expressed as simple functions of \(b_1, b_2\).

\(^5\) i.e. the spin configurations \(\underline{j}'\) such that \(j'_x = jx, x \in [-\frac{1}{2}\tau, \frac{1}{2}\tau]\).
Then if \( p < p^* \) and \( I_{p,\delta} \subset (-p^*,p^*) \) the set of the rectangles \( E \in \sqrt[k]{T}S^{-k}\mathcal{E} \) with center \( x \) such that \( \varepsilon_\tau(x) \in I_{p,\delta} \) is not empty, as it follows from the strict convexity and the asymptotic linearity of the function \( \lambda(\beta) \) in (A3.12).

We immediately deduce the lemma:

**Lemma 1:** the distributions \( \mu_+ \) and \( \mu_{T,\tau} \), \( T \geq \frac{1}{2}\tau \), verify:

\[
\frac{1}{\tau \eta_+} \log \frac{\mu_+\left(\{\varepsilon_\tau(x) \in I_{p,\delta+i2b_3/\tau}\}\right)}{\mu_+\left(\{\varepsilon_\tau(x) \in -I_{p,\delta+i2b_3/\tau}\}\right)} \begin{cases} < \frac{\log B^2}{\tau \eta_+} + \frac{1}{\tau \eta_+} \log \frac{\mu_{T,\tau}(\{\varepsilon_\tau \in I_{p,\delta}\})}{\mu_{T,\tau}(\{\varepsilon_\tau \in -I_{p,\delta}\})} & \text{if } T \geq \frac{1}{2}\tau \\ > -\frac{\log B^2}{\tau \eta_+} + \frac{1}{\tau \eta_+} \log \frac{\mu_{T,\tau}(\{\varepsilon_\tau \in I_{p,\delta}\})}{\mu_{T,\tau}(\{\varepsilon_\tau \in -I_{p,\delta}\})} & \text{if } T < \frac{1}{2}\tau \end{cases}
\]

(A3.20)

for \( I_{p,\delta} \subset [-p^*,p^*] \) and for \( \tau \) so large that \( p + \delta + 2b_3/\tau < p^* \).

Hence (A3.13) will follow if we can prove:

**Lemma 2:** there is a constant \( \overline{b} \) such that the approximate SRB distribution \( \mu_{T,\tau} \) verifies:

\[
\frac{1}{\tau \eta_+} \log \frac{\mu_{T,\tau}\left(\{\varepsilon_\tau \in I_{p,\delta}\}\right)}{\mu_{T,\tau}\left(\{\varepsilon_\tau \in -I_{p,\delta}\}\right)} \begin{cases} \leq p + \delta + \overline{b}/\tau & \text{for } \tau \text{ large enough} \\ \geq p - \delta - \overline{b}/\tau & \text{for all } T \geq \tau/2. \end{cases}
\]

(A3.21)

The latter lemma will be proved in §4 and it is the only statement that does not follow from the already existing literature.

(D) *Time reversal symmetry implications*

The relation (A3.20) holds for any choice of the Markov partition \( \mathcal{E} \). Note that if \( \mathcal{E} \) is a Markov pavement so is \( i\mathcal{E} \) (because \( iS = S^{-1}i \) and \( iW_x^u = W_x^s \) ); furthermore if \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) are Markov pavements then \( \mathcal{E} = \mathcal{E}_1 \cup \mathcal{E}_2 \) is also markovian. Therefore:

**Lemma 3:** there exists a time reversal Markov pavement \( \mathcal{E} \), i.e. a Markov pavement such that \( \mathcal{E} = i\mathcal{E} \).

This can be seen by taking any Markov pavement \( \mathcal{E}_0 \) and setting \( \mathcal{E} = \mathcal{E}_0 \cup i\mathcal{E}_0 \). Alternatively one could construct the Markov pavement in such a way that it verifies automatically the symmetry [G2]. Since the center of a rectangle \( E_q \in \mathcal{E}_T \) can be taken to be any point \( x_q \) in the rectangle \( E_q \) we can and shall suppose that the centers of the rectangles in \( \mathcal{E}_T \) have been so choosen that the center of \( iE_{\overline{q}} \) is \( ix_q \), i.e. the time reversal of the center \( x_q \) of \( E_q \).

For \( \tau \) large enough the set of configurations \( \overline{q} = \overline{j} \) \([-T,T]\) such that \( \varepsilon_\tau(x) \in I_{p,\delta} \) for all \( x \in E_q \) is not empty6 and the ratio in (A3.21) can be written, if \( x_q \) is the center of \( E_q \), as:

\[
\text{Note that } p^* = \sup_{p^*} \lim_{\tau \to +\infty} \varepsilon_\tau(T/2) \text{ and let } p \in (-p^* + \delta, p^* - \delta); \text{ furthermore } \zeta(s) \text{ is smooth, hence } > -\infty, \text{ for all } |s| < p^*.
\]
Define $\overline{\Lambda}_{s,\tau}(x)$ as in (A3.8) with $s$ replacing $u$: then the time reversal symmetry implies that $\overline{\Lambda}_{u,\tau}(x) = \overline{\Lambda}_{s,\tau}^{-1}(ix)$, see remark 2) following definition (B), §2.7. This permits us to change (A3.22) into:

$$\frac{\sum_{\varepsilon_r(x_q) \in I_p,\delta} \overline{\Lambda}_{u,\tau}^{-1}(x_q)}{\sum_{\varepsilon_r(x_q) \in -I_p,\delta} \overline{\Lambda}_{u,\tau}^{-1}(x_q)} = \frac{\sum_{\varepsilon_r(x_q) \in I_p,\delta} \overline{\Lambda}_{u,\tau}^{-1}(x_q)}{\sum_{\varepsilon_r(x_q) \in -I_p,\delta} \overline{\Lambda}_{u,\tau}^{-1}(ix_q)}$$  \hspace{1cm} (A3.23)

where the maxima are evaluated as $q$ varies with $\varepsilon_r(x_q) \in I_p,\delta$.

By (2.1) we can replace $\overline{\Lambda}_{u,\tau}^{-1}(x)\overline{\Lambda}_{s,\tau}^{-1}(x)$ with $\overline{\Lambda}_{s,\tau}^{-1}(x)B^{\pm 1}$, see (A3.8), (2.4); thus noting that by definition of the set of $q$'s in the maximum in (A3.23) we have $\frac{1}{\mu_{I_p,\delta}} \log \overline{\Lambda}_{s,\tau}^{-1}(x_q) \in I_p,\delta$, we see that (A3.21) follows with $\overline{\tau} = \frac{1}{\mu_{I_p,\delta}} \log B$.

Corollary: the above analysis gives us a concrete bound on the speed at which the limits in (2.6) are approached. Namely the error has order $O(\tau^{-1})$.

This is so because the limit (A3.11) is reached at speed $O(\tau^{-1})$; furthermore the regularity of $\lambda(s)$ in (A3.11) and the size of $\eta(\tau), \eta'(\tau)$ and the error term in (A3.21) have all order $O(\tau^{-1})$.

The above analysis proves a large deviation result for the probability distribution $\mu_{I_p}$: since $\mu_{I_p}$ is a Gibbs distribution, see (A3.6), various other large deviations theorems hold for it, [DV], [El], [Ol], but unlike the above they are not related to the time reversal symmetry.

Appendix A4: Heuristic proof of the local fluctuation theorem.

(A) Markov partitions and symbolic dynamics for the chain.

The reduction of the dynamical nonequilibrium problem of a weakly interacting chain of Anosov maps, see §3, to a short range lattice spin system equilibrium problem is the content of (A), (B) of this appendix, see [Ga7]. This is an extension of the corresponding analysis in Appendix A3 for the case of a single Anosov map: it is necessary to discuss it again in order to exploit the short range nature of the coupling and its weakness in order to obtain results independent on the size $N$ of the chain.

Let $\overline{P}_0 = (E_1, \ldots, E_{N_0})$ be a Markov partition, see [Si], for the unperturbed “single site” system $\overline{M}_0 \times \overline{M}_0 \times \overline{S}_0^{-1}$. Then $\overline{P}_0^{2N+1} = \{E_\alpha\}$.

---

7 Here it is essential that $\overline{\Lambda}_{u,\tau}(x)$ is the expansion of the unstable manifold between the initial point $s^{-\tau/2}x$ and the final point $s^{\tau/2}x$: i.e. it is a trajectory of time length $\tau$, which at its central time is in $x$.
\( \alpha = (\rho_{-N}, \ldots, \rho_N) \) with \( E_\alpha = E_{\rho_{-N}}^0 \times E_{\rho_{-N+1}}^0 \times \ldots \times E_{\rho_N}^0 \) is a Markov partition of \((\mathcal{M}_0^{2N+1}, S_0)\).

The perturbation, if small enough, will deform the partition \( \mathcal{P}_0^{2N+1} \) into a Markov partition \( \mathcal{P} \) for \((M, S)\) changing only “slightly” the partition \( \mathcal{P}_0^{2N+1} \). The work [PS] shows that the above “\( \varepsilon \) small enough” mean that \( \varepsilon \) has to be chosen small but that it can be chosen \( N \)-independent, as we shall always suppose in what follows.

Under such circumstances we can establish a correspondence between points of \( M \) that have the same “symbolic history” (or “symbolic dynamics”) along \( \mathcal{P}_0^{2N+1} \) under \( S_0 \) and along \( \mathcal{P} \) under \( S \); we shall denote it by \( h \); see [PS].

The Markov partition \( \mathcal{P}_0^{2N+1} \) for \( S_0 \) associates with each point \( \mathcal{P} \) = \((x_{-N}, \ldots, x_N)\) a sequence \( (\sigma_{ij}), i \in [-N,N], j \in (-\infty, \infty) \) of symbols so that \((\sigma_{ij})_{j=-\infty}^\infty \) is the free symbolic dynamics of the point \( x_i \). We call the first label \( i \) of \( \sigma_{ij} \) a “space–label” and the second a “time–label”. Not all sequences can arise as histories of points: however (by the definition of \( h \), see above) precisely the same sequences arise as histories of points along \( \mathcal{P}_0 \) under the free evolution \( S_0 \) or along \( \mathcal{P} \) under the interacting evolution \( S \).

The map \( h \) is Hölder continuous and “short ranged”:

\[
|h(\mathcal{P})_i - h(\mathcal{P'})_i| \leq C \sum_j \varepsilon^{i-j} |\gamma_j| |x_j - x'_j| \gamma \quad (A4.1)
\]

for some \( \gamma, \gamma', C > 0 \), [PS], if \(|x - y|\) denotes the distance in \( \mathcal{M}_0 \times \mathcal{M}_0 \) (i.e. in the single site phase space).

Furthermore the code \( \mathcal{P} \leftrightarrow \mathcal{P} \) associating with \( \mathcal{P} \) its “history” or “symbolic dynamics” \( \mathcal{P} \) along the partition \( \mathcal{P} \) under the map \( S \) is such that, fixed \( j \):

\[
\mathcal{P}(i) = \mathcal{P}(i') \text{ for } |i - j| \leq \ell \quad \Rightarrow \quad |x_j - x'_j| \leq C \varepsilon^{\gamma \ell} \quad (A4.2)
\]

The inverse code associating with a history \( \mathcal{P} \) a point with such history will be denoted \( \mathcal{P}(\mathcal{P}) \).

If \( \mathcal{P} = (x_{-N}, \ldots, x_N) \) is coded into \( \mathcal{P}(\mathcal{P}) = (\mathcal{P}(-N), \ldots, \mathcal{P}(-N)) = (\sigma_{ij}) \), with \( i = -N, \ldots, N, \) and \( j \in (-\infty, +\infty), \) the short range property holds also in the time direction. This means that, fixed \( i_0 \):

\[
\sigma_{ij} = \sigma'_{ij} \text{ for } |i - i_0| < k, |j| < p \quad \Rightarrow \quad |\mathcal{P}(\mathcal{P})_{i_0} - \mathcal{P}(\mathcal{P})'_{i_0}| \leq C \varepsilon^{\gamma k} e^{-\kappa p} \quad (A4.3)
\]

for some \( \kappa, \gamma, C > 0 \), see lemma 1 of [PS]. The constants \( \kappa, \gamma, C, C', B, B' > 0 \) above and below should not be thought to be the same even when denoted by the same symbol: however they could be \( \text{a posteriori} \) fixed so that to equal symbols correspond equal values.

By construction the codes \( \mathcal{P} \leftrightarrow \mathcal{P}(\mathcal{P}) \) commute with time evolution.

The sequences \( (\sigma_{ij}) \) which arise as symbolic dynamics along \( \mathcal{P}_0 \) under the free single site evolution of a point \( x_i \) are subject to constraints, that we call “vertical”, imposing that \( T_{\sigma_{ij}, \sigma_{i,j+1}}^0 = 1 \) for all \( j \), if \( T_{\sigma, \sigma}^0 \) denotes the “compatibility matrix”
of the “free single site evolution” (i.e. \( T^{\sigma}_{0,\sigma'} = 1 \) if the \( \mathcal{S}_0 \times \mathcal{S}_0^{-1} \) image of \( E_{\sigma} \) intersects the interior of \( E_{\sigma'} \) and \( T^{\sigma}_{\sigma,\sigma'} = 0 \) otherwise). We call the latter condition a “compatibility condition” for the spins in the \( i \)-th column.

The mixing property of the free evolution immediately implies that a large enough power of the compatibility matrix \( T^0 \) has all entries positive. This means that for each symbol \( \sigma \) we can find semiinfinite sequences:

\[
\begin{align*}
\sigma_B(\sigma) &= (\ldots, \sigma_{-1}, \sigma_0 \equiv \sigma), \quad T^0_{\sigma_{i-1}, \sigma_i} = 1, \quad \text{for all } i \leq 0 \\
\sigma_T(\sigma) &= (\sigma \equiv \sigma_0, \sigma_1, \ldots), \quad T^0_{\sigma_i, \sigma_{i+1}} = 1, \quad \text{for all } i \geq 0
\end{align*}
\]

and defines two functions \( \sigma_B, \sigma_T \), called “compatible extensions”, defined on the set \( \{1, \ldots, N_0\} \) of labels of the single site Markov partition \( \mathcal{S}_0 \), with values in the compatible semiinfinite sequences.

In fact there are (uncountably) many ways of performing such compatible extensions “from the bottom” and “from the top” of the symbol \( \sigma \) into semiinfinite compatible sequences of symbols. We imagine to select one pair \( \sigma_B, \sigma_T \) arbitrarily, once and for all, and call such a selection a “choice of boundary conditions” or “of extensions”, on symbolic dynamics, for reasons that should become clear shortly. All this seems unavoidable and it is closely parallel to the corresponding discussion in the analysis of the simpler case of a single Anosov system discussed in Appendix A3, see the discussion preceding (A3.8).

We shall therefore be able to “extend in a standard way” any finite compatible block\(^8\) \( Q \) of spins:

\[
\mathfrak{Q}_Q = (\sigma_{i,j})_{i \in L, j \in K}, \quad L = (a - \ell, a + \ell), \quad K = (b - m, b + m)
\]

by setting \( \sigma_{i,j} = \sigma_B(\sigma_{i,b-n})_{b-n-j} \) for \( j < b - n \) and \( \sigma_{i,j} = \sigma_T(\sigma_{i,b+n})_{j-b-n} \) for \( j > b + n \). Here \( a, b, \ell, m \) are integers.

In the free evolution there are no “horizontal” compatibility constraints; hence it is always possible to extend the finite block \( \mathfrak{Q}_Q = (\sigma_{i,j})_{i \in L, j \in K} \) to a “full spin configuration” sequence \( (\sigma_{i,j})_{i \in [-N,N], j \in (-\infty, \infty)} \), obtained by continuing the columns in the just described standard way, using the boundary extensions \( \sigma_B, \sigma_T \), above the top and below the bottom, into a biinfinite sequence and also by extending the spin configuration to the right and to the left to a sequence with spatial labels running over the full spatial range \([-N,N]\). One simply defines \( \sigma_{i,j} \) for \( i \notin L \) as any (but prefixed once and for all) compatible biinfinite sequence of symbols (the same for each column).

The allowed symbolic dynamics sequences for the free dynamics (on \( \mathcal{P}_0 \)) and for the interacting dynamics (on \( \mathcal{P} \)) coincide because the free and the interacting dynamics are conjugated by the map \( h \), [PS]. Therefore the above operations make sense also if the sequences are regarded as symbolic sequences of the interacting dynamics, as we shall do from now on.

To conclude: given a “block” \( \mathfrak{Q}_Q \) of symbols, with space–time labels \( (i,j) \in Q = L \times K \), we can associate with it a point \( \mathfrak{z} \in M \) whose symbolic dynamics

---

\(^8\) A block \( (\sigma_{i,j}), (i,j) \in Q \), is naturally said to be “compatible” if \( T^0_{\sigma_{i,j}, \sigma_{i,j+1}} = 1 \) for all \( (i,j) \in Q \) such that \( (i, j+1) \) is also in \( Q \).
is the above described standard extension of $\varphi_Q$. The latter depends only on the values of $\sigma_{i,j}$ for $j$ at the top or at the bottom of $Q$ and, of course, on the boundary conditions $\sigma_B, \sigma_T$ chosen to begin with.

(B) Expansion and contraction rates.

Consider the rates of variation of the phase space volume, $\lambda_0(\underline{x})$, or, respectively, of the surface elements of the stable and unstable manifolds $\lambda_n(\underline{x})$ and $\lambda_u(\underline{x})$ at the point $\underline{x}$: they are the logarithms of the Jacobian determinants $\partial S(\underline{x}), \partial(\alpha)S(\underline{x})$, $\alpha = s, u$, where $\partial(\alpha)$ denotes the Jacobian of $S$ as a map of $W^u_{\underline{x}}$ to $W^s_{\underline{x}}$ where $\alpha = u, s$ distinguishes the unstable manifold $W^u_{\underline{x}}$ of $\underline{x}$ or the stable manifold $W^s_{\underline{x}}$ of $\underline{x}$:

$$\lambda_{\alpha}(\underline{x}) = -\log |\det \partial(\alpha)S(\underline{x})|, \quad \alpha = 0, u, s$$

(A4.6)

where $\partial(0)S(\underline{x}) \equiv \partial S(\underline{x})$.

A hard technical problem is to represent $\lambda_{\alpha}(\underline{x})$ in terms of the “symbolic history” of $\underline{x}$ along $\mathcal{P}$, i.e. in terms of compatible sequences $\underline{x} = (\sigma_{i,j})$ with $i \in (-N,N)$, $j \in (-\infty, \infty)$. The rates $\lambda_{\alpha}(\underline{x})$ can be expressed as:

$$\lambda_{\alpha}(\underline{x}) = -\log |\det \frac{\partial S}{\partial \underline{x}}|_{W^{\alpha}(\underline{x})} = \sum_{L \subset [-N,N]} \delta_L^{(\alpha)}(\underline{x}_L)$$

(A4.7)

where $L$ is an interval in $[-N,N]$ (with $\pm (N + 1)$ identified with $\mp N$), [PS].

For $\alpha = 0$ this can be done by noting that the matrix $J = \frac{\partial S}{\partial \underline{x}}$ has an almost diagonal structure: $J(\underline{x}) = J_0(\underline{x})(1 + \Delta(\underline{x}))$ where $J_0(\underline{x})$ is the Jacobian matrix of the free motion $J_0(\underline{x}) = J_0(x-N) \times J_0(x-N+1) \times \ldots \times J_0(x_N)$ if $\underline{x} = (x-N, \ldots , x_N)$ and if $D = (\prod_{j=-N}^{N} \det J_0(x_j))$:

$$\det J = D \cdot e^T \log (1 + \Delta(\underline{x})) = D \cdot e^\sum_{k=1}^{\infty} \frac{(\text{Tr} \Delta(\underline{x}))^k}{k!}$$

(A4.8)

which leads to (A4.7) if one uses that the matrix elements $\Delta_{p,q} = J_{0}^{-1}(\underline{x})\partial_{x_p} \partial_{x_q} J(\underline{x})$ are essentially local, i.e. bounded by $B(C\varepsilon)^{|p-q|\gamma}$ for some $\gamma, C, B > 0$ (see (3.1),(3.2), (A4.3)).

For $\alpha = u, s$ (A4.7) can be derived in a similar way using also that:

(1) the stable and unstable manifolds of $\underline{x}$ consist of points $y$ which have eventually, respectively towards the future or towards the past, the same history of $\underline{x}$.

(2) they are described in a local system of coordinates around $\underline{x} = (\ldots , x_{-1}, x_0, x_1, \ldots )$ by smooth “short range” functions. Suppose, in fact, that on each factor $M_0$ we introduce a local system of coordinates $(\alpha, \beta)$ around the point $x_i \in M_0$, such that the unperturbed stable and unstable manifolds are described locally by graphs $(\alpha, f_\alpha(\cdot))$ or $(f_\alpha(\cdot), \beta)$.

The unperturbed stable and unstable manifolds will be smooth graphs $(\alpha_i, f_\alpha(\alpha_i))$ or $(f_\alpha(\beta_i), \beta_i)$ with $\alpha_i$ varying close to $\overline{\alpha}_i$ and $\beta_i$ close to $\overline{\beta}_i$, with $(\overline{\alpha}_i, \overline{\beta}_i)$ being the coordinates of $x_i$.  
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Fixed a point $\mathbf{x} = (x_{-N}, \ldots, x_N)$ with coordinates $(\mathbf{x}, \overline{\mathbf{x}})_{i=-N, \ldots, N}$ the perturbed manifolds of the point $\mathbf{x}$ will be described by smooth (at least $C^2$ and in fact of any prefixed smoothness if $\varepsilon$ is sufficiently small) functions $W^u(\mathbf{\alpha})$, $W^s(\mathbf{\alpha})$ of $\mathbf{\alpha} = (\alpha_i)_{i=-N, N}$ or of $\mathbf{\beta} = (\beta_i)_{i=-N, N}$ which are “local”; i.e. if $\mathbf{\alpha}$ and $\mathbf{\alpha}'$ agree on the sites $i - \ell, i + \ell$ or if $\mathbf{\beta}$ and $\mathbf{\beta}'$ agree on the sites $i - \ell, i + \ell$ then:

$$
||W^u(\mathbf{\beta})_i - f_u(\beta_i)||_{C^2} < C\varepsilon, \quad ||W^u(\mathbf{\beta})_i - W^u(\mathbf{\beta'})_i||_{C^2} < C\varepsilon^\ell, \\
||W^s(\mathbf{\alpha})_i - f_s(\alpha_i)||_{C^2} < C\varepsilon, \quad ||W^s(\mathbf{\alpha})_i - W^s(\mathbf{\alpha'})_i||_{C^2} < C\varepsilon^\ell
$$

(A4.9)

for some $C > 0$, see [PS] lemmata 1, 2. Here the norms in the first column are the norms in $C^2$ as functions of the arguments $\mathbf{\beta}$ or respectively $\mathbf{\alpha}$, while the norms in the second column are $C^2$ norms evaluated (of course) after identifying the arguments of $\mathbf{\beta}$ (or $\mathbf{\alpha}$) and $\mathbf{\beta}'$ (or $\mathbf{\alpha}'$) with labels $j$ such that $|i - j| \leq \ell$.

(3) If we consider the dependence of the planes tangent to the stable and unstable manifolds $W^s_\mathbf{x}$, $W^u_\mathbf{x}$ at $\mathbf{x}$ we find that they are Hölder continuous as functions of $\mathbf{x}$:

$$
||dW^s(\mathbf{x})_i - (dW^s_\mathbf{x})_i|| < C \sum_j \varepsilon^{|i-j|\kappa} |x_j - y_j|, \quad \alpha = u, s
$$

(A4.10)

where $(dW^\alpha_\mathbf{x})_i$ denoted the components relative to the $i$-th coordinate of $\mathbf{x}$ of the tangent plane to $W^\alpha_\mathbf{x}$ and $C, \kappa, \gamma > 0$.

The above properties and the Hölder continuity (A4.1), (A4.2), (A4.3) imply that the “horizontal potentials” $\tilde{\delta}^{(\alpha)}_L(\mathbf{\alpha}_L)$ in (A4.7) are “short ranged”:

$$
|\tilde{\delta}^{(\alpha)}_L(\mathbf{\alpha}_L)| \leq B (C\varepsilon)^{(|L|-1)\gamma}, \quad \alpha = u, s
$$

(A4.11)

for some $B, C, \gamma > 0$; we denote $|L|$ the number of points in the set $L$.

We shall use the symbolic representation of $\mathbf{x} \in M$ to express the rates $\lambda^{(\alpha)}(\mathbf{x})$. For this purpose let $\mathbf{x} = (x_i)_{i=-N, N}$ and suppose that such $\mathbf{x}$ corresponds to the symbolic dynamics sequence $\mathbf{\sigma} = (\mathbf{\sigma}_j)_{j=-\infty}^\infty$ where $\mathbf{\sigma}_j = (\sigma_{-N,j}, \ldots, \sigma_{N,j})$. We denote $\mathbf{\sigma}_L$ the sequence $\mathbf{\sigma}_L = (\sigma_{i,j})_{i \in L, j=-\infty, \infty}$.

Then $\mathbf{\sigma}_L$ determines each point of $\mathbf{x}_L$ within an approximation $\leq (C\varepsilon)^{(|L'|-|L|)\gamma}$ of the map $\mathbf{\sigma}_L$ conjugating the free evolution and the interacting evolution shows that, if $L'$ is a larger interval containing $L$ and centered around $L$, then the sequence $\mathbf{\sigma}_L$ determines each point of $\mathbf{x}_L$ within an approximation $\leq (C\varepsilon)^{(|L'|-|L|)\gamma}$. Hence we can define $\tilde{\delta}^{(\alpha)}_L(\mathbf{\sigma}_L)$ so that:

$$
\tilde{\delta}^{(\alpha)}_L(\mathbf{\alpha}_L) = \sum_{L' \supset L} \tilde{\delta}^{(\alpha)}_{L'}(\mathbf{\sigma}_{L'}), \quad |\tilde{\delta}^{(\alpha)}_L(\mathbf{\sigma}_L)| < B'(C\varepsilon)^{|L|-1}
$$

(A4.12)

for some $B', C', \gamma$. This leads to expressing $\lambda^{(\alpha)}(\mathbf{x})$ in terms of the symbolic dynamics of $\mathbf{x}$ and of the “space–localized” potentials $\tilde{\delta}^{(\alpha)}_L(\mathbf{\sigma}_L)$.
Let $Q_n = L \times K$ where $K = [-n, n]$ is a “time–interval” and set

$$
\mathcal{L}_n^\alpha(\sigma_{Q_n}) \overset{\text{def}}{=} \delta_1^{(\alpha)}([\sigma_{Q_n}]) - \delta_1^{(\alpha)}([\sigma_{Q_n-1}])
$$

(A4.13)

if $n \geq 1$ and $[\sigma_{Q_n}]$ denotes a standard extension (in the sense of §3) of $\sigma_{Q_n}$; or just set $\mathcal{L}_0^\alpha(\sigma_{Q})$ for $n = 0$. We define $\mathcal{L}_n^\alpha(\sigma_{Q})$ for $Q = L \times K$ and $K$ not centered (i.e. $K = (a - n, a + n)$, $a \neq 0$) so that it is translation invariant with respect to space time translations (of course the horizontal translation invariance is already implied by the above definitions and the corresponding translation invariance of $\delta_L^{(\alpha)}$).

The remarkable property, consequence of the Hölder continuity of the functions in (A4.6) and of the (A4.3),(A4.12), see [PS], is that for some $\gamma, \kappa, B, C > 0$:

$$
|\mathcal{L}_n^\alpha(\sigma_{Q})| \leq B (C\varepsilon^\gamma)^i e^{-\kappa j}
$$

(A4.14)

if $i, j$ are the horizontal and vertical dimensions of $Q$.

In this way we define a “space–time local potential” $\mathcal{L}_Q^{(\alpha)}$ which is, by construction, translation invariant and such that, if $\Lambda$ denotes the box $\Lambda = [-N, N] \times [-M, M]$ the following representations for the rates in (A4.6) hold:

$$
-\log |\det \partial_{(\alpha)} S^{2M+1}(S^{-M} \sigma)| = \sum_{Q \subset \Lambda} \mathcal{L}_n^\alpha(\sigma_{Q}) + O(|\partial \Lambda|)
$$

(A4.15)

where $O(|\partial \Lambda|)$ is a “boundary correction” due to the fact that in (A4.15) one should really extend the sum over the $Q$’s centered at height $\leq M$ and contained in the infinite strip $[-N, N] \times [-\infty, \infty]$ rather than restricting $Q$ to the region $\Lambda$. Hence the remainder in (A4.15) can, in principle, be explicitly written, in terms of the potentials $\mathcal{L}_Q^{(\alpha)}$, in the boundary term form usual in Statistical Mechanics of the 2–dimensional short range Ising model and it can be estimated to be of $O(|\partial \Lambda|)$ by using (A4.14).

(C) Symmetries. SRB states and fluctuations.

Besides the obvious translation invariance symmetry the dynamical system has a time reversal symmetry; this is the diffeomorphism $I$, see (1.3), which anticommutes with $S$ and $S_0$:

$$
IS = S^{-1}I, \quad IS_0 = S_0I^{-1}, \quad I^2 = 1
$$

(A4.16)

We can suppose that the Markov partition is time reversible, i.e. to each element $E_\sigma$ of the partition $\mathcal{P}$ one can associate an element $E_{I\sigma} = IE_{\sigma}$ which is also an element of the partition. Here we simply use the invariance of the Markov partition property under maps that either commute or anticommute with the evolution $S$: hence it is not restrictive, see [Ga5],[Ga3], to suppose that for each $\sigma$ one can define a $\sigma'$ so that $E_{\sigma'} = IE_{\sigma}$. We shall denote such $\sigma'$ as $I\sigma$ or also $-\sigma$. For
\( \varepsilon = 0, \) i.e. for vanishing perturbation, the map \( I \) will act independently on each column of spins of \( \sigma \). This property remains valid for small perturbations; hence:

\[
I \sigma = \{ \sigma'_{i,j} \} \equiv - \sigma^I
\]

i.e. time reversal simply reflects the spin configuration corresponding to a phase space point and changes “sign” of each spin.

The functions \( \lambda_\alpha(\varpi) \) and their “potentials” \( \mathcal{L}_Q^\alpha(\varpi Q) \) verify, as a consequence, if \( Q = [-\ell, \ell] \times [-k, k] \) is a centered rectangle:

\[
\lambda_\alpha(I \varpi) = -\lambda_\alpha(\varpi), \quad \mathcal{L}_Q^\alpha(\varpi Q) = -\mathcal{L}_Q^\alpha(-\varpi Q)
\]

where \( \alpha' = s \) if \( \alpha = u \) and \( \alpha' = u \) if \( \alpha = s \), \( \alpha' = 0 \) if \( \alpha = 0 \). The above symmetries will be translated into remarkable properties of the SRB distribution.

The “local entropy production rate” associated with the “space like box” \( V_0 = [-\ell, \ell] \) at the phase space point \( \varpi = (\ldots, x_{-1}, x_\ell, x_{\ell+1}, \ldots) \) has been defined in §3 in terms of the Jacobian matrix of the map \( S \). We can likewise consider the corresponding Jacobian determinants of the restriction of the map \( S \) to the stable and unstable manifolds of \( \varpi \). Such determinants will depend not only from \( x_i \), \( i \in V_0 \), and on the nearest neighbors variables \( x_{\pm \ell} \) but also on the other ones \( x_k \) with \( |k| > \ell + 1 \): however their dependence from the variables with labels \( |k| > \ell \) is exponentially damped as \( \varepsilon^{(|k|-\ell)\gamma} \), by (A4.14). Thus we can define \( \eta_{\alpha^0}, \eta_{\alpha^1}^0 \) in a way completely analogous to \( \eta_{\alpha^0}^0 \) in (3.3).

If we look at the average phase space variation rates \( \eta_{\alpha^0}^0, \eta_{\alpha^1}^0, \eta_{\alpha^0}^1 \) between the time \(-\vartheta, \vartheta\) we can find, via a power expansion like the one in (A4.8) along the lines leading from (A4.8) to (A4.15), a mathematical expression as:

\[
\eta_{\alpha^0}^0(\varpi) \simeq \sum_Q \mathcal{L}_Q^\alpha(\varpi Q)
\]

where the \( \sum_Q \) runs over rectangles \( Q \) centered at 0–time \( Q = [a-\ell, a+\ell] \times [-k, k] \) with \( [a-\ell, a+\ell] \subseteq V_0 \). This could be taken as an alternative definition of \( \eta_{\alpha^0}^0 \), as it is a rather natural expression. For our purposes, if \( V = V_0 \times [-\vartheta, \vartheta] \), one needs to note that (A4.19) holds at least in the sense that:

\[
\frac{1}{V_0 \cdot (2\vartheta + 1)} \sum_{j=-\vartheta}^{\vartheta} \eta_{\alpha^0}^0(S^j \varpi) = \frac{1}{V_0 \cdot (2\vartheta + 1)} \sum_{Q \subset V} \mathcal{L}_Q^\alpha(\varpi Q) + O(|\partial V|) / |V|
\]

i.e. expression (A4.19) can be used to compute the average local entropy creation rate in the space–time region \( V \) up to boundary corrections \( O(|\partial V|) \) (that can be neglected for the purposes of the following discussion).

We now study the SRB distribution \( \mu \): denoting by \( \langle F \rangle_+ \) the average value with respect to \( \mu \) of the observable \( F \) we can say, see [Si], [PS], that if \( \Lambda = [-N, N] \times [-T, T] \):

\[
\langle F \rangle_+ = \lim_{T \to \infty} \frac{\sum_{\varpi} F(\varpi) \sum_{Q \subset \Lambda} \mathcal{L}_Q^\alpha(\varpi Q)}{\sum_{\varpi} \sum_{Q \subset \Lambda} \mathcal{L}_Q^\alpha(\varpi Q)}
\]
We want to study the properties of the fluctuations of:

\[ p = \frac{1}{V} \sum_{Q \subset V} \mathcal{L}_Q^p(\mathcal{Q}_Q), \quad \text{if } \eta_+ = \lim_{V \to \infty} \frac{1}{V} \sum_{Q \subset V} \langle \mathcal{L}_Q^p \rangle_+ \]  

(A4.22)

for which we expect a distribution of the form \( \pi_V(p) = \text{const} \, e^{V\zeta(p)+O(\partial V)} \). The SRB distribution gives to the event that \( p \) is in the interval \( dp \) the probability \( \pi_V(p)dp \) with:

\[ \pi_V(p) = \text{const} \sum_{at \ fixed \ p} e^\sum_{Q \subset \Lambda} \mathcal{L}_Q^p(\mathcal{Q}_Q) \]  

(A4.23)

and (defining implicitly \( U^u \)):

\[ \sum_{Q \subset \Lambda} \mathcal{L}_Q^p(\mathcal{Q}_Q) = \sum_{Q \subset V} \mathcal{L}_Q^p(\mathcal{Q}_Q) + \sum_{Q \subset \Lambda/V} \mathcal{L}_Q^p(\mathcal{Q}_Q) + O(|\partial V|\kappa^{-1}) \equiv \]

\[ \equiv U_V^u(\mathcal{Q}_V) + U_{\Lambda/V}^u(\mathcal{Q}_{\Lambda/V}) + O(|\partial V|\kappa^{-1}) \]  

(A4.24)

with \( \kappa > 0 \), having used the “short range” properties (A4.14) of the potential.

In the sums in (A4.21) we would like to sum over \( \mathcal{Q}_V \) and over \( \mathcal{Q}_{\Lambda/V} \) as if such spins were independent labels. This is not possible because of the vertical compatibility constraints. However the mixing property supposed on the free evolution implies that the compatibility matrix \( T^0 \) raised to a large power \( R \) has positive entries. Hence if we leave a gap of width \( R \) above and below \( V \) we can regard as independent labels the labels \( \sigma_{i,j} \) with \( i \) in the space part \( V_0 \) of the region \( V = V_0 \times [-\vartheta, \vartheta] \) and with \( |j| > \vartheta + R \), by a distance \( \geq R \) above or below the region \( V \). Denoted \( V + R \equiv V_0 \times [-\vartheta - R, \vartheta + R] \) remark that:

\[ \sum_{Q \subset \Lambda} \mathcal{L}_Q^p(\mathcal{Q}_Q) = U_V^u(\mathcal{Q}_V) + U_{\Lambda/(V + R)}^u(\mathcal{Q}_{\Lambda/(V + R)}) + O(|\partial V|(R + \kappa^{-1})) \]  

(A4.25)

Hence, proceeding as in [GC1], we change the sum over (the dummy label) \( \mathcal{Q}_V \) in the denominator to a sum over \(-\mathcal{Q}_V^f\) and using \( \mathcal{L}_Q^p(-\mathcal{Q}_Q) = -\mathcal{L}_Q^p(\mathcal{Q}_Q)\):

\[ \frac{\pi_V(p)}{\pi_V(-p)} = \frac{\sum_{at \ fixed \ p} e^{\sum_{Q \subset V} \mathcal{L}_Q^p(\mathcal{Q}_Q) - \sum_{Q \subset \Lambda/(V + R)} \mathcal{L}_Q^p(\mathcal{Q}_{\Lambda/(V + R)})} e^{O(|\partial V|)}}{\sum_{at \ fixed \ p} e^{\sum_{Q \subset V} -\mathcal{L}_Q^p(\mathcal{Q}_Q) \sum_{Q \subset \Lambda/(V + R)} \mathcal{L}_Q^p(\mathcal{Q}_{\Lambda/(V + R)})} e^{O(|\partial V|)}} \]  

(A4.26)

with the summation being over the spin configurations in the “whole space–time” \( \Lambda \), subject to the specified constraint of having the same value for \( p \), i.e. the same average local entropy creation rate in the space–time region \( V \). The latter expression becomes, since the labels \( \mathcal{Q}, -\mathcal{Q}_V^f \) (respectively in the numerator and denominator of (A4.26)) are independent dummy labels:

\[ \frac{\sum_{at \ fixed \ p} e^{\sum_{Q \subset V} \mathcal{L}_Q^p(\mathcal{Q}_Q) Z(\Lambda/(V + R))} e^{O(|\partial V|)}}{\sum_{at \ fixed \ p} e^{\sum_{Q \subset V} -\mathcal{L}_Q^p(\mathcal{Q}_Q) Z(\Lambda/(V + R))} e^{O(|\partial V|)}} \]  

(A4.27)
so that by the (A4.20), (A4.22) and since the symmetry relations above imply the relation $\sum_{Q\subset V}L_uQ(\sigma_Q) + L_sQ(\sigma_Q) = V\eta_p$, up to corrections of size $O(|V|^{3/2})$ we find, (note the repetition of the comparison argument given in [GC]):

$$\frac{\pi V(p)}{\pi V(-p)} = e^{\eta V} e^{O(|V|)} \quad (A4.28)$$

yielding a local fluctuation law, i.e. the first of (3.5). The second line of (3.5) is a (simple) consequence of the above analysis but we do not discuss it here.
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