Reseting mediated navigation of active Brownian searcher in a homogeneous topography
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Designing navigation strategies for search time optimization remains of interest in various interdisciplinary branches in science. In here, we focus on microscopic self-propelled searchers namely active Brownian walkers in noisy and confined environment which are mediated by one such autonomous strategy namely resetting. As such, resetting stops the motion and compels the walkers to restart from the initial configuration intermittently according to an external timer that do not require control by the walkers. In particular, the resetting coordinates are either quenched (fixed) or annealed (fluctuating) over the entire topography. Although the strategy relies upon simple rules, it shows a significant ramification on the search time statistics in contrast to the original search. We show that the resetting driven protocols mitigate the performance of these active searchers based, robustly, on the inherent search time fluctuations. Notably, for the annealed condition, resetting is always found to expedite the search process. These features, as well as their applicability to more general optimization problems starting from queuing systems, computer science to living systems, make resetting based strategies universally promising.

I. INTRODUCTION

Active particles operate far from thermodynamic equilibrium. These microswimmers propel themselves with directed motion and thus drive themselves out of equilibrium. In other words, a constant consumption and dissipation of energy results in non-equilibrium activity – broken detailed balance being a hallmark property of such motion. Several living entities such as E. coli bacteria are known to perform such active motion. In addition, engineered materials such as the Janus particles also work as active autonomous agents to locate and deliver microscopic cargos. Moreover, active systems can also provide cues to form spatial organizations, self assemblies through their non-linear interaction, collective motion, structural organization and pattern formation. No wonder why active systems have become a focal point of recent interests in physics, chemistry, and biology.

There has been quite a growing interest in active search processes which have important technological and medical applications, such as cargo transport, targeted drug delivery, or identification of infectious protein along a long DNA at the microscopic level. Other potential applications of active search processes span in biology, computer science, ecology, soft matter and many other fields. With the theoretical and experimental advances side by side on engineering microswimmers, it is only natural to ask how efficient these microscopic devices are to deliver molecular cargo at the desired locations. However, there is a cost in such designing which we assign to be the mean search time to a given target(s) starting from some specific location. Hence, the problem boils down to finding the most efficient route towards a desired target resulting in the lowest search time. Nonetheless, there is no generic pattern on adapting a universal search strategy for all, but drawing insights from various class of search processes (from micro to macro), maybe a class of optimal strategies could be idealized.

Over the years, many realistic models have been proposed to describe and analyze how a searcher spans through the search space looking for targets. These include Brownian motion, and long range searches such as Lévy flights and Lévy walks. In particular, Lévy statistics, among others models, have been successfully used to describe the emergence of optimal search strategies in natural systems at different length scales, from molecular entities to foraging animals to human motion patterns. The active search can well be described within the Lévy strategies since they combine random jumps when the searchers are non-reactive followed by local diffusive jumps when the searchers explore for targets. This is also called intermittent search strategy. One notable result in this regard is that the most efficient strategy is a Brownian search (which is a limiting case) while Lévy strategy seems to be optimal for sparse targets when resources are plentiful.

A similar kind of intermittent strategy namely resetting has been found to be extremely efficient in optimizing search in many complex processes. As such, the searcher looks for the targets utilizing its own active motion and if successful, the search is complete. However, the motion can often be interrupted (i.e., stopped at random times) and the searcher is expected to return to its initial location and restart/renew the motion. Thus resetting mixes between the exploration and return phases. Such motion is also prevalent in nature since foraging
animals return to their den to rest, bees return to their hive and
drones return to their docking station to recharge or refuel.33
Considerable progress has been made to understand the ef-
ficacy of variety of ways in which resetting mechanisms and
underlying dynamics combine.22 To this end, the universal
framework of first passage under restart and its applicability
to diffusive processes under resetting is noteworthy.

In this paper, our central aim is to understand the effects
of resetting based protocols in active search processes. Fur-
thermore, we assume that the active micro-swimmers conduct
their search in a confining topography in the presence of tar-
get. We explore the possibility of designing different resetting
protocols – one where the searcher is compelled to return to a
fixed location (quenched condition) and the other one where
the searcher is reset to a random location (annealed condi-
tion). As will be shown here, both the geometry of the arena
and choice of the resetting protocols play a crucial role in de-
termining the searcher’s motion and in effect to the search ef-
ciciency. Our study reveals that resetting can indeed reduce
the search time compared to that of the original search pro-
cess. Secondly, we observe that resetting mechanism works
in advantage when the fluctuations in the search time for the
underlying active process is large – a robust feature that is ob-
served quite ubiquitously (see also).63 We distill this core idea
for the randomized/annealed initial conditions where resetting
driven search always works efficiently.

We start by looking into the navigation of active Brown-
ian particles (ABP) or micro-swimmers in a two dimensional
finite domain in the presence of target (Sec. II). We first an-
alyze the search properties of this minimal model in Sec. III —
fluctuations and densities of the first passage time are com-
puted. Next, we introduce the autonomous resetting strategies
and study the motion of ABPs in Sec. IV. In particular, we
design two different resetting protocols namely annealed and
quenched that correlate with the active motion. Using exten-
sive Brownian dynamics simulations, we demonstrate how the
new search protocols enhance performances compared to that
obtained from the original search process. Lastly in Sec. V,
we provide analytical support and underpin the core principle
that lies beneath the robustness of resetting-mediated strat-
egies. We conclude with future perspectives on this useful in-
termittent search strategy.

II. MODEL DESCRIPTION

The motion of an ABP in a two-dimensional topog-
raphy can be modeled by stochastic Langevin equations
\[ \begin{align*}
\dot{x}(t) &= v_0 \cos(\theta(t)), \\
\dot{y}(t) &= v_0 \sin(\theta(t)), \\
\dot{\theta}(t) &= \sqrt{2D_R} \eta(t),
\end{align*} \]
where \( \eta(t) \) represents white noise with \( \langle \eta(t) \rangle = 0, \)
\( \langle \eta(t) \eta(t') \rangle = \delta(t-t') \) and \( v_0 \) represents non-zero constant
speed of the particle. Along with the position coordinates
\( (x,y) \), the particle undergoes a rotational Brownian motion in
its orientation \( \theta(t) \), controlled by the rotational diffusion con-
stant \( D_R \). The “active” nature of the particle is signified by
the coupling between position and orientation of the particle.
Such models for ABP-s have been used in a broad spectrum of
examples including collective motion such as swarming,64 flocking,4
and clustering.65 Other examples include E. coli bacteria tracing the nutrient,23 or sperms going towards the egg.62 We refer to these excellent reviews for an overview of
active transport in complex environments.2,12

In this article, our focus is oriented towards the active
search process. Finding optimal strategy for active particles
has been a long standing problem since it is crucial to adopt
the right search protocol in complex and crowded environ-
ments with scarce resource.27 Interestingly, the topogra-
phy of the searching process is a determining factor for finding
the search time since boundaries, barriers, and obstacles play
a crucial role in determining the searcher’s motion.13,27 In
contrast to a Lévy walk searcher as considered in 27, we study
motion of an ABP that searches for a target within a homo-
geneous topography in a confined region in two-dimensional
space (see Fig. 1(a)).

A. The topography and boundary conditions

We assume that the ABP is confined in a two-dimensional
(2D) square region \( \mathcal{B} = \{(x,y) \in \mathbb{R}^2 : (x,y) \in [-a,a] \times [-a,a]\} \). The targets (S) are assumed to be inside this region and
not at the boundaries. Furthermore, the boundaries are
considered to be reflective so that there is no loss of probabili-
ity. In Fig. 1(a), we have shown two independent search trials
(marked by blue and orange curves) performed by the ABP
starting from the source O. The reflecting boundary condition
can be understood in the following way (similar to 33). Let us
imagine that the searcher is at point P at some time instant \( t \in-

side the boundary and at the next time step $t + \Delta t$, it leaps over the boundary and arrives at a point $Q$ outside the boundary. In such case, we construct a mirror image $Q'$ of $Q$ across that specified boundary so that it is inside the region. Finally, we update the motion of the ABP by assigning its location to $Q'$ at time $t + \Delta t$. In parallel, we also assume that the orientation of the particle has changed along the direction of reflection, which is shown by the blue arrow in Fig. 1(b).

B. Target locations

As mentioned earlier, the topography is considered to be a square with diagonal $5\sqrt{2}$. We furthermore consider one target at a time and measure the search time. The target is located at different coordinates $A(1,1)$, $B(-2,2)$, $C(-3,-3)$, and $D(4,-4)$ respectively in each such realization. This is to distribute the target over the four quadrants in the 2D plane placed at different distances from the origin. However, due to the homogeneous topography, the search time remains same along the circle centered at the origin and spanned by the target.

C. Initial conditions

In this set-up, we have considered two types of initial conditions. Denoting $x_i = x(0)$, $y_i = y(0)$ and $\theta_i = \theta(0)$ as the initial conditions, we consider the following.

- **IC1** (quenched initial condition): We consider fixed position coordinates $x_i = 0, y_i = 0$, and random initial orientation $\theta_i \in U[0, 2\pi]$, where $U[m, n]$ is a uniform random variable between $m$ and $n$.

- **IC2** (annealed initial condition): We consider random position coordinates chosen uniformly from the bounded region $\mathcal{B}$ and the orientation at the initial time is also chosen randomly as before.

III. FIRST PASSAGE TIME STATISTICS OF ABP

Before studying the effects of resetting on the first passage statistics, it is first instructive to delve deeper into these properties without resetting. Thus, starting from a source, the ABP diffuses inside the bounded region $\mathcal{B}$ until it encounters the target for the first time, thus marking the termination of the search process. The time required for the search completion is random and is often known as the first passage time. Let, $S \equiv (x_S, y_S)$ be the position vector of the target and $X(t) \equiv (x(t), y(t))$ be the position vector of the ABP at time $t$. The target is said to be encountered by the ABP when $|X(t) - S| < \epsilon$, for some predefined threshold $\epsilon (> 0)$, which is sufficiently small. We denote this first passage time (FPT) by $T$, which is defined as

$$T = \inf\{t > 0 : |X(t) - S| < \epsilon\}.$$  \hspace{1cm} (4)

A wide array of applications in physics, chemistry, biology and other interdisciplinary fields have turned first passage time processes into a long-standing focal point of scientific interest. Fundamental questions include computation of first passage time density, its moments and designing various efficient strategies to make it optimal. We refer to these extensive reviews, for a detailed overview of the subject.

In what follows we use $f_T(t)$, $\langle Z^2 \rangle$, and $\sigma(Z)$ to denote, respectively, the probability density function, moment of $n$-th order, and standard deviation of a non-negative random variable $Z$ (e.g., the first passage time $T$ etc.). The corresponding coefficient of variation (CV) for the first passage time is defined as

$$CV = \frac{\sigma(T)}{\langle T \rangle}.$$  \hspace{1cm} (5)

A wide array of applications in physics, chemistry, biology and other interdisciplinary fields have turned first passage time processes into a long-standing focal point of scientific interest. Fundamental questions include computation of first passage time density, its moments and designing various efficient strategies to make it optimal. We refer to these extensive reviews, for a detailed overview of the subject.

| Target | FPT | CV | Mean | Standard Deviation | CV |
|--------|-----|----|------|-------------------|----|
| A(1,1) | 495.75 | 0.9879 | 518.48 | 1.0037 | 1.0004 |
| B(-2,2) | 530.79 | 0.9879 | 532.82 | 1.0038 | 1.0037 |
| C(-3,-3) | 568.25 | 0.9879 | 566.57 | 1.0039 | 1.0037 |
| D(4,-4) | 635.07 | 0.9879 | 627.42 | 1.0039 | 1.0037 |
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FIG. 2. First passage time (FPT) densities of the reset free search process and the dependence of MFPT ($\langle T \rangle$) on the distance of the target from the origin. Panel (a): First passage time densities for the targets A(1, 1) (blue), and D(4, −4) (red). Here, we have considered the quenched initial condition where the ABP always starts its search from the origin. The respective mean and fluctuation values are shown in the inset which indicate that $\text{CV} > 1$ for target A, and $\text{CV} < 1$ for target D (see Table I for details). Panel (b): FPT densities for the same targets but for the annealed initial condition when the ABP starts its search from random positions inside the bounded region. In this case CV is always greater than 1 (see inset and Table I). Panel (c): MFPT ($\langle T \rangle$) as a function of distance from the origin ($d$) under IC1. $\langle T \rangle$ increases when the distance of the target from origin increases. A circle of radius $d$ centered at the origin is drawn for each of the distances. Ten points on the circle’s circumference are chosen which are equally spaced and considered as targets. Then the average of all realizations ($10 \times 10^6$) is used to calculate $\langle T \rangle$.

time remain finite. For brevity, the respective values of $\langle T \rangle$ and $\sigma$ are provided in the Table. It should be noted that the $\text{CV} = \sigma / \langle T \rangle$ may seem exactly unity owing to the exponential distribution, but that will be an incorrect assessment since it will leave out the short and intermediate time contributions which are not exponential.

Clearly, the ABP takes longer time to find the targets that are far away from the source (here D) than the ones those are closer to the source (A), i.e., $\langle T \rangle_D > \langle T \rangle_A$ [see Fig. 2 (c)]. However, the increasing trend of fluctuations are comparatively reduced for a long-range target, and CV is dropped below 1 [Table I]. The average of the $\langle T \rangle$, is plotted against the distance $d$ shown in Fig. 2 (c). The graphic also shows that when the distance between the target and the fixed source (origin) grows, the ABP takes longer to reach the target.

B. Searching with IC2 (annealed initial condition)

In this subsection, we focus on the motion of the ABP under the annealed random initial conditions. The numerical procedure remains the same and we list the results for $\langle T \rangle$, $\sigma$, and CV in Table I. Similar to the previous case, we find that both $\langle T \rangle$ and $\sigma$ increase with the distance. Figure 2(b) showcases the first passage time probability density functions for the targets A (blue) and D (red). The nature of the distribution remains essentially similar to that shown in Fig. 2(a). As before the first passage time density for the resetting free process has exponential tails at large times as can be seen from Fig. 3. However, in this case, we find that CV is always larger than 1, i.e., the fluctuations $\sigma$ tend to exceed the mean $\langle T \rangle$.

IV. RESETTING MEDIATED FIRST PASSAGE TIME OF ACTIVE BROWNIAN PARTICLE

In this section, we turn our attention to the first passage time statistics of the ABP which is further subjected to stochastic resetting. As mentioned earlier, resetting brings back the ABP to its initial condition after a random time $R$ drawn from a distribution $f_{R}(t)$. While this distribution could be arbitrary, in
here, we assume that the resetting time distribution is exponential such that

$$f_R(t) = \langle R \rangle^{-1} e^{-t/\langle R \rangle},$$

where, $\langle R \rangle$ is the mean of this distribution. Simply put, resetting occurs with a rate $\langle R \rangle^{-1}$. Since we do not distinguish between the resetting and initial locations, it allows us to design two different resetting protocols. In what follows, we investigate the effect of resetting on the mean first passage or completion time, denoted by $\langle T_R \rangle$. For brevity, the resetting mechanisms are illustrated schematically in Fig. 4 and discussed further in the following subsections. While passing, we also note that there have been some recent works on active systems such as ABP (like here), and RTP under stochastic resetting \cite{14,15}, however these works deal with relatively simple geometry & target configurations, fixed resetting conditions and external fields which in turn renders many exact results. In stark contrast, our work is motivated by realistic topography \cite{18} and an arbitrary choice of targets – although it limits the tractability of exact results, it showcases a realistic scenario and furthermore, the effect of environmental complexities and initial conditions is explored in details.

A. Designing resetting protocol I – quenched initial conditions

The first resetting protocol is associated with IC1, i.e., the quenched or fixed initial conditions. Here resetting is performed on the particle in a way which brings it back to the same configuration (IC1) instantaneously. Fig. 4 (a) depicts this scenario where the brown lines indicate the occurrence of resetting throughout the journey. The time interval between two successive resetting follows Eq. 6. The FPTs of the specified target(s) depend on the rate at which resetting occurs.

Before getting into the first passage properties, we first investigate the spatial properties for the active Brownian motion under resetting (i.e., by scanning the phase space coordinates of the ABP up to a given time – see Fig. 13 and then performing an ensemble average) in the absence of target(s). To be precise, we observe the spatial distribution of the ABP under resetting in the $(x,y)$ plane (Fig. 5). We plot the spatial distributions for three alternative values of $\langle R \rangle$, as illustrated in Fig. 5. When $\langle R \rangle = 1.0$, the ABP is frequently reset to the origin and the particle’s trajectory is constrained to a tiny circular region (yellow area) around the origin for the majority of the time, as seen in Fig. 5 (a). As we increase $\langle R \rangle$, resetting occurs less frequently which allows the ABP to cover a larger area from the source (which is the origin in this case). Consequently, the accessible region is broader than before which is clear from Fig. 5 (b)-(c) for $\langle R \rangle = 5.0$ and $\langle R \rangle = 10.0$, respectively.

We now turn our attention to the mean search time in the presence of resetting. We summarize our results in Figure 6, where we demonstrate the variation of $\langle T_R \rangle$ as a function of the resetting rate $\langle R \rangle^{-1}$. For relatively small values of $\langle R \rangle^{-1}$, resetting is quite infrequent and thus $\langle T_R \rangle \approx \langle T \rangle$ (i.e., the mean first passage time of the free ABP). For target A (blue), $\langle T_R \rangle$ starts decreasing with the increment of $\langle R \rangle^{-1}$ until it reaches a minimum at $\langle R \rangle^{-1} \approx 0.5$ (i.e., $\langle R \rangle \approx 2.0$) (see Fig. 6(a)). This can also be perceived from the spatial distribution in Fig. 5 where the target A (blue dot) lies very close to the high spatial density zone for $\langle R \rangle = 1.0$ and thus it can be accessed easily by the ABP. From this optimal, $\langle T_R \rangle$ increases with $\langle R \rangle^{-1}$. For the target B (magenta), the optimality occurs at $\langle R \rangle^{-1} \approx 0.1$. However, optimal $\langle T_R \rangle$ for the target B is higher than that of A, as the spatial intensity slowly decreases throughout the space if $\langle R \rangle$ is gradually increased (i.e., $\langle R \rangle^{-1}$ is decreased). A systematic reduction of $\langle T_R \rangle$ for targets which are far away from the origin is not possible (see yellow and red curves in Fig. 6(b)). So, it appears that resetting is advantageous for reduction of the mean first passage time if the targets are located at a specific region of $\mathcal{B}$ (particularly, close to the origin in this case). In what follows, we will demonstrate how one can improvise on this strategy to get hold of the targets that are far away from the origin as well making the search process more efficient in general.

B. Designing resetting protocol II – annealed initial conditions

One way of overcoming the limitation of protocol I might be to design a resetting mechanism which would treat all the points inside $\mathcal{B}$ in the same footing, rather than being biased to any particular region. This indication leads us to work with annealed initial conditions (IC2) where the initial position and orientation of the ABP are chosen at random. Now, a new resetting protocol can be implemented which resets the ABP’s location to any randomly chosen point inside $\mathcal{B}$. In this way, the statistical identical behavior of the initial and resetting lo-
FIG. 5. Spatial probability distribution of the ABP projected to \((x, y)\) plane under resetting protocol I. Evidently, the span (excursion) of the phase space trajectory depends on the mean resetting time \(\langle R \rangle\). Here, we have taken three choices for the mean resetting time: (a) \(\langle R \rangle = 1.0\), (b) \(\langle R \rangle = 5.0\), and (c) \(\langle R \rangle = 10.0\). In the colorbar, black represents zero probability density and yellow represents maximum probability. Blue, magenta, yellow, and red dots indicate the location of the targets A(1, 1), B(−2, 2), C(−3, −3), and D(4, −4), respectively. These targets are juxtaposed externally and do not really hinder the motion of the ABP. Panel (a): For \(\langle R \rangle = 1.0\), the spatial density is non-zero only within a small radius centered at the origin, within which only A (blue dot) exists. This essentially means that A can be tracked by the ABP with higher probability while there is almost negligible probability to track the targets C and D. Panel (b): The intensity of spatial density is more distributed when \(\langle R \rangle = 5.0\). Since, resetting occurs less frequently, the particle can diffuse more and the spatial distribution is more wider. Naturally, in this case, it is easier to track the targets A (blue dot) and B (magenta dot) who are in more probable zone of the spatial density. Panel (c): When \(\langle R \rangle\) is even further increased to 10.0, the particle can spread even further. The spatial density is maximum at the origin in all the cases as the ABP is reset every time to the origin. However, due to more excursion, all the targets become accessible to the ABP. In the numerical simulation, the probability density is calculated at the time step 10^2 units. We took 10^3 realizations of the process (also see Fig. 13 for the spread of typical phase space points in one realization) to perform the ensemble averaging.

FIG. 6. Resetting protocol I (when the ABP is always reset to the origin). Plot of \(\langle T_R \rangle\) as a function of the resetting rate \(\langle R \rangle^{-1}\). Small \(\langle R \rangle^{-1}\) corresponds to the almost no-resetting case (i.e., the limit \(\langle T_R \rangle \approx \langle T \rangle\)) while large \(\langle R \rangle^{-1}\) implies frequent resetting. Panel (a): Optimality in \(\langle T_R \rangle\) is observed for the targets A(1, 1) and B(−2, 2). For target A, the optimal value of \(\langle T_R \rangle\) is 192.8 (< 495.75) which is achieved for \(\langle R \rangle^{-1} \approx 0.5\). For target B, the optimality is achieved at \(\langle R \rangle^{-1} \approx 0.1\) and \(\langle T_R \rangle\) is 483.5 (< 530.79). Panel (b): Resetting is not beneficial for the other two targets C and D as \(\langle T_R \rangle\) is larger than \(\langle T \rangle\) for all values of \(\langle R \rangle^{-1}\). We perform numerical simulations by taking 10^6 realizations for each value of \(\langle R \rangle^{-1}\).

In contrast to the resetting protocol I, here resetting may send the particle very close to the target, independent of the target’s location. This causes a significant reduction to the first passage times \(\langle T_R \rangle\) and eventually to their mean \(\langle \langle T_R \rangle \rangle\).

As before, to gain a better insight, we first look into the spatial distribution of the ABP (see Fig. 7) in the above-mentioned configuration but excluding the targets. It is easy to see that the ABP covers the whole region \(\mathcal{B}\) uniformly for \(\langle R \rangle = 5.0\) (also see Fig. 14 where we have shown all the phase space points up to a given time in one realization). The nature of this distribution remains invariant under the change of \(\langle R \rangle\), i.e., for any values of \(\langle R \rangle\), the entire territory is almost uniformly accessed by the ABP. Since the target(s) are any point(s) within this region, the search time under this condition also remains invariant. This emerges as a notable feature for this strategy.

Keeping this wisdom in mind, we now proceed to study the variation of \(\langle T_R \rangle\) as a function of the resetting rate \(\langle R \rangle^{-1}\). At large \(\langle R \rangle^{-1}\), resetting occurs frequently which allows the ABP to travel from one random location to another very rapidly. This increases the probability of finding the target as well as reduces the time for doing so. Consequently, the value of \(\langle T_R \rangle\) is remarkably smaller for large \(\langle R \rangle^{-1}\) compared to resetting protocol I. This is demonstrated in the \(\langle T_R \rangle\) versus \(\langle R \rangle^{-1}\) plots in Fig. 8. As predicted before, the mean search time for all the targets more or less have the same qualitative behavior and for large \(\langle R \rangle^{-1}\), the \(\langle T_R \rangle\) values are almost identical. In particular, we note that \(\langle T_R \rangle\) for all the targets is reduced by almost three fold in comparison to the resetting free process (see the
FIG. 7. Spatial probability distribution of the ABP projected to the phase space under resetting protocol II. Here the particle is reset to random positions (uniformly) inside the region. We have chosen $\langle R \rangle = 5.0$ for this spatial probability density plot. However, the density plot shows some qualitative behavior for any other values of $\langle R \rangle$. Since the particle is reset to random positions, it naturally spans the whole region and the spatial density is almost uniform as evident from the figure. Hence, the targets A, B, C, and D are almost equally accessible by the ABP. Note that, as before, the targets are superimposed externally (in other words, the simulation is done for the target free process) and they do not really affect the motion. In the numerical simulation, the probability density is calculated at the time step $10^2$ units. We took $10^5$ realizations of the process (also see Fig. 14 for the spread of typical phase space points in one realization) to perform the ensemble averaging.

Table II (for comparison). Interestingly, implementation of this protocol reveals that there is an optimal rate at $\langle R \rangle^{-1} \rightarrow \infty$ for which the search time is the lowest for all the targets. This is in accordance with our general prediction made in the previous paragraph. Such instances can also be found in Ref. 25.

V. THEORETICAL DEVELOPMENTS

So far, most of our analysis have been computational in nature owing to the intractability of active Brownian particles in a confined topology in the presence of targets. In this section, we develop an invasive method borrowing ideas from the general framework of first passage under restart. Although exact expressions can not be obtained for such model systems, this semi-analytic approach turns out to be a useful method for computing the first passage time statistics that is further corroborated with direct numerical simulations à la Langevin. In what follows, we first explain the effects of resetting and why indeed resetting expedites the active search process. We then provide a semi-analytical estimation of the mean first search time under resetting and compare with numerical simulations.

A. Large search time fluctuations of an ABP and effect of resetting

What determines the average search time of an ABP in such scenario? The answer to this question clearly depends on the diffusivity, initial configuration, overall topography, and coordinates of the target location. Naturally, these parameters can affect the search process causing in large stochastic fluctuations in the search time making it an inefficient process. It is thus crucial to design strategies that could mitigate fluctuations induced search delays. The theory of first passage time under restart teaches us that a simple resetting mechanism can reverse the deleterious effects of large fluctuations in arbitrary search processes, thus making them more efficient. This property has since been demonstrated in numerous simple diffusive and non-diffusive processes. Here, we investigate this property for the system of an ABP in the aforementioned geometry.

To simplify the problem, let us assume that the ABP starts from a source (say, O) and searches for a single target (say, S). In the schematic Fig. the source (O) and the target (S) are represented by black and red dots, respectively. To proceed further, we will first analyze the search process without resetting mechanism and then compare with the resetting induced process. This should be done from the reference frame of an external observer who randomly arrives at some point along the trajectory and either inspects (which is the case in the absence of resetting) or resets (naturally in the presence of resetting) the ongoing process. For the former case, re-
expedite the search process iff, on average, \( \langle T \rangle \text{— the mean being } \langle T \rangle \). However, the external observer may arrive at a point (say maroon dot point P in Fig. 9) which is different than the source point O while the process has already started. Although the observer will not interrupt the process, the time remaining for the process completion would be a different random variable (denoted by \( T_{\text{residual}} \)) pertaining to a different distribution. The trajectory colored in cyan in Fig. 9 corresponds to this path, called as the residue path and the waiting time for this observer is often known as the residual time, with the following form for its mean \( \langle T_{\text{residual}} \rangle = \langle T^2 \rangle / 2 \langle T \rangle \).

\[ \langle T_{\text{residual}} \rangle = \langle T^2 \rangle / 2 \langle T \rangle. \]

FIG. 9. A trajectory based analysis for the inspection and restart mechanism. The ABP begins its search from O (black dot) for the target S (red dot) along the blue-colored trajectory. At a random point in space, say P (maroon dot), motion of the ABP is either inspected or restarted. In the former case, the motion of the ABP remains uninterrupted and we just inspect the remaining/residual path (cyan trajectory) and its corresponding traverse time (\( T_{\text{residual}} \)) till it reaches the target S. In the second case, the ABP is reset to the source point O from the point P from which it restarts the search process (shown by the red dashed trajectory). In the case of almost no-resetting afterwards, this time should be \( T \) (see the main text). Restarting will expedite the search process iff, on average, \( \langle T \rangle < \langle T_{\text{residual}} \rangle \).

In the second scenario, the observer arrives at this arbitrary point P and resets the particle to the source O from the point P (indicated by black line) and enforces to restart the search. The path traversed by the ABP after being reset is represented by a red dashed trajectory in Fig. 9. Following restart, the average time taken by the ABP to reach the target from the source again would be simply \( \langle T \rangle \) since it can be considered as a new search trial. Furthermore, this assumes the limit to an infinitesimal resetting rate so that hardly one resetting event can be experienced. Comparing the two scenarios explained above, one can assert that resetting expedites the search time if the average completion time following restart is less than the mean residual time, i.e.,

\[ \langle T \rangle < \langle T_{\text{residual}} \rangle = \langle T^2 \rangle / 2 \langle T \rangle, \]

which, after simplification, yields

\[ \text{CV} > 1, \]

where recall that \( \text{CV} = \sigma / \mu \) is the coefficient of variation for the search time in the absence of resetting. CV is a measure of statistical dispersion that quantifies how broad a distribution is. Thus the above result signifies that resetting is helpful in the reduction of the mean search time only when the uninterrupted search process has large fluctuations (namely \( \text{CV} > 1 \)).

The set-up of the ABP can be used as a testing ground for this criterion. For the quenched initial condition IC1 when the ABP always starts its search from a fixed location (Sec. III A), we find that the criterion is satisfied for the targets A and B while it does not hold for the targets C and D. For given \( D_R = 1 \), Table I summarizes the values of CV collected numerically from the data set of first passage time for individual targets A, B, C, and D. This simply states that resetting is useful for the targets that are close to the initial locations where the underlying search times have \( \text{CV} > 1 \) (see Table I and Fig. 6(a)). The diffusion mediated search gradually becomes more inefficient as the ABP looks for targets that are far away. This results in larger mean and fluctuations but somewhat bounding the CV below 1 (see Table I, Fig. 6(b)). The diffusion mediated search gradually becomes more inefficient as the ABP looks for targets that are far away. This results in larger mean and fluctuations but somewhat bounding the CV below 1 (see Table I, Fig. 6(b)).

This behavior can also be understood qualitatively from the spatial probability density plots in Fig. 5. The plot essentially shows the accessibility of the targets for different values of resetting rate. It is clear that the targets A and B always belong to high probability region, and thus can be detected easily by the ABP. On the other hand, the detection probability for the targets C and D remains quite low for a finite range of \( R \). This is rather evident since resetting occurs persistently to the origin and thus the local region around the origin becomes more accessible by the ABP. This reasoning confers with the numerical results as we have discussed above. Note, however, that for random resetting locations, this argument does not hold as we will show below.

In the case of annealed initial condition, the ABP starts its search from a random point inside the region \( B \). This point is statistically drawn uniformly within the range of the area. Following reset, another random point is chosen uniformly and the particle is teleported back there from where it restarts its search. In this case, we find that the criterion \( \text{CV} > 1 \) is quite robust for all the targets. Table II summarizes the values of CV of the underlying first passage time for the targets A, B, C, and D which clearly shows that the randomness in the initial condition makes the search more costly resulting in large fluctuations, i.e., \( \text{CV} > 1 \). Naturally, these conditions are ideal for resetting to work and we find an overall reduction in completion time (see Fig. 8).
As before, this behavior can again be underpinned by taking the route to the heatmaps for the spatial probability density as shown in Fig. [7]. Since the initial as well resetting locations are fully randomized over the entire geometry, there is no as such priority for the target locations. In other words, all the targets are equally accessible to the ABP as the spatial probability is spanned uniformly. Thus, resetting works uniformly irrespective of the target locations.

The discussion so far has been focused on a fixed rotational diffusion constant \((D_R)\). However, by suitable modulation of \(D_R\), fluctuations can be even enhanced further thus resulting in larger coefficient of variation (CV). We discuss these aspects in details in Appendix A.

B. Mean search time of ABP under resetting

We now turn our attention to the estimation of the mean search time in the presence of resetting. Recently, a formalism namely “First passage under restart” was proposed to compute the mean search time of an arbitrary first passage process which is further subjected to generic restarts. Power of this approach should be appreciated since it does not depend on the specific nature of the underlying dynamics. For brevity, we will briefly sketch out this method fitted appropriately to our context.

We begin by reminding ourselves that the random search time in the absence of restart is denoted by \(T\). Thus, if the ABP starts from some initial conditions, and finds the target in a random time \(T\) without any interruptions, the process ends. Suppose now that the motion of ABP is stopped and compelled to restart from the initial configuration after some random time \(R\). In such case, the ABP renews its search. The process is repeated until the ABP finds the target. Letting \(T_R\) be the random completion time of this compounded search process (and accounting for the above-mentioned possibilities), one can write

\[
T_R = \begin{cases} 
T, & \text{if } T < R \\
R + T_R', & \text{if } R \leq T
\end{cases}
\]

\(\tag{9}\)

where \(T_R'\) is a random variable which is independent and identical to \(T_R\). Using Eq. \(9\) and taking expectations we can find \(36\)

\[
\langle T_R \rangle = \frac{\langle \min(T,R) \rangle}{\Pr(T < R)}, \quad \tag{10}\]

where \(\min(T,R)\) is a new random variable and \(\Pr(T < R)\) is the probability that \(T < R\). Notably, both these quantities can be computed from the distributions of \(T\) and \(R\). Although there exists formal expressions for these quantities, exact results can be obtained only for simplified cases. The model for ABP does not provide analytically tractable close expressions for first passage time distribution \(f_T(t)\), thus we will evaluate Eq. \(10\) numerically from the data series obtained for \(T\) (already in disposal from Sec. III) and \(R\) (externally employed) respectively. If the data series contains \(X\) number of inputs for \(T\) and \(R\), one can then compute \(\min(T,R)\) and mark yes/no for \(T < R\) (otherwise) for each entry \(i = 1, 2, \ldots, X\). Finally, the ensemble average is done over these entries (see Github link\(25\) for more details).

Following the semi-analytical procedure stated above, we calculate the mean search time of the ABP under resetting using Eq. \(10\). First passage times for the target are collected by taking \(10^6\) trials for both kinds of sources. The mean first search times are plotted in Fig. [10] for different values of \(\langle R \rangle\). Recall that these quantities were also calculated using direct Langevin simulations in Sec IV. Figure [10] demonstrates a comparison between the results obtained from pure numerical simulations and that obtained via the semi-analytical approach. In the upper panel of Fig. [10] we present the results for mean search time under resetting protocol I. While the red circles represent search times that are the numerically obtained, the blue markers (crosses) represent the same obtained semi-analytically. Similarly, the lower panel of Fig. [10] showcases a comparison between the numerical and semi-analytical results for search times under resetting protocol II. In both cases, we find the results to be in excellent agreement with each other. This study confirms the power of this invasive approach where one can make progress with a hand-to-hand intuitive numerical analysis along with the theory.

VI. DISCUSSION AND FUTURE PERSPECTIVES

Study of first passage processes has always been a fascinating research topic in many interdisciplinary fields. Any dynamical process that starts from a well defined initial configuration and looks for designated or sparse search locations can broadly be classified as FPT process. In statistical physics, a myriad of basic questions and properties have been investigated for passive searchers such as simple diffusing particle. However, searchers in real life are “active” driven in non-equilibrium conditions. These searchers usually transport cargos or other important constituents from one place to other. Naturally, active transport is a ubiquitous phenomena that depends non-trivially on the environmental complexities such as geometric constraints, mechanical cues, chemical gradients, and hydrodynamic fluid flow.\(11,12\) Designing various transport and search strategies is an important challenge for the events to take place in a timely manner. Our work proposes one such strategy for active search. Here, we design an intermittent resetting based search strategy for an active system which consists of a single active Brownian particle in a confinement in the presence of targets that require detection for the process completion.

Our work shows that a suitable implementation of resetting can result in a significant reduction of the mean search time. This observation has been found quite robust under various resetting protocols: namely quenched (fixed) condition when the ABP is always returned back to the same place, and annealed (fluctuating/random) condition when the ABP is reset back to random positions. Our study unravels that the randomized resetting protocols are more efficient than the
FIG. 10. **Comparison between the semi-analytical and numerical simulations of** $\langle T_R \rangle$ **for resetting protocol I and II.** In all the cases, red markers indicate numerical values of $\langle T_R \rangle$ calculated from stochastic simulations. On the other hand, blue crosses mark theoretical values of $\langle T_R \rangle$ obtained from using Eq. (10) and the method mentioned in the main text. Numerically each point is a mean of $10^6$ realizations. Panels (a)-(d): $\langle T_R \rangle$ values with varying $\langle R \rangle$ under resetting protocol I. Panels (e)-(h): the same under resetting protocol II. Panels (a) and (e) are for the target A, (b) and (f) are for target B, (c) and (g) are for target C, (d) and (h) are for target D. We observe an excellent agreement between the theory and numerical simulations.

quenched resetting protocol in expediting generic search processes. Using a semi-analytical approach, we have checked our numerical results with the analytical results which show an excellent agreement. In particular, we examine a criterion that puts a bound on the relative fluctuations of the first passage time for the resetting free process. The criterion asserts that resetting works in favour if the underlying search process has significant large fluctuations around the average first passage time. Thus, resetting based search offers a generic advantage when the underlying active search process faces uncertain conditions.

Search process for living active systems takes place in a complex crowded environment. Our effort has been to capture the effect of simple confinement in a simple resetting mediated search process. However, we posit that these ideas could be extremely relevant to sub-cellular environment where there can be more obstacles such as macro-molecules which can hinder the search process. Also there can be chemical reactions between the constituents, thus one needs to gauge the interaction appropriately to the microscopic dynamics. More generally, it would be an outstanding challenge to design and explore resetting mediated strategies in complex systems.
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Appendix A: Effect of rotational diffusion constant ($D_R$) in the first passage time fluctuations

In the main text, we have presented results mostly for a fixed rotational diffusion constant ($D_R$). In this appendix section, we relax this condition and investigate the effects of $D_R$ on the various first passage properties. In particular, we modulate $D_R$ and first study the variations of mean, fluctuations of the underlying first passage times. We simulate the underlying ABP dynamics (in the absence of resetting) and collect the first passage times from which we compute these observ-
ables for each \( D_R \). Our first observation is that mean search time increases as a function of the distance between the target and the origin for any value of \( D_R \) (irrespective of the initial conditions). The mean first passage time for a particular target also increases when the value of \( D_R \) is increased.

Next, we would like to study the fluctuations as a function of \( D_R \). To this end, we plot CV curves for different targets A, B, C, and D (blue, magenta, yellow, and red, respectively) as a function of \( D_R \) in Fig. 11. When the initial condition is fixed to the origin (IC1), we plot the variation of CV for all the targets by increasing the value of \( D_R \) in Fig. 11(a). For the targets A and B, the value of CV is greater than 1 for almost all values of \( D_R \). Contrarily, the value of CV is always less than 1 for C as well as for D. In Fig. 11(b), we present the variation of CV with increasing \( D_R \) when the initial condition is chosen at random in every trial (IC2). It is observed that for \( D_R \geq 1 \), CV of all the targets is greater than 1, i.e., resetting will certainly work if \( D_R \geq 1 \). For \( D_R < 1 \), the CV values are approximately close to 1. We accumulate the first passage time statistics in Table II for three different values of \( D_R \).

We now turn our attention to the first passage time statistics in the presence of resetting. The discussions from above (namely CV values of the underlying first passage times) provide us useful cues to predict the behavior of mean search time \( \langle T \rangle \). The results are summarized in Fig. 12 where we show the effect of resetting on the mean search times for different \( D_R \). In the upper panel of Fig. 12 we present the results for resetting protocol I. It can be seen that \( \langle T_R \rangle \) for target A decreases significantly for all three \( D_R \) values which is clearly in accordance with the CV criterion (Eq. (8)) for IC1 (also see Table II). The average search time is only marginally reduced for target B. For other two targets C and D, MFPT always increases which should not be surprising since CV always falls below 1 in this case. Now we move to resetting protocol II (or IC2) which is illustrated in the lower panel of Fig. 12. Here resetting successfully achieves to expedite the search process reducing \( \langle T_R \rangle \) drastically for all \( D_R \). This observation is indeed consistent with the numerical values obtained for CV (see Table II) which is always above unity for any values of \( D_R \). An enhancement of \( D_R \) results in large first passage time fluctuations which essentially add to the inherent fluctuations present in the system due to the randomness in the resetting/initial conditions (for IC2). These two sources of randomness essentially play a key role in the reduction of the overall search time under reset.

**Appendix B: Spatial spread of ABP under resetting**

In this section, we delineate the phase space of the ABP under both the resetting protocols. Essentially, here, we have just taken a single snapshot of the ABP’s position \((x, y)\) at a given time step up to \(10^3\) time units (see Figs. 13 and 14). In both cases, each dot represents the position of ABP in the 2D plane and these points are colored according to the observation time scale. Since we have not imposed any target here, the particle keeps evolving and the distribution is expected to reach a stationary state. Taking such data set for many realizations, we have performed an ensemble average which resulted in the probability distribution function. As can be seen from Fig. 13 the ABP remains close to the origin since it is reset to the origin. This indicates that the stationary state will be peaked around the origin with highest probability as shown in Fig. 5. Similarly, for the randomized resetting condition, the positions are spread all over the phase space as it is shown in Fig. 14. This renders a probability distribution function which is uniform over the topography as is evident from Fig. 7.

**TABLE II.** Numerically calculated values of mean first passage time \( \langle T \rangle \), standard deviation \( \sigma \), and coefficient of variation (CV) for four targets A, B, C, and D. Here we take three different values of \( D_R \) (viz. \( D_R = 0.5 \), \( D_R = 2.0 \), and \( D_R = 4.0 \)).

| \( D_R \) | Target | IC1 | IC2 |
|---------|--------|-----|-----|
|         | \( \langle T \rangle \) | \( \sigma \) | CV | \( \langle T \rangle \) | \( \sigma \) | CV |
| 0.5     | A      | 487.62 | 499.04 | 1.0254 | 498.33 | 499.28 | 1.0019 |
|         | B      | 506.00 | 506.53 | 1.0010 | 506.98 | 508.55 | 1.0031 |
|         | C      | 522.90 | 518.60 | 0.9917 | 521.44 | 522.74 | 1.0025 |
|         | D      | 555.52 | 550.09 | 0.9902 | 549.92 | 551.05 | 1.0021 |
| 2.0     | A      | 543.98 | 585.93 | 1.0771 | 585.76 | 587.73 | 1.0034 |
|         | B      | 609.22 | 619.05 | 1.0161 | 614.69 | 619.86 | 1.0084 |
|         | C      | 683.82 | 679.34 | 0.9934 | 673.30 | 680.56 | 1.0105 |
|         | D      | 865.56 | 806.05 | 0.9871 | 792.83 | 801.81 | 1.0113 |
| 4.0     | A      | 676.35 | 760.70 | 1.1247 | 611.34 | 770.35 | 1.0118 |
|         | B      | 807.36 | 829.63 | 1.0273 | 820.17 | 836.95 | 1.0204 |
|         | C      | 959.91 | 958.43 | 0.9984 | 935.39 | 956.28 | 1.0223 |
|         | D      | 1212.90 | 1199.10 | 0.9886 | 1178.90 | 1203.30 | 1.0207 |
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**FIG. 11.** Modulation of the coefficient of variation (CV) as a function of diffusion constant \( (D_R) \). CV of the underlying (without resetting) first passage times as a function of rotational diffusion constant \( (D_R) \) is shown here for the four different targets. The separatrix \( CV = 1 \) line is represented by the black dashed line. Panel (a): With origin as the source, the CV of the first passage times of targets A (blue) and B (magenta) increases from 1 as \( D_R \) increases. However, the CV of the first passage times for targets C (yellow) and D (red) is always less than the \( CV = 1 \) line. Panel (b): For random initial conditions, the CV values for all four targets are found to be greater than unity.
FIG. 12. Effect of rotational diffusion constant ($D_R$) on $\langle T_R \rangle$. The top row contains plots designed for resetting protocol I, while the bottom row contains plots designed for resetting protocol II. For both the resetting protocols, we plot $\langle T_R \rangle$ as a function of resetting rate $\langle R \rangle^{-1}$. Three different $D_R$ values (0.5, 2.0, and 4.0) are selected. $D_R$ for the left hand panel ((a) and (d)) is 0.5, for middle panel ((b) and (e)) is 2.0, for the right-hand panel ((c) and (f)) is 4.0. For all three $D_R$ values, $\langle T_R \rangle$ for targets A (blue curve) and B (magenta curve) decrease under resetting protocol I. However, for the targets C (yellow curve) and D (red curve), $\langle T_R \rangle$ always increases regardless of $D_R$ and $\langle R \rangle^{-1}$ (a direct ramification of $CV < 1$ – also see Table II). For protocol II (bottom row), $\langle T_R \rangle$ is reduced as the resetting rate $\langle R \rangle^{-1}$ is gradually increased (again, a direct ramification of the criterion $CV > 1$ – also see Table II). This qualitative behaviour does not change as we increase $D_R$ further.

FIG. 13. Spatial spread of the ABP in the phase space spanned over $(x, y)$ plane under resetting protocol I. In the numerical simulation, at each microscopic time step we have measured position $(x, y)$ of the ABP and have marked the same as a single point on the phase space. Total time step taken is $10^5$ units. This clearly indicates that the particle is most probable to be found near the origin for all resetting times, but the spread keeps growing as we increase the mean resetting time. Resetting times were drawn from the distribution $1/\langle R \rangle e^{-t/\langle R \rangle}$ with the following values for $\langle R \rangle$: 1.0 (panel a), 5.0 (panel b), and 10.0 (panel c).
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FIG. 14. Spatial spread of the ABP in the phase space under resetting protocol II. In the numerical simulation, at each microscopic time step we have measured position \((x,y)\) of the ABP and have marked the same as a single point on the phase space. Total time step taken is \(10^2\) units. Looking at the homogeneous spread of the phase space points, it is evident that the particle equally likely to be found anywhere in the phase space. Resetting times were drawn from the distribution \(1/(R e^{-1/|R|})\) with \(|R| = 5.0\).
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