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Koopman mode decomposition and tensor component analysis (also known as CANDECOMP/PARAFAC or canonical polyadic decomposition) are two popular approaches of decomposing high dimensional data sets into modes that capture the most relevant features and/or dynamics. Despite their similar goal, the two methods are largely used by different scientific communities and are formulated in distinct mathematical languages. We examine the two together and show that, under certain conditions on the data, the theoretical decomposition given by tensor component analysis is the same as that given by Koopman mode decomposition. This provides a “bridge” with which the two communities should be able to more effectively communicate. Our work provides new possibilities for algorithmic approaches to Koopman mode decomposition and tensor component analysis, and offers a principled way in which to compare the two methods. Additionally, it builds upon a growing body of work showing that dynamical systems theory, and Koopman operator theory in particular, can be useful for problems that have historically made use of optimization theory.

Koopman operator theory (KOT) has emerged as a powerful and general framework with which to understand nonlinear dynamical systems in a data-driven manner. Despite its many strengths, there are numerous scientific domains, such as neuroscience and biology, where it remains an unfamiliar tool and therefore, is under employed. As part of this stems from KOT being mathematically formulated in a distinct way from other more commonly used techniques, such as principal component analysis (PCA), there is a need for bridging KOT with such methods. Here, we investigate how a major KOT analysis approach differs from tensor component analysis (TCA), an extension of PCA that has quickly become adopted by some of those same fields “hesitant” of KOT. We show that, in certain scenarios, TCA and KOT give the same theoretical decomposition. This not only makes strides in establishing a bridge between TCA and KOT, but also provides a means with which to compare the strengths of the two methods and offers the possibility of new algorithmic approaches for KOT and TCA.

1. INTRODUCTION

A central goal in all fields of science is to discover and interpret the underlying dynamics of observed data. Koopman operator theory (KOT) has emerged as a powerful, data-driven framework with which to do this. KOT lifts the perspective of dynamical systems from the possibly finite and nonlinear state space of the data, to the infinite and linear functional space of observables on the state space. A key finding over the past 15 years is that there are a variety of algorithms that can well approximate the Koopman operator, and hence the underlying dynamics, with sufficient, but reasonably finite, amounts of data. These algorithms include, among others, generalized Laplace analysis, the finite section method (also known as the Galerkin projection), Krylov subspace methods, and dynamic mode decomposition (see Mezić 2020 for a recent review). We note that all of these methods were originally developed, at least in part, independently of KOT. It has been the realization of their utility in computing relevant KOT quantities that has allowed for KOT to find success in an ever growing number of different scientific domains.

In many cases, researchers applying KOT are interested in the Koopman mode decomposition (KMD). The KMD provides a decomposition of the action of the Koopman operator in such a way that, for autonomous dynamical systems, the time evolution of the system is naturally given as the sum of a number of “modes”, each with their own time dependencies (see Sec. II for more details). In some cases, the number of modes necessary for accurate prediction is small compared to the dimension of the state space, allowing for a low dimensional description. KMD has been successfully used to discover the underlying dynamics in many different dynamical systems such as fluid (3,13-15), power grid (11,12) and neural networks (13,16).

An active and fruitful area of research has been comparing the KMD modes to the modes obtained from various more commonly used methods, such as principle component analysis (PCA – also referred to as proper orthogonal decomposition) and independent component analysis (ICA – also known as CADECOMP/PARAFAC or canonical polyadic decomposition), KMD and PCA have also been indirectly linked via their connections to the renormalization group (20). One common goal of this body of work has been to highlight to researchers in fields where PCA is a common tool that KMD can give similar and, in certain scenarios, superior mode representations of data. Despite this, to date KOT remains a niche and not widely adopted tool in some communities, such as neuroscience and biology.

In recent years, a method that can be seen as a generalization to PCA, tensor component analysis (TCA – also known as CANDECOMP/PARAFAC or canonical polyadic de-
composition), has gained in popularity. Part of this stems from the fact that TCA can be used on data that is naturally represented as a tensor, such as that obtained via repeated trial experiments. This means it does not require the trial averaging or “flattening” across dimensions that many matrix methods (e.g. PCA) do. Additionally, there exist a number of efficient and robust algorithms that have been developed to perform TCA and have been made freely available. Because of its intuitive connection to PCA, and because it does not require the computed components to be orthogonal to each other (unlike PCA), it has quickly been adopted by some of the same communities where KOT has not, such as neuroscience.

While there has been work extending KOT tools to tensors, there has been little work comparing TCA to KMD. Here, by considering a data third-order tensor (i.e. a tensor with elements that are indexed by three independent labels), we show that there exists a correspondence between the computed modes of TCA and KMD. In particular, we show that, under certain conditions on the data, the decomposition obtained from applying TCA to data from an autonomous dynamical system is equivalent to that obtained via KMD. We believe that this not only provides motivation as to why KMD can be used in fields that it is not yet popular in, but also highlights a new class of algorithms for computing the KMD (based on those from the TCA literature) and a new class of algorithms for performing TCA (based on those from the KMD literature). Because existing TCA and KMD algorithms rely on different approaches, understanding which ones work better under different conditions will be a fruitful future direction of study.

This paper is organized as follows. In Secs. II and III, we provide brief reviews of KMD and TCA respectively, with KMD being formulated so as to account for the tensor nature of the data, making its connection with TCA more apparent. We then proceed to layout the correspondence between the two methods in Sec. IV, and provide a clear description of when the two methods will (theoretically) provide exactly the same decompositions. We apply TCA and KMD to a simple numerical example to illustrate our claims in Sec. V. We end with Sec. VI where we discuss the limitations of our analysis, what our results allow us to say about how KMD and TCA compare, and what new questions emerge from our work.

II. KOOPMAN MODE DECOMPOSITION

The central object of interest in KOT is the Koopman operator, $U$, an infinite dimensional linear operator that describes the time evolution of observables (i.e. functions of the underlying state variables) that live in the function space, $\mathcal{F}$. That is, after $t > 0$ amount of time, which can be continuous or discrete, the value of the observable $f \in \mathcal{F}$, which can be a scalar or a vector valued function, is given by

$$U^t f(p) = f[T^t(p)],$$

where $T$ is the dynamical map evolving the system and $p$ is the initial condition or location in state space. For the remainder of the paper, it will be assumed that the state space being considered is of finite dimension and that $\mathcal{F}$ is the space of square-integrable functions.

The action of the Koopman operator on the observable $f$ can be decomposed as

$$U^t f(p) = \sum_{r=0}^{\infty} \lambda_r \phi_r(p) v_r,$$

where the $\phi_r$ are eigenfunctions of $U$, with $\lambda_r \in \mathbb{C}$ as their eigenvalues and $v_r$ as their Koopman modes. For systems with chaotic or shear dynamics, there is an additional term in Eq. 2 arising from the continuous part of the spectrum of the Koopman operator. In general, not much is known about the contribution of this term. For the remainder of this paper, it will be assumed that the dynamical systems we are considering are such that the Koopman operator only has a point spectrum.

Decomposing the action of the Koopman operator is powerful because, for a discrete dynamical system, the value of $f$ at time step $k \in \mathbb{Z}^+$ is given simply by

$$f[T^k(p)] = U^k f(p) = \sum_{r=0}^{\infty} \lambda_r^k \phi_r(p) v_r.$$ (3)

When the dynamical system is continuous, the value of $f$ at time $t \in \mathbb{R}^+$ is given by

$$f[T(t)p] = U^t f(p) = \sum_{r=0}^{\infty} \exp(\lambda_r t) \phi_r(p) v_r.$$ (4)

Note here that the convention changes from $\lambda_r^k$ to $\lambda_r^t$.

From Eqs. 3 and 4 we see that the dynamics of the system in the directions $v_r$, scaled by $\phi_r(p)$, are given by the magnitude of the corresponding $\lambda_r$. Assuming that $|\lambda_r| \leq 1$ for all $r$, finding the long time behavior of $f$ amounts to considering only the $\phi_r(p) v_r$, whose $|\lambda_r| \approx 1$ (in the case of a discrete dynamical system). We note that the eigenfunctions, $\phi_r$, are the only parts of Eqs. 3 and 4 that retain any “memory” of the initial condition.

While the number of triplets $(v_r, \lambda_r, \phi_r)$ needed to fully capture the action of $U$ is, in principle, infinite, in many applied settings it has been found that a finite number, $R \in \mathbb{Z}^+$, of them allows for a good approximation. That is, in the case of a discrete dynamical system,

$$U^k f(p) \approx \sum_{r=0}^{R-1} \lambda_r^k \phi_r(p) v_r.$$ (5)

In this paper, we consider Eq. 5 to be the definition of KMD.

A. Dynamic Mode Decomposition

One popular way of computing the triplets $(v_r, \lambda_r, \phi_r)$ of Eq. 5 is dynamic mode decomposition (DMD). While a number of different variants of DMD have been developed, in this paper, we will consider Exact DMD, which was first proposed in Tu et al. 2014.
Let $X = [z_0, T z_0, ..., T^{m-1} z_0] = [z_0, z_1, ..., z_{m-1}] \in \mathbb{R}^{n \times m}$ be $m$ snapshots of the state space column vector $z \in \mathbb{R}^n$. Here $T$ is the dynamical map evolving the system. Let $Y = [z_1, z_2, ..., z_m]$. Exact DMD does not require $X$ and $Y$ to be built from sequential time-series data, but we assume it because it will make the connection to TCA more clear.

Exact DMD considers the operator $A$, defined as

$$A = Y X^+, \quad (6)$$

where $^+$ is the Moore-Penrose pseudoinverse. Eq. (6) is the least-squares solution to $AY = X$, and hence, satisfies

$$\min_A \|Y - AX\|_F, \quad (7)$$

where $\|\cdot\|_F$ is the Frobenius norm. If $Y c = 0$ for all $c \in \mathbb{R}^n$ such that $X c = 0$, then $AX = Y$ exactly. This property is called linear consistency.

In practice, the DMD modes are found by computing the (reduced) singular value decomposition (SVD) of $X$, $X = Q \Sigma V^*$, and setting $\hat{A} = Q \Sigma V^{-1}$ (see Algorithm 2 and Appendix 1 of Tu et al. 2014[27] for more details on how the modes are computed from $\hat{A}$). Importantly, when $X$ and $Y$ are linearly consistent and $A$ has a full set of eigenvectors, the DMD modes are equivalent to the Koopman modes.[49]

Let $A$ have a full set of eigenvectors $\psi_r$ with eigenvalues $\lambda_r$. We can then write $x_0$, the first column of $X$, as

$$x_0 = \sum_{r=0}^{R-1} \phi_r(z_0) \psi_r, \quad (8)$$

for some choice of constants $\phi_r(z_0)$, which correspond to the Koopman eigenfunctions. Here $R$ is the rank of $\hat{A}$. If $X$ and $Y$ are linearly consistent, then given the relationship between the columns of $X$ -- any column of $X$ can be written as

$$x_k = A^k x_0 = \sum_{r=0}^{R-1} \lambda_r^k \phi_r(z_0) \psi_r, \quad (9)$$

for $k < m - 1$. Similarly, any column of $AX$ can be written as

$$[AX]_k = A x_k = \sum_{r=0}^{R-1} \lambda_r^{k+1} \phi_r(z_0) \psi_r. \quad (10)$$

Defining the matrix

$$S = \begin{bmatrix}
\lambda_0 & \lambda_1 & \cdots & \lambda_{R-1} \\
\lambda_0^2 & \lambda_1^2 & \cdots & \lambda_{R-1}^2 \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_0^m & \lambda_1^m & \cdots & \lambda_{R-1}^m 
\end{bmatrix},$$

we can write

$$Y - AX = Y - \sum_{r=0}^{R-1} [\phi_r(z_0) \psi_r] \otimes s_r = 0, \quad (11)$$

again assuming that all corresponding pairs of $X_j$ and $Y_j$ are linearly consistent.

While all of this has been shown for $X$ and $Y$ being made up of snapshots of the state space vector $z$, the same holds true for the case when the data tensor is instead composed of other, non-identity, observable.[81-82] There are many cases where this has been found to give better decompositions for the right choices of observables.

### III. TENSOR COMPONENT ANALYSIS

Similar to KOT, TCA was first developed in the early 20th century and has seen a recent resurgence of interest. It has been successfully applied to a number of fields including neuroscience and signal processing as well as the original fields it was developed in, psychometrics and chemometrics. Given that it was independently arrived upon by several different researchers at different times in the context of different fields, the TCA literature is somewhat confusing. TCA is also referred to as CANDECOMP (for canonical decomposition), PARAFAC (for parallel factorization), canonical polyadic decomposition, and CP decomposition. For a comprehensive review of the literature on tensor decompositions, see Kolda and Bader 2009[23].
Given a tensor $\mathbf{y}$, the central objective of TCA is to find vectors that well reconstruct it. While $\mathbf{y}$ may come from the data of a dynamical system, it does not have to. For example, $\mathbf{y}$ can be populated by the pixel values of a set of images. The goal of applying TCA, in such a case, could be to find features common in different subsets of the images. In the case of $\mathbf{y}$ being a third-order tensor of size $I_1 \times I_2 \times I_3$, TCA finds matrices $\mathbf{A} \in \mathbb{C}^{l_1 \times r}$, $\mathbf{B} \in \mathbb{C}^{l_2 \times r}$, $\mathbf{C} \in \mathbb{C}^{l_3 \times r}$, such that

$$\mathbf{y} \approx \sum_{r=0}^{R-1} \mathbf{a}_r \otimes \mathbf{b}_r \otimes \mathbf{c}_r,$$

(13)

where $\mathbf{a}_r$, $\mathbf{b}_r$, and $\mathbf{c}_r$ are, respectively, the $r$th column vectors of $\mathbf{A}$, $\mathbf{B}$, and $\mathbf{C}$, $\otimes$ is the vector outer product, and $R \in \mathbb{Z}^+$. The TCA modes are therefore given by the triplets $(\mathbf{a}_r, \mathbf{b}_r, \mathbf{c}_r)$. $\mathbf{A}$, $\mathbf{B}$, and $\mathbf{C}$ are found by the minimization problem

$$\min_{\mathbf{A}, \mathbf{B}, \mathbf{C}} \left\| \mathbf{y} - \sum_{r=0}^{R-1} \mathbf{a}_r \otimes \mathbf{b}_r \otimes \mathbf{c}_r \right\|,$$

(14)

where $\left\| \cdot \right\|$ is analogous to the Frobenius norm for matrices.

The rank of $\mathbf{y}$, denoted $R^*(\mathbf{y}) = \text{rank}(\mathbf{y})$, is defined as the minimum number of triplets needed for the solution to Eq. (14) to be zero. The decomposition obtained using $R^*(\mathbf{y})$ is called the rank decomposition of $\mathbf{y}$. While this is, in principle, the most natural definition for the TCA representation of $\mathbf{y}$, computing $R^*(\mathbf{y})$ can be a highly non-trivial problem. While there are some results on the maximal and most likely ranks to occur given the dimensionality of $\mathbf{y}$, they are limited. Therefore, in practical settings, many different values of $R$ are tried, and the smallest one that satisfies some criteria (e.g. sufficiently small reconstruction error) is chosen.

For sake of clarity, we refer to the decompositions that satisfy Eq. (14) for a given $R > R^*(\mathbf{y})$ as $R$-optimal TCA decompositions of $\mathbf{y}$.

**Lemma 1** $R$-optimal TCA decompositions reconstruct $\mathbf{y}$ exactly.

**Proof.** Let $\mathbf{A}, \mathbf{B}, \mathbf{C}$ be the matrices that correspond to the rank decomposition of $\mathbf{y}$, and $\Delta R = R - R^*(\mathbf{y})$. Let $\{\alpha_0, \ldots, \alpha_{\Delta R}\}$ be such that $\alpha_0 \in \mathbb{R}/\{0\}$, $\alpha_j \neq \alpha_j$, and $\sum \alpha_j = 1$. Then the matrices $\mathbf{A}' = [\mathbf{a}_0, \ldots, \mathbf{a}_{R-\Delta R}], \mathbf{B}' = [\mathbf{b}_0, \ldots, \mathbf{b}_{R-\Delta R}], \mathbf{C}' = [\mathbf{c}_0, \ldots, \mathbf{c}_{R-\Delta R}]$ make up a decomposition that has zero error in reconstructing $\mathbf{y}$:

$$\sum_{r=0}^{R-1} \mathbf{a}_r \otimes \mathbf{b}_r \otimes \mathbf{c}_r = \sum_{r=0}^{R^*(\mathbf{y})-1} \mathbf{a}_r \otimes \mathbf{b}_r \otimes \mathbf{c}_r + \sum_{i=0}^{\Delta R} \alpha_i \mathbf{a}_{R^*(\mathbf{y})-1} \otimes \mathbf{b}_{R^*(\mathbf{y})-1} \otimes \mathbf{c}_{R^*(\mathbf{y})-1} = R^*(\mathbf{y}) \mathbf{y} - \sum_{r=0}^{R-1} \mathbf{a}_r \otimes \mathbf{b}_r \otimes \mathbf{c}_r = \mathbf{y}.$$

Given that at least one $R$–optimal decomposition reconstructs $\mathbf{y}$ exactly, from Eq. (14) we have that all $R$–optimal decompositions must.

From the proof of Lemma 1, it is straightforward to see that there are many possible $R$–optimal decompositions and thus, $R$–optimal decompositions are not unique. However, rank decompositions can be unique. This is a particularly appealing feature of TCA, as it is not generally true of matrix decomposition methods (e.g. PCA). In particular, it has been proven that

$$\text{rank}(\mathbf{A}) + \text{rank}(\mathbf{B}) + \text{rank}(\mathbf{C}) \geq 2 R^*(\mathbf{y}) + 2,$$

(15)

then the decomposition is unique, up to rescaling and permutation of the $(\mathbf{a}_r, \mathbf{b}_r, \mathbf{c}_r)$, $r = 1, \ldots, 30$ The non-uniqueness to scaling emerges because, for $\alpha \in \mathbb{R}/\{0\}$, $(\mathbf{a}_r, \alpha \mathbf{b}_r, \alpha \mathbf{c}_r)$ also satisfies Eq. (12). Similarly, if the columns of $\mathbf{A}$, $\mathbf{B}$, and $\mathbf{C}$ are shuffled in the same way, the new matrices $\mathbf{A}', \mathbf{B}', \mathbf{C}'$ satisfy Eq. (14).

As has been noted in the literature, there is no perfect way of performing TCA. In practice, various optimization based methods, such as alternating and nonlinear least squares, are used for solving Eq. (14). These methods can take many iterations to converge and are known to not always be guaranteed to converge to a global minimum. Therefore, the development of methods to better compute TCA decompositions is an area of active research. More details on these and other algorithms, as well as their practical considerations, can be found in Kolda and Bader 2009 and Hong, Kolda, and Bader 2010 (which includes discussion on the use of more general objective functions).

We note that, in view of Eq. (14) TCA has usually been seen as a tool to represent $\mathbf{y}$. That is, the modes have been used to provide insight into existing data, as opposed to predicting the future state(s) of the system.

**IV. CORRESPONDENCE BETWEEN TCA AND KMD**

We now proceed to show how TCA and KMD are related. Let the third-order tensors $\mathbf{X}$ and $\mathbf{Y}$ be related to each other as in Sec. IIA and be made up of linearly consistent frontal slices (now referred to as data matrices). Let the approximated Koopman operator have rank $R$ and a full set of eigenvectors. Let $R^*(\mathbf{y}) = \text{rank}(\mathbf{y})$, where $R \geq R^*(\mathbf{y})$. From Eq. (12) and Lemma 1, we have that the Exact DMD and TCA modes, $(\mathbf{v}_r, \mathbf{b}_r, \phi_r)$ and $(\mathbf{a}_r, \mathbf{b}_r, \mathbf{c}_r)$ respectively, are such that

$$\mathbf{y} - \sum_{r=0}^{R-1} \mathbf{v}_r \otimes \mathbf{s}_r \otimes \varphi_r = 0$$

(16)

$$\mathbf{y} - \sum_{r=0}^{R-1} \mathbf{a}_r \otimes \mathbf{b}_r \otimes \mathbf{c}_r = 0.$$
Based on Eq. [16] and Lemma 2, we suggest the following correspondence:

\[ v_r \leftrightarrow a_r \]
\[ s_r \leftrightarrow b_r \]
\[ \varphi_r \leftrightarrow c_r \]

(17)

When, if ever, will this correspondence be exact? That is, when will the computed DMD triplets \( (v_r, s_r, \varphi_r) \), in theory, be equal to the computed TCA triplets \( (a_r, b_r, c_r) \)?

**Lemma 3** Let \( X \) and \( Y \) be made up of linearly consistent data matrices. Let \( V = [v_1, ..., v_K], S = [s_1, ..., s_K], \) and \( \Phi = [\varphi_1, ..., \varphi_K] \). When \( R = R^*(Y) \) and \( rank(\Phi) + rank(V) + rank(S) \geq 2K + 2 \), then the correspondence of Eq. [17] is exact, up to scaling and permutation of labels.

**Proof.** This follows immediately from the fact that Eq. [12] implies that the DMD modes satisfy the TCA minimization problem (Eq. [13]) and that the TCA decomposition is unique up to scaling and permutation when \( R = R^*(Y) \) and Eq. 15 is satisfied [30], which have been assumed to be true.

Therefore, there exists a restricted case (but a case nonetheless) where the TCA and DMD modes are equivalent! Lemma 3 additionally tells us that this equivalence will be met when the data comes from distinct sources that have single exponential growth/decay and/or oscillatory dynamics. This is because, for autonomous discrete dynamical systems, the time evolution of the \( r \)-th KMD mode is described by integer powers of a single complex number, \( \lambda_r \). While, \textit{a priori}, the TCA modes have no assumed form, when Eq. 17 is exact, their time dependence must match those of the DMD modes.

Note that if there exists multiple TCA decompositions [due to either \( R > R(Y) \) or Eq. 15 not being satisfied], Lemma 2 tells us that one of them is equivalent to the DMD modes. In such a case, it would be well motivated to choose, as convention, the DMD modes as the TCA decomposition, given DMD’s connection to the dynamics underlying the data. This decomposition will also have modes with only exponential and/or oscillatory time dependencies.

V. NUMERICAL EXAMPLE

To illustrate the correspondence developed in Sec. IV, and to show that standard numerical implementations of TCA can indeed give decompositions that are equivalent to Exact DMD, we applied both methods to "synthetic" data. Following the common practice of testing new tensor decomposition methods on random tensors was not feasible here, because of the assumptions we have had to introduce. However, we have taken that approach in spirit by generating data that has both the necessary dynamical systems structure and elements that are chosen randomly. The tensors were constructed as follows.

First, vectors \( \{\tilde{v}_0, ..., \tilde{v}_{R-1}\} \), with \( \tilde{v}_r \in (0,1)^n \) sampled uniformly, were generated and then made to be orthonormal. Next, exponential functions \( \{\exp(2\pi i \alpha_0/10 + \beta_0/10), ..., \exp(2\pi i \alpha_{R-1}/10 + \beta_{R-1}/10)\} \), with \( \alpha_r, \beta_r \in (-1,1) \) sampled uniformly, were generated. Vectors \( \tilde{s}_r \)

\[ \{\exp(2\pi i \alpha_0/10 + \beta_0/10), ..., \exp(2\pi i \alpha_{R-1}/10 + \beta_{R-1}/10)\} \]

for a chosen \( N \in \mathbb{Z}^+ \), were created. Finally, random polynomial functions \( \{\tilde{\phi}_0, ..., \tilde{\phi}_{K-1}\} \), with \( \tilde{\phi}_r(x) = x^\gamma_r \) and \( \gamma_r \in (0,K) \) sampled uniformly, were generated. Vectors \( \tilde{\varphi}_r \)

\[ \{\tilde{\phi}_0(0.1), ..., \tilde{\phi}_r(1)\} \]

were then created.

Letting \( \tilde{s}'_r \) be the time shifted version of \( \tilde{s}_r \), i.e. \( \tilde{s}'_r = \exp(2\pi i \alpha_r/10 + \beta_r/10)\tilde{s}_r \), the tensors were constructed. We note here that this data can be interpreted as coming from a linear dynamical system, where the \( \tilde{v}_r \) are the eigenvectors of the dynamical map, the \( \tilde{s}_r \) are the time evolution of each mode, and the \( \tilde{\phi}_r \) are the dependence of the amplitude of each mode on initial condition. Note the bars have been used to distinguish these sources from the computed Exact DMD modes (although we expect, and do indeed find, that they should be the same).

The TCA modes were computed using Tensorlab 3.0 [20], a MATLAB package that implements various possible TCA decomposition algorithms. We used the nonlinear least squares based method. The Exact DMD modes were computed using Algorithm 2 and Appendix 1 from Tu et al. 2014 [42]. The code that generated these examples has been made freely available online [73].

The computed modes from one instance of the randomly generated data using \( R = 2, n = 2, N = 100, \) and \( K = 3 \) is shown in Fig. 1. Here \( v_0 = [-3.1530, 2.0160], \) \( v_1 = [1.1704, 1.8305], \) \( \alpha_0 = 0.7418, \) \( \alpha_1 = -0.2043, \) \( \beta_0 = 0.322, \) \( \beta_1 = -0.7883, \) \( \gamma_0 = 0.3217, \) and \( \gamma_1 = 1.4534. \) For both modes, the TCA and Exact DMD triplets were nearly identical (they have been separated from each other for clarity of display), and lie on top of the true sources. Thus, both methods correctly reveal that the first mode is less sensitive to initial condition than the second (sublinear vs. superlinear), and that the first mode grows in time, whereas the second decays.

We generated 100 data tensors (again using \( R = 2, n = 2, N = 100, \) and \( K = 3 \)) and computed the mean normed difference between the Exact DMD and the TCA modes, normalizing by the norm of the TCA modes. The median of these 100 values was \( 2.43 \times 10^{-12} \). As this suggests, for many of the 100 tensors, the two methods produced very similar results. However, we did find a few cases where the difference between the two was quite large (for these cases, the difference between the Exact DMD modes and the true values remained very small). The extent of this appeared to be related to how “long” the experiment was, as increasing \( N \) led to more discrepancies and decreasing \( N \) led to more overlap. We do not believe this was (primarily) caused by a change in \( R^* \), as the error associated with using only one mode remained far larger (many orders of magnitude) than the error associated with using two. A reason for these results may be that, by increasing \( N \) (and thus, the size of the matrix \( B \)), more local minima emerge that the optimization algorithm could get trapped in.
VI. DISCUSSION

In this paper, we examined tensor component analysis (TCA – also known as CANDECOMP/PARAFAC or canonical polyadic decomposition) in relation to Koopman mode decomposition (KMD). This was motivated by the fact that both methods have become popular ways to discover, in an unsupervised manner, the relevant features and/or dynamics of a given dynamical system. Despite their joint aim, the two methods have largely occupied disjoint scientific realms. Therefore, it became our goal to examine the two methods together and see what, if any, connections existed between them in an effort to “bridge” the different communities. While previous work has compared principal component analysis (PCA) with KOT methods both directly and indirectly, and approaches to do KMD on tensors have been developed, little work has been done on comparing KMD to TCA.

We considered dynamic mode decomposition (DMD), a popular approach for performing KMD, on a data three-tensor, with one dimension being the elements of the state space, one being time, and one being the initial conditions. We proved, in Lemma 2, that when the data is linearly consistent and the Koopman operator, approximated via Exact DMD, has a full set of eigenvectors and rank \( R \), the DMD modes are an \( R \)–optimal TCA decomposition of the data. Motivated by this, we then formulated a correspondence between the TCA and DMD modes (Eq. 17). We proved, in Lemma 3, that this correspondence was exact, up to scaling and permutation of labels of the modes, when \( R \) is equal to the tensor rank of the data and when a certain inequality (Eq. 15), known to be sufficient for TCA uniqueness, is satisfied. When the modes of the two methods are equivalent, there is a strong implication about the dynamics of the data. Namely, the data comes from distinct sources with single exponential growth/decay and/or oscillatory time dynamics. On a simple example, we showed that modes computed via a numerical implementation of TCA very nearly matched the modes computed via Exact DMD (Fig. 1).

A. Limitations

Our present analysis is limited by the fact that we used Exact DMD to make the connection between TCA and KMD. This requires the approximated Koopman operator to have a full set of eigenvectors and the data to be linearly consistent. Because these assumptions are not always met, and because there are other DMD and KMD approaches that still hold in such cases, future work will need to look at connecting TCA and KMD in less restricted settings.

In addition, DMD is ultimately limited by the fact that it is an approximation to the true KMD. This approximation can break down when the data’s dynamics are nonlinear, which has motivated the development of more sophisticated KOT methods. Understanding whether and, if so, how such techniques can be connected to TCA is a major open question, whose answer(s) will greatly extend our work.

B. TCA vs. DMD

A large, and growing, body of applied research makes it clear that TCA and DMD are powerful tools, especially when the equations underlying the data’s dynamics are unknown. However, because they have largely not been compared to each other, it has been unclear whether settings in which one method was used may have benefited from the use of the other method. An important part of this paper is that, by making the connection between the two methods explicit, this kind of comparison can be more easily carried out. Below, we discuss points that have emerged, some of which requires future
work to confirm.

First, the number of modes needed to optimally perform DMD will be greater than the number needed for a TCA rank decomposition [i.e. $R > R^* (Y)]$. This is because the DMD modes take an explicit form in their time dependence, whereas the TCA modes do not. Therefore, TCA can be very useful for succinctly describing the data when the sources underlying the data are highly nonlinear.

Second, work using TCA has emphasized the fact that the modes can be used to interpret and understand the system under study. This is in some contrast to work using DMD, where the emphasis has largely been on prediction. Techniques implemented by those using TCA may therefore be of use to DMD practitioners (see Sec. VI C for discussion of one such technique). Additionally, this implies that, with the correspondence of Eq. 17 in hand, those familiar with TCA should be able to (more) easily interpret DMD results.

Interestingly (given this last point), DMD may provide advantages over TCA in generating modes that are interpretable. There are several reasons for this. First, depending on the problem, there may be many local minima in the landscape of the objective function used to find the TCA decomposition (as was conjectured to be the case in some instances of the numerical example in Sec. V). This means that each application of TCA may result in different modes, potentially complicating interpretation. The DMD modes, on the other hand, are found via a single set of computations. The resulting decomposition can be unique if the (reduced) singular values of the data matrices are distinct. Thus, even when $R > R^* (Y)$, if the assumptions of the present analysis are met, DMD can provide a unique set of modes that exactly reconstruct the data tensor. This also sidesteps TCA’s necessary, and possibly expensive, search for $R^* (Y)$. In addition to extending the uniqueness of TCA, the time dependencies of the DMD modes have exponential and/or oscillatory dynamics. This may make them simpler to interpret in the context of the system of study than the more complicated (nonlinear) modes of the TCA rank decomposition. In support of this, work that modeled the time dependencies of each mode as a sparse linear combination of functions from an over-complete library found success in improving the interpretability of the modes. Unlike that approach, DMD does not allow for non-exponential or oscillatory modes, nor does it allow for linear combinations of exponential and/or oscillatory modes [e.g. $\sin(x) + \sin(2x)$].

Lastly, DMD may be faster than TCA. This is because DMD requires only matrix operations, whereas TCA requires (many) sequential iterations before convergence, for each of the (many) randomly initialized starting points (but see Battaglino et al. 201880 and Ericsson et al. 202181 for fast randomized TCA approaches). Indeed, it is known that doing TCA is a non-convex optimization problem20. In support of this, DMD was found to be faster than PCA when used for prediction19.

C. Future directions

By finding connections between TCA and KMD, our work opens up a number of new directions. First, with this correspondence in hand, it should become easier for those familiar with Koopman operator theory (KOT) to communicate with those who work in fields where PCA and TCA are “gold standard” tools. These fields include neuroscience and biology areas where KOT has only recently begun to be applied.27,28,79,85 Second, TCA implementations now become a possible tool in KOT’s growing numerical toolbox79. Most implementations of TCA make use of optimization algorithms23,29, which are largely absent from the KOT literature (although, relatedly, there has become an increasing interest in using neural networks to perform KMD75,79). Whether these methods are advantageous over the current KMD methods in more general scenarios is an important open question. Additionally, because for many systems it does not make physical sense to have elements of the state space take negative values in their participation in each mode, non-negative TCA has been developed23,30. This approach constrains all the modes to have positive $a$, and has allowed for simpler, more intuitive interpretation of the data. To our knowledge, no similar method exists for KMD. Third, whether using the DMD modes, when their error in reconstructing the data is small, but non-zero, as the starting guess for the TCA optimization algorithm would lead to a faster convergence onto “good” TCA modes is another open question that we plan on addressing. In support of this idea, higher order SVD has been found to sometimes be a good starting point for the alternating least squares approach to TCA22. And fourth, whether and how our results change when the underlying dynamical system is non-autonomous, an area of recent active research in the KOT community45 will be the direction of future work.

D. KOT and Optimization

Lastly, we see this work as being part of a growing body of literature that is bringing attention to the fact that dynamical systems theory, and in particular KOT, can be used for problems that have historically relied on optimization theory15,18,56,57. These papers have highlighted the fact that, while optimization theory has its strengths, its de-emphasis on the history of the system (e.g. gradient descent re-computing the gradient anew at each time step) is a considerable cost that KOT avoids. Here we showed that, in certain scenarios, TCA, which has been formulated as a non-convex optimization problem, gives the same (theoretical) decomposition as DMD.
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