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Abstract—Bipedal robots do not perform well as humans since they do not learn to walk like we do. In this paper we propose a method to train a bipedal robot to perform some basic movements with the help of imitation learning (IL) in which an instructor will perform the movement and the robot will try to mimic the instructor movement. To the best of our knowledge, this is the first time we train the robot to perform movements with a single video of the instructor and as the training is done based on joint angles the robot will keep its joint angles always in physical limits which in return help in faster training. The joints of the robot are identified by OpenPose architecture and then joint angle data is extracted with the help of angle between three points resulting in a noisy solution. We smooth the data using Savitzky-Golay filter and preserve the Simulatore data anatomy. An ingeniously written Deep Q Network (DQN) is trained with experience replay to make the robot learn to perform the movements as similar as the instructor. The implementation of the paper is made publicly available.

Index Terms—Imitation Learning, Bipedal Robots, Pybullet Simulator, OpenAI.

I. INTRODUCTION

HUMANS learn to perform any specific task through various supervised, unsupervised, reinforcement, and semi-supervised techniques. Reinforcement learning is the way of learning by past experiences, for example consider a simulation environment in which a simulated agent will try to learn to play a game of chess, agent will have all the knowledge of the way chess pieces move and is called as action space for each iteration the agent will perform a move and the get reward as +1 if he cuts opponents piece, -1 if he land into dangerous situation and 0 if nothing happens based on the reward and observation i.e. current position of all chess pieces agent will perform next move and slowly learns how to play chess and win. This kind of learning is more unsupervised, IL is a type of reinforcement learning where the learning agent tries to mimic the teacher. Human beings prefer IL as we involuntarily employ it in our life irrespective of the success. We refer to the human or trainable agents (if we talk in reinforcement learning domain) gathering behaviour, expertise or way of completing any given task by observing an instructor or any other skilled agent doing it, this method of learning is getting popular because it eases teaching complex tasks without exhausting the resources. Number of possible scenarios in a complex application such as human-computer interaction [2], self-driving cars [3], augmented reality [4], generative adversarial networks [5], and robot related tasks is vast and insane. Robots are classified according to their active dynamics walking style i.e. while activating muscles for sprinting we engage a lot of muscles, activate a lot of joints, joints a human will engage whenever performing a movement such as walking, sprinting, kicking. Whenever we humans move or perform a set of actions to complete a movement like sprinting we engage a lot of muscles, activate a lot of joints, apply forces and torque in varying manner to the body joints there are many variables that come into play, humans use active dynamics walking style i.e. while activating muscles for movement we consume energy in form of ATP (Adenosine triphosphate) similarly in robots they consume power in form of electricity from battery, fuel cells etc.
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II. RELATED WORKS

Learning in humans is very diverse and subject to the task, we focus on implying IL to the bipedal robot POPPY [16]. One of the areas kept in mind while creating this bipedal is to provide researchers a low-cost machine to test their experiments. Poppy is a 25-degree of freedom (DOF) humanoid robot which is very less when compared to humans. It has much lower DOF than humans who have 244 DOF but it mimics all the major joints a human will engage whenever performing a movement such as walking, sprinting, kicking. Whenever we humans move or perform a set of actions to complete a movement like sprinting we engage a lot of muscles, activate a lot of joints, apply forces and torque in varying manner to the body joints there are many variables that come into play, humans use active dynamics walking style i.e. while activating muscles for movement we consume energy in form of ATP (Adenosine triphosphate) similarly in robots they consume power in form of electricity from battery, fuel cells etc.
Bipedal robots utilize passive dynamic walking style \[19\] in which they do not consume any power while walking while simply going down the slope. This passive dynamic walking style saves energy but motion of bipedal is limited as it can only move in a specific direction and can not avoid obstacles. Ohta et al. \[20\] demonstrated a technique that can transform passive to active dynamic walking providing better control. Simulations for training a bipedal to walk is a tedious task, if we desire to make a bipedal learn to perform a movement with the help of neural networks like a simple feed-forward network (FNN) \[21\] it is a grueling task for the network. IL \[1, 22\] helps in this scenario as it is a supervised learning. In traditional supervised learning training data represents features and labels, whereas in IL training data demonstrate action and state. The state represents the position with respect to the world and velocities of the joints and action consist of a list of joint angles further the subject will perform in complete duration of movement in the scenario we are discussing. While training the agent mimics the movement performed by the subject or demonstrator. Learning in IL can be performed through mainly two classes behavioral cloning (BC) \[23, 24\] and inverse reinforcement learning (IRL) \[25\].

In BC, computer programs reproduce human behaviour or sub-cognitive skills of the human while performing a movement \[26\]. demonstrator perform the movement his or her action (joint angles and position) and the situation arise from that action (states) are recorded are used as input to train the agent, the agent will try to mimic the behaviour in learning process. BC is inefficient in complex tasks. In the IRL model of IL a reward function is being devised from the optimal behaviour of the demonstrator \[26\]. the devised reward function performance for training an agent will solely depend on how precise and clean movement is performed by the demonstrator.

Humans use a lot of muscles while walking and mimicking but it is a difficult task in robots hence researchers develop a small bipedal robot \[27\] and made it walk in forward direction with a constant speed using a single condition that robot gait must be efficient as human gait. Ames \[28\] utilise human walking gait data to develop human-inspired control for walking of a bipedal robot while 57 muscles are engaged that lead to highly non-linear dynamics and forces acting on the muscles that sum up to hundreds of DOF. The authors created human-inspired controllers that utilizes time-based joint angles as output from human walking gait, processed and fed into a controller to control the robot. Learning algorithms were not used in this approach. Schuitema et al. \[29\] use a simple reinforcement learning algorithm to develop a controller for a passive dynamic walking robot and to maintain the balance of the bipedal while walking distorted due to disturbances. A feedback control loop is used as a hip actuation mechanism and an imbalance of the bipedal calculates the variables included and provided to the controller. First the algorithm is tested while simulating and then the mechanical prototype is made and finally tested.

Dadashi et al. \[30\] proposed an algorithm where the primal Wasserstein distance between the expert and the agent state-action distributions is minimized, Ho and Ermon \[31\] use Shannon-Jensen divergence, and Fu et al. \[32\] use Kullback-Leibler divergence to match state-action distribution of agent to the expert. Using similarity measures for IL shows promising results but the practical implementation requires fine tuning of a lot of hyperparameters and parameters approximations. Wang et al. \[33\] use Markov Decision Process \[34\] for generation of pose prediction sequence of a human from an image. Ho and Ermon \[31\] present a generative adversarial network to train the agent for IL. The discriminator must be very fine tuned according to the problem in order to improve the performance of the algorithm. Christiano et al. \[35\] propose a deep neural network based reinforcement learning from human preferences approach to perform the IL. This model can learn to imitate with minimal hours of human training data. Authors tested the performance of this method on Atari games and have satisfying results. Lepetit et al. \[36\] use Perspective-n-points (PnP) to find camera-to-robot pose. This method works flawlessly for articulated robots but does not work for bipedal or high DOF robots and Lee et al. \[37\] propose an algorithm to find joint positions of an articulated robot using a single image.

We propose to generate major joint angles with a single video of experts while performing movement with help of OpenPose architecture and then training a DQN to generate joint angles similar to the original input to make bot perform movement similar to expert demonstrator. While training we consider the physical limitations or joint limits of the robot so that the movement cannot be clipped.

### III. Proposed Methodology

Fig. 1 explains the approach where the joint angles data are extracted with the help of OpenPose \[38\], smoothed after that with the help of DQN \[39\], and the robot is trained to perform the movement.

![Fig. 1: Flow chart of the proposed approach.](image)

We use a color image as input to a network that produces 2D locations of the joints or anatomical keypoints of the human body such as [shoulder, elbow, knee, waist, head]. These points are connected to form a 2D vector that represent limb with the help of PAFs (Part Affinity Fields) \[40\] that encode the degree of union between points or joints. This is a bottom-up approach for detecting human pose in which, first the body parts are detected and then they are grouped together to form a complete human based on the PAFs. Fig. 2 shows the neural architecture for the OpenPose.

Branch 1 network produces PAF’s $\mathbf{P}_1 = \theta_1(\mathbf{IF})$ where $\theta_1$ refers to the neural network in branch 1 for summarizing in stage 1. In each successive stage original image features $\mathbf{IF}$...
and predicted PAF’s from previous are chained to produce precise predictions,

$$P_i^t = \theta^t(\mathbf{I}F, P_i^{t-1}), \forall 1 \leq i \leq L^p$$

(1)

where \(L^p\) is total number of PAF stages in the network. After producing precisely refined PAF’s prediction the process is repeated for confidence map detection starting from the most updated PAF prediction.

$$C_i^t = \theta^t(\mathbf{I}F, P_i^{L^p}, C_i^{t-1}), \forall 1 \leq i \leq L^p + L^c$$

(2)

where \(L^c\) is the total number of confidence map stages. \(L_2\) loss is calculated between the estimated predictions and the ground truth maps and fields, loss functions for the PAF branch at stage \(t_p\) and loss function of confidence map branch at stage \(t_{cm}\) are:

$$F_{P,AF}^t = \sum_{i=1}^{L_p} \sum_{s} \mathbf{B}(x, y). ||P_i^t(x, y) - P_i^*(x, y)||_2^2,$$

(3)

$$F_{CM}^{t_{cm}} = \sum_{j=1}^{J} \sum_{s} \mathbf{B}(x, y). ||C_j^{t_{cm}}(x, y) - C_j^*(x, y)||_2^2$$

(4)

where \(P_i^t\) is ground truth PAF and \(C_j^t\) is ground truth confidence map and \(\mathbf{B}(x, y) = 0\) when the label is not present in the ground truth, the loss function is used to guide the network to predict the PAF’s of body in branch 1 and confidence maps in branch 2 iteratively in precise manner. The overall loss function becomes:

$$F = \sum_{i=1}^{L_p} F_{P,AF}^t + \sum_{l=L_p+1}^{L_p+L_c} F_{CM}^{t_{cm}}$$

(5)

PAF preserves location and orientation of the detected keypoints and predict the connection between the limbs whether they are from same person or different person, each PAF is a 2D vector field for each limb in this 2D vector field a 2D vector encodes the direction of points from one point of limb to another. After extracting the keypoints or anatomically important joints of a person angle between the joints is calculated, output of the pose estimation network is locations of joints of human in sequence ‘nose’, ‘neck’, ‘r-shoulder’, ‘r-elbow’, ‘r-wrist’, ‘l-shoulder’, ‘l-elbow’, ‘l-wrist’, ‘r-hip’, ‘r-knee’, ‘r-ankle’, ‘l-hip’, ‘l-knee’, ‘l-ankle’, ‘r-eye’, ‘l-eye’, ‘r-ear’, ‘l-ear’ and locations of these keypoints is defined as,

$$\mathbf{K}_{pt} = (x_i, y_i)$$

(6)

where \(x_i\) and \(y_i\) are the pixel locations of the \(K_{pt}\) keypoint from above mentioned joints. In this experiment we used ‘r-shoulder’, ‘r-elbow’, ‘r-wrist’, ‘l-shoulder’, ‘l-elbow’, ‘l-wrist’, ‘r-hip’, ‘r-knee’, ‘r-ankle’, ‘l-hip’, ‘l-knee’, ‘l-ankle’. Shoulder joint angle is angle between a point vertically downwards to the shoulder joint and elbow joint for both left and right shoulder, elbow joint angle is angle between shoulder and wrist for both right and left arm, hip joint angle is angle between a point vertically downwards hip joint and knee joint for both hip joints, knee joint angle is angle between hip joint and ankle joint for both left and right legs. We have three points \(p_1 = (x_1, y_1), p_2 = (x_2, y_2)\) and \(p_3 = (x_3, y_3)\) and angle between three points is:

$$\Theta = tan^{-1} \frac{m_2 - m_1}{1 + m_1 m_2}$$

(7)

where \(m_1 = (y_2 - y_1)/(x_2 - x_1)\) and \(m_2 = (y_3 - y_2)/(x_3 - x_2)\) are slopes of two line formed by joining \(p_1, p_2\) and \(p_2, p_3\) respectively. After all the major joint angles are recorded and saved, the joint values are used as input to an OpenAI gym [41] environment to make the bot learn and perform the movement.

The environment has the Poppy Humanoid robot [16] as the agent, initially the shoulder joints of the robot are not in optimal standing human condition the arms were stretching away from the torso. Hence, we replaced all the RPY (roll, pitch and yaw) values to zero in the URDF ( Universal Robot Description Format ) file of the robot. Bot joint positions with respect to the world and joint forces are considered as state and the smoothed data of the joint angles obtained from above mentioned method are considered as actions. Joint angles data is smoothed by applying Savitzky-Golay [42] filter using local least squares polynomial approximation without distorting signal tendency. Consider joint angles \([y_i], i = 1, \ldots, n\) of the right shoulder over a period of 100 milliseconds. The smoothed joint angle is given by the formula:-

$$Y_i = \sum_{i=1}^{k-1} C_z y_{i+z}, \quad k - \frac{1}{2} \leq i \leq n - \frac{k - 1}{2}$$

(8)

where \(Y_i\) is smoothed data point, \(k\) is the value of quadratic polynomial used for smoothing if \(k = 7\) then 7-point quadratic polynomial is used and \(z = -3, -2, -1, 0, 1, 2, 3\) for \(k = 7\), \(y_{i+z}\) is the data angle of index \(i+z\) from original data and \(C_z\) are convolutions coefficient and are the elements of the matrix

$$C = (U^T U)^{-1} U^T$$

(9)

where \(U\) is a vandermonde matrix in which \(j^{th}\) row of \(U\) has values \(1, z_i, z_i^2, \ldots\). After smoothing the data we create a DQN that makes the bipedal robot POPPY learn to imitate the instructor. In DQN states are given as input to the neural network and Q-value of all possible action at that time is generated as output, as in reinforcement learning we do not know the target value there will be too much forking between the two if we use a single network to calculate predicted value and target value. To solve this issue we use two neural network one to approximate the Q-value functions and other as target network to estimate the target, however the architecture of target network is similar to the prediction network but with
fixed weights the weights of the target network changes after every $b$ iterations ($b$- a hyperparameter) to train smoothly as it will keep the target value fixed for a little while, weights are copied from the prediction network after $b$ iterations. Experience gained from the training is stored while training in the form of $(state, action, reward, next-state)$. Algorithm 1

| Number of Networks | 2 |
|--------------------|---|
| Number of layers in each network | 5 |
| Activation Function | tanh/ReLU |
| Optimizer | Adam |
| Input Dimensions | 28 |
| Output Dimensions | 25 |
| Number of Hidden Layer Neurons | 768 |
| Learning Rate | 0.001 |
| Batch Size | 64 |
| Number of Epochs | 500 |

TABLE I: Neural Network Architecture and Hyperparameters

shows DQN [43] to learn the task. We use two types of neural networks CNN and FNN for training and testing networks. The hyper parameters are given in Table I, activation functions used are hyperbolic tan and ReLU by CNN and FNN respectively.

IV. EXPERIMENTAL RESULTS

We develop an OpenAI Gym [41] environment with the help of PyBullet [44] physics simulator to simulate the real world scenario while training the bot. Joint angles data is collected from a video of a person walking from Endless Reference with the help of OpenPose. The full implementation of the experiments in the paper is available here.

Fig. 3 shows the output of OpenPose with all major joints and connection between them as a skeleton and provides a noisy collected data because of some sudden movements of the instructor (person in video). We see absence of detected keypoints from the video so the data must be smoothed out as this data will lead to distortion in training of the agent. Savitzky-Golay filter is being used to smoothen the data, this filter will remove the sudden spikes in the data while keeping the data integrity as in Fig. 4.

Joint angles produced by these networks will be further known as F.Angles and C.Angles for output of FNN and CNN respectively.

Fig. 5 shows four test cases to validate the proposed approach. We looked at (1) Adult male walking in normal condition, (2) Adult female walking in normal condition, (3) Adult male walking with long strides, and (4) Adult female walking with long strides. First column of Fig. 5 shows the original input joint angles used for training for all four test
Fig. 5: First column shows 3-D plot of mean joint angles for all test cases used as input to train, second column shows output of FNN for mean joint angles for all test cases, third column gives output of CNN for mean joint angles for all test cases and fourth column shows the plot of RMS error for both the networks.

| Case  | F.Shoulder | F.Elbow | F.Thigh | F.Knee | C.Shoulder | C.Elbow | C.Thigh | C.Knee |
|-------|-----------|---------|---------|--------|------------|---------|---------|--------|
| Case-1 | -0.15     | -0.18   | 0.01    | 0.41   | 1.23       | 1.05    | 2.15    | 1.96   |
| Case-2 | 0.17      | 0.21    | -0.14   | 0.36   | -1.36      | 2.00    | 1.98    | -0.75  |
| Case-3 | 0.20      | -0.19   | 0.24    | 0.31   | 2.93       | 1.84    | 2.45    | 2.66   |
| Case-4 | -0.13     | 0.16    | -0.19   | 0.33   | 2.88       | -1.53   | 2.26    | -2.98  |

TABLE II: Average Mean angle error of joints

cases, second column shows plot of F.Angles, third column shows plot of C.Angles and the last column shows plots of root mean square (RMS). We conclude from Fig. [5] that the FNN predicts joint angles more accurately than CNN. The plots in the second column are smoother when compared to the plots in the third column and similar to the original input. When we compare a small timestamp from both second and third column plots we see that joint angle transitions are smooth and there are no fluctuations whereas in third column plots joint angle transitions have fluctuations which lead to shivers in output movement.

Average mean angle error is the difference of average of the predicted left and right joint angles of the body and average of training input of left and right joint angles. Positive average mean angle error depicts the predicted joint angles are smaller or equal to the original joint angles and vice versa. Table [II] shows average mean angle error of joints. While analysing the data in Table [II] it seems that the values of $F$.Shoulder, $F$.Elbow, $F$.Thigh, $F$.Knee are much closer to zero which means the joint angle prediction is approximately equal, while values for $C$.Shoulder, $C$.Elbow, $C$.Thigh, $C$.Knee are far from zero compared to $F$. values.

Table [III] shows the Euclidean distance between the predicted joint angles and the original joint angles that is used for training for both the networks. $F$. values have lower euclidean distance which means the input and predicted are very much
similar but for the C. values the euclidean distance has higher values which shows that the input and predicted are distant from each other.

| Case | Shoulder | Elbow | Thigh | Knee | Shoulder | Elbow | Thigh | Knee |
|------|----------|-------|-------|------|----------|-------|-------|------|
| Case-1 | 1.80     | 1.54  | 1.33  | 1.40 | 4.57     | 2.54  | 6.86  | 4.02 |
| Case-2 | 2.08     | 1.92  | 3.47  | 2.12 | 12.90    | 12.81 | 9.51  | 11.28|
| Case-3 | 5.02     | 1.03  | 2.34  | 1.59 | 15.61    | 18.04 | 12.50 | 12.66|
| Case-4 | 6.03     | 1.96  | 2.17  | 2.53 | 22.88    | 21.03 | 21.26 | 22.98|

**TABLE III: Euclidean distance between original and produced joint angle**

Fig. 6: Right and Left side joint angles output from FNN network

Fig. 7: Right and Left side joint angles output from CNN network

We consider joint angles as the sole variable to perform IL due to unavailability of the desired data. Fig. 6 and Fig. 7 shows the plot of joint angles produced by FNN and CNN respectively after training for both the left and right side of the body. The left part of the plot is the input joint angles and right part of the graph is output joint angles. While comparing these two figures it seems that the output of F.Angles are much similar to the input angles used to train compared to the C.Angles as shown in the bottom left plot of Fig. 6. Fig. 5 and 6 shows that the joint angles are totally different from the input angles. The prediction of F.Angles is comparatively similar to the original input data than C.Angles. This also shows that FNN performs better than CNN in this scenario.

Fig. 8: Loss with respect to epochs for proposed approach.

there is no sudden drop in loss which means the algorithm is learning instead of remembering the demonstrated action.

V. CONCLUSIONS

In this paper we made an agent learn to perform specific movement as demonstrated by the instructor using IL, first data generation is done by OpenPose, a video is fed to the OpenPose network frame by frame and the joint angles are extracted and stored in text files after this step data smoothing is done by Savitzky-Golay filter. Data is then fed to a DQN with a target network made to predict the values of original joint angles data. We used two networks for training and inferred that the performance of FNN performs better to give joint angles similar to the original data. The proposed approach works well for the slow movements such as walking and jogging in a computationally cost effective manner using a single video as the training data. In future with 3D-Data generation and other network architecture more complex movements similar to the instructor can be imitated. The data generated would be 2D joint angles and their position in 2D space. 3D data generation would constitute joint angles, positions, and velocity of joints in 3D space giving rise to more realistic training.
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