Asymptotic solutions of the Helmholtz equation: Generalised Friedlander–Keller ray expansions of fractional order
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Applications of a WKBJ-type ‘ray ansatz’ to obtain asymptotic solutions of the Helmholtz equation in the high-frequency limit are now standard and underpin the construction of ‘geometrical optics’ ray diagrams in many electromagnetic, acoustic and elastic reflection, transmission and other scattering problems. These applications were subsequently extended by Keller to include other types of rays – called ‘diffracted’ rays – to provide an accessible and impressively accurate theory which is relevant in wide-ranging sets of circumstances. Friedlander and Keller then introduced a modified ray ansatz to extend yet further the scope of ray theory and its applicability to certain other classes of diffraction problems (tangential ray incidence upon an obstructing boundary, for instance) and did so by the inclusion of an extra term proportional to a power of the wave number within the exponent of the initial ansatz. Our purpose here is to generalise this further still by the inclusion of several such terms, ordered in a natural sequence in terms of strategically chosen fractional powers of the large wave number, and to derive a systematic sequence of boundary value problems for the coefficient phase functions that arise within this generalised exponent, as well as one for the leading-order amplitude occurring as a pre-exponential factor. One particular choice of fractional power is considered in detail, and waves with specified radially symmetric or planar wavefronts are then analysed, along with a boundary value problem typifying two-dimensional radiation whereby arbitrary phase and amplitude variations are specified on a prescribed boundary curve. This theory is then applied to the scattering of plane and cylindrical waves at curved boundaries with small-scale perturbations to their underlying profile.
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1 Introduction and motivation

There are two principal aims that motivate the work presented here, the first being to further develop the method introduced by Friedlander and Keller [5], who extended the breadth of ray-type solutions to the Helmholtz equation

\[(\nabla^2 + k^2) \phi = 0\] (1.1)

in the singularly perturbed, high-frequency limit \(k \to \infty\). The second is to then apply this current development to determine the phase and amplitude structure of the scattered fields arising...
when incoming monochromatic waves are incident upon curved boundaries of arbitrary profile but with small-scale perturbations superimposed upon them. Within this general setting, examples of practical applications are plentiful, and $\phi$ might represent a potential function associated with an acoustic or elastic wave disturbance or else perhaps a component of a propagating electromagnetic field, amongst other possibilities.

To present a theoretical motivation for this current study, we return to basics and note that it is normal to decompose the wave function $\phi$ into an amplitude $A(x; k)$ and a phase $S(x; k)$ by writing

$$\phi = Ae^{iS} \quad (1.2)$$

throughout the calculations that follow both $A$ and $S$ are allowed to be complex-valued, with the linearity of $(1.1)$ permitting real or imaginary parts of $\phi$ to be taken as the final step in order to obtain a physically relevant solution. Notice that, at this stage, both $A$ and $S$ carry the large wave number $k$ as a parameter and much of the detail in what follows depends upon the precise nature of this dependence.

Formal substitution of $(1.2)$ into $(1.1)$ yields a modified (but as yet still exact) field equation coupling $A$ and $S$ in the form

$$\nabla^2 A + 2i\nabla A \cdot \nabla S + (k^2 - |\nabla S|^2 + i\nabla^2 S) A = 0, \quad (1.3)$$

in which $|\nabla S|^2 = \nabla S \cdot \nabla S$. Given that the limit $k \to \infty$ in $(1.1)$ is singularly perturbed, a key objective in the WKBJ-type analysis to follow is to balance the $k^2$ term in $(1.3)$ with at least some of the other terms present and a natural choice – one that underpins the classical ray theory of mathematical optics [14, 9] and the geometrical theory of diffraction (GTD) [6] – is to set

$$S(x; k) = ku(x), \quad (1.4)$$

where the ‘phase function’ $u$ is independent of $k$ and where we assume that the amplitude $A$ is at most algebraic in $k$ in a manner such that

$$A(x; k) \sim A_0(x) + O(k^{-1}) \quad \text{as} \quad k \to \infty, \quad (1.5)$$

with $|A_0| = O(1)$. Under these conditions, the largest terms in $(1.3)$ are necessarily those of $O(k^2)$, and picking these off leads directly to the eikonal equation

$$|\nabla u|^2 = 1 \quad (1.6)$$

for $u$ alone, and since this equation has decoupled entirely from $A$, we can go ahead and determine $u$ in isolation from the rest of the calculation, feeding its solution into subsequent analyses wherever it is needed. Notice also that, in this particular case, the term $(k^2 - (\nabla S)^2)A$ in $(1.3)$ now disappears completely, leaving behind a modified (and still, as yet, exact) field equation

$$\nabla^2 A + 2ik\nabla A \cdot \nabla u + iKA\nabla^2 u = 0. \quad (1.7)$$

This feature is true only for the specific choice for $S$ in $(1.4)$ and is not true for subsequent choices to follow.
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Since \( u \) can now be considered as already determined, (1.7) is to be treated as a partial differential equation for \( A \), and the stipulations contained in (1.5) and the linearity in \( k \) of (1.7) guide us to write

\[
A(x; k) = \sum_{n=0}^{\infty} \frac{A_n(x)}{(ik)^n},
\]

in which each \( A_n(n = 0, 1, 2, \ldots) \) is independent of \( k \) and the factor \( i^{-n} \) is included solely for algebraic convenience. Substitution of (1.8) into (1.7) and isolation of all terms of like order in \( k^{-n} \) now yields the recursive system of ‘transport equations’ for the leading-order \( (A_0) \) and successive \( (A_n, n = 1, 2, 3, \ldots) \) amplitudes

\[
\begin{align*}
2\nabla A_0 \cdot \nabla u + A_0 \nabla^2 u &= 0, \\
2\nabla A_{n+1} \cdot \nabla u + A_{n+1} \nabla^2 u + \nabla^2 A_n &= 0, & n = 0, 1, 2, \ldots
\end{align*}
\]

It turns out that the solution for \( u \) is, given appropriate boundary data together with any ‘radiation’ or ‘outgoing wave’ conditions at infinity, amenable to an exact characteristic analysis via Charpit’s method yielding the ‘rays’ of geometrical diffraction theories, and then the transport equations (1.9) and (1.10) reduce to first-order ordinary differential equations along them which, in turn, are straightforward to solve [3, 7].

This procedure provides the mathematical background to Keller’s GTD, in which recipes (all geometrically based, and including associated phase and amplitude variations) for new families of rays engendered when an incoming ray impinges an obstruction at a point of reflection, transmission or diffraction are laid out (see Keller et al. [7, 8] for details of specific examples, whilst applications relevant to electromagnetism and elasticity, in particular, are provided by Molinet et al. [15] and Achenbach et al. [2], respectively).

However, it soon became clear that the decomposition (1.4) was not sufficient to accommodate all wave phenomena that this theory predicted. One example occurs when an incoming ray is incident along a tangent to an obstructing, convex boundary, initiating the excitation of a radiative ‘creeping’ wave which then propagates around the continuation of the boundary from the point of ray tangency [10, 11, 18, 12, 16]. Other examples include amplitude focussing associated with the formation of a caustic within a reflected or diffracted field [13, 4] and the analyses of various ‘transition regions’ arising in the scattering of electromagnetic waves at curved, plane gratings [1]. In these cases, variable terms proportional to \( k^{1/3} \) arise in the phase structure in addition to the original term linear in \( k \), so that broadly speaking (1.4) has to be modified to

\[
S(x; k) = ku(x) + k^{1/3}v(x),
\]

together with a modification to the amplitude expansion (1.8) associated with it (the expansion is now in terms of inverse powers of \( k^{1/3} \), rather than \( k \), so that a general term in the modified expansion is proportional to \( k^{-n/3} \)).

To accommodate this possibility, Friedlander and Keller [5] considered a modified class of asymptotic solutions to the Helmholtz equation (1.1) in the form

\[
\phi \sim e^{iku - k^{\alpha}v} \sum_{n=0}^{\infty} A_n k^{-\lambda_n} \text{ as } k \to \infty,
\]

(1.12)
where we note that the notation that we have used in (1.12) above is different to that adopted by Friedlander and Keller (the roles of $\phi$ and $u$ are exactly interchanged, their $\chi$ becomes our $v$ and their $v_n$s (and, more generally, $v$) become our $A_n$s (and $A$, respectively)); notice also that the $A_n$s in (1.12) are now also different to those used in (1.8)). Insofar as the phase is concerned, this is equivalent to setting

$$S(\mathbf{x}; k) = ku(\mathbf{x}) + ik^\alpha v(\mathbf{x}),$$  (1.13)

with $S$ being modified from (1.4) by the inclusion of the extra term proportional to $k^\alpha$.

One of Friedlander and Keller’s main results was that the only instance when the transport equation for the leading-order amplitude $A_0$ deviated away from (1.9) was when $\alpha = 1/2$, in which case it is (using our notation in (1.12)) modified to

$$2\nabla A_0 \cdot \nabla u + (\nabla^2 u + i\nabla u \cdot \nabla v) A_0 = 0, \quad (1.14)$$

and this case was analysed in the current context in a prequel to this paper [17] where, as here, we modified Friedlander and Keller’s original ansatz slightly by inserting a multiplicative factor $i$ in the $k^\alpha$ term within the exponent (a step which makes virtually no procedural difference but which makes the ansatz directly applicable to problems considered in that paper involving wave scattering from certain classes of boundary).

In light of the fact that this one value of $\alpha$ alone gave rise to a different transport equation for $A_0$, we termed it a ‘canonical’ case, but it turns out that this choice is not the main reason why this is so; it has more to do with the fact that there is just one extra term (other than the term proportional to $u(\mathbf{x})$ and linear in $k$) within the exponent. Had there been any other additional terms there, perhaps proportional to some other power of $k$, then this change of leading-order transport equation would have been automatic for all choices of $\alpha$.

Hence, there are natural extensions of the work of Friedlander and Keller not considered so far, and this is a major motivation for the current work. As we have already noted at the start of this introduction, another lies in the applications we have in mind, which are themselves extensions of the wave scattering problems involving perturbed boundaries considered in [17]. The solution methodology is summarised in Section 5 at the end of this paper, though we outline here the statement of the problem to show why the suggested modifications to Friedlander and Keller’s original theory [5] are necessary, and this outline is as follows.

Suppose we consider the scattering of a two-dimensional, cylindrically spreading wave emanating from a source located at the Cartesian point $(0, h)$ well removed from a perturbed boundary. Suppose also that this incoming wave has the usual $R^{-1/2}$ leading-order algebraic decay rate and a given angular ‘directivity’ profile $F_0(\Theta)$, where $(R, \Theta)$ are plane polar coordinates centred on the source (so that $R = [x^2 + (y - h)^2]^{1/2}$). Given this information, the asymptotic expansion of this incident field as $k \to \infty$ is given by

$$\phi^{inc}(R, \Theta; k) \sim e^{ikR} \sum_{n=0}^{\infty} F_n(\Theta) (kR)^{-(n+1/2)}, \quad (1.15)$$

where the directivity functions $F_n(\Theta)$ follow recursively from $F_0(\Theta)$ via the relations

$$F_{n+1}(\Theta) = -\frac{IF_n(\Theta)}{2(n + 1)} \left[ (n + 1/2)^2 + \frac{F''_n(\Theta)}{F_n(\Theta)} \right]. \quad (1.16)$$
Suppose now that the obstructing boundary has Cartesian profile \( y = k^{-1/N} f(x) \) for some positive integer \( N \), and that this boundary is to be interpreted here as a small perturbation from the \( x \)-axis. Regardless of the nature of the boundary condition imposed upon the reflecting boundary (Neumann or Dirichlet, for example), any ansatz of the form (1.2) for the reflected field will inevitably inherit the phase structure of the incident field at the boundary itself, and under more usual circumstances this condition would have yielded Snell’s law of reflection, for example. Hence, in this case, we have that on the boundary the phase of the reflected field is given by

\[
S = k \left[ x^2 + (k^{-1/N} f(x) - h)^2 \right]^{1/2}
\]

\[
\sim k \left( x^2 + h^2 \right)^{1/2} + \sum_{n=1}^{N} \sum_{p=0}^{N-n} \frac{2^{p+n-N}}{(N-p-n)! (p+2n-N)!} \times \left( \prod_{j=1}^{n} (3-2j) \right) \frac{(-f(x))^{N-p}}{(x^2 + h^2)^{n-1/2}} k^{p+2n-N} k^{p/N} + O(k^{-1/N}),
\]

(1.17)

and it is immediately clear by comparing (1.17) with (1.13) that the modification of \( S \) away from (1.4) by the inclusion of just one extra term is not sufficient. In fact, after some algebra, (1.17) can be re-expressed in the alternative form

\[
S \sim \sum_{m=1}^{N} S_m(x) k^{m/N} + O(k^{-1/N}) \quad \text{on} \quad y = k^{-1/N} f(x),
\]

(1.18)

with \( S_N(x) = (x^2 + h^2)^{1/2} \), and this strongly suggests a form for \( S \) with \( N \) terms altogether (neglecting all terms of order \( k^{-1/N} \) and smaller). Further, these \( N \) terms comprise a sequence in \( m \), each term being a variable proportional to \( k^{m/N} \) for \( m = 1, 2, \ldots, N \). This, in turn, suggests that the first term (involving \( u \)) on the right-hand side of (1.13) should be associated with the final term \( (m = N) \) of our sequence, and the single term on that same right-hand side be replaced by an entire sum of \( N - 1 \) terms involving \( k^{1/N}, k^{2/N}, \ldots, k^{(N-1)/N} = k^{1-1/N} \), and this comment motivates our choice of definition for a generalised Friedlander–Keller ray expansion of fractional order. Before proceeding with this definition and ensuing details for general values of \( N \), followed by specific examples for the case \( N = 3 \), we remark that there is one and only one instance when this generalised notion and the original idea of Friedlander and Keller coincide, and that is precisely when \( \alpha = 1/2 \). That is to say, had we chosen a different value, \( \alpha = 1/3 \) say, then whilst the original ansatz would comprise just two terms in the exponent, one proportional to \( k \) and the other to \( k^{1/3} \), our idea here would be to consider all powers of \( k \) between and including \( k^{1/3} \) and \( k \), not just two outer limits, which would amount to the insertion of an extra term (just one in this case), proportional to \( k^{2/3} \). If \( \alpha = 1/2 \), there are no extra terms to include even if you wanted to, and the two theories are exactly the same.

The example cited above exemplifies the need for the inclusion of all such intermediate fractional powers of \( k \) within the exponent of the ansatz, but that does not necessarily mean that they are all actually present in the final solution of any one particular problem. For example, the cases of creeping waves and caustics already cited essentially have \( \alpha = 1/3 \), and yet somewhat
mysteriously there are no terms involving $k^{2/3}$ in the exponents of the solution to either problem. Had there been, the contents of the current paper would no doubt have been investigated at that time.

2 Generalised Friedlander–Keller ray expansions of fractional order

2.1 Definitions for general fractional exponent

In all that follows we concentrate on fractional values of $\alpha$, though the theory of Friedlander and Keller does not require this restriction. When talking about setting $\alpha = 1/N$ for some positive integer $N$, our motivating example in the previous section suggests we adopt the convention that the associated Friedlander–Keller ansatz should have all powers of the form $k^{m/N}$, $m = 1, 2, \ldots, N$ within its exponent, prompting us to write

$$S(x; k) = \sum_{m=1}^{N} v_m(x) k^{m/N}$$

and

$$A(x; k) = \sum_{n=0}^{\infty} A_n(x) k^{-n/N}$$

with the understanding that the $A_n$s occurring in (2.2) are not the same as those in (1.8) (though we do remark that the standard theory described by equations (1.4)–(1.10) is encapsulated in this revised approach by setting $N = 1$, $v_1(x) = u(x)$ and multiplying $A_n(x)$ in (2.2) by $i^{-n}$).

We shall refer to this revised ansatz as a Friedlander–Keller ray ansatz of fractional order $1/N$, to the functions $v_m(x)$, $m = 1, 2, \ldots, N$ as the phase functions and $A_n(x)$, $n = 0, 1, 2, \ldots, N$ as the amplitude functions. We shall consider any particular problem to be solved to leading order once each $v_m$ and $A_0$ has been determined.

In the previous analysis based around the choice (1.4) for $S$, the term $k^2 - |\nabla S|^2 = k^2 \left[1 - |\nabla u|^2\right]$ was completely removed from (1.3), with many simplifying consequences for the ensuing analysis, once the choice (1.6) is made. However, this is no longer true in the current situation because the summation of terms in (2.1) implies a sequence of cross-product terms in $|\nabla S|^2$, all of which must be accounted for separately. In fact, after manipulation we have that

$$k^2 - |\nabla S|^2 = \sum_{p=1}^{N} \left( \delta_{pN} - \sum_{j=p}^{N} \nabla v_j \cdot \nabla v_{N+p-j} \right) k^{1+p/N}$$

$$- \sum_{p=2}^{N} \left( \sum_{j=1}^{p-1} \nabla v_j \cdot \nabla v_{p-j} \right) k^{p/N},$$

in which $\delta_{ij}$ is the Kronecker delta tensor, and where we have separated out the sums so that the first sequence of summations contains all powers of $k$ larger than 1 and the second all terms of $O(k)$ and smaller. The reason for splitting the terms like this is because we can see that when (2.1) and (2.2) are substituted into (1.3), all terms other than those from $k^2 - |\nabla S|^2$ are at most $O(k)$ without anything to balance each of the $N$ terms in the first sum in (2.3). Since each of these
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terms carries a different power of \( k \) \( (k^{1+p/N}, p = 1, 2, \ldots, N, \text{in fact}) \), then we deduce that they must each vanish identically on an individual basis, leading to a sequence of coupled (bar one) partial differential equations for the phase functions in the recursive format

\[
\delta_{pN} - \sum_{j=p}^{N} \nabla v_j \cdot \nabla v_{N+p-j} = 0, \quad p = N, N - 1, N - 2, \ldots, 1. \tag{2.4}
\]

These \( N \) equations, all decoupled from each \( A_n \), are to be solved to determine the \( N \) phase functions \( v_N, v_{N-1}, v_{N-2}, \ldots, v_1 \). Also, it is now the case that the first sum in (2.3) vanishes altogether, leaving just the second one to contribute to (1.3). In fact, the resulting equation in full is

\[
\sum_{n=0}^{\infty} (\nabla^2 A_n) k^{-n/N} + 2i \sum_{m=1}^{N} \sum_{n=0}^{\infty} \nabla v_m \cdot \nabla A_n k^{(m-n)/N}

- \sum_{p=2}^{N} \sum_{j=1}^{p-1} \sum_{n=0}^{\infty} (\nabla v_j \cdot \nabla v_{p-j}) A_n k^{(p-n)/N}

+ i \sum_{m=1}^{N} \sum_{n=0}^{\infty} (\nabla^2 v_m) A_n k^{(m-n)/N} = 0. \tag{2.5}
\]

Notice that the biggest term in the first (single) summation is \( O(1) \), and will not contribute at all until the \( N \) terms of \( O \left( k^{1/N} \right), O \left( k^{2/N} \right), \ldots, O \left( k^{N/N} \right) = O(k) \) present in the other terms have been dealt with. We do not list all of the various possibilities but instead record (i) the results once \( all \) terms contribute and (ii) the transport equation for the leading-order amplitude \( A_0 \), these being

\[
\nabla^2 A_r + i (2 \nabla v_1 \cdot \nabla A_{r+1} + (\nabla^2 v_1) A_{r+1})

+ \sum_{p=2}^{N} \left[ i (2 \nabla v_p \cdot \nabla A_{p+r} + (\nabla^2 v_p) A_{p+r})

- \left( \sum_{j=1}^{p-1} \nabla v_j \cdot \nabla v_{p-j} \right) A_{p+r} \right] = 0, \tag{2.6}
\]

obtained from the \( O \left( k^{-r/N} \right) \) terms of (2.5), for (i) and

\[
2i \nabla v_N \cdot \nabla A_0 + A_0 \left[ - \sum_{j=1}^{N-1} (\nabla v_j \cdot \nabla v_{N-j}) + i \nabla^2 v_N \right] = 0, \tag{2.7}
\]

for (ii), respectively. Notice that (2.6) is a recursive system of partial differential equations (this one for \( A_{N+r} \)) kick-started by the solution for \( A_0 \) obtained from (2.7). In fact, we can consider (2.6) as generic provided we interpret \( A_{-j}(x) \equiv 0, j = N, N - 1, \ldots, 1 \) and then (2.7) follows by setting \( r = -N \).
2.2 The eikonal equation

If we set $p = N$ into (2.4), then we obtain the eikonal equation

$$\nabla v_N \cdot \nabla v_N = 1 \quad (2.8)$$

for $v_N$, an equation which has entirely decoupled from any dependence on any of the other field variables in the problem and a result which is true for general $N$. Because of this generality, it is worth expanding a little beyond the reference to Charpit’s method of solution already made by noting that if, as in that method, we introduce characteristic curves $\Gamma$ defined in terms of a parameter $\tau$ and the as yet unknown function $v_N$ by

$$\frac{dx}{d\tau} = \nabla v_N, \quad (2.9)$$

then

1. The eikonal equation (2.8) is equivalent to

$$\frac{dx}{d\tau} \cdot \frac{dx}{d\tau} = 1, \quad (2.10)$$

so that $\tau$ is arc length measured along $\Gamma$.

2. Since $\nabla (\nabla v_N \cdot \nabla v_N) = 0$, we immediately also have that $(\nabla v_N \cdot \nabla) \nabla v_N = 0$, and hence that $\left(\frac{dx}{d\tau} \cdot \nabla\right) \nabla v_N = 0$ along $\Gamma$. This is, in turn, equivalent to

$$\frac{d}{d\tau} \nabla v_N = 0 \quad \text{along } \Gamma. \quad (2.11)$$

Given the defining equation (2.9), this implies that each characteristic, or ‘ray’, $\Gamma$ is a straight line.

3. The eikonal equation (2.8) is also equivalent to

$$\frac{dx}{d\tau} \cdot \nabla v_N = 1, \quad (2.12)$$

and this becomes the ordinary differential equation $\frac{dv_N}{d\tau} = 1$ along $\Gamma$. Hence, we can now solve for $v_N$ along the rays, the solution being $v_N = v_N^{(0)} + \tau$, where $v_N^{(0)}$ is some given data at the location $\tau = 0$ on $\Gamma$, and this location is a curve (in two dimensions) or surface (in three) on which data for the eikonal function $v_N$ are prescribed.

4. An important geometrical aspect of this concerns the wavefronts, defined by the condition $v_N(x) \equiv \text{constant}$. Since the normal to the surface defined by this condition is necessarily in the direction of $\nabla v_N$, (2.9) then shows that the rays are everywhere locally normal to the wavefronts, so knowing the geometry of either the rays or the wavefronts automatically implies that of the other.

Returning to the third point in the list above, suppose that data for $v_N$ is given on the surface $S$ defined in terms of two independent surface coordinates $s_1$ and $s_2$ by $S: x = x_0(s_1, s_2)$, so that $v_N = v_N^{(0)}(s_1, s_2)$ and $\tau = 0$ on $S$. Since we know that $\nabla v_N$ is conserved along the rays, we can
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now integrate (2.9) along them, subject to their emanating from this boundary $S$ at $\tau = 0$, to obtain their straight line equation in the vectorial form

$$x = x_0 (s_1, s_2) + \tau \nabla v_N,$$

(2.13)

along which the formula quoted above now yields $v_N (s, \tau) = v_N^{(0)} (s_1, s_2) + \tau$. All we now need do to finalise the solution is to evaluate $\nabla v_N$, and even then all we need is its evaluation on the boundary $S$ (since that value is then propagated along the rays).

To do this, we note that $\partial x_0 / \partial s_1$, $\partial x_0 / \partial s_2$ and $\partial x_0 / \partial s_1 \times \partial x_0 / \partial s_2$ are three linearly independent vectors, allowing us to write

$$\nabla v_N = \alpha_1 \frac{\partial x_0}{\partial s_1} + \alpha_2 \frac{\partial x_0}{\partial s_2} + \alpha_3 \frac{\partial x_0}{\partial s_1} \times \frac{\partial x_0}{\partial s_2},$$

(2.14)

where each $\alpha_i = \alpha_i (s_1, s_2), i = 1, 2, 3$. Of these coefficient functions, $\alpha_1$ and $\alpha_2$ are then easily calculated explicitly by considering the scalar product of (2.14) with each of $\partial x_0 / \partial s_1$ and $\partial x_0 / \partial s_2$ in turn and forming a system of two linear, simultaneous equations for $\alpha_1$ and $\alpha_2$, the left-hand sides (given the way we have laid the above expressions out) to which are known by differentiating the given boundary data $v_N = v_N^{(0)} (s_1, s_2)$ on $S$ as follows:

$$\frac{\partial v_N^{(0)}}{\partial s_i} = \nabla v_N \cdot \frac{\partial x_0}{\partial s_i}, \quad i = 1, 2,$$

(2.15)

this procedure being greatly simplified if $s_1$ and $s_2$ are chosen to be orthogonal coordinates, so that $\partial x_0 / \partial s_1 \cdot \partial x_0 / \partial s_2 = 0$ and even simpler still if $s_1$ and $s_2$ are additionally chosen to be arc length along their coordinate directions (so that $\partial x_0 / \partial s_i \cdot \partial x_0 / \partial s_j = \delta_{ij}, i, j = 1, 2$, and hence $\alpha_i = \nabla v_N \cdot \frac{\partial x_0}{\partial s_i} = \frac{\partial v_N^{(0)}}{\partial s_i}$, $i = 1, 2$).

The third coefficient $\alpha_3$ in (2.14), and hence $\nabla v_N$, is then determined (given the solutions for $\alpha_1 (s_1, s_2)$ and $\alpha_2 (s_1, s_2)$) by the condition $\nabla v_N \cdot \nabla v_N = 1$, with the inevitable choice of sign of square root being taken in such a way as to guarantee a ray direction propagating away from, and not towards, the boundary $S$.

Having determined $\nabla v_N$, the ray directions and equations are now completely determined, along with the solution for $v_N$ along them.

### 3 Friedlander–Keller ray expansions of order 1/3

Although it is possible to continue with a general development and application of this theory for arbitrary integer $N$, it is perhaps more instructive to use a specific value to illustrate the methodology. The case $N = 2$ has already been considered in detail elsewhere [17], and also has the unique property that (2.1) comprises precisely two terms – one at $O(k)$ and the other at $O(k^{1/2})$ – and is therefore of identical mathematical structure to the methodology laid out by Friedlander and Keller (take $\alpha = 1/2$ in their work essentially). For those reasons, and to guarantee a departure from that existing theory, we choose $N = 3$. 
The field equations to be satisfied by the three phase functions \(v_3, v_2\) and \(v_1\) and the leading-order amplitude \(A_0\) follow from (2.4) and (2.7), respectively, as

\[
\begin{align*}
|\nabla v_3|^2 &= 1, \quad (3.1) \\
\nabla v_2 \cdot \nabla v_3 &= 0, \quad (3.2) \\
|\nabla v_2|^2 + 2 \nabla v_1 \cdot \nabla v_3 &= 0, \quad (3.3) \\
2i \nabla v_3 \cdot \nabla A_0 + A_0 \left(-2 \nabla v_1 \cdot \nabla v_2 + i \nabla^2 v_3\right) &= 0. \quad (3.4)
\end{align*}
\]

Two distinct scenarios of natural significance and fundamental importance are when either the geometry of the wavefronts is prescribed or else when appropriate data are prescribed on a specified curve or surface. In the former case, one example is a given source emitting wavefronts with, say, radial symmetry whilst an example in the latter case might be calculating the field radiating away from a boundary as a result of data specified upon that boundary supplied by a known incident wave.

In both instances, the aim would be to calculate the functional form of the phase and amplitude variations of the radiated fields subject to the above information being provided, and this is the subject of the rest of this section.

### 3.1 Prescribed wavefronts

Prescribing the geometry of a wavefront is mathematically equivalent to prescribing \(v_N(x)\), and we do so for radially symmetric and planar wavefronts, in two and three dimensions in each case, for \(N = 3\).

#### 3.1.1 Radially symmetric wavefronts

Beginning with the two-dimensional case, we set

\[
v_3(x, y) = (x^2 + y^2)^{1/2} = r,
\]

and our aim is to construct corresponding expressions for \(v_1, v_2\) and \(A_0\) of the most general form possible. Continuing with plane polar coordinates \((r, \theta)\), (3.2) now becomes

\[
\frac{\partial v_2}{\partial r} = 0,
\]

so that \(v_2(r, \theta) = f(\theta)\), where the function \(f\) is arbitrary. Equation (3.3) now yields the partial differential equation

\[
\frac{(f'(\theta))^2}{r^2} + 2 \frac{\partial v_1}{\partial r} = 0
\]

for \(v_1\), which has as its general solution

\[
v_1(r, \theta) = \frac{(f'(\theta))^2}{2r} + g(\theta),
\]

where \(g\) is a second arbitrary function. The phase functions \(v_1\) and \(v_2\) are now considered to be determined – it is their general functional form that we are interested in – given the initial choice (3.5) for \(v_3\). In any practical application, the functions \(f\) and \(g\) would be determined by the prescription of the field on some ‘initial wavefront’ at \(r = a\), say.
Given these solutions so far, we now turn to (3.4) in order to determine the leading-order amplitude $A_0$, and this gives the transport equation

$$2i \frac{\partial A_0}{\partial r} + A_0 \left( -2 \frac{(f'(\theta))^2 f''(\theta)}{r^3} - 2 \frac{f''(\theta)g'(\theta)}{r^2} + \frac{i}{r} \right) = 0,$$

the solution being found to be

$$A_0(r, \theta) = \frac{D_1(\theta)}{r^{1/2}} \exp \left[ i \left( \frac{(f'(\theta))^2 f''(\theta)}{2r^2} + \frac{f''(\theta)g'(\theta)}{r} \right) \right].$$

The above expressions for $v_1, v_2, v_3$ and $A_0$ are the most general possible for a Friedlander–Keller solution sought subject to the wavefronts $v_3 = \text{constant}$ being specified by (3.5), and the directivity function $D_1(\theta)$ is that that would arise were this to be a standard ray expansion (corresponding to $v_1 \equiv 0$ and $v_2 \equiv 0$).

As we have suggested earlier in this section, suppose that data are prescribed on $r = a$, say, in the general form

$$v_1(a, \theta) = V_1(\theta), \quad v_2(a, \theta) = V_2(\theta)$$

for specified functions $V_1$ and $V_2$. It is then trivial to see that

$$f(\theta) = V_2(\theta),$$

$$g(\theta) = V_1(\theta) - \frac{(V_2'(\theta))^2}{2a},$$

and this completes the solution to this boundary value problem.

In three dimensions, we introduce the spherical polar coordinates $(R, \theta, \psi)$ defined by $x = R \sin \theta \cos \psi, y = R \sin \theta \sin \psi, z = R \cos \theta$ and this time set $v_3 = (x^2 + y^2 + z^2)^{1/2} = R$ and follow an identical procedure to that followed in the two-dimensional case. This time, (3.2) reveals that $\frac{\partial v_2}{\partial R} = 0$, so that

$$v_2(R, \theta, \psi) = F(\theta, \psi),$$

for some arbitrary function $F$ of the two polar angles alone. Equation (3.3) can now be recast as a partial differential equation for $v_1$ which, since $F$ is independent of $R$, can be integrated directly giving

$$v_1(R, \theta, \psi) = \frac{1}{2R} \left[ \left( \frac{\partial F}{\partial \theta} \right)^2 + \frac{1}{\sin^2 \theta} \left( \frac{\partial F}{\partial \psi} \right)^2 \right] + G(\theta, \psi)$$

for arbitrary $G$. Using this result, the leading-order transport equation (2.7) can be written as

$$\frac{1}{A_0} \frac{\partial A_0}{\partial R} = i \left[ -\frac{\Gamma_1(\theta, \psi)}{R^3} - \frac{\Gamma_2(\theta, \psi)}{R^2} + \frac{i}{R} \right].$$
where

\[\Gamma_1(\theta, \psi) = \left(\frac{\partial F}{\partial \theta}\right)^2 \frac{\partial^2 F}{\partial \psi^2} - \frac{\cos \theta}{\sin^2 \theta} \frac{\partial F}{\partial \psi} \left(\frac{\partial F}{\partial \psi}\right)^2 + \frac{2}{\sin^2 \theta} \frac{\partial F}{\partial \theta} \frac{\partial F}{\partial \psi} \frac{\partial^2 F}{\partial \theta^2} + \frac{1}{\sin^4 \theta} \left(\frac{\partial F}{\partial \psi}\right)^2 \frac{\partial^2 F}{\partial \psi^2}\] (3.17)

and

\[\Gamma_2(\theta, \psi) = \frac{\partial F}{\partial \theta} \frac{\partial G}{\partial \theta} + \frac{1}{\sin^3 \theta} \frac{\partial F}{\partial \psi} \frac{\partial G}{\partial \psi},\] (3.18)

with resulting general solution

\[A_0(R, \theta, \psi) = \frac{D_2(\theta, \psi)}{R} \exp \left[i \left(\frac{\Gamma_1(\theta, \psi)}{R^2} + \frac{\Gamma_2(\theta, \psi)}{R}\right)\right].\] (3.19)

The analogue of (3.11) in this case is to set

\[v_1(a, \theta, \psi) = V_1(\theta, \psi), \quad v_2(a, \theta, \psi) = V_2(\theta, \psi),\] (3.20)

where we use the same functional notation since confusion with the results of the previous section is unlikely and where, as in that previous analysis, the functions \(V_1\) and \(V_2\) are specified. It is then easy to see that

\[F(\theta, \psi) = V_2(\theta, \psi),\] (3.21)

\[G(\theta, \psi) = V_1(\theta, \psi) - \frac{1}{2a} \left[\left(\frac{\partial V_2}{\partial \theta}\right)^2 + \frac{1}{\sin^2 \theta} \left(\frac{\partial V_2}{\partial \psi}\right)^2\right],\] (3.22)

with these expressions, \(\Gamma_1\) in (3.17) is obtained simply by setting \(F = V_2\) whilst \(\Gamma_2\) in (3.18) appropriate to this boundary value problem can be expressed in the form

\[\Gamma_2(\theta, \psi) = \frac{\partial V_2}{\partial \theta} \frac{\partial V_1}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial V_2}{\partial \psi} \frac{\partial V_1}{\partial \psi} - \frac{1}{2a} \left(\frac{\partial V_2}{\partial \theta} \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial V_2}{\partial \psi} \frac{\partial}{\partial \psi}\right)\] \times \left(\left(\frac{\partial V_2}{\partial \theta}\right)^2 + \frac{1}{\sin^2 \theta} \left(\frac{\partial V_2}{\partial \psi}\right)^2\right).\] (3.23)

### 3.1.2 Planar wavefronts

Our starting point in two dimensions is to take

\[v_3(x, y) = \lambda x + \mu y,\] (3.24)

with the constants \(\lambda\) and \(\mu\) satisfying \(\lambda^2 + \mu^2 = 1\) to ensure that the eikonal equation (3.1) is satisfied. It then follows almost immediately from (3.2) that

\[v_2(x, y) = f(\mu x - \lambda y),\] (3.25)
for arbitrary \( f \), reusing the same functional symbolism as in the two-dimensional radially symmetric case since no confusion is likely. The calculations are made simpler by the introduction of new coordinates \( \zeta \) and \( \xi \) defined by

\[
\zeta = \mu x - \lambda y, \\
\xi = \lambda x + \mu y,
\]

and given these, equation (3.3) then becomes

\[
\left( f'(\zeta) \right)^2 + 2 \frac{\partial v_1}{\partial \xi} = 0,
\]

so that

\[
v_1(x, y) = -\frac{1}{2} \xi \left( f'(\zeta) \right)^2 + g(\zeta)
\]

for some arbitrary function \( g \).

The transport equation (2.7) is simplified considerably by the fact that \( \nabla^2 v_3 = 0 \) in this (and the next) case, and we find that

\[
\frac{i}{\xi} \frac{\partial A_0}{\partial \xi} + A_0 \left[ \xi \left( f'(\zeta) \right)^2 - f'(\zeta) \xi' \right] = 0,
\]

leading to the general expression for the leading-order amplitude in terms of \( \zeta \) and \( \xi \) as

\[
A_0(\zeta, \xi) = A_0(\zeta, 0) \exp \left[ \frac{i}{2} \xi^2 \left( f'(\zeta) \right)^2 \xi''(\zeta) - i \xi \xi'(\zeta) \xi'(\zeta) \right],
\]

and the solution is complete.

Notice that we have chosen to give data on \( \xi = 0 \); other options are possible and lead to a different representation of the arbitrary ‘function of integration’ that occurs when solving (3.30).

The three-dimensional case is slightly more involved and begins by assuming the form

\[
v_3(x, y, z) = \lambda x + \mu y + \nu z,
\]

and the constraint \( \lambda^2 + \mu^2 + \nu^2 = 1 \) guarantees that (3.1) is satisfied. Guided by the previous calculation, we introduce orthogonal coordinates \( \xi_1, \xi_2 \) and \( \xi_3 \) – corresponding to a rotation of the original coordinate axes – defined by

\[
\xi_1 = \lambda x + \mu y + \nu z, \\
\xi_2 = -\sqrt{1 - \lambda^2} x + \frac{\lambda \mu}{\sqrt{1 - \lambda^2}} y + \frac{\lambda \nu}{\sqrt{1 - \lambda^2}} z, \\
\xi_3 = -\frac{\nu}{\sqrt{1 - \lambda^2}} y + \frac{\mu}{\sqrt{1 - \lambda^2}} z.
\]

It is easy to check that the matrix representation of this coordinate transformation is orthogonal with determinant +1.

With respect to the \( \xi_i \)'s, (3.2) becomes simply

\[
\frac{\partial v_2}{\partial \xi_1} = 0,
\]
so that \( v_2 (\xi_1, \xi_2, \xi_3) = F (\xi_2, \xi_3) \) for arbitrary function \( F \) (and once again we reuse the notation set out in the radially symmetric case, since confusion is unlikely). Also, after some calculation, (3.3) can be expressed as

\[
2 \frac{\partial v_1}{\partial \xi_1} + \left( \frac{\partial F}{\partial \xi_2} \right)^2 + \left( \frac{\partial F}{\partial \xi_3} \right)^2 = 0, \tag{3.37}
\]

which can be integrated directly, since \( \frac{\partial F}{\partial \xi_1} = 0 \), to give the general expression for \( v_1 \) in the form

\[
v_1 (\xi_1, \xi_2, \xi_3) = -\frac{1}{2} \xi_1 \left[ \left( \frac{\partial F}{\partial \xi_2} \right)^2 + \left( \frac{\partial F}{\partial \xi_3} \right)^2 \right] + G(\xi_2, \xi_3) \tag{3.38}
\]

for arbitrary \( G \).

This just leaves (2.7) to solve and, after some algebra, we find that it can be rewritten as

\[
\frac{1}{A_0} \frac{\partial A_0}{\partial \xi_1} = i\xi_1 \left[ \left( \frac{\partial F}{\partial \xi_2} \right)^2 \frac{\partial^2 F}{\partial \xi_2^2} + \left( \frac{\partial F}{\partial \xi_3} \right)^2 \frac{\partial^2 F}{\partial \xi_3^2} + 2 \frac{\partial F}{\partial \xi_2} \frac{\partial F}{\partial \xi_3} \frac{\partial^2 F}{\partial \xi_2 \partial \xi_3} \right] - i \left( \frac{\partial F}{\partial \xi_2} \frac{\partial G}{\partial \xi_2} + \frac{\partial F}{\partial \xi_3} \frac{\partial G}{\partial \xi_3} \right), \tag{3.39}
\]

and since both \( F \) and \( G \) are independent of \( \xi_1 \), this is amenable to direct integration, yielding

\[
A_0(\xi_1, \xi_2, \xi_3) = A_0 (0, \xi_2, \xi_3) \exp \left( \frac{i\xi_1^2}{2} H_1 (\xi_2, \xi_3) - i\xi_1 H_2 (\xi_2, \xi_3) \right), \tag{3.40}
\]

where

\[
H_1(\xi_2, \xi_3) = \left( \frac{\partial F}{\partial \xi_2} \right)^2 \frac{\partial^2 F}{\partial \xi_2^2} + \left( \frac{\partial F}{\partial \xi_3} \right)^2 \frac{\partial^2 F}{\partial \xi_3^2} + 2 \frac{\partial F}{\partial \xi_2} \frac{\partial F}{\partial \xi_3} \frac{\partial^2 F}{\partial \xi_2 \partial \xi_3} \tag{3.41}
\]

and

\[
H_2 (\xi_2, \xi_3) = \frac{\partial F}{\partial \xi_2} \frac{\partial G}{\partial \xi_2} + \frac{\partial F}{\partial \xi_3} \frac{\partial G}{\partial \xi_3}. \tag{3.42}
\]

### 3.2 Radiation from prescribed boundary data

Having discussed canonical examples in which the wavefronts are specified, we now discuss a different class of problems in which the entire field, its normal derivative or perhaps some other combination of these quantities is specified on a given boundary. We shall assume that this specification allows the boundary data for the phase functions and leading-order amplitude of the corresponding radiated field under investigation to be read off directly, or else calculated from it. In this account, we restrict attention to the two-dimensional situation, although extension to three dimensions is possible. More specifically, we assume that information contained within the boundary data

\[
v_3 = v_3^{(0)} (s), v_2 = v_2^{(0)} (s), v_1 = v_1^{(0)} (s) \quad \text{on} \quad x = x_0 (s), y = y_0 (s) \tag{3.43}
\]
is given for the phase functions, where the boundary curve \( x = x_0(s), y = y_0(s) \) is parametrised by arc length \( s \), and that appropriate amplitude boundary data are supplied too – we shall return to this point at a later stage of the calculation.

Adopting the two-dimensional equivalent of the procedure following (2.14) for the determination of \( \nabla v_3 \) and introducing the standard notation \( \nabla v_3(s) = (p_0(s), q_0(s)) \), we find that

\[
p_0(s) = v_3^{(0)}(s)x_0'(s) - \left[ 1 - \left( v_3^{(0)'}(s) \right)^2 \right]^{1/2} y_0'(s), \tag{3.44}
\]

\[
q_0(s) = v_3^{(0)}(s)y_0'(s) + \left[ 1 - \left( v_3^{(0)'}(s) \right)^2 \right]^{1/2} x_0'(s). \tag{3.45}
\]

This information gives the direction of the ray leaving the boundary at the point \((x_0(s), y_0(s))\), and we know that

\[
v_3(s, \tau) = v_3^{(0)}(s) + \tau \tag{3.46}
\]

along it.

Concerning the other phase functions, we see from (3.2) and (2.9) that \( \frac{dv_2}{d\tau} = 0 \) along each ray, so that

\[
v_2(s, \tau) \equiv v_2^{(0)}(s), \tag{3.47}
\]

whilst (3.3) then gives the ordinary differential equation

\[
\frac{dv_1}{d\tau} = -\frac{1}{2} \left( v_2^{(0)'}(s) \right)^2 |\nabla s|^2 \tag{3.48}
\]

along each ray, subject to the initial condition \( v_1(s, 0) = v_1^{(0)}(s) \), and where the following relevant expressions are noted:

\[
\nabla s = \frac{(q_0(s), -p_0(s))}{(q_0(s)p_0'(s) - p_0(s)q_0'(s)) (\tau + \beta(s))}, \tag{3.49}
\]

\[
\beta(s) = \frac{q_0(s)x_0'(s) - p_0(s)y_0'(s)}{q_0(s)p_0'(s) - p_0(s)q_0'(s)}, \tag{3.50}
\]

\[
q_0(s)x_0'(s) - p_0(s)y_0'(s) = \left[ 1 - \left( v_3^{(0)'}(s) \right)^2 \right]^{1/2} \tag{3.51}
\]

and

\[
q_0(s)p_0'(s) - p_0(s)q_0'(s) = \frac{v_3^{(0)''}(s)}{\left[ 1 - \left( v_3^{(0)'}(s) \right)^2 \right]^{1/2}} - \kappa_0(s), \tag{3.52}
\]
where \( \kappa_0(s) \) is the curvature of the boundary. Using these results, it is straightforward to integrate (3.48) along a ray (taking care to note that there is a \( \tau \)-dependence on the right-hand side via \( \nabla s \)) given in (3.49), and the solution is

\[
 v_1(s, \tau) = \frac{\left(v_2^{(0)'}(s)\right)^2}{2 \left(q_0(s)p_0'(s) - p_0(s)q_0'(s)\right)^2 (\tau + \beta(s))} - \frac{\left(v_2^{(0)'}(s)\right)^2}{2 \left(q_0(s)p_0'(s) - p_0(s)q_0'(s)\right)^2 \beta(s)} + v_1^{(0)}(s),
\]

(3.53)

and now all three phase functions \( v_1, v_2 \) and \( v_3 \) are fully determined, leaving just the leading-order amplitude \( A_0(s, \tau) \) to be found. Another very lengthy calculation based on (2.7) shows that the ‘ray’ ordinary differential equation satisfied by \( A_0 \) is

\[
 2i \frac{dA_0}{d\tau} + A_0 \left[ \frac{i}{\tau + \beta(s)} - \frac{2v_2^{(0)'}(s)}{(p_0'(s)q_0(s) - p_0(s)q_0'(s))^2 (\tau + \beta(s))^2} \left( \frac{\partial v_1}{\partial s} - v_3^{(0)'}(s) \frac{\partial v_1}{\partial \tau} \right) \right] = 0,
\]

(3.54)

with \( v_1 \) given by (3.53), and further involved calculation shows that this can be re-expressed in the more concise form

\[
 2i \frac{dA_0}{d\tau} + A_0 \sum_{j=1}^{4} \frac{\sigma_j(s)}{(\tau + \beta(s))^j} = 0,
\]

(3.55)

where

\[
 \sigma_1(s) = \frac{1}{2},
\]

(3.56)

\[
 \sigma_2(s) = \frac{iv_2^{(0)'}(s)}{(p_0'(s)q_0(s) - p_0(s)q_0'(s))^2} \times \left[ v_1^{(0)'}(s) - \frac{1}{2} \frac{d}{ds} \left( \frac{1}{\beta(s)} \left( \frac{v_2^{(0)'}(s)}{p_0'(s)q_0(s) - p_0(s)q_0'(s)} \right)^2 \right) \right],
\]

(3.57)

\[
 \sigma_3(s) = \frac{iv_2^{(0)'}(s)}{2(p_0'(s)q_0(s) - p_0(s)q_0'(s))^2} \frac{d}{ds} \left( \frac{v_2^{(0)'}(s)}{(p_0'(s)q_0(s) - p_0(s)q_0'(s))^2} \right),
\]

(3.58)

\[
 \sigma_4(s) = \frac{i v_2^{(0)'}(s)^3}{2(p_0'(s)q_0(s) - p_0(s)q_0'(s))^4} \left( v_3^{(0)'}(s) - \beta'(s) \right).
\]

(3.59)

This differential equation is easily solved and the final expression

\[
 A_0(s, \tau) = A_0(s, 0) \left( \frac{\beta(s)}{\tau + \beta(s)} \right)^{1/2} \times \exp \left[ \sum_{j=2}^{4} \frac{\sigma_j(s)}{(\tau + \beta(s))^{j-1} - (\beta(s))^{j-1}} \right]
\]

(3.60)
results, completing the explicit construction of the leading-order Friedlander–Keller ray expansion in this case.

4 Scattering from a class of perturbed, curved boundaries

We conclude the main body of the paper by applying the results just derived to a generalisation of the class of scattering problems referred to in Section 1 of this paper, with this application in its own right being a major motivation for this current study of Friedlander–Keller ray expansions. In that original class of problems, the incoming wave had an asymptotic representation given to leading order by (1.15), which (to this order) could have been written in the form

$$\phi^{\text{inc}}(x, y) \sim F(x, y)e^{ik\alpha(x, y)},$$

(4.1)

where $F(x, y)$ is obtained from $F_0(\Theta)$ in (1.15) using the relation $\tan \Theta = (y + h)/x$. More specifically, we take

$$u(x, y) = R(x, y) = \left[x^2 + (y - h)^2\right]^{1/2}$$

(4.2)

and

$$F(x, y) = \left[x^2 + (y - h)^2\right]^{-1/4} F_0 \left(\tan^{-1}\left(\frac{y + h}{x}\right)\right).$$

(4.3)

Our first generalisation is to leave $F(x, y)$ and $u(x, y)$ as being generic (but specified in any given application) with $u$ satisfying the eikonal equation (1.6) and $F$ the associated leading-order transport equation (1.9), with $F$ replacing $A_0$. Taking $F$ and $u$ as given by the expressions immediately above then permits the reflection of a general cylindrical wave to be analysed, whilst setting

$$u(x, y) = x \cos \theta - y \sin \theta$$

(4.4)

and

$$F(x, y) = F_1 \left(x + y \cot \theta\right)$$

(4.5)

would cover the case of plane wave incidence with arbitrary amplitude profile dictated by the function $F_1$.

Our second generalisation concerns the nature of the perturbed scattering boundary itself; the Introduction contained reference to the boundary $y = k^{-1/N}f(x)$, to be considered as a small deviation away from the flat boundary $y = 0$. Here, although we do specify $N = 3$ (keeping $N$ general is possible, but the salient features of the calculations are best exposed by using a particular value of $N$), we now consider small deviations away from an arbitrarily curved boundary $x = x_0(s), y = y_0(s)$ (with $s$ being arc length along it) in the given form

$$x = x_0(s) + k^{-1/3}\hat{x}_0(s), y = y_0(s) + k^{-1/3}\hat{y}_0(s),$$

(4.6)

in which $x_0, y_0, \hat{x}_0$ and $\hat{y}_0$ are all given functions (although, of course, $s$ is no longer arc length along this perturbed curve). We also note that setting

$$x_0(s) = s, y_0(s) = 0, \hat{x}_0(s) = 0, \hat{y}_0(s) = f(s)$$

(4.7)

reproduces the original specification $y = k^{-1/3}f(x)$ for this particular choice of $N$. 
Adopting the leading-order ansatz

\[ \phi^{\text{ref}} \sim A_0 e^{ikv_3 + ik^{2/3}v_2 + ik^{1/3}v_1} \] (4.8)

in Friedlander–Keller format for the reflected field, we find that adopting a Neumann boundary condition to be applied to the total field \( \phi^{\text{tot}} = \phi^{\text{inc}} + \phi^{\text{ref}} \) at the perturbed boundary yields, exactly,

\[
\begin{align*}
&\left[ k \left( x_0' + k^{-1/3} x_0'' \right) \frac{\partial u}{\partial y} - k \left( y_0' + k^{-1/3} y_0'' \right) \frac{\partial u}{\partial x} \right] F e^{iku} \\
&\quad + \left[ \left( x_0' + k^{-1/3} x_0'' \right) \left( \sum_{m=1}^{3} k^{m/3} \frac{\partial v_m}{\partial y} \right) - \left( y_0' + k^{-1/3} y_0'' \right) \left( \sum_{m=1}^{3} k^{m/3} \frac{\partial v_m}{\partial x} \right) \right] \\
&\quad \times A_0 e^{i} \sum_{m=1}^{3} k^{m/3} v_m + \left[ \left( x_0' + k^{-1/3} x_0'' \right) \frac{\partial A_0}{\partial y} - \left( y_0' + k^{-1/3} y_0'' \right) \frac{\partial A_0}{\partial x} \right] e^{iku} \\
&\quad + \left[ \left( x_0' + k^{-1/3} x_0'' \right) \frac{\partial A_0}{\partial y} - \left( y_0' + k^{-1/3} y_0'' \right) \frac{\partial A_0}{\partial x} \right] \sum_{m=1}^{3} k^{m/3} v_m = 0. \tag{4.9}
\end{align*}
\]

All functions arising in the above boundary condition are to be evaluated on the perturbed boundary \( x = x_0(s) + k^{-1/3} x_0(s), \ y = y_0(s) + k^{-1/3} y_0(s) \) and then re-expanded via the use of a Taylor series, a procedure which amounts to a linearisation of the boundary condition onto the unperturbed boundary \( x = x_0(s), \ y = y_0(s) \). Thus, the leading-order terms in the coefficients of (4.9) arise at \( O(k) \) with the next terms being \( O \left(k^{2/3}\right) \), these coming not just from the terms \( \sum_{m=1}^{3} k^{m/3} \frac{\partial v_m}{\partial x} \) and \( \sum_{m=1}^{3} k^{m/3} \frac{\partial v_m}{\partial y} \) but also from the leading-order terms in the Taylor series expansions of terms like \( ikx_0'F \frac{\partial u}{\partial y} \), for example. These are essentially amplitude considerations, and whilst they are vital when considering higher-order terms in the amplitude of the reflected field they do not concern us at all here, since we restrict attention to the determination of the leading-order terms only.

However, this general feature is something that must be accounted for in the evaluation of the boundary data for the phase functions \( v_1, v_2 \) and \( v_3 \). For example, the \( O \left(k^{-1/3}\right) \) and \( O \left(k^{-2/3}\right) \) corrections to \( u \) will, when multiplied by \( k \), lead to terms of \( O \left(k^{2/3}\right) \) and \( O \left(k^{1/3}\right) \), respectively, in the boundary evaluation of the overall phase. As such, these terms will therefore contribute to the boundary data for \( v_2 \) and \( v_1 \), respectively; similarly, such corrections to \( v_2 \) will affect the data for \( v_1 \) whilst all three phase terms have \( O(1) \) contributions which become part of the overall \( O(1) \) contribution involving \( F \) and \( A_0 \) to be obtained from (4.9) as part of the amplitude considerations mentioned previously.

Hence, the order in which information is extracted from (4.9) is crucial: ‘phase’ data in the exponents is to be determined first of all, leading initially to data for \( v_3 \) and which can be used to solve for \( v_1 \) once and for all. Given this, this general procedure is followed for \( v_2 \) and then for \( v_1 \). Now that all three phase functions are completely determined, their contributions at \( O(1) \) (along with equivalent terms generated by the incident field) are retained in (4.9) in order to determine the boundary data for the leading-order amplitude \( A_0 \) of the reflected field.
We begin this procedure by writing

$$iku(x, y) = i \sum_{m=0}^{3} k^{m/3} u_m(s) + O(k^{-1/3})$$  \hspace{1cm} (4.10)$$
as the expansion for $u$ when evaluated on (4.6), emphasising that each function $u_m(s)$ ($m = 0, \ldots, 3$) is known (since $u$ is). Next, we equate terms involving like powers of $k^{m/3}$ ($m = 1, 2, 3$) in both of the separate exponentials in (4.9), yielding the general expression

$$u_m(s) = \sum_{p \geq m}^{3} \frac{1}{(p - m)!} \left( \hat{x}_0 \frac{\partial}{\partial x} + \hat{y}_0 \frac{\partial}{\partial y} \right)^{p - m} v_p(s, 0), \hspace{0.5cm} m = 3, 2, 1,$$

(4.11)

where we deliberately consider this equation in descending numerical order for $m$ for the reasons mentioned previously, and where the differential operator $\left( \hat{x}_0 \frac{\partial}{\partial x} + \hat{y}_0 \frac{\partial}{\partial y} \right)^{p - m} v_p$ is just the function $v_m$ itself when $p = m$. To make all of this procedure more transparent, and switching to the ray coordinates $s$ and $\tau$ in which these calculations are perhaps best performed, we re-express (4.11) in the form

$$v_m^{(0)}(s) = u_m(s)$$

$$- \sum_{p \geq m}^{3} \frac{1}{p!} \left[ \frac{\partial}{\partial \tau} - \left[ \left( \hat{x}_0 q_0' - \hat{y}_0 p_0' \right) + \tau \left( \hat{x}_0 q_0' - \hat{y}_0 p_0' \right) \right] \frac{\partial}{\partial \tau} \right] v_p,$$

(4.12)

valid for $m = 3, 2, 1$ and where the sum is to be evaluated on the boundary $\tau = 0$ once the differential operator has been applied. This formulation also shows how the solution for $v_3$ feeds into the calculation of that for $v_2$, and so on. In fact, once this procedure has been followed for $m = 3, 2, 1$, we have then calculated the data for all three phase functions, which can then be fed into their general solutions and the phase aspect of the determination of the reflected field is considered complete, leaving just the amplitude to be finalised.

A formula for $A_0(s, \tau)$ is presented in (3.60), together with equations (3.56)–(3.59) immediately preceding it, and (3.50). The expressions for $p_0$ and $q_0$ in those various formulae are given in (3.44) and (3.45), respectively, which in turn rely upon the data for $v_3$ just calculated. What remains to be found is $A_0(s, 0)$ and in view of the previous discussion, this follows from (4.9) as

$$A_0(s, 0) = F(x_0(s), y_0(s)) \exp \left[ iu_0(s) - i \sum_{p=1}^{3} \frac{1}{p!} \left( \hat{x}_0(s) \frac{\partial}{\partial x} + \hat{y}_0(s) \frac{\partial}{\partial y} \right)^{p} v_p(s, 0) \right],$$

(4.13)
a result which requires the fact that the ratio of the value of $q_0(s)x_0'(s) - p_0(s)y_0'(s)$ relevant to the incident field to that for the reflected field is precisely $-1$. This is for Neumann data, and the equivalent result for Dirichlet data is simply the negative of that in (4.13).

This expression for the leading-order amplitude is in closed, analytical form with all quantities within it either given directly, or easily calculable from, the theory presented earlier in this section. However, it turns out that it can be simplified further still by using the field equations (3.1)–(3.3) to eliminate, for example, the $y$-derivatives occurring in the summation within
the exponent on the right-hand side of (4.13). For example, appropriate differentiation of (3.1) yields

\[
\frac{\partial^2 v_3}{\partial x^2 \partial y} = -\frac{1}{q_0^2} \left( \frac{\partial^2 v_3}{\partial x^2} \right)^2 - \frac{p_0}{q_0} \frac{\partial^3 v_3}{\partial x^3}
\]  

(4.14)

and

\[
\frac{\partial^2 v_3}{\partial x \partial y^2} = \frac{2p_0}{q_0^4} \left( \frac{\partial^2 v_3}{\partial x^2} \right)^2 + \frac{p_0^2}{q_0} \frac{\partial^3 v_3}{\partial x^3},
\]

(4.15)

whilst (3.2) yields

\[
\frac{\partial v_2}{\partial y} = -\frac{p_0}{q_0} \frac{\partial v_2}{\partial x},
\]

(4.16)

with other results of a similar nature following easily. This allows us to re-express the summation in (4.13) in the form

\[
\sum_{p=1}^{3} \frac{1}{p!} \left( \hat{x}_0 \frac{\partial}{\partial x} + \hat{y}_0 \frac{\partial}{\partial y} \right)^p = \sum_{n=1}^{3} \frac{1}{n!q_0^n} \frac{\partial^2 v_n}{\partial x^2} \left( q_0 \hat{x}_0 - p_0 \hat{y}_0 \right)^n
\]

\[
- \frac{\hat{y}_0}{2q_0^5} \left( q_0 \hat{x}_0 - p_0 \hat{y}_0 \right) \frac{\partial^2 v_3}{\partial x^2} + q_0 \frac{\partial v_2}{\partial x} \right]^2,
\]

(4.17)

with all quantities to be evaluated (after differentiation) on \( \tau = 0 \).

The apparent asymmetry between \( \hat{x}_0 \) and \( \hat{y}_0 \) introduced by the multiplicative factor of \( \hat{y}_0 \) alone in the final term of (4.17) is because we have chosen to re-express the coefficients in terms of \( x \)-derivatives of \( v_1, v_2 \) and \( v_3 \); had we chosen to do so in terms of \( y \)-derivatives then it would be a factor of \( \hat{x}_0 \) alone that appears, albeit adjacent to a different factor. The advantage of this representation is that all we now need do to compute the sum explicitly is to evaluate the five derivatives \( \frac{\partial^3 v_3}{\partial x^3}, \frac{\partial^2 v_3}{\partial x^2}, \frac{\partial^2 v_2}{\partial x^2}, \frac{\partial v_2}{\partial x}, \) and \( \frac{\partial v_1}{\partial x} \), and even then we just need these derivatives evaluated on \( \tau = 0 \). For completeness, and to close the calculation of the leading-order amplitude of the reflected field, these derivatives (all evaluated on \( \tau = 0 \)) are listed as follows:

\[
\frac{\partial^3 v_3}{\partial x^3} = \frac{1}{q_0(s)x_0'(s) - p_0(s)y_0'(s)} \left[ \frac{2q_0^2(s)q_0'(s)}{\beta(s)} - \frac{\beta'(s)q_0^2(s)}{\beta^2(s)} + \frac{q_0^2(s)y_0''(s)}{\beta^2(s)} \right],
\]

(4.18)

\[
\frac{\partial^2 v_3}{\partial x^2} = \frac{q_0(s)}{\beta(s)},
\]

(4.19)

\[
\frac{\partial^2 v_2}{\partial x^2} = \frac{q_0(s)}{q_0(s)x_0'(s) - p_0(s)y_0'(s)} \frac{d}{ds} \left[ \frac{q_0(s)v_2^{(0)'}(s)}{q_0(s)x_0'(s) - p_0(s)y_0'(s)} \right]
\]

\[
+ \frac{y_0'(s)q_0(s)v_2^{(0)'}(s)}{(q_0(s)x_0'(s) - p_0(s)y_0'(s))^2},
\]

(4.20)

\[
\frac{\partial v_2}{\partial x} = \frac{q_0(s)v_2^{(0)'}(s)}{q_0(s)x_0'(s) - p_0(s)y_0'(s)},
\]

(4.21)

\[
\frac{\partial v_1}{\partial x} = \frac{1}{q_0(s)x_0'(s) - p_0(s)y_0'(s)} \left[ q_0(s)v_1^{(0)'}(s) + \frac{y_0'(s)\left(v_2^{(0)'}(s)^2}{2(q_0(s)x_0'(s) - p_0(s)y_0'(s))^2} \right].
\]

(4.22)
This procedure is completely general and will, in principle at least, apply to any incoming wave incident upon any perturbed boundary within the general class being considered. Of particular interest are those cases associated with plane and cylindrical wave incidence, for which we have already noted that \( u(x, y) = x \cos \theta - y \sin \theta \) and \( u(x, y) = \left[ x^2 + (y - h)^2 \right]^{1/2} \), respectively; here, the source of the incident cylindrical wave is located at the point with Cartesian coordinates \((0, h)\) with \(kh \gg 1\) and we assume that the wavefronts have established their cylindrical symmetry before they reach the reflecting boundary.

We have seen that everything needed to construct the leading-order solution for the reflected field can be obtained once we know the coefficient functions \(u_m(s)\) in (4.10) and the boundary data \(v_3^{(0)}(s)\), \(v_2^{(0)}(s)\) and \(v_1^{(0)}(s)\) for the three phase functions \(v_3\), \(v_2\) and \(v_1\), respectively (where the latter boundary data can be found explicitly from (4.12)). From these various expressions, the components of the reflected ray directions \((p_0(s)\) and \(q_0(s)\)) can be determined using the procedure described earlier, whilst (4.13) can be used to write down the boundary data for the amplitude coefficient. So the recipe is complete and we end this section, and the main part of the paper, by simply listing the necessary ingredients required for each of the plane and cylindrical wave incidence cases as follows, together with the comment that the algebraic manipulation required to obtain some of these results is very involved indeed:

1. **Plane wave incidence**

\[
\begin{align*}
  u_3(s) &= x_0(s) \cos \theta - y_0(s) \sin \theta, \\
  u_2(s) &= \hat{x}_0(s) \cos \theta - \hat{y}_0(s) \sin \theta, \\
  u_1(s) &= 0, \\
  u_0(s) &= 0, \\
  v_3^{(0)}(s) &= x_0(s) \cos \theta - y_0(s) \sin \theta, \\
  v_2^{(0)}(s) &= 2 \left[ \hat{x}_0(s)y_0'(s) - \hat{y}_0(s)x_0'(s) \right] \left[ x_0'(s) \sin \theta + y_0'(s) \cos \theta \right], \\
  v_1^{(0)}(s) &= -2 \left[ \hat{x}_0(s)y_0'(s) - \hat{y}_0(s)x_0'(s) \right] \left[ q_0(s) \hat{x}_0(s) - p_0(s) \hat{y}_0(s) \right] \\
  &\quad - \frac{\kappa_0(s) \left[ q_0(s) \hat{x}_0(s) - p_0(s) \hat{y}_0(s) \right]^2}{x_0'(s) \sin \theta + y_0'(s) \cos \theta}, \\
  p_0(s) &= \left( x_0'(s)^2 - y_0'(s)^2 \right) \cos \theta - 2x_0'(s) y_0'(s) \sin \theta, \\
  q_0(s) &= \left( x_0'(s)^2 - y_0'(s)^2 \right) \sin \theta + 2x_0'(s) y_0'(s) \cos \theta.
\end{align*}
\]

2. **Cylindrical wave incidence**

\[
\begin{align*}
  u_3(s) &= \left[ x_0^2(s) + (y_0(s) - h)^2 \right]^{1/2}, \\
  u_2(s) &= \frac{x_0(s) \hat{x}_0(s) + (y_0(s) - h) \hat{y}_0(s)}{\left[ x_0^2(s) + (y_0(s) - h)^2 \right]^{1/2}}, \\
  u_1(s) &= \frac{\left[(y_0(s) - h) \hat{x}_0(s) - x_0(s) \hat{y}_0(s) \right]^2}{2 \left[ x_0^2(s) + (y_0(s) - h)^2 \right]^{3/2}}.
\end{align*}
\]
In this paper, we have concentrated on Friedlander–Keller ray expansions in which the exponent of the ray ansatz contains terms proportional to all powers of $k^{1/N}$ (for positive integer $N$) between and including $k^{1/N}$ and $k$; the original work of Friedlander and Keller would have contained just one such term (additional to that in $k$) proportional to $k^{\alpha}$ with $\alpha = m/N$ for one particular integer $m$ in the range $1 \leq m \leq N - 1$, though that analysis was actually valid for any $\alpha$, rational or otherwise.

We have concentrated in particular detail on the case $N = 3$, though the methods that we have used to solve that case are equally applicable to other larger choices of $N$. There do not appear to be generic (in $N$) solutions for the phase functions $v_1, v_2, \ldots, v_N$ and it seems that each choice of $N$ must be treated separately, with the case $N = 3$ considered here acting as an excellent template and paradigm.

All of this has been done for scalar field variables and, as such, is relevant to vectorial circumstances (such as applications in elasticity and electromagnetism) only when those fields can be described in terms of their components or else a scalar potential function. This is not always the case, and so a natural and important extension of the theoretical developments considered here is to modify the underlying Friedlander–Keller ansatz into vectorial form itself and then to apply it directly to Navier’s equations of linear elasticity or Maxwell’s equations of electromagnetism. Pushing aside (though one should not) the inherent difficulties in these being vector-valued field equations, added complications arise from the presence of two different types of wave motion in each case (‘longitudinal’ and ‘shear’ in elasticity, ‘electric’ and ‘magnetic’ in electromagnetism); in the former case, this is complicated further by the fact that these waves have different wave speeds, and hence different wave numbers, and so each constituent wave type requires its own Friedlander–Keller ray expansion. The latter (electromagnetic) case does
not have this feature (all wave speeds are that of light, of course) but instead has the additional
equations $\nabla \cdot \mathbf{E} = 0$, $\nabla \cdot \mathbf{B} = 0$ (in standard notation) to be satisfied in source-free, charge-free
space. These are, of course, part of Maxwell’s equations and can be used to obtain wave equa-
tions for $\mathbf{E}$ and $\mathbf{B}$ alone, but whichever approach is taken $\mathbf{E}$ and $\mathbf{B}$ are ultimately coupled and
this must become a feature of a Friedlander–Keller ray analysis not present in the calculations
performed here.

The preceding comments pertain to the derivation of the generic field equations. In problems
involving reflection of waves at boundaries, for example, then we would also have to accommo-
date mode conversion phenomena where, in either an elastic or electromagnetic context, a wave
of one-type incident upon a free boundary generates reflected waves of both types. Once more,
this feature is missing from the current theory, and so further illustrates the need for a vectorial
theory which does encapsulate it.

Returning to the scalar case, there are various important extensions to both the theoretical
development of the method and its applications. For instance, problems in which the wave speed
of propagation is not constant, so that the rays associated with the incident and reflected fields
alone are no longer straight lines, is one possibility whilst fully time-dependent (rather than sim-
ply time-harmonic, as considered here) problems is another. In this second case, the key equation
for the principal phase term analogous to $v_3$ is no longer the eikonal equation but is instead the
time-dependent version

$$|\nabla v_N|^2 = \left( \frac{\partial v_N}{\partial t} \right)^2, \quad (5.1)$$

and fundamental aspects of the ray geometry, and the solution to the transport equations for the
time-dependent amplitudes along the rays, are now significantly different; of course, the field
equations, and hence also the corresponding solutions, for the other phase functions must be
modified similarly.

Concerning the application to the scattering of monochromatic waves at perturbed boundaries
discussed in the second half of the paper, we remark that other two-dimensional perturbation
profiles that we could examine include the more general class

$$x = x_0(s) + k^{-\lambda/N} \tilde{x}_0(s), \quad \lambda = 1, 2, \ldots, N - 1; \quad (5.2)$$

in this paper, we have restricted attention to the case $\lambda = 1, N = 3$, but other more general values
are just as important and they can all be treated using the methodology presented within this
paper, as can an extension of the entire theory to encompass two-dimensional boundaries in a
three-dimensional setting.

The final example that we cite as worthy of further study concerns reflection and transmis-
sion at curved, perturbed boundaries between two distinct wave-bearing media. As we have
mentioned previously in the context of elastic waves, two wave numbers are now involved and
whilst the individual Friedlander–Keller ray expansions for each of the two media are to be
treated exactly as presented in this paper, complications arise when ‘phase matching’ their expo-
nants when satisfying the boundary conditions at the common interface. The fact that the wave
numbers are different turns out to be crucial and introduces significant difficulties when calcu-
lating the boundary data for the phase functions of both expansions (one for each medium) when
linearised onto the underlying unperturbed boundary. There is also the possibility that one of the
transmitted rays in the second medium is launched in a direction locally tangent to the unperturbed boundary, and so does not radiate information by itself into the bulk of that medium. That is to say, total internal reflection has occurred which could, in turn, lead to the excitation of a whispering gallery mode, together with subsequent reradiation back into the first medium supporting the incident wave via a so-called ‘head’ or ‘lateral’ wave.

Such an occurrence is a diffractive phenomenon, and we end by commenting that all possible diffraction effects such as arise when an incident ray (a) is tangent to the reflecting boundary, (b) excites a radiative ‘free-mode’ of the interfacial boundary condition or (c) impinges upon a point of non-analyticity of either the boundary itself or of the data prescribed upon it, for example, are avoided in this current account.

These aspects, together with those reviewed previously, are all under investigation and will be reported upon separately.
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