User Preference Adaptive Fitness of Interactive Genetic Algorithm Based Ceramic Disk Pattern Generation Method
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ABSTRACT Pattern design in real life is a complex optimization challenge that objective function can not express explicitly, and can be classified as an implicit target optimization problem. Owing to the fact that the objective function in implicit target optimization problem can not be completely structured, the traditional intelligent decision optimization method is inapplicable. This paper proposes an interactive genetic algorithm based on user preference adaptive fitness, in which users actively participate in optimization and take their subjective evaluation value as the adaptive fitness of evolutionary individuals. On the basis of adjusting the tone coordination degree of ceramic disc pattern, the improved method gives the calculation of user interest degree and style similarity, and completes the establishment of user preference model. The individual similarity calculation of the algorithm integrates the user preference information, making the calculation result more objective. In the experiment, the grain genes of ceramic disc pattern can be divided into two types: main body and border, both of which can be encoded by 16-bit binary code strings. And the weight values of style, tone collocation and structure were set respectively, and the ceramic disc patterns of modern fashion and fresh styles were obtained. In addition, the algorithm performance comparison is also completed. The experimental results show that with the progress of evolution, the midpoint and average width of the fitness of the population decrease, and the population quality is improved. Our algorithm can generate ceramic disc patterns of different styles, and the algorithm can obtain more satisfactory solutions in less evolutionary generations, which speeds up the algorithm’s convergence speed and shows better evolutionary optimization ability.

INDEX TERMS Interactive genetic algorithm, user preferences, fitness, ceramic, design of disc.

I. INTRODUCTION
In today’s society, with the improvement of living standards, people’s consumption concept is gradually changing. In the process of purchasing commodities, consumers not only pay attention to the practicality of commodities, but also attach increasing importance to the appearance and artistic modeling of commodities [1]. The artistry of the goods imperceptibly improves the taste of the customers in choosing the goods, and also improves the value of the goods in the minds of the customers. The most part of the work in the artistic design is pattern design. The traditional pattern design process is first conceived in the mind of the designer and then expressed through paper and pen. Not only are the quality and quantity of traditional designs limited by human imagination, the subsequent modification process is also troublesome. Therefore, it becomes the bottleneck of product design, and it is difficult to satisfy people’s higher desire for novelty, beauty and comfort.

Interactive genetic algorithm (IGA) is a feasible method to solve optimization problems that are difficult to be expressed by well-defined functions [2]. This method can combine the traditional evolutionary mechanism with the user’s intelligence evaluation, and directly obtain the fitness of the evolving individual through human-computer interaction, instead of the fitness function which is difficult to express clearly. At present, this algorithm has been successfully applied to face recognition, costume design, music creation, speech processing, music retrieval, robot vision and other fields. In comparison with the traditional genetic algorithm (GA) [3], [4],
the most significant characteristic of the interactive genetic algorithm is the adaptive fitness of users’ evaluation of evolving individuals. Since the individual fitness is generated by the customer evaluation, the fitness [5], [6] can reflect the customer’s subjective preference. In addition, the customer’s preference will make the fitness uncertain. However, as the uncertainty increases, the accuracy of fitness will decrease and the effect of evolutionary optimization will become worse. Therefore, the direct way to improve the accuracy of fitness and reduce uncertainty is to pay more attention to the evaluation of individuals, which will undoubtedly cause fatigue and increase the uncertainty of evaluation. However, improving the accuracy of fitness and reducing the operation burden are contradictory to each other, which is also a research point of interactive genetic algorithm [7].

At present, there are roughly two ways to solve this problem: (1) By establishing a reasonable fitness assignment, some IGA-based methods can improve the man-machine interaction environment, reduce the operating burden and improve the accuracy of adaptive fitness; (2) On the basis of the evaluation characteristics, the uncertainty of individual fitness is extracted, and an appropriate agent model is adopted to estimate the fitness of evolving individual and reduce fatigue.

Many scientists research the first class of methods to improve interactive genetic algorithm. Raghwanshi proposed a large population interactive genetic algorithm based on implicit feedback and explicit feedback [8]. Although this method can enhance the search ability without increasing user fatigue, the values of key parameters in the algorithm need to be given in advance, which will greatly affect the performance of the algorithm. Gong et al. [9] brought up an improved interactive evolutionary algorithm that interacts with the decision-maker to obtain the optimal solution. According to whether the individual similarity is greater than the set classification threshold, Kim and Kim [10] classified the population. This method does not need to set up the classification number in advance, which can change dynamically with the evolution process. However, in this algorithm, the classification similarity threshold needs to be set in advance, and the constant similarity threshold will have a significant impact on the performance of the algorithm. In method [11], a discrete adaptive fitness assignment method was proposed, which reduced the operation burden to some extent. However, the accuracy of the discrete adaptive fitness itself was poor, and this method did not take the uncertainty of the evaluation into consideration. In methods [12]–[14], adaptive fitness assignment methods based on interval and fuzzy numbers are proposed. Compared with precise and discrete numbers, interval and fuzzy numbers can better reflect the uncertainty and progressiveness of the evaluation process, and greatly improve the accuracy of adaptive fitness. However, in the operation of adaptive fitness assignment, the interval number should be evaluated twice by the upper and lower limits, and the fuzzy number should be determine by the center value and width, which actually increase the burden of operation. Similar problems still exist in method [15].

Besides, a number of scientists have been working on the second class of methods to improve interactive genetic algorithm. On the basis of machine learning technology, a variety of interactive genetic algorithms were proposed [14], [16], [17] to predict the evaluation results by proxy model, which could reduce some of the heavy evaluation work. Machine learning technologies expand search capability, reduce operation burden and improve algorithm performance. However, these proxy models are based on different adaptive fitness assignment methods to extract valuable information and are inevitably affected by information loss. Manfre et al. [18] proposed a co-interactive evolutionary optimization method to accelerate the current population evolution process by using other population evolution results, but this method did not consider the impact of individual similarity on collaborative interaction. In Methods [19]–[21], multi-user collaborative based interactive genetic algorithms were proposed. Current users can browse and add other user ratings online, while these methods are limited by the number of collaborative users and the size of the user base. Darani and Kaedi [22] used evaluation information from other users as training samples to reduce user fatigue and estimate individual fitness. Although the introduction of agent model is helpful to improve group decision-making, users cannot directly exchange information, which limits the further improvement of collaboration quality. Besides, some scholars [23]–[27] combined swarm intelligence algorithm to solve the contradiction between improving the accuracy of adaptive value and reducing the burden of operation. Using two different evolutionary learning strategies, namely differential evolutionary flame generation and dynamic flame guidance, Li et al. [27] designed a double-evolutionary learning algorithm for generating high-performance flame and dynamically guided moth search.

In view of the above shortcomings, this paper studies how to improve the performance of the algorithm under the premise of reducing user fatigue with adoption of large-scale population evolution, and proposes a improved interactive genetic algorithm based on user preference adaptation value. The advantage of this method is that the individual similarity calculation integrates the user’s preference information, which makes the calculation result more objective. The selected individuals for user evaluation are evenly distributed in the contemporary population, which further reduces the burden of evaluation. In addition, the fitness estimation based on the user preference model makes use of all the individual information of the user evaluation. Besides, our method takes into account the weight of each component and the influence of combination preference, and adopts the fitness estimation formula of evolutionary individuals to make the estimation result more accurate.

The innovation points of this paper are as follows: (1) The disk pattern is divided into two types of grain genes: main and border genes, both of which are encoded by 16-bit binary...
code strings. The ceramic disk patterns of different styles can be generated by setting the style, tone collocation and structure weight respectively; (2) Individual similarity calculation integrates user preference information to make the calculation results more objective; (3) The selection of individuals for user evaluation has a uniform distribution in the contemporary population, which further reduces the burden of the algorithm; (4) In evaluating the fitness of individuals not assessed by the user, our method takes into account the weight of each component and the effect of component combination preferences. In addition, the fitness estimation formula of evolutionary individuals is put forward to make the calculation result more accurate.

II. THEORETICAL FOUNDATION

There are some optimization problems in industrial design, artistic design, product design and other fields. The optimization goal is generally to “meet a certain demand of people”, and the optimization objective function is often difficult to quantify and needs to consider user preference and emotion. Such problems are called the implicit target optimization problem. Interactive genetic algorithm is one of the effective methods to solve the implicit target optimization problem. On the basis of the interactive genetic algorithm, this paper proposed a user preference adaptive fitness of interactive genetic algorithm to solve this problem and generate ceramic disk patterns with different style, tonal collocation and structure.

A. TRADITIONAL GENETIC ALGORITHMS

(1) Genetic algorithm (GA) [28] is a computational model of biological evolution based on natural selection and Darwin’s genetic mechanism of biological evolution, which simulates reproduction, hybridization and mutation in natural selection and genetic process. Because of the complexity of engineering to mimic gene coding, the researchers simplified the coding according to the actual situation of the research target. In each generation, new populations can be generated based on the fitness of individuals in the problem domain. Owing to the fact that the new generation of individuals inherited some of the good traits of the previous generation, the performance is better than the previous generation, and gradually towards the direction of the optimal solution evolution. With the increase of algebra, the optimal individuals in the last population can be decoded as the approximate optimal solution of the problem. The process of the traditional genetic algorithm is shown in figure 1.

![Figure 1. The process of the traditional genetic algorithm.](image)

The essence of genetic algorithm is to search continuously and randomly in space to generate new solutions and retain better ones. In this paper, an improved genetic algorithm is adopted to simulate the evolutionary process [29] of a population (i.e. ceramic disk pattern design), and then satisfactory ceramic disc patterns are designed. In this process, it can be thought that the genes make up the ceramic disk pattern; A ceramic disk pattern consists of multiple genes; A population consists of multiple individuals (ceramic disks patterns); The fitness function determines the quality of each individual.

B. INTERACTIVE GENETIC ALGORITHM

The interactive genetic algorithm combines the traditional evolutionary mechanism with the user’s intelligent evaluation. This method implements the evolutionary operation based on the fitness of the evolutionary individual given by the user, and replaces the fitness evaluation on the basis of the mathematical model. Therefore, it is a feasible method to generate ceramic disk patterns.

The program can generate $n$ individuals randomly according to the encoding, and present each ceramic disk pattern on the interactive interface after decoding. This process mimics the DNA translation in biology, that is, the process of mapping genotypes to phenotypes. To facilitate user selection, the initial population generated by the algorithm is $n$ ceramic disk patterns. Then, users can choose the individuals on the basis of their own preferences. This process passes on the genes of the individuals they prefer to the next generation, and those that are not selected are weeded out, as are the genes of mutated individuals. After that, the algorithm carries on the evolution operation according to the score result, generates a series of schemes for users to choose. Users can interact with the program to continuously generate a new generation of ceramic disk patterns.

The program records the user’s choice in the background and captures the user’s preference. The genotype of the selected ceramic disk patterns are added to the list, and the last digit of the list is fitness [30]. The initial fitness is set to 1, which increases with the increase of algebra, and if users select the phenotype that has been chose previously, the fitness of the corresponding genotype in the list is increased by 1 and replaced with the new value. Compared with traditional genetic algorithms, interactive genetic algorithms can code users preferences by scoring them. Adaptive evaluation of user deep engagement is not only a special feature of interactive genetic algorithm, but also a joint point of its application to the field of art design. These characteristics can be used to deal with fuzzy evaluation index on the basis of users’ preferences and emotion. The process of the interactive genetic algorithm is shown in figure 2.

![Figure 2. The process of the interactive genetic algorithm.](image)
The basic process is as follows:  
(2) Initialize the population; (2) Users make the first filter based on personal preference; (3) Calculate the fitness of each individual in the population; (4) Complete selection of individuals, recombination, mutation and other operations; (5) Repeat steps (2) and (3) until the stop rule is satisfied.

C. UNCERTAINTY OF ADAPTIVE FITNESS
Without loss of generality, there are problems to be considered for optimization. And these problems are called the implicit target optimization problem, can be depicted by Eq.(1) and Eq.(2),

\[
\max F(x) = \max \{F(x_1, x_2, \ldots, x_n) \mid i \in n, x_i \in g_i \} \\
g_i = \{x_{i1}, x_{i2}, \ldots, x_{im} \} \quad S = \bigcup_{i=1}^{n} g_i
\]

where, \(x_i\) is the \(i\)th attribute variable, with a total of \(n\) attributes. \(G_i\) means the domain of \(x_i\), \(g_i\), the set containing \(m \times i\) elements, and \(m\) number of users who participated in the rating. \(S\) denotes the domain of the problem to be optimized, \(F(x)\) is the optimal combination of attributes given by users according to their cognition and preference.

III. OUR METHOD
A. TONAL COORDINATION ADJUSTMENT OF CERAMIC DISC PATTERN
A ceramic disc pattern is composed of two parts: main gene and border gene. Whether the two genes are compatible or not, an important criterion is the tonal coordination of each gene [31]. In this paper, mutual information on the basis of color histogram is used to characterize tonal coordination. In Eq.(3), \(A\) and \(B\) represent the main pattern gene and the border pattern gene respectively, and \(CH_A\) and \(CH_B\) the color histogram of the two genes separately. And the tonal coordination of two genes \(w\) can be defined as Eq.(3),

\[
w = MI(CH_A, CH_B)
\]

where, \(MI(CH_A, CH_B)\) is the mutual information of \(A\) and \(B\), and its calculation formula can be expressed as:

\[
MI(CH_A, CH_B) = H(CH_A) + H(CH_B) - H(CH_A, CH_B)
\]

where, \(H(CH_A)\) and \(H(CH_B)\) are the information entropy of variables \(CH_A\) and \(CH_B\) respectively, and \(H(CH_A, CH_B)\) is the joint information entropy of \(CH_A\) and \(CH_B\). And if the tonal coordination of the three genes are higher, the disk patterns are better.

B. INTERACTIVE GENETIC ALGORITHM ON THE BASIS OF USER PREFERENCE ADAPTIVE FITNESS
1) USERS’ INTERESTINGNESS
A complete ceramic disc pattern consists of two genes, the main pattern gene and the border pattern gene. Accordingly, we can generate ceramic disc patterns randomly according to the corresponding coding rules. By using the user’s score to evaluate whether the disc pattern can be passed on to the next generation, then we can calculate the fitness of the individual according to the calculation rules, and repeat the above processes. Then by decoding the evolution of individuals, we can get multiple ceramic disc patterns, i.e., a population. On the basis of researching change regularity of user interest [32], this paper took the browsing time of different ceramic disc patterns as the measurement index and quantified users’ interestingness [33], [34] by Logistic model. Suppose the evaluation time of the current user \(u\) to individual \(x_i\) is \(T_{ua}(x_i)\), then the interestingness of user \(u\) to individual \(x_i\) is denoted as Eq.(5).

\[
In_u(x_i) = \frac{1}{1 + e^{-(\xi + \eta \cdot T_{ua}(x_i))}}
\]

\(\xi\) and \(\eta\) are parameters related to the optimization objective, which can be fitted by experiments.

2) CALCULATION OF STYLE SIMILARITY
The \(i\)th individual in the population is denoted as \(x_i\), and the phenotype of \(x_i\) can be expressed as Eq.(6),

\[
x_i = [x_{i1}, x_{i2}, \ldots, x_{ig}] | x_l \in [l_1^x, l_2^x, \ldots, l_g^x], \quad g \in [1, g]
\]

where, \(g\) mean the attributes that make up an individual, \(l_1^x, l_2^x, \ldots, l_g^x\) are the attribute value of \(x_{ij}\). Assume that \(x_l\) is the reference individual evaluated by user \(u\), \(x_j\) can be defined as Eq.(7),

\[
x_j = [x_{j1}, x_{j2}, \ldots, x_{jg}] | x_j \in [l_1^j, l_2^j, \ldots, l_g^j], \quad g \in [1, g]
\]

where, \(g\) mean the attributes that make up an individual, \(l_1^j, l_2^j, \ldots, l_g^j\) are the attribute value of \(x_{ij}\). Based on cognitive fuzziness, Gaussian function can be used to describe the attribute similarity relationship between individual \(x_i\) and \(x_j\), as can be seen in Eq.(8).

\[
u(x_i, x_j) = e^{-\frac{(x_{ij} - x_{ij})^2}{\sigma_{ua}(x_{ij})}}
\]

Then we calculate the average value of attribute similarity between individual \(x_i\) and \(x_j\), as shown in Eq.(9).

\[
u(x_i, x_j) = \frac{1}{g} \sum_{g=1}^{g} u(x_i, x_j)
\]

\(u(x_i, x_j)\) is non-dual, and the larger the value, the stronger the individual similarity.

3) RECOMMENDATIONS OF USERS EVALUATION RESULTS
The individual with the highest user evaluation result of generation \(t - 1\) is set as \(x_B\). On the basis of formula (10), the similarity between \(x_i\) and \(x_B\) of the current generation \(t\) can be calculated. In descending order of similarity, select the first \(N_C^u\) of \(g\) individuals and recommend them as satisfied ones.

\[
u_u(x_i, x_B) = \frac{1}{g} \sum_{g=1}^{g} u(x_i, x_B)
\]

The process of transforming the subjective evaluation into quantitative results is as follows: firstly, the subjective factor
$K$ is decomposed into several sub-factors, namely $K = \{k_1, k_2, \ldots, k_n\}$, where, $n$ is the number of sub-factors. Design weights for each subfactor, and set the weights as $W = \{w_1, w_2, \ldots, w_n\}$, which satisfies the following formula (11).

$$\sum_{i=1}^{n} w_i = 1 \quad w_i \in [0, 1]$$

For any automatically generated ceramic disc pattern, suppose the score set is $S = \{s_1, s_2, s_3, \ldots, s_n\}$, $s_i$ is the score of sub-factor $k_i$. Then, the final score of this ceramic disc pattern can be denoted as formula (12).

$$score = \sum_{i=1}^{n} w_i \cdot s_i$$

In order to further reduce the influence of subjective factors [35], this paper presents a method of scoring automatically generated ceramic disc patterns by multiple people simultaneously. According to the professional level of participants, they are divided into expert level and ordinary level. Assume that the number of participants is $m$. $score_i$ is the evaluation result of the participant $i$, $a_i$ the weight of $score_i$. If the participant $i$ is expert, $score_i = 1$; otherwise, $score_i = 0$. Then the overall score of the ceramic disc pattern is designed as follows:

$$score = \sum_{i=1}^{m} a_i \cdot score_i$$

C. ESTABLISHMENT OF USER PREFERENCE MODEL

User preference is defined as the rational choice made by people for products or services. It is the comprehensive result of the tradeoff between users’ cognition and psychological feelings. The user preference model is a nonlinear mapping from the subjective psychological space to the objective feature space. The user preference model $M$ can be defined as a binary group, denoted as $M = (I, F)$. Where, $I$ is a matrix, and each row of $I$ represents the genotype information of an evolutionary individual in the population. and $F$ is a column vector, representing the adaptive fitness of the corresponding evolutionary individual in $I$. The user preference model $M$ is expressed as follows:

$$M = \begin{pmatrix} a_{11} & \ldots & a_{1y} \\ \vdots & \ddots & \vdots \\ a_{d1} & \ldots & a_{dy} \end{pmatrix} \begin{pmatrix} f_1 \\ \vdots \\ f_d \end{pmatrix}$$

where, $a_{ij}$ represents a local gene segment that can only express a certain function, that is, the gene coding corresponding to a certain phenotype of an evolving individual. $f_i$ represents the fitness of evolved individuals $(a_{i1}, a_{i2}, \ldots, a_{iy})$. Where, $d$ represents the number of evolutionary individuals in the user preference model, $y$ the number of components of evolutionary individuals, $i = 1, 2, \ldots, d$; $j = 1, 2, \ldots, y$.

D. ADAPTIVE FITNESS ESTIMATION BASED ON USER PREFERENCE MODEL

In genetic algorithm, the fitness is used to measure the degree to which evolutionary individuals in a population can find the most satisfactory solution in the optimization process. And the individuals with higher fitness are more likely to inherit to the next generation. In the process of user interaction of our method, the fitness is directly assigned to evolutionary individuals, that is, fitness of the evolutionary individual represents the degree of user preference. However, under the constraint of human fatigue, the user preference model proposed in this paper can be used to evaluate individuals, and the most satisfactory solution can be found in a large solution space as soon as possible.

In order to reflect the user preference, this paper establishes the historical evaluation data of the user preference model to select the individual information whose fitness is higher than the average, that is, the individuals whose fitness is higher than the average of the evolutionary individuals evaluated by the user are called preferred individuals. Combined with the above concepts, the calculation formula of component preference value $f(e_{ij})$ is as follows:

$$f(e_{ij}) = \frac{\sum_{i=1}^{v} f_i p_j}{l} = \frac{1}{l} \sum_{i=1}^{v} f_i p_j$$

where, $l$ represents the total number of preference individuals that have been evaluated by users, $e_{ij}$ a type of style favored by users, $v$ the number of preferred individuals in $e_{ij}$ that have been evaluated by users, $f_i$ the individual fitness of preference $e_{ij}$ that has been evaluated by users, and $p_j$ the weight of components corresponding to $e_{ij}$, as shown in Eq.(16).

$$\sum_{j=1}^{v} p_j = 1$$

In consideration of the relation between the constituent parts of evolutionary individuals, the definition of preference combination is given in this paper. That is, in the process of evolution, when the occurrence frequency of component combinations exceeds a certain threshold value $\alpha$, such component combinations are called preference combinations. In the stage of fitness estimation, the fitness of evolutionary individuals with preference combinations should be correspondingly increased, and the preference combination coefficient $\lambda$ should be introduced. $\lambda$ depends not only on the frequency of composition $Freq$, but also on the number of composition components $Count$. That is, the more frequently a preference combination occurs and the more components it contains, the bigger $\lambda$ is. As can be seen in Eq.(17).

$$\lambda = \frac{Freq}{l} \times \frac{Count}{v} \quad Freq = 1,2, \ldots, l; \quad Count = 2,3, \ldots, v-1$$

Based on the combination of the fitness of each component and the relationship between the components, the adaptive
fitness estimation model of evolved individual \( x_o \) is provided in Eq. (18).

\[
f(x_o) = \begin{cases} 
(1 + \lambda) \sum_{j=1}^{y} f(e_{ij}) & \alpha \geq \alpha_c \\
\sum_{j=1}^{y} f(e_{ij}) & \alpha < \alpha_c 
\end{cases}
\]  

In formula (17), \( x_o \) denotes any newly evolved individual in our method, and \( \alpha_c \) the specific threshold.

To sum up, the user preference model in our method is based on the adaptive fitness of each independent component. And for the purpose of protecting the dominant gene from being destroyed, the individuals with the highest fitness value in each generation will be retained directly to the next generation. The process of our method is shown in figure 3.

**FIGURE 3.** The process of our method.

The basic process is as follows:

1. Set relevant parameters. (including population size, total number of users, crossover mutation probability, threshold \( \alpha_c \), etc.);
2. Evolutionary individuals are generated by random method to form the initial population;
3. Decoding: users evaluate the evolution of individual phenotype, and the fitness can be obtained through the user score in our algorithm;
4. Satisfaction judgment: if users are satisfied with the contemporary optimal individual, then go to step 10; otherwise, go to step 5;
5. Fatigue judgment: if users feel tired, go to step 7; otherwise, go to step 6;
6. Using evolutionary operation to generate a new generation of population, then turn to step 3;
7. According to the individual preference information, the machine learning is carried out to construct the user preference model;
8. A new generation of population is generated by genetic evolution operation. And for the new individuals generated by genetic manipulation, the fitness of individuals can be calculated by formula (17), and the individual with the highest fitness of the new population is presented to the user as the optimal individual of the current generation;
9. Satisfaction judgment: if users are satisfied with the contemporary optimal individual, then go to step 10; otherwise, go to step 7;
10. Finally, the most satisfactory solution is presented to the user, and population evolution algebra, user evaluation times and other statistical information are stored.

**IV. EXPERIMENTAL COMPARISON AND ANALYSIS**

**A. PARAMETER SETTING**

The development environment of this paper is Matlab 7.6.0. Considering the needs of man-machine interaction [36], users are required to automatically score the generated ceramic disk patterns, so the GUI mechanism of Matlab is used [37]. In this paper, ceramic disk patterns are selected and disassembled into parameters understandable by the computer. Then our algorithm is adopted to generate ceramic disk patterns. Moreover, rules and fitness are established to determine the extent to which users involvement affected genetic changes.

In order to verify the effectiveness of the method in this paper, our method is compared with three state-of-the-art methods [11], [14], [20]. In our method and other three comparison methods, the population size \( N \) is 150, the maximum evolutionary number \( T \) 20. And crossover and mutation probability are 0.6 and 0.01, the minimum and maximum values of the adaptive fitness 0 and 100, respectively. Besides, in our method, preference combination coefficient \( \lambda \) and the total number of users \( m \) are 20% and 20, \( \xi \) and \( \eta \) 7.363 and 0.986, separately.

**B. CODING OF CERAMIC DISK PATTERNS**

The ceramic disk pattern is composed of two types of grain genes, main gene and border gene, and is encoded by a 16-bit binary code string. Where the first 8 bits represent the style of the main gene, and 9 to 18 bits the style of the border gene. If represented in decimal, there are 256 sets of body and border styles, ranging from 0 to 255 integers. Users are required to choose a satisfactory design from 65536 candidate ceramic disk patterns according to their preferences. In this process, it can be thought that the genes make up the ceramic disk pattern; A ceramic disk pattern consists of two genes; A population consists of multiple individuals (patterns of ceramic disks); The fitness function determines the quality of each individual. Fig.4 and Fig.5 are examples of main genes and border genes, respectively.

**FIGURE 4.** Examples of main genes.
the weight of the corresponding factors to produce a certain style of pattern. For example, to generate a certain style of disk pattern, it can set the weight of the style to 0.6, and the weights of tone collocation and structure to 0.2, respectively. This paper takes the generated modern fashion style and fresh style as an example, as shown in Fig.6 and Fig.7.

When the weight of style is set to 0.6, and the weights of tone collocation and structure are set to 0.2, the relationship between pattern score and iteration times is shown in Fig.8. As can be seen from Fig.8, with the increase of the number of iterations, the maximum score presents a state of approximately monotonous increase. As the number of iterations increases, the increase of the highest score means that the unity of style is gradually improved.

D. ADAPTIVE FITNESS COMPARISON

It is further completed the fitness comparison of methods [11], [14], [20] and our method, and the experimental results are shown in Fig.9-10 and Tab.1-2. The following conclusions can be drawn from the figures and tables. (1) with the progress of the evolutionary process, the median point and width of the average fitness of the population of our method and methods [11], [14], [20] continuously decrease, and the population quality are continuously improved; (2) The user preference model of our method is combined with the individual fitness estimation. Compared with the fitness estimation method which only uses the predicted value, the operation efficiency of evolutionary selection is improved and the probability of finding a satisfactory solution is increased in our method; (3) By adopting our fitness estimation method, the quality of the optimal solution obtained is equivalent to the genetic algorithm based on the improved fitness function.

E. ALGORITHM PERFORMANCE COMPARISON

In order to compare the number of evolutionary algebras and satisfactory solutions, the proposed method and methods [11], [14], [20] were independently run for 50 times after

![Figure 5. Examples of border genes.](image)

![Figure 6. The generation of modern fashion style. (a) (b) (c) Ceramic disk patterns, (d) (e) (f) Physical ceramic disks.](image)

![Figure 7. The generation of fresh style. (a) (b) (c) Ceramic disk patterns, (d) (e) (f) Physical ceramic disks.](image)

![Figure 8. The relationship between pattern score and iteration times.](image)

![Table 1. Mean fitness comparison in midpoint change of our method and methods [11], [14], [20].](table)
setting parameters. Where, the satisfactory solution refers to the individual with the highest and second highest adaptive fitness of the exact number in each generation. The evolutionary generation (EG) statistics of the proposed method and methods [11], [14], [20] are shown in Fig.11 and Tab.3.

In Fig.11, our method has less evolutionary generation (EG). And the statistics of satisfactory solutions (SS) obtained by our method and methods [11], [14], [20] are shown in Fig.12 and Tab.3. It can be seen that our method obtains a large number of satisfactory solutions. This is because the similarity calculation of individuals in our method integrates the preference information of users, and in the process of fitness estimation of unevaluated individuals, the information of all individuals evaluated by users is integrated. Our method considers the weight of each component and the influence of component combination preference, so more information can be used. What’s more, it also proves the effectiveness of calculating fitness on the basis of user preference.

Combined with Fig.11 and Fig.12, it can be seen that our algorithm can obtain more satisfactory solutions in less evolutionary generations, which speeds up the convergence speed of our algorithm and shows better evolutionary optimization ability. With less evolutionary generation, the time consumption of our method is reduced, and the efficiency is improved.

TABLE 2. Average width of fitness comparison of our method and methods [11], [14], [20].

| Methods      | Average | 10  | 20  | 30  | 40  | 50  |
|--------------|---------|-----|-----|-----|-----|-----|
| Method [11]  | 15.5    | 21.7| 19.5| 15.0| 12.6|     |
| Method [14]  | 17.4    | 10.0| 12.0| 7.0 | 10.3|     |
| Method [20]  | 13.6    | 11.7| 7.3 | 19.5| 17.1|     |
| Our method   | 4.1     | 2.9 | 2.5 | 5.5 | 3.1 |     |

V. CONCLUSION

When the core technology of ceramic firing tends to mature, the appearance design of ceramic disk products will become one of the key factors to gain competitiveness and occupy the market quickly. For a long time, scholars devote themselves to the research of product modeling and design, hoping to realize the automation and intelligence of product design process.

In this paper, interactive genetic algorithm based on user preference fitness is used to generate ceramic disk pattern. The improved method completed the calculation of user interest and style similarity, and realized the establishment of user preference model. The individual similarity calculation of the algorithm integrates the user preference information to make the calculation results more objective. Our algorithm...
can generate different styles of ceramic disk patterns with satisfactory tonal collocation and structure. Besides, our method can obtain more satisfactory solutions in less evolutionary generations, which accelerates the convergence speed and shows better evolutionary optimization ability.

In the next stage, we plan to apply our method to the design of ceramic vases patterns.
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