Towards a complex systems approach in sports injury research: Simulating running-related injury development with Agent-Based Modelling
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ABSTRACT

There have been recent calls for the application of the complex systems approach in sports injury research. However, beyond theoretical description and static models of complexity, little progress has been made towards formalising this approach in a way that is practical and meaningful to sports injury scientists and clinicians. In this paper, we used a computational modelling method known as Agent-Based Modelling (ABM), and applied it in the context of distance running-related injury (RRI). The primary aim was to demonstrate the method and simulate the dynamic relationship between the absolute weekly running distance and RRI, as well as the relative change to weekly running distance and RRI, through the manipulation of various athlete management tools. The ABM was developed based on sports injury and RRI causal theory, and incorporates evidence gathered from studies using the acute:chronic workload ratio (ACWR), an approach that calculates changes in training load. The findings show that building weekly running distances over time, even within the reported ACWR ‘sweet spot’, will eventually result in RRI as athletes reach and surpass their individual physical workload limits. Specifically, introducing training-related error into the simulation and the modelling of a ‘hard ceiling’ dynamic resulted in a higher RRI incidence proportion across the population at higher absolute workloads. The implications of this proof-of-concept study extend beyond the presented model. In particular, the ability to dynamically simulate known sports injury mechanisms offers a practical starting point to further examine and/or apply more sophisticated computational models that can account for the complex nature of sports injury aetiology. Alongside traditional forms of scientific inquiry, the use of computational modelling approaches should now occupy a methodological and analytical space in sports injury research.
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INTRODUCTION

In the sports injury aetiology and prevention research field, the use of the ‘complex systems approach’ has been recently promoted\(^1\). Inspired by previous work that questioned the routine application of reductionist scientific methodologies and statistical techniques\(^2-4\), Bittencourt and colleagues\(^1\) argued for a new causal approach. This approach recognises that sports injury is a ‘complex emergent phenomenon’, resulting from the interactions among different factors (i.e. a web of determinants), which may produce regularities (i.e. a risk profile), that are antecedent to the emerging pattern (i.e. sports injury). In brief, the theoretical assumptions underpinning the complex systems approach can be traced back to general systems theory\(^5\), which identifies several characteristics of complexity as a general philosophical precept. These include, but are not limited to, adaptation and learning, tight coupling, causal feedback, non-linear relations, sensitivity on initial conditions, threshold effects, stochasticity, and historical dependency. Those characteristics have featured across multiple discussions in the sports injury scientific literature\(^1\, 4\, 6\, 7\), however no study has yet applied a recognised method which has the capability to dynamically simulate and better understand complex systems causal patterns and processes. One computational modelling method that shows early promise, and has been suggested as a suitable approach for sports injury research\(^1\, 2\, 4\, 8\), is Agent-Based Modelling (ABM).

In this paper, we develop a first-of-its-kind ABM in the field of sports science, and apply it in the context of distance running-related injury (RRI). Distance running is considered a pertinent example to use from a technical point of view given that the main participatory-related exposure can be readily defined. There are three aspects to the model which underpin the concept, design, and operation: (i) its development is based on the complex systems approach\(^1\), and so
investigating the application of a novel complex systems method in sports injury research represents an important line of inquiry; (ii) the ABM is informed by contemporary sports injury and RRI causal theory; and, (iii) it incorporates the acute:chronic workload ratio (ACWR), an evidence-based approach that calculates relative changes in training load. The primary aim of the ABM is to simulate the dynamic relationship between the absolute weekly running distance and RRI, as well as the relative change to weekly running distance and RRI, through the manipulation of various model parameters (see section titled, ‘athlete management tools’).

From a methodological standpoint, using ABM to simulate the relationship between workload and sports injury development is a considerable step forward in terms of complexity science and the systems thinking sports injury literature. Indeed, during the last decade, there have been a series of articles that share a number of progressive commonalities. Initially, Quatman et al proposed a conceptual-methodological framework encompassing the integration of in vivo, in vitro, and in silico techniques to better understand the development of anterior cruciate ligament injury. In particular, the authors stated that the greatest advances in sports injury research are likely to come from a new methodological paradigm that allows us to think, theorise, and locate appropriate applications that consider the nature of the complex relationships among different exposures. Shortly afterwards, Mendiguchia et al argued for the same paradigm shift, advocating that sports injury research was required to move beyond the process of wanting to isolate risk factors, to a conceptual model encompassing ‘dynamic simulations’ and the possibility to ‘modify different parameters’. More recently, Hulme and Finch and Bittencourt et al have suggested the use of systems dynamics modelling and ABM for the explication and testing of theoretical causal assumptions in relation to injury development, as well as for the
simulation of complex sports injury aetiologic mechanism(s). Further systems-based work has since applied a method from the human factors and ergonomics domain\textsuperscript{16}, and developed a more holistic, ‘complex systems model’ of RRI development and prevention\textsuperscript{14 15}. Notwithstanding the evolution of systems thinking applications in sports injury research, most scholarly contributions have been descriptive in nature\textsuperscript{1-4 6 7}, or have involved the development of static frameworks and models\textsuperscript{14 15}. As such, to advance this body of work, it is necessary to apply a computational modelling approach which can simulate dynamic behaviours within complex sports systems, and/or understand how systems change over time.\textsuperscript{14 15}

With regard to scientific theory and clinical practice, the use of ABM has the potential to generate new findings and insights about sports injury aetiology and prevention, which can then be used to support clinical decision making. Healthcare practitioners rely upon a wide range of study designs and different forms of evidence in which to prescribe the most efficacious therapeutic or preventive interventions to athletes\textsuperscript{17-19}. For that reason, there is a need to investigate how, as a proven complementary method to routine epidemiologic inquiry\textsuperscript{20-23}, ABM can dynamically simulate known mechanisms of sports injury (i.e. workload and RRI), so that it is possible to develop more sophisticated and clinically-relevant complex systems models moving forwards. In taking the next formal step, this study represents the transition away from theoretical description and static modelling approaches\textsuperscript{1-4 6 7 14 15}, and examines the feasibility of computational modelling for studying the complex and dynamic nature of sports injury moving forwards. Therefore, the purpose of this study is to introduce computational modelling to sports injury research, and demonstrate the potential utility of ABM as a viable method for studying complex injury dynamics in future theoretical and practical applications.
METHODS

Agent-Based Modelling

As a computational method, ABM simulates the actions and interactions of heterogeneous, autonomous ‘agents’, to assess the effects of their behaviour on the system as a whole\(^\text{24-25}\). Agents in an ABM can constitute any self-contained and goal directed entity, including but not limited to, molecules, cells, pathogens, people (e.g. athletes, runners, sports teams), animals, automated vehicles, organisations, and/or entire synthetic populations\(^\text{26-27}\). In the case that the agents are representative of individual persons, the model operator can assign demographic and lifestyle-related characteristics such as age, sex, diet, medical history, and injury susceptibility, as well as cognitive rules pertaining to memory, personality, behaviour, and/or intelligence\(^\text{28}\). This means that agents can learn over time based on past experiences, update their internal states, adapt to changing environmental circumstances, and demonstrate any other characteristic or behaviour that has been explicitly defined. Based on its ‘ground-up’ modelling approach, ABM can be used to explain how populations self-organise, and create patterns of global behaviour that are not predictable or programmed into each agent type \textit{a priori}. For this reason, ABM is a powerful tool when wanting to ascertain, by what mechanism(s), the collective behaviour among individual agents gives rise to emergent-level phenomenon (e.g. sports injury). The model itself simulates the passage of time in discrete ‘time steps’, each step of which can correspond to either seconds, minutes, days, weeks, years, or decades depending on the purpose of study.

Many different health-related contexts have applied ABM. A notable example is the Global-Scale Agent-Based Model, which simulated 6.5 billion persons, and explored how various
behaviours and contact points shaped the transmission rate and distribution of the H1N1 swine flu virus\textsuperscript{26,27}. Other studies have integrated ABM with Geographic Information Systems science to improve comprehension of how the measles disease propagates through an urban environment\textsuperscript{29}. In the non-communicable health context, ABM has been used for multiple purposes\textsuperscript{30}, including the evaluation of policy-level and environmental intervention strategies for improving diet and promoting exercise\textsuperscript{31-33}. Specifically, Yang and co-workers\textsuperscript{31} used ABM to examine the impact of certain policies aimed to change population-level attitudes towards walking among individuals from different socioeconomic backgrounds. In the medical and healthcare context, ABM has emulated a real-world lifestyle modification program for individuals with diabetes, and estimated the morbidity and economic outcomes associated with the modification of certain parameters (e.g. pharmacologic delivery options) over a 30-year period\textsuperscript{34}. The latter model was instantiated with empirical data, and used sensitivity analysis to ascertain the degree of model error. Since initial applications in the mid-1990s, the use of ABM has continued to gain popularity in parallel with the evolution of information technology and computing power\textsuperscript{35}. For further information pertaining to the origins, purpose, and general use of ABM, the reader is referred to other more comprehensive articles\textsuperscript{24,25,28,35}.

**The distance running Agent-Based Model**

The distance running ABM was constructed using the NetLogo toolkit (version 6.0.1), a cross-platform, open-source, programmable modelling environment for simulating natural and social phenomena (https://ccl.northwestern.edu/netlogo/\textsuperscript{36,37}). The simulation environment was representative of a track and field overlay with dimensions of 70 x 30 patches (arbitrarily scaled distance units) (Electronic Supplementary Materiel Figure 1). To guide the reader through the
different stages of ABM development, the following four phases are described: (i) defining the personal characteristics of the synthetic agent population (hereby referred to as ‘runners’, or the ‘running population’); (ii) initialising the model and establishing baseline procedures; (iii) implementing four distinct ‘athlete management tools’ (i.e. these tools drive the dynamics of the model); and, (iv) establishing the conditions surrounding the execution of the simulation procedure itself.

Phase one: running population characteristics

The distance running ABM contained 1000 runners. This number of runners was chosen for the purpose of being able to capture aggregate, population-level dynamics and patterns. Each runner possessed personal characteristics that could affect their physical capacity to tolerate an applied external running workload, defined as the number of kilometres (km) undertaken in any given training week (p/w). These characteristics included body mass index (BMI), biomechanics, footwear, sleep, diet, recovery, and genetics, and were selected based on a recent framework of RRI aetiology\textsuperscript{10}. To support a comparison of those factors across runners, the relative ‘quality’ of each characteristic was standardised and drawn from a random-normal distribution with a mean of zero (e.g. an ‘average’ diet or sleep quality), with a standard deviation of 0.3 (i.e. this maintained most runners between a range of +1 and -1).

An additional characteristic that each runner possessed was a maximum workload potential (MWP) state. In accordance with contemporary sports injury and RRI causal theory\textsuperscript{9-11}, surpassing the MWP state was equivalent to the absolute external running workload exceeding a specific musculoskeletal structure’s physical capacity. Safely reaching the MWP state without
surpassing it assumes a perfect environment, training, and management regimen. For each runner in the ABM, their initial MWP state was set to a random-normal mean of 65.0km p/w, with a standard deviation of 10.0km p/w. This produced a population-based MWP distribution that acknowledged not all runners had an equal upper workload limit. It is worth noting that the selection of runners’ characteristics and the MWP state values are not necessarily integral to the operation of the simulation or the validity of its outputs. Rather, this proof-of-concept approach was focussed on demonstrating how ABM can be both programmed and used to simulate the relationship between workload and RRI risk – and by extension – overall population-level athletic performance.

*The acute:chronic workload ratio*

Central to the distance running ABM is the ACWR$^{12,13}$. As a means of facilitating sports performance optimisation, the ACWR can be used to guide the prescription of future workloads. There are two components to this metric: (i) the ‘acute’ phase, which represents the training load undertaken in the most recent week (i.e. a 1-week block); and, (ii) the ‘chronic’ phase, which signifies the average training load undertaken in the month prior (i.e. a 4-week block)$^{12}$. Calculating the ACWR involves dividing the acute phase (e.g. 60.0km of running), by the chronic average (e.g. 50.0km), giving in this case a ratio of 1.2 (i.e. 20.0% workload increase).

The ACWR is theoretically driven and practically appealing. Well-developed physical qualities and musculoskeletal adaptations produced during chronic training phases will build athletic resilience and protect against injury$^{12,13}$. Gradually increasing workloads, and closely tracking week-to-week changes to training regimens, is more important than the absolute applied
workload exposure at any given time\textsuperscript{38,39}. Prospective epidemiological investigations have found that when the acute training load is equal to, or less than, the chronic phase (i.e. ACWR ratio \( \leq 1.0 \)), the risk of non-contact, soft-tissue injury is significantly lower than ratios of \( \geq 1.5 \textsuperscript{40} \).

Although further research is yet to be conducted to strengthen existing evidence e.g.\textsuperscript{41-46}, an ACWR between 0.8 and 1.3 has been coined the ‘training sweet spot’, whereas a ratio between 1.3 and 1.4, and \( \geq 1.5 \), represents a moderate and high risk injury zone, respectively\textsuperscript{12,47}.

In response to the growing interest around the ACWR, concerns have been raised about the use of rolling averages to assess workload and sports-related injury risk\textsuperscript{48-50}. The two main limitations with the traditional ACWR calculation are: (i) averages fail to account for variation over time such that day-to-day patterns and ‘spikes’ in the applied workload are smoothed; and, (ii) rolling averages neglect the decaying nature of stimuli over time\textsuperscript{48}. As such, a non-linear training model that places increasing weighting on the daily workloads undertaken towards the end of a chronic training phase has been proposed\textsuperscript{50}. The exponentially-weighted acute:chronic workload ratio (EW-ACWR) was found to be significantly more sensitive than the traditional ACWR at identifying injury likelihoods at upper training load ratio ranges (i.e. \( \geq 1.5 \))\textsuperscript{49}. Along with the traditional ACWR, the EW-ACWR was incorporated into the distance running ABM as an option for calculating the relative variation in runners’ workload.

Phase two: model initialisation

At the start of the simulation, each runner was assigned a standard running history spanning the previous 28-day period to standardise the model. This history allocated a total of 20.0km p/w in each 7-day block preceding each day in the prior 28-day period. Therefore, at ABM
initialisation, each runner had 20.0km p/w history of running in the previous training week, and had a rolling average of 20.0km p/w for the past month. This produced both an initial ACWR and an EW-ACWR of 1.0 (i.e. each runner had a consistent workload in relation to a previously recorded workload over the past 28 days as calculated under each regimen).

Phase three: athlete management tools

The distance running ABM incorporated four athlete management tools that were manipulable by the model operator. The first of these tools is the ‘ramp-up rate slider’, which dictated the rate at which runners applied and increased workload over time. Specifically, the goal of each runner in the system was to maximise the absolute distance they were able to run per week without sustaining RRI. That is, safely reach the MWP state and remain there. To achieve this, the simulation started with runners’ gradually increasing their weekly kilometres at a rate determined by the user-defined ramp-up rate. The lower the ramp-up rate, the longer the time frame before the running population reached a MWP state. Conversely, higher ramp-up rates resulted in runners rapidly ascending to their upper workload limits. For the purposes of experimentation, runners’ workloads were increased within the reported ACWR sweet spot of between 5.0% and 30.0%, in increments of 5.0%. This resulted in a total of six possible ramp-up rate conditions.

The second athlete management tool was an ability to approximate a runner’s individual adherence, misrepresentation, or miscalculation of the advice provided by, for example, a coach or healthcare professional as to how much training should be undertaken per week. The ‘random variation slider’ introduced noise into each runner’s planned workload, adjusting the ramp-up
rate by a mean of 0.0%, but with increasing standard deviations of 0.0% (i.e. perfect training adherence), 1.0% (i.e. moderate training adherence), or 2.5% (i.e. poor training adherence). The formula for the calculation of workload in the current week is shown in Equation 1, where $cw =$ workload in the current week, $pw =$ workload in the previous week, $r =$ ramp-up rate, and $error =$ random variation.

**Equation 1.**

\[ cw = pw \times (1 + (r + error)) \]

The third athlete management tool that was manipulated by the model operator was the ability to adjust the way in which the ACWR was calculated. Although differences between the traditional ACWR and the EW-ACWR metrics correspond to approaches that calculate changes in workload, the distance running ABM was constructed so that altering the estimation of the ratio (i.e. either non-weighted or weighted) could affect RRI risk. Therefore, the risk of RRI in each week was based on either the ACWR or EW-ACWR calculation, of which both dynamically responded to the user-defined ramp-up rate and random variation condition. Accordingly, if a given runner’s calculated workload ratio was $\geq 1.1$, then the likelihood of RRI was proportional to the cubed value of their allocated ACWR or EW-ACWR condition. This produced an exponentially increasing risk of RRI that approximated the observed likelihood of sports injury development as found in empirical studies (Figure 1)$^{12}$. To provide a visual indication to the model operator of the health of the running population at any given time, runners who incurred a
RRI doubled in size, turned red in colour, and were transferred to the centre of the simulation environment. Upon sustaining RRI, a given runner’s workload dropped to 5.0km per week.

The fourth and final athlete management tool under manipulation was a binary condition relating to the runner’s individual MWP state. In the latter condition, whereby an individuals’ MWP was unknown (i.e. ‘off’), the calculation of runners’ future training was based on the workload in the most current week, multiplied by the ramp-up rate, and adjusted for random variation (Equation 1). A second condition was constructed whereby runners’ workloads were further adjusted based on how close the current workload was to their MWP state. This calculation recognised that the running population had a randomly distributed MWP that was guaranteed to be reached under conditions of continuous, compounding growth (i.e. MWP state ‘on’). The formula for this calculation is shown in Equation 2.

\[ cw = pw * \left( 1 + \left( r * \left( 1 - \frac{pw}{mwp} \right) \right) + error \right) \]

Phase four: establishing the conditions of the simulation
The set combination of the six ramp-up rates, three random variation conditions, two ACWR calculations, and two MWP states produced a 72-condition matrix. Given stochastic elements within features of the ABM, modelling under the 72 different possible conditions was repeated 10 times for 1000 model time steps, or days (~143 weeks). This produced a total computational model encompassing 720,000 individual simulated runners monitored over a total of 720,000 days (~102,800 weeks). Upon completion of the simulation, data were exported from the NetLogo\textsuperscript{36,37} software into spreadsheet processing software (Microsoft Excel for Windows).

**RESULTS**

There were no differences between the ACWR and the EW-ACWR calculations in relation to changes to workloads or RRI incidence proportions across the six ramp-up rates and the three random variation conditions under both MWP states (Supplementary Material Table 1). The EW-ACWR was, however, more sensitive than the traditional ACWR at responding to individual-level workload fluctuations (Figure 2). The differences between the 0.0% and 1.0%, and 1.0% and 2.5% random variation conditions did not considerably affect workloads or RRI incidence proportions (Supplementary Material Table 2). As such, we examined the interaction between the six ramp-up rates and the two most extreme random variation conditions, that is, 0.0% (perfect training adherence), and 2.5% (poor training adherence) under both MWP states.

<<<<<< Insert Figure 2 about here >>>>>
**Perfect training adherence (random variation 0.0%)**

When the random variation was set to 0.0%, and the MWP state was set to on, the running population maintained the highest workloads relative to when the MWP was set to off (Figure 3). Similarly, higher ramp-up rates over the simulated timeframe also resulted in higher maximum workloads. Specifically, at a 5.0% and 30.0% ramp-up rate, the distance performed by the runners was 53.8km p/w and 62.5km p/w, respectively. Under the same set of conditions, the RRI incidence proportion was 0.0%. Conversely, with the MWP state set to off (i.e. runners could overshoot their MWP state), the RRI incidence proportion climbed from 4.2% to 30.1% across the six ramp-up rates.

<<<<< Insert Figure 3 about here >>>>>

The variability around workloads and RRI incidence proportions under the two different MWP states can be viewed in the dynamic ABM output plots (Figure 4 and 5). With the MWP set to on, the running population consistently increased their workload, and aware of the threshold over which they would sustain RRI, safely reached a performance ceiling (Figure 4). With the MWP state set to off, a given runner invariably surpassed their physical capacity and sustained a RRI (Figure 5).

<<<<< Insert Figure 4 and Figure 5 about here >>>>>
The workload across the six ramp-up rates remained relatively stable with the MWP state set to off (Figure 3). Accordingly, a 5.0% ramp-up rate resulted in runners spending a proportionately greater amount of time performing lower weekly running distances to the benefit of fewer RRIs (Figure 6). On the other hand, a 30.0% ramp-up rate reduced the length of time that runners spent at lower workloads, but equally resulted in a higher RRI incidence proportion. Across the population, MWP spikes stabilised with relatively longer periods of workload growth.

<<<<< Insert Figure 6 about here >>>>>

**Poor training adherence (random variation 2.5%)**

Introducing training error into the runners’ ramp-up rates resulted in changes to both workloads and RRI incidence proportions (Figure 7). This condition simulated a scenario where runners were aware that a MWP state existed, but they could only estimate the value within a 2.5% random variation. At a 5.0% and 30.0% ramp-up rate, the mean distance performed by the runners was 29.9km p/w and 35.3km p/w, respectively. The RRI incidence proportion was higher across the six ramp-up rates relative to the 0.0% random variation condition.

<<<<< Insert Figure 7 about here >>>>>
With the random variation set to 2.5%, there was an initial upwards workload trajectory as runners climbed towards their MWP state (Figure 8). As a given runner approached and misjudged their MWP state due to training error, a higher RRI incidence proportion across the population brought the workload down over the 143 weeks.

<<<<< Insert Figure 8 about here >>>>>

**DISCUSSION**

The purpose of this study was to introduce computational modelling to sports injury research, and demonstrate the potential utility of ABM as a viable method for studying complex injury dynamics in future theoretical and practical applications. To achieve that purpose, an ABM was developed with the aim of simulating the dynamic relationship between the absolute weekly running distance and RRI, as well as the relative change to weekly running distance and RRI, through the manipulation of four athlete management tools (i.e. six ramp-up rates, three random variation conditions, two ACWR calculations, two MWP states). This was an important step in terms of complexity science and the systems thinking sports injury literature, particularly as no study has yet formally demonstrated the use of computational modelling in this context. Previous attempts to describe and/or apply the complex systems approach have resulted in the development of static frameworks or models that are not capable of simulating dynamic behaviours and emergent properties within complex sports systems, and/or understanding how systems change over time. Aside from its practical offerings, this paper also reiterates the
longstanding need for a paradigm shift toward ‘dynamic simulations’ and complex modelling\(^2\). Although the distance running ABM has effectively simulated the occurrence of sports injury in a population of runners, there remains a need to highlight what ABM can offer to the field of sports injury research more broadly. Therefore, the following discussion is structured around the main take-home messages, and subsequently outlines important considerations when aiming to use ABM in future research-based applications. The intention is to not only clarify the potential contribution of ABM, but also to inspire researchers and clinicians to continue to explore computational modelling and further develop applications in the sports injury context.

With regard to the presented simulation dynamics, a useful way of conceptualising the distance running ABM is to consider the rate at which the running population climbed towards a MWP state. Depending on the predefined ramp-up rate plus error condition, the goal of the agents was to run safely toward their maximum performance level. With the MWP state set to on, and the random variation condition set to 0.0% (i.e. perfect adherence to instruction), the running population appropriately identified their workload limits, and sustained the lowest number of RRIs. Conversely, increasing the random variation to 2.5% (i.e. poor adherence to instruction) whilst leaving all other conditions equal, adversely affected workloads and RRI incidence proportions over the course of the simulation. The maximum workload across the six ramp-up rates was comparatively lower when training error was higher because runners were misjudging the applied workload, and therefore sustaining RRI despite being aware of their MWP state.

Setting the MWP state to on and increasing the level of random variation in the model is representative of a real-world sports training situation. Distance runners, coaches, and qualified healthcare professionals are aware (or should be) that a MWP state exists, but knowing precisely
where that upper individual limit is, and how to get there safely, is arguably one of the greatest challenges in prescribing future training loads. Despite the proven utility of workload calculation approaches such as the ACWR\textsuperscript{40-46}, the distance running ABM has demonstrated that building weekly running distances over time, even within reported sweet spot guidelines of up to 1.3\textsuperscript{12,13,47}, will eventually result in RRI as athletes reach their upper physical limits. This was supported by the simulation, as RRI was primarily generated by runners’ surpassing their MWP state, and not due to extreme relative changes in the applied workload. Exceeding a physical capacity to tolerate workload is, however, not a new concept, and a ‘ceiling effect of safety’ has been described in the literature\textsuperscript{51,52}. The findings of present study support the view that the calculation and prescription of athletic workloads should not be performed in isolation (i.e. with a single metric), and requires a comprehensive, individualised, and flexible approach\textsuperscript{11,39,53}.

Another insight offered by the simulation relates to the trade-off between a lower versus higher weekly ramp-up rate under the 2.5\% random variation condition at different stages of recovery following RRI. Results showed that, in general, a higher ramp-up rate after returning from RRI resulted in greater maximum running distances over the course of the simulation as runners quickly returned to their pre-injury workload levels. For those athletes in the process of returning from RRI, this may be seen as positive. However, this relationship was offset by a higher RRI incidence proportion at the population-level. Specifically, in the early stages of recovery and prior to reaching their MWP state, runners experienced a greater margin of error when either miscalculating workload or not observing the recommended ramp-up rate. However, when runners’ physical capacity to tolerate workload had been reached, any error to the applied running distance, irrespective of its magnitude, resulted in RRI. This ‘hard ceiling’
dynamic shows that it may be advantageous for runners who wish to maintain high distances over extended periods of time, to think long-term about their training, or perhaps even slightly refrain from wanting to regularly operate at their perceived level of peak performance. Whilst this simulation was modelled on understanding RRI occurrence in a ‘general population’, the implications of this dynamic indicated fragility at the extremities of performance for the more serious runner who might aim to participate in competitive events. Athletes, running coaches, and healthcare practitioners are reminded that although it is necessary to progressively and systematically increase external workloads over time, it is as equally important to continuously monitor and measure internal physiological and psychological responses to that load.

The conceptual basis and development of the distance running ABM was attributable to the complex systems approach. For this reason, it is worthwhile to briefly outline the main distinction between computational modelling methods and more traditional analytical approaches for studying health-related multifactorial aetiologic mechanisms and complex systems phenomena. First and foremost, ABM is best used for exploring and understanding mechanisms and theories in complex systems that are unknown or contested. Conversely, traditional statistical modelling approaches, such as regression analyses, are useful for testing a priori hypotheses and analysing already collected data. Although it is possible to analyse the results of a given ABM, it is not strictly a tool for analysing – it is a tool for understanding and generating hypotheses that can be empirically tested with statistical modelling. It is a way to dynamically simulate a range of complex systems characteristics that engender higher-level patterns that emerge from local, individual-level agent behaviours, thus enabling insight into how those patterns emerged with no ‘top down’ planning. As such, the application of ABM to a
practical sports injury problem should be considered supplementary to epidemiologic inquiry, and requires a substantial epistemological and conceptual change in the way scientists and clinicians think about, and approach, the study of complex injury dynamics.

When studying complex systems phenomena with ABM, it is expected that a greater reliance is placed on theory relative to data\textsuperscript{56}. That is, ABM cannot offer the same level of external quantitative credibility that traditional analytical approaches and statistical techniques can provide\textsuperscript{57}. On the other hand, ABM enables the analyst to establish a balance between realism (i.e. face validity), generality (i.e. qualitative abstraction), and numerical precision (i.e. fineness of model specification). This balance can be achieved by triangulating different forms of evidence and using empirical data to parameterise models when assigning agent characteristics and environmental rules at baseline\textsuperscript{58}. Notwithstanding the reported guidelines around the development, calibration, and validation of computational simulations\textsuperscript{54,59}, ABM is effectively an in-silico laboratory that can provide scientists and clinicians with a means of testing ideas and mechanisms of how their ideas may work in practice, albeit without undue financial, ethical, or logistical implications that are associated with real-world ‘pilot’ studies\textsuperscript{55}. For instance, it is possible to situate agents within a social network and broader spatial context, duplicate initial baseline conditions, and subsequently change only one aspect of the model. Thus, a range of experimental scenarios can be trialled repeatedly, providing scientists with a powerful agent-based counterfactual simulation that evaluates the likely effect and impact of different health-related strategies and policies\textsuperscript{55,56,60}. To be precise, ABM has been successfully used to emulate the randomised controlled trial for patients with diabetic retinopathy, allowing for the examination of hypothetical interventions targeting vision loss\textsuperscript{61,62}. 
Given the flexibility and benefits of computational modelling, it is not surprising to find that ABM has been used to simulate cyclical, self-reinforcing feedback mechanisms among individual microunits, such as people, cells, and molecules, to identify emergent patterns of behaviour, such as disease transmission dynamics\textsuperscript{63}, wound healing processes\textsuperscript{64,65}, and adaptive immunity\textsuperscript{66}. Indeed, one advantage of ABM is that the complex interactions between agents can (and ideally should) be explicitly modelled. Conversely, standard causal inference methods based on epidemiologic counterfactual reasoning are grounded in the Stable Unit Value Treatment Assumption, which explains that the effect of a given exposure and/or outcome of one individual is not affected by the exposure and/or outcome of others\textsuperscript{35,55}. However, depending on the context and scope of analysis, this assumption is often violated when there is interference among units leading to biased causal effects\textsuperscript{67} (e.g. athletes are capable of influencing the behaviours of their peers). A final consideration when using certain regression-based analyses (e.g. logistic regression, survival analyses), and something to which ABM can potentially circumnavigate, is the events-per-variable requirement\textsuperscript{68,69}. In the absence of large scale data sets, other methods such as ABM might prove useful for simulating hundreds or thousands of agents, each of whom can be assigned personal characteristics and behaviours. Simulating a considerably large population might lead to a sufficiently large number of injurious events per explanatory variable modelled, affording insight into possible mechanisms that generate certain outcomes. Although beyond the scope of this paper, a more complete list of the advantages and disadvantages of ABM should be provided and contextualised within the sports science field.

On the whole, and in terms of sports injury research, ABM has the potential to test supposed aetiologic mechanisms, generate new causal hypotheses, investigate the extent to which different
factors and their interactions influence the onset of injury, or examine the impact of new hypothetical injury prevention strategies within considerably large synthetic athlete populations. Irrespective of why ABM is used, its development has to be carefully planned, debated, and scrutinised over a series of iterative stages that starts with a verified working model, similar to the distance running ABM presented. There is now a need for future computational modelling applications to explore how ABM can be used to simulate more advanced complex systems characteristics in relation to sports injury aetiology and prevention.

**Limitations and research-based considerations**

This proof-of-concept study is not without limitation. First and foremost, the intention of the ABM was not to offer original data nor provide practical knowledge about how to safely increase workloads for running performance optimisation. For example, runners’ personal characteristics such as BMI were not explanatory in the sense of impacting on the results, and this should motivate future computational applications to either build on the distance running ABM directly (Supplementary NetLogo Code provided), or draw upon its premise to guide the development of dynamic simulations in other sports domains. For that reason, the model was not instantiated with data, and the selection of runners’ personal characteristics, as well as numerical values pertaining to workload and RRI risk, were based on subject matter expertise (AH and RN), contemporary RRI causal theory\textsuperscript{9,10}, and evidence around the ACWR\textsuperscript{12,13}. We contend that this provides a practical position from which to further explore computational modelling.

Another limitation relates to the different classes of agent-based computational simulations that can be developed. For example, the distance running ABM is more representative of an
engineering-theoretic model, as runners responded to their environment (i.e. direction from the coach) but operated independently from one another. Conversely, a typical ABM in the social sciences aims to understand how the mechanism of interaction between boundedly rational agents leads to the emergence of global patterns and collective behaviour. Extending the current model to include local level interactions between agents and factors could be a means of providing further insight into the role of specific mechanisms that drive behaviour and injury incidence, as well as recovery among the running population. Although there are many different ways to advance the distance running ABM, it is essential that extensions are biologically plausible, theoretically reasonable, and numerically precise where relevant.

In terms of research-based considerations, ABM is arguably more amenable to the study of infectious disease. This is because agent interactions are predicated on known contagion dynamics, and can be bolstered with historic epidemic data. Conversely, developing models for noncommunicable health-related conditions requires a degree of ingenuity, and this proved challenging in the current study. Developing ABM requires the expert use of an object-oriented programming language (e.g. Java, Python, C++), and the wide range of available computer-based software packages could be disconcerting. Overcoming these hurdles and transitioning to computational modelling requires a multidisciplinary team comprising epidemiologists, biostatisticians, and persons with proven level of expertise in coding and programming.

CONCLUSIONS

It has long been argued that the adoption of a complex systems approach in sports injury research and practice will provide a paradigm shift in how injury is understood and prevented. However,
beyond theoretical description and static models of complexity, little progress has been made in formalising this approach in a way that is practical and meaningful to sports injury scientists and clinicians. In short, a true complex systems approach has not yet been applied. However, in demonstrating for the first time the use of ABM to simulate RRI, this study provides a compelling case for the use of complex systems modelling methods in the sports injury context moving forwards. The distance running ABM was underpinned by contemporary RRI causal theory, and incorporates the ACWR, an approach that calculates relative changes in workload. The findings indicate that the model can simulate fundamental running workload and RRI dynamics in a simulated population. Specifically, when runners were aware of their upper workload limits, and perfectly adhered to training-related instruction, the running population maintained the highest level of performance whilst sustaining the lowest number of RRIs. Conversely, under the same set of conditions, poor adherence to training-related instruction adversely affected workloads and RRI incidence proportions over the course of the simulation. The model also served to confirm that the calculation and prescription of athletic workloads should not rely upon the use of single metric, and requires a comprehensive, personalised, and adaptable approach. This is especially true for runners who are operating close to their physiological potential. The implications of this study, however, extend beyond the presented model. In particular, scientists and clinicians interested in the philosophy of complex systems and their associated emergent dynamics should start to explore what ABM can offer to a specific sports injury problem of interest. Alongside the continuing use of traditional epidemiological and clinical research-based applications, the use of ABM should now occupy a methodological and analytical space in sports medicine research.
What are the findings?

- There was a need to introduce complex systems computational modelling to the field of sports injury research. The use of methods such as ABM are complementary alternatives to routine analytic approaches which can be limited by traditional statistical assumptions.
- This proof-of-concept study applies Agent-Based Modelling (ABM) in the context of running-related injury (RRI). The findings show that the distance running ABM can simulate fundamental running workload and RRI dynamics.
- The simulation demonstrated that although it is important to maintain workloads within the ACWR sweet spot, there will come a point whereby an individual ceiling of safety is surpassed resulting in RRI. This dynamic is exacerbated with greater workload error.

How might it impact on clinical practice in the near future?

- Computational modelling methods such as ABM are primarily used to understand how local-level behaviours and interactions among individual ‘agents’ (e.g. molecules, cells, people) leads to the emergence of complex systems patterns (e.g. sports injury development).
- Sports injury scientists and clinicians should familiarise themselves with ABM to determine new ways of using this theoretically-driven method so that it can be effectively applied to a specific problem of interest.
- In the absence of large-scale data, scientists and clinicians interested in the aetiology and prevention of sports injury should consider ABM as an alternative and complementary method to traditional epidemiological and clinical research-based applications.
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Figure 1: Proportional increase in RRI risk with an increasing ACWR. Higher ratios resulted in an exponentially increasing risk of RRI.
Figure 2: Dynamic plot visualising the relationship between workload and RRI over 80 weeks for a single runner.

Ramp-up rate set to 30.0%, random variation set to 0.0%, MWP set to off. The black, grey, orange, and red lines represent the EW-ACWR, the traditional ACWR, workload, and RRI incidence proportion, respectively. Unlike the ACWR which exhibited smoothing behaviour due to the calculation of rolling averages, the EW-ACWR closely tracked workloads, and rapidly dropped off when RRI was sustained. Note that at three separate time points, the absolute workload fell short of the runner’s MWP state, indicating that RRI was sustained by chance before the runner could reach their absolute upper workload limit. The use of a single runner and 80 weeks (570 elapsed model time steps) is for illustrative purposes.
Figure 3: A comparison of workloads and RRI incidence proportions under the two MWP states across six ramp-up rate conditions. Random variation was set to 0.0% over 143 weeks.
Figure 4: Dynamic plot visualising the relationship between workload and RRI over 143 weeks for 1000 runners.

Ramp-up rate set to 10.0%, random variation set to 0.0%, and MWP set to on. The black, grey, orange, and red lines represent the EW-ACWR, the traditional ACWR, workload, and RRI incidence proportion, respectively. As runners neared a MWP state, the upper bound of the ACWR inwardly collapsed to 1.0.
Figure 5: Dynamic plot visualising the relationship between workload and RRI over 143 weeks for 1000 runners.

Ramp-up rate set to 10.0%, random variation set to 0.0%, and MWP set to off. The black, grey, orange, and red lines represent the EW-ACWR, the traditional ACWR, workload and RRI incidence proportion, respectively. The initial oscillatory pattern stabilised as runners sustained RRI at different times due to a randomly distributed MWP state.
Figure 6: Dynamic plot visualising the relationship between workload and RRI over 428 weeks for a single runner.

Random variation set to 0.0%, and MWP state set to off. The black, grey, orange, and red lines represent the EW-ACWR, the traditional ACWR, workload, and RRI incidence proportion, respectively. The output plot visualises the changes to workload and the RRI incidence proportion when the ramp-up rate is switched, on the fly, between 30.0% and 5.0% every ~71 weeks. Note the greater workload oscillation at a 30.0% relative to a 5.0% ramp-up rate. The use of a single runner and 428 weeks (3000 elapsed model time steps) is for illustrative purposes.
Figure 7: A comparison of workloads and RRI incidence proportions under the two MWP states across six ramp-up rate conditions. Random variation was set to 2.5% over 143 weeks.
Figure 8: The relationship between workload and RRI over 143 weeks for 1000 runners. Ramp-up rate set to 10.0%, random variation set to 2.5%, and MWP set to on. The black, grey, orange, and red lines represent the EW-ACWR, the traditional ACWR, workload, and RRI incidence proportion, respectively.
