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Abstract

Analytical calculations of phase transitions in AdS3 Maxwell-scalar system, modeling a holographic superconductor, are performed in the probe limit of BTZ black hole background. Estimated values of the phase transition critical temperature and of the scalar boundary operator are compared with that obtained in numerical simulations. We discuss extensions of the model to topologically massive QED3 and to inclusion of external magnetic field. The latter becomes possible through the Barnett-London and the Lense-Thirring effects, but the former does not lead to any viable modifications. The standard setup of a holographic superconductor is extended to a rotating 2D holographic superconductor, and the main characteristics of the phase transition are calculated in the probe limit and in the small angular momentum approximation. We evaluate the feedback of the superconductor rotation on the phase transition and find the set of parameters, which lower the critical temperature in compare to the non-rotating case, or make it slightly higher.
1 Introduction

Superconductivity is one of the most fascinating phenomena in Condensed Matter Physics (CMP), which have great impact on applied physics and technology. Further progress in searching for new superconducting materials requires the theoretical ground to predict, quantitatively and qualitatively, the behavior of such systems. Conventional superconductors are well described by BCS theory \cite{1}, \cite{2}, the main ingredients of which are the phase transition near the critical point and the electron Cooper pairs formation. The latter is responsible for forming an energy gap, explaining, for instance, the dependence of anomalous heat capacity on temperature in superconductors. The main effective coupling in BCS theory is the electron-phonon coupling, so BCS theory is one of the best examples of theories with weak coupling constant.

Further development of experimental studies has led to the discovery of high-temperature superconductivity (HTSC) in the so-called cuprates \cite{3}, with different, in compare to BCS theory, mechanism of the Cooper pairs condensate creation. It was realized that models of HTSC must be formulated as theories in the strong coupling constant regime \cite{4}, \cite{5}, that puts serious restrictions as on the theory development, as well as on its predictive ability. Therefore, it is important to figure out new mechanisms of phase transitions \cite{4}, \cite{5} and of the energy gap formation to describe superconductivity in new types of superconductors \cite{3}, \cite{6}.

One of the ways to describe theories in the strong coupling constant regime is the AdS/CFT correspondence \cite{7}, \cite{8}, \cite{9}, \cite{10}. Applying the AdS/CFT to QCD allowed to achieve the predicted by QCD power law behavior of hadronic amplitudes \cite{11}, \cite{12} at high energies within string theory on AdS \cite{13}, and got back the stringy description to QCD \cite{14}, \cite{15}, \cite{16}. The basic principle of the AdS/CFT correspondence is the description of a strong coupled Conformal Field Theory living on the AdS boundary in terms of the dual string theory in curved space and
in the small coupling constant regime. In such a limit string theory is effectively described by AdS supergravity, i.e. by General Relativity with matter fields propagating in the AdS bulk.

Applying the AdS/CFT to Superconductivity was initiated in [17], [18]. Further developments in this area have resulted in transforming the original AdS/CFT proposal to AdS/CMP correspondence (see e.g. [19] for recent reviews), and in significant progress in the description of CMP models with strong coupling constant in terms of the dual gravity with matter fields [20], [21], [22], and in the presence of Black Holes (BH). The choice of matter fields is responsible for simulated properties of a holographic superconductor, and for triggering, at the level of the boundary CFT, the phase transition and the energy gap formation. Such an approach was called the holographic superconductivity, and it is strongly based on the properties of AdS BHs.

Inclusion of AdS black holes into the holographic superconductivity setup plays a dual role. On the one hand, a black hole provides non-zero temperature for the boundary CFT. On the other hand, AdS black holes can form a scalar hair, which condenses at the boundary. For neutral AdS black holes the neutral scalar hair makes theory unstable [23], however a charged AdS black hole supports charged scalar hair with large enough charge [24]. The latter observation puts the holographic superconductivity on the firm ground, and makes possible to calculate main characteristics of superconductors.

In the original version of the holographic superconductor model [17], [18], fields in the bulk consist of Maxwell field interacting with a charged scalar, and this configuration puts in the background of AdS_{d+1} neutral black hole. It corresponds to the probe limit, in which any backreaction of matter fields on the metric is neglected. Following the AdS/CFT dictionary, a vector field in the bulk corresponds to a current on the boundary CFT side, and a scalar field corresponds to the boundary CFT operator, whose expectation value is defined by the field asymptote near the boundary. The mass of the charged scalar is bounded from below by the value of the Breitenlohner-Freedman mass $m_{BF}$ [25] that guarantees the renormalizable solution at the boundary and in the bulk.

Choosing the appropriate ansatz for the charged scalar and for the abelian vector field [17], [18], the system of equations of motion in the background of AdS_{d} neutral black hole and in the probe limit was numerically solved. It was obtained the value of the critical temperature, below which the boundary scalar field operator forms the condensate, and the functional dependence of condensation on the boundary CFT temperature. The obtained dependence turned out to be quite similar to that obtained in BCS theory. Numerical calculations of the DC conductivity also revealed the gap formation [17], [18], so the correspondence of the dual bulk theory to qualitative description of the holographic superconductor was established and verified.

The next natural step towards constructing and analyzing new holographic superconductor models is the development of analytical methods of solving for systems of nonlinear interacting differential equations, governing the qualitative behavior and defining quantitative characteristics of such systems. Analytical approaches are useful as for deeper understanding physical
processes behind the numerical simulations, as well as for controlling the estimated in the numerical studies principle parameters of the system. Furthermore, in the case of numerical studies of holographic superconductivity, it is a delicate point to introduce a cut-off parameter at temperatures close to zero. Having the relevant analytical approach allows one to control the choice of the cut-off parameter and the correctness of numerical estimations.

Analytical methods in holographic superconductivity were mostly developed and applied for 3D and 4D models of holographic superconductors [26], [27], [28], [29], [30], [31], [32]. However, the case of 2D holographic superconductivity, based on the AdS$_3$/CFT$_2$ correspondence interesting on its own (see, for instance, [33] on QFT side, and [34] on CMP side), still remains uncover within the analytical approach, though has numerically studied in [35], [36].

The aim of this paper is twofold. First, we fill the gap in applying the analytical methods to 2D superconductors in the probe limit, and compare the estimated value of the critical temperature and the temperature dependence of the boundary scalar operator expectation value with that obtained within the numerical simulations, see Section 2 below. Second, we extend our simple model of a 2D holographic superconductor, modifying either fields in the bulk, or the background in which they propagate. A simple and natural modification of 3D abelian vector field in AdS$_3$ to topologically massive vector field [37], [38] was suggested in [39]. It is straightforward to check that non-triviality of 3D Chern-Simons term $\mathcal{L}_{CS} = \theta/2(A \wedge F)$, generating the mass of 3D vector field $A$, is provided by magnetic degrees of freedom in the vector field ansatz. However, such a modification is not suitable for studying the phase transition in 2D CFT, since the known solutions of AdS$_3$ magnetic black holes are horizonless. The way to overcome this obstacle and to engage external magnetic field in a game is discussed in Section 3. To this end, the AdS black hole background has to be changed to a rotational black hole.

Studies of rotating black holes in context of holographic superconductivity were initiated in [40]. We exploit ideas of [40] and construct a 2D rotating holographic superconductor in the probe limit and in the small angular momentum approximation. Section 4 contains the general setup of the problem, details and results of calculations are collected in Section 5. Summing up the results and concluding remarks may be found in the last section. Symbols “$=$” and “$\approx$” are used throughout the paper to distinguish exact and approximative equalities.

2 2D holographic superconductor in the probe limit

In the probe limit fields are supposed to propagate in AdS black hole background, without back-reaction on the metric field. The metric of the neutral AdS$_3$ black hole in Poincaré coordinates is defined by

$$ds^2 = \frac{L^2}{z^2} \left( -f(z)dt^2 + dx^2 + \frac{dz^2}{f(z)} \right), \quad f(z) = 1 - \frac{z^2}{l_H^2}. \quad (1)$$
Here $L$ is a characteristic length of the AdS space, $(t, x, z)$ are the coordinates of AdS$_3$. $(t, x)$ parameterize the boundary of AdS$_3$ located at $z = 0$. In the pure AdS, i.e. when $f(z) = 1$, $z$ varies from infinity to zero. Metric (1) corresponds to the neutral BH solution to the Einstein equation

$$R_{mn} - \frac{1}{2} g_{mn} (R + \frac{2}{L^2}) = 0. \quad (2)$$

The black hole horizon is located at $z_H$, and the Hawking temperature is

$$T = \frac{1}{4\pi} |f'(z)|_{z=z_H} = \frac{1}{2\pi z_H}. \quad (3)$$

Let us consider the following configuration of fields

$$S = - \int d^3x \sqrt{-g} \left( \frac{1}{4} F_{mn} F^{mn} + (\partial_m - iA_m) \Psi (\partial^m + iA^m) \Psi^* + m^2 \Psi \Psi^* \right) \quad (4)$$

in the background (1) and at the temperature (3). Varying fields in (4) results in the set of equations of motion

$$\frac{1}{\sqrt{-g}} D_m (\sqrt{-g} D^m \Psi) - m^2 \Psi = 0,$$

$$\partial_n (\sqrt{-g} F^{mn}) + \sqrt{-g} i(\Psi D^m \Psi^* - \Psi^* D^m \Psi) = 0, \quad (5)$$

with $D\Psi \equiv (\partial_m - iA_m)\Psi$, $\overline{D^m \Psi^*} = (D\Psi)^*$, $F_{mn} = 2\partial_{[m} A_{n]}$. We are going to solve (5) with the following ansatz

$$\Psi = \psi(z), \quad A = \phi(z)dt \quad (6)$$

and to demonstrate the occurrence of the phase transition due to the charged complex scalar field $\Psi$, which forms a condensate at the boundary of AdS$_3$. Recall that $\Psi$-condensate is an analog of the Cooper pairs on BCS theory side.

Part of the gauge field equation of motion with “radial” free index $z$ leads to the constant phase of the complex scalar field, so in what follows we will treat, without loss of generality, $\psi(z)$ as a real function of $z$. Taking the latter into account, (5) reduces to the system of differential equations

$$\psi'' + \left( \frac{f'}{f} - \frac{1}{z} \right) \psi' + \left( \frac{\phi^2}{f^2} - \frac{m^2 L^2}{z^2 f} \right) \psi = 0,$$

$$\phi'' + \frac{\phi'}{z} - \frac{L^2}{z^2 f} \frac{2\psi^2}{f} \phi = 0, \quad (7)$$

where prime denotes the derivative with respect to $z$. The mass of the scalar field is restricted by the renormalizability (at the boundary and in the bulk) of the solutions. Here we study the case $m^2 L^2 = -1$ corresponding to the Breitenlohner-Freedman (BF) bound [25], that guarantees the positivity of the charged massive scalar field energy.
The system of equations (7) can be solved numerically [35] (see also [36] for the numerical solution to the complete system with backreaction), but we are aimed at finding the analytical solution, in the spirit of [26]. To this end, one needs to specify boundary conditions for fields at the boundary and at the horizon. At \( z = z_H \) we have \( f(z_H) = 0 \), so we set \( \phi(z_H) = 0 \) to have the finite norm of the vector field everywhere in the bulk [17], [18]. Evaluating the equation for \( \psi \) near the horizon leads to

\[
\psi'(z_H) = \psi(z_H)/2z_H,
\]

hence the first set of the boundary conditions (BCs) is

\[ \phi(z_H) = 0, \quad \psi'(z_H) = \psi(z_H)/2z_H. \]  

(8)

Another set of the BCs comes from evaluating (7) at \( z = 0 \). Here we have \( \psi = \psi^{(1)} z \ln z + \psi^{(2)} z \) and \( \phi = \mu \ln z - \rho \). Following the AdS/CFT dictionary, the asymptotic expansion of any bulk field near the boundary of AdS\(_{d+1}\)

\[
\Theta(z) = A z^{\Delta-} (1 + \ldots) + B z^{\Delta+} (1 + \ldots)
\]

(9)

includes the source \( A \) to the corresponding boundary operator \( O \). The expectation value of the operator is given by \( B = \langle O \rangle \). In (9) \( \Delta_\pm \) are the characteristic exponents whose values are fixed to be \( \Delta(\Delta - d) = m^2 L^2 \) for a scalar field, and \( \Delta(\Delta - d + 2) = m^2 L^2 \) for a vector field. Eq. (9) may be adopted to the \( d \to 2 \) limit [35], leading to the expressions for \( \psi(0) \) and \( \phi(0) \). Since we expect that the dual to the scalar field operator condenses at the boundary without being sourced, we can choose either \( \langle O \rangle = \psi^{(1)} \), or \( \langle O \rangle = \psi^{(2)} \), with setting the other coefficient \( \psi^{(2)} \) (or \( \psi^{(1)} \)) to zero. However, \( \psi^{(2)} = 0 \) leads to the boundary theory which is not conformal in the usual sense [41], so we choose \( \psi^{(1)} = 0 \) throughout the paper.

Coefficients in the BC of \( \phi \) at \( z \to 0 \) are the chemical potential \( \mu \) and the charge density \( \rho \) (see e.g. [42]). Such an identification comes from considering the boundary asymptotic expansion of a vector field in AdS\(_{d+1}\), which for a massless vector field is

\[
A_t(z \to 0) = A z^{(d-2)} (1 + \ldots) + B (1 + \ldots)
\]

(10)

(other components of the vector field are zero in (6)). It turns out that the \( z \)-dependent part of the vector potential has a fast falloff, hence it does not correspond to a background field in the dual theory. It fixes the electric charge density of the state in the field theory, while the finite part of \( A_t(z) \) at the boundary may be considered as a chemical potential for the electric charge in CFT. This quantities are related to each other by the requirement of vanishing \( A_t(z) \) at the horizon. By use of \( z^\epsilon = 1 + \epsilon \ln z + \ldots \) for small \( \epsilon \), supplying with \( \mu \to -\mu/\epsilon \) [35], it is easy to check that in the \( d \to 2 \) limit \( A_t(0) = \mu \ln z - \rho \) after discarding the divergent under \( \epsilon = (d - 2) \to 0 \) terms. Therefore, the second set of the BCs at \( z \to 0 \) is

\[
\phi = \mu \ln z - \rho, \quad \psi = \psi^{(2)} z.
\]

(11)
After fixing the BCs at the AdS boundary and at the black hole horizon, the next step is to determine a few leading terms in series expansions of \( \phi(z) \) and \( \psi(z) \) near \( z = z_H \) and \( z = 0 \). Assuming that \( \phi(z) \) and \( \psi(z) \) are smooth and infinitely differentiable functions, two asymptotes and their first derivatives may be sewed at an intermediate point on \([0, z_H]\), say at \( z = 1/2 z_H \). Then we will be able to determine the explicit form of the boundary operator dual to the scalar field, and to check whether it really undergoes a phase transition.

Consider series expansions of fields near \( z = z_H \). We get:

\[
\phi(z) = \phi(z_H) + \frac{1}{2} \phi''(z_H)(z - z_H)^2 + \ldots,
\]

\[
\psi(z) = \psi(z_H) + \frac{1}{2} \psi''(z_H)(z - z_H)^2 + \ldots
\]

and taking into account (8) it becomes

\[
\phi(z) = \frac{1}{2} \phi''(z_H)(z - z_H)^2 + \ldots
\]

\[
\psi(z) = \frac{1}{2} \psi''(z_H)(z - z_H)^2 + \ldots
\]  

Since \( z \) varies from \( z_H \) to zero, \( (z - z_H) \) is negative. \( \phi(z) \) is a monotonic function which starts from zero at \( z = z_H \) and takes negative values at the boundary. Therefore, \( \phi'(z_H) > 0 \).

To fix the next coefficient in the expansion of \( \phi(z) \) we use its equation of motion (7) near the point \( z = z_H \)

\[
\phi''|_{z=z_H} = \left[ -\frac{\phi'}{z} + \frac{L^2}{z^2} \frac{2 \psi^2}{f} \phi \right] |_{z=z_H}
\]

Substituting (12) into (13) results in

\[
\phi(z) = \phi'(z_H)(z - z_H) - \frac{1}{2z_H} \phi'(z_H) \left( 1 + L^2 \psi^2(z_H) \right) (z - z_H)^2 + \ldots
\]

The same procedure for \( \psi(z) \) leads to

\[
\psi(z) = \psi(z_H) + \frac{1}{2} \frac{\psi(z_H)}{z_H}(z - z_H) + \frac{1}{16 z_H^2} (3 - z_H^2 (\phi'(z_H))^2) \psi(z_H)(z - z_H)^2 + \ldots
\]

The next step in realizing our program is to determine the leading coefficients in series expansions of \( \phi(z) \) and \( \psi(z) \) at the boundary. Having in mind the BCs (11) and eqs. of motion (7), we arrive at

\[
\phi(z) = \mu \ln z - \rho + \ldots,
\]

\[
\psi(z) = \psi^{(2)} z + \ldots
\]
Finally, we have to sew asymptotes \((14), (15), (16)\) and their derivatives at the point \(z = 1/2z_H\). It leads to the following system of equations

\[
\begin{align*}
\frac{1}{2} \psi^{(2)}z_H &= \psi(z_H) \mathbin{-} \frac{1}{4} \psi(z_H) \mathbin{+} \frac{1}{64} (3 \mathbin{-} z_H^4 \phi'(z_H))^2 \psi(z_H), \quad (I) \\
\psi^{(2)} &= \frac{1}{2z_H} \psi(z_H) \mathbin{-} \frac{1}{16z_H} (3 \mathbin{-} z_H^4 \phi'(z_H))^2 \psi(z_H), \quad (II) \\
\mu \ln \left(\frac{z_H}{2}\right) - \rho &= -\frac{1}{2} \phi'(z_H)z_H \mathbin{-} \frac{1}{8} \phi'(z_H) \left(1 + L^2 \psi^2(z_H)\right) z_H, \quad (III) \\
\frac{2\mu}{z_H} &= \phi'(z_H) + \frac{1}{2} \left(1 + L^2 \psi^2(z_H)\right) \phi'(z_H) \quad (IV)
\end{align*}
\]

Eqs. \((I)\) and \((II)\) of \((17)\) result in \(z_H^4 \phi'(z_H)^2 = 41/3\) and \(\psi^{(2)} = 7\psi(z_H)/6z_H\). Hence

\[
\phi'(z_H) = +\sqrt[3]{\frac{41}{3} \frac{1}{z_H^2}},
\]

where the positivity of \(\phi'(z)\) has been taken into account.

To solve eqs. \((III)\) and \((IV)\) of \((17)\) note that the charge density \(\rho\) and the chemical potential \(\mu\) are not independent variables, since \(\rho = \mu \ln z_H\). Such a choice is compatible with \(\phi(z_H) = 0\) (cf. \((8)\)). Hence, \((III)\) and \((IV)\) come to

\[
\mu \ln \left(\frac{1}{2}\right) = -\frac{5}{8} \phi'(z_H) z_H - \frac{1}{8} \phi'(z_H) L^2 \psi^2(z_H) z_H,
\]

\[
\frac{\mu}{2} = \frac{3}{8} \phi'(z_H) z_H + \frac{1}{8} \phi'(z_H) L^2 \psi^2(z_H) z_H,
\]

and we get

\[
\phi'(z_H) z_H = -4\mu a, \quad \psi^2(z_H) L^2 = -\frac{1}{a} (1 + 3a)
\]

with \(a = 1/2 + \ln(1/2) \approx -1/5.1774\). From the latter expressions, taking into account the Hawking temperature \(2\pi T = z_H^{-1}\), and \(\phi'(z_H)\) from \((18)\), we arrive at

\[
\psi(z_H) \approx 2.275 \left(1 - T/T_c\right)^{1/2} \frac{1}{L},
\]

where the critical temperature \(T_c\) is defined by

\[
T_c = \frac{2}{\pi \sqrt{123}} \cdot \mu \approx 0.057 \cdot \mu
\]

Therefore, the scalar operator of the boundary CFT \(\langle \mathcal{O}\rangle_\psi = \psi^{(2)} = 7\psi(z_H)/6z_H\) takes the following value \((L = 1)\) near the phase transition point

\[
\langle \mathcal{O}\rangle_\psi \approx 12.7 \sqrt{TT_c} \left(1 - T/T_c\right)^{1/2} \quad \frac{T\mathbin{-}T_c}{T\mathbin{+}T_c} \quad \langle \mathcal{O}\rangle_\psi \approx 12.7 T_c \left(1 - T/T_c\right)^{1/2}.
\]
\[ \langle \mathcal{O} \rangle_\psi \approx 12.2 T_c \left( 1 - \frac{T}{T_c} \right)^{1/2} \] was obtained. The value of \( T_c / \mu \) is about twice less in compare to the numerical approach \cite{35,36}, where \( T_c / \mu \approx 0.136 \). However, this discrepancy is typical in the considered here analytical approach, and it could be slightly corrected by a more accurate choice of the sewing point, see Table 1 in \cite{31} for the conformal dimension \( \lambda = 1 \).

Achieved the first goal of the paper, let’s modify the model to include magnetic field and to study the superconductor response to such modifications.

## 3 Phase transition in external magnetic field

As for a conventional superconductor, it is naturally to expect changing the characteristics of 2D holographic superconductor in external magnetic field. The critical temperature in holographic superconductor models is sensible indeed to the magnetic field, that can be seen as numerically \cite{43,44}, as well as analytically \cite{28,32}. Setups and subsequent calculations for 3D probe holographic superconductors in external magnetic field mostly exploits the dyonic black hole solution \cite{45,42} to AdS\(_4\) Einstein-Maxwell theory. Furthermore, such a solution can be generalized to the full system of equations with backreaction of matter fields to the gravitational sector. Curiously, the same construction is not available in AdS\(_3\).

The electrically charged rotating black hole solution to three-dimensional AdS gravity with Maxwell field is well-known \cite{46,47}. This is the famous BTZ black-hole\(^1\). But it turns out that the magnetically charged BTZ black hole solution \cite{50,51,52,53,54} does not well supply for our purpose. Already in first papers on this subject \cite{50,51}, it was pointed out that the so-called magnetic solution to AdS\(_3\) Einstein-Maxwell equations is horizonless. It does not correspond to a black hole, but is similar to a particle (magnetic monopole) or rather to a Nielsen-Olesen \cite{56} vertex, since the magnetic BTZ-type solution still possesses the naked singularity at the origin of the coordinate system. Other interpretations of the magnetic-type BTZ solutions may be found in \cite{54} and \cite{55}. However, independently on interpretations, the main conclusion on the absence of the horizon for the magnetic solution to D=3 AdS Einstein-Maxwell system remains unchanged.

One may wonder do appropriate modifications of \( U(1) \) gauge theory change the picture, so that one ends up with AdS\(_3\) dyonic (or magnetic) black hole? It turns out that any viable modifications of Maxwell theory in the bulk \cite{50,57,58,59,60} result in solutions asymptotic to extreme, hence horizonless, BTZ metric\(^2\). Furthermore, the absence of the magnetically

---

\(^1\)Note that in \cite{46,47} it was established the solution to AdS\(_3\) equations corresponding to a neutral spinning black hole. The charged spinning black hole solution to AdS\(_3\) Einstein-Maxwell system was found in \cite{48} and further analyzed in \cite{49}.

\(^2\)A positive role of the Chern-Simons term in topologically massive AdS\(_3\) electrodynamics consists in replacing the vector-potential logarithmic divergence at the boundary with the inverse power asymptote. As a by-product one gets finite mass and angular momentum of the solution.
charged solution for a generalized power-Maxwell theory (theory with \((F_{mn}F^{mn})^n, n > 1\)) was recently established in \([61]\). The Dirac-Born-Infeld non-linear electrodynamics falls into the class of such theories, therefore there is not dyonic black holes in 3D AdS Einstein-Born-Infeld theory.

For reasons in the above we have to figure out another way to engage the magnetic field in a game. It is worth mentioning to this end the Barnett effect \([62]\) of magnetization of uncharged, but rotated body, with magnetization proportional to the angular velocity of the sample, and the London magnetic moment \([63]\), which appears upon rotating a superconductor. Therefore, rotating the superconductor one puts the condensate of the Cooper pairs in the effective magnetic field.

Studying the Barnett-London effect in context of 3D holographic superconductivity was started with \([40]\), where it was proposed to search for feedbacks of the AdS boundary rotation on the charged scalar field condensation. Needless to say, the realization of this scenario requires to deal with spinning black holes, i.e. with AdS$_4$ Kerr-Newman black holes. Early, effects of rotation in the AdS/CFT correspondence were studied in \([64]\) and \([65]\), \([66]\).

Now let’s turn to the second task of the paper to establish changes in the principle characteristics of 2D CFT near the phase transition due to rotating black hole.

### 4 Rotation in BTZ coordinates

The metric of spinning neutral BTZ black hole, in its original form \([46]\), is

\[
ds^2 = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2 \left( d\varphi - \frac{J}{2r^2} dt \right)^2,
\]

where

\[
f(r) = -M + \frac{r^2}{L^2} + \frac{J^2}{4r^2}.
\]

It is convenient to write down the metric (24) in new coordinates \(z = L^2/r\), in which it becomes

\[
ds^2 = \frac{L^2}{z^2} \left[ -f(z)dt^2 + \frac{dz^2}{f(z)} + L^2 \left( d\varphi - \frac{Jz^2}{2L^4} dt \right)^2 \right].
\]

Here

\[
f(z) = 1 - \frac{Mz^2}{L^2} + \frac{J^2 z^4}{4L^6},
\]

and the metric in (25) is obviously related to (1) with setting \(J = 0\) and identifying \(z_H^2 = L^2/M\), \(x = L\varphi\). Note that the horizon(s) of the spinning black hole (25) is(are) identified from the equation

\[
1 - \frac{Mz_{\pm}^2}{L^2} + \frac{J^2 z_{\pm}^4}{4L^6} = 0 \quad \Rightarrow \quad z_{\pm}^2 = \frac{2ML^4}{J^2} \left[ 1 \pm \left( 1 - \frac{J^2}{M^2 L^2} \right)^{1/2} \right].
\]
The limit $J \to 0$ should be taken with care in $(t, \varphi, z)$ coordinates; from (26) it comes
\[ z^2 \xrightarrow{J \to 0} 2ML^4 \left( 1 - \left( 1 - \frac{J^2}{2ML^2} + \ldots \right) \right) = \frac{L^2}{M} + \mathcal{O}(J^2), \tag{27} \]
and only one of two horizons $z_{\pm}$ survives\(^3\) $z_- = L^2/M = z_H$ from the non-rotating BTZ metric\(^1\). In $(t, \varphi, r)$ coordinates two horizons are
\[ r^2_{\pm} = ML^2 \left[ 1 \pm \sqrt{1 - \frac{J^2}{M^2L^2}} \right] \]
and the limit $J \to 0$ is smooth. Taking the limit results in arising just one horizon again, located at $r_H = ML^2$. The second horizon turns into a naked singularity, hence discarded.

Before getting the explicit form of the equations of motion, let us briefly discuss two points.

First, setting $\tilde{\varphi} = L\varphi$ one observes that a massive scalar field equation
\[ \frac{1}{\sqrt{-g}} \partial_m (\sqrt{-g} g^{mn} \partial_n \Psi(z, \tilde{\varphi})) - m^2 \Psi(z, \tilde{\varphi}) = 0 \tag{28} \]
admits the complete separation in terms of two functions $\psi(z)$ and $S(\tilde{\varphi})$ with a separation constant $\lambda$. Taking into account the only $z$ dependence of $\sqrt{-g}$, one arrives at
\[ g^{\tilde{\varphi}\tilde{\varphi}} \partial_{\tilde{\varphi}} \partial_{\tilde{\varphi}} S(\tilde{\varphi}) = -\lambda S(\tilde{\varphi}), \quad g^{\tilde{\varphi}\tilde{\varphi}} = \frac{z^2}{L^2} \left( 1 - \frac{J^2z^4}{4L^6f(z)} \right), \]
\[ \partial_z (\sqrt{-g} g^{zz} \partial_z \psi(z)) - \sqrt{-g} m^2 \psi(z) = \lambda \psi(z). \tag{29} \]
First equation of (29) admits the solution in terms of the one-dimensional Laplacian $\partial_{\tilde{\varphi}}^2$ eigenfunctions $S(\tilde{\varphi}) = e^{i\alpha \tilde{\varphi}}$ with eigenvalues\(^4\)
\[ \alpha^2 = \frac{\lambda L^2}{z^2} \left( 1 - \frac{J^2z^4}{4L^6f(z)} \right)^{-1}. \]
It fixes the separation constant $\lambda$ in the second equation of (29) for the “radial” part of $\Psi(z, \tilde{\varphi})$.

Second, we have to fix an ansatz for the bulk gauge and the charged scalar field. For the scalar field we choose
\[ \Psi = \Psi(z, \tilde{\varphi}), \]
and $\Psi$ picks up the dependence on $\tilde{\varphi}$ due to the black hole rotation. Note that “rotational” dependence of the bulk fields has no effect in unbounded (non-compact) space-times (flat

\(^3\)The other horizon $z_+$ tends to infinity and corresponds to a naked singularity, hence it has to be discarded by the cosmic censorship principle.

\(^4\)Eigenvalues $\alpha$ are in general complex and unconstrained. They should not be confused with eigenvalues of a one-dimensional Laplacian in the Fourier analysis, where to form the orthogonal basis of eigenfunctions the eigenvalues are integers. In what follows we will consider only $\alpha \in \mathbb{R}$.
Minkowski and dS). But the black hole rotation has an impact on the boundary in AdS space, due to the frame dragging (Lense-Thirring) \[67\] effect.

For the gauge field \(A_m\) one should also take \(A_m(z, \tilde{\phi})\). However, one can say more on the form of \(A_m(z, \tilde{\phi})\): it has to be \[A(z, \tilde{\phi}) = \phi(z) dt + \xi(z) d\tilde{\phi}\] that is dictated by the explicit form of the charged rotating solution to the Einstein-Maxwell AdS equations of motion \[48\], \[49\].

New component of the vector potential plays a destructive role for the scalar field condensate on the AdS boundary. This conclusion directly comes from the scalar field equation of motion

\[D_m(\sqrt{-g}g^{mn}D_n\Psi) - \sqrt{-g}m^2\Psi = 0,\]

which in the background \[25\] and with the above mentioned ansatz for the gauge field transforms into

\[\partial_m(\sqrt{-g}g^{mn}\partial_n\Psi) + f(A, \partial)\Psi - V(\Psi) = 0.\]

Here \(f(A, \partial)\) is an operator of the first degree over \(\partial_m\), acting on \(\Psi\), and \(V(\Psi)\) is an effective potential, whose explicit form is

\[V(\Psi) = \sqrt{-g}\left[m^2 + A_t g^{tt}A_t + A_{\tilde{\phi}} g^{\tilde{\phi}\tilde{\phi}} A_{\tilde{\phi}}\right].\]  \hspace{1cm} (30)

In the non-rotating case, when \(A_{\tilde{\phi}} = 0\), the effective mass of the scalar field decreases that makes the condensation possible \[21\]. It happens because of \(g^{tt} < 0\). But in the case at hand the effective mass gets decreased smaller, due to \(g^{\tilde{\phi}\tilde{\phi}}\), that makes the condensation hard\[6\]. Therefore, rotation affects the phase transition, and out aim is to realize manifestations of this effect.

5 Probe limit in a rotating 2D holographic superconductor

As in the non-rotating case we will solve equations of motion of a charged scalar interacting with abelian gauge field

\[\frac{1}{\sqrt{-g}}D_m(\sqrt{-g}D^m\Psi) - m^2\Psi = 0,\]

\[\partial_n(\sqrt{-g}F^{nm}) + \sqrt{-g}i(\Psi \overline{D^m\Psi} - \Psi^* D^m\Psi) = 0,\]  \hspace{1cm} (31)

\(^5\)Hope the reader will not confuse between the temporal component of the gauge field \(A_t = \phi(z)\) and one of the coordinates \(\tilde{\phi}\).

\(^6\)In fact \(g^{\tilde{\phi}\tilde{\phi}} > 0\) only for small \(J\), and far from the horizon. For sufficiently large \(J\), \(g^{\tilde{\phi}\tilde{\phi}}\) turns into negative values, but the black hole becomes very unstable in the case. Note, however, that in the limit of small \(J\), studied below, some special choice of parameters may cause \(g^{\tilde{\phi}\tilde{\phi}} < 0\).
in the probe limit, i.e. in the background

$$ds^2 = \frac{L^2}{z^2} \left[ \left(-f(z) + \frac{J^2 z^4}{4L^6}\right) dt^2 + \frac{dz^2}{f(z)} + d\tilde{\varphi}^2 - \frac{2Jz^2}{2L^3} dt d\tilde{\varphi} \right]$$ \quad (32)

apparently related to (25). In (31) $D\Psi \equiv (\partial_m - iA_m)\Psi$, $D^m\Psi^* = (D\Psi)^*$, and $F_{mn} = 2\partial_m A_n$. With the following ansatz

$$\Psi = \Psi(z, \tilde{\varphi}), \quad A = \phi(z)dt + \xi(z) d\tilde{\varphi}$$ \quad (33)

eqs. (31) become

$$\partial_z (\sqrt{-g} g^{zz} \partial_z \Psi) + D\tilde{\varphi}(\sqrt{-g} g^{z\tilde{\varphi}} D\tilde{\varphi} \Psi) - i \sqrt{-g} A_t g^{t\tilde{\varphi}} \partial_t \Psi$$

$$- \sqrt{-g} \left( m^2 + A_t g^{tt} A_t + 2A_t g^{t\tilde{\varphi}} A_{\tilde{\varphi}} \right) \Psi = 0,$$ \quad (SI)

$$\partial_m (\sqrt{-g} F^{mz}) + i \sqrt{-g} \left( \Psi \partial^2 \Psi^* - \Psi^* \partial^2 \Psi \right) = 0,$$ \quad (VI)

$$\partial_m (\sqrt{-g} F^{mt}) + i \sqrt{-g} \left( \Psi (D^t \Psi)^* - \Psi^* D^t \Psi \right) = 0.$$ \quad (VII)

$$\partial_m (\sqrt{-g} F^{mt}) + i \sqrt{-g} \left( \Psi (D^t \Psi)^* - \Psi^* D^t \Psi \right) = 0.$$ \quad (VIII) \quad (34)

Let’s take a look at the scalar equation of motion (SI). To solve this equation we separate variables by $\Psi(z, \tilde{\varphi}) = \psi(z) S(\tilde{\varphi})$ and substitute it into (SI).

The “angular” part of (SI) is

$$\sqrt{-g} g^{z\tilde{\varphi}} \partial^2_{\tilde{\varphi}} S(\tilde{\varphi}) - i \sqrt{-g} A_t g^{t\tilde{\varphi}} \partial_t S(\tilde{\varphi}) - 2i \sqrt{-g} A_{\tilde{\varphi}} g^{z\tilde{\varphi}} \partial_z S(\tilde{\varphi}) = -\lambda S(\tilde{\varphi}),$$ \quad (35)

where $\lambda$ is the separation constant. It is fixed by observing that $S(\tilde{\varphi}) = e^{i\alpha \tilde{\varphi}}$ are the eigenfunctions of the corresponding to (SI) differential operator; then

$$\lambda = \frac{L^2 \alpha^2}{z^2} \left(1 - \frac{J^2 z^4}{4L^6 f(z)} \right) + \frac{\alpha Jz}{2L^2 f(z)} \phi(z) - \frac{2\alpha L}{z} \left(1 - \frac{J^2 z^4}{4L^6 f(z)} \right) \xi(z),$$ \quad (36)

where (32), (33) have been used.

Fixed the value of $\lambda$ we will solve the “radial” part of the scalar equation. However, before doing any further steps, let us simplify the consideration since the system of equations (34) with the ansatz (33) does not look simple for the analytical treatment. Setting $A_{\tilde{\varphi}} = 0$ makes the problem more tractable, but one may wonder on the legality of this step. Let’s make two comments to this end. First, in the probe limit fields are supposed to propagate in the fixed background, so we consider the ansatze (6) and (33) as small perturbations over the background. Therefore, if we consider a slow angular velocity of the black hole horizon we deal with a small angular momentum. It means that the $\tilde{\varphi}$ dependence in $A_m$ gets only the subleading contribution. It can be viewed, for instance, from (36): the leading in $J$ contribution at small $J$ comes from the temporal component of $A_m$. Second, the limit of small angular momenta is reasonable in view of instability of rotating black holes with large $J$ [64, 68] related to the
super-radiant scattering effect \[69\], \[70\], \[71\]. Another way to understand the sub-leading nature of \(A_\tilde{\phi}\) is to notice that the rotating solution with non-zero “angular” component of the gauge field potential can be generated from the non-rotating BH solution \[48\]. Then \(A_\tilde{\phi} \sim \omega A_t\), where \(\omega\) is the angular velocity. Clearly, \(A_\tilde{\phi} \ll A_t\) when \(\omega \ll 1\).

5.1 Small angular momentum approximation

On account of the above, we will try to solve equations of motion \[34\] in the following setting

\[
\Psi = \Psi(z, \tilde{\phi}), \quad A = \phi(z) dt + \xi(z) d\tilde{\phi}, \quad J \ll 1, \quad \xi(z) \ll \phi(z).
\]

(37)

In practice it means that we take \(A \approx \phi(z) dt\), and will mostly be interested in terms linear in \(J\).

Let’s turn to equations \[34\] and to consider the “radial” part of the scalar equation of motion. It is

\[
\partial_z(\sqrt{-g}g^{\tilde{\phi} \tilde{\phi}} \partial_z \psi(z)) - \sqrt{-g} A_t g^{tt} A_t \psi(z) - \sqrt{-g} m^2 \psi(z) \approx \lambda \psi(z),
\]

(38)

where the separation constant \(\lambda\) is now

\[
\lambda \approx \frac{L\alpha^2}{z} + \frac{\alpha J z}{2L^2 f(z)} \phi(z).
\]

(39)

Taking into account the explicit form of the inverse metric components

\[
g^{tt} = -\frac{z^2}{L^2 f(z)}, \quad g^{\tilde{\phi} \tilde{\phi}} = -\frac{J z^4}{2L^8 f(z)}, \quad g^{zz} = \frac{z^2}{L^2 f(z)},
\]

\[
g^{\tilde{\phi} \tilde{\phi}} = \frac{z^2}{L^2} \left(1 - \frac{J^2 z^4}{4L^6 f(z)}\right),
\]

(40)

from \[38\] we get

\[
\psi'' + \left(\frac{\phi'}{f} - \frac{1}{z}\right) \psi' + \left(\frac{\phi^2 L^2}{f^2} - \frac{1}{z^2 f} - \frac{1}{f} \left[\alpha^2 + \frac{\alpha J z^2}{2L^3 f} \phi\right]\right) \psi \approx 0,
\]

(41)

which is the desired equation for \(\psi(z)\).

Now consider the gauge field equation of motion in its component form, eqs. (VI)-(VIII) of \[34\]. From (VI) it follows that the phase \(\theta(z, \tilde{\phi})\) of the charged complex scalar field \(\Psi\) is constant in \(z\) direction. From the next equation (VII) one may conclude that the phase is also independent on \(\tilde{\phi}\). Hence, without loss of generality, we will consider real \(\Psi\), that has silently been supposed in deriving eq. \[41\].

The system of the component vector field equations in the background \[40\] transforms into

\[
\partial_z(\sqrt{-g}g^{\tilde{\phi} \tilde{\phi}} g^{zz} F_{zt}) - 2\sqrt{-g} \Psi^2 g^{\tilde{\phi} t} A_t \approx 0,
\]

\[
\partial_z(\sqrt{-g}g^{zz} g^{tt} F_{zt}) - 2\sqrt{-g} \Psi^2 g^{tt} A_t \approx 0,
\]

(42)
where, in accordance to (35), \( \Psi(z, \tilde{\phi}) = \psi(z)e^{i\alpha\tilde{\phi}} \) (\( \psi(z) \in \mathbb{R} \)). These equations combine into the single equation of motion

\[
\partial_z \left( \sqrt{-g} g^{zz} (g_{zt} + g^{tt}) F_{zt} \right) - 2 \sqrt{-g} \psi^2 e^{2i\alpha\tilde{\phi}} (g_{zt} + g^{tt}) A_t \approx 0,
\]

that in the considered limit is

\[
\phi'' + \frac{1}{2z} \left( 1 + \frac{Jz^2}{2L^3} \right) \phi' - \frac{2L^2}{z^2 f} \psi^2 e^{2i\alpha\tilde{\phi}} \phi \approx 0. \tag{43}
\]

Therefore, the system of equations for a rotating 2D holographic superconductor in the probe limit and in the slow rotation approximation comes as follows

\[
\psi'' + \left( \frac{f' - 1}{f} \phi' + \frac{\phi^2}{f^2} - \frac{m^2 L^2}{z^2 f} - \frac{1}{f} \left[ \alpha^2 + \frac{\alpha J z^2}{2L^3 f} \right] \right) \psi \approx 0, \tag{44}
\]

\[
\phi'' + \frac{1}{z} \left( 1 + \frac{Jz^2}{2L^3} \right) \phi' - \frac{2L^2}{z^2 f} \psi^2 e^{2i\alpha\tilde{\phi}} \phi \approx 0. \tag{45}
\]

Clearly, (7) and (44), (45) are compatible to each other once the rotation stops, i.e. under \( \alpha \to 0 \), and \( J \to 0 \).

### 5.2 Analytic solution to the small \( J \) approximation at the BF bound

As in the non-rotating case we need to specify boundary conditions (BCs) to calculate the critical temperature and the characteristic exponent of the phase transition. BCs at the horizon \( z = z_H \) are

\[
\phi(z_H) = 0, \quad \psi'(z_H) = -\frac{1}{2z_H} \left( m^2 L^2 + \alpha^2 z_H^2 \right) \psi(z_H), \tag{46}
\]

and reasons for this choice are settled back to the non-rotating case. Near the boundary we have

\[
\phi = \phi^{(1)} \ln z + \phi^{(2)}, \quad \psi = \psi^{(1)} z \ln z + \psi^{(2)} z, \tag{47}
\]

with some integration constants \( \phi^{(i)}, \psi^{(j)} \) \( (i, j = 1, 2) \). In what follows we will fix the mass of the scalar field to be \( m^2 L^2 = -1 \) that corresponds to the BF bound.

As in the non-rotating case, we are going to define a few leading terms in the series expansions of \( \phi(z) \) and \( \psi(z) \) near the horizon \( z = z_H \), and near the boundary \( z \to 0 \). Note that within the approximation \( f(z) \) is defined by the same relation as in the non-rotating case, i.e.

\[
f(z) \approx 1 - \frac{z^2}{z_H^2}.
\]
Therefore, the black hole temperature does not sufficiently change, and \( T \approx 1/2\pi z_H \).

Near the horizon

\[
\phi(z) = \phi(z_H) + \phi'(z_H)(z - z_H) + \frac{1}{2}\phi''(z_H)(z - z_H)^2 + \ldots,
\]

\[
\psi(z)e^{i\alpha\tilde{\phi}} = \psi(z_H) + \psi'(z_H)(z - z_H) + \frac{1}{2}\psi''(z_H)(z - z_H)^2 + \ldots,
\]

and BCs (46) have to be taken into account.

Let’s get started with evaluating a few leading coefficients in the scalar field series expansion. It is convenient to parameterize the difference between \( z \) and \( z_H \) as follows [72]

\[
z^2 = z_H^2(1 - \epsilon z^2) \quad \sim \quad z_H - z = \frac{z_H}{2}\epsilon z^2.
\]

Then, the near-horizon limit corresponds to taking the \( \epsilon \to 0 \) limit in the end of calculations.

The leading coefficient in \( \psi(z)e^{i\alpha\tilde{\phi}} \) series expansion had fixed, the next coefficient is determined by the BCs (46)

\[
\psi'(z_H) = \frac{1}{2z_H}(1 - \alpha^2 z_H^2) \psi(z_H),
\]

and the equation of motion of \( \psi \) can be used to define \( \psi''(z_H) \).

Examining \( \psi''(z_H) \) one may notice that all but one terms are regular in the near-horizon limit \( \epsilon \to 0 \). The divergent part of \( \psi''(z_H) \) follows from the last term in \( \psi \) equation of motion

\[
-\frac{\alpha J z^2}{2L^2 f^2} \phi(z)\psi(z)
\]

that leads to

\[
\psi''|_{\epsilon \to 0} \sim \frac{\alpha J z_H^4}{8L^3} \left[ \phi'(z_H)\psi(z_H) + \frac{1}{2}\phi''(z_H)\psi(z_H) \right] - \frac{\alpha J z_H^4}{4L^3 \epsilon z^2} \phi'(z_H)\psi(z_H).
\]

The last term in (50) is divergent, and requires a regularization. Introducing the regularized angular momentum

\[
J = \epsilon z^2 J_R,
\]

in the near-horizon limit we get

\[
\psi''|_{\epsilon \to 0} \sim -\frac{\alpha J z_H^3}{4L^3} \phi'(z_H)\psi(z_H).
\]

The regular term of (50) disappeared from the final expression for \( \psi''(z_H) \). It seems quite unnatural, but it may be explained once we figure out an hierarchy of terms in (50). In the near horizon series expansions of \( \phi \) and \( \psi \) the leading term correspond to \( \epsilon z^2 \), next terms are of the order \( \epsilon z^2 \), and so on. Then, the term in (52) is proportional to \( \phi'(z_H)\psi(z_H) \),
hence it is of the order $(\epsilon\bar{z}^2)^1$, whilst the vanishing in the angular momentum regularization 
$[\phi'(z_H)\psi'(z_H) + \frac{1}{2}\phi''(z_H)\psi(z_H)]$ is of the order $(\epsilon\bar{z}^2)^2$, and can be neglected as a sub-leading 
term in the approximation.

Therefore, from $\psi$ equation of motion (44) we get

$$
\psi''(z_H) = \frac{3}{4z_H}\psi'(z_H) - \frac{z_H^2}{8}(\phi'(z_H))^2\psi(z_H) - \frac{\alpha^2 z_H}{4}\psi'(z_H) - \frac{\alpha J R z_H^3}{8L^3} \phi'(z_H)\psi(z_H),
$$

and

$$
\psi(z) = \psi(z_H) + \frac{1}{2z_H} (1 - \alpha^2 z^2)\psi(z_H)(z - z_H) + \frac{1}{16z_H^2} \left[ 3(1 - \alpha^2 z_H^2)(1 - \frac{2}{3}\alpha^2 z_H^2) - z_H^4 \left( (\phi')^2 + \frac{\alpha J R z_H}{L^3} \phi'(z_H) \right) \right] \psi(z_H)(z - z_H)^2 + \ldots
$$

(53)

(54)

Now let’s turn to $\phi$ equation of motion (45). Within the approximation this equation is equivalent to the following one

$$
\phi'' + \frac{1}{z} \left( 1 + \frac{J z^3}{L^3} \right) \phi' - \frac{L^2}{z^2} \frac{2\psi^2 e^{2i\alpha\tilde{\varphi}}}{f} \phi \approx 0.
$$

(55)

To determine the second order, with respect to $\epsilon\bar{z}^2$, coefficient in $\phi(z)$ series expansion near the 
horizon we will use (55) with regularized angular momentum $J_R$. After taking the limit $\epsilon \to 0$ the equation becomes

$$
\phi''|_{z=\bar{z}_H} \approx \left[ -\frac{\phi'}{z} + \frac{L^2}{z^2} \frac{2\psi^2}{f} \phi \right] |_{z=\bar{z}_H},
$$

(56)

and formally coincides with the corresponding equation in the non-rotating case. Therefore,

$$
\phi(z) = \phi'(z_H)(z - z_H) - \frac{1}{2z_H} \phi'(z_H) (1 + L^2\psi^2(z_H)) (z - z_H)^2 + \ldots
$$

(57)

At the boundary $\psi$ and $\phi$ behave like

$$
\phi(z) = \mu \ln z - \rho + \ldots,
$$

$$
\psi(z)e^{2i\alpha\tilde{\varphi}} = \psi^{(2)} z + \ldots
$$

(58)

After establishing all the necessary ingredients (eqs. (54), (57), (58)), we are ready to sew functions and their derivatives at an intermediate point. We choose $z = 1/2z_H$, and it leads to

\footnote{As in the non-rotating case we should take into account the BCs at $z = 0$ (47), and to choose $\psi^{(1)} = 0$ to deal with the true boundary CFT 11 in the whole range of masses $m \geq m_{BF}$.}
the following system of equations (cf. [17])

(I) \[ \frac{1}{2} \psi''(z_H) = \psi(z_H) - \frac{1}{4} (1 - \alpha^2 z_H^2) \psi(z_H) \]
\[ + \frac{1}{64} \left[ 3(1 - \alpha^2 z_H^2)(1 - \frac{2}{3} \alpha^2 z_H^2) - z_H^4 \left( (\phi'(z_H))^2 + \frac{\alpha J_R z_H}{L^3} \phi'(z_H) \right) \right] \psi(z_H), \]

(II) \[ \psi''(z_H) = \frac{1}{2} \psi'(z_H) \left( (\phi'(z_H))^2 + \frac{\alpha J_R z_H}{L^3} \phi'(z_H) \right) \psi(z_H), \]

(III) \[ \mu \ln(z_H^2) - \rho = -\frac{1}{2} \phi'(z_H) z_H - \frac{1}{8} \phi'(z_H) \left( 1 + L^2 \psi^2(z_H) \right) z_H, \]

(IV) \[ \frac{2\mu}{z_H} = \phi'(z_H) + \frac{1}{2} \left( 1 + L^2 \psi^2(z_H) \right) \phi'(z_H). \]

Eqs. (I) and (II) of (59) result in

\[ \phi'(z_H) = +\sqrt{\frac{41}{3}} \frac{1}{z_H} \left[ 1 + \frac{1}{41} \left( 17\alpha^2 z_H^2 + 6\alpha^4 z_H^4 + 3 \left( \frac{\alpha J_R z_H}{2L^3} \right)^2 \right) - \frac{\alpha J_R z_H}{2L^3} \right], \]

where the positivity of \( \phi'(z) \) has been taken into account. From (III) and (IV) of (59) we get

\[ \phi'(z_H) z_H = -4\mu a, \quad \psi^2(z_H) L^2 = -\frac{1}{a} \left( 1 + 3a \right). \]

Here \( a = 1/2 + \ln(1/2) \), and we have expressed the charged density \( \rho \) through the chemical potential \( \mu \).

To evaluate the critical temperature dependence on \( J_R \) and the boundary scalar operator expectation value, we make the series expansion over a small \( \alpha \) and keep the terms linear in \( J_R \). It leads to

\[ \phi'(z_H) \approx \frac{1}{z_H} \sqrt{\frac{41}{3}} \left( 1 + \frac{17}{82} \alpha^2 z_H^2 \right), \]

and using (61) one arrives at

\[ \psi^2(z_H) L^2 \approx -\frac{1}{a} \left( 1 - \frac{\sqrt{123}}{4\mu} \left( 2\pi T + \frac{17\alpha^2}{164\pi T} - \frac{\alpha J_R}{8\pi^2 T^2 L^3} \right) \right). \]

The critical temperature at which the phase transition occurs is defined by the relation

\[ 1 - \frac{\sqrt{123}}{4\mu} \left( 2\pi T_c + \frac{17\alpha^2}{164\pi T_c} - \frac{\alpha J_R}{8\pi^2 T_c^2 L^3} \right) = 0. \]

This is a third order algebraic equation over \( T_c \), that can formally be resolved by use of the Cardano’s formulae. However, the so obtained result is not suitable to analyze the dependence
of $T_c$ on $J_R$, and to write down (63) in a form close to eq. (21). It is more instructive to calculate the expectation value of the boundary scalar field operator $\langle O \rangle_\psi = 7\psi(z_H)/6z_H$

$$\langle O \rangle_\psi \approx 16.68 T \left(1 - \frac{\sqrt{123}}{4\mu} \left[\frac{2\pi T}{164\pi T} + \frac{17\alpha^2}{8\pi^2 T^2 L^3} \right]\right)^{1/2},$$

and to put the temperature dependence of $\langle O \rangle_\psi/T$ ($L = 1$, $\mu = 1$) on the plot, with different sets of parameters ($\alpha, J_R$), see Fig. (1).

Looking at Fig. (1) one may notice that at fixed small $J_R = 0.01$ the smaller the value $\alpha$, the resulting curve is closer to the non-rotating dependence of $\langle O \rangle_\psi/T$ (blue curve). Once $\alpha$ becomes large enough ($\alpha > 0.08$ as it follows from numerical simulations), the critical temperature becomes to decrease, making the condensation hard. However, the opposite case, when the critical temperature of the phase transition becomes slightly higher in compare to the non-rotating case, can be realized as well, see Fig. (2).

6 Summary and concluding remarks

To summarize, we have filled the gap in applying the analytical methods to a 2D holographic superconductor, within the original setup of [17], and in the probe limit. The estimated value of the critical temperature and the temperature dependence of the boundary scalar operator have been compared with that obtained in numerical studies [35], [36]. We have found a good agreement between the boundary scalar operator expectation value in two approaches, but the value of the critical temperature, estimated analytically, is about twice less than that reproduced in the numerical calculations. However, this discrepancy is typical within the approach we followed, as it comes from Table 1 in [31].
We have also extended a simple 2D holographic superconductor model to the background of a rotating BTZ black hole. It turns out that this is the way to put the superconductor into external magnetic field, since the naive extension of a charged non-rotating BTZ black hole to the magnetic AdS$_3$ BH solution does not lead to the desired properties of the background. All the known magnetically charged BTZ black holes are horizonless, hence their Hawking temperature is equal to zero, that does not serve well for our purposes. However, as in the conventional superconductivity, the Barnett effect of magnetization of a rotated body [62] leads to arising the London moment [63], so one may model a weak external magnetic field by a slow superconductor rotating. In the considered model magnetization occurs once the AdS$_3$ boundary gets rotated, due to the Lense-Thirring [67] dragging force effect. Occurrence of magnetization in a rotating holographic superconductor may be viewed in a formal extension of the ansatz (6) with the magnetic component of the vector potential $A_z = B(z)$

$$\Psi = \psi(z), \quad A = \phi(z)dt + B(z)dz. \quad (66)$$

Then eqs. (7) are modified to

$$\psi'' + \left( \frac{f'}{f} - \frac{1}{z} \right) \psi' + \left( \frac{\phi'^2}{f^2} - \frac{m^2L^2}{z^2f} \right) \psi - \frac{1}{f} B^2 \psi = 0,$$

$$\phi'' + \frac{1}{z} \phi' - \frac{L^2}{f} 2\psi^2 \phi = 0,$$

$$B'' + \left( \frac{f'}{f} + \frac{1}{z} \right) B' + \frac{L^2}{z^2} \frac{2\psi^2}{f} B = 0. \quad (67)$$

Comparing the first equation of (67) with the corresponding equation (44), one observes that the external magnetic field $B$ is modeled by $\alpha^2 + (\alpha J z^2/2L^3 f)\phi$, which depends on two free parameters of the problem.

Figure 2: $\langle O \rangle \psi(T)/T$ for different values of $J_R$ ($\alpha$ is fixed to 0.003; $L = 1, \mu = 1$): (0.0, 0.0) (blue curve), (0.003, 0.01) (green), (0.003, 0.15) (red), (0.003, 1) (deep green).
We have analytically calculated, in the probe limit and in the small angular momentum approximation, the temperature dependence of the boundary scalar operator expectation value in the model of a rotating 2D holographic superconductor. Putting the obtained curves on the plot, we have observed that, in dependence on the choice of parameters ($\alpha, J_R$), the critical temperature of the phase transition decreases, making the condensation hard, or slightly increase in compare to the non-rotating case. It could be interesting to observe the latter effect in the numerical studies of the model, in its full complexity, and out of the small angular momentum approximation.

Further development of the model beyond the scope of the present paper consists in its extension to the full-fledged case with backreaction of fields in the bulk, and to the estimation of the DC conductivity. It would also be instructive to reformulate the model in the Boyer-Lindquist coordinates (see [73], [74] for BTZ black hole), and to make the problem closer to a 3D rotating holographic superconductor [40]. We hope to return to these problems in subsequent publications.
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