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Abstract

Doctor-patient conversation is considered a contributing factor to antibiotic over-prescription. Some language practices have been identified as parent pressuring doctors for prescribing; other practices are considered as likely to engender parent resistance to non-antibiotic treatment recommendations. In social science studies, approaches such as conversation analysis have been applied to identify those language practices. Current research for dialogue systems offer an alternative approach. Past research proved that corpus-based approaches have been effectively used for research involving modeling dialogue acts and sequential relations. In this proposal, we propose a corpus-based study of doctor-patient conversations of antibiotic treatment negotiation in pediatric consultations. Based on findings from conversation analysis studies, we use a computational linguistic approach to assist annotating and modeling of doctor-patient language practices, and analyzing their influence on antibiotic over-prescribing.

1 Introduction

“How to do things with words” has long been a topic interested to researchers from various disciplines, such as pragmatics (Austin, 1962; Levinson, 1983), conversation analysis (CA) (Drew and Heritage, 1992; Heritage and Maynard, 2006), and computational linguistics (Stolcke et al., 2000; Williams et al., 2013; Schlöder and Fernandez, 2015). Although computational methods have been widely used to conduct text mining tasks such as detecting reader bias and predicting mood shift in vast populations (Flaounas et al., 2013; Lansdall-Welfare et al., 2012; Ritter et al., 2011), studies on computational modeling of human natural conversational acts are rare, especially for investigating associations with social behavioral outcomes.

Doctor-patient conversations have been proved highly consequential on a lot of worldwide public health problems and population health outcomes (Zolnierek and DiMatteo., 2009; Mangione-Smith et al., 2015). Over-prescription of antibiotics is often related to interaction-generated problems arising from doctor-patient conversations, which has little to do with rational medical judgments (Macfarlane et al., 1997). For example, some parent language practices are frequently understood by physicians as advocating antibiotics, resulting in significantly higher likelihood of inappropriate prescriptions (Mangione-Smith et al., 1999; Stivers, 2002, 2007).

This antibiotic resistance and over-prescription phenomenon also has its presence in China. Prescription rates of antibiotics is high (Li et al., 2012; Wang et al., 2014; Xiao et al., 2012); multiple types of antibiotic resistant pathogens have been discovered nationwide. However, determinants of the over-prescription problem in China have not been well studied, especially the impact of doctor-patient conversation in medical consultations.

In this proposal, we propose a corpus based study to examine doctor-patient conversation of antibiotic treatment negotiation in Chinese pediatric settings, using a mixed methodology of conversation analysis and computational linguistics. Particularly, we aim to discover (1) how parent requests of antibiotic prescriptions are made in doctor-patient conversations and their effects on prescribing decision outcomes; (2) how physicians’ non-antibiotic treatment recommendations are delivered and responded by parents; In conducting this study, our findings about doctor-
patient conversation are expected to be extended beyond medical setting to natural human conversations. These findings include:

- How actions are formulated with various forms of language practice in conversations;
- How meaning of language practices is understood by speakers as performing a certain action;
- How choice of one form of language practices in performing an action is associated with its response of various kinds.

In conducting this study, we attempt to bridge the gap between social scientific methods and computational methods in researching the aforementioned questions.

In the following sections, we will introduce our corpus, preliminary findings from CA, and related computational approaches. This is followed by a discussion of contributions of the proposed study.

2 Data

The corpus of this study is constructed from natural human conversations. In order to obtain the conversations, 318 video-recorded doctor-patient conversations were collected in 6 Chinese hospitals between September and December in 2013. Each conversation is around 5 minutes in length, resulting in 30 hours of video-recordings in total. The conversations were mostly between doctors and patients’ caregivers regarding patients’ health conditions and lifestyle-related issues that are commonly discussed in pediatrics.

Video-recordings were then transcribed manually. Six researchers were employed to transcribe the data, including one manager and five annotators. All of them are native speakers of Chinese. The five annotators received basic training in CA and its transcribing conventions before they started transcribing. The manager is a specialist in CA, who controlled the work flow and troubleshoot during the transcribing process.

Following the Jeffersonian transcribing conventions (Jefferson, 2004), the video-recorded conversational data were transcribed with considerable details with respect to speech production, including the speech text verbatim and other paralinguistic features such as intonations, overlaps, visible non-verbal activities and noticeable timed silence (Auer et al., 1992).

| TID | SID | RID | UID | Speech text |
|-----|-----|-----|-----|-------------|
| 1   | 1   | 0   | M   | 您好，就是咳嗽。 |
| 2   | 2   | 0   | D   | (Processing medical document) |
| 3   | 3   | 0   | D   | 来看过，是啊？ |
| 4   | 3   | 3   | M   | Yeah, we came to the emergency room that night. |
| 5   | 4   | 4   | D   | Yeah, yeah. |

Table 1: An example of annotated conversation.

To answer our research questions, we developed an annotation schema, capturing the following aspects of the conversations, including (1) turn-taking and speakership (TID, UID), (2) multi-turn dependency relations, such as adjacency pair\(^1\) (SID) and rhetorical relations\(^2\) (RID). In addition, the speech text was also word segmented corresponding to Chinese Penn Tree Bank segmentation guideline (Xia et al., 2000). An example of the corpus is shown in Table 1.

The current annotated corpus contains 318 conversations with nearly 40K turns and 470K Chinese characters. It has on average 123 turns and 81 adjacency pairs in each conversation. The average number of participants is 3 in each conversation, with a minimum of 2 speakers and a maximum of 8 speakers.

3 Conversation Analysis

Conversation analysis (CA) is used to identify the dialogue acts in the corpus. CA views sequence organization a core feature of conversation that is important for understanding the meaning of an utterance and its significance as an action in conversation (Schegloff, 1968). The idea is that the action which some talk is doing can be grounded in its position, not just its composition. Therefore, some talk (e.g. “It’s raining.”) can be heard as an answer to a question (e.g. “Are we going to the game?”), even they are apparently semantically unrelated. The relationship of adjacency between turns is central to the ways in which talk in conversation is organized and understood (Schegloff, 1968).

\(^1\)A basic sequential relationship defined in conventional conversation analysis literature, to be explained in the next section.

\(^2\)RID: Information reflecting topical relevances across turns.
The adjacency relationship most powerfully operates in two ways: (1) backwards - next turns are understood by co-participants to display their speaker’s understanding of the prior turn and to embody an action responsive to the prior turn so understood; (2) prospective - a first pair part in an adjacency pair projects some prospective relevance rules for the second pair part. Specifically, it makes relevant a limited set of possible second pair parts, and thereby sets some terms by which a next turn will be understood (Schegloff, 2007).

The methodology of CA relies on audio or video-recordings of naturally occurring conversations, which are then transcribed in details for analyses of turns and sequences in the conversation (Sidnell et al., 2013) and the embodied actions that speakers use to accomplish their goals in social interactions (Drew and Heritage, 1992; Drew et al., 2001). In general, CA looks for patterns in the conversation which form evidence of systematic usage that can be identified as a ‘practice’ through which people accomplish a social action. To be identified as a practice, a particular communication behavior must be seen to be recurrent and to be routinely treated by recipients in a way such that it can be discriminated from related or similar practices (Heritage, 1984; Stivers, 2005).

Utilizing CA, we identify parent practices of making requests and physician practices making treatment recommendations in our corpus. These findings are then used for developing an annotation schema for computational modeling of these dialogue acts and the associations with their responses or action outcomes.

4 Preliminary Results

Based on conversation analytical study, we find that four parent language practices are recurrently treated by physicians as requesting antibiotic treatment:

- Explicit requests of an antibiotic treatment;
- Desire statements of an antibiotic treatment;
- Inquiries about an antibiotic treatment;
- Evaluations of a past treatment.

Among the four language practices, only the first practice takes a canonical form of request (e.g., ‘Can you prescribe me some antibiotics?’), while the other three practices take less explicit language formats, putting varying degree of impositions on physicians’ responsive acts.

For example, an explicit request of antibiotic treatment is the strongest form of request as it puts the highest degree of impositions on physicians’ responsive action, by making physicians’ grant or rejection of the request relevant in the next turn. In contrast, a statement of desire for antibiotic treatment does not put physicians under any constraint for granting an antibiotic prescription, but it generates an understanding that prescribing antibiotics is a desirable act under this circumstance. Similarly, an inquiry about antibiotics raises antibiotic treatment as a topic for discussion and implicates a preference for the treatment, yet it does not put physicians under the constraint as an explicit request does. Moreover, a positive evaluation of past experience with antibiotics may be subject to physicians’ understanding as desiring for antibiotics for the current condition, yet it does not even require any response physicians as an inquiry about antibiotics does.

The CA study of the requesting practices enables us to identify the utterances that are recurrently understood or subject to speakers’ understanding as doing the act of requesting. In addition, we find that explicit requests are least frequently used by parents, while less explicit forms of requests occur more frequently. Table 2 describes the frequency (number of cases) and percentage of the requesting practices out of total number of cases in the corpus.

In order to quantitatively investigate the correlation between the presence of the requesting practices and the prescribing decision outcomes, we conduct a Pearson’s $\chi^2$ test between the two variables $X$ and $Y$, where $X$ is whether parents use at least one of the four requesting practices, and $Y$ is whether they receive an antibiotic treatment by the end of the consultation. The $\chi^2$ test suggests that parents using at least one of the four requesting practices is significantly associated with that they receive an antibiotic treatment ($\chi^2=5.625, df = 1^3, p = 0.018^4$). It is worth noting that this is an approximation of the correlation between parent use of the requesting practices and the prescribing outcomes. Investigation of correlations between individual parent requesting practices and the prescribing outcomes will be carried out in our ongo-

---

1 Degrees of freedom.
2 At the 0.05 significance level.
One way to distinguish the delivery format of a non-antibiotic treatment recommendation is whether it is negative-format or positive-format (Stivers, 2005). A negative-format recommendation is to recommend against a particular treatment (e.g., “She doesn’t need any antibiotics.”); while a positive-format one is to recommend for a particular treatment (e.g., “I’m gonna give her some cough medicine.”). Findings from the American pediatric settings show that physicians’ positive-format recommendations are less likely to engender parent resistant response to a non-antibiotic treatment recommendation than negative-format recommendations, and thus suggests that recommendations delivered in an affirmative, specific form are most receptive to parents for non-antibiotic treatment (Stivers, 2005).

Beyond distinguishing the recommendations into positive-format and negative-format, there are many other features which could be taken into consideration regarding to their consequences on parents’ responses (e.g., epistemic stances5 and deontic stances6 that are embodied in the recommending practices). For example, physicians’ treatment recommendations can be produced with the following types, including assertions, proposals, and offers. The assertions are recommendations such as “You have to take some fever medicine.”. Proposals are such as “Why don’t you take some cough syrup?”. Offers are mostly recommendations that are offered following parent indication of their treatment preference or desires, e.g. “I’ll give you some fever medicine if you want.”. The assertions index higher physician epistemic and deontic rights in terms of who knows the best about the treatment and who determines what the patient needs to do respectively. Compared to assertions, physicians claim less epistemic and deontic authority by using the proposal format; and offers embody the least amount epistemic and deontic primacy. Table 3 describes the distribution of physicians’ practices of making treatment recommendations across the corpus.

We also conduct a Pearson’s χ² test between physicians’ choice of recommending practice and parent response. The test shows that we cannot reject the null hypothesis that physicians’ choices of recommending practice type are independent of parent response types (χ²=0.327, df = 2, p = 0.849). Thus our ongoing work is to examine other complexities of treatment recommending practices and their effect on parents’ response.

### 5 Computational Approach

Conversation analysis allows us to manually identify language practices that are recurrently understood and subject to speaker understanding of doing a particular act; while computational approach is used to assist tasks such as entity type recognition, dialogue act classification, and analyses of interested correlations in a more scalable way.

Early research (Jurafsky et al., 1998; Stolcke et al., 2000) on computational modeling of conversational language has demonstrated that automatic modeling based on manually transcribed conversational data by including features such as speakership, dependency relations have achieved supe-

---

5The epistemic stance refers to speakers’ orientation toward the relative primacy/subordination in terms of their knowledge access. See (Heritage and Raymond, 2005) for more details.

6The deontic stance refers to speakers’ orientation toward their relative primacy/subordination in terms of their rights to decide future events. See (Stevanovic and Peräkylä, 2014) for more details.

---

| Request                | Frequency | Percentage |
|------------------------|-----------|------------|
| Explicit requests      | 23        | 7.23%      |
| Desire statements      | 38        | 11.94%     |
| Inquiries              | 90        | 28.30%     |
| Evaluations            | 69        | 21.70%     |
| **Total**              | **220**   | **69.17%** |

**Table 2**: Distribution of requesting practices in the corpus. Each cell reports the number of cases (and percentage) containing the practice.

| Recommendation         | Frequency | Percentage |
|------------------------|-----------|------------|
| Assertions             | 128       | 51.00%     |
| Proposals              | 87        | 34.66%     |
| Offers                 | 31        | 12.35%     |
| **Total**              | **246**   | **98.01%** |

**Table 3**: Distribution of recommending practices in the corpus. Each cell reports the number of cases (and percentage) containing the corresponding practice.
rior performance results compared to datasets otherwise. In using the computational approach in our study, several techniques will be used. In general, we can divide our computational tasks into two categories, fundamental and dialogue specific tasks.

5.1 Fundamental Tasks

Fundamental tasks mainly involve solving general problems that are across all language processing tasks, e.g., named entity recognition and coreference resolution. This part of work lays foundations for more advanced dialogue specific tasks to be discussed in the next section.

5.1.1 Named Entity Recognition

Entities are very important in spoken language understanding, as it conveys key information in determining task objectives, intents, etc. In the medical domain, entity recognition is particularly crucial in identifying information such as treatment or prescriptions. As a fundamental natural language processing (NLP) technique for various tasks, e.g., machine translation (Babych and Hartley, 2003), information retrieval (Guo et al., 2009), named entity recognition (NER) (Nadeau and Sekine, 2007) is also used in our study. Using NER in our study has several challenges. For example, utterances in dialogues are shorter compared to other types of texts. Also, NER is conducted on Chinese. Thus, domain specific word segmentation (Song and Xia, 2012) is a prerequisite if we extend our work to larger datasets in a more scalable way. However, using NER in our study has the advantage that utterances in dialogues are not isolated. The sequential relations between the utterances thus potentially provides us with more information to build a better model. Previous work (Weston et al., 2015) proved that information extraction which takes into account information from previous utterances with recurrent neural networks was more effective. NER in our study can provide more in-depth annotations to the corpus, allowing models trained on the corpus to incorporate more information. To accelerate the annotation process, semi-supervised methods are used for dialogue acts recognition and classification. Specifically, we annotate some seed data, use the trained model to automatically annotate the rest, and finally check the automatically generated annotations manually.

5.1.2 Coreference Resolution

In natural language, reference is used widely for communication efficiency. In dialogue environments, person reference and even omissions are very common. Therefore, coreference resolution can help us add useful semantic information into our language models (Recasens et al., 2013; Clark and Manning, 2015). General coreference resolution is usually performed on multiple sentences in a document; however, the relations of these sentences are vague. Based on our multi-turn rhetorical relation annotations, information that are absent or abstract in a turn can be extracted from turns that are rhetorically related. This could effectively enhance the performance of coreference resolution and provide more accurate information about the referent. For example, the pronoun that may not be clear about what it refers to in one utterance; however, the co-reference resolution technique links it to previous turns which contain the information of its referent.

5.2 Dialogue Specific Tasks

Our research is closely related to the studies on dialogue systems (Henderson, 2015), in which models are built to structure conversations. To achieve our research goals, models are built to track states in a dialogue and to build connections between utterances and action outcomes.

5.2.1 Dialogue State Modeling

One important task is to classify types of an utterance and types of the action required. For example, to judge whether an utterance is a question, answer, or other dialogue act, classification can be performed, taking into account turns in previous context. Previous work (Henderson et al., 2013; Ren et al., 2014) demonstrated that using a classifier was effective for modeling user intents and utterance types. In our research, we will use this approach to classify utterances into different types such as dialogue acts, parent responses and treatment decisions. In order to perform such classification, further annotations are conducted based on the findings of conversation analyses, including:

- Dialogue act - parent requests for antibiotic treatment, physician treatment recommendations;
- Treatment type - antibiotic or non-antibiotic treatment;
• Response type - grant or rejection to recommendation.

By using these classifiers, it allows us to investigate the features that are most important for classifying the utterances, and then align them with the qualitative findings from CA studies.

Another way to model dialogue states is treating dialogues as a sequence of observations and then build models (e.g., CRF (Lafferty et al., 2001), LSTM (Hochreiter and Schmidhuber, 1997)) to perform labeling or classification based on that. This is a natural way of modeling dialogues in terms of the problem proximity. Current state-of-the-art studies suggest that LSTM is a good choice for modeling not only sequences of turns, but also sequences of words (or other basic units) within a turn (Zilka and Jurcicek, 2015). Using our corpus, an LSTM model can be trained to achieve the same goal as static classifiers for practice type classification, and to model the sequential relationship between turns in real conversations.

Previous studies (Lee and Eskenazi, 2013; Williams, 2014; Henderson et al., 2014) found that systems combining the classifier approach and the sequence model approach showed competitive results. In doing so, one can train several different models with different sets of parameters and join their results accordingly (Henderson et al., 2014). For the aforementioned classification and sequence modeling tasks, the combined model is expected to outperform individual models.

5.2.2 Domain Adaptation

Since our data is of the particular domain of medicine, domain adaptation is another task involved in our research. Almost all of the aforementioned tasks can be affected by domain specific variance. Besides, conversational data in medical domain is also lacking. Therefore, acquiring more data from other or general domain can be useful in completing the tasks in the medical domain, and improving the capability of conversational understanding. Training data selection/acquisition (Axelrod et al., 2011; Song et al., 2012) could be the first step to solve the problem of domain variance, without the need to modify the existing models to fit our domain. Moreover, when this work has to be extended to other domains, e.g., law, education, etc., domain adaptation is required to transfer the knowledge from this domain to another.

6 Discussion

In this proposal, we propose a study on doctor-patient conversations based on a corpus of naturally occurring medical conversation that are transcribed and annotated manually. With the combination of the social science research method of conversation analysis and computational methods for language modeling, we aim to discover how language practices in doctor-patient conversation influence antibiotic over-prescribing.

Although previous studies (Macfarlane et al., 1997; Mangione-Smith et al., 1999; Stivers, 2007) proved that doctor-patient conversation were consequential on medical decision-making and population health outcomes, findings from the extant social science research are still limited in answering the question “in what way the language practices that doctors and patients use in medical consultations influence the decision outcomes”.

Based on our preliminary findings from the CA studies, we propose to use the computational approach to help answer our research questions. In doing so, language patterns that are interested in CA studies can be automatically modeled and predicted with classifier or sequence models, leading us to more interesting findings. Also, by using the computational approach, we can also build a dialogue system based on our corpus. This system can be useful for analyzing doctor-patient conversation and assisting decision-making process in medical consultations.

In addition, we constructed a manually transcribed and annotated corpus. Our ongoing work involves formalizing and adding additional annotations to the corpus. We will release the corpus to the community in near future. It will be a unique resource for both social scientific and computational linguistic studies of conversations in the medical domain.
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