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Abstract

Metal-Semiconductor (M/S) heterojunctions, better known as Schottky junctions play a crucial role in modern electronics. At present, the mechanisms behind the M/S junctions are still a subject of discussion. In this work, we investigate the interfaces between semiconducting crystalline Si and amorphous metallic indium, Si[0 0 1]/a-In and Si[1 1 1]/a-In using both ab initio molecular dynamics simulations and a Schottky-Mott approach. The simulations reveal the formation of a distinct border between the Si substrates and amorphous In at the interfaces. The In atoms adjacent to the interfaces exhibit atomic ordering. Charge transfer occurs from In to Si, forming c-Si−q/a-In+q charge barriers at the interfaces. This indicates that a crystalline p-Si/a-In heterojunction will have rectifying properties, which agrees with an analysis using the Schottky-Mott model which predicts a Schottky barrier height of 1.3 eV for crystalline p-Si/a-In using the calculated work function for a-In (3.82 eV). We further discuss the interfacial charge transfer, related hole-depletion regions in Si adjacent to the interfaces and the Schottky-Mott approximations.

1. Introduction

In recent years, a novel heterojunction consisting of amorphous boron on crystalline silicon(c-Si/a-B) was prepared through deposition of amorphous B via decomposition of borane molecules, through a method named the PureB process. This device has been applied successfully in detection of near-ultraviolet (NUV) or vacuum ultraviolet (VUV) photons [1–4]. These new detectors are vital in pushing the frontier of nano-photolithography and nanoelectronics [1, 4]. The achievements reached through the PureB process open the path towards new Si-based heterojunctions/diodes for various applications [5–10], where the group III elements, aluminum (Al), gallium (Ga) and indium (In) are good candidates.

Indium (In) has advantages over the other elements in the same group [11, 12]. Due to its large atomic size, the possibility of alloying In and Si is restricted, contrasting Ga [13]. The elemental solid phase has a moderately high melting temperature, and thus it is possible to realize sharp c-Si/a-In heterojunctions via a moderate temperature process. Elemental indium solid is a metal and the c-Si/a-In heterojunction could potentially be used to create a Schottky diode which is formed by the junction of a semiconductor with a metal [5, 7, 14, 15].

Si-based Schottky diodes have several properties such as short switching time, temperature independence and low cut-in voltage [5, 7, 14], which make these devices particularly well-suited for applications requiring high sensitivity or efficiency, such as voltage clamping, blocking diodes or signal rectification [5, 7, 14, 15]. However, the exact mechanisms behind the rectifying effect of the crystalline-Silicon/Metal (c-Si/M) heterojunctions are still under discussion [5, 7, 14–17].

Recent ab initio molecular dynamics (AIMD) simulations for the c-Si/a-B interfaces revealed the formation of a distinct border between c-Si and a-B [18–20]. Charge transfer occurs from the interfacial Si to the B atoms, which gives rise to the formation of Si+q/B−q barriers. A hypothesis for the rectifying junction formation was
proposed in [18] based on this principle. In this model, the positively charged Si atoms induce the formation of an electron depleted region in the n-Si substrate interfacing with the amorphous B surface, which leads to the observed rectifying effect of the c-Si/a-B heterojunctions. However, fundamental questions naturally arose in this line of inquiry: (1) Besides B, is such junction formation possible using different elements or materials? (2) Can the newly proposed junction formation mechanism form a basis for a general theory behind Schottky junctions? Studying the c-Si/a-In junction is a starting point to address these questions.

There have been both experimental and theoretical investigations, mainly focused on the geometry and properties of the In sub- or thin-layer on Si[1 1 1] surfaces [21–28], mainly motivated by the discovery of unusual superconductivity [25]. In particular, Migitaka and Tokuyama reported a way to prepare diodes with good rectifying properties by alloying In with p-type Si [29]. The latter experiments also stimulate our interest in c-Si/a-In junctions.

On the other hand, theoretical approaches—especially parameter-free AIMD and first-principles methods—have also been applied to investigate the interfaces/heterojunctions between crystalline silicon and metals [7, 14–17, 30–32]. For example, in the 1970s, Louie et al investigated the interface between crystalline silicon and Al using density-functional theory (DFT) within the local density approximation (LDA) and observed interfacial states in the Si gap [31, 32]. Recently, there are more theoretical studies focusing on two-dimensional (2D) S/M heterojunctions [33, 34]. However there have been few recent theoretical studies on the interfaces between Si and In up to now.

Here we present a systematic study of the interfaces between Si{0 0 1} and Si{1 1 1} with a-In (c-Si/a-In) created using AIMD simulations. Wafers for these Si surfaces are commercially available and both interfaces exhibit different surficial geometry and chemical bonding [35]. The simulations produce a distinct border between the c-Si and a-In. The a-In atoms adjacent to the substrate exhibit atomic ordering. Electronic structure calculations reveal charge transfer from the interfacial In to Si, forming a charge barrier. We also calculate the work-functions for the In surfaces which are used to build the Schottky barrier for the c-Si/a-In junctions. The obtained information here is not only useful to get insight into the novel c-Si/a-In junctions, for furthering the design of new applicable heterojunctions, but also sheds some light on the c-Si/M heterojunctions in a more general way [14–17, 36, 37].

We first introduce the designs of the amorphous In surfaces and the c-Si/a-In interface systems, as well as the AIMD simulation and computation details in section 2. In section 3.1 we introduce the calculated crystal and electronic properties of the elemental solids Si and In. Then, in section 3.2 we present the interfacial chemical bonding at the equilibrated c-Si/a-In interfaces. The related electronic structure and interfacial charge transfer are both presented in section 3.3. The surficial structure and work functions of In{0 0 1}, In{1 0 0} and a-In surfaces are presented in section 3.4. In section 4, we build a band-alignment model for the c-Si/a-In junction based on the Schottky–Mott theory with the calculated work-function for a-In surfaces. We analyze the role of charge transfer at the c-Si/a-In interfaces on formation of hole-depletion regions at the p-Substrates and its relation to the Schottky–Mott approximation. Finally we summarize the results in section 5.

2. Methods

The AIMD approach employs periodic boundary conditions. We utilized supercells for simulations of the c-Si/a-In interfaces. For Si{0 0 1}/a-In, a tetragonal supercell with axis length $a = 3a_0$ ($a_0$ is the lattice parameter of cubic Si) was used for the in-plane axis. For Si{1 1 1}/a-In, a hexagonal supercell with $a = 2\sqrt{2}a_0$ was applied. The lengths of the c-axes were determined by the thickness of the crystalline Si slab and the number of the In atoms. The supercells for AIMD simulations are summarized in table 1. The supercells for the Si{0 0 1}/a-In and the Si{1 1 1}/a-In interfaces contain 444 atoms (144 Si and 300 In) and 492 atoms (192 Si and 300 In) respectively. These large supercells are required in order to avoid interaction between the Si surfaces and to minimize the risk of artificial crystallization of the melt during simulations [38, 39].

Apart from the c-Si/a-In systems, we also prepared a c-Si/c-In system, with the interface perpendicular to the c-axis of both crystals. The experimental lattice parameter at room temperature for cubic Si is $a = 5.4310$ Å [12]. For tetragonal In, the lattice parameters are $a = 3.2516$ Å, $c = 4.9471$ Å [12]. Thus, it is possible to design a supercell with a pseudo-tetragonal lattice using $a = 3a_0 \approx 5a_0$. The length of the c-axis is determined by the Si (9 atomic layers) and In atoms (6 atomic layers). The optimized lattice parameters and numbers of Si and In atoms are included in table 1.

For the AIMD simulations of the interfaces we utilized the first-principles code VASP (Vienna ab initio Simulation Package) [40]. The code is based on a pseudo-potential plane-wave approach within density-functional theory (DFT) [40] and employs the projector augmented-wave (PAW) method [41, 42]. It allows variable fractional occupation numbers, which works well for interfaces between semiconductors and metals [40]. The AIMD simulation employs finite-temperature density-functional theory of the one-electron states,
where the exact energy minimization and calculation of the exact Hellmann–Feynman forces occurs after each MD step using the preconditioned conjugate techniques, and the Nosé dynamics for generating a canonical NVT ensemble [40]. The generalized gradient approximation (GGA-PBE) was used for the exchange-correlation terms [43]. For the first-principles calculations we used cut-off energies of 350.0 eV for the wave functions and 500.0 eV for the augmentation charge density, which are higher than the corresponding default cut-off energies (\(E_{\text{max}}/E_{\text{aug}} = 95.9 \text{ eV}/237.1 \text{ eV}\) for In and 245.3 eV/322.07 eV for Si, respectively). We employed dense k-meshes, e.g. \(4 \times 4 \times 2\) k-mesh (14 k-points) in the Brillouin zone (BZ) of the Si[001]/In[001] interface using the Monkhorst–Pack method [44], whereas for the AIMD simulations of the large supercells, we employed a smaller cut-off energy (250.0 eV) and only the \(\Gamma\)-point in the BZs. The latter is due to the lack of periodicity of the whole systems in such crystal/amorphous interfaces [38, 39].

We created amorphous In samples by equilibrating the systems at 3000 K for 2000 time-steps (1.5 fs per time-step, in total lasting 3 ps) after which the systems were cooled to the desired temperature. The obtained amorphous In (a-In) samples were placed on the Si substrates (c-Si), forming c-Si/a-In interfaces for the following AIMD simulations. We adopted a two-step approach here. First, the c-Si/a-In systems were allowed to equilibrate at 1000 K with the substrate Si atoms pinned. Next, all the atoms including the substrate were allowed to relax at 500 K for a period of time, followed by a second relaxation period at 300 K over 6 ps. This multiple-step approach helps to avoid collective movements of the atoms in the supercells.

3. Results

3.1. Cohesive properties of Si and In

We first report first-principles structure optimizations for the elemental solids. The calculated lattice parameter for Faced-Centered Cubic (FCC) Si [45] is \(a = 5.469\) Å, and for Body-Centered Tetragonal (BCT) c-In [12, 45] the axis lengths are \(a = 3.328\) Å and \(c = 5.023\) Å. The calculated values reproduced the experimental data in the literature, \(a = 5.43099\) Å for Si and \(a = 3.32516\) Å and \(c = 4.9471\) Å for c-In at room temperature respectively [12]. Si was calculated to be a semiconductor with an indirect gap of 0.61 eV (figure 1) when using the GGA-PBE approach. This value is notably smaller than the experimental value (1.17 eV) [46]. Such over- and under-estimations of respectively the lattice parameters for crystals and of the energy gaps for semiconductors/insulators are not unusual for the results of DFT-GGA calculations [43, 47].

Figure 1(a) shows the density of states (DOS) curves for the crystalline and amorphous In. For both curves the general trends are similar and the DOS increases with energy. At the Fermi level, the densities are rather high, ~0.45 states/eV per In atom for both c- and a-In. This indicates that In is a free-electron-like metal and the electrons move freely in both c-In and a-In, although there is strong scattering due to local structural disorder in the latter. Figure 1(a) also shows that the bottom of the valence band for a-In is at about ~9.9 eV, about 0.6 eV lower than that of c-In. Such lowering in energy for the states in a-In comes from the short In-In bonds in a-In.

3.2. Interfacial interaction at c-Si/a-In

During the AIMD simulations at 1000 K, the nearby liquid In atoms move to the pinned Si substrates. Correspondingly, there is very notable variation in total energies of these systems. At about 1 ps, the liquid In atoms form kinetically stable configurations. The total-electron energies of the c-Si/a-In systems become

| System | Lattice | Unit params (Å) | Num. atoms | # dangling bonds | Special feats. |
|--------|---------|-----------------|------------|-----------------|----------------|
| In[001] surf. | Orth. | 47.54 3.33 4.88 | — 16 | 3\(^{b}\) | Vac: 24.5 Å |
| In[001] surf. | Tet. | 3.33 3.33 57.57 | — 13 | 4\(^{b}\) | Vac: 19.0 Å |
| a-In surf. | Tet. | 16.40 16.40 50.00 | — 300 | 3–5\(^{b}\) | Vac: 30.0 Å |
| Si[001]/In[001] | Tet. | 16.33\(^{a}\) 16.33\(^{a}\) 28.01 | 162 160 | 2\(^{b}\) |
| Si[111]/a-In | Hexa. | 15.51 15.51 58.22 | 192 300 | 1\(^{c}\) |
| Si[111]/a-In | Tet. | 16.40 16.40 41.35 | 144 300 | 2\(^{c}\) |

Notes.
1. The optimized lattice parameters.
2. No. of lost bonds of surficial In.
3. No. of lost bonds of surficial Si.
stabilized within 1 ps at 300 K with all the atoms fully relaxed. The thermally equilibrated structures of the c-Si/a-In interfaces are shown in figure 2.

For both Si\{001\}/a-In and Si\{111\}/a-In interfaces there is a clear separation between the c-Si substrates and the a-In. A closer look at figure 2 reveals a number of differences:

(i) The surfi
cal Si atoms at the Si\{111\}/a-In interface resemble the structures found in the bulk (Figure 2(b)), whereas the surfi
cal Si atoms in Si\{001\}/a-In display displacements from the ideal positions (figure 2(a));

(ii) The spacing between the c-Si substrate and a-In for Si\{111\}/a-In (∼2.6 Å) is larger than that for Si\{001\}/a-In (∼1.7 Å);

(iii) The surfi
cal Si atoms at the Si\{001\}/a-In interface are coordinated primarily by two In atoms and two Si (Figure 2(a)), whereas the surfi
cal Si atoms for Si\{111\}/a-In are coordinated by one In and three Si at the substrate (figure 2(b)).

These phenomena originate from the fact that Si prefers tetragonal coordination (sp³ hybridization [48]) and the a-In atoms compensate the loss of the surfi
cal Si atoms [35]. Figure 2 also shows variation of a-In distribution along z-direction, which is referred as atomic layering [39, 49].

To have a quantitative assessment of the layering phenomenon, we draw the atomic density profile ρ(z) in figure 2 which is defined as follows [49, 50]:

**Figure 1.** Density of states (DOS) for elemental (a) In and (b) Si. The Fermi level (In) and top of the valence band (Si) is at 0 eV (the green line).

**Figure 2.** Snapshot (top) and related atomic density profile (bottom) for (a) Si\{001\}/a-In and for (b) Si\{111\}/a-In. The blue spheres represent Si and violet In. The cut-off Si-In interatomic distance is 3.15 Å.
We performed electronic band structure calculations for the c-Si states (Si atoms at Si observed experimentally at the pure Si amorphous In atoms adjacent to the substrates. This layering is more pronounced at Si subsurface Si to the surface are positioned exclusively around the tops of the surface Si atoms. Each subsurface layer. The cut-off Si-In bond-length is 3.15 Å.

\[ \rho(z) = \frac{\langle N_z(t) \rangle}{L_x L_y \Delta z} \]  

where \( L_x \) and \( L_y \) are respectively the in-plane x and y dimensions of the cell, and \( z \) the dimension perpendicular to the interface, \( \Delta z \) is the bin width, and \( N_z(t) \) is the number of atoms between \( z - (\Delta z/2) \) and \( z + (\Delta z/2) \) at time \( t \). \( \langle N_z(t) \rangle \) represents a time-averaged number of atoms during the simulation.

As shown in figure 2, the layering phenomenon is moderate for Si\{0 0 1\}/a-In with the 1\textsuperscript{st} a-In layer mostly splitting off from the 2\textsuperscript{nd} layer In. This layering is more pronounced at Si\{1 1 1\}/a-In with a sharp In layer adjacent to the substrate, indicating that the substrate surface has strong influences on the atomic ordering in the amorphous In atoms adjacent to the substrates.

In figure 3 we show the atomic arrangements of the interfacial Si and In atoms at Si\{0 0 1\}/a-In (Figures 3(a) and 3(c)) and the Si\{1 1 1\}/a-In (figures 3(b) and 3(d)). Figures 2(b) and 3(b) show that the surficial Si atoms are arranged similar to their pristine Si surface at the Si\{1 1 1\}/a-In interface. This is due to the strong chemical confinement from the sub-surface Si atoms. The In atoms in the layer closest to the Si\{1 1 1\} surface are positioned exclusively around the tops of the surficial Si. In fact, statistics from the atomic density profile (figures 2 and 3) revealed that the ratio of the number of In atoms at the 1\textsuperscript{st} peak to that of the surficial Si atoms is 1:1.05, close to an even split.

The few reconstructed Si-Si pairs (figure 3(a)) are similar to the surficial Si-Si clustering phenomenon observed experimentally at the pure Si\{0 0 1\} surfaces [35] and those induced by foreign atoms [51–53]. The In atoms closest to the Si\{0 0 1\} are distributed at various sites: the In is either at the middle of two Si atoms or around the tops of the surface Si atoms. Each surficial Si atom is connected predominately to two In atoms. We found the ratio between the number of the surficial Si atoms and that of the bonded In atoms to be about 1:1.42, notably larger than the ratio found for the Si\{1 1 1\}/a-In interface, although the density of the surficial Si atoms at the former is just 15 percent smaller than that at the latter. To obtain statistically meaningful results, we analyzed over 20 configurations with the results plotted in figure 4.

The surficial Si atoms at Si\{1 1 1\}/a-In are connected exclusively to one In neighbor (99.5%) (figure 4), satisfying the sp\(^3\) hybridization for Si according to Pauling’s bonding theory [48]. The majority of the surficial Si atoms at Si\{0 0 1\}/a-In (70%) have two In neighbors which are in a distorted tetragonal coordination. For the Si\{0 0 1\}/a-In interface roughly 20% and 10% of the surficial Si atoms have three and one In neighbors, respectively. Such behavior at the interfaces is well aligned with the weaker structural confinement of the subsurface Si to the surficial Si atoms at Si\{0 0 1\}.

### 3.3. Electronic structure and charge transfer at the c-Si/a-In interfaces

We performed electronic band structure calculations for the c-Si/a-In interfaces. In figure 5 the partial density of states (pDOS) is shown for selected atoms.

The electronic band structure calculations showed that for the DOS of the Si\{0 0 1\}/a-In interface, the total DOS (tDOS) increases with energy from the bottom ranging from \(-12.0\) to \(-1.5\) eV. Then, it decreases to the Fermi level (0 eV), where a valley is found between 0.0 to 0.7 eV and the tDOS curve increases afterwards again with increasing energy (figure 5). The pDOS curves showed that there is no or little density of states at the gap of the core Si (figures 5(a), (e)). The weak pDOS at the core Si for the Si\{0 0 1\}/a-In interface originates from the local structural distortion and tails from the neighboring distorted Si atoms, as we showed before that the surficial Si atoms are strongly distorted at this interface. The free-electron nature of a-In is also reflected in the
DOS curves of a-In for Si\{111\}/a-In (Figure 5), with the exception of the interfacial In bonded to Si (Figures 5(c), (g)), the latter of which shares similarities with the pDOS of interfacial Si (figures 5(c), (d)). This is understandable considering orbital hybridization between Si 3s, 3p and In 5s, 5p. Figure 5(a) and g show that the substrate Si atoms exhibit more semiconducting nature which is only weakly influenced by the interfacial Si-In interaction.

Additionally, we analyzed the dispersion curves of band structure along the BZ in-plane directions (not shown here). In the Si gap ranges (0.0 to 0.6 eV) there are many states mainly originating from metallic a-In with some minor contribution from interfacial Si-In. These results correspond well to those at the DOS curves, indicating a Schottky nature for these junctions. These states are similar to the Metal Induced Gap States (MIGS) at the Si\{111\}/Al interfaces [31, 32, 37]. The Fermi level of c-Si/a-In is at the energy position of Si relating to Fermi level alignments.
To obtain more direct information about the interfacial interactions, we analyse the charges at the atomic sites and charge transfer between the interfacial atoms. This information was obtained by employing the Bader’s charge analysis approach [53] based on the calculated electronic density distributions at the c-Si/a-In and Si[001]/In[001] interfaces. Our calculations also show the obtained charges at the interfaces found in figure 6.

The charges at the Si sites near the interfaces correspond to scattering at c-Si/a-In interface, whereas the charges at the Si[001]/In[001] are shown to be more uniform. The former phenomenon is due to the local bonding distortions induced by the interfacial a-In atoms. However, the averaged charges at the atomic sites at the Si[001]/a-In and Si[001]/In[001] are close to each other. The averaged interfacial charge transfer is $-0.23 \text{e}/\text{Si}$ at the Si[001]/In interfaces and $-0.08 \text{e}/\text{Si}$ for Si[111]/a-In. The charge transfer occurring from the interfacial In to Si at the c-Si/a-In interfaces is different from that at the c-Si/a-B interfaces where charge is transferred from the interfacial Si to B [19]. Further, the amounts of charge transfer at the Si[001]/a-A (A = In, B) interfaces are larger than for the corresponding Si[111]/a-A interfaces. This is due to the {001} interface having more Si-A interfacial bonds compared to the {111} interface [19], as shown in figures 2 and 4. The difference in charge sign at the c-Si/a-In and c-Si/a-B further indicates different mechanisms of rectification.

### 3.4. Work functions of In

For a Si/M heterojunction, the electrical properties, including rectification, are largely determined by the work function of the metal and Si [5, 7, 14–17, 37]. We performed calculations on the local potential and Fermi level for In[001] and In[100] and additional four different amorphous samples. Here we report the local relaxation and work functions for the crystalline and amorphous In surfaces.

The structural optimizations showed that there is moderate structural relaxation at the In[001] surface. The space between surficial and sub-surficial In atoms is just 0.3% different from that in the bulk. Meanwhile, strong local relaxation occurs at the In[100] surfaces: the space between the surficial and sub-surficial In atoms shrinks about 2.0%, while the space between the third and sub-surficial layers shrinks 1.3% and the space between fourth and third In layer expands 0.9%. From the fifth layer on, the layer-spacing becomes nearly the same as that of the bulk. Such notable difference in local structures between In[001] and In[100] originates from the higher atomic density at In[001] (0.095 Å$^{-2}$) compared to In[100] (0.062 Å$^{-2}$ atom) (figures 7(a) and 7(d)). Moreover, the surficial In atoms at the [001] surface have four dangling bonds, whereas those at In[001] lose only three neighbors as shown in table 1. Analysis also showed that at the a-In surfaces, each surficial In atom loses three to five neighbors (table 1).
Figure 7 shows the electron-density distributions at the c-In surface (figures 7(c) and 7(c)) and at an a-In surface (figure 7(b)). The electron density decays quickly into the vacuum, reaching $10^{-5}$ e/Å$^3$ at a distance of ~6 Å from the surface. The electron density surfaces for In$_{001}$ and In$_{100}$ display a regular shape, whereas the electron density surface of a-In exhibit an irregular/disordered nature (figure 7(c)).

Based on the electron density distributions, we also obtained the average electrostatic potential for the In$_{001}$, the In$_{001}$ and the two a-In samples (figure 8). The local potentials of the In$_{001}$ and the In$_{100}$ exhibit ordering and periodicity whereas the local potentials of a-In show irregularities as well. However, at the surfaces the local potential converges to the vacuum potential quickly (about 7 Å from the surface). Moreover, the vacuum potentials of all surfaces differ moderately.

The electron work function ($\Phi$) of a metal surface is the minimum energy needed to remove an electron from the bulk of a material via its surface to a point away from the material [54–56]. We define the work functions as follows:

$$\Phi = P_{vac} - E_F,$$

where $P_{vac}$ is the local potential at vacuum and $E_F$ is the Fermi level of the material. This equation was applied for the In$_{001}$, the In$_{100}$ and the two a-In samples (figure 8). The calculated work function is 3.90 eV for the In$_{001}$, 3.77 eV for the In$_{100}$ and 3.82 eV for the a-In surfaces. The work-function being the same for the four a-In samples indicates that the thickness of the a-In slab is large enough. The larger work-function for the In$_{001}$ surface compared to the one for In$_{100}$ corresponds to the higher stability of the former one as well, as discussed before (table 1).
In literature, the experimental measurements for polycrystalline elemental In samples produced values ranging from 4.09–4.12 eV [55, 56]. The calculated values approach the experimental values, a remarkable feat considering the experimental difficulties in keeping the active In surfaces from being polluted (oxidation, etc).

4. Discussion: Schottky-Mott model and interfacial interaction

The present study revealed the formation of a distinct border between c-Si and a-In at the interfaces and strong chemical bonding between the interfacial Si and In atoms. At the c-Si/a-In interfaces, there are some states above the Fermi level in the pDOS of the interfacial Si atoms. This is similar to the metal induced gap states (MIGS) [31, 32]. There is charge transfer occurring from the interfacial In atoms to the Si atoms, resulting in the formation of Si$^{-}\text{q}$/In$^{+}\text{q}$ barriers at the interfaces. The charge transfer originates from the electronegativity differences between Si (1.90 in Pauling scale) and In (1.78).

One expects that the negative charges at the interfacial Si atoms lead to induction of a hole-depletion region at the p-Si substrates. In analogy with the hypothesis in [18], according to which the observed depletion region in crystalline n-Si is associated with the inter-facial charge transfer from silicon to boron, here one can also expect the creation of a depletion region. Only in the case of the crystalline p-Si/a-In the negative charge at the interfacial silicon atoms lead to induction of a hole-depletion region in the p-Si substrate. Thus, crystalline p-Si/a-In heterojunctions are expected to have rectifying effects as a Schottky-type diode. However we are not able to obtain the Schottky barrier height at present from our first principles approach [7, 19].

4.1. Schottky-Mott model of c-Si/a-In

The Schottky-Mott model has been widely used to study the Schottky barrier height (SBH) of metal-semiconductor junctions based on the work function of the metal ($\phi_m$) and electron affinity of the semiconductor ($\chi_S$) [5, 7, 30, 37]. It is defined as follows:

$$\Phi_{B,n} = \phi_m - \chi_S$$  \hspace{1cm} (3a)

$$\Phi_{B,p} = (\chi_S + E_g) - \phi_m$$  \hspace{1cm} (3b)

Here, $\Phi_{B,n/p}$ is the SBH for the n- and p-type semiconductor respectively and $E_g$ is the energy gap of semiconductor. Equation (3a) is for a semiconductor with Fermi level pinned at the bottom of conduction band, e.g. n-Si, whereas equation (3b) is for a semiconductor with Fermi level pinned at the top of valence band, e.g. p-Si. With the calculated a-In work function and the experimental Si electron affinity and band gap [5, 7, 30, 37, 55, 57] we can apply the Schottky-Mott model.

According to figures 9(b) and (a) and the Schottky-Mott model [1], crystalline p-Si/a-In heterojunction is intrinsically a Schottky diode with a Schottky barrier height of $\Phi_{B,p} = \Delta E_g - (\phi_m - \chi_S) = 1.12 - (3.82 - 4.05) = 1.35$ eV for a very lightly doped p-Si and 1.25 when we assume Fermi level of Si is pinned slightly higher (0.1 eV) for a moderately doped Si. This result explains the rectifying phenomenon observed for the p-Si/In junctions [29]. Meanwhile, the Schottky barrier height is $\Delta \Phi_{B,n} = \phi_m - \chi_S = 3.82 - 4.05 = -0.23$ eV for crystalline n-Si/a-In and thus, the junction should be ohmic-like [5, 7, 14, 15, 17]. We speculate that the formation of the ohmic-like junction corresponds with the charging of the interfacial Si at the c-Si/a-In interfaces.
average interfacial Si-In distance determined by the amount of electrons transferred from In to Si and where the plates are separated by the plates: Schottky-Mott approximation. Here we try to analyze the relations between the atomic picture from the \textit{ab initio} study and the macroscopic Schottky-Mott approximation.

The present study provided us an atomic picture of the heterojunctions with information about their local atomic structure, chemical bonding, charges at and charge transfer between interfacial atoms. Moderate charge transfer occurs from In to Si (-0.23 e/\text{Si}) at Si\{001\}/a-In and (-0.08 e/\text{Si}) at Si\{111\}/a-In, forming interfacial Si\(^{−}\)/a-In\(^{−}\) charge barriers. The charge transfer is essentially confining the outer atomic layer (of both a-In and c-Si). Hence we attempt to model its effect as a dipole layer, i.e. a parallel plate ‘capacitor’ with the charge density determined by the amount of electrons transferred from In to Si and where the plates are separated by the average interfacial Si-In distance \(d_{\text{Si−In}}\) (table 2).

In order to estimate the charge barrier heights based on the \textit{ab initio} approach, we use a simple parallel-plates model. The potential difference \(\Delta P\) is proportional to the amount of charge at the plates and distance \(d\) between the plates:

\[
\Delta P = \int E(z) \, dz = E \times d = \frac{\sigma e \times d}{\epsilon (\text{Si})} \tag{4}
\]

here \(\sigma e = Q/A\) is the charge density of the plates with \(Q\) the charge at the area of the plate \((A)\); \(d\) is the distance between the plates, which is an average of the interfacial Si-In bonds lengths, \(\epsilon(\text{Si}) = \epsilon_0 \times \epsilon_a(\text{Si})\) with \(\epsilon_0 = 8.854 \times 10^{-12} \, \text{F/m}\) and \(\epsilon_a(\text{Si}) = 11.7\) is the dielectric constant of Si, considering that mobile electrons moving from n-Si through the nearby region. The calculated charge barriers according to equation (4) are in table 2. The calculations also showed effect of crystalline anisotropy of the Si substrates that the n-Si\{001\}/a-In has a large potential barrier than that at n-Si\{111\}/a-In. Furthermore, we obtained the SBH via the Schottky-Mott model for n-Si/a-In equation (3a): \(-0.23\) eV. Therefore, the charge barriers’ values in table 2 is in line with that from the Schottky-Mott model. Such agreement is understandable since both interfacial charge transfer and difference between work-function of a metal and vacuum electron affinity of a n-type semiconductor at the contact originate from the capability of the components to attract electrons—better known as the electron negativity of the elements [57].

For p-Si/a-In, the Fermi level at the hole-depletion zone is at top of the valence band. Electrons must be excited to the conduction band first to become mobile. Moreover, the conduction electrons must overcome the charge barrier. Thus, the overall barrier is determined by the difference of the Si bandgap (~1.12 eV at room temperature) and the charge barriers in table 2. The barrier is 1.64 eV for p-Si\{001\}/a-In and 1.35 eV for p-Si\{111\}/a-In. These values are close to the value obtained from equation (3b), 1.37 eV.

Another issue is about the influence of electrons into the depletion zone on the charge barriers. We assume a complete depletion with a width of 8 \text{μm} with a doping concentration of \(1 \times 10^{16} \, \text{e/cm}^3\), which is typical in practice [18]. Then \(d_{\text{dep}} = 1 \times 10^{16} \, \text{e/cm}^3 \times 8\text{μm} = 4 \times 10^{12} \, \text{e/cm}^2\) if we assume a linear decay model.

The Si density at the Si surfaces is about 6.78 \times 10^{18} \, \text{atoms/cm}^2 (table 2). The change in charge at the interface can be calculated: \((4 \times 10^{17} \, \text{e/cm}^2)/(6.78 \times 10^{18} \, \text{atoms/cm}^2) \sim 0.006 \, \text{e/\text{Si}}\) for a complete depletion, which is notably smaller than the interfacial charge ~0.23 e/\text{Si} at Si\{001\}/a-In or 0.08 e/\text{Si} at Si\{111\}/a-In (table 2). This amount of change is notably smaller than the interfacial charge. Therefore, we believe that this effect for low- and moderately doped Si substrates are not significant.

5. Conclusions

In this work we investigated the c-Si/a-In interfaces using both AIMD simulation and the Schottky-Mott model. The AIMD study revealed i) clear borders between c-Si and a-In at the interfaces with surficial Si atoms bonding to adjacent In, which satisfy the tetragonal coordination of Si; ii) the a-In atoms adjacent to the Si\{111\} substrate exhibit more pronounced layering than those on the Si\{001\} substrate; iii) there is charge transfer from the interfacial In to Si, resulting in the formation of c-Si\(^{−}\)/a-In\(^{−}\) charge barriers. The negatively charged of the interfacial Si induces hole-depletion regions in the p-Si regions. Thus, the c-p-Si/a-In heterojunction acts intrinsically as a rectifying diode, whereas c-n-Si/a-In creates an ohmic contact, in agreement with the previous

| Interface | \(\sigma_{\text{atom}}(\text{Si/m}^2)\) | \(\sigma_{\text{C}}(\text{C/m}^2)\) | \(d_{\text{Si−In}}(\text{m})\) | \(\Delta P (\text{eV})\) | \(\Delta \Phi_{\text{SBH}}(\text{eV})\) |
|-----------|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| Si\{001\}/a-In | 6.78 \times 10^{18} | -0.25 | 1.7 \times 10^{-10} | -0.42 | -0.23 |
| Si\{111\}/a-In | 7.83 \times 10^{18} | -0.10 | 2.6 \times 10^{-10} | -0.37 |
experimental observations. The information obtained here is helpful in the development of new Si/In heterojunctions.

Based on the Schottky-Mott approximation, we find that the crystalline p-Si/a-In junction is a Schottky barrier with a Schottky barrier height of ~1.3 eV, whereas crystalline n-Si/a-In has no rectifying properties. Thus, the two approaches agree with each other via the pinning position of the Fermi level at the electron-/hole-depletion zones.

Our study shows that at first order of approximation the potential barrier resulting from the charge transfer between interfacial silicon and indium (we call it ‘charge barrier”) is representative of the potential difference between the work function of the metal electron affinity or the ionization potential (electron affinity plus the band gap) of the semiconductor. This study further reveals a necessity to develop more desirable approaches, including advanced ab initio methods to obtain accurate information about the heterojunctions.
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