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Abstract—Representation learning on heterogeneous graphs aims to obtain meaningful node representations to facilitate various downstream tasks, such as node classification and link prediction. Existing heterogeneous graph learning methods are primarily developed by following the propagation mechanism of node representations. There are few efforts on studying the role of relations for improving the learning of more fine-grained node representations. Indeed, it is important to collaboratively learn the semantic representations of relations and discern node representations with respect to different relation types. To this end, in this paper, we propose a Relation-aware Heterogeneous Graph Neural Network, namely R-HGNN, to learn node representations on heterogeneous graphs at a fine-grained level by considering relation-aware characteristics. Specifically, a dedicated graph convolution component is first designed to learn unique node representations from each relation-specific graph separately. Then, a cross-relation message passing module is developed to improve the interactions of node representations across different relations. Also, the relation representations are learned in a layer-wise manner to capture relation semantics, which are used to guide the node representation learning process. Moreover, a semantic fusing module is presented to aggregate relation-aware node representations into a compact representation with the learned relation representations. Finally, we conduct extensive experiments on a variety of graph learning tasks, and experimental results demonstrate that our approach consistently outperforms existing methods among all the tasks.
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1 INTRODUCTION

HETEROGENEOUS graphs are pervasive in real-world scenarios, such as academic networks, e-commerce and social networks [1], [2]. Learning rich information in heterogeneous graphs such as meaningful node representations could facilitate various tasks, including node classification [3], [4], node clustering [5], link prediction [6], [7] and item recommendation [8].

In heterogeneous graphs, nodes are usually connected with different types of neighbors via different types of relations. Take the target academic graph in Fig. 1 as an example, a target paper node is connected with nodes of authors, papers, fields and venues via “is written by”, “is cited by”, “belongs to” and “is published at” relations, respectively. Different types of relations can reflect disparate characteristics of the target nodes. For instance, the “belongs to” relation often reveals the paper’s research topic, and the “is published at” relation tends to indicate the paper’s technical quality. Therefore, it is essential to explicitly capture the underlying semantics of relations and learn relation-aware node representations by maintaining a group of relation-specific node representations to encode more fine-grained information. The learned relation-aware node representations can reflect node characteristics with regard to each specified relation and make adaptive contributions of different relations for various downstream tasks. When estimating the popularity of papers, the “belongs to” relation that conveys the trending research topics would be more important. When we want to infer the paper category, the “is published at” relation may help more because it reflects whether a paper is more relevant to theoretical analysis or applied sciences.

However, this task is challenging in how to design a framework to ponder on the roles of nodes and relations in heterogeneous graphs in a collaborative manner. We summarize the relevant existing methods in the following three major ways. The first way falls into applying Graph Neural Networks (GNNs) for representation learning on graphs. Recent GNNs, including GCN [9], GraphSAGE [10] and GAT [11], have shown the superiority in modelling graph-structured data. However, most GNNs were designed for homogeneous graphs with only one type of nodes and one type of edges, and they cannot directly handle different types of nodes and relations in heterogeneous graphs.

The second way focuses on designing specialized GNNs to learn node representations in heterogeneous graphs. [12] designed HAN by leveraging pre-defined meta-paths and the attention mechanism to learn on heterogeneous graphs. [13] presented HetGNN to consider the heterogeneity of node features and neighbors using Bi-LSTMs. [14] designed type-aware attention layers in HetSANN to study on neighboring
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2 Related Work

This section reviews existing literature related to our work, and also points out the differences of previous studies with our research.

**Graph Mining.** Over the past decades, a great number of efforts have been made on graph mining. Classical methods based on manifold learning mainly focus on reconstructing graphs, such as Locally Linear Embedding (LLE) [22] and Laplacian Eigenmaps (LE) [23]. Inspired by the Skip-gram model [24], more advanced methods were proposed to learn representations of nodes in the network, including DeepWalk [25], node2vec [26] and metapath2vec [3]. These methods first adopt random walk strategy to generate sequences of nodes and then use Skip-gram to maximize co-occurrence probability of nodes in the same sequence. However, the above methods only studied on the graph topology structure and could not consider node attributes, resulting in inferior performance. These methods are outperformed by the recently proposed GNNs, which could handle node attributes and the graph structure simultaneously.

**Graph Neural Networks.** Recent years have witnessed the success of applying GNNs in various applications, such as node classification [9], [10], graph classification [27], traffic prediction [28], and recommendation systems [29], [30], [31]. GNNs first propagate information among nodes and then use Skip-gram to maximize co-occurrence probability of nodes in the same sequence. Generally, GNNs could be divided into spectral-based and spatial-based methods. As a spectral-based method, GCN [9] introduces a localized first-order approximation and performs convolution in the Fourier domain. As spatial-based methods, GraphSAGE [10] propagates information in the graph domain directly and utilizes different functions to aggregate neighbors’ information. GAT [11] leverages the attention mechanism to adaptively select more important neighbors. However, most existing GNNs were designed for homogeneous graphs, and could not handle different types of nodes and relations in heterogeneous graphs.

**Relational Graph Learning.** There are some attempts to investigate the relations in graphs in recent years. [17] presented RGCN to model the relations in knowledge graphs by employing specialized transformation matrices for each

nodes and associated edges with different types. [15] introduced HGT to investigate heterogeneous graphs using type-specific parameters based on the Transformer [16]. Although these methods provide some insights on heterogeneous graph learning, they primarily capture the characteristics of nodes. The relation semantics, which are also essential, have not been explicitly studied yet.

The third way is founded on modelling the properties of relations, which also carry essential information in graphs. RGCN [17] was proposed to deal with multiple relations in knowledge graphs. [18] designed RSHN to learn on the constructed edge-centric coarsened line graph to tackle the relation diversity. [19] presented RHINE to handle the affiliation and interaction relations. [20] introduced GATNE to model different types of relations between users and items. [21] proposed MBGCN to capture multi-typed user behaviors by embedding propagation layers. While promising, these relation-centered methods still fail to explicitly learn relation semantics and the features of nodes with different types are not well discriminated.

To this end, we propose a Relation-aware Heterogeneous Graph Neural Network (R-HGNN), to learn not only fine-grained node representations according to different types of relations, but also the semantic representations of relations.

Specifically, we first design a graph convolution module to propagate information on each relation-specific graph separately and learn node representation specified to the corresponding relation. Then, we present a cross-relation message passing module to improve the interactions of node representations across different relations. Next, the semantic representations of relations are explicitly learned layer by layer to guide the node representation learning process. Finally, to facilitate downstream tasks, the relation-aware node representations are semantically aggregated into a compact representation based on the learned representation representations. Extensive experiments are conducted on various graph tasks and the results show that our approach outperforms existing methods consistently among all the tasks. Our key contributions include:
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- Accompanied with the relation-aware node representation learning process, we also provide a parallel relation representation learning module to learn the semantic representations of relations and guide the node representation learning process collaboratively.
- A semantic fusing module is proposed to aggregate relation-aware node representations into a compact representation to facilitate downstream tasks, considering the semantic characteristics of relations.

The rest of this paper is organized as follows: Section 2 summarizes previous research related to the studied problem. Section 3 formalizes the studied problem. Section 4 presents the framework and introduces each component of our model. Section 5 evaluates the proposed model through experiments. Finally, Section 6 concludes the entire paper.
relation type. [18] designed RSHN to handle various relations by first building edge-centric coarsened line graph to describe relation semantic information and then using the learned relation representations to aggregate neighboring nodes. [19] first conducted empirical studies to divide relations into two categories, i.e., the affiliation relations and the interaction relations, and then introduced RHINE to deal with these relations. [20] proposed GATNE to capture the multi-type interactions between users and items, which could support both transductive and inductive learning. In the field of recommendation systems, several studies focused on the multi-behavior recommendation problem where multiple behaviors of users could be seen as different relations between users and items. [32] introduced MGNN to learn both behavior-shared and behavior-specific embeddings for users and items to model the collective effects of multi-typed behaviors. [21] first constructed a graph to represent multi-behavior data and then designed MBGCN to learn the strength as well as semantics of behaviors by embedding propagation layers. [33] proposed KHGT to study on knowledge-aware multi-behavior graph, which captured both type-specific user-item interactive patterns and cross-type behavior dependencies. Although the above methods focused on the modelling of relations, the semantic representations of relations are still not explicitly learned. Moreover, the features associated with different types of nodes in heterogeneous graphs are not well discriminated.

Heterogeneous Graph Learning. Recently, a number of efforts aimed to design GNNs for heterogeneous graphs learning. [12] presented HAN to learn the importance of neighbors and multiple hand-designed meta-paths based on an attention mechanism. [34] considered the intermediate nodes in meta-paths and proposed MAGNN to aggregate the intra-meta-path and inter-meta-path information. HetGNN [13] first adopts a random walk strategy to sample neighbors and then uses specialized Bi-LSTMs to integrate heterogeneous node features and neighboring nodes. [14] designed HetSANN to learn on different types of neighboring nodes as well as the associated edges through type-aware attention layers, which could directly encode the graph information via a dedicated attention mechanism. Based on the architecture of Transformer [16], [15] introduced HGT to learn the characteristics of different nodes and relations with type-specific parameters. However, the above methods are mostly developed by following the propagation mechanism of node representations, and the role of relations has not been comprehensively exploited yet.

Different with the above mentioned methods, we consider the role of relations to improve the learning of more fine-grained node representations in heterogeneous graph learning. In particular, our approach could collaboratively learn both relation-aware node representations and semantic representations of relations.

3 PRELIMINARIES

This section provides the definitions of heterogeneous graphs as well as the formalization of the studied problem.

3.1 Definitions

Definition 1. Heterogeneous Graph. A heterogeneous graph is defined as $G = (V, E, A, R)$ with a node type mapping function $\phi : V \rightarrow A$ and an edge type mapping function $\psi : E \rightarrow R$, where $V$, $E$, $A$ and $R$ correspond to the set of nodes, edges, node types and edge types, respectively. Each node $v \in V$ and each edge $e \in E$ belong to one specific type in $A$ and $R$, i.e., $\phi(v) \in A$ and $\psi(e) \in R$. Each heterogeneous graph has multiple node or edge types such that $|A| + |R| > 2$.

Example. As shown in Fig. 1, a heterogeneous academic graph contains multiple types of nodes (i.e., papers, authors, fields and venues) and relations (e.g., “is written by” relation between papers and authors, “belongs to” relation between papers and fields).

Definition 2. Relation. A relation represents the connecting pattern of the source node, the corresponding edge and the target node. Specifically, for an edge $e = (u, v)$ linked from source node $u$ to target node $v$, the corresponding relation is denoted by $(\phi(u), \psi(e), \psi(v))$. Naturally, the inverse relation is represented by $(\phi(v), \psi(e)^{-1}, \phi(u))$ in this paper.

Example. In Fig. 1, the relations consist of “is written by”, “is cited by”, “belongs to” and “is published at”. In this paper, we study the role of relations and learn relation-aware node representations.

3.2 Problem Formalization

Given a heterogeneous graph $G = (V, E, A, R)$, representation learning on heterogeneous graph aims to learn a function $f : V \rightarrow \mathbb{R}^d$ to embed each node into a $d$-dimensional representation with $d \ll |V|$. The learned representations should capture both node features and relation information to facilitate various tasks, such as node classification, node clustering and link prediction.

4 METHODOLOGY

This section first presents the framework of the proposed model and then introduces each component step by step.

4.1 Framework of the Proposed Model

The framework of the proposed model is shown in Fig. 2, which takes a sampled graph $G$ for the target node with node feature matrices as the input and provides the low-dimensional node representation $h_v$ for $v \in V$ as the output, which could be applied in various downstream tasks.

The proposed model consists of four components: relation-specific node representation learning, cross-relation message passing, relation representation learning and relation-aware representations fusing. Originally, the sampled heterogeneous graph for the target node is decomposed into multiple relation-specific graphs based on the types of relations. The first component performs graph convolution to learn unique node representations from each relation-specific graph separately. The second component establishes connections to improve the interactions of node representations across different relations. The third component explicitly learns relation representation in a layer-wise manner, and uses them to guide the node representation learning process. The fourth component aims to aggregate relation-aware node presentations into a compact representation considering the semantic characteristics of relations to facilitate downstream tasks, such as node classification, node clustering, and link prediction.
and relation \( \psi(e) \) at the \( l \)-th layer, respectively. \( h_{\psi(e)}^{l-1} \), \( h_{\phi(e)}^{l-1} \) and \( h_{\psi(e)}^{l} \) are the representations of source node \( u \), target node \( v \) and relation \( \psi(e) \) in the corresponding relation-specific graph at layer \( l - 1 \). We set \( h_{\psi(e)}^{0}, h_{\phi(e)}^{0} \) and \( h_{\psi(e)}^{0} \) to their original features \( x_{u r}, x_{v r} \) and \( x_{\psi(e)} \) initially. The original node features \( x_{u}, x_{v} \) are usually given by the graph. The original relation feature \( x_{\psi(e)} \) is represented in one-hot encoding, where the entry of 1 corresponds to the relation type. Then we calculate the normalized importance of source node \( u \) to target node \( v \) by

\[
\begin{align*}
  \alpha_{\psi(e), l}^{u,v} &= \frac{\exp \left( s_{\psi(e), l}^{u,v} \right)}{\sum_{v \in \mathcal{N}_{\psi(e)}(v)} \exp \left( s_{\psi(e), l}^{u,v} \right)},
\end{align*}
\]

where \([\cdot, \cdot] \) is the concatenation operation, \( \mathcal{N}_{\psi(e)}(v) \) denotes the set of \( v \)'s neighbors with relation \( \psi(e) \). Finally, the information of \( v \)'s neighbors with relation \( \psi(e) \) is aggregated with the learned importance as follows,

\[
\begin{align*}
  h_{\psi(e), l}^{v} &= \text{ReLU} \left( \sum_{u \in \mathcal{N}_{\psi(e)}(v)} \alpha_{\psi(e), l}^{u,v} \cdot c_{\psi(e), l}^{u,v} \right).
\end{align*}
\]

4.2 Relation-Specific Node Representation Learning

As shown in Fig. 1, in heterogeneous graphs, a target node is usually associated with multiple relations. Existing heterogeneous graph learning methods are primarily designed by following the propagation mechanism of node representations, while the role of relations is not explicitly exploited. Therefore, we aim to learn node representations considering the relation-aware characteristics, which indicates that each node is associated with a relation-specific representation to reflect the characteristics of the node with regard to the corresponding relation.

To learn the relation-specific node representation for a target node, we first decompose the heterogeneous graph \( G \) into multiple relation-specific graphs \( \{ G_r, r \in \mathcal{R} \} \) based on the relation types. Note that the inverse relation \( r^{-1} \) is also added in graph \( G_r \) to allow the two connected nodes propagate information from each other. Then, we design a dedicated graph convolution module to learn unique node representations from each relation-specific graph. Finally, we present a weighted residual connection to combine the target node features and the aggregated neighboring information adaptively. Details of the two modules are introduced as follows.

Relation-Specific Convolution. The process of the convolution on each relation-specific graph is shown in Fig. 3.

Mathematically, we first project source node \( u \), target node \( v \) and relation \( \psi(e) \)\(^1\) into their latent spaces via the node-type and relation-type specific transformation matrices via the following equations,

\[
\begin{align*}
  c_{\psi(e), l}^{u,v} &= W_{\psi(e)}^{u} h_{\psi(e)}^{l-1},
  c_{\psi(e), l}^{v,v} &= W_{\psi(e)}^{v} h_{\psi(e)}^{l-1},
  c_{\psi(e), l}^{v,v} &= W_{\psi(e)}^{v} h_{\psi(e)}^{l-1},
\end{align*}
\]

where \( W_{\psi(e)}^{u} \), \( W_{\phi(e)}^{e} \) and \( W_{\psi(e)}^{v} \) are type-specific trainable transformation matrices for source node \( u \), target node \( v \)

---

1. Since each edge type is unique in heterogeneous graphs, we use edge type \( \psi(e) \) to denote the relation \( (\phi(u), \psi(e), \phi(v)) \) for simplicity, unless otherwise stated.

---

Fig. 2. Framework of the proposed model. R-HGNN could collaboratively learn relation-aware node representations for target node \( P_1 \) (i.e., \( h_{1,1}^{r}, h_{1,2}^{r}, \) and \( h_{1,3}^{r} \)) as well as the relation representations for \( r_1, r_2 \) and \( r_3 \) (i.e., \( h_{2,1}^{r}, h_{2,2}^{r}, \) and \( h_{2,3}^{r} \)). Finally, a compact representation \( h_{1,1}^{P_1} \) for node \( P_1 \) is provided to facilitate downstream tasks.

Fig. 3. Illustration of the convolution on relation-specific graph \( \mathcal{G}_r \). Activation functions are omitted for simplicity.
It is worth mentioning that previous research design trainable parameters in each layer separately to aggregate neighbor information, which may decrease the correlations of layers. To improve the layer relevance, we leverage the relation representations, which are propagated in a layer-wise manner (elaborate latter in Section 4.4), to calculate the importance of target node’s neighbors. Since the relation representations are propagated layer by layer, the interactions between adjacent layers could be enhanced.

**Weighted Residual Connection.** In addition to aggregating neighbor information by the relation-specific convolution, the features of the target node are also assumed to be important, because they reflect the node properties inherently. However, simply incorporating the target node with and neighbor information via summation could not distinguish their different importance.

Hence, we combine the target node features and the aggregated neighbor information via a residual connection [35] with trainable weight parameters by

\[ z_{v,\psi(c)}^l = \lambda_{\psi(c)}^l \cdot z_{v,\psi(c)}^l + \left(1 - \lambda_{\psi(c)}^l \right) \cdot W_{\psi(c),\text{align}}^l h_{v,\psi(c)}^{l-1}, \tag{7} \]

where \( \lambda_{\psi(c)}^l \) controls the combination importance and is trainable during the training process. \( W_{\psi(c),\text{align}}^l \) is used to align the dimensions of \( z_{v,\psi(c)}^l \) and \( h_{v,\psi(c)}^{l-1} \). Due to the design of trainable importance, our model could aggregate the target features and neighbor information adaptively.

### 4.3 Cross-Relation Message Passing

Through the above relation-specific node representation learning component, we could obtain multiple representations of the target node which are specific to relation types. In fact, different relations that the target node interacts with tend to be correlated with each other. Treating the node representations under each relation disparately would neglect the relation interactions and lead to inferior performance, which is empirically validated in Section 5.8. Therefore, it is necessary to propagate the messages across different relations to provide more informative node representations. However, naive pooling operations across relations become infeasible because they fail to discern the node representations with regard to different relation types. In this paper, we establish connections of node representations to improve message passing across different relations and automatically distinguish the importance of relations.

Formally, let \( R(v) \) denote the set of relations that node \( v \) associated with. Given the learned node representations of \( v \) with respect to each relation, i.e., \( \{ z_{v,r}^l, r \in R(v) \} \), the message passing between relation \( \psi(e) \) and the relations in \( R(v) \) is implemented by

\[ h_{v,\psi(e)}^l = \sum_{r \in R(v)} \beta_{\psi(e),r}^l \cdot z_{v,r}^l, \tag{8} \]

where \( \beta_{\psi(e),r}^l \) is the normalized relevance of relation \( r \) to relation \( \psi(e) \) at the \( l \)-th layer, and it is calculated by

\[ \beta_{\psi(e),r}^l = \frac{\exp \left( \text{LeakyReLU} \left( q_{\psi(e)}^l \cdot z_{v,r}^l \right) \right)}{\sum_{r' \in R(v)} \exp \left( \text{LeakyReLU} \left( q_{\psi(e)}^l \cdot z_{v,r'}^l \right) \right)}. \tag{9} \]

\( q_{\psi(e)}^l \) is the trainable attention vector specific to relation \( \psi(e) \) at the \( l \)-th layer, which is used to control the information flow between relation \( \psi(e) \) and the relations in \( R(v) \). By establishing the connections of node representations across relations, each unique representation specific to the corresponding relation could contact with other relations and become more informative.

### 4.4 Relation Representation Learning

As illustrated in Section 1, relations reflect the connecting patterns of nodes and carry rich information. Therefore, in addition to learning relation-aware node representations by a specialized node representation propagation mechanism through the above two components, our approach also founds on the semantic characteristics of relations, which are rarely studied in existing methods. It is worth noticing that although existing methods like HAN, RGCN and HGT design trainable parameters specific to meta-paths or relations to capture such characteristics, they fail to focus on the role of relations explicitly, which indicates that the semantic representations of different relations are ignored.

To explicitly learn the relation semantic representations, we propose a general propagation mechanism for relation representations, which could be formalized as

\[ h_{\psi(c)}^l = \text{PROPAGATE}^l(h_{\psi(c)}^{l-1}, \text{extra}). \tag{10} \]

\( \text{PROPAGATE}^l(\cdot) \) represents the propagation mechanism to update relation representations at layer \( l \), which could be achieved by a succinct linear propagation or a sophisticated gated updating propagation [36]. \( \text{extra} \) denotes the inputs except for the relation representation \( h_{\psi(c)}^{l-1} \), such as the hidden states of relations in the gated updating propagation. In this work, we implement the relation propagating mechanism without considering \( \text{extra} \) and rewrite Eq. (10) as follows,

\[ h_{\psi(c)}^l = W_{\psi(c),\text{upd}}^l h_{\psi(c)}^{l-1} + b_{\psi(c),\text{upd}}^l. \tag{11} \]

where \( W_{\psi(c),\text{upd}}^l \) and \( b_{\psi(c),\text{upd}}^l \) are the trainable parameters to update the representations for relation \( \psi(c) \) at layer \( l \). The relation representations could not only capture the semantic characteristics of relations, but also guide the learning process of node representations, making nodes and relations to be collaboratively learned (introduced in Section 4.2).

### 4.5 Relation-Aware Representations Fusing

We define that a R-HGNN layer is composed of the aforementioned three components and stack \( L \) layers to receive information from multi-hop neighbors. Finally, the \( L \) layers could provide relation-aware node representations for target node \( v_i \), i.e., \( \{ h_{v_i,r}^L, r \in R(v_i) \} \), as well as the representations of relations associated with \( v_i \) that is, \( \{ h_{r,v}^L, r \in R(v_i) \} \). For downstream tasks, a compact node representation is usually required. One could apply simple pooling operations (e.g., average or max pooling) on the relation-aware representations to obtain the compact representation, but such operations fail to consider the importance of node representations across different relations (empirically validated in Section 5.8). Therefore, we design a semantic fusing component to aggregate the relation-aware node representations into a...
compact node representation to facilitate various down-stream tasks.

In particular, this component takes \( \{h_u^r, r \in \mathcal{R}(v)\} \) and \( \{h_v^r, r \in \mathcal{R}(v)\} \) as inputs, and provides a compact representation \( h_v \) for node \( v \) by a relation-aware attention mechanism via the following equations,

\[
\gamma_{v,r} = \frac{\exp \text{LeakyReLU} \left( \left( V_h h_v^r + E h_v^L \right) \right)}{\sum_{r' \in \mathcal{R}(v)} \exp \text{LeakyReLU} \left( \left( V_h h_v^{r'} + E h_v^L \right) \right)},
\]

\[
h_v = \sum_{r \in \mathcal{R}(v)} \gamma_{v,r} \cdot V_r h_v^L,
\]

where \( \gamma_{v,r} \) represents the learned importance of relation \( r \) to node representation \( h_v \). \( V_r \) and \( E \) represent the transformation matrix for node representation \( h_v^r \) and relation representation \( h_v^L \), respectively. Finally, the compact node representation \( h_v \) are obtained through the weighted aggregation using the learned relation importance, which could be applied in downstream tasks. It is worth noticing that the relation-aware node representations are semantically aggregated by considering the relation representations, and such a design is in line with the motivation of our approach, that is, investigating on the role of relations to improve the learning of node representations.

### 4.6 End-to-End Learning Process

We build the proposed R-HGNN by first stacking \( L \) R-HGNN layers to learn relation-aware node representations and then employing the relation-aware representations fusion component to integrate multiple representations component into a compact representation. We also adopt the multi-head attention mechanism to enhance the model capacity and make the training process more stable, where the outputs of different heads are combined via the concatenation operation. The proposed R-HGNN could be trained in an end-to-end manner with the following strategies.

**Semi-Supervised Learning Strategy.** For tasks where the labels are available (e.g., node classification), R-HGNN could be optimized by minimizing the following cross entropy loss,

\[
\mathcal{L} = - \sum_{v \in \mathcal{V}_{\text{label}}} \sum_{c=1}^{C} y_{v,c} \cdot \log \hat{y}_{v,c},
\]

where \( \mathcal{V}_{\text{label}} \) denotes the set of labeled nodes. \( y_{v,c} \) and \( \hat{y}_{v,c} \) represent the ground truth and predicted possibility of node \( v \) at the \( c \)-th dimension. \( \hat{y}_{v,c} \) can be obtained from a classifier (e.g., a single-layer neural network), which takes \( h_v \) as the input and provides \( y_v \) as the output.

**Unsupervised Learning Strategy.** For tasks without using node labels (e.g., link prediction), R-HGNN could be optimized by minimizing the binary cross entropy with negative sampling strategy in Skip-gram [24], which takes representations of paired nodes as the inputs,

\[
\mathcal{L} = - \sum_{(v,u) \in \mathcal{A}_P} \log \sigma(h_v^u h_u) - \sum_{(v,u') \in \mathcal{A}_N} \log \sigma(-h_v^u h_{u'}),
\]

where \( \sigma(\cdot) \) is the sigmoid activation function, \( \Omega_P \) and \( \Omega_N \) denote the set of positive observed and negative sampled node pairs, respectively.

### 4.7 Analysis of the Proposed Model

Here we give the complexity analysis and summarize the advantages of R-HGNN as follows.

**Model Complexity.** Our R-HGNN is highly efficient and could be easily parallelized. Let \( N_{in} \) and \( N_{out} \) denote the input and output dimension of node representations at the \( l \)-th layer. Let \( R_{in} \) and \( R_{out} \) represent the input and output dimension of relation representations at the \( l \)-th layer. Let \( L \) denote the number of stacked R-HGNN layers and \( d \) denote the dimension of final compact node representation. The time complexity of calculating the relation-specific node representation with respect to relation \( r \in \mathcal{R} \) is linear to the number of nodes and edges in the relational graph \( \mathcal{G} \). It can be denoted by \( O(\alpha_1 |\mathcal{V}_r| + \beta |\mathcal{E}_r| + \gamma) \), where \( |\mathcal{V}_r| \) and \( |\mathcal{E}_r| \) are the number of nodes and edges in the relational graph \( \mathcal{G} \). \( \alpha_1 = N_{in}^r N_{in} + |\mathcal{R}| \), \( \beta = R_{in}^r N_{out}^r \) and \( \gamma = R_{in}^r R_{out}^r \). Hence, the relation-specific node representations can be calculated individually across nodes and relations. When fusing the relation-aware representations to provide the compact node representation, the time complexity is linear to the number of nodes in the heterogeneous graph \( \mathcal{G} \), which can be represented as \( O(\alpha_2 |\mathcal{V}_r|) \) with \( \alpha_2 = d |\mathcal{R}| (R_{out}^L + N_{out}^L) \).

**Model Superiority.** 1) R-HGNN can directly learn on the heterogeneous graph by first decomposing the original graph into several relation-specific graphs naturally and then learning node representations via the dedicated node representation learning component. Due to the exploration on the inherent structure of heterogeneous graph, our model leverages the information of all the nodes and achieves more comprehensive node representations. 2) R-HGNN discerns node representations with respect to different relation types, where each relation-specific representation reflects the node disparate characteristics. R-HGNN also explicitly captures the role of relations through learning relation semantics, which are used to guide the learning process of relation-aware node representations. The design of learning relation-aware node representations improves the model learning ability and captures more fine-grained information. 3) R-HGNN has the advantage of discovering more important relations, which is beneficial for heterogeneous graph analysis. According to the learned importance of each relation-specific node representation, we could intuitively observe which relation makes more contributions for the downstream task and analyze the results better.

### 5 Experiments

This section evaluates the performance of the proposed method by experiments on various graph learning tasks, including node classification, node clustering, node visualization, and link prediction.

#### 5.1 Description of Datasets

We conduct experiments on four real-world datasets, containing a small-scale dataset (IMDB) and three large-scale datasets (OGB-MAG, OAG-Venue and OAG-L1-Field).
TABLE 1
Statistics of the Datasets

| Datasets | Nodes | Edges | Features | Feature Extraction | Split Strategy | Split Sets |
|----------|-------|-------|----------|---------------------|----------------|-----------|
| IMDB     | # M-D: 4,076 | # M-A: 12,228 | M: bag-of-words of keywords | Random Split (following [12]) | Train: 817 | Validation: 407 Test: 2,852 |
| OAG-MAG  | # P-A: 7,145,660 | # P-P: 59,965 | P: Word2Vec & metapath2vec | Time-based Split | Validation: 64,879 |
| OAG-Venue| # A: 1,134,649 | # A: 8,740 | A: average of published papers | Train: 106,058 |
| OAG-L1-Field | # P: 119,483 | # I: 9,079 | P: XLNet | Time-based Split | Train: 81,071 Validation: 24,255 Test: 35,752 |

- IMDB: Following [12], we extract a subset of IMDB and construct a heterogeneous graph containing movies (M), directors (D) and actors (A). The movies are divided into three categories: Action, Comedy and Drama. The movie features are denoted by the bag-of-words representation of the plot keywords. Director/actor features are the average representation of movies that they directed/acted. We use the random split strategy in [12] to split the dataset.

- OGB-MAG: OGB-MAG [37] is a heterogeneous academic network extracted from the Microsoft Academic Graph (MAG), consisting of paper (P), authors (A), fields (F) and institutions (I). Papers are published on 349 different venues. Each paper is associated with a Word2Vec feature. All the other types of nodes are not associated with input features and we adopt the metapath2vec [3] model to generate their features. We use the time-based split strategy in [37] to conduct experiments.

- OAG-Venue: OAG-Venue [15] is a heterogeneous graph in the Computer Science (CS) domain, which consists of paper (P), authors (A), fields (F) and institutions (I). The papers are published on 241 different venues. Paper’s features are obtained from a pretrained XLNet [38] and the feature of each author is the average of his/her published paper representations. The features of other types of nodes are generated by the metapath2vec [3] model. The dataset is split by the time-based split strategy in [15].

- OAG-L1-Field: OAG-L1-Field [15] is another heterogeneous graph in the CS domain, containing papers (P), authors (A), venues (V) and institutions (I). The papers belong to 52 different L1-level fields. The feature extraction and split strategy are the same with those used in OAG-Venue.

Statistics of the datasets are summarized in Table 1. Please refer to the Appendix for more details of the datasets, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TKDE.2022.3160208.

5.2 Compared Methods
We compare with several state-of-the-art baselines, which could be divided into four groups:

Graph Topology-Agnostic Methods.
- MLP uses the multilayer perceptron to solely take node features as the input without considering the graph topology.

Homogeneous Graph Learning Methods.
- GCNperforms graph convolutions in the Fourier domain via leveraging the localized first-order approximation [9].
- GraphSAGEpropagates information in the graph domain and designs different aggregate functions the aggregate neighbor’s information. [10].
- GATEmploys the attention mechanism to assign different importance to the neighbors adaptively [11].

Relational Graph Learning Methods.
- RGCNinvestigates on the relations in knowledge graphs by employing specialized transformation matrices for each type of relations [17].
- RSHNfirst constructs edge-centric coarsened line graph to capture relation semantic information and then uses relation representations to aggregate neighboring nodes [18].

Heterogeneous Graph Learning Methods.

2. https://data.world/data-society/imdb-5000-movie-dataset
• **HAN** leverages an attention mechanism to aggregate neighbor information in heterogeneous graphs via multiple manually designed meta-paths [12].

• **HetSANN** designs type-aware attention layers to obtain node representations with the consideration of different types of neighboring nodes as well as their associated edges [14].

• **HGT** utilizes type-specific parameters to capture the characteristics of different nodes and relations inspired by the Transformer architecture [15].

### 5.3 Experimental Setup

For models that require meta-paths as inputs, we use **MDM** and **MAM** as meta-paths on IMDB, use **PAP**, **PPP**, and **PPP** as meta-paths on OGB-MAG and OAG-Venue, and use **PAP**, **PPP**, and **PPP** as meta-paths on OAG-L1-Field. Following [12], we test models designed for homogeneous graphs (i.e., GCN, GraphSAGE and GAT) on the graph generated by each meta-path and report the best performance. We feed all the meta-paths into HAN as it could handle multiple meta-paths. For RGCN, RSHN, HetSANN, HGT and the proposed R-HGNN, which could leverage the features of all types of nodes, we add a projection layer for each type of node to align the feature dimension. All methods are optimized via the Adam [39] optimizer with the cosine annealing learning rate scheduler [40]. We use dropout [41] to prevent over-fitting, and apply grid search to select the best dropout and learning rate for all the methods (see more details in the Appendix), available in the online supplemental material. For all the methods, we search the hidden dimension of node representation in [32, 64, 128] and [128, 256, 512] on the small-scale and large-scale datasets. For methods that utilize the attention mechanism, including GAT, RSHN, HAN, HetSANN, HGT and our R-HGNN, we search the number of attention heads in [1, 2, 4, 8, 16]. Since R-HGNN additionally captures the characteristics of relations, we set the hidden dimension of relation representation to 64 on all the datasets. We implement the two-layer R-HGNN with PyTorch [42] and Deep Graph Library (DGL) [43].

We train all the methods in a full-batch manner on the small-scale dataset. When training on large-scale datasets, it is intractable to train the GNN methods on the whole graph directly due to the memory usage. Hence, we adopt a neighbor sampling strategy to train GNN methods in a mini-batch manner. Specifically, for a target node, we sample a fixed number of neighbors per edge type at each layer uniformly and then make the node gather messages from the sampled neighbors layer by layer. We set the number of sampled neighbors per edge type to 10 in the first layer, and the number of sampled neighbors is increased by one layer by layer (e.g., 10, 11, ⋆⋆, ⋆). The sampling strategy is available in the DGL package. Note that HGT is equipped with a customized sampling method (HGSampling) for large-scale heterogeneous graphs, so we keep the specialized HGSampling for HGT in the experiments. HAN is not evaluated on large-scale datasets due to the difficulty in how to use sampling strategy to train HAN with the constraints of multiple meta-paths. The inference of the GNN methods is performed on the whole graph with limited GPU memory via mini-batch and neighborhood sampling. This process is also provided by DGL. We train all the methods with a fixed 200 epochs and use early stopping strategy with a patience of 50, which means the training process is terminated when the evaluation metrics on the validation set are not improved for 50 consecutive epochs. The model with the best performance on the validation set is used for testing. The codes and datasets are available at https://github.com/yule-BUAA/R-HGNN.

### 5.4 Node Classification

We evaluate the model performance on the node classification task, which aims to predict the category of a movie (IMDB), the published venue of a paper (OGB-MAG and OAG-Venue) and the field that a paper belongs to (OAG-L1-Field).

**Setting.** Following [12], we split the IMDB into training, validation and testing sets with the ratio of 2:1:7 randomly. Following [15], [37], the split strategy on OGB-MAG, OAG-Venue and OAG-L1-Field is based on the paper published years. Specifically, papers published before 2018, in 2018 and after 2018 are divided into training, validation and testing sets on OGB-MAG. Papers published before 2015, between 2015 and 2016, and after 2016 are divided into training, validation and testing sets on OAG-Venue and OAG-L1-Field. We feed the learned node representations into a linear classifier to get the final predictions. The objective function to be minimized is Eq. (14). We use both Accuracy and Macro-F1 as evaluation metrics, and higher metrics correspond to better models. We run all the models for ten times and report the averaged performance in Table 2.

**Result.** By analyzing the results in Table 2, several conclusions could be summarized. Firstly, MLP performs worse than other methods, which indicates that leveraging the information of neighboring nodes could result in better performance. Secondly, homogeneous graph learning methods usually obtain worse performance than relation learning or heterogeneous graph learning methods, implying the necessity of leveraging the graph heterogeneity. Finally, R-HGNN outperforms all the baselines on all the datasets, and the improvements are even significant on complicated large-scale datasets. This observation demonstrates the superiority of R-HGNN in considering the role of relations, as well as learning relation-aware node representations.

### 5.5 Node Clustering

The node clustering task is conducted to validate the effectiveness of the learned node representations.

**Setting.** We first obtain node representations via the trained model and then feed the normalized representations into the k-means algorithm. Please refer to the Appendix for more details on the node clustering task, available in the online supplemental material. Normalized Mutual Information (NMI) and Adjusted Rand Index (ARI) are adopted as the evaluation metrics.
the evaluation metrics, and higher metrics correspond to better models. We run k-means for 10 times and report the average performance in Table 3.

**Result.** From Table 3, we observe that R-HGNN performs better than all the baselines. Moreover, methods designed for relation learning or heterogeneous graphs learning usually achieve better performance than homogeneous graph learning methods, demonstrating the importance of utilizing the graph heterogeneity.

### 5.6 Node Visualization

We conduct the node visualization task to provide a more intuitive comparison with R-HGNN and the baselines.

**Setting.** We visualize the movie nodes in IMDB into a low dimensional space. In detail, we project the learned representations of all the movie nodes into a 2-dimensional space using t-SNE [44]. The result is shown in Fig. 4.

**Result.** From Fig. 4, we find that R-HGNN performs better than baselines on the node visualization task. Movies with the same category are gathered closely and the boundaries between movies with different categories are more obvious. The baselines either fail to gather movies with the same category together, or could not provide clear boundaries for movies with different categories.

### 5.7 Link Prediction

We also evaluate the effectiveness of different methods on the link prediction task.

**Setting.** We predict two types of links on large-scale datasets: composition between authors and papers (A-P) and

---

**TABLE 2**

Comparisons With Different Methods on the Node Classification Task

| Datasets | Metrics | MLP | GCN | GraphSAGE | GAT | RGCN | RSHN | HAN | HetSANN | HGT | R-HGNN |
|----------|---------|-----|-----|-----------|-----|------|------|-----|---------|-----|--------|
| IMDB     | Accuracy | 0.5547 | 0.6013 | 0.6287 | 0.6192 | 0.6339 | 0.6367 | 0.6318 | 0.6073 | 0.6364 | **0.6424** |
|          | Macro-F1 | 0.5514 | 0.5975 | 0.6276 | 0.6197 | 0.6359 | 0.6337 | 0.6298 | 0.6069 | 0.6365 | **0.6417** |
| OGB-MAG  | Accuracy | 0.3243 | 0.3487 | 0.3704 | 0.3767 | 0.4796 | 0.4728 | —     | 0.4781 | 0.4921 | **0.5204** |
|          | Macro-F1 | 0.1426 | 0.1741 | 0.1885 | 0.1925 | 0.2766 | 0.2819 | —     | 0.2821 | 0.3092 | **0.3206** |
| OAG-Venue| Accuracy | 0.1082 | 0.1651 | 0.1762 | 0.1764 | 0.2397 | 0.2159 | —     | 0.2581 | 0.2447 | **0.2887** |
|          | Macro-F1 | 0.0548 | 0.1187 | 0.1148 | 0.1213 | 0.2099 | 0.1878 | —     | 0.2257 | 0.2145 | **0.2585** |
| OAG-L1-Field | Accuracy | 0.3839 | 0.4915 | 0.5437 | 0.5531 | 0.5783 | 0.5738 | —     | 0.5804 | 0.5713 | **0.5891** |
|          | Macro-F1 | 0.1859 | 0.3408 | 0.3602 | 0.3770 | 0.3794 | 0.3656 | —     | 0.3893 | 0.3657 | **0.4015** |

**TABLE 3**

Comparisons With Different Methods on the Node Clustering Task

| Datasets | Metrics | MLP | GCN | GraphSAGE | GAT | RGCN | RSHN | HAN | HetSANN | HGT | R-HGNN |
|----------|---------|-----|-----|-----------|-----|------|------|-----|---------|-----|--------|
| IMDB     | NMI     | 0.1837 | 0.2074 | 0.2551 | 0.2435 | 0.2605 | 0.2614 | 0.2503 | 0.2365 | 0.2592 | **0.2688** |
|          | ARI     | 0.2067 | 0.2418 | 0.2957 | 0.2771 | 0.2953 | 0.3038 | 0.2856 | 0.2724 | 0.3003 | **0.3098** |
| OGB-MAG  | NMI     | 0.4951 | 0.4825 | 0.5226 | 0.5096 | 0.5814 | 0.5710 | —     | 0.6600 | 0.6704 | **0.6744** |
|          | ARI     | 0.4306 | 0.4372 | 0.4379 | 0.4244 | 0.4661 | 0.5022 | —     | 0.5392 | 0.5459 | **0.5470** |
| OAG-Venue| NMI     | 0.2118 | 0.2802 | 0.2789 | 0.2870 | 0.4593 | 0.4039 | —     | 0.5135 | 0.5273 | **0.5390** |
|          | ARI     | 0.2019 | 0.2511 | 0.2418 | 0.2614 | 0.4183 | 0.3797 | —     | 0.4690 | 0.4847 | **0.4950** |
| OAG-L1-Field | NMI     | 0.1761 | 0.2913 | 0.3347 | 0.3189 | 0.3872 | 0.3491 | —     | 0.2990 | 0.3533 | **0.4037** |
|          | ARI     | 0.1554 | 0.2565 | 0.2801 | 0.2667 | 0.3411 | 0.2975 | —     | 0.2748 | 0.2925 | **0.3619** |

Fig. 4. Visualization of the node representations on IMDB. Each point indicates a movie and its color denotes movie category.
affiliation between authors and institutions (A-I). We split the edges into training, validation and testing sets with the ratio of 3:1:1. Please see more details in the Appendix, available in the online supplemental material. The possibility that two nodes are connected by an edge is computed via the dot product of the node representations. The objective function to be minimized is Eq. (15). Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) are adopted as the evaluation metrics, and lower metrics correspond to better models. The performance is reported in Table 4.

Result. From Table 4, we could observe that our model outperforms all the other methods with a significant margin. It demonstrates that the proposed R-HGNN provides more effective node representations than baselines on the link prediction task.

5.8 Ablation Study
We conduct the ablation study to validate the effectiveness of the components in R-HGNN on large-scale datasets for the node classification task. We investigate on the weighted residual connection, the cross-relation message passing and the relation-aware representations fusing components and design three variants, namely R-HGNN w/o WRC, R-HGNN w/o CMP, and R-HGNN w/o RRF.

Specifically, R-HGNN w/o WRC removes the weighted residual connection module and does not take target node features into consideration. R-HGNN w/o CMP eliminates the connections of node representations across different relations, which means that node representations under different relations are independent and do not pass message with each other. R-HGNN w/o RRF replaces the relation-aware representations fusing module with the mean pooling operation, indicating that the relation-aware node representations are aggregated into a compact representation without distinguishing the importance of different relations. Experimental results are shown in Fig. 5.

From Fig. 5, we could conclude that R-HGNN achieves the best performance when it is equipped with all the components and removing any component would lead to worse results. Though the effects of the three components vary on different datasets, all of them contribute to the improvements in the final performance. In particular, the weighted residual connection module combines the target node features with aggregated neighbors’ information adaptively, the cross-relation message passing module improves interactions of node representations across different relations, and the relation-aware representations fusing module provides the compact node representation considering semantic representations of relations.

5.9 Analysis of Parameter Sensitivity
We study the sensitivity analysis of parameters in R-HGNN, including number of layers and attention heads, and dimension of node and relation representations. Experimental results are reported on the node classification task on OAG-L1-Field in Fig. 6.

Number of Layers. We vary the layers in R-HGNN from 1 to 4 and report the result in Fig. 6a. We could observe that R-HGNN achieves the best performance when it is stacked with 2 layers. With the increment of layers, the performance of R-HGNN raises at first since deeper architecture allows the model to receive information from multi-hop neighbors. However, the performance starts to drop gradually when too many layers are stacked, which may be caused by the over-smoothing problem [45].

Number of Attention Heads. We explore the effect of the number of attention heads in R-HGNN and show the result in Fig. 6b. It could be concluded that more attention heads would generally improve the model performance and make the training process more stable. When the number of attention heads is set to 8, the performance reaches the top.

Dimension of Node Representation. We change the dimension of node representation and report the result in Fig. 6c. We could find that the performance of R-HGNN grows with the increment of the node representation dimension.

![Fig. 5. Effects of the WRC, CMP and RRF components on large-scale datasets for the node classification task.](image1)

![Fig. 6. Parameter Sensitivity of the proposed model on OAG-L1-Field.](image2)
Since R-HGNN could learn relation-aware node representations in heterogeneous graphs, we aim to investigate on the importance of each relation to the model performance. Specifically, the performance of each relation and the performance without each relation on the three large-scale datasets for the node classification task are presented in Fig. 7. The results are shown in Fig. 6d. We could see that inadvisable dimensions of relation representation decrease the model performance and R-HGNN could achieve satisfactory performance when the dimension of relation representation is properly set to 64.

### 5.10 Analysis of Different Relations

Since R-HGNN could learn relation-aware node representations in heterogeneous graphs, we aim to investigate on the importance of each relation to the model performance. Specifically, the performance of each relation and the performance without each relation on the three large-scale datasets for the node classification task are presented in Fig. 7. As the scales of evaluation metrics are different, we report the normalized accuracies to make the results more intuitive. It is worth noticing that OGB-MAG and OAG-Venue are not associated with the V-P relation, and OAG-L1-Field does not contain the F-P relation, so their corresponding patterns are not complete as others.

From Fig. 7, we could observe that R-HGNN achieves the best performance when considering all the relations, since more relations provide more comprehensive information. Moreover, the importance of different relations varies among different datasets. On the one hand, some specific relations (i.e., the F-P relation on OGB-MAG and OAG-Venue, and the V-P relation on OAG-L1-Field) are essential to the model performance and leveraging a single relation could already achieve satisfactory results (see Fig. 7a). Excluding the specific relation would lead to the drop in performance drastically (see Fig. 7b). On the other hand, some relations are not related to the performance so much. Solely utilizing the specific relation would lead to inferior performance (see Fig. 7a) and dropping the specified relation would not significantly affect the model performance (see Fig. 7b). These findings indicate that it is essential to distinguish the importance of relations and focus on more important relations when learning on heterogeneous graphs.

### 5.11 Comparisons of Model Complexity

We also compare the computational cost and parameter capacity of R-HGNN with heterogeneous graph learning baselines on the first two largest datasets, that is, OGB-MAG and OAG-Venue. We conduct the experiments on an Ubuntu machine equipped with one Intel(R) Xeon(R) Gold 6230 CPU @ 2.10GHz with 20 physical cores. The GPU device is NVIDIA Tesla T4 with 15 GB memory. We set the batch size of all the methods to 2560 to make a fair comparison. The average training time of each epoch and the number of model parameters are reported in Fig. 8.

From Fig. 8, we could find that R-HGNN achieves a good trade-off between effectiveness and efficiency, which obtains the best performance with a moderate increase in computational cost and parameter capacity compared with the SOTAs. In particular, considering the roles of both nodes and relations helps R-HGNN learn more fine-grained relation-aware node representations and outperform all the SOTAs.

Compared with most heterogeneous graph learning methods (e.g., RGCN, RSGN, and HetSANN), the increments in training time and parameter capacity are mainly caused by: 1) cross-relation message passing process in Section 4.3; and 2) relation representation learning process in Section 4.4. The transformer-based attention mechanism in HGT makes it more complicated than other methods, which not only introduces more parameters but also slows down the training speed.

### 6 Conclusion

This paper studied the problem of heterogeneous graph learning and proposed to learn node representations considering relation-aware characteristics. Different from existing research based on the propagation mechanism of node representations, our method exploits the role of relations and collaboratively learns relation-aware node representations as well as semantic representations of relations. Our method consists of four components: 1) a relation-specific node representation learning module to learn node representations from each relation-specific graph separately; 2) a cross-relation message passing module to facilitate the interactions of node representations across different relations; 3) a relation representation learning module to capture relation semantics; and 4) a semantic fusing
module to aggregate relation-aware node representations into a compact representation considering the learned relation representations. Experimental results on a variety of graph learning tasks demonstrated the superiority of our method over competitive benchmarks. This research sheds lights on the way to improve heterogeneous graph learning by exploiting the role of relations. In the future work, we will disentangle the relation-aware representations of nodes to improve the interpretability of our approach.
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