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Abstract

Learning multi-modal representations is an essential step towards real-world robotic applications, and various multi-modal fusion models have been developed for this purpose. However, we observe that existing models, whose objectives are mostly based on joint training, often suffer from learning inferior representations of each modality. We name this problem Model Failure, and hypothesize that the imbalance of modalities and the implicit bias of common objectives in fusion method prevent encoders of each modality from sufficient feature learning. To this end, we propose a new multi-modal learning method, Uni-Modal Teacher, which combines the fusion objective and uni-modal distillation to tackle the modality failure problem. We show that our method not only drastically improves the representation of each modality, but also improves the overall multi-modal task performance. Our method can be effectively generalized to most multi-modal fusion approaches. We achieve more than 3% improvement on the VGGSound audio-visual classification task, as well as improving performance on the NYU depth V2 RGB-D image segmentation task.

1 Introduction

Multi-modal signals, e.g., vision, sound, text, are ubiquitous in our daily life, allowing us to perceive the world through multiple sensory systems. Inspired by the crucial role that multi-modalities play in human perception and decision [42], substantial efforts have been made to build effective and reliable multi-modal systems in fields like multimedia computing [6, 48], representation learning [4, 27, 32] and robotics [9, 15].

Much current research on multi-modal fusion mainly revolves around the design of model architectures, such as middle fusion [41, 45], late fusion [44] and attention-based fusion [14, 41]. However, simply combining multiple modalities often results in unsatisfactory performance. [44] observed that in the video classification task, the best vision-only uni-modal network can achieve similar or even better performance than its multi-modal counterpart. They empirically examined the effects of the optimization process of different modalities and showed how the conflicts of joint multi-modal training can negatively affect the final accuracy. Such conflicts are almost inevitable when optimizing the naive joint-training objective. The inharmony of the modalities creates difficulties in multi-modal learning.

In this work, we identify a significant but widely neglected weakness in previous fusion-based methods, which is termed as modality failure. Concretely, in fusion-based methods, the weaker modality is significantly under-trained, even when the training of the fusion model has already
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converged. We use the naive fusion architecture as our motivating example, which simply concatenates features extracted from all modalities (see Figure 1 left). As our experiments on encoder evaluation in Table 1 show, even when the multi-modal classifier has already achieved 99.9% training accuracy, the video encoder can only achieve 35% accuracy over the training data with linear evaluation. It is worth noting that a uni-modal network trained solely on video modality can easily achieve over 99% training accuracy. Therefore, we hypothesize that modality failure is a main cause for the inferior performance of fusion networks.

Inspired by the recent theoretical progress of [3], we give a theoretical interpretation of the modality failure problem: the imbalance of modalities and the implicit bias of the fusion objective together lead to the insufficient feature learning of the weaker modality. In light of this interpretation, we propose Uni-Modal Teacher (UMT), a distillation method whose objective is to distill the pre-trained uni-modal features to the multi-modal networks. When combined with the original fusion objective, the multi-modal networks achieve significant performance gains. With UMT, we obtain state-of-the-art results in various multi-modal tasks, including audio-visual video classification and RGB-D semantic segmentation.

Contributions. We summarize our key contributions as follows:

- We identify an optimization problem in multi-modal training methods called modality failure, and link it to the insufficient feature learning caused by naive joint training.
- To tackle this problem, we introduce a distillation method, called Uni-Modal Teacher (UMT), to alleviate modality failure and improve multi-modal performance during testing.
- We provide abundant analysis on modality failure and UMT, and demonstrate the effectiveness of UMT on various multi-modal tasks.

2 Methods

In this section, we aim to describe our findings and our proposed method UMT. First, we describe the modality failure problem of fusion-based multi-modal learning in §2.1. In §2.2, we introduce Uni-Modal Teacher (UMT) which effectively solves the modality failure issue and achieves state-of-the-art performance.

2.1 Observations of Modality Failure

The typical approach in multi-modal learning is to combine features from encoders of different modalities to tackle a given task. Such methods are called fusion-based methods. Usually, the encoder networks are simultaneously updated by the gradients obtained from the training objective, i.e., the loss function [33, 8]. However, as we shall describe below, the contributions to the task from different modalities are uneven, which leads to the failure of individual modalities.

What is modality failure in fusion-based methods. We shall illustrate that fusion-based methods cannot fully exploit the potentials of multi-modal learning, especially the weaker modality which contributes less to the task in terms of testing accuracy. We call it modality failure, where the weaker modality, in our case the video modality, is significantly under-trained, even when the training of the fusion model has already converged. Experimental evidences are presented below:
Table 1: Modality Failure: we study how well the encoders of each modality perform from various training methods. For the audio encoder, the best results are shown in bold and the worst results are underlined. “Audio Test” denotes the top 1 test accuracy (in %), which is evaluated using the fixed audio encoder with a fine-tuned classifier, and similarly for the video encoders in the other column categories. Details of our experiments are in Section 4.

| Method                  | Evaluation Method |
|-------------------------|-------------------|
|                         | Audio Test | Video Test | Audio Training | Video Training |
| Naive Fusion            | 43.48      | 15.86      | 88.58          | 34.69          |
| Audio-only Training     | 46         | /          | **99.95**      | /              |
| Video-only Training     | /          | 23.78      | /              | **99.47**      |
| Gradient-Blending [44]  | 44.42      | 16.85      | 95.03          | 36.9           |
| Audio-only Distillation | 44.28      | 8.96       | 95.72          | 16.45          |
| Video-only Distillation | 40.76      | 24.5       | 70.95          | 82.7           |
| Uni-Modal Teacher       | **46.66**  | **24.84**  | 86.21          | 61.8           |

- As shown in Figure 2, among the classes in which the audio network trained over uni-modal data can achieve good accuracy, the video network trained by the naive fusion method falls behind its uni-modal counterpart. Specifically, the mean accuracy on these classes in Figure 2 of four types of video encoder are 33.79%, 36.92%, 49.05%, and 53.13% respectively, where the gap between naive fusion video and uni-video is 15.26%.
- Moreover, as Table 1 shows, the naively trained video encoder achieves less than 35% accuracy over the training data, and less than 16% accuracy over the testing data, which are significantly lower than the performance of the video encoder trained over uni-modal data.

In order to solve the modality failure problem, we propose our Uni-Modal Teacher method.

2.2 Uni-Modal Teacher

Before describing our UMT method, we formally define the naive fusion approach as a base method, which we present below.

**Naive fusion methods.** As shown in Figure 1 (left), naive fusion can be described as follows:* for the $k$-classification problem, given a training set $\mathcal{Z} = \{X_i, y_i\}_{i \in [n]}$, where the inputs $X_i = (X_i^{m_1}, X_i^{m_2})$ are composed of two modalities $m_1$ and $m_2$ and $y_i \in [k]$, we use two neural network encoders $\varphi_1(W_1, \cdot)$ and $\varphi_2(W_2, \cdot)$ to map the inputs to $X_i^{m_1} \xrightarrow{\varphi_1} \varphi_1(W_1, X_i^{m_1}) \in \mathbb{R}^{d_{\varphi_1}}$ and $X_i^{m_2} \xrightarrow{\varphi_2} \varphi_2(W_2, X_i^{m_2}) \in \mathbb{R}^{d_{\varphi_2}}$. Here $W_1, W_2$ are the weights of $\varphi_1$ and $\varphi_2$ respectively. Now by denoting the final linear classifier as $\theta = (\theta_1, \ldots, \theta_k) \top \in \mathbb{R}^{k \times (d_{\varphi_1} + d_{\varphi_2})}$, we aim to solve the following optimization problem using SGD (or other variants of the gradient method):

$$
\min_{\theta, W_1, W_2} L(\theta, W_1, W_2) = \frac{1}{n} \sum_{i \in [n]} -\log \frac{e^{F_{y_i}(X)}}{\sum_{j \in [k]} e^{F_j(X)}},
$$

where the function $F_{y_i}(X) := \langle \theta_{y_i}, (\varphi_1(W_1, X_i^{m_1}), \varphi_2(W_2, X_i^{m_2})) \rangle$. Nevertheless, as we have shown in §2.1, such naive fusion methods will result in modality failure.

**Uni-Modal Teacher (UMT)** The essential idea here is to distill features from well-trained uni-modal encoders to under-trained multi-modal encoders. As shown in Figure 1 (right), UMT involves an initial stage of uni-modal pre-training followed by a stage of distillation and multi-modal fusion. In UMT, we assume our teacher encoders $\varphi_1^{\ast}(\cdot)$, $\varphi_2^{\ast}(\cdot)$ are pre-trained as follows: letting $s \in [2]$ indicate the modality, we solve the following uni-modal learning problem:

$$
\min_{\theta_s, \varphi_s} L(\theta_s, \varphi_s) = \frac{1}{n} \sum_{i \in [n]} -\log \frac{e^{F_{y_i}(X)}}{\sum_{j \in [k]} e^{F_j(X)}},
$$

*Without loss of generality, we describe classification with two modalities for the simplicity of exposition.*
where $F^s_i(\cdot) := \langle \hat{\theta}_{j,s}, \varphi^*_s(\cdot) \rangle$ is the uni-modal learner. After obtaining the pre-trained $\varphi^*_s$, we distill their outputs to the randomly initialized encoders (i.e., $\varphi_1(W_1, \cdot)$ and $\varphi_2(W_2, \cdot)$) in the fusion model. More precisely, we use a $\ell_2$-objective $\mathcal{L}_{\text{distill}}(\varphi^*_s(X_i), \varphi_s(W_s, X_i)) := ||\varphi^*_s(X_i) - \varphi_s(W_s, X_i)||_2^2$ to capture the discrepancies between the features of our fusion encoders and pre-trained encoders, and we add them to the final objective as follows:

$$L_{\text{UMT}} := L(\theta, W_1, W_2) + \lambda \mathbb{E}_{(X, y) \sim \mathcal{D}} \left[ \sum_{s \in [2]} \mathcal{L}_{\text{distill}}(\varphi^*_s(X_i), \varphi_s(W_s, X_i)) \right]$$

(3)

where the fused classification loss $L(\theta, W_1, W_2)$ is the same as (1), $\lambda$ is a hyper-parameter that weights the distillation loss. We update the parameters of the encoders via SGD (or other variants of the gradient method). As shown in Table 1, via such distillation procedure, the performance of the weaker modality can be significantly improved which results in the overall enhancement of the multi-modal evaluation. We have also compared UMT with other alternative approaches (Table 2) and evaluated the UMT method in different tasks (Table 3) in Section 4.

3 Inspiration from Theory

In this section, we elaborate how the multi-view structure in [3] can be analogous to the multi-modal learning tasks, and how they inspire us to solve modality failure via distillation from well-trained uni-modal encoders.

3.1 Understanding Multi-modal Data Through Multi-view Structure

The work in [3] explains how multi-view structure in the input can lead to insufficient feature learning. They formally define their multi-view data $(X, y) \sim \mathcal{D}_m$ as follows: in a $k$-classification problem, they assume each class $y \in [k]$ has two class-indicating features $v_{y,1}$ and $v_{y,2}$ (i.e., the class index is dependent on both of them). Let $\mu > 0$ be a small constant. For about $1 - \mu$ portion of the population data $X$ in class $y$, $X$ contains both features $v_{y,1}$ and $v_{y,2}$, and the rest of the population only has one feature $v_{y,i}, i \in [2]$. Over such multi-view data distribution, their theorem can be stated as follows: (the $F^s_i(\cdot)$ here is their neural network output, similar to ours)

**Theorem 1** (Theorem 1 in [3], sketched). For some $k$-classification problems, over certain finite dataset sampled from the population of multi-view data, even if the training accuracy is 100% (meaning all training data are correctly classified), with high probability it holds that

$$\Pr_{(X, y) \sim \mathcal{D}_m} (y \neq \arg\max_{y'} F^s_{y'}(X)) \geq 0.49 \mu$$

1. In [3], they claim the two-features setting can be easily generalize to data with more features, but the proof would be much more involved and non-illustrative.

Figure 2: Video modality failure in multi-modal fusion training. We first select the top 20 test accuracy classes from uni-audio training, then evaluate different video encoders on these classes. It can be seen that the video encoder in naive fusion setting is worse than that in uni-video setting over about 16 classes, indicating that modality failure occurs in naive fusion training. This problem also happens in Gradient-Blending [44], but is considerably alleviated by our UMT method.
Table 2: Top-1 accuracy (in %) under UMT and baseline methods on VGGSound dataset, where the best result is shown in bold. “Dropout” denotes naive fusion with 0.5 dropout ratio; “Pre-train + Fine-tune” represents first pre-training uni-modal encoders, then fine-turning a classifier over them; “Modality Dropout” that randomly drops (with probability 1/3) the outputs from one modality in every iteration; “Self Distillation” means distilling a pre-trained naive fusion model to a new one.

| Method                     | Top-1 Accuracy | Method                      | Top-1 Accuracy |
|-----------------------------|---------------|-----------------------------|---------------|
| Naive Fusion                | 49.46±0.28 (Baseline) | Pre-train + Fine-tune       | 50.81±0.33    |
| Dropout[43]                 | 49.83±0.12    | Modality Dropout            | 51.37±0.76    |
| Video-only Distillation     | 49.55±0.06    | Audio-only Distillation     | 48.84±0.27    |
| Self Distillation           | 49.86±0.66    | Gradient-Blending [44]      | 50.39±0.21    |
| Uni-Modal Teacher          | **53.46±0.49** | /                           | /             |

where $\mu$ is the proportion of the single-view data, i.e., data with only one class-indicating feature. This means that the learner $F(\cdot)$ fails to learn one of the class-indicating features in most classes.

It’s straightforward to link our multi-modality model to the multi-view structure. In our two modality settings, we present the following hypothesis below. Note that the features in our setting should be formulated as similar to those in [3].

**Hypothesis 1.** Let $\mu > 0$ be some small constant. We assume for each multi-modal data sample $(X_{i}^{m_1}, X_{i}^{m_2}), y_i$ in the training dataset, with probability $1 - \mu$ the class-indicating features are contained in both $X_{i}^{m_1}, X_{i}^{m_2}$, and with probability $\mu$ only one of $X_{i}^{m_1}, X_{i}^{m_2}$ contains the class-indicating feature. Moreover, we consider imbalanced multi-modal data, that is, for each class, the feature in single-feature data mostly (e.g., $1 - \alpha(1)$ fraction of such feature) comes from the stronger modality (e.g., the audio modality in our practice).

Given this hypothesis, we immediately obtain a corollary to Theorem 1. We shall give an informal analysis to explain what happens to the learning processes involved below.

**Corollary 1.** Under similar learner architecture in [3] (where different classes use different encoders), if Hypothesis 1 holds, then we have the same generalization results for our multi-modal learner. That is, for each class, the learner will inevitably fail to learn the features of one of the modalities (usually the weaker modality).

### 3.2 Why Naive Fusion Methods Lead to Modality Failure.

Given the fusion objective, a straightforward observation is that the learning processes of two modalities are rather separated. Take modality $m_1$, for example, let $y \in [k]$ be a class index, we break $\theta_y$ into $\theta_{y} = (\theta_{y,1}, \theta_{y,2})$ so that we can rewrite the output as

$$F_y(X) = \langle \theta_{y,1}, \varphi_1(W_{1}, X_{i}^{m_1}) \rangle + \langle \theta_{y,2}, \varphi_2(W_{2}, X_{i}^{m_2}) \rangle,$$

which is a linear combination of two predictors from different modalities. So the update rule of our parameters can be written as follows: denoting $\text{logit}_y(F, X) := \frac{e^{F_y(X)}}{\sum_{j \in [k]} e^{F_j(X)}}$, at each iteration $t \geq 0$, with learning rate $\eta > 0$, our parameters are updated as (using GD)

$$\theta_{y,1}^{(t+1)} = \theta_{y,1}^{(t)} - \eta \mathbb{E}_{(X, y_i) \sim Z} \left[ (1_{y_i = y} - \text{logit}_y(F, X_i)) \cdot \varphi_1(W_{1}^{(t)}, X_{i}^{m_1}) \right],$$

$$W_{1}^{(t+1)} = W_{1}^{(t)} - \eta \mathbb{E}_{(X, y_i) \sim Z} \left[ (1_{y_i = y} - \text{logit}_y(F, X_i)) \cdot \nabla_{W_{1}} \langle \theta_{y,1}^{(t)}, \varphi_1(W_{1}^{(t)}, X_{i}^{m_1}) \rangle \right],$$

and similarly for $\theta_{y,2}$ and $W_{2}$. We can easily see that updates of $\theta_{y,1}$ and $W_1$ have no correlation to those of different modality (that is $\theta_{y,2}$ and $W_2$) other than from $\text{logit}_y(F, X_i)$, i.e., from the training loss/accuracy. More specifically, under the imbalance assumption in Hypothesis 1, the stronger modality can achieve close to $100\%$ accuracy over the training data even when the weaker modality is under-trained. When the training of all data $\{X_i, y_i\}_{i \in [n]}$ are close to convergence, we have

$$1_{y_i = y} - \text{logit}_y(F, X_i) \approx 0 \text{ for all } i \in [n] \implies \|\nabla_{\theta} L\|, \|\nabla_{W_{1}} L\|, \|\nabla_{W_{2}} L\| \approx 0.$$
That is, the algorithm can already converge, even when the encoder of the weaker modality (say $\varphi_2$) is largely under-trained. This is indeed what happens in our experiments. As shown by Table 1, the video encoders trained by the naive fusion methods and Gradient-Blending [44] cannot achieve more than 40% training accuracy in single-modal evaluation. Such under-training is due to the inherent bias of the fusion methods and the imbalance of contributions of different modalities. Nevertheless, the success of knowledge distillation in [3] inspires us to propose our UMT method.

### 3.3 How Distillation Helps Multi-modal Learning.

We first describe how knowledge distillation helps in multi-view setting, then we discuss how they inspire the UMT method. The statement on knowledge distillation in [3] can be sketched as follows:

**Theorem 2** (Theorem 3 in [3], informal). Over multi-view data, single model can learn all the class-indicating features by matching the soft labels of ensembles of $\tilde{\Omega}(1)$ many single-models.

What happens in Theorem 2 can be sketched as follows: the soft-labels of the ensemble contain information of the neglected features in each class, thus matching the soft labels can help the single model to learn a complete set of features.

Yet in our setting, matching the fusion output to soft labels of well-trained uni-modal networks may not help, since both networks have already achieved 100% training accuracy. We instead sought a different approach: in UMT, we distill the features (i.e., the inputs of the last layer) from well-trained uni-modal networks to the corresponding encoders in naive fusion methods. We conjecture the following statement that inspired our method:

**Conjecture 1.** By carefully picking the $\lambda$ parameter, the encoders trained by the UMT method can at least learn all the features learned by the corresponding teacher encoders. Furthermore, we also conjecture that UMT can help the encoders to extract features that can only be learned by multi-modal training, outperforming the pre-trained uni-modal encoders in linear evaluations.

Indeed, by setting $\lambda \to \infty$, we can obtain a trivial solution, that is $\varphi_m = \varphi^*_m$, for $m \in [2]$. Then the learning problem reduces to train a linear classifier over pre-trained features. In this way UMT has enlarged the feature sets to incorporate both modalities, so that it can outperform uni-modal networks. We leave the proof of this conjecture as a future direction.$^3$

### 4 Experiments

In this section, we test the effectiveness of UMT on two standard multi-modal tasks: audio-visual classification and RGB-Depth semantic segmentation. In §4.1, we verify our method on audio-visual classification and report the performance. We also compare different solutions for modality failure. In §4.2, we demonstrate UMT in middle fusion task, i.e., semantic segmentation. In each sub-section, we first introduce the dataset, then describe the implementation details on how to apply our method to a specific task. We also provide further empirical demonstrations of modality failure through evaluating the performance of different encoders, as well as showing how UMT tackles this issue. Here, all the networks were built and trained using PyTorch [35] and all experiments were done by using one NVIDIA GeForce RTX 3090 GPU.

---

$^3$If we are using similar learner architecture as in [3] (where predictor of different classes use different encoders), then it is hopeful to use the techniques in [3] to prove our conjecture, since their results are proven for one-hidden-layer networks and their soft labels are similar to the features in our setting.
Table 3: Model performance comparison under UMT and ESANet on NYU-DepthV2 RGB-Depth semantic segmentation task.

| Initialization     | Training Setting | Improve |
|--------------------|------------------|---------|
|                    | ESANet [41]      | UMT     |
| From Scratch       | 38.59            | 40.45   | 1.86   |
| ImageNet Pre-train | 48.48            | 49.14   | 0.66   |

4.1 Audio-visual Classification Experiment

Dataset. VGGSound dataset [11], which contains over 200k video clips for 309 different sound classes, is used for evaluating our method. It is an audio-visual dataset in the wild where each object that emits sound is also visible in the corresponding video clip, making it suitable for scene classification tasks. Please note that some clips in the dataset are no longer available on YouTube, and we actually use about 175k videos for training and 15k for testing, but the number of sound classes remains the same.

Implementation details. Two ResNet18 [20] backbones are employed as our video and audio encoders respectively (whether 3D CNN is needed depends on the input), aiming at extracting visual and acoustic features simultaneously. Then we apply the late fusion, i.e., fusing the visual and acoustic features before the linear classifier, to incorporate video and audio information. We design a preprocessing paradigm to improve training efficiency as follows: (1) each video is interpolated to 256×256 and saved as stacked images; (2) each audio is first converted to 16 kHz and 32-bit precision in the floating-point PCM format, then randomly cropped or tiled to a fixed duration of 10s. For video input, 32 frames are uniformly sampled from each clip before feeding to the video encoder. While for the audio input, a 1024-point discrete Fourier transform is performed using nnAudio [12], with 64 ms frame length and 32 ms frame-shift. And we only feed the magnitude spectrogram to the audio encoder. Please note that we do not use any kinds of data augmentation for both video and audio input. Besides, all the models are trained with a batch size of 24 and an initial learning rate of 1e-3 for 20 epochs, using the Adam optimizer [26]. We also apply a fixed learning rate scheduler, i.e., decay the learning rate by 0.1 for every 5 epochs and 10 epochs on UMT and baseline methods respectively. We use MSE loss as our distillation objective and we set the $\lambda$ parameter in Equation (3) to 50. Unless otherwise stated, all distillations were performed on feature-level.

Baseline methods. We compare UMT with other baseline methods, e.g., naive fusion, Gradient-Blending [44], fine-tuning a multi-modal classifier from encoders pre-trained on uni-modal data, dropout [43], self distillation [47] and modality dropout. Besides, we also implement two other methods, i.e., video-only distillation and audio-only distillation, to further support our hypothesis.

Results. From the results presented in Table 2, it is clear that UMT outperforms all the baseline methods by a large margin, suggesting that distillation could circumvent modality failure in joint training. In addition to showing that UMT can greatly improve performance, we also compare different methods to help us understand the fundamental issues of multi-modal learning:

- Fine-tuning a multi-modal classifier over pre-trained uni-modal encoders can outperform naive fusion. This implies the modality failure problem is critical in fusion-based methods.
- UMT outperforms finetuning over pre-trained uni-modal encoders, showing that multi-modal learning can help the encoders to learn features that are unique to corresponding multi-modal tasks, since UMT differs from uni-modal pre-training by the multi-modal objective.
- We compare the results of vanilla Dropout [43] with Modality Dropout. Our results show that modality-wise dropout is more effective in multi-modal learning. Also, self-distillation performing worse than UMT also implies we should pay more attention to modality-wise features.
- Distilling from only one modality can deteriorate the performance of other modalities. The results in Table 1 and our analysis in Section 3 show that modality failure is caused by the
Table 4: Ablation study on RGB-Depth semantic segmentation setting. “Initialization” indicates how weights are initialized for the network, “from Depth” represents end-to-end training with a depth-only segmentation network, and “from RGB+depth” refers to freezing the depth encoder from ESANet [41] then fine-tuning with a new decoder.

| Initialization     | Training Setting | Drop |
|-------------------|------------------|------|
|                   | from Depth       | from RGB+Depth |     |
| From Scratch      | 32.69            | 28.53   | -4.16 |
| ImageNet Pre-train| 39.45            | 34.73   | -4.72 |

learning process of strong modalities. Thus, only distilling from one modality is not able to avoid modality failure.

Encoder evaluation. We also do another experiment, i.e., fix the encoder from different training methods and fine-tune a classifier, which allows us to have a better understanding of why UMT outperforms baseline methods. As we can see in Table 1, UMT achieves the best results on both audio and video modalities, manifesting that it could keep the representation power of each modality. It is worth noting that, while performing distillation on a single modality, the representation of the corresponding modality will be maintained, but that of the other modality will be significantly degraded. Hence, we further demonstrate that the inferior performance of naive fusion is because the stronger modal encoder would rapidly learn a powerful feature to fit the samples, while the weaker encoder cannot learn enough, which leads to modality failure.

4.2 RGB-Depth Semantic Segmentation Experiment

Dataset. We evaluate our approach on the commonly used RGB-D multi-class indoor semantic segmentation dataset, namely NYUv2 dataset, which contains 1449 indoor RGB-Depth data totally and we use 40-class label setting. The number of training set and testing set is 795 and 654 respectively.

UMT in semantic segmentation. In contrast to the late fusion classification task, the RGB-Depth semantic segmentation belongs to middle fusion. Since features generated by each layer matter, we distill multi-scale depth feature maps using the MSE loss. For feature maps from the RGB encoder, however, since they are generated by fusing RGB and depth modalities, we cannot distill RGB feature maps directly like depth feature maps. To mitigate this effect, we curate predictors, namely 2 layers CNNs, aiming to facilitate the fused feature maps to predict the RGB feature maps trained by the RGB modality before distillation. The full schematic diagram is presented in Figure 3.

Implementation details. Our segmentation UMT is based on a state-of-the-art method, i.e., ESANet [41]. For RGB modality, the ResNet34 backbone, downsampling method, and contextual module are employed following [31, 49]. When it comes to the decoder, it receives skip connections from the encoder, which is akin to U-Net [39]. For Depth modality, we leverage another encoder that focuses on extracting geometric information and fuse it with RGB feature maps at the five different scales using the attention mechanism. We keep all hyper-parameters (e.g., learning rate, optimization schemes, dropout ratio, etc.) the same as the official implementation.

Results. It is common to use ImageNet pre-trained parameters as the initialization weights to achieve higher performance [31]. To this end, we train the network on both scenarios: (1) training from scratch on NYUv2; (2) pre-training on ImageNet followed by fine-tuning on NYUv2. As shown in Table 3, UMT improves the mean Intersection over Union (mIoU) metric on both settings, demonstrating its effectiveness. Furthermore, the increment discrepancy on training from scratch is more apparent than that on fine-tuning, manifesting that each encoder in multi-modal architecture could learn better general-purpose representations [24] after pre-training.

§https://github.com/TUI-NICR/ESANet
Encoder evaluation. To explore whether modality failure also exists in RGB-Depth segmentation, we evaluate the depth encoder from ESANet [41] by freezing its parameters and fine-tuning a new decoder. We compare it with uni-depth setting. Please note that only the depth encoder is applicable for this experiment since the RGB encoder has been fused with the depth information. As shown in Table 4, it turns out the encoder from RGB-Depth yields worse performance on both types than uni-depth setting, which verifies our hypothesis.

5 Related Work

Multi-modal fusion. There are several different fusion methods, including middle fusion [41, 45, 23, 19, 25], late fusion [44, 5] and attention-based fusion [14, 41]. Specifically, ESANet [41] fed depth feature maps into RGB encoder at multiple scales; CEN [45] exchanged different modalities’ channels in the middle of the encoders; Hori et al. [22] proposed an attention-based fusion architecture for video captioning. MFAS [36], on the other hand, posed multi-modal fusion as a neural architecture search problem. More recently, Wang et al. proposed Gradient-Blending [44], which leveraged concatenated features from two modalities without any aggregation in the intermediate stage, but introduced additional weighted losses for better training.

Knowledge distillation. Knowledge distillation [7] was first introduced to compress the knowledge from an ensemble into a smaller and faster model but still preserve competitive generalization power. Hinton et al. [21] proposed to use a temperature in the softmax outputs to represent smaller probabilities, as opposed to [7] that just matches the output logits. Romero et al. [38] further extended distillation from the output labels to intermediate representation.

Audio-visual learning. One of the most popular multi-modal data pair is vision and audio, as they are naturally co-occurred and are recorded by video cameras simultaneously. Researchers have explored various tasks utilizing both of them, such as representation learning [4, 27, 32], scene classification [11, 17], vision-assisted speech recognition [1], audio-visual source separation [48, 13, 40], audio source grounding [10, 18, 48], audio spatialization [16, 30, 46], emotion recognition [2] and audio-visual navigation [9, 15].

RGB-Depth fusion. Depth provides complementary geometric information to RGB images in a lot of tasks, such as semantic segmentation. Most state-of-the-art methods [23, 34, 41, 19, 25] for RGB-Depth semantic segmentation leveraged an RGB encoder and a depth encoder respectively, and then applied middle fusion between them to better incorporate low-level (texture, geometry) and high-level (semantic) features. In the field of autonomous driving, there have also been great efforts on fusing camera frames and LiDAR scans for better object detection [29, 28, 37].

6 Conclusion

In this paper, we identify a serious phenomenon called modality failure in multi-modal training. To tackle this issue, we propose Uni-Modal Teacher (UMT), which significantly improves the performances on both the audio-visual scene classification task and the RGB-Depth semantic segmentation task. Our experiments suggest several avenues for future works. For example, can we alleviate the modality failure by carefully designing the encoders, and whether a similar problem also exists in uni-modal learning? In addition, generalizing our method to other tasks including multi-modal object detection and generation will benefit many realistic applications. We hope our findings will shed new light on multi-modal learning research.

7 Broader impact

Potential benefits. Our UMT method improves multi-modal recognition and perception systems. In addition, our method enables multi-modal training with lower computational footprints, which can be a crucial step towards environment friendly AI. Finally, we provide theoretical analysis of our method, which tries to explain the current black-box multi-modal models, to facilitate transparency and equality in current AI research.
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