Two-phase learning-based 3D deblurring method for digital breast tomosynthesis images
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Abstract

In digital breast tomosynthesis (DBT) systems, projection data are acquired from a limited number of angles. Consequently, the reconstructed images contain severe blurring artifacts that might heavily degrade the DBT image quality and cause difficulties in detecting lesions. In this study, we propose a two-phase learning approach for artifact compensation in a coarse-to-fine manner to mitigate blurring artifacts effectively along all viewing directions of the DBT image volume (i.e., along the axial, coronal, and sagittal planes) to improve the detection performance of lesions. The proposed method employs a convolutional neural network model comprising two submodels/phases, with Phase 1 performing three-dimensional (3D) deblurring and Phase 2 performing additional 2D deblurring. To investigate the effects of loss functions on the proposed model’s deblurring performance, we evaluated several loss functions, such as the pixel-based loss function, adversarial-based loss function, and perception-based loss function. Compared with the DBT image, the mean squared error of the image and the root mean squared errors of the gradient of the image decreased by 82.8% and 44.9%, respectively, and the contrast-to-noise ratio increased by 183.4% in the in-focus plane. We verified that the proposed method sequentially restored the missing frequency components as the DBT images were processed through the Phase 1 and Phase 2 steps. These results indicate that the proposed method performs effective 3D deblurring, significantly reducing the blurring artifacts in the in-focus plane and other planes of the DBT image, thus improving the detection performance of lesions.

Introduction

Digital breast tomosynthesis (DBT) imaging systems widely used for chest, wrist, head, neck, dental and breast for medical diagnostics [1–5]. Recent developments in high-quality digital receptors have allowed DBT systems to be used in detecting breast cancer [5, 6]. Unlike mammograms, DBT systems use multiple projection data from different viewing angles, resulting in a significant improvement in detection accuracies in reconstructed DBT images [7, 8].
As the DBT system obtains patient data scanned from a limited range of angles (e.g., 30˚ to 60˚ [9]), severe blurring artifacts occur when conventional filtered backprojection methods are used for image reconstruction (e.g., the Feldkamp–Davis–Kress (FDK) [10] algorithm). Although analysis-based methods, such as the gradient-projection Barzilai-Borwein algorithm (GP-BB) [11], have been developed to improve the image quality of DBT systems, they still have limitations in terms of reducing the blurring artifacts, especially in breast tissue images, as illustrated in Fig 1.

In recent studies, convolutional neural networks (CNNs) for mitigating blurring artifacts caused by camera motion [12] have been proposed. The camera motion is formulated as convolutions between the reference images and motion kernels. Theoretically, considering that the FDK algorithm is a linear system, the DBT image reconstructed by FDK algorithm can be expressed as a convolution between the reference image and the point spread function (PSF) [13], similar to camera motion deblurring as follows:

\[
r(x, y, z) = i(x, y, z) * * p(x, y, z) + n(x, y, z)
\]

where \(i(x, y, z)\) is an ideal breast image, \(p(x, y, z)\) is the 3D PSF of DBT system, \(r(x, y, z)\) is the reconstructed DBT image, and \(n(x, y, z)\) is the reconstructed noise. The conventional deconvolution method such as Richardson-Lucy (RL) [14], which requires a manual control of the parameters in RL deconvolution, is not suitable for deblurring DBT image because accurate estimation of the PSF is difficult [13]. However, due to the robust characteristics of CNN and its wide receptive field, a more accurate deblurring kernel with spatially varying properties can be estimated. In our previous work [15], we proposed a method to deblur DBT images using a deep residual-block-based CNN (DRCNN), where the cone-beam computed tomography (CBCT) images reconstructed by the FDK algorithm were used as target images. As the CBCT data were acquired over a 360˚ range, the reconstructed image did not contain blurring artifacts caused by insufficient view sampling. Our previously proposed CNN learned the local and global properties of the blurring artifacts; thus, it reduced these blurring artifacts effectively in the in-focus plane using the two-dimensional (2D) in-focus slice data for training the model. However, the blurring artifacts could not be effectively reduced in the images along the coronal and sagittal planes because the DBT system captures less sufficient data along the coronal and sagittal planes. To solve the afore-mentioned problem, a new method for 3D deblurring the DBT volume is required.

In this study, we propose a two-phase learning-based 3D deblurring technique to reduce the blurring artifacts along all imaging planes of DBT images from anatomical backgrounds.

Fig 1. Limitation of the conventional DBT reconstruction algorithm. (a) CBCT images, (b) DBT images reconstructed using FDK, and (c) DBT images reconstructed using GP-BB. The display window is [0.0456 0.0844] cm⁻¹.

https://doi.org/10.1371/journal.pone.0262736.g001
As the DBT system produces much blurrier images along the coronal plane, we designed our network to reflect this spatially varying property of DBT images for effective deblurring. Our proposed two-phase learning method involves two different network models with a sequential training scheme. In Phase 1, we perform an initial 3D deblurring on the 3D DBT volume, where the entire volume is restored at a coarse scale. In Phase 2, we increase the sharpness of the restored 3D volume obtained from Phase 1 by applying U-Net [16] along the coronal plane, where the blurring artifacts are observed to be most severe.

To investigate the effects of loss functions on our model’s deblurring performance, we evaluate various loss functions (i.e., pixel-based loss, adversarial-based loss [17], and perception-based loss [18]). Pixel-based evaluations are conducted using the mean squared error of the image (MSE) and the root mean squared errors of the gradient of the image (GRMSE) [19] between the CBCT and deblurred images. Contrast enhancement of the lesions is also evaluated using the contrast-to-noise ratio (CNR). The effectiveness of the proposed deblurring method is analyzed by comparing the restored frequency components between the CBCT and deblurred images. Experiments with 3D breast volume datasets demonstrate that our proposed network achieves excellent deblurring compared to the network described in our previous study [15].

**Methods**

**Data preparation**

In Phase 1 training, generated 100 CBCT and DBT volume pairs using the characteristics of clinical mammograms [20, 21] were divided with a ratio of 1:1:3 for training, validation, and testing set, respectively. The testing set used in Phase 1 was divided with a ratio of 1:1:1 for training, validation, and testing set, respectively, further being used to train Phase 2 CNN.

Breast volumes were simulated using a randomly generated inverse power law noise model [22, 23]. A Gaussian noise volume of voxel size $899 \times 899 \times 899$ pixels was generated and transformed into the frequency domain using the discrete Fourier transform (DFT). The transformed volume was multiplied with a filtering kernel (i.e., $1/f^{3/2}$, where $f$ is the radial frequency in per millimeter) and transformed into the spatial domain via the inverse DFT [20] to obtain the actual breast statistics. Note that the zero frequency value of the filter was designated as twice the first non-zero frequency component to prevent an infinite value at zero frequency [24]. To avoid the wrap-around effect caused by DFT, a central spherical volume with a diameter of 450 voxels was extracted. Next, to implement a 30% volumetric glandular fraction (VGF), the voxel values were sorted in descending order. The upper (lower) 30% (70%) were assigned $0.0802 \text{ cm}^{-1}$ ($0.0456 \text{ cm}^{-1}$), corresponding to the attenuation coefficient of the glandular (adipose) tissue at an energy of 20 keV [25]. A rectangular volume with a short z-axis direction (i.e., $288 \times 288 \times 144$) was extracted, reflecting a compressed breast volume. We generated projection data from the rectangular volume using Siddon’s algorithm [26]. The DBT image was reconstructed using 41 projection data (−20° to 20°), and the CBCT image was reconstructed using 360 projection data (−180° to 180°) based on the FDK algorithm with a Hanning-weighted ramp filter. We did not use a slice thickness (ST) filter [27] to maintain the high-frequency components [21] of the breast volume.

**Fig 2** illustrates the data acquisition geometry of the DBT system, and Table 1 summarizes the details of the simulation parameters. For noise simulation, quantum noise with Poisson statistics $2 \times 10^5$ incident photons per detector cell, which is equivalent to the dose level of 1.6 mGy for a 4 cm breast with 20 KeV energy, was added to the projection data. The dose level is similar to the exposure level measured in the work of Zeng et al [28]. The total flux was matched for the DBT and CBCT data acquisition systems. Breast tissue near the volume center...
was replaced by a 2 mm or 4 mm diameter spherical lesion in 40 test volumes to examine the generalization performance of the trained CNN. The attenuation coefficient of the lesion was 0.0844 cm$^{-1}$, corresponding to 20 keV [25] energy. To evaluate the generalized performance for different background structures, we applied the trained CNN model to deblur 15% VGF DBT images, as the 15% VGF represents the median value of women’s VGF statistics [29].

Two-phase CNN architecture

Our proposed method was motivated by the model-stacking approach. Although the training time is relatively longer than that required for a single network training, previous studies [30, 31] have shown that model-stacking demonstrates better performance in terms of accuracy in medical image segmentation and classification. We focused on the fact that our target dataset is a 3D DBT volume dataset, which has similar visual patterns across the training dataset as
other fine-grained datasets. Inspired by the success of the model-stacking approach in prediction tasks on fine-grained datasets, we employed it in our artifact compensation procedure on the 3D DBT volume. Various studies [32, 33] have confirmed the advantages of model-stacking for more accurate prediction and reliable estimation than the single network model for the same number of filters. Owing to these benefits, we adopted a two-phase learning-based approach. The proposed CNN architecture is presented in Fig 3.

The depth of the CNN model must be increased to increase the modeling power of Phase 1. In this case, however, the training became more difficult because of the gradient vanishing problem [34, 35]. Therefore, the residual network was adopted to increase the model capacity to mitigate the gradient vanishing problem [36, 37]. Phase 1 has several residual network building blocks [38]. Each residual block comprises of two different steps. First, an input passes through the convolutional layer, rectified linear unit (ReLU) layer, and an additional convolutional layer. Second, the input and the output of the first step are added.

Phase 2 was designed to render the output of Phase 1 more accurately by learning the texture of the breast tissue and reducing any remaining blurring artifacts in the coronal plane. As the PSF in the coronal plane is particularly wide, the most severe blurring artifacts are produced here compared to other image planes. The U-Net was adopted to reflect this during the deblurring procedure because it is known to have a wide receptive field. As indicated in Phase 2 of Fig 3, the number of filters is doubled when the feature map passes through the max-pooling layer, whereas the number of filters is halved when the feature map passes through the upsampling layer.

**Loss function**

In Phase 1, we used the mean absolute error (MAE) as a loss function for the relatively good sharpness of the output image [39]. The MAE loss function is defined as follows:

\[
L_{\text{MAE}} = \frac{1}{w \times h} \| G_1(z) - x \|_1,
\]

where, \( G_1 \) is the Phase 1 CNN, \( x \) is the CBCT image, \( z \) is the input DBT image reconstructed using the FDK algorithm, and \( w \) and \( h \) are the width and height of the input DBT image, respectively.

**Algorithm 1 Optimization procedure of PL-MAE.**

---

| Parameters                          | CBCT              | DBT               |
|-------------------------------------|-------------------|-------------------|
| Source to iso-center distance       | 545 mm            |                   |
| Detector to iso-center distance     | 105 mm            |                   |
| Data acquisition angle              | −180˚ ~ 180˚      | −20˚ ~ 20˚        |
| Number of views                     | 360               | 41                |
| Detector cell size                  | 0.125 × 0.125mm²  |                   |
| Detector array size                 | 450 × 450         |                   |
| Reconstructed volume size           | 47.2 × 47.2 × 47.2mm³ |             |
| Reconstructed voxel size            | 0.105 × 0.105 × 0.105mm³ |             |
| VGF                                 | 30% (Training and testset) | 15% (Generalization testset) |
| Number of incident X-ray photons    | \( 2 \times 10^7/\text{Number of views} \) |                   |
| Reconstruction algorithm            | FDK               |                   |

https://doi.org/10.1371/journal.pone.0262736.t001
Require: Set hyperparameters, \( \alpha = 5 \times 10^{-3} \), \( \beta_1 = 0.9 \), \( \beta_2 = 0.999 \), \( \lambda_2 = 0.05 \), the number of total epochs, \( N_{\text{epoch}} = 100 \), the batch size \( n = 2 \), and patch size of \( 48 \times 48 \times 48 \).

Require: Initial \( G_1 \) (i.e., Phase 1) parameters \( \phi_0 \), initial \( G_2 \) (i.e., Phase 2) parameters \( \theta_0 \).

Require: Load pretrained VGG-16 network parameters

1: for epoch = 0, ..., \( N_{\text{epoch}} \) do
  2: Sample a batch of DBT image patches \( \{z_i^{(0)}\}_{i=1}^n \) and corresponding CBCT patches \( \{x_i^{(0)}\}_{i=1}^n \).
  3: for \( i = 1, ..., n \) do
    4: \( L^{(i)}(G_1) \leftarrow L_{\text{MAE}}(z^{(i)}, x^{(i)}) \)
  5: end for
  6: Update \( G_1, \phi \leftarrow \text{Adam}(\nabla_{\phi} \frac{1}{n} \sum_{i=1}^n L^{(i)}(G_1), \phi, x, \beta_1, \beta_2) \)
  7: end for

8: Aggregate \( G_1(z; \phi) \) in the form of 3D volume \( \hat{z} \), aggregate \( G_1(x; \phi) \) in the form of 3D volume \( \hat{x} \).

9: Divide \( \hat{z} \) into coronal slices \( \tilde{z} \), divide \( \hat{x} \) into coronal slices \( \tilde{x} \).

10: for epoch = 0, ..., \( N_{\text{epoch}} \) do
  11: Sample a batch of \( \{\tilde{z}_i^{(0)}\}_{i=1}^n \) and \( \{\tilde{x}_i^{(0)}\}_{i=1}^n \).
  12: for \( i = 1, ..., n \) do
    13: \( L_0(G_2) \leftarrow \lambda_2 L_{\text{KL}}(\tilde{z}_i^{(0)}, \tilde{x}_i^{(0)}) + L_{\text{MAE}}(\tilde{z}_i^{(0)}, \tilde{x}_i^{(0)}) \)
  14: end for
  15: Update \( G_2, \theta \leftarrow \text{Adam}(\nabla_{\theta} \frac{1}{n} \sum_{i=1}^n L_0(G_2), \theta, x, \beta_1, \beta_2) \)
  16: end for

After deblurring the DBT images in Phase 1, further deblurring was performed in Phase 2. To investigate the effect of the loss function on breast tissue restoration, we used the pixel-based loss function (i.e., MAE), adversarial loss function with MAE (AL-MAE), and perception-based loss function with MAE (PL-MAE). For the adversarial loss function, we used the Wasserstein generative adversarial network with a gradient penalty (WGAN-GP) [17] and a discriminator of \( 144 \times 144 \) PatchGAN [40]. The adversarial-based loss function is defined as

---

**Fig 3. Architecture of the proposed CNN.** The proposed CNN is composed of two phase. Phase 1 is composed of several residual blocks. The 2D slice of the coronal plane of the Phase 1 output volume is the input of Phase 2. Phase 2 has the structure of U-Net and it yields the final output of the proposed CNN.

https://doi.org/10.1371/journal.pone.0262736.g003
follows:

\[ L_{AL} = D(G_2(z)) - D(x) + \eta(\| \nabla \hat{x}D(\hat{x}) \|^2_2 - 1)^2, \]  

where, \( D \) is a discriminator, \( G_2 \) is the Phase 2 CNN, \( \nabla \) denotes the gradient, 
\( \hat{x} = cx + (1 - c)z \), and \( c \) has the standard uniform distribution. The weighting parameter \( \eta \) was set to 0.1 following the recommendations in previous work [17].

We used the first 13 layers of the VGG-16 network [41] for the perception-based loss function, which was pretrained on the ImageNet dataset [42]. The CBCT and deblurred images of the proposed CNN model were passed through the VGG-16 network, and the outputs were used for loss calculation. The perception-based loss function is defined as follows:

\[ L_{PL} = \frac{1}{W \times H \times C} \| \phi(G_2(z)) - \phi(x) \|^2_2, \]  

where, \( W, H, \) and \( C \) are the width, height, and the number of channels in the feature space, and \( \phi \) is the feature extractor.

When using the adversarial-based and perception-based loss functions, MAE loss was used together to render a deblurred image that is more similar to the CBCT image. We determined the weighting values (i.e., \( \lambda_1 \) and \( \lambda_2 \)) to minimize the loss function on the validation dataset in a search range of [0.0001 0.1]. The optimal values were 0.001 and 0.05 for \( \lambda_1 \) and \( \lambda_2 \) respectively. The objective functions of Phase 2 (i.e., MAE, AL-MAE, and PL-MAE loss functions) are defined as follows.

\[ L_{AL-MAE} = L_{MAE} + \lambda_1 L_{AL}, \]  

\[ L_{PL-MAE} = L_{MAE} + \lambda_2 L_{PL}, \]  

The definition of the MAE loss function is the same as in (2), except that \( G_1 \) is replaced by \( G_2 \).

**Training and test dataset**

In Phase 1 training, a total of 20 CBCT and DBT volume pairs (i.e., \( 288 \times 288 \times 144 \)) was used. Each of the volume pairs was divided into 108 non-overlapping patches of size \( 48 \times 48 \times 48 \); a total of 2,160 patch pairs was used during the training. After passing the DBT image patches through the trained Phase 1, the output patches were aggregated in the form of breast volume and separated into the 288 coronal plane slices of size \( 288 \times 144 \). These output slices of Phase 1 and the corresponding CBCT slices were used for Phase 2 training. Since we used 20 volumes during the Phase 2 training, a total of 5,760 slice pairs was used.

**Model and implementation details**

In Phase 1, the network was composed of the residual network building blocks, and all convolutional layers have 40 filters of \( 3 \times 3 \times 3 \) size with a stride 1. The number of filters was selected experimentally to achieve the best performance without sacrificing training efficiency. We attached these results in the supplementary material. We evaluated different network depths by adjusting the number of residual network building blocks to 6, 8, 10, 12, and 14 blocks. The network with 10 residual network building blocks is superior to the others, as depicted in Fig 4. Furthermore, Fig 5 demonstrates the capability of the 10-block CNN on the validation dataset. Thus, we selected 10 residual network building blocks for the network design of Phase 1.

In Phase 2, to restore the fine texture of breast tissue, we used U-Net structures with 32 filters of size \( 3 \times 3 \) with a stride of 1, which have a \( 140 \times 140 \) wide receptive field size covering...
the PSF of the coronal plane. The PSF of the coronal plane has an elongated shape spanning a 60-pixel length.

In Phase 1, the network was trained using the adaptive moment estimation (Adam) optimizer [43] with a batch size of 2 due to the memory issue. We excluded the batch normalization layer, as our network is stably trained without the batch normalization layer. The training efficiency with and without batch normalization is compared in the supplementary material.

Fig 4. The influence of different residual network building blocks in Phase 1.
https://doi.org/10.1371/journal.pone.0262736.g004

Fig 5. The training and validation loss of the ten-block CNN (i.e., Phase 1) with each training epoch.
https://doi.org/10.1371/journal.pone.0262736.g005
We trained the network using 100 epochs by setting the Adam optimizer’s exponential decay rates for the first and second moment (i.e., $\beta_1$ and $\beta_2$) estimates to 0.9 and 0.999, respectively, as recommended in the previous study [43]. The learning rate (i.e., $\alpha$) was $5 \times 10^{-3}$, which was found experimentally in the range [0.0001 0.01].

In Phase 2, we used the same Adam optimizer and hyperparameters as in Phase 1 and observed that the CNN with all proposed loss functions converged stably within 100 epochs in each phase. Convergence required about 8 h each using the Keras library on a system with an Nvidia Titan XP (Pascal) 12 GB GPU and Intel (R) Core (TM) i7–6700 3.40 GHz processor.

**Performance evaluation**

**Pixel-based evaluation.** The means of the 2D MSE and 2D GRMSE were used to evaluate the similarities between the CBCT and deblurred images. The mean of the 2D MSE is calculated as follows:

$$MSE_{\text{mean}}(y, \tilde{y}) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (y_{ij} - \tilde{y}_{ij})^2;$$

(7)

where $y_{ij}$ is the $j^{th}$ pixel of the central slice image of the $i^{th}$ CBCT volume, $\tilde{y}_{ij}$ is the $j^{th}$ pixel of the central slice image of the $i^{th}$ deblurred volume, $m$ is the number of images, and $n$ is the number of pixels in the image.

For the subjective visual assessment [19], we used the mean of the 2D GRMSE, defined as follows:

$$GRMSE_{\text{mean}}(y, \tilde{y}) = \frac{1}{m} \sum_{i=1}^{m} \sqrt{\frac{\sum_{j=1}^{n} (O(y_{ij}) - O(\tilde{y}_{ij}))^2}{n}};$$

(8)

where we used the intermediate operator $O$ as a gradient function. The mean of the 2D MSE and 2D GRMSE between the CBCT and deblurred images were compared in the axial, coronal, and sagittal planes.

**Lesion contrast.** The CNR was calculated for the images with 4 mm lesions inserted to evaluate the contrast improvement of lesions against the background in the deblurred image. The CNR is strongly associated with the reader preference score for lesion contrast [44]. We extracted the central slice of the breast volume to calculate the CNR. In the extracted slice, the circular-shaped lesion was set as the foreground, and the outer part of the lesion was set as the background. The mean of CNR is calculated as follows:

$$CNR_{\text{mean}} = \frac{1}{m} \sum_{i=1}^{m} \frac{|u_{o}(y_i) - u_{b}(\tilde{y}_i)|}{\sqrt{\sigma^2(y_i) + \sigma^2(\tilde{y}_i)/2}};$$

(9)

where $y_i$ is the central slice image of the $i^{th}$ CBCT volume, $\tilde{y}_i$ is the central slice image of the $i^{th}$ deblurred volume, $u_{o}(u_{b})$ is the mean CT number outside (inside) the mass lesion, and $\sigma_{o}(\sigma_{b})$ is the standard deviation outside (inside) the mass lesion.

**Frequency domain analysis.** To evaluate the ability of the CNN to fill in the missing data of the DBT image in the frequency domain, we examined the frequency responses for the axial, coronal, and sagittal planes. We extracted the central slice in each direction from 20 independently generated breast volumes. Then, the extracted images were 2D Fourier transformed and its absolute values were averaged. We displayed them on the log scale. The MSE values between the 2D FFTs of the CBCT and deblurred images were compared. The central...
vertical profiles of each 2D frequency response were also compared, as this area contains the most missing data in the DBT images.

**Results**

We compared the proposed two-phase learning-based scheme with the FDK algorithm, total-variation iterative reconstruction with GP-BB (TV-IR), and DRCNN [15]. In TV-IR method, we applied the algorithm by setting the iteration number to 100 and regularization parameter (i.e., $\lambda$) to $5 \times 10^{-4}$. In DRCNN method, we trained the network using 100 epochs by setting the $\beta_1$ and $\beta_2$ estimates to 0.9 and 0.999, respectively. The learning rate was $1 \times 10^{-3}$, which was found experimentally in the range [0.0001 0.01]. Fig 6 illustrates the DBT images reconstructed using the FDK algorithm and TV-IR, DRCNN, CNN-based deblurred images with different loss functions, and CBCT images. In Fig 6(a)–6(c), we observe that severe blurring artifacts in the DBT image are reduced in all planes using the proposed method. In particular, the coronal and sagittal planes of the DBT image contain very severe blurring artifacts due to the limited range of data acquisition angles, and it is difficult to recognize the original structures compared to the axial plane. We also observed that GP-BB has a low lesion contrast compared with the FDK algorithm, although it could enhance the edge. In the image deblurred using DRCNN, the deblurring is not properly performed in the coronal and sagittal planes. However, the proposed deblurring method recovers the original structures of these planes reliably with notably improved image quality.

We also observed that different loss functions produce different textures in the deblurred images. Compared with the CBCT images, the deblurred images with MAE loss functions introduce slight blurs, reflected as reduced image noise. In addition, we observed that the proposed method using AL-MAE loss overestimated the original structures and amplified the noise. Using the proposed method with WGAN-GP loss to restore extensive missing data in DBT images would not be appropriate due to the amplification of high-frequency components. However, the deblurred images with PL-MAE loss functions exhibit textures more similar to the CBCT images due to their ability to preserve feature information via the perception-based loss functions. Overall, the image sharpness is preserved well in the deblurred images with MAE and PL-MAE loss functions.

Table 2 summarizes the means of the 2D MSE and 2D GRMSE between the CBCT and deblurred images for different loss functions. A smaller value indicates better performance in the MSE and GRMSE. In the DBT image, we only used the axial plane for pixel-based evaluations because the other planes do not contain any useful information due to the severe blurring. The quantitative results confirm our observation in Fig 6, implying that the proposed method achieves excellent deblurring performance comparable to or better than that of the DRCNN. Compared with other loss functions, the deblurred image by MAE provides slightly better scores in terms of the MSE. This result may be attributable to the generated anatomical background image being relatively piecewise linear, thus rendering the MAE loss function more appropriate for these metrics. As GRMSE reflects perceptual characteristics, the deblurred image using PL-MAE provides better results in the GRMSE evaluation.

Fig 6(d)–6(i) displays the DBT images reconstructed by FDK algorithm and TV-IR, deblurred images, and CBCT images with the presence of 4 mm and 2 mm diameter lesions. Three lesions were included along the $x$-direction to examine how well the proposed method can recover spatially varying blurring artifacts in DBT images. It is challenging to identify the lesions in the coronal and sagittal planes in the DBT image due to the severe blurring artifacts. In the image deblurred by the DRCNN, the shapes of lesions are distorted. However, the proposed method restores the original lesion shapes more effectively. In particular, the lesion
detectability in the coronal and sagittal planes is superior to the FDK algorithm, TV-IR, and DRCNN. Despite the powerful deblurring performance, we observed that the boundaries of 4 mm and 2 mm lesions are not recovered well in the coronal and sagittal planes compared to the axial plane. It appears that the proposed CNN experiences difficulties in filling extensive missing data in the coronal and sagittal planes compared to the axial plane.

Table 3 summarizes the CNR of each plane for the 4 mm lesions. In the 4 mm lesions, the deblurred axial plane image achieves significantly improved CNR performance, which is 2.84 times higher than that of the original DBT image reconstructed using the FDK algorithm. Even coronal and sagittal plane images exhibit a much higher CNR than DRCNN images.

Fig 6. Results using 30% VGF DBT images. DBT images reconstructed with FDK and TV-IR, deblurred images by DRCNN, deblurred images by the proposed method with MAE, AL-MAE, and PL-MAE loss functions, and CBCT images (from left to right). Images without mass lesion for (a) axial, (b) coronal, and (c) sagittal planes; images containing 4 mm lesions for (d) axial, (e) coronal, and (f) sagittal planes, and images containing 2 mm lesions for (g) axial, (h) coronal, and (i) sagittal planes. The display window is [0.0456 0.0844] in cm⁻¹.

https://doi.org/10.1371/journal.pone.0262736.g006

Table 2. Pixel-based evaluation with 30% VGF DBT images. MSE and GRMSE results of the DBT images reconstructed with FDK and TV-IR, deblurred images by DRCNN, deblurred images by the proposed method with MAE, AL-MAE, and PL-MAE. (mean±standard deviation).

| Method  | Axial    | Coronal | Sagittal | Axial    | Coronal | Sagittal |
|---------|----------|---------|----------|----------|---------|----------|
| DRCNN   | 9.67 ± 1.01 | 10.21 ± 2.06 | 0.92 ± 0.03 | 0.87 ± 0.07 | 0.77 ± 0.06 |
| MAE     | 7.09 ± 0.78 | 7.56 ± 1.20 | **0.59 ± 0.01** | 0.59 ± 0.01 | **0.64 ± 0.01** |
| AL-MAE  | 8.72 ± 3.40 | 11.48 ± 0.12 | 0.65 ± 0.15 | 0.56 ± 0.01 | 0.73 ± 0.20 |
| PL-MAE  | 8.90 ± 1.30 | 9.62 ± 2.06 | **0.59 ± 0.01** | **0.55 ± 0.01** | **0.64 ± 0.02** |
| FDK     | 41.09 ± 5.56 | 10.02 ± 2.15 | 1.07 ± 0.06 | 0.61 ± 0.01 |
| TV-IR   | 11.04 ± 2.39 | 10.51 ± 2.20 | 1.07 ± 0.06 | 0.61 ± 0.01 |

https://doi.org/10.1371/journal.pone.0262736.t002
While all loss functions provide similar improvements in the CNR, the PL-MAE achieves a relatively higher CNR over all planes than other loss functions because the PL-MAE compromises the sharpness and textures of the original image more effectively for this task. Through the CNR results, the CNR of the axial plane has a relatively high value compared with the other planes. As the missing data in the axial plane is smaller than in the other planes, the lesion contrast improvement of the proposed method seems better.

The 2D frequency responses of the deblurred images from Phases 1 and 2 were calculated, as listed in Fig 7, to analyze the restoring power of the proposed method in each phase. We selected the MAE (PL-MAE) loss for this comparison because it yielded the highest performance in the pixel-based evaluation (lesion contrast) with the CBCT images. As expected, the DBT image contains many missing data points due to the limited data acquisition angle, as depicted in Fig 7(a). However, most of the missing data are appropriately filled in by the proposed method. Note that the high-frequency components are observed in the DBT image because the ST filter is not applied. When we used the ST filter, the high-frequency components are reduced, which is common in many breast tomosynthesis imaging cases. The DBT images with a ST filter are included in the supplementary material. Table 4 summarizes the MSE between the 2D FFTs of the CBCT and deblurred images. The PL-MAE achieves a relatively low MSE value in all planes, demonstrating the effectiveness of using the perception-based loss function to fill in the missing data in the frequency domain. Fig 8 compares the central vertical profiles in Fig 7 for the CBCT, DBT, and deblurred images with MAE and

Table 3. Lesion contrast evaluation with 30% VGF DBT images. CNR results of the DBT images reconstructed with FDK and TV-IR, deblurred images by DRCNN, deblurred images by the proposed method with MAE, AL-MAE, and PL-MAE. (mean±standard deviation).

| Method  | Axial        | Coronal     | Sagittal    |
|---------|--------------|-------------|-------------|
| DRCNN   | 2.25 ± 0.54  | 2.01 ± 0.57 | 1.98 ± 0.65 |
| MAE     | 2.91 ± 0.79  | 2.42 ± 0.76 | 2.67 ± 0.73 |
| AL-MAE  | 2.17 ± 0.81  | 2.06 ± 0.66 | 2.04 ± 0.82 |
| PL-MAE  | 3.24 ± 0.75  | 2.98 ± 1.05 | 3.19 ± 1.00 |
| FDK     | 1.14 ± 0.57  |             |             |
| TV-IR   | 0.65 ± 0.42  |             |             |

https://doi.org/10.1371/journal.pone.0262736.t003

Fig 7. Frequency domain analysis. Frequency responses of DBT images using FDK, deblurred images, and CBCT images for \( f_x - f_y \) plane (Top), \( f_x - f_z \) plane (middle), and \( f_y - f_z \) plane (bottom). (a) DBT images with FDK reconstruction, (b) deblurred images after Phase 1 and deblurred images after Phase 2 with (c) MAE, (d) PL-MAE, and (e) CBCT images. The display window is [1 4]. The red arrows indicate the missing data regions in the DBT images.

https://doi.org/10.1371/journal.pone.0262736.g007
PL-MAE loss functions. The proposed method sequentially restores the missing frequency components as the DBT image is processed through Phases 1 and 2. As we intended, Phase 1 performs the initial deblurring to fill in the missing data of the DBT image, as presented in Fig 7(b), but small differences in the CBCT image are still observed, as presented in Fig 8. The image sharpness is restored further by Phase 2, producing improved similarity between the CBCT and deblurred images, as indicated in Fig 8.

The proposed method’s generalization performance is tested using 15% VGF data, and the corresponding deblurred images are illustrated in Fig 9. The results demonstrate that the proposed CNN is still effective for reducing blurring artifacts and exhibits robust characteristics, even for unseen data. The results of the quantitative evaluation are summarized in Tables 5 and 6. The proposed CNN using different loss functions demonstrated better results than DRCNN over all planes, even for unseen data through these results. In particular, the CNN using AL-MAE exhibits good performance for generalization tests represented by the MSE results. In contrast, the CNN using PL-MAE still produces the best score using the GRMSE.

Based on the different values of VGF, we compared the relative improvements from the MSE, GRMSE, and CNR based on the data from the axial plane of the DBT image reconstructed using the FDK algorithm. For the 15% (30%) VGF dataset, the MSE and GRMSE decreased by 81.0% (82.8%) and 34.1% (44.9%), respectively, compared with the DBT image, and the CNR increased by 191.2% (183.4%) compared with the DBT image.

### Discussion and conclusion

In this study, we reduced the blurring artifacts in the DBT images using a two-phase learning-based CNN and evaluated the image quality using the MSE, GRMSE, and CNR. Although the simulated lesions included in the DBT image were slightly distorted, images deblurred by the proposed method achieved a higher CNR compared with the conventional method. We also demonstrated that the proposed method could reduce the blurring artifacts for unseen data, which was tested using data obtained based on different VGF values.

Given the limited access to actual breast CT volumes, we validated the proposed method using 3D volume data generated using a computer simulation. Further validation of the proposed method using clinically available DBT image datasets could be an interesting future research topic. We generated the training data pair by generating the DBT and CBCT volume using a computer simulation in this work. In actual clinical situations, acquiring such paired data would not be feasible. In this case, the DBT image can be generated by conducting a forward projection of the CBCT volume by reflecting the data acquisition geometry of the DBT system.

We specifically aimed to achieve digital tomosynthesis image deblurring in anatomical backgrounds, but the proposed two-phase CNN structure could also be applied to deblur other digital tomosynthesis images, such as chest images. The publicly available clinical CBCT chest images from various institutions could be used for future clinical validations and comparisons.
data provided by the NIH clinical center was used to verify that the proposed CNN is effective for other types of clinical data as well. We observed that the MSE of the axial plane with the proposed method was reduced by 60% compared with the digital tomosynthesis image. We believe further improvements can be achieved using an optimized network structure and training strategy for the chest dataset, which is a topic for future research. We attached these results in the supplementary material.

We used breast volumes with 30% VGF for training and testing the model. In the previous study [29], it was reported that 80% of women have a VGF lower than 27%, and 95% have a VGF below 45%. Although the VGF is a little higher, breast volumes with a 30% VGF were generated to verify that the proposed CNN could reduce blurring artifacts under harsh

Fig 8. Central vertical profiles of the frequency domain. Central vertical profiles of Fig 7 for (a) $f_x$, (b) $f_y$, and (c) $f_z$ planes. Note that $f$ is the pixel frequency in $\text{mm}^{-1}$.

https://doi.org/10.1371/journal.pone.0262736.g008

Fig 9. Results using 15% VGF DBT images. VGF 15% DBT images reconstructed with FDK and TV-IR, deblurred images by DRCNN, deblurred images by the proposed method with MAE, AL-MAE, and PL-MAE loss functions, and CBCT images (from left to right). Images without mass lesion for (a) axial, (b) coronal, and (c) sagittal planes; images containing 4 $\text{mm}$ lesions for (d) axial, (e) coronal, and (f) sagittal planes, and images containing 2 $\text{mm}$ lesions for (g) axial, (h) coronal, and (i) sagittal planes. The display window is $[0.0456 \ 0.0844]$ in $\text{cm}^{-1}$.

https://doi.org/10.1371/journal.pone.0262736.g009
conditions in which deblurring may be difficult. To examine the generalization performance of the proposed algorithm, we generated a 30% VGF DBT volume acquired over the ranges of $-40^\circ$ to $40^\circ$ and $-10^\circ$ to $10^\circ$ for the same breast volume. These two volumes were deblurred using the CNN, pretrained with the DBT volume acquired over the range of $-20^\circ$ to $20^\circ$ and the corresponding CBCT volume pair. The generalization performance is much better for a larger data acquisition angle (i.e., $-40^\circ$ to $40^\circ$). Because the primary role of the proposed method is to fill in the missing data of DBT volume in frequency space (or equivalently, deblurring in image space), the generalization performance of the CNN for the DBT volumes acquired over a $-10^\circ$ to $10^\circ$ data acquisition angle is worse because it contains much more missing data in frequency space. We attached these results in the supplementary material.

We adopted U-Net in phase 2, because it contains a large receptive field size to cover the length of PSF in the DBT system, which is a key aspect of the proposed method. When we used REDCNN [45] or ResNet [38] in phase 2, the performance of the deblurring was not effective compared to the case of U-Net. Detailed results are included in the supplementary material.

For further validation of the proposed method, the PSF deblurring method based on iterative blind deconvolution (i.e., PSF deblur) [13] was compared with the proposed method (i.e., PL-MAE). The image deblurred by the PSF deblur method slightly increased the CNR of 4 mm lesions compared to the image reconstructed by FDK, similar to the result of the previous study [13]. However, the MSE and GRMSE between the PSF deblurred image and the reference image were increased compared to the image reconstructed by the FDK due to the increased noise level. These results demonstrate that our proposed method showed a higher performance than the PSF deblur method. The following results are shown in the supplementary material.

### Table 5. Pixel-based evaluation with 15% VGF DBT images

| Method | Axial | Coronal | Sagittal | Axial | Coronal | Sagittal |
|--------|-------|---------|----------|-------|---------|----------|
| DRCNN  | 6.33 ± 1.41 | 8.89 ± 2.50 | 7.60 ± 1.89 | 0.81 ± 0.04 | 0.69 ± 0.06 | 0.66 ± 0.04 |
| MAE    | 4.62 ± 1.23 | 5.06 ± 1.23 | 4.93 ± 1.45 | 0.57 ± 0.01 | 0.56 ± 0.02 | 0.62 ± 0.02 |
| AL-MAE | 4.47 ± 1.32 | 4.63 ± 1.35 | 6.16 ± 4.91 | 0.60 ± 0.02 | 0.56 ± 0.06 | 0.69 ± 0.01 |
| PL-MAE | 5.10 ± 1.80 | 5.26 ± 1.89 | 5.63 ± 2.10 | 0.56 ± 0.02 | 0.51 ± 0.02 | 0.60 ± 0.02 |
| FDK    | 23.47 ± 7.98 | 0.85 ± 0.10 | 0.56 ± 0.02 |        |         |          |
| TV-IR  | 7.10 ± 2.67 |           |           |        |         |          |

### Table 6. Lesion contrast evaluation with 15% VGF DBT images

| Method | Axial | Coronal | Sagittal |
|--------|-------|---------|----------|
| DRCNN  | 3.22 ± 0.49 | 2.98 ± 0.61 | 3.22 ± 0.86 |
| MAE    | 4.27 ± 0.85 | 3.64 ± 0.84 | 3.32 ± 0.77 |
| AL-MAE | 1.94 ± 1.12 | 2.97 ± 1.12 | 1.96 ± 1.08 |
| PL-MAE | 4.67 ± 0.92 | 4.25 ± 0.80 | 3.84 ± 0.83 |
| FDK    | 1.61 ± 0.40 |           |           |
| TV-IR  | 1.07 ± 0.40 |           |           |
In this study, we trained the proposed CNN using the MAE, AL-MAE, and PL-MAE loss functions. All these loss functions exhibited verifiable image quality improvement compared to the DRCNN and the FDK algorithm reconstruction methods. In particular, the PL-MAE loss function exhibited the best deblurring performance in the results for the GRMSE, CNR, and frequency domain analysis. Because previous works [46–50] have reported that adversarial loss effectively recovers missing data, we also used the WGAN-GP as a loss function to determine the performance of the proposed method. However, the deblurring performance of WGAN-GP was worse than that of the MAE and PL-MAE. We conjecture that WGAN-GP is not effective for filling in extensive missing data, as is the case for the DBT system.

We used ±20° data acquisition, which falls within the range of data acquisition angle (i.e., [±7.5° ±25°]) of the commercialized DBT systems [51]. Depending on the imaging applications, digital tomosynthesis systems use different data acquisition angles (e.g., ±25° for scaphoid [52], ±45° for head and neck [3], and ±102.5° for dental [4]), producing fewer blurring artifacts compared to the current work. Extending the proposed method to different angle digital tomosynthesis imaging systems and different background structures would be interesting for future research.

In this study, the proposed deblurring method was tested only on FDK reconstructed DBT images. However, the proposed method can also be used for any practical reconstruction as long as the training data pair can be acquired; when DBT images are reconstructed with different apodization filters, the network can be separately trained for each apodization filters. Moreover, using transfer learning [53] could be an additional solution when only a limited amount of training dataset can be acquired.

In conclusion, we proposed the two-phase learning-based 3D deblurring technique considering the wide PSF of the DBT system. We quantitatively analyzed the deblurring results using quantitative evaluation (i.e., MSE, GRMSE, and CNR). The results reveal that the proposed method performs effective 3D deblurring and reduces the blurring artifacts effectively from the in-focus plane and other planes of the DBT image. Combining the proposed method with the DBT system would be extremely useful for computer-assisted diagnosis. External validation through experimental results will be performed in future work, as all datasets used in the experiment were generated using a computer simulation.
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