Spin-polarized hot electron transport versus spin pumping mediated by local heating
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Abstract
A ‘toy model’—aimed at capturing the essential physics—is presented that jointly describes spin-polarized hot electron transport and spin pumping driven by local heating. These two processes both contribute to spin-current generation in laser-excited magnetic heterostructures. The model is used to compare the two contributions directly. The spin-polarized hot electron current is modeled as one generation of hot electrons with a spin-dependent excitation and relaxation scheme. Upon decay, the excess energy of the hot electrons is transferred to a thermalized electron bath. The elevated electron temperature leads to an increased rate of electron-magnon scattering processes and yields a local accumulation of spin. This process is dubbed as spin pumping by local heating. The built-up spin accumulation is effectively driven out of the ferromagnetic system by (interfacial) electron transport. Within our model, the injected spin current is dominated by the contribution resulting from spin pumping, while the hot electron spin current remains relatively small. We derive that this observation is related to the ratio between the Fermi temperature and Curie temperature, and we show what other fundamental parameters play a role.
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1. Introduction

The generation of spin transport by femtosecond laser-pulse excitation paves the way towards ultrafast spintronic applications. Similar to subpicosecond quenching of the magnetization [1–20], the physical origin of laser-induced spin transport is an unsolved quest and remains heavily debated after more than a decade of experimental and theoretical research [9, 21–37] Nevertheless, it is clear that the manipulation of magnetic materials with femtosecond laser pulses is unique by being ultrafast and very efficient. Therefore, understanding the underlying physical mechanisms is interesting from both a fundamental and technological viewpoint.

There are two dominant theories on the physical origin of ultrafast spin currents. First, the laser pulse generates a population of highly energetic electrons that through spin-dependent excitation rates and mobilities yield a spin-polarized hot electron current. Including the generated cascades of secondary hot electrons, it is an efficient scheme of spin-current generation, as is described by the model for superdiffusive spin transport [9, 23]. The second theory is based on the notion that laser heating results in an increased rate of spin-flip scattering processes, including electron-magnon scattering.
The latter generates a local spin accumulation [16, 24, 38], a process referred to as bulk spin pumping [38, 39], that effectively can be transported towards a neighboring nonmagnetic layer through spin diffusion. With the two major viewpoints in mind, the essential unanswered question is whether the generated spin current is a direct result of the excitation of hot electrons or is indirectly driven by heating and subsequent spin pumping.

In this work, we present a simplified phenomenological model—also referred to as ‘toy model’—that jointly describes the generated hot electron spin currents and the spin currents driven by spin pumping. This simple model allows us to compare the two competing contributions to laser-induced spin transport. Hot electron transport is described by one generation of optically-excited electrons with spin-dependent excitation and decay rates. Within our approach, the hot electrons decay into an instantaneously thermalized electron bath, where the absorbed excess energy results in an increase of the electron temperature. The latter, and the coupling to a thermal magnon bath, is calculated explicitly. It gives an expression for the total built-up spin accumulation and the resulting spin current transported by the thermal electrons. The two contributions to the spin current are calculated equivalently at the interface of a ferromagnetic metal/nonmagnetic metal heterostructure. We show that the spin current driven by spin pumping dominates and we derive that this observation is related to the ratio between the Fermi temperature and Curie temperature. Finally, we discuss the presence of spin-polarized screening currents and investigate their role.

2. Toy model for laser-induced hot electron dynamics

We start with defining two categories of electrons for each spin polarization separately. First, the electrons far above the Fermi level are defined as ‘hot’ electrons. Secondly, the electrons close to and far below the Fermi level are assumed to remain thermalized and are dubbed as ‘thermal’ electrons. We treat the thermal electron system as a single population of mobile electrons, 3d and 4s electrons in the transition metal ferromagnets, composed of the subsystems for majority spins (here defined as ↑) and minority spins (↓). A schematic overview is given in figures 1(a) and (b). Upon excitation, a (spin-dependent) population of thermal electrons is transferred to the higher energetic ‘hot’ state at energy \( E_h \) above the ground-state Fermi energy \( E_F \). In combination with the spin-dependent decay rates \( \tau_{↑↓}^{-1} \), this leads to a shift of the spin-dependent chemical potential \( \mu_s = \mu_{↑} - \mu_{↓} \). In other words, a spin accumulation is created. During the decay of the hot electrons, the excess energy \( E_h \) is absorbed by the thermal system and leads effectively to an elevated electronic temperature \( T_e \). The latter gives rise to the creation of thermal magnons and an additional change of the spin accumulation \( \mu_s \), as will be discussed in section 3.

We first focus on the hot electron transport generated after excitation. We consider a (magnetic) metallic system described by spin-dependent electron distribution functions that remain homogeneous in the transverse plane but may vary along the longitudinal (out-of-plane) z direction. Furthermore, as schematically depicted in figure 2(a), we assume that when hot electrons are excited they move in a random direction with a (spin-dependent) fixed speed \( v_{↑↓} \) until they decay after time \( \tau_{↑↓}^{-1} \). The distribution function describing this hot electron system satisfies the Boltzmann equation

\[
\frac{\partial n_{↑↓}(z, v, t)}{\partial t} + v \frac{\partial n_{↑↓}(z, v, t)}{\partial z} = A_{↑↑}(z, t) - \frac{n_{↑↓}(z, v, t)}{\tau_{↑↓}},
\]

where \( n_{↑↓}(z, v, t) \) corresponds to the distribution function for hot electrons with up (↑) and down (↓) spin at position \( z \) with velocity component \( v \) along the z axis. The function \( A_{↑↑}(z, t) \) describes the spatiotemporal profile of the laser-pulse absorption and is spin-dependent due to the different absorption coefficients for up and down spins. For simplicity, we assume that this source term is a Dirac delta function located at \( z = 0 \), having \( A_{↑↑}(z, t) = A_{0,↑↑}(0) \delta(z) \) (see figure 1(d)), where \( A_{0,↑↑}(t) \) is determined by the temporal profile of the laser pulse. Only focusing on this simplified example is relevant, since the response to a general spatial-dependent function can be calculated straightforwardly by performing a convolution [23]. Furthermore, we define the polarization coefficient \( P_h = (A_{0,↑↑}(0) - A_{0,↓↓}(0))/(A_{0,↑↑}(0) + A_{0,↓↓}(0)) \) such that \( A_{0,↑↑}(t) = A_0(t)(1 + P_h) \), where \( A_0(t) \) corresponds to the spin-averaged excitation profile.

Using Fourier transformation, we switch from the time domain to the frequency domain, which simplifies the following calculations because convolutions now correspond to a
multiplication. We are interested in the dynamics in the region \( z \geq 0 \), where the solution to equation (1) is given by

\[
n_{↑↓}^{\pm}(z, \nu, \omega) = \frac{A_0(\omega)(1 \pm P_\lambda)}{\nu} \exp \left( -\frac{z}{\nu \tau_\perp^{\pm}} \left( 1 \pm i\omega \tau_\perp^{\pm} \right) \right) \theta(\nu).
\]

The Heaviside theta function \( \theta(\nu) \) makes sure that the solution does not diverge in the limit \( z \to \infty \), meaning that only right-moving electrons are present. We assume that all hot electrons move in a random (positive) direction with a fixed speed \( \nu \tau_\perp^{\pm} \).

The number density of the electrons can then be written as

\[
n_{↑↓}^{\pm}(z, \omega) = \frac{A_0(\omega)(1 \pm P_\lambda)}{\nu \tau_\perp^{\pm}} \int f_0 \left[ \frac{z(1 \pm i\omega \tau_\perp^{\pm})}{\lambda_\perp^{\pm}} \right] \, d\lambda.
\]

where the function \( f_0(x) \) results from a surface integral over a positive hemisphere with radius \( \nu \tau_\perp^{\pm} \) and we used \( \lambda_\perp^{\pm} = \nu \tau_\perp^{\pm} \). The proper normalization factors are defined within \( A_0(\omega) \).

Similarly, the current densities can be expressed as

\[
j_{↑↓}(z, \omega) = \frac{A_0(\omega)(1 \pm P_\lambda)}{\nu \tau_\perp^{\pm}} \int f_j \left( \frac{z}{\lambda_\perp^{\pm}} \left( 1 \pm i\omega \tau_\perp^{\pm} \right) \right) \, d\lambda.
\]

Since the solutions follow from the Boltzmann equation, the functions \( f_0(x) \) and \( f_j(x) \) satisfy \( f_j(x) = -f_0(x) \). The function \( f_j(x) \) is plotted in figure 2(b), showing its similarity with exponential decay. Keeping the latter in mind, the inverse Fourier transform of equation (4) approximately corresponds to an exponential decay with length scale \( \lambda_\perp^{\pm} / 2 \) and a phase shift \( 2z/\nu \tau_\perp^{\pm} \) compared to the temporal profile of the laser pulse.

Although we focus on a magnetic heterostructure in the following paragraphs, we assume for hot electron transport that the system is homogeneous, since we aim for a simple toy model. The hot electron current at the interface of the heterostructure is simply assumed to be equal to equation (4) being evaluated at \( z = d \), where \( d \) is the thickness of the (imaginary) ferromagnetic layer. The interfacial hot electron spin current \( j_{h,s} = j_\uparrow - j_\downarrow \) is included in figure 3. The figure presents a schematic overview of all contributions to the interfacial spin current. The remaining terms, which mainly represent spin-current contributions in the thermal electron system (indicated by the blue shaded region), will be step-by-step introduced in the following sections.

As figure 3 indicates, for determining the spin transport in the thermal electron system it is required to calculate the functions that characterize the (spin-dependent) decay of hot electrons. In order to do so, we need the spatial average of \( n_{↑↓}(z, \omega) \) over the domain \( (0, d) \), notated simply as \( n_{↑↓}(\omega) \), which is given by

\[
n_{↑↓}(\omega) = \frac{A_0(\omega)(1 \pm P_\lambda)}{\nu \tau_\perp^{\pm}} \frac{1}{1 \pm i\omega \tau_\perp^{\pm}} \frac{1}{d} \int \left( 1 - f_j \left[ \frac{z}{\lambda_\perp^{\pm}} \left( 1 \pm i\omega \tau_\perp^{\pm} \right) \right] \right) \, d\lambda.
\]

using the relation between \( f_0(x) \) and \( f_j(x) \). For convenience, we define one more function that will become relevant in the second part of this article

\[
F_{±}(\omega) = ±(1 \pm P_\lambda) \frac{1}{1 \pm i\omega \tau_\perp^{\pm}} \frac{1}{d} \int \left( 1 - f_j \left[ \frac{d}{\lambda_\perp^{\pm}} \left( 1 \pm i\omega \tau_\perp^{\pm} \right) \right] \right) \, d\lambda.
\]

where depending on the sign (±), the factor \( F_±(\omega) \) represents phenomena related to the charge (+) or spin degree of freedom (−). For instance, \( F_+(\omega) \) determines the total amount of hot electrons that decay within distance \( d \) and appears in the description for the local heating process (section 3). Furthermore, \( F_-(\omega) \) will determine the contribution to the hot electron spin current resulting from the spin-dependent decay rates (section 4). We now have all ingredients to calculate the distinct contributions to the spin current, and to investigate the response of the thermal system to the hot electron dynamics.

3. Spin pumping mediated by local heating

In this section, we calculate the spin current that arises in the thermal electron bath and we express it in terms of the characteristic functions for the hot electron dynamics. The method can be separated into three steps. (i) The interfacial spin current within the thermal electron system is expressed in terms of the electron-magnon scattering rate. (ii) The scattering rate is parameterized by an electron temperature and a magnon temperature. (iii) The magnon temperature is eliminated and the electron temperature is expressed in terms of the hot electron functions defined in the previous section (such as \( F_+(\omega) \) from equation (6)). Combining these three steps yields a simple expression for the thermal spin current that can directly be compared to the hot electron contribution.

Hence, the starting point is to express the interfacial spin current in terms of the bulk electron-magnon scattering rate. To find a simple description, we assume that the ferromagnetic
system is much thinner than the spin-diffusion length, having $d \ll \lambda_{sd}$\footnote{It should be noted that we keep the spin-flip scattering rate $\tau_s$ fixed, meaning that the limit $d \ll \lambda_{sd}$ actually corresponds to assuming a very large conductivity. The expressions presented here are equivalent to the similar calculation in \cite{40} for $d \ll \lambda_{sd}$}. Then by approximation, the spin density in the thermal electron system is parameterized by a spatial homogeneous spin accumulation $\mu_s$. From the conservation of spin in the combined system, we write down the equation for the out-of-equilibrium spin density $\delta n_s$ of the thermalized electrons. In the frequency domain it is given by \cite{16,40}

$$i\omega \delta n_s(\omega) + \frac{\dot{j}_{s,\delta}(\omega)}{d} = -2i\lambda_{sd}(\omega) - 2P_A A_0(\omega) + \frac{n_\uparrow(\omega)}{\tau_\uparrow} - \frac{n_\downarrow(\omega)}{\tau_\downarrow} - \frac{\delta n_s(\omega)}{\tau_s},$$

(7)

where $j_{s,\delta}(\omega)$ is the interfacial spin current generated in the thermal electron system. On the right-hand side, $I_{sd}$ is determined by the rate of spin transfer per unit volume driven by electron-magnon scattering \cite{16,41}. The term proportional to $P_A$ corresponds to the spin-dependent excitation of electrons which are transferred to the hot electron system. Moreover, the terms proportional to $\frac{1}{\tau_\uparrow}$ result from the decay of the hot electrons. In combination with the previous term (proportional to $P_A$), the latter will generate an additional spin current that will partially compensate the hot electron contribution. This ‘backflow’ spin current will be discussed below. Finally, the last term on the right-hand side of equation (7) corresponds to the additional channels of spin-flip scattering with corresponding timescale $\tau_s$ \cite{16}.

The out-of-equilibrium spin density is proportional to the spin accumulation $\delta n_s = \tilde{\omega} n_s$, where $\tilde{\omega}$ is the spin-averaged density of states evaluated at the Fermi energy. Analogously, the interfacial spin current carried by the thermal electrons is written as $j_{s,\delta}(\omega) = (g/h)\mu_s(\omega)$, where $g$ is a conductance for the spin current. Here, it is assumed that the neighboring non-magnetic material is a good spin sink. By solving equation (7) for $\mu_s$, and using the expressions for $n_\uparrow(\omega)$ and $n_\downarrow(\omega)$ as given in equation (5), the spin-current expression becomes

$$j_{s,\delta}(\omega) = \frac{(-2d)I_{sd}}{1 + \frac{1}{\tau_s} (1 + i\omega/\tau_s)} - 2P_A A_0(\omega) + A_0(\omega) F_-(\omega) + \frac{2}{1 + \frac{1}{\tau_s} (1 + i\omega/\tau_s)},$$

(8)

where the timescale $\tau_s$ is defined as $\tau_s^{-1} = g/(\hbar \tilde{\omega} d)$ and determines the efficiency of the spin transfer into the non-magnetic layer. This timescale is treated as an effective parameter to compensate for the fact that (diffusive) spin transport in the bulk is assumed to be instantaneous, as a result of the condition $d \ll \lambda_{sd}$.

The first term in equation (8) corresponds to the spin current driven by the electron-magnon scattering in the bulk (spin pumping) \cite{16,38}, and indirectly results from the local heating process. In figure 3 this contribution is denoted as $j_{s,\delta}^{\text{back}}$. The second term in equation (8) is generated because the spin-dependent excitation and decay of hot electrons affect the net spin density in the thermal system, and corresponds to the previously mentioned backflow spin current. In figure 3 it is denoted as $j_{s,\delta}^{\text{back}}$. Although the latter is directly related to the hot electron dynamics, it should still be considered as a spin current contribution carried by thermal electrons.

To get an analytical expression for the thermal spin current in terms of the excitation profile $A_0(\omega)$, we have to find a simplified description for the electron-magnon scattering rate. In order to do so, we first calculate the dynamics of the electron temperature, we have to determine the electron-magnon scattering rate. In the frequency domain the change of the electron temperature $\delta T_e(\omega)$ satisfies an equation of the form

$$i\omega \delta T_e(\omega) = \frac{\Delta E}{C_e} \left( \frac{n_\uparrow(\omega)}{\tau_\uparrow} + \frac{n_\downarrow(\omega)}{\tau_\downarrow} - \frac{\delta T_e(\omega)}{\tau_e} \right),$$

(9)

where the factor proportional to $\tau_e^{-1}$ is introduced phenomenologically and includes all processes that drive heat out of the electron system in the ferromagnetic region (including heat lost at the interface). Furthermore, $C_e$ is the electronic specific heat and $\Delta E$ is the photon energy of the laser pulse. It follows that the elevated electron temperature $\delta T_e(\omega)$ can be expressed as

$$\delta T_e(\omega) = \frac{\tau_A(\omega)\Delta E}{dC_e(1 + i\omega/\tau_e)} F_+(\omega).$$

(10)

To calculate the spin current that results from the increase of the electron temperature, we have to determine the electron-magnon scattering rate $I_{sd}$. We take a simplified approach and assume that the density of magnons that is generated is given by $\delta n_\delta(\omega) = C_{n,\delta} \delta T_e(\omega)$, where $\delta T_e(\omega)$ is the Fourier transform of the change of the magnon temperature and the
coefficient $C_{n,T}$ is given in \cite{40}. The rate at which magnons are generated is given by

$$i\omega C_n \delta T_m(\omega) = I_{ad}(\omega) = \frac{C_{n,T}}{\tau_m} (\delta T_e(\omega) - \delta T_m(\omega)), \quad (11)$$

where the electron-magnon scattering rate is expressed in terms of the difference in magnon temperature and electron temperature, and is proportional to a corresponding (demagnetization) timescale $\tau_m$. Combining equations (10) and (11) gives a closed expression for the electron-magnon scattering rate in terms of the functions that depend on the hot electron system. This yields

$$I_{ad}(\omega) = \frac{C_{n,T} \Delta E}{C_e} \left( (i\omega \tau_e) A_0(\omega) F_+(\omega) \right) \frac{d(1 + i\omega \tau_e)(1 + i\omega \tau_m)}{(1 + i\omega \tau_e)(1 + i\omega \tau_m)}. \quad (12)$$

Physically, the product describes the consecutive processes of heating the thermal electrons through the energy retrieved from decaying hot electrons (described by $F_{+}(\omega)$), and the subsequent generation of thermal magnons by an increase of the temperature. By substituting the expression for $I_{ad}(\omega)$ in equation (8), the spin current driven by electron-magnon scattering can be expressed in terms of the functions that describe the hot electron dynamics.

### 4. Comparison of the hot and thermal spin currents

In this section, we directly compare the distinct contributions to the interfacial spin current. First, the total interfacial spin current is written as

$$J_{tot}^{sd}(\omega) = J_{hs}^{sd}(\omega) + J_{ts}^{td}(\omega) + J_{back}^{sd}(\omega), \quad (13)$$

where $J_{hs}^{sd}$ corresponds to the direct spin current carried by hot electrons and $J_{ts}^{td}$ corresponds to the thermal contribution driven by spin pumping. The spin current $J_{back}^{sd}$ is equal to the second term on the right-hand side of equation (8), named after that it drives a backflow that partially compensates the hot electron contribution. All the given contributions to the interfacial spin current are represented in the schematic overview in figure 3.

To derive a simple relation that parameterizes the ratio between the different contributions to the spin current, we make the following assumptions. First, we assume that the ferromagnetic layer is very thin such that $\tau_g$ satisfies $\tau_g \omega \ll 1$. Similarly, we assume that the decay rate of the hot electrons is very fast $\tau_1 \omega \ll 1$. This means that we model a laser pulse that has a duration $\sigma \gg \tau_g, \tau_1$. In that scenario we find

$$J_{hs}^{sd}(\omega) = 2P_A A_0(\omega) + A_0(\omega) F_{-}(0), \quad (14)$$

$$J_{ts}^{td}(\omega) = -2 \frac{C_{n,T} \Delta E}{C_e} \left( (i\omega \tau_e) A_0(\omega) F_+(0) \right) \frac{(1 + i\omega \tau_e)(1 + i\omega \tau_m)}{(1 + i\omega \tau_e)(1 + i\omega \tau_m)}, \quad (15)$$

$$J_{back}^{sd}(\omega) = -\frac{2P_A A_0(\omega) + A_0(\omega) F_{-}(0)}{1 + \tau_g / \tau_e}. \quad (16)$$

Importantly, it shows that $J_{back}^{sd}$ is directly proportional to the hot electron contribution and has an opposite sign. To explicitly calculate the spin currents in the time domain we assume the following temporal profile of the laser pulse

$$A_0(t) = \frac{P_{0d}}{\Delta E(\sigma \sqrt{\pi})} \exp(-t^2 / \sigma^2), \quad (17)$$

where $\sigma$ is the pulse duration, $P_0$ plays the role of an absorbed laser pulse energy density, and $\Delta E$ is the photon energy. Inverse Fourier transforming equations (14)–(16) (and for equation (15) performing a convolution in the time domain) yields the temporal profiles of the distinct spin current contributions. Figure 5(a) shows the resulting interfacial spin current as a function of time after laser-pulse excitation at $t = 0$. The used system parameters are presented in table A1, which represent a typical magnetic heterostructure consisting of transition metal ferromagnet and a nonmagnetic metal that is a good spin sink (such as Pt). In the figure, the gray line indicates the total spin current and the blue line shows the contribution by spin pumping. Furthermore, the red line represents the hot electron spin current and the dashed blue line the backflow spin current. The figure shows that for the used parameters the total spin current is dominated by the spin pumping contribution. The amplitude of the latter is approximately a factor $\sim 5$ times larger than the hot electron contribution. Moreover, including the backflow spin current yields that the hot electron spin current is almost completely compensated.

To further investigate the role of the several contributions to spin transport, it is convenient to calculate the ratio between $J_{tot}^{sd}$ and $J_{hs}^{sd}$ from equations (14) and (15). We define $\eta$ as

$$\max\left(\left|J_{tot}^{sd}\right|\right) \equiv \max\left(\left|J_{hs}^{sd}\right|\right) \eta \approx \frac{C_{n,T} \Delta E}{C_e} \left( 1 + \tau_g / \tau_e \right) \left[ \frac{-F_+(0)}{2P_A + F_{-}(0)} \right]. \quad (18)$$

Note that the exact ratio of the amplitudes also includes an additional prefactor determined by $\sigma, \tau_e$ and $\tau_m$ (not included in equation (18)). As is shown in the appendix, this additional factor typically scales as $\sigma / \tau_m$, which in our example is of the order of one. The term between square brackets, on the right-hand side of equation (18), plays the role of an effective polarization $P_{eff}$ of the hot electron current, and is determined by $P_A$ and $P_\lambda = (\lambda - \lambda_\bot)/(\lambda + \lambda_\bot)$. This $P_{eff}$ is plotted in figure 4 as a function of $P_A$ and $P_\lambda$, for $d/\lambda = 0.3$ with
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λ = (λ↓ + λ↑)/2. $P_{\text{eff}}$ is shown to be a monotonic function of $P_A$ and $P_\lambda$, which explains why it is interpreted as an effective polarization.

To express the ratio $\eta$ in terms of fundamental parameters, we use that for a free electron gas the specific heat scales as $C_v \sim k_B(T/T_F)/a^3$ [42], where $a$ is the lattice constant and $T_F$ is the Fermi temperature. Furthermore, the magnon density coefficient $C_n$ scales as $C_n \sim (k_BT)^{1/2} A^{-3/2} k_B$ [40], where the spin-wave stiffness is proportional to the Curie temperature $A \sim k_BT_C a^2$. By implementing the numerical prefactors (including multiple factors of $\pi$) we estimate the order of magnitude of $\eta$ and determine the crucial scaling factors

$$\eta \approx \left[ 2 \times 10^{-2} \frac{1}{(-P_{\text{eff}})} \frac{(\Delta E/k_B T)}{(T_F/T_C)} \right] \sqrt{\frac{T}{T_C}}. \quad (19)$$

Although the factor between square brackets yields a number much smaller than one, this number is largely compensated by the remaining factors. Specifically, for a transition metal ferromagnet the Fermi and Curie temperature typically differ an order of magnitude ($T_F/T_C$) ~ 10. Furthermore, for a $\Delta E$ of the order of electronvolts and a temperature close to room temperature we find the range $\Delta E/(k_BT) \sim 10^2$–$10^3$. Altogether, this implies that the contribution by spin pumping is generally large compared to the contribution by hot electron transport. In case the backflow is taken into account, the partial compensation of the hot electron spin current would lead to a change in the prefactor $(1 + \tau_\lambda/\tau_s)^{-1} \rightarrow \tau_\lambda/\tau_s$, resulting in an even larger $\eta$ for $\tau_\lambda > \tau_s$.

5. The role of spin-polarized screening currents

Finally, we discuss the role of spin-polarized screening. It is generally assumed that screening of the charge degree of freedom happens on an extremely short timescale [28]. This corresponds to the approximation in the model that the system remains locally charge neutral and that the total charge current of the hot and thermal electrons is zero at all times. In the case of charge transport in the thermal electron system, the efficient screening approximation was already implemented throughout the previous sections. Additionally, in this work, we have the excited hot electrons that carry a nonzero charge current for which we analogously assume it is effectively screened through transport in the thermal electron system. This process is schematically depicted in the gray box in figure 3. Within the ferromagnetic region it results in an extra contribution to the spin current since the present screening currents are subject to spin-dependent transport coefficients. Implementing spin-polarized screening currents within the toy model yields the following extension. First, charge neutrality requires the spin density of the thermalized system to satisfy

$$\delta n_s = \nu_\lambda \mu_s - P_\nu (n_\uparrow + n_\downarrow), \quad (20)$$

where $P_\nu = (\nu_\uparrow - \nu_\downarrow)/(\nu_\uparrow + \nu_\downarrow)$ corresponds to the polarization of the density of states at the Fermi energy. Secondly, the absence of a net charge current requires that

$$j_{i,s} = \frac{g}{\hbar} \nu_s - P_\nu (j_\uparrow + j_\downarrow), \quad (21)$$

where we defined $P_\nu = (g_\uparrow - g_\downarrow)/(g_\uparrow + g_\downarrow)$. The conductance we used previously is given by the spin-averaged conductance $g = 2 g_\uparrow g_\downarrow/(g_\uparrow + g_\downarrow)$. Implementing this within the previous scheme for the thermal electron system yields an extra contribution to the spin current

$$j_{s,\uparrow}(\omega) = -P_g (j_\uparrow(\omega) + j_\downarrow(\omega)) \frac{(\tau_\uparrow/\tau_s)}{1 + (\tau_s/\tau_\lambda)}. \quad (22)$$

This is the spin-polarized screening current. Here, the term proportional to $P_\nu$ vanished due to the limit $\omega \tau_\uparrow \ll 1$. The spin-polarized screening current is calculated for $P_g = 0.2$ and represented by the yellow curve in figure 5(b). Depending on the sign of $P_g$ this contribution to the spin current either enhances or partially compensates the hot electron contribution. For illustrative purposes, figure 5(b) includes all other contributions to the spin current.

Additionally, we included figure 5(c). Here, we multiplied all terms (indirectly) related to the hot electron dynamics by...
a factor of four to emphasize the role of each separate contribution and to show the change of the total spin current (in gray). The figure emphasizes that in the case that the hot electron spin current is enhanced, for instance when taking into account multiple generations of hot electrons, the total spin current is significantly modified. Nevertheless, for the parameters used here, the spin current driven by spin pumping remains the dominant contribution.

6. Conclusion and outlook

In conclusion, using a single simplified analytical model, we investigated the role of spin-polarized hot electron transport and spin transport driven by spin pumping in laser-excited magnetic heterostructures. This toy model yields that the spin current at the interface of the heterostructure is dominated by the thermal contribution initiated by local heating and subsequent spin pumping. We calculated the scaling factors that determine the ratio between the two contributions. As the latter depends on the fundamental parameters that describe the magnon system and thermal electron system, it could be expressed in terms of the Curie temperature, Fermi temperature, and laser-photon energy. This fundamental relation yields that the spin current driven by spin pumping is generally a significant contribution, and is dominant for the systems considered here.

An interesting extension to the toy model would be to implement multiple generations of hot electrons and calculate the resulting enhancement of the spin current. In that way, one reaches a description similar to the model for superdiffusive spin transport [9, 23]. Additionally, it would be interesting to implement the conceptual spin-polarized screening currents within the superdiffusive approach. Moreover, spin transport by thermal magnons and interfacial electron-magnon scattering processes are required to be investigated within this scheme [16, 40]. Nevertheless, it is expected that those extensions leave the presented scaling factors intact and spin pumping through local heating remains a dominant channel for spin-current generation.
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Appendix. Notes on the spin current driven by spin pumping

In this appendix, we present some details regarding the temporal profile of the spin current induced by spin pumping. To calculate \( J_{sd}^{\text{ed}} \), we have to perform an inverse Fourier transformation of the right-hand side of equation (15), including the function

\[
G(\omega) = \frac{i \omega \tau_e}{(1 + i \omega \tau_e)(1 + i \omega \tau_m)}. \tag{A1}
\]

Disregarding the factors of \( 2\pi \) (which in the end all vanish), the function in the time domain is given by

\[
G(t) = \frac{\tau_e}{\tau_e - \tau_m} \left( e^{-t/\tau_e} - e^{-t/\tau_m} \right) \theta(t). \tag{A2}
\]

The spin current is calculated by performing a convolution between \( G(t) \) and the temporal profile of the laser pulse. To determine the scaling factor arising from this convolution we calculate

\[
J(t) = \int dt' G(t-t') \exp \left( -\frac{t'^2}{\sigma^2} \right). \tag{A3}
\]

The extra scaling factor that should be added to equation (19) is given by the maximum of \( J(t) \), as it corresponds to how much the (Gaussian) amplitude decreases after the convolution with \( G(t) \) is performed. \( J(t) \) is plotted in figure 6(a), together with the temporal profile of the Gaussian pulse. Here we used the values for \( \sigma, \tau_m \) and \( \tau_e \) as given in table A1. In the range \( 0.1 \text{ ps} < \tau_m < 1 \text{ ps} \), which is the typical order of magnitude for the demagnetization time of a ferromagnetic transition metal, the amplitude scales as \( \sigma/\tau_m \), as was mentioned in the main text. The ratio \( \sigma/\tau_m \) is indicated by the dashed gray line in figure 6(b). Finally, we note that table A1 presents the parameters used in the calculations.
Table A1. Parameters used in the calculations presented in the main text. The chosen values represent a typical magnetic heterostructure consisting of transition metal ferromagnet and a nonmagnetic metal similar to Pt.

| Symbol | Value | Units |
|--------|-------|-------|
| γ = C_r/T_{amb} [43] | 1077 | Jm^{-1}K^{-2} |
| T_{amb} | 300 | K |
| ΔE | 1 | eV |
| P_0 | 0.2 · 10^8 | Jm^{-3} |
| σ | 0.1 | ps |
| A^a | 400 | meVÅ^2 |
| d | 3 | nm |
| λ^b | 10 | nm |
| P_{A^c} | −0.2 | |
| P_{A^d} | −0.2 | |
| τ_e [3] | 0.45 | ps |
| τ_w [3] | 0.15 | ps |
| τ_s [38] | 0.1 | ps |
| τ_A [3] | 0.05 | ps |

*Used to calculate C_{r,T} as given in reference [40].
*From a decay rate of 10 fs and a Fermi velocity of 1 nm fs^{-1}.
*A minus sign is present since we defined the spin down electrons as the majority spin population.
*Estimated using the values for g (Ni/Pt) and 1/f (Ni) from [40].
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