Transfer Functions of Generalized Bessel Polynomials

JOSÉ R. MARTÍNEZ, Member, IEEE

Abstract—The stability and approximation properties of transfer functions of generalized Bessel polynomials (GBP) are investigated. Sufficient conditions are established for the GBP to be Hurwitz. It is shown that the Padé approximants of $e^{-s}$ are related to the GBP. An infinite subset of stable Padé functions useful for approximating a constant time delay is defined and its approximation properties examined. The lowpass Padé functions are compared with an approximating function suggested by Budak. Basic limitations of Budak’s approximation are derived.

I. INTRODUCTION

SOME RECENT work has suggested the possibility of using ratios of generalized Bessel polynomials (GBP) to approximate the ideal delay function $e^{-s}$. However, the question of the stability of such rational functions was left unresolved since only a necessary, but not sufficient, condition for the stability of these polynomials was given.

The purpose of this note is to discuss several useful properties of the GBP and associated rational functions. In particular, we establish a sufficient condition for the GBP to be Hurwitz. We also show that nonminimum phase rational functions of GBP yield simultaneous maximally flat approximations of a certain order of both constant time delay and magnitude; these rational functions are shown to be related to the Padé approximants of $e^{-s}$. The Padé functions are compared with an approximation of $e^{-s}$ proposed by Budak.

II. GENERALIZED BESSEL POLYNOMIALS

The GBP of degree $n$ is defined by

$$B_n(s, \alpha, \beta) = \sum_{k=1}^{n} \binom{n}{k} \frac{(n+k+\alpha-2)^{(k)}}{\beta^k} s^{n-k},$$

where $\binom{n}{k}$ is a binomial coefficient, $(q)^{(k)} = q(q-1)(q-2) \cdots (q-k+1)$, $q = n+k+\alpha-2$, is the backward factorial function of order $k$, and $\alpha$ and $\beta$ are real parameters, $\beta \neq 0$, $\alpha > 0$.

From (1) it can be seen that the parameter $\beta$ is a scaling factor since

$$\beta^n B_n(s, \alpha, \beta) = B_n(\beta s, \alpha, 1),$$

hence the properties of $B_n$ will be determined by the parameter $\alpha$. When $\alpha = \beta = 2$, the GBP reduce to the classical Bessel polynomials of circuit theory.

III. HURWITZ PROPERTY

A necessary condition for $B_n(s, \alpha, \beta)$ to be Hurwitz is that its coefficients be positive. This implies that $\alpha > 1 - n$ and $\beta > 0$, as can be seen from (1). This was essentially the condition given in [1]. It can be readily shown that the condition is not sufficient to guarantee the Hurwitz property.

Theorem 1 establishes a sufficient condition for $B_n(s, \alpha, \beta)$ to be Hurwitz. It is recalled that the Hurwitz character of the special case $B_n(2, 2, \beta)$, $\beta > 0$, was established long ago by Storch.

Theorem 1

$B_n(s, \alpha, \beta), n > 0,$ is Hurwitz for $\alpha > 0, \beta > 0$.

The complete proof of Theorem 1 is found in [6].

That the conditions of Theorem 1 are not necessary is immediately seen by referring to $B_2(s, 2, 2)$. Additional information on the zeros of the GBP for $\alpha < 0$ as well as other general properties of the zeros are found in [6]. We note, however, that for purposes of approximating $e^{-s}$, the stable GBP with $\alpha < 0$ generally yield poor approximations and thus are of little practical interest.

IV. RATIONAL FUNCTIONS

In this section we show that the Padé approximants of $e^{-s}$ are rational functions of GBP for integral values of the parameter $\alpha$ and discuss several properties of this class of rational functions. The Padé functions are then compared with Budak’s approximation of $e^{-s}$.

We shall denote the Padé approximant by

$$(n, m) = \frac{Q_{nm}(s)}{P_{nm}(s)},$$

where $Q_{nm}$ and $P_{nm}$ are polynomials of degree $m$ and $n$, respectively. For $e^{-s}$, it is known that $Q_{nm}$ and $P_{nm}$ are given by

$$Q_{nm} = \frac{n!}{(n+m)!} \sum_{k=0}^{m} \binom{n+k}{k} \frac{(m+k)!}{m!} (-s)^{m-k}$$

and

$$P_{nm} = \frac{m!}{(n+m)!} \sum_{k=0}^{n} \binom{n+k}{k} \frac{(m+k)!}{m!} s^{n-k}.$$
The polynomials $Q_{nm}$ and $P_{nm}$ of the $(n, m)$ Padé approximant of $e^{-s}$ are GBP. The relationship is given by

$$Q_{nm} = \frac{n!}{(n+m)!} B_n(-s, \alpha, 1), \quad \delta = n - m + 2, \quad (6)$$

$$P_{nm} = \frac{m!}{(n+m)!} B_n(s, \alpha, 1), \quad \alpha = m - n + 2. \quad (7)$$

Theorem 3 establishes the Hurwitz property of $P_{nm}$. Its proof is evident upon applying Theorem 1 to (7).

**Theorem 3**

The Padé approximant $(n, m)$ of $e^{-s}$ is stable if $m \geq n - 2$.

It is readily ascertained that the condition of Theorem 3 is not necessary. Moreover, it can also be shown that not all the approximants are stable. In fact, the number of stable as well as the number of unstable approximants is infinite.

In order to preserve boundedness, the useful range of physically realizable approximants is defined by $n - 2 \leq m \leq n$, and we shall examine below the properties of the lowpass approximants $(n, n - 1)$ and $(n, n - 2)$.

The approximation properties of the Padé functions are given in Theorems 4 and 5; the proofs are found in [6]. It is noted that the approximation of a unit amplitude or delay is said to be maximally flat of order $k$ if, apart from the unit constant term, its Taylor expansion about the origin begins with the term $\omega^{2k}$.

**Theorem 4 (Delay Approximation)**

The $(n, m)$ Padé approximant of $e^{-s}$ yields a maximally flat delay approximation of order $m + 1$ for $m = n - 1$ and for $m = n - 2$.

**Theorem 5 (Amplitude Approximation)**

The $(n, n - 1)$ and $(n, n - 2)$ Padé approximants of $e^{-s}$ both yield a maximally flat approximation of order $n$ of the ideal lowpass characteristic.

Theorems 4 and 5 imply that the $(n, m)$ approximant satisfies $m$ phase and $n - 1$ amplitude flatness conditions at the origin for $m = n - 1$ and $m = n - 2$. This is the maximum number of simultaneous amplitude and phase conditions that may be imposed on a transfer function of degree $m + n$. [9]

The usual all-pole Bessel transfer functions devote all the parameters to the delay approximation and none to approximating amplitude. By contrast, the Padé approximants allocate some parameters to phase and some to amplitude approximation. This brings us to comparing the Padé approximation of $e^{-s}$ and that suggested by Budak [2].

In Budak’s approximation we have that

$$e^{-s} = \frac{e^{-\gamma s}}{e^{-(\gamma - 1)s}}, \quad \gamma > 0, \quad (8)$$

and not necessarily of the same degree. The end result is a transfer function of the form

$$e^{-s} \approx G_{mn}^\gamma(s) = K \frac{B_n[2(\gamma - 1)s, 2, 1]}{B_n(\gamma, 2s, 1)}, \quad (9)$$

where $K$ is a constant defined by $K = B_n(0, 2, 1)/B_n(0, 2, 1)$. For $\gamma = 1$ or $m = 0$, we have the usual all-pole transfer function. Some of the attributes of (9) have been recently discussed in [10]. In the case $\gamma = 1/2$ and $m = n$ we have the well-known $(n, n)$ Padé approximant.

Marshak [10] has shown that the expansion of the time delay function, $t_d(\omega)$, of (9) has the form

$$t_d(\omega) = 1 - \gamma \left[ a_1 (\gamma \omega)^{2n} + \cdots \right] - (1 - \gamma) \left[ b_1 (1 - \gamma)^{2m} \omega^{2m} + \cdots \right], \quad (10)$$

where $a_1$ and $b_1$ are constants. Thus for $m \neq 0$, $\gamma \neq 1$, and $m \leq n$, the series expansion of $t_d(\omega) - 1$ begins with the term $\omega^{2m}$. Hence the delay approximation obtained with (9) is maximally flat of order $m$. By contrast, the delay approximation given by the $(n, m)$ Padé approximant is maximally flat of order $m + 1$. Thus $(n, n - 1)$ and $(n, n - 2)$ will yield better delay approximations than Budak’s functions in the sense that they satisfy one more flatness condition at the origin. However, the Padé functions are always nonminimum phase functions, whereas Budak’s approximation also includes minimum phase functions when $\gamma \geq 1$.

In the sequel we will show that, except in some special cases, the lowpass functions $G_{mn}^\gamma(\omega)$, $m < n$, yield amplitude approximations that are maximally flat of unit order for arbitrary values of $\gamma$, which is no better than is obtained with all-pole transfer functions. Moreover, it will be shown that the amplitude approximation can never be better than maximally flat of order 2, regardless of the values of $m$ and $n$. This largest order can be attained only for specific values of $\gamma > 1/2$; hence minimum-phase functions can achieve it.

Using some results from [6] it can be shown that the squared-magnitude function $|G_{mn}^\gamma(\omega)|^2$ is given by

$$|G_{mn}^\gamma(\omega)|^2 = \frac{\left(2n\right)!}{(2m)!} \frac{m!}{n!} \sum_{i=0}^{m} \binom{m}{i} \frac{(2i)!}{i!} \frac{1}{(m+i)!} \frac{[2(\gamma - 1)\omega]^{2n-2i}}{[2(\gamma - 1)\omega]^{2(m-i)}} \times \sum_{k=0}^{n} \binom{n}{k} \frac{(2k)!}{k!} \frac{1}{(n+k)!} \frac{[2(\gamma - 1)\omega]^{2n-2k}}{[2(\gamma - 1)\omega]^{2(n-k)}} \quad (11)$$

In order for the first nonconstant term of the Taylor expansion of (11) to contain the factor $\omega^{2q}$, $q \geq 1$, it is necessary that the coefficients of the terms $\omega^{2p}$, $p = 1, 2, \ldots, q - 1$, be equal in numerator and denominator. If the coefficients of $\omega^2$ are not equal, the approximation will be maximally flat of unit order. However, only certain values of $\gamma$ will cause the appropriate pair of coefficients to be equal in (11). But as we shall see, with a given value of $\gamma$ one can equate only a single pair of coefficients at a time.
Equating the pair of coefficients of \( \omega^{2j}, j = 1, 2, \ldots, m, \) in (11) we find that the equation for \( \gamma \) is given by

\[
\left[ \frac{\gamma}{\gamma - 1} \right]^{2j} = A_j = \frac{[2n]!![2(n - j)]!!}{(n!!)[2(n - j)]!!} \times \frac{(m!!)[2(m - j)]!!}{[2m]!![2(m - j)]!!},
\]

where \( j = 1, 2, \ldots, m. \) Solving for \( \gamma \) we obtain

\[
\gamma = \frac{(A_j)^{1/2j}}{(A_j)^{1/2j} + 1},
\]

which implies that \( \gamma > 1/2. \) Therefore, minimum-phase functions can have any pair of coefficients of \( \omega^{2j} \) in (11) rendered equal.

It remains to show that coefficients can be equated only one pair at a time. To show this, suppose for the moment that a single value of \( \gamma \) satisfies (13) for more than one value of \( j, \) say for \( j \) and \( j + p, p > 0. \) Then we must require that

\[
\left[ \frac{\gamma^2}{(\gamma - 1)^2} \right]^{2j} = \left[ \frac{\gamma^2}{(\gamma - 1)^2} \right]^{j+p}
\]

and this can only be true when the quantity inside the brackets is unity. This implies, in turn, that \( \gamma = 1/2. \) But (13) only yields \( \gamma > 1/2, \) hence no value of \( \gamma \) obtained from (13) for a given \( j \) can satisfy (13) for any other \( j. \)

The implication of this property of mutual exclusion is that We can eliminate from the Taylor expansion of (11) only the term containing \( \omega^2. \) In that case the first nonconstant term will contain \( \omega^4 \) and the approximation will be maximally flat of order 2. This is the best that can be obtained.

The value of \( \gamma \) that causes (11) to yield an approximation which is maximally flat of order 2 is given by

\[
\gamma = \frac{(2n - 1) \pm \sqrt{(2n - 1)(2m - 1)}}{2(n - m)}, \quad m < n.
\]

The preceding discussion indicates that the lowpass minimum-phase functions \( G_{mn}^\gamma(s) \) will at best satisfy a single flatness condition at the origin for values of \( \gamma \) given by (13). This is to be contrasted with the \((n, n-1)\) and \((n, n-2)\) approximants, both of which satisfy \((n-1)\) amplitude flatness conditions at the origin. It appears, therefore, that for a given \( n \geq 2 \) and \( m = n - 1 \) or \( m = n - 2, \) the Padé approximants will yield a better amplitude approximation than \( G_{mn}^\gamma(s) \).

V. EXAMPLES

The following examples illustrate the properties of the two types of function discussed above. For illustrative purposes we will compare the Padé approximant (3, 2) with \( G_{23}^\gamma(s) \); these are shown below:

\[
(3, 2) = \frac{3s^2 - 24s + 60}{s^3 + 9s^2 + 36s + 60}, \quad (16)
\]

\[
G_{23}^\gamma(s) = \frac{5(\gamma - 1)^2s^2 + 15(\gamma - 1)s + 15}{\gamma^3s^3 + 6\gamma^2s^2 + 15\gamma s + 15}, \quad (17)
\]

The delay functions for (16) and (17), respectively, are given by

\[
(3, 2): \quad t_d(\omega) = \frac{17\omega^8 + 592\omega^6 + 12384\omega^4 + 172800\omega^2 + 1440000}{\omega^{10} + 33\omega^8 + 832\omega^6 + 12384\omega^4 + 172800\omega^2 + 1440000}
\]

and

\[
G_{23}^\gamma(s): \quad t_d(\omega) = \frac{a_4\omega^8 + a_3\omega^6 + a_2\omega^4 + a_1\omega^2 + 2025}{b_5\omega^{10} + b_4\omega^8 + b_3\omega^6 + b_2\omega^4 + b_1\omega^2 + 2025}, \quad (19)
\]

where

\[
\begin{align*}
a_4 &= 3(\gamma - 2)(\gamma - 1)^3\gamma^5 \\
a_3 &= 9(\gamma - 1)^3(4\gamma^3 - 13\gamma^2 + 13\gamma - 5) \\
a_2 &= 27(\gamma - 1)^4(4\gamma^3 - 13\gamma^2 + 13\gamma - 5) \\
a_1 &= b_1 = 135(8\gamma^2 - 10\gamma + 5) \\
b_2 &= 9(\gamma - 1)^3(4\gamma^3 - 13\gamma^2 + 13\gamma - 5) \\
b_3 &= 9(\gamma - 1)^3(4\gamma^3 - 13\gamma^2 + 13\gamma - 5) \\
b_4 &= 3(\gamma - 1)^4(3\gamma^2 - 4\gamma + 2) \\
b_5 &= (\gamma - 1)^4\gamma^2
\end{align*}
\]

Since \( a_1 = b_1 \) for all \( \gamma, \) then (19) is maximally flat of order 2, whereas (13) is flat of order 3. We cannot improve the approximation by setting \( a_2 = b_2 \) in (19) and solving for \( \gamma \) since this results in the polynomial (\( \gamma - 1)^3. \) Hence \( \gamma = 1, \) which brings us back to the all-pole function. In general, one cannot improve the approximation without reverting to the all-pole case, as can be seen from (10).

The squared-magnitude functions for (16) and (17) are

\[
|\gamma(3, 2)|^2 = \frac{9\omega^4 + 216\omega^2 + 3600}{\omega^6 + 9\omega^4 + 216\omega^2 + 3600} \quad (20)
\]

\[
|\gamma G_{mn}^\gamma(\omega)|^2 = \frac{25(\gamma - 1)^4\omega^4 + 75(\gamma - 1)^2\omega^2 + 225}{\gamma^6\omega^6 + 6\gamma^4\omega^4 + 45\gamma^2\omega^2 + 225} \quad (21)
\]

It is clear that (20) yields an approximation that is maximally flat of order 3. Using (15), we find that \( \gamma = (5 + \sqrt{15}) / 2 \approx 4.365 \) causes (21) to have flatness of order 2, the best that we can do.

VI. CONCLUDING REMARKS

What has the inclusion of the parameter \( \gamma \) done for \( G_{mn}^\gamma(s), \) \( m < n, \) when compared to the all-pole Bessel transfer function of degree \( n? \) As is well known, the latter produces a delay approximation that is maximally flat of order \( n, \) and an amplitude approximation that is flat of unit order. On the other hand, \( G_{mn}^\gamma(s) \) yields a delay approximation of order \( m \) and, for the choice of \( \gamma \) given by (15), an amplitude approximation of order 2. Thus \( G_{mn}^\gamma(s) \) can exhibit an enhanced bandwidth at the expense of the delay approximation.

Comparing the Padé approximants \((n, n-1)\) and \((n, n-2)\) with \( G_{mn}^\gamma(s) \) shows that the former yield superior approximations of amplitude and delay based on the criterion of
maximal flatness. Thus for this type of lowpass function in which the degree of the numerator polynomial is lower than the denominator’s by at most two units, there seems to be no reason to use $G_{mn}^m(s)$ in preference over the Padé approximants. However, this is not the case if one requires minimum-phase functions.

Finally, we note that we showed in [6] that $(n, n-2)$ yields a delay approximation that always exhibits some time lag. This must be considered in selecting one function over another if one must choose between $(n, n-2)$ and $G_{mn}^m(s)$.
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