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Abstract: As a competitive candidate of orthogonal frequency-division multiplexing (OFDM), filter-bank multicarrier (FBMC) has significant advantages in low spectrum leakage, relaxed synchronization requirements and high spectral efficiency. However, the loss of orthogonality leads to intrinsic interference in FBMC, whereas most methods eliminate it by sacrificing data symbols, resulting in a non-negligible decrease in spectral efficiency. In this context, we propose a new method that eliminates intrinsic interference completely without sacrificing any data symbols thanks to the power multiplexing in the transmitter and the successive interference cancellation scheme in the receiver, contributing to a higher spectral efficiency compared with previous methods. Both the analytical and simulation results demonstrate that the proposed method has higher spectral efficiency and similar power efficiency compared with the traditional coded auxiliary pilot (CAP) method without a notable decrease in bit error rate (BER) performance.
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1. Introduction

Multicarrier modulation is a crucial technique that enables high spectral efficiency and robustness to multipath fading. As one of typical multicarrier modulation techniques, orthogonal frequency division multiplexing (OFDM) has been widely used in 5G wireless communication [1]. However, OFDM has serious spectrum leakage, strict synchronization requirements and excessive dependence on cyclic prefixes, being not in line with future mobile communication requirements. As a promising candidate of OFDM, filter-bank multicarrier (FBMC) adopts a well-designed prototype filter to shape subcarriers, reducing spectral sidelobes significantly [2]. Additionally, a well-designed filter bank makes it less sensitive to the frequency offset, which relaxes synchronization requirements. Furthermore, FBMC needs no cyclic prefixes and has a higher spectral efficiency, making it more competitive in future communication systems.

However, unlike the OFDM system, which satisfies the orthogonality in a complex domain, the orthogonality of FBMC is only satisfied in a real domain, resulting in intrinsic interference from FBMC data symbols to pilot symbols [3]. The intrinsic interference is connected with the filter bank adopted and data symbols transmitted but independent of channel states and environmental noise. Unfortunately, it degrades FBMC channel estimation performance seriously because of inaccurate pilot symbols [4]. As a result, the intrinsic interference must be eliminated clearly before channel estimation in the receiver.

Many methods of intrinsic interference cancellation have been proposed, among which the pairs of pilots (POP) method is an effective solution. It assumes that two adjacent moments of the subcarrier have the same channel responses and thus writes out a set of equations about the channel responses at two adjacent pilot locations and then solves...
the equations to obtain correct channel estimation [5]. However, the estimation result is affected by the noise of pilot pairs. Based on the POI method, the authors in [6] utilized complex-valued symbols as pilot pairs to control the noise effect, whereas the authors in [7] solved it based on a preamble design, but they both led to a higher complexity. Another method named interference approximation method (IAM) adopted the preamble-based structure and estimated intrinsic interference by setting zeros or known symbols around the pilot symbol [8,9]. However, IAM has a heavy pilot burden, which results in low spectral efficiency. An improved method in [10] did not require zeros between pilot symbols and data symbols by utilizing the distribution characteristic of demodulated offset quadrature amplitude modulation (OQAM) symbols, whereas the pilot overhead still needed two columns of OQAM symbols. An iteration method based on IAM did not set zeros around pilots but adopted the idea of an iteration to estimate unknown data symbols with known pilot symbols [11]. After several iterations, ideal estimates could be obtained with the price of a high computational complexity. Other improved iteration methods eliminated intrinsic interference more clearly, but the computation complexity became more unacceptable [12-14]. In summary, these methods estimate or eliminate intrinsic interference at the receiver. However, signals at the receiver have more uncertainty compared with signals at the transmitter, whereupon higher complexity is needed to achieve satisfactory results when eliminating intrinsic interference at the receiver.

On the contrary, the interference cancellation method (ICM) eliminates intrinsic interference at the transmitter to reduce receiver burden [15,16]. However, ICM adopts a preamble-based structure where pilot symbols concentrate in the front part of the FBMC symbol, leading to a limited application scenario. In this context, a scattered pilot-based structure is a better choice that inserts pilot symbols into the whole FBMC symbol separately, contributing to a widely used channel estimation. The auxiliary pilot (AP) method was put forward based on the scattered-pilot structure, and it inserted an auxiliary pilot at the location around the pilot symbol to eliminate intrinsic interference completely at the transmitter [17]. However, it is infeasibly greedy for power because the average power overhead of the auxiliary pilot is twice the average power of the data symbol. Another method with a low power cost adopts linear coding means, but intrinsic interference has notable residuals because the coding length cannot be too long [18]. The coded auxiliary pilot (CAP) method can be combined with the AP method and the linear coding method to completely eliminate intrinsic interference with a low power overhead, but it still needs auxiliary pilots [19]. Recently, a method named “frame repetition” eliminated intrinsic interference based on frame repetition, in which QAM symbols are transmitted instead of OQAM symbols [20,21]. It only needed two columns of symbols as the pilot overhead compared with the IAM method, but the frame repetition led to increased sensitivity to the channel coherence time. In summary, these methods put an interference cancellation scheme at the transmitter and thus brought the receiver signal recovery a good condition. However, these methods all eliminate intrinsic interference by sacrificing data symbols named “auxiliary pilots”, resulting in a non-negligible decrease in spectral efficiency, especially in severe channel conditions, which need a high density of pilots. Some other methods need no auxiliary pilot but utilized iterations, but they all have an infeasible computation complexity.

This article proposes a new intrinsic interference cancellation method in the FBMC system without iterations or sacrificing data symbols. In the transmitter, data symbols around pilot symbols are first coded by the power multiplexing matrix, and then, the conventional CAP method is adopted to cancel intrinsic interference completely and to sacrifice a few data symbols. In contrast, these sacrificed data symbols are recovered by our successive interference cancellation scheme in the receiver, which contributes to a higher data rate. The simulation results show that the proposed method has a higher spectral efficiency and similar power efficiency compared with the CAP method, without a notable decrease in BER performance.
The rest of this paper is organized as follows. Section 2 introduces the intrinsic interference of FBMC and the traditional CAP method. In Section 3, the proposed method is explained in detail. Finally, the simulation results and conclusions are given in Sections 4 and 5, respectively.

The following notations are used in this article. Uppercase and lowercase boldface denote matrices and vectors, respectively. The superscripts $(\cdot)^T$ and $(\cdot)^H$ stand for the transpose and conjugate transpose, respectively. $\| \cdot \|$ means the Euclidean norm of a vector. $\mathbb{E}\{ \cdot \}$ represents the expectation, and $\mathbb{R}\{ \cdot \}$ denotes the real parts. $tr\{ \cdot \}$ is the matrix trace operator, and $CN(\cdot)$ represents the complex Gaussian probability distribution function.

2. System Model

2.1. Intrinsic Interference of FBMC

We denote the real-valued data symbol corresponding to the $m$th subcarrier of the $n$th FBMC symbol by $a_{m,n}$, which is obtained by taking the real or imaginary parts of the complex QAM symbol. $M$ represents the total number of subcarriers, and $4T$ denotes the time duration of $g(t)$, which is the impulse response of the PHYDYAS prototype filter [2,22] with an overlapping coefficient equal to 4. Then the FBMC baseband signal transmitted in the time domain, as shown in Figure 1, can be expressed as [23]

$$
s(t) = \sum_{n=0}^{+\infty} \sum_{m=0}^{M-1} a_{m,n} g \left( t - n \frac{T}{2} \right) e^{j2\pi t n/T} = \sum_{n=0}^{+\infty} \sum_{m=0}^{M-1} a_{m,n} g_{m,n}(t).
$$

(1)

As shown in Figure 1, the FBMC signal transmitted in the time domain adopts the “overlap-add” method, which can be fully explained by (1). $\sum_{n=0}^{M-1} a_{m,n} g_{m,n}(t)$ in (1) stands for the $n$th FBMC symbol, which has $M$ subcarriers and a time duration of $4T$, corresponding to a colored frame with $nT/2$ time delay in Figure 1. $s(t) = \sum_{n=0}^{+\infty} \sum_{m=0}^{M-1} a_{m,n} g_{m,n}(t)$ means all FBMC symbols overlap with respective time delays and then are added together to produce FBMC signals $s(t)$, i.e., “overlap-add”, corresponding to Figure 1. However, an overlap of several FBMC symbols results in an interference from the other 14 FBMC symbols to the FBMC symbol to be received and previous studies in the literature named it “intrinsic interference”. Fortunately, the intrinsic interference can be eliminated completely in the AWGN channel with “real-orthogonality” expressed as follows [3]

$$
\mathbb{R}\left\{ \int g_{m,n}(t) g_{m',n'}^*(t) dt \right\} = \delta_{m,n} \delta_{m',n'}
$$

(2)
where $\delta_{m,n}$ denotes the Kronecker delta function. We express the received signal as $y(t) = h(t) * s(t) + n(t)$, where $h(t)$ denotes the channel impulse response and $n(t)$ is the white noise. It is assumed that the time length of the prototype filter is much larger than the maximum delay of the channel, and the channel remains unchanged within the time length of the prototype filter. Then, the received signal is approximately expressed as

$$y(t) \approx \sum_{n=0}^{\infty} \sum_{m=0}^{M-1} H_{m,n} a_{m,n} s_{m,n}(t) + n(t),$$

where $H_{m,n}$ represents the channel frequency response (CFR) of the $n$th subcarrier of the $m$th FBMC symbol. In the receiver, data symbols without considering white noise are recovered by matched filtering, described as follows

$$r_{m_0,n_0} = \int y(t) g_{m_0,n_0}^*(t) dt = H_{m_0,n_0} a_{m_0,n_0} + \sum \sum_{(m,n) \neq (m_0,n_0)} H_{m,n} a_{m,n} \int g_{m,n}(t) g_{m_0,n_0}^*(t) dt,$$  

where $\gamma_{m_0,n_0} = \int g_{m,n}(t) g_{m_0,n_0}^*(t) dt$ denotes the coefficient of intrinsic interference from the $n$th subcarrier of the $m$th FBMC symbol to the $m_0$th subcarrier. As shown in Table 1, the coefficient $\gamma_{m_0,n_0}$ has a pure imaginary value.

**Table 1.** The value of coefficient $\gamma_{m_0,n_0}$ of intrinsic interference corresponding to the $m$th subcarrier of the $n$th FBMC symbol to the $m_0$th subcarrier of the $n_0$th FBMC symbol [23].

| $(m,n)$     | $n_0 - 5$ | $n_0 - 4$ | $n_0 - 3$ | $n_0 - 2$ | $n_0 - 1$ | $n_0$    | $n_0 + 1$ | $n_0 + 2$ | $n_0 + 3$ | $n_0 + 4$ | $n_0 + 5$ |
|------------|-----------|-----------|-----------|-----------|-----------|----------|-----------|-----------|-----------|-----------|-----------|
| $m_0 - 1$  | 0.0013    | 0.0054    | -0.0429   | -0.1250   | -0.2058   | 0.2393   | -0.0429   | -0.1250   | -0.0429   | 0.0054    | 0.0013    |
| $m_0$      | -0.0023   | 0.0066    | 0.0664    | 0.5644    | 1         | -0.5644  | 0         | 0         | 0         | 0.0023    | 0.0013    |
| $m_0 + 1$  | 0.0013    | -0.0054   | -0.0429   | -0.1250   | -0.2058   | -0.2393  | -0.0429   | -0.1250   | -0.0429   | -0.0054   | 0.0013    |

Assuming that channel changes in adjacent time-frequency points are not obvious and, thus, CFR of the time-frequency point $(m,n)$ near the time–frequency point $(m_0,n_0)$ meets the requirement $H_{m,n} \approx H_{m_0,n_0}$, Equation (4) can be simplified as

$$r_{m_0,n_0} = H_{m_0,n_0} \left( a_{m_0,n_0} + \sum_{(m,n) \neq (m_0,n_0)} a_{m,n} \gamma_{m,n} \right),$$

where pure imaginary valued $j \mu_{m_0,n_0}$ is the “intrinsic interference” to the pure real valued symbol $a_{m_0,n_0}$. The intrinsic interference $j \mu_{m_0,n_0}$ must be eliminated before channel estimation, and then, the receiver can recover symbol $a_{m_0,n_0}$ from $r_{m_0,n_0}$ correctly with a correct estimate of $H_{m_0,n_0}$.

### 2.2. Coded Auxiliary Pilots (CAP) Method for Intrinsic Interference Cancellation

In order to make correct channel estimations, many methods are proposed to eliminate intrinsic interference to pilot symbols, among which the CAP method in literature [19] is a good solution. However, it eliminates intrinsic interference completely with sacrificing data symbols, resulting in a decrease of spectral efficiency. Based on CAP method, we propose a new method which has a higher spectral efficiency, whereas an introduction of CAP is necessary before our study. Details of CAP method are as follows.

Denote OQAM data symbols around the pilot by $a_{CAP}^T = [a_1 a_2 \cdots a_{N-1}]^T$ and represent the coded symbols as $s_{CAP} = [s_1 s_2 \cdots s_N]^T$, which is obtained by $s_{CAP} = \sum_{n=0}^{N-1} s_{0,n} g_n$, where $s_{0,n}$ are the coded symbols of the $n$th subcarrier, and $g_n$ is the prototype filter.
\( \mathbf{C} \mathbf{a}_{\text{CAP}} + \delta_{\text{CAP}} \), where \( \mathbf{C} \) is a coding matrix of size \( N \times (N - 1) \) and \( \delta_{\text{CAP}} \) is a vector waiting to be solved. Denote coefficients of intrinsic interference in Table 1 by \( \gamma = [\gamma_1 \gamma_2 \cdots \gamma_L]^T \), and the interference generated by the surrounding data symbols to the pilot can be expressed as

\[
\theta_{\text{CAP}} = \gamma^T \mathbf{s}_{\text{CAP}} \mathbf{a}_{N+1, L} = \gamma^T_{1, N} \mathbf{s}_{\text{CAP}} + \theta'_\text{CAP},
\]

where \( \mathbf{a}_{N+1, L} = [a_{N+1} a_{N+2} \cdots a_L]^T \), \( \gamma_{1, N} = [\gamma_1 \gamma_2 \cdots \gamma_N]^T \) and \( \theta'_{\text{CAP}} = \gamma^T_{N+1, L} \mathbf{a}_{N+1, L} \).

Supposing that the coding matrix \( \mathbf{C} \) satisfies the equation \( \gamma^T_{1, N} \mathbf{C} = 0 \), (6) is then simplified as \( \theta_{\text{CAP}} = \gamma^T_{1, N} \delta_{\text{CAP}} + \theta'_\text{CAP} \), where \( \theta_{\text{CAP}} \) must be equal to zero in order to eliminate intrinsic interference. Under these equality constraints, the vector \( \delta_{\text{CAP}} \) can be calculated as

\[
\delta_{\text{CAP}} = -\frac{\theta'_{\text{CAP}}}{\|\gamma_{1, N}\|^2} \gamma_{1, N}. \tag{7}
\]

Pilot symbols are no longer subjected to intrinsic interference after the coding operations described above, and the receiver can estimate channels correctly based on these pilot symbols. It is assumed that the channel is perfectly estimated, and vector \( \hat{\mathbf{s}}_{\text{CAP}} \) is an estimate of \( \mathbf{s}_{\text{CAP}} \) after equalization in the receiver. Supposing the coding matrix \( \mathbf{C} \) satisfies the equation \( \mathbf{C}^T \mathbf{C} = \mathbf{I} \), then the estimate of \( \mathbf{a}_{\text{CAP}} \) can be calculated by \( \hat{\mathbf{a}}_{\text{CAP}} = \mathbf{C}^T \hat{\mathbf{s}}_{\text{CAP}} \) at the receiver. Note that the coding matrix \( \mathbf{C} \) satisfying both \( \gamma^T_{1, N} \mathbf{C} = 0 \) and \( \mathbf{C}^T \mathbf{C} = \mathbf{I} \) can be constructed based on [19], and the case for \( N = 4 \) used in this article is given directly as follows:

\[
\mathbf{C} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 0 & 0.3903 \\
1 & 0 & -0.3903 \\
0 & 1 & 0.9207 \\
0 & 1 & -0.9207
\end{bmatrix}. \tag{8}
\]

### 3. Description of the Proposed Scheme

The CAP method described in Section 2 eliminates intrinsic interference by sacrificing data symbols around pilot symbols, resulting in a decrease in spectral efficiency, especially in the high pilot density case. In this section, a new scheme is proposed to eliminate intrinsic interference without sacrificing any data symbols by applying power multiplexing coding in the transmitter and successive interference cancellation in the receiver. Details of the proposed method are introduced in the following.

#### 3.1. Power Multiplexing and Intrinsic Interference Cancellation in Transmitter

Denote OQAM symbols around the pilot by vector \( \mathbf{a} = [a_1 a_2 \cdots a_K]^T \) and represent coded symbols as \( \mathbf{d} = [d_1 d_2 \cdots d_K]^T \), which are obtained by

\[
\mathbf{d} = \mathbf{G} \mathbf{a}, \tag{9}
\]

where \( \mathbf{G} \) is a power multiplexing coding matrix of size \( K \times K \), which is calculated by

\[
\mathbf{G} = \mu_1 \begin{bmatrix}
1 & 0 & 0 & 0 \\
c & 1 & 0 & 0 \\
c & 0 & 1 & 0 \\
\vdots & 0 & 0 & \ddots \\
c & 0 & 0 & 0 & 1
\end{bmatrix}, \tag{10}
\]

\[
\mu_1 = \sqrt{\frac{K}{(1+c^2)K-c^2}}. \tag{11}
\]
where $c$ is a real-valued coefficient satisfying the inequality $0 < c < 1$ and $\mu_1$ is a power normalization factor that satisfies $\text{tr}\{E\{\mathbf{dd}^H\}\} = K$. It is observed that each element in $\mathbf{d}$ is a weighted sum of $a_1$ and another element in $\mathbf{a}$, and weight coefficients in $\mathbf{G}$ stand for the power multiplexing strategy of $\mathbf{d}$ for transmitting these elements in $\mathbf{a}$. Note that $K$ represents the number of power multiplexed symbols and $c$ stands for the power multiplexing level. It is obvious that $d_k = \mu_1(a_k + ca_1)$, $(k = 2, 3, \cdots, K)$ and $ca_1$ is regarded as additive noise when we want to recover $a_k$ from $d_k$ in the receiver. This indicates that a small value of $c$ is beneficial to the recovery of $a_k$ from $d_k$ for $(k = 2, 3, \cdots, K)$ but makes the recovery of $a_1$ from $d_k$ for $(k = 2, 3, \cdots, K)$ more difficult. Therefore, the parameter $c$ is of great importance, and it has to make a trade-off, as we will discuss in Section 4. In order to eliminate intrinsic interference, we denote $N$ elements of $\mathbf{d}$ by vector $\mathbf{d}_{1,N} = [d_1 d_2 \cdots d_N]^T$, $(N \leq K)$ and then code $\mathbf{d}_{1,N}$ in following way:

$$s = Q\mathbf{d}_{1,N} + \delta,$$

where $s = [s_1 s_2 \cdots s_N]^T$ is a coded vector, $\delta$ is a vector waiting to be solved, and $Q$ is a coding matrix of size $N \times N$ that satisfies the following equations:

$$Q = \mu_2[0 \ C],$$

$$\mu_2 = \frac{1}{\mu_1} \sqrt{\frac{N}{c^2 \cdot \text{tr}\{\mathbf{Ce}_N^{-1}\mathbf{Ce}_N^{-1}\}^H} + N - 1},$$

where matrix $\mathbf{C}$ is described in (8), $\mathbf{0}$ is a zero vector of size $N \times 1$, $\mathbf{e}_{N-1}$ is a unit vector of size $(N - 1) \times 1$, and $\mu_2$ is a power normalization factor that satisfies $\text{tr}\{QG(QG)^H\} = N$. The intrinsic interference $\theta$ from data symbols to the pilot can be expressed as

$$\theta = \gamma^T \begin{bmatrix} s \\ a_{K+1, L} \end{bmatrix} = \gamma_{1,N}^T s + \theta',$n

$$\theta' = \gamma_{N+1, L}^T \begin{bmatrix} d_{N+1, K} \\ a_{K+1, L} \end{bmatrix}.$$

Substitute $s$ in (15) with (12), and then, let the intrinsic interference $\theta$ equal to zero. Under these equality constraints, we calculate $\delta$ by

$$\delta = -\frac{\theta'}{\|\gamma_{1,N}\|^2} \gamma_{1,N}.$$

Up to this point, the intrinsic interference to pilot symbols is eliminated completely, and we sacrifice no data symbols thanks to the power multiplexing coding process in the transmitter.

### 3.2. Successive Interference Cancellation in Receiver

In the receiver, it is assumed that perfect channel estimation is conducted with the help of pilot symbols. Note that this assumption is reasonable because intrinsic interference has been eliminated clearly and practical channel estimation has a very small gap with the perfect one, as we demonstrate in Section 4. Although there has been no intrinsic interference anymore at the receiver, we need to recover data symbols with the interference results from power multiplexing. Fortunately, successive interference cancellation (SIC) is a good algorithm for this, as we will describe in detail next.
The estimate of $\mathbf{s}$ after equalization can be expressed as $\hat{\mathbf{s}} = \mathbf{s} + \mathbf{n}$, where $\mathbf{s}$ stands for the estimate of $\mathbf{s}$ and $\mathbf{n}$ is a vector of independent and identically distributed (i.i.d.) $\mathcal{CN}(0, \sigma^2)$ noise. The estimate of $\mathbf{d}_{1,N}$ is calculated by

$$
\hat{\mathbf{d}}_{1,N} = \mathbf{Q}^T \hat{\mathbf{s}} = [0 \quad \mathbf{d}_{2,N}^T]^T + \hat{\mathbf{n}},
$$

where $\mathbf{d}_{2,N} = [d_2 \cdots d_N]^T$, $\hat{\mathbf{n}} = \mathbf{Q}^T \mathbf{n}$, $\hat{\mathbf{d}}_{1,N} = [0 \quad \hat{d}_2 \cdots \hat{d}_N]^T$ is an estimate of $\mathbf{d}_{1,N}$, and it is easy to know that $\hat{d}_k = a_k + c a_1 + \hat{n}_k, \quad (k = 2, 3, \cdots, K)$ according to (9) and (18).

The successive interference cancellation algorithm described in Figure 2 is used to recover $a_k$ from $d_k$. The first step of this algorithm regards $\hat{c} a_1 + \hat{n}_k$ as additive noise to $a_k$ and adopts detection algorithms to recover $a_k$ from $d_k$ for $k = 2, 3, \cdots, K$. It is meaningful to note that the maximum likelihood (ML) detection algorithm is a good choice in this situation. It is known that M points in a constellation diagram need to be compared if we choose M-order quadrature amplitude modulation (QAM) in traditional multicarrier communication systems, such as OFDM. Fortunately, the ML detection algorithm only needs to compare $\sqrt{M}$ points for M-order QAM in FBMC because data symbols in FBMC are real-valued symbols extracted from real or imaginary parts of complex QAM symbols. The difference between OFDM and FBMC in an M-order QAM constellation diagram is described in Figure 3.

$$
\hat{\mathbf{d}}_{1,K} = [0 \quad \hat{d}_2 \cdots \hat{d}_K]^T
$$

Figure 2. Successive interference cancellation algorithm.

$$
\hat{\mathbf{a}}_{2,K} = [\hat{a}_2 \cdots \hat{a}_K]^T
$$

Figure 3. Constellation diagrams of M-order QAM in OFDM (left) and FBMC (right).

Supposing that $a_k$ is perfectly recovered from $d_k$, as shown in Figure 2 for $k = 2, 3, \cdots, K$, i.e., $\hat{\mathbf{a}}_{2,K} = [\hat{a}_2 \cdots \hat{a}_K]^T$, the next step of successive interference cancellation algorithm is to recover $a_1$ from $\hat{a}_1$ and $\hat{d}_k$ for $k = 2, 3, \cdots, K$. We represent $\hat{\mathbf{a}}_1$ as follows:

$$
\hat{\mathbf{a}}_1 = \mathbf{d}_{2,K} - \mathbf{a}_{2,K} = \begin{bmatrix}
ca_1 + \hat{n}_2 \\
ca_1 + \hat{n}_3 \\
\vdots \\
ca_1 + \hat{n}_K
\end{bmatrix},
$$

where $\mathbf{d}_{2,K} = [d_2 \cdots d_K]^T$ and $\mathbf{a}_{2,K} = [a_2 \cdots a_K]^T$. In Figure 3, we show the constellation diagrams of M-order QAM in OFDM (left) and FBMC (right).
and the estimate of $a_1$ is calculated by the following step:

$$\hat{a}_1 = \frac{\bar{a}^T e_{K-1}}{c(K-1)} = a_1 + \bar{n},$$

(20)

where $e_{K-1}$ is a unit vector of size $(K-1) \times 1$, and $\bar{n}$ is a noise of $CN(0, \sigma^2 / \{c^2(K-1)\})$. It is obvious that increasing the values of $c$ and $K$ is beneficial to the signal-to-noise ratio (SNR) of $\hat{a}_1$, but it also means more inaccurate signal detection results of $a_k$, $(k = 2, \cdots, K)$ and higher computational complexity. As a result, the values of $c$ and $K$ should be assigned properly to achieve a compromise among these factors. Note that data symbol $a_1$ was sacrificed in the transmitter for intrinsic interference cancellation, but fortunately, we recovered $\hat{a}_1$ in (20) with the help of power multiplexing coding in the transmitter and successive interference cancellation in the receiver, contributing to an increase in spectral efficiency compared with previous methods.

3.3. Computation of Spectral Efficiency

Supposing that FBMC symbols are transmitted in a frame that contains $N_{\text{data}}$ data symbols and $N_{\text{pilot}}$ pilot symbols, we denote time duration and frequency bandwidth of the frame by $T_{\text{frame}}$ and $f_{\text{frame}}$, respectively. Note that the information quantity of a data symbol in M-order QAM is $(\log_2 M)/2$ bits because the data symbols in FBMC are real-valued symbols extracted from real or imaginary parts of complex QAM symbols. Then, the spectral efficiency can be calculated by

$$\eta = \frac{N_{\text{data}}(\log_2 M)/2}{T_{\text{frame}}f_{\text{frame}}}, \quad (21)$$

It is obvious that $N_{\text{data}}$ in the proposed method is larger than that in the CAP method because of a smaller $N_{\text{pilot}}$ in the former, whereupon the proposed method has a higher spectral efficiency compared with previous methods.

3.4. Power Penalty for Intrinsic Interference Cancellation

The total power of $s_{\text{CAP}}$ transmitted in the CAP method is calculated by

$$\epsilon_{\text{CAP}} = tr\left\{E\left\{s_{\text{CAP}} s_{\text{CAP}}^H\right\}\right\}$$

$$= tr\left\{E\left\{CC^H\right\} + E\left\{\delta_{\text{CAP}} \delta_{\text{CAP}}^H\right\}\right\},$$

(22)

where $E\{a_{\text{CAP}}^H a_{\text{CAP}}\} = N - 1$ is the power of a transmitted vector $a_{\text{CAP}} = [a_1 \ a_2 \ \cdots \ a_{N-1}]^T$ that contains $N - 1$ data symbols and $(\theta'_{\text{CAP}})^2$ described in (6) is the power penalty for intrinsic interference cancellation.

Similarly, the total power of $s$ in (12), which is transmitted in the proposed method, is calculated by

$$\epsilon_{\text{proposed}} = tr\left\{E\left\{s s^H\right\}\right\}$$

$$= tr\left\{E\left\{QG(QG)^H\right\} + E\left\{\delta \delta^H\right\}\right\},$$

(23)

where $E\{a^H a\} = N$ is the power of the transmitted vector $a = [a_1 \ a_2 \ \cdots \ a_{N}]^T$ that contains $N$ data symbols, and $(\theta')^2$ described in (16) is the power penalty for intrinsic interference cancellation. It is obvious that $\theta'$ and $\theta'_{\text{CAP}}$ have very close values; hence, the proposed
method and the CAP method have similar power penalties for intrinsic interference cancellation.

4. Numerical Results

The parameters in our simulations are as follows. The number of subcarriers of FBMC is $M = 256$, the filter bank adopted is the PHYDYAS filter [22], with an overlapping coefficient equal to 4. The frame structure is shown in Figure 4, where each frame is composed of 14 FBMC symbols, and a pilot is inserted into the seventh FBMC symbol per four subcarriers. The SUI-3 channel proposed by IEEE 802.16 is adopted [24], and channels of different frames are quasi-static. We adopt the suggestions in [25] and set the energy of each pilot symbol to twice the energy of the complex QAM symbol. We use the least squares (LS) algorithm to estimate channel response at pilot positions and then conduct a linear interpolation among them to obtain a channel response of the full data frame.

![Frame structure adopted in simulations.](image)

It is known that a subframe duration that contains 14 OFDM symbols is 1 ms in LTE [26]. We adopt a similar frame structure in our simulations, but each subframe duration is equal to 0.5 ms, as shown in Figure 4. The reason for this can be explained in Figure 1: the duration of an FBMC symbol is $4T$, and we overlap and add several FBMC symbols to produce signals transmitted in the time domain. In the receiver, we obtain a full FBMC symbol every $T/2$ duration thanks to the “overlap-add” method in the transmitter, whereupon we assign a subframe duration in our simulation that is half of that in LTE. Note that although FBMC has a higher symbol-receiving rate compared with OFDM, FBMC symbols only carry half information (real or imaginary parts) of complex QAM symbols. As a result, FBMC and OFDM have same spectral efficiency when everything else is the same. Note that the proposed method can be used in the 5G frame structure without modification because of the similar basic frame structures of 5G and LTE, but we chose LTE structure for easy understanding.

4.1. Spectral Efficiency Performance

As shown in Figure 5, the proposed method has a higher spectral efficiency compared with the CAP method, and the gap is becoming wider with the increase in pilot density. The reasons for this can be explained as follows. In the proposed method, data symbols around pilot symbols were first coded by the power multiplexing matrix in the transmitter, and then, the conventional CAP method was adopted to cancel intrinsic interference completely by sacrificing a few data symbols, whereas these sacrificed data symbols were recovered by the successive interference cancellation scheme in the receiver, contributing to a higher spectral efficiency compared with previous methods. Note that it is obvious that the proposed
method has a higher computational complexity because of two additional processes, i.e.,
power multiplexing and successive interference cancellation, but it is meaningful to harvest
spectral efficiency improvements.

![Spectral efficiency comparison](image)

*Figure 5.* Spectral efficiency when the 16QAM and frame structures in Figure 4 are adopted.

### 4.2. BER Performance

Simulation results of BER are shown in Figures 6 and 7 when the parameter $N$ in
(8) and (12) is equal to 4 and 16QAM is adopted. The proposed methods of different
coefficient values have similar BER performances and negligible decreases compared with
the CAP method. The decrease in BER performance compared with the CAP method mainly
results from power multiplexing and the successive interference cancellation algorithm
we adopted to recover the sacrificed data symbols for intrinsic interference cancellation.
As shown in Figure 8, it is understandable that the MSE curves of the CAP and proposed
methods are overlapped because their BER performance gap is very small, whereas we add
Figure 8 for its wide use in similar studies.

![BER comparison](image)

*Figure 6.* BER performances when the LS channel estimation method is adopted (broken line) and
when channel state information is known perfectly (solid line). Note that $c = 0.15$ is adopted in
simulations.
The variation in $c$ has an opposite influence on $\hat{a}_{2,K}$ and $\hat{a}_1$ about SNR, whereas they both influence the overall BER performance. Similarly, the increase in $K$ benefits the SNR of $\hat{a}_1$ but results in more coded symbols in (9), which interfered due to $a_1$. The values of $c$ and $K$ contributing to the optimal overall BER performance are difficult to be determined in theory, but fortunately, suboptimal values also work well. As shown in Figure 9, we selected a few values of $c$ and $K$ to simulate BER performance at $E_b/N_0 = 30$ dB, and it is easy to find that the optimal value of $c$ is around 0.15 and that different values of $K$ have similar BER performances when $c \approx 0.15$. Note that the other $E_b/N_0$ has a similar selection process of suboptimal $c$, and Figure 10 illustrates the suboptimal $c$ corresponding to different values of $E_b/N_0$. These suboptimal values are easy to find after a few attempts, and they are close to the optimal one, which means that there is no need for complex calculations for the optimal value.
Figure 9. BER performance when channel state information is known perfectly and $E_b/N_0 = 30$ dB. Note that $K$ represents the number of power multiplexed symbols and $c$ stands for the power multiplexing level.

Figure 10. The values of $c$ when the suboptimal BER performance is obtained.

5. Conclusions

This article proposed a new method that eliminates intrinsic interference to pilot symbols of FBMC without iterations or sacrificing data symbols. Thanks to the power multiplexing in the transmitter and successive interference cancellation schemes in the receiver, the proposed method has a higher spectral efficiency compared with previous methods. We used numerical results to prove that the proposed method has a similar power penalty for intrinsic interference cancellation compared with the CAP method. The simulation results show that suboptimal results have similar BER performances compared with the optimal one, and they are all without a notable decrease in BER performance compared with the CAP method. Note that both the CAP and proposed methods need improvements in PAPR performance, and many studies about the PAPR reduction in FBMC have been proposed but further research is still needed [27,28].
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