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ABSTRACT
A Discrete Global Grid System (DGGS) is a type of spatial reference system that tessellates the globe into many individual, evenly spaced, and well-aligned cells to encode location and, thus, can serve as a basis for data cube construction. This facilitates integration and aggregation of multi-resolution data from various sources to rapidly calculate spatial statistics. We calculated normalized area and compactness for cell geometries from 5 open-source DGGS implementations - Uber H3, Google S2, RiskAware OpenEAGGR, rHEALPix by Landcare Research New Zealand, and DGGRID by Southern Oregon University - to evaluate their suitability for a global-level statistical data cube. We conclude that the rHEALPix and OpenEAGGR and DGGRID ISEA-based DGGS definitions are most suitable for global statistics because they have the strongest guarantee of equal area preservation - where each cell covers almost exactly the same area on the globe. Uber H3 has the smallest shape distortions, but Uber H3 and Google S2 have the largest variations in cell area. However, they provide more mature software library functionalities. DGGRID provides excellent functionality to construct grids with desired geometric properties but as the only implementation does not provide functions for traversal and navigation within a grid after its construction.

1. Introduction
In the last decade, the rapid increase in Earth Observation data accumulation and the trend towards open data have made a vast variety of high quality, high resolution, globally covering data available. Several petabytes of geospatial data occupy servers around the world and more continues to be generated every day (Alderson, Purss, Du, Mahdavi-Amiri, & Samavati, 2020). In the era of Big Data and ongoing globalization, the scientific community, the public sector, and industry need to analyze spatial data and overcome challenges related to processing enormous amounts of data. To unify concepts for such spatio-temporal gridded data, data cubes are often used nowadays (Giuliani et al., 2017; Lewis et al., 2017). However, current data cube implementations are fundamentally based on a singular projected coordinate system, meaning that users have to choose one-fits-all purpose. de Sousa, Poggio, Luis, Poggio, and Kempen (2019) examined the five...
most common global equal-area projections available in GIS software: Sinusoidal, Eckert, Homolosine, Mollweide and Hammer. They found that although these projections provide a significantly better spatial representation for global raster-based datasets, compared to the well-known Mercator projection, they still have area and shape distortions distributed throughout the projection surface. Moreover, some of these global equal-area projections are still poorly implemented in open-source geoprocessing libraries (de Sousa, 2018).

Another approach is to introduce a multi-projection system with individual projection parameters for continental regions, such as the Equi7 Grid (Bauer-Marschallinger, Sabel, & Wagner, 2014). The Equi7 Grid divides the globe into seven zones, which align with the continents, and defines customized equidistant azimuthal projections for each of these zones. The oversampling factor for Equi7 Grid, which the authors describe as the effects of resampling data when projecting satellite imagery from geographic into a projected coordinate reference system, is very low, a desirable property for data storage purposes (Bauer-Marschallinger, Sabel, & Wagner, 2014). However, such approaches create their own challenges, such as the computational overhead of managing different projections simultaneously, and the overlap between various Cartesian spaces at the boundaries between the zones (de Sousa, 2018).

Traditional spatial data models for accessing and analyzing spatial information are becoming inadequate due to the global extent (Breunig et al., 2020; Li et al., 2020). To efficiently analyze these massive volumes of data, it is important to provide them in a seamless interoperable format without the necessity to perform transformations from one cartographic projection to another (Baumann, 2021; de Sousa, Poggio, Luis, Poggio, & Kempen, 2019; Seong, Mulcahy, & Usery, 2002). Besides being computationally expensive, reprojecting introduces additional artifacts and uncertainties. Hence, classic Cartesian grid-based data representations should be considered outdated, imprecise, and not suitable for the full spectrum of global data analyses (Baumann, 2021).

Discrete Global Grid Systems (DGGS) are increasingly considered as a globally applicable reference system and spatial data model for congruent hierarchical data cubes and spatial data generally (Goodchild, 2018; Mahdavi-Amiri, Alderson, & Samavati, 2015; Purss et al., 2019; Yao et al., 2020). A DGGS discretizes the surface of the Earth into a set of regular cells (tessellation) onto the faces of a base solid, typically a polyhedron such as a cube or an icosahedron. These cells are geo-referenced and addressed with an indexing mechanism to assign and retrieve data. Most systems described in the literature are based on a) the cube as the base solid, b) quaternary triangular meshes an icosahedron base solid, c) or hexagonal systems on an icosahedron base solid (Gray, 1995; Mahdavi-Amiri, Harrison, & Samavati, 2014; Sahr, 2011; Snyder, 1992).

The recent interest in DGGSs among remote sensing and geospatial experts has likely gained momentum due to the overall maturing of geospatial technologies, the location-based and earth observation data accumulation in general (Guo, 2017), and the emergence of effective DGGS-based software products in various domains in particular (Bondaruk, Roberts, & Robertson, 2020; Bowater & Wachowicz, 2020; Hojati, Robertson, Roberts, & Chaudhuri, 2022; Purss, Gibb, Samavati, Peterson, & Ben, 2016; Robertson, Chaudhuri, Hojati, & Roberts, 2020). The terminology for such systems has been refined over the decades: hierarchical tessellations (Dutton, 1989), hierarchical spatial data structures (Goodchild & Shiren, 1992), recursive tessellations of the globe (White, 2000; White, Kimerling, Sahr, & Song, 1998), and now, with an Open Geospatial Consortium (OGC)
specification recently being introduced, global grid systems have been established as “...a spatial reference system that uses a hierarchical tessellation of cells to partition and address the globe. DGGSs are characterized by the properties of their cell structure, geo-encoding, quantization strategy and associated mathematical functions” (Open Geospatial Consortium, 2017). DGGS-based GIS analyses are already being conducted across a variety of domains, including crime analysis (Jendryke & McClure, 2019), wildfire modeling (Robertson, Chaudhuri, Hojati, & Roberts, 2020), flood mapping (Chaudhuri, Gray, & Robertson, 2021), characterization of coastal environments (Bousquin, 2021), and risk analysis for marine traffic (Rawson, Sabeur, & Brito, 2021). Various large-scale GIS challenges are being reevaluated on DGGS, including watershed delineation, land use/land cover change statistics, and general earth system modeling (Liao, Tesfa, Duan, & Leung, 2020; Lin, Zhou, Xu, Zhu, & Lu, 2018; Montibeller, Knoch, Virro, Mander, & Uuemaa, 2020). Such studies rely on available open-source DGGS implementations and authors state unanimously that DGGS are favorable geospatial frameworks for data integration and large-scale environmental modeling and analysis.

Li and Stefanakis (2020) summarized the advantages of DGGS against traditional GIS. However, cell divisions of DGGS implementations have different geometric properties due to the choice of the base solid, tessellation scheme, and geographic referencing or projection method for the cells. Depending on the DGGS implementation, the area and shape-preserving properties can vary slightly. These are the most important properties when dealing with spatial data and calculating spatial statistics. Therefore, it is essential to identify which DGGS implementations are the best for preserving area and shape properties.

White, Kimerling, Sahr, and Song (1998) calculated various density ratios and reported that tessellations based on the icosahedron generally performed better than other base solids, and that the ISEA projection performed the best in terms of area distortion, and the Gnomonic projection performed the best on compactness. Kimerling, Sahr, White, and Song (1999) calculated spheroidal surface area, compactness, and centerpoint spacing and confirmed that icosahedral ISEA-based DGGSs are promising, in particular with triangular and hexagonal tessellations. Gregory, Kimerling, White, and Sahr (2008) described an inter-cell distance metric where Fuller – Gray DGGSs performed well, and shape-preserving equal-angle DGGSs performed surprisingly worse. Finally, Lei, Qi, and Tian (2020) defined the Zone Standardized Compactness, similar to the spherical compactness of Kimerling, Sahr, White, and Song (1999), and compared their novel coordinate system, which is based on spherical area coordinates (SACs) on various base polyhedra with triangular tessellations, to classic DGGSs, including ISEA and Fuller-Gray. They conclude that their DGGS has a generally smoother distribution in both area and shape distortions.

Open-source DGGSs have not been compared and evaluated comprehensively in terms of area and shape-preserving properties. We address that by comparing areal equality and compactness of the cell geometries of open-source icosahedron- and cube-based hierarchical and congruent DGGSs across several levels of resolution. In addition, we conduct all analyses from a practical perspective by integrating readily available open-source DGGS software with the Python programming language into a workflow to identify which DGGS implementation has the smallest area and shape distortions.
The article is structured as follows: In Section 2.1 we describe the open-source software packages. Then we describe the reproducible experimental setup in Section 2.2. Then we report and visualize the results in Section 3. We conclude the article with a discussion and outlook. We provide Jupyter notebooks, Python libraries and the generated data via open-access repositories (Kmoch & Vasilyev, 2022a, 2022b).

2. Methodology

2.1. Open-source DGGS implementations

2.1.1. Uber H3

The Hexagonal Hierarchical Geospatial Indexing System (H3) was developed at Uber as a grid system for optimization of ride pricing and dispatch, for visualizing and exploring spatial data, especially focusing on cities (Uber Technologies Inc, 2018). In 2018, Uber open-sourced their H3 C-library and it was rapidly adopted by the geospatial community. Currently there are implementations of the H3 library for all popular programming languages, even for native querying in data base management systems like Google BigQuery and PostgreSQL. The underlying DGGS of the H3 library is based on an aperture 7 hexagonal tessellation of the icosahedron. The Dymaxion orientation of the base icosahedron (Gray, 1995) was chosen based on the company’s business needs – all vertices are placed in the ocean to minimize distance distortions in cities. H3 uses the Gnomonic projection, which preserves shape well but incurs significant distortions of areas (Kimerling, Sahr, White, & Song, 1999). However, the centers of each cell have the same distance to the centers of all adjacent cells, thus, H3 hexagons are well suited for modeling of movements through the grid. Two indexing methods are used: (1) axis-based for indexing the cells on the planar faces of the icosahedron, and (2) a hierarchical indexing, which reliably expresses the parent-child-relationships of cells across the different resolutions, which always means exactly seven children relate to one parent cell and are approximately congruent. Combining the two indexing schemes allows flexible and computationally efficient methods for neighboring and hierarchical traversing (Bondaruk, Roberts, & Robertson, 2020; Li & Stefanakis, 2020).

2.1.2. Google S2

Another well-developed and widely used open-source package with DGGS capabilities is the S2 Geometry library, developed by Google engineers (Veach et al., 2017). The core library is written in C++, with software libraries available for Python, Java, JavaScript, R, and others at varying levels of maturity. The primary purpose of S2 is to provide operations for computational geometry and spatial indexing on the sphere. S2 uses the cube as the base polyhedron with a fixed orientation. Two faces are located with their centroids on the poles, one face having its centroid on the intersection of the prime meridian and the equator, and the other faces evenly surrounding the equator. The chosen tessellation shape for the cube is the square with a fully congruent aperture 4 refinement. For indexing, a Hilbert space-filling curve (Hamilton & Rau-Chaplin, 2008; Hilbert, 1891) is used to recursively index the cells for all resolutions on the six faces of the cube. Apart from numerous methods for spherical geometry operations, S2 provides conversion methods from geographic coordinates to cells and back for grid traversal (Bondaruk, Roberts, & Robertson, 2020; Li & Stefanakis, 2020).
2.1.3. **RiskAware OpenEAGGR**
RiskAware developed and published the Open Equal Area Global Grid (OpenEAGGR) library in 2017 (Bush, 2017). The OpenEAGGR library is written in C++ with available programming interfaces for Python, C and Java. The library currently supports two DGGS implementations, both use an icosahedron as the base solid and the ISEA projection, but different tessellation shapes: 1) ISEA4T, with a hierarchical equilateral triangle grid with aperture 4 with hierarchical indexing, and b) ISEA3H, a hexagonal grid of aperture 3 with offset coordinate cell indexing (Bush, 2017). The programming interface provides functions to convert to and from geographic coordinates and methods for spatial analysis such as intersections and proximity. The OpenEAGGR ISEA4T DGGS is based on a fully congruent hierarchical triangle tessellation (4 child triangles perfectly subdividing a parent triangle). However, the ISEA3H DGGS implementation is not congruent, only supports offset indexing, and does not support hierarchical or unique identifier-based indexing (Bondaruk, Roberts, & Robertson, 2020; Li & Stefanakis, 2020).

2.1.4. **rHEALPix**
The rearranged Hierarchical Equal Area isoLatitude Pixelization (rHEALPix) DGGS is based on the HEALPix system (Gorski, Hivon, & Wandelt, 1998) and it has a base solid as cube (Gibb, Raichev, & Speth, 2016). As the tessellation shape, four variations are used depending on the latitude – a quad cell (quadrilateral), a dart cell (triangular), a skew-quad cell (quadrilateral), and a cap cell (circular). All 4 shapes are congruent and form an aperture 9 refinement. rHEALPix uses a custom projection with the same name as the implementation and it preserves the area. Gibb, Raichev, and Speth (2016) emphasize that the projection is non-conformal and does not preserve the shape of cells well, but its original intention was to achieve equal-area cells throughout all resolutions. For indexing, Z (Morton) space-filling curves are used for every face of the cube. The rHEALPix implementation is currently only available as a Python package and provides functionality like conversion to and from geographic coordinates and grid traversing (Bowater & Stefanakis, 2018; Li & Stefanakis, 2020).

2.1.5. **DGGRID**
DGGRID is an open-source command-line application written in C++ (Sahr, 2019). In contrast to the previously described software packages, DGGRID allows the construction of various icosahedral DGGSs rather than focused usage of a particular one. The functionality of the application allows to define tessellation shape (triangles, diamonds, hexagons), orientation, and projection method (ISEA or Fuller-Gray), a resolution, and area of interest. DGGRID only operates with the icosahedron as the base polyhedron, and its core functionality revolves around binning point data into DGGS cells at a chosen resolution (Sahr, 2008, 2011). DGGRID exports generated DGGS to standard GIS formats. Several software packages provide convenient wrappers to use the tool programmatically, the most prominent being dggridR for the R Statistical language (Barnes, 2018). Several Python packages are available as well (Correndo, 2019; Hojati, 2019; Kmoch, 2020).
2.2. Comparison of the geometric properties of open-source DGGS implementations

Kimerling, Sahr, White, and Song (1999) suggest that comparisons of geometric properties for global grids should at least consider surface area and compactness. These metrics should be calculated for all cells at the same level of the grid resolution. However, as the selected DGGSs use different apertures, tessellation schemes (e.g. triangle, quads, hexagons) and even base solids (icosahedron, cube), the corresponding resolution levels varied for the different DGGS and could only be compared at closest approximate cell sizes. We decided to select a range of resolutions for each DGGS, from coarse (resolution 2) to a resolution containing at most 400,000 cells, corresponding to an average cell size of 1500 to 3000 km² (Table 1). The metrics were calculated for individual cells and results stored as associated attributes together with index and geometry.

Values were standardized to a standard scale to compare the different metrics across the DGGSs. Following Kimerling, Sahr, White, and Song (1999), to check for equal area, all cell areas were normalized by dividing by the mean area of all cells at the same resolution. For a genuinely equal-area DGGS implementation, the value should be as close to 1 as possible. For area comparison between resolution levels, standard deviation and range were also calculated.

Compactness measures the complexity of a polygon, typically by comparing it against the perimeter of a circle with the same area (Li, Goodchild, & Church, 2013). Among many alternatives, the isoperimetric inequality (IPQ) compactness measure has become one of the most widely accepted (Osserman, 1978). The metric is unitless and varies between 0 and 1. A circle is the most compact shape, with a compactness measure of 1, and as shapes become more complex and less compact, their measure decreases towards zero.

\[
C_{IPQ} = \frac{4\pi A}{p^2}
\]  

where A is the cell area and p is the cell perimeter (Osserman, 1978).

All investigated implementations provide a programming interface for the Python language. A set of Python scripts have been developed to increase reusability and to integrate these with Python’s geospatial libraries, i.e. Geopandas (Jordahl & Contributors, 2021). The source code was made accessible under an open-source license (Kmoch & Vasilyev, 2022a).

| Software | DGGS type | Aperture | Tessellation | Resolutions | Max no. cells |
|----------|-----------|----------|--------------|-------------|---------------|
| H3       | H3        | 7        | Hexagon      | 2-4         | 284,649       |
| S2       | S2        | 4        | Square       | 2-8         | 388,775       |
| OpenEAGGR| ISEA4T    | 4        | Triangle     | 2-7         | 323,391       |
| rHEALPix | rHEALPix  | 9        | Multiple     | 2-5         | 349,548       |
| DGGRID   | ISEA7H    | 7        | Hexagon      | 2-5         | 165,957       |
| DGGRID   | FULLER7H  | 7        | Hexagon      | 2-5         | 165,956       |
| DGGRID   | ISEA4D    | 4        | Diamond      | 2-7         | 161,796       |
| DGGRID   | FULLER4D  | 4        | Diamond      | 2-7         | 161,796       |
| DGGRID   | ISEA4T    | 4        | Triangle     | 2-7         | 323,644       |
| DGGRID   | FULLER4T  | 4        | Triangle     | 2-7         | 323,644       |
Table 1 lists the tested configurations and the maximum number of cells in a global coverage for each DGGS of the highest selected resolution. Directly comparing the resolution levels between different DGGSs is not meaningful. However, within a single DGGS, the change in the overall number of cells when switching to the next higher (or lower) is always a multiple of the aperture. Thus, it is not possible to try achieving identical cell sizes. Most DGGSs allow resolutions with an average cell size down to or even below $m^2$. DGGRID provides several more variations, including aperture 3 and 4 hexagonal tessellations. We do not include those because they are not congruent and, thus, not immediately practical to use in use for a data cube.

We used the following workflow for every DGGS implementation:

1. Generate global coverage cells for selected resolutions and create cell geometries in WGS84 coordinates and saved as Parquet-files;
2. Remove cells with invalid geometry where areas are not calculated correctly, such as those that cross the dateline;
3. Calculate cell area and perimeter in planar units. Reproject each cell individually into the Lambert Azimuthal Equal Area projection using the cell centroid as the origin of the projection; converted to FlatGeoBuf spatial data format for post-processing and archiving;
4. Calculate standardized area and compactness for every cell using area and perimeter from the previous step;

H3, S2, and OpenEAGGR only implement fixed orientation configurations for the DGGS. DGGRID and rHEALPix provide configuration parameters for the orientation of the base solid. In these cases, we only generated the cells for the default configuration, i.e. no additional parameters were used, and we used the WGS84_003 default ellipsoid setting for rHEALPix. We calculated cell area, perimeter, standardized area, and standardized compactness for the planar cell geometries and stored these as additional attributes. We visualized the results as maps and histograms (cf. Appendix A1).

3. Results

3.1. Spatial and statistical distribution of standardized cell area and compactness

All data is made accessible as summary spreadsheets (Tables A1 and A2), maps and histograms (Figures A1 to A10), as well as intermediate processing data files as supplements (Kmoch & Vasilyev, 2022b).

3.1.1. Uber H3

Figure 1(a) shows clearly that H3 DGGS cells do not have an equal area across the whole global tessellation. The distortions follow the geometry of the underlying icosahedron, and the area changes from the central parts of the faces to the edges. The biggest difference occurs between cells lying closer to the centers of the faces and cells at the vertices, almost varying up to $\pm 50\%$, with a large standard deviation for the normalized area metric of 0.13. This is the consequence of using the Gnomonic projection for the faces of the icosahedron. This distribution follows the pattern described by Kimerling,
Sahr, White, and Song (1999). However, cell shapes are well-preserved with some minor distortions in compactness at the icosahedron’s vertices (Figure 1b). These distortions then rapidly even out towards the faces forming almost a uniform overall pattern. It should be noted for completeness that in all hexagonal DGGS, there exist a small number of pentagons on the joint corners of the icosahedrons, which is a geometrical necessity in the DGGS construction. These pentagons have $\frac{5}{6}$ of the area of the surrounding hexagons.

3.1.2. Google S2
The difference in area values in the S2 DGGS (Figure 2a) is also varying up to $\pm$ 50% like in the case of H3. S2 has the largest standard deviation for the normalized area metric of 0.15 versus 0.13 for H3. The underlying geometry of the base solid, the cube, affects the distribution of area values: the smallest area values relate to the edges of the cube’s faces and the biggest to the central parts of the segments. The projection method which was used to map the faces of the cube onto the sphere is not clearly defined in the technical specification.

The compactness of the cells is generally lower here due to their rectangular shape, and the distribution is less uniform (Figure 2b) compared to the H3 DGGS hexagonal tessellation. The lowest compactness values were found closer to vertices of the cube, and the highest compactness values are in the central parts of the faces.
3.1.3. OpenEAGGR ISEA4T

Figure 3(a) illustrates a uniform distribution of area values provided by the ISEA projection. The OpenEAGGR implementation or artifacts of the cells generation and area calculation processes may be the cause of some of the observable outliers. Lower area values are the vertices of the icosahedron, and higher values are near the edges. The significantly lower compactness values compared to other DGGSs (Figure 3b) are the result of the triangular shape of the cells of the tessellation. The irregular pattern for compactness values is common for ISEA projections, as the shapes are distorted to preserve area. On each face of the icosahedron, the shape distortion is distributed along the lines connecting the face’s centroid with its vertices.

3.1.4. rHEALPix

Although the base solid of the rHEALPix DGGS is a cube, the use of 4 different tessellation shape and the equal area rHEALPix projection allow it to achieve almost uniform area values (Figure 4a). There are only minor (less than 0.01 of normalized area units) differences present between mid and high latitudes. The compactness values are distributed based on the different cell shapes – the highest values are for squares in the midlatitudes, the lowest are for triangular cells in the higher latitudes (Figure 4b).
3.1.5. DGGRID

DGGRID can be used to generate various DGGSs with an icosahedron as the base solid, the flexibility to select other essential parameters, and the flexibility to use a different tessellation shape, aperture, projection, and orientation. Area and compactness properties are shown for comparison of six DGGS types, three tessellation shape, and across two projections. DGGRID provides several more variations, including aperture 3 and 4 hexagonal tessellations. We did not include those because they are not congruent. Although, aperture 7 hexagonal DGGS are also not absolutely congruent, indexing systems can enable their reliable and idempotent parent-child-hierarchy. All ISEA-based DGGSs have very low standard deviations for the normalized area metric.

3.1.6. DGGRID ISEA7H and FULLER7H

The aperture 7 hexagonal DGGS types ISEA7H (Figure 5a) and FULLER7H are similar to Uber H3, but use the ISEA or Fuller-Gray projections, respectively, instead of the Gnomonic projection which H3 uses. Figure 6a illustrates that the normalized area values distribution pattern for FULLER7H is similar to that of Uber H3, but the range in values is significantly lower and the distribution closer to uniform. Lower area values are concentrated at vertices and edges of the icosahedron faces, where also singular pentagons are located. Higher values are distributed at the central parts of the faces. The outliers with

![Figure 5. Global map of normalized area and compactness values for DGGRID ISEA7H cells.](a) Distribution of DGGRID ISEA7H area distortions. (b) Distribution of DGGRID ISEA7H compactness.

![Figure 6. Global map of normalized area and compactness values for DGGRID FULLER7H cells.](a) Distribution of DGGRID FULLER7H area distortions. (b) Distribution of DGGRID FULLER7H compactness.)
higher values are most likely caused by peculiarities in the Python libraries used for geometry generation for area calculations, and lie at the boundary zones of the faces of the base icosahedron. However, compactness has the same ISEA distortion pattern (Figure 5b) but the distribution of compactness values for FULLER7H (Figure 6b) is more uniform compared to the ISEA variant but still worse than H3 with its Gnomonic projection. Thus, these results support the fact shown in previous studies (White, Kimerling, Sahr, & Song, 1998) that Fuller-Gray projection gives a compromise option in terms of area versus shape preservation between ISEA and Gnomonic projections.

3.1.7. **DGGRID ISEA4D and FULLER4D**

The ISEA4D and FULLER4D DGGSs use diamonds, also called rhombuses, for tessellation shape. The diamond shape is identical in its properties to a square. Thus, familiar and well-developed indexing and analytical algorithms based on quad-tree can be utilized for this type of DGGS.

Figure 7(a) illustrates the uniform distribution of area values provided by ISEA projection. Still, vertices and edges of the underlying icosahedron tend to be regions of maximal distortions where all outliers are concentrated. The distribution of the compactness values differs from the hexagonal and triangular versions of ISEA-based DGGS (Figure 7a). Absolute compactness values are lower than in hexagonal tessellations but close to squares.

Figure 8(a) shows FULLER4D area values have a non-uniform distribution following the same pattern as in ISEA or Gnomonic projections. Maximal values tend to concentrate closer to the centroids of the faces, the minimal values at the edges and vertices of the base icosahedron. The compactness values for FULLER4D (Figure 8b) illustrate a different pattern compared to hexagonal or triangular versions of DGGS with a Fuller-Gray projection.

3.1.8. **DGGRID ISEA4T and FULLER4T**

The ISEA4T and FULLER4T DGGSs use triangles for tessellation shape and are directly comparable to the OpenEAGGR ISEA4T (cf. Figure 3). The triangular tessellation is implemented as a fully congruent aperture 4 DGGS. The ISEA4T configuration provides strong
equal area reliability (Figure 9a), except the few pentagons at the vertices of the base polyhedron. Overall, triangles provide the weakest compactness settings in both, the ISEA and Fuller-Gray projection configurations (Figures 9b and 10b).
3.2. Side-by-side comparison of normalized area and compactness values between DGGSs

The normalized area and compactness values allow comparing fundamental properties for the different DGGSs (Figure 11). The graph illustrates the superiority of rHEALPix and ISEA-based DGGSs for global area preservation. Almost 99.3% of cell areas are close to the mean value in such DGGSs with a few outliers due to either pentagons in hexagonal tessellations or artifacts from the libraries used for the calculations and cells geometry construction. The Fuller-Gray-based DGGSs of DGGRID still have very reliable area consistency, with much better values than H3 or S2.

Figure 11(b) shows that all hexagonal DGGSs have the best compactness with values around 0.9 as expected. DGGSs with triangular tessellation are the least compact, with values around 0.6. The Gnomonic projection of the H3 library provides the highest compactness among other hexagonal versions, and with the smallest standard deviation. The S2 and rHEALPix square-based DGGSs have surprisingly high compactness values compared to the aperture 4 diamond-based DGGSs of DGGRID. The large skew for rHEALPix compactness corresponds to the triangles and quads of the “dart” and “skew” cells in high latitudes. The outliers in the DGGRID and OpenEAGGR systems (all have icosahedron as the base solid) consistently stem from the regions where the faces of the icosahedron join. In hexagonal systems, these singularities are caused by the required pentagons (ISEA7H and FULLER7H). In triangular configurations, the outliers are also located in the same regions instead of the pentagons. In H3 (also an aperture 7 hexagonal DGGS) the Gnomonic projection preserves area the least and, thus, the effect is even stronger visible.
4. Discussion

The growing frequency of publications related to Discrete Global Grids Systems (DGGS) and their usage for spatial data management at global scale indicates surging interest in the topic. Outside of the scientific community, businesses and the wider public are also adopting DGGS-based solutions, in particular Uber H3 and Google S2. One increasingly common architecture concept for large-scale spatial analytics are data cubes. Data cubes are already a well-established paradigm for managing remote sensing data in the Earth Observation domain. There are three crucial requirements for a DGGS implementation for this purpose. The first would be equal area preservation for cells throughout resolution levels on a global scale. The second most important would be a congruent hierarchical indexing and addressing system for fast querying across datasets and layers. Thirdly, there is a need for a set of convenient methods to work with the underlying grid structure to support integration in GIS workflows to ingest raster or vector data, transform it to a common resolution, store, analyze and visualize.

We addressed these points by exploring the open-source DGGS implementations from the perspective of their most important geometric properties, equal-area preservation and compactness. The knowledge can be applied subsequently to choose a DGGS for use-cases that require either preference on areal or shape-preserving properties. Secondly, we selected only practical hierarchical and congruent DGGSs for the analysis. Thirdly, we implemented all our analysis steps in Python, aiming to reduce entry barrier for DGGS-based analyses with the Pangeo integrated ecosystem with the parallel processing library Dask and Jupyter notebooks to promote open, reproducible, and scalable geoscience workflows.

Among the explored libraries Uber H3 provides the most convenient and rich programming interface. However, our study showed that the projection method used to construct H3 DGGS does not provide equal-area cells throughout global coverage. This suggests not to use the H3 library for environmental spatial statistics involving area calculations on a regional or global scale. Bousquin (2021) used it for characterizing coastal environments and stated that the availability and ease of use of functionality for cell addressing and neighborhood traversing in H3 supported the analysis, in comparison to the DGGRID approach (Bousquin, 2021). Therefore, the H3 library might serve as a good example of a DGGS’s potential when a particular implementation is widely accessible and supported.

The second very convenient and well-developed DGGS implementation, Google S2, has even higher area distortions. The S2 advertises itself primarily as a library for fast and efficient computational geometry and spatial indexing on the sphere, and has bindings to several popular programming languages and databases support streamlined data ingestion, storage, and analysis workflows. The rectangular shape of the cells and lower aperture level provides smoother transitions between resolution levels compared to H3, and provides a reliable point indexing system, but less an area-cell-based data discretization engine.

The rHEALPix DGGS library benefits from the underlying equal-area rHEALPix projection and indeed provides the most robust fully congruent hierarchical equal-area cell system across the globe. A challenge for the adoption of the library is that it is currently only implemented in Python. Functions are not yet as ergonomic and fast as in S2 or H3. It would be advantageous to have a high-performance portable base library for rHEALPix to increase adoption. Another potentially crucial issue for some applications is the high aperture 9, which causes large steps in cell size between finer and coarser resolutions. However, there is
an increasing interest in applying rHEALPix in research problems (Bowater & Stefanakis, 2018; Bowater & Wachowicz, 2020; Hojati, Robertson, Roberts, & Chaudhuri, 2022; Purss et al., 2019). Furthermore, rHEALPix is the only DGGS in this comparison that explicitly supports arbitrary ellipsoids of revolution as a fully configurable construction parameter, making it the closest approximation to the Earth’s geoid and even applicable to other celestial bodies. In contrast, S2 and many hexagonal/icosahedral DGGSs, including H3, are based on the sphere.

OpenEAGGR implements the ISEA projection for a triangular ISEA4T and hexagonal ISEA3H tessellation, both providing equal-area cells across global coverage. The library has a useful set of methods for convenient DGGS manipulations and conventional spatial data input and output. The fully congruent triangular cells provide high equal-area guarantees but low compactness. However, only the ISEA4T version of OpenEAGGR is fully functional. For ISEA3H, OpenEAGGR allows to construct cells and convert to/from geographic coordinates. However, the library does not implement a hierarchical traversing index, and therefore it is not possible to get child cells unambiguously using the provided methods.

DGGRID is an excellent tool for constructing various DGGS with desired tessellation shapes using the ISEA projection for area preservation or Fuller-Gray, if shape preservation is desired. The tool can be used for exploration purposes to investigate properties of different DGGSs and to pre-generate grids for subsequent ingestion or binning of point data. Unfortunately, DGGRID only allows to construct a single resolution grid at a time and fill it with data. There are currently no functions for interactive cell addressing, neighborhood, or grid traversal. However, libraries in R and Python have been developed, which allow DGGRID to be used in scientific and data engineering workflows (Barnes, 2018; Correndo, 2019; Kmoch, 2020). In terms of geometric properties, general accessibility, and thus overall potential for further development, the DGGRID software is an important pillar in bridging DGGS and GIS for spatial statistics (Rawson, Sabeur, & Brito, 2021; Robertson, Chaudhuri, Hojati, & Roberts, 2020).

DGGSs have great potential to form a solid basis for a new spatial data analytics paradigm. Unique cell indexes unambiguously encode the exact location throughout different platforms and technologies. This opens a plethora of ‘geometry-free’ spatial data manipulations. Due to the uniqueness and recognition of a DGGS cell identifier, it is possible to minimize the size of the transferred data significantly. A DGGS-based data table can be easily partitioned for distributed calculations or storage of significantly larger datasets on a Big Data scales not possible for classic spatial R-tree-based indices. With a DGGS as a basis for a data cube, it is possible to easily combine data from different sources, with different source resolution and data formats, and it would remove the current data cube limitation of being restricted to the extent of a single projected coordinate reference system.

5. Conclusion and outlook

In this study, the open-source DGGS implementations H3, S2, OpenEAGGR, rHEALPix and DGGRID were investigated as alternative spatial data reference and indexing systems. They were examined for two important geometric properties – equal-area preservation and compactness. H3 and S2 have the largest variation in surface area of their DGGS cells and should not be used for a data cube implementation for managing environmental data and spatial statistics where equal area cells are required. rHEALPix and ISEA-based DGGSs, like
DGGRID's ISEA7H, ISEA4T, and ISEA4D are the most reliable in preserving the area across the whole globe. For compactness, hexagonal DGGSs have undeniable advantages, including unambiguous neighborhood relationships and better visual data representation. It could be very useful to have an H3-like implementation of an ISEA7H DGGS, an equal area hexagonal DGGS with the usability of H3. This could also reduce the burden of the high aperture and different tessellation shapes of rHEALPix.

Another remaining bottleneck is data conversion, i.e. discretizing and loading data into a DGGS-based data structure. This quantization step depends on the spatial sampling techniques and chosen resolutions, because there are no well-tested standard methods to transform raster or vector data into a DGGS-based data cube and preserve information efficiently. Furthermore, the next logical step is to extend available DGGS implementations into the third dimension, aka voxel based DGGS configurations – this could be defined as the roadmap to global volume-based data cubes.

Finally, for the adoption and popularization of DGGS to a wider audience, it is necessary to improve the implementations of DGGS-based tools in desktop and web-based GIS software. Here, H3 and S2 are preferable. Our call to action is to invest in the integration of existing open-source DGGS implementations with prominent geospatial analytics software ecosystems such as Pangeo (Pangeo project, 2022).
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