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Abstract

In this paper we present a variant of the McEliece cryptosystem that possesses several interesting properties, including a reduction of the public key for a given security level. In contrast to the classical McEliece cryptosystems, where block codes are used, we propose the use of a convolutional encoder to be part of the public key. The permutation matrix is substituted by a polynomial matrix whose coefficient matrices have columns with weight zero or at least weight two. This allows the use of Generalized Reed-Solomon (GRS) codes which translates into shorter keys for a given security level. Hence, the private key is constituted by a generator matrix of a GRS code and two polynomial matrices containing large parts generated completely at random. In this setting the message is a sequence of messages instead of a single block message and the errors are added throughout the sequence. We discuss possible structural and ISD attacks to this scheme. We conclude presenting the key sizes obtained for different parameters and estimating the computational cost of encryption and decryption process.

Index Terms

Convolutional Codes, Generalized Reed-Solomon Codes, Code-based Cryptography, McEliece Cryptosystem, Information Set Decoding.

I. INTRODUCTION

Code-based public-key cryptosystems (PKC) are considered promising alternatives for public-key cryptography since their security relies on well-known NP-hard problems and allow fast encryption and decryption procedures. Moreover, no feasible attacks to these cryptosystems based on quantum algorithms are known, unlike the schemes based on integer factorization or the computation of the discrete logarithm for which attacks based on the Shor’s algorithm could be successfully performed [1], and therefore are candidates for post-quantum cryptography. However, one of the main disadvantages of code-based schemes is the large keys whose size is inherently determined by the underlying Goppa block code used in the original cryptosystem.

For this reason, there have been several attempts to substitute Goppa codes by other classes of block codes, e.g., Generalized Reed-Solomon (GRS), Low-Density Parity-Check, Quasi-Cyclic, Algebraic Geometry codes among others.
GRS codes are Maximum Distance Separable (MDS) codes which, in the McEliece scheme, translates into smaller key sizes, see [3] and [10]. Hence, a major improvement would be achieved if these codes could be securely used in these cryptosystems. Unfortunately, due to their strong algebraic structure, they are vulnerable to many structural attacks. One recent interesting idea to remove this algebraic structure was to replace the permutation used in the original McEliece cryptosystem with more general transformations, in [3], [6], [11], [12], [13], [14] and [15]. However, some of these variants have been partially or fully broken using attacks based on the (twisted) Schur square code distinguisher that permit to distinguish GRS codes from random ones in [16], [17] and [18].

Another interesting variant was proposed in [19] where the secret code is a convolutional code. One of the most appealing features of this system is the fact that its secret generator matrix contains large parts that are generated completely at random. But the authors already pointed out that this approach suffered from two main problems. The first one being the lack of efficient decoding algorithms, namely, that if one wants a maximum likelihood decoding, such as the Viterbi decoding algorithm, the memory used must be very limited. The second problem stems from the fact that convolutional codes usually start from the all zero state, and therefore the first code symbols that are generated will have low weight parity-checks, which would imply security threats. In fact, the scheme in [19] had low weight codewords that revealed the underlying code structure and was broken in [20].

Hence, GRS codes are good candidates for McEliece PKC because of their small key sizes, but bad candidates because their pervasive structural properties are a security weakness. Convolutional codes are good candidates for McEliece PKC because of the randomness in their construction, but bad candidates because early transmissions will be low weight and exploitable. The aim of this manuscript is to combine the strengths of both in a way that addresses the security flaws of each. In particular, we present a new variant that allows to consider GRS codes using a convolutional mask. In our scheme, the plaintext is not a block vector but a stream of smaller vectors sent in a sequential fashion. The public key is given by a polynomial convolutional encoder \( G'(D) = S(D)GP(D) \) where \( G \) is the generator matrix of a GRS code, \( S(D) \) a polynomial matrix and \( P(D) \) a non singular polynomial matrix selected to protect against structural attacks providing weight two masking at every instant. As pointed out in [6] and [12] (see also [13]), the weight two matching seems to be enough for the removal of any identifiable algebraic structure from the public code. Hence, the proposed scheme increases the security level against known structural attacks for block codes, and in particular against any distinguisher attack based on the Schur product. We note that the construction of \( S(D) \) and \( P(D) \) uses matrices with large parts generated completely at random and can be easily constructed. Moreover, it seems that no obvious subcodes of the public code with small support can be computed in this proposal. We present several examples for comparison with previous variants of the McEliece cryptosystem to illustrate the key size reduction of the public key achieved by this novel scheme. As a main drawback of this approach, ciphertexts for this scheme are considerably longer than the ones used in most common public-key encryption schemes.
II. Preliminaries

This section contains the background needed for the development of our results. We introduce the basic definitions of convolutional codes and then recall the classical McEliece cryptosystem.

Let $\mathbb{F} = \mathbb{F}_q$ be a finite field of size $q$, $\mathbb{F}[D]$ the ring of polynomials, $\mathbb{F}[D^{-1}, D]$ the ring of Laurent polynomials and $\mathbb{F}(D)$ the field of rational polynomials, all with coefficients in $\mathbb{F}$. Notice that $\mathbb{F}[D] \subseteq \mathbb{F}[D^{-1}, D] \subseteq \mathbb{F}(D)$. The support of a vector $v = (v_1, \ldots, v_n) \in \mathbb{F}^n$ is the set supp$(v) = \{ i \in \{1, \ldots, n\} : v_i \neq 0 \}$, and its size is called the Hamming weight of $v$, denoted by wt$(v)$. This definition can be extended to (rational) polynomial vectors $v(D^{-1}, D) = \sum_{i \in \mathbb{Z}} v_i D^i \in \mathbb{F}(D)$ in a natural way as wt$(v(D^{-1}, D)) = \sum_{i \in \mathbb{Z}} \text{wt}(v_i)$.

Notation 1. Given an integer $j$ and a positive integer $s$, we denote by $[j]_s$ the canonical representative of the residual class of $j$ modulo $s$, i.e., the smallest non negative integer that is congruent with $j$ modulo $s$.

Remark 2. Throughout the paper, we will use the above notation for the indices of some vectors, so it is worthwhile to point out that, for $-s \leq j \leq 2s - 1$,

$$[j]_s = \begin{cases} j + s & \text{when } -s \leq j \leq -1; \\ j & \text{when } 0 \leq j \leq s - 1; \\ j - s & \text{when } s \leq j \leq 2s - 1. \end{cases}$$

A. Convolutional codes

As opposed to block codes, convolutional codes process a continuous sequence of data instead of blocks of fixed length vectors. If we introduce a variable $D$, usually called the delay operator, to indicate the time instant, then we can represent the sequence message $(u_0, u_1, \ldots, u_{s-1})$, $u_i \in \mathbb{F}^k$ as a polynomial $u(D) = u_0 + u_1 D + u_2 D^2 + \cdots + u_{s-1} D^{s-1} \in \mathbb{F}^k[D]$. In this representation the encoding process of convolutional codes, and therefore the notions of convolutional code and convolutional encoder, can be presented as follows. Note that unlike linear block codes, there exist several possible ways to define convolutional codes (see, for instance, [21], [22], [23] for more details).

A convolutional code $C$ of rate $k/n$ is an $\mathbb{F}[D]$-submodule of $\mathbb{F}^n[D]$ of rank $k$ given by a polynomial encoder matrix $G(D) \in \mathbb{F}^{k \times n}[D]$,

$$C = \text{Im}_{\mathbb{F}[D]}G(D) = \{ u(D)G(D) : u(D) \in \mathbb{F}^k[D] \},$$

where $u(D)$ is called the information vector. If

$$G(D) = \sum_{i=0}^{m} G_i D^i \in \mathbb{F}^{k \times n}[D]$$

with $G_m \neq 0$, $m$ is called the memory of $G(D)$, since it needs to “remember” the inputs $u_i$ from $m$ units in the past. Note that when $m = 0$ the encoder is constant, so it can be seen as a generator matrix of block code. Hence, the class of convolutional codes generalizes the class of linear block codes in a natural way. Within this framework,
a dual description of a convolutional code $C$ in terms of a parity-check matrix is not always possible [24]. It exists only if $G(D)$ is basic, i.e., has a polynomial right inverse.

Let $u(D) = \sum_{i=0}^{s-1} u_i D^i$ be an information vector and $G(D)$ an encoder of a convolutional code. Assume that the codeword $u(D)G(D)$ has been transmitted and $y(D) = \sum_{i=0}^{s+m-1} y_i D^i$ has been received. If $y(D) \neq u(D)G(D)$ then some errors have occurred during the transmission. Let $e(D) = y(D) - u(D)G(D) = \sum_{i=0}^{s+m-1} e_i D^i$ be the polynomial vector representing these errors.

Sometimes it is useful to use matrix notation instead of polynomial notation. With this notation we can represent this encoding scheme as follows. Let

\[
y_{\text{total}} = \begin{bmatrix} y_0 & y_1 & \cdots & y_{s+m-1} \end{bmatrix} \in F^{(s+m)n},
\]

\[
u_{\text{total}} = \begin{bmatrix} u_0 & u_1 & \cdots & u_{s-1} \end{bmatrix} \in F^k,
\]

\[
e_{\text{total}} = \begin{bmatrix} e_0 & e_1 & \cdots & e_{s+m-1} \end{bmatrix} \in F^{(s+m)n},
\]

and

\[
G_{\text{total}} = \begin{bmatrix}
G_0 & G_1 & G_2 & \cdots & G_m \\
G_0 & G_1 & G_2 & \cdots & G_m \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
G_0 & G_1 & G_2 & \cdots & G_m
\end{bmatrix} \in F^{sk \times (s+m)n},
\]

Then, we have that $y_{\text{total}} = u_{\text{total}}G_{\text{total}} + e_{\text{total}}$.

B. The original McEliece cryptosystem

Next we briefly recall the original McEliece PKC (see [25]). In the classical McEliece cryptosystem, Bob’s private key is composed by an encoder $G \in F^{k \times n}$ of an $(n, k)$ block code $C$ capable of correcting $t$ errors, a non singular matrix $S \in F^{k \times k}$ and a permutation matrix $P \in F^{n \times n}$. The public key is $G' = SGP$. To encrypt a cleartext message $u \in F^k$ Alice chooses a random error $e \in F^n$ of weight $wt(e) \leq t$ and computes the ciphertext

\[
y = uG' + e = uSGP + e.
\]

When Bob receives the vector $y$, multiplies it from the right by the inverse of $P$ and recovers $uS$ by decoding $(uS)G + eP^{-1}$, as $wt(eP^{-1}) \leq t$. Finally, Bob multiplies $uS$ by the matrix $S^{-1}$ to obtain $u$.

III. A NEW VARIANT OF THE McELIECE PKC BASED ON CONVOLUTIONAL CODES

We divide this section in three parts. In the first one, we present the general description of the cryptosystem: public and private keys, and encryption and decryption procedures. In the second part it is shown that the decryption procedure works. In the third part we instantiate the general scheme and consider $G$ as the generator matrix of a GRS code. For this class of codes we present a large family of matrices $S(D)$ and $P(D)$ satisfying the requirements of the proposed cryptosystem. The symbol $[j]_a$ defined in Notation 1 will be used several times below.
A. Keys, encryption and decryption

**Public parameters**: The message length $s \geq 5$ and the ratio $t/\rho$ (see the description below about the private key for the definition of $t$ and $\rho$).

**Private key**: It is composed by three matrices $\{G, S(D), T(D^{-1}, D)\}$:

1) $G \in \mathbb{F}^{k \times n}$ is a generator matrix of an $(n, k)$ linear code having an efficient error-correction algorithm able to correct up to $t$ errors.

2) $S(D) \in \mathbb{F}^{k \times k}[D]$ is a polynomial matrix of the form $S(D) = S_0 + S_1D + S_2D^2$ such that the matrix $S_{\text{trunc}}$ defined as

$$S_{\text{trunc}} = \begin{bmatrix} S_0 & S_1 & S_2 \\ S_0 & S_1 & S_2 \\ \vdots & \vdots & \vdots \\ S_2 & S_0 & S_1 \\ S_1 & S_2 & S_0 \end{bmatrix} \in \mathbb{F}^{sk \times sk},$$

is non singular.

3) $T(D^{-1}, D) \in \mathbb{F}^{n \times n}[D^{-1}, D]$ is an invertible Laurent polynomial matrix of the form

$$T(D^{-1}, D) = T_{-2}D^{-2} + T_{-1}D^{-1} + T_0$$

such that each row of each coefficient matrix $T_i, i \in \{-2, -1, 0\}$, has no more than $\rho$ nonzero elements and whose inverse is denoted by $P(D) = T^{-1}(D^{-1}, D)$ and is of the form

$$P(D) = P_0 + P_1D + P_2D^2.$$

**Public key**: A polynomial matrix $G'(D) \in \mathbb{F}^{k \times n}[D]$ defined as

$$G'(D) = S(D)GP(D) = G'_0 + G'_1D + G'_2D^2 + G'_3D^3 + G'_4D^4.$$

**Encryption**: To encrypt a message $u(D) = u_0 + u_1D + u_2D^2 + \cdots + u_{s-1}D^{s-1} \in \mathbb{F}^k[D]$, Alice selects at random an error vector $e(D) = e_0 + e_1D + \cdots + e_{s-1}D^{s-1} \in \mathbb{F}^n[D]$ satisfying the condition

$$\text{wt}([e_{[i]}, e_{[i+1]}, \ldots, e_{[i+2s]}]) \leq \frac{t}{\rho}, \quad \text{for all } i \in \{0, 1, \ldots, s-1\}. \quad (1)$$

Then Alice computes and sends the vector

$$y(D) = u(D)G'(D) + e(D) \pmod{D^s - 1}.$$

**Decryption**: To decrypt a ciphertext $y(D)$, Bob computes the vector

$$\hat{y}(D) = y(D)T(D^{-1}, D) \pmod{D^s - 1}.$$
The vector \( \mathbf{y}(D) \) is of the form \( \mathbf{y}_0 + \mathbf{y}_1 D + \cdots + \mathbf{y}_{s-1} D^{s-1} \) and each coefficient vector can be computed as

\[
\mathbf{y}_i = y_{i[0]} T_0 + y_{i[1]} T_{-1} + y_{i[2]} T_{-2}, \quad i \in \{0, 1, \ldots, s-1\}.
\]

It is shown in the next section that each \( \mathbf{y}_i \) is of the form \( \mathbf{y}_i = \mathbf{u}_i G + \mathbf{e}_i \), for some vectors \( \mathbf{u}_i \in \mathbb{F}^k \), and \( \mathbf{e}_i \in \mathbb{F}^n \) with \( \text{wt}(\mathbf{e}_i) \leq t \). Hence, Bob can recover each \( \mathbf{u}_i \) using an efficient decoding algorithm of the linear code generated by \( G \). Finally, it holds that

\[
\begin{bmatrix}
\mathbf{u}_0 & \mathbf{u}_1 & \cdots & \mathbf{u}_{s-1}
\end{bmatrix} = \begin{bmatrix}
\mathbf{u}_0 & \mathbf{u}_1 & \cdots & \mathbf{u}_{s-1}
\end{bmatrix} S_{\text{trunc}},
\]

and the message \( \mathbf{u}(D) \) can be recovered since \( S_{\text{trunc}} \) is non singular.

**B. Details on the decryption process**

In this section we show why the decryption process explained above works. Condition (1) describes the maximum number of errors allowed within a time interval. We start with the following result that will be used later.

**Lemma 3.** Let \( T(D^{-1}, D) \) and \( e(D) \) as defined above. For each \( i \in \{0, 1, \ldots, s-1\} \) consider the vector

\[
\mathbf{e}_i = e_{i[0]} T_0 + e_{i[1]} T_{-1} + e_{i[2]} T_{-2}.
\]

Then \( \text{wt}(\mathbf{e}_i) \leq t \) for each \( i \in \{0, 1, \ldots, s-1\} \).

**Proof.** Each row of \( T_j \), \( j \in \{-2, -1, 0\} \), has at most \( \rho \) nonzero elements so \( \text{wt}(\mathbf{e}_i T_j) \leq \rho \cdot \text{wt}(\mathbf{e}_i) \) for all \( r \in \{0, 1, \ldots, s-1\} \). Since \( \mathbf{e}_i = e_{i[0]} T_0 + e_{i[1]} T_{-1} + e_{i[2]} T_{-2} \) then (1) implies \( \text{wt}(\mathbf{e}_i) \leq t \).

Using matrix representations it is easy to check that the ciphertext can be decomposed as follows:

\[
\begin{bmatrix}
\mathbf{y}_0 & \mathbf{y}_1 & \cdots & \mathbf{y}_{s-1}
\end{bmatrix} = \begin{bmatrix}
\mathbf{u}_0 & \mathbf{u}_1 & \cdots & \mathbf{u}_{s-1}
\end{bmatrix} G'_{\text{trunc}} + \begin{bmatrix}
\mathbf{e}_0 & \mathbf{e}_1 & \cdots & \mathbf{e}_{s-1}
\end{bmatrix},
\]

where \( G'_{\text{trunc}} \) is given by the matrix

\[
G'_{\text{trunc}} = \begin{bmatrix}
G_{00} & G_{01} & G_{02} & \cdots & G_{0s-1} \\
G_{10} & G_{11} & G_{12} & \cdots & G_{1s-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
G_{s-1,0} & G_{s-1,1} & G_{s-1,2} & \cdots & G_{s-1,s-1}
\end{bmatrix} \in \mathbb{F}^{sk \times sn}.
\]
Moreover, one can readily check that $G'_{\text{trunc}}$ is the product of the three following matrices:

$S_{\text{trunc}} = \begin{bmatrix}
S_0 & S_1 & S_2 & \cdots & S_{k-1} \\
S_1 & S_2 & & & S_{k-2} \\
\vdots & & & & \vdots \\
S_{k-2} & & & & S_2 \\
S_{k-1} & & & & S_1
\end{bmatrix} \in \mathbb{F}^{k \times k}$, $G_{\text{diag}} = \begin{bmatrix}
G & & & \\
& G & & \\
& & \ddots & \\
& & & G
\end{bmatrix} \in \mathbb{F}^{k \times k}$, and $P_{\text{trunc}} = \begin{bmatrix}
P_0 & P_1 & P_2 & \cdots \\
P_1 & P_2 & & & P_0 \\
\vdots & & & & \vdots \\
P_{k-2} & & & & P_2 \\
P_{k-1} & & & & P_1
\end{bmatrix} \in \mathbb{F}^{n \times n}$.

Recall that the first step of the decryption consists in computing $\hat{y}(D) = y(D)T(D^{-1}, D) \pmod{D^s - 1}$, i.e., the vectors

$$\hat{y}_i = y_{[i], T_0} + y_{[i+1], T_{-1}} + y_{[i+2], T_{-2}}, \quad i \in \{0, 1, \ldots, s - 1\}.$$ (3)

So, if we define the matrix

$$T_{\text{trunc}} = \begin{bmatrix}
T_0 & T_{-2} & T_{-1} \\
T_{-1} & T_0 & T_{-2} \\
T_{-2} & T_{-1} & T_0 \\
\vdots & \vdots & \vdots \\
T_{-2} & T_{-1} & T_0 \\
T_{-1} & T_0 & T_{-2}
\end{bmatrix} \in \mathbb{F}^{n \times n},$$

and denote by

$$\begin{bmatrix}
\hat{u}_0 & \hat{u}_1 & \cdots & \hat{u}_{s-1}
\end{bmatrix} = \begin{bmatrix}
u_0 & u_1 & \cdots & u_{s-1}
\end{bmatrix}S_{\text{trunc}},$$

$$\begin{bmatrix}
\hat{e}_0 & \hat{e}_1 & \cdots & \hat{e}_{s-1}
\end{bmatrix} = \begin{bmatrix}
e_0 & e_1 & \cdots & e_{s-1}
\end{bmatrix}T_{\text{trunc}},$$

then equalities (3) and (2) imply that

$$\begin{bmatrix}
\hat{y}_0 & \hat{y}_1 & \cdots & \hat{y}_{s-1}
\end{bmatrix} = \begin{bmatrix}
y_0 & y_1 & \cdots & y_{s-1}
\end{bmatrix}T_{\text{trunc}}$$

$$= \begin{bmatrix}
u_0 & u_1 & \cdots & u_{s-1}
\end{bmatrix}G'_{\text{trunc}}T_{\text{trunc}} + \begin{bmatrix}
e_0 & e_1 & \cdots & e_{s-1}
\end{bmatrix}T_{\text{trunc}}$$

$$= \begin{bmatrix}
\hat{u}_0 & \hat{u}_1 & \cdots & \hat{u}_{s-1}
\end{bmatrix}G_{\text{diag}}P_{\text{trunc}}T_{\text{trunc}} + \begin{bmatrix}
\hat{e}_0 & \hat{e}_1 & \cdots & \hat{e}_{s-1}
\end{bmatrix}.$$

Now, the identity $P(D)T(D^{-1}, D) = I_n$ gives us the relations

$$P_0 T_{-2} = 0,$$

$$P_0 T_{-1} + P_1 T_{-2} = 0,$$

$$P_0 T_0 + P_1 T_{-1} + P_2 T_{-2} = I_n,$$

$$P_1 T_0 + P_2 T_{-1} = 0,$$

$$P_2 T_0 = 0,$$
so we have that

\[ P_{\text{trunc}} T_{\text{trunc}} = \begin{bmatrix} I_n & & \vdots & & I_n \\ & I_n & & \vdots & \end{bmatrix} \in \mathbb{F}^{sn \times sn}, \]

and hence

\[ \begin{bmatrix} \hat{y}_0 & \hat{y}_1 & \cdots & \hat{y}_{s-1} \\ \end{bmatrix} = \begin{bmatrix} \hat{u}_0 & \hat{u}_1 & \cdots & \hat{u}_{s-1} \end{bmatrix} \begin{bmatrix} G_{\text{diag}} + \begin{bmatrix} \hat{e}_0 & \hat{e}_1 & \cdots & \hat{e}_{s-1} \end{bmatrix} \end{bmatrix}. \]

As each \( \hat{e}_i \) is of the form \( \hat{e}_i = e_{[i]} T_0 + e_{[i+1]} T_{-1} + e_{[i+2]} T_{-2} \), then Lemma 3 implies that \( \text{wt}(\hat{e}_i) \leq t \). Therefore, each block \( \hat{y}_i = \hat{u}_i G + \hat{e}_i \) can be decoded by using an efficient decoding algorithm of the linear code generated by \( G \) to compute each \( \hat{u}_i \). Finally, we have that

\[ \begin{bmatrix} \hat{u}_0 & \hat{u}_1 & \cdots & \hat{u}_{s-1} \end{bmatrix} = \begin{bmatrix} u_0 & u_1 & \cdots & u_{s-1} \end{bmatrix} S_{\text{trunc}}, \]

and since \( S_{\text{trunc}} \) is non singular, this is a determinate linear system of equations and the vectors \( u_0, u_1, \ldots, u_{s-1} \) can be recovered.

**Remark 4.** It is easy to check that the scheme also works if the polynomial matrix \( S(D) \) has larger degree. For the sake of reducing the size of the public key we stick to matrices \( S(D) \) of degree 2.

**C. Using Generalized Reed-Solomon codes**

The very general scheme described above must be correctly instantiated. In order to maximize the reduction of the size of the public key we shall propose the use of Generalized Reed-Solomon (GRS) codes and build \( S(D) \) and \( T(D^{-1}, D) \) in such a way that the resulting scheme is secure against structural attacks. In this section we provide a concrete class of such matrices \( S(D) \) and \( T(D^{-1}, D) \).

Recall that GRS codes are MDS codes and admit a generator matrix given by two vectors: \( (\alpha_1, \ldots, \alpha_n) \in \mathbb{F}^n \), with \( \alpha_i \neq \alpha_j \) for every \( i \neq j \), and \( (x_1, \ldots, x_n) \in (\mathbb{F} \setminus \{0\})^n \), defined as:

\[ G = \begin{bmatrix} x_1 & x_2 & \cdots & x_n \\ x_1 \alpha_1 & x_2 \alpha_2 & \cdots & x_n \alpha_n \\ \vdots & \vdots & \ddots & \vdots \\ x_1 \alpha_1^{k-1} & x_2 \alpha_2^{k-1} & \cdots & x_n \alpha_n^{k-1} \end{bmatrix}. \]

GRS codes are known for having a strong algebraic structure that it is difficult to hide. However, it was shown in [6], [12], [13] that weight two masks remove any identifiable algebraic structure of GRS codes, i.e., if \( G \) is a generator matrix of a GRS code then \( P \) can disguise the structure of \( G \) in \( GP \) if the columns of \( P \) have at least weight two. For this reason, we impose that each nonzero column of \( P \) has at least two nonzero elements (see details in Section IV-B).
Further, it follows from Lemma 3 that the maximum weight of the rows of  \( T_i \), denoted by \( \rho \), determines the number of errors one can add within an interval (see condition (1)). As we want to add as many errors as possible, we require the rows of the \( T_i \)'s to have the smallest possible weight, which in the construction proposed in this section is either zero or two. Hence, we impose the following conditions on \( P(D) \) and \( T(D^{-1}, D) \):

**Properties 1.** For each \( i \in \{0, 1, 2\} \),

   a) each nonzero column of \( P_i \) has at least two nonzero elements;
   
   b) each nonzero row of \( T_{-i} \) has exactly two nonzero elements.

Before presenting a large family of matrices \( P(D) \) and \( T(D^{-1}, D) \) satisfying Properties 1, we recall a technical lemma about the determinant and inverse of a block matrix, first obtained by I. Schur [26].

**Lemma 5.** [27, Formulas (2) and (4)] Let \( T \) be a block matrix of the form

\[
T = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix},
\]

where \( A_{11} \) and \( A_{22} \) are non-singular. Then,

a) \( |T| = |A_{11}| \cdot |A_{22} - A_{21}A_{11}^{-1}A_{12}| \).

b) If \( T \) is non-singular, the inverse of \( T \) is

\[
T^{-1} = \begin{bmatrix} (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & -A_{11}^{-1}A_{12}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \\ -A_{22}^{-1}A_{21}(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & (A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \end{bmatrix}.
\]

We propose a class of matrices \( T(D^{-1}, D) \) of the following form:

\[
T(D^{-1}, D) = \Pi \begin{bmatrix} A(D^{-1}, D) & \beta A(D^{-1}, D) \\ A(D^{-1}, D) & A(D^{-1}, D) \end{bmatrix} \in \mathbb{F}^{n \times n}[D^{-1}, D],
\]

with \( n \) even, \( \beta \notin \{0, 1\} \), \( \Pi \in \mathbb{F}^{n \times n} \) is a permutation matrix and the matrix \( A = A(D^{-1}, D) \in \mathbb{F}^{n \times n}[D^{-1}, D] \) is randomly generated, satisfying the following conditions:

**Properties 2.**

1) \( A \) is an upper triangular matrix;

2) The entries of the principal diagonal of \( A \) are of the form \( D^j \), with \( j \in \{-2, -1, 0\} \);

3) Each row of \( A \) has at most one entry of the form \( \gamma D^j \) for each exponent \( j \in \{-2, -1, 0\} \), with \( \gamma \in \mathbb{F} \setminus \{0\} \);

4) All nonzero entries of a column of \( A \) have the same exponent of \( D \).

**Theorem 6.** Let \( |\mathbb{F}| > 2 \). The matrices \( T(D^{-1}, D) \) described in (4) satisfy Properties 1.

**Proof.** Since \( \Pi \) only permutes the rows of

\[
B(D^{-1}, D) = \begin{bmatrix} A & \beta A \\ A & A \end{bmatrix} \in \mathbb{F}^{n \times n}[D^{-1}, D],
\]
then Properties 1 b) follows directly from Properties 2 3) and the block structure of $B(D^{-1}, D)$. Furthermore, since $A$ is upper triangular, Properties 2 2) implies that $|A| = D^d$ for some integer $d$ and therefore $A^{-1}$ exists. Lemma 5 b) implies that $T^{-1}(D^{-1}, D) = B^{-1}(D^{-1}, D)\Pi^{-1} = \begin{bmatrix} \frac{1}{\beta}A^{-1} & \frac{\beta - 1}{\beta}A^{-1} \\ \frac{1}{\beta}A^{-1} & \frac{1}{\beta}A^{-1} \end{bmatrix}\Pi^{-1}, \tag{5}$ and hence $T(D^{-1}, D)$ is invertible. Notice that $\Pi^{-1}$ only permutes the columns of $B^{-1}(D^{-1}, D)$, so it does not change the exponents of $D$.

Properties 2 4) implies that $A$ can be decomposed as

$$A = A' \cdot \begin{bmatrix} D^{-i_1} & & & \\ & D^{-i_2} & & \\ & & \ddots & \\ & & & D^{-i_{\#}} \end{bmatrix},$$

where $A'$ is the constant matrix obtained by taking the coefficients $\gamma$ of the monomials $\gamma D^i$ in the entries of $A$, and $i_1, \ldots, i_{\#} \in \{0, 1, 2\}$. Thus,

$$A^{-1} = \begin{bmatrix} D^{i_1} & & & \\ & D^{i_2} & & \\ & & \ddots & \\ & & & D^{i_{\#}} \end{bmatrix} (A')^{-1},$$

with $i_1, \ldots, i_{\#} \in \{0, 1, 2\}$ and hence $P(D) = T^{-1}(D^{-1}, D)$ is of the form $P_0 + P_1 D + P_2 D^2$. Moreover, for each $j \in \{0, 1, 2\}$, the columns of $P_j$ will have an even number of nonzero entries because of the block structure in (5), so Properties 1 a) holds.

**Example 7.** In $\mathbb{F}_{13}$ the following matrix satisfies Properties 2:

$$A = \begin{bmatrix} D^{-1} & 9D^{-2} & 0 & 0 & 2 & 0 \\ 0 & D^{-2} & 2 & 0 & 0 & 0 \\ 0 & 0 & 1 & 9D^{-2} & 0 & 7D^{-1} \\ 0 & 0 & 0 & D^{-2} & 0 & 3D^{-1} \\ 0 & 0 & 0 & 0 & 1 & 6D^{-1} \\ 0 & 0 & 0 & 0 & 0 & D^{-1} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 2 & 0 \\ 0 & 1 & 2 & 0 & 0 & 0 \\ 0 & 0 & 1 & 9 & 0 & 7 \\ 0 & 0 & 0 & 1 & 0 & 3 \\ 0 & 0 & 0 & 0 & 1 & 6 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} D^{-1} & 0 & 0 & 0 & 0 & 0 \\ 0 & D^{-2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 9 & 0 & 7 \\ 0 & 0 & 0 & 1 & 0 & 3 \\ 0 & 0 & 0 & 0 & 1 & 6 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}. \]
Take $\Pi = I_{12}$ the identity matrix of size 12, and $\beta = 5$. Then, by Theorem 6, we have that

$$T(D^{-1}, D) = \begin{bmatrix} A & \beta A \\ A & A \end{bmatrix} = \begin{bmatrix} D^{-1} & 9D^{-2} & 0 & 0 & 2 & 0 & 5D^{-1} & 6D^{-2} & 0 & 0 & 10 & 0 \\ 0 & D^{-2} & 2 & 0 & 0 & 0 & 0 & 5D^{-2} & 10 & 0 & 0 & 0 \\ 0 & 0 & 1 & 9D^{-2} & 0 & 7D^{-1} & 0 & 0 & 5 & 6D^{-2} & 0 & 9D^{-1} \\ 0 & 0 & 0 & D^{-2} & 0 & 3D^{-1} & 0 & 0 & 0 & 5D^{-2} & 0 & 2D^{-1} \\ 0 & 0 & 0 & 0 & 1 & 6D^{-1} & 0 & 0 & 0 & 0 & 5 & 4D^{-1} \\ 0 & 0 & 0 & 0 & 0 & D^{-1} & 0 & 0 & 0 & 0 & 0 & 5D^{-1} \\ D^{-1} & 9D^{-2} & 0 & 0 & 2 & 0 & 5D^{-1} & 6D^{-2} & 0 & 0 & 10 & 0 \\ 0 & D^{-2} & 2 & 0 & 0 & 0 & 0 & 5D^{-2} & 10 & 0 & 0 & 0 \\ 0 & 0 & 1 & 9D^{-2} & 0 & 7D^{-1} & 0 & 0 & 5 & 6D^{-2} & 0 & 9D^{-1} \\ 0 & 0 & 0 & D^{-2} & 0 & 3D^{-1} & 0 & 0 & 0 & 5D^{-2} & 0 & 2D^{-1} \\ 0 & 0 & 0 & 0 & 1 & 6D^{-1} & 0 & 0 & 0 & 0 & 5 & 4D^{-1} \\ 0 & 0 & 0 & 0 & 0 & D^{-1} & 0 & 0 & 0 & 0 & 0 & 5D^{-1} \end{bmatrix}$$

and

$$P(D) = T^{-1}(D^{-1}, D) = \begin{bmatrix} 3D & 12D & 2D & 8D & 7D & 11D \\ 0 & 3D^2 & 7D^2 & 2D^2 & 0 & 10D^2 \\ 0 & 0 & 3 & 12 & 0 & 8 \\ 0 & 0 & 0 & 3D^2 & 0 & 4D^2 \\ 0 & 0 & 0 & 3 & 8 & 0 \\ 0 & 0 & 0 & 0 & 3D & 0 \\ 10D & 11D & 5D & 6D & 2D \\ 0 & 10D^2 & 6D^2 & 11D^2 & 0 & 3D^2 \\ 0 & 0 & 10 & 1 & 0 & 5 \\ 0 & 0 & 0 & 10D^2 & 0 & 9D^2 \\ 0 & 0 & 0 & 0 & 10D & 0 \end{bmatrix}$$

satisfy Properties 1.

For the construction of $S(D) = S_0 + S_1D + S_2D^2$ we only require $S_{\text{trunc}}$ to be invertible. This loose condition on the coefficients of $S(D)$ allows to add a lot of randomness into the system.

IV. ATTACKS AGAINST THE PROPOSED CRYPTOSYSTEM

In this section, we investigate possible attacks to the proposed cryptosystem and show why these attacks are expected to fail. The results of this section show that the proposed cryptosystem provides increased key security with respect to previous variants of the McEliece cryptosystem, in such a way as to allow the use of GRS codes without incurring in the attacks that have prevented their use up to now. We divide the section into two parts according to the two main classes of attacks to the McEliece-type cryptosystems: plaintext recovery attacks and structural attacks.

A. Plaintext recovery

This is the most general attack procedure against code-based cryptosystems and aims to decode the ciphertext without requiring any knowledge of the private key. Trying to decode directly a convolutional code using maximum-likelihood decoding or sequential decoding seems very difficult due to the large number of Trellis transitions.
Plaintext recovery attacks are typically performed using information set decoding algorithms (ISD), first introduced by Prange in [28]. The ISD algorithms aim to solve the following NP-hard problem: Given the generator matrix $G' \in \mathbb{F}^{K \times N}$ of an arbitrary linear block code and a vector $y = uG' + e$, recover $u$. The first step of any ISD algorithm is to find a size-$K$ index set $I \subset \{1, 2, \ldots, N\}$ such that the submatrix of $G'$ with the columns indexed by $I$ is a non-singular matrix of order $K$. The set $I$ is called an Information Set. The second step depends on the algorithm we are using, but the basic idea is to guess the $I$-indexed part $e_I$ of the error vector $e$ according to a predefined method (that depends on each specific algorithm) and try to obtain the whole $e$ from these assumptions.

An example of these ISD algorithms is the Stern’s ISD algorithm. A detailed description for codes over arbitrary finite fields can be found in [29, Sec. 3] by C. Peters, where she also presents a work factor (WF) estimation, i.e., the estimated number of operations the algorithm performs until the message is recovered: for $\mathbb{F}$ with $q$ elements, where $q$ is prime, $T$ the number of errors and the parameters $p$ and $\ell$, the work factor of this ISD algorithm is given by

$$WF_{p,\ell}(q, N, K, T) = S_{p,\ell} \left( \frac{N}{T} \right)^2 \left( \frac{N - K - \ell}{T - 2p} \right)^2$$

where

$$S_{p,\ell} = (N - K)^2(N + K) + \ell \left( \frac{K}{2} - p + 1 + 2 \left( \frac{K}{2} \right)(q - 1)^p \right) + \frac{2pq(T - 2p + 1)(2q - 3)(q - 1)^{2p - 2}}{q^2} \left( \frac{K}{2} \right)^2.$$

Parameters $p$ and $\ell$ have to be determined to minimize $WF_{p,\ell}(q, N, K, T)$. A few improvements were made to this algorithm (see for example [30] and [31]) but as it was pointed out in [6] these new ISD algorithms will not significantly decrease the work factor.

The attacks based on ISD algorithms will be analyzed considering three different situations: when the attacker deals with the whole message without exploiting the block structure of $G'_{\text{trunc}}$, when only intervals of the sequence that forms the ciphertext are considered and when the block structure of $G'_{\text{trunc}}$ is exploited.

1) ISD attacks on the full matrix $G'_{\text{trunc}}$: An attacker could consider

$$\begin{bmatrix} y_0 & y_1 & \cdots & y_{s-1} \end{bmatrix} = \begin{bmatrix} u_0 & u_1 & \cdots & u_{s-1} \end{bmatrix} G'_{\text{trunc}} + \begin{bmatrix} e_0 & e_1 & \cdots & e_{s-1} \end{bmatrix}$$

and perform an attack using the Stern’s ISD algorithm. In this case the work factor is given by (6) with $K = sk$, $N = sn$ and $T \approx \frac{s}{n}$, which depend on $s$, so this attack can be countered by taking larger values for $s$.

2) Sequential plaintext recovery attacks: The main difference between block and convolutional codes, is that convolutional encoders may have different states and after encoding an input we possibly move into another state. Hence, the information vector encoded at each instant depends on the previous information vectors, so it seems natural to try to attack the first data received. However, since $y(D) = u(D)G'(D) + e(D)$ is computed modulo
the polynomial $D^s - 1$ we have that

$$y_i = u_i[0], G_0' + u_i[-1], G_1' + \cdots + u_i[-4], G_4' + e_i,$$

for all $i \in \{0, 1, \ldots, s - 1\}$, so each $y_i$ depends on five vectors $u_i$, which makes difficult to compute any $e_i$, even at the first instants.

We consider that the cryptanalysis has been successful if the attacker is able to recover a part of the message. Hence, the attacker can consider an interval, for example $[y_0, y_1, \ldots, y_r]$ with $r \in \{0, 1, \ldots, s - 1\}$, and attack it with a standard ISD attack. In this case, we obtain a linear system a system of $(r + 1)n$ equations and $\min\{(r + 5)k, sk\}$ unknowns. In order to simplify the analysis we assume that Alice adds $\frac{r}{6} = \frac{n - k}{12}$ errors at each instant instead of $\frac{r}{2} = \frac{n - k}{4}$ in each interval $[e_{[i]}, e_{[i+1]}, e_{[i+2]}]$. This approach is conservative in the sense that we assume that such particular distribution of errors always occur, which is very seldom the case. Thus, the expected cost of this step when using the Stern’s ISD given by (6) is

$$WF_{p, \ell}(q, (r + 1)n, \min\{(r + 5)k, sk\}, \frac{(r + 1)(n - k)}{12}).$$

(7)

Hence the attacker must select $r, p$ and $\ell$ in order to minimize this value. Notice that the attack in Section IV-A1 is the attack explained above when $r = s - 1$.

3) **ISD using the block structure:** A necessary condition for $I$ to be an information set is that the submatrix formed by the columns indexed by $I$ is non singular. In the above attack it is assumed implicitly that this is always the case. However, due to the structure of the blocks of zeros in $G'_{trunc}$ this obviously cannot happen for some selection of columns.

Here we explain how one can use the block structure of $G'_{trunc}$ to get an attack. For simplicity, we show how to adapt the Prange ISD attack. Other ISD attacks can be adapted as well in a similar way. In the Prange ISD attack we consider that the information set $I$ has been chosen successfully if it does not contain any index where an error has been added, that is, if $I \cap \text{supp}([e_0, e_1, \ldots, e_{s-1}]) = \emptyset$. Again, in order to simplify the analysis we assume that Alice adds $\frac{r}{6} = \frac{n - k}{12}$ errors at each instant.

In the attack we propose here the attacker selects the same number of columns in each column block to form $I$, i.e., $I = \bigcup_{i=0}^{r-1} I_i$, where $I_j$ is associated to the column block $j$, and all $I_j$ have size $k$. Since the number of errors per block is assumed to be $\frac{r}{6}$, the probability of success for a random choice of indices $I_j$ is less than or equal to

$$\frac{(n - \frac{r}{6})}{(k)^s},$$

and therefore, the probability $\mathcal{P}$ of selecting an information set $I$ for $G'_{trunc}$ whose indices are not associated to error positions and such that the columns indexed by $I$ form an invertible matrix is

$$\mathcal{P} \leq \frac{(n - \frac{r}{6})^s}{(n^k)^s}. \quad (8)$$
Once the set $I$ has been chosen, the attacker solves the linear system $y_I = x(G'_{\text{trunc}})_I$, where $y_I$ is formed by the components of $[y_0 \ y_1 \ \cdots \ y_{s-1}]$ indexed by $I$ and $(G'_{\text{trunc}})_I$ is the matrix obtained by taking the columns of $G'_{\text{trunc}}$ indexed by $I$. The cost of solving this linear system is about $(sk)^3$. Therefore the expected work factor can be estimated with the formula

$$\text{WF} = (sk)^3 \cdot P^{-1}. \quad (9)$$

For simplicity, we consider that the inequality (8) holds with equality when estimating the WF of this attack. Table III contains the work factors (6), (7) and (9) for certain parameters. In all the cases, the work factor obtained using (7) is lower or equal (when $r = s - 1$) than the work factors obtained using (6) or (9), so it will be the one taken into account when proposing the parameters for 128-bit, 256-bit and 512-bit security level against these attacks despite this WF comes from the strong assumption that every $(r+5)k$ columns (or $sk$ columns, depending on $r$) of $G'_{\text{trunc}}$ form an invertible matrix.

Finally, it is important to note that the size of $(G'_{\text{trunc}})_I$ depends on $s$, that can be arbitrarily large without increasing the size of the key.

### B. Structural attacks

Structural attacks are more specific attacks that aim at exploiting the particular structure of the keys. Obviously, the scheme is broken if the public key $G'(D)$ can be factorized into the secret matrices $S(D)$, $G$ and $P(D)$. In our scheme this triplet is not unique in the sense that it is enough to find any matrices $S(D)$, $G$ and $P(D)$ such that $G'(D) = S(D)GP(D)$ and such that the decoding method explained in Section III-A can be performed.

If one consider the code generated by $G = UG\Delta\Gamma$, with $U \in \mathbb{F}^{k \times k}$ non singular, $\Delta \in \mathbb{F}^{n \times n}$ non singular diagonal and $\Gamma \in \mathbb{F}^{n \times n}$ a permutation matrix, then, the triplet

$$\{S(D) = S(D)U^{-1}, \ G = UG\Delta\Gamma, \ P(D) = (\Delta\Gamma)^{-1}P(D)\}$$

can be used to decode the ciphertext.

1) **Brute force attacks:** Naive brute force attacks aiming to find $S(D)$, $G$, $P(D)$ seem, a priori, unfeasible due to the large amount of matrices an attacker has to check.

An attacker looks for a matrix $S(D)$ such that there exists $U \in \mathbb{F}^{k \times k}$ non singular and $S(D)U = S(D)$. We define the following equivalence relation

$$M(D) \sim N(D) \text{ if and only if there exists } U \in \mathbb{F}^{k \times k} \text{ non singular such that } M(D) = N(D)U.$$ 

Let us denote by $[M(D)]$ the equivalence class of a matrix $M(D)$. Thus, any matrix $S(D) \in [S(D)]$ is a valid candidate for the attacker, so the attacker can check only one element per class $[M(D)]$. Lemma 9 gives us a lower bound on number of classes $[M(D)]$. Before, we need to prove an auxiliary result.
Lemma 8. Assume that \( s < q \). Then the number of matrices \( M(D) = I_k + M_1D + M_2D^2 \) with a non singular \( M_{\text{trunc}} \in \mathbb{F}^{sk \times sk} \) is lower bounded by
\[
(q-s)^k \prod_{j=1}^{k} (q^k - q^{j-1}).
\] (10)

Proof. The number of solutions of the equation \( x^s - 1 = 0 \) in \( \mathbb{F} \) is less than or equal to \( s \), so the number of matrices
\[
\Delta = \begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_k
\end{bmatrix},
\]
where \( \lambda_1, \lambda_2, \ldots, \lambda_k \) are not solutions of \( x^s - 1 = 0 \). For each of those matrices we can consider any non singular matrix \( Q \in \mathbb{F}^{k \times k} \). The number of non singular matrices in \( \mathbb{F}^{k \times k} \) is given by
\[
\prod_{j=1}^{k} (q^k - q^{j-1}).
\]
With these two matrices we define \( M^* = -Q\Delta^{-1}Q \). Then the matrix \( M(D) = I_k + M^*D + 0D^2 \) gives us an \( M_{\text{trunc}} \in \mathbb{F}^{sk \times sk} \) of the form
\[
M_{\text{trunc}} = \begin{bmatrix}
I_k & M^* \\
I_k & M^* \\
\vdots & \vdots \\
M^* & I_k \\
M^* & I_k
\end{bmatrix} \in \mathbb{F}^{sk \times sk}.
\]
If we subtract to the last row block the first row block multiplied by \( M^* \), then the second row block multiplied by \( -(M^*)^2 \), then the third row block multiplied by \( (M^*)^3 \), and so on, we can transform the above matrix into
\[
\begin{bmatrix}
I_k & M^* \\
I_k & M^* \\
\vdots & \vdots \\
M^* & I_k \\
M^* & I_k \\
I_k & (-1)^s(M^*)^s
\end{bmatrix}.
\]
The determinant of this matrix is \( |I_k - (-1)^s(M^*)^s| = |I_k - Q\Delta^sQ^{-1}| \) so it is different from zero if and only if all the eigenvalues of \( Q\Delta^sQ^{-1} \) are different from 1. This is equivalent to say that all the eigenvalues of \( \Delta^s \) are different from 1, and this happens if and only if none of the elements \( \lambda_1, \lambda_2, \ldots, \lambda_k \) satisfy the equation \( x^s = 1 \), which is true by construction. Therefore, \( M_{\text{trunc}} \) is non singular. Hence, the result follows from the fact that the number of matrices of the particular type \( M(D) = I_k + M^*D + 0D^2 \) is lower bounded by
\[
(q-s)^k \prod_{j=1}^{k} (q^k - q^{j-1}).
\]
Lemma 9. Assume that \( s < q \). Then the number of classes \([M(D)]\) where \( M(D) = M_0 + M_1D + M_2D^2 \) with a non singular \( M_{\text{trunc}} \in \mathbb{F}^{sk \times sk} \) is lower bounded by (10).

Proof. The set of matrices \( M(D) = M_0 + M_1D + M_2D^2 \) with both \( M_0 \) and \( M_{\text{trunc}} \in \mathbb{F}^{sk \times sk} \) non singular forms a subset of the matrices \( M(D) = M_0 + M_1D + M_2D^2 \) with a non singular \( M_{\text{trunc}} \in \mathbb{F}^{sk \times sk} \). Since for the former set each class \([M(D)]\) admits a unique representative of the form \( M'(D) = I_k + M'_1D + M'_2D^2 \), the result is deduced from Lemma 8.

Table I illustrates the magnitude of the naive lower bound on the number of classes \([M(D)]\) given by Lemma 9 for the parameters that will be proposed in Table III.

| \( q \) | \( k \) | \( s \) | \( (q-s)^k \prod_{j=1}^{k}(q^k - q^{j-1}) \) |
|--------|--------|--------|---------------------------------|
| 127    | 66     | 30     | \( 2^{30878.29} \)             |
| 127    | 72     | 29     | \( 2^{36705.59} \)             |
| 127    | 72     | 24     | \( 2^{36710.76} \)             |
| 251    | 142    | 28     | \( 2^{161845.93} \)            |
| 251    | 148    | 25     | \( 2^{175766.07} \)            |
| 251    | 160    | 22     | \( 2^{205325.78} \)            |
| 509    | 288    | 29     | \( 2^{748357.97} \)            |
| 509    | 288    | 28     | \( 2^{748358.83} \)            |
| 509    | 300    | 28     | \( 2^{811909.93} \)            |

Table I: Lower bound on the number of classes \([M(D)]\)

Now, we focus on the secret matrix \( P(D) \). An attacker searches for any matrix \( P(D) \) such that there exist non singular matrices \( \Delta, \Gamma \in \mathbb{F}^{n \times n} \) with \( \Delta \) being a diagonal matrix, \( \Gamma \) a permutation matrix and \( \Delta \Gamma P(D) = P(D) \).

Notice that this would imply that \( P^{-1}(D) = T(D^{-1}, D) \Delta \Gamma \), and hence, by (4),

\[
T(D^{-1}, D) = \Pi \begin{bmatrix} A & \beta A \\ \frac{\beta A}{A} & A \end{bmatrix} \Delta \Gamma = \Pi \begin{bmatrix} A' & \beta A' \\ \frac{\beta A'}{A'} & A' \end{bmatrix} \Gamma,
\]

for some upper triangular matrix \( A' \). Recall that the entries in the main diagonal of \( A \) are of the form \( D^j \) and this is known by the attacker, so if \( \Delta \neq I_n \) then the entries in the main diagonal of the blocks \( A' \) would be of the form \( aD^j \) with some \( a \)'s different from 1 and it does not seem a great advantage to consider this case. On the other hand, \( \Gamma \) permutes the columns, but the attacker already knows the upper triangular structure of \( A \), so it does not seem a great advantage to consider the case \( \Gamma \neq I_n \), so we consider the situation when the attacker tries to find \( P(D) = P(D) \). We restrict our attention to find \( A \) and \( \beta \).

Notation 10. For each \( i \in \{-2, -1, 0\} \) the number of columns of \( A(D^{-1}, D) \) having \( D^i \) is denoted as \( d_i \).
Lemma 11. Let $\Gamma \in \mathbb{F}^{\frac{d_n}{2} \times \frac{d_i}{2}}$ be the exponent of $D$ in the entry $a_{\frac{d_n}{2}, \frac{d_i}{2}}$, and let $d_i \in \{-2, -1, 0\}$ be the exponent of $D$ of the last element in the main diagonal which is not $D^{d_i}$. Then the number of matrices $T(D^{-1}, D)$ defined above is at least $(q - 2) \cdot q^{n - 2d_i - d_{i^*}}$. \\

Proof. The last column of $A$ only contains elements of the form $\gamma D^{d_i}$ with $\gamma \in \mathbb{F}$. Since each row of $A$ cannot have more than one entry with $D^{d_i}$, and $d_i - d_{i^*}$ of them are in the main diagonal, there are $\frac{n}{2} - d_{i^*}$ entries in that column (excluding $a_{\frac{d_n}{2}, \frac{d_i}{2}}$) that can have an element of the form $\gamma D^{d_i}$. Thus, for the last column we have $q^{\frac{n}{2} - d_{i^*}}$ possibilities.

Let $(j^*, j^{**})$ be the indices of the last entry of the main diagonal which is not $D^{d_i}$. Then $j^{**} \geq \frac{n}{2} - d_{i^*}$. This means, that the corresponding column has at least $\left(\frac{n}{2} - 1\right) - d_{i^*}$ entries above the main diagonal. Since each row of $A$ cannot have more than one entry with $D^{d_i^{**}}$, and $d_{i^{**}}$ of them are in the main diagonal, then there are at least $\left(\frac{n}{2} - 1\right) - d_{i^*} - (d_{i^{**}} - 1)$ entries in that column above the main diagonal that can have an element of the form $\gamma D^{d_i^{**}}$. Thus, for that column we have at least $q^{\frac{n}{2} - d_{i^*} - d_{i^{**}}}$ possibilities.

Since $\beta \in \mathbb{F} \setminus \{0, 1\}$, we have at least $(q - 2) \cdot q^{n - 2d_i - d_{i^{**}}}$ possibilities for $T(D^{-1}, D)$. \qed

Table II shows the magnitude of the lower bound on the number of matrices $T(D^{-1}, D)$ given by Lemma 11 for certain values of $(d_{-2}, d_{-1}, d_0)$.

| $q$  | $n$  | $(d_{-2}, d_{-1}, d_0)$ | $(q - 2) \cdot q^{n - 2d_i - d_{i^{**}}}$ |
|------|------|------------------------|--------------------------------------|
| 127  | 90   | (15, 15, 15)           | $2^{321.46}$                           |
| 127  | 96   | (16, 16, 16)           | $2^{342.42}$                           |
| 127  | 108  | (18, 18, 18)           | $2^{384.35}$                           |
| 251  | 202  | (34, 33, 34)           | $2^{805.11}$                           |
| 251  | 220  | (37, 36, 37)           | $2^{876.86}$                           |
| 251  | 244  | (41, 40, 41)           | $2^{972.52}$                           |
| 509  | 396  | (66, 66, 66)           | $2^{1789.31}$                          |
| 509  | 408  | (68, 68, 68)           | $2^{1843.26}$                          |
| 509  | 420  | (70, 70, 70)           | $2^{1897.21}$                          |

Table II: Lower bound on the number of matrices $P(D)$

Hence, naive brute force approaches to recover a valid triplet $\{S(D), G, P(D)\}$ seem unfeasible. Therefore better structural attacks should be considered.

2) Attacks based on the Smith normal form: An interesting idea could be to compute the Smith normal form of $G'(D)$ (see [32, Sec. 2.2], ). This gives us a factorization

$$G'(D) = X(D)\Gamma(D)Y(D),$$

where $\Gamma(D)$ is known as the Smith normal form of $G'(D)$ and fulfills certain properties. It happens that if $\Gamma(D) = [I_0 | 0]$, then the attacker can choose the generator matrix $C$ of some code having an efficient decoding algorithm (not necessarily a GRS code) and try to find a factorization $C = M[I_0 | 0]N$, with $M \in \mathbb{F}^{k \times k}$ and $N \in \mathbb{F}^{n \times n}$.
invertible, such that \( Y^{-1}(D)N \) is a polynomial matrix with each coefficient matrix having few nonzero elements in each row. If that is the case, then the attacker has found a factorization of \( G'(D) \):

\[
G'(D) = \frac{X(D)M^{-1}}{S(D)} \bigg( C' \bigg) \frac{N^{-1}Y(D)}{\mathcal{P}(D)},
\]

that can be used to decrypt using a similar procedure as the one explained in Section III-B. However, for this attack to work the attacker needs to obtain \( \Gamma(D) = [I_k \mid 0] \) and at most weight two in the rows of the inverse of \( \mathcal{P}(D) \) if \( C \) is the generator matrix of a GRS code. After computing numerous examples these conditions were far from being satisfied even for very small parameters. See Example 12 for an instance of such decomposition for small parameters.

**Example 12.** Over \( \mathbb{F}_7 \), we consider the following matrices to be part of the private key

\[
S(D) = \begin{bmatrix}
2 + D^2 & 2 + 5D & 5 + 4 + 4D + 2D^2 \\
3 + 5D + 5D^2 & 3 + 4D & 1 + 6D + 6 + 4D + 4D^2 \\
4 + D + D^2 & 5 + 4D & 2 + 5D + 4D^2 + 5 + 4D + 2D^2 \\
1 + D + D^2 & 6 + 4D + 4D^2 & 1 + 5D^2 + 3D + 4D^2
\end{bmatrix}, \quad \quad G = \begin{bmatrix}
4 & 6 & 1 & 1 & 2 & 3 \\
6 & 5 & 1 & 0 & 6 & 4 \\
2 & 3 & 1 & 0 & 4 & 3 \\
3 & 6 & 1 & 0 & 5 & 4
\end{bmatrix},
\]

\[
T(D^{-1};D) = \begin{bmatrix}
D^{-2} & 3D^{-1} & 2 & D^{-2} & 3D^{-1} & 2 \\
D^{-2} & 3D^{-1} & 2 & 3D^{-2} & 2D^{-1} & 6 \\
0 & 0 & 1 & 0 & 0 & 3 \\
0 & D^{-1} & 0 & 0 & 3D^{-1} & 0 \\
0 & D^{-1} & 0 & 0 & D^{-1} & 0 \\
0 & 0 & 1 & 0 & 0 & 1
\end{bmatrix},
\]

For all \( 3 \leq s \leq 100 \) the matrix \( S_{\text{trunc}} \) is non singular except when \( s \in \{16, 32, 48, 64, 80, 96\} \). We have that

\[
P(D) = \begin{bmatrix}
5D^2 & 3D^2 & D^2 & 5D^2 & 6D^2 & 4D^2 \\
0 & 0 & 0 & 3D & 5D & 0 \\
0 & 0 & 3 & 0 & 0 & 5 \\
3D^2 & 4D^2 & 6D^2 & 2D^2 & 5D^2 & D^2 \\
0 & 0 & 0 & 4D & 3D & 0 \\
0 & 0 & 4 & 0 & 0 & 3
\end{bmatrix},
\]

so the public key is

\[
G'(D) = \begin{bmatrix}
6D^2 + 4D^4 & D^2 + 6D^4 & 2 + 3D + 2D^2 + 2D^4 & D + D^2 + 4D^3 + 3D^4 & 4D + 6D^2 + 2D^4 & 4 + 6D + D^2 + 6D^4 \\
5D^3 & D^2 + 4D^4 & 2D + 2D^2 + 6D^4 & 4D^2 + 2D^3 + 2D^4 & 2D + D^2 + 2D^3 & 6 + 3D + 5D^2 + 4D^3 \\
D^2 + D^3 + 2D^4 & D^2 + 2D^4 & 4D + 6D^2 + 3D^4 & D^2 + 6D^3 + D^4 & D + 2D^2 + D^4 & 2 + 3D + 4D^2 + 5D^3 + 3D^4 \\
3D^2 + 6D^3 + D^4 & 4D^2 + 3D^3 & 4 + D + 3D^2 + D^3 & 5D + 4D^2 + 2D^3 & 6D + 5D^2 + D^3 + 4D^4 & 4 + 4D^2 + 2D^3 + 5D^4
\end{bmatrix}.
\]
The Smith normal form of this matrix is

\[
\Gamma(D) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & D & 0 & 0 & 0 \\
0 & 0 & 0 & D^9 + 2D^8 + 5D^6 & 2D^3 + 4D^2 + 3D & 0 & 0
\end{bmatrix}
\]

with

\[
X(D) = 
\begin{bmatrix}
D^5 + 6D^4 + 5D^3 + D^2 + 5D + 1 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 \\
4D^5 + 4D^4 + 2D^3 + 2D^2 + 4D + 2 & 2D^7 + 5D^6 + 3D^5 + 5D^3 + 3D^2 + 4D & 2D^9 + 6D^8 + D^6 + 2D^5 + 3D^3 + 4D^2 + 4D & 4 \\
2D^5 + 5D^4 + 2D^3 + D^2 + 2D + 5 & 4D^7 + 5D^6 + 4D^5 + D^4 + 3D^3 + 2D^2 & 4D^7 + 5D^6 + 2D^9 + 4D^5 + 6D^4 + 6D^3 + 4D^2 + 3D & Y(1) \\
& 5D^7 + 2D^6 + 4D^5 + 5D^4 + D^3 + 5D^2 & 3D^{12} + 4D^{11} + 5D^9 + 4D^8 + 3D^7 & Y(2) \\
& & 3D^9 + 6D^8 & Y(3) \\
& & & D^8 + 6D^7 + 5D^6 + D^5 + 3D^4 + D^3 + 4D^2 & 2D^4 \\
& & & 4D^{13} + 6D^{12} + D^{10} + 6D^9 + 3D^8 + 2D^7 + 6D^6 + 6D^5 + 4D^4 + 2D^3 + 5D^2 + D & 5D^{13} + 2D^{12} + 6D^{11} + 2D^9 + 5D^8 + 4D^7 + 6D^6 + 6D^5 + 4D^4 + 4D^3 + 3D \\
& & & 5D^7 + 2D^6 + 4D^5 + 5D^4 + D^3 + 5D^2 & 3D^{12} + 4D^{11} + 5D^9 + 4D^8 + 3D^7 + D^6 + 5D^4 + 5D^3 + D^2 + 3D + 6
\end{bmatrix}
\]

and \( Y(D) = [Y_1 \ Y_2 \ Y_3 \ Y_4 \ Y_5 \ Y_6] \), where

\[
Y_1 = 
\begin{bmatrix}
2D^4 \\
D^8 + 6D^7 + 5D^6 + D^5 + 3D^4 + D^3 + 4D^2 \\
4D^{13} + 6D^{12} + D^{10} + 6D^9 + 3D^8 + 2D^7 + 6D^6 + 6D^5 + 4D^4 + 2D^3 + 5D^2 + D \\
5D^{13} + 2D^{12} + 6D^{11} + 2D^9 + 5D^8 + 4D^7 + 6D^6 + 6D^5 + 4D^4 + 4D^3 + 3D \\
5D^7 + 2D^6 + 4D^5 + 5D^4 + D^3 + 5D^2 & 3D^{12} + 4D^{11} + 5D^9 + 4D^8 + 3D^7 + D^6 + 5D^4 + 5D^3 + D^2 + 3D + 6
\end{bmatrix}
\]

\[
Y_2 = 
\begin{bmatrix}
3D^4 + 6D^2 \\
5D^9 + 2D^8 + 2D^6 + 5D^5 + 5D^4 + D^3 + 6D^2 \\
6D^{14} + 2D^{13} + 5D^{12} + 2D^{11} + D^9 + 3D^8 + 4D^7 + D^6 + 4D^4 + D^3 + 5D^2 + 2D \\
4D^{14} + 3D^{13} + D^{12} + D^{11} + 4D^{10} + 3D^8 + 2D^7 + 3D^5 + 2D^2 + 2D \\
4D^8 + 3D^7 + 3D^5 + 4D^4 + 4D^3 + D^2 + 2D + 6 \\
D^{13} + 6D^{12} + 2D^{11} + 2D^{10} + D^9 + 6D^5 + 4D^4 + 2D^2 + 4D + 3
\end{bmatrix}
\]

\[
Y_3 = 
\begin{bmatrix}
D^4 + 5D^3 + 5D \\
4D^9 + 3D^8 + 5D^7 + 4D^6 + 2D^5 + 4D^4 + D^3 + 6 \\
2D^{14} + 3D^{13} + 3D^{12} + D^{11} + D^{10} + 3D^9 + D^7 + 3D^6 + 5D^5 + 2D^4 + 4D^3 + 4D^2 + 3D + 3 \\
6D^{14} + D^{13} + 2D^{12} + 3D^{11} + 4D^{10} + 2D^9 + 5D^8 + 3D^7 + 5D^6 + 2D^5 + D^4 + D^3 + 4D^2 + 2D + 1 \\
6D^8 + D^7 + 4D^6 + 4D^5 + 3D^4 + 6D^3 + 6D^2 + 3 \\
5D^{13} + 2D^{12} + 4D^{11} + 6D^{10} + D^9 + 4D^8 + 3D^7 + 6D^6 + 3D^5 + 4D^4 + 2D^3 + 3D^2 + D + 2
\end{bmatrix}
\]

\[
Y_4 = 
\begin{bmatrix}
5D^4 + 5D^3 + 3D^2 \\
6D^9 + D^7 + 3D^6 + 5D^5 + D^4 + D^3 + D^2 + 3D \\
3D^{14} + 4D^{13} + D^{11} + 6D^{10} + 4D^9 + 2D^8 + D^7 + 6D^6 + D^4 + 3D^3 + 3D^2 + 5D + 1 \\
2D^{14} + 2D^{12} + 4D^{11} + 3D^{10} + 2D^9 + 6D^8 + 6D^6 + 4D^4 + 6D^2 + 2D^2 \\
2D^8 + 5D^6 + D^5 + 4D^4 + 5D^3 + 3D^2 + 3D + 4 \\
4D^{13} + 4D^{11} + 6D^9 + 4D^8 + 5D^7 + 5D^4 + 5D^3 + 3D^2 + 2D + 3
\end{bmatrix}
\]
In this case \( \Gamma(D) \neq [I_k \mid 0] \).

3) Attacks trying to factor the coefficient matrices: Next we look at possible structural attacks to the coefficients of the generator matrix. We have

\[
G'_0 = S_0GP_0, \\
G'_1 = S_0GP_1 + S_1GP_0, \\
G'_2 = S_0GP_2 + S_1GP_1 + S_2GP_0, \\
G'_3 = S_1GP_2 + S_2GP_1, \\
G'_4 = S_2GP_2.
\]

In all the cases we have constant matrices, so each of them describe a similar situation as the original McEliece PKC using block codes. Note, however, that matrices \( P_i \) are neither permutations nor non singular matrices. As discussed in [6], [12], [13] if \( G \) is a GRS generator matrix and \( P \) is a matrix having columns of weight larger than or equal to 2 then no methods to factorize the product \( GP \) into two matrices \( G \) and \( P \) which can be used by the attacker to decode the ciphertext are known. Due to condition a) in Properties 1, this is the case of the nonzero columns of the \( P_i \)'s. Obviously, zero columns will reveal no structure of the matrix \( G \) either and thus we conclude that the attacks using the Schur square of shortenings of the public code presented in [16] will not succeed against the proposed scheme.

4) Structural attacks on the parity-check matrix: Finally, we note that computing a polynomial full row rank matrix \( H'(D) \) from \( G'(D) \) via \( H'(D)(G'(D))^T = 0 \) will produce a matrix of the form \( H'(D) = D^2H(T(D^{-1}, D))^T \) where \( H \) is a parity-check of the GRS generated by \( G \). Known structural attacks to \( H'(D) \) does not seem to work either as the weight of the rows of \( T_i \) is 0 or greater than or equal to 2.
V. PUBLIC KEY SIZES AND CYPHERTEXT SIZES

Since we are using GRS codes, $\mathbb{F}$ and $n$ are chosen such that $n < q$ and $q$ is the greatest prime number satisfying $\lceil \log_2(q) \rceil = \lceil \log_2(n) \rceil$. The matrix $G'(D)$ is stored as the tuple of the coefficient matrices $(G'_0, G'_1, G'_2, G'_3, G'_4)$, so we need $5nk\lceil \log_2(q) \rceil$ bits to store it. On the other hand, the ciphertext $y(D) = y_0 + y_1 D + \cdots + y_{s-1} D^{s-1} \in \mathbb{F}_n[D]$ is $sn\lceil \log_2(q) \rceil$ bits long. These values are displayed in Table III for different parameters of $q, n, k$ and $s$. These parameters are selected such that they provide a security level greater than 128-bit, 256-bit and 512-bit security for the three attacks explained in Section IV-A. For all the proposed parameters the key size of the presented variant of the McEliece cryptosystem is significantly smaller than in other proposals, while the messages are considerably longer.

The second part of the table exhibits parameters for some of the cryptosystems that have not been completely broken, namely,

1) the classic McEliece scheme using Goppa codes;
2) the Niederreiter scheme based on GRS codes with a weight two mask proposed in [6]. In [6, Example 3] public key sizes for about 80-bit security level are proposed. In this work public key sizes with 128-bit and 256-bit security level against the attack in [29] are proposed. The scheme in [6] is a variant of the BBCRS proposal [3] where a weight two mask is used;
3) the Encryption Scheme Based on expanded Reed-Solomon codes proposed in [13] (we exhibit the parameters from [13, Table 1]);
4) the Wild McEliece schemes proposed in [33] and [34], using wild Goppa codes with extension degree 2. See also [17], where a structural attack breaking these schemes for most of the parameters proposed in [33, Table 7.1] and [34, Table 5.1] is described.

VI. ANALYSIS OF THE COMPUTATIONAL COST COMPLEXITY

First, we analyze the number of operations on $\mathbb{F}$ necessary to encrypt a message. Since

$$y(D) = u(D)G'(D) + e(D) \pmod{D^s - 1},$$

it is sufficient to compute $u(D)G'(D)$, take the last four blocks and add them to the first four blocks. If the message $u(D)$ is of length $s$ then the $i$-th coefficient of $u(D)G'(D)$ is given by

$$u_{[i]}G'_0 + u_{[i-1]}G'_1 + \cdots + u_{[i-4]}G'_4,$$

so we need five vector-matrix multiplications and four vector additions. We focus on the number of multiplications as its complexity cost is higher. One vector-matrix multiplication corresponds to $kn$ multiplications between elements of $\mathbb{F}$ so the number of multiplications in $\mathbb{F}$ to encrypt a message is $5skn$. For the McEliece cryptosystem with block codes, the encryption takes approximately $(1 + o(1))kn$ operations on $\mathbb{F}$. Although the proposed parameters $n$ and $k$ are considerably smaller than in the other schemes (see Table III), the cost complexity is still larger due to the impact of the $s$ parameter.
In order to decipher a message we compute first \([\hat{y}_0 \hat{y}_1 \cdots \hat{y}_{s-1}]\), where each \(\hat{y}_i\) is computed as

\[
\hat{y}_i = y_{[i]} T_0 + y_{[i+1]} T_{-1} + y_{[i+2]} T_{-2}.
\]

This can be done with three vector-matrix multiplications and two additions \(s\) times. For the multiplication of a vector in \(\mathbb{F}^n\) and a matrix in \(\mathbb{F}^{n \times n}\) we need \(n^2\) multiplications in \(\mathbb{F}\), so in total we need \(3sn^2\) multiplications in \(\mathbb{F}\). To decode we need to use \(s\) times any of the efficient decoding algorithms for GRS codes. For example, using Berlekamp-Massey requires \(O(n^2)\) operations in \(\mathbb{F}\). Finally we need to solve a linear system of \(sk\) unknowns and \(sk\) equations. This needs \(O(s^3k^3)\) operations using standard methods such as Gaussian elimination. Therefore it takes \(O(sn^2 + s^3k^3)\) operations in \(\mathbb{F}\) to decipher a message. For other schemes it takes around \(O(n^2)\) to decipher a message. Again, since the proposed parameters \(n\) and \(k\) are considerably smaller than in other schemes, the impact of the \(s\) parameter is partly compensated, and the time it takes to decipher a message would not increase by much.
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