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Abstract—Multi-view clustering (MVC) has been extensively studied to collect multiple source information in recent years. One typical type of MVC methods is based on matrix factorization to effectively perform dimension reduction and clustering. However, the existing approaches can be further improved with following considerations: i) The current one-layer matrix factorization framework cannot fully exploit the useful data representations. ii) Most algorithms only focus on the shared information while ignore the view-specific structure leading to suboptimal solutions. iii) The partition level information has not been utilized in existing work. To solve the above issues, we propose a novel multi-view clustering algorithm via deep matrix decomposition and partition alignment. To be specific, the partition representations of each view are obtained through deep matrix decomposition, and then are jointly utilized with the optimal partition representation for fusing multi-view information. Finally, an alternating optimization algorithm is developed to solve the optimization problem with proven convergence. The comprehensive experimental results conducted on six benchmark multi-view datasets clearly demonstrates the effectiveness of the proposed algorithm against the SOTA methods.
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I. INTRODUCTION

In recent years, enormous data are collected from multiple sources or described by diverse attributes, which is known as multi-view data in most literature. For instance, an item can be represented with image illustration and short text description; person identify contains face image and voice information. With a large amount of unlabelled multi-view data, multi-view clustering is proposed to make full use of provided information and therefore has been attracted great attention. Existing multi-view clustering algorithms can be further classified into four categories by means of applied models: Co-training [1], [2], multi-kernel learning [4], [5], graph clustering [8], [9] and subspace clustering [10], [12]. The basic idea of early fusion is to fuse multiple feature or graph structure representations of multi-view into a single representation, after which a known single-view clustering algorithm can be applied. For example, graph-based clustering approach [13] constructs sample similarities under each view with graph structure and then fuse these graphs by using random walk strategy. Multi-kernel learning methods fuse multiple base kernels by linear or nonlinear combinations to obtain the optimal kernel for clustering. The subspace clustering [14] aims to find suitable low-dimensional representation and structure for each view, and then fuses them into a representation containing rich information for clustering. On the other hand, the approaches of late fusion ensemble the clustering results of individual views. Late fusion can be divided into integrated learning and collaborative training. The input to the integrated clustering algorithm is the result of clustering corresponding to multiple views. In [15], a consensus loss function for the distance between the final clustering results and the input clustering results is defined to obtain the clustering result. The focus of co-training is on how to get better clustering results during the co-train training process. [1] obtains multiple clustering results by performing spectral embedding on each view and the obtained clustering results are used to influence the original representation of the other views. Moreover, [8] applies late fusion for multi-kernel k-means clustering and reduces the complexity of the algorithm and the time cost. Our proposed method belongs to Non-negative Matrix Factorization (NMF) clustering in subspace clustering and also to late fusion clustering.

NMF is widely used in clustering because of its ability to handle high-dimensional data and to capture the underlying representation of different views. Some work [16], [18] reduces the redundancy between different view representation by defining the diversity of views. The method in [19] tends to generate distributions with uniform decomposition, making the learned representations more discriminative. Furthermore, cross-entropy cost function [20] and neighbor information [21] are introduced to guide the learning process. Although NMF can solve the high-dimensional problem well, it appears to be powerless in capturing the internal structure of the data. So the subsequent work achieves the purpose of preserving the local geometric structure of the data space by adding graph regularization terms [22] as well as popular regularization terms [23], [24]. To reduce the effect of outliers, $L_21$ norm with manifold regularization has to be introduced in work [25].

With the development of research, the information extracted by single-layer NMF clustering often does not meet our needs for data information mining. To explore the deeper and hidden information of data, the approach [26] states a deep semi-NMF model to explore the complex hierarchical information with implicit lower-level hidden attributes. Influenced by deep semi-NMF, the model DMVC [27] learns public low-dimensional representations which containing deep information by the instruction of the original data structure. Recently, a multi-view clustering via deep NMF method [28] has proposed to learn the optimal weights of each view automatically. Despite the success of existing NMF methods, they can still be improved with the following considerations: i) Fully exploit the raw data for more discriminative information. ii) Focus on both shared
and specific information between views. iii) Improved fusion strategy for multi-view information.

In order to address these issues, a novel multi-view clustering method via deep NMF and partition alignment (MVC-DMF-PA) is proposed in this paper. We obtain the base partition matrix after deep semi-NMF firstly while also capturing specific information from different views. Secondly, we maximize the alignment of the consensus partition matrix with a uniformly weighted base partition matrix via optimal permutations. Finally, we unify the base partition learning and late fusion into a unified framework, hoping to learn a consensus partition matrix for clustering. The main contributions in this paper are summarized as follows:

- We propose a deep semi-NMF and partition alignment multi-view clustering approach. In this work, we unify partition learning and late fusion into a framework that can mutually facilitate and guide each other to obtain the final common partition matrix for clustering.
- We decompose the feature matrix to obtain the partition matrix of each view by using a deep semi-NMF framework firstly. Then a late fusion approach is used to learn the fused common partition results by aligning multiple partition matrix finally.
- The iterative update rules are derived to solve the optimization problem and extensive experiments are conducted on six multi-view datasets. The experimental results show that MVC-DMF-PA has good performance compared with other state-of-the-art methods.

The rest structure of this paper is as follows: section II presents the work related to the proposed method. Section III details the proposed method and the optimization. Section IV shows the experimental results on six public datasets. The conclusions are detailed in the last section. For the convenience of the readers, a summary of the general symbols used in this paper is shown in Table I.

II. RELATED WORK

Due to the excellent performance in latent feature extraction, NMF and many NMF variants are widely used for clustering. So we start with the brief introduction of NMF and semi-NMF, then introduce deep semi-NMF and the formulation of deep semi-NMF for multi-view clustering.

NMF decomposes the non-negative data matrix $X_+$ into two non-negative matrix $Z$ and $H$ of lower rank. NMF can be formulated as follow,

$$\min_{Z,H} \|X_+ - ZH\|_F^2, \text{s.t. } Z \geq 0, H \geq 0, \quad (1)$$

We define $X_+ \in \mathbb{R}^{d \times n}$ as the non-negative data matrix. where $Z \in \mathbb{R}^{d \times k}$ can be considered as the cluster centroids and $H \in \mathbb{R}^{k \times n}$ denotes as cluster indicators. We can find that NMF is inherently related to $K$-means clustering algorithm while keeping the orthogonality constraint \cite{29}. When the input data has mixed signs, we can restrict $H$ to be non-negative while placing no restriction on the signs of $Z$. This is called semi-NMF \cite{30}:

$$\min_{Z,H} \|X - ZH\|_F^2, \text{s.t. } H \geq 0, \quad (2)$$
where \( X \in \mathbb{R}^{d \times n} \) as the data matrix when it has mixed signs. When the goal of semi-NMF is to learn a low-dimensional representation \( H \in \mathbb{R}^{k \times n} \) of the original data matrix, and the range of \( i \) is \([k, d]\). \( Z \in \mathbb{R}^{d \times k} \) can be viewed as a mapping of the original data matrix and the new representation \( H \). In many cases the data we wish to analyze is often rather complex and has a collection of distinct and unknown attributes. So a work \(^{26}\) proposes the Deep Semi-NMF model, which factorizes a given data matrix \( X \) into \( m + 1 \) factors, as follow:

\[
\min_{Z_{i}, H_{i}} \| X - Z_{i}Z_{2}...Z_{m}H_{m} \|_{F}^{2}, \text{s.t.} H_{i} \geq 0. \tag{3}
\]

Where \( H_{i} = Z_{i-1}H_{i-1} \) (\( i > 2 \)). When we use this deep semi-NMF framework for multi-view clustering, we can obtain:

\[
\min_{Z_{i}, H_{i}} \sum_{v=1}^{V} \| X^{(v)} - Z_{i}^{(v)}Z_{2}^{(v)}...Z_{m}^{(v)}H_{m}^{(v)} \|_{F}^{2}, \text{s.t.} H_{i} \geq 0, \tag{4}
\]

The meaning of the symbols in Eq. (4) is shown in Table I. After this many scholars trying to do some research on multi-view clustering based on deep semi-NMF framework. Among them \(^{27}\) proposed a method which is guided by an intrinsic structure to learn a common representation \( H_{m} \) for clustering. The idea can be formulated as follows,

\[
\min_{Z_{i}^{(v)}, H_{m}, \alpha(v)} \sum_{v=1}^{V} (\alpha(v))^{\gamma} (\| X^{(v)} - Z_{i}^{(v)}Z_{2}^{(v)}...Z_{m}^{(v)}H_{m}^{(v)} \|_{F}^{2} + \beta \text{tr}(H_{m}L^{(v)}H_{m}^{T})), \tag{5}
\]

\[
\text{s.t.} H_{i}^{(v)} \geq 0, H_{m} \geq 0, \sum_{v=1}^{V} \alpha(v) = 1, \alpha(v) \geq 0.
\]

Where \( H_{i}^{(v)} = Z_{i-1}^{(v)}H_{i-1}^{(v)} \) (\( i > 2 \)) and \( H_{m} \) is set as a constraint to enforce multi-view data to share the same representation after multi-layer factorization. \( L^{(v)} \) denotes the Laplacian of the graph for view \( v \), which to preserve the geometric structure of origin data.

Inspired by this work, but we hold a different opinion. We think the representation learned from each view has the unique information of each view. So the new representation cannot be the same exactly, but there must be a same clustering result. In addition, the use of the original structural information will inhibit the learning of the representation to a certain extent and affects the final clustering result. So we propose a novel multi-view clustering algorithm based on late fusion and deep semi-NMF. The details will be introduced in the section III.

### III. THE PROPOSED METHOD

In this section, we briefly introduce the motivation of our proposed method firstly. Second, we will talk about our proposed multi-view clustering method based on deep semi-NMF and partition alignment in detail. Finally, we will summarize the overall algorithm and provide an analysis of time complexity. As shown in Table II we list the symbols used in our work and describe them in addition to the temporary symbols. To make it easier to read, we also explain some necessary symbols in the article.

| Notations | Meaning |
|-----------|---------|
| \( A \) | A matrix with bold capital symbol |
| \( A_{i,j} \), \( A_{i,j} \) | The \( i \)-th row, \( j \)-th column, \( ij \)-th element |
| \( A_{m}^{(v)} \) | The \( m \)-th layer of \( v \)-th view |
| \( ||A||_{F}, \text{tr}(A) \) | The Frobenius norm, trace of matrix \( A \) |
| \( A^{T}, A^{T} \) | The transpose, MP inverse of matrix \( A \) |
| \( [A]^{+}, [A]^{-} \) | The negative, positive parts of matrix \( A \) |
| \( X^{(v)} \in \mathbb{R}^{d_{v} \times n} \) | Feature matrix of the \( v \)-th view |
| \( Z_{i}^{(v)} \in \mathbb{R}^{d_{v} \times 1} \) | 1-th layer basis matrix of the \( v \)-th view |
| \( Z_{i}^{(v)} \in \mathbb{R}^{l_{i-1} \times 1} \) | \( i \)-th layer basis matrix of the \( v \)-th view |
| \( H_{m}^{(v)} \in \mathbb{R}^{l_{m} \times n} \) | \( i \)-th layer feature representation of the \( v \)-th view |
| \( H_{m}^{(v)} \in \mathbb{R}^{l_{m} \times n} \) | Partition matrix of the \( v \)-th view |
| \( H \in \mathbb{R}^{k \times n} \) | Common partition matrix |
| \( W^{(v)} \in \mathbb{R}^{k \times k} \) | The rotation matrix of the \( v \)-th view |

### A. Motivation

Multi-view clustering is a task of information fusion essentially. As far as we know, information fusion can be divided into early fusion and late-fusion according to the fusion stage, or called feature level and decision level fusion. Although we can get a result at either stage of fusion, the advantage of late fusion is that it reduces the interference of other information channels to every separate partition. So how do we perform late fusion for the base partition we have obtained? The lower right corner of Figure 1 shows a small demo of the late fusion process. We can find that although \( H_{m}^{(v)} \) and \( H_{m}^{(v)} \) have different representations, both of them has the same the clustering results as they show. We denote \( H \) as the common partition or called consensus partition matrix. The goal of late fusion is to obtain a consensus partition matrix when maximizing the alignment of the consensus partition matrix with a uniformly weighted \( W \) base partition matrix via an optimal permutation.

### B. Proposed Formulation

As stated in Section II we believe that the clustering result from a different view after multi-layer semi-NMF not the representation should be same. So our work is constructed on the basis of deep semi-NMF and late fusion. Unlike the previous work on early fusion, we use late fusion or called decision-level fusion to reduce the effect of random noise. The objective equation of our proposed method is shown below:

\[
\min_{Z_{i}^{(v)}, H_{m}, \alpha(v), \beta(v)} \sum_{v=1}^{V} (\alpha(v))^{2} \| X^{(v)} - Z_{i}^{(v)}Z_{2}^{(v)}...Z_{m}^{(v)}H_{m}^{(v)} \|_{F}^{2} - \\
\lambda \text{Tr}(H \sum_{v=1}^{V} \beta^{(v)}H_{m}^{(v)T}W^{(v)}),
\]

\[
\text{s.t.} H_{i}^{(v)} \geq 0, HH^{T} = I_{k}, W^{(v)}W^{(v)T} = I_{k}, \sum_{v=1}^{V} \alpha(v) = 1, \\
\alpha(v) \geq 0, ||\beta||_{2} = 1, \beta(v) \geq 0.
\]
The first term of the optimization objective represents the reconstruction loss of $V$ views, which is the objective equation of the multi-view deep semi-NMF. $\alpha$ represents the percentage of reconstruction loss for all views. The dimension of the last layer is $k$, which means that $H_m^{(v)}$ represents the partition matrix of the $v$-th view. To accommodate each dataset, we adjust the dimensions of the different layers as multiples of the number of clusters. This reconstruction term loss can help us to explore more rich hidden information of origin data better. Different views have different origins, so there will be some differences in the final partition matrix for each view as explained in Section II and we denote as $H_m^{(v)}$.

The second term of optimization objective represents the loss of late fusion. $H_m^{(v)}$ represents the partition matrix of the $v$-th view and $H$ denotes the consensus clustering partition matrix. $W^{(v)}$ denotes the column alignment matrix of the $v$-th view and this matrix can do the column exchanges to solve the case that the clustering index matrix of different views have the same meaning but different representation. $\beta^{(v)}$ is the weighting coefficient of the $v$-th partition matrix for fusing into $H$. Therefore, the objective function of late fusion is to maximize the alignment of the consensus partition matrix $H$ and fused partition matrix $\sum_{v=1}^{V} \beta^{(v)} H_m^{(v)T} W^{(v)}$.

C. Initialization

Following the initialization of $Z^{(v)}$ and $H^{(v)}$ of the work [27], we also do it layer by layer. First, we decompose the data matrix $X^{(v)}$ of view $v: X^{(v)} \approx Z^{(v)} H^{(v)}$ to get the new representation $H^{(v)}$. Then we decompose $H^{(v)}$: $H^{(v)} \approx Z^{(v)} H^{(v)}$ to get $H^{(v)}$. Continue to decompose the new representation obtained until we get the partition matrix $H^{(v)}$. Finally, we get $H_m^{(v)} (v = 1 \ldots V)$ for all views. By setting $W^{(v)} = I_k$, we get the initialization of $W$ and the condition $W^{(v)} W^{(v)T} = I_k$ is satisfied. We consider the losses contributed by all views to be the same at the beginning, so we set $\alpha^{(v)} = 1/V$ and $\beta^{(v)} = 1/\sqrt{V}$.

D. Optimization

In order to solve Eq. [6], we designed a seven-step alternate optimization algorithm, where three steps are inherited from the optimization of the original depth semi-NMF, two steps can be easily solved by off-the-shelf packages, and the last two steps can be derived as closed-form solutions. The point to note is that for the $v$-th view, we need to optimize $Z^{(v)}$ and $H^{(v)}$ layer by layer, i.e., first $Z^{(v)}$ and then $H^{(v)}$ until $Z_m^{(v)}$ and $H_m^{(v)}$ are optimized.

1) Subproblem of updating $H^{(v)}$:
With $Z^{(v)}$, $H^{(v)}$, $W^{(v)}$, $\alpha$ and $\beta$ fixed, the optimization Eq. [6] can be written as follow,

$$ C = - \text{Tr}(HU), \text{s.t. } HH^T = I_k. $$

Where $U = \sum_{v=1}^{V} \beta^{(v)} H_m^{(v)T} W^{(v)}$. This problem in Eq. [7] could be easily solved by taking the singular value decomposition (SVD) of the given matrix $U$.

2) Subproblem of updating $Z_m^{(v)}$:
With $H$, $H_m^{(v)}$, $W^{(v)}$, $\alpha$ and $\beta$ fixed, the optimization Eq. [6] can be written as follow,

$$ C = \|X^{(v)} - \phi Z_i^{(v)} H_i^{(v)}\|_F^2, $$

where $\phi = Z_i^{(v)} Z_2^{(v)} \ldots Z_{i-1}^{(v)}$, by setting $\partial C / \partial Z_i^{(v)} = 0$, we can easily obtain the solutions as:

$$ Z_i^{(v)} = \phi^T X^{(v)} H_i^{(v)}. $$

3) Subproblem of updating $H_i^{(v)} (i < m)$:
With $H$, $Z_i^{(v)}$, $W^{(v)}$, $\alpha$ and $\beta$ fixed, the optimization Eq. [6] can be written as follows,

$$ C = \|X^{(v)} - \Phi H_i^{(v)}\|_F^2, \text{s.t. } H_i^{(v)} \geq 0. $$

where $\Phi = Z_i^{(v)} Z_2^{(v)} \ldots Z_m^{(v)}$, Following [31], the update rule for $H_i^{(v)} (i < m)$ is

$$ H_i^{(v)} = H_i^{(v)} \Theta \left( \frac{\Phi^T X^{(v)}}{\| \Phi^T X^{(v)} \|} + \frac{\Phi^T \Phi H_i^{(v)}}{\| \Phi^T X^{(v)} \|} - \frac{\Phi^T \Phi H_i^{(v)}}{\| \Phi^T X^{(v)} \|} \right) + \lambda \beta^{(v)} \left( W^{(v)} H^{(v)} \right) $$

Next we prove that Eq. [13] is a solution of Eq. [12]. We introduce the Lagrangian function of Eq. [12] as follow,

$$ L(H_m^{(v)}) = (\alpha^{(v)} \| X^{(v)} - \Phi H_m^{(v)} \|_F^2 - \text{Tr}(\beta^{(v)} HH_m^{(v)T} W^{(v)} + G) - \text{Tr}(\gamma H_m^{(v)})), $$

By setting $\partial L(H_m^{(v)}) / \partial H_m^{(v)} = 0$, From the complementary slackness condition, we can obtain

$$( -2(\alpha^{(v)})^2 \Phi^T X^{(v)} + 2(\alpha^{(v)})^2 \Phi^T \Phi H_m^{(v)} - \lambda \text{Tr}(\beta^{(v)} HH_m^{(v)T} W^{(v)} + G) - \text{Tr}(\gamma H_m^{(v)})) = 0. $$

So we can obtain:

$$( -2(\alpha^{(v)})^2 \Phi^T X^{(v)} + 2(\alpha^{(v)})^2 \Phi^T \Phi H_m^{(v)} - \lambda \beta^{(v)} W^{(v)} H_m^{(v)} = 0. $$

Then we can easily get the update rule Eq. [12] for $H_m^{(v)}$. 

5) Subproblem of updating $W^{(v)}$: 
With $H, Z_i^{(v)}, H_i^{(v)}, \alpha$ and $\beta$ fixed, the optimization Eq. [6] can be written as follows,
$$
C = - \text{Tr}(W^{(v)}TQ), \quad \text{s.t.} \, W^{(v)} W^{(v)} T = I_k.
$$
(14)
Where $Q = \beta^{(v)} H_m^{(v)} H_m^{(v)T}$. This problem in Eq. (14) could be easily solved by taking the singular value decomposition (SVD) of the given matrix $Q$.

6) Subproblem of coefficient updating $\alpha^{(v)}$: 
With $H, Z_i^{(v)}, H_i^{(v)}, W^{(v)}$ and $\beta$ fixed, the optimization Eq. [6] can be written as following,
$$
C = (\alpha^{(v)})^2 R^{(v)}, \quad \text{s.t.} \sum_{v=1}^{V} \alpha^{(v)} = 1, \alpha^{(v)} \geq 0.
$$
(15)
Suppose that $\mathcal{R}^{(v)} = \|X^{(v)} - Z_i^{(v)} Z_i^{(v)} \ldots Z_m^{(v)} H_m^{(v)}\|_F^2$. The Lagrange function of Eq. (15) can be rewritten as:
$$
\mathcal{L}(\alpha^{(v)}) = (\alpha^{(v)})^2 \mathcal{R}^{(v)} - \gamma (\sum_{v=1}^{V} \alpha^{(v)} - 1).
$$
(16)
Where $\gamma$ is the Lagrange multiplier. By taking the derivative of Eq. (16) with respect to $\alpha^{(v)}$ and setting it to zero, we can obtain $\alpha^{(v)} = \gamma / 2 \mathcal{R}^{(v)}$. Then we replace $\alpha^{(v)}$ in Eq. (15) into $\sum_{v=1}^{V} \alpha^{(v)} = 1$ and finally obtain $\alpha^{(v)}$ as follows,
$$
\alpha^{(v)} = \sum_{v=1}^{V} \mathcal{R}^{(v)}/R^{(v)}.
$$
(17)

7) Subproblem of updating coefficient $\beta$: 
With $H, Z_i^{(v)}, H_i^{(v)}, W^{(v)}$ and $\alpha$ fixed, the optimization Eq. [6] can be written as following,
$$
\max \text{Tr}(\sum_{v=1}^{V} \beta^{(v)} H_m^{(v)T} W^{(v)} H) \text{s.t.} \|\beta\|_2 = 1, \beta^{(v)} \geq 0.
$$
(18)
The objection can be written as follow,
$$
\max f^{T} \beta, \quad \text{s.t.} \|\beta\|_2 = 1, \beta \geq 0,
$$
(19)
where $f^T = \{f_1, f_2, \ldots, f_V\}$ with $f_v = \text{Tr}(H_m^{(v)T} W^{(v)} H)$. According to Cauchy-inequality, the update rule of $\beta$ as follow,
$$
\beta = f/ \sqrt{\sum f_i^2}.
$$
(20)
We summarize the proposed algorithm in Algorithm 1. We train the proposed algorithm at least 150 iterations until convergence, then we perform $K$-means on $H$ to obtain the clustering results.

E. Computational Complexity

Our work includes the process of pre-training and fine-tuning, so we will analyze them separately. To make the analysis cleaner, we assume the dimensions in all the layers are the same. So we denote $d$. The dimensions of the original feature for all the views are the same which denoted $d$. $t_{pre}$ denotes the number of iterations to achieve convergence in pre-training process and $t_{fine}$ denotes the number of iterations to achieve convergence in fine-tuning process. So the complexity of pre-training and fine-tuning stages are $O(V m t_{pre}(d l^2 + d l n + d l n + l p^2 + l p n))$ and

Algorithm 1 MVC-DMF-PA

Require: $\{X^{(v)}\}_{v=1}^{V}$; set of given multi-view data matrices; 
$\lambda$: the parameter for balancing reconstruction loss and late fusion loss; $p$: parameters of the corresponding dimensions for different layers; 
1: Initialize $H_i^{(v)}, Z_i^{(v)}, W^{(v)}, \alpha$ and $\beta$ according to section III-C.
2: while not convergence do 
3: update $H$ by solving Eq. (7). 
4: for $v \leq V$ do 
5: for $i \leq m$ do 
6: update $Z_i^{(v)}$ by solving Eq. (9). 
7: update $H_i^{(v)}$ by solving Eq. (11). 
8: end for 
9: update $H_m^{(v)}$ by solving Eq. (13). 
10: end for 
11: for $v \leq V$ do 
12: update $W^{(v)}$ by solving Eq. (14). 
13: end for 
14: for $v \leq V$ do 
15: update $\alpha^{(v)}$ by solving Eq. (15). 
16: end for 
17: update $\beta$ by solving Eq. (18). 
18: end while 
19: return Consensus partition matrix $H$. Performing $K$-means on $H$ to get final clustering result.

$O(V m t_{pre}(d l n + d l l + d l n + n k^2 + k^3 + k n^2))$ respectively, where $l \leq d$ and $k \leq n$ normally. In conclusion, the time complexity of our algorithm is $O(V m t_{pre}(d l^2 + +d l n^2)) + O(V m t_{fine}(d l n + d l l^2 + n l^2 + k n^2))$.

IV. EXPERIMENTS

In this section, we present the benchmark dataset and comparison algorithm used for the experiments first, followed by the evaluation of the experimental results, analysis of parameter sensitivity and convergence of our proposed method.

A. Dataset

We evaluate the performance of the proposed method on six widely-adapted multi-view learning benchmark datasets. There are three image datasets include MSRCV1, YALE, HW and three text datasets BBC, BBCSport, Reuter. The details of these datasets are shown in Table III.

B. Compared method

Several representative models are compared in our experiment, including a baseline with all view be concreted $K$-means CKM, a kernel-based method MVKKM [32], a graph-based method GMC [33], two subspace-based PMSC [14] and CSMVSC [34], two co-training methods Co-train [1] and Co-reg [2], and five matrix decomposition representative models MultiNMF [35], MVCF [36], SeaMVC [37], DMVC [27] and AwDMVC [28].
TABLE II: ACC, NMI and purity comparison of different clustering algorithms on all datasets. The best results are highlighted in bold

| Datasets | CKM | Co-train | Co-reg | MVKKM | MultNMF | DMVC | MVC | ScaMVC | GMC | AwDMVC | CSMVSC | PMSC | OURS |
|----------|-----|----------|--------|-------|---------|------|-----|--------|-----|-------|--------|------|------|
| ACC      |     |          |        |       |         |      |     |        |     |       |        |      | 0.8102 |
| BBC      | 0.4036 | 0.3271 | 0.4061 | 0.492 | 0.4826 | 0.4948 | 0.6575 | 0.5195 | 0.6934 | 0.6504 | 0.4745 | 0.3664 | 0.3509 |
| BBCSport | 0.4797 | 0.3918 | 0.2962 | 0.4045 | 0.5751 | 0.4381 | 0.6324 | 0.4367 | 0.7390 | 0.7076 | 0.4651 | 0.3750 | 0.3975 |
| MSRCV1   | 0.3238 | 0.8114 | 0.8110 | 0.6905 | -      | 0.4048 | 0.8952 | 0.4190 | 0.8952 | -      | 0.3524 | 0.3238 | 0.9143 |
| ORL      | 0.5825 | 0.7250 | 0.8325 | 0.6250 | 0.2575 | 0.7700 | 0.6650 | 0.6175 | 0.6325 | 0.1200 | 0.2275 | 0.1850 | 0.8675 |
| Reuters  | 0.3900 | 0.5268 | 0.4699 | 0.2208 | 0.3633 | 0.3233 | 0.1675 | 0.1625 | 0.1992 | 0.3408 | 0.2575 | 0.1692 | 0.5908 |
| HW       | 0.6409 | 0.8015 | 0.8204 | 0.6190 | 0.7854 | 0.3870 | 0.1005 | 0.7520 | 0.7610 | 0.2875 | 0.8085 | 0.6515 | 0.8699 |
| Average Rank | 8.17 | 6.33 | 5.83 | 8.50 | 7.33 | 7.17 | 6.50 | 8.17 | 4.67 | 8.33 | 7.67 | 10.83 | 1.00 |

NMI

| Dataset Type | Views number | View Dimension | Sample number | Cluster number |
|--------------|--------------|----------------|---------------|----------------|
| BBC          | 0.2206       | 0.1094         | 0.1128        | 0.2096         |
| BBCSport     | 0.2764       | 0.1648         | 0.1518        | 0.1909         |
| MSRCV1       | 0.7564       | 0.7433         | 0.7293        | 0.5672         |
| ORL          | 0.7722       | 0.8661         | 0.9106        | 0.7797         |
| Reuters      | 0.3942       | 0.3129         | 0.2720        | 0.1035         |
| HW           | 0.6223       | 0.7659         | 0.7626        | 0.6564         |
| Average Rank | 6.00         | 6.17           | 6.67          | 8.00           |

Purity

| Dataset Type | Views number | View Dimension | Sample number | Cluster number |
|--------------|--------------|----------------|---------------|----------------|
| BBC          | 0.4063       | 0.3315         | 0.3424        | 0.4635         |
| BBCSport     | 0.4936       | 0.3468         | 0.3631        | 0.3761         |
| MSRCV1       | 0.8524       | 0.8271         | 0.8238        | 0.6905         |
| ORL          | 0.6300       | 0.7608         | 0.8500        | 0.6830         |
| Reuters      | 0.5458       | 0.5378         | 0.4816        | 0.2633         |
| HW           | 0.6830       | 0.8092         | 0.8258        | 0.6550         |
| Average Rank | 6.67         | 6.50           | 6.67          | 8.00           |

C. Experimental setup

For the proposed method and all compared methods, we perform data pre-processing first, i.e., we normalize all datasets. We consider the number of clusters \( k \) as the true number of classes per dataset. For the method we proposed, The weighting coefficient \( \gamma \) is selected from \( \{2^{-12}, 2^{-11}, \ldots, 2^4, 2^5\} \). We assume that the layer size should be correlated with the number of clusters, so we designed two schemes. One layer size \( p_2 = [l_1, k] \) and another layer size \( p_3 = [l_1, l_2, k] \). Where \( l_1 \) in \( p_2 \) is chosen from \( [4k, 5k, 6k] \) and \( l_1, l_2 \) in \( p_3 \) are chosen from \( [8k, 10k, 12k] \) and \( [4k, 5k, 6k] \) respectively. As for these compared methods, we obtain their paper and code from the author’s websites and obey the setting of the hyper-parameters in the paper. The three popular metrics are applied to evaluate the clustering performance. They are accuracy (ACC), normalized mutual information (NMI), and purity (PUR). We repeat each experiment 50 times to avoid the effect of the random initialization and save the best result. All experiments are conducted on a desktop computer with Intel i9-9900K CPU@ 3.60GHzx16 and 64GB RAM, MATLAB 2018a (64bit).

D. Experiment results

The ACC, NMI and Purity of the compared algorithm on the six benchmark datasets are displayed in Table III. The best are presented in bold. Table IV represents the incremental values of the three different metrics over the second-best method on six datasets, which is obtained from Tables II. From these tables, we have the following conclusions:

- As shown in Table IV on BBC data, the improvement is about 11.68%, 15.55% and 3.47% on ACC, NMI, Purity, respectively; on BBCSport data, the improvement is about 19.85%, 11.31% and 17.46% respectively. For NMI on Reuters and HW, although the performance is decreased by 2.28% and 4.59% compared to the second-best method, the difference is smaller. Overall, our proposed method (MVC-DMF-PA) outperforms the comparison baseline on six benchmarks.

- Comparing with the strong baseline DMVC and AwD-MVC which also using the deep semi-NMF framework, we can find that we always achieve the best results. This means that our framework with post-fusion is more effective and robust for these datasets.

- Comparing with PMSC, which performs graph fusion first and then performs spectral clustering before late fusion, our method is more advantageous, further indicating that deep semi-NMF can extract more hidden useful information.

Overall, we have demonstrated the effectiveness of our method by the above experimental results. To summarize, our algorithm has the following advantages: i) The quality of the base partition matrix is improved by obtaining the base partition matrix which containing deep and implicit information through deep semi-NMF framework. ii) A late fusion approach is used to consider the locality of each single view, and the coefficients leading to the optimal clustering results are selected adaptively for each view to improve the...
accuracy of the clustering results.

E. Visualization of the evolution of $H$

To demonstrate the effective of the consensus partition matrix $H$, specifically, we evaluate the ACC of consensus partition $H$ learned at each iteration, as shown in Figure 2. We conduct the t-SNE algorithm on the consensus partition matrix $F$ with different iterations, namely, 1st, 5th, 10th and 20th iteration. As the experimental results on Figure 3 shows, our algorithms quickly converge to a local minimum with less than 20 iterations.

Two examples of the evolution of consensus partition matrix $H$ on BBC and BBCSport are demonstrated in Figure 2. As Figure 2 shows, with the increasing number of iterations, the clustering structures of data become more significant and clearer than the old ones. These results clearly demonstrate the effectiveness of the learned consensus matrix $H$ for clustering.

F. Ablation study

We record $l_1$, $l_2$ of parameter $p_3$ and $\gamma$ when the depth is three. As shown in Table V, We also compare the values of ACC when the depth is one (the parameter are $p_1 = [k]$, $\gamma$) and when the depth is two ($p_2 = [l_2, k]$, $\gamma$). We find that the difference in performance between $p_1$ and $p_2$ is not significant, except for the dataset BBCSport where the performance advantage is doubled. The best performance is always achieved at $p_3$. In general, the results are better when the number of layers is deepened, which can be interpreted as deeper information is mined.

G. Convergence

In Figs. 3 and 2, we plot the change of target values during the iterations and the visualization of the clustering results. We can see that the target converges quickly in the first 10 iterations and it reaches convergence after 60 iterations, which can also be verified by Fig. 2. Hence, it can be seen that our algorithm converges quickly. Moreover, the small fluctuations on the curve in Fig. 3 to can be explained by the iterative nature of our algorithm.
H. Parameter sensitivity analysis

In this section, we investigate the sensitivity of the parameters $p$ to the proposed method and explore how different values of the parameters will affect the performance of MVC-DMF-PA in multi-view clustering. We evaluate the sensitivity of the model to the parameters $l_1$, $l_2$ of $p_3$, $l_1$ and $l_2$ represent the dimension of the first and second layer when the feature matrix is decomposed in three layers. Fig. 4 shows the performance of MVC-DMF-PA for clustering with $l_1$ from $8k$ to $12k$ and $l_2$ from $4k$ to $6k$. From the figure, we can see that when we fix $l_1$, the performance mostly tends to decrease as $l_2$ increases, so most of the optimal values are obtained at $l_2 = 4k$. But the optimal value is uncertain for the value of $l_1$.

V. CONCLUSION

In this paper, we present MVC-DMF-PA, a Multi-View Clustering framework with Deep Matrix Factorization and Partition Alignment, to solve multi-view clustering problem about curse of dimensionality. First we use the depth matrix decomposition to obtain the base partitioning result for each view, and then fuse these partition matrix to approximate the common partition matrix. By alternatively updating the decomposition process as well as the late fusion process and the interaction of two processes, we can obtain a better common division result for clustering. Extensive experimental results on six benchmark show the effectiveness of our proposed method by comparing with 12 SOTA methods.
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