Rotation-constrained optical see-through headset calibration with bare-hand alignment
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ABSTRACT
The inaccessibility of user-perceived reality remains an open issue in pursuing the accurate calibration of optical see-through (OST) head-mounted displays (HMDs). Manual user alignment is usually required to collect a set of virtual-to-real correspondences, so that a default or an offline display calibration can be updated to account for the user’s eye position(s). Current alignment-based calibration procedures usually require point-wise alignments between rendered image point(s) and associated physical landmark(s) of a target calibration tool. As each alignment can only provide one or a few correspondences, repeated alignments are required to ensure calibration quality.

This work presents an accurate and tool-less online OST calibration method to update an offline-calibrated eye-display model. The user’s bare hand is markerlessly tracked by a commercial RGBD camera anchored to the OST headset to generate a user-specific cursor for correspondence collection. The required alignment is object-wise, and can provide thousands of unordered corresponding points in tracked space. The collected correspondences are registered by a proposed rotation-constrained iterative closest point (rcICP) method to optimise the viewpoint-related calibration parameters. We implemented such a method for the Microsoft HoloLens 1. The resiliency of the proposed procedure to noisy data was evaluated by user tests in the arm-reach distance, and 1.37 mm positional error and 1.76° rotational error by camera-based tests. According to the simulation test, the rcICP registration is robust against possible user-induced rotational misalignment. With a single alignment, our method achieves 8.81 arcmin (1.37 mm) positional error and 1.76° rotational error by camera-based tests in the arm-reach distance, and 10.79 arcmin (7.71 pixels) reprojection error by user tests.

Index Terms: H.5.1 [Information interfaces and presentation]; Multimedia Information Systems;—; Artificial, Augmented, and Virtual realities; H.5.2 [Information interfaces and presentation]; User Interfaces—Ergonomics, Evaluation/methodology, Screen design.

1 INTRODUCTION
In visual augmented reality (AR) experience, defining the appropriate spatial location of the computer-generated 3D content with respect to the real scene under observation is the principal factor that provides the user with a sense of perceptual congruity (i.e., locational realism) [11]. Optical see-through (OST) head-mounted displays (HMDs) are at the leading edge of the AR research. In OST devices, the computer-generated virtual image is projected onto a semi-transparent optical combiner (OC) placed in front of the user’s eyes, so that the user’s pupil can intercept both the light rays coming from the physical environment and those emitted from the microdisplay [8,31]. Collimation optics are placed between the microdisplay and the OC so that the virtual 2D image is focused on one or more virtual plane(s) at a comfortable viewing distance [14]. The almost unaltered direct view of the real world allows for a safe and immersive AR experience [30]. However, the inaccessibility of user-perceived retinal images makes OST display calibration particularly challenging [10]. The complexity and unreliability of the calibration procedure required to ensure accurate virtual-to-real alignment is the major obstacle to the widespread adoption of OST HMDs across medical and industrial settings.

OST calibration aims to estimate the rendering camera’s projection parameters that ensure an appropriate alignment between the real target scene perceived in the user’s line-of-sight and its virtual homologous rendered on the HMD virtual screen [11]. The eye-display system is usually modelled as an off-axis pinhole camera, the image plane of which corresponds to the see-through virtual screen and the projection centre of which corresponds to the nodal point of the user’s eye [17]. The model contains both hardware-related and human perspective-related contributions. The human perspective can be directly measured by automatic eye-tracking [17,29] or indirectly estimated from manual user alignment [26,30]. Of the two options, alignment-based methods are more viable across commercial HMDs due to their weak requirement on dedicated hardware to track the user’s eye(s) [25]. Moreover, unlike the automatic methods that track the eyeball centre rather than the actual optical eye centre [11,29], alignment-based methods can yield authentic viewpoint-related parameters and are thus more accurate when the eye rotates to focus at different distances [24].

In alignment-based calibration procedures, users need to visually align on-screen virtual points with real-world targets by observing the world through the OC. The set of associated 2D-3D point correspondences are collected to optimise the unknown parameters required for display update [1,13]. Nevertheless, alignment-based calibration can be highly time-consuming (i.e., multiple alignments are required to yield accurate results [2]), tedious (i.e., calibration should be repeated any time the HMD moves on the user’s head), and sensitive to the alignment quality performed by the user. Following the most popular Single-Point Active Alignment Method (SPAAM) [35], many alignment-based OST calibrations have been developed [3,21,32]. However, most of these rely on sparse point-wise correspondences collection, specially-made calibration tools, or at least multiple repeated alignments.

In this work, we present an accurate and tool-less online OST calibration method developed upon a homography-corrected off-axis eye-display model [6,15] to account for the viewpoint-related contribution. A commercial RGBD camera anchored to the headset is exploited to markerlessly track the user’s bare-hand in real-time. The user’s hand is first sampled at an initial position to generate a user-specific contour cursor at the peripersonal location. The cursor is then displayed by the HMD, over which the user needs to align his/her hand. The two dense point clouds, sampled by the RGBD camera at the cursor-generation moment and the alignment moment, can be registered by a proposed rotation constrained-iterative closest point (rcICP) method to optimise the unknown parameters required for the OST display update. The proposed calibration procedure...
has been implemented with a consumer-level headset, HoloLens 1 (Microsoft Inc.). Our analysis includes both simulated tests and physical experiments based on an eye-replacement camera and actual users. After comparing our method with the state-of-the-art, a final discussion is provided.

The main features of our proposed calibration procedure are highlighted below:

1. The proposed calibration directly exploits the raw dense point cloud sampled by a commercial RGBD camera for OST-HMD calibration. Our proposed rCICP registration can uniquely utilise the implicit correspondence in such collected data.

2. The proposed calibration is user-centric: the method exploits no tool but the user’s bare-hand, the involved alignment is object-wise but not point-wise, the alignment cursor is generated in a user-specific way, and a single alignment can potentially ensure the reliable result.

3. The proposed calibration is robust: the rCICP registration ensures the robustness of our calibration against the rotational real-to-virtual misalignment, which may exist in the data collected by novice users by means of dedicated calibration tools.

2 Notation

The following notation is used throughout the paper: coordinate systems are denoted by uppercase letters, such as the 3D world coordinate frame \( W \). Scalars are denoted by lowercase letters, such as the display focal length \( f \). Matrices are denoted by uppercase bold letters. If the matrix presents a rigid transformation, the subscript and superscript indicate the source and destination reference frames. For example, the transformation from coordinate \( A \) to \( B \) is: \( \mathbf{T}_{AB} = [\mathbf{R}_{AB}, \mathbf{t}_{AB}] \). Vectors are denoted by lowercase bold letters, such as the translation from point \( A \) to \( B \) expressed in screen coordinates: \( \mathbf{t}_{AB} = [x_{AB}, y_{AB}, z_{AB}]^\top \).

3 Related Works

3.1 Two-stage OST calibration models

OST calibration aims to find the projection matrix of the rendering camera \( P \) that can display a 2D pixel \( m \) on the semi-transparent virtual screen so that it aligns with its 3D counterpart \( v^{(w)} \) in the user’s retina:

\[
\zeta m = P V v^{(w)}
\]

where \( V \) is the transformation from world to the rendering camera frustum (i.e., the view matrix), \( \zeta \) is a scaling factor due to the equivalence between points expressed in homogeneous coordinates, \( \zeta \) equals the distance from \( v^{(w)} \) to the rendering camera’s principal plane \([9] \). \( P \) contains 11 intrinsic and extrinsic degrees of freedom (DOF) \([10] \). A highly tedious alignment procedure is required to derive all unknown DOF. For example, SPAAM calibration requires at least six but practically more than 20 alignments for each eye \([16] \).

To reduce the required number of online alignments and thus the user workload, a two-phase calibration is commonly adopted in the literature \([11] \). In the offline phase, the hardware-related projection parameters are determined for an initial generic viewpoint by performing a sort of factory calibration, ideally in a controlled setup. In the online phase, the offline calibration is refined by adjusting a small subset of viewpoint-related parameters to account for the specific user’s eye(s) position. Many models have been proposed for the online update of OST calibration.

3.2 Environment-centric and user-centric alignment

The alignment setup can be classified as environment-centric and user-centric. Under the environment-centric setup, target points are fixed at designed world locations \([24] \). Users have to adjust their line-of-sight or on-screen reticles for alignment, thereby moving a lot between points. In contrast, under the user-centric setup, virtual cursors are displayed on the screen relative to users. Users can move a handheld target in the peripersonal space for alignment while seated \([24, 28] \), thereby reducing the postural sway and physical exertion. Moser et al. suggested that the user-centric alignment setup can yield significantly more accurate and consistent results \([24] \) the environment-centric setup.

Much research effort has been devoted to improving the user-centric alignment. Grubert et al. introduced a Multi-Point Alignment Method (MPAAM): users simultaneously align an object to multiple landmarks, so that the same number of correspondences can be collected with fewer alignments. Azimi et al. proposed a modified 3D-version of MPAAM for commercial HMDs, where the five corners of a tracked cube were to be aligned to their virtual counterparts each time \([3] \). These methods, however, often come at the price of an increased mental workload and reduced alignment quality \([24] \), mostly due to the degraded perception of relative depths when the user interacts with the AR scene \([3] \). To remove the constraints by extra devices and be more flexible in usage, some methods exploit the user’s finger as the calibration target, instead of a specially designed tool. In the works by Jun et al. \([18] \) and Moser et al. \([25] \), the user was asked to align his/her fingertip(s) with the displayed reticle(s). The fingertip was computed from the raw samplings of an HMD-embedded depth camera \([18] \) or directly obtained from a Leap Motion controller \([25] \). As one correspondence was collected per alignment, the two works required at least 8 \([18] \) and 25 alignments \([25] \) separately for reliable calibration. Compared to the stylus alignment, fingertip alignment results in a higher calibration error, since the finger tracking is less precise and robust \([25] \).

3.3 Homography-corrected off-axis eye-display model

![Figure 1: System overview of the OST calibration based on homography corrections.](image)

The viewpoint-display system \( C \), which is regarded as an off-axis pinhole camera, should be calibrated first to define the correspondence between a real point \( v^{(w)} \) and its aligned virtual counterpart \( m^{(w)} \). The projection of the rendering camera \( V \) can then be corrected for consistent display.
exploited to produce the off-axis viewpoint-display system (C) from an ideal on-axis camera-display system (E) \cite{15,27}. The projected pixels on the see-through display \(S\) (i.e., \(m^{(S)}\)) and the camera \(C\)'s frames (i.e., \(m^{(C)}\)) are related by an homography-based warping:
\[
\zeta m^{(S)} = \zeta m^{(E)} = K (I_{c,s} + \frac{t(n_c)}{d_{cs}}) R \phi K^{-1} \frac{c R}{w} \psi^W(m^{(C)})
\]
where \(n_c\) is the normal unit vector of the display in \(E\) reference system (i.e., \((0,0,1)\), \(d_{cs}\) is the distance between \(C\) and \(S\). \(K\) is the on-axis intrinsic and \(\phi K\) is the off-axis intrinsic. \(\zeta H\) is the planar homography between \(C\) and \(E\).

Reorganising the above equation we have:
\[
\zeta m^{(S)} = \zeta K H E \psi^W
\]
where \(H\) is a matrix associated with homography correction. Following the definition of axis direction in Fig. 1.

\[
H = I_{c,s} + \frac{t(n_c)}{d_{cs}}\frac{c R}{w} \psi^W
\]

\(x_{cs}, y_{cs}\) are the \(x, y\) components of \(t^{(S)}\). \(z_{cs}\) and \(z_{cs}\) are the \(z\) components of \(t^{(S)}\) and \(t^{(C)}\). \(H\) encapsulates the shift and scaling due to viewpoint movement, and relates the ideal \(\phi K\) (i.e., a constant matrix decided by hardware properties) to the actual \(K\) dependent on the specific viewpoint.

\(E\) can be expressed as:
\[
E = \frac{c K}{w} R \frac{c t}{w} = \frac{c K}{w} R \frac{c t}{w}
\]
Notably, the rotational contribution of \(E\) (i.e., \(\frac{c K}{w} R\)) is independent on the rotation of \(C\). Furthermore, if \(C\) presents an actual user’s eye rather than a camera, \(\frac{c K}{w} R = I_{c,s}\) and thus \(E\) is equivalent to the extrinsic matrix of \(C\) in the world.

4 MATERIAL AND METHODS

4.1 Automatic hand tracking and cursor generation

4.2 Update of the homography-corrected off-axis model

Our online calibration update contains two steps: optimising the viewpoint shift-related parameters according to the homography-corrected off-axis eye-display model, and updating the offline calibrated projection by the solved parameters. We will first introduce our model for the viewpoint shift-induced display update, and then give the details of two calibration steps.

Starting from a camera-based offline calibration as in \cite{15,27}, the matrix \(H\) and \(E\) can be individually updated by a matrix \(U\) and \(Q\) that both encapsulate the viewpoint shift \([x_{C\alpha}C, y_{C\alpha}C, z_{C\alpha}C]\) from the offline-calibrated viewpoint \(C_0\) to the new viewpoint \(C_1\) (i.e., the user’s eye actual position): we define the update matrix \(U\) for \(H\), so that \(H_1 = H_0 U\). According to Equation 3 \(U\) can be expressed as (in \(4 \times 4\) OpenGL convention):
\[
U = H_1^{-1} H_0 = \begin{bmatrix} 1 - \frac{x_{C\alpha}C}{z_{C\alpha}C} & 0 & 0 & 0 \\ 0 & 1 - \frac{y_{C\alpha}C}{z_{C\alpha}C} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

where \(z_{C\alpha}S\) is the distance from the offline calibration camera to the virtual display (i.e., the display focal plane).

We define the update matrix \(Q\) for \(E\), so that \(E_1 = Q E_0\). According to Equation 5
\[
Q = E_1 E_0^{-1} = \begin{bmatrix} 1 & 0 & 0 & -x_{C\alpha}C \\ 0 & 1 & 0 & -y_{C\alpha}C \\ 0 & 0 & 1 & -z_{C\alpha}C \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

Thus, at a frame \(t\), the virtual pixel \(m_t\) that coherently aligns with its real counterpart from the new perspective is:
\[
\zeta m_t = \text{on}-E K H_1 E_1(t) \psi^W(t) = \text{on}-E K H_1 U Q E_0(t) \psi^W(t)
\]

Let \(\phi_1 = x_{C\alpha}C, \phi_2 = y_{C\alpha}C, \phi_3 = z_{C\alpha}C\) and \(\phi_4 = 1/z_{C\alpha}S\):
\[
U Q = \begin{bmatrix} 1 - \phi_3 \phi_4 & 0 & \phi_4 - \phi_1 \\ 0 & 1 - \phi_3 \phi_4 & \phi_2 - \phi_4 \\ 0 & 0 & 1 - \phi_4 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

where \(\phi_4\) can be calibrated offline. \([\phi_1, \phi_2, \phi_3]^T\) is the unknown vector to be optimised online by user alignment.
4.2.1 Step 1: parameter optimisation by online alignment

A key aspect is how to optimise $E(10, 11, 8)$, at the alignment moment $v$ position within the eye-box and in the eye-relief distance from the $C$ for $\xi$. Should give the exact virtual-to-real correspondence as collected by $\lambda$ generated at $M$. Equation 10, Equation 11 and Equation 8, at the alignment moment $v$ position within the eye-box and in the eye-relief distance from the $C$ for $\xi$. Opting for a 3D-3D scheme. We adopt an object-wise alignment based on the tracked hand contour rather than several point-wise alignments.

Starting from the offline calibration obtained with $C$, the 3D hand contour sampled at a moment $t_\lambda$ is transformed into the world system and dynamically rendered by the visitor as a cursor $e_i(t)$:

$$\zeta e_i(t) = \text{on}^{-E} \text{KHE}(t) \times v(t)$$

Since the display is not calibrated to the user’s real viewpoint, a parallax-related misalignment will exist between the displayed cursor and the user-perceived hand [Fig.3(b)].

At a moment $t_\lambda$, the user is asked to align the hand with the cursor generated at $t_\lambda$ [Fig.3(c)]. The correctly updated eye-display model should give the exact virtual-to-real correspondence as collected by the user:

$$\zeta' e_i(t) = \text{on}^{-E} \text{KHEL}(t) \times v(t)$$

Note that the displayed pixels are uniquely determined by their Cartesian expression $e_i$. The new scaling factor $\zeta'$ (i.e., the distance between $v(t)$ and the principal plane for $C$) can be different from $\zeta$ (i.e., the distance between $v(t)$ and the principal plane for $C$). If the offline calibration is performed at a proper viewpoint position within the eye-box and in the eye-relief distance from the OC, the translation from $v(t)$ to $v(t)$ in depth (i.e., $\zeta' - \zeta$) will be much smaller than the distance from $v(t)$ to $C$ (i.e., $\zeta$). Therefore, we reasonably assume that $\zeta' / \zeta \approx 1$. Combining Equation 10, Equation 11, and Equation 8 at the alignment moment $t_\lambda$:

$$\text{on}^{-E} \text{KHE}(t) v(t) = \text{on}^{-E} \text{KHE}(t) v(t)$$

Considering the transformation between two obtained point clouds by a matrix $M$:

$$v(t) = M v(t)$$

According to Equation 12:

$$M = E_i(t)^{-1} \begin{bmatrix} 1 - \phi_3 \phi_4 & 0 & \phi_1 \phi_4 & -\phi_1 \\ 0 & 1 - \phi_3 \phi_4 & \phi_2 \phi_4 & -\phi_2 \\ 0 & 0 & 1 - \phi_3 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} E_i(t)$$

A single alignment can provide a massive number of corresponding $v(t)$ and $v(t)$ for the unknown optimisation. Optimising the three unknowns $(\phi_1, \phi_2, \phi_3)$ is equivalent to solving the 3 DOF-relative transformation $M$ that is in a special form given by Equation 14.

Since the two collected point sets are unpaired, we adopted the iterative correspondence search used by iterative closest point (ICP) registration. Let $p_i = v(t)$ ($i = 1, 2, \ldots, N$, i.e., the number of points) and $X = E_i(t)$ for convenience. The two point clouds are first initially aligned by their mean positions. $q_i$ is the nearest neighbour point of transformed $p_i$ searched in $v(t)$ during every iteration $k$ based on the k-d tree [4]. The point-to-point registration error obtained by the current estimation $M_k$ is defined as:

$$e_i = \text{N} \sum_{i=1}^{N} ||M_i p_i - q_i||^2 = \text{N} \sum_{i=1}^{N} (M_i p_i - q_i) \cdot (M_i p_i - q_i)$$

We update one part of $e_i$ and approximate the other part with the latest result $M_{k-1}$ to make sure $e_i$ is linear with $[\phi_1, \phi_2, \phi_3]^T$ (otherwise non-linear optimisation is computational expensive for numerous points). $\lambda = (M_i p_i - q_i)$ is a constant vector in the current iteration $k$. Therefore:

$$e_i = \sum_{i=1}^{N} (M_i p_i - q_i) \cdot \sum_{i=1}^{N} [\lambda_i X^{-1} (UQ_{Xp_i} - X_{q_i})]$$

Let $\lambda_i X^{-1} = \lambda_i''$ s and $d_i = X_{q_i}$;

$$e_i = \sum_{i=1}^{N} \lambda_i'' (UQ_{s_i} - d_i) = \sum_{i=1}^{N} [A X - b]$$

where

$$A = -\left[ \lambda_i'' (1 - \phi_3 \phi_4) \quad \lambda_i'' (1 - \phi_3 \phi_4) \quad \phi_2 (\lambda_i'' s_i + \lambda_i'' s_i) + \lambda_i'' \right]$$

$$x = \begin{bmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \end{bmatrix} b = \begin{bmatrix} d_i - s_i \end{bmatrix} \lambda_i''$$

$e_i$ can thus be minimised through a standard least-square problem $A x = b$ by Single Value Decomposition (SVD). The iteration will terminate if $1 - \lambda_i'' / e_i > 0.9999$, or the maximum iteration limit (e.g., 800) has been reached.
We will prove later, through simulation, that such a method can yield
where $UQ$ after solving the unknowns, the $M$ maps up to 1280
maps up to 1280
references to the rotational misalignment between
user misalignment. An automatically segmented hand point cloud
relative rotation exists between collected $v_W(t_3)$ and $v_W(t_3)$ due to
user misalignment. An automatically segmented hand point cloud
was taken as the source $v_W(t_3)$. A matrix $UQ$, was designed with
arbitrary known values of $[\phi_1, \phi_2, \phi_3]^T$. $X$ was taken as the extrinsic
transformation $E(t_3)$ when the hand cloud was captured. After transforming
source points by the designed $X^{-1}UQX$, the points were additionally
rotated around an arbitrary point in the transformed cloud and about a random 3D axis to simulate the imperfect user
alignment that contains certain relative rotation. The final transformed
points were denoted as target points $v_W(t_3)$, $v_W(t_3)$ and $v_W(t_3)$ were registered by the proposed rcICP method.

For comparison, the traditional ICP method was also investigated.
The registration gives a transformation matrix $M_{cr}$. The equivalent
$UQ_{cr} = XM_{cr}X^{-1}$. $\phi_1, \phi_2, \phi_3$ were taken as the translational components of the $UQ_{cr}$ matrix. The optimisation error was computed
as the absolute difference between the optimised $\phi_1, \phi_2, \phi_3$ and their reference gt values.

Fig. 4 shows the result obtained under rotational noise of different magnitudes ranging from 0 to 60° and a random distribution about the $x, y$ and $z$ axes. As expected, compared to ICP, the proposed rcICP method is less sensitive to the rotational misalignment between source and target points. Fig. 5 shows a more detailed investigation of the rcICP-based optimisation. The result indicates that our method can achieve a 4 mm accuracy (i.e., a baseline chosen as the literature-level error of alignment-based eye position estimation 24) with up to 9° rotational disturbance.

6 IMPLEMENTATION

A consumer-level Intel Realsense D415 RGBD camera ($D$) was used for real-time hand detection. It can provide high-resolution depth maps up to $1280 \times 720$ pixels at 30 frames per second. The camera $D$ was rigidly anchored on a commercial mixed reality headset.

HoloLens generation 1, used for the AR rendering. The stereo-pose between the depth camera $D$ and the HoloLens RGB world facing camera $H$ (i.e., $H$) was computed offline using standard stereo-camera calibration by OpenCV [17]. The overall re-projection error obtained by the calibrated stereo-pose was 0.52 pixels.

The suggested offline calibration in [13] was carried out with a manual focus eye-replacement camera (ELP 8MP webcam, Ailipu Technology Co., Ltd.) placed at an arbitrary viewpoint position within the left display eye-box. The camera, hereafter referred to as the viewpoint camera, has a 1.28 arcmin/pixel angular resolution. After focusing the camera $C_0$ on the HMD virtual display, $z_{C_0}$ was measured as the focal length of $C_0$, and $\phi_1 = 1/z_{C_0}$.

The real-time RGBD data stream was processed on a PC (Intel®CoreTM i5-8250U processor with 8 giga-bytes memory and no dedicated graphics processing unit) by an online Python application. The overall hand cloud segmentation refreshes at a rate of around 22 frames per second. The recorded positions of hand contours were transformed into a static world frame $W$ that was initialised when the HoloLens application was launched. The tracked hand contour was transformed from $D$ to $W$ by:

$$v_W(t_3) = \frac{1}{a}T(t_3) \frac{1}{a}T v_W(t_3)$$

The HoloLens is capable of self-tracking in $W$ by a simultaneous localisation and mapping (SLAM)-based indoor mapping algorithm [16]. The device pose $T$ can be acquired from the HoloLens application programming interface (API).

After transformation, the cloud $v_W(t_3)$ was rendered by the visor as a world-locked 3D cursor (Equation 10). An HMD application was developed on the universal windows platform in Unity3D (Unity

Figure 4: The effect of rotational noises on obtained $\phi_1, \phi_2$ and $\phi_3$. Data were taken with 5° incremental.

Figure 5: The accuracy of rcICP-based optimisation with up to 20° rotational noises, compared to a 4 mm baseline. Data were taken with 1° incremental.
While the camera-based evaluation is objective since the perceived warped by a pure-rotational homography within a time less than 10 seconds. An overview of the system is shown in Fig. 6.

As suggested by the simulation test results, the rcICP-based optimisation can tolerate up to $9^\circ$ of hand rotation. A colour feedback was designed to guide the user alignment. The PC application ran an online ICP registration routine between $v^W(t)$ and $v^R(t)$. If the magnitude of relative rotation was more than $9^\circ$, the tracked hand point cloud was rendered in red rather than the default blue (as in Fig. 3(a) and (d)). Even if the user confirmed alignment, the system would not accept the current $v^W(t)$ as $v^R(t)$ for the subsequent rcICP-based optimisation, and a prompt would alert the user that alignment should be carried out once more.

For the stereo calibration, the user should align their hand with the generated cursor perceived via both displays. The rcICP-registration procedure was repeated independently for both eyes using $E_{arCB}(t)$ and $E_{arRC}(t)$ to optimise $(\phi_1, \phi_2, \phi_3)$ and $(\phi_1, \phi_2, \phi_3)_{ark}$. The left and right projection matrices were respectively corrected by the optimised $(\phi_1, \phi_2, \phi_3)_{ark}$ and $(\phi_1, \phi_2, \phi_3)$ according to Equation 22.

### 7 Evaluation and Result

In this section, we present the assessment of the proposed calibration method with both an eye-replacement camera and actual users. While the camera-based evaluation is objective since the perceived OST augmentation can be directly recorded for analysis [19,21], the user-based evaluation reflects a more realistic usage condition. OST augmentation can be directly recorded for analysis [19,21], the virtual display was displayed with the pre-calibrated camera parameters of $C'$. The along-depth misalignment of $err_z$ was calculated as the absolute difference between the $z$ component of $\hat{C}t$ and $\hat{C}st$.

The viewpoint camera was moved in the eye-box to five different positions (i.e., centre, up, down, left and right) to cover the entire display eye-box roughly. For each $C'$ position, the proposed bare-hand alignment was redone, and the paired captures were repeated after moving and calibrating the target box to four arbitrary positions in arm-reach distance (i.e., 0.4-0.6 m away). The 20 pairs of captures obtained were processed to estimate overlay accuracy.

#### 7.1 Assessment with eye-replacement camera

**Test design** The same camera used for the offline calibration was used as the eye-replacement camera $C'$. Unlike the eye-display system (Fig. 4), whose orientation is defined by the virtual display $S$, the orientation of a camera $C'$ is defined by its own image plane and may mismatch the orientation of $S$. Therefore, for display calibration refinement, as the user alignment should achieve proper overlay in $S$, if such alignment is performed by observing the captured video of $C'$, those frames are to be warped to compensate for the orientation mismatch $\beta R$: after calibrating the viewpoints camera’s intrinsic $K_c$ [37], a virtual checkerboard with the known dimension and physical size was displayed at the centre of $S$ and captured by $C'$. $\beta R$ was calibrated by a standard PnP optimisation. After the distortion correction, the captured video frames were warped by a pure-rotational homography $H = K_c^{-1} \beta R K_c'$. The hand alignment was then performed within arm-reach distance (e.g., 0.5 m) by observing the warped real-time viewpoint camera video frames.

As shown in Fig. 7 a target 3D cube $T$ with an Aruco marker on every surface was tracked by $D$ in real-time. The tracked cube pose was transformed into the visor’s world $W$ (Equation 23), according to which a virtual cube counterpart $T_{AR}$ was displayed with the calibrated projection. To avoid any interruption between the see-through scene and rendered virtual content, the viewpoint camera separately captured the real cube $T$ with the display switched-off, and the rendered virtual cube $T_{AR}$ with the real see-through background occluded. The pixel locations of marker corners were separately extracted from both images by automatic Aruco marker detection. The 3D cube orientation was then optimised from all detected corners. The rotational error $err_\phi$ was defined as the relative rotation between the two obtained orientations ($\hat{J}_t^R$, $\hat{C}_{st}R$) converted into a 3D rotation vector. We calculated the in-image misalignment of 3D translational error $err_z$ as the euclidean distance between corresponding corner pixels. It was also converted into millimetres using the pre-calibrated camera parameters of $C'$. The along-depth misalignment of $err_z$ was calculated as the absolute difference between the $z$ component of $\hat{C}t$ and $\hat{C}st$.

### Table 1: Rotational and translational errors (in mm) for the calibration results in x, y and z.

|               | x   | y   | z   | x   | y   | z   |
|---------------|-----|-----|-----|-----|-----|-----|
| mean          | 0.85| 0.88| 2.85| 1.37| 1.11| 0.77|
| std           | 0.52| 0.53| 2.03| 0.95| 0.77| 0.76|

**Results** As shown in Table 1 and Fig. 8 the virtual-to-real alignment was found to be reliable in both translation and rotation after calibration. The planar positional error equals to 8.81±2.69 arcmin or 1.37±0.42 mm. The overall 3D rotational error is 1.76±0.99°. As expected, the highest misalignment exists in depth, because the depth perception that relies on relative size change is not as salient as planar contour features [3]. Due to the same reason, the rotation is most accurate around the z-axis. Table 2 shows a comparison of 3D AR overlay error between our calibration method and some user-centric alignment-based methods. As physical misalignment (in mm) may be biased by the target distance, for a fair comparison,
Table 2: Comparison of 3D target misalignment with other user-centric, alignment-based OST calibration methods.

| Studies          | Collected correspondence | Alignment target                  | Target tracking                          | Accuracy               |
|------------------|--------------------------|-----------------------------------|------------------------------------------|------------------------|
| Ours             | 1 × thousands of unpaired corresponding points | Contour of bare-hand              | Inside-out RGBD tracking                  | x: 0.85±0.52 mm       |
|                  |                          |                                   |                                          | y: 0.88±0.53 mm       |
|                  |                          |                                   |                                          | z: 2.85±2.03 mm       |
|                  |                          |                                   |                                          | 3D rot: 1.76±0.99°     |
| Azimi et al. [3] | 4 × 5 paired corresponding points | 5 corners in a cube               | Inside-out RGB tracking                  | x: 0.94±0.74 mm       |
|                  |                          |                                   |                                          | y: 0.83±0.63 mm       |
|                  |                          |                                   |                                          | z: 3.51±2.67 mm       |
| Guo et al. [12]  | 5 × 1 paired corresponding pose of target in world and rendering space | Contour of a specially-designed box | Outside-in optical tracking            | 6.83 mm in translation |
|                  |                          |                                   |                                          | 5.42° in orientation   |
| Jun et al. [18]  | 8 × 1 paired corresponding point | Fingertip                         | Inside-out depth tracking                | ≈ 1 cm in translation  |

the selected works were all calibrated and evaluated at arm-reach distance. Our method yields a comparable overlay accuracy with the MPAAM-based work by Azimi et al. [3] and considerably better results than the other two.

\[ m_{\text{reproj}}(t) = \text{on}^{-E}KH_nUQ \begin{bmatrix} \mathbf{I}_{3 \times 3} & \mathbf{t}_w \mathbf{T}(w) \mathbf{v}^w(t) \end{bmatrix} \]  

\[ err_{\text{reproj}} = \frac{1}{n} \sum_{i=1}^{n} \| \mathbf{m}_{gt,i} - \mathbf{m}_{\text{reproj},i} \| \]  

Figure 9: The workflow of user test for each user session.

Figure 10: Left: a boxplot of the 2D projection error with the y axis showing \( err_{\text{reproj}} \). Right: visualisation of the reprojected and GT points.

7.2 Assessment with user test

Test design User involvement is essential to define the gt pixel that perfectly aligns with its real counterpart in the retina [22][24]. Three expert users (two males and one female research students, including one of the authors) familiar with the calibration procedure performed 10 calibration trials each. Note that unlike the camera-based evaluation that was performed on one single display side, in the user test the calibration and the evaluation were based on the stereo observation. The two displays were simultaneously calibrated as mentioned before. As shown in Fig. 9 after completing the proposed hand-based alignment, each user was asked to manually correct the position of rendered cube by adjusting \( \phi_1, \phi_2 \) and \( \phi_3 \) so that the virtual cube aligned with the observed real cube by their centre (yellow cross). Then, the target cube was randomly placed at 0.4m, 0.5m and 0.6m. The pixel locations of four evaluation corners (red crosses) were recorded as \( \mathbf{m}_{gt} \) for testing.

The reprojected pixels \( \mathbf{m}_{\text{reproj}} \) was computed with the updated projection calibrated by the proposed method:

\[ n = 360 \; (i.e., \; 3 \; \text{users} \times 10 \; \text{trials} \times 3 \; \text{distances} \times 4 \; \text{corners}) \] pairs of data:

\[ err_{\text{reproj}} = \frac{1}{n} \sum_{i=1}^{n} \| \mathbf{m}_{gt,i} - \mathbf{m}_{\text{reproj},i} \| \]  

Results As shown in Fig. 10 the calibrated display achieves an error of \( 7.71 \pm 2.29 \) pixels which equals to \( 10.79 \pm 3.21 \) arcmin according to the HoloLens display average angular resolution. Table 3 shows a comparison of the 2D reprojection error with some other OST calibration methods regarding median, interquartile range (IQR) and extreme values. Note that the pixel misalignment has been converted into arcmin to avoid the bias by different visors properties (e.g., resolutions and focal distances). Our method achieves a better accuracy than the eye tracking-based calibration by [17] and the fingertip-based calibration by [25], but a worse accuracy than the stylus-aligned calibration.

![Boxplot of 3D translational and rotational error.](image1)
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methods and comparable with some visually tracked tool-based methods, even when a single bare-hand alignment is performed.
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### 9 Conclusion
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