Abstract—Considering both small-scale fading and long-term shadowing, we characterize the downlink rate distribution at a typical user equipment (UE) in a heterogeneous cellular network (HetNet), where shadowing, following any general distribution, impacts cell selection while fading does not. Prior work either ignores the impact of channel randomness on cell selection or lumps all the sources of randomness into a single variable, with cell selection based on the instantaneous signal strength, which is unrealistic. As an application of the results, we study the impact of shadowing on load balancing in terms of the optimal per-tier selection bias needed for rate maximization.

I. INTRODUCTION

Opportunistic capacity-driven deployment of small cells is recognized as a key solution to keep up with the increasing capacity demand from cellular networks [1]. This paradigm shift in deployments has impacted cellular networks in many ways, two of the prominent ones being: i) the existing macrocells are now joined by femtocells, picocells and distributed antennas, thus increasing the disparity in the BS capabilities, such as transmit power and backhaul capacity, and ii) the unplanned deployment of small cells has increased the uncertainty in the BS locations. In the pursuit of accurately capturing these new deployment trends for the analysis of HetNets, random spatial models have emerged as an attractive option [2]. Assuming Poisson Point Process (PPP) model for the BS locations further lends tractability and tools from stochastic geometry have been used to study various aspects of HetNets, see [3] for a survey.

Despite the success of these models, there remain several shortcomings that need to be addressed for realistic performance assessment. One of them is the simplistic set of assumptions for channel and cell selection models. With a key exception of [4], prior work either ignores the impact of shadowing on cell selection and assumes that a UE always connects to one of the closet BSs of each tier [5], [6], or lumps all the channel randomness into a single random variable and assumes that cell selection is based on the maximum instantaneous received power [2], [7]. Due to these simplifications, neither of these models is able to capture the fact that the long-term effects such as distance-based path loss and shadowing impact cell selection, while small-scale fading does not.

Although this letter is in the same spirit as [4], the main focus of [4] is on the downlink signal-to-interference-plus-noise ratio (SINR), whereas we focus on the downlink data rate that additionally depends upon the load on each BS class. For instance, to maximize downlink rate, it may be preferable to connect to small cells even when they offer poor SINR in some cases, because owing to their smaller load they can more than compensate by offering a large percentage of time-frequency resources to each UE. Leveraging the same general idea of propagation (process) invariance, as discussed in [4], [8], we show that in addition to the SINR distribution, the service area approximations resulting from multiplicatively weighted Poisson Voronoi tessellation, and hence the load on each BS class [9], can be easily extended to the general cell selection model introduced in this letter. Our analysis concretely demonstrates that the effect of shadowing on downlink rate and related metrics, such as rate optimal cell-selection bias, can be equivalently captured by appropriately scaling the transmit powers of each BS class and then simply selecting one of the BSs that are closest in each tier for service.

II. SYSTEM MODEL

Consider a $K$-tier HetNet with $K$ classes of BSs, differing in terms of the transmit power $P_k$, deployment density $\lambda_k$, and cell-selection bias $B_k$. For notational simplicity, define $\mathcal{K} = \{1, 2, \ldots, K\}$. The locations of the $k^{th}$ tier BSs are modeled by an independent PPP $\Phi_k$ of density $\lambda_k$. Define $\Phi = \bigcup_{k \in \mathcal{K}} \Phi_k$. For resource allocation, consider orthogonal partitioning of resources, e.g., time-frequency resource blocks in orthogonal frequency division multiple access (OFDMA), where each resource block is allocated to one UE, and hence there is no intra-cell interference. Modeling UE locations by an independent PPP $\Phi_u$ of density $\lambda_u$, the downlink analysis is performed at a typical UE assumed to be located at the origin [10]. The received power at a typical UE from a $k^{th}$ tier BS located at $x_k \in \Phi_k$ in a given resource block is

$$P(x_k) = P_h h_{k,x_k} X_{k,x_k} \|x_k\|^{-\alpha},$$

where $h_{k,x_k} \sim \exp(1)$ models Rayleigh fading, $X_{k,x_k}$ models shadowing, and $\|x_k\|^{-\alpha}$ represents standard power-law path loss with exponent $\alpha$. Note that since $h_{k,x_k}$ and $X_{k,x_k}$ are both independent of the location of the BS, we will drop $x_k$ from the subscript and denote the two random variables by $h_k$ and $X_k$, whenever the location of the BS is clear form the context. In the same spirit as [4], [7], our analysis is capable of handling any general distribution for $X_k$ as long as $\mathbb{E} \left[ X_k^2 \right] < \infty$. The origins of this restriction will be discussed later in this section. The most common assumption for large scale shadowing distribution is lognormal, where $X_k \sim 10 \log_{10} X_k \sim \mathcal{N}(\mu_k, \sigma_k^2)$, where $\mu_k$ and $\sigma_k$ are respectively the mean and standard deviation in dB of the
shadowing channel power. Using the moment generating function (MGF) of Gaussian distribution, the fractional moment is \( \mathbb{E} \left[ X_k^{2} \right] = \exp \left( \frac{\ln 10 \, m_2}{2} + \frac{1}{2} \left( \frac{\ln 10 \, \sigma_2}{2} \right)^2 \right) \), which is clearly finite if both the mean and standard deviation of the normal random variable \( X_k \) are finite.

Since fading gain \( h_x \) changes over much smaller timescale, and in a frequency selective channel (such as one using OFDM) can be averaged or mitigated in the frequency domain, we assume that it does not impact cell selection. Each UE connects to the BS that provides the highest long-term biased received power, as explained below. Denote the location of the candidate \( k^{th} \) tier serving BS by \( x_k^* \), where \( x_k^* = \arg \max_{x \in \Phi_k} P_k \lambda_x \| x \|^{-\alpha} \). From these \( K \) candidate serving BSs, a typical UE connects to \( x^* = \arg \max_{x \in \{ x_k^* \}} B_k P_k \lambda_x \| x \|^{-\alpha} \), where \( B_k > 0 \) is the selection bias introduced to expand the range of small cells to balance shadowing channel power. Using the moment generating function (MGF) expressed as

\[
\mathbb{E} \left[ \Phi_k \right] = \exp \left( \frac{m_2}{2} + \frac{1}{2} \left( \frac{\sigma_2}{2} \right)^2 \right),
\]

where  \( m_2 \) and \( \sigma_2 \) are the mean and standard deviation of the normal random variable \( X_k \) is also a homogeneous PPP with density \( \lambda(k) \).

An immediate consequence of this Lemma is the characterization of received power in terms of the equivalent point process \( \Phi_k^{(c)} \). The location of the serving BS in the equivalent PPP \( \Phi_k^{(c)} = \cup_{k \in \kappa} \Phi_k^{(e)} \) can be similarly expressed as \( y^* = \arg \max_{y \in \{ y_k \}} P_k |y|^{-\alpha} \). For notational simplicity define \( s \in \mathbb{R}^K \), such that \( s(k) \in (0, 1) \). \( \sum_{k \in \kappa} s(k) = 1 \), and \( s(k) = 1 \) \( x^* = x_k^* = \arg \max_{y \in \Phi_k} |y|^{-\alpha} \), which implies that the \( k^{th} \) element of \( s \) takes value 1 if the serving BS belongs to \( k^{th} \) tier. We ignore thermal noise, i.e., network is interference-limited, and assume a full-buffer model for the interfering BSs \( \Phi_k \), i.e., all the interferers are always active. The signal-to-interference ratio (SIR) at the typical UE when \( s(k) = 1 \) is

\[
\text{SIR}(x^*) = \frac{P_k h_{k,x} \| x^* \|^{-\alpha}}{\sum_{j \in \kappa} \sum_{z \in \Phi_j} \| x^* - z \|^{-\alpha}} = \frac{d \sum_{j \in \kappa} \sum_{z \in \Phi_j} \| y^* - z \|^{-\alpha}}{d \sum_{j \in \kappa} \sum_{z \in \Phi_j} \| y^* - z \|^{-\alpha}} = \text{SIR}(y^*),
\]

where \( d \) denotes equivalence in distribution, which follows from Lemma 1. Due to this equivalence, the results based solely on SIR or SINR distributions, such as coverage probability, derived under the assumption that a typical UE always connects to one of the BSs that are closest in each tier, e.g., [3], can be easily extended to the general selection model by considering equivalent BS densities \( \lambda_k^{(c)} \). This has also been independently shown for coverage probability in [4]. In the next section, we establish a similar equivalence for downlink rate distribution, that additionally depends upon the BS load.

### III. DOWNLINK RATE DISTRIBUTION

In this section, we generalize the main premise of [9], and characterize the downlink rate coverage under generalized cell-selection model introduced in the previous section.

#### Definition 1 (Rate coverage). Rate coverage \( R_c \) is the probability that the downlink rate \( R \) achievable at a typical UE is higher than a predefined lowest rate \( T \) required by a given application, i.e., \( R_c = \mathbb{P}(R > T) \). Being the complementary cumulative distribution function (CCDF), \( R_c \) completely characterizes the rate distribution.

We term the serving BS \( x^* \in \Phi \) of a typical UE as a “tagged” BS. Denote the number of UEs served by the tagged BS by \( \Psi_k \), where subscript \( k \) is for the tier to which this BS belongs. Clearly, \( \Psi_k \) is a random variable with the following two sources of randomness: i) the area of the region that the tagged BS serves, in short service area, and ii) conditioned on the area of the service region, the number of UEs served by the tagged BS is a Poisson random variable. For tractability, we assume that each BS allocates equal time-frequency resources to its UEs, i.e., each UE gets rate proportional to the spectral efficiency of its downlink channel from the serving BS. For total effective bandwidth \( W \) Hz, the downlink rate in bits/sec of a typical UE when it connects to a \( k^{th} \) tier BS is

\[
R_k = \frac{W}{\Psi_k} \log_2 (1 + \text{SIR}(x_k^*)).
\]

Note that SIR\((x_k^*)\) and \( \Psi_k \) are in general correlated, e.g., when \( \| x_k^* \| \) is large, the serving BS is far from the typical UE. This information skews the distribution of the service area of the tagged BS, and hence of \( \Psi_k \), towards larger
values. However, characterizing the joint distribution of $\Psi_k$ and $\mathrm{SIR}(x_k^\ast)$ is out of the scope of this paper. For tractability, we assume the two random variables to be independent, which does not compromise the accuracy of our analysis [9]. Under this assumption, the rate coverage $R_c$ is

$$R_c = \mathbb{P}[R > T] = (a) \sum_{k \in K} \mathbb{P}[R > T | s(k) = 1] \mathbb{P}[s(k) = 1] \quad (4)$$

where $(a)$ follows from the total probability theorem, and $(b)$ follows by defining $\beta_n = 2^{n+1} - 1$ for notational simplicity. We now compute the three probability terms starting with the selection probability, which we denote by $P_k$.

**Lemma 2 (Selection probability).** The probability that a typical UE connects to a $k^{th}$ tier BS is given by

$$P_k = \mathbb{P}(s(k) = 1) = \sum_{j \in K} \lambda_j \mathbb{E} \left[ \frac{X_j^2}{B_j^2} \right] B_j^2 P_j^2,$$  

where $\{ x_k^\ast \}$ in (a) is the set of candidate serving BSs in $\Phi$, $\{ y_k^\ast \}$ in (b) is the set of candidate serving BSs in $\Phi^{(c)}$, and (b) additionally follows from Lemma 1. Recall that the candidate serving BS $y_k^\ast$ is the closest point of the PPP $\Phi^{(c)}$ to the origin, which reduces to the same setup as [5]. The rest of the proof follows from the Lemma 1 of [5] using the fact that the density of $\Phi^{(c)}$ is $\lambda^{(c)} = \lambda_k \mathbb{E} \left[ X_k^2 \right]$. 

We now derive the conditional SIR distribution, i.e., SIR distribution conditioned on $s(k) = 1$. The proof follows directly from Theorem 1 of [5] after invoking displacement theorem as was done for Lemma 2 and is hence skipped.

**Lemma 3 (Conditional SIR distribution).** The conditional SIR distribution is

$$P(\mathrm{SIR}(x_k^\ast) > \beta) = \frac{\sum_{j \in K} \lambda_j \mathbb{E} \left[ X_j^2 \right] B_j^2 P_j^2}{\sum_{j \in K} \lambda_j \mathbb{E} \left[ X_j^2 \right] B_j^2 P_j^2 + B_k^2 P_k^2 \mathbb{F}(\beta, \alpha, \beta/\beta_k)} \quad (10)$$

where

$$\mathbb{F}(\beta, \alpha, z) = \left( \frac{2z^{1/2}}{\alpha^2 - 2z} \right)^2 F_1 \left[ \frac{1}{2}, 1 - \frac{1}{2}, 2 - \frac{1}{\alpha^2 - 2z} \right],$$

and $F_1[a, b, c, z] = \frac{\Gamma(c)}{\Gamma(b)} \int_0^1 t^{b-1} (1-t)^{c-b-1} (1-tz)^{a-1} dt$ denotes the Gauss hypergeometric function.

For the distribution of load $\Psi_k$, we use the approximation proposed in Lemma 3 of [9]. The main idea is to approximate the service area of a typical $k^{th}$ tier BS by the area of a typical Poisson Voronoi with the same mean $P_k / \lambda_k$. Now since a typical BS has a higher chance of selecting a BS with bigger service area, the area of the tagged BS is biased towards being larger than a typical BS of the same tier. This is similar to the waiting bus paradox associated with Point processes in $\mathbb{R}$. Accounting for this bias, the load distribution is given below. The proof is the same as Lemma 3 of [9] with the understanding that the effect of shadowing on cell selection is captured by $P_k$.

**Lemma 4 (Load on tagged BS).** The distribution of the load served by $x_k^\ast$ is $\mathbb{P}(\Psi_k = n + 1) = \frac{3.5^3 \Gamma(n + 1)}{n!} \left( \frac{\lambda_k P_k}{\lambda_k} \right)^n \left( 3.5 + \lambda_k P_k \right)^{-(n+1)}$. 

The mean load is $\mathbb{E}[\Psi_k] = 1 + 1.28 \lambda_k P_k$.

Substituting Lemmas 2, 3, and 4 in (7), we get a fairly simple expression for rate coverage.

**Theorem 1 (Rate coverage).** The rate coverage is $R_c = \sum_{k=1}^K \lambda_k \mathbb{E} \left[ X_k^2 \right] B_k^2 P_k^2 \mathbb{F}(\beta, \alpha, \beta/\beta_k)$

where $\mathbb{F}(\beta, \alpha, z)$ is out of the scope of this paper. For tractability, the distribution of load $\Psi_k$ leads to the same expression for rate coverage as given by Theorem 1 for the generalized cell selection model. Due to this equivalence, the key results derived under no shadowing, e.g., in [9], can be easily extended to the generalized cell selection model by appropriately scaling the transmit powers.

**IV. Numerical Results**

For numerical results, we consider a two tier HetNet, e.g., coexisting macro and pico cells, and assume that the shadowing distribution for each tier is log-normal with mean $\mu_k$ dB and standard deviation $\sigma_k$ dB. Throughout this section, we assume $\alpha = 4$, $P_0 = P_1 = 23$ dB, $W = 10$ MHz, and $\mu = [0 0]$ dB. We first validate the load distribution given by Lemma 4 in Fig. 1. In addition to the actual load under the generalized cell selection model, we also plot the load offered to the tagged BS under an equivalent model suggested in Remark 2. We first note that the analytic approximation given by Lemma 4 is fairly accurate, which along with the fact that the other components of rate expression, i.e., conditional
SIR distribution and selection probability, are exact, leads to a very tight approximation for rate distribution, as validated in Fig. 2. Comparing the rate distributions for two sub-figures of Fig. 1 we note that there is a natural balancing of load across tiers when \( \mathbb{E} \left[ \chi_2^2 \right] > \mathbb{E} \left[ \chi_1^2 \right] \) compared to the baseline case of no shadowing, which by Remark 2 is equivalent to the case when \( \mathbb{E} \left[ \chi_2^2 \right] = \mathbb{E} \left[ \chi_1^2 \right] \), as in the first sub-figure. This load balancing can be understood in terms of the equivalent model proposed in Remark 2 i.e., in this case shadowing increases the effective transmit power of small cells relative to the baseline and hence expands their coverage areas. In Fig. 2 we plot the rate coverage and the fifth percentile rate, i.e., the rate value such that 95% of the UEs achieve higher rate than this value. Both these results are consistent with the load balancing observations made in Fig. 1 e.g., the optimal selection bias that maximizes fifth percentile rate is smaller when \( \mathbb{E} \left[ \chi_2^2 \right] > \mathbb{E} \left[ \chi_1^2 \right] \). Due to a smaller artificial bias, this case also achieves the highest rate. In Fig. 2 we also validate the rate expression by comparing it with the simulations and a special case in which the load on a tagged BS is assumed to be deterministic and equal to its mean \( \mathbb{E} \left[ \Psi_k \right] \), given by Lemma 2.

V. CONCLUSIONS

We have derived the downlink rate distribution under a generalized cell-selection model, which explicitly differentiates between long-term channel effects such as shadowing and path-loss, and small-scale effects such as fading. We proposed an equivalent interpretation of this general cell selection model and showed that the effect of shadowing can be equivalently studied by appropriately scaling transmit powers. Using this equivalent interpretation, we studied the effect of shadowing on load balancing, and showed that in certain regimes shadowing naturally balances load across various tiers and hence reduces the need for artificial cell selection bias.
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