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Abstract. In analogy to the definition of the lambda-determinant, we define a one-parameter deformation of the Dodgson condensation formula for Pfaffians. We prove that the resulting rational function is a polynomial with weights given by the crossings and nestings of perfect matchings and prove several identities and closed-form evaluations.

1. A recurrence relation for the generalized Pfaffians

The $\lambda$-determinant \cite{PfaffianLambda} is defined by a generalization of the Dodgson condensation formula (or the Desnanot-Jacobi formula) \cite{Desnanot, Jacobi, DodgsonOriginal, Dodgson}

$$\det A \det A_{1,n}^n = \det A_1^n \det A_n^n - \det A_1^n \det A_n^1$$

for a square matrix $A$ of size $n$, where $A_{i_1,...,i_r}^j$ stands for the square matrix of size $n - r$ obtained from $A$ by deleting the rows $i_1, \ldots, i_r$ and the columns $j_1, \ldots, j_r$. In \cite{ZeilbergerLambda}, Zeilberger gave an amusing algorithmic proof for the identity, and recently two more combinatorial proofs appeared in \cite{CombinatorialProofs1, CombinatorialProofs2}. In the paper \cite{RobbinsRumsey}, Robbins and Rumsey used the $\lambda$-Dodgson condensation

$$\det A \det A_{1,n}^n = \det A_1^n \det A_n^n - \lambda \det A_1^n \det A_n^1$$

to define the $\lambda$-determinant and established a weighted summation formula indexed by alternating sign matrices (ASMs) of size $n$, which had a great impact on combinatorics, representation theory and theoretical physics (see, for example, \cite{ASMs}) in the last three decades. Our motivation was to find a similar generalization of the Pfaffian Dodgson condensation \cite{PfaffianLambda, DodgsonPfaffian, DodgsonPfaffian2}

$$\text{Pf}(A) \text{Pf}(A^{(1,2n-1,2n)}) = \text{Pf}(A^{(1,2)}) \text{Pf}(A^{(2n-1,2n)})$$

$$- \text{Pf}(A^{(1,2n-1)}) \text{Pf}(A^{(2,2n)}) + \text{Pf}(A^{(1,2n)}) \text{Pf}(A^{(2,2n-1)}),$$

for a skew-symmetric matrix $A$ of size $2n$, where we write $A^{(i_1,...,i_r)}$ for $A_{i_1,...,i_r}^{i_1,...,i_r}$.

We define the following one-parameter generalization:

**Definition 1.** The $\lambda$-Pfaffian $\text{Pf}_\lambda A$ of a $2n \times 2n$ skew-symmetric matrix $A$ is defined by the initial values

$$\text{Pf}_\lambda(()) = 1,$$

$$\text{Pf}_\lambda\left(\begin{pmatrix} 0 & a \\ -a & 0 \end{pmatrix}\right) = a,$$
and the recurrence
\[
P_{\lambda}(A^{(1,2,2n-1,2n)}) P_{\lambda}(A) = P_{\lambda}(A^{(1,2)}) P_{\lambda}(A^{(2n-1,2n)})
- \lambda P_{\lambda}(A^{(1,2n-1)}) P_{\lambda}(A^{(2,2n)}) + \lambda P_{\lambda}(A^{(1,2n)}) P_{\lambda}(A^{(2,2n-1)}). \tag{2}
\]
for a skew-symmetric matrix $A$ of size $2n$, where we write $A^{(i_1,\ldots,i_r)}$ for $A_{i_1\ldots i_r}$.

In the special case $\lambda = 1$, we recover the ordinary definition of a Pfaffian so that we simply write $Pf(A)$ for $Pf_1(A)$. Since a skew-symmetric matrix is completely determined by its upper triangle part, we can safely denote its $(\lambda)$-Pfaffian by $Pf_\lambda(A_{i,j})_{1 \leq i < j \leq 2n}$.

We need the following definitions of crossings and nestings of perfect matchings to state Theorem 1:

Let $\mathcal{M}(S)$ be the set of perfect matchings of a given finite set $S \subset \mathbb{N}$. Any perfect matching can be written in the form $m = ((m_1,m_2),\ldots,(m_{2n-1},m_{2n}))$, where $\{m_1,m_2,\ldots,m_{2n}\} = S$, each pair is sorted in increasing order and the first elements of each pair are also sorted in increasing order, and let $\mathcal{M}([2n]) = \mathcal{M}(\{1,2,\ldots,2n\})$. For a perfect matching $m$, the number $\text{cross}(m)$ of crossings is the number of pairs of pairs $(a,b)$ and $(c,d)$ in $m$ with $a < c < b < d$.

Similarly, the number $\text{nest}(m)$ of nestings is the number of pairs of pairs $(a,b)$ and $(c,d)$ with $a < c < d < b$ (see [10]).

Now, we can give the explicit description of the coefficients of $Pf_\lambda(A)$:

**Theorem 1.** The $\lambda$-Pfaffian of $A$ defined by the recurrence relation (2) equals

\[
P_{\lambda}(A) = \sum_{m \in \mathcal{M}(2n)} (-1)^{\text{cross}(m)} \lambda^{\text{cross}(m)+\text{nest}(m)} \prod_{i=1}^{n} A_{m_{2i-1}m_{2i}}.
\]

Since every term in the expansion of the weighted sum is indexed by matchings, we will give an explicit bijection between the pairs of matchings corresponding to terms in the equation (2). In this sense, our proof gives another combinatorial proof of the Dodgson condensation formula by putting $\lambda = 1$ and appealing to the fundamental relation between Pfaffians and determinants (see [6, 7, 12]), which is also the $\lambda = 1$ case of Proposition 4 but our case is much more general.

The rest of this paper is organized as follows. In Section 2 we give a purely combinatorial proof of Theorem 1 which uses an involution. In Section 3 we state and proof several properties of $\lambda$-Pfaffians, which generalize several classical identities for Pfaffians.

## 2. PROOF OF THE MAIN THEOREM

In this section we give a combinatorial proof of Theorem 1. The following lemma will be needed to check that this bijection indeed conserves the weight.

**Lemma 2.** Let $m = ((m_1,m_2),\ldots,(m_{2n-1},m_{2n}))$ be a perfect matching of $\{1,2,\ldots,2n\}$ with $m_{2i-1} < m_{2i}$. Then we have

\[
\text{cross}(m) + \text{nest}(m) = \frac{1}{2} \sum_{i=1}^{n} (m_{2i} - m_{2i-1} - 1).
\]
Proof. The sum on the right-hand side counts for each pair in the matching the number of integers that are between the two members of the pair.

But each such interior point of a given pair \( p \) has to be either a member of a pair that crosses \( p \) or that stays inside \( p \) and is therefore involved in exactly one set of crossing pairs or nesting pairs.

Conversely, each set of crossing pairs \((a, b)\) and \((c, d)\) with \(a < c < b < d\) is counted twice in the sum, once for the point \( c \) inside the pair \((a, b)\) and once for the point \( b \) inside the pair \((c, d)\).

And each set of nesting pairs \((a, b)\) and \((c, d)\) with \(a < c < d < b\) is also counted twice in the sum, for the points \( c \) and \( d \) inside the pair \((a, b)\).

Therefore, dividing by two gives exactly the weight \( \text{cross}(m) + \text{nest}(m) \). \( \square \)

Now, we are in the position to prove the theorem, which is equivalent to

\[
\text{Pf}_\lambda(A^{(1,2,2n−1,2n)}) \text{Pf}_\lambda(A) − \text{Pf}_\lambda(A^{(1,2)}) \text{Pf}_\lambda(A^{(2n−1,2n)}) + \lambda \text{Pf}_\lambda(A^{(1,2n−1)}) \text{Pf}_\lambda(A^{(2,2n)}) − \lambda \text{Pf}_\lambda(A^{(1,2n)}) \text{Pf}_\lambda(A^{(2,2n−1)}) = 0. \quad (3)
\]

Each term in a product of two generalized Pfaffians is indexed by a pair of matchings. More precisely, the terms in Equation (3) are indexed by the set

\[
M = \mathcal{M}([2n] \setminus \{1, 2, 2n − 1, 2n\}) \times \mathcal{M}([2n])
\]

\[
\cup \mathcal{M}(([2n] \setminus \{1, 2\}) \times \mathcal{M}([2n] \setminus \{2n − 1, 2n\})
\]

\[
\cup \mathcal{M}(([2n] \setminus \{1, 2n − 1\}) \times \mathcal{M}([2n] \setminus \{2, 2n\})
\]

\[
\cup \mathcal{M}(([2n] \setminus \{1, 2n\}) \times \mathcal{M}([2n] \setminus \{2, 2n − 1\}). \quad (4)
\]

We define an involution \( \Phi \) on the set \( M \) and show that it pairs off terms that add to zero.

For a pair of matchings \((\pi, m) \in M\), we define \( \Phi(\pi, m) \) with the steps below. Our running example will be \( n = 7, \pi = ((3, 7), (4, 10), (5, 8), (6, 9), (11, 12)) \in \mathcal{M}([14] \setminus \{1, 2, 13, 14\}) \) and \( m = ((1, 5), (2, 12), (3, 7), (4, 14), (6, 11), (8, 9), (10, 13)) \in \mathcal{M}([14]). \)

**Step 1: Superpose the two matchings and add two additional pairs**

We represent the points 1, 2, \ldots, 2n on the horizontal line, the pairs in \( \pi \) as semicircles above the line and the pairs in \( m \) as semicircles below the line (see the first image in Figure [1]).

The superposition contains cycles and two paths starting and ending at 1, 2, 2n − 1, 2n.

Note that the lengths of the two paths always have the same parity because the lengths of the cycles are necessarily even.

For a path running from \( a \) and \( b \), we would like to add the edge \((a, b)\). If the length of each path is odd, we can simply add the edges \((a, b)\) to the matching that does not yet contain \( a \) and \( b \). This gives us two perfect matchings of the set \([2n]\) (see the two dashed lines in the second image in Figure [1]).

In our example, the two paths in the superpositions are 1, 5, 8, 9, 6, 11, 12, 2 and 13, 10, 4, 14, so the additional edges \((1, 2)\) and \((13, 14)\) are added to \( \pi \) and we get the two matchings

\[
\pi' = ((1, 2), (3, 7), (4, 10), (5, 8), (6, 9), (11, 12), (13, 14))
\]
Figure 1. The bijection on a pair of matchings

and

\[ m = ((1, 5), (2, 12), (3, 7), (4, 14), (6, 11), (8, 9), (10, 13)). \]

However, if the length of each path is even, then we add an additional dummy vertex \( b' \) for each edge \((a, b)\) and we add the edges \((a, b')\) to the matchings that does not yet contain \( a \) and we add the edges \((b', b)\) to the matching that does not yet contain \( b \). (See Figure 4 for an example.)

Step 2: Flip the cycle containing 1

With the additional edges, we have two perfect matchings and the superposition is a set of cycles. Now, we choose the cycle that contains 1.

In our example, this is the cycle \((1, 5, 8, 9, 6, 11, 12, 2)\) (see the red cycle in the third image in Figure 1).

In this cycle only, we change the roles of the two matchings. This corresponds to a reflection with respect to the horizontal axis in the graphical representation (see the fourth image in Figure 1).

Note that the two additional edges are in different cycles by construction, so the additional edge containing 1 is moved from the matching \( \pi' \) to the matching \( m \), but not the other.

Step 3: Remove the additional edges and switch the two perfect matchings

Now, we can remove the additional edges again, switch the two matchings and find two new matchings \( \tilde{\pi} \) and \( \tilde{m} \).

If a new vertex was added in Step 1, this vertex is now removed along with the additional edges.

In our example, this gives

\[ \tilde{\pi} = ((3, 7), (4, 14), (5, 8), (6, 9), (10, 13), (11, 12)) \]
and
\[ \tilde{m} = ((1, 5), (2, 12), (3, 7), (4, 10), (6, 11), (8, 9)). \]

**Claim 1:** \( \Phi \) is an involution. Since the cycle containing 1 remains the cycle containing 1, this just means that we repeat the same reflection twice if we apply \( \Phi \) twice.

**Claim 2:** Switching the two perfect matchings preserves the weight Each term in the product of two generalized Pfaffians is of the form \( w(\pi)w(m) \), so interchanging the two matchings does not change the product.

**Claim 3:** Reflecting a cycle preserves the weight

The number of crossings corresponds exactly to the intersections of arcs in the graphical representation. It is easy to see that two circles intersect an even number of times because a circle has to enter and leave the interior of the other circle the same number of times.

Since reflecting does not change the number of crossings of a cycle with itself, we already see that the parity of the number of crossings is conserved, so \((-1)^{\text{cross}(\pi) + \text{cross}(m)}\) does not change.

We have already seen in Lemma 2 that the sum \( \text{cross}(m) + \text{nest}(m) \) only depends on the number of interior points of an arc. Since the reflection does not change the total set of arcs, the weight \( \text{cross}(\pi) + \text{nest}(\pi) + \text{cross}(m) + \text{nest}(m) \) remains unchanged.

Note that in some cases, adding the two edges will create edges that share a point as half a nesting (see Figure 6 for an example). But the arguments in Lemma 2 remain true if we count nested arcs that share a point as half a nesting.

**Lemma 3.** Adding and removing the two edges will change the weight in the way that will make the two terms cancel.

**Proof.** For this final part, we have to check the six possible cases for the partial matchings and additional edges that the terms in Equation (3) cancel.

In all pictures, the dashed lines are the additional edges and the dotted (red) lines are the lines of the cycle containing 1.

**Case 1:** Additional edges \((1, 2)\) and \((2n-1, 2n)\). Between \( \mathcal{M}([2n] \setminus \{1, 2, 2n-1, 2n\}) \times \mathcal{M}([2n]) \) and \( \mathcal{M}([2n] \setminus \{1, 2\}) \times \mathcal{M}([2n] \setminus \{2n-1, 2n\}) \)

This is the case of Figure 1. The additional edges cannot be involved in any crossing or nesting, so adding or removing them does not change the weight at all.

The two corresponding terms in Equation (3) have coefficients +1 and −1, so they cancel.

**Case 2:** Additional edges \((1, 2n)\) and \((2, 2n-1)\). Between \( \mathcal{M}([2n] \setminus \{1, 2, 2n-1, 2n\}) \times \mathcal{M}([2n]) \) and \( \mathcal{M}([2n] \setminus \{1, 2n\}) \times \mathcal{M}([2n] \setminus \{2, 2n-1\}) \)

This is the case of Figure 2.

Adding the edges will generate no crossings and \((n-1) + (n-2)\) nestings (this is a consequence of the arguments in the proof of Lemma 2).

Removing them will remove no crossings and \((n-1) + (n-1)\) nestings if \((1, 2n)\) is a pair in matching \(\pi\) and it will remove 2 crossings and \((n-1) + (n-3)\) nestings if it is not.

So, in total the weight change is \(\lambda^{(2n-3)+(2n-2)} = \lambda^{-1}\).

The two corresponding terms in Equation (3) have coefficients +1 and −\(\lambda\), so they cancel.

**Case 3:** Additional edges \((1, 2n-1)\) and \((2, 2n)\). Between \( \mathcal{M}([2n] \setminus \{1, 2, 2n-1, 2n\}) \times \mathcal{M}([2n]) \) and \( \mathcal{M}([2n] \setminus \{1, 2n-1\}) \times \mathcal{M}([2n] \setminus \{2, 2n\}) \)

This is the case of Figure 3.

Adding the edges will generate one crossing and \(2n-4\) nestings.
Removing them will remove two crossings and \((n-2) + (n-2)\) nestings.
So, in total the weight change is \(-\lambda^{(2n-3)-(2n-2)} = -\lambda^{-1}\).

The two corresponding terms in Equation (3) have coefficients +1 and \(\lambda\), so they cancel again.

**Case 4: Additional edges \((1, 2)\) and \((2n - 1, 2n)\).** Between \(\mathcal{M}([2n] \setminus \{1, 2n - 1\}) \times \mathcal{M}([2n] \setminus \{2, 2n\})\) and \(\mathcal{M}([2n] \setminus \{1, 2n\}) \times \mathcal{M}([2n] \setminus \{2, 2n - 1\})\) This is the case of Figure 4.

We have to split two vertices and add four edges to get two perfect matchings.

Adding the edges adds two nestings and no crossings and removing the edges removes two nestings, so the weight remains unchanged.

The two corresponding terms in Equation (3) have coefficients \(\lambda\) and \(-\lambda\), so they cancel again.

**Case 5: Additional edges \((1, 2n)\) and \((2, 2n - 1)\).** Between \(\mathcal{M}([2n] \setminus \{1, 2\}) \times \mathcal{M}([2n] \setminus \{2n - 1, 2n\})\) and \(\mathcal{M}([2n] \setminus \{1, 2n - 1\}) \times \mathcal{M}([2n] \setminus \{2, 2n\})\)
This is the case of Figure 5. 
Again, two vertices have to be split. 
Adding the edges will generate 1 crossing and \(n + (n - 2)\) nestings. 
Removing them will remove 1 crossing and \((n - 2) + (n) + 1\) nestings. 
So, in total the weight change is \(\lambda^{(2n-1)-(2n)} = \lambda^{-1}\). 
The two corresponding terms in Equation (3) have coefficients \(-1\) and \(\lambda\), so they cancel again. 

Case 6: Additional edges \((1, 2n - 1)\) and \((2, 2n)\). Between \(\mathcal{M}([2n] \setminus \{1, 2\}) \times \mathcal{M}([2n] \setminus \{2n-1, 2n\})\) and \(\mathcal{M}([2n] \setminus \{1, 2n\}) \times \mathcal{M}([2n] \setminus \{2, 2n-1\})\)

This is the case of Figure 6. 
Again, we split two vertices and add four edges. 
Adding the edges will generate 2 crossings and \((n - 1) + (n - 2)\) nestings. 
Removing them will remove 1 crossing and \((n - 1) + (n - 1) + 1\) nestings. 
So, in total the weight change is \(-\lambda^{(2n-1)-(2n)} = -\lambda^{-1}\).
Figure 6. The bijection on a pair of right-hand side "crossing" matchings

The two corresponding terms in Equation (3) have coefficients $-1$ and $-\lambda$, so they cancel again.

3. Properties of $\lambda$-Pfaffians

In this section we investigate some properties of $\lambda$-Pfaffians. We first state and prove the following basic proposition that gives the relation between $\lambda$-Pfaffians and determinants, which generalize the classical identity (see [6, 7, 12]).

Proposition 4. Let $n$ be a nonnegative integer, and let $A$ be a square matrix of size $n$. Then we have

$$\text{Pf}_{\lambda} \left( \begin{array}{cc} O_n & A \\ -A^T & O_n \end{array} \right) = (-\lambda)^{(n-1)/2} \det A,$$

where $O_n$ is the zero matrix of size $n$, and $A^T$ stands for the transpose of $A$.

Proof. Each number in $\{1, 2, \ldots, n\}$ has to be matched with a number in $\{n+1, n+2, \ldots, 2n\}$ to contribute a non-zero term to the $\lambda$-Pfaffian. Any two pairs in the matching are either crossing or nesting because both start points come before both end points. So, every term has a weight of $\lambda^{n(n-1)/2}$. After taking out this common factor, we obtain exactly the ordinary Pfaffian which is well-known to be $(-1)^{(n-1)/2} \det A$ for this matrix.

There are several basic properties of Pfaffians. For example, the following identity is well known for $\lambda = 1$:

$$\text{Pf}_\lambda(1)_{1 \leq i < j \leq 2n} = 1.$$ 

(6)
This identity is obvious from the recurrence (2) by induction. Note that (6) also follows from the following known continued fraction expansion [10]:

\[
\sum_{n=0}^{\infty} \left( \sum_{m \in M(2n)} p^{\text{cross}(m)} q^{\text{nest}(m)} \right) t^n = \frac{1}{1 - \frac{[1]_{p,q} t}{1 - \frac{[2]_{p,q} t}{1 - \frac{[3]_{p,q} t}{\ldots}}}},
\]

because, if we put \( p = -\lambda \) and \( q = \lambda \) in this continued fraction, it becomes \( \frac{1}{1 - t} \). Here \([k]_{p,q} = \frac{p^k - q^k}{p - q}\). In fact, we obtain a more general formula as follows.

**Proposition 5.** Let \( x_i \) and \( y_i \) (\( i = 1, 2, \ldots \)) be indeterminates, and let \( n \) be a positive integer. Then we have

\[
\text{Pf}_\lambda \left( x_i y_j \right)_{1 \leq i < j \leq 2n} = \prod_{i=1}^{n} x_{2i-1} y_{2i}.
\] (7)

Proposition 5 can be derived directly from (2), but here we present another combinatorial proof using an involution.

**Proof.** As usual, we write a perfect matching \( m \) as \( \{\{m_1, m_2\}, \{m_3, m_4\}, \ldots, \{m_{2n-1}, m_{2n}\}\} \) with \( m_{2i-1} < m_{2i} \) for all \( i \) and \( m_1 < m_3 < m_5 < \cdots < m_{2n-1} \).

By the definition of the \( \lambda \)-Pfaffian, the left-hand side is a sum over all perfect matchings \( m \) with the sign \( (-1)^{\text{cross}(m)} \) and the weight \( \lambda^{\text{cross}(m) + \text{nest}(m)} \prod_{i=1}^{n} x_{m_{2i-1}} y_{m_{2i}} \).

The expression on the right-hand side is exactly the summand corresponding to the trivial matching \( \{\{1, 2\}, \{3, 4\}, \ldots, \{2n-1, 2n\}\} \). We will describe a weight-preserving sign-reversing involution to show that all other terms in the Pfaffian disappear.

Let \( m \) be a matching different than the trivial one. Let \( 2i \) be the first index \( k \) such that \( m_k \neq k \). Then \( m_{2i-1} = 2i - 1 \) and \( m_{2i+1} = 2i \). Now define a new matching by interchanging the values of \( m_{2i} = a \) and \( m_{2i+2} = b \). This action is clearly an involution on the non-trivial matchings.

Any crossing or nesting of a pair not involving \( 2i - 1 \) with the pair \( (2i - 1, a) \) is also a crossing or nesting with the pair \( (2i, a) \). This shows that the only affected crossings or nestings are the ones between \( (2i - 1, a) \) and \( (2i, b) \). But in this case, we will just replace one crossing by a matching or vice versa.

Therefore, the product of \( x \)'s and \( y \)'s and the sum \( \text{cross}(m) + \text{nest}(m) \) is clearly invariant, while the number of crossings changes by one which reverses the sign as desired. □

A Vandermonde–type identity for the Pfaffian is as follows:

\[
\text{Pf} \left( \frac{(x_i^n - x_j^n)^2}{x_i - x_j} \right)_{1 \leq i < j \leq 2n} = \prod_{1 \leq i < j \leq 2n} (x_i - x_j).
\]

We have not found a generalization of this formula for our \( \lambda \)-Pfaffian, but we present the following theorem, which generalizes a special case of this identity.
Theorem 6. For $n \geq 1$ we have

$$
Pf_{\lambda}(x_{i} - y_{j})_{1 \leq i < j \leq 2n} = \prod_{k=1}^{n-1} (1 - \lambda \sigma_{2k}) \prod_{i=1}^{n} (x_{2i-1} - y_{2i}),$$

where $\sigma_k$ is the (linear and multiplicative) operator with $\sigma_k(x_{k+1}) = y_{k+1}$, $\sigma_k(y_{k}) = x_{k}$, $\sigma_k(x_{i}) = x_{i}$ for $i \neq k+1$ and $\sigma_k(y_{i}) = y_{i}$ for $i \neq k$.

If we set $y_{i} = x_{i}$ for all $i$ in Theorem 6, all operators act like the identity and for $n \geq 1$, we get the following result:

Corollary 7. Let $n$ be a positive integer, and let $x_{i}$ ($i = 1, 2, \ldots, 2n$) be indeterminates. Then we have

$$
Pf_{\lambda}(x_{i} - x_{j})_{1 \leq i < j \leq 2n} = (1 - \lambda)^{n-1} \prod_{i=1}^{n} (x_{2i-1} - x_{2i}),$$

(8)

of Theorem 6. We prove the identity by induction using the recurrence formula for the $\lambda$-Pfaffian in Theorem 6.

For $n = 1$, the identity becomes $x_{1} - y_{2} = x_{1} - y_{2}$. For $n = 2$, the identity becomes $(x_{1} - y_{2})(x_{3} - y_{4}) - \lambda(x_{1} - y_{3})(x_{2} - y_{4}) + \lambda(x_{1} - y_{4})(x_{2} - y_{3}) = (1 - \lambda s_{2})(x_{1} - y_{2})(x_{3} - y_{4})$ which is trivial to check (and contains an instance of the identity $(a - c)(b - d) - (a - d)(b - c) = (a - b)(c - d)$ that we will use again below).

Now, we introduce the notation $\tau_{k} = (1 - \lambda \sigma_{k})$ and $e_{k} = x_{k} - y_{k+1}$ and we note that the operator $T_{k}$ commute if their indices do not have difference 1. Furthermore, the operator $\tau_{k}$ acts trivially on all factors different from $e_{k-1}$ and $e_{k+1}$.

For the recurrence, we have to check for $n \geq 3$:

$$
\left(\prod_{k=1}^{n-1} \tau_{2k} \prod_{i=1}^{n} e_{2i-1}\right) \left(\prod_{k=2}^{n-2} \tau_{2k} \prod_{i=2}^{n-1} e_{2i-1}\right)
= \left(\prod_{k=2}^{n-1} \tau_{2k} \prod_{i=2}^{n-1} e_{2i-1}\right) \left(\prod_{k=1}^{n-2} \tau_{2k} \prod_{i=1}^{n-2} e_{2i-1}\right) - \lambda \left(\prod_{k=1}^{n-2} \tau_{2k+1} \prod_{i=1}^{n-2} e_{2i}(x_{2n-2} - y_{2n})\right) \left(\prod_{k=1}^{n-2} \tau_{2k+1} \prod_{i=2}^{n-1} e_{2i}\right).
$$

But we have

$$
\left(\prod_{k=1}^{n-1} \tau_{2k} \prod_{i=1}^{n} e_{2i-1}\right) \left(\prod_{k=2}^{n-2} \tau_{2k} \prod_{i=2}^{n-1} e_{2i-1}\right) = \left(\prod_{k=2}^{n-2} \tau_{2k} \prod_{i=2}^{n-2} e_{2i-1}\right) \left(\prod_{k=1}^{n-3} \tau_{2k+1} \prod_{i=3}^{n-1} e_{2i-1}\right) \left(\tau_{2} \tau_{2n-2} e_{1} e_{3} \tau_{2n-3} e_{2n-1}\right)
= \left(\prod_{k=2}^{n-2} \tau_{2k} \prod_{i=2}^{n-2} e_{2i-1}\right) \left(\prod_{k=1}^{n-1} \tau_{2k} \prod_{i=1}^{n-1} e_{2i-1}\right).
$$

and
\[
\left( \prod_{k=1}^{n-1} \tau_{2k+1} \prod_{i=1}^{n-2} e_{2i} \left( x_{2n-2} - y_{2n} \right) \right) \left( \prod_{k=1}^{n-1} \tau_{2k+1} \prod_{i=2}^{n-1} e_{2i} \right)
\]
\[
= \left( \prod_{k=1}^{n-1} \tau_{2k+1} \prod_{i=1}^{n-2} e_{2i} \left( x_{2n-2} - y_{2n} \right) \right) \left( \prod_{k=1}^{n-1} \tau_{2k+1} \prod_{i=2}^{n-1} e_{2i} \right)
\]
\[
= \left( \prod_{k=1}^{n-1} \tau_{2k+1} \prod_{i=1}^{n-2} e_{2i} \left( x_{2n-2} - y_{2n} \right) \right) \left( \prod_{k=1}^{n-1} \tau_{2k+1} \prod_{i=2}^{n-1} e_{2i} \right).
\]

Therefore, in the recurrence the left-hand side cancels with the first term on the right-hand side and the second term on the right-hand side cancels with the third term on the right-hand side.

\[\square\]

It will be nice to have a combinatorial proof of the above corollary.

4. Concluding Remarks

A recent article [9] proved several identities for the Pfaffian on the quantum coordinate ring. The coefficient \((-1)^{\text{cross}(m)}q^{\text{cross}(m)+\text{nest}(m)}\) is similar to our weight. However, the matrix elements are non-commuting variables, so it is not possible to choose special values except for the \(q = 1\)-case and they give no Dodgson-type formula.

It would be natural to try to introduce two parameters into the recurrence for the Pfaffian, but we have not found a choice of two parameters that gives polynomials or Laurent polynomials like the \(\lambda\)-determinant case in [11], so the question remains open if there is a suitable deformation of the recurrence.
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