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Abstract—Nano-Fourier transform infrared (FTIR) imaging is a powerful scanning-based technique at nanometer spatial resolution that combines FTIR spectroscopy and scattering-type scanning near-field optical microscopy (s-SNOM). Recording large spatial areas using nano-FTIR is, however, limited, because its sequential data acquisition entails long measurement times. Compressed sensing and low-rank matrix reconstruction are mathematical techniques that can reduce the number of these measurements significantly by requiring only a small fraction of randomly chosen measurements. However, choosing this small set of measurements in a random fashion poses practical challenges for scanning procedures and does not save as much time as desired. We, therefore, consider different subsampling schemes of practical relevance that ensure rapid data acquisition, much faster than random subsampling, in combination with a low-rank matrix reconstruction procedure. It is demonstrated that the quality of the results for almost all subsampling schemes considered, namely, original Lissajous, triangle Lissajous, and random reflection subsampling, is similar to that achieved for random subsampling. This implies that nano-FTIR imaging can be significantly extended to also cover samples extended over large areas while maintaining its high spatial resolution.

Index Terms—Lissajous, low-rank matrix reconstruction, nano-Fourier transform infrared (FTIR), subsampling.

I. INTRODUCTION

INFRARED (IR) spectroscopy is a nondestructive technique for material characterization used in fields ranging from analytical chemistry [1], [2], materials sciences [3], [4], and life sciences [5], [6], [7] to microelectronics [8]. While the spatial resolution of conventional IR microscopy is limited to several micrometers due to the diffraction limit [9], this limitation can be overcome by modern scanning probe microscopy-based methods that apply, for instance, near-field-based techniques. Examples include scattering-type scanning near-field optical microscopy (s-SNOM) [10], [11], atomic force microscopy-based IR spectroscopy (AFM-IR) [12], [13], photoinduced force microscopy (PiFM) [14], tip-enhanced photoluminescence (TEPL) spectroscopy [15], and tip-enhanced Raman spectroscopy (TERS) [16].

Nano-Fourier transform IR (FTIR) [17], [18] is another scanning-based technique that combines FTIR spectroscopy and s-SNOM. Here, FTIR spectroscopy uses a broadband IR source, such as tunable lasers, thermal, or synchrotron radiation. Spatial resolution is enhanced in s-SNOM by incorporating the principle of atomic force microscopy. Nano-FTIR allows the complete spectrum at each pixel of the scanned area to be acquired with nanoscale spatial resolution. Typical applications of nano-FTIR range from the mapping of semiconductors [19] to molecular fingerprinting [20].

Usually, such scanning-based approaches take the spectra in a sequential process, resulting in long acquisition times for extended 2-D arrays. These scans may take several hours to achieve nanometer spatial resolution over a substantial field of view in the micrometer size regime. Such long acquisition times may also lead to sample and tip damage as well as drift artifacts.

Several methods have been presented to overcome long acquisition times, e.g., in the fields of magnetic resonance imaging (see, for example, [21]) and scanning probe microscopy [22]. For nano-FTIR, a compressed sensing approach was introduced in [23]. Its potential benefit was demonstrated by reconstruction results achieved for nano-FTIR measurements when using only 1% of the original data. Alternatively, a number of low-rank matrix reconstruction algorithms were developed by [24], [25], [26], and [27], in which they show that their methods require only a small fraction of less than 10% of all measurements, which could, in principle, reduce the experimental effort significantly. However, the reduced set of measurements was chosen randomly.

In practical terms, this implies that each single measurement position needs to be accessed individually, thereby also passing along idle routes and positioning times during which no measurement is carried out. Consequently, the time saved is less than that desired.

In this work, we introduce several subsampling schemes of practical relevance that subsample experimental data according to specific routes. The acquisition of these data avoids idle routes and is feasible in practical use and much faster than taking the same number of measurements at randomly chosen positions. Motivated by Lissajous curves [28], we develop routes based on 3-D boundary reflection and explore their
applicability in nano-FTIR instruments pathing. Using the same low-rank matrix recovery method as in [25], we compare the low-rank reconstructions of the fully sampled dataset for different subsampling schemes with results obtained from random subsampling. The comparison is based on a dataset of a sample corresponding to the edge of an ultrathin gallium film beneath epitaxial graphene grown on 6H-SiC.

This article is organized as follows. In Section II, the measurement process, data preparation, and acquisition are discussed. The numerical low-rank approximation method is presented together with the four subsampling schemes in Section III. Section IV demonstrates the results of different subsampling schemes. Finally, Section V gives some conclusions and an outlook on promising future research topics.

II. NANO-FTIR AND DATA ACQUISITION

A. Nano-FTIR

Nano-FTIR is a scanning probe technique based, on the one hand, on FTIR spectroscopy and, on the other hand, on atomic force microscopy. A sharp metallic tip brought close to the sample scans the sample surface and backscatters the incident IR radiation. The metallic tip serves as an optical antenna and strongly interacts with the incident optical field to the tip. The near-field of the resulting nanoscale light source is then suitable for high-resolution imaging and spectroscopy. To separate the near-field contribution from the far-field background, the backscattered signal is demodulated at the second harmonic of the tip-modulation frequency. The interferogram is recorded by a Michelson interferometer [18], [29] as a function of the optical path difference, and the corresponding spectrum can be obtained from a Fourier transform of the interferogram. A schematic illustration of the experimental approach can be found in Fig. 1(a).

B. Sample and Data Acquisition

As a sample, we chose the edge of an ultrathin gallium film beneath epitaxial graphene on 6H-SiC [30]. The epitaxial graphene was grown on the Si-face of SiC samples (5 × 10) mm² cut from a semi-insulating 6H-SiC wafer with a nominal miscut angle of about 0.06° toward the (1100) plane. The graphene samples were prepared using the polymer-assisted sublimation growth (PASG) technique, which involves polymer adsorbrates formed on the SiC surface by liquid-phase deposition from a solution of a photoresist (AZ5214E) in isopropanol followed by sonication and short rinsing with isopropanol. The graphene layer growth was processed at 1750 °C (argon atmosphere ≈ 1 bar, 6 min, zero argon flow) with pre-vacuum annealing at 900 °C [31], [32]. The PASG method applied allows for the growth of large-area homogeneous monolayer graphene, with almost isotropic resistance characteristics [33]. The fabrication of a large-area 2-D gallium layer at the interface of SiC and graphene has been realized using the liquid metal intercalation technique (LiMIT) [30]. This method achieves the lateral intercalation and diffusion of Ga atoms at room temperature, resulting in the conversion of epitaxial graphene to quasi-freestanding bilayer graphene (QFBLG). The average thickness of the confined gallium layer after the intercalation process is ≈ 1 nm at the interface between SiC and graphene. In addition, van der Pauw measurements revealed low carrier mobility as well as strong electron doping of n ≈ 4.5 × 10¹² cm⁻² in the SiC-confined Ga-QFBLG sample (SiC/2DGa/QFBLG) at room temperature [30].

The structure of the sample results in a strongly resonant phononic spectrum around 920 cm⁻¹ as well as a broad metallic spectrum and also exhibits a transition region. Thus, we have a large spectral variation for benchmarking the proposed reconstruction algorithm. A visual representation of the sample is given in Fig. 1(b). We like to point out that the choice of the specimen is not made particularly to favor any subsampling scheme or reconstruction method. However, it serves as a prototype for the general applicability of the methods introduced in the following.

Data acquisition via the Michelson interferometer results in an interferogram I(ν) with Nᵢ = 1024 equidistant points (Δν ≈ 1.39 μm). The interferogram is converted to a spectrum by Fourier transformation with a spectral resolution of Δν = 1/NᵢΔz ≈ 7.03 cm⁻¹. Altogether, 961 interferograms were recorded on a rectangular area of 2 μm × 2 μm using a Cartesian grid with 31 × 31 spatial locations. The fully sam-
ple nano-FTIR dataset can, thus, be represented by a 3-D data cube with the dimensions of $31 \times 31 \times 1024$ recorded within a total measurement time of 170 min. The fully acquired data cube serves as a ground truth to evaluate the reconstruction quality of different subsampling schemes. For the technical demonstration of our approach, the subsampling routes are synthetically applied to this original data cube.

III. METHODS

A. Low-Rank Matrix Reconstruction

The concept of low-rank matrices arises in many mathematical settings related to, e.g., modeling and data compression. Applications range from signal processing [34] and image restoration [35] to machine learning [36]. The recovery of a data matrix derived from incomplete observations is a relevant example of a task to which low-rank techniques can be applied. In the case presented here, the data matrix is approximated by a matrix product with each factor having lower dimensionality, resulting in a recovery result of lower rank. The main idea of low-rank matrix reconstruction is that a low-rank approximation already captures the main characteristics of the data, and less informative dimensions are removed. In [25], a low-rank matrix reconstruction was presented and successfully applied to subsampled FTIR data. Specifically, for observations $X$, the task is to find matrices $U$ and $V$ whose matrix product $\hat{X} = UV^T = \sum_{k=1}^{r} U_k V^T_k$ approximates $X$. If $r > 0$ is sufficiently small, $\hat{X}$ is called the low-rank approximation of $X$. However, the solution to this decomposition is nonunique. For this reason, and to stabilize the numerical reconstruction, a Tikhonov regularization [37] also accounts for the spatial smoothness of the focal images. The low-rank factors $U$ and $V$ are obtained by minimizing the multilinear objective

$$\|X - UV^T\|^2_2 + \lambda (\|KU\|^2_2 + \|V\|^2_2) \longrightarrow \text{min}$$

where $\lambda$ is chosen via an L-curve criterion [38], $K$ represents a neighboring matrix, and $\|\cdot\|_2$ denotes the Euclidean norm over the index set $\Omega$, which comprises the set of measured points and is subject to the following subsampling schemes. For more details and an in-depth description of the involved variables, we refer to [25], which also includes a step-by-step algorithm description. For comparison reasons, we fix $r = 20$ for which the reconstruction algorithm also terminated with reasonable tolarances.

The resulting minimization problem is solved using an alternating algorithm that generates linear problems in each iteration. An implementation of the Python code employed in this work has been made publicly available [39].

As described earlier, the nano-FTIR data can be represented by a 3-D data cube. The low-rank matrix reconstruction applies to a 2-D object handled in the following way: if $X$ denotes the matrix of measurements for the low-rank matrix reconstruction, then the rows of $X$ indicate the spatial position of the measurements, and the columns of $X$ indicate the interferometer position. Note that, via a one-to-one mapping from 3-D to 2-D, randomly chosen elements of the 3-D data cube correspond to a specified selection of elements of the 2-D matrix.

B. Subsampling Schemes

According to [40], the samples in a data matrix are chosen randomly to avoid information loss when recovering a low-rank matrix. However, the usage of random subsampling does not necessarily lead to significant savings in data acquisition time. For randomly selected nano-FTIR measurements, each sample would need to be approached by nanopositioning systems separately, which is a time-consuming process. In addition, transit times between the samples are not used for measurement. We, therefore, consider routes along which the stages move, which usually occurs in a continuous manner.

In the following, the subsampling schemes considered are listed.

1) Random: A common approach to subsampling is to take a subset randomly selected from the full dataset. We use the term random if the samples were selected uniformly along the interferometer axis and within the image plane.

2) Original Lissajous: A 2-D Lissajous curve [41] is the trajectory of a moving point whose coordinates are simple harmonic motions. The parametric equation is given by

$$t \mapsto \begin{pmatrix} A_0 + A \sin(o_1 t + \phi_1) \\ B_0 + B \sin(o_2 t + \phi_2) \end{pmatrix}$$

for $t \in [0, \infty)$. The 2-D Lissajous curves have been applied to scanning techniques, including those in the fields of medical imaging [42], atomic force microscopy [43], [44], and magnetic particle imaging [45]. We will extend the 2-D Lissajous curves to create a 3-D Lissajous path by simply expanding the parametric equation as follows:

$$t \mapsto \begin{pmatrix} A_0 + A \sin(o_1 t + \phi_1) \\ B_0 + B \sin(o_2 t + \phi_2) \\ C_0 + C \sin(o_3 t + \phi_3) \end{pmatrix}.$$
Fig. 3. Reconstruction results for the different subsampling schemes at an interferogram value of 1021.6 μm using 10% of the full data. First column: triangle Lissajous. Second column: original Lissajous. Third column: random reflection. Fourth column: white light. Fifth column: random subsampling. The number above the reconstructed data indicates the root-mean-square error at the interferogram value of 1021.6 μm.

Fig. 4. Reconstructed spectra from 731.1 to 1188.1 cm⁻¹ at pixel (4, 25) for the different subsampling schemes. Note that pixel (4, 25) corresponds to point (a) in Fig. 5.

3) Triangle Lissajous: Although the samples of original Lissajous are scattered across the entire image stack, sinusoidal waves fail to create a uniform sampling pattern. In Fig. 2(e), the sum along the z-axis of all sample points is shown. Clearly, more samples are located at the border of the image, which could potentially lead to an undesirable biased image reconstruction. In [46], a 3-D triangle Lissajous subsampling scheme was introduced for spectroscopic laser-scanning imaging. In Fig. 2(a), an xy view of the first 1000 sampling points along the triangular Lissajous curve is shown. It can be seen [see Fig. 2(d)] that the triangular wave design yields a much more uniform sampling density than the original Lissajous subsampling scheme.

Both the original Lissajous and triangle Lissajous trajectories are sampled in equidistant time steps. For each time step, the interferogram value of the nearest point on the xyz grid is recorded.

4) Random Reflection: Similar to the triangle Lissajous scheme, we consider a so-called random reflection subsampling scheme. From a given starting point, the samples are

![Graph showing Fourier amplitude against wavenumber for fully sampled and triangle Lissajous data.](image)
acquired along a 3-D line until one of the borders is reached. Then, specified by a random angle, the line is reflected, and new samples can be measured until the next border is reached. This is repeated until the total number of samples is reached. In Fig. 2(c), an example of the $xy$ view of the first 1000 sampling points is shown, while in Fig. 2(f), one can see the sum along the $z$-axis of all sample points. Compared with the original Lissajous scheme, more samples are now in the center area.

5) **White Light:** Finally, we introduce the so-called white light subsampling scheme. Here, full $xy$ planes are measured, but only for some randomly chosen points along the interferometer axis. This means that, for some points along the $z$-axis, no points are measured in the image plane, while for others, the entire $xy$ plane is recorded.

**IV. RESULTS AND DISCUSSION**

To test the influence of the different subsampling schemes, five subsets of the full dataset from Section II were created. The points belonging to each subset are chosen according to one of the five subsampling schemes presented earlier using a subsampling rate of 10%.

In the following, we will assess the quality of the low-rank matrix reconstructions in terms of the available full dataset. Here, we specifically want to compare the results when using a random subsampling scheme to the results for the other schemes.

In Fig. 3, the $xy$ planes at the interferogram value of 1021.6 $\mu$m are shown for the full dataset, the low-rank reconstructions, the differences between them, and the (subsampled) dataset for each subsampling scheme.

![Fig. 6. Amplitude and phase of the reconstructed spectra at different pixel locations for triangle Lissajous subsampling and fully sampled data. The pixel locations in the $xy$ plane are (a) (4, 25), (b) (13, 22), (c) (10, 8), and (d) (24, 25).](image)

| Table I | Similarity Measures for the Five Different Low-Rank Reconstructions. Each Value Represents the Average Over the Respective Measure for the Reconstructed Planes From 415.6 to 1166.2 $\mu$m |
|---------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Sub-sampling scheme | Root-mean-square error | Relative error | Correlation coefficient |
| Triangle Lissajous | 0.30 | 0.68 |
| Original Lissajous | 0.33 | 0.66 |
| Random reflection | 0.47 | 0.68 |
| White light | 1.18 | 0.93 |
| Random | 0.29 | 0.46 |

A summary of the different similarity measures between the full dataset and low-rank reconstructions can be found in Table I. The relative errors are calculated as $\frac{||\hat{X} - X||_F}{||X||_F}$, where $||\cdot||_F$ denotes the Frobenius norm, and where $\hat{X}$ and $X$ denote the reconstructed and the full dataset, respectively. Note that the correlation coefficient cannot be calculated for white light subsampling, since the reconstruction is 0 everywhere for any $z$ plane where no sample was measured.

While the results of the triangle Lissajous, original Lissajous, and random reflection scheme deliver results similar to a random subsampling scheme, the results from the white light reconstruction are extremely poor.

Note that Fig. 3 refers to an $xy$ plane without samples for the white light subsampling scheme. When looking at the results of the white light subsampling scheme for $xy$ planes that were fully measured, the reconstruction is almost perfect.

In Fig. 4, the resulting spectra from the five reconstructions are shown for pixel (4, 25) and from 731.1 to 1188.1 cm$^{-1}$
together with the spectrum of the full dataset. Similar to the abovementioned results, the white light reconstruction is extremely poor, whereas the other subsampling methods yield comparable results. When comparing the random subsampling scheme to the triangle Lissajous and original Lissajous schemes, the spectra are similar to each other.

In Fig. 5, the amplitudes of the spectra at 920.9 cm\(^{-1}\) for the fully sampled data and the triangle Lissajous subsampling scheme are shown and appear to be in agreement.

We choose four different points, each characterizing a special part of the spectrum and compare the Fourier amplitude and the Fourier phase of the spectra from 731.1 to 1188.1 cm\(^{-1}\) (see Fig. 6). The quality of the low-rank reconstruction for the triangle Lissajous subsampling leads to an agreement to the fully sampled dataset.

To verify that the results for sampling schemes with random elements (i.e., random and random reflection subsampling) are representative, two further, randomly drawn subsets were created for each scheme and used for the reconstruction of the full dataset. Ultimately, the abovementioned results did not change significantly; in particular, we obtained the same numbers as in Table I.

We also created five datasets with a subsampling rate of 5%. Results of the low-rank reconstructions can be seen in Fig. 7. As expected, reducing the amount of data leads to a deterioration in the reconstruction quality. This is also indicated by the increased root-mean-square errors of the reconstructions. Nevertheless, for the triangle Lissajous, original Lissajous, and random reflection schemes, the main features are still clearly visible and comparable to a random subsampling. The white light subsampling still delivers poor results.

Comparing the different subsampling schemes, the random reflection approach yields the smallest overall root-mean-square error of the employed practically relevant sampling schemes. This might be a result of the characteristics of the dataset. Comparing the routes from Fig. 2 with the structure of the sample from Fig. 1(b) indicates that data acquired in the center area sustain more information compared with the boundary area and might even be more important than having a uniform coverage of the sampling domain. Nevertheless, as pointed out in Section II-B, the specimen and application are chosen as a relevant prototype for scanning-based instruments to reflect the general nature of the presented approaches.

**V. CONCLUSION AND OUTLOOK**

Different subsampling schemes have been compared for compressive nano-FTIR measurement. The triangle Lissajous, original Lissajous, and random reflection schemes have been shown to lead to a suitable data reconstruction for a subsampling rate of 10%. Even with a subsampling rate of 5%, reasonable results were achieved. All three subsampling schemes yielded similar results. Furthermore, these results are in agreement with the results of random subsampling. We have, therefore, presented three subsampling schemes with practical
relevance, which significantly reduced the time required for nano-FTIR measurements.

Future work could apply the subsampling schemes to other nano-FTIR measurements and, due to the general nature of the presented approach, also other scanning probe techniques, which renders our findings relevant for a wider community. Additionally, a hardware implementation of these schemes is necessary to compare the results regarding their acquisition times. We expect that, due to the absence of idle times and the possibility of continuous stage movement, the reduction in acquisition times approaches the subsampling rate.

APPENDIX

A. Details About the Original Lissajous Subsampling Scheme

In Section III-B, a general description of the original Lissajous subsampling scheme is given. In the case presented here for a data cube of dimension $31 \times 31 \times 1024$, the following parameters have been used for the original Lissajous scheme: $A_0 = 15.5$, $B_0 = 15.5$, $C_0 = 512$, $A = 97.3894$, $B = 97.3894$, $C = 3216.9908$, $\omega_1 = 0.0119$, $\omega_2 = 0.0084$, $\omega_3 = 0.0002$, $\varphi_1 = 0.75$, $\varphi_2 = 0.75$, and $\varphi_3 = 0.75$.
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