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Abstract

We consider the memory effect in even dimensional spacetimes of dimension $d \geq 4$ arising from a burst of gravitational radiation. When $d = 4$, the natural frames in the stationary eras before and after the burst differ by the composition of a boost and supertranslation, and this supertranslation characterizes the ‘memory effect’, i.e. the permanent displacement of test particles near infinity produced by the radiation burst. However, we show that when $d > 4$, this supertranslation and the corresponding memory effect vanish. Consequently, when $d > 4$, it is natural to impose stronger asymptotic conditions at null infinity that reduce the asymptotic symmetry group to the Poincaré group. Conversely, when $d = 4$, the asymptotic symmetry group at null infinity must be taken to be the BMS group.
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1. Introduction

Asymptotically flat spacetimes in general relativity are intended to represent ‘isolated systems’, i.e. systems far removed from the influence of other bodies. In order to give a precise definition of asymptotic flatness, one must specify the precise rate at which the metric approaches a Minkowski metric at asymptotically large distances. There is no algorithm for doing this—i.e. reasonable people may disagree on the precise fall-off conditions that may be used in the definition—but there are two guiding principles that must be respected: (I) The fall-off conditions must not so strong that they exclude the existence of phenomena that could otherwise occur in the deep interior of the spacetime. (II) The fall-off conditions should be...
sufficiently strong that useful notions that characterize the system, such as total mass and radiated energy flux, are well defined.

Asymptotic flatness conditions have been considered at both spatial infinity (i.e. asymptotically large distances on a Cauchy surface) and null infinity (i.e. asymptotically large distances along null geodesics). The situation at spatial infinity is relatively straightforward in that one need only specify asymptotic conditions on the initial data, since the initial data determines a solution. The positive mass theorem establishes that guiding principle (I) will be violated if one attempts to impose fall off conditions that are so strong as to imply vanishing mass (e.g. fall off faster than $1/r^{d-3}$ in $d$ spacetime dimensions). On the other hand, the Corvino-Schoen gluing theorems [1] (see also [2]) establish that guiding principle (II) will hold even if one requires that the initial data agrees exactly with Kerr/Myers–Perry in a neighborhood of infinity. Thus, there is ample room for defining asymptotic conditions compatible with both (I) and (II), and the precise choice is largely a matter of taste and convenience. It should be noted that, in general, if the choice of asymptotic fall off conditions is made weaker, then the group of asymptotic symmetries (i.e. the diffeomorphisms that preserve these asymptotic conditions) is made larger. For sufficiently strong fall off conditions at spatial infinity compatible with (I) and (II), the group of asymptotic symmetries will be the Poincaré group, whereas for weaker choices one can get enlargements of the Poincaré group. In view of the Corvino-Schoen gluing theorems, there is no essential reason not to impose sufficiently strong asymptotic conditions to reduce the group of asymptotic symmetries at spatial infinity to the Poincaré group. This conclusion holds in all spacetime dimensions.

The situation at null infinity is considerably less straightforward. The main difficulty here is that one is not really free to specify asymptotic conditions at null infinity; rather one must accept whatever one will get from evolving nonsingular, asymptotically flat initial data on a Cauchy surface (for some suitable notion of asymptotically flat initial data). Thus, in particular, if weak cosmic censorship is false, one would violate guiding principle (I) merely by requiring nonsingular behavior at null infinity. Nevertheless, one can obtain insights into the expected behavior at null infinity from general theorems that hold with small data [5, 6] as well as from linearized perturbation theory about general solutions [7, 8]. These results support the validity of the asymptotic conditions originally proposed by Bondi et al [9] and elegantly reformulated in terms of conformal null infinity, $\mathcal{I}$, by Penrose [10]. In section 2 below, we will review this formulation of asymptotic conditions at null infinity in all even dimensional spacetimes.

As is well known and as we shall review in section 2, with the above notion of asymptotic flatness at null infinity, the asymptotic symmetry group at null infinity is an enlargement of the Poincaré group known as the BMS group [9]. The BMS group contains an infinite dimensional commutative normal subgroup of ‘supertranslations’. It is natural to ask whether

---

4 The gluing theorem presented in [1] explicitly only treats the case $d = 4$. However, the prerequisite weighted Sobolev inequalities also work in $d > 4$ [2], see also appendix D of [3]. It is then evident from the construction [1] that the gluing theorem continues to hold also in $d > 4$ provided one has a family of stationary, asymptotically flat metrics whose conserved ADM-quantities exhaust all possible values compatible with the positive mass theorem. Such a family is provided by the Myers–Perry solutions if we also apply an arbitrary asymptotic boost to these metrics [4].

5 One can argue about the precise smoothness conditions that should be imposed at null infinity. These are related to the precise choice of asymptotic conditions at spatial infinity and, in our view, are largely a matter of taste and convenience.

6 In odd dimensions, the conformal factor needed to compactify Minkowski spacetime continues to fall off as $1/r$, whereas—even in linearized gravity—radiation falls off in odd dimensions as a half-integral power of $1/r$. As explained in [11], this makes it impossible to define a smooth structure at $\mathcal{I}$, and a completely different framework for defining asymptotic flatness would be required. Thus, the analysis of our paper does not apply to odd dimensions. See [12, 13] for approaches to treating asymptotic flatness in odd dimensions.
this enlargement of the Poincaré group is essential or—as is the case with spatial infinity—one could impose stronger asymptotic conditions without violating guiding principle (I) that would reduce the group of asymptotic symmetries at null infinity to the Poincaré group. In this paper, we shall argue that the enlargement of the group of asymptotic symmetries to the BMS group is essential in 4-space-time dimensions, but in higher even-dimensional space-times, stronger asymptotic conditions can naturally be imposed at null infinity that reduce the asymptotic symmetry group to the Poincaré group. The reason for this difference is the presence of a ‘memory effect’ in 4 dimensions and—as we shall prove here—its absence in higher even-dimensional space-times.

The memory effect is the permanent displacement of an arrangement of freely floating test masses, initially at rest, that is produced by the passage of a burst of gravitational radiation. Here we are concerned only with the displacement occurring at the same $1/r$ order from the source as the usual oscillating displacements caused by gravitational radiation. It was first discovered in [15–17] in the context post-Newtonian approximations to full general relativity. Later, Christodoulou [18] showed that there is also a contribution to memory arising from gravitational energy fluxes. The relationship between these considerations was clarified in [19, 20], and more recently [21, 22]. For a recent review with many more references, see [23].

In this paper, we shall show that the memory effect is unique to general relativity in four spacetime dimensions, i.e. we shall show that there is no memory effect in higher even dimensions $d > 4$ at the leading $1/r$ order where gravitational radiation causes test masses to accelerate. More precisely, we consider a spacetime satisfying the vacuum Einstein equations near null infinity that is stationary before some advanced time $u_0$ and then again after some later advanced time $u_1$. We establish that during the radiation epoch $u_0 < u < u_1$, the time dependent metric components appear at order $r^{-d/2+1}$ (the precise statement refers to a geometrically constructed coordinate system explained in the body of this paper). On the other hand, the differences between the metric components before and after the radiation epochs are shown to appear at order $r^{-d+3}$. Precisely in $d = 4$, these orders are the same. But in higher dimensions, $d/2 - 1 < d - 3$, so the leading non-trivial metric components return to their original values after the radiation epoch. It follows that there is no memory effect in higher dimensions.

Our analysis also illuminates further the connection between the memory effect and BMS supertranslations, discussed first in [25]. The supertranslations are generated by vector fields of the form $X = T(z)\partial/\partial u^+$ lower order terms, where $T$ is a function of the angular variables $z \in S^{d-2}$. Our analysis shows that the metrics before and after the radiation epochs are related by an asymptotic boost together with such a BMS supertranslation, i.e. we can bring the metrics before and after the radiation epochs into a reference rest frame by a combination of a boost and a BMS supertranslation. The boost going from the frame before to that after the radiation epoch is directly related to the change in Bondi 4-momentum $(E_B, P_B)$. In $d = 4$ dimensions, we shall show in proposition 8 below that the supertranslation relating the initial and final metrics is given by

\[ X \sim T(z)\partial/\partial u^+ \]

7 There are also lower order in $1/r$ contributions to memory discussed in detail e.g. in [14]. In particular, there is at lower order the usual acceleration that one even has in static spacetimes such as Schwarzschild.

8 If we restrict consideration to spacetimes that are stationary for $u < u_0$—as can be arranged by a choice of initial data, as discussed above—then one cannot expect the spacetime to become exactly stationary for $u > u_1$, i.e. we should consider a limit as $u_1 \to \infty$. Furthermore, it should be noted if one considers a scattering process wherein one has particle-like matter sources that are incoming from infinity and/or outgoing to infinity at asymptotically early/late times, the spacetime will not be sufficiently stationary near future null infinity at early and late times for the analysis of this paper to apply. However, in a companion paper [24], we will analyze such scattering processes in the linearized approximation and show that our results on the absence of memory when $d > 4$ continue to apply.
\[ T(z) = 2(E_B - P_B \cdot z) \log(E_B - P_B \cdot z) \bigg|_{z^0}^{r_1} \]
\[-16\pi \sum_{l=0}^{\infty} \frac{\mathcal{F}^{(l+2)}_{i_1 \ldots i_l} z^{i_1} \ldots z^{i_{l+2}}}{(l+1)(l+2)(l+3)(l+4)}, \]

where \( \mathcal{F}(z) \) (see (65)) is the flux of gravitational radiation per angle \( z \in S^2 \)—identified on the right side with a unit vector \( z \in \mathbb{R}^3 \)—and where \( \mathcal{F}^{(l)}_{i_1 \ldots i_l} \) are its \( l \)th multi-pole moments (72). This formula, which generalizes equation (3.7) of [25], again relates the supertranslation parameter to physically observable quantities in \( d = 4 \), namely the flux and the Bondi energy-momenta. As previously found by [25], when \( d = 4 \) this supertranslation is related to the ’displacement tensor’ appearing in the memory effect by

\[ \Delta_A^B = \left( D_A D^B - \frac{1}{2} \delta_A^B D^c D_c \right) T, \]}

where \( A, B, \ldots \) are tensor indices referring to the angular coordinates. However, in \( d > 4 \), the frames before and after the radiation epochs are only boosted—not supertranslated—relative to each other. As we shall show in this paper, we have \( T(z) = 0 \) and \( \Delta_A^B = 0 \) when \( d > 4 \).

The presence of a memory effect in \( d = 4 \) shows that if we wish to treat frames at early and late time stationary eras on an equal footing, then we must allow supertranslations as asymptotic symmetries, and we cannot impose stronger asymptotic conditions at \( \mathscr{I} \) that would reduce the asymptotic symmetry group to a group smaller than the BMS group. Conversely, the absence of a memory effect in \( d > 4 \) suggests that for \( d > 4 \) there is no need to allow supertranslations as asymptotic symmetries, and the asymptotic symmetry group at null infinity can be taken to be the Poincaré group. This argument may be made more precise as follows.

In \( d \) dimensions, the time dependent metric components encoding radiation start at order \( r^{-d/2+1} \). In addition, there can be a non-trivial time-independent part that comes in at order \( r^{-1} \). In \( d > 4 \), we may apply a BMS supertranslation to impose, as a gauge condition, the absence of this \( r^{-1} \) part. In particular, if this \( r^{-1} \) part is removed in one stationary epoch, then it is also removed in any other. With this gauge condition imposed, the group of allowed asymptotic symmetries is just the Poincaré group. By contrast, in \( d = 4 \), this is not possible, since imposition of such a condition would remove all radiating solutions.

Of course, one still would be free to not impose such stronger gauge conditions when \( d > 4 \) and thereby allow supertranslations as asymptotic symmetries in \( d > 4 \), as has been suggested in [26]. However, there would appear to be little advantage in doing so. In particular, when \( d > 4 \), the symplectic flux through \( \mathscr{I} \) associated with supertranslations diverges [8]. This implies that one cannot define, at least in as far as we can see, a Hamiltonian generator conjugate to a supertranslation in higher dimensions. Thus, even if one were to allow supertranslations, there appears to be no reasonable notion of the ‘charge’ or ‘flux’ associated with a supertranslation when \( d > 4 \).

In section 2, we review the notion of asymptotic flatness at null infinity and the notion of asymptotic BMS symmetries that it gives rise to. In section 3, we consider the asymptotic form of the metric near null infinity in the case of a stationary spacetime. The asymptotic form of a non-stationary metric near null infinity is then obtained in section 4. The relationship between the form of the metric before and after a burst of gravitational radiation is analyzed in section 5. In \( d = 4 \), this difference is characterized by an asymptotic boost and a supertranslation, but for \( d > 4 \), the supertranslation vanishes. We show that the memory effect is directly related to the supertranslation characterizing the difference between the metric before and after the radiation burst. Thus, the memory effect vanishes when \( d > 4 \). Our reasons

\[ \text{(1)} \]
for concluding that the asymptotic symmetry group at null infinity should be taken to be the Poincaré group when \( d > 4 \) are summarized in section 6.

In a companion paper [24], we will analyze the memory effect in linearized gravity off of Minkowski spacetime for point particles undergoing a local interaction. We will show there by explicit calculation that the memory effect vanishes when \( d > 4 \).

Our conventions and notations for the signature, Riemann curvature tensor etc are the same as in [27]. \( d \) is the dimension of the spacetime \( \mathcal{M} \). Bold face letters such as \( P_B \) or \( z \) refer to vectors in \( \mathbb{R}^{d-1} \), and the standard inner product between such vectors is denoted by a dot. Our units are such that \( G_N = 1 \).

2. Asymptotic flatness and asymptotic symmetries at null infinity

An even dimensional \((d \geq 4)\) spacetime \((\mathcal{M}, g)\) is said to be asymptotically flat at null infinity if the following conditions are satisfied:

(i) There exists a function \( \Omega \) such that \( \tilde{g} = \Omega^2 g \) can be smoothly extended to an ‘unphysical’ spacetime \( \mathcal{M} \) with boundary \( \partial \mathcal{M} \supset \mathcal{J}^+ \cup \mathcal{J}^- \) and \( \mathcal{J}^\pm \equiv \Sigma \times \mathbb{R} \), where \( \Sigma \) is a compact \((d - 2)\) dimensional manifold.

(ii) \( \tilde{n} = \text{grad}_\Omega \Omega \) is a null vector field on \( \mathcal{J}^+ \) relative to \( \tilde{g} \) and on \( \mathcal{J}^\pm \), there holds \( d\Omega \neq 0 \).

(iii) The vacuum Einstein equations \( R \tilde{g} = 0 \) hold for \( g \) in an open neighborhood of \( \mathcal{J}^+ \).

For a more detailed discussion, see [28] or chapter 11 of [27]. A characterization of precisely which initial data sets yield a time evolved metric that will satisfy these asymptotic conditions is an extremely difficult dynamical problem. As already mentioned in the Introduction, a good indication supporting the asymptotic flatness conditions is that they are preserved by smooth linear perturbations that have compact support in the interior of a Cauchy surface, see [7] for \( d = 4 \) and [8] in \( d > 4 \). Semi-global results (evolving data backwards from \( \mathcal{J}^+ \)) in the non-linear regime were obtained in [29] (in all even \( d > 4 \)) following the pioneering work of [30] (in \( d = 4 \))^9. Global results which establish (i)–(iii) for small but non-linear perturbations of Minkowski are [5] (in \( d = 4 \)) and [6] (for all even \( d > 4 \)).

In this paper, we will simply assume (i)–(iii). It is then always possible to choose the conformal factor \( \Omega \) in such a way such that the metric \( g \) has ‘conformal Gaussian null form’ near \( \mathcal{J}^+ \). By definition, this means that

\[
g = \frac{1}{\Omega^2} \left\{ 2 du d\Omega - \Omega^2 \Omega \beta_A dz^A + \gamma_{AB} dz^A dz^B \right\} = \frac{1}{\Omega^2} \tilde{g},
\]

where \( \alpha, \beta, \gamma \) can be viewed as tensor fields \( \Sigma \) that smoothly depend on \( \Omega, u \), and where \( z^A \) are local coordinates on \( \Sigma \).

The name arises first of all because the unphysical metric \( \tilde{g} \) is in Gaussian null form\(^10\). Geometrically these coordinates have the following properties. On \( \mathcal{J}^+ \), \( \tilde{n} = \partial / \partial u \) is tangent to affinely parameterized null geodesics ruling \( \mathcal{J}^+ \) relative to \( \tilde{g} \). The coordinates \( z^A \) are defined first on a cross-section, \( \Sigma(u_0) \), corresponding to the constant value \( u_0 \) of the coordinate \( u \), and then they are transported to all of \( \mathcal{J}^+ \) along \( \tilde{n} \). The vector field \( \tilde{l} = \partial / \partial \Omega \) is another affinely parameterized (relative to \( \tilde{g} \)) null vector field transverse to \( \mathcal{J}^+ \) which is normalized so that \( \tilde{g}(\tilde{n}, \tilde{l}) = 1 \), and such that it is orthogonal to the cross sections \( \Sigma(u) \) on \( \mathcal{J}^+ \). The coordinates

\(^9\)These results indicate that in \( d > 4 \), more stringent conditions can be imposed than expressed by (i)–(iii). We will see that these conditions are actually a consequence, see theorem 6.

\(^{10}\)Gaussian null coordinates were introduced in [31].
(u, z^A) are then transported to a sufficiently small neighborhood of \( \mathcal{I}^+ \) by transport along \( \dot{I} \). The term ‘conformal’ refers to the key point that \( \Omega \) is not only an affine parameter of null geodesics of \( \tilde{g} \), but also coincides with the conformal factor.

If we define
\[
r = \frac{1}{\Omega},
\]
we get from (3) a ‘Bondi-type’\(^ {11} \) coordinate system:
\[
g = -2du(dr + \alpha du + r\beta(du)A) + r^2\gamma_{AB}dz^A dz^B,
\]
and this is just another way to state our asymptotic conditions. The coordinate vector field \( \partial/\partial r \) defined by the system \((r, u, z^A)\) is easily checked to be tangent to affinely parameterized null geodesics relative to \( g \). This fact is ultimately responsible for the preferred geometrical status of our coordinate system. From now on, we will—by a slight abuse of terminology—also refer to these coordinates as conformal Gaussian null (CGN) coordinates.

For \( d \)-dimensional Minkowski spacetime \((\mathcal{M} = \mathbb{R}^d, g = \eta)\), we have \( \Sigma \cong S^{d-2} \), \((u, r, z^A)\) are given by \( u = t - r, r = |x|, z^A = \text{angles} \), and in fact
\[
\eta = -2du(dr + \frac{1}{2} du) + r^2s_{AB}dz^A dz^B
\]
where here and in the rest of the paper \( s_{AB} \) denotes the unit radius round sphere metric. For Schwarzschild, \( u = t - r \), with \( r \) given by the tortoise coordinate.

It can be readily seen that the remaining freedom in specifying a conformal Gaussian null coordinate system is as follows: We can make a different choice of the initial cross section \( \Sigma(u_0) \); we can change the affine coordinate \( u \) on \( \mathcal{I}^+ \) by an affine transformation for each null generator of \( \mathcal{I}^+ \); we can similarly apply a suitable ‘angle-dependent’ affine transformation of the parameter \( r \) consistent with the requirement \( g(\partial/\partial u, \partial/\partial r) = 1 \) on \( \mathcal{I}^+ \); we can apply a diffeomorphisms to the points \( z \in \Sigma(u_0) \). Thus our freedom consist of:

1. Changing \( r \mapsto r + S(u, z) \),
2. Changing \( u \mapsto e^{u(\alpha)}u \) on \( \mathcal{I}^+ \) and making corresponding changes to \( r, z^A \),
3. Changing \( u \mapsto u + T(z) \) on \( \mathcal{I}^+ \) and making corresponding changes to \( r, z^A \),
4. Applying a diffeomorphism to points \( z \in \Sigma(u_0) \).

It is easy to see that by choosing \( \partial_\alpha S \) in the transformation of type 1) suitably, we can set \( \alpha \) to a constant on \( \mathcal{I}^+ \), which we assume has been done. For convenience, we assume that the constant is \( \alpha = 1/2 \) on \( \mathcal{I}^+ \), as in Minkowski spacetime (6). Thus, the remaining transformations of type (1) are ones where \( S \) does not depend on \( u \).

A transformation of type (2) changes the induced metric \( \gamma_{AB} \) on \( \Sigma \) by the conformal factor \( e^{2u} \). In \( d = 4 \), one typically assumes that, topologically \( \Sigma \cong S^2 \), for otherwise one could clearly not say that the metric is asymptotically Minkowskian. We can then turn \( \gamma_{AB} \) into the metric \( s_{AB} \) on the unit round sphere on \( \mathcal{I}^+ \) for one particular cross-section of \( \mathcal{I}^+ \), say \( \Sigma(u = 0) \). In higher dimensions, we assume as a strengthening of our asymptotic conditions:

(iv) \( \Sigma \) is conformal to an Einstein space for some value of \( u \) (we do not have to do this, but then it seems impossible to define Bondi mass, news etc see [33]). In fact, we will assume that this Einstein space is a unit round sphere \((S^{d-2}, s_{AB})^{12} \).

\(^{11} \) Note that this coordinate system actually differs from what is normally called ‘Bondi gauge’, although it has obvious similarities. See, e.g., [32].

\(^{12} \) Einstein’s equation relate the value of \( \alpha \) on \( \mathcal{I}^+ \) to the scalar curvature of \( \gamma_{AB} \) on \( \mathcal{I}^+ \). We have anticipated this relation in our choice for the normalization.
Einstein’s equations then imply [33] that $\gamma_{AB}$ is equal to $s_{AB}$ on $\mathcal{I}^+$ for any value of $u$. Thus, we have fixed the first two ambiguities.

The ambiguity of type (3) corresponds to the choice of the cross section distinguished by $u = u_0$, i.e. a change in the cross section. This corresponds to BMS supertranslations.

The last ambiguity type (4) is cut down because we have already demanded that, on $\mathcal{I}^+$, $\gamma_{AB}$ is the metric of the round sphere, $s_{AB}$. So we are left with diffeomorphisms that are conformal transformations of this round sphere (group $O(d - 1, 1)$), and then we must combine such a diffeomorphism with a transformation of type (2) to compensate the conformal factor.

Summarizing our discussion, we can say that the remaining diffeomorphisms of the metric respecting our gauge choices near $\mathcal{I}^+$ are generated by linear combinations of the following vector fields $X$ defined in a neighborhood of $\mathcal{I}^+$:

(I) Vector fields
$$X = S(z) \frac{\partial}{\partial r} + \ldots,$$
where $S$ is an arbitrary smooth function on $S^{d-2}$.

(IIa) Vector fields
$$X = T(z) \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial r} \right) - \frac{1}{r} s^{AB} D_B T(z) \frac{\partial}{\partial z^A} + \ldots,$$
where $T$ is any smooth function on $S^{d-2}$ orthogonal to the $l = 0, 1$ spherical harmonics. These $X$ are precisely the ‘BMS supertranslations’.

(IIb) Vector fields $X$ of the form (8), where $T$ is a linear combination of $l = 1$ spherical harmonics on $S^{d-2}$. Such $T$ satisfy
$$D_A D_B T = -s_{AB} T.$$
These $X$ correspond to infinitesimal spatial translations of the underlying ’Minkowski spacetime’ given by equation (6).

(IIc) The vector field
$$X = \frac{\partial}{\partial u} + \ldots.$$  
This $X$ corresponds to an infinitesimal time translation.

(III) Vector fields
$$X = C(z) \left[ u \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial r} \right) - r \frac{\partial}{\partial r} \right] - s^{AB} D_B C(z) \frac{\partial}{\partial z^A} + \ldots,$$
where $C$ is an $l = 1$ spherical harmonic—implying that $s^{AB} D_B C = \xi^A$ is a conformal Killing vector field of $S^{d-2}$. These $X$ correspond to infinitesimal Lorentz boosts.

(IV) Vector fields of the form
$$X = \xi^A \frac{\partial}{\partial z^A} + \ldots,$$
where $\xi^A$ is an isometry of $S^{d-2}$. These $X$ correspond to infinitesimal rotations.

In all cases the dots $\ldots$ stand for a vector field that vanishes on $\mathcal{I}^+$ together with its first and second derivative (relative to an arbitrary derivative operator on $\tilde{M}$ such as $\tilde{\nabla}$).
This vector field is uniquely determined in each case by the requirement that $\mathcal{L}_X g$ satisfies the ‘linearized form’ of our gauge conditions (5), i.e. has vanishing $(ru, (rA), (rr))$ components. Thus the parts of $X$ indicated by dots depend in general on $g$ (but happen to vanish for $\eta$), but the leading terms displayed in (IIa,b,c)–(IV) manifestly do not.

The vector field of type (I) is to be viewed as a ‘gauge transformation’, since it vanishes on $\mathcal{F}^+$. The others (IIa,b,c)–(IV) generate the Lie algebra of the ‘asymptotic symmetry group’, which is called the BMS group. More precisely, the BMS Lie algebra is isomorphic to

$$bms_d = \text{span}\{X \in (\text{IIa, b, c}), (\text{III}), (\text{IV})\}$$

(13)

The vector fields (IIa,b,c) correspond to an infinite-dimensional abelian normal Lie sub algebra, $\mathfrak{t}_d$, and the quotient $bms_d/\mathfrak{t}_d \cong \mathfrak{so}(d - 1, 1)$ is the Lorentz-Lie algebra. It can be identified (non-canonically) with the Lie sub algebra corresponding to the vector fields (III), (IV). An asymptotic symmetry $\phi$ generated by one of these vector fields acts on the cross sections $\cong S^{d-2}$ of $\mathcal{F}^+$ as a conformal transformation, called $\hat{\phi}$, so $\hat{\phi}^* s_{AB} = e^{2\omega} s_{AB}$. For an asymptotic boost with velocity parameter $v$ (see footnote 13 below), the action and conformal factor are concretely:

$$\hat{\phi}: z \mapsto z\sqrt{1 - v^2} + v[(v \cdot z)/(1 + \sqrt{1 - v^2}) - 1], \quad \omega(z) = \log \sqrt{1 - v^2}/(1 - v \cdot z).$$

(14)

where here and in the following, points $z$ in $S^{d-2}$ are identified with unit vectors $z \in \mathbb{R}^{d-1}$. If $X \in \mathfrak{t}_d$ is a vector field corresponding to an infinitesimal symmetry of type (IIa,b,c) with function $T(z)$, then the element $\hat{X} = \phi^* X \in \mathfrak{t}_d$ conjugate under $\phi$ corresponds to $\hat{T}(z) = e^{-\omega(z)} T(\hat{\phi}(z))$.

Later we will see that for $d > 4$, it is possible to impose more stringent conditions on the metric, which will imply that the true asymptotic symmetry algebra is reduced to the Poincaré Lie algebra $\mathfrak{p}_d = \mathfrak{so}(d - 1, 1) \times \mathbb{R}^d$ which is the Lie sub-algebra of $bms_d$ excluding super-translations (IIa).

In the following two sections, we analyze systematically the consequences of the vacuum Einstein equation $Ric_y = 0$ near $\mathcal{F}^+$. It is convenient to make the Taylor expansions

$$\gamma_{AB} \sim \sum_{n \geq 0} \gamma_{AB}^{(n)} r^{-n}, \quad \beta_A \sim \sum_{n \geq 0} \beta_A^{(n)} r^{-n}, \quad \alpha \sim \sum_{n \geq 0} \alpha^{(n)} r^{-n}$$

(15)

where $\sim$ indicates that these expansions might not be convergent. Each of the ‘coefficients’ $\gamma_{AB}^{(n)}, \beta_A^{(n)}, \alpha^{(n)}$ is a tensor field on $S^{d-2}$ depending on $u$. Einstein’s equations then give relationships between the coefficients. For instance, we have, in any even dimension $d \geq 4$

$$\gamma_{AB}^{(0)} = s_{AB}, \quad \alpha^{(0)} = 1/2, \quad \beta_A^{(0)} = 0.$$  

(16)

The first two conditions are in fact, as already discussed, consequences of our asymptotic conditions/gauge choices, but the last one is one such consequence of the Einstein equations [33]. These zeroth-order relations serve as ‘initial conditions’ to constrain the subsequent orders via Einstein’s equations. In fact, these consequences where worked out in general dimension already in [33]. These will be recalled in section 4. We first restrict attention to stationary metrics, where more stringent conclusions can be drawn.
3. Stationary metrics

We ask what we additionally learn from Einstein’s equations \( \mathcal{R}_{\mu \nu} = 0 \) near \( \mathcal{I}^+ \) if we demand that \( g \) is stationary in a neighborhood of \( \mathcal{I}^+ \). By this we mean that there exists a Killing field \( K \),

\[
\mathcal{L}_K g = 0,
\]

with time-like orbits near \( \mathcal{I}^+ \). Any Killing field is a forteriori an asymptotic symmetry of the metric, so it must be given by a linear combination of the vector fields \( X \) in items (I)–(IV). Since \( K \) is time-like near infinity, the boost- (III) and rotation- (IV) parts must be absent, so

\[
K = \frac{\partial}{\partial t} + T(z) \left( \frac{\partial}{\partial u} - \frac{\partial}{\partial r} \right) - \frac{1}{r} s_{AB} D_B T(z) \frac{\partial}{\partial z} + S(z) \frac{\partial}{\partial r} + \ldots
\]

up to an overall positive constant. Here dots represent a vector field whose derivatives up to second order vanish at \( \mathcal{I}^+ \), and \( T \) must satisfy \( |T(z)| < 1 \), again since \( K \) is timelike near \( \mathcal{I}^+ \). Without loss of generality, we can assume that \( T \) is orthogonal to the constant function on \( \mathbb{S}^{d-2} \). (The constant part in \( T \) can be absorbed into \( S \) and a change in the overall normalization \( K \).) We now wish to argue that \( K \) is actually a linear combination of a time-translation and a spatial translation, i.e. that \( T \) is a linear combination of the \( (d-1)I = 1 \) spherical harmonics on \( \mathbb{S}^{d-2} \), and \( S = 0 \). We start by writing out Killing’s equation (17) in conformal Gaussian null (CGN) coordinates (5). We find from the \( (AB), (Au), (uu) \)-components respectively

\[
\begin{align*}
0 &= (1 + T) \partial_u \gamma^{(1)}_{AB} - 2(D_A D_B + s_{AB}) T + 2s_{AB} S, \\
0 &= (1 + T) \partial_u \beta^{(1)}_A + D_u S, \\
0 &= (1 + T) \partial_u \alpha^{(1)}.
\end{align*}
\]

The other components of Killing’s equation do not give further information but determine the higher order terms represented by dots in our formula of \( K \). To make progress, we must also use Einstein’s equations. The analysis is rather different in \( d = 4 \) respectively higher even dimensions, so we treat both cases separately.

**Dimension \( d > 4 \) (and even):**

Using our ‘initial conditions’ (16), the \( (AB) \) components of Einstein’s equations give

\[
0 = (d - 4) \partial_u \gamma^{(1)}_{AB} + s_{AB} \partial_u \gamma^{(1)},
\]

where here and in the following, \( \gamma^{(1)} = s^{AB} \gamma^{(1)}_{AB} \). This immediately gives \( \partial_u \gamma^{(1)}_{AB} = 0 \). The \( (rA) \) components of Einstein’s equations give

\[
0 = D_A [\gamma^{(1)}_{AB}] + (d - 3) \gamma^{(1)}_{AB},
\]

implying \( \partial_r \beta^{(1)}_A = 0 \), too. The second equation in (19) then gives \( D_A S = 0 \), so \( S \) must be constant. The trace of the first equation in (19) furthermore gives \( (d - 2) S = (D_C D_C + d - 2) T \). Since \( T \) is orthogonal to the constant function on \( \mathbb{S}^{d-2} \), it follows that \( S = 0 \), and then it follows that \( T \) is a linear combination of \( I = 1 \) spherical harmonics, as desired.

**Dimension \( d = 4 \):**

In this case, (20) only allows us to conclude that \( \partial_u \gamma^{(1)} = 0 \), which using the first equation in (19) gives us \( S = \frac{1}{2} (D_C D_C + 2) T \). From the third equation in (19) we get \( \partial_u \alpha^{(1)} = 0 \), since \( |T(z)| < 1 \). The first two equations in (19) become
\[0 = (1 + T)\partial_u \gamma_{\lambda}^{(1)} - 2(D_A D_B - \frac{1}{2} \delta_{AB} D^F D_C) T,\]
\[0 = (1 + T)\partial_u \beta_{\lambda}^{(1)} + \frac{1}{2} D_A (D^F D_C + 2) T.\]  
(22)

Taking a \(u\)-derivative of (21) furthermore gives
\[\partial_u \beta_{\lambda}^{(1)} = -\frac{1}{2} D^\beta \partial_u \gamma_{\lambda}^{(1)},\]  
(23)
and applying \(D^\beta\) to the first equation in (22), and then substituting the second equation in (22) in order to eliminate \(\partial_u \beta_{\lambda}^{(1)}\) then also gives \((\partial_u \gamma_{\lambda}^{(1)}) D^\beta T = 0\). Since \(T\) does not depend on \(u\), the first equation in (22) also gives \(\partial_u \gamma_{\lambda}^{(1)} = 0\). We next combine this information with the \((uu)\) and \((ru)\) components of Einstein’s equation (see (69)), which yields
\[D^A \partial_u \beta_{\lambda}^{(1)} = 0.\]  
(24)
Taking \(D^A\) of the second equation in (22) and using (24) gives the first equation in
\[0 = (D^A T) \partial_u \beta_{\lambda}^{(1)} + \frac{1}{2} D^\beta D_b (D_A D^A + 2) T\]
\[0 = (D^A T) \partial_u \beta_{\lambda}^{(1)} - \frac{1}{2} (D^A D^\beta T) \partial_u \gamma_{\lambda}^{(1)},\]  
(25)
while the second equation is obtained by taking \(D^A\) of \((\partial_u \gamma_{\lambda}^{(1)}) D^\beta T = 0\) and using (23). Subtracting the second equation from the first, using the first equation in (22) to eliminate \(\partial_u \gamma_{\lambda}^{(1)}\), and integrating the result over \(S^2\) gives
\[\int_{S^2} \frac{(D^A D^\beta T) D_A D_B T - \frac{1}{2} (D^A D^\beta T)^2}{1 + T} = -\frac{1}{2} \int_{S^2} D^\beta D_B (D_A D^A + 2) T = 0.\]  
(26)

Now let \(A^B_b = D^A D_B T\). This is a self-adjoint map in the tangent space of each point of \(S^2\) (with respect to the inner product \(\delta_{AB}\)), and so has two real eigenvalues \(\lambda_1, \lambda_2\). In terms of the eigenvalues, the integrand on the left side becomes \(\frac{1}{2} (\lambda_1 - \lambda_2)^2 / (1 + T)\), whereas the right side vanishes by Gauss’ theorem. Since \(|T(z)| < 1\), we therefore conclude that \(\lambda_1 = \lambda_2\), so \(D^A D_B T = \lambda_1 D^A D^\beta T\) for some function \(\lambda_1\). Lowering the index \(A\) it follows that \(D_A D_B T = \frac{1}{2} \delta_{AB} D^F D_C T\), meaning that \(T\) must be an \(I = 1\) spherical harmonic, and then \(S\) has to vanish. This concludes the argument in \(d = 4\).

If we want, we can identify points on \(S^{d-2}\) with unit vectors \(z\) in \(\mathbb{R}^{d-1}\), and then we can write \(T(z) = \nu \cdot z\). Since \(|T(z)| < 1\), we must have \(|\nu| < 1\). Thus, \(K\) must be an ordinary asymptotic infinitesimal translation into a time-like direction. Let \(\phi\) be the unique (near \(t^+\)) asymptotic boost with velocity parameter \(-\nu\). Then \(\phi^* K \propto \partial/\partial u\), at \(t^+\), which is a Killing field for \(\phi^* g\). For convenience of notation, we now denote \(\phi^* K, \phi^* g\) again by \(K, g\). Then we can say that

\[\Lambda = \begin{pmatrix} \frac{1}{\sqrt{1 - v^2}} & \frac{v}{\sqrt{1 - v^2}} \\ \frac{v}{\sqrt{1 - v^2}} & 1 + v^2 \left( \frac{1}{\sqrt{1 - v^2}} - 1 \right) \end{pmatrix} v \otimes v,\]

and it acts on \((u, x)\), where \(u = r + u\) and \(x = ru\).

\[\Lambda = \begin{pmatrix} \frac{1}{\sqrt{1 - v^2}} & \frac{v}{\sqrt{1 - v^2}} \\ \frac{v}{\sqrt{1 - v^2}} & 1 + v^2 \left( \frac{1}{\sqrt{1 - v^2}} - 1 \right) \end{pmatrix} v \otimes v,\]

and it acts on \((u, x)\), where \(u = r + u\) and \(x = ru\).
\[
K = \frac{\partial}{\partial u}
\]

at \(\mathcal{I}^+\). We claim that this formula must hold not only at \(\mathcal{I}^+\) but in a full neighborhood. This can be seen as follows. Let \(\psi_t\) be the 1-parameter group of diffeomorphisms generated by \(K\). By construction, it acts on points of \(\mathcal{I}^+\) by \(u \mapsto u + t, z \mapsto z\). Since each \(\psi_t\) is an isometry of \(g\), it follows that it preserves affinely parameterized geodesics. So it must act on \(r\) by an affine transformation and leave \(z^A\) invariant off \(\mathcal{I}^+\), i.e. we can say that points labelled by \((u, r, z^A)\) get mapped to points labelled by \((u + t, e^{\omega(z,u)}r + S_\iota(z, u), z^A)\) for sufficiently small \(r\). This action is incompatible with the form of our asymptotic symmetries (I)–(IV) unless \(S_\iota = 0\), and it then follows immediately that the formula (27) holds in a neighborhood of \(\mathcal{I}^+\). Hence, since \(K\) is Killing for \(g\), we conclude that the expansion coefficients of \(g\) satisfy
\[
\partial_n \gamma^{(n)}_{AB} = \partial_n \beta^{(n)}_A = \partial_n \alpha^{(n)} = 0
\]
for all \(n \geq 0\). We summarize our findings so far in a lemma:

**Lemma 1.** Let \((\mathcal{M}, g)\) be an asymptotically flat spacetime presented in CGN gauge (5), with Killing field \(K\) that is timelike near \(\mathcal{I}^+\). Then there exists a unique diffeomorphism \(\phi\) defined near \(\mathcal{I}^+\) which is an asymptotic boost and preserves the CGN gauge, such that the expansion coefficients (15) of \(\phi^*g\) are all independent of \(u\), and such that \(\phi^*K = \partial/\partial u\) near \(\mathcal{I}^+\).

We next use the information provided by the lemma in Einstein’s equation. Again we denote \(\phi^*g\) by \(g\) to simplify our notation. First, we consider Einstein’s equations at order \(n = 0\) in (15), using (28). We find from the \((AB)\)-components
\[
0 = -4(d - 4)\alpha^{(1)} s_{AB} + 2(d - 4)D_A\beta^{(1)}_B + 2s_{AB} D^C \beta^{(1)}_C
\]
\[
+ (d - 2)\gamma^{(1)}_{AB} - s_{AB} \gamma^{(1)} - D^C D_\gamma^{(1)}_{AB} + 2D_\gamma^{(1)}_{AB} - D_A D_B \gamma^{(1)}
\]
from \((uA)\)-components
\[
0 = 2(d - 5)D_A \alpha^{(1)} - D^C (D_A \beta^{(1)}_C - D_C \beta^{(1)}_A)
\]
and from the \((ru)\)-component
\[
0 = -2(d - 4)\alpha^{(1)}.
\]
In order to evaluate the consequences of these equations, the following lemma [34] will be rather useful:

**Lemma 2.** Any smooth 1-form field \(v_A\) on \(S^{d-2}\) can be decomposed uniquely as
\[
v_A = V_A + D_A S,
\]
where \(V_A\) is a divergence free 1-form field, \(D^A V_A = 0\). We refer to \(S\) as the ‘scalar part’ and \(V_A\) as the ‘vector part’. Any smooth symmetric rank-2 tensor field \(t_{AB}\) on \(S^{d-2}\) can be decomposed uniquely as
\[
t_{AB} = T_{AB} + D_A W_B + (D_A D_B - \frac{1}{d - 2} s_{AB} D^C D_C) T + \frac{1}{d - 2} s_{AB} U,
\]
where \(T_{AB}\) is trace-free and divergence free, \(0 = D^A T_{AB} = s_{AB} T^{AB}\), and where \(W_A\) is divergence free. We refer to \(T_{AB}\) as the ‘tensor part’, \(W_A\) as the ‘vector part’ and \((T, U = s^{AB} t_{AB})\)
for some function \( f = f(x, y, z) \). Next, for the vector part we infer that
\[ \gamma = \{ l(l + d - 3) : l = 0, 1, 2, \ldots \} \]
and
\[ \gamma = \{ l(l + d - 3) - 1 : l = 1, 2, 3, \ldots \} \]
for the tensor part may always be written as
\[ \gamma = \{ l(l + d - 3) - 2 : l = 2, 3, 4, \ldots \} \]
as the 'scalar part'.

Some special things happen in low dimension. On \( S^2 \), the tensor part necessarily vanishes, as there are no divergence free, trace free symmetric rank two tensors. Furthermore, the vector part may always be written as \( V_A = \epsilon_{AB} D^B V \) for some function \( V \). When \( d > 4 \), the scalar, vector, and tensor parts on \( S^{d-2} \) form inequivalent, irreducible representation spaces of the group \( SO(d - 1) \). The spectrum of the Laplacian \( -D^A D_A \) consists of the eigenvalues shown in Table 1.

As a consequence of the uniqueness of the decomposition, and the inequivalence of the representations, in \( d > 4 \), any \( SO(d - 1) \) invariant partial differential operator, such as the Laplacian, leaves the scalar, vector, and tensor subspaces invariant. By contrast, on \( S^2 \) (i.e. for \( d = 4 \)), there is no tensor part, and the vector and scalar parts form equivalent representations of \( SO(3) \). As representations of \( O(3) \), they are inequivalent and correspond to 'parity even' (polar) and 'parity odd' (axial) scalar fields on \( S^2 \).

Armed with this information, we can now easily understand the consequences of equations (29)–(31). Because there is a difference between the case \( d = 4 \) and the cases \( d > 4 \) and even, we look at each of them separately.

**Dimension \( d > 4 \) (and even):**
Equation (31) clearly gives \( \alpha^{(1)} = 0 \). Next, we split \( \beta^{(1)}_A = V_A + D_A S \) into a scalar and a vector part. Equation (30) does not give any constraint on the scalar part, and gives
\[ D^A D_A V_A = (d - 3) V_A \]
for the vector part. Given the spectrum of the Laplacian in the vector case, this equation only has the trivial solution \( V_A = 0 \). We next decompose equation (29) and \( \gamma^{(1)}_{AB} \) into its scalar, vector, and tensor part. These equations decouple since the differential operators are clearly \( O(d - 1) \)-invariant. For the tensor part, \( T_{AB} \), of \( \gamma^{(1)}_{AB} \) we infer that
\[ D^C D_C T_{AB} = (d - 2) T_{AB} \]
Given the spectrum of the Laplacian in the tensor case, this equation only has the trivial solution. Thus, the tensor part of \( \gamma^{(1)}_{AB} \) vanishes. Next, for the vector part \( W_A \), of \( \gamma^{(1)}_{AB} \) we get
\[ 2(d - 4) D_A W_B = 0 \]
so there is no vector part either. Taking a trace of (29), we learn for the scalar part \( (T, U) \) of \( \gamma^{(1)}_{AB} \) that
\[ D^A D_A \left\{ U - (D^B D_B + d - 2) T - 2(d - 2) S \right\} = 0, \quad (34) \]
where \( S \) is the scalar part of \( \beta^{(1)}_A \). It follows that the expression in curly bracket is constant, which we can absorb in a constant shift of \( S \). Thus, all in all we learn that equations (29)–(31) are satisfied if and only if
\[ \gamma^{(1)}_{AB} = (D_A D_B + s_{AB}) T + 2 S s_{AB}, \quad \beta^{(1)}_A = D_A S, \quad \alpha^{(1)} = 0, \quad (35) \]
where \( S, T \) are arbitrary smooth functions on \( S^{d-2} \). Furthermore, it is checked that, at this order, all other components of Einstein’s equation are also satisfied by these expressions.
**Dimension $d = 4$:**

Equation (31) gives no constraints on $\alpha^{(1)}$. We next consider equation (30). On $S^2$, the decomposition into scalar and vector parts is $\beta^{(1)}_A = D_A S + \epsilon_{AB} D^B V$. We consider this decomposition in (30). $S$ drops out of the equation right away, and taking a divergence, $V$ drops out, too. We are left with $D^2 D_C \alpha^{(1)} = 0$, which implies that $\alpha^{(1)} = c$ is a constant. Once this is known, we learn that $D_A D^2 D_C V = 0$, hence that $D^2 D_C V$ is a constant. Integrating this term over $S^2$ and applying Gauss’ theorem shows that the constant in fact vanishes, so $V$ must be constant and we learn that $\beta^{(1)}_A$ has no vector part. Consideration of the vector part of (21) shows that the vector part $W_A$ of $\gamma^{(1)}_{AB}$ obeys $D^4 D_A W_B = 0$. Multiplying with $W^B$, integrating over $S^2$ and integrating by parts gives $D_A W_B = 0$, so $\gamma^{(1)}_{AB}$ has no vector part. The rest of the argument is unchanged compared to the case $d > 4$, because $\alpha^{(1)}$ drops out of (29) (except that $\gamma^{(1)}_{AB}$ cannot have a tensor part on $S^2$ in the first place).

Thus, all in all we learn that equations (29)--(31) are satisfied iff

$$\gamma^{(1)}_{AB} = (D_A D_B + s_{AB}) T + 2S s_{AB}, \quad \beta^{(1)}_A = D_A S, \quad \alpha^{(1)} = c,$$

where $S, T$ are arbitrary smooth functions on $S^2$, and where $c$ is a constant. Furthermore, it is checked again that all other components of Einstein’s equation are satisfied by these expressions.

We note that $\gamma^{(1)}_{AB}, \beta^{(1)}_A$ in equation (35) are ‘pure gauge’, and in fact correspond precisely to transformations of the type (I) and (IIa) in the above list with the same function $S$ and $T$ as in (35) resp. (36) up to the trivial change $T \rightarrow -2T$. Furthermore, since the vector fields $X$ of type (I) and (II) commute with $K$, we arrive at the following conclusion:

**Lemma 3.** There exists a diffeomorphism $\psi$ of $\mathcal{M}$ that is an asymptotic symmetry and preserves the CGN gauge (5) generated by a linear combination of the vector fields $X$ in case (I) and (IIa) such that the expansion coefficients (15) of $\psi^*g$ have $\gamma^{(1)}_{AB} = \beta^{(1)}_A = 0$. In $d > 4$ we have additionally $\alpha^{(1)} = 0$, and in $d = 4$, $\alpha^{(1)} = c$ is constant. Furthermore, $\psi^*K = \partial / \partial u$.

This finishes our analysis in $d = 4$, but in $d > 4$, we can go further and derive constraints on higher expansion orders (15) which we will do now. To simplify the discussion, we can thus pass from $g$ to $\psi^*g$, which we will do for the rest of this section. We denote this new metric again by $g$ and applying Gauss theorem shows that the constant in fact vanishes, so $\gamma^{(1)}_{AB}$ has no vector part.

$$\gamma^{(1)}_{AB} = 0, \quad \beta^{(1)}_A = 0, \quad \alpha^{(1)} = 0,$$

(37)

where $1 \leq n \leq d - 3$ in the first two equations and $1 \leq n < d - 3$ in the last expression, while $\alpha^{(d-3)} = c$ is a constant. To prove this, we proceed by induction. The case $n = 1$ is already settled on account of the previous lemma. Let the statement thus be assumed to be true up to and including order $n$. Then, at order $n + 1$, we get from the $(AB)$ components of Einstein’s equations

$$0 = -4(d - 4 - n)\alpha^{(n+1)}_{sAB} + 2(d - 4 - n)D_A \beta^{(n+1)}_{(B)} + 2s_{AB} D_C \beta^{(n+1)}_{C},$$

$$+ [n^2 + (d - 7)n + d - 2] \gamma^{(n+1)}_{AB} + (n - 1) s_{AB} \gamma^{(n+1)} + D^2 D_C \gamma^{(n+1)}_{AB} + 2D_A D^2 \gamma^{(n+1)}_{BC} - D_A D_B \gamma^{(n+1)}_{C},$$

(38)
from the \((uA)\) components

$$0 = 2(d - 5 - n)D_A \alpha^{(n+1)} - D^C (D_A \beta_C^{(n+1)} - D_C \beta_A^{(n+1)}) - n(d - 5 - n) \beta_A^{(n+1)},$$

(39)

from the \((uu)\) component

$$0 = D^4 D_A \alpha^{(n+1)} - (n + 1)(d - 4 - n) \alpha^{(n+1)},$$

(40)

from the \((rr)\) component

$$0 = -n(n + 1) \gamma^{(n+1)},$$

(41)

and from the \((RA)\) components

$$0 = [n(d - 4) + 2(d - 3)] \beta_A^{(n+1)} + (n + 1) D^B \beta_{AB}^{(n+1)} - (n + 1) D_A \gamma^{(n+1)}.$$  

(42)

Again we analyze these equations by decomposing the tensors according to lemma 2. From (40), we get \(\alpha^{(n+1)} = 0\) as long as \(n < d - 4\) using the spectrum of the Laplacian on scalars, whereas for \(n = d - 4\), we get \(\alpha^{(d-3)} = c\), where \(c\) is a constant. From (39) we then learn that the scalar part, \(S\), of \(\beta_A^{(n+1)}\) vanishes as long as \(d - 4 \geq n \neq d - 5\). Again from (30), the vector part \(V_A\) of \(\beta_A^{(n+1)}\) must satisfy

$$-D^C D_C V_A = [n^2 - (d - 5)n - (d - 3)] V_A.$$  

(43)

Using the spectrum of the Laplacian on vectors, we see that this equation does not have non-trivial solutions for \(n \leq d - 4\), so the vector part vanishes in this range. The tensor part of (38) implies that the tensor part \(T_{AB}\) of \(\gamma_{AB}^{(n+1)}\) satisfies

$$-D^C D_C T_{AB} = [-n^2 + (d - 7)n + d - 2] T_{AB}.$$  

(44)

Using the spectrum of the Laplacian on tensors we see that this equation has no non-trivial solutions for \(n \leq d - 4\). Therefore, \(\gamma_{AB}^{(n+1)}\) has no tensor part for \(n \leq d - 4\). We next consider the vector part of (38) and use that the vector part of \(\beta_A^{(n+1)}\) is already known to vanish in this range. The vector part \(W_A\) of \(\beta_A^{(n+1)}\) is then seen to obey

$$[n^2 + (d - 7)n + d - 4] D_A W_B = 0,$$

(45)

and it follows that \(\gamma_{AB}^{(n+1)}\) has no vector part in this range either. By (41), the scalar part(s) \(\langle T, U \rangle\) of \(\gamma_{AB}^{(n+1)}\) must satisfy \(U = 0\). Inserting this into (42) then relates \(T\) to the scalar part \(S\) of \(\beta_A^{(n+1)}\) in the following way:

$$0 = D_A \left\{ (d - 2)[(d - 4)n + 2(d - 3)] S + (d - 3)(n + 1)|D^C D_C + d - 2| T \right\}.$$  

(46)

When \(n \neq d - 5\), we already know that \(S = 0\), so it follows that \((D^6 D_B + d - 2) T\) is constant, which is possible only when \(T\) itself is a constant or an \(l = 1\) spherical harmonic. But then it follows in view of \(U = 0\) that also the scalar part of \(\gamma_{AB}^{(n+1)}\) must vanish. For \(n = d - 5\), we may use another relation between \(S\) and \(T\) from the trace of (38), namely

$$0 = D^C D_C \left\{ (d - 2)(2d - n - 6) S + (d - 3)|D^4 D_A + d - 2| T \right\}.$$  

(47)
Taking $D^4$ in (46) and $n = d - 5$, it follows at this order that $(d - 2)(d - 5)D^CD_C S = 0$, hence that $S$ is constant. But then it also follows that $D^B D_B [D^4 D_A + d - 2] T = 0$, meaning that $T$ is a linear combination of $l = 0$ and $l = 1$ spherical harmonics. Thus, neither $T$ nor $S$ makes a contribution to the scalar parts of $\beta^{(n+1)}_A$ respectively $\gamma^{(n+1)}_{AB}$ also when $n = d - 5$.

This closes the induction loop.

We summarize our findings in this section as follows.

**Theorem 4.** Let $(\mathcal{M}, g)$ be an asymptotically flat spacetime of even dimension $d \geq 4$ satisfying (i)–(iv), presented in CGN gauge (5), with Killing field $K$ that is timelike near $\mathcal{I}^+$. Then there exist unique diffeomorphisms $\phi$ and $\psi$ defined near $\mathcal{I}^+$ which preserve the CGN gauge such that

1. $\phi$ is generated by an asymptotic boost vector field of type (III),
2. $\psi$ is generated by a linear combination of a supertranslation vector field of type (IIa) and a gauge transformation of type (I),
3. In all dimensions $d \geq 4$, the expansion coefficients (15) of $\phi^* \psi^* g$ satisfy
   \[ \gamma^{(0)}_{AB} = s_{AB}, \quad \gamma^{(d-3)}_{AB} = 0, \quad \alpha^{(0)} = 1/2, \quad \alpha^{(d-3)} = c, \quad \beta^{(0)}_A = \beta^{(d-3)}_A = 0, \]
   where $c$ is a constant.
   In $d > 4$ and even, the expansion coefficients (15) of $\phi^* \psi^* g$ satisfy additionally for all $1 \leq n \leq d - 4$,
   \[ \gamma^{(n)}_{AB} = 0, \quad \beta^{(n)}_A = 0, \quad \alpha^{(n)} = 0. \]
   (49)
4. $\phi^* \psi^* K = \partial/\partial u$ near $\mathcal{I}^+$.

It follows immediately from this theorem and the definition of the Bondi energy $E_B$ and Bondi linear momentum $P_B$ (see (59)–(61) below) that for the boosted metric $\phi^* \psi^* g$ we have $(E_B, P_B) = (M_B, 0)$, where

\[ M_B = \frac{\text{vol}(S^{d-2})}{4\pi} c \quad (= c \quad \text{in} \quad d = 4). \]

(50)

Indeed, we know that $\alpha^{(d-3)}$ for the boosted metric is equal to $c$, whereas all other coefficient tensors of the boosted metric appearing in the integrand (59) of the Bondi energy/momentum vanish. The Bondi energy/momentum of the original metric $g$ are then obtained by reversing the action of the asymptotic boost $\phi$. Hence, if the asymptotic boost has velocity parameter $v$ (see footnote 13), we conclude that the original metric $g$ has Bondi energy resp. momentum

\[ E_B = M_B \sqrt{1 - v^2}, \quad P_B = M_B v \sqrt{1 - v^2}. \]

(51)

with $M_B$ related to $c$ as in (50). Of course, we may also read this as an equation for $v$ for given $(E_B, P_B)$.

Next we recall that the boost $\phi$ with velocity parameter $v$ acts as a conformal transformation $\phi$ on the 'celestial sphere' $S^{d-2}$ (i.e. the cut of $\mathcal{I}^+$ parameterized by unit vectors $z$) in our CGN coordinate system $(u, r, z^A)$ acting by (14). It follows that

\[ \phi^* r = e^{-\omega} r + O(u^0), \quad \phi^* u = e^{\omega} u + O(u^2 r^{-1}), \quad \phi^* z^A = \hat{\phi}^* z^A + O(u r^{-1}) \]

(52)
and we can use this information to go from $\psi^* \phi^* g$ with coefficients characterized by the previous theorem, back to $g$. Exploiting (51) to express $v$ by $(E_B, P_B)$, we immediately get after a short calculation:

**Lemma 5.** Let $(\mathcal{M}, g)$ be a stationary solution to the Einstein vacuum equations near $\mathcal{I}^+$. Then the expansion coefficient (15) $\alpha^{(d-3)}$ for $g$ must be given by

$$\alpha^{(d-3)} = c e^{(d-1)\omega} = \frac{4\pi}{\text{vol}(S^{d-2})} \left( E_B - P_B \cdot \mathbf{z} \right)^{d-1},$$

(53)

where $(E_B, P_B)$ is the Bondi energy-momentum of $(\mathcal{M}, g)$, and $M_B = \sqrt{E_B^2 - |P_B|^2}$ the Bondi mass.

### 4. Asymptotic expansion of non-stationary metrics

We now contrast the asymptotic expansion of the metric found in stationary case (theorem 4) with that in the non-stationary case. As before, we assume that $(\mathcal{M}, g)$ is asymptotically flat. To avoid awkward issues coming from the precise behavior of the metric near spatial infinity, it is convenient to assume, additionally, that the metric is stationary in a neighborhood of spatial infinity. Thus we assume in addition to (i)–(iv):

(v) There exists a $u_0$ such that $(\mathcal{M}, g)$ is stationary (with Killing field $K$) in a neighborhood of $u < u_0$.

As already briefly discussed in the Introduction, this new assumption is reasonable because, due to the Corvino–Schoen gluing constructions [1, 2], one can always glue any portion of initial data to an asymptotic end that is exactly equal to a Kerr or Myers–Perry solution near spatial infinity. The evolved metric will then be stationary at $\mathcal{I}^+$ at early times. Thus, this assumption does not exclude any initial conditions that one might wish to consider in the interior of the spacetime. However, it should be noted that this assumption does exclude the sort of initial conditions that are normally considered in scattering theory where matter comes in from infinity at asymptotically early times.

For the portion of $\mathcal{I}^+$ corresponding to $u < u_0$, we can then apply the conclusions of theorem 4, because the proof of that theorem was entirely local. Therefore, we get an asymptotic boost $\phi$ and an asymptotic supertranslation $\psi$ such that the expansion coefficients of $\psi^* \phi^* g$ described in the theorem vanish up to order $d - 3$, and such that $\psi^* \phi^* K = 0/\partial u$ for $u < u_0$. To the metric $\psi^* \phi^* g$, we can therefore further apply lemma 8 of [33] in order to determine the form of the expansion coefficients in the non-stationary part $u \geq u_0$. The conclusions are as follows:

**Theorem 6.** Let $(\mathcal{M}, g)$ be an asymptotically flat spacetime of even dimension $d \geq 4$ satisfying (i)–(v), presented in CGN gauge (5). Then there exist unique diffeomorphisms $\phi$ and $\psi$ defined near $\mathcal{I}^+$ which preserve the CGN gauge such that

1. $\phi$ is generated by an asymptotic boost vector field of type (III),
2. $\psi$ is generated by a linear combination of a supertranslation vector field of type (IIa) and a gauge transformation of type (I),
3. For $d > 4$ and even, the expansion coefficients (15) of $\phi^* \psi^* g$ satisfy for any $1 \leq n \leq (d-4)/2$:

14 We will consider such particle scattering initial conditions in the context of linearized gravity in [24], where it will be shown that the memory effect is absent for $d > 4$ in this case as well.
as well as
\[
\gamma_{AB}^{(0)} = s_{AB}, \quad \alpha^{(0)} = 1/2, \quad \beta_{A}^{(0)} = 0.
\]

Furthermore, for \(1 \leq n \leq d - 3\) in the first, and for \(1 \leq n \leq d - 4\) in the second equation:
\[
\begin{align*}
\beta_{A}^{(n)} &= -\frac{n}{(n + 1)(d - 2 - n)} D_{\gamma_{A}^{(n)}} \gamma_{AB}^{(n)}, \\
\alpha^{(n)} &= -\frac{n - 1}{2n(d - 3 - n)} D_{\alpha}^{A} \beta_{A}^{(n)},
\end{align*}
\]
and for \(1 \leq n \leq d - 3\)
\[
\gamma_{AB}^{(n)} = 0.
\]

4. For \(d = 4\), the expansion coefficients of \(\phi^* \psi^* g\) satisfy
\[
\gamma_{AB}^{(0)} = s_{AB}, \quad \alpha^{(0)} = 1/2, \quad \beta_{A}^{(0)} = 0, \quad \partial_{\mu} \gamma^{(1)} = 0, \quad \beta_{A}^{(1)} = -\frac{1}{2} D_{\mu} \gamma^{(1)}_{AB}.
\]

Using this result, one can determine how the conserved quantities associated with the asymptotic symmetries (II)–(IV) are related to the expansion coefficients (15). Here we only recall the situation for ‘ordinary’ infinitesimal translations parameterized by a vector field \(X\) as in cases (IIb,c), respectively. Define the ‘mass aspect’ by
\[
\mu = (d - 2) \left[ \alpha^{(d - 3)} - \frac{1}{8(d - 3)} \gamma^{(d/2 - 1)AB} \partial_{\mu} \gamma^{(d/2 - 1)AB} \right].
\]
Then the Hamiltonian (generator) of an infinitesimal translational symmetry in class (IIb,c) is given by [33]
\[
H_{X}(u) = \frac{1}{8\pi} \int_{\mu_{-1}(u) \rightarrow \mu_{+}(u)} T \cdot \mu \sqrt{d^{d-2}z}.
\]
where \(S^{d-2}(u)\) is a cut of \(\mathcal{J}^+\) at the value \(u\) of the affine parameter, and where \(T = 1\) for time translations (IIC), whereas \(T(z) = a \cdot z\) for spatial translations in the direction \(a\) (IIb).

This formula for the Hamiltonian generator holds for all even \(d \geq 4\). For \(d = 4\), there is also a generator conjugate to supertranslations (IIa). It is given by simply taking \(T(z) = a \cdot z\) for spatial translations in the direction \(a\) (IIa).

This is closely related to the fact that these generators are not to be viewed as symmetries on the phase space of general relativity in \(d > 4\), as we will discuss further at the end of section 6 below.

The generators have the following interpretation:
\[
H_{X}(u) = \begin{cases} 
E \phi(u) & \text{Bondi energy for } X \text{ case (IIc),} \\
\alpha \cdot P_{\phi}(u) & \text{Bondi linear momentum for } X \text{ case (IIb), } (T(z) = z \cdot a).
\end{cases}
\]
For the stationary case, this interpretation can be confirmed by an explicit computation using lemma 5 and theorem 4 in the expression (59). The ‘flux’ formula is, in all cases (I Ib,c)
\[
\mathcal{H}_X\bigg|_{u_0}^{u_1} = -\frac{1}{32\pi} \int_{u_0}^{u_1} \left( \int_{S^{d-2}} T N^{AB}_T N_{AB} \sqrt{s} d^2 z \right) du.
\]
where the news tensor is
\[
N_{AB} = -\partial_u \gamma^{(d/2-1)}_{AB}.
\]
An invariant formula for $H_X$ in $d = 4$ was given first by Geroch [28], and the relationship to the Hamiltonian framework was later clarified in [35] and [36], see also [37]. In higher dimensions, an invariant formula for $H_X$ was derived in [8] (using the framework of [35]). That the above expression (61) for $\mu$ is equivalent to the invariant formulas can be seen using theorem 6, see [33] for details.

We also note that we always have the positive energy theorem $E_B \geq |P_B|$, see [4, 38–40] in $d = 4$ and [33] in $d > 4$. In $d > 4$ the constructions are more complicated since e.g. $\alpha^{(d-3)}$ is not the leading order expansion coefficient.

5. BMS symmetry and memory

5.1 Relation between metrics before and after a radiation burst

Comparing the stationary situation described by theorem 4 and the non-stationary (‘radiating’) situation described by theorem 6, we can now explain in detail the crucial qualitative difference between $d = 4$ and higher $d > 4$. This difference is perhaps appreciated best if we consider a solution which is stationary near $\mathcal{I}^+$ for early times $u < u_0$ as we have been assuming, and becomes stationary again at late times $u > u_1$. By theorem 6, the order at which gravitational radiation occurs, i.e. where the expansion coefficients (15) can be time-dependent, is $n = d/2 - 1$.

Now, by theorem 4, we can find an asymptotic boost and an asymptotic supertranslation, denoted collectively $f_0$, such that the expansion coefficients (15) of $g^\ast_0 g$ vanish up to order $n \leq d/2 - 1$ for $u < u_0$, i.e. before the ‘radiation epoch’. Similarly, after the radiation epoch, i.e. for $u > u_1$, we can again find an asymptotic boost and an asymptotic supertranslation, denoted collectively $f_1$, such that the expansion coefficients of $g^\ast_1 g$ vanish up to order $n \leq d/2 - 1$. So far, there is no difference between $d = 4$ and $d > 4$. However, we now claim:

**Lemma 7.**

1. In even $d > 4$, it is true that $f_0 = f_1$, so the expansion coefficients (15) of $g$ for $u < u_0$ agree with those for $u > u_1$ up to any $n \leq d/2 - 1$. In particular, we can apply a single

15 In $d = 4$, there is also a flux formula for supertranslation charges, case (Ia). The flux is now
\[
-\frac{1}{32\pi} \int_{u_0}^{u_1} \left( \int_{S^{d-2}} T N^{AB}_T N_{AB} + 2D_1 D_0 T \sqrt{s} d^2 z \right) du.
\]
The formula follows from the identity given below equation (70). Note that the negative sign of the flux as in equation (62) implies that the energy radiated way is always positive.

16 In that reference, only the case $T = \text{const.}$, i.e. case (Ic) was treated explicitly. But the result easily generalize to the other cases, including to supertranslations in $d = 4$.

17 The assumption that the spacetime becomes exactly stationary again at a finite time $u_1$ is, of course, an idealization, i.e. one should consider the limit $u_1 \to \infty$.
supertranslation boost \( f \) such that \( f^* g \) has vanishing non-trivial expansion coefficients (15) up to order \( n \leq d/2 - 1 \) for \( u > u_1 \) and \( u < u_0 \).

2. In \( d = 4 \), we have \( f_0 \neq f_1 \) in general, so, in general, the expansion coefficients (15) of \( g \) at order \( n = d/2 - 1 = 1 \) for \( u < u_0 \) and \( u > u_1 \) disagree. \( f = f_0 \circ f_1^{-1} \) is the product \( f = \phi \circ \psi \) of an asymptotic boost \( \phi \) (III), and a combination \( \psi \) of an asymptotic BMS supertranslation (IIa) and a gauge transformation (I) such that the expansion coefficients of \( g \) before \( u_0 \) agree with those of \( f^* g \) after \( u_1 \) up to order \( n = 1 \) (up to a change in \( \alpha^{(1)} \) as in lemma 5).

3. In \( d = 4 \), let \( T : S^2 \to \mathbb{R} \) be the parameter of the BMS supertranslation \( \psi \) relating the metrics before and after the radiation epochs in 2). Then we have for the expansion coefficients of \( g \):

\[
\begin{align*}
\gamma^{(1)}_{AB} &\bigg|_{u > u_1} = 2 \left( D_A D_B T - \frac{1}{2} s_{AB} D^C D_C T \right), \\
\gamma^{(1)}_{AB} &\bigg|_{u < u_0} = -\frac{1}{2} D_A \left( D^B D_B T + 2T \right), \\
\beta^{(1)}_A &\bigg|_{u > u_1} = -\frac{1}{4} D^4 D_A (D^B D_B + 2T) + 4\pi F \\
\alpha^{(1)} &\bigg|_{u < u_0} = 1
\end{align*}
\]

where \( F \leq 0 \) is the flux of gravitational radiation per angle \( z \in S^2 \), defined by

\[
F(z) = -\frac{1}{32\pi} \int_{u_0}^{u_1} N_{AB} N^{AB}(u, z) \, du,
\]

in terms of the Bondi news tensor \( N_{AB}^{18} \).

**Proof.**

1. For stationary metrics, having applied \( f_0 \) resp. \( f_1 \), we learn from theorem 4 that all non-trivial expansion coefficients of \( f_0^* g \) resp. \( f_1^* g \) vanish up to order \( n < d - 3 \) and \( u < u_0 \) resp. \( u > u_1 \). This gives, for instance

\[
\begin{align*}
\gamma^{(1)}_{AB} &\bigg|_{u < u_0} = -2 (D_A D_B + s_{AB}) T_0 + 2 s_{AB} S_0, \\
\gamma^{(1)}_{AB} &\bigg|_{u > u_1} = -2 (D_A D_B + s_{AB}) T_1 + 2 s_{AB} S_1
\end{align*}
\]

for the expansion coefficients of \( g \), where \( T_i, S_i : S^{d-2} \to \mathbb{R} \) are the parameters of the transformations \( f_i \) generated by the vector fields of type (I) or (II). However, we also learn from theorem 6 that all non-trivial expansion coefficients of \( f_0^* g \) and \( f_1^* g \) vanish up to order \( n < d/2 - 1 \) for all \( u \). Since for \( d > 4 \) it is obviously true that \( d/2 - 1 > 1 \), it follows in those dimensions that \( T_1 = T_0 \) and \( S_1 = S_0 \).

18 The negative sign of equation (65) implies that the flux of energy through \( \mathcal{F} \) is always negative, i.e. the energy radiated away by the system is always positive.
(2) On the other hand, in $d = 4$, we have $d/2 - 1 = d - 3 = 1$, so this conclusion cannot be drawn. Instead in general we only learn that $f = f_0 \circ f_1^{-1}$ is the product of the transformations claimed in 2). The rest of the statements follows again from theorem 4 and lemma 5.

(3) Even in $d = 4$, we still know that the trace $\gamma^{(1)}$ is independent of $u$ by (58), so the difference (64) has vanishing trace, which allows us to determine $S = S_0 - S_1$ in terms of $T = T_0 - T_1$ giving $S = \frac{1}{2}(D_0 D^4 + 2) T$. The first relation in (64) then follows from theorem 4 and the fact that a BMS supertranslation generated by $X$ as in (IIa) shifts $\gamma^{(1)}_{AB}$ precisely by $-2(D_0 D_B + S_{AB}) T$. The second relation in (64) follows from the first one e.g. from the last relation in (58). To prove the last relation in (64), we first consider at order $r^{-2}$ the $(rr)$ component of Einstein’s equation

$$\gamma^{(2)} = -\frac{1}{4} \gamma^{(1)}_{AB} \gamma^{(1)}_{AB},$$

as well as the $(uu)$ component

$$0 = -\frac{1}{2} \partial^2 \gamma^{(2)} \partial \gamma^{(1)}_{AB} - \frac{1}{2} \partial \gamma^{(1)}_{AB} \partial \gamma^{(1)}_{AB} + 4 \partial \alpha^{(1)} + 2 D^4 \partial \beta^{(1)}_A.$$

Eliminating $\gamma^{(2)}$ gives

$$0 = -\frac{1}{2} \partial^2 \gamma^{(1)}_{AB} \gamma^{(1)}_{AB} + 4 \partial \alpha^{(1)} + 2 D^4 \partial \beta^{(1)}_A.$$ (68)

Substituting the last equation in (58) to eliminate $D^4 \beta^{(1)}_A$ next gives

$$D^4 D^B \partial \gamma^{(1)}_{AB} = \partial_A \left( 4 \alpha^{(1)} - \frac{1}{2} \partial \gamma^{(1)}_{AB} \gamma^{(1)}_{AB} \right) + \frac{1}{2} \partial \gamma^{(1)}_{AB} \partial \gamma^{(1)}_{AB}. $$

(Note that this equation can also be written as $\partial_a \mu = -\frac{1}{2} (N_{AB} + 2 D_a D_B) N_{AB}$, which is equivalent to the mass loss formula in $d = 4$.) Now we integrate this equation from $u_0$ to $u_1$ and use the first equation in (64) as well as $\partial_u \gamma^{(1)} = 0$, to give

$$\alpha^{(1)} \bigg|_{u < u_1}^{u > u_0} = \frac{1}{4} D^4 D_A (D^B D_B + 2) T - \frac{1}{8} \int_{u_0}^{u_1} \partial_u \gamma^{(1)}_{AB} \partial_u \gamma^{(1)}_{AB} du.$$ (71)

This immediately gives the last equation in (64) after substituting the definition of the Bondi news tensor, $N_{AB} = -\partial_u \gamma^{(1)}_{AB}$ and of $F$.

The next proposition gives the relation between the BMS supertranslation parameter $T$ relating the ‘BMS-frames’ before and after the radiation, the Bondi 4-momentum before and after the radiation, and the total flux per angle $F(z)$ defined by (65). Using the standard relationship between $l = 0, 1, \ldots$ spherical harmonics on $S^2$, degree $l$ homogeneous harmonic polynomials on $\mathbb{R}^3$, and rank $l$ totally symmetric, trace-free tensors on $\mathbb{R}^3$, we can write

$$F(\mathbf{z}) = \sum_{l=0}^{\infty} F^{(l)}_{i_1 \ldots i_l} z^{i_1} \cdots z^{i_l},$$ (72)
where each $F^{(l)}_{i_1 \ldots i_l}$ is a totally symmetric, trace-free rank $l$ tensor on $\mathbb{R}^3$. We substitute this relation into the last item of lemma 7, and we use lemma 5 in $d = 4$, which gives $\alpha^{(1)} = M_B^2 (E_B - P_B \cdot z)^{-3}$. We obtain

$$\frac{M_B^2}{(E_B - P_B \cdot z)^3} = \frac{1}{4} D^C D_C (D^B D_B + 2) T(z)$$

$$+ 4\pi \sum_{l=0}^{\infty} \frac{\mathcal{F}^{(l)}_{i_1 \ldots i_l} z^{i_1} \ldots z^{i_l}}{(l+1)(l+2)(l+3)(l+4)}. \quad (73)$$

Next, we substitute on the left side the formula

$$E_B + 3P_B \cdot z + \frac{1}{2} D^C D_C (D^B D_B + 2) \left( (E_B - P_B \cdot z) \log(E_B - P_B \cdot z) \right) = \frac{M_B^2}{(E_B - P_B \cdot z)^3}, \quad (74)$$

and we note that $4\pi \mathcal{F}(z) - (E_B + 3P_B \cdot z)_{i_l}^i$ has no $l = 0, 1$ spherical harmonic contribution, which follows by applying the mass loss formula (62) to an arbitrary combination of spherical harmonics. If we finally note the identity $D^A D_A (D^B D_B + 2) = (L - 1) L (L + 1) (L + 2)$, where $L$ is the total angular momentum operator on $S^2$, then we get:

**Proposition 8.** In $d = 4$, the BMS supertranslation parameter $T : S^2 \rightarrow \mathbb{R}$ relating the metrics before and after the radiation epochs is given by

$$T(z) = 2(E_B - P_B \cdot z) \log(E_B - P_B \cdot z) \bigg|^{[a_i}_{[b_i}$$

$$- 16\pi \sum_{l=0}^{\infty} \frac{\mathcal{F}^{(l+2)}_{i_1 \ldots i_{l+2}} z^{i_1} \ldots z^{i_{l+2}}}{(l+1)(l+2)(l+3)(l+4)}, \quad (75)$$

where $\mathcal{F}(z)$ is the flux per angle $z \in S^2$, see (65), $\mathcal{F}^{(l)}_{i_1 \ldots i_l}$ are its $l$th multi-pole moments (72) and $(E_B, P_B)(u_i)$ is the Bondi 4-momentum before and after the radiation epoch.

**Remark.** The supertranslation $T$ encodes ‘information’ about the flux of gravitational radiation emitted between the stationary eras $u < u_0$ and $u > u_1$. However, this information is not locally measurable by observers with access only to the late time stationary era $u > u_1$, i.e. to determine $T$ one would need access to the preferred stationary frames of theorem 4 in both the early time era $u < u_0$ and the late time era $u > u_1$.

### 5.2. Absence of a memory effect in $d > 4$

Our conclusions expressed in lemma 7 can be stated more physically and geometrically by saying that: (1) in $d > 4$ there is no ‘memory effect’, and (2) in $d = 4$ the gravitational memory of a distribution of test masses can be characterized by a BMS supertranslation. To study the influence of a time-dependent gravitational field on test-masses, we study as usual the geodesic deviation equation

$$(\tau^a \nabla_a)^2 \xi^b = -R^b_{\quad acd} \tau^a \tau^d \xi^c. \quad (76)$$

where $\tau$ is a vector field that is tangent to a congruence of time-like geodesics, and $\xi$ is the deviation vector field, see e.g. section 3.4 of [27]. We are interested in a congruence in the asymptotic region, which is, to leading order, given by an asymptotic time-like translation, i.e.
a time-like linear combination of vector fields of type (IIb,c). For simplicity, we first consider the case (IIc), so we can say that $\tau = \partial / \partial u + O(r^{-2})$. The relevant Riemann tensor components are then those with two $u$ indices, which using theorem 6, are found to be

$$R_{uAB} = -\frac{1}{2} r^{3-d/2} \partial_u^2 \gamma_{AB} + O(r^{2-d/2}),$$

$$R_{urea} = O(r^{-d/2}),$$

$$R_{uar} = O(r^{-d/2})$$

(77)

near $\mathcal{I}^+$. We can use these relations to integrate the geodesic deviation equation twice. This process basically removes the two derivatives in the first equation, whereas the second and third equations are telling us that the other Riemann components are sub leading. Altogether, we find:

$$\xi \bigg|_{u>u_1}^{u<u_1} = r^{-d/2+1} \Delta(\xi) \bigg|_{u<u_1} + O(r^{-d/2}),$$

(78)

where the linear map $\Delta$ is the ‘memory’- or ‘displacement tensor’, given by\(^{19}\)

$$\Delta \equiv \frac{1}{2} \delta^{AC}(d/2-1) \frac{\partial}{\partial \xi^A} \otimes dx^B |_{u<u_1}.$$  

(79)

By lemma 7, the right side is given by $1/2$ times the first equation (64) in $d = 4$ and by zero in $d > 4$. We thus arrive at the following conclusion:

**Proposition 9.** The displacement tensor for a congruence of time-like geodesics with tangent $\tau = \partial / \partial u + \ldots$ near $\mathcal{I}^+$ is given by $\Delta = \Delta^A_B \partial_A \otimes dx^B$, where

$$\Delta^A_B = \begin{cases} (D^A D_B - \frac{1}{2} \delta^A_B D^C D_C) T & \text{for } d = 4, \\ 0 & \text{for } d > 4. \end{cases}$$

(80)

where $T : S^2 \to \mathbb{R}$ is the parameter of the asymptotic BMS supertranslation relating the metrics before and after the radiation epoch.

The case in which we have a general time-like congruence, denoted $\hat{\tau}$, in the asymptotic region can be dealt with essentially by applying an asymptotic boost (see footnote 13) to the previous steps. More precisely, let $\phi$ by an asymptotic boost with velocity parameter $v$ chosen so that $\hat{\tau} = \phi^* \tau$, where $\tau = \partial / \partial u + \ldots$. Due to general covariance, the displacement tensor calculated for $\hat{\tau}$ and metric $\hat{g}$ is equal to the pull back via $\phi^*$ of the displacement tensor $\Delta$ calculated for $\tau$ and $g = \phi^{-1} \gamma$. On the other hand, $\hat{\Delta}$ is given by the same formula as in the previous proposition, except that $T$ is replaced by the corresponding $\hat{T}$ for $\hat{g}$, which in turn is given by $\hat{T} = e^{-v \cdot \hat{\phi}^{-1}} T \circ \phi^{-1}$, where $\phi$ is the conformal transformation of $S^2$ induced by $\phi$, and $e^{-v}$ the corresponding conformal factor, see (14). Applying $\phi^*$, and using $\omega_{\hat{\phi}^{-1}} = -\omega_\phi \circ \hat{\phi}^{-1}$, we learn that the displacement tensor $\hat{\Delta}$ for $\hat{\tau}$ and $\hat{g}$ is given by the same formula as (80), except that $T$ is replaced by

$$\hat{T}(z) \rightarrow \frac{T(z) \sqrt{1-v^2}}{1-v \cdot z},$$

(81)

where $v$ is the speed of $\hat{\tau}$ in the spatial direction.

\(^{19}\) Note that $\Delta$ has a well-defined restriction to $\mathcal{I}^+$. 
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6. Summary

Let us close by summarizing the reasons why there are no BMS supertranslations in $d > 4$.

1. In an asymptotically flat spacetime $(\mathcal{M}, g)$ of even dimension $d \geq 4$ that is stationary near spatial infinity (i.e. for $u < u_0$), we can find an asymptotic boost and an asymptotic BMS supertranslation such that the metric has vanishing non-trivial expansion coefficients (15) up to order $n \leq d/2 - 1$ for $u < u_0$. In $d > 4$, the same statement is then automatically true for any later stationary epoch. For $d = 4$, this statement is false and the order $n = d/2 - 1 = 1$ coefficients are non-zero. They are however pure gauge and in fact correspond to a ‘pure BMS supertranslation’, parameterized by a non-trivial function $T$ on $S^2$.

2. This function $T$ is a ‘potential’ of the displacement tensor in the memory effect by proposition 9 in $d = 4$, so in this sense we could in principle ‘measure’ the BMS supertranslation by a comparison of the relative displacement of test particles at early and late times. In $d > 4$, the displacement tensor is zero, i.e. there is no gravitational memory at the order where tidal effects due to gravitational radiation become visible. (Of course, geodesics would be subject to relative displacements resulting from ordinary tidal effects. However, such tidal effects occur at subleading $1/r$-order compared to the ones caused by gravitation radiation.)

3. In dimension $d > 4$, we can thus impose as a reasonable gauge condition that, for spacetimes which are stationary near spatial infinity (i.e. for $u < u_0$), the metric has vanishing non-trivial expansion coefficients (15) up to order $n \leq d/2 - 1$ for $u < u_0$. The remaining asymptotic symmetries then correspond to ordinary asymptotic Poincaré symmetries. By item (1), this is not natural in $d = 4$.

4. In $d = 4$, we can find Hamiltonian generators conjugate to asymptotic BMS symmetries. By the analysis of [8, 35], the same is not possible in $d > 4$. Indeed, it was argued that in those papers that, in order to define a charge conjugate to an infinitesimal gauge transformation, there should at the very least be a finite flux of symplectic current at $I^+$, where the symplectic current is defined by [35]

$$f^a = g^{abcd} (\delta_1 g_{bc} \nabla_d \delta_2 g_{ef} - (1 \leftrightarrow 2))$$

(82)

for a pair of two solutions of the linearized Einstein equations. By assumption, they should satisfy the linearized asymptotic flatness conditions, and then thereby also the linearized version of theorem 6. However, one easily sees that the symplectic flux across $\mathcal{I}^+$ is then infinite in $d > 4$, unless we assume that we are in the special gauge characterized by equation (54) of that theorem. But imposing this gauge by construction precisely removes the ‘supertranslation gauge mode’ so we are no longer able to define generators conjugate to asymptotic BMS supertranslations $X$ (IIa).
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