ABSTRACT

We propose a weighted least-square (WLS) method to design autoregressive moving average (ARMA) graph filters. We first express the WLS design problem as a numerically-stable optimization problem using Chebyshev polynomial bases. We then formulate the optimization problem with a nonconvex objective function and linear constraints for stability. We employ a relaxation technique and convert the nonconvex optimization problem into an iterative second-order cone programming problem. Experimental results confirm that ARMA graph filters designed using the proposed WLS method have significantly improved frequency responses compared to those designed using previously proposed WLS design methods.

Index Terms— Graph filters, ARMA filters, WLS design, Chebyshev polynomials, second-order cone programming.

1. INTRODUCTION

Graph signals can represent data associated with irregular structures, for example, in social networks, sensor networks, power grids and transportation networks [1–3]. The introduction of the graph Fourier transform [2] has led to the processing of graph signals in the graph frequency domain, where graph filters constitute a key class of graph systems. A graph filter shapes the spectral content of a graph signal and are employed in applications such as signal denoising and smoothing [4, 5], classification [6], clustering [7], analog network coding [8], and signal reconstruction [9].

Graph filters are realized as finite-extent impulse response (FIR) filters with polynomial frequency responses, and autoregressive moving average (ARMA) filters with a rational frequency responses and infinite-extent impulse responses (IIRs). In the case of the time-varying graph signals, ARMA filters have the ability to filter graph signals in both the graph frequency domain and regular temporal frequency domain [10]. Several methods have been proposed to design ARMA graph filters including rational Butterworth filter [11], rational Chebyshev filter [12], spectral-transformation-based methods [13], and optimization methods [14, 15].

The optimization methods, unlike other methods, lead to graph filters having frequency responses optimal in either weighted least-square (WLS) or minimax sense. There are two fundamental challenges associated with the optimization methods for ARMA graph filters: the optimization problem is nonconvex and highly susceptible to numerical instability. The WLS method proposed in [14] convert the nonconvex optimization problem to a convex optimization problem by modifying the objective function. Therefore, ARMA graph filters designed using this method are not necessarily optimal in the WLS sense [16]. In [15], an iterative scheme is employed without any modification to the nonconvex objective function. However, this WLS method does not incorporate stability constraints, possibly leading to unstable designs, and does not monotonically converge for some designs.

In this paper, we propose a WLS method to design ARMA graph filters with a nonconvex objective function and linear constraints for stability. We achieve our formulation by converting the filter design problem into a numerically-stable optimization problem using Chebyshev polynomial bases and employing a relaxation technique. We employ an iterative second-order cone programming (SOCP) scheme to solve the optimization problem. Experimental results confirm that ARMA graph filter designed using the proposed WLS method has significantly improved frequency response compared to those designed using previously proposed WLS design methods, in particular, 88% reduction in the passband ripple and 17 dB reduction in the sum-of-square-error (SSE) are achieved compared to the state-of-the-art WLS method [14].

2. PROPOSED WLS DESIGN METHOD

2.1. Problem Formulation

The frequency response \( h(\lambda) \) of an ARMA graph filter of order \( (P, Q) \) can be expressed as [10]

\[
h(\lambda) = \frac{\sum_{p=0}^{P} b_p \lambda^p}{1 + \sum_{q=1}^{Q} a_q \lambda^q}.
\]
where \( \lambda \) is the graph spectral frequency. In the design of the ARMA graph filter, we need to determine the coefficients \( b_0, b_1, \ldots, b_P \) and \( a_1, a_2, \ldots, a_Q \) such that the spectral response \( h(\lambda) \) approximates a given ideal spectral response \( h_d(\lambda) \) as closely as possible. Because the denominator and numerator polynomials of \( h(\lambda) \) are linear combination of monomial basis \( \{1, \lambda, \lambda^2, \ldots, \lambda^M\} \) and \( \lambda \in [0, 2] \), the conventional optimization techniques employed in digital IIR filter designs are highly susceptible to numerical instability for the designs of higher-order ARMA filters of the form given in (1). Due to the limited space, we do not present definitions of graph signals and graph filters, and the reader is referred to [2] and [3].

To convert the filter design problem into a numerically stable problem, without loss of generality, we express \( h(\lambda) \) in the form

\[
h(\lambda) = \frac{\sum_{p=0}^{P} \beta_p T_p(1-\lambda)}{1 + \sum_{q=1}^{Q} \alpha_q T_q(1-\lambda)}, \tag{2}
\]

where \( T_n(x) \) is the Chebyshev polynomial of order \( n \), which satisfies the recursive relation \( T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x) \) for \( n \geq 2 \) with \( T_0(x) = 1 \) and \( T_1(x) = x \). We note that the use of Chebyshev polynomials for the design of IIR graph filters is inspired from previous works on the Chebyshev polynomial based designs of FIR graph filters [17, 18]. Now, we express \( h(\lambda) \) as

\[
h(\lambda) = \frac{\sum_{p=0}^{P} \beta_p T_p(1-\lambda)}{1 + \sum_{q=1}^{Q} \alpha_q T_q(1-\lambda)}, \tag{2}
\]

where \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_Q]^{T} \), \( \beta = [\beta_0, \beta_1, \ldots, \beta_P]^{T} \), \( c_p(\lambda) = [T_0(1-\lambda), T_1(1-\lambda), \ldots, T_P(1-\lambda)]^{T} \), and \( c_Q(\lambda) = [T_1(1-\lambda), T_2(1-\lambda), \ldots, T_Q(1-\lambda)]^{T} \). Here, \( c_p \) and \( c_Q \) are the orthogonal shifted Chebyshev polynomial bases. The WLS design of the ARMA graph filter can then be expressed as the minimization problem given by

\[
\min_{\alpha, \beta} \quad J(\alpha, \beta) \tag{3a}
\]

subject to: \( h(\lambda) \) is stable for \( \lambda \in [0, 2] \). \tag{3b}

The objective function \( J(\alpha, \beta) \) is defined by

\[
J(\alpha, \beta) = \int_{0}^{2} W(\lambda) [h(\lambda) - h_d(\lambda)]^2 d\lambda, \quad \text{where} \quad W(\lambda) \text{ is a nonnegative weighting function. Note that the properties} \quad |1 - \lambda| \leq 1 \quad \text{and} \quad |T_n(x)| \leq 1 \quad \text{for} \quad |x| \leq 1 \quad \text{of the selected orthogonal Chebyshev polynomial bases significantly improve the numerical stability of the optimization problem in (3a) and (3b) compared to an optimization problem corresponding to the monomial basis [19, ch. 7.3.4]. Thus, we can employ the conventional optimization techniques to design the ARMA filters of the form given in (2) for reasonably large values of} \quad P \quad \text{and} \quad Q. \tag{4}
\]

2.2. Stability Condition

A causal and stable ARMA filter can be obtained when \( h(\lambda) \) does not have any pole in the range \( \lambda \in [0, 2] \) [15], or equivalently, when \( 1 + c_Q(\lambda)\alpha \neq 0 \) for \( \lambda \in [0, 2] \). A practical way to incorporate this condition in optimization problems is by slightly modifying this constraint as [16]

\[
1 + c_Q^T(\lambda)\alpha \geq \epsilon \quad \text{for} \quad \lambda \in [0, 2], \tag{5}
\]

where \( \epsilon \) is a small positive quantity. Now, we can express the constraint in (4) equivalently as a linear constraint given by

\[
-c_Q^T(\lambda)\alpha \leq 1 - \epsilon \quad \text{for} \quad \lambda \in [0, 2]. \tag{6}
\]

2.3. Iterative Scheme

In this subsection, we present the iterative scheme required to solve the optimization problem in (3a) and (3b). Using (2), we express \( J(\alpha, \beta) \) as

\[
J(\alpha, \beta) = \int_{0}^{2} W(\lambda) \left[ \frac{c_p^T(\lambda)\beta}{1 + c_Q^T(\lambda)\alpha} - h_d(\lambda) \right]^2 d\lambda
= \int_{0}^{2} W(\lambda) \left[ \frac{c_p^T(\lambda)\beta}{1 + c_Q^T(\lambda)\alpha} - h_d(\lambda) \right]^2 d\lambda, \tag{7}
\]

which is a nonconvex function. We note that the WLS method proposed in [14] neglects the term \((1 + c_Q^T(\lambda)\alpha)^2\) beneath \( W(\lambda) \) and minimizes the so-called modified error given by

\[
\hat{J}(\alpha, \beta) = \int_{0}^{2} W(\lambda) \left[ \frac{c_p^T(\lambda)\beta}{1 + c_Q^T(\lambda)\alpha} - h_d(\lambda) \right]^2 d\lambda. \tag{8}
\]

In this case, \( \alpha \) and \( \beta \) that minimize \( \hat{J}(\alpha, \beta) \) do not necessarily minimize (6). In general, the solution obtained by minimizing (7) is not optimal in the WLS sense [16]. To incorporate the term \((1 + c_Q^T(\lambda)\alpha)^2\) into the optimization problem, we adopt an iterative scheme given by

\[
J(\alpha_k, \beta_k) = \int_{0}^{2} W_k(\lambda) \left[ \frac{c_p^T(\lambda)\beta_k}{1 + c_Q^T(\lambda)\alpha_k} - h_d(\lambda) \right]^2 d\lambda, \tag{9}
\]

where \( k = 0, 1, 2, \ldots \), and \( \alpha_k, \beta_k \) are variables to be determined in the \( k \)th iteration. The initial value \( \alpha_0 \) required to compute \( W_1(\lambda) \) should be taken such that it satisfies the condition in (5). For instance, \( \alpha_0 = [0, 0, \ldots, 0]^{T} \) is a suitable initial value.

The nonconvex objective function \( J(\alpha, \beta) \) in (6) generally has multiple minima. Therefore, the solution obtained by iterative scheme in (8) and (9) can be expected to be only a local minimum of \( J(\alpha, \beta) \) [16]. The systematic procedure required to solve the iterative scheme in (8) and (9), subject to the stability constraint in (5), is presented in Sec. 2.6.
2.4. SOCP Approach

In this subsection, we convert the optimization problem of minimizing \( J(\alpha_k, \beta_k) \) subject to (5) into an SOCP problem. To this end, we express \( J(\alpha_k, \beta_k) \) as,

\[
J(h_k) = \int_{0}^{2} W_k(\lambda) \left[ d(\lambda)^T h_k - h_d(\lambda) \right]^2 d\lambda, \tag{10}
\]

where \( d(\lambda) = [c_0(\lambda) - h_d(\lambda)c_1(\lambda)]^T \), and \( h_k = [\beta_k^T \lambda_k^T]^T \). The expression in (10) can be expanded as

\[
J(h_k) = h_k^T Q_k h_k - 2q_k^T h_k + p_k, \tag{11}
\]

where \( Q_k = \int_{0}^{2} W_k(\lambda)d(\lambda)d^T(\lambda) \ d\lambda \), \( q_k = \int_{0}^{2} W_k(\lambda)h_d(\lambda)d\lambda \), and \( p_k = \int_{0}^{2} W_k(\lambda)h_d^2(\lambda) \ d\lambda \). We then express (11) as

\[
J(h_k) = h_k^T Q_k^{1/2} Q_k^{1/2} h_k - 2h_k^T Q_k^{1/2} Q_k^{1/2} q_k + p_k
\]

\[
= \|Q_k h_k - q_k\|_2 - 2\hat{q}_k q_k + p_k, \tag{12}
\]

where \( \hat{q}_k = Q_k^{1/2} Q_k^{1/2} q_k \), and \( \| \cdot \|_2 \) is the 2-norm of a vector. Because \( p - 2\hat{q}_k \) is a constant term for a given \( k \), we can equivalently formulate the optimization problem of minimizing \( J(h_k) \) subject to (5) as

\[
\text{minimize}_{h_k} \eta_k \tag{13a}
\]

subject to:

\[
\|Q_k h_k - q_k\|_2 \leq \xi_k, \tag{13b}
\]

\[
g^T(\lambda) h_k \leq 1 - \epsilon \quad \text{for} \ \lambda \in [0, 2], \tag{13c}
\]

where \( \eta_k \) is an upper bound on \( \|Q_k h_k - q_k\|_2 \), \( g(\lambda) = [O_{1 \times (P+1)} - c^T_Q(\lambda)]^T \), and \( O_{M \times N} \) is an \( M \times N \) zero matrix.

Next, we consider the discretized version of the optimization problem in (13) with a dense set of values for \( \lambda \), i.e., \( \Lambda = \{\lambda_0, \lambda_1, \lambda_2, \cdots, \lambda_{L} \} \subseteq [0, 2] \). The straightforward numerical approximations for \( Q_k \) and \( q_k \) are

\[
Q_k \approx \sum_{j=0}^{L} W_j(\lambda_{j}) d(\lambda_{j}) d^T(\lambda_{j}), \tag{14}
\]

\[
q_k \approx \sum_{j=0}^{L} W_j(\lambda_{j}) h_d(\lambda_{j}) d(\lambda_{j}), \tag{15}
\]

respectively [20, 21]. Then we can express the optimization problem in (13) as an SOCP problem, in the standard form, as [22, ch. 14.7]

\[
\begin{align*}
\text{minimize}_{x_k} & \quad f^T x_k \tag{16a} \\
\text{subject to:} & \quad \|A_k x_k + b_k\|_2 \leq f^T x_k, \tag{16b} \\
& \quad B^T x_k \leq (1 - \epsilon)e_{L+1}, \tag{16c}
\end{align*}
\]

where \( f = [1 \ 0 \ 0 \ \cdots \ 0]^T_{1 \times (P+Q+2)} \), \( x_k = [\eta_k \ h_k^T \ Q_k] \), \( A_k = [O_{(P+Q+1) \times 1} \ Q_k] \), \( b_k = -\hat{q}_k \), \( B = [O_{(L+1) \times 1} \ g(\lambda_{d,0}) \ g(\lambda_{d,1}) \ \cdots \ g(\lambda_{d,L})]^T \)

and \( e_{L+1} = [1 \ 1 \ \cdots \ 1]^T_{1 \times (L+1)} \). In MATLAB, the SOCP problem in (16) can be effectively solved using convex optimization toolboxes such as CVX [23, 24].

2.5. Convergence of the Iterative Scheme

We now present a modification required to ensure the convergence of the iterative scheme proposed in Sec. 2.3. Because the original optimization problem in (3a) and (3b) is nonconvex, the proposed iterative technique is not necessarily guaranteed to converge for all filter parameters. To handle this issue, we adopt the relaxation technique proposed in [16], and slightly modify the iterative scheme. Let \( \Phi \) be the operator that maps the initial point \( x_{k-1} \) to the solution of the SOCP problem in (16). Then, the iterative scheme proposed in Sec. 2.3 can be expressed as \( x_k = \Phi(x_{k-1}) \). Now, we modify this to

\[
x_k = \gamma \Phi(x_{k-1}) + (1 - \gamma)x_{k-1}, \tag{17}
\]

where \( \gamma \in [0, 1] \) is a relaxation constant. Equivalently, we can state that \( x_k \) is obtained by combining the solution of (16) with the initial point \( x_{k-1} \) used in (16). There is no approach to theoretically determine appropriate \( \gamma \) required for the convergence of the algorithm. However, we can experimentally obtain a feasible range of values for \( \gamma \) [16].

2.6. Modified Iterative Algorithm

We now summarize the iterative algorithm described through Secs. 2.1 to 2.5 in this subsection, with a terminating conditions for the iterative scheme. The iteration begins by choosing an initial value for \( x_0 \). At each iteration, matrices \( A_k \) and \( b_k \) are updated, the optimization problem in (16) is solved, and \( x_k \) is updated according to (17). The iteration continues until \( \|x_k - x_{k-1}\|_\infty \) is less than a prescribed tolerance \( \delta \) or the number of iterations reach a predefined maximum iteration \( k_{\text{max}} \). Here, \( \| \cdot \|_\infty \) is the infinity-norm of a vector. At the end of this iterative process, the convergence is claimed, and \( x_k \) is considered as the optimal solution \( x_{\text{opt}} \) of the WLS optimization problem in (16). This modified algorithm is presented in Alg. 1.

3. EXPERIMENTAL RESULTS

In this section, we present experimental results obtained for an example design of a lowpass ARMA graph filter, and we compare the performance of the proposed method with the inverse solution and peak-error constrained WLS design in [14], the iterative scheme in [15], and the least-square
Algorithm 1 Modified Iterative Algorithm

Input: \( P, Q, L, \Lambda, h_d(\lambda_{d,i}), W(\lambda_{d,i}), \epsilon, \gamma, \delta_l, k_{\text{max}} \)
Initial: \( k \leftarrow 1, x_0 \)
Define: \( f, B, e_{L+1} \)
Iteration:
1: Compute \( A_k, b_k \)
2: Solve the SOCP problem in (16) for \( x_k \)
3: \( x_k \leftarrow \gamma x_k + (1 - \gamma) x_{k-1} \)
4: if \( \|x_k - x_{k-1}\|_\infty > \delta_l \) and \( k < k_{\text{max}} \) then
5: \( k \leftarrow k + 1 \)
6: Go to step 1
7: end if
Output: \( x_{\text{opt}} \leftarrow x_k \)

FIR filter in [25] to confirm the effectiveness of the proposed method. We design all the filters using MATLAB and CVX [23, 24] as the optimization toolbox.

We define the ideal frequency response of the filter as,

\[
h_d(\lambda) = \begin{cases} 
1, & 0 \leq \lambda \leq \lambda_p \\
\text{don't care}, & \lambda_p < \lambda < \lambda_s \\
0, & \lambda_s \leq \lambda \leq 2
\end{cases}
\]

(18)

where \( \lambda_p \) and \( \lambda_s \) are the passband and stopband edges of the lowpass filter, respectively. We select \( \lambda_p = 0.5 \) and \( \lambda_s = 0.7 \), respectively, which are the specifications employed in the design example considered in [14]. Furthermore, we select the weight function \( W(\lambda) \) as 1, 0 and 1 for \( 0 \leq \lambda \leq \lambda_p \), \( \lambda_p < \lambda < \lambda_s \), and \( \lambda_s \leq \lambda \leq 2 \), respectively. We select the order of the filter as \( P = Q = 11 \) (the same as [14]) and the discretized values of \( \lambda \) as \( \lambda_{d,i} = \frac{i}{2L} \), where \( L = 500 \). The total number of points in the passband and stopband is 401. Furthermore, we select the parameters \( \epsilon = 10^{-5} \) (see (5)), \( k_{\text{max}} = 25 \), and \( \delta_l = 2 \times 10^{-8} \) (see Alg. 1). We use the initial value of \( x_0 = O_{(P+Q+2) \times 1} \) in this design. From experiments, we found that \( \gamma \in [0.1, 0.5] \) ensures the convergence of the iterative algorithm, and we use \( \gamma = 0.25 \) for this design. In this case, the algorithm converges after 7 iterations.

Next, we employ the previously proposed ARMA graph filter design methods in [14]: discrete and inverse solution (see (25) in [14]), the iterative method in [15], and the WLS FIR graph filter design method in [25] to design graph filters for the same specifications. Here, we set the regularization parameter as 0.005 for the inverse solution method, and the peak error constraint as \( 10^{-5} \) for the discrete method. Furthermore, we set norm penalty constant as \( 5.5 \times 10^{-6} \) for the FIR filter design [25]. The orders of the ARMA graph filter is 11 and that of the FIR graph filter is 22. The iterative method in [15] does not monotonically converge, and we consider the best filter design achieved in the 7th iteration among the first 30 iterations. We present the magnitude responses of the designed filters in Fig. 1. We observe that the magnitude response of the ARMA graph filter designed using the proposed method well approximates the desired magnitude response. Furthermore, we compare the maximum passband ripple (\( \delta_p \)), maximum stopband attenuation (\( \delta_s \)), and the SSE of the designed filters in Table 1. It is evident that the proposed design method significantly outperforms those proposed in [14], [15] and [25] with all the three parameters. In particular, \( \delta_p \) and SSE are reduced by 88% and 17 dB, respectively, compared to [14].

4. CONCLUSION AND FUTURE WORK

We propose a WLS design method for ARMA graph filters by employing Chebyshev polynomials and iterative SOCP scheme. In contrast to previously proposed WLS design methods, we consider the optimization problem without any modifications to the nonconvex objective function. Experimental results confirm that ARMA graph filters designed using the proposed WLS method have significantly improved frequency response compared to those designed with previously proposed WLS design methods. Future work includes the design of ARMA graph filters optimal in the minimax sense.
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Table 1: Parameters of the magnitude responses achieved with the different designs of the lowpass graph filter.

| Method               | \( \delta_p \) (dB) | \( \delta_s \) (dB) | SSE (dB) |
|----------------------|---------------------|---------------------|----------|
| Inverse solution [14]| 0.1909              | 1.5997              | 7.5223   |
| Discrete [14]        | 0.0134              | 70.4361             | -50.5811 |
| Iterative [15]       | 0.2284              | 43.7050             | -28.3991 |
| FIR filter [25]      | 1.5305              | 15.2755             | -1.1277  |
| Proposed             | **0.0016**          | **77.5931**         | **-67.7455** |

Fig. 1: The magnitude response (in dB) of the lowpass graph filter designed using different WLS methods.
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