Quantum Phase Transitions of the Bose-Hubbard Model inside a Cavity
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The superfluid to Mott insulator transition and the superradiant transition are textbook examples for quantum phase transition and coherent quantum optics, respectively. Recent experiments in ETH and Hamburg succeeded in loading degenerate bosonic atomic gases in optical lattices inside a cavity, which enables the first experimental study of the interplay between these two transitions. In this letter we present the theoretical phase diagram for the ETH experimental setup, and determine the phase boundaries and the orders of the phase transitions between the normal superfluid phase, the superfluid with superradiant light, the normal Mott insulator and the Mott insulator with superradiant light. We find that in contrast to the second-order superradiant transition in a weakly interacting Bose condensate, strong correlations in the superfluid nearby a Mott transition can render the superradiant transition to a first order one. Our results will stimulate further experimental studies of interactions between cavity light and strongly interacting quantum matters.

The field of cavity QED has focused on studying the consequences of strong couplings between the internal degrees of freedom of an atom and a single mode of a light field 1. One of the most famous models of this field is the Dicke model, where each atom is simply described by a two-level system and both the spatial motions of atoms and the interactions between atoms are ignored. The coherent coupling between atoms and the cavity light leads to a collective phenomenon known as “superradiance” 2. On the other hand, recent developments in ultracold atomic gases have greatly advanced our understanding of strongly interacting quantum gases, examples of which include the Hubbard model in optical lattices and the unitary Fermi gas with a large scattering length 3. Combining these two directions, the interdisciplinary field of ultracold atoms inside a cavity opens up opportunities to study new phenomena due to the interplay between strongly interacting quantum matters of atoms and their interaction with the single mode cavity light, which are expected to be much richer than those described by the Dicke model. Quite a few recent theoretical works have studied the Bose-Hubbard model (BHM) 4-10 and the unitary Fermi gas inside a cavity 11.

Lately, both the Hamburg and the ETH groups have experimentally succeeded in loading three-dimensional degenerate bosonic atomic gases in optical lattices inside a cavity, with slight difference in their setups 12,13. The ETH group used a pumping beam (along the \( \hat{x} \) direction) and two external lattice beams (along the \( \hat{y} \) and \( \hat{z} \) direction) to form a three-dimensional lattice, as schemed in Fig. 1, in which the bosonic atoms can undergo a superfluid (SF) to Mott insulator (MI) transition when the lattice depth increases. In addition, solely tuning the strength of the pumping beam can drive a superradiant transition where the expectation value of the cavity light field (along the \( \hat{z} \) direction) changes from zero to finite. Once inside the superradiant phase, the interference between the cavity light and the pumping light gives rise to an additional checker-board lattice in the \( xz \) plane where a charge-density-wave (CDW) order of the bosons forms accordingly 14, and the superradiant phase transition of the cavity light is accompanied with a CDW transition of the bosons. The concurrence of the two transitions has already been observed for bosons in a cavity without lattice 15.

Therefore, the interplay between the SF-MI transition and the superradiant transition leads to four different phases of the system: (i) the normal superfluid phase in the absence of the cavity light and the CDW order, denoted by SF; (ii) the superfluid with the cavity light and the CDW order, denoted by CDW-SF here and also called “super-solid” in Ref. 13; (iii) the Mott insulator without the cavity light and the CDW order, denoted by MI; and (iv) the Mott insulator in the presence of the cavity light and the CDW order, denoted by CDW-MI here. A rich phase diagram consisting of all these four phases has been measured and presented in the recent ETH experiment 13. However, none of the previous theoretical works on related subjects has addressed the
same model as the ETH experimental setup, and theoretical understanding of the transitions between these phases is still lacking. This letter aims at understanding the phase diagram and the quantum phase transitions in this system.

Model and Method. Same as the ETH experiment [13], here we consider a gas of bosonic atoms loaded in a three-dimensional optical lattice potential $V_{L}(r) = V_{y} \cos^{2}(k_{0}y) + V_{2D}[\cos^{2}(k_{0}x) + \cos^{2}(k_{0}y)]$ created by the pumping laser and two external lattice beams inside a cavity. When the pumping laser strength $\sim \eta_{0}$ is sufficiently strong, the system is in the superradiant phase, and the single mode cavity light, denoted by the field operator $\hat{a}$, gives rise to an extra lattice potential $V_{c}(r) = \eta_{0} \cos(k_{0}x) \cos(k_{0}z)(\hat{a}^{\dagger} + \hat{a}) + V_{c}\hat{a}\hat{a}^{\dagger} \cos^{2}(k_{0}z)$. Here, for simplicity, we consider that all light fields have the same wave-vector denoted by $k_{0}$, and we define the recoil energy $E_{r} = k_{0}^{2}/2m$ for later use. For deep enough lattice, the single-band approximation works well enough, and we obtain a BHM as

$$\hat{H}_{BH} = \sum_{(i,j)\neq (i,j)} -t_{(ij)} \left( \hat{b}_{i}^{\dagger} \hat{b}_{j} + \text{h.c.} \right) + \eta(\hat{a}^{\dagger} + \hat{a}) \sum_{i} (-1)^{i_{x}+i_{y}} \hat{n}_{i} + \frac{U}{2} \sum_{i} \hat{n}_{i}(\hat{n}_{i} - 1) - \mu \sum_{i} \hat{n}_{i}, \tag{1}$$

where $\hat{b}_{i}$ is the field operator for the bosonic atoms on the $i$th lattice site, $\hat{n}_{i} = \hat{b}_{i}^{\dagger} \hat{b}_{i}$, $\mu$ is the chemical potential, $(i,j)$ denotes all nearest neighboring sites, and $t_{(ij)}$ include $t_{x}$, $t_{y}$ and $t_{z}$ for hopping along three different directions. Since we are interested in the vicinity of the SF-MI transition and the superradiant transition, where the external optical lattice is already quite deep while the cavity light is rather weak, we neglect the dependence of $t_{(ij)}$ and $U$ on the cavity field, and we have numerically verified that the correction to this approximation is only few percent in the regime of the phase diagram presented below [16]. Thus, $t_{(ij)}$ and $U$ are entirely determined by the Wannier wave functions of the lattice potential $V_{L}(r)$, as well as the s-wave scattering length between the atoms [10]. For simplicity, we take the Gaussian approximation for the Wannier wave functions, $i_{x}+i_{y}$ being even or odd distinguishes two subsets of lattice sites in the $xz$ plane. The leading order effect of the cavity light is a relative shift of the potential energy between the even and the odd sites. This shift is described by the $\eta$-term in Eq. (1) where $\eta$ is the expectation value of $\eta_{0}\cos(k_{0}x)\cos(k_{0}z)$ with the Wannier wave function on a single site. The Hamiltonian for the entire system consists of both the atom part and the cavity field part, that is $\hat{H} = \hat{H}_{BH} - \delta_{c}\hat{a}^{\dagger}\hat{a}$, where $\delta_{c}$ is the energy detuning between the cavity and the pumping lights.

We apply the standard mean-field theory for the BHM part [17] and for the cavity field, and find

$$\frac{\hat{\mu}_{MF}}{N_{A}} = -\langle \varphi_{c}\hat{b}_{0}^{\dagger} + \varphi_{c}\hat{b}_{0}^{\dagger} + \text{h.c.} \rangle - \mu_{c}\hat{n}_{c} - \mu_{c}\hat{n}_{o} + \frac{U}{2} \hat{n}_{c}(\hat{n}_{c} - 1) + \frac{U}{2} \hat{n}_{o}(\hat{n}_{o} - 1) + t_{y}(|\varphi_{c}|^{2} - (t_{x} + t_{y})|\varphi_{c}^{\alpha}|^{2} - \frac{2t_{y}}{2(t_{x} + t_{y})^{2}}\langle \hat{H} \rangle \). \tag{2}$$

where the subscripts $o$ or $e$ denote for the odd or even site. The onsite energies are $\mu_{c} = \mu - \eta(\alpha + \alpha^{*})$ and $\mu_{o} = \mu + \eta(\alpha + \alpha^{*})$, and the mean value of the cavity field is $\alpha = \langle \hat{a} \rangle$. $2N_{A}$ is the total number of sites. The superfluid order parameters $\varphi_{c}$ and $\varphi_{o}$ on the even and odd sites respectively satisfy the mean-field equations

$$\varphi_{c} = 2(t_{x} + t_{y})\langle \hat{b}_{c} \rangle + 2t_{y}\langle \hat{b}_{o} \rangle, \tag{3}$$

$$\varphi_{o} = 2(t_{x} + t_{y})\langle \hat{b}_{o} \rangle + 2t_{y}\langle \hat{b}_{e} \rangle. \tag{4}$$

On the other hand, the dynamical cavity light field can leak out from the system with a decay rate $\kappa$, which makes the essential difference from the conventional BHM. In the regime of large decay rate $\kappa$, the cavity field obeys a steady equation $i\partial_{t}\alpha = \langle \hat{a}, \hat{H} \rangle - i\kappa\alpha = 0$, which leads to

$$\alpha = \frac{\eta N_{A}(\langle \hat{n}_{e} \rangle - \langle \hat{n}_{o} \rangle)}{\delta_{c} + i\kappa}. \tag{5}$$

It is clear that a non-zero $\alpha$ corresponds to a non-zero CDW order $\Theta \equiv \eta N_{A}(\langle \hat{n}_{e} \rangle - \langle \hat{n}_{o} \rangle)$. Equations (3), (4) and (5) form a complete set of self-consistent equations, with which one can determine $\varphi \equiv \{\varphi_{c}, \varphi_{o}\}$ and $\alpha$. We can prove that, under the conditions that the parameters $t_{(ij)}$ and $U$ of the Bose-Hubbard model are independent of $\alpha$, the state obtained from these set of self-consistent equations minimizes the total energy of the system $E = \langle \hat{H} \rangle$ with a fixed atomic chemical potential $\mu$ [18].

Phase Diagram: In accord with the ETH experimental procedure [13], we fix the lattice depth along the $y$-direction $V_{y}$ (i.e. $t_{y}$ is fixed), and increase the lattice potential $V_{2D}$ in the $xz$ plane. On one hand, as $V_{2D}$ increases, the hopping $t_{x}$ and $t_{z}$ decrease which drives the initially superfluiding system toward an insulating phase; and on the other hand, since the lattice beam along the $z$ direction also plays the role as the pumping beam, increasing $V_{2D}$ also drives the system toward the superradiant transition. The question is whether the two transitions occur separately or simultaneously. Before presenting the numerical results, we can first examine all scenarios by physical arguments.

a) If the two transitions happen simultaneously, two different sets of order parameters, i.e., $\alpha$ and $\varphi$, change at the same point which is most likely to render the transition a first order one.

b) If the SF to MI transition happens before the superradiant transition, it will be a second order transition.
FIG. 2: A phase diagram between “SF” (the red region), “CDW-SF” (the purple region), “MI” (the yellow region) and “CDW-MI” (the blue region) as a function of $V_{2D}/E_r$ and $\delta/E_r$. The black lines denote the second order phase transitions while the blue thick lines denote the first order transitions. The symbol $(n_a, n_o)$ in the “CDW-MI” phase denotes the atom number on the even and odd sites. Four dashed horizontal lines labelled by $A-D$ correspond to four different plots in Fig. 3 along which the order parameters are plotted. “1a” to “2c” mark the points where the energy curves are plotted in Fig. 4. Here we have taken $\mu = 0.5U$, $V_0 = 20E_r$, $E_r = 2\pi \times 4$kHz, $\kappa = 2\pi \times 1.25$MHz, $V_c = 0.0015E_r$ and $N_A = 2 \times 10^6$.

exactly the same as the one in the usual BHM. The successive superradiant transition will manifest itself as a MI to CDW-MI transition. Since in a MI phase the atom number on each site has to be integer, the number difference between the even and odd sites can only change discretely by an integer. Therefore, due to Eq. (5), there must be a discontinuous change in $\alpha$ across the transition and the transition must be first order.

c) If the superradiant transition happens first, whether the SF to CDW-SF transition is a first order one or a second order one is an open question. What we know from previous studies [14, 15] is that in the absence of optical lattices, such a transition is second order. This conclusion indicates that if this superradiant transition happens far before the MI transition where the SF is still a weakly interacting one, the transition should still be second order. However, if the superradiant transition happens close to the MI transition, it is not known whether the strong correlation present in the superfluiding bosons can change the nature of this phase transition. Then, further increasing $V_{2D}$ will lead to a CDW-SF to CDW-MI transition. This is a SF to MI transition in the presence of a CDW order, and the order of this transition is also not clear.

The main results of our numerical calculation is summarized by the phase diagram shown in Fig. 2. This phase diagram is obtained with fixed chemical potential $\mu$, and reveals the parameter regimes where different scenarios occur, and answers the questions raised in Scenario (c). In Fig. 3 we plot both the superfluid order parameters $\varphi_e$ and the cavity field mean value $\alpha$ as a function of $V_{2D}/E_r$ for four different $\delta/E_r$. (A-D) are plotted along the horizontal dashed lines labeled by $A-D$ in Fig. 2.

In Fig. 3(a), $\delta_c$ is the smallest among the four. A small $\delta_c$ makes the superradiant transition easier. In this case, Scenario (c) applies, that is, the SF to CDW-SF transition first happens at a relatively small $V_{2D}$, and this transition is second order. Before the transition, $\varphi_e$ and $\varphi_o$ take the same value in the SF phase while they split after the transition. The second transition from CDW-SF to CDW-MI is also a second order one where the superfluid order parameter vanishes gradually, while in certain regime of $\delta_c$ it can also be first order.

As $\delta$ increases, the SF to CDW-SF transition gradually moves to a larger $V_{2D}$ where correlations become stronger in the SF phase and suppress $\varphi$ to smaller values. In the case shown in Fig. 3(b), Scenario (c) still applies, but we find, surprisingly, that the transition becomes a first order one where both $\varphi$ and $\alpha$ display a jump. That is to say, the strong interaction effects in the SF phase make
the superradiant transition first order.

To manifest the difference between these two superradiant transitions of different orders, in Fig. 4 we plot the energy curves $E(\Theta)$ in the vicinity of the SF to CDW-SF transitions along Trajectory 1 and 2 in Fig. 2 respectively. Figure 4(a) represents the typical behavior of $E(\Theta)$ when $\varphi$ is large. It is a standard Landau second-order transition with $E = a\Theta^2 + b\Theta^4$, and $a$ changes sign with $b$ always being positive. Figure 4(b) represents the case when $\varphi$ is small. In this case $b$ changes sign first before $a$ changes sign, rendering a first order transition. To understand this difference, we recall that if $\varphi = 0$, this transition becomes a MI to CDW-MI transition, and as we argued above, such a transition should be first order and therefore should have an energy curve similar to Fig. 4(b). It turns out that such a behavior extends to finite but small $\varphi$, and therefore a SF with strong correlations in the vicinity of a MI transition also exhibits a first order behavior for the superradiant transition. In Fig. 2 the second order line and the first order line for the superradiant transition meet at an interesting tricritical point [15] where both $a$ and $b$ vanish. Figure 4(b) also shows that a substantial energy barrier for the first order transition persists after the transition point. The existence of such an energy barrier can be responsible for a wide coexistent region of MI and CDW-MI found in Ref. [13].

When $\delta_c$ further increases, the SF to CDW-SF transition and the CDW-SF to CDW-MI transition merge together, after which Scenario (a) applies. As we show in Fig. 3(c), $\varphi$ jumps from finite to zero while $\alpha$ jumps from zero to finite at a direct transition from SF to CDW-MI.

Finally, at the largest value of $\delta_c$, the SF to MI transition takes place first, as we shown in Fig. 3(d); Scenario (b) applies.

In Fig. 5 we show the same phase diagram but obtained for different chemical potentials. We find that the basic structure of the phase diagram remains the same as Fig. 2 and the difference is quantitatively. For instance, the regime of direct transition either expands, as in Fig. 5(a), or shrinks, as in Fig. 5(b). The first order phase boundary between the SF to the CDW-SF phases can also vanish for certain range of chemical potential, such as in Fig. 5(a).

Final Remark. We would like to point out that although our theoretical phase diagram is qualitatively similar to what is reported in Ref. [13], there are still some notable differences. First, in contrast to what is suggested in the experiment, in our theory, unless for a fine-tuned chemical potential, the four different phases generically shall not meet at the same point. Second, the first order SF to CDW-SF transition has not been observed yet. This difference may be due to the inhomogeneity of the experimental system in a harmonic trap, in which case the data are effectively an average over a range of chemical potentials, and also partly due to the finite resolution of the experiment measurements. Our theoretical predictions shall stimulate future experimental efforts in determining the phase diagram of this system more accurately.

We should also mention the difference between the ETH setup and the Hamburg setup. In the Hamburg experiment, there is no external lattice beam along the cavity direction [12]. That means, if not in the superradiant phase, there is no lattice potential along the cavity direction and hence the system can not be a MI. Therefore, there is no normal MI phase in their phase diagram. The CDW-SF to CDW-MI transition is driven by the cavity light. Therefore it happens when cavity field is sufficient strong and our approximation that $t$ and $U$ are independent of $\alpha$ can not apply. Finally, in the Hamburg setup $\kappa$ is relatively small, which makes both the Guassian approximation to the Wannier wave functions and the steady state approximation to the cavity field less accurate. Because of these considerable differences, theoretical study related to the Hamburg setup will be reported elsewhere.
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where we have neglected the contribution model, Eq. (1), in the main text as follows. The shifted chemical potential is

\[ E \]

by comparing their values with the dependence on \( \alpha \) taken into account. Figure 6 shows that even with |\( \alpha \)| as big as \( \sim 10 \), the quantitative corrections to our approximation are within 10%. Since in the phase space of our interest a typical value of |\( \alpha \)| is around 2 to 4, our approximation is in its reliable regime. Furthermore, in the next part, we are going to show that by taking this approximation, the steady state solution satisfying Eqs. (3) to (5) minimize the energy of the system. Therefore we apply this \( \alpha \) independent parameter approximation throughout our study.

**SUPPLEMENTARY MATERIALS**

**Tight-Binding Model Construction**

In this part of the supplementary materials, we are going to detail the construction of the tight-binding model, Eq. (1), in the main text. The atoms in the cavity are subject to an optical potential \( V_L(r) + V_C(r) \), where \( V_L(r) = V_g \cos^2(k_0y) + V_{2D}[\cos^2(k_0x) + \cos^2(k_0z)] \) is the external optical lattice potential and \( V_C(r) = \eta_0 \cos(k_0x) \cos(k_0z)(\alpha + \alpha^*) + V_c \cos^2(k_0z)\alpha^*\alpha \) with \( \alpha = (\bar{a}) \) being nonzero in the superradiant phase. The Hamiltonian of the system is given by

\[
\hat{H} = \int d^3r \hat{\Psi}^\dagger(r) \hat{H}_0 \hat{\Psi}(r) + g \int d^3r \hat{\Psi}^\dagger(r) \hat{\Psi}(r) \hat{\Psi}(r) - \delta_c \hat{a}^\dagger \hat{a},
\]

where \( \hat{\Psi} \) is the field operator for the atoms, and \( \hat{H}_0 = p^2/2m - \mu_0 + V_L(r) + V_C(r) \). As in the deep lattice regime we concern, \( V_{2D} \) and \( V_g \) are much larger than \( \eta_0(\alpha + \alpha^*) \) and \( V_c \alpha^*\alpha \), we expand \( \hat{\Psi} \) in terms of the lowest band of the optical potential \( V_L(r) \), and approximate the corresponding Wannier wave function centering at the lattice site \( r_j \) by a Gaussian form \( \phi_j(r) = \Pi_{\ell=x,y,z} \phi_{\ell}(r_{\ell} - r_{\ell,j}) \) and \( \phi_{\ell}(r_{\ell}) = (k_0^2 \omega_{\ell}/\pi)^{1/4} e^{-\omega_{\ell} r_{\ell}^2}/2 \) with

\[ \omega_x = \sqrt{|V_{2D}|/E_r}, \quad \omega_z = \sqrt{|V_{2D}|/E_r}, \quad \omega_y = \sqrt{|V_y|/E_r}, \]

and \( E_r = k_0^2/2m \).

By substituting \( \hat{\Psi}(r) = \sum_j \hat{\Psi}_j \phi_j(r) \) into Eq. (1), we determine the parameters \( \mu, \eta, t_{x,y,z} \) and \( U \) of the tight-binding model, Eq. (1), in the main text as follows. The shifted chemical potential is

\[
\mu = \mu_0 - \sum_{\ell=x,y,z} \omega_{\ell} E_r/2 + |V_y|(1 + e^{-1/\omega_y^2})/2 + |V_{2D}|(1 + e^{-1/\omega_z^2}),
\]

where we have neglected the contribution \( \sim V_c \alpha^*\alpha \) as well. And

\[
\eta = \eta_0 e^{-1/4\omega_z^2} - 1/4\omega_z.
\]

The hopping amplitudes are given by

\[
t_x = - \int d^3r \phi^*_j e_{x}(r) H_0 \phi_j(r) = \left[ |V_{2D}| \left( \frac{\pi^2}{4} - e^{-1/\omega_x} \right) + \mu \right] e^{-\pi^2 \omega_x/4},
\]

\[
t_z = - \int d^3r \phi^*_j e_{z}(r) H_0 \phi_j(r) = \left[ |V_{2D}| \left( \frac{\pi^2}{4} - e^{-1/\omega_z} \right) + \mu \right] e^{-\pi^2 \omega_z/4},
\]

\[
t_y = - \int d^3r \phi^*_j e_{y}(r) H_0 \phi_j(r) = \left[ |V_y| \left( \frac{\pi^2}{4} - e^{-1/\omega_y} \right) + \mu \right] e^{-\pi^2 \omega_y/4}.
\]

In the regime |\( V_y \)| is much bigger than |\( V_{2D} \)|, \( t_y \) is much smaller than \( t_{x,z} \), and the system is quasi-two dimensional. Finally, the onsite interaction energy is given as

\[
U = g \int d^3r |\phi_j(r)|^2 |\phi_j(r)|^2 = \bar{U} \sqrt{\omega_x \omega_z \omega_y},
\]

with \( \bar{U} = g k_0^3 \).

Our approximation of neglecting the effects of the cavity field on the parameters \( t_{x,y,z} \) and \( U \) can be justified by comparing their values with the dependence on \( \alpha \) taken into account. Figure 6 shows that even with |\( \alpha \)| as big as \( \sim 10 \), the quantitative corrections to our approximation are within 10%. Since in the phase space of our interest a typical value of |\( \alpha \)| is around 2 to 4, our approximation is in its reliable regime. Furthermore, in the next part, we are going to show that by taking this approximation, the steady state solution satisfying Eqs. (3) to (5) minimize the energy of the system. Therefore we apply this \( \alpha \) independent parameter approximation throughout our study.
FIG. 6: (a) $t_x + t_z$ calculated for the lowest band of the optical potential $V_\perp(r) + V_C(r)$. The solid line is for $\alpha = 0$, the dotted line for $\text{Re}(\alpha) = 4$, and the dashed line for $\text{Re}(\alpha) = 8$. (b) $U$ calculated for the lowest band of the optical potential $V_\perp(r) + V_C(r)$. The solid line is for $\alpha = 0$, the dotted line for $\text{Re}(\alpha) = 4$, and the dashed line for $\text{Re}(\alpha) = 8$. The two lines in red higher than the solid line are for the interaction energy on the even sites, the two lines in blue lower than the solid line are for the interaction energy on the odd sites.

**Consistency for Matching Energy Minimum to Mean Field Self-consistent Solution**

In this section, we show explicitly how the approximation taking $t_{x,y,z}$ and $U$ to be $\alpha$ independent hopping makes the steady state solution and the requirement for the ground state being the energy minimal of the total energy curve meet together. In the superradiant phase, $\alpha = \langle \hat{a} \rangle$ is nonzero so is the density wave order parameter $\Theta = \eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle)$ of the atoms. Thus, we add the constraint $\Theta = \eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle)$, and need to minimize the total mean field hamiltonian

$$\hat{\mathcal{H}}_{\text{MF}} = -\delta_c \hat{a} \hat{a} + (\hat{a} \hat{a}^\dagger + \hat{a}^\dagger \hat{a}) \Theta + \lambda [\eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle) - \Theta] + \hat{S}_0(\varphi, \mu, t, U, \hat{b}, \hat{b}^\dagger),$$

(14)

where $\hat{S}_0$ is equal to $\hat{\mathcal{H}}_{\text{MF}}$ given by Eq. (2) in the main text except for $\alpha = 0$, and $\lambda$ is a Lagrangian multiplier. By requiring

$$\partial(\hat{\mathcal{H}}_{\text{MF}})/\partial \Theta = \langle \partial_\Theta \hat{\mathcal{H}}_{\text{MF}} \rangle = \alpha + \alpha^* - \lambda = 0,$$

(15)

and using the steady state equation

$$i\partial_t \alpha = \langle [\hat{a}, \hat{\mathcal{H}}_{\text{MF}}] \rangle - i \kappa \alpha = -(\delta_c + i \kappa) \alpha + \Theta = 0,$$

(16)

we express the ground state energy $E = \langle \hat{\mathcal{H}}_{\text{MF}} \rangle$ in terms of the order parameters $\varphi$ and $\Theta$ as

$$E(\varphi, \Theta) = -\frac{\delta_c}{\delta_c^2 + \kappa^2} \Theta^2 + \frac{2 \delta_c}{\delta_c^2 + \kappa^2} \Theta \eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle) + \langle \hat{S}_0 \rangle.$$

(17)

Since we take the approximation that $t_{x,y,z}$ and $U$ are independent of the cavity field, $\langle \hat{S}_0 \rangle$ only depends on $\varphi$. The minimization $\partial_\varphi E(\varphi, \Theta) = \partial_\varphi \langle \hat{S}_0 \rangle(\varphi) = 0$ reproduces the mean field Eqs. (3) and (4) in the main text. Most importantly, the other minimization

$$\partial_\Theta E(\varphi, \Theta) = -\frac{2 \delta_c}{\delta_c^2 + \kappa^2} [\Theta - \eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle)] = 0$$

(18)

is automatically satisfied due to the constraint $\Theta = \eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle)$ implemented by introducing the Lagrangian multiplier $\lambda$.

On the other hand, if one includes the dependence of $t_{x,y,z}$ and $U$ on $\alpha$, there would be an extra term $\sim \partial_\Theta \langle \hat{S}_0 \rangle$ contributing to $\partial_\Theta E(\varphi, \Theta)$, and generally the minimization of $E(\varphi, \Theta)$ with respect to $\Theta$ becomes inconsistent with the constraint $\Theta = \eta N_A(\langle \hat{n}_c - \hat{n}_o \rangle)$ unless $\kappa = 0$. This inconsistency lies in projecting the full Hamiltonian given by Eq. (6) to the lowest band.