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I. INTRODUCTION

Since the foundation of general relativity (GR), alternative theories of gravity have continued to attract much attention, and a huge number of theories have been proposed. In a theoretical point of view, those theories are expected to provide some clues for the unified theory of everything. In a phenomenological point of view, the introduction of such theories is motivated to explain cosmological riddles such as the accelerated expansion of the Universe by the modification. Due to recent advances in observation of gravitational phenomena such as gravitational waves (the first signal announced in Refs. [1, 2]), it is expected that we can distinguish a larger class of modified gravity theories from the GR in the near future. Actually, a large class of modified gravity theories has been excluded [3–6] by the constraint on the speed of gravitational wave obtained by simultaneous detection of the gravitational wave and the gamma ray signals from a neutron star-neutron star binary [7, 8]. Now, we are in the stage to investigate the viability of such theories in more detail. Detailed theoretical analyses may immediately reject modified theories, or bring us predictions on new observable quantities that distinguish various theories which will become available in the near future.

We focus on scalar-tensor theories with an additional scalar field added to GR. The additional scalar field may mediate the fifth force through its coupling to matter fields, and the existence of the fifth force may contradict observations in the solar system or laboratories. Then, the screening mechanism of the fifth force is necessary for modified gravity theories to evade severe experimental constraints in the solar system with allowing large deviations from GR on cosmological scales (see Ref. [9] for review). The screening mechanism makes the fifth force small through an environment-dependent parameter: mass, coupling, or kinetic function. The first class includes the chameleon mechanism [10, 11], the second class the symmetron mechanism [12] and environmental dilaton mechanism [13], and the third class the Vainshtein mechanism [14] and the kinetic screening mechanisms [15]. In this work, we focus on the screening mechanism in the first class: the chameleon mechanism.

The fifth force, or the additional scalar field, can be relevant and should be estimated in any system where the gravity plays an important role. For $f(R)$ model, in which the chameleon mechanism may work, numerous efforts to estimate the impact of the fifth force have been made for the large scale structure [16–20], astrophysical objects [21–24], the existence of stellar solutions [25–29], and so on. There are also many attempts to find a screened field in a laboratory by using a specific configuration of a material [30–35]. In spite of the numerous efforts, it has not been fully understood how the chameleon mechanism works in a dynamical system, and there are only a few attempts to consider the scalar field dynamics [36–40]. The linear perturbations in scalar-tensor theories have been analyzed in many works (e.g. [41, 42]), and effects of screening is investigated in Refs. [43, 44]. In Refs. [45, 46], the spherical collapse of a matter field is calculated for a screened model and $f(R)$ model. However, most of these works have been done under the adiabatic approximation, i.e., the amplitude of the scalar field is assumed to trace the minimum of the effective potential and not calculated by solving its dynamical equation. In the previous works, even when the dynamics of the scalar field is taken into account, the matter evolution is given externally.
and the backreaction due to the fifth force is ignored.

In this work, we consider the full non-linear dynamics of the fluid and the chameleon field in a Newtonian spherically symmetric system. To clarify influence of dynamics of the scalar field, we solve both the matter and scalar field equations simultaneously and see how the fifth force is screened in a dynamical system with a spherically symmetric configuration. In our previous work [47], we have analyzed the chameleon mechanism in a spherical shell system as an extremely inhomogeneous situation. The analysis there suggests that the fifth force could be locally amplified even when the system is screened for the spatially averaged configuration. Therefore, even when the fifth force is undetectable in the exterior region of a gravitational object, the fifth force might be unscreened in the inner region if the object has a highly inhomogeneous configuration. Motivated by this fact, we investigate how the fifth force is screened in a spherical object with high inhomogeneities and whether the stability and structure of the object are affected.

This work is organized as follows. In Sec. II, we briefly review the chameleon mechanism in a scalar-tensor theory. Next, in Sec. III, we derive basic equations for a system in which a perfect fluid and a scalar field are conformally coupled. In Sec. IV, we analyze the linear stability of a spherical object under the adiabatic approximation but taking into account the coupling between the perturbations of the scalar field and fluid, which has been ignored in the previous works [43]. In Sec. V, we discuss the dynamics of the scalar field in a local region. More specifically, we first perform a linear analysis and discuss the validity of the adiabatic approximation in Sec. V A. Then, in Sec. V B, we perform fully non-linear numerical simulations to estimate the magnitude of the fifth force and its backreaction on the structure of the system. Finally, we conclude this work in Sec. VI, discussing the effect of the scalar field on the dynamics of a screened stellar system. Throughout this work, we set \( c = \hbar = 1 \) and \( M_{\text{pl}}^2 = 1/8\pi G \), where \( c \), \( \hbar \) and \( G \) are the speed of light, reduced Planck’s constant and the Newtonian gravitational constant, respectively.

II. SCREENING IN A SCALAR-TENSOR THEORY

Let us briefly review the screening mechanism in a scalar-tensor theory. We express the Einstein frame metric by \( g_{\mu\nu} \), and the associated Ricci curvature scalar by \( R \). Then we consider the following action for the gravity, a scalar field \( \phi \) and matter fields \( \Psi_i \):

\[
S = \int d^4x \sqrt{-g} \left[ \frac{M_{\text{pl}}^2}{2} R - \frac{1}{2} \nabla_\mu \phi \nabla^\mu \phi - V(\phi) \right] + S_m [\Psi_i; \tilde{g}_{\mu\nu}] ,
\]

where the potential \( V \) is given by an arbitrary function of \( \phi \), and \( \Psi_i \) minimally couples with the Jordan frame metric defined as \( \tilde{g}_{\mu\nu} \equiv A^2(\phi) g_{\mu\nu} \) with \( A(\phi) \) being an arbitrary function of \( \phi \). From the action (1), we obtain the modified Einstein’s field equations as

\[
G_{\mu\nu} = \frac{1}{M_{\text{pl}}^2} \left\{ \nabla_\mu \phi \nabla_\nu \phi - g_{\mu\nu} \left( \frac{1}{2} \nabla_\rho \phi \nabla^\rho \phi + V(\phi) \right) \right\} + \frac{A^2(\phi)}{M_{\text{pl}}^2} \tilde{T}_{\mu\nu},
\]
where $\tilde{T}_{\mu\nu}$ is the energy-momentum tensor of the matter fields in the Jordan frame defined as

$$\tilde{T}_{\mu\nu} \equiv -\frac{2}{\sqrt{-\tilde{g}}} \frac{\delta S_m}{\delta \tilde{g}^{\mu\nu}}.$$  

The equation of motion of the scalar field is given by

$$\Box \phi = V'(\phi) - A'(\phi)A^3(\phi)\tilde{T}, \quad (4)$$

where $\tilde{T}$ is the trace of the energy-momentum tensor of $\tilde{T}_{\mu\nu}$ in the Jordan frame:

$$\tilde{T} = \tilde{g}^{\mu\nu}\tilde{T}_{\mu\nu}.$$  

The Bianchi identity leads

$$g^{\nu\sigma} \nabla_\nu \tilde{T}_{\mu\sigma} + 2 \frac{A'(\phi)}{A(\phi)} g^{\nu\rho} \nabla_\nu \phi \tilde{T}_{\rho\mu} = A'(\phi)A(\phi)\tilde{T} \nabla_\mu \phi.$$  

As a simple example, we take the chameleon model \[10, 11\], where the arbitrary functions are given by

$$V(\phi) = \frac{\Lambda^{n+4}}{\phi^n}, \quad A = e^{\frac{\beta_c}{M_{pl}} \phi}, \quad (6)$$

where $\Lambda$ is a constant with unit mass dimension, $\beta_c$ is a dimensionless constant, and $n$ is an integer. Moreover, as the background matter, we take a non-relativistic fluid with constant density $\rho_c$. Then Eq. (4) becomes

$$\Box \phi = V'(\phi) - \frac{\beta_c \rho_c}{M_{pl}}, \quad (7)$$

where we have made the approximation $A \simeq 1 + \beta_c \phi/M_{pl}$ since $\phi/M_{pl}$ is of the order of the gravitational potential or smaller. Actually, we suffer from the problem of which frame is physical and the density can be considered as constant, (i.e., the density in the original frame, $g_{\mu\nu}$, is written as $A^{-4}\tilde{\rho}$), but the difference between the frames is irrelevant at this approximation order. Thus, we have dropped the tilde from the density. Then, for this model, we obtain the following effective potential:

$$V_{\text{eff}} = \frac{\Lambda^{n+4}}{\phi^n} + \frac{\beta_c \rho_c}{M_{pl}} \phi.$$  

From the effective potential, we can also read the minimum point of the potential $\phi_c$ and the mass around the minimum $m_c$ as

$$\phi_c \equiv \left( \frac{n M_{pl} \Lambda^{n+4}}{\beta_c \rho_c} \right)^{\frac{1}{n+1}}, \quad (9)$$

$$m_c^2 \equiv \left. \frac{d^2 V_{\text{eff}}}{d\phi^2} \right|_{\phi = \phi_c} = (n + 1) \frac{\beta_c \rho_c}{M_{pl} \phi_c} \propto \rho_c^{\frac{n+2}{n+1}}.$$  

This dependence on $\rho_c$ guarantees that the scalar field has a larger mass and a shorter range of influence in a higher density region.

Let us review the screening mechanism caused by the $\rho$-dependent mass, i.e., the chameleon mechanism, for a spherical star in a static case (see Refs. [43, 48]). We assume that the density inside the star is much higher than the environmental density $\rho_\infty$. 

\[4\]
When the star is static, we may expect that the scalar field value is trapped at the potential minimum well inside the star because the scalar field cannot be excited due to the large effective mass. We refer to the typical radius in which the scalar field stays at the potential minimum as screening radius $r_s$. Only the matter outside the screening radius contributes as the source of the scalar field, and then the fifth force on a particle with unit mass outside the star is estimated as

$$F_\phi \simeq 2\beta^2 \frac{GM(L)}{r^2},$$  \hspace{1cm} (11)$$

where $M(r) \equiv 4\pi \int_0^r dr' r'^2 \rho(r')$ denotes the mass inside the radius $r$. Although the fifth force has an amplitude comparable to the Newtonian one for unscreened cases ($r_s \ll L$), it is suppressed by a tiny factor $1 - M(r_s)/M(L)$ for screened cases ($r_s \sim L$). It is known that the screening radius $r_s$ is implicitly estimated from

$$\chi \equiv \frac{\phi_\infty}{2\beta M_{pl}} \simeq G \int_{r_s}^{\infty} dr \left[ \frac{M(r) - M(r_s)}{r^2} \right] \leq |\Phi_N|,$$  \hspace{1cm} (12)$$

where $\phi_\infty$ is the potential minimum of the effective potential for a constant density $\rho_\infty$ while $\Phi_N \equiv -GM(L)/L$ is the Newtonian potential at the surface. Note that the parameter $\chi$ is determined by the model parameters as well as the environmental density around the star. When $\chi$ satisfies $\chi > |\Phi_N|$, the condition (12) does not have a solution. In this case, we cannot use the thin-shell solution (11) and the fifth force becomes comparable to the Newtonian force. Therefore, for screening the fifth force, the parameter $\chi$ should satisfy $\chi < |\Phi_N|$ (see Ref. [48] for a recent review on experimental bounds). For the sake of illustration, let us estimate the screening radius for a star with a constant density $\rho_c$. In this case, the screening radius is roughly determined by the Compton wavelength of the scalar field $\lambda_c(\equiv 1/m_c)$ as

$$r_s^2 \simeq L^2 - \frac{\phi_\infty}{\phi_c} \lambda_c^2.$$ 

Hence we may expect that the star is screened if its radius $L$ is much larger than the Compton wavelength $\lambda_c$.

In the previous work [47], we have shown that, even if a spherical star is well screened on average, the fifth force can be locally comparable to the Newtonian force when the density is extremely inhomogeneous. Having this result in mind, in this work we clarify how dynamical density fluctuations affect the dynamics of the scalar field and the fifth force. Depending on strength of the time dependence, the screening may be violated and some interesting phenomena associated with the enhanced fifth force could be observed. Such an enhancement of the fifth force induced by the stellar dynamics is a target of this work.

### III. BASIC EQUATIONS FOR A SPHERICAL SYSTEM

In this section, we derive basic equations for a non-relativistic spherically symmetric star with keeping the time dependence. We consider a perfect fluid as the matter field,

$$\tilde{T}_{\mu\nu} = (\tilde{\rho} + \tilde{p})\tilde{g}_{\mu\nu} \tilde{u}^\sigma \tilde{u}^\sigma + \tilde{p} \tilde{g}_{\mu\nu},$$  \hspace{1cm} (13)$$
where $\tilde{\rho}$, $\tilde{p}$, and $\tilde{u}^{\mu}$ $\equiv A^{-1}(1, \vec{v})$ are the density, pressure, and fluid four velocity in the Jordan frame, respectively. Hereafter, we work in the Newtonian limit, i.e. $g_{\mu\nu}dx^\mu dx^\nu = -(1 + 2\Phi_N)dt^2 + (1 - 2\Phi_N)dr^2 + r^2d\Omega^2$ with $\Phi_N \ll 1$ and $\tilde{\rho} \gg \tilde{p}$. We also assume that the scalar field is the first order quantity in the post-Newtonian expansion, $\phi/M_{pl} \sim (v/c)^2$. Then, from Eq. (5), we obtain

\begin{equation}
\frac{\partial \tilde{\rho}}{\partial t} + \vec{\nabla} \cdot (\tilde{\rho} \vec{v}) = -3 \beta(\phi) A \frac{\partial \phi}{\partial t},
\end{equation}

\begin{equation}
\tilde{\rho} \left\{ \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \vec{\nabla})\vec{v} \right\} = -\vec{\nabla} \tilde{p} - \tilde{\rho} \vec{\nabla} \Phi_N - \beta \frac{\phi}{M_{pl}} \tilde{\rho} \vec{\nabla} \phi,
\end{equation}

with $\beta \equiv M_{pl} \ln A(\phi)/d\phi$ at the Newtonian order. By introducing the “conserved” density and pressure as $\rho_* \equiv A^3 \tilde{\rho}$ and $p_* \equiv A^3 \tilde{p}$, the right-hand side of Eq. (14) can be absorbed into the left-hand side with $\tilde{\rho} \rightarrow \rho_*$. The form of Eq. (15) remains the same at the leading order even when we use $\rho_*$ and $p_*$. As for the gravitational field, ignoring the contributions of the scalar field to the energy-momentum tensor as higher order terms in the post-Newtonian expansion, we obtain the Poisson’s equation,

\begin{equation}
\nabla^2 \Phi_N = \frac{1}{2M_{pl}^2} A \rho_*.
\end{equation}

The scalar field equation in the Newtonian limit is obtained as

\begin{equation}
\Box \phi = V'(\phi) + \frac{\beta(\phi)}{M_{pl}} A \rho_*.
\end{equation}

Hereafter, we assume that the function $A$ can be expanded as $A \simeq 1 + \beta \phi/M_{pl} + O((\phi/M_{pl})^2)$ with $\beta$ being a constant. Then, neglecting the higher-order terms in the post-Newtonian expansion, we have the following four basic equations in this paper,

\begin{equation}
\frac{\partial \tilde{\rho}}{\partial t} + \vec{\nabla} \cdot (\tilde{\rho} \vec{v}) = 0,
\end{equation}

\begin{equation}
\rho \left\{ \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \vec{\nabla})\vec{v} \right\} = -\vec{\nabla} \tilde{p} - \rho \vec{\nabla} \Phi_N - \frac{\beta(\phi)}{M_{pl}} \rho \vec{\nabla} \phi,
\end{equation}

\begin{equation}
\nabla^2 \Phi_N = \frac{1}{2M_{pl}^2} \rho,
\end{equation}

\begin{equation}
\Box \phi = V'(\phi) + \frac{\beta}{M_{pl}} \rho,
\end{equation}

where we omit the subscript $\ast$ for simplicity hereafter. Implementing the equation of state, we can determine the full dynamics of the system from these equations.

Let us consider a spherically symmetric system, and divide the quantities into the static
background values and perturbations as
\[
p(t, r) = p_0(r) + p_1(t, r),
\]
\[
\rho(t, r) = \rho_0(r) + \rho_1(t, r),
\]
\[
\Phi_N(t, r) = \Phi_{N0}(r) + \Phi_{N1}(t, r),
\]
\[
\phi(t, r) = \phi_0(r) + \phi_1(t, r).
\]
The background variables satisfy the following static equations:
\[
\frac{dp_0}{dr} + \rho_0 \frac{d\Phi_{N0}}{dr} + \frac{\beta}{M_{pl}} \rho_0 \frac{d\phi_0}{dr} = 0,
\]
\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d\Phi_{N0}}{dr} \right) = \frac{1}{2M_{pl}^2} \rho_0,
\]
\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d\phi_0}{dr} \right) = V'(\phi_0) + \frac{\beta}{M_{pl}} \rho_0,
\]
while the perturbation variables satisfy the following dynamical equations:
\[
\frac{\partial \rho_1}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 (\rho_0 + \rho_1) \frac{\partial \delta r}{\partial t} \right) = 0,
\]
\[
(\rho_0 + \rho_1) \left( \frac{\partial^2 \delta r}{\partial t^2} + \frac{\partial \delta r}{\partial t} \frac{\partial \delta r}{\partial r} \right) = -\frac{\partial \rho_1}{\partial r} - (\rho_0 + \rho_1) \frac{\partial \Phi_{N1}}{\partial r} - \rho_1 \frac{\partial \Phi_{N0}}{\partial r}
- \frac{\beta}{M_{pl}} (\rho_0 + \rho_1) \frac{\partial \phi_1}{\partial r} - \frac{\beta}{M_{pl}} \rho_1 \frac{\partial \phi_0}{\partial r},
\]
\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \Phi_{N1}}{\partial r} \right) = \frac{1}{2M_{pl}^2} \rho_1,
\]
\[
-\frac{\partial^2 \phi_1}{\partial t^2} + \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \phi_1}{\partial r} \right) = V'(\phi_0 + \phi_1) - V'(\phi_0) + \frac{\beta}{M_{pl}} \rho_1,
\]
where we have defined a new variable \( \delta r \) as
\[
\frac{\partial \delta r}{\partial t} \equiv v_r
\]
with \( v_r \) being the radial component of the velocity. It should be noted that the perturbation equations (29)–(32) are exact and the perturbation variables are not necessarily smaller than the background variables.

IV. LINEAR ANALYSIS IN THE WHOLE SPHERICAL REGION

First of all, we analyze the background equations assuming the polytropic equation of state \( p = K \rho^n \) and the potential form \( V(\phi) = \Lambda^{n+4}/\phi^n \). The background equations (26)–(28) reduce to the Lane-Emden-like equation,
\[
\frac{1}{\xi^2} \frac{d}{d\xi} \left( \xi^2 \frac{d\theta}{d\xi} \right) = -(1 + 2\beta^2)\theta + 2\beta^2 \frac{1}{\phi_0^{n+1}},
\]
where \( \rho_0 = \rho_c \theta^l \) and \( \xi \equiv \sqrt{\rho_c^2 / (2M_{\text{pl}}^2 \rho_c (l+1))} r \) with \( \gamma \equiv 1 + 1/l \), and

\[
\frac{1}{\xi^2} \frac{d}{d\xi} \left( \xi^2 \frac{d\hat{\phi}_0}{d\xi} \right) = \frac{2\beta M_{\text{pl}} \rho_c (l+1)}{\phi_c \rho_c} \left( \theta' - \frac{1}{\hat{\phi}_0^{n+1}} \right),
\]

(35)

where \( \hat{\phi}_0 \equiv \phi_0 / \phi_c \) with \( \phi_c \) given in Eq. (9). The quantities with a subscript \( c \) represent the corresponding quantities at the center of the star. The quantity \( \theta(\xi) \) parametrizes the radial dependence of the density, and it takes 1 at the center and 0 at the surface. By solving Eqs. (34) and (35), we obtain the surface \( \xi = \xi_s \) as the innermost point at which \( \theta(\xi) = 0 \).

The value of \( \xi_s \) is related to the radius of the star \( L \) as

\[
L^2 = \frac{M_{\text{pl}}^2 \rho_c}{\rho_c^2} 2(l+1)\xi_s^2.
\]

(36)

Here, let us introduce the screening parameter \( \epsilon \) as

\[
\epsilon \equiv \frac{1}{\beta} \left( \frac{\phi_c}{M_{\text{pl}}} \right) \left( \frac{\rho_c L^2}{M_{\text{pl}}^2} \right)^{-1} = \frac{1}{2\beta \Phi_c} \left( \frac{\phi_c}{M_{\text{pl}}} \right),
\]

(37)

where \( \Phi_c \equiv \rho_c L^2 / (2M_{\text{pl}}^2) \). This screening parameter corresponds to the ratio of the Compton wavelength to the radius of the star, \( \epsilon \sim (1/m_c L)^2 \) (see also the text below Eq. (12)). Using the screening parameter \( \epsilon \), the field equation (35) is written as

\[
\frac{1}{\xi^2} \frac{d}{d\xi} \left( \xi^2 \frac{d\hat{\phi}_0}{d\xi} \right) = \frac{1}{\epsilon \xi_s^2} \left( \theta' - \frac{1}{\hat{\phi}_0^{n+1}} \right).
\]

(38)

The star is well screened when \( \epsilon \ll 1 \). In this case, the background scalar field \( \hat{\phi}_0 \) is approximately fixed at the potential minimum as

\[
\hat{\phi}_0 \simeq \hat{\phi}_{\text{min}} \equiv \theta^{-\alpha l} \left( \alpha \equiv \frac{1}{n+1} \right),
\]

(39)

except in the vicinity of the surface.

Linearizing Eqs. (29)–(32) with respect to the perturbation variables, we obtain

\[
\frac{\partial \rho_1}{\partial t} = -\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^3 \rho_0 \frac{\partial \zeta}{\partial t} \right),
\]

(40)

\[
\rho_0 \frac{\partial^2 \zeta}{\partial t^2} + \rho_0 \frac{\partial}{\partial r} \frac{\partial \Phi_{N0}}{\partial r} - \rho_0 \frac{\partial \Phi_{N1}}{\partial r} - \frac{\beta}{M_{\text{pl}}} \left( \rho_0 \frac{\partial \phi_1}{\partial r} + \rho_1 \frac{d\phi_0}{dr} \right) = 0,
\]

(41)

\[
0 = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \Phi_{N1}}{\partial r} \right) - \frac{1}{2M_{\text{pl}}^2} \rho_1,
\]

(42)

\[
\frac{\partial^2 \phi_1}{\partial t^2} = \frac{\partial^2 \phi_1}{\partial r^2} + \frac{2}{r} \frac{\partial \phi_1}{\partial r} - \frac{d^2 V_{\phi=\phi_0}}{d\phi^2} \left. \phi_1 - \frac{\beta}{M_{\text{pl}}} \rho_1, \right|_{\phi=\phi_0}
\]

(43)
where we have introduced $\zeta \equiv \delta r / r$. By integrating Eq. (40) with respect to $t$, we find

$$\rho_1 = -\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^3 \rho_0 \zeta \right),$$

(44)

where we have fixed an arbitrary function of $r$ by requiring $\rho_1 = 0$ for $\zeta = \partial \zeta / \partial r = 0$. Substituting Eq. (44) into the Poisson equation (42), we obtain

$$\frac{\partial}{\partial r} \left( r^2 \frac{\partial \Phi_{N1}}{\partial r} + \frac{1}{2M_{pl}^2} \rho_0 r^3 \zeta \right) = 0.$$

(45)

The regularity at the center $\partial \zeta / \partial r|_{r=0} = \partial \Phi_{N1} / \partial r|_{r=0} = 0$ leads to the following expression:

$$\frac{\partial \Phi_{N1}}{\partial r} = -\frac{1}{2M_{pl}^2} \rho_0 r \zeta.$$

(46)

Differentiating the equation of state $p = p(\rho)$, we obtain

$$\frac{\partial p}{\partial t} + \frac{\partial \delta r}{\partial t} \frac{\partial p}{\partial r} = \frac{dp}{d\rho} \left( \frac{\partial \rho}{\partial t} + \frac{\partial \delta r}{\partial t} \frac{\partial \rho}{\partial r} \right).$$

(47)

After the integration over $t$, at the first order in the perturbation variables, the above equation becomes

$$p_1 = -p_0 \Gamma_0 r \frac{\partial \zeta}{\partial r} - \left( \frac{dp}{d\rho} + p_0 \Gamma_0 \frac{3}{r} \right) r \zeta,$$

(48)

where $\Gamma_0 \equiv dp_0 / d\rho_0 \cdot \rho_0 / p_0$. Substituting this equation and the background equations into the Euler equation (41) and the scalar field equation (43), we obtain the following two equations:

$$\frac{\rho_0}{M_{pl}^2} \frac{\partial^2 \zeta}{\partial t^2} = \frac{1}{r^4} \frac{\partial}{\partial r} \left( r^4 \Gamma_0 \rho_0 \frac{\partial \zeta}{\partial r} \right) + \left( \frac{1}{r} \frac{d}{dr} [(3\Gamma_0 - 4)p_0] - \frac{2}{r M_{pl}^2} \rho_0 \frac{d\phi_0}{dr} - \frac{\beta}{M_{pl}^2} \rho_0 \frac{d^2 \phi_0}{dr^2} \right) \zeta$$

$$- \frac{\beta}{M_{pl}^2} \rho_0 \frac{1}{r} \frac{\partial \phi_1}{\partial r},$$

(49)

$$\frac{\partial^2 \phi_1}{\partial t^2} = \frac{\partial^2 \phi_1}{\partial r^2} + \frac{2}{r} \frac{\partial \phi_1}{\partial r} - m_0^2 \phi_1 + \frac{\beta}{M_{pl}^2} \frac{1}{r} \frac{\partial}{\partial r} \left( r^3 \rho_0 \zeta \right),$$

(50)

where we have defined the effective mass of the scalar field as

$$m_0^2 \equiv \left. \frac{d^2 V}{d\phi^2} \right|_{\phi = \phi_0}.$$

(51)

In Ref. [43], Eq. (49) was analyzed by ignoring the last term, which represents the perturbation in the fifth force imposed on the fluid. We take this term into account by using the adiabatic approximation for the scalar field perturbation, in which the perturbation $\phi_1$ is fixed at the potential minimum for the total density, i.e., the last two terms in Eq. (50) balance:

$$m_0^2 \phi_1 \sim \frac{\beta}{M_{pl} r^2} \frac{1}{\partial r} \left( r^3 \rho_0 \zeta \right).$$

(52)
We will discuss the validity of the adiabatic approximation in Sec. V A by using a simpler setting and proceed here with assuming it. With this approximation, Eq. (49) for $\zeta$ becomes

$$\rho_0 \frac{\partial^2 \zeta}{\partial t^2} = \frac{1}{r^4} \frac{d}{dr} \left\{ r^4 \left( \Gamma_0 p_0 - \frac{\beta^2 \rho_0^2}{M_{\text{pl}}^2 m_0^2} \right) \frac{\partial \zeta}{\partial r} \right\}$$

$$+ \left\{ \frac{1}{r} \frac{d}{dr} [(3\Gamma_0 - 4)p_0] - \frac{\rho_0}{M_{\text{pl}}^2} \frac{1}{r} \frac{d}{dr} \left( \frac{\beta^2}{m_0^2} \frac{d}{r^2} (r^3 \rho_0) \right) \right\} \zeta,$$

where we have omitted terms which contain derivatives of the background scalar field for simplicity (see Ref. [43] for its effect). Expanding $\zeta$ in Fourier modes as

$$\zeta = \int d\omega \tilde{\zeta} e^{i\omega t},$$

we obtain

$$0 = \frac{1}{r^4} \frac{d}{dr} \left\{ r^4 \left( \Gamma_0 p_0 - \frac{\beta^2 \rho_0^2}{M_{\text{pl}}^2 m_0^2} \right) \frac{\partial \tilde{\zeta}}{\partial r} \right\}$$

$$+ \left\{ \rho_0 \omega^2 + \frac{1}{r} \frac{d}{dr} [(3\Gamma_0 - 4)p_0] - \frac{\rho_0}{M_{\text{pl}}^2} \frac{1}{r} \frac{d}{dr} \left( \frac{\beta^2}{m_0^2} \frac{d}{r^2} (r^3 \rho_0) \right) \right\} \tilde{\zeta}.$$  \hspace{1cm} (55)

Multiplying the both sides of Eq. (55) by $r^4 \tilde{\zeta}$ and integrating with respect to $r$ from the center to the surface of the star, we obtain

$$\omega^2 \int_0^L dr \ r^4 \rho_0 \tilde{\zeta}^2 = \int_0^L dr \ r^4 \left\{ \Gamma_0 p_0 \left( 1 - \frac{\beta^2 \rho_0^2 L^2}{M_{\text{pl}}^2 p_0 \Gamma_0 L^2 m_0^2} \right) \left( \frac{d\tilde{\zeta}}{dr} \right)^2 \right. - \left[ \frac{1}{r} \frac{d}{dr} [(3\Gamma_0 - 4)p_0] - \frac{\beta^2}{M_{\text{pl}}^2 m_0^2} \left( \frac{3 \rho_0}{r} \frac{d}{dr} + \frac{d^2 \rho_0}{dr^2} \right) \right] \tilde{\zeta} \right\},$$

where we have dropped the surface term imposing the regularity at the center and an appropriate boundary condition at the surface. For a well-screened object that satisfies $L^2 m_0^2 \gg 1$, the first term in the right-hand side is always positive and we obtain the following inequality:

$$\omega^2 \geq - \frac{\int_0^L dr \ r^4 \left\{ \frac{1}{r} \frac{d}{dr} [(3\Gamma_0 - 4)p_0] - \frac{\beta^2}{M_{\text{pl}}^2 m_0^2} \left( \frac{3 \rho_0}{r} \frac{d}{dr} + \frac{d^2 \rho_0}{dr^2} \right) \right\} \tilde{\zeta}^2}{\int_0^L dr \ r^4 \rho_0 \tilde{\zeta}^2}.$$  \hspace{1cm} (57)

If we ignore the scalar field contribution proportional to $\beta^2$ in Eq. (57), this inequality implies that unstable modes with $\omega^2 < 0$ may be present if $\Gamma_0 < 4/3$ since the pressure and the density are decreasing functions of $r$. This is a familiar result in the standard Newtonian gravity. It is worthy to note that, because the second term in the braces can be positive/negative, the scalar field contribution extends/reduces the possible parameter...
region of the instability. Nevertheless, the ratio of the second term to the first term can be roughly estimated using Eq. (36) as

\[ \frac{1}{p_0} \cdot \beta^2 \frac{\rho_0^2}{M_{\text{pl}}^2 m_0^2} \sim \beta^2 \frac{1}{m_0^2 L^2} \sim \epsilon. \] (58)

Here, the difference between the quantities with the subscripts \(c\) and 0 has been ignored. This estimation shows that the scalar field contribution is suppressed by the screening parameter, and it cannot drastically change the stability.

V. FULL DYNAMICS IN A LOCAL REGION

In this section, we investigate the full dynamics of the scalar field and the matter. In Ref. [47], it was shown that the fifth force can be locally comparable to the Newtonian force when the matter distribution is given by static concentric shells, which may be regarded as a system with very strong spatial inhomogeneities. In a more realistic setup, such a configuration would be unstable and dynamically changes. Our interest is how the associated fifth force evolves and affects the dynamics of the matter configuration. Since the fifth force is expected to be more enhanced for larger amplitude of inhomogeneities, we will solve the dynamical equations (29)–(32) including the non-linear regime.

In order to make the analysis more amenable, we introduce the planner approximation focusing on the region whose interval is much smaller than the curvature scale: \(R \leq r \leq R+a\) for a certain radius \(R\) and a width \(a \ll R\). We introduce a new radial coordinate \(x\) in this short range by \(x \equiv r - R\). Focusing on only short wavelength modes of perturbations fluctuating in this region, we assume

\[ \frac{\partial \Pi_0}{\partial r} \ll \frac{\partial \Pi_1}{\partial r}, \] (59)

where \(\Pi\) denotes \(\rho, p, \Phi_N\) or \(\phi\). Then Eqs. (29)–(32) can be reduced as follows:

\[ \frac{\partial \rho_1}{\partial t} + \frac{\partial}{\partial x} \left( (\rho_0 + \rho_1) \frac{\partial \delta x}{\partial t} \right) = 0, \] (60)

\[ (\rho_0 + \rho_1) \left( \frac{\partial^2 \delta x}{\partial t^2} + \frac{\partial \delta x}{\partial t} \frac{\partial^2 \delta x}{\partial t \partial x} \right) = -\frac{\partial}{\partial x} p_1 - (\rho_0 + \rho_1) \frac{\partial \Phi_N}{\partial x} - \frac{\beta}{M_{\text{pl}}} (\rho_0 + \rho_1) \frac{\partial \phi_1}{\partial x}, \] (61)

\[ \frac{\partial^2 \Phi_N}{\partial x^2} = \frac{1}{2M_{\text{pl}}^2 \rho_1}, \] (62)

\[ \left( -\frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial x^2} \right) \phi_1 = V'(\phi_0 + \phi_1) - V'(\phi_0) + \frac{\beta}{M_{\text{pl}}} \rho_1. \] (63)

Hereafter we use the polytropic equation of state \(p = K \rho^{1+1/l}\) and describe the system using
the variables \( \theta, \phi_0 \) defined in Eqs. (34) and (35) for the background variables. We obtain

\[
\begin{align*}
\frac{\partial \hat{\rho}_1}{\partial \hat{t}} &= -\frac{\partial}{\partial x} \left( (\theta^l + \hat{\rho}_1) \frac{\partial \hat{\zeta}}{\partial \hat{t}} \right), \\
\frac{\partial^2 \hat{\zeta}}{\partial \hat{t}^2} &= -\frac{\partial}{\partial x} \left[ \frac{1}{2} \left( \frac{\partial \hat{\zeta}}{\partial \hat{t}} \right)^2 + \frac{p_c}{\rho_c} \left\{ (l+1)(\theta^l + \hat{\rho}_1)^{1/l} + b\Phi_{N1} + 2\beta^2 b \epsilon \hat{\phi}_1 \right\} \right], \\
\frac{\partial^2 \Phi_{N1}}{\partial \hat{x}^2} &= \frac{a^2}{L^2} \hat{\rho}_1, \\
\frac{\partial^2 \hat{\phi}_1}{\partial \hat{t}^2} &= \frac{\partial^2 \hat{\phi}_1}{\partial \hat{x}^2} - \frac{1}{\epsilon L^2} \left\{ \frac{M_{\text{pl}}}{\beta \rho_c} \left( V'(\phi_c(\phi_0 + \hat{\phi}_1)) - V'(\phi_c \phi_0) \right) + \hat{\rho}_1 \right\},
\end{align*}
\]

where we have normalized the coordinates and the variables as \( \hat{t} \equiv t/a, \hat{x} \equiv x/a, \hat{\zeta} \equiv \delta x/a, \hat{\rho}_1 \equiv \rho_1/\rho_c, \hat{\phi}_1 \equiv \phi_1/\phi_c, \Phi_{N1} \equiv \Phi_{N1}/\Phi_c \equiv \Phi_{N1}/(\rho_c L^2/2 M_{\text{pl}}^2) \) and \( b \equiv L^2 \rho_c^2/(2p_c M_{\text{pl}}^2) = (l+1)\xi^2 \). The derivative of \( \theta \) is dropped by applying the planar approximation (59). Hereafter, we take \( b = 1 \) for simplicity.

### A. Linear analysis and validity of the adiabatic approximation

First, we analytically study the dynamics at the linear level and show that the deviation from the adiabatic approximation (52), i.e. the dynamics of the scalar field, can be important on very small scales. Expanding up to the linear order of the perturbation variables, Eqs. (64)–(67) becomes

\[
\begin{align*}
\frac{\partial \hat{\rho}_1}{\partial \hat{t}} + \theta^l \frac{\partial^2 \hat{\zeta}}{\partial \hat{t} \partial \hat{x}} &= 0, \\
\frac{\partial^2 \hat{\zeta}}{\partial \hat{t}^2} &= -\frac{p_c}{\rho_c} \left( \gamma \theta^{1-l} \frac{\partial \hat{\rho}_1}{\partial \hat{x}} + \frac{\partial \Phi_{N1}}{\partial \hat{x}} + 2\beta^2 \epsilon \frac{\partial \hat{\phi}_1}{\partial \hat{x}} \right), \\
\frac{\partial^2 \Phi_{N1}}{\partial \hat{x}^2} &= \frac{a^2}{L^2} \hat{\rho}_1, \\
\left( -\frac{\partial^2}{\partial \hat{t}^2} + \frac{\partial^2}{\partial \hat{x}^2} \right) \hat{\phi}_1 &= \frac{1}{\epsilon L^2} \left( \hat{m}^2(\phi_0) \hat{\phi}_1 + \hat{\rho}_1 \right),
\end{align*}
\]

where \( \hat{m}^2(\phi_0) \equiv M_{\text{pl}} \phi_c/(\beta \rho_c) d^2 V/d\phi^2 |_{\phi=\phi_0} \). These equations are combined to the following two equations by the same procedure used for Eqs. (49) and (50):

\[
\begin{align*}
\frac{\partial^2 \hat{\zeta}}{\partial \hat{t}^2} &= c_s^2 \frac{\partial^2 \hat{\zeta}}{\partial \hat{x}^2} + \frac{1}{\gamma} \left( \frac{a^2}{L^2} \theta^l \hat{\zeta} - 2\beta^2 \epsilon \frac{\partial \hat{\phi}_1}{\partial \hat{x}} \right), \\
\frac{\partial^2 \hat{\phi}_1}{\partial \hat{t}^2} &= \frac{\partial^2 \hat{\phi}_1}{\partial \hat{x}^2} - \frac{1}{\epsilon L^2} \left( \hat{m}^2 \hat{\phi}_1 - \theta^l \frac{\partial \hat{\zeta}}{\partial \hat{x}} \right),
\end{align*}
\]

where \( c_s^2 \equiv \gamma p_0/\rho_0 = \gamma \theta p_c/\rho_c \) is the sound speed of the perturbation \( \zeta \). On the right-hand side of Eq. (72), the first term is the pressure gradient term, and the two terms in the
parentheses correspond to the Newtonian force and the fifth force, respectively. The sound speed can be estimated as
\[ c_s^2 = \gamma \theta p_c / \rho_c \sim \frac{G M(L)}{L}, \] (74)
which implies that \( c_s^2 \ll 1 \) for a non-relativistic object and \( \zeta \) slowly varies.

In the planar approximation, we define the adiabatic mode as
\[ \hat{\phi}_1^{(ad)} \equiv \frac{1}{m^2} \theta^l \partial \hat{\zeta} / \partial \hat{x}, \] (75)
for which the last term in Eq. (73) vanishes. This corresponds to Eq. (52) for a spherically symmetric star. For this mode, the scalar field is fixed at the minimum of the effective potential, and it slowly varies as \( \hat{\zeta} \) varies:
\[ \partial^2 \hat{\phi}_1^{(ad)} / \partial t^2 \sim c_s^2 \partial^2 \hat{\phi}_1^{(ad)} / \partial x^2 \ll \partial^2 \hat{\phi}_1^{(ad)} / \partial x^2, \] (76)
where we have assumed the pressure term is dominant in Eq. (72) compared to the gravity term to maintain the stability of the system. When the adiabatic approximation (75) is accurate, the ratio of the fifth force to the gravitational force in Eq. (72) is estimated as
\[ F_\phi / F_{\text{Newton}} = -2 \beta^2 \epsilon \partial \hat{\phi}_1^{(ad)} / \partial \hat{x} / a^2 \theta^l \hat{\gamma} \sim -2 \beta^2 \frac{1}{\hat{k}_a^2} \left( \frac{1}{\zeta} \frac{\partial^2 \hat{\zeta}}{\partial \hat{x}^2} \right), \] (77)
where we have introduced
\[ \hat{k}_a \equiv \frac{a}{L} \sqrt{\frac{1}{\epsilon}} = a \sqrt{V''(\phi_0)}. \] (78)

For a Fourier component with a wavenumber \( \hat{k} \), the ratio is of the order of \( \beta^2 (\hat{k} / \hat{k}_a)^2 \). This result indicates that the fifth force is comparable to the gravitational force when the small-scale modes with \( \hat{k} \gg \hat{k}_a \) are excited. However, as we will see in the following, we need to take into account the violation of the adiabatic approximation, i.e. the dynamics of the scalar field, in this regime.

To see the deviation from the adiabatic mode (75), it would be convenient to introduce the idea of “slow” and “fast” modes. Since the sound speed of the density perturbation \( c_s \) is small (see Eq. (74)), there is a large hierarchy between the variational time scales of two eigenmodes of the simultaneous differential equations (72) and (73), whose dispersion relations are given by \( \hat{\omega}_s^2 \sim c_s^2 \hat{k}^2 \) and \( \hat{\omega}_f^2 \sim \hat{k}^2 + \hat{m}^2 a^2 / \epsilon L^2 \) in the small-scale limit, respectively. Based on this observation, we separate the scalar perturbations into the “slow” modes \( \hat{\phi}_1^{(s)} \) with \( \hat{\omega}_s^2 \sim c_s^2 \hat{k}^2 \) and “fast” modes \( \hat{\phi}_1^{(f)} \) with \( \hat{\omega}_f^2 \sim \hat{k}^2 + \hat{m}^2 a^2 / \epsilon L^2 \), analogous to the splitting between background gravitational fields and gravitational waves.\(^1\) Within this terminology, the adiabatic approximation (52) corresponds to a state with no excitation of the fast modes:
\[ \hat{\phi}_1^{(f)} \approx 0, \quad \hat{\phi}_1^{(s)} \approx \hat{\phi}_1^{(ad)} = \frac{1}{m^2} \theta^l \partial \hat{\zeta} / \partial \hat{x}. \] (79)

\(^1\) The slow mode does not necessarily coincide with the adiabatic mode, as we will see in a few examples.
Although we have defined the slow and fast modes here for the linear equations (72) and (73), even at the non-linear level, the excitation of the fast modes will be a good indicator for the violation of the adiabatic approximation because of clear distinction of time scales between the slow and fast modes.

Before showing the results for the full non-linear analyses, in order to understand the fast mode excitation and the violation of the adiabatic approximation, let us analyze the linearized scalar equation in a dynamical background density. That is, we treat the density perturbation \( \hat{\rho}_1 \) as an external field ignoring the backreaction from the scalar field. With this simplification, we can analytically solve Eq. (71) by the Green’s function method. We give a detailed analysis in Appendix A, and here we just refer to the results for the standing acoustic wave,

\[
\hat{\rho}_1(t, x) = I \cos(\hat{\omega}_s t) \cos(\hat{k} x) \tag{80}
\]

with \( \hat{\omega}_s = c_s \hat{k} \), which describes the evolution of \( \hat{\rho}_1 \) in the linear regime. When we impose that the scalar field is initially given by the adiabatic profile

\[
\hat{\phi}_1(t = 0, x) = - \frac{\hat{\rho}_1(t = 0, x)}{m^2}, \quad \partial_t \hat{\phi}_1(t = 0, x) = 0 \tag{81}
\]

the solution is given by

\[
\hat{\phi}_1(s)(t, x) = - \left[ \frac{\hat{k}^2_{\text{ad}}}{(1 - c_s^2) \hat{k}^2 + \hat{k}^2_{\text{ad}}} \right] \frac{\hat{\rho}_1}{m^2}, \tag{82}
\]

\[
\hat{\phi}_1(f)(t, x) = \frac{I \cos(\hat{k} x)}{m^2} \left[ \frac{\hat{k}^2}{\hat{k}^2 + (1 - c_s^2)^{-1} \hat{k}^2_{\text{ad}}} \right] \cos(\hat{\omega}_f t), \tag{83}
\]

where \( \hat{\omega}_f \equiv \sqrt{\hat{k}^2 + \hat{k}^2_{\text{ad}}} \). Therefore, the adiabatic condition (|\( \hat{\phi}_1(f) \)\| \ll |\( \hat{\phi}_1 \)|) is applicable if

\[
\hat{k}^2 \ll \hat{k}^2_{\text{ad}} = a^2 V''(\phi_0), \tag{84}
\]

or equivalently

\[
\frac{\hat{k}}{a} \ll m(\phi_0), \tag{85}
\]

taking into account \( m^2(\phi_0) = V''_{\text{eff}}(\phi_0) = V''(\phi_0) \) for a constant \( \beta \). This result means that the adiabatic approximation can be violated if the scale of the perturbation \( \hat{\phi}_1 \) is smaller than the Compton wavelength \( \lambda_0 = m^{-1}(\phi_0) \) (see Fig. 1).

In the analysis above, we have assumed the adiabatic initial condition (81) to see how the adiabatic approximation is violated by the time evolution. However, when the non-linear term in the scalar equation is taken into account, the potential minimum for the potential \( V(\phi) = \Lambda^4/\phi^{-1+1/\alpha} \) is determined as

\[
V'(\phi) = - \frac{\beta \rho}{M_{\text{pl}}} \Rightarrow \hat{\phi} = \hat{\rho}^{-\alpha}, \tag{86}
\]
and diverges in the low-density region $\hat{\rho} \simeq 0$. Meanwhile, as we have shown in Ref. [47] for a shell system, the adiabatic condition is not satisfied if the density profile is highly inhomogeneous even when the system is static. Therefore, when the density profile has a large contrast, the scalar field does not trace the potential minimum (86) because of the gradient term in Eq. (63). From this consideration, in the non-linear analysis in the next subsection, we assume the following initial condition:

$$\hat{\phi}_1(\hat{t} = 0, \hat{x}) = \hat{\phi}_s, \quad \partial_\hat{t}\hat{\phi}_1(\hat{t} = 0, \hat{x}) = 0,$$  

(87)

where $\hat{\phi}_s$ is a static solution for a given initial density profile. Under the same approximations to obtain the analytical results (82), (83), the static scalar profile is given by

$$\hat{\phi}_s = -\left(\frac{\hat{k}_{\text{ad}}^2}{\hat{k}^2 + \hat{k}_{\text{ad}}^2}\right) \frac{\hat{\rho}_1}{m^2},$$  

(88)

and the solutions are given as

$$\hat{\phi}_1^{(s)}(\hat{t}, \hat{x}) = -\left[\frac{\hat{k}_{\text{ad}}^2}{(1 - c_s^2)\hat{k}^2 + \hat{k}_{\text{ad}}^2}\right] \frac{\hat{\rho}_1}{m^2},$$  

(89)

$$\hat{\phi}_1^{(f)}(\hat{t}, \hat{x}) = -\frac{I}{m^2} \cos(\hat{k}\hat{x}) \left(\frac{c_s^2\hat{k}_{\text{ad}}^2}{\hat{k}^2 + \hat{k}_{\text{ad}}^2}\right) \left[\frac{\hat{k}_{\text{ad}}^2}{(1 - c_s^2)\hat{k}^2 + \hat{k}_{\text{ad}}^2}\right] \cos(\hat{\omega}_f\hat{t}).$$  

(90)

It is noteworthy that the amplitude of Eq. (90) takes the maximum value at the scale given by

$$\hat{k} = \hat{k}_{\text{max}} \equiv (1 - c_s^2)^{-1/4} \hat{k}_{\text{ad}}.$$  

(91)

Thus, taking into account the violation of the adiabatic approximation, we can see the ratio of the fifth force to the gravitational force remains finite for large $\hat{k}/\hat{k}_{\text{ad}}$ in the analysis with a linearized scalar field. To examine how these results change due to the non-linear effect, we will compare them with our non-linear numerical simulation in the next subsection.

**FIG. 1.** Hierarchy of the scales and the range where the adiabatic approximation is valid. Inhomogeneities with the length scales $k = \hat{k}/a > m(\phi_0)$ excite the scalar field around the potential minimum. The numerical analyses are performed within the region $R \leq r \leq R + a$, and $a$ gives the largest scale we consider in the analyses.
B. Numerical analysis of the non-linear system

Here, we investigate how the fast mode \( \phi^{(f)} \) is excited at the non-linear level and the resultant fifth force affects the fluid dynamics. In this subsection, we specify the potential as \( V(\phi) = \Lambda^4/\phi^2 \). Thus, Eqs. (64)–(67) can be written as follows:

\[
\frac{\partial \hat{\rho}_1}{\partial \hat{t}} = -\frac{\partial}{\partial \hat{x}} \left( (\theta^l + \hat{\rho}_1) v \right),
\]

\[
\frac{\partial v}{\partial \hat{t}} = -\frac{\partial}{\partial \hat{x}} \left[ \frac{1}{2} v^2 + \frac{\epsilon^2}{\gamma \theta \rho_c} \left( (l + 1)(\theta^l + \hat{\rho}_1)^{1/l} + \hat{\Phi}_{N1} + 2\beta^2 \epsilon \hat{\phi}_1 \right) \right],
\]

\[
\frac{\partial^2 \hat{\Phi}_{N1}}{\partial \hat{x}^2} = \frac{a^2}{L^2} \hat{\rho}_1,
\]

\[
\frac{\partial^2 \hat{\phi}_1}{\partial \hat{t}^2} = \frac{\partial^2 \hat{\phi}_1}{\partial \hat{x}^2} - \frac{1}{\epsilon} \frac{a^2}{L^2} \left( \theta^l - \frac{1}{(\theta^{-l/3} + \hat{\phi}_1)^3} + \hat{\rho}_1 \right),
\]

where \( v = \partial \hat{\zeta}/\partial \hat{t} \). We numerically solve the above equations in the region \( 0 \leq \hat{x} \leq 1 \) imposing the periodic boundary condition. The integrability condition of Eq. (94) gives the following condition for the density profile:

\[
\int_0^1 \hat{\rho}_1 \, d\hat{x} = 0.
\]

Here we consider the following initial conditions for the numerical simulation:

\[
\hat{\rho}_1|_{t=0} = -I \cos(2\pi \hat{x}), \quad \hat{\phi}_1 = \hat{\phi}_s(\hat{x}), \quad v|_{t=0} = \partial_t \phi|_{t=0} = 0,
\]

where \( \hat{\phi}_s(\hat{x}) \) is the static profile obtained by numerically solving the scalar field equation (95) with the density profile fixed to the initial profile. Note that the density profile satisfies Eq. (96) and the amplitude \( I \) should be smaller than \( \rho_0/\rho_c = \theta^l \) so that the total density is positive. We use a central scheme with MUSCL method (Mono Upstream-centered Scheme for Conservation Laws) for the fluid part. The scalar field equation and the Poisson equation are solved by the 4th order Runge-Kutta method.

We set \( \beta^2 = 1/2 \) and the polytropic index as \( \gamma = 2 \) in the following calculations. In the local region, the parameter \( \theta \) is approximately constant and we can obtain the same equations with redefining the quantities as \( \hat{\rho}_1 \to \theta^l \hat{\rho}_1, \hat{\Phi}_{N1} \to \theta \hat{\Phi}_{N1}, \hat{\phi}_1 \to \theta^{-l/3} \hat{\phi}_1, \epsilon \to \theta^{1+3/l} \epsilon, \) and \( (a^2/L^2) \to \theta^{-l} a^2/L^2 \). Therefore, we set \( \theta = 1 \) in the following analysis. Then there are four parameters, \( I, \epsilon, a/L, \) and \( c_s^2 \).

1. Evolution of the scalar field profile

First, we show the behavior of the density (Fig. 2) and the scalar field (Fig. 3) with \( \epsilon = 10^{-4}, a^2/L^2 = 0.1, c_s^2/\gamma = 0.1 \) for each value of the initial amplitude \( I \). In the left panels of Fig. 2, we show the evolution of the density perturbation for \( I = 0.01 \) (top) and \( I = 0.9 \) (bottom). To examine the effect of the scalar field on the evolution of the density, in the
right panels we show the results for the same parameters with the scalar field turned off, i.e., removing the $\hat{\phi}_1$ term from Eq. (93). For $I = 0.01$, the density perturbation can be well approximated by the linear standing-wave solution given in Eq. (80). For $I = 0.9$, we can find a shock-wave structure due to the non-linearity of the fluid equation as shown in Fig. 2. Even in such a case, the scalar field does not significantly affect the evolution of the density perturbation.

Let us check the evolution of the scalar field. In Fig. 3, we show the evolution of the profile of the scalar field (left) and its spatial derivative (right). For $I = 0.01$, we find a standing wave behavior as expected from the linear analysis, while the profile is significantly different from the cosine function for $I = 0.9$. In Fig. 4, we also show how the amplitude evolves at the position $\hat{x} = 0.4$ for the small ($I = 0.01$) and large ($I = 0.9$) density perturbations, subtracting the mode slowly varying with the density perturbations. When the amplitude $I$ is small, we can identify the subtracted mode as the slow mode (89) in the linear analysis. Therefore, we call the subtracted and remaining modes as the slow mode $\phi^{(s)}_1$ and the fast mode $\hat{\phi}^{(f)}_1$, respectively. In the non-linear regime, the linear solution (89) is no longer valid. Hence, as a proxy for the slow mode $\phi^{(s)}_1$, we subtract the static solution $\hat{\phi}_{s}$ although they are slightly different as we can see it from the difference between Eqs. (88) and (89). We also show the linear solution of the fast mode (90) in Fig. 4. We find that the analytical estimation (90) gives a good approximation for the small amplitude case, i.e. $I = 0.01$ irrespective of the value of $a^2/L^2$. On the other hand, the fast-mode amplitude is larger than the analytical estimation for $I = 0.9$, where the non-linear effect is significant. We also
find similar behaviors for different values of $a^2/L^2$ as shown in Fig. 4.

To investigate further when the deviation from the linear solution (90) becomes important, let us estimate the root-mean-square of the fast mode amplitude $\langle \hat{\phi}_f \rangle_{\text{rms}} := \langle (\hat{\phi}_1 - \hat{\phi}_s)^2 \rangle^{1/2}$ for various values of the parameters $I$, $a/L$, and $c_s^2$. Here, the averaging is performed over the whole spatial domain ($0 \leq \hat{x} \leq 1$) and one unit of acoustic time scale ($0 \leq \hat{t} \leq 1/\sqrt{c_s}$). The top panels of Fig. 5 show dependence of $\langle \hat{\phi}_f \rangle_{\text{rms}}$ on $a^2/L^2$ and $c_s^2/\gamma$ for each value of the initial amplitude $I$, while the bottom panel shows dependence on the

2 Note that we subtract the static profile $\hat{\phi}_s$ from the scalar field amplitude because $\hat{\phi}^{(s)}$ cannot be estimated exactly for large $I$ cases as we mentioned in the previous paragraph. Consequently, we named the averaged value as $\langle \hat{\phi}_f \rangle_{\text{rms}}$ instead of using $\hat{\phi}^{(f)}$.  

FIG. 3. Evolution of the scalar field profile (left) and its spatial derivative (right).  

FIG. 4. The fast mode amplitude for $I = 0.01, 0.9$ at $\hat{x} = 0.4$. The dashed lines represent the analytical estimation given by Eq. (90).
FIG. 5. Parameter dependence of the root-mean-square amplitude of the fast mode $<\hat{\phi}_f>_{\text{rms}}$. In the top panels, the dots show the numerical results and the solid lines show the estimation from the linear solution (90). The top-left panel shows $<\hat{\phi}_f>_{\text{rms}}$ for $c_s^2/\gamma = 0.1$ with $I$ and $a^2/L^2$ varied, while the top-right panel for $a^2/L^2 = 0.1$ with $I$ and $c_s^2/\gamma$ varied. In the top-right panel, the dots for “$I = 0.9$ (max)” represent $<\hat{\phi}_f>_{\text{rms}}$ for $a^2/L^2 = 10^{-5}/2$, for which $<\hat{\phi}_f>_{\text{rms}}$ approaches the maximum value as is shown in the top-left panel. The bottom panel shows the dependence on $I$ for $a^2/L^2 = 10^{-5}/2$. The linear analysis predicts that $<\hat{\phi}_f>_{\text{rms}}$ linearly depends on $I$, and it matches the numerical result well. However, it exhibits $I^{2.1355}$ dependence for higher $I$. This shows the breakdown of the linear dependence due to the non-linearity, while the value of exponent may be dependent on the choice of $\hat{\phi}_1^{(s)}$ used in the numerical analysis.

We can see that the analytical estimation (90) reproduces the numerical results of $<\hat{\phi}_f>_{\text{rms}}$ accurately when the initial amplitude is small, while the numerical results tend to be slightly larger than the analytical results for any parameter. The appearance of a peak of $<\hat{\phi}_f>_{\text{rms}}$ around $a^2/L^2 \approx 10^{-5}/2$ is expected from the linear analysis (90): it corresponds to the maximum condition (91) with $k = 2\pi$, which is specified by the initial configuration (97). The discrepancy of $<\hat{\phi}_f>_{\text{rms}}$ from the analytical estimate arises probably because the numerically obtained $\hat{\phi}_f$ is slightly contaminated by the slow mode (89). As we commented above, we use the static solution as $\hat{\phi}_1^{(s)}$ at each moment in the numerical calculation for $<\hat{\phi}_f>_{\text{rms}}$. This choice is useful but does not completely remove the slow mode component from $\hat{\phi}_1$, and the remaining slow mode gives an additional contribution to $<\hat{\phi}_f>_{\text{rms}}$.

For larger initial amplitude $I > 0.1$, $<\hat{\phi}_f>_{\text{rms}}$ tends to be larger than the analytical estimation as shown in Fig. 5. This enhancement may be qualitatively understood by considering
the spatial dependence of the effective scalar field mass.\(^3\) In the analysis with the linearized scalar field equation, we fixed the effective mass as that in the background density: \(m^2 = m^2(\phi_0)\). However, when the density perturbation has a large initial amplitude \(I\), the scalar field mass can largely deviate from that in the background density depending on the local value of the density perturbation. From Eq. (10), we obtain \(m^2 \propto \rho^{4/3}\), and the \(\rho\) dependence of the fast mode can be roughly estimated as \(\dot{\phi}^{(f)} \propto (1 + \dot{\rho}/\rho)^{-4/3}\) through Eq. (90). Because of the inverse-power dependence on the density perturbation satisfying Eq. (96), the enhancement effect in the lower density region due to smaller mass is more effective than the reduction effect in the higher density region. As a consequence, the enhancement of the amplitude would be observed on average. For a sufficiently small value of \(a^2/L^2\), the typical wavelength of the fast mode becomes much longer than that of the density perturbation so that the scalar field is not affected by the inhomogeneity. Then we expect that the effective mass of the scalar field can be approximated by the background value for a sufficiently small value of \(a^2/L^2\) even for the large value of the initial amplitude \(I\). Actually, the fast mode amplitude shows good agreement with the analytic result with the fixed scalar field mass when \(a^2/L^2\) is smaller than the value corresponding to \(\hat{k} = \hat{k}_{\text{max}}\).

Let us consider an extreme case where the initial amplitude is so large that an underdense region becomes nearly vacuum. Although the scalar-field potential does not have a stable point in the vacuum region, as is shown in Ref. [47] for static configurations, there always exists an upper bound on the scalar field value in a finite spatial region. In our dynamical calculation, the fast mode defined as the deviation from the static configuration is always finite as shown in Fig. 5 (see Appendix B for the difference between adiabatic profile and the static profile). This result is consistent with the results in Ref. [47].

2. Fifth force

Next, we see how large the fifth force is enhanced compared to the Newtonian force. We consider only the case where \(\hat{k} < \hat{k}_{\text{ad}}\) since we are interested in the non-linear effect. In order to give an estimate for the fifth force, we need to know the typical spatial scale of the fast mode configuration. We plot the spatial configuration of the fast mode and the fifth force at \(\hat{t} = 1\) in Fig. 6. Comparing the left and right panels, we find that the spatial derivative of the fast mode is roughly given by multiplying \(\hat{k}_{\text{ad}} \sim 1/\sqrt{\epsilon \cdot a/L}\) to the amplitude. This shows that the typical spatial scale of the fast mode is given by \(1/\hat{k}_{\text{ad}}\). Since the wavenumber of the initial density perturbation is \(\hat{k} = 2\pi\), modes with \(\hat{k} \sim \hat{k}_{\text{ad}} \gg 2\pi\) are generated through the non-linear terms. We note that, although modes with \(\hat{k} < \hat{k}_{\text{ad}}\) may be also generated by the non-linear effect, their contribution to the fifth force is smaller than that of \(\hat{k} \sim \hat{k}_{\text{ad}}\). In order to see the effect of the fifth force on the dynamics, in Fig. 7, we show the time evolution of the Newtonian force and the fifth force as well as the pressure gradient force in

\(^3\) One might expect the shock wave structure can be the origin of the enhancement of the scalar field amplitude. In order to check this possibility, we derive the linearized scalar field behavior by considering the general density profile (see Appendix A). Then we find that the fast mode amplitude for general matter profile Eq. (A35) cannot explain the parameter dependence in Fig. 5, e.g. \(a^2/L^2\) dependence. Therefore we discard this possibility.
\[ \frac{k_{\text{ad}}(\Phi - \Phi_s)}{(\Phi_c/a)} \]

\[ \frac{\partial/\partial x(\Phi - \Phi_s)}{(\Phi_c/a)} \]

FIG. 6. The fast mode profile (left) and its spatial derivative (right) for \( I = 0.9, c_s^2/\gamma = 0.1 \) at \( \hat{t} = 1.0 \).

\[ I=0.9, a^2/L^2=0.1 \]

\[ I=0.9, a^2/L^2=0.001 \]

FIG. 7. Time evolution of each term in the right-hand side of Euler equation (93) at \( \hat{x} = 0.4 \), where we plot \((l + 1)\partial_\xi(\theta^l + \rho_1)^{1/l}\) as the pressure, \( \partial_\xi \Phi_{N1} \) as \( F_{\text{Newton}} \), and \( \epsilon \partial_\xi \dot{\phi}_1/\partial \hat{x} \) as the fifth force. The left figure shows the case of \( I = 0.9, a^2/L^2 = 0.1 \) and the right figure shows \( I = 0.9, a^2/L^2 = 0.001 \).

the Euler equation (93). We find that the ratio between the Newtonian and the fifth forces becomes order of unity when \( a^2/L^2 = 0.001 \). Nevertheless, the pressure gradient term is always dominant in the time evolution, which explains why the scalar does not affect the fluid dynamics as shown in Fig. 2.

Finally, let us try to understand the above result more quantitatively. As we saw in Fig. 6, spatial derivative of the scalar field can be estimated by assuming that \( k_{\text{ad}} \) mode is dominant, while we can use \( \hat{k} \) to estimate the pressure gradient and the Newtonian force. Therefore, each ratio of the forces can be roughly estimated as

\[ \frac{F_\phi}{F_{\text{Newton}}} \sim \frac{\epsilon \hat{k}_{\text{ad}} |\phi_1^{(f)}|}{1/\hat{k} \cdot (a^2/L^2) \hat{\rho}_1} \sim \sqrt{\epsilon} \left( \frac{L}{a} \right) \cdot \hat{k} |\phi_1^{(f)}|/\hat{\rho}_1 \sim \frac{\hat{k}}{k_{\text{ad}}} |\phi_1^{(f)}|/\hat{\rho}_1, \] (98)

\[ \frac{F_\phi}{F_{\text{pressure}}} \sim \left( \frac{a}{L} \right)^2 \frac{F_\phi}{F_{\text{Newton}}} \sim \sqrt{\epsilon} \left( \frac{a}{L} \right) \cdot \hat{k} |\phi_1^{(f)}|/\hat{\rho}_1 \sim \left( \frac{a}{L} \right)^2 \frac{\hat{k}}{k_{\text{ad}}} |\phi_1^{(f)}|/\hat{\rho}_1. \] (99)

Focusing on the \( a/L \) dependence, we expect the ratio between the Newtonian force and fifth force can be amplified for small scale perturbations in addition to the enhancement of
\( |\hat{\phi}_1^{(f)}| \) due to the non-linearity. In fact, the ratio becomes order of unity for \( a^2/L^2 = 0.001 \), where \( \hat{k} \sim \hat{k}_{\text{ad}} \), although the ratio to the pressure gradient is tiny in any case. In order to see the significance of the enhancement of the scalar field amplitude \( |\hat{\phi}_1^{(f)}| \) due to the non-linear effect, let us estimate Eq. (99) using the fast mode amplitude (90) derived from the linearized scalar field equation. For \( \hat{k} \lesssim \hat{k}_{\text{ad}} \), we obtain \( F_{\phi}/F_{\text{Newton}} \sim c_s^2 \left( \hat{k}/\hat{k}_{\text{ad}} \right)^3 \lesssim c_s^2 \). Since \( c_s^2 \) is always smaller than 1, the further amplification to order of unity would be due to the non-linear enhancement of \( |\hat{\phi}_1^{(f)}| \).

It is also noteworthy that the relative amplitude of the pressure gradient force to the other forces is not reduced even for \( c_s^2 \to 0 \): the parameter dependence of the relative amplitude is determined by \( b^{-1} \) (see Eq. (65)), but it is given by \( b^{-1} = \xi_s^{-2}/(l+1) \) and cannot be much smaller than unity. Since \( \xi_s \) is obtained by solving the background equilibrium condition (34), this fact can be interpreted as a result of the balance between the pressure gradient force and the others at the background level.

**VI. CONCLUSION**

We analyzed the dynamics of the chameleon field in a simple stellar model with the polytropic equation of state and investigated the significance of the fifth force. First, we derived the exact dynamical equations both for the chameleon field and matter in the Newtonian limit. With these equations, we studied two aspects of the system: stability and dynamical excitation of the fifth force. As for the first issue, we performed the linear analysis of spherical modes with the adiabatic approximation, and confirmed that the chameleon field does not significantly affect the stability of the stellar object for a small value of a screening parameter. We addressed the second issue particularly focusing on the importance of the chameleon-field dynamics and its backreaction to the matter. Analytically solving the linear equations with the planer approximation, we showed that the adiabatic approximation is violated on scales smaller than the chameleon field’s Compton wavelength, and then the dynamics of the chameleon field can be important. Next, we numerically analyzed the dynamical equations taking all non-linear terms into account. We found that the qualitative behavior of the chameleon field can be understood from the solutions of the linearized scalar field equations, but the amplitude is more enhanced in the non-linear regime.

It should be emphasized that, according to our analysis, the chameleon field can be excited and the fifth force can be comparable to the Newtonian force even when the object is well screened for the averaged density configurations. It implies that the fifth force can be comparable to the Newtonian force inside the object even when the fifth force is not detected outside the object. We also studied whether the enhanced fifth force can affect the dynamics of the total system. In the stellar model, we found that the pressure gradient force is always dominant and the fifth force is irrelevant. One reason for this suppression of the fifth force is the static equilibrium condition imposed on parameters for the background stellar system. If we consider a non-equilibrium system, the fifth force might significantly affect the dynamics of the total system. It is also noteworthy that the excited chameleon
field is a dynamical mode, which can propagate outwards and may leak from the surface of the star [39]. If the amplitude of the chameleon field is sufficiently large and the leakage is significant, it would be detectable as a scalar mode of gravitational waves. Our result showed that the flux of the fast mode is estimated as $\sim \rho c \phi^{(f)}_1$, and is not necessarily highly suppressed even when the star is well screened on average. It would be interesting to investigate how much the excited mode can leak from the surface of the star and its detectability.

In Ref. [49], a similar result was reported for the kinetic screening mechanism (the K-Mouflage model): the fifth force does not affect the dynamics of the matter unless the gravitational collapse happens. In our case, we chose the polytropic index so that the background solution can be stable and focused on the situation where the gravity term does not become dominant, that is, no gravitational collapse happens. It would be interesting to investigate a similar system for other screening mechanisms. In particular, our scheme can be straightforwardly extended to symmetron and environmental dilaton. We leave them for future works.
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Appendix A: Linear analysis for the fast mode excitation

In this appendix, we analyze the linear scalar equation (71)

$$\left( -\frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial \hat{x}^2} \right) \hat{\phi}_1 = \frac{1}{\epsilon L^2} \left( \tilde{m}^2 \hat{\phi}_1 + \hat{\rho}_1 \right), \quad (A1)$$

with an emphasis on a condition that the fast mode is excited, i.e. the adiabatic approximation becomes invalid. Here, the mass $\tilde{m}$ is evaluated for the background scalar $\phi_0$ and constant. Moreover, throughout this section, we treat the density perturbation $\hat{\rho}_1$ as an external field by neglecting the backreaction from the scalar field $\hat{\phi}_1$ to its dynamics.
1. General solution

The Green’s function for the linear scalar equation (71) is given by

\[ G(\hat{t}, \hat{x}) = \sum_{n \in \mathbb{Z}} \frac{\sin(\omega_n \hat{t}) \theta(\hat{t}) e^{i k_n \hat{x}}}{\omega_n}, \]  

(A2)

where the wavenumber and frequency are restricted to

\[ \hat{k}_n \equiv 2\pi n \quad (n \in \mathbb{Z}), \quad \hat{\omega}_n \equiv \sqrt{\hat{k}_n^2 + \hat{k}_{ad}^2} \]  

(A3)

with \( k_{ad} \equiv a \hat{m}/(\sqrt{\epsilon L}) \), because we have imposed the periodic boundary condition \( G(\hat{t}, \hat{x} + 1) = G(\hat{t}, \hat{x}) \). Therefore, an analytical solution for a general density perturbation \( \hat{\rho}_1 \) can be obtained as

\[ \hat{\phi}_1(\hat{t}, \hat{x}) - \hat{\phi}_{hom}(\hat{t}, \hat{x}) = -\frac{1}{\epsilon} \frac{a^2}{L^2} \int d\hat{t}' \int d\hat{x}' G(\hat{t} - \hat{t}', \hat{x} - \hat{x}') \hat{\rho}_1(\hat{t}', \hat{x}') \]  

\[ = -\frac{1}{\epsilon} \frac{a^2}{L^2} \sum_{n \in \mathbb{Z}} \left\{ \frac{e^{i k_n \hat{x}}}{\hat{\omega}_n} \int_0^1 d\hat{t}' \int_{-1/2}^{1/2} d\hat{x}' \sin[\hat{\omega}_n (\hat{t} - \hat{t}')] e^{-i k_n \hat{x}'} \hat{\rho}_1(\hat{t}', \hat{x}') \right\}, \]  

(A5)

where \( \hat{\phi}_{hom} \) is a homogeneous solution and to be determined so that \( \hat{\phi}_1 \) will satisfy an appropriate initial condition.

2. Standing acoustic wave

In this section, we give results for a standing acoustic wave (80),

\[ \hat{\rho}_1(\hat{t}, \hat{x}) = I \cos(\hat{\omega}_s \hat{t}) \cos(\hat{k}_n \hat{x}) \quad (\hat{\omega}_s = c_s \hat{k}_n). \]  

(A6)

Substituting this density profile to Eq. (A4), we find

\[ \hat{\phi}_1(\hat{t}, \hat{x}) - \hat{\phi}_{hom}(\hat{t}, \hat{x}) = \frac{I}{m^2 \frac{\hat{\omega}_s}{\hat{\omega}_n^2} - \hat{\omega}_n^2} \cos(\hat{k}_n \hat{x}) \left[ \cos(\hat{\omega}_s \hat{t}) - \cos(\hat{\omega}_n \hat{t}) \right]. \]  

(A7)

To determine the homogeneous solution \( \hat{\phi}_{hom}(\hat{t}, \hat{x}) \), we consider two types of initial conditions.

a. Adiabatic initial condition

To see how the adiabatic approximation is violated as time evolves, we impose that the scalar field is initially given by the adiabatic profile,

\[ \hat{\phi}_1(\hat{t} = 0, \hat{x}) = -\frac{\hat{\rho}_1(\hat{t} = 0, \hat{x})}{m^2}, \quad \partial_t \hat{\phi}_1(\hat{t} = 0, \hat{x}) = 0. \]  

(A8)
Then, the homogeneous solution is determined as
\[ \hat{\phi}_{\text{hom}}(\hat{t}, \hat{x}) = -\frac{I \cos(\hat{k}_{n*} \hat{x})}{\hat{m}^2} \cos(\hat{\omega}_{n*} \hat{t}), \] (A9)
and the slow and fast modes are given by
\[ \hat{\phi}_1^{(s)}(\hat{t}, \hat{x}) = \frac{I \hat{\omega}_0^2}{\hat{m}^2} \hat{\omega}_s^2 \cos(\hat{k}_{n*} \hat{x}) \cos(\hat{\omega}_{n*} \hat{t}) , \] (A10)
\[ \hat{\phi}_1^{(f)}(\hat{t}, \hat{x}) = -\frac{I \hat{\omega}_0^2 + \hat{\omega}_s^2 - \hat{\omega}_{n*}^2}{\hat{\omega}_s^2 - \hat{\omega}_{n*}^2} \cos(\hat{k}_{n*} \hat{x}) \cos(\hat{\omega}_{n*} \hat{t}) . \] (A11)

Substituting the definition of each quantity, the solutions can be rewritten as,
\[ \hat{\phi}_1^{(s)}(\hat{t}, \hat{x}) = -\frac{\hat{k}_{ad}^2}{(1 - c_s^2)\hat{k}_{n*}^2 + \hat{k}_{ad}^2} \frac{\hat{\rho}_1}{\hat{m}^2} , \] (A12)
\[ \hat{\phi}_1^{(f)}(\hat{t}, \hat{x}) = -\frac{I \cos(\hat{k}_{n*} \hat{x})}{\hat{m}^2} \left[ \frac{\hat{k}_{n*}^2}{\hat{k}_{n*}^2 + (1 - c_s^2)^{-1} \hat{k}_{ad}^2} \right] \cos(\hat{\omega}_f \hat{t}) , \] (A13)
where \( \hat{\omega}_f = \hat{\omega}_{n*} = \sqrt{\hat{k}_{n*}^2 + \hat{k}_{ad}^2} \).

b. \textit{Static initial condition}

As we have explained in Sec. V A, when the density contrast is large, it is more appropriate to assume the static initial condition
\[ \hat{\phi}_1(\hat{t} = 0, \hat{x}) = \hat{\phi}_s , \quad \partial_{\hat{t}} \hat{\phi}_1(\hat{t} = 0, \hat{x}) = 0 , \] (A14)
where \( \hat{\phi}_s \) is a static solution for a given initial density profile. At the linear order, the static solution \( \hat{\phi}_s \) is a solution of the differential equation
\[ \frac{\partial^2 \hat{\phi}_1}{\partial \hat{x}^2} - \frac{1}{\epsilon \hat{L}^2} \left( \hat{m}^2 \hat{\phi}_1 + \hat{\rho}_1 \right) = 0 \] (A15)
and given by
\[ \hat{\phi}_s = -\frac{1}{\hat{\omega}_{n*}^2} \frac{1}{\epsilon \hat{L}^2} \hat{\rho}_1 = -\left( \frac{\hat{\omega}_0}{\hat{\omega}_{n*}} \right)^2 \frac{\hat{\rho}_1}{\hat{m}^2} \] (A16)
in the Fourier space. Imposing the static initial condition, the homogeneous solution is determined as
\[ \hat{\phi}_{\text{hom}}(\hat{t}, \hat{x}) = -\frac{I \cos(\hat{k}_{n*} \hat{x})}{\hat{m}^2} \left( \frac{\hat{\omega}_0}{\hat{\omega}_{n*}} \right)^2 \cos(\hat{\omega}_{n*} \hat{t}) , \] (A17)
and the slow and fast modes are given by

\[ \hat{\phi}_1^{(s)}(\hat{t}, \hat{x}) = \frac{I}{m^2 \omega_0^2 - \hat{\omega}_n^2} \cos(k_n \hat{x}) \cos(\hat{\omega}_n \hat{t}), \quad (A18) \]

\[ \hat{\phi}_1^{(f)}(\hat{t}, \hat{x}) = -\frac{I \cos(k_n \hat{x})}{m^2} \left( \frac{\omega_0}{\hat{\omega}_n} \right)^2 \left[ \left( \frac{\omega_0}{\hat{\omega}_n} \right)^2 \cos(\hat{\omega}_n \hat{t}) \right]. \quad (A19) \]

Substituting the definition of each quantity, the solutions can be rewritten as,

\[ \hat{\phi}_1^{(s)}(\hat{t}, \hat{x}) = -\left[ \frac{\hat{k}_{ad}^2}{(1-c_s^2)k^2 + \hat{k}_{ad}^2} \right] \hat{\rho}_1 \cos(\hat{\omega}_n \hat{t}), \quad (A20) \]

\[ \hat{\phi}_1^{(f)}(\hat{t}, \hat{x}) = -\frac{I \cos(k \hat{x})}{m^2 \hat{\omega}_n} \left( c_s^2 \frac{k^2}{k^2 + \hat{k}_{ad}^2} \right) \left[ \frac{\hat{k}_{ad}^2}{(1-c_s^2)k^2 + \hat{k}_{ad}^2} \right] \cos(\hat{\omega}_n \hat{t}). \quad (A21) \]

### 3. General density profile

Having finished the analysis for the standing acoustic wave, let us now see what determines the excitation of the fast mode for a general density profile \( \hat{\rho}_1(\hat{t}, \hat{x}) \). Since we only consider an even function for the density profile \( \hat{\rho}_1(\hat{t}, \hat{x}) \) in the analysis, we consider the profile decomposed as

\[ \hat{\rho}_1(\hat{t}, \hat{x}) = I \sum_{n \in \mathbb{Z}^+} c_n(\hat{t}) \cos(k_n \hat{x}), \quad (A22) \]

where the normalization \( I \) is determined through

\[ \sum_{n \in \mathbb{Z}^+} |c_n(\hat{t} = 0)|^2 = 1. \quad (A23) \]

For a general profile \( \hat{\rho}_1(\hat{t}, \hat{x}) \), the solution \( (A4) \) can be written as

\[ \hat{\phi}_1(\hat{t}, \hat{x}) - \hat{\phi}_\text{hom}(\hat{t}, \hat{x}) = -\frac{\omega_0^2 I}{m^2} \sum_{n \in \mathbb{Z}^+} \left\{ \frac{\cos(k_n \hat{x})}{\hat{\omega}_n} \int_0^\hat{t} d\hat{t}' \sin(\omega_n(\hat{t} - \hat{t}'))c_n(\hat{t}) \right\}. \quad (A24) \]

In the time integral,

\[ \int_0^\hat{t} d\hat{t}' \sin(\omega_n(\hat{t} - \hat{t}'))c_n(\hat{t}) = \frac{e^{-i\omega_n \hat{t}}}{2i} \int_0^\hat{t} d\hat{t}' e^{i\omega_n \hat{t}'}c_n(\hat{t}') + c.c., \quad (A25) \]

the factor \( e^{i\omega_n \hat{t}'} \) rapidly oscillates, while the Fourier component of the density profile \( c_n(\hat{t}) \) slowly varies. Then, as in the method of steepest descent, we assume that \( c_n(\hat{t}) \) is an analytic function and evaluate the integral \( (A25) \) by deforming the integration path to \( [0, 0 + i\infty] \cup [0 + i\infty, \hat{t} + i\infty] \cup [\hat{t} + i\infty, \hat{t}] \),

\[ \frac{e^{-i\omega_n \hat{t}}}{2i} \int_0^\hat{t} d\hat{t}' e^{i\omega_n \hat{t}'}c_n(\hat{t}') = \frac{e^{-i\omega_n \hat{t}}}{2} \int_0^\infty dp \ e^{-\hat{\omega}_n p}c_n(\hat{t}) \frac{1}{2} \int_0^\infty dp \ e^{-\hat{\omega}_n p}c_n(\hat{t} + ip), \quad (A26) \]
where we have dropped the contribution from the path \([0 + i\infty, t + i\infty]\) assuming that
\[\lim_{p \to \infty} e^{-\omega_n p} c_n(\dot{t} + ip) = 0\] for \(0 < \dot{t} < \dot{t}\). In this expression, the first and second terms
depend on time through the factor \(e^{-i\omega_n t}\) and \(c_n(t + ip)\), respectively. Therefore, it gives the
decomposition into the fast and slow modes. In terms of the real and imaginary parts of \(c_n(ip)\)
\[c_n(ip) = a_n(p) + ib_n(p), \quad (A27)\]
the contribution from the first term can be written as
\[\frac{e^{-i\omega_n t}}{2} \int_0^\infty dp \, e^{-\omega_n p} c_n(ip) + \text{c.c.} = \]
\[
\cos(\omega_n t) \left( \int_0^\infty dp e^{-\omega_n p} a_n(p) \right) + \sin(\omega_n t) \left( \int_0^\infty dp e^{-\omega_n p} b_n(p) \right). \quad (A28)\]

The static solution for the density profile \((A22)\) is given by
\[\hat{\phi}_s(x) = -\sum_{n \in \mathbb{Z}^+} \left( \frac{\omega_n}{\omega} \right)^2 c_n(0) \cos(\hat{k}_n \hat{x}) \hat{m}^2. \quad (A29)\]

Imposing the static initial condition \((87)\), the fast mode is finally given by
\[
\hat{\phi}_f(t, x) = \frac{I}{\hat{m}^2} \sum_{n \in \mathbb{Z}^+} \cos(\hat{k}_n \hat{x}) \left( \frac{\omega_n}{\omega} \right)^2 \left[ A \cos(\hat{\omega}_n \hat{t}) + B \sin(\hat{\omega}_n \hat{t}) \right], \quad (A30)\]
where
\[A \equiv -c_n(0) + \int_0^\infty d\tau e^{-\tau} a_n \left( \frac{\tau}{\omega_n} \right), \quad (A31)\]
\[B \equiv \int_0^\infty d\tau e^{-\tau} b_n \left( \frac{\tau}{\omega_n} \right), \quad (A32)\]
with \(\tau \equiv \omega_n p\). Making a Taylor series expansion of \(c_n(t)\), we can write the amplitudes \(A\) and \(B\) also as
\[A = \frac{1}{\omega_n^2} \sum_{N=0}^{\infty} \frac{c_n(2N+2)(0)}{\omega_n^{2N}} \sim \frac{\hat{c}_n(0)}{\omega_n^2}, \quad (A33)\]
\[B = \frac{1}{\omega_n} \sum_{N=0}^{\infty} \frac{c_n(2N+1)(0)}{\omega_n^{2N}} \sim \frac{\hat{c}_n(0)}{\omega_n}. \quad (A34)\]

In the second equalities, we have neglected the higher-order terms because they are suppressed by \(\hat{\omega}/\omega_n \ll 1\) for a typical variation scale of the density perturbation \(\hat{\omega}\). When we impose the initial condition \((97)\), the first derivative \(\dot{c}_n(0)\) vanishes and the first mode can be approximated as
\[
\hat{\phi}_f(t, x) \simeq \frac{I}{\hat{m}^2} \sum_{n \in \mathbb{Z}^+} \cos(\hat{k}_n \hat{x}) \left( \frac{\omega_n}{\omega} \right)^2 \left[ \frac{\hat{c}_n(0)}{\omega_n^2} \right] \cos(\hat{\omega}_n \hat{t}) \]
\[= \frac{I}{\hat{m}^2} \sum_{n \in \mathbb{Z}^+} \cos(\hat{k}_n \hat{x}) \left( \frac{\hat{k}_n^2}{\hat{k}_n^2 + \hat{k}_{ad}^2} \right)^2 \left[ \frac{\hat{c}_n(0)}{\hat{k}_n^2 + \hat{k}_{ad}^2} \right] \cos(\hat{\omega}_n \hat{t}). \quad (A35)\]
FIG. 8. Left panel: static profiles for several values of \(a^2/L^2\) compared to the adiabatic profile. Right panel: the degree of violation of the adiabatic approximation (see Eq. (85)), where we define \(k\) and \(m_\phi\) as \(\hat{k} = \partial_x \hat{\phi}_1^{(ad)}/\hat{\phi}_1^{(ad)} = \partial_x \hat{\rho}_1/((n + 1)(1 + \hat{\rho}_1))\) and \(\hat{m}_\phi = \sqrt{(n + 1)a^2/L^2 \cdot \epsilon \cdot (1 + \hat{\rho}_1)/(n + 2)/(n + 1)}\). We set \(\epsilon = 10^{-4}, c_s^2/\gamma = 0.1\).

Appendix B: Static profile

The adiabatic mode of the scalar field diverges if there is a vacuum region. Instead, in the numerical calculations, we take the static solution of \(\phi\) at each moment as the slow mode, which does not diverge even in vacuum region as we saw in Sec. V B. To examine the difference of the static profile from the adiabatic profile, we show the static profile for several initial density amplitudes in Fig. 8. We can observe that the static profile deviates from the adiabatic one, and the deviation becomes larger in regions where the adiabatic condition (85) is violated. As the initial amplitude approaches 1, the static profile converges to some profile with a finite amplitude. We can obtain the amplitude for an extremely inhomogeneous density profile such as aligned infinitely thin shells [47], and expect it approximately gives an upper bound for the amplitude. For \(n = 2\), we gave the following maximum amplitude [47]:

\[
\hat{\phi}_{\text{max}} \sim \left(\frac{1}{4\epsilon L^2}\right)^{1/4},
\]

which will be used to estimate the maximum amplitude of the fifth force due to the fast mode in the next section.

Appendix C: Initial condition with vanishing scalar field

We may consider a situation in which the density distribution suddenly changes within very short time scale so that the scalar field configuration cannot follow it. With such a case in mind, let us consider the following initial condition:

\[
\hat{\rho}_1|_{t=0} = -I \cos(2\pi x), \quad \hat{\phi}_1 = 0, \quad v|_{t=0} = \partial_t \phi|_{t=0} = 0.
\]

From Fig. 8 and the left panel of Fig. 9, we can see that the maximum amplitude of the fast mode (left panel of Fig. 9) is roughly given by the maximum value of the static profile.
FIG. 9. The fast mode amplitude and the fifth force value for $I = 0.9$ with $a^2/L^2 = 0.1, 0.01, 0.001$. We set $\epsilon = 10^{-4}$, $c_s^2/\gamma = 0.1$.

corresponding to the initial density profile. The right panel show the spatial derivative of the fast mode divided by $k_{ad}$. It shows that we can estimate the derivative of the fast mode by multiplying $k_{ad}$, similarly to the estimate made in Sec. VB2.

Let us estimate an upper bound on the the fifth force. Combining Eq. (B1) with the estimation of the spatial derivative, we obtain

$$F_{\phi_{\text{max}}} \sim \frac{1}{\sqrt{2}} \left( \frac{a}{L} \right)^{3/2} \epsilon^{1/4}.$$ 

(C2)
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