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Abstract

This paper describes BACON, a basic prototype of an automatic poetry generator with author linguistic style transfer. It combines concepts and techniques from finite state machinery, probabilistic models, artificial neural networks and deep learning, to write original poetry with rich aesthetic-qualities in the style of any given author. Extrinsic evaluation of the output generated by BACON shows that participants were unable to tell the difference between human and AI-generated poems in any statistically significant way.

1 Introduction

1.1 Rationale

Can machines create art? Common notions of creativity and art are often bound up in the idea of a creative process that is special, hard to define, and maybe even magical, and exclusively reserved to the human mind. Machines, and computers in particular, on the other hand, are usually considered systems that function in a fixed, rule-bound manner. The idea that machines or computers could be creative seems far-fetched. But is such a view justified?

Artificial Intelligence (AI) is commonly defined as intelligence displayed by machines, in contrast with the “natural intelligence” (NI) displayed by humans and other animals. Colloquially, the term “artificial intelligence” is applied when a machine mimics cognitive functions associated with human minds, such as learning and problem solving. Recent advances in computer science theory and technologies, such as machine learning, artificial neural networks, and deep learning have brought AI into the mainstream for a large body of applications, across areas such as computer vision, object detection and recognition, self-driving cars, medical diagnostics, real-time traffic routing, fraud prevention and credit decisions, and many more. Natural Language Processing (NLP) is also an active area of research and development, with advances and applications in automatic language generation and translation, voice recognition, voice-to-text generation, and conversational interfaces (such as AI-powered bots).

These advances poise the question: is art a realm still exclusively reserved to the human mind? Some AI research projects have started to explore this question. Two relevant examples are Shelley (http://shelley.ai) - a project by MIT Media Lab that has developed a deep learning powered AI that generates, in a collaborative way with humans, horror stories very much like those originally written by Mary Shelley-, and Magenta (https://magenta.tensorflow.org) -a Google research project that intends to “advance the state-of-the art in music, video, image and text generation”, and to answer the questions: “Can we use machine learning to create compelling art and music? If so, how? If not, why not?”

The question that this project explores is: can a computer generate poetry that resembles that created by any given author, and therefore compose poems that, for all effects, could be attributable to the original author?

1 BACON stands for Basic AI for Collaborative Poetry writing. The name is coined after Sir Francis Bacon who, according to some, was who actually wrote William Shakespeare’s works.
1.2 Project Goals

The goal of this project is to develop a software system that automatically generates poetry (in English) with the “flavor” or style of any given author—what is known as linguistic style transfer. The generated output should consist of original works that are, ideally, of a quality and resemblance high enough as to be indistinguishable from the existing works of such author.

Additional goals include:

1. To explore the most relevant concepts in artificial intelligence that can be applied to human traits such as creativity and artistic creation.
2. To understand and hopefully advance the state-of-the-art in semantic modeling and automatic generation of poetry, as an example of feature-rich, hard to mimic by machines, human creation.
3. To explore how linguistic style transfer can enable more intimate human-AI interactions, allowing us to bridge the inherent gap between AI agents (such as bots) and human beings.

1.3 Previous work

Although there is an extensive research body and commercial applications of AI for NLP, and in particular for automatic text generation, most of them fall in the area of prose generation (Perera and Nand, 2017) or machine translation (Bahdanau, Cho, and Bengio, 2014; Luong, Pham, and Manning, 2015). Poetry generation, on the other hand, is a less explored field. Automatic poetry generation is a challenging task, since, in addition to meaning, correct and meaningful poetry must satisfy various form constraints and aesthetic requirements. Some early attempts, dating back to the 1950s, approached the problem with template- and grammar-based generators—see (Oliveira, 2009), (Oliveira, 2012), or form-aware generators—see Manurung (2003). More recently, deep learning and artificial neural networks have entered the field, with de Boer (2017), Xie, Rastogi, and Chang (2017), which focus on Shakespeare sonnets, or Yang et al. (2017); Zhang and Lapata, (2014) for Chinese poetry, as relevant examples. The problem of how to automatically generate poetry with the specific style of a given author can be split into the following three sub-problems:

1. Linguistic style modeling: how to model or capture the linguistic style of a given author.
2. Linguistic style transfer: how to use that model to guide the automatic generation of poems.
3. Automatic poem generation: how to generate meaningful poetry with rich aesthetic rules.

The application of artificial neural networks to the problem of style transfer -dubbed “neural style transfer”- has been explored and implemented successfully for paintings by Gatys, Ecker, and Bethge (2015). Linguistic style transfer for prose works has also been recently explored by some authors, for example in Ficler and Goldberg (2017), Xu et al. (2012).

BACON builds on the research developed by Jack Hopkins and Douwe Kiela (Hopkins and Kiela, 2017). Their research approaches automatic poetry generation by explicitly splitting the problem into two sub-tasks:

1. The problem of content, concerned with a poem’s semantics.
2. The problem of form, concerned with the aesthetic rules that a poem must follow.

Hopkins and Kiela (2017) developed an automatic poetry generator (APG) that combines, in a pipeline, the following two components:

1. A generative language model representing content,
2. A discriminative model representing form.

This approach allows to represent the problem of creating correct and meaningful poetry as “a constraint satisfaction problem imposed on the output of a generative model, where the constraints to restrict the types of generated poetry can be modified at will” (Hopkins and Kiela, 2017).

Accordingly, in linguistic style transfer the modeling of a given author style could consider a
set of features that relate to either content or form; these features should be extracted from each poem in the corpus generated by compiling all the author's works. The following is a tentative list of the features that can be considered:

**Content:**

a) The poem's topic, subject matter, and theme.

b) The poem's tone - tone is the poet's attitude toward the subject. It could be positive or negative, joyful, sarcastic, nostalgic, or any other emotion.

c) The poem's word choices and order.

d) The poem's figurative language, such as comparisons (metaphors and similes), word play, alliteration, assonance, consonance, deliberate exaggeration, symbolism, imagery, etc.

**Form:**

a) The poem's structure: generally speaking, structure has to do with the overall organization of lines into stanzas, strophes, verses, etc.

b) The poem’s rhythm: the systematic regularity in rhythm in a poem is known as meter, and is usually identified by examining the type of “foot” and the number of “feet”.

c) The poem’s rhyme: rhyme is the repetition of similar sounds. In poetry, the most common kind of rhyme is the end rhyme, which occurs at the end of two or more lines. Internal rhyme can also be used.

Note that many modern poems may not have any identifiable structure nor follow strict rules of meter or rhyme, especially throughout an entire poem (i.e. they are free verse).

### 2 Proposed approach

BACON approaches the problem of automatic poetry generation with linguistic style transfer by splitting the solution in two components: (1) a linguistic style modeler (LSM), which builds a probabilistic model of the style used by any given author, and, (2) a deep-learning powered automatic poem generator (APG) which uses the model generated by the LSM to guide the generation of original, meaningful poetry, with rich aesthetic rules, in the style of such author. This is illustrated in Figure 1.

---

Figure 1 - BACON approach

BACON implements the following features:

1. **Content representation:** BACON uses the concept of Vector Space Models (VSM) for representing words and word sequences (n-grams). Three VSM are constructed from:
   - A large set of English poetry texts, consisting of 7.6 million words and 34.4 million characters, taken from 20th century poetry books.
   - A large set of general English language texts, consisting of a full English Wikipedia dump, 5.5 million documents, 43.6 million pages.
   - A given set of author-specific texts (for example, for one such authors, Robinson Jeffers, consisting of 144 works, 135 thousand words).

A vector space model is an algebraic model for representing text documents (or any objects, in general) as vectors of identifiers, such as, for example, words (or, more generally, n-grams, a contiguous sequence of n items from a given sample of text or speech). A VSM represents (or “embeds”) words in a continuous multi-dimensional vector space where semantically similar words are mapped to nearby points (or equivalently, they are “embedded nearby each other”). This is a consequence of the Distributional Hypothesis, which states that words that appear in the same contexts share semantic meaning.

2. **Linguistic style modeling:** BACON provides style modeling by building probabilistic models for feature extraction of the following linguistic style elements: word choices and word order, and latent topics...
and themes. It uses the concepts of **Term-Frequency-Inverse Document Frequency (TF-IDF)** and **Latent Dirichlet Analysis (LDA)** to this extent. For word choice and word order BACON computes a TF-IDF model of an author’s corpus and extracts **high-entropy terms** by selecting the n% (configurable parameter) of the terms in the corpus with the highest TF-IDF score. These are defined as those with a high TF-IDF score, computed against the larger corpus of English works. For topic modeling BACON computes an LDA model from an author’s corpus and extracts relevant topic/theme words by selecting the m (configurable parameter) more relevant topics from the model.

3. **Linguistic style transfer** (of content elements) is achieved by probabilistic conditioning/boosting of the high-entropy n-grams and topic words applied to the Automatic Poetry Generation (APG) module.

4. **Automatic Poetry Generation (APG)**: the APG module is implemented as a pipeline of (1) a content generator, followed by (2) a form shaper. The content generator uses a character-level generative model representing content, implemented by a **Long Short-Term Memory (LSTM)** Recurrent Neural Network (RNN). The form shaper uses a **Weighted Finite State Transducer (WFST)**-based discriminative model representing form. This APG is a modified version of the one built by Hopkins and Kiela (2017).

LDA is an unsupervised generative probabilistic model of a corpus. LDA was first introduced by Blei et al. (2003) and is one of the most popular methods in topic modeling. In LDA each item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is, in turn, modeled as an infinite mixture over an underlying set of topic probabilities. In the context of text modeling, the topic probabilities provide an explicit representation of a document.

![Figure 2 - TF-IDF and LDA models](image)

TF-IDF is a term-weighting scheme applied by search engines, recommender systems, and user modeling engines. TF-IDF was introduced by Jones (1972) and contains two components: term frequency (TF) and inverse document frequency (IDF). TF is the frequency with which a term occurs in a document or user model. The rationale is that the more frequently a term occurs, the more likely this term describes a document's content or user's information need. IDF reflects the relative importance of the term by computing the inverse frequency of documents containing the term within the entire corpus of documents under consideration (for search or recommendation). The basic assumption is that a term should be given a higher weight if few other documents also contain that term, because rare terms will likely be more representative of a document's content or user's interests (Beel, Langer, and Gipp, 2017).

![Figure 3 - Automatic Poem Generator (APG)](image)

Recurrent Neural Networks (RNN) are artificial neural networks with recurrent connections, allowing them to learn temporal regularities and model sequences. **Long Short-Term Memory**
(LSTM) (Hochreiter and Schmidhuber, 1997) is a recurrent neural network architecture that overcomes the problem of exponentially vanishing of gradients, allowing RNNs to be trained many time-steps into the past, and therefore to learn more complex programs (Schmidhuber, 2015). LSTMs and related architectures have been proved successful in sequence generation in several domains such as music (Boulanger-Lewandowski, Bengio, and Vincent, 2012; Nayebi and Vitelli, 2015), text (Sutskever, Martens, and Hinton, 2011), images (Gregor et al., 2015), machine translation (Sutskever, Vinyals, and Le, 2014), and speech synthesis (Wu and King, 2016).

A finite-state transducer (FST) is a type of finite-state automaton whose state transitions are labeled with both input and output symbols, and therefore it maps between two sets of symbols. A path through the transducer encodes a mapping from an input symbol sequence to an output symbol sequence. A weighted transducer adds weights to transitions on the input and output symbols of a FST (Vidal et al., 2005). These weights may encode any quantity that accumulates along paths (e.g., probabilities or durations) and allow to compute the overall weight of mapping an input sequence to an output sequence. Weighted transducers are thus a natural choice to represent probabilistic finite-state models, which are commonly used for pattern recognition, or in fields to which pattern recognition is linked, such as computational linguistics, machine learning, time series analysis, computational biology, speech recognition, and machine translation.

3 Workflow

The full workflow of BACON can be split into pre-processing tasks, core-processing tasks, and post-processing tasks, as illustrated in Figure 4 and Figure 5.

1. Pre-processing tasks: all the tasks required to capture the style of a given author.
2. Core-processing tasks: tasks required to automatically generate poems (to be more precise, in its current form, BACON generates “poemlets”, or small poem fragments).
3. Post-processing tasks: task required to curate and assemble larger poems.

4 Software architecture

BACON combines a set of open source software modules with software that has been developed specifically for this project. Figure 6 illustrates the various software modules and libraries used in BACON.
5 Output

So far, BACON has been tested on two authors: Robinson Jeffers, and John Keats. We show here the output generated by linguistic style transfer on Robinson Jeffers, an American poet, known for his work about the central California coast, and considered by many as a formidable presence in modern literature. “Jefferson Robins” is a fictional author, an incarnation of BACON that takes as input the poetry works of Jefferson Robins. The corpus for this author was generated by processing 144 of his poetry works, for a total of 135 thousand words. BACON has been used to generate 12 poems “written by Jefferson Robins”.

A full list of generated poems can be found in the project GitHub site (https://github.com/alexrodpas/BACON)

### Praise Life – by Robinson Jeffers

This country least, but every inhabited country
Is clotted with human anguish.
Remember that at your feasts.
And this is no new thing but from time out of mind,
No transient thing, but exactly Conterminous with human life.
Praise life, it deserves praise, but the praise of life
That forgets the pain is a pebble Rattled in a dry gourd.

### The Mustard-Bloom of Gold – by “Jefferson Robins”

In the trials of extraordinary war
a week ago, a stranger came along,
Robert Johnson from France.
He told about his loss and death,
his broken bones, the sound of the stars,
the children that buy the books
and paint on them every day.
He said, “the wind began to burn
and the iron sky to fall
that same day, when the sun waited for me
to breathe the mustard-bloom of gold and stripes”.

Interestingly, “Jefferson Robins” seems to have some interests of its own, since an LDA model of its generated works (although its literary works
are still just a few) shows some topics not present in the LDA model computed for Robinson Jeffers.

6 Project evaluation

BACON was evaluated by an extrinsic evaluation procedure, performed by conducting an indistinguishability study with a selection of poems written by a human poet and automatically generated poems in the style of that same author - a variant of the so-called Turing test for art works. Boden (2010) defines the criterion as follows: for a program to pass the Turing Test for art works ‘would be for it to produce artwork which was (1) indistinguishable from one produced by a human being and/or (2) was seen as having as much aesthetic value as one produced by a human being’.

To this extent, 62 human participants - high school students, and adults (teachers and staff, parents, any other adult) - were used for evaluation of the output generated by BACON. Participants, who were not financially incentivized, thus perceiving the evaluation as a purely intellectual challenge, were asked to fill out an online survey, in which they were presented with a few poems at random, and asked:

a) About each poem’s aesthetic and poetic qualities: participants were asked to rate each poem on Readability, Evocativeness and Aesthetics.

b) Whether they thought that each poem was composed either by a given human author, or by a software system.

These results show that:

1. The poems generated by BACON got scores close to the original ones in all 3 measures.
2. The failure ratio in author identification was very similar between original poems and those generated by BACON (0.41 vs. 0.48 respectively).
3. Participants were unable to tell the difference between human and AI-generated poems in any statistically significant way (Chisquare test, p=0.85).

An intrinsic evaluation of BACON will be performed in the future. This will be done by using automatic evaluation measures similar to BLEU (Papineni et al., 2002), an evaluation methodology which compares the content of a generated text against human-written gold standards using word or n-gram overlap.

7 Conclusions and future work

Extrinsic evaluation of the output generated by BACON (for example in the style of Robinson Jeffers) shows that this approach to linguistic style transfer is promising. TF-IDF modeling and LDA modeling, combined with probabilistic boosting of high-entropy n-grams in the APG provide a basic form of linguistic style transfer.

However, the generated output is still somewhat crude and needs some human post-processing for content curation and composition of full-length poems. Additional work will be necessary to improve the syntactic quality of generated output, its semantic coherence, and fine tune linguistic style modeling and transfer.

Regarding future work, the following topics will be explored:

1. Develop probabilistic models that capture elements of poem’s form for linguistic style transfer.
2. Enhance topic modeling for small-size corpora to better model author style. Mi-ao, Grefenstette, and Blunsom (2017) shows some promising approaches.
3. Enhance content modeling for linguistic style transfer. Explore the possible application of concepts such as skip-thought vectors (Kiros et al., 2015).
4. Explore and evaluate alternative approaches to linguistic style transfer. Some researchers are exploring alternatives to
probabilistic models for style transfer. In particular, both Carlson, Riddell, and Rockmore (2017) and Kabbara and Cheung (2016) apply RNN to related problems of style transfer in machine translation and natural language generation.

5. Develop scripts to automate post-processing tasks in the workflow.
6. Better integrate pre-, core, and post-processing scripts into a more continuous workflow. Parametrize code for pre- and post-processing tasks.
7. Improve accuracy of the RNN and WFST used in the APG. Use GPU-based computational resources.
8. Make the full code more future-proof. Migrate all code to PyTorch or TensorFlow.
9. Explore the following interesting variation: “author hybridization”—mixing corpora of two different authors into one, e.g. Shakespeare and Emily Dickinson.
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