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Abstract. We study sample covariance matrices arising from rectangular random matrices with i.i.d. columns. It was previously known that the resolvent of these matrices admits a deterministic equivalent when the spectral parameter stays bounded away from the real axis. We extend this work by proving quantitative bounds involving both the dimensions and the spectral parameter, in particular allowing it to get closer to the real positive semi-line.

As applications, we obtain a new bound for the convergence in Kolmogorov distance of the empirical spectral distributions of these general models. We also apply our framework to the problem of regularization of Random Features models in Machine Learning without Gaussian hypothesis.
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1. Introduction

Since the pioneering works in Statistics of [Wis28], an object of great importance to consider is the sample covariance matrix $K = \frac{1}{n}XX^\top$ where $X$ is a rectangular $p \times n$ random matrix made of $n$ independent columns. One is particularly interested in the asymptotic behaviour of the empirical spectral distribution (ESD) $\mu_K = \frac{1}{p} \sum \delta_{\lambda}$ when $n$ and $p$ go to infinity, and the ratio $\frac{p}{n}$ converges to a fixed constant $\gamma > 0$. When all the entries of $X$ are independent and identically distributed (i.i.d.), it can be shown ([MP67], [Sil89]) that $\mu_K$ converges almost surely to a deterministic probability measure $\text{MP}(\gamma)$, now called the Marčenko-Pastur distribution with shape parameter $\gamma$. From this article on, many works have provided generalizations beyond the i.i.d. case. This is the case for instance in [SC95], where the authors investigated the linearly dependent case. Namely when $X = \Sigma^{\frac{1}{2}}Y$ with $\Sigma$ a real symmetric matrix and $Y$ filled with i.i.d. entries, $\mu_K$ converges a.s. to a deterministic probability measure that can be described as the free multiplicative convolution $\text{MP}(\gamma) \boxtimes \mu_\infty$, where $\mu_\infty$ is the limiting ESD of $\Sigma$. Under the sole assumption that the columns of $X$ are independent, [BZ08] proved that $\mu_K$ still converges a.s. to $\text{MP}(\gamma) \boxtimes \mu_\infty$ where $\mu_\infty$ is the limiting ESD of $\Sigma := \mathbb{E}[K]$.

A key object in Random Matrix Theory is the resolvent matrix $G_K = \left(K - zI_p\right)^{-1}$, where $z$ is a complex number called spectral argument of $G_K$. This matrix is related to the Stieltjes transform $g_K = \int \frac{1}{t - z} \mu_K(dt)$ via the identity $g_K = \frac{1}{p} \text{Tr}(G_K)$. This integral transform is a powerful tool that characterizes the law and the weak convergence of probability measures. For more advanced applications to the distribution of eigenvalues and eigenvectors, control of the Stieltjes transform is not enough and one needs control of the whole resolvent matrix $G_K$. This was investigated in [Ale+14] in the i.i.d. case, establishing that $G_K$ is close to $g_KI_p$ with quantitative bounds involving the dimensions and the spectral parameter $z$. This analysis was later carried to the linearly dependent case ([KY17]), showing that $G_K$ is close to a deterministic matrix $G$ which is not a multiple of the identity matrix in general. Following the terminology of [HLN07], we call the matrix $G$ a deterministic equivalent of $G_K$. In the most general case dealing with independent columns, [LC21] found a similar deterministic equivalent. Remarkably, they consider columns with different distributions that were not considered in the previous literature.

This last article however did not allow the spectral argument to get closer to the real axis with quantitative bounds on $z$. We complete it by quantifying the convergence towards the deterministic equivalent when the underlying random matrix has i.i.d. columns. Our result encompasses two different settings: when $z$ is a sequence of complex numbers with positive imaginary parts that do not vanish too quickly, and when $z$ is a sequence of negative real numbers. In both cases, we prove the existence of polynomial bounds
in \( n, \Im(z) \) and \(|z|\), uniform in the sense that the bounds only involve a few well-identified parameters and not the whole law of the matrices. Our results also have the additional benefit of explaining the appearance of free convolution operations in the deterministic equivalent. Although not optimal compared to numerical simulations or previous similar statements in the linearly dependent case ([KY17]), our estimates still allow for important new applications.

In random matrix theory, a classic question arising after the existence of a weak limit for the ESD of a given model is to know whether this convergence can be quantified using a distance between probability distributions. [Bai08] first tackled the problem of convergence rate in the i.i.d. case, a result that was later improved in [GT10]. In the linearly dependent case, a similar result was proved in [BHZ12]. We complete this work by proposing a bound in Kolmogorov distance in the most general case of matrices with independent columns.

Such a deterministic equivalent can also prove itself useful for Machine Learning applications. In the Method of Random Features associated to Kernel Ridge Regression, some natural predictors are systematically biased. Under Gaussian hypothesis, the authors of [Jac+20] proved that this issue could be solved by replacing the ridge parameter of the regression by a different parameter called effective ridge. We are able to extend this result beyond the Gaussian paradigm, showing in a sense the universality of the phenomenon regardless to the laws of the random features.

This paper uses a wide variety of techniques. Concentration of measure theory in particular is a powerful tool to deal with large dimensional random objects. A core result in [Led01] highlights the importance of a class of concentrated vectors compatible with Lipschitz mappings. Logically flowing from this idea, we adopt the recent formalism of [LC20] as it is particularly well adapted to deal with random matrices and their transformations. Along with the classic concentration properties, we use generalizations of the so-called Hanson-Wright inequalities ([VW15], [Ada15]) which state the concentration of quadratic forms involving random vectors and matrices.

This paper also uses extensively the theory behind resolvent matrices. In addition to the usual sample covariance resolvent, we introduce two companion objects: the Leave-One-Out (LOO) resolvent and the co-resolvent. We provide a systematic analysis of the analytical and algebraic joint properties of these objects. In conjunction with concentration, this work allows to streamline some of the technical arguments, in particular we do not resort anymore to concentration zone arguments. It also helps to better understand the properties of the deterministic equivalent and the links with free probability theory.

Finally to convert bounds involving Stieltjes transforms to bounds in Kolmogorov distance, a general methodology was developed in [BM20]. We adapt these techniques to work with looser requirements adapted to our needs.
2. Setting

2.1. Notations and definitions. The set of matrices with \( p \) lines, \( n \) columns, and entries belonging to a set \( K \) is denoted as \( \mathbb{K}^{p \times n} \). We will use the following norms for vectors and matrices: \( \| \cdot \| \) the Euclidean norm, \( \| \cdot \|_F \) the Frobenius norm, and \( \| \cdot \|_2 \) the spectral norm.

Given \( M \in \mathbb{C}^{p \times p} \), we denote respectively \( M^\top \) its transpose, \( M^\dagger \) its conjugate and \( \text{Tr}(M) = \sum_{1 \leq i \leq p} M_{ii} \) its trace. If \( M \) is real and diagonalizable we denote by \( \text{Sp} M \) its spectrum and \( \mu_M = \frac{1}{p} \sum_{\lambda \in \text{Sp} M} \delta_\lambda \) its empirical spectral distribution (ESD). Let us define the sphere \( S^{p-1} = \{ u \in \mathbb{R}^p \text{ such that } \| u \| = 1 \} \). If \( u \in S^{p-1} \), we also define the eigenvector empirical spectral distribution (VESD) of \( M \) in the direction \( u \) as \( \mu_{M,u} = \sum_{\lambda \in \text{Sp} M} \left( u^\top v_\lambda \right)^2 \delta_\lambda \), where \( v_\lambda \in S^{p-1} \) are normalized eigenvectors associated to the eigenvalues \( \lambda \).

Let us consider a spectral parameter \( z \), either belonging to \( \mathbb{R}^+ := (-\infty, 0) \) or \( \mathbb{C}^+ := \{ z \in \mathbb{C} \text{ such that } \Im(z) > 0 \} \). If \( M \) is symmetric positive semi-definite, then \( \text{Sp} M \subset \mathbb{R}^+ \) and we can define its resolvent \( G_M(z) = (M - zI_p)^{-1} \) and its Stieltjes transform \( g_M(z) = \frac{1}{p} \text{Tr}(G_M(z)) \).

Given a probability distribution \( \nu \) supported on \( \mathbb{R}^+ \), its Stieltjes transform is \( g_\nu(z) = \int_\mathbb{R} \frac{\nu(dt)}{t - z} \) where \( z \in \mathbb{R}^+ \) or \( z \in \mathbb{C}^+ \). The Stieltjes transform of a matrix is the same as the Stieltjes transform of its ESD: \( g_{\rho_M} = g_M \). There is a similar link for the VESD’s: \( g_{\rho_{M,u}} = u^\top G_M u \).

We let \( F_\nu \) be the cumulative distribution function (CDF) of \( \nu \), and \( \Delta(\nu, \mu) = \sup_{t \in \mathbb{R}} |F_\nu(t) - F_\mu(t)| \) be the Kolmogorov distance between two measures \( \nu \) and \( \mu \).

We denote by \( \boxtimes \) the multiplicative free convolution of measures \( \{ \delta(\| \cdot \|_2) \} \). If \( MP(\gamma) \) denotes a Marčenko-Pastur distribution with shape parameter \( \gamma \), the distribution \( MP(\gamma) \boxtimes \mu \) may be defined by its Stieltjes transform \( g \) which is the unique solution of the self-consistent equation \( [\text{MP67}] \):

\[
g(z) = \int_\mathbb{R} \frac{1}{(1 - \gamma - \gamma z g(z))} \mu(dt)
\]

For a better readability, we will sometimes omit indices \( n \) and parameters \( z \) in our notations.

2.2. Main results. Let \( X \in \mathbb{R}^{p_n \times n} \) be a sequence of random matrices. The associated sample covariance matrix is \( K = n^{-1}XX^\top \). We set \( \Sigma = \mathbb{E}[K] \), and we also define the resolvent matrix \( G_K(z) = (K - zI_p)^{-1} \).

Assumptions 2.1. (1) The columns of \( X \) are i.i.d. sampled from the distribution of a random vector \( x \), such that \( \| \mathbb{E}[x] \| \) and \( \| \Sigma \| = \| \mathbb{E}[xx^\top] \| \) are bounded.
The sequence $X$ is $\propto E(1)$ concentrated with respect to the Frobenius norm, in the sense that all 1-Lipschitz functions of $X$ satisfy a concentration inequality in $e^{-\gamma^2}$ (see Definition 3.1 below).

$\gamma_n := \frac{p_n}{n}$ is bounded from above and from below: there is a constant $C > 0$ such that $C^{-1} \leq \gamma_n \leq C$.

We start with a simple proposition establishing the concentration of the resolvent of the sample covariance matrix $K$:

**Proposition 2.2.**

1. If $z_n \in \mathbb{R}^*$ is a sequence of real spectral arguments, and $\tau := \frac{1}{|z|^2}$, then $G_K(z) \propto E(\frac{\tau}{n^2})$.

2. If $z_n \in \mathbb{C}^+$ is a sequence of complex spectral arguments, and $\tau := \frac{|z|^{\frac{1}{2}}}{\Im(z)^2}$, then $G_K(z) \propto E(\frac{\tau}{n^2})$.

In order to state the main result of this article, we need to introduce the probability measures $\nu_n = MP(\gamma_n) \boxtimes \mu_\Sigma$ and $\tilde{\nu}_n = (1 - \gamma_n)\delta_0 + \gamma_n \nu_n$. We also build the sequence of matrices:

$$G(z) = (z g_{\nu}(z) \Sigma - z I_p)^{-1},$$

where $z \in \mathbb{R}^*$ or $z \in \mathbb{C}^+$.

**Theorem 2.3.**

1. If $z_n \in \mathbb{R}^*$ is a sequence of real spectral arguments, such that $|z|$ is bounded and $|z|^{-7} \leq O(n)$, then $\|\mathbb{E}[G_K(z)] - G(z)\|_F \leq O(\kappa (\log n) \frac{1}{n^2})$, where $\kappa := \frac{1}{|z|^2}$.

2. If $z_n \in \mathbb{C}^+$ is a sequence of complex spectral arguments, such that $\Im(z)$ is bounded and $\Im(z)^{-16}|z|^{-7} = o(n)$, then $\|\mathbb{E}[G_K(z)] - G(z)\|_F \leq O(\frac{\kappa}{n^2})$, where $\kappa := \frac{|z|^{\frac{1}{2}}}{\Im(z)^9}$.

These results are uniform in the sense that the implicit constants in the $O(\cdot)$ notations only depend on the constants in the hypothesis chosen for $X$, $\gamma_n$, $\Sigma$, $E[x]$ and $z$.

This result can be combined with the concentration of the resolvent to obtain a so-called deterministic equivalent of the resolvent:

**Proposition 2.4.** With the same assumptions and notations as in Theorem 2.3, $G$ is a deterministic equivalent for $G_K$. More precisely, uniformly in any deterministic matrix $A \in \mathbb{R}^{p \times p}$, we have:

$$|\text{Tr}(G_K(z)A - G(z)A)| \leq \|A\|_F O\left(\kappa(\log n) \frac{1}{n^2}\right) \text{ a.s.}$$

and

$$\text{Var}[\text{Tr}(G_K(z)A)] \leq \|A\|_F^2 O\left(\frac{\kappa^2}{n}\right).$$

Specifying the matrix $A$ and using the relation $p^{-1}\text{Tr} G = g_{\nu}$, which shall be proved in the course of this article, yields the following consequences:
Corollary 2.5. With the same assumptions and notations as in Theorem 2.3:
\[ |g_K(z) - g_\nu(z)| \leq O\left(\frac{\kappa (\log n)^{\frac{1}{2}}}{n^{\frac{1}{2}}}\right) \text{ a.s.} \]

\[ |g_{\mu,K,u}(z) - u^\top G(z) u| \leq O\left(\frac{\kappa (\log n)^{\frac{1}{2}}}{n^{\frac{1}{2}}}\right) \text{ uniformly in } u \in \mathbb{S}^{p-1} \text{ a.s.} \]

\[ \max_{1 \leq i,j \leq p} |G_K(z) - G(z)|_{ij} \leq O\left(\frac{\kappa (\log n)^{\frac{1}{2}}}{n^{\frac{1}{2}}}\right) \text{ a.s.} \]

Remark 2.6. Similar statements can be made about the variances, for instance \[ \text{Var}[g_K(z)] \leq O\left(\frac{\kappa^2}{n^2}\right). \]

The Stieltjes transform of the ESD is better concentrated than the Stieltjes transforms of the VESD’s. That was to be expected since it corresponds to taking an average over a basis of orthonormal vectors.

Finally all these results admit a transposed version for models of random matrices \( X' \in \mathbb{R}^{n \times p} \) having iid sampled rows from a random vector with covariance \( \Sigma \). In this setting the covariance matrix has to be chosen as \( K' = \frac{1}{n} X'^\top X' \) and the equivalent objects are left unchanged.

2.3. Application to Kolmogorov distances. Our main results give quantitative bounds for sequences of spectral arguments that get close the real axis. This allows to use general methods that bound the Kolmogorov distance of two distributions given a precise control on their Stieltjes transforms. The consequences are the following:

Theorem 2.7. Under the Assumptions 2.1 and the additional hypothesis that \( \Sigma \) is invertible and \( \|\|\Sigma^{-1}\|\| \) is bounded, we have:
\[ \Delta(\mu_K, \nu) \leq O\left(n^{-\frac{17}{10}}\right) \text{ a.s.} \]

Corollary 2.8. If additionally \( \mu_\Sigma \to \mu_\infty \) weakly and \( \gamma_n \to \gamma_\infty \), then \( \mu_K \) converges weakly to \( \nu_\infty := \text{MP}(\gamma_\infty) \otimes \mu_\infty \) a.s. Moreover:
\[ \Delta(\mu_K, \nu_\infty) \leq \Delta(\mu_\Sigma, \mu_\infty) + O(|\gamma_n - \gamma_\infty|) + O\left(n^{-\frac{17}{10}}\right) \text{ a.s.} \]

2.4. Application to Kernel Methods. This second application to the regularization of Random Feature Models in Machine Learning closely follows the works of [Jac+20]. Random Feature (RF) models are used as an efficient approximation of Kernel Ridge Regression (KRR) methods. In the regime on the dimensions where this approximation has a computational interest, a systematic asymptotic bias appears unfortunately.

Under Gaussian assumptions, the authors of [Jac+20] showed an implicit regularization phenomenon: the bias can be removed by replacing \( \lambda \), the ridge parameter used in the regressions, by another parameter \( \tilde{\lambda} \). They called this new parameter effective ridge, and characterized it by means of a self-consistent equation.

Using our deterministic equivalent, we extend the aforementioned work when the data are not necessarily Gaussian distributed, and we also explain
how the effective ridge parameter $\tilde{\lambda}$ is related to a free multiplicative convolution of measures. We refer to the Section 9 for more details on these results.

2.5. **Organization of the paper.** The bulk of this paper is devoted to the proof of the deterministic equivalent Theorem 2.3, which is the content of Sections 5-7.

In Section 3 we present the concentration framework and the key concentration results that we shall use throughout the proofs. In Section 4 we study thoroughly the properties of the resolvents of sample covariance matrices and two companion objects: the Leave One Out (LOO) resolvent and the co-resolvent.

In Section 5 we perform the first step of the proof by establishing an intermediate deterministic equivalent based on algebraic identities. In Section 6 we pass from this first equivalent to a second deterministic equivalent corresponding to our main result. The key ingredient of this step consists in rewriting the problem as fixed point equation implying a functional that is a contraction mapping for a well-chosen metric. The arguments for real and complex spectral parameters differ slightly and are treated separately. In Section 7 we wrap up the proofs of Theorem 2.3 and the subsequent corollaries.

In Section 8, as an illustration of the power of our quantitative results, we present an application to the convergence in Kolmogorov distance for general models of sample covariance matrices with i.i.d. columns.

In Section 9, we explain how our work is related to the problem of Kernel Ridge Regression (KRR) in machine learning, and we retrieve similar results to those of [Jac+20] under broader hypothesis.
3. Concentration framework

In this preliminary section we introduce some basic definitions and results to handle concentrated random vectors and matrices. We adopt the recent formalism of Lipschitz concentration of Louart and Couillet as it is particularly well adapted to deal with random matrices and their transformations. We advice the reader to consult their articles ([LC18], [LC20], [LC21]) for a more comprehensive coverage of these notions.

Definition 3.1. We say that a sequence of random vectors $X_n$, belonging to normed vector spaces $(E_n, \|\cdot\|)$, is concentrated with parameter $q > 0$ and observable diameters $\sigma_n > 0$, if there is a constant $C > 0$ such that for any sequence of $1$-Lipschitz maps $f_n : E_n \to \mathbb{C}$, for any $n \in \mathbb{N}$ and $t \geq 0$:

$$\mathbb{P}(\|f_n(X_n) - \mathbb{E}[f_n(X_n)]\| \geq t) \leq C e^{-\frac{t^q}{C(\sigma_n)^q}}.$$ 

We denote $X_n \propto \mathcal{E}_q(\sigma_n)$ this notion of concentration.

As explained in the beginning of this paper, we will omit most of the $n$ indices for a better readability. We also use the following generalization of the definition: $X \propto \mathcal{E}_q(\sigma_n) + \mathcal{E}_{q'}(\sigma_n')$ means that the above property holds with the right hand term side of the inequality replaced by $Ce^{-\frac{t^q}{C(\sigma_n)^q}} + Ce^{-\frac{t^{q'}}{C(\sigma_n')^{q'}}}$.

For practical purposes in this paper, we only consider $\mathbb{R}^n$ endowed with the Euclidean norm, or equivalently $\mathbb{R}^{p \times n}$ endowed with the Frobenius norm. In this setting, any standard Gaussian vector is concentrated independently of its dimension: if the entries of $X$ are i.i.d. sampled from a standard Gaussian random variable, then $X \propto \mathcal{E}_2(1)$ ([Led01]). The class of Lipschitz concentrated random vectors goes way beyond Gaussian vectors, see [Led01], and [Tal95] and [Tao12] for more examples.

We deduce immediately from the definition the following property:

**Proposition 3.2.** If $X_n \propto \mathcal{E}_q(\sigma_n)$ and $\varphi_n$ is a sequence of $k_{\varphi_n}$-Lipschitz functions on the support of $X_n$, then $\varphi_n(X_n) \propto \mathcal{E}_q(k_{\varphi_n} \sigma_n)$ with new concentration constants that do not depend on $\varphi_n$.

Let us mention a simple link between observable diameters and variance for random variables.

**Proposition 3.3.** If a random variable $\xi$ is $\mathcal{E}_q(\sigma_n)$ concentrated, then $|\xi - \mathbb{E}[\xi]| \leq O(\sigma_n(\log n)^{\frac{1}{q}})$ a.s. and $\text{Var}[\xi] \leq O(\sigma_n^2)$. These bounds only depend on the concentration constant of $\xi$, not on the whole law of $\xi$.

**Proof.** For the first assertion, let us choose $t_n = \sigma_n(2C\log n)^{\frac{1}{q}}$ in the concentration inequality. We obtain:

$$\mathbb{P}(\|\xi - \mathbb{E}[\xi]\| \geq t_n) \leq C e^{-\frac{t_n^q}{C(\sigma_n)^q}} = \frac{C}{n^2}.$$ 

This bound is summable, so Borel Cantelli lemma implies that $|\xi - \mathbb{E}[\xi]| \leq t_n$ a.s.
For the second assertion, we integrate the concentration inequality:

$$\text{Var}[\xi] = \int_0^\infty P\left(|\xi - \mathbb{E}[\xi]|^2 \geq t\right) dt$$

$$\leq C \int_0^\infty \exp\left(-\frac{1}{C \sigma_n^4} t^2\right) dt$$

$$= \frac{2C^{1+\frac{2}{q}}}{q} \Gamma\left(\frac{2}{q}\right) \sigma_n^2.$$

Thanks to a classic argument of $\varepsilon$-nets ([Tao12]), we also have a control on the spectral norm of concentrated random matrices:

**Proposition 3.4.** If a random matrix $X_n \in \mathbb{R}^{n \times n}$ is $\mathcal{E}_2(\sigma_n)$ concentrated, then $\|X_n - \mathbb{E}[X_n]\| \leq O((n + p)^{\frac{1}{2}} \sigma_n)$ a.s.

**Proof.** Upon centering and rescaling, we can assume without loss of generality that $X$ is centered and $\mathcal{E}_2(1)$ concentrated.

Let us consider a covering of the unit Euclidean ball of $\mathbb{R}^p$ with $9^p$ balls of radius $1/3$, centered in $u_1, \ldots, u_{9^p}$ vectors belonging to the unit Euclidean ball. Similarly let us consider a covering of the unit Euclidean ball of $\mathbb{R}^n$ with $9^n$ balls of radius $1/3$, centered in $v_1, \ldots, v_{9^n}$ vectors belonging to the unit Euclidean ball. The applications $M \mapsto u_i^\top M v_j$ all are $1$-Lipschitz with respect with the Frobenius norm. From Propositions 3.2 and 3.3 there is $C > 0$ such that for any $i, j$ and $t \geq 0$:

$$P\left(|u_i^\top X v_j| \geq t\right) \leq C e^{-\frac{t^2}{C^2}}.$$ 

A union bound over the pairs $(i, j)$ shows that with $t_n = C^2 ((n+p) \log 9 + 2 \log n)^{\frac{1}{2}}$:

$$P\left(\sup_{i,j} |u_i^\top X v_j| \geq t_n\right) \leq C 9^{n+p} e^{-\frac{t_n^2}{C^2}} = \frac{C}{n^2}.$$ 

This bound is summable, so by Borel-Cantelli lemma, $\sup_{i,j} |u_i^\top X v_j| \leq t_n$ for $n$ large enough a.s.

For any $u \in \mathbb{R}^p$ and $v \in \mathbb{R}^n$ unit-normed vectors, we can find $i$ and $j$ such that $\|u - u_i\|$ and $\|v - v_j\| \leq \frac{1}{3}$, hence:

$$|u^\top X v| \leq |u_i^\top X v_j| + |(u - u_i)^\top X v_j| + |u^\top X (v - v_j)|$$

$$\leq |u_i^\top X v_j| + \|u - u_i\| \|X\| \|v_j\| + \|u^\top\| \|X\| \|v - v_j\|$$

$$\leq \sup_{i,j} |u_i^\top X v_j| + \frac{2}{3} \|X\|.$$ 

We deduce that $\|X\| = \sup_{\|u\| = \|v\| = 1} |u^\top X v| \leq \sup_{i,j} |u_i^\top X v_j| + \frac{2}{3} \|X\|$, thus $\|X\| \leq 3 \sup_{i,j} |u_i^\top X v_j| \leq 3 t_n \leq O((n + p)^{\frac{1}{2}})$ a.s.
The next proposition, sometimes referred to as Hanson-Wright type inequality after [HW71], establishes the concentration of quadratic forms and will prove itself to be crucial in the analysis of resolvents. A proof of this result can be found in [Ada15], Theorem 2.4.

**Proposition 3.5** (Hanson-Wright). Let \( x \in \mathbb{R}^n \) be a random vector, such that \( x \propto \mathcal{E}_2(1) \) and \( \| \mathbb{E}[x] \| \) is bounded. Then uniformly in any deterministic matrix \( A \in \mathbb{C}^{n \times n} \), we have \( x^\top Ax \propto \mathcal{E}_2(\| A \|_F) + \mathcal{E}_1(\| A \|) \), in the sense that the new concentration constants can be taken uniformly in \( A \).

We end this section with a simple lemma to bound the variance of a product of random variables when one of them is a.s. bounded.

**Proposition 3.6** (Variance of a product). Let \( s \) and \( t \) be \( L^2 \) complex random variables with \( |s| \) a.s. bounded by \( \| s \|_\infty > 0 \). Then:

\[
\text{Var}[st] \leq 2\| s \|_\infty^2 \text{Var}[t] + 2\| \mathbb{E}[t] \|^2 \text{Var}[s]
\]

**Proof.** We decompose the product into \( st = s(t - \mathbb{E}[t]) + s\mathbb{E}[t] \) and use the inequality \( \text{Var}[a + b] \leq 2 \text{Var}[a] + 2 \text{Var}[b] \):

\[
\text{Var}[st] = \text{Var}[s(t - \mathbb{E}[t]) + s\mathbb{E}[t]] \\
\leq 2 \text{Var}[s(t - \mathbb{E}[t])] + 2 \text{Var}[s\mathbb{E}[t]] \\
\leq 2\mathbb{E}[|s|^2|t - \mathbb{E}[t]|^2] + 2\| \mathbb{E}[t] \|^2 \text{Var}[s] \\
\leq 2\| s \|_\infty^2 \text{Var}[t] + 2\| \mathbb{E}[t] \|^2 \text{Var}[s].
\]

\[\square\]
This section deals with the resolvent of sample covariance matrices, and introduces two important companion objects: the Leave One Out (LOO) resolvent and the co-resolvent.

Given a matrix $M \in \mathbb{R}^{p \times p}$ and a spectral parameter $z \in \mathbb{C}$ that is not an eigenvalue of $M$, the resolvent of $M$ is the matrix $\mathcal{G}_M(z) = (M - zI_p)^{-1}$. We will often discard the $z$ in the notations for better readability.

By resolvent identity we refer to the relation between invertible matrices $A - B = A(B^{-1} - A^{-1})B$, and its immediate corollary for resolvents $\mathcal{G}_M - \mathcal{G}_N = \mathcal{G}_M(N - M)\mathcal{G}_N$.

### 4. Properties of resolvents matrices

#### 4.1. Sample covariance resolvent.

If $X \in \mathbb{R}^{p_n \times n}$ is a rectangular matrix, we set its sample covariance $K := \frac{1}{n}XX^\top$. Given a spectral parameter $z \in \mathbb{R}^{* -}$ or $\mathbb{C}^+$, we define the resolvent matrix $\mathcal{G} := \mathcal{G}_K(z)$. In other terms:

$$
\mathcal{G} = (K - zI_p)^{-1} = \left( \frac{1}{n}XX^\top - zI_p \right)^{-1}
$$

To unify the notations we let $\eta = |z|^{-1}$ when $z \in \mathbb{R}^{* -}$ and $\eta = \Im(z)^{-1}$ when $z \in \mathbb{C}^+$. Note that we always have $\eta |z| \geq 1$.

Let us establish some elementary properties of the sample covariance resolvent.

**Proposition 4.1.** $\mathcal{G}$ is well defined, $\|\mathcal{G}\| \leq \eta$ and $\|\mathcal{G}X\| \leq n^{\frac{1}{2}} \left( 2^\frac{3}{2} \eta |z|^{\frac{3}{2}} \right)$.

**Proof.** The eigenvalues of $K$ are real non negative, thus all eigenvalues of $K - zI_p$ are bounded from below by $d(z, \mathbb{R}^+)$, and $K - zI_p$ is invertible with $\|\|K - zI_p\|^{-1}\|| = \|\mathcal{G}\| \leq \eta$. From the identity $\mathcal{G}K = I_p + z\mathcal{G}$ we deduce that $\|\mathcal{G}X\|^2 = \|\left( GXX^\top \right) G^\dagger \| \leq \|GnK\| \cdot \|\mathcal{G}\| \leq n(1 + \eta |z|)\eta \leq 2n\eta^2 |z|$.

In the following proposition $\Im(M)$ denotes the imaginary part of a complex matrix $M$.

**Proposition 4.2.** $\Im(\mathcal{G}) = \Im(z)\mathcal{G}G^\dagger$ and $\Im(\mathcal{G}) = \Im(z)K\mathcal{G}G^\dagger$. In particular $\Im(\mathcal{G})$ and $\Im(\mathcal{G})$ are positive semi-definite.

**Proof.** Using the resolvent identity, $2i\Im(\mathcal{G}) = \mathcal{G} - \overline{\mathcal{G}} = \mathcal{G}(-\overline{I_p} + zI_p)\overline{\mathcal{G}} = 2i\Im(z)\mathcal{G}G^\dagger$. Given that $z\mathcal{G} = K\mathcal{G} - I_p$ we also get $\Im(\mathcal{G}) = K\Im(\mathcal{G}) = \Im(z)K\mathcal{G}G^\dagger$. The matrices $\mathcal{G}G^\dagger$ and $K$ commute and are both positive semi-definite, which achieves the proof.

The resolvent map $M \mapsto (M - zI_p)^{-1}$ is in general not Lipschitz with respect to the Frobenius norm when $\|M\|$ is not bounded. In the specific case of the sample covariance resolvent however, we can always retrieve a Lipschitz property that will greatly simplify all concentration analysis.

**Proposition 4.3.** The map $X \mapsto \mathcal{G}(X) = \left( \frac{1}{n}XX^\top - zI_p \right)^{-1}$ is Lipschitz with respect to the Frobenius norm with parameter $n^{-\frac{1}{2}} \left( 2^\frac{3}{2} \eta^2 |z|^{\frac{3}{2}} \right)$.
Proposition 4.5. properties. 

\[ G(X) - G(X + H) = \frac{1}{n} \left( (X + H)(X + H)^\top - XX^\top \right) G(X + H) \]

\[ = \frac{1}{n} G(X) \left( XH^\top + H(X + H)^\top \right) G(X + H). \]

We bound this expression in the following way:

\[ \| G(X) - G(X + H) \|_F \]

\[ \leq \frac{1}{n} \left( \| G(X)X \| \| H^\top \|_F \| G(X + H) \| + \| (G(X))\| \| H\|_F \| (X + H)^\top G(X + H) \| \right) \]

\[ \leq \frac{1}{n} \left( n^\frac{3}{2} \left( 2^\frac{1}{2} \eta |z|^{\frac{1}{2}} \right) \| H\|_F + \eta \| H\|_F n^\frac{3}{2} \left( 2^\frac{1}{2} \eta |z|^{\frac{1}{2}} \right) \right) = n^{-\frac{1}{2}} \left( 2^\frac{1}{2} \eta |z|^{\frac{1}{2}} \right) \| H\|_F. \]

\[ \] \( \Box \)

As an immediate consequence, we obtain by Proposition 3.2 the following key result for the concentration of sample covariance resolvents:

Corollary 4.4. If \( X \propto E_2(1) \), then \( G \propto E_2 \left( n^{-\frac{1}{2}} \eta^2 |z|^{\frac{1}{2}} \right). \)

4.2. LOO resolvent and co-resolvent. Let \( x_1, x_2, \ldots, x_n \in \mathbb{R}^p \) be the columns of \( X \). For a better readability we denote the first column \( x_1 \) simply \( x \).

We define the Leave One Out (LOO) matrix \( X_- = (0_p, x_2, \ldots, x_n) \), the LOO sample covariance \( K_- = \frac{1}{n} X_- X_-^\top \) and the LOO resolvent \( G_- = G_{K_-}(z) \). We have the following identities:

\[ K_- = \frac{1}{n} \sum_{j \geq 2} x_j x_j^\top = K - \frac{1}{n} xx^\top, \]

\[ G_- = (K_- - zI_p)^{-1} = \left( \frac{1}{n} X_- X_-^\top - zI_p \right)^{-1}. \]

We also define the co-sample covariance matrix by swapping \( X \) and \( X^\top \):

\[ \tilde{K} = \frac{1}{n} X^\top X, \]

and the co-resolvent: \( \tilde{G} = G_{\tilde{K}}(z) \). In other terms:

\[ \tilde{G} = (\tilde{K} - zI_n)^{-1} = \left( \frac{1}{n} X^\top X - zI_n \right)^{-1}. \]

The LOO resolvent and the co-resolvent naturally inherits all bounds and concentration properties of the sample covariance resolvent: \( \| G_- \| \) and \( \| \tilde{G} \| \leq \eta \), and if \( X \propto E_2(1) \), then \( G_- \) and \( \tilde{G} \propto E_2 \left( n^{-\frac{1}{2}} \eta^2 |z|^{\frac{1}{2}} \right) \). When \( X \) has an additional structure of independence between the columns, the first column \( x \) is independent from the LOO resolvent \( G_- \), leading to further interesting properties.

Proposition 4.5. Assume that \( X \in \mathbb{R}^{p \times n} \) has i.i.d. columns, that \( X \) is \( \propto E_2(1) \) concentrated, and that \( \| \mathbb{E}[x] \| \) and \( \| \mathbb{E} \left[ xx^\top \right] \| \) are bounded. Let
\( \sigma^2 = \eta^2 (1 + n^{-1} \eta^2 |z|) \). Then uniformly in any deterministic matrix \( B \in \mathbb{C}^{p \times p} \) with \( \| B \|_F \leq 1 \):

\[
\begin{align*}
(4.1) & \quad \text{Var} \left[ x^T G_- x \right] \leq O(\rho \sigma^2) \\
(4.2) & \quad \text{Var} \left[ x^T BG_- x \right] \leq O(\sigma^2) \\
(4.3) & \quad \text{Var} \left[ x^T G_- BG_- x \right] \leq O(\eta^2 \sigma^2) \\
\end{align*}
\]

**Remark 4.6.** These variance bounds correspond exactly to the ones we would obtain by considering that \( G_- \) is deterministic and applying the concentration of quadratic forms given by Proposition 3.5. The full concentration property of these quantities remains however unclear.

**Proof.** We denote \( \Sigma = \mathbb{E} \left[ xx^T \right] \). Remark that \( \Sigma = \frac{1}{n} \mathbb{E} \left[ \sum_{i=1}^n x_i x_i^T \right] = \frac{1}{n} \mathbb{E} \left[ XX^T \right] = \mathbb{E}[K] \). Without loss of generality we can assume that \( \|\mathbb{E}[x]\| \leq 1 \) and \( \|\Sigma\| \leq 1 \). Let us first prove in full details the second inequality.

For any deterministic matrix \( M \in \mathbb{R}^{p \times p} \) with \( \| M \|_F \leq \eta \), from Proposition \( 3.5 \) we have \( x^T M x \propto \mathcal{E}_2(\eta) + \mathcal{E}_1(\eta) \), thus \( \text{Var} \left[ x^T M x \right] \leq O(\eta^2) \). If \( B \) is deterministic with \( \| B \|_F \leq 1 \), then \( \| BG_- \|_F \leq \eta \) and using independence:

\[
\begin{align*}
\mathbb{E} \left[ x^T BG_- x - \text{Tr}(BG_- \Sigma) \right]^2 &= \mathbb{E} \left[ x^T BG_- x - \text{Tr}(BG_- \Sigma) \right] \bigg| G_- \bigg] \\
&= \mathbb{E}_{G_-} \mathbb{E}[x] \left[ x^T M x - \text{Tr}(M \Sigma) \right]^2 (M = BG_-) \\
&= \mathbb{E}_{G_-} \text{Var}[x] \left[ x^T M x \right] (M = BG_-) \leq O(\eta^2).
\end{align*}
\]

On the other hand \( M \mapsto \text{Tr}(B M \Sigma) \) is 1-Lipschitz with respect to the Frobenius norm, therefore by Proposition 3.2 \( \text{Tr}(BG_- \Sigma) \propto \mathcal{E}_2 \left( n^{-\frac{1}{2}} \eta^2 |z|^{\frac{1}{2}} \right) \), and by Proposition 3.3 \( \text{Var}[\text{Tr}(BG_- \Sigma)] \leq O(n^{-1} \eta^4 |z|) \). We combine both estimates to obtain the inequality (4.2):

\[
\begin{align*}
\text{Var} \left[ x^T BG_- x \right] &= \mathbb{E} \left[ x^T BG_- x - \text{Tr}(B \mathbb{E}[G_-] \Sigma) \right]^2 \\
&\leq 2 \mathbb{E} \left[ x^T BG_- x - \text{Tr}(B \mathbb{E}[G_-] \Sigma) \right]^2 + 2 \mathbb{E} \left[ \text{Tr}(BG_- \Sigma) - \text{Tr}(B \mathbb{E}[G_-] \Sigma) \right]^2 \\
&\leq O(\eta^2) + O(n^{-1} \eta^4 |z|) = O(\sigma^2).
\end{align*}
\]

At no point did the \( O(\cdot) \) notations depend on \( B \) in the estimates, as explained in the concentration section.

The first inequality (4.1) can be seen as a consequence of the second inequality applied to \( B = \rho^{-\frac{1}{2}} I_p \) which satisfies \( \| B \|_F \leq 1 \). The proof of the third inequality (4.3) is quite similar to the first one. For this reason we will point out only the key differences. Using the deterministic bound \( \| G_- BG_- \|_F \leq \eta^2 \) we get:

\[
\mathbb{E} \left[ x^T G_- BG_- x - \text{Tr}(G_- BG_- \Sigma) \right]^2 \leq O(\eta^4).
\]
On the other hand the map \( M \mapsto \text{Tr}(MBM\Sigma) = \text{Tr}(BM\Sigma M) \) is \( \eta \)-Lipschitz on the set \( \{ M \in \mathbb{C}^{p \times p} \text{ with } \|M\| \leq \eta \} \). Indeed:

\[
\|M\Sigma M - M'\Sigma M'\|_F \leq \|M\|\|\|\Sigma\|\|\|M - M'\|_F\|\|\Sigma\|\|\|M'\|_F \leq \eta \|M - M'\|_F.
\]

This implies that \( \text{Tr}(G_-B\Sigma G_-\Sigma) \propto E_{2}(n^{-\frac{1}{2}}\eta^3|z|^\frac{1}{2}) \) and \( \text{Var}[\text{Tr}(G_-B\Sigma G_-\Sigma)] \leq O(n^{-1}\eta^6|z|) \). Combining the previous two estimates proves the inequality (4.3).

We wrap up this section by mentioning some of the links that exist between the resolvent, the LOO resolvent and the co-resolvent. We need the following linear algebra results:

**Lemma 4.7** (Sherman-Morrison). Given an invertible matrix \( M \in \mathbb{C}^{p \times p} \) and two vectors \( u, v \in \mathbb{C}^p \), \( M + uv^\top \) is invertible if and only if \( 1 + v^\top M^{-1}u \neq 0 \), in which case the following identities hold true:

\[
\begin{align*}
(M + uv^\top)^{-1} &= M^{-1} - \frac{M^{-1}uv^\top M^{-1}}{1 + v^\top M^{-1}u}, \\
(M + uv^\top)^{-1}u &= \frac{M^{-1}u}{1 + v^\top M^{-1}u}.
\end{align*}
\]

**Lemma 4.8.** \( \frac{1}{n}X^\top GX = I_n + z\tilde{G} \).

*Proof.* Since \( X^\top (\frac{1}{n}XX^\top - zI_p) X^\top \), we have \( \frac{1}{n}X^\top GX = \frac{1}{n} \left( \frac{1}{n}X^\top X - zI_n \right)^{-1}X^\top X = I_n + z\tilde{G} \).

As an immediate application of these lemmas, we get the following identities, which we will refer to as LOO identities. These will be extremely useful to exploit any column independence structure in a random matrix, and also to prove bounds and concentration properties that otherwise would have been far from obvious.

**Proposition 4.9** (LOO identities). \( 1 + \frac{1}{n}x^\top G_- x \neq 0 \), and:

\[
\begin{align*}
\frac{1}{n}x^\top Gx &= 1 - \frac{1}{1 + \frac{1}{n}x^\top G_- x} = 1 + z\tilde{G}_{11}, \\
G &= G_- - \frac{G_- xx^\top G_-}{n 1 + \frac{1}{n}x^\top G_- x} = G_- + z\tilde{G}_{11} G_- xx^\top G_- , \\
Gx &= \frac{G_- x}{1 + \frac{1}{n}x^\top G_- x} = -z\tilde{G}_{11} G_- x.
\end{align*}
\]
5. First Deterministic Equivalent

5.1. General properties of the deterministic equivalents. We place ourselves under the Assumptions\textsuperscript{2.1} for the matrix $X$, and we set the sample covariance matrix $K = n^{-1}XX^\top$. For a better readability we will note the first column of $X$ as $x_1 = x$. The other columns are i.i.d. sampled with the same law as $x$, hence $\Sigma = \mathbb{E}[K] = \mathbb{E}[xx^\top]$. Without loss of generality, we can assume that $\|\mathbb{E}[x]\| \leq 1$ and $\|\Sigma\| \leq 1$.

We introduce respectively the classical resolvent $G = \left(\frac{XX^\top}{n} - zI_p\right)^{-1}$, the Leave-One-Out (LOO) resolvent $G_{-} = \left(\frac{XX^\top - xx^\top}{n} - zI_p\right)^{-1}$ and the co-resolvent $G = \left(\frac{XX^\top}{n} - zI_n\right)^{-1}$ associated to $X$. An in-depth analysis of these resolvent matrices can be found in Section 4.

The general form of our deterministic equivalents is given by:

$$G^l = \left(\frac{z}{l}\Sigma - zI_p\right)^{-1}$$

for some sequence of deterministic parameters $l \in \mathbb{C}$ that may vary with $z$.

We will first give a sufficient condition on $l$ so that $G^l$ is well defined and bounded. To this end we define $\Omega = (-\infty, z]$ if $z \in \mathbb{R}^+$, and $\Omega = \{ l \in \mathbb{C} \}$ such that $\Im(l) \geq \Im(z)$ and $\Im(z^{-1}) \geq 0$ if $z \in \mathbb{C}^+$. We also recall the definition of $\eta = |z|^{-1}$ if $z \in \mathbb{R}^+$ and $\eta = \Im(z)^{-1}$ if $z \in \mathbb{C}^+$.

Lemma 5.1. If $l \in \Omega$, then $G^l$ is well defined, and $\|G^l\|$ and $\left\|\frac{z}{l}G^l\right\|$ $\leq \eta$.

Proof. The eigenvalues of $\frac{z}{l}\Sigma - zI_p$ are $\frac{z}{l}\lambda - z$ for $\lambda \in \text{Sp}\Sigma \subset \mathbb{R}^+$. If $z \in \mathbb{R}^+$, then $\frac{z}{l} \geq 0$ and $\frac{z}{l}\lambda - z \geq |z|$. If $z \in \mathbb{C}^+$, then $\Im\left(\frac{z}{l}\right) \leq 0$ and $\Im\left(\frac{z}{l}\lambda - z\right) \leq -\Im(z)$. In both cases, all the eigenvalues of $\frac{z}{l}\Sigma - zI_p$ are greater or equal than $\eta^{-1}$ in modulus, hence $G^l = \left(\frac{z}{l}\Sigma - zI_p\right)^{-1}$ is well defined and $\|G^l\| \leq \eta$.

The argument for $\frac{z}{l}G^l$ is similar: the eigenvalues of $\Sigma - U_p$ are $\lambda - l$ for $\lambda \in \text{Sp}\Sigma$. If $z \in \mathbb{R}^+$ then $l \leq z$ and $\lambda - l \geq |z|$. If $z \in \mathbb{C}^+$ then $\Im(l) \geq \Im(z)$ and $\Im(\lambda - l) \leq -\Im(z)$. In both cases, all the eigenvalues of $\Sigma - U_p$ are greater or equal than $\eta^{-1}$ in modulus, hence $\left\|\frac{z}{l}G^l\right\| = \left\|\Sigma - U_p\right\|^{-1} \leq \eta$. □

5.2. Introduction of parameters $a$ and $b$. Let us consider $a = z + \frac{1}{n}G_{-}xx$ and $b = \mathbb{E}[a] = z + \frac{1}{n}\text{Tr}(\Sigma \mathbb{E}[G_{-}])$. In the rest of this section we will prove that $G^b$ is close to $\mathbb{E}[G]$. The precise statement constitutes Theorem 5.3.
We can rewrite the LOO identities of Proposition 4.9 in the following fashion:

\[
\frac{1}{n} x^\top G x = 1 - \frac{z}{a} = 1 + z \tilde{G}_{11},
\]
\[
G = G_- - \frac{z}{a} G_- x x^\top G_-,
\]
\[
G x = \frac{z}{a} G_- x.
\]

In particular \(a = -\tilde{G}_{11}^{-1}\). We also deduce the following properties:

**Proposition 5.2.** \(a \) and \(b \in \Omega\). \(G^b\) is well defined, and \(|a^{-1}|\) and \(\|\frac{z}{b} G^b\|\) are bounded from above by \(\eta\).

**Proof.** If \(z \in \mathbb{R}^+\), \(G_-\) is a real positive semi-definite matrix and \(a = 1 + \frac{1}{n} x^\top G_- x \geq 1\), hence \(a \leq z\). If \(z \in \mathbb{C}^+\), \(\Im(G_-)\) and \(\Im(z G_-)\) are positive semi-definite matrices using Proposition 4.2, thus \(\Im(a) = \Im(z) + \frac{1}{n} x^\top \Im(z G_-) x \geq \Im(z)\), and \(\Im\left(\frac{a}{z}\right) = \frac{1}{n} x^\top \Im(G_-) x \geq 0\). In any case, \(a \in \Omega\), and \(\Omega\) is stable through expectation so \(b \in \Omega\) as well. The last assertions are immediate consequences of Lemma 5.1 and the definition of \(\Omega\). \(\square\)

### 5.3. Proof of the first deterministic equivalent

Let us recall the definition of \(\eta = |z|^{-1}\) if \(z \in \mathbb{R}^+\) and \(\eta = \Im(z)^{-1}\) if \(z \in \mathbb{C}^+\). We can now prove the following result:

**Theorem 5.3** (First equivalent). Let \(z(n)\) be a sequence of spectral arguments, either in \(\mathbb{R}^+\) or in \(\mathbb{C}^+\). If \(\eta^{10} |z|^3 \leq O(n)\) and if \(|z|\) or \(\Im(z)\) is bounded, then:

\[
\left\| \mathbb{E}[G] - G^b \right\|_{F} \leq O\left(\frac{\eta^5 |z|^\frac{3}{2}}{n^\frac{1}{2}}\right)
\]

**Remark 5.4.** In the case where \(z\) stays bounded away from \(\mathbb{R}^+\), the theorem boils down to a \(O(n^{-\frac{1}{2}})\) estimate like as implied by \cite{LC21}, Theorem 4.

The assumption \(\eta^{10} |z|^3 = O(n)\) is not strictly necessary to obtain an explicit bound. Indeed we can always obtain a \(O\left(n^{-\frac{1}{2}} \kappa\right)\) bound where \(\sigma^2 = \eta^2 \left(1 + n^{-1} \eta^2 |z|\right)\) and \(\kappa = \sigma^2 \eta^2 |z| + \sigma \eta^4 |z|^\frac{3}{2}\).

However \(\kappa \geq \eta^5 |z|^\frac{3}{2}\) so the above bound will not converge to 0 without the additional assumption that \(\eta^{10} |z|^3 = O(n)\). The other assumption can be rewritten as \(1 \leq O(\eta)\), which simplifies the results and is not restrictive for practical applications. Under these two hypothesis, \(\kappa = O(\eta^5 |z|^\frac{3}{2})\) which gives the same estimate.

The proof of Theorem 5.3 can be organized in three steps:
5.3.1. First step: We introduce $G_-$ using the LOO Identities:

$$
G_\left(\frac{z}{b} \Sigma - xx^T\right) = \frac{z}{b} \Sigma - \frac{z}{a} G_- xx^T
$$

$$
= \frac{z}{b} \left( (G - G_-) \Sigma + G_- (\Sigma - xx^T) \right) + \left(1 - \frac{b}{a}\right) G_- xx^T.
$$

$XX^T$ is the sum of $n$ iid copies of $xx^T$, and $E \left[G_- (\Sigma - xx^T)\right] = 0$ by independence, leading to:

$$
E[G] - G^b = E \left[ G \left( \frac{z}{b} \Sigma - \frac{1}{n} XX^T \right) G^b \right]
$$

$$
= E \left[ G \left( \frac{z}{b} \Sigma - \frac{1}{n} \sum_{i=1}^{n} x_i x_i^T \right) G^b \right]
$$

$$
= E \left[ G \left( \frac{z}{b} \Sigma - xx^T \right) \right] G^b
$$

$$
= \frac{z}{b} \left( E[G - G_-] \Sigma + E \left[ \frac{a-b}{a} G_- xx^T \right] \right) G^b.
$$

5.3.2. Second step: We estimate the above quantities using concentration and the properties of LOO quadratic forms.

First note that the term $\sigma$ appearing in Proposition 4.3 boils down to $\sigma = O(\eta)$ under our Assumptions. Indeed $\eta^2 |z| \leq \eta^2 |z|^2 \leq O(\eta^2 |z|^2) \leq O(n^{\frac{1}{2}})$, so $\sigma^2 = \eta^2 \left(1 + n^{-1} \eta^2 |z|\right) = O(\eta^2)$.

We have estimates on the variance of both $a$ and $a^{-1}$: indeed $\text{Var}[a] = |z|^2 n^{-2} \text{Var}[x^T G_- x] \leq O(n^{-1} \eta^2 |z|^2)$ from Proposition 4.3, and $a^{-1} = \hat{G}_{11} \propto \mathcal{E}_2 \left(n^{-\frac{1}{2}} \eta^2 |z|^2\right)$ so $\text{Var}[a^{-1}] \leq O(n^{-1} \eta^4)$ uniformly in $B$.

Now let us consider a matrix $B \in \mathbb{C}^{p \times p}$ with $\|B\|_F \leq 1$. We have

$$
\text{Tr} \left(B E[G - G_-] \right) = E \left[ \frac{1}{a n} \text{Tr} \left(B G_- xx^T \right) \right] = \frac{z}{n} E \left[ \frac{\zeta}{a} \right]
$$

with $\zeta = x^T G_- B G_- x$.

First note that $|E[\xi]| = |\text{Tr}(E[G_- B G_-] \Sigma)| \leq \eta^2 \frac{p^2}{4} \leq O(n^{\frac{1}{2}} \eta^2)$, and from Proposition 4.3 $\text{Var}[\xi] \leq O(\eta^2)$ uniformly in $B$. Using the deterministic bound $|a^{-1}| \leq \eta$, we have:

$$
|E[a^{-1} \xi]| \leq |E[a^{-1} (\zeta - E[\xi])]| + |E[a^{-1}] E[\xi]|
$$

$$
\leq \eta \text{Var}[\xi]|\zeta| + \eta |E[\xi]| \leq O\left(n^{\frac{1}{2}} \eta^3\right)
$$

We deduce that $\|E[G - G_-]\|_F = \sup_{\|B\|_F = 1} |\text{Tr}(B E[G - G_-])| \leq O\left(n^{-\frac{1}{2}} |z| \eta^3\right)$.

For the second term, $\text{Tr} \left( E \left[ B \frac{a-b}{a} G_- xx^T \right] \right) = E \left[ (a - E[a]) \frac{\xi}{a} \right]$ with $\xi = x^T B G_- x$. From Proposition 4.3 $\text{Var}[\xi] \leq O(\eta^2)$ uniformly in $B$, and $|E[\xi]| = E[\text{Tr}(B G_- \Sigma)] \leq p^2 \eta \leq O(n^{\frac{1}{2}} \eta)$. We bound the variance of $\frac{\xi}{a}$ using
Propositions 5.2 and 3.6:

\[
\text{Var}\left[\frac{\xi}{a}\right] \leq 2 \|a^{-1}\|_{\infty} \text{Var}[\xi] + 2 \text{Var}[a^{-1}]|E[\xi]|^2 \leq O(\eta^4 + \eta^6|z|) \leq O(\eta^6|z|)
\]

where we used that \(1 \leq O(\eta) \leq O(\eta^2|z|)\). Cauchy-Schwartz inequality again implies that:

\[
\left| E\left[(a - E[a])\frac{\xi}{a}\right]\right|^2 \leq \text{Var}[a] \text{Var}\left[\frac{\xi}{a}\right] \leq O(n^{-1}\eta^8|z|^3)
\]

We deduce that:

\[
\left\| E\left[\frac{a-b}{a}G_{-xx^T}\right]\right\|_F = \sup_{\|B\|_F = 1} \left| \text{Tr}\left( E\left[ B\frac{a-b}{a}G_{-xx^T}\right]\right) \right| \leq O\left(n^{-\frac{1}{2}}\eta^4|z|^\frac{3}{2}\right)
\]

5.3.3. Third step: We wrap up the proof by combining the previous estimates:

\[
\left\| E[G] - G_b \right\|_F \leq \left\| \frac{z}{b}G_b \right\|_F \left( \|E[|G - G_\perp|]\|_F\|\Sigma\| + \left\| E\left[ \frac{a-b}{a}G_{-xx^T}\right]\right\|_F \right) \\
\leq \eta \cdot \left(O\left(n^{-\frac{1}{2}}\eta^3|z|\right) + O\left(n^{-\frac{1}{2}}\eta^4|z|^\frac{3}{2}\right)\right) \\
\leq n^{-\frac{1}{2}}O\left(\eta^5|z|^\frac{3}{2}\right).
\]
6. Second deterministic equivalent

We continue our analysis under the same assumptions as in Theorem 5.3.

6.1. Reformulation as a fixed point problem. Let us recall the definitions of \( \nu = \text{MP}(\gamma_n) \boxtimes \mu_\Sigma \), \( \tilde{\nu} = (1 - \gamma_n) \delta_0 + \gamma_n \nu \) and \( G^l = \left( \frac{z}{t} \Sigma - z I_p \right)^{-1} \). We let \( c = -g_\tilde{\nu}^{-1} \). In the rest of this section we will prove that \( G^c \) is close to \( E[G] \). The precise statement constitutes Theorem 6.16.

We first establish some properties of \( \nu \) and \( \tilde{\nu} \).

Lemma 6.1. \( \tilde{\nu} \) is a probability distribution, and \( g_\tilde{\nu} = \gamma_n \frac{1}{z} + \gamma_n g_\nu \).

Proof. \( \tilde{\nu} \) has total mass 1 and is a positive measure excepted maybe in \( \{0\} \) if \( \gamma_n > 1 \). In this case, from [Bel03, Theorem 4.1] we have \( \nu(\{0\}) \geq 1 - \gamma_n^{-1} \), thus \( \tilde{\nu}(\{0\}) \geq 0 \) and \( \tilde{\nu} \) is a probability measure.

The identity between the Stieltjes transforms is easily verified:

\[
g_\tilde{\nu}(z) = \int \frac{1}{t - z} \tilde{\nu}(dt) = (1 - \gamma_n) \int \frac{1}{t - z} \delta_0(dt) + \gamma_n \int \frac{1}{t - z} \nu(dt) = \frac{1}{z} + \gamma_n g_\nu(z).
\]

\( \Box \)

Let us recall the definition of \( \Omega = (-\infty, z] \) if \( z \in \mathbb{R}^+ \), and \( \Omega = \{ l \in \mathbb{C} \text{ such that } \Im(l) \geq \Im(z) \text{ and } \Im(z^{-1}l) \geq 0 \} \) if \( z \in \mathbb{C}^+ \). We introduce the following functional on \( \Omega \):

\[
F(l) = z + \frac{z}{n} \text{Tr}(G^l \Sigma)
\]

Proposition 6.2. \( c \) is a fixed point of \( F \) and \( c \in \Omega \). Moreover \( \frac{1}{p} \text{Tr}(G^c) = g_\nu \).

Proof. The fact that \( c \in \Omega \) is a consequence of the classical properties of the Stieltjes transforms. Using the properties of the multiplicative free convolution we have \( g_\nu(z) = \int \frac{1}{t - z} \nu(dt) \). Moreover \( \frac{1}{z} c = 1 - \gamma_n - \gamma_n g_\nu(z) \) using Lemma 6.1. We deduce that \( \frac{1}{p} \text{Tr}(G^c) = \int \frac{1}{z t - z} \mu_\Sigma(dt) = g_\nu(z) \). On the other hand:

\[
\frac{z}{n} \text{Tr}(G^c \Sigma) = \frac{\gamma_n}{p} \text{Tr}\left( \left( \frac{\Sigma}{c} - I_p \right)^{-1} \Sigma \right)
\]

\[
= \gamma_n \int \frac{t}{z t - 1} \mu_\Sigma(dt)
\]

\[
= \gamma_n \int c \left( 1 + \frac{1}{c} \right) \mu_\Sigma(dt)
\]

\[
= \gamma_n c(1 + zg_\nu(z)) = c - z
\]

This proves that \( c \) is indeed a fixed point of \( F \). \( \Box \)
Remark 6.3. We will prove in Corollaries 6.8 and 6.12 that $c$ is the unique fixed point of $\mathcal{F}$. The two characterizations we have for $c$ correspond to the two characterizations we mentioned for $a$ and $b$. Indeed by considering that $E[\mathcal{G}_\ldots] \approx E[\mathcal{G}] \approx \mathbf{G}^b$ in the definition of $b$, we can see that $b \approx z + \frac{z}{n} \text{Tr}(\mathbf{G}^b \Sigma)$. In other terms $b$ is an approximate fixed point of $\mathcal{F}$, and we can hope that it will get close to $c$ which is the true fixed point of $\mathcal{F}$.

The definition of $c$ using Stieltjes transforms also admits a heuristic interpretation using the co-resolvent $\hat{\mathcal{G}}$. We will later understand that $\nu = \text{MP}(\gamma_n) \otimes \mu_{\Sigma}$ is a good approximation of $\mu_K$, the spectral distribution of $K$, in the sense that their Stieltjes transforms are close. On the other hand, the spectra of $K = n^{-1}X X^\top$ and $\hat{K} = n^{-1}X^\top X$ differ by $|n - d|$ zeroes, equivalently $\mu_{\hat{K}} = (1 - \gamma_n)\delta_0 + \gamma_n\mu_K$. The measure $\hat{\nu} = (1 - \gamma_n)\delta_0 + \gamma_n\nu$ is therefore a good approximation of $\mu_{\hat{K}}$. With the help of concentration arguments, it makes sense that $b^{-1} = E[a]^{-1} = E[-\hat{\mathcal{G}}_{11}^{-1}]^{-1} \approx E[-g_{\hat{K}}]^{-1} \approx -g_\nu^{-1}$, which enlightens the choice of $c = -g_\nu^{-1}$.

Our strategy for the rest of this section is as follows: we quantify the error made when saying that $b$ is an approximate fixed point of $\mathcal{F}$ in the next proposition. We then study the stability of the fixed point equation to control the gap between $b$ and $c$. This analysis will rely on the fact that $\mathcal{F}$ is a contraction mapping, with slightly different arguments in the real and in the complex case. We finally deduce that $\mathbf{G}^c$ is close to $\mathbf{G}^b$, itself close to $E[\mathcal{G}]$, which proves Theorem 6.10.

**Proposition 6.4.** $|b - \mathcal{F}(b)| \leq O\left(n^{-1} \gamma_n^5 |z| \frac{3}{2}\right)$.

**Proof.** Let us remember the estimates obtained in the proof of Theorem 5.3 $\|E[\mathcal{G} - \mathcal{G}_\ldots]\|_F \leq O\left(n^{-\frac{1}{2}} |z| \eta^3\right)$ and $\|E[\mathcal{G}] - \mathbf{G}^b\|_F \leq O\left(n^{-\frac{1}{2}} \eta^5 |z| \frac{3}{2}\right)$. We deduce that:

\[
|b - \mathcal{F}(b)| = \left|\frac{z}{n} \text{Tr}\left(\left(E[\mathcal{G}_\ldots] - \mathbf{G}^b\right) \Sigma\right)\right|
\leq \frac{|z|}{n} \rho \left(\|E[\mathcal{G}_\ldots] - \mathbf{G}^b\|_F + \|E[\mathcal{G}] - \mathbf{G}^b\|_F\right)
\leq O\left(n^{-1} \gamma_n^5 |z| \frac{3}{2}\right).
\]

6.2. **Stability of $\mathcal{F}$ in the real case.** Let us working with $z$ belonging to $\mathbb{R}^+$. In this context we recall that $\Omega = (-\infty, z]$. Our first objective in this section is to prove that $\mathcal{F}$ is a contraction mapping around $c$ for the usual distance on $\mathbb{R}$.

**Lemma 6.5.** For any $l \in \Omega$, $z - \gamma_n \leq \mathcal{F}(l) \leq z \leq 0$. In particular $1 \leq \frac{c}{z} \leq 1 + \frac{\gamma_n}{|z|}$.

**Proof.** The matrices $\mathbf{G}^l$ and $\Sigma$ commute and are both positive semi-definite, hence the product $\mathbf{G}^l \Sigma$ is positive semi-definite. We deduce that $0 \leq \text{Tr}(\mathbf{G}^l \Sigma) \leq p |z|^{-1}$, and $-\gamma_n \leq \mathcal{F}(l) - z = \frac{z}{n} \text{Tr}(\mathbf{G}^l \Sigma) \leq 0$.

Applying these bounds to $c = \mathcal{F}(c)$ proves the second assertion. \(\square\)
Lemma 6.6. For any \( l \in \Omega \), \( \left\| \frac{z}{l} G^l \Sigma \right\| \leq \frac{1}{1 + |z|} \).

Proof. The eigenvalues of \( \frac{z}{l} G^l \Sigma = (\Sigma - U_p)^{-1} \Sigma \) are given by \( \frac{\lambda}{\lambda - l} \) where \( \lambda \) are the eigenvalues of \( \Sigma \). All \( \lambda \) belong to \([0, 1]\) and \( l \leq z < 0 \), so we have the following inequalities:

\[
0 \leq \frac{\lambda}{\lambda - 1} = \frac{\lambda}{\lambda + |l|} \leq \frac{\lambda}{\lambda + |z|} \leq \frac{1}{1 + |z|}.
\]

We deduce that all the eigenvalues of \( \frac{z}{l} G^l \Sigma \) belong to \([0, \frac{1}{1 + |z|}]\), which proves the bound in spectral norm. □

Proposition 6.7. \( F \) is a contraction mapping around \( c \). More precisely, \( F \) is \( k_F \)-Lipschitz around \( c \) with \( k_F = \frac{\gamma_n}{(1 + |z|)(\gamma_n + |z|)} < 1 \).

Proof. For any \( l \), using a resolvent identity:

\[
F(c) - F(l) = \frac{z}{n} \text{Tr} \left( \left( G^c - G^l \right) \Sigma \right)
= \frac{z}{n} \text{Tr} \left( G^c \left( \frac{z}{l} - \frac{z}{c} \right) \Sigma G^l \Sigma \right)
= \frac{c - l}{n} \text{Tr} \left( \frac{z}{c} G^c \Sigma \frac{z}{l} G^l \Sigma \right).
\]

A straightforward application of the last lemma would only yield a Lipschitz factor of \( \gamma_n (1 + |z|)^{-\frac{1}{2}} \) which may not be small enough. To go beyond, we exploit the fact that \( c \) is a fixed point of \( F \), in particular \( 1 - \frac{z}{c} = \frac{1}{n} \text{Tr} \left( \frac{z}{c} G^c \Sigma \right) \).

All the matrices commute in the above expression, and we can use the bounds of the preceding lemmas to obtain:

\[
|F(c) - F(l)| \leq |c - l| \cdot \left| \frac{1}{n} \text{Tr} \left( \frac{z}{c} G^c \Sigma \right) \right| \cdot \left\| \frac{z}{l} G^l \Sigma \right\|
\leq |c - l| \cdot \left( 1 - \frac{z}{c} \right) \cdot \frac{1}{1 + |z|}
\leq |c - l| \cdot \left( 1 - \frac{1}{1 + \frac{z}{|z|}} \right) \cdot \frac{1}{1 + |z|}
= |c - l| \cdot \frac{\gamma_n}{(1 + |z|)(\gamma_n + |z|)}.
\]

Corollary 6.8. In the real case, \( c \) is the unique fixed point of \( F \).

Proof. If \( l \) is a fixed point of \( F \), then \(|l - c| = |F(l) - F(c)| \leq k_F |l - c|\). Given that \( k_F < 1 \), necessarily \(|l - c| = 0\) and \( l \) must be equal to \( c \). □

Proposition 6.9. \( |b - c| \leq O \left( n^{-1} |z|^{-\frac{3}{2}} \right) \).

Proof. With \( k_F = \frac{\gamma_n}{(1 + |z|)(\gamma_n + |z|)} \leq \frac{1}{1 + |z|} < 1 \), by Proposition

\[
|b - c| \leq |b - F(b)| + |F(b) - F(c)| \leq |b - F(b)| + k_F |b - c|.
\]
Given that $|b - \mathcal{F}(b)| \leq O\left(n^{-1}|z|^{-\frac{3}{2}}\right)$ by Proposition 6.4 and $\frac{1}{1-k_F} \leq 1 + \frac{|z|}{|z|} \leq O(|z|^{-1})$, we deduce that $|b - c| \leq \frac{|b - \mathcal{F}(b)|}{1-k_F} \leq O\left(n^{-1}|z|^{-\frac{3}{2}}\right)$.

$\square$

6.3. **Stability of $\mathcal{F}$ in the complex case.** We are now working with $z$ belonging to $\mathbb{C}^+$. In this context we recall that $\Omega = \{t \in \mathbb{C} \text{ such that } \Im(t) \geq \Im(z) \text{ and } \Im(z^{-1}t) \geq 0\}$. As in the last section, we would like $\mathcal{F}$ to be a contraction mapping. To this end we need to ditch the usual metric on $\mathbb{C}^+$, and work instead with the following semi-metric:

$$d(\omega_1, \omega_2) = \frac{|\omega_1 - \omega_2|}{\Im(\omega_1) \Im(\omega_2)^{\frac{1}{2}}}.$$  

**Lemma 6.10.** *For any* $t \in \Omega$, *$\Im(z) \leq \Im(\mathcal{F}(t)) \leq \Im(z) + \gamma_n|z|\eta$, and:*

$$\Im(\mathcal{F}(t)) - \Im(z) = \frac{|z|^2}{\eta^2} \Im(t) \|\Sigma G^t\|^2.$$

**Proof.** Applying the resolvent identity to $zG^t = \left(\frac{\Sigma}{t} - I_p\right)^{-1}$ and $\overline{zG^t} = \left(\frac{\Sigma}{\overline{t}} - I_p\right)^{-1}$ leads to:

$$\Im(zG^t) = \frac{1}{2i}zG^t\left(\frac{\Sigma}{t} - \frac{\Sigma}{\overline{t}}\right)\overline{zG^t} = |z|^2 \Im(t) \|\Sigma G^t\|^2 \overline{\Sigma G^t}.$$

From there we deduce that:

$$\Im(\mathcal{F}(t)) = \Im(z) + \frac{1}{n} \text{Tr}\left(\Sigma \Im(zG^t)\right)$$

$$= \Im(z) + \frac{|z|^2}{\eta^2} \Im(t) \text{Tr}\left(\Sigma G^t \overline{\Sigma G^t}\right)$$

$$= \Im(z) + \frac{|z|^2}{\eta^2} \Im(t) \|\Sigma G^t\|^2$$

This identity proves the lower bound on $\Im(\mathcal{F}(t))$. The upper bound is a consequence of: $\left|\frac{1}{n} \text{Tr}\left(\Sigma \Im(zG^t)\right)\right| \leq \gamma_n \cdot \|\Sigma\| \cdot \|\Im(zG^t)\| \leq \gamma_n|z|\eta$.  

$\square$

**Proposition 6.11.** $\mathcal{F}$ is an *Lipschitz continuous mapping* with respect to $d$. More precisely, $\mathcal{F}$ is $k_F$-Lipschitz with $k_F = \frac{\gamma_n|z|\eta^2}{1 + \gamma_n|z|\eta^2} < 1$.

**Proof.** For any $t, t' \in \Omega$, using a resolvent identity:

$$\mathcal{F}(t) - \mathcal{F}(t') = \frac{z}{n} \text{Tr}\left((G^t - G^{t'})\Sigma\right)$$

$$= \frac{z}{n} \text{Tr}\left(G^t \left(\frac{z}{t} - \frac{z}{t'}\right) \Sigma G^{t'}\right)$$

$$= \frac{z^2}{n} \frac{t - t'}{|t'|} \text{Tr}\left(G^t \Sigma G^{t'}\right).$$
We can recognize $d(I, I') = \frac{|I - I'|}{\Im(I)^{1/2} \Im(I')^{1/2}}$ and the expression for $\Im(F(I)) - \Im(z)$ from the preceding lemma:

$$|F(I) - F(I')| \leq \frac{|z|^2 |I - I'|}{n \|F\|^2} \|G'\Sigma\|_F \|G'\Sigma\|_F$$

$$= \frac{|I - I'|}{\Im(I)^{1/2} \Im(I')^{1/2}} \left( \frac{|z|^2 \Im(F(I))^2}{n \|F\|^2} \right)^{1/2} \left( \frac{|z|^2 \Im(F(I'))^2}{n \|F\|^2} \right)^{1/2}$$

$$= d(I, I')(\Im(F(I)) - \Im(z))^{1/2} (\Im(F(I')) - \Im(z))^{1/2}.$$  

We thus have:

$$d(F(I), F(I')) = \frac{|F(I) - F(I')|}{\Im(F(I))^{1/2} \Im(F(I'))^{1/2}}$$

$$\leq d(I, I') \left( 1 - \frac{\Im(z)}{\Im(F(I))} \right)^{1/2} \left( 1 - \frac{\Im(z)}{\Im(F(I'))} \right)^{1/2}.$$  

Given that $\Im(z) \leq \Im(F(I)) \leq \Im(z) + \gamma_n |z| \eta$, we have $0 \leq 1 - \frac{\Im(z)}{\Im(F(I))} \leq 1 - (1 + \gamma_n |z| \eta)^{-1} = \frac{\gamma_n |z| \eta^2}{1 + \gamma_n |z| \eta^2}$, hence $d(F(I), F(I')) \leq \frac{\gamma_n |z| \eta^2}{1 + \gamma_n |z| \eta^2} d(I, I').$

□

**Corollary 6.12.** In the complex case, $c$ is the unique fixed point of $F$.

**Proof.** In order to obtain a contradiction, let $I \in \Omega$ be a fixed point of $F$ such that $I \neq c$. Using lemma 6.10, $\Im(I) = \Im(F(I)) = \Im(z) + \frac{|z|^2 \Im(F(I))^2}{n \|F\|^2}$. Since $\Im(z) > 0$, we have $1 > \frac{|z|^2}{n \|F\|^2} \|\Sigma G'\|^2_F$. Similarly $1 > \frac{|z|^2}{n \|G'\|^2_F} \|\Sigma G'\|^2_F$.

As seen in the proof of Proposition 6.11 we have $I - c = F(I) - F(c) = \frac{z^2}{n} \frac{1 - c}{k} \text{Tr}(G' \Sigma G' \Sigma)$. We obtain a contradiction after taking a Cauchy-Schwarz inequality:

$$1 = \frac{|z|^2}{n} \frac{1}{\|F\|^2} \text{Tr}(G' \Sigma G' \Sigma) \leq \frac{|z|^2}{n} \frac{1}{\|F\|^2} \|G'\Sigma\|_F \|G'\Sigma\|_F > 1.$$  

□

Our second objective in this section is to use the contraction property of $F$ to quantify how $b$ and $c$ are close. Since $d$ is not a true metric (it lacks the triangular inequality), we need a few additional lemmas:

**Lemma 6.13.** Given $\omega_1$ and $\omega_2 \in \mathbb{C}^+$, \[ \frac{1}{\Im(\omega_1)^2} \leq \left| \frac{1}{\Im(\omega_2)^2} (1 + d(\omega_1, \omega_2)) \right| \]
Proof. It is simply a matter of computing:

\[
\frac{1}{\Im(\omega_1)^\frac{2}{k}} = \frac{1}{\Im(\omega_2)^\frac{2}{k}} \left( 1 + \frac{\Im(\omega_2)^\frac{2}{k} - \Im(\omega_1)^\frac{2}{k}}{\Im(\omega_1)^\frac{2}{k}} \right) = \frac{1}{\Im(\omega_2)^\frac{2}{k}} \left( 1 + \frac{\Im(\omega_2) - \Im(\omega_1)}{\Im(\omega_1) \left( \Im(\omega_2)^\frac{2}{k} + \Im(\omega_1)^\frac{2}{k} \right)} \right)
\]

\[
\left| \frac{1}{\Im(\omega_1)^\frac{2}{k}} \right| \leq \frac{1}{\Im(\omega_2)^\frac{2}{k}} \left( 1 + \frac{|\Im(\omega_2) - \Im(\omega_1)|}{\Im(\omega_1) \left( \Im(\omega_2)^\frac{2}{k} + \Im(\omega_1)^\frac{2}{k} \right)} \right)
\]

\[
\leq \frac{1}{\Im(\omega_2)^\frac{2}{k}} (1 + d(\omega_1, \omega_2)).
\]

\[\square\]

**Lemma 6.14.** Let \( f : \mathbb{C}^+ \to \mathbb{C}^+ \) be \( k_f \)-Lipschitz with respect to \( d \), let \( c \) be a fixed point of \( f \) and let \( b \in \mathbb{C}^+ \) be another point. We let \( \Delta = d(b, f(b)) \). Provided \( k_f(1 + \Delta) < 1 \), then the following inequality holds true:

\[
|c - b| \leq \frac{|f(b) - b|}{1 - k_f(1 + \Delta)}.
\]

Proof. Using the above lemma with \( \omega_1 = b \) and \( \omega_2 = f(b) \), we have:

\[
\frac{|c - f(b)|}{\Im(c)^\frac{2}{k} \Im(b)^\frac{2}{k}} \leq \frac{|c - f(b)|}{\Im(c)^\frac{2}{k} \Im(f(b))^\frac{2}{k}} (1 + d(b, f(b))) \leq k_f d(c, b)(1 + \Delta).
\]

Therefore:

\[
d(c, b) = \frac{|c - b|}{\Im(c)^\frac{2}{k} \Im(b)^\frac{2}{k}} \leq \frac{|c - f(b)|}{\Im(c)^\frac{2}{k} \Im(b)^\frac{2}{k}} + \frac{|f(b) - b|}{\Im(c)^\frac{2}{k} \Im(b)^\frac{2}{k}} \leq k_f d(c, b)(1 + \Delta) + \frac{|f(b) - b|}{\Im(c)^\frac{2}{k} \Im(b)^\frac{2}{k}}.
\]

Provided \( k_f(1 + \Delta) < 1 \), we obtain:

\[
d(c, b) \leq \frac{1}{1 - k_f(1 + \Delta)} \frac{|f(b) - b|}{\Im(c)^\frac{2}{k} \Im(b)^\frac{2}{k}}
\]

\[
|c - b| \leq \frac{|f(b) - b|}{1 - k_f(1 + \Delta)}.
\]

\[\square\]

We will now prove the equivalent of Proposition [6.13] in the complex case.

**Proposition 6.15.** If \( \eta^8 |z|^2 = o(n) \), then \( |b - c| \leq O\left(n^{-1} \eta^7 |z|^\frac{2}{k}\right) \).
Proof. We want to apply Lemma 6.14 to the function \( F \), the true fixed point \( c \) and the approximate fixed point \( b \). We have:
\[
\Delta = d(b, F(b)) = \frac{|b - F(b)|}{\Im(b) + \Im(F(b))} \leq O\left( n^{-1} \eta^2 |z|^\frac{1}{2} \right),
\]
since \( \Im(b) \) and \( \Im(F(b)) \geq \Im(z) = \eta^{-1} \). On the other hand \( F \) is \( k_F \)-Lipschitz with \( k_F = \frac{\gamma_n \eta^2 |z|}{1 + \gamma_n |z|^2} \). If \( \eta^8 |z|^\gamma = o(n) \), then \( \gamma_n \eta^2 |z| \Delta \to 0 \) and for \( n \) large enough:
\[
k_F(1 + \Delta) = \frac{\gamma_n \eta^2 |z| + \gamma_n \eta^2 |z| \Delta}{1 + \gamma_n \eta^2 |z|} \leq \frac{\gamma_n \eta^2 |z| + 0.5}{1 + \gamma_n \eta^2 |z|} = 1 - \frac{1}{2(1 + \gamma_n \eta^2 |z|)} < 1.
\]
From Lemma 6.14 we have:
\[
1 - k_F(1 + \Delta) \leq 2\left( 1 + \gamma_n \eta^2 |z| \right) \leq O\left( \eta^2 |z| \right).
\]
We deduce that:
\[
|c - b| \leq \frac{|F(b) - b|}{1 - k_F(1 + \Delta)} \leq O\left( n^{-1} \eta^2 |z|^\gamma \right).
\]

6.4. Proof of the second deterministic equivalent. Let us recall the definitions of \( \nu = \text{MP}(\gamma_n) \Re \mu_{\Sigma} \), \( \nu = (1 - \gamma_n) \delta_0 + \gamma_n \nu, \epsilon = -g_\delta^{-1} \), and \( G^t = \left( \frac{1}{c} \Sigma - zI_p \right)^{-1} \).

Theorem 6.16 (Second equivalent). Let \( z(n) \) be a sequence of spectral arguments in \( \mathbb{R}^* \). If \( O(n^{-1}) \leq |z|^7 \leq O(1) \), then:
\[
\| E[\mathcal{G}] - G^t \|_F \leq O\left( \frac{1}{n^4 |z|^\frac{11}{2}} \right)
\]
If \( z(n) \) is a sequence of spectral arguments in \( \mathbb{C}^+ \) such that \( \Im(z) \) is bounded and \( \Im(z)^{-16} |z|^7 = o(n) \), then:
\[
\| E[\mathcal{G}] - G^t \|_F \leq O\left( \frac{|z|^\frac{7}{2}}{n^4 \Im(z)^{9}} \right)
\]

Remark 6.17. In the real case, the assumptions on \( z \) are not strictly necessary to obtain an explicit bound. Indeed we can always find a \( O\left( n^{-1} |z|^{-2}\kappa \right) \) estimate with the same parameters as in the remark following Theorem 6.3.

\( \sigma^2 = |z|^{-2} (1 + n^{-1} |z|^{-1}) \) and \( \kappa = \sigma^2 |z|^{-1} + |z|^{-2} \).

The situation in the complex case is however different this time, because we really need \( \Im(z)^{-16} |z|^7 = o(n) \) to prove the stability of the fixed point problem. This is a stronger hypothesis than the hypothesis \( \Im(z)^{-10} |z|^3 \leq O(n) \) we used for mere convenience in the first deterministic equivalent.

Also note that the exponent in the real case is slightly better than the one we would obtain by replacing \( \Im(z) \) in the complex setting by \( |z| \) in the real setting (11/2 instead of 13/2). Surprisingly enough, this lack of symmetry does not come from the different methods we use to analyze the stability of the fixed point equation, but rather from a difference in the Lipschitz parameter of the application \( I \in \Omega \mapsto G^t \) as we will see in the upcoming proof.
Proof. We have quantified how close $b$ and $c$ are in Propositions 6.9 and 6.13 and we can derive a Lipschitz property for $i \mapsto G^i$ using a resolvent identity:

$$\left\| G^i - G^{i'} \right\|_F = \left\| z |l - l'| G^{i'} f \Sigma G^i f \right\|_F \leq p \frac{1}{|z|} \left\| G^{i'} f \Sigma G^i f \right\| \cdot \left\| \tilde{z} c G^{i'} \Sigma G^i f \right\|_F.$$ 

This is where we can get better exponents in the real case using Lemma 6.6

$$\left\| \tilde{z} c G^{i'} \Sigma G^i f \right\| \leq \frac{1}{1 + |z|} \leq 1,$$

thus:

$$\left\| G^c - G^b \right\|_F \leq p \frac{1}{|z|} O\left( n^{-\frac{1}{2}} \eta^2 \right) \eta^{-1} \leq O\left( n^{-\frac{1}{2}} \eta^2 \right).$$

In the complex case, we only have $\left\| \tilde{z} c G^{i'} \Sigma G^i f \right\| \leq \eta$ by Proposition 5.2 thus:

$$\left\| G^c - G^b \right\|_F \leq p \frac{1}{|z|} O\left( n^{-\frac{1}{2}} \eta^2 \right) \eta^{-1} \leq O\left( n^{-\frac{1}{2}} \eta^2 \right).$$

In both cases, the first deterministic equivalent in Theorem 5.3 gives a term of lesser magnitude for $\left\| \mathbb{E}[G] - G^b \right\|_F$, which completes the proof since:

$$\left\| \mathbb{E}[G] - G^i \right\|_F \leq \left\| \mathbb{E}[G] - G^b \right\|_F + \left\| G^c - G^b \right\|_F.$$ 

\[ \square \]

7. Proof of the main results

Most of the technical work is already achieved in the sections 4-6. For instance, the Proposition 2.2 stating the concentration of $G_K(z)$ is a direct consequence of Corollary 4.3. Indeed with $\eta = |z|^{-1}$ if $z \in \mathbb{R}^+$, we have $n^{-\frac{1}{2}} \eta^2 |z|^{-\frac{1}{2}} = n^{-\frac{1}{2}} |z|^{-\frac{1}{2}}$. With $\eta = \Im(z)^{-1}$ if $z \in \mathbb{C}^+$ we have $n^{-\frac{1}{2}} \eta^2 |z|^{-\frac{1}{2}} = n^{-\frac{1}{2}} \Im(z)^{-2} |z|^{-\frac{1}{2}}$.

The conclusions of our main theorems 2.3 are exactly the same as in Theorem 6.10 after carefully comparing the definitions of the deterministic equivalent. We need however to add a quick argument for the Proposition 2.4 and the Corollary 2.5.

Proof of Proposition 2.4. From 2.3 uniformly in any $A \in \mathbb{R}^{p \times p}$ we have:

$$\left| \Tr(\mathbb{E}[G_K(z)] A - G(z) A) \right| \leq \left\| \mathbb{E}[G_K(z)] - G(z) \right\|_F \cdot \left\| A \right\|_F \leq \left\| A \right\|_F O\left( \frac{\kappa}{n^2} \right),$$

where $\kappa = \frac{1}{|z|^{\frac{1}{2}}}$ in the real case, or $\kappa = \frac{|z|^{\frac{1}{2}}}{\Im(z)^{\frac{3}{2}}}$ in the complex case. On the other hand, from Propositions 2.2 3.2 and 3.3 uniformly in any $A \in \mathbb{R}^{p \times p}$ we have:

$$\left| \Tr(\mathbb{E}[G_K(z)] A - \mathbb{E}[G_K(z)] A) \right| \leq \left\| A \right\|_F O\left( \frac{\tau (\log n)^{\frac{1}{2}}}{n^2} \right) \text{ a.s.}$$

where $\tau = \frac{1}{|z|^{\frac{1}{2}}}$ in the real case, or $\tau = \frac{|z|^{\frac{3}{2}}}{\Im(z)^{\frac{3}{2}}}$ in the complex case.
In both scenarios, \( \tau \leq O(\kappa) \). Indeed in the real case, \( \tau \kappa^{-1} = |z|^4 \leq O(1) \).

In the complex case, \( \tau \kappa^{-1} = \Im(z)^7 |z|^{-2} \leq \Im(z)^5 \leq O(1) \). We deduce that uniformly in any \( A \in \mathbb{R}^{p \times p} \):

\[
|\text{Tr}(G_K(z)A - G(z)A)| \leq |\text{Tr}(G_K(z)A - \mathbb{E}[G_K(z)]A)| + |\text{Tr}(\mathbb{E}[G_K(z)]A - G(z)A)| \\
\leq \|A\|_F O \left( \frac{\kappa(\log n)^{\frac{1}{2}}}{n^{\frac{1}{2}}} \right) \quad \text{a.s.}
\]

\[\square\]

**Proof or Corollary 2.5.** Considering \( A = p^{-1}I_p \) which satisfies \( \|A\|_F = p^{-\frac{1}{2}} = O(n^{-\frac{1}{2}}) \), and using the identity \( p^{-1}\text{Tr}G(z) = g_\nu(z) \) from Proposition 6.2 yield:

\[
\left| \frac{1}{p} \text{Tr}G_K(z) - \frac{1}{p} \text{Tr}G(z) \right| = \left| g_K(z) - g_\nu(z) \right| \leq O \left( \frac{\kappa(\log n)^{\frac{1}{2}}}{n} \right) \quad \text{a.s.}
\]

Uniformly in \( u \in \mathbb{S}^{p-1} \), with \( A = uu^\top \), \( \|A\|_F = \|u\| = 1 \):

\[
\left| \text{Tr}(G_K(z)uu^\top - G(z)uu^\top) \right| = \left| g_{\mu,K,u}(z) - u^\top G(z)u \right| \leq O \left( \frac{\kappa(\log n)^{\frac{1}{2}}}{n^{\frac{1}{2}}} \right) \quad \text{a.s.}
\]

Finally the third assertion is a consequence of the polarization identity for symmetric matrices, which relates the entries of \( M \) to terms like \( u^\top M u \):

\[
2M_{ij} = (e_i + e_j)^\top M(e_i + e_j) - e_i^\top Me_i - e_j^\top Me_j.
\]

\[\square\]
8. Bounds in Kolmogorov distance

The goal of this section is to prove Theorem 8.6 which provides an asymptotic bound in Kolmogorov distance given a quantitative bound on the Stieltjes transforms of probability distributions. It closely follows the ideas of [BM20, Theorem 5.2], with some key differences. First of all we do not ask for estimates of the Stieltjes transforms on the whole complex upper plane, but rather on specific sequences that will appear in the proof. This broader setting will be well adapted to the conclusions of Theorem 2.3. Compared to the work of [BM20], we also do not require weak convergence of the distributions, and we work without uniform bounds on the support of our distributions. More precisely, we open the possibility that their second moments grow slowly to $\infty$.

Let us remind the notations $F_\nu$ for the cumulative distribution function (CDF) of $\nu$, and $\Delta(\nu, \mu) = \sup_{t \in \mathbb{R}} |F_\nu(t) - F_\mu(t)|$ for the Kolmogorov distance between $\nu$ and $\mu$. The following well-known facts are well-surveyed in [GH03]: the convergence in Kolmogorov distance implies the weak convergence for probability measures, and there is even an equivalence if the limiting measure admits a Hölder continuous CDF.

8.1. Bound for fixed measures. To compare distributions in Kolmogorov distance we will first need a few technical lemmas for fixed probability measures $\mu$ and $\nu$ on $\mathbb{R}^+$. We start with the so-called Bai’s Inequality [BZ08, Theorem 2.1]:

**Lemma 8.1.** Let $a = \tan \left(\frac{3\pi}{8}\right)$. If $\int_{\mathbb{R}} |F_\nu(t) - F_\mu(t)|dt < \infty$, then for any $y > 0$:

$$\Delta(\mu, \nu) \leq \frac{2}{\pi} \left( \int_{\mathbb{R}} |g_\nu - g_\mu|(t + iy)dt + \frac{1}{y} \sup_{x \in \mathbb{R}} \int_{[\pm 2ya]} |F_\mu(x + t) - F_\mu(x)|dt \right)$$

The following tail bound for the Stieltjes transforms is a consequence of the intermediate result [BM20, Lemma 5.5]:

**Lemma 8.2.** If $\mu$ and $\nu$ have finite second moments, smaller than $\sigma \geq 1$, then for any $y \in (0, 1)$ and $A > 0$ we have:

$$\int_{(\pm A)^c} |g_\nu - g_\mu|(t + iy)dt \leq \frac{4\sigma^3}{y^2 A}$$

Finally the last lemma is a simple consequence of the Hölder property:

**Lemma 8.3.** If $F_\mu$ is Hölder continuous with constant $C$ and exponent $\beta \in (0, 1]$, then for any $y > 0$:

$$\frac{1}{y} \sup_{x \in \mathbb{R}} \int_{[\pm 2ya]} |F_\mu(x + t) - F_\mu(x)|dt \leq 50Cy^\beta$$

Cutting the first integral of Lemma 8.1 in $\pm A$ and using the lemmas gives the following estimate for the Kolmogorov distance between two fixed measures:
Proposition 8.4. Suppose that \( \mu \) and \( \nu \) have finite second moments, smaller than \( \sigma \geq 1 \), that \( \int |F_\nu(t) - F_\mu(t)| dt < \infty \), and that \( F_\mu \) is Hölder continuous with constant \( C \) and exponent \( \beta (0,1] \).

There is a new constant \( C' > 0 \), only depending on \( C \), such that for any \( y \in (0,1) \) and \( A > 0 \):

\[
\Delta(\mu, \nu) \leq C' \left( A \max_{t \in [\pm A]} |g_\nu - g_\mu|(t + iy) + \frac{\sigma^3}{y^2 A} + y^\beta \right).
\]

8.2. Asymptotic bound. Let us consider \( \mu_n \) and \( \nu_n \) two sequences of probability measures on \( \mathbb{R}^+ \) satisfying:

Assumptions 8.5. (1) \( \int \mathbb{R} |F_{\nu_n}(t) - F_{\mu_n}(t)| dt < \infty \) for all \( n \) (a uniform bound is not required).

(2) All CDFs \( F_{\mu_n} \) are uniformly Hölder continuous with the same exponent \( \beta (0,1] \) and constant \( C > 0 \).

(3) \( \mu_n \) and \( \nu_n \) have finite second moments bounded by a sequence \( (\sigma_n) \geq 1 \).

(4) There are exponents \( k, l \in (0, \infty) \) and a sequence \( (\epsilon_n) > 0 \) with \( (\sigma_n^{3(1+l)} \epsilon_n) \to 0 \) such that, for any \( z \in \mathbb{C}^+ \):

\[
|g_{\mu_n}(z) - g_{\nu_n}(z)| \leq \epsilon_n \frac{|z|^l}{(3z)^k}.
\]

This last assumption may be replaced by the following weaker version:

(4') There are exponents \( k, l \in (0, \infty) \), and a sequence \( (\epsilon_n) > 0 \) with \( (\sigma_n^{3(1+l)} \epsilon_n) \to 0 \) such that, setting \( y_n = \left( \sigma_n^{3(1+l)} \epsilon_n \right)^{\frac{1}{2 + 2 + (2 + l)}} \) and

\[
A_n = \left( \frac{\sigma_n}{\epsilon_n} \right)^{\frac{1}{2 + 2 + (2 + l)}},
\]

the following inequality holds:

\[
\sup_{z = t + iy_n, t \in (\pm A_n)} |g_{\mu_n}(z) - g_{\nu_n}(z)| \leq \epsilon_n \frac{|A_n + iy_n|^l}{y_n^l}.
\]

Theorem 8.6. Under the Assumptions 8.5,

\[
\Delta(\mu_n, \nu_n) \leq O\left( \left( \sigma_n^{3(1+l)} \epsilon_n \right)^{\frac{1}{2 + 2 + (2 + l)}} \right).
\]

Proof. The idea is to optimize the inequality given by Proposition 8.4 in both \( y \) and \( A \). We pass on the details leading to the aforementioned choices of \( y_n \) and \( A_n \). We claim that \( \epsilon_n \frac{A_n^{1+l}}{y_n^k} = \frac{\sigma_n^3}{y_n^2 A_n} = y_n^\beta \). This fact is related to the properties of optimizing sequences and can also be checked manually.

Indeed \( A_n^{1+l} = \frac{\sigma_n^3}{\epsilon_n^{1+(2+l)k}} \Rightarrow \epsilon_n A_n^1 = \frac{\sigma_n^3}{y_n^2 A_n} \), and:

\[
\frac{\sigma_n^3}{y_n^2 A_n} = \sigma_n^3 y_n^2 \left( \frac{\sigma_n}{\epsilon_n} \right)^{\frac{1}{2 + 2 + l}} = \left( \sigma_n^{3(1+l)} \epsilon_n \right)^{\frac{1}{2 + 2 + l}} = y_n^\beta.
\]
Also note that $y_n \to 0$, and $A_n \geq y_n^{-2-\beta} \to \infty$, in particular $(y_n) \in (0,1)$ and $A_n \geq 1$ for $n$ large enough. From Assumption 8.5 (4’):

$$\max_{t \in (-A_n, A_n)} |g_{\nu_n}(t + iy_n) - g_{\mu_n}(t + iy_n)| \leq \epsilon_n \frac{|A_n + iy_n|^l}{y_n^k} \leq O\left(\epsilon_n \frac{A_n^l}{y_n^k}\right).$$

We finally apply Proposition 8.4

$$
\Delta(\mu_n, \nu_n) \leq C'\left(\frac{A_n^l}{y_n^k}\right) \leq C'\left(\epsilon_n \frac{A_n^{1+l}}{y_n^k} + \frac{\sigma_n^2}{y_n^2 A_n} + y_n^\beta\right)
\leq C'\left(\epsilon_n \frac{A_n^{1+l}}{y_n^k} + \frac{\sigma_n^2}{y_n^2 A_n} + y_n^\beta\right)
\leq O\left(y_n^\beta\right) \leq O\left(\left(\sigma_n^{3(1+l)}\epsilon_n\right)^{\frac{1}{2}+2+2\gamma}\right).
$$

□

8.3. Application to the ESD of sample covariance matrices. Let us go back to the setting of our main result. To apply Theorem 8.6 given the bound of Corollary 2.5, we need to address two difficulties: the Hölder property for the CDF of $\nu_n = MP(\gamma_n) \boxtimes \mu_\Sigma$, and a control on the second moment of $\mu_K$.

**Lemma 8.7.** If $\Sigma$ is invertible and $|||\Sigma^{-1}|||$ is bounded, then all CDF of $\nu_n$ are uniformly $1/2$-Hölder continuous on $\mathbb{R}^+$. If moreover $\gamma_n \leq 1$, the same property holds on $\mathbb{R}$.

*Proof.* $\nu_n = MP(\gamma_n) \boxtimes \mu_\Sigma$ is supported on $\left[0, (1 + \gamma_n^\frac{1}{2})^2\lambda_{\max}(\Sigma)\right]$ and admits a continuous density on $f_\nu$ on $(0, \infty)$ that satisfies $f_\nu(t) \leq t^{-1}(\lambda_{\min}(\Sigma)t\gamma_n)^{-\frac{1}{2}}$ ([BH12, Lemma 2.3]). Given the bounds on $\gamma_n$ and the eigenvalues of $\Sigma$, we deduce that all $F_{\nu_n}$ are uniformly $1/2$-Hölder continuous on $\mathbb{R}^+$. In the case $\gamma_n \leq 1$, all $F_{\nu_n}$ are identically equal to 0 on $(-\infty, 0]$, hence the Hölder continuity on $\mathbb{R}$. □

**Lemma 8.8.** $|||K||| \leq O(1)$ a.s. In particular $\mu_K$ have uniformly bounded support a.s. and the second moments of $\mu_K$ are uniformly bounded a.s.

*Proof.* From Proposition 8.3 we have $|||X - \mathbb{E}[X]||| \leq O\left(n^{\frac{1}{4}}\right)$ a.s. Given that $|||\mathbb{E}[X]||| = n^{\frac{1}{2}}|||\mathbb{E}[x]||| = O(n^{\frac{1}{2}})$, we also have $|||X||| \leq O\left(n^{\frac{1}{4}}\right)$ a.s. As a consequence, $|||K||| = n^{-1}|||X|||^2 \leq O(1)$ a.s. which in turn implies that $\mu_K$ have uniformly bounded support and uniformly bounded second moments a.s. □

*Proof of Theorem 2.4* Let us first treat the case where all $\gamma_n \leq 1$. We want to apply Theorem 8.6 with the measures $\mu_K$ and $\nu$.

The Assumptions (1), (2) and (3), with $\beta = 1/2$ and $\sigma_n = 1$, are consequences of the previous lemmas. Let us explain why the Assumption (4’), with $l = k = 9$ and $\epsilon_n = n^{-1}(\log n)^\frac{1}{2}$ holds true. $y_n = \epsilon_n \frac{A_n + iy_n}{y_n^8}$ is bounded and $A_n = y_n^{-2-\beta} = \epsilon_n^{-5/6}$, hence $\frac{|A_n + iy_n|^l}{y_n^k} \leq O\left(\epsilon_n^{67/69}\right)$.
All \( z = t + iy_n \), where \( t \in (±A_n) \), satisfy the Assumptions of Corollary 2.5, which is why:
\[
\max_{t \in (±A_n)} |g_{\nu_n}(t + iy_n) - g_{\mu_n}(t + iy_n)| \leq \max_{t \in (±A_n)} \frac{\epsilon_n |t + iy_n|^2}{y_n^g} \leq O\left(\epsilon_n A_n^0 y_n^9\right).
\]

We conclude that \( \Delta(\mu_K, \nu) \leq O\left(\epsilon_n^{1/69}\right) \leq O\left(n^{-1/70}\right) \).

In the case where all \( \gamma_n \geq 1 \), \( \nu \) has an atom at 0 (see Lemma 6.1) and \( F_{\nu} \) is even discontinuous. We work instead on \( \tilde{\nu} \), thanks to the following formulas:
\[
\begin{align*}
\mu_K &= (1 - \gamma_n)\delta_0 + \gamma_n \mu_K, \\
g_K &= \frac{\gamma_n - 1}{z} + \gamma_n g_K, \\
F_{\mu_K} &= (1 - \gamma_n)1_{\mathbb{R}^+} + \gamma_n F_{\mu}, \\
\nu &= (1 - \gamma_n)\delta_0 + \gamma_n \nu, \\
g_{\nu} &= \frac{\gamma_n - 1}{z} + \gamma_n g_{\nu}, \\
F_{\nu} &= (1 - \gamma_n)1_{\mathbb{R}^+} + \gamma_n F_{\nu}.
\end{align*}
\]
\( \tilde{\nu} \) has no atom in 0, hence all \( F_{\nu} \) are identically equal to 0 on \((−\infty, 0]\). Given that they also are uniformly \( \frac{1}{2} \)-Hölder continuous on \( \mathbb{R}^+ \), they are uniformly \( \frac{1}{2} \)-Hölder continuous on \( \mathbb{R} \). Since \( |g_K - g_{\nu}| = \gamma_n |g_K - g_{\nu}| \), we can apply Theorem 8.6 with the measures \( \mu_K \) and \( \tilde{\nu} \). We conclude that \( \Delta(\mu_K, \nu) = \gamma_n^{-1} \Delta(\mu_K, \tilde{\nu}) \leq O\left(n^{-1/70}\right) \).

In all generality, we apply the arguments on the subsequences corresponding to \( \gamma_n \leq 1 \) and \( \gamma_n > 1 \) and we still retrieve the same result. □

Remark 8.9. In the application of Theorem 8.6, choosing indices \( l = 5/2 \) and \( k = 9 \) as in Corollary 2.5 would lead to \( \frac{A_n^7}{y_n^g} \leq O(\epsilon_n)^{-143/73} \not\leq o(n) \) which does not match the hypothesis of Corollary 2.5. We could have chosen however any \( l = (43 + \epsilon)/5 \), which yields \( \Delta(\mu_K, \nu) \leq O(n^{-1/67−\epsilon'}) \). Given that our quantitative bound is not optimal in the first place, we choose not to include this technical detail in the result.
To prove Corollary 2.8 we need a bound on the Kolmogorov distance between Marčenko-Pastur distributions with different shape parameters. Surprisingly enough, we could not find any references for this question, which is why we propose our own proof below.

Lemma 8.10. If $\gamma$ and $\gamma' > 0$, then $\Delta(\text{MP}(\gamma),\text{MP}(\gamma')) \leq \frac{|\gamma - \gamma'|}{\max(\gamma,\gamma')}$.  

Proof. Let $n$ and $p \geq p'$ be fixed integers, and consider a random matrix $Y \in \mathbb{R}^{p \times n}$ filled with iid($\mathcal{N}$) entries. We set $Y' := (Y_{ij})_{1 \leq i \leq p',1 \leq j \leq n}$ to be the first $p' \times n$ block matrix of $Y$, and we define the sample covariance matrices $C := n^{-1}Y Y^\top \in \mathbb{R}^{p \times p}$ and $C' := n^{-1}Y' Y'^\top \in \mathbb{R}^{p' \times p'}$. We denote by $\mathcal{F} := \mathcal{F}_{\mu_C}$ and $\mathcal{F}' := \mathcal{F}_{\mu_{C'}}$ the CDF corresponding with the ESD of $C$ and $C'$. If $\lambda_1 \leq \cdots \leq \lambda_p$ are the ordered eigenvalues of $C$ and $\lambda'_1 \leq \cdots \leq \lambda'_{p'}$ those of $C'$, then $\mathcal{F}(t) = (1/p) \sum_{k=1}^p \mathbf{1}_{\lambda_k \leq t}$, and similarly for $\mathcal{F}'$.

$C'$ being equal to the first $p' \times p'$ block matrix of $C$, the interlacing eigenvalues theorem states that $\lambda_k \leq \lambda'_k \leq \lambda_{k+p-p'}$ for any $k \in [1,p]$. Depending on the values of $t \in \mathbb{R}$, we can distinguish between three cases:

1. If $\mathcal{F}'(t) = 0$, then $t < \lambda'_1 \leq \lambda_{1+p-p'}$, hence $\mathcal{F}(t) \leq \frac{p-p'}{p}$ and
   $$|\mathcal{F}(t) - \mathcal{F}'(t)| \leq \frac{p-p'}{p}.$$  

2. If $\mathcal{F}'(t) = 1$, then $t \geq \lambda'_{p'} \geq \lambda_{p'}$, hence $\mathcal{F}(t) \geq \frac{p'}{p}$ and $|\mathcal{F}(t) - \mathcal{F}'(t)| \leq \frac{p'}{p} - \frac{p}{p}.$

3. If $\mathcal{F}'(t) = k/p'$ for some $k \in [1,p'-1]$, then $\lambda_k \leq \lambda'_k \leq t < \lambda'_{k+1} \leq \lambda_{k+1+p-p'}$, in particular $\mathcal{F}(t) \leq \frac{k + p - p'}{p}$.

Given that:

$$|\frac{k}{p} - \frac{k}{p'}| = \frac{k(p - p')}{pp'} \leq \frac{p - p'}{p},$$

$$|\frac{k + p - p'}{p} - \frac{k}{p'}| = \frac{(p - p')(k - p)}{pp'} \leq \frac{p - p'}{p},$$

in this case we also have $|\mathcal{F}(t) - \mathcal{F}'(t)| \leq \frac{p - p'}{p}.$

We have therefore obtained: $\Delta(\mu_C,\mu_{C'}) = \sup_{t \in \mathbb{R}} |\mathcal{F}(t) - \mathcal{F}'(t)| \leq \frac{p - p'}{p}$.

Consider now parameters $\gamma \geq \gamma' > 0$, and $p(n)$ and $p'(n)$ sequences of integers such that $p/n \to \gamma$ and $p'/n \to \gamma'$ respectively. In this case $\limsup_{n \to \infty} \Delta(\mu_C,\mu_{C'}) \leq \lim_{n \to \infty} \frac{p - p'}{p} = \frac{\gamma - \gamma'}{\gamma}$. On the other hand $\mu_C$ and $\mu_{C'}$ converge respectively to $\text{MP}(\gamma)$ and $\text{MP}(\gamma')$ in Kolmogorov distance (BS10). The lemma is proven after taking the limit in the following triangular inequality:

$$\Delta(\text{MP}(\gamma),\text{MP}(\gamma')) \leq \Delta(\text{MP}(\gamma),\mu_C) + \Delta(\mu_C,\mu_{C'}) + \Delta(\mu_{C'},\text{MP}(\gamma')).$$
Proof of Corollary 2.8. The a.s. weak convergence of $\mu_K$ towards $\nu_{\infty}$ is a consequence of the regularity of the free convolution with respect to the weak convergence of measures. Moreover from [BV93, Proposition 4.13] we have the quantitative bound: $\Delta(\nu_n, \nu_{\infty}) \leq \Delta(MP(\gamma_n), MP(\gamma_{\infty})) + \Delta(\mu_\Sigma, \mu_{\infty})$. Also note that $\frac{|\gamma_n - \gamma_{\infty}|}{\max(\gamma_n, \gamma_{\infty})} \leq O(|\gamma_n - \gamma_{\infty}|)$. Using the preceding lemma, we get:

$$\Delta(\mu_K, \nu_{\infty}) \leq O\left(n^{-\frac{1}{10}}\right) + O(|\gamma_n - \gamma_{\infty}|) + \Delta(\mu_\Sigma, \mu_{\infty}).$$
9. Application to Kernel Methods

This section deals with the regularization of Random Feature Models, using our main result to obtain Theorem 9.2. Let us introduce this method, closely following the approach of [Jac+20].

9.1. Kernel Ridge Regression. In Kernel Ridge Regression (KRR) we are considering a training dataset made of \( N \) distincts vectors \( \mathcal{X}_1, \ldots, \mathcal{X}_N \in \mathbb{R}^D \), and associated real labels \( \mathcal{Y} = (\mathcal{Y}_1, \ldots, \mathcal{Y}_N) \in \mathbb{R}^N \). A kernel \( \mathcal{K} : \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R} \) is a function such that the matrix \( \mathcal{K}_{\mathcal{X}} := (\mathcal{K}(\mathcal{X}_i, \mathcal{X}_j))_{1 \leq i,j \leq N} \) is definite positive. We define the functions \( \mathcal{K}(\cdot, \mathcal{X}_j) : \mathbb{R}^D \rightarrow \mathbb{R}, \ x \mapsto \mathcal{K}(x, \mathcal{X}_j) \) and \( \mathcal{K}(\cdot, \mathcal{X}) : \mathbb{R}^D \rightarrow \mathbb{R}^N, x \mapsto (\mathcal{K}(x, \mathcal{X}_j))_{1 \leq j \leq N} \).

The goal of KRR is to find in the linear span of \( \{\mathcal{K}(\cdot, \mathcal{X}_j), 1 \leq j \leq N\} \) a function \( f \) such that \( f(\mathcal{X}_i) \approx \mathcal{Y}_i \) for all \( 1 \leq i \leq N \). More precisely, given a ridge parameter \( \lambda > 0 \), we want to minimize in \( \theta \in \mathbb{R}^N \) the Mean Square Error with a \( \lambda \) ridge penalization term:

\[
\frac{1}{N} \sum_{1 \leq i \leq N} \left( \sum_{1 \leq j \leq N} \theta_j \mathcal{K}(\mathcal{X}_i, \mathcal{X}_j) - \mathcal{Y}_i \right)^2 + \frac{\lambda}{N} \theta^\top \mathcal{K}(\mathcal{X}, \mathcal{X}) \theta.
\]

Applying basic linear algebra techniques to the above minimization problem, it can be shown that \( \hat{\theta} := (\mathcal{K}_\mathcal{X} + \lambda \mathcal{I}_N)^{-1} \mathcal{Y} \) is the optimal value for \( \theta \), and that:

\[
f^{(K)} : \mathbb{R}^D \rightarrow \mathbb{R},
\]

\[
x \mapsto \mathcal{K}(x, \mathcal{X})(\mathcal{K}_\mathcal{X} + \lambda \mathcal{I}_N)^{-1} \mathcal{Y}
\]

is the optimal function, thus called KRR predictor with ridge \( \lambda \).

9.2. Random Features Method. A set of Random Features (RF) associated with the kernel \( \mathcal{K} \) is a collection \( \Phi = \{\Phi^{(j)}\}_{1 \leq j \leq P} \) of \( P \) random i.i.d. processes \( \Phi^{(j)} : \mathbb{R}^D \rightarrow \mathbb{R} \), chosen such that they are centered and admit \( \mathcal{K} \) as covariance function: for all \( x, x' \in \mathbb{R}^D \), \( \mathbb{E}[\Phi^{(j)}(x)] = 0 \) and \( \mathbb{E}[\Phi^{(j)}(x)\Phi^{(j)}(x')] = \mathcal{K}(x, x'). \)

In the RF method, we would like to find in the linear span of \( \Phi \) a function \( f \) such that \( f(\mathcal{X}_i) \approx \mathcal{Y}_i \) for all \( 1 \leq i \leq N \). More precisely, given a ridge parameter \( \lambda > 0 \), we want to minimize in \( \theta \in \mathbb{R}^P \) the Mean Square Error with a \( \lambda \) ridge penalization term:

\[
\frac{1}{N} \sum_{1 \leq i \leq N} \left( \sum_{1 \leq j \leq N} P^{-\frac{1}{2}} \theta_j \Phi^{(j)}(\mathcal{X}_i) - \mathcal{Y}_i \right)^2 + \frac{\lambda}{N} \theta^\top \theta.
\]

Let us define the data matrix \( F = P^{-\frac{1}{2}} \Phi^{(j)}(\mathcal{X}_i) \) \( 1 \leq i \leq N, 1 \leq j \leq P \in \mathbb{R}^{N \times P} \). Again using linear algebra techniques, it can be shown that:

\[
\hat{\theta} := F^\top \left( FF^\top + \lambda \mathcal{I}_N \right)^{-1} \mathcal{Y}
\]
is the optimal value for $\theta$, and that:

$$\hat{f}_\lambda^{(RF)} : \mathbb{R}^D \to \mathbb{R}$$

$$x \mapsto P^{-1} \Phi(x) F^\top \left(F F^\top + \lambda I_N\right)^{-1} \mathcal{Y}$$

is the optimal function, thus called RF predictor with ridge $\lambda$.

9.3. Effective Ridge Parameter. The RF predictor is a good approximation of the KRR predictor in the overparametrized regime $P \gg N$. Indeed:

$$\hat{f}_\lambda^{(RF)}(x) = (\Psi(x, \mathcal{X}_j))_{1 \leq j \leq N} \left(\Phi(\mathcal{X}_i, \mathcal{X}_j)\right)_{1 \leq i, j \leq N} + \lambda I_N \right]^{-1} \mathcal{Y},$$

where $\Psi$ is the random function $(x, x') \mapsto \frac{1}{P} \sum_{1 \leq k \leq P} \Phi^{(k)}(x) \Phi^{(k)}(x')$. When $N$ is fixed and $P \to \infty$, $\Psi$ converges to $K$ by the law of large numbers, hence:

$$\hat{f}_\lambda^{(RF)}(x) \to (K(x, \mathcal{X}_j))_{1 \leq j \leq N} \left(K(\mathcal{X}_i, \mathcal{X}_j)\right)_{1 \leq i, j \leq N} + \lambda I_N \right]^{-1} \mathcal{Y} = \hat{f}_\lambda^{(K)}(x).$$

The under-parametrized regime $P < N$ is more interesting for practical purposes, since computing the RF predictor requires to invert a $P \times P$ matrix instead of a $N \times N$ matrix for the KRR predictor. In this regime unfortunately, a systematic bias appears and the RF predictor is not a good estimator of KRR predictor. The authors of [Jac+20] proved however that the average RF predictor $\mathbb{E}[\hat{f}_\lambda^{(RF)}]$ is close to the KRR predictor $\hat{f}_\lambda^{(K)}$ with a different parameter $\tilde{\lambda}$, which they called effective ridge parameter. In order to state their result, let us introduce $\gamma := \frac{P}{N}$ be the ratio of dimensions, $d_i$ the eigenvalues of $K_X$, and the inverse kernel norm $\|v\|_{K^{-1}} := v^\top K^{-1} v$.

**Theorem 9.1** ([Jac+20], Theorem 4.1). If $\Phi^{(j)}$ are Gaussian processes, for $N, P > 0$ and $\lambda > 0$, we have

$$\left|\mathbb{E}[\hat{f}_\lambda^{(RF)}(x)] - \hat{f}_\lambda^{(K)}(x)\right| \leq \frac{c \sqrt{K(x, x)} \|\mathcal{Y}\|_{K^{-1}}}{P},$$

where the effective ridge $\tilde{\lambda} > \lambda$ is the unique positive number satisfying

$$\tilde{\lambda} = \lambda + \frac{\lambda}{N} \sum_{i=1}^{N} \frac{d_i}{\lambda + d_i},$$

and where $c > 0$ depends on $\lambda, \gamma$, and $\frac{1}{N} \text{Tr} K_X$ only.

Let us define the measure $\tilde{\nu}$ as:

$$\tilde{\nu} = \left(1 - \frac{N}{P}\right) \delta_0 + \frac{N}{P} \left(\mathbb{M} \left(\frac{N}{P}\right) \otimes \mu_{K_X}\right).$$

We will now see how our main result implies that $\mathbb{E}[\hat{f}_\lambda^{(RF)}] \approx \hat{f}_\lambda^{(K)}$ with quantitative bounds, where $\tilde{\lambda} = g_{\tilde{\nu}}(1)^{-1}$. 
Theorem 9.2. Consider $\Phi^{(j)}$ random processes, not necessarily Gaussian, but such that the data matrix $F$ is $\propto \mathcal{E}_{2}(N^{-\frac{2}{3}})$ concentrated. Assume that $\|\mathcal{K}_{X}\|$ is bounded, and that $\gamma$ is bounded from above and below. Then uniformly in any $x \in \mathbb{R}^D$ and any bounded $\lambda > 0$ such that $\lambda^{-7} \leq O(N)$, as $N, P \to \infty$:

$$\left|\mathbb{E}\left[\hat{j}_{\lambda}^{(RF)}(x) - \hat{j}_{\lambda}^{(K)}(x)\right]\right| \leq O\left(\frac{\mathcal{K}(x, x) \frac{1}{2}\|\mathcal{Y}\|\mathcal{K}^{-1}_{X}}{N^{\frac{2}{3}}\lambda^{\frac{2}{3}}}ight),$$

where $\bar{\lambda} = g_{\tilde{c}}(\lambda)^{-1} > \lambda$. The implicit constant in the $O(\cdot)$ notation only depends on the concentration constant of $\mathcal{F}$, and the bounds on $\gamma$, $\mathcal{K}_{X}$ and $\lambda$.

Remark 9.3. Both descriptions of the effective ridge parameter $\bar{\lambda}$ in the Theorems 9.1 and 9.2 are of course equivalent, a fact that is best seen using Proposition 4.2. As a consequence, one can easily retrieve all properties of $\bar{\lambda}$ contained in the Proposition 4.2 of [Jac+20] using the general results on Stieltjes transforms and multiplicative free convolution.

One can also remark that the convergence speed in $N$ of Theorem 9.1 is faster. The authors relied on a similar deterministic equivalent result, in operator norm but with a better exponent than the one we obtained in Frobenius norm. This is made possible by reducing the problem to diagonal kernel matrices only, and we believe these arguments to be Gaussian specific.

Proof. By assumption $P^{\frac{1}{2}}F \propto \mathcal{E}_{2}(1)$, and the columns of $P^{\frac{1}{2}}F$ are i.i.d., centered, and admit $\mathcal{K}_{X}$ as covariance matrix. We can apply Theorem 2.3 with $z = -\lambda \in \mathbb{R}^{+}$:

$$\left\|\mathbb{E}\left[F^{T} + \lambda I_N\right]^{-1} - \left(\frac{\lambda}{\lambda}\mathcal{K}_{X} + \lambda I_N\right)^{-1}\right\|_{F} \leq O\left(n^{-\frac{2}{3}}\lambda^{-\frac{2}{3}}\right)$$

Given the identities $= \mathbb{E}\left[F^{T}F + \lambda I_P\right]^{-1}F^{T} = I_N - \lambda\left(F^{T}F + \lambda I_N\right)^{-1}$ and $I_N - \lambda\left(\frac{1}{\lambda}\mathcal{K}_{X} + \lambda I_N\right)^{-1} = \mathcal{K}_{X}\left(\mathcal{K}_{X} + \lambda I_N\right)^{-1}$, we have:

$$\left\|\mathbb{E}\left[F^{T}F + \lambda I_P\right]^{-1}F^{T} - \mathcal{K}_{X}\left(\mathcal{K}_{X} + \lambda I_N\right)^{-1}\right\|_{F} \leq O\left(n^{-\frac{2}{3}}\lambda^{-\frac{2}{3}}\right).$$

We deduce that:

$$\left|\mathbb{E}\left[\hat{j}_{\lambda}^{(RF)}(x) - \hat{j}_{\lambda}^{(K)}(x)\right]\right| = \left|\mathcal{K}(x, x)\left(\mathcal{K}^{-1}_{X}\mathbb{E}\left[F^{T}F + \lambda I_P\right]^{-1}F^{T} - \left(\mathcal{K}_{X} + \lambda I_P\right)^{-1}\right)\mathcal{Y}\right| \leq O\left(N^{-\frac{2}{3}}\lambda^{-\frac{2}{3}}\right)\mathcal{K}(x, x)\mathcal{K}_{X}^{-1}\mathcal{Y}\right| \leq O\left(N^{-\frac{2}{3}}\lambda^{-\frac{2}{3}}\right)\mathcal{K}(x, x)\mathcal{K}_{X}^{-1}\mathcal{Y}\right|,$$

where we use the Cauchy-Schwarz inequality on the inverse kernel norm to obtain the last estimate. As a general property of inverse Kernel norms,
it can be shown that \( \| K(x, \mathcal{X}) \|_{K_x}^2 \leq K(x, x) \) (see the proof of Theorem C.8 in [Jac+20]). This concludes the proof.
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