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Summary
Shale possesses abundant micro/nanopores. Most micro/nanopores that exist in organic-rich shale are organic pores and mainly developed in organic matter. The pore distribution in matrix space significantly affects gas percolation and diffusion. Pore-size distribution possesses a self-similar, or fractal, property. The pore space and gas permeability of shale can be easily rebuilt and evaluated, respectively, using fractal theory. In this work, a 3D intermingled-fractal model (3D-IFM) is successfully built using scalable scanning-electron-microscopy (SEM) images of shale samples. 3D-IFM is made up of several components, including organic pores in organic matter and in pyrites, inorganic pores, slits, and matrix. An improved pore-connective-calculation method is also introduced to evaluate the apparent gas permeability of the shale model. The proposed 3D-IFM rapid-permeability-evaluation method for organic-rich shale is valid and useful and considers the main components of shale. This method can rapidly evaluate apparent gas permeability and simplify the apparent-gas-permeability-calculation process. Thus, the method provides a promising means of rapidly evaluating apparent gas permeability.

Introduction
Most hydrocarbon in shale gas is stored in tight matrix blocks that contain an assemblage of rocks, reservoirs, and caprocks. Organic-rich shale has an ultralow permeability and porosity compared with those in a normal reservoir. Most pores are at the micro/nanoscale and exist as organic, inorganic, and mineral-matrix pores. Fluid-transport mechanisms in shale are special. Non-Darcy effects, including Knudsen diffusion and slip flow, are significant flow mechanisms for fluid transport in nanopores (Roy et al. 2003; Cooper et al. 2004; Javadpour et al. 2007). The non-Darcy effects can significantly enhance apparent permeability for shale gas (Javadpour 2009; Shabro et al. 2009, 2014). Neglecting non-Darcy effects in shale will evidently underestimate apparent permeability. Because of the complex flow mechanism in shale, investigation of the gas-transport mechanism and rapid evaluation of permeability in organic-rich shale are important for the analysis of gas production, hydraulic fracturing, and production forecasting.

Shale has a relatively complex pore space with various components, such as organic pores in organic matter, organic pores in pyrites, inorganic pores within clay platelets, and clay aggregates. The connectivity of pores significantly affects the shale-gas-exploration process. Precisely rebuilding the pore distribution and pore shape in 3D space is difficult. Simplification of the building process is necessary in the permeability-calculation process. Many studies have adopted the rebuilding method for pore spaces. Theoretical pore space has developed from the parallel-tube-bundle model to the network model. Fatt (1956) introduced the parallel-tube-bundle model to represent pore space depending on the actual pore-size distribution of a network model. Fischer and Celia (1999) investigated the relationship between confined pressure and relative permeability by introducing the capillary pressure curve into the pore-network model. Bryant and Blunt (1992) and Bryant et al. (1993) studied the influence of confined pressure on permeability depending on the stress deformation of the pore-network model. Jiang et al. (2017) studied gas transport in pore space using a high-precision pore-network-extraction algorithm. Shabro et al. (2012) investigated the influence of diffusion, slip, and adsorption/desorption effect on gas-permeability models. Yuan et al. (2017) and Feng and Gray (2017) studied the introduced fractures and effect of fractures for shale-play production in both mechanism and application. Lin et al. (2017) summarized several fractal gas-permeability models. Niu et al. (2014) studied second-order gas-permeability correlation for slip flow in shale. Wu et al. (2016a, b) derived a unified model for gas transfer in nanopores of shale-gas reservoirs.

A fractal (deterministic fractal) is a geometric figure for which each and every part is similar to the whole, and which is repeated on different scales (Pia and Sanna 2013a). It is widely accepted that the porosity and fractures in geological formations exhibit fractal features over many length scales (Balankin and Elizarraras 2012a). The pores in shale also possess fractal properties at a certain scale (Thompson et al. 1987; Thovert et al. 1990; Adler 1996; Adler and Thovert 1998). Fractal theory is a helpful and convenient tool for representing pore space and evaluating permeability using self-similar properties (Yu and Li 2001; Yu 2005). Yu et al. (2002) developed a fractal in-plane permeability model for various fabrics. Xu and Yu (2008) developed a permeability-prediction model for homogeneous porous media by introducing a cross-sectional parameter. Cai et al. (2010) and Cai (2014) established an effective-permeability model depending on spontaneous imbibition and used the model in several applications, and then introduced the low-velocity non-Darcy term for low-permeability porous media. Shou et al. (2010) developed a difference-fractal model for predicting the permeability of fibrous porous media. Xiao et al. (2017) and Lu et al. (2018) investigated multiphase flow in fractal porous media. Wei et al. (2015) used numerical simulation to study transport properties in fractal porous media. Balankin and Elizarraras (2012a, b) developed a fractal continuum model to investigate fractal continuum hydrodynamics and related applications to model fluid flows in fractally permeable reservoirs. Moreover, the fractal continuum model was later developed to simulate stresses, strains, and other characteristics for fractal porous media (Balankin 2013, 2015a, b). Perfect (2005) and Perfect et al. (2006) developed another method to calculate liquid flow in multifractal porous media, combining effective hydraulic conductivity and geometrical multifractals. This method has special advantages in the upscaling process for fractal porous media. Cihan et al. (2009a) calculated the permeability of a matrix with 3D random pore distribution using the probabilistic-capillary-connectivity (PCC) method. The PCC method is a novel and effective way to
calculate permeability for the random fractal model, especially the 3D model. The PCC method has been widely developed in multi-phase flow, including predicting relative permeability (Cihan et al. 2009b), the capillary pressure curve (Cihan et al. 2014), and the saturation distribution of each phase (Cihan et al. 2017). Pia and Sanna (2013a) built an intermingled-fractal-unit (IFU) method to simplify the pore space of porous media. The IFU, combined by several different fractal units of the “Sierpinski carpet” type, is an effective way to reconstruct fractal and nonfractal pore space. The key of this method is to follow the pore cumulative curve for real porous media by adjusting the fractal parameters of the IFU model. This method is used not only for fluid-flow description in porous media, but also for thermal conductivity (Pia and Sanna 2013b), permeability (Pia and Sanna 2014; Pia 2016), and other characteristics (Pia et al. 2016). The IFU method greatly simplified the expression process of complicated porous media. Li et al. (2017) improved the IFU method to investigate the transport characteristics of shale.

**Basic Theory of the Fractal Model and Permeability Calculation**

**Introduction of the 3D-IFU Model.** The IFM is a useful tool for representing pores in porous media. Pia and Sanna (2013a) developed a fractal method called the IFU model to represent the microstructure of voids in pores. This model intermingles several types of fractal units. Each unit is a revised version of the Sierpinski carpet model. The volume (area for plane) of the IFU model can be expressed as

\[ V_{res} = n_A V_A + n_B V_B + n_C V_C, \]

where \( V_{res} \) is the volume/area of the IFU model; \( n_A, n_B, \) and \( n_C \) are unit numbers; and \( V_A, V_B, \) and \( V_C \) are the volume/area of the units.

The void space for the IFU model contains several subunits, typically two or three subunits, according to Pia and Sanna (2013a). For easy understanding, we assumed a typical IFU model combined with Units A, B, and C, with each unit possessing different iteration parameters. To show the basic structure of the units (e.g., Unit A) with different iteration parameters, we illustrated typical 2D and 3D fractal models in Fig. 1. In Figs. 1a, 1b, and 1c, the white area is void space, the black area is the iteration area, and the shaded area is a noniteration space. Iteration factor \( F \) is the number of generated squares on each side in one iteration process. During each iteration, the sides of a square are divided by three (\( F = 3 \)), thus obtaining nine subsquares (for a plane) with several squares removed. Fig. 1a shows that three squares are removed. In the next iteration, each remaining subsquare is regarded as a new square and divided into nine subsquares, and the same numbers of subsquares are removed. For a noniteration block, the block is not considered in the iteration process. \( N_p \) represents the number of squares removed in each iteration. \( N_{solid} \) represents the number of squares that remain solid in each iteration. \( k_i \) represents the edge length of the void area in the \( i \)th iteration, and \( i \) represents the iteration number. \( D_F \) is the fractal dimension of each unit. In Unit A, these parameters can be expressed as \( F, N_p, N_{solid}, k_i, \) and \( i \). The rest of the parameters in Units B and C can be expressed in the same manner but with different fractal parameters.
According to fractal theory, the edge length of the void area in the \(i\)th iteration, \(\lambda_{Ai}\), is

\[ \lambda_{Ai} = \lambda_{Amax} / F_A^{(i-1)} \]  

(2)

The number of void areas generated in the \(i\)th iteration is

\[ N_{Ai} = (F_A^2 - N_{Asolid} - N_{Ap})^{(i-1)} \times N_{Ap} \]  

(3)

For 3D IFU, the number of void areas is

\[ N_{Ai} = (F_A^3 - N_{Asolid} - N_{Ap})^{(i-1)} \times N_{Ap} \]  

(4)

where \(N_{Asolid}\) is the number of squares that always remain solid. The volume/area of the void space with edge length \(\lambda_{Ai}\) is

\[ V_{Ai} = \lambda_{Ai}^2 N_{Ai} \]  

(5)

For 3D IFU,

\[ V_{Ai} = \lambda_{Ai}^3 N_{Ai} \]  

(6)

The total volume/area of the void space in Unit A is

\[ V_A = V_{A1} + V_{A2} + \ldots + V_{Ak} + \ldots + V_{Ai} = \sum_{i=1}^k V_{Ai} \]  

(7)

where the total volume/area of the void space before the \(k\)th iteration is

\[ V_{Ai\text{accumulate}} = V_{A1} + V_{A2} + \ldots + V_{Ak} \]  

(8)

Eqs. 1 through 8 are all for one fractal unit, Unit A. An IFM can contain more than one fractal unit, according to Pia and Sanna (2013a); in addition, the pores in the IFU model can be randomized.

Permeability Calculation. The apparent-gas-permeability-calculation method using the 3D intermingled-fractal distribution is discussed in this subsection. In the conventional penetrating system, pores mainly exist at the micron size, and Darcy permeability is commonly used. However, for nanopores, Darcy permeability is no longer suitable. For shale-gas flow in nanoscale pores, the influence of noncontinuum effects and dominant surface interactive forces emerged (Javadpour et al. 2007). Generally, there are four regimes for gas flows: continuum, slip, transition, and free molecular flows, depending on the Knudsen number. Javadpour and Ettehadtavakkol (2015) showed that continuum no-slip flow or the Darcy equation is valid for \(Kn < 10^{-3}\). Continuum flow with slip correction (Klinkenberg) is valid for \(Kn < 10^{-1}\), which covers most conventional gas reservoirs and many tight-gas-reservoir conditions as well. However, because of the existence of nanopores in a shale system, \(Kn\) could be larger than 0.1, and hence new forms of gas-flow equations are needed. For a single capillary, Javadpour et al. (2007) provided a permeability equation that considers slip and the Knudsen-diffusion effect as follows:

\[ q_{\text{square}} = \frac{\lambda u M}{3 \times 10^3 RT \rho_{\text{avg}}} \left[ \frac{8RT}{\pi M} \right]^{0.5} \left[ 1 + \left( \frac{8\pi RT}{M} \right)^{0.5} \right] \frac{2\mu}{p_{\text{avg}} L^{(2/\lambda - 1)}} \]  

(9)

where \(\lambda\) is the equivalent tube diameter (for a square tube, \(\lambda\) is the edge length); \(M\) is the molar mass of natural gas (in kg/kmol); \(\mu\) is the viscosity of natural gas (in Pa-s); \(R\) is the universal gas constant (in J/mol K); \(T\) is temperature (in K); \(\rho_{\text{avg}}\) is the average density of natural gas (in kg/m\(^3\)); \(p_{\text{in}}\) and \(p_{\text{out}}\) are inlet and outlet pressures (in Pa), respectively; \(p_{\text{avg}}\) is the average gas pressure (in Pa); and \(\lambda\) is the tangential-momentum-accommodation coefficient. The viscosity and density of natural gas change significantly with the average pressure; the equations for the viscosity and density of natural gas were tested by Lee et al. (1966) in a laboratory experiment. \(A\) is cross-sectional area (in a single tube, \(A = \lambda^2\)) and \(L\) is the length of the tube. As for adsorption, the model aims at the condition with relatively low average pore pressure. The average pore pressure in our working condition is relatively low (0.55 MPa), and the influence on apparent permeability is negligible under this condition. To simplify the fractal model and the calculation process, the adsorption effect is not included in Eq. 9.

In addition, our focus for this model is to link the PCC with shale permeability considering several ingredients. Certain simplifications are made (Cihan et al. 2009a) to simplify the problem:

• Pores and bulks are simplified as squares/mecks corrected by shape factors on the cross section.
• Permeability is related to connecting probability in fractal porous media.
• The distribution for pores and bulks in 3D space is random.
• The number of pores is such that any cross section shares the same fractal dimension and pore-size distribution.

To calculate the 3D-IFU permeability, we introduced the PCC method, which was first widely used by Cihan et al. (2008, 2009b). In the PCC method, as shown in Fig. 2, the connecting probabilities for pores in every cross section are assumed to be equal. Permeability has a positive correlation with the cross section of tubes. When pores are large, the connecting probability is also large; thus, the permeability is large. Additionally, two steps are implemented when calculating the permeability of porous media with the PCC method. The first is to calculate the pore-connective probability; the second is to derive the permeability of porous media using the connective probability and tube-permeability theory. A detailed theoretical explication was provided by Marshall (1958) and Cihan et al. (2009a). With sufficient pores in porous media, we suggest that any cross section shares the same fractal dimension and pore-size distribution. Any two adjacent surfaces are connected through pore throats. The key task is to calculate the connective probability between pairs of...
contacting pores. Void sizes that vary in space are initially sorted according to equivalent diameters in a descending order (Fig. 2). To provide an example, the iteration level, equivalent diameter, number of pores, and probability are listed in Table 1, with a descending order of equivalent diameters. The largest pore is $\lambda_1$, which can connect any pores on other surfaces (as an example, $\lambda_1$ in Face A can connect every pore in Face B, as shown in Fig. 2). The probability of $\lambda_1$ pores in one surface (Face A) connecting to other $\lambda_1$ pores in another surface (Face B) is $(\lambda_1^2 N_1 / A)^2$, shown by the black arrow in Fig. 2. For the second level, the probability of $\lambda_2$ pores in Face A connecting to $\lambda_1$ pores in Face B is $(\lambda_1^2 N_1 / A) \times (\lambda_2^2 N_2 / A)$, shown by the red arrow, and the probability of $\lambda_2$ pores in Face A connecting to $\lambda_2$ pores in Face B is $(\lambda_2^2 N_2 / A)^2$, shown by the blue arrow. In addition, the probability of $\lambda_2$ pores in Face B connecting to $\lambda_1$ pores in Face A is $(\lambda_1^2 N_1 / A) \times (\lambda_2^2 N_2 / A)$. We have to obtain the probability $(\lambda_2^2 N_2 / A)^2 + 2(\lambda_1^2 N_1 / A)(\lambda_2^2 N_2 / A)$, as well as that for the following pores in the remaining iteration levels. Each connecting probability is shown in Table 1.

![Figure 2—Schematic of pore-connective-calculation method.](image.png)

| Iteration Level ($i$) | Pore Diameter | Number of Pores | Probability ($P$) |
|----------------------|---------------|-----------------|------------------|
| 1                    | $\lambda_1$   | $N_1$           | $(\lambda_1^2 N_1 / A)^2$ |
| 2                    | $\lambda_2$   | $N_2$           | $(\lambda_1^2 N_1 / A) \times (\lambda_2^2 N_2 / A)$ |
| 3                    | $\lambda_3$   | $N_3$           | $(\lambda_2^2 N_2 / A)^2 + 2(\lambda_1^2 N_1 / A)(\lambda_2^2 N_2 / A)$ |
| ...                  | ...           | ...             | ...              |

Table 1—Connecting-probability-calculation process.

According to Cihan et al. (2009), for the normal Darcy method, permeability is calculated as

$$k_D(n) = C \left[ \frac{\lambda_1^2 N_1 \lambda_2^2 N_2}{A} + \left( \frac{\lambda_2^2 N_2 \lambda_3^2 N_3}{A} + 2 \times \frac{\lambda_1^2 N_1 \lambda_3^2 N_3}{A} \right) \lambda_2^2 + \left( \frac{\lambda_1^2 N_1 \lambda_2^2 N_2}{A} + 2 \times \frac{\lambda_1^2 N_1 \lambda_3^2 N_3}{A} + 2 \times \frac{\lambda_2^2 N_2 \lambda_3^2 N_3}{A} \right) \lambda_3^2 + \ldots \right]$$

where $C$ is the shape factor, determined by Veltzke and Thöming (2012) and Cai et al. (2014). Considering diffusion and the slip effect, we combined the PCC method and the Javadpour method (Javadpour et al. 2007) to calculate the apparent gas permeability for every iteration level in the 3D-IFU model.

For iteration level $i = 1$,

$$k_{sp}(1) = 32C \frac{\lambda_1^2 N_1 \lambda_2^2 N_2}{A} \left[ \frac{\lambda_1 \mu M}{3 \times 10^8 RT \rho_{avg}} \left( \frac{8RT}{\pi M} \right)^{0.5} + \frac{\lambda_2^2}{32} \left[ 1 + \left( \frac{8\pi RT}{M} \right)^{0.5} \frac{2M}{\rho_{avg} \lambda_1} \left( \frac{2}{\pi} - 1 \right) \right] \right]$$

(11)
Building the IFM

Basic Information of Samples. A 3D IFM for real samples was built using scalable SEM images. Information for the main components was obtained and shown in Fig. 3. First, the SEM images were obtained; each component is in different resolution. Second, the fractal parameters were derived using the SEM images. Third, 3D IFUs for organic pores, inorganic pores, and organic bulk were built using the fractal parameters. Finally, by intermingling the 3D IFUs, slits, and matrix, we obtained the 3D IFM. The permeability of this model was then calculated and verified.

Samples were obtained from the Longmaxi Marine Shale Formation in Lower Silurian in the Sichuan Basin. Samples 1 and 2 were cut from fresh outcrop in the Qiliao Region of the Longmaxi Formation, and Samples 3 and 4 were twin plugs cut from fresh outcrop in the Shizhu Region of the Longmaxi Formation. The permeability of gas in the dry samples was measured through pulse-decay permeability measurement at 25°C. Helium is used for samples during the gas permeability test. The pressure difference between the two ends of samples is 1.1 MPa. Average temperature and pressure during the permeability test are 306.24 K and 0.55 MPa, respectively. Confining pressures are 3, 5, 7, and 9 MPa. The average gas permeability of each sample was calculated using the quadratic polynomial method to diminish the effect of confining pressure. The experiment results are listed in the Model Validation subsection. The viscosity, density, and compressibility factor of gas changed with the average temperature and pressure. We used the experimental results of Lee et al. (1966).

Scalable SEM was used to analyze the types of pores and the pore-size distribution of the shale samples. Argon ion polishing technology was used for the surface of the samples. The scanning area was 380×380 μm, with a maximum resolution of 2.5 nm. Through the SEM images, the components of the shale samples were identified as follows: organic pores in organic matter, organic pores in pyrite, distribution of organic bulks and pyrites, inorganic pores, and slits. The different fractal parameters for each component can be derived from different image scales. In addition, the matrix was composed of several components. The mineralogy of the samples was identified as follows: organic pores in organic matter, organic pores in inorganic pores, and pyrites, inorganic pores, and slits. The different fractal parameters for each component can be derived using the watershed algorithm. After segmentation, the grayscale image became a binarized image. The pore cumulative distribution curve of the samples was then derived.

To sum up, the permeability for a single 3D-IFU is:

$$k_{\text{sum-IFU}}(n) = \sum_{i=1}^{n} k_{\text{IFU}}(i)$$ (15)

For an IFM combined with several 3D IFUs, the permeability-calculation method is similar to the method listed previously (Eqs. 10–15). The difference is that all pores in each 3D IFU should be listed first in a descending order of equivalent diameters.

Organic Pores in Organic Matter and Pyrites. Most micro/nanoscale pores in organic-rich shale are organic. Organic pores mainly existed in organic matter and sometimes in pyrites. The first process involved building a fractal model for organic pores. The detailed modeling process is shown in Fig. 4.

1. The organic pores in the organic matter were observed through scalable SEM. The representative elementary surface (RES) for organic pores in organic matter should be calculated because of the heterogeneity of the pore distribution. In this example, we start from the four corners of an image, then expand the target area from the source point (1 pixel on the edge) in the original SEM image and calculate the average grayscale in the subsquare. The variation in the average grayscale stabilized gradually as the pixels on the edge of the subsquare increased. Fig. 4 shows that when the number of pixels on the edge was larger than 480, the average grayscale remained stable. Thus, the 480 pixels on the edge can be regarded as the RES.

2. In the obtained RES, the grayscale image was segmented to gain organic pores. Threshold value is an important parameter, and the watershed algorithm is helpful in the segmentation process. After segmentation, the grayscale image became a binarized image. The pore cumulative distribution curve of the samples was then derived.

3. We built a 3D-IFU model to express the organic pores in organic matter. The fractal parameters were adjusted to narrow the differences between the cumulative curves of the basic IFU model and the image calculation. Finally, certain parameters of the 3D-IFU model were determined, as shown in Table 2.
Organic pores also existed in the pyrites. The pyrites were scattered in the SEM area. Some pyrites possessed organic pores (the overdeveloped pyrites had no pores and can thus be ignored). First, the distribution density of pore-developed pyrites (number of pyrites in this area) was observed from statistical data using the SEM image. Second, the pore-size distribution in a typical pyrite was derived, the fractal parameters were calculated using the matching method on cumulative curves, and the 3D IFU for pyrites was built. Finally,
the 3D IFUs for pyrites were scattered in the final 3D IFM with an observed distribution density. The building process of the model for the pyrite part is shown in Fig. 5.

1. All the pore-developed pyrites were extracted at a relatively large scale from the SEM image, and the distribution density of pyrites was derived from statistical data. Overdeveloped pyrites were disregarded, suggesting that \( N \) pyrites were assumed in a \( 380 \times 380 \mu m^2 \) area.

2. The SEM image of a typical pyrite was selected, and some segmentation and binarization were performed on this image. The cumulative pore-size distribution was then calculated.

3. Similar to the building procedure for organic pores in organic matter, the fractal parameters in the pyrite model were adjusted to narrow the differences between the cumulative curves of the IFU model and the image-calculation result. Using the fractal parameters, we obtained the 3D-IFU model for pyrites. The results are shown in Table 3.

4. The 3D-IFU pyrites were then scattered in the final 3D-IFM space depending on the scattered density observed in large-scale images.

### Table 2—Input data from the IFU model for modeling organic pores in organic matter.

| Sample | Sample 2 | Sample 3 | Sample 4 |
|--------|----------|----------|----------|
|        | Unit A   | Unit B   | Unit C   | Unit A   | Unit B   | Unit C   | Unit A   | Unit B   | Unit C   |
| \( D_F \) | 1.89     | 1.77     | 1.46     | 1.89     | 1.77     | 1.46     | 1.89     | 1.77     | 1.63     |
| \( n \)    | 1        | 6        | 10       | 1        | 4        | 8        | 1        | 5        | 230      |
| \( n \) _pore (i = 1) | 1        | 2        | 4        | 1        | 2        | 3        | 1        | 2        | 4        |
| \( \lambda_{max} \) | 120      | 180      | 310      | 80       | 50       | 191      | 133.3    | 11.11    | 34       |
| Iteration | 3        | 3        | 4        | 4        | 3        | 2        | 3        | 2        | 2        |
| \( \lambda_{min} \) | 50       | 70       | 170      | 50       | 7.07     | 8.89     | 16.67    | 7.78     | 50       |
| \( N_{solid} \) | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        |
| Total surface (\( \mu m^2 \)) | 18.25    | 7.26     | 4.33     | 3.35     | 0.24/0.24| 0.30/0.30| 0.26/0.26|
| \( \epsilon_{SEM} / \epsilon_{IFU} \) | 0.33/0.33| 0.24/0.24| 0.30/0.30| 0.26/0.26|

### Fig. 5—Modeling process of organic pores in pyrites.

**Organic Bulks in Organic Matter.** Similar to the building process for the 3D-IFU model for organic pores, we extracted organic bulks using SEM images at an appropriate scale. After segmentation and binarization, we obtained the bulk-size-distribution curve of the real sample. Then, the fractal parameters were adjusted to narrow the difference between the fractal-model bulk-size-distribution curve and the real sample curve. Finally, a 3D-IFU model for organic bulks was built with the adjusted fractal parameters. When organic bulks were scattered into the final 3D IFM, each bulk was regarded as a porous medium with organic pores scattered in it. Each organic bulk was a 3D-IFU model for the organic pores in organic matter.

**Inorganic Pores and Slits.** Inorganic pores and slits also affect apparent gas permeability. For inorganic pores, a 3D IFU was built using SEM images that contain inorganic pores. The SEM images are shown in Fig. 6, with the area larger than its RES. The 3D-IFU building method is similar to the process discussed previously. Finally, the pores were scattered in the 3D-IFM space. The distribution...
of slits presented relatively strong heterogeneity. The slits were observed and measured at different scales in the scalable SEM images. The main parameters were the distribution and aperture of slits. We determined the statistical parameters of inorganic slits by calculating the distribution density of inorganic slits in a large area and their average length and aperture in a magnified image. The slits were then scattered in the final 3D IFM.

Model Matrix. The matrix of this model was derived from the laboratory-test results. The matrix for shale is composed of several minerals, including quartz, feldspars, orthose, calcite, and clay minerals, which always include illite, chlorite, and montmorillonite. Therefore, the permeability of the matrix can be regarded as the arithmetic mean of the permeability of each component and can be expressed as

\[
\frac{k_{\text{matrix}}}{k_i} = \frac{1}{1} k_1 + \frac{2}{2} k_2 + \ldots + \frac{n}{n} k_n, \tag{16}
\]

where \(k_i\) is the percentage of each component and \(k_i\) is the permeability of each component. For Samples 1 and 2, the percentages of key components were determined through energy-dispersive spectroscopy: \(\phi_1\text{illite} = 0.36\), \(\phi_2\text{orthose} = 0.18\), \(\phi_3\text{quartz} = 0.18\), and \(\phi_4\text{other} = 0.28\). For Samples 3 and 4, \(\phi_1\text{albite} = 0.76\), \(\phi_2\text{illite} = 0.04\), \(\phi_3\text{orthoclase} = 0.04\), and \(\phi_4\text{other} = 0.16\).

Building IFM. Basic 3D-IFU models for the organic pores in organic matter and pyrites, inorganic pores, organic-matter bulks, and slits were calculated in section Building the IFM. In the current subsection, these 3D-IFU models are intermingled to build a 3D IFM.

![Model Matrix Diagram](image-url)

**Fig. 6—Modeling process of inorganic pores.**

| Sample 1 | Sample 2 | Sample 3 | Sample 4 |
|----------|----------|----------|----------|
| Unit A | Unit B | Unit C | Unit A | Unit B | Unit C | Unit A | Unit B | Unit C | Unit A | Unit B | Unit C |
| \(D_r\) | 1.89 | 1.77 | 1.26 | 1.89 | 1.77 | 1.63 | 1.89 | 1.63 | 1.46 | 1.89 | 1.77 | 1.63 |
| \(n_{\text{unit}}\) | 1 | 3 | 15 | 1 | 2 | 65 | 1 | 4 | 10 | 1 | 2 | 8 |
| \(n_{\text{pore}} (i = 1)\) | 1 | 2 | 5 | 1 | 2 | 3 | 1 | 3 | 4 | 1 | 2 | 3 |
| \(\lambda_{\text{max}} (\text{nm})\) | 240 | 150 | 85 | 140 | 83 | 50 | 300 | 185 | 120 | 260 | 190 | 115 |
| Iteration | 2 | 2 | 2 | 3 | 2 | 2 | 3 | 2 | 2 | 3 | 2 | 2 |
| \(\lambda_{\text{min}} (\text{nm})\) | 80 | 50 | 28.33 | 15.66 | 27.67 | 16.67 | 33.33 | 61.66 | 40 | 28.89 | 63.33 | 38.33 |
| \(N_{\text{data}}\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Total surface \((\mu\text{m})^2\) | 37.23 | 10.21 | 22.75 | 8.94 |
| \(\varepsilon_{\text{SEM}} / \varepsilon_{\text{IFU}}\) | 0.11/0.11 | 0.07/0.07 | 0.08/0.08 | 0.10/0.11 |

Table 3—Input data from the IFU model for modeling organic pores in pyrites.
The detailed building process is shown in Fig. 7. The information for each component came from the scalable SEM images. The content of organic matter was measured to control the threshold value. At a scale of 40 μm (shown in Fig. 3), the distribution of organic-matter bulks was easily measured, and the IFU model for organic matter was built. These organic-matter bulks are regarded as porous media in the final IFM because each organic-matter bulk contains abundant organic pores. We magnified the SEM images and observed organic pores in organic matter, organic pores in pyrite, and inorganic pores in the matrix. The fractal information of each was derived, and a 3D IFU was built for each of them. The 3D-IFU model for organic pores in organic matter is scattered in the 3D-IFM model for organic-matter bulks. The organic pores in pyrites are scattered in the 3D pyrite model using the 3D-IFU method, and the distribution density and average diameter of pyrites can be observed in the SEM images at a scale of 40 μm. The 3D-IFU model for inorganic pores in the matrix is directly scattered in the 3D IFM. We obtained the statistical parameters of slits by calculating their distribution density, average length, and aperture. Finally, the 3D IFM was obtained by mixing these components. The final pore-size distribution also followed the statistical data of the final SEM image. For example, SEM Image 3 has 82 pyrites. The aperture of slits varied from 20 to 85 nm, the average aperture was 40 nm, the average length was 5.18 μm. We obtained a 3D IFM, as shown in the right part of Fig. 7. The parameters for other samples are derived in the same manner. Permeability was derived from these fractal parameters. The equivalent permeability of the 3D IFM was determined with the PCC method.

**Apparent Gas Permeability.** With all the components discussed previously, we listed the equivalent diameters of the components in a descending order in representative elementary volume (REV). The components were organic-matter bulks, pyrites, inorganic pores, and slits. According to the fractal theory of the PCC method, apparent gas permeability can be expressed as

\[
k_{3D-IFM} = \sum_{i=1}^{m} \left( 32 \frac{\bar{d}_{i}^{2}N_{i}}{A} + 2 \times 32 \frac{\bar{d}_{i}^{2}N_{i}}{A} \right) \times C_{i}k_{i}(p_{avg}) + k_{matrix}
\]

\[
k_{i}(p_{avg}) = k_{i-avg-nD}(n, p_{avg})
\]

For inorganic pores, shape factor \(C = C_{inorg}\), and permeability item \(k_{i}(p_{avg})\) can be expressed as

\[
k_{i}(p_{avg}) = k_{inorg-nD}(n) = \left\{ \frac{\bar{d}_{i}M}{3 \times 10^{9}RT} \frac{8RT}{\pi M} \left[ 1 + \left( \frac{2\mu}{p_{avg}\bar{d}_{i}} \right) \left( \frac{2}{\pi} - 1 \right) \right] \right\}^{0.5}
\]

For slits, shape factor \(C = C_{slit}\), and permeability item \(k_{i}(p_{avg})\) can be expressed as

\[
k_{i}(p_{avg}) = k_{slit-nD}(n) = \left\{ \frac{\bar{d}_{i}m}{3 \times 10^{9}RT} \frac{8RT}{\pi M} \left[ 1 + \left( \frac{2\mu}{p_{avg}\bar{d}_{i}} \right) \left( \frac{2}{\pi} - 1 \right) \right] \right\}^{0.5}
\]
For the matrix,
\[ k_{\text{matrix}} = \phi_1 k_1 + \phi_2 k_2 + \ldots + \phi_n k_n. \]  

**Validation and Improvement**

**Model Validation.** The 3D IFM was verified from two aspects. First, the scale of 3D IFMs should have reached the scale of REV. In a valid modeling process, the average grayscale should remain stable with the increase in the research area, shown in Fig. 8. As described, 3D IFM is made up of several components, including organic pores in organic matter and in pyrites, inorganic pores, slits, and the matrix. Similar to Fig. 4, apparent gas permeability represents the permeability of the model in unit area. When the restricted research volume (or subvolume) doubles or triples in size, pore distribution and porosity remain the same. The original points to be enlarged were selected from eight corners, the enlarged subvolumes were named Sub1 through Sub8 in Fig. 8. The result showed that when the research area was larger than 500 pixels on the edge (25.33 μm at length), the average grayscale from different directions was stable. Meanwhile, our 3D-IFM edge reached 400 μm, which means that the IFM area can be regarded as an REV of the upscaled image.

We also conducted an experimental verification to validate this model. The apparent permeability of the 3D IFM was derived by introducing experimental conditions and fractal parameters using the SEM images of samples. The experimental and 3D-IFM calculation results are shown in Table 4. The model results are generally close to the experimental data, which verify our 3D-IFM model.

**Advantages of 3D IFM Compared With Quasi-3D IFM.** The 3D IFM in this work showed two advantages over the quasi-3D IFM discussed in our previous work: improved accuracy and wider application area.

The most important advantage is improved accuracy. As indicated by the calculation results, the 3D IFM more-effectively calculated the permeability of organic-rich shale on the basis of 2D SEM images than did the quasi-3D IFM. The detailed building process of this model was presented by Li et al. (2017). The comparison of the final permeability solutions for the quasi-3D and 3D models is shown in Table 5. The revised 3D IFM using the pore-connective-calculation method showed slightly improved accuracy in permeability calculation for organic-rich shale.
To summarize, the 3D-IFM method derived in this study is a good method for rapidly evaluating the permeability of organic-rich shale. The method, which is derived from fractal theory, can significantly shorten the calculation time and provides a promising means of rapidly evaluating apparent gas permeability in shale.

Conclusions
A rapid-permeability-evaluation method for organic-rich shale that is derived from 3D IFM was introduced. First, an upscaled 3D IFM for organic-rich shale was successfully built using high-resolution SEM images of shale samples. This 3D IFM considers organic pores in organic matter and in pyrites, inorganic pores, and slits. Second, an improved PCC method was introduced to calculate the gas permeability of the 3D IFM. Finally, the accuracy and reliability of this model were examined depending on the experimental results, which indicated that this method is useful for rapid permeability evaluation.

The findings show that the proposed rebuilding method for organic-rich shale is valid and useful. The IFM takes advantage of the detailed information at the micro/nanoscale and the distribution of components in a large observation area. The introduction of the fractal method greatly simplified the expression of pore space, which provided a solid foundation for percolation calculation. Non-Darcy effects in gas flow should be considered in micro/nanopores under low pressures. In addition, the revised 3D IFM using the PCC method showed slightly improved accuracy in permeability calculation for organic-rich shale. The revised 3D IFM also has a wider application than the original quasi-3D IFM. This rapid-permeability-evaluation method can significantly simplify apparent-gas-permeability calculation and shows potential for use in future applications.

Nomenclature

| Symbol | Description |
|--------|-------------|
| $A$ | cross-sectional area, m$^2$ |
| $C$ | shape factor |
| $C_i$ | shape factor for capillary at iteration level $i$ |
| $F_A$ | iteration factor for Unit A in IFU model |
| Error | error of permeability between experiment and model calculation |
| Error$_{3D-IFM}$ | error of permeability between experiment and 3D IFM model calculation |
| Error$_{quasi-3D-IFM}$ | error of permeability between experiment and quasi-3D-IFM model calculation |
| $k_D(n)$ | sum of Darcy permeability for PCC model with iteration levels $i = n$, m$^2$ |
| $k_{app}$ | apparent permeability based on experiments |
| $k_i(P_{avg})$ | apparent permeability for capillary/porous block with edge length $\lambda_i$ at iteration level $i$ under average gas pressure $P_{avg}$, m$^2$ |
| $k_{matrix}$ | permeability of the matrix, m$^2$ |
| $k_{quasi}$ | permeability of the matrix, m$^2$ |
| $k_{D}(1)$ | apparent permeability (including non-Darcy effect) at iteration level $i = 1$, m$^2$ |
| $k_{D}(2)$ | apparent permeability (including non-Darcy effect) at iteration level $i = 2$, m$^2$ |
| $k_{quasi}(n)$ | apparent permeability (including non-Darcy effect) at iteration level $i = n$, m$^2$ |
| $k_{sum-3D-IFM}$ | sum of apparent permeability with all iteration levels, m$^2$ |
| $k_{3D-IFM}$ | sum of apparent permeability for IFM |
| $n_A$ | number of Unit A in IFU model |
| $n_B$ | number of Unit B in IFU model |
| $n_C$ | number of Unit C in IFU model |
| $N_1$ | number of void area/volume generated at iteration level $i = 1$ in IFU model |
| $N_2$ | number of void area/volume generated at iteration level $i = 2$ in IFU model |
| $N_{Ai}$ | number of void area/volume generated at iteration level $i$ for Unit A in IFU model |
| $N_{Ap}$ | number of pore area/volume generated at each iteration level for Unit A in IFU model |
| $N_{solid}$ | number of solid area/volume generated at each iteration level for Unit A in IFU model |
| $P_{avg}$ | average pressure for capillary/porous block, Pa |
| $P_{in}$ | inlet pressures, Pa |
| $P_{out}$ | outlet pressures, Pa |
| $q_{flow}$ | flow rate, m$^3$/s |
| $R$ | universal gas constant, J/mol-K |
| $T$ | temperature, K |
| $V_A$ | volume (for 2D model)/area (for 2D model) of Unit A in IFU model, m$^2$/m$^3$ |
| $V_{Al-accumulate}$ | sum area/volume of the void space for Unit A in IFU model, m$^2$/m$^3$ |
| $V_B$ | volume (for 2D model)/area (for 2D model) of Unit B in IFU model, m$^2$/m$^3$ |
| $V_C$ | volume (for 2D model)/area (for 2D model) of Unit C in IFU model, m$^2$/m$^3$ |
| $V_{ref}$ | volume (for 2D model)/area (for 2D model) of the IFU model, m$^2$/m$^3$ |
| $x$ | tangential-momentum-accommodation coefficient |
| $\lambda$ | equivalent tube diameter for capillary tube, m |
| $\lambda_1$ | equivalent tube diameter for IFU model at iteration level $i = 1$, m |
| $\lambda_2$ | equivalent tube diameter for IFU model at iteration level $i = 2$, m |
| $\lambda_{Ai}$ | edge length of the void area/volume at iteration level $i$ for Unit A in IFU model, m |
| $\mu$ | viscosity of gas, Pa-s |
| $\rho_{avg}$ | average density of gas, kg/m$^3$ |
| $\phi_i$ | percentage of component $i$ |
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