Dynamical gauge fields with bosonic codes
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The quantum simulation of dynamical gauge field theories offers the opportunity to study complex high-energy physics with controllable low-energy devices. For quantum computation, bosonic codes promise robust error correction that exploits multi-particle redundancy in bosons. Here, we demonstrate how bosonic codes can be used to simulate dynamical gauge fields. We encode both matter and dynamical gauge fields in a network of resonators that are coupled via three-wave-mixing. The mapping to a $Z_2$ dynamical lattice gauge theory is established when the gauge resonators operate as Schrödinger cat states. We explore the optimal conditions under which the system preserves the required gauge symmetries. Our findings promote realising high-energy models using bosonic codes.

Dynamical gauge field theories (DGFTs), commonly appearing in high-energy physics, are extremely challenging to simulate or solve using classical methods. A prototypical example is quantum electrodynamics, a theory that features ‘matter’ degrees of freedom interacting in the presence of ‘light’ gauge fields. The two constituents experience complex combined dynamics, e.g., via the change in the electric field caused by the redistribution of charges. The gauge fields in electrodynamics are Abelian, i.e., their quantum operators commute. In this ‘simple’ DGFT, we have a continuous $U(1)$ degree of freedom with evolution in an infinite-dimensional Hilbert space. In other realms, even more complex DGFTs appear, e.g., in quantum chromodynamics, where they describe quark-gluon interactions in heavy-ion collisions, or the deep core of neutron stars [1, 2].

In recent years, quantum simulators have become a reality, leading to the emulation of numerous effects, such as topological phases of matter [3–7], collective phenomena [8–10], cascade effects [11, 12], and many more. Such technologies also offer the means to controllably realise DGFTs [13–16]. The simulation relies on mapping DGFTs to simplified lattice gauge theories [17] (LGTS). This map involves confining the matter degrees of freedom to move only between nodes of a lattice, while preserving the symmetries of the original model [13, 19, 20]. In addition, minimal $Z_2$-symmetric LGTs appeared and have sparked interest in spin [17], fermionic [21] and bosonic models [22], as well as the toric code for quantum error correction [23].

The quantum simulation of DGFTs, however, is very challenging. Most proposals thus far harness ‘static’ gauge fields, which act on the matter without reacting, and strive to make them dynamic [24–27]. The static fields are an established instrument for breaking spatio-temporal symmetries used to induce nontrivial topological phenomena in lattice systems [28–33]. Rendering gauge fields dynamic, LGTs simulators are being developed in various quantum simulation technologies [13, 15, 34–48]. Yet, despite the variety of proposals, the constraints that LGTs must fulfil impede a clear experimental realisation.

Recently, bosonic error correction codes have spurred much interest as a possible route for robust and scalable quantum computing [49–53]. These codes exploit the infinite-dimensional Hilbert space of a harmonic oscillator for redundant information encoding, thus significantly reducing hardware requirements [18]. Remarkably, the realisation of the so-called ‘cat-qudit’, the workhorse of bosonic codes [54], has been recently proposed and demonstrated in nonlinear microwave cavities [55–58]. A wide variety of platforms could potentially allow for bosonic ‘cat codes’, including cavity-QED [59], trapped ions [60], bulk acoustic-wave resonators [61], nanomechanical [62],...
and optomechanical [63] systems. The prospects for error correction make bosonic error correction platforms an interesting candidate also for quantum simulation [18].

In this work, we demonstrate how a $Z_2$ LGT can be realised using a bosonic code setup. Specifically, we consider a coupled resonator network whose nodes embody both matter and gauge fields. The gauge resonators are nonlinear and driven into ‘Schrödinger cat’ states that encode the dynamical gauge fields. Three-wave-mixing between the network resonators engenders a gauge-invariant light-matter coupling. We explore the bounds for the ideal operation of our scheme and show that it requires the cat states to have a finite coherent amplitude and the three-wave mixing to be moderate. In this regime, we obtain similar functionality and scaling strategies as contemporary used in standard-qubit-based LGTs [14, 16]. Concurrently, we benefit from the substantial advantage of bosonic codes compared with qubit-based approaches, e.g., their reduced hardware overhead due to efficient quantum-error correction. Furthermore, a compact simulator assembled using our scheme can be realised with various platforms, including photons, phonons, magnons, and polaritons.

We consider a 1D chain of coupled resonators, see Fig. 1(a). The resonators are alternatively positioned with matter nodes and gauge sites. The latter will act as links in the following. The chain’s building block is a matter-field link, [labelled sites in Fig. 1(a)] governed by the Hamiltonian

$$H = H_{\text{matter}} + H_{\text{field}} + H_{\text{coup}},$$

(1)

The matter nodes’ Hamiltonian reads

$$H_{\text{matter}} = \sum_{i=1,2} \omega_i a_i^\dagger a_i,$$

(2)

with bosonic annihilation operators $a_i$ ($i = 1, 2$) and frequency $\omega_i$. The link’s gauge site is also a resonator [cf. Eq. (5) below] with bosonic annihilation operator $b$, and frequency $\omega_b$. Gauge resonators are operated in the bosonic code regime. Specifically, we assume that they operate as Schrödinger cat states, i.e., that their state is spanned by $|c^\pm_\beta\rangle \sim (|\beta\rangle \pm |-\beta\rangle)$, where $|\beta\rangle$ denotes a coherent state with amplitude $\beta$ [64, 65]. The $\pm$ label even/odd photon number parities, where the parity operator reads $\Pi(n) = (-1)^n$ with $n = b^\dagger b$. In the following, we define the projector $P_\pm = \sum_{n=0}^{\infty} |c^\pm_\beta\rangle \langle c^\pm_\beta|$ to map our model into the bosonic code limit, where we denote the restricted ‘cat’ Hilbert space by $\mathcal{H}$ with ground- or steady-state cat amplitudes $\beta = \beta_0$.

The resonators $b$ and $a_i$ are coupled via non-degenerate three-wave mixing (3WM) [66–68].

$$H_{\text{coup}} = -g_3 \left( a_1^\dagger b a_2 + a_2^\dagger b^\dagger a_1 \right),$$

(3)

with amplitude $g_3$. The 3WM coupling can be realised in various ways, e.g., Raman scattering [69, 70], optomechanical coupling [71], and shows up as frequency conversion in nonlinear optical crystals [72, 73], Josephson junctions [74], and polariton condensates [75, 76]. Degenerate and non-degenerate 3WM are related by linear mode coupling [77, 78].

The 3WM interaction (3) signifies that an excitation from a matter resonator $a_i$ can convert into a pair of excitations that reach another matter resonator $a_j$, $j \neq i$ as well as the intermediate gauge resonator $b$, or vice-versa. Hereby, ‘hopping’ between matter sites $a_i$ is inevitably ‘recorded’ by an excitation arriving or leaving $b$, which imparts a flip in the photon-number parity $\Pi(n)$ in the gauge resonator.

Using our model (1), we show that a $Z_2$ LGT can be realised by restricting the link resonators to evolve in their respective cat Hilbert spaces [Fig. 1(a)]. Projecting Eq. (3) onto such a subspace brings the projected Hamiltonian

$$H_{\text{coup}}^\mathcal{E} = -\frac{\Omega_R}{2}(a_1^\dagger L a_2 + a_2^\dagger L^\dagger a_1),$$

(4)

where an excitation hopping between matter nodes, with Rabi frequency $\Omega_R > 0$, is mediated by the ‘link’ (gauge field) operator $L = P_\mathcal{E} b P_\mathcal{E}$ [18]. Note that $P_\mathcal{E}$ leaves the matter parts unaffected.

Why does our construction entail a $Z_2$ LGT? In a $Z_2$ LGT, (i) the gauge fields are associated with electric flux operators $E = \sigma^z$ (Pauli matrices $|\sigma^z\rangle \langle \sigma^z|$), whose values change upon a redistribution of charges with operators $Q_i = (-1)^{a_i^\dagger a_i}$. This implies that the electric field is not conserved, e.g., $L \propto \sigma^z$; (ii) the theory has a $Z_2$ gauge invariance, namely the Hamiltonian maintains $H = V_i H V_i^\dagger$ for local unitary transformations $V_i = e^{i \sigma^z}$, generated by operators $G_i = Q_i \sigma^z$. Note that in an extended theory, the local symmetry generators generalise to $G_i = Q_i \prod_{j:|i-j|} \sigma_{i,j}^z$, where $\sigma_{i,j}^z$ represents the gauge field on the link $|i,j|$ in question. This is also known as the $Z_2$ analogue of ‘Gauss law’, i.e., the generator is a conserved quantity $[H, G_i] = 0$ [13]. In our case, when we restrict the Hamiltonian to the cat space, $H_\mathcal{E} = P_\mathcal{E} H P_\mathcal{E}$, we (i) recover a similar electric flux operator by also projecting the parity operator $P_\mathcal{E} \Pi(n+1) P_\mathcal{E} = \sigma^z$, where the Pauli matrices now act on the cat states $|c^\pm_\beta\rangle$ [18]. Moreover, in the large cat amplitude limit, $\beta_0 \gg 1$, the gauge fields flip the parity, i.e., $L \approx \beta_0 \sigma^z$, as required. Furthermore, property (ii) then holds, leading to the invariance $H_\mathcal{E} = V_i H_\mathcal{E} V_i^\dagger$. The $Z_2$ matter-free dynamics is introduced by a term $E$ in $H_{\text{field}}$ [43, 46], inducing rotations $\sim \sigma_z$. While cat qubits are robust against such phase flips, several approaches to controllably generate them have been devised, e.g. in Kerr-cat qubits through pulsed, single- and two-photon- drives within $\mathcal{E}$ [79] or involving auxiliary excitations [80].

Physically, cat states can arise from the competition between two-photon driving (a.k.a. degenerate 3WM) with Kerr nonlinearity [65] or using two-photon dissipation [81]. For instance, they manifest as the doubly
We turn, now, to show that the effective $\mathbb{Z}_2$ LGT $H^\xi$ well approximates the full dynamics (1), see Fig. 2. We assume the gap frequency is much larger than the 3WM, $\omega_{\text{GAP}} \gg \langle H_{\text{coup}} \rangle$, and take degenerate matter sites, $\omega_1 = \omega_2$. Initially, we place a single excitation in $a_1$, and an even cat in $b$, i.e., $|\psi(t = 0)\rangle = |1, C_{\beta_0}^+, 0\rangle$. We time evolve the state using Eq. (1) with the KPO model for the gauge sites (5). We observe coherent population exchange between matter modes, with Rabi frequency $\Omega_R \approx 2g_3\beta_0$, accompanied by cat parity flips. The time snapshots of the resonators’ Wigner quasi-probabilities confirm that the Rabi oscillations transition between the states $|1, C_{\beta_0}^+, 0\rangle$ and $|\psi(t = 2\pi/\Omega_R)\rangle = |0, C_{\beta_0}^-, 1\rangle$ [Fig. 2(b)].

We have shown that $H$ implements a $\mathbb{Z}_2$ LGT when the cat amplitude $\beta_0$ is large and the 3WM is moderate. What are the limitations of our construction? We first address the impact of lowering $\beta_0$, e.g., by weakening the two-photon drive $G/U \to 0$. Specifically, we repeat the procedure in Fig. 2, and extract the matrix element in $H$ responsible for Rabi oscillations, see Fig. 3(a). We observe that, for sufficiently low $\beta_0$, a different Rabi oscillation frequency appears if we start in the odd or the even cat state [18].

This difference marks a discrepancy between the light-matter interaction rates and a corresponding breakdown of the $\mathbb{Z}_2$ LGT dynamics for low $\beta_0$. It crucially originates from cat states shrinking into Fock states, $|C_{\beta_0}^+\rangle \to \{0, \{1\}\}$ as $\beta_0 \to 0$ [Fig. 3(b)]. This reduction ‘restores’ a $U(1)$ gauge symmetry to our model: (i) as $\beta_0 \to 0$, the Wigner functions for $b$ go from mirror-symmetric at all times to full rotationally-symmetric; and (ii) the projectors in $L = P_\mathcal{E}bP_\mathcal{E}$ approximate the gauge fields to $L \sim |C_{\beta_0}^+\rangle\langle C_{\beta_0}^-|$ for $\beta_0 \ll 1$, and thus the light-matter coupling becomes invariant under arbitrary $U(1)$ transformations ($e^{i\varphi_1}, \varphi_1 \in (0, 2\pi)$) [18]. Moreover, the shrinking cat subspace implies that the projected states are no longer degenerate, and the time dynamics involve a distinct transition between Fock states. Such asymmetry reflects in the matter-field Rabi frequencies for $|1, C_{\beta_0}^+, 0\rangle \leftrightarrow |0, C_{\beta_0}^+, 1\rangle$ and $|1, C_{\beta_0}^+, 0\rangle \leftrightarrow |0, C_{\beta_0}^-, 1\rangle$ processes, which
We quantify the overall hybridisation of the cat states with Figs. 2 and 3, where Rabi exchange at a single frequency becomes relevant when \( C_\Omega \) becomes large and additional frequencies. This is in stark contrast with Figs. 2 and 3, where Rabi exchange at a single frequency \( C_\Omega \) dominates the dynamics. The excitation spectrum of \( H \) also reveals an intricate structure [Fig. 4(b)], in which cat states and excitations hybridise as \( \Omega_R^+ > \omega_{\text{GAP}} \). We quantify the overall hybridisation of the cat states \( |C_{\beta_0}^\pm\rangle \) with the system’s state \( |\psi\rangle \) using the inverse participation ratio \( \text{IPR}_\xi = \langle \psi| \mathcal{P}_\xi |\psi\rangle^2 / \langle \psi| \mathcal{P}_\xi |\psi\rangle \) [Fig. 4(c)]. The cat states delocalise over many excited states (low IPR\( _\xi \)) as the 3WM grows and \( \beta_0 \) decreases. In fact, the mixing becomes relevant when \( \beta_0 < g_3/(2U) \), i.e., precisely when \( \Omega_R^+ > \omega_{\text{GAP}} \). [Fig. 4(d)]. Therefore, the hybridisation between \( \xi \) and \( \xi^\bot \) subspaces is the cause for the multiple harmonics in Fig 4(a) [18].

Strong 3WM hybridisation hampers the performance of even a single \( Z_2 \) link. To see the extent of the deviation from an LGT, we explore how much and long the gauge symmetry, expressed by Gauss’ laws \( [H, \mathcal{G}_i] = 0 \), is conserved. The evolution must be confined to an eigenspace of the symmetry generators \( \mathcal{G}_i \), or equivalently, the value of \( \langle \mathcal{G}_i \rangle \) or ‘static charge’ must be conserved. In the moderate 3WM limit (cf. Figs. 2 and 3) the dynamics are spanned by states \( |1, C_\beta^+, 0 \rangle \) and \( |0, C_\beta^-, 1 \rangle \), both of which are eigenvectors of \( \mathcal{G}_i \) with static charge \(-1\). However, for large 3WM amplitudes, the dynamics from \( |\psi(t = 0)\rangle \) reach eigen-excitations of \( H \) with an ill-defined static charge. Similarly, hybridisation causes a breakdown of Gauss’ laws and produces errors in the simulation of \( Z_2 \) light-matter dynamics. Specifically, the time-evolved operator variances \( \Delta \mathcal{G}_i = \langle \mathcal{G}_i^2 \rangle - \langle \mathcal{G}_i \rangle^2 \), which must be zero with an eigenstate of \( \mathcal{G}_i \), oscillate around a nonzero baseline. The location of this baseline, obtained from \( \Delta \mathcal{G}_i(\omega = 0)/\max_{\omega} (\Delta \mathcal{G}_i(\omega = 0)) \) where \( \Delta \mathcal{G}_i(\omega) = \text{FT}[\Delta \mathcal{G}_i(t)] \), gives an estimate of the \( Z_2 \) simulation error [Fig. 4(e)]. Our results reveal an ideal operation regime (errors below 1\%) in the large \( \beta_0 \) and low \( g_3 \) region.

Until now, we examined the performance of a single bosonic code link as a building block for a \( Z_2 \) LGT. Next, we connect two such links in a minimal 1+1 D theory with two gauge fields linking three matter sites [Fig. 5(a)]. In Fig. 5(b), we study the dynamics initialising the system with a single matter excitation at one end of the chain. The excitation propagates from left to right while flipping the cat parity of the gauge resonators along its path, even when it bounces back off the boundary. Gauge invariance is preserved during the evolution, as indicated by the low values of the central site relative error \( |\langle \mathcal{G}_2^{\text{chain}}(t) \rangle - |\langle \mathcal{G}_2^{\text{chain}}(0) \rangle| / \langle \mathcal{G}_2^{\text{chain}}(t) \rangle \) in Fig. 5(c), where
\[ G_{\text{chain}}^2 = \sigma^z_{i,2} Q_2 \sigma^z_{i,3}. \]

Note that the system’s dynamics is intrinsically tied to electric field terms \( \sim \sigma^z_{i,i+1} \) and the on-site repulsion on the matter sites \( \sim (\sigma^z_i \sigma^z_i) \), which we neglected here. The latter interaction terms could play a crucial role in initial state preparation, an area for future research to explore.

In the analysis of Fig. 5, we rely on truncation to the lowest \( M \) eigenstates of \( H_{\text{field}} \) instead of employing a Fock basis for \( b \), which would require much larger truncated Hilbert spaces to properly describe cat states and their dynamics [18]. Since the model conserves the number of matter excitations, this reduces the dimension of the computational Hilbert space, \( \mathcal{H} \), for \( N \) matter sites and \( N - 1 \) gauge resonators to \( \dim(\mathcal{H}) = NM^{N-1} \). This method provides an accurate description of the dynamics of a chain of links. Note, however, that the exponential growth of \( \dim(\mathcal{H}) \) still implies that a proper description of larger systems requires the assistance of quantum simulation devices.

Our proposal motivates the realisation of LGT quantum simulation using bosonic code networks. In light of contemporary results in the field [58], the realisation of the basic building block of the model is within experimental reach. Note, however, that with superconducting devices, future work will need to address the interplay between the out-of-equilibrium drives and dissipation for a more realistic description. Nevertheless, with the abundance of new bosonic code platforms available, the Hamiltonian description presented here is sufficiently broad to inspire LGT emulation in other systems. The natural redundancy in bosonic Hilbert spaces and the spectral isolation of cats guarantee the robustness of our proposal and opens the door to studying improvements of the simulations using error-correction schemes [58, 79]. Exploring systems with higher dimensionality would require additional Hamiltonian interactions [18]. Furthermore, our study sets the foundation to 1+1 D LGTs [84] and more involved symmetries, such as \( SU(2) \) LGTs [85] by incorporating additional bosonic codes.
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Supplemental Material: Dynamical gauge fields with bosonic codes

I. LATTICE GAUGE THEORIES IN A NUTSHELL

In this section, we briefly introduce the fundamentals of Lattice Gauge Theories (LGT) as a discretisation limit of dynamical gauge field theories (DGFT). We focus on the simplest case of quantum electrodynamics. Here, we do not aim to provide a comprehensive review of the literature on the subject but refer the interested reader to Ref. [1, 2], which uses Hamiltonian language and Refs. [3–5] which are more focused on a path integral formulation.

We focus on Quantum Electrodynamics (QED), a DGFT that explains how electronic and positronic fields interact via photon fields, the latter being the ‘gauge bosons’ of the theory. In this theory, gauge bosons are non-interacting, in contrast with more complex DGFTs such as quantum chromodynamic theories, where gauge bosons or ‘gluons’ directly interact with each other. The Lagrangian density for QED reads

\[ \mathcal{L} = \bar{\psi}(i\gamma^\mu D_\mu - m)\psi - \frac{1}{4} F^{\mu\nu} F_{\mu\nu}. \] (S1)

Here, \( \psi(x) \) and \( \bar{\psi}(x) = \psi(x) \gamma^0 \) are 4-component Dirac spinors describing electrons and positrons with mass \( m \), while \( \gamma^\mu \) are Dirac matrices. The covariant derivative \( D_\mu = \partial_\mu + ieA_\mu(x) \) contains the 4-vector potential \( A_\mu(x) = [\Phi(x), -\mathbf{A}(x)] \), whose field strength tensor \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) describes the electric and magnetic fields, \( \mathbf{E}(x) \) and \( \mathbf{B}(x) \), respectively [6]. The Lagrangian density (S1) is invariant under (Abelian) \( U(1) \) transformations

\[ \psi(x) \rightarrow e^{ie\alpha(x)} \psi(x), \quad \bar{\psi}(x) \rightarrow \bar{\psi}e^{-ie\alpha(x)}, \] (S2)

\[ A_\mu(x) \rightarrow A_\mu(x) - \partial_\mu \alpha(x). \] (S3)

A. Discretisation into a Wilson LGT

Quantum electrodynamics and other DGFTs suffer from ultraviolet divergences, which can be removed by regularisation and subsequent renormalisation. At the perturbative level, this is accomplished by regularising individual Feynman diagrams. To apply regularisation in non-perturbative regimes, one can apply Wilson regularisation [7]. This entails the discretisation of continuous space-time into a hyper-cubic grid with dimension \( D \) and lattice spacing \( a \), which imposes an ultraviolet momentum cutoff \( 1/a \). The coupling constants in the theory then become a function of \( a \) and are ultimately tuned to reach the continuum limit \( a \to 0 \). The naive discretisation of the Dirac equation leads to the fermion doubling problem; for each physical fermion, one finds \( 2^D - 1 \) unphysical species [5]. Although solutions to this problem exist through the use of, e.g., ‘domain wall fermions’ [8], the additional fermionic degrees of freedom can then be reduced and partly reinterpreted as fermion ‘flavours’. An example of this idea is in the model of ‘staggered’ or Kogut–Susskind fermions [9]. In this model, fermionic fields \( \psi_x, \bar{\psi}_y \) (with anticommutators \( \{\psi^+_x, \psi^+_y\} = \delta_{xy}, \{\bar{\psi}_x, \bar{\psi}_y\} = \{\psi^+_x, \psi^+_y\} = 0 \) are spin-less, but the positions in the lattice map to the spins in the continuum theory. Defining the hopping amplitude \( t \) and focusing on the model without external fields, the Hamiltonian reads [1]

\[ H_{\text{free}} = -t \sum_{\langle x,y \rangle} s_x \psi^+_x \psi_y + \psi^+_y \psi_x + m \sum_x s_x \psi^+_x \psi_x. \] (S4)

Here, hopping occurs between sites \( x \) and \( y = x + \hat{k} \), with \( \hat{k} \) being a vector of length \( a \) in the spatial \( k \)-direction. The sign factors \( s_x \) and \( s_{x,y} \) play the role of the fermionic \( \gamma \)-matrices. Namely, \( s_x = (-1)^{x_1 + \cdots + x_D} \) is associated with nodes in the lattice, while the sign factors for the links in the \( 1 \)-direction read \( s_{x,y} = 1 \), for those in the \( 2 \)-direction \( s_{x,y} = (-1)^{x_1} \), and for the links in the \( k \)-th direction \( s_{x,y} = (-1)^{x_1 + \cdots + x_k-1} \). In effect, the alternating sign of the mass term implies that the model simultaneously incorporates matter and antimatter fields by using a single degree of freedom on bipartite lattices.

At this stage, we introduce a background electromagnetic field with vector potential \( \mathbf{A}(x) \). On a lattice, the vector potential \( \mathbf{A}_k(x) \) along dimension \( k \) is associated with a directed link in the lattice, \( x \to y \). In the continuum limit, the LGT Hamiltonian must remain \( U(1) \) invariant to respect (S2). To accomplish this, we introduce the unitary parallel transporter operator

\[ U_{x,y} = e^{ie \int_{xk}dxk \mathbf{A}_k(x)} \in U(1), \]

which implements the Peierls substitution similar to that of a single charged particle with charge \( e \), where momentum \( \mathbf{p} = -ie \mathbf{A}(x) \) [2]

\[ H_{\text{coup}} = -t \sum_{\langle x,y \rangle} s_{x,y} (\psi^+_x \psi_y e^{-i\mathbf{A}(x)} + \psi^+_y \psi_x e^{i\mathbf{A}(x)}) + m \sum_x s_x \psi^+_x \psi_x. \] (S5)

The vector potential operator on a link \( A_{x,y} \) can be derived from \( U_{x,y} = e^{ieA_{x,y}} \). The electric field operator associated with a link then reads \( E_{x,y} = -i\partial_t/\partial(xcA_{x,y}) \) with electron charge \( e \), which recovers the classical limit \( \mathbf{E} = -\nabla \Phi(r,t) + \partial_t \mathbf{A}(r,t) \). These definitions induce the commutation relations \( [E_{x,y}, U_{x',y'}] = \delta_{xx'}\delta_{yy'} U_{x,y} \) and \( [E_{x,y}, U_{x',y'}] = -\delta_{xx'}\delta_{yy'} U_{x,y} \). In the lattice representation, magnetic fields are associated with plaquette products \( U_{\square} = U_{x,y} U_{y,z} U_{z,x} U_{x,y}^\dagger \). Adding the free electromagnetic field dynamics \( H_{\text{field}} = \int dx \frac{1}{2}(\mathbf{E}^2 + \mathbf{B}^2) \) upgrades Eq. (S5) to

\[ H_{\text{QED}} = -t \sum_{\langle x,y \rangle} s_{x,y} (\psi^+_x U_{x,y} \psi_y + \psi^+_y U_{x,y}^\dagger \psi_x) + \sum_x m s_{x} \psi^+_x \psi_x + \frac{e^2}{2} \sum_{\langle x,y \rangle} E_{x,y}^2 - \frac{1}{4e^2} \sum_{\square} (U_{\square} + U_{\square}^\dagger), \] (S6)

where \( m \) is the fermion mass.
where the □ symbol regroups indexes for a square plaquette.

**B. Gauge invariance and Gauss’ law**

In classical electromagnetism, Gauss’ law establishes a relation between the divergence of the electric field \( \nabla \cdot E \) (mapping into \( \sum_k (E_{x,x+k} - E_{x-k,x}) \) in an LGT) and the charge density \( \rho \) (proportional to \(-\psi_j^\dagger \psi_j\)). However, in Hamiltonian formulation, this can not be implemented as an operator identity since \( \nabla \cdot E \neq 0 \) in the absence of charges [1], and the scalar potential does not show up in Eq. (S6). Nevertheless, gauge symmetry implies a similar (local) conservation law that combines the matter and the electric field. For this conservation, we can define a generator of infinitesimal gauge transformation at site \( x \) that takes the form

\[ G_{x}^{QED} = \psi_x^\dagger \psi_x + \sum_k (E_{x,x+k} - E_{x-k,x}), \quad (S7) \]

such that \([H_{QED}, G_{x}^{QED}] = 0\). A general gauge transformation \( V = \prod_i e^{i\alpha_i(x)} g_i^{QED} \) is then generated by \( G_{x}^{QED} \). It acts as \( V \psi_x V^\dagger = \Omega_x \psi_x \), and \( V U_{x,y} V^\dagger = \Omega_{x,y} U_{x,y} \Omega_{y}^\dagger \), with \( \Omega_x = e^{i\alpha(x)} \). Gauss’ law implies that the physical Hilbert space is divided into sectors of eigenvalues of \( G_{x}^{QED} \) or ‘static charges’, i.e., \( \mathcal{H} = \oplus \mathcal{H}(g_x) \). Each such sector \( \mathcal{H}(g_x) \) has eigenvectors \( |\psi(g_x)\rangle \in \mathcal{H}(g_x) \) with well defined static charge \( G_{x}^{QED} |\psi(g_x)\rangle = g_x |\psi(g_x)\rangle \). The only gauge-invariant states of the physical Hilbert space can be defined as those for which the Gauss law is fulfilled, e.g., \( G_{x}^{QED} |\psi\rangle = 0 \) \(^1\).

**C. Quantum link model and discrete gauge theories**

The Hilbert space of a Wilson LGT is infinite-dimensional, even for a single link. Each link variable, the parallel transporter \( U_{x,y} \), is analogous to a particle moving on the ‘group manifold’, which is a circle for the gauge group \( U(1) \). Simulating such a continuous degree of freedom is generally a difficult task. Instead, quantum link models [11] are considered to approximate the dynamics, where \( U_{x,y} \) are replaced by a discrete degree of freedom while exactly implementing continuous gauge symmetries. An identification which fulfills the electromagnetic commutator relations employs angular momentum operators

\[ U_{x,y} = J_{x,y}^+ \quad U_{x,y}^\dagger = J_{x,y}^- \quad E_{x,y} = J_{x,y}^z, \quad (S8) \]

provided \( [J_{x,y}^a, J_{x,y}^b] = i\delta_{x,x'} \delta_{y,y'} \epsilon_{a,b,c} J_{x,y}^c \), with \( a, b, c \) labelling \( x, y, z \) coordinates. The reduction to a discrete model comes at the expense of relaxing some commutation relations: while in Wilson’s theory \([U_{x,y}, U_{x',y'}^\dagger] = 0\), in a \( U(1) \) quantum link model \([U_{x,y}, U_{x',y'}^\dagger] = 2\delta_{x,x'} \delta_{y,y'} E_{x,y} \).

Even when one restricts to the smallest spin value \( 1/2 \) in this \( U(1) \) quantum link model, interesting gauge theories emerge. For example, suppose Gauss’s law is appropriately modified. In that case, the \( U(1) \) quantum link model turns into a quantum dimer model [12], which is used in condensed matter physics to model systems related to high-temperature superconductors. A \( Z_2 \) LGT, such as Kitaev’s toric code [13], is similar to such models. The main difference is that the symmetry of the theory gets reduced to that of local \( Z_2 \) transformations, namely \( V_i = e^{i\pi \sigma_i} \).

\[ \psi_i \mapsto V_i \psi_i V_i^\dagger \quad L_{i,i+1} \mapsto V_i L_{i,i+1} V_i^\dagger, \quad (S9) \]

with \( \mathcal{G}_i = Q_i \prod_{j:(i,j)} \sigma_{i,j}^z \), where \( \sigma_{i,j}^z \) represents the gauge field on the link \( \langle i, j \rangle \) in question and \( Q_i = (-1)^{\psi_i} \).

Note that the realisation of an LGT in the main text assumes bosonic matter along 1D \( \psi_x \rightarrow a_x \). The lattice does not contain loops or plaquette terms associated with magnetic fields.

**II. SUMMARY OF BOSONIC ERROR CORRECTION**

Building a fault-tolerant quantum computer with controlled hardware overhead is one of modern physics’ greatest pursued challenges. The quick degradation of quantum states due to interaction with the environment is an especially pressing problem when requiring multiple quantum operations in a quantum simulator. One possible strategy to mitigate this source of errors is to employ quantum error correction (QEC). This section provides an overview of the efforts of bosonic QEC. This subject has been exposed in detail in multiple papers and reviews [14–17], so we only summarise it here.

One of the simplest instances of classical error correction is classical repetition codes, which use odd multiples of 0’s and 1’s to represent logical 0 and 1, respectively. These codes can correct bit-flip errors by using majority voting and effectively suppress a significant number of errors. By doing so, even if some of the information in the encoded message is damaged by noise, there is still enough redundancy in the encoded information to recover the original information fully. QEC works in an analogue manner but through the expansion of the Hilbert space of a logical qubit to create the code space, i.e., the subspace where quantum information can be stored as a superpositions of states (code words). The larger Hilbert space is endowed with local symmetries to add redundancy to the encoded quantum information. A typical approach to
this is via multiple entangled qubits that store quantum information non-locally. For QEC to work, the action of noise must lead to predictable errors, transferring quantum information from the logical subspace to another, ‘error’ subspace, orthogonal to it. Before applying appropriate recovery operations, errors must also be able to be detected without perturbing the encoded information. This is typically attained by introducing and measuring ancillary qubits or modes interacting with the logical qubits.

Qubit-based QEC has experienced a surge in activity over the last few years. Most proposals of qubit-based QEC are limited to either bit-flip or phase errors [18–20]. A particularly promising avenue is that of surface codes, which exploit the topological properties of qubits arranged in a two-dimensional grid [20–22]. Nevertheless, these methods are challenging to implement due to the need for sufficiently low error rates—the maximum is 1% for surface codes and, more critically, a significant resource overhead. A major challenge is scaling the number of qubits and achieving long lifetimes in current platforms (prominent examples are trapped ions, nitrogen-vacancy centres in diamond, and superconducting circuits). Additionally, multi-qubit encoding systems often struggle with logical operations and extended lifetimes due to the increased number of error channels and the need for non-local gates on collections of physical qubits.

Bosonic QEC tackles the hardware overhead scaling challenge by encoding an intrinsically error-protected qubit into the energy levels of a harmonic oscillator and drawing on the notion of non-locality in oscillator phase space [23]. A single bosonic mode can provide an infinitely large Hilbert space. By leveraging the redundancy of its Hilbert space, QEC can be implemented in a single degree of freedom by only extending excitation numbers while keeping the noise channels fixed [24]. The implementation of bosonic QEC involves using a bosonic element, such as a harmonic oscillator, in conjunction with a nonlinear element, typically a two-level qubit, to control and manipulate quantum states. This architecture differs from traditional qubit-based QEC, where quantum information is stored on qubits, and harmonic oscillators are utilised for coupling or readout.

State-of-the-art bosonic codes, including Gottesman-Kitaev-Preskill, cat, and binomial codes, have been subject to extensive research and experimentation and continue to drive progress in quantum information processing [16, 17]. Cat codes are based on superpositions of coherent states. Coherent states can be readily generated using classical optics and are widely used in communication due to their ability to encode information in their phase, which is less susceptible to photon loss errors. One simple realisation is given by the four-component cat code [25], where quantum information is encoded in a superposition of coherent states with four different phases, which is non-local in the phase space of the harmonic oscillator. This code provides the necessary redundancy to counteract photon loss errors by utilising two states for encoding and two for error detection. Measurements of the photon number parity allow detecting errors, which can be readily realized in a quantum non-demolition manner in a superconducting qubit architecture [26].

A simpler realisation, the two-component cat code, encodes information in the phase of a coherent state, using two coherent states with opposite phases, namely $|\pm\beta\rangle$, as the basis states for the code. This code lacks redundancy and is not error correctable, as a single-photon-loss error will result in the state remaining within the same code space. However, it allows for realisation of robust ‘cat-qubits’, see e.g. experimental realisations in nonlinear microwave cavities [27–29]. Cat qubit realisations stabilise the Hilbert space of nonlinear oscillators into the two-dimensional cat subspace $\mathcal{C}$. The distance between the two basis states (see, e.g., the Wigner functions in main text Fig. 2) protects against any noise process that induces local displacement in phase space (since $\langle -\beta | b | \beta \rangle = \beta e^{-2|\beta|^2}$), offering a built-in stabilising mechanism. As a result, phase-flip errors are exponentially suppressed with the average number of bosons, while bit-flip errors only increase linearly, as noted in the reference [29]. Although the Hilbert space of such a cat qubit is not large enough to fully protect it against excitation-loss errors, the extreme difference in rates between bit-flip and phase-flip errors (noise biasing) provides a mechanism for stabilising the encoded information. The distinction between different types of errors can be leveraged to minimise the number of qubits required for QEC since error-correcting codes can be designed specifically to correct the most frequent type of error, in this case, phase flips, rather than allocating resources to correct both amplitude and phase errors.

### III. PROJECTION OVER CAT SUBSPACE

In the main text, we demonstrate that the projection of the resonator lattice model can emulate an LGT in the bosonic code limit. Here, we provide additional details of the involved algebraic manipulations.

We define the projector over the cat subspace of the gauge resonator $b$ as $P_C = \sum_{\eta=\pm} | C_\eta^+ \rangle \langle C_\eta^+ |$, to project our model to the bosonic code limit. Keeping the notation in the main text, the restricted ‘cat’ Hilbert space at each link is dubbed by $\mathcal{C}$. In order to project $H_{\text{comp}}$ [cf. Eq. (3) in main text] onto the cat space, it is important to note that (i) the coherent states $|\beta\rangle$ are eigenstates of the annihilation operator $b$, namely $b|\beta\rangle = \beta |\beta\rangle$, but (ii) not of the creation operator: $b^\dagger = |\beta\rangle \langle \beta | + D(\beta)|1\rangle$, where $D(\beta) = e^{\beta b^\dagger - \beta^* b}$ denotes a displacement operator and $|1\rangle$ the Fock state with one excitation. We can use these
relations to obtain \( L = \mathcal{P}_e b \mathcal{P}_e \) in closed form. We find

\[
L = \sigma^x (\beta_0) \sigma^x + i u^y (\beta_0) \sigma^y, \quad \text{(S1)}
\]

\[
L^\dagger \approx \sigma^x (\beta_0) \sigma^x - i u^y (\beta_0) \sigma^y. \quad \text{(S2)}
\]

Here, we defined the Pauli basis \( \{ \sigma^{x,y,z} \} \) acting onto the Schrödinger cat states of resonator \( b \). In this expression, we observe that the link operators in the effective LGT [cf. Eq. (4) in the main text] contain Hermitian \( (\propto \sigma^x) \) and anti-Hermitian contributions \( (\propto i \sigma^y) \), weighted by cat-size-dependent factors \( u^{x,y}(\beta_0) = \beta_0 (N_{\beta_0}^+/N_{\beta_0}^- + N_{\beta_0}^-/N_{\beta_0}^+)/2 \), with \( N_{\beta_0}^+ = 1/\sqrt{2(1 + e^{-2\beta_0^2})} \). These factors arise from the non-orthogonality of coherent states.

A. Vanishing cat-amplitude limit

As detailed in the main text, for large cat amplitudes \( L \sim \beta_0 \sigma^x \). This results from the limit \( u_x (\beta_0) \simeq \beta_0, u_y (\beta_0) \simeq 0 \) when \( \beta_0 \gg 1 \), which cancels the above mentioned anti-Hermitian contribution. An inspection of Eq. (4) in the main text then shows that since the \( \sigma^x \) operator acting on the cat basis is defined as \( \sigma^x = |C^+_{\beta_0}/C^-_{\beta_0}| + |C^-_{\beta_0}/C^+_{\beta_0}| \), the light-matter Rabi frequencies become irrespective of the cat parity. On the other hand, we illustrate in the main text that a decreasing cat amplitude results in a \( U(1) \)-symmetric LGT with Rabi frequencies that depend on the starting condition. In fact, in the limit \( \beta_0 \to 0 \), we have \( u^{x,y}(\beta_0) \to 1 \), i.e. \( L \approx |C^+_{\beta_0}/C^-_{\beta_0}| \). Matter-field dynamics initialised in \( |C^+_{\beta_0} \rangle \) will have a Rabi frequency equal to \( \Omega^+_R = 2g_3 \), while starting from \( |C^-_{\beta_0} \rangle \) will imply no evolution at all, since \( \Omega^-_R = 0 \). The differences in Rabi frequency for arbitrary \( \beta_0 \) follow from the fact the two matrix elements

\[
|\langle C^+_{\beta_0} | L | C^+_{\beta_0} \rangle| = u_x (\beta_0) \pm u_y (\beta_0),
\]

are different. To support the data in main text Fig. 3, we show the time evolution of the system initialised in either \( |1, C^+_\beta \rangle \) or \( |1, C^-_\beta \rangle \) (order \( a_1 - b - a_2 \), as in main text) in the low \( \beta_0 \) limit in Fig. S1. In Fig. S1(a) a disparate oscillation period appears for both initial conditions, while in Figs. S1(b) and (c) we demonstrate that such period is \( T^+ = \pi/\Omega^+_R \); exactly matching the prediction of Eq. S3.

B. Hybridisation for strong 3WM

The approximate symbol in Eq. (S2) precisely stands for the fact that the action of \( b \) leaks excitations away from \( c \). This leakage is responsible for the mixing of ground \( (\text{cat}) \) states and excitations in \( b \) and leads to the breakdown of
gauge invariance in the regime where $\Omega^2_R \sim \omega_{\text{GAP}}$ [cf. main text Fig. 4]. We observe that one of the manifestations of this effect is the reduction of the amplitude of oscillations in $\langle \sigma^x(t) \rangle$ [cf. Fig. 4(a)]. Here, we extend this analysis by depicting the time evolution in Fig. S2 for multiple values of the 3WM. We see a single-oscillatory period that decreases with $g_3$, up to the point where $\Omega_R$ becomes of a similar order as $\omega_{\text{GAP}}$: Dynamics then become strongly perturbed [Fig. S2(a)] and multimode, i.e., with many relevant Fourier components [Fig. S2(b)].

Excitation leakage is also evidenced by the explicit action of $b^\dagger$ over cat states, namely $b^\dagger |C^\pm_{\beta_0} \rangle = |C^\pm_{\beta_0} \rangle$ and $|E^\pm_{\beta_0} \rangle$, where the states $|C^\pm_{\beta_0} \rangle = N^\pm_{\beta_0} (|1, \beta_0 \rangle \mp |1, -\beta_0 \rangle)$ are superpositions of displaced Fock states $D(\beta_0)|n\rangle = |n, \beta_0 \rangle$. Note that the number parity $\Pi(n)$ of the states $\{|C^\pm_{\beta_0} \rangle \}$ is opposite to the relative phase between the states in the superposition. Through 3WM, cat states thus couple to excitations with opposite parity, with leakage rate given by first-order perturbation theory using Fermi’s Golden rule [30] $\Gamma_{\text{leak}} \propto |\langle C^\pm_{\beta_0} |b| \rangle |^2$. The relevant matrix element follows straightforwardly

$$
\langle E^\pm_{\beta_0} |b^\dagger |C^\pm_{\beta_0} \rangle = \pm N^\pm_{\beta_0} N^\pm_{\beta_0} \left( \langle 1 | D(-2\beta_0) | 0 \rangle + \langle 1 | D(2\beta_0) | 0 \rangle \right),
$$

where we employed the relations $D(\beta_1)D(\beta_2) = D(\beta_1 + \beta_2)$ and $D(\beta) = D(-\beta)$. The right-hand side of the last term contains an overlap between displaced harmonic oscillators $F_{n,m}(\alpha, \beta) = \langle n | D(\alpha) D(\beta) | m \rangle$, and in particular the terms $F_{n,m}(\mp \beta_0, \pm \beta_0)$. The calculation is identical to the so-called Franck-Condon factors in molecular physics [31]. The factors $F_{n,m}$ are known to decay exponentially with $\beta_0^2$ as $F_{n,m}(-\beta_0, \beta_0) \sim f(\beta_0^2)e^{-2\beta_0^2}$ where $f(\beta^2)$ is a polynomial function of $\beta^2$. This implies that when $\beta_0 \gg 1$, then $\langle E^\pm_{\beta_0} |b| \rangle \approx 0$. Note that this limit is equivalent for the KPO to have $\omega_{\text{GAP}} \gg \Omega^2_R$ for fixed $U, g_3$.

The above derivation can be readily extended to multiple links. This requires a projector that collapses all link resonators $b_{i,j}$, corresponding to links $i-j$, to their respective bosonic code limits. This is given by $\mathcal{P}_c = \bigotimes_{i,j} \mathcal{P}_{E_{i,j}}$, with projectors $\mathcal{P}_{E_{i,j}} = \sum_{n=\pm} |C^0_{\beta_{i,j}} \rangle \langle C^0_{\beta_{i,j}} |$ onto the cat subspace sitting on each link $(i,j)$, $|E_{i,j}\rangle$, with population $\beta_{i,j}$. In this way, the link operators generalise to $L_{i,j} = u^\dagger(\beta_{i,j})\sigma^\tau_{i,j} + i u(\beta_{i,j})\sigma^\sigma_{i,j}$ and $\mathcal{P}_{E_{i,j}} \approx u^\dagger(\beta_{i,j})\sigma^\tau_{i,j} - i u(\beta_{i,j})\sigma^\sigma_{i,j}$, with link Pauli matrices $\{\sigma^\tau_{i,j}\}$. 

IV. GAUGE INVARIANCE

In the main text, we introduce the effective $Z_2$ gauge symmetry the system can experience in the bosonic code limit. In this section, we show the explicit proof of $Z_2$ gauge invariance for the projected single link Hamiltonian $H^c$ [cf. Eq. (4) in the main text] with $L = \beta_0 \sigma^z$ and gauge symmetry generator $\mathcal{G}_i = (-1)^{a^i_{1} a^i_{2}} \sigma^z$ ($i,j = \{1,2\}$ labels matter sites). The proof of $[H^c, \mathcal{G}_i] = 0$ is straightforward by noting that $Q_i a^i_{1} = -a^i_{1} Q_i$, $\sigma^x \sigma^z = -\sigma^z \sigma^x$, since $Q_i$ is the photon parity operator and the Pauli matrices anticommute, namely $\{\sigma^x, \sigma^z\} = 0$. Therefore,

$$
[H^\text{coup}, \mathcal{G}_i] = -\frac{\Omega^2_R}{2} \beta_0 \left[ a^i_{1} a^i_{k} + a^i_{k} a^i_{1}, Q_i \sigma^x \sigma^z + Q_i \left( a^i_{1} a^i_{k} + a^i_{k} a^i_{1} \right) \left[ \sigma^x, \sigma^z \right] \right] =

-\frac{\Omega^2_R}{2} \beta_0 \left( -2Q_i \delta_{i,j} \left( a^i_{1} a^i_{k} + a^i_{k} a^i_{1} \right) - 2Q_i \delta_{i,k} \left( a^i_{1} a^i_{k} + a^i_{k} a^i_{1} \right) + 2Q_i \left( a^i_{1} a^i_{k} + a^i_{k} a^i_{1} \right) \right) \sigma^z \sigma^z = 0.
$$

for either $i = j$ or $i = k$. The demonstration proceeds identically in the generic case of Eqs. (S1) and (S2), since $\sigma^x \sigma^y = -\sigma^y \sigma^x$. Note also the proof can be readily generalised to systems with multiple links by employing a symmetry generator that accounts for all the links $k$ connected to a matter site $i$, i.e. $\mathcal{G}_i = (-1)^{a^i_{1} a^i_{2}} \prod_{j: (i,j)} \sigma^z_{i,j}$.

V. EXCITATIONS ON TOP OF CAT SUBSPACE: NUMERICAL ASSESSMENT

Here, we provide further details about the numerical time evolution and eigenstate calculations reported in the main text, Figs. 4,5. In numerical simulations, the Hilbert space of a single $a_{1} - b - a_{2}$ link, namely $\mathcal{H}_{a_{1} - b - a_{2}}$, is truncated. For instance, in Fock space, one can keep a Hilbert’s space dimension equal to $\dim(H_{a_{1} - b - a_{2}}) = N^m_{\text{matter}} N^g_{\text{gauge}}$ states, where $N^m_{\text{matter}}, N^g_{\text{gauge}}$ are Fock cutoffs for the matter and gauge resonators, respectively. Due to the strong nonlinearity $U$ and two-photon drive $G$ in resonator $b$, the eigenstates of $H_{\text{field}}$ contain multiple excitations in the number basis. Hence, $N^g_{\text{gauge}}$ needs to be sufficient to simulate the cat state features faithfully (e.g. their Poissonian number distribution [32, 33]) and their excitations.
The parameters employed in main text Figs. 1, 2, and 3 (moderate 3WM) imply that it is often sufficient to keep an intermediate cutoff $N_{\text{gauge}} < 30$ and $N_{\text{mat}} < 10$. In fact, the model approximately preserves the number of matter resonator excitations (main text Eq. (4)), implying that, in fact is enough to consider $N = 2$ excited states in the matter. We can further understand why such approximation holds and reveal the action of 3WM by keeping the Fock basis for matter sites but rotating into the eigenbasis of $H_{\text{field}}$ for $b$ sites. A diagonal Hamiltonian in the absence of 3WM [Fig. S3(a)] develops off-diagonal contributions as the 3WM increases. Namely, the action of the 3WM in this regime is to induce couplings between cat-like states mainly, as the Hamiltonian structure for $\beta_0 = 2$ reveals [compare Figs. S3(a) and (b)]. Here we employ the numerically diagonalised $H_{\text{field}}$. Still, note we have reflected in the labels that the excitations of $H_{\text{field}}$ are well approximated by displaced Fock states $|C^c_{\beta_0}\rangle$ defined in Sec. III. This approximation neglects tunnelling between the two displaced harmonic oscillator states sitting at either side of the effective system’s potential [cf. main text Fig. 1(c)], i.e., $F_{n,n} \to 0$, a valid assumption provided $\beta_0 = 2$ in this calculation.

The effective confinement of dynamics within $C$ for moderate 3WM leads to the approximate fulfilment of Gauss’ law, as described in the main text. As 3WM increases, the coupling between states with weight in $C$, namely $|C^c_{\beta_0}\rangle$ and the excited states in $C^\bot$, i.e., $|E^c_{\beta_0}\rangle$, becomes comparable to the inter-cat-state coupling [Figs. S3(c) and (d)]. This is the case for the values chosen in simulations for main text Fig. 4. Convergence can require up to $N_{\text{gauge}} = 100$ and $N_{\text{mat}} = 30$ Fock states, i.e. dim($H_{\text{eff}}^a_{a_1-b-a_2}$) $\sim 10^4$. Simulations are still feasible for a single or few links, but scaling of the required Hilbert space is exponential. To alleviate this ‘combinatorial explosion’, we note low values of off-diagonal matrix elements between $|C^c_{\beta_0}\rangle$ and $|E^c_{\beta_0}\rangle$ relative to the inter-cat matrix elements. This implies cat states are still an appropriate basis for a moderate 3WM of $\Omega_R^+ \sim \omega_{\text{GAP}}$ and the number of required eigenstates for $b, M$, is significantly

---

FIG. S3. Hinton diagrams for the Hamiltonian matrix $H$ of a link $a_1-b-a_2$, where the states in $b$ are expressed in the eigenbasis of $H_{\text{field}}$ [main text Eq. (5)]. The elements of such a Hamiltonian are real. Blue and red squares represent positive and negative values, and the size of each square represents the magnitude of each value. Panels (a–d) are calculated with increasing values of 3WM, with a fixed $U = 1$, and cat amplitude $\beta_0 = 2$. The calculation includes the cat states $|C^c_{\beta_0}\rangle$ in $b$ and the first excited states dubbed as $|E_{\beta_0}\rangle$, obtained by pre-diagonalising $H_{\text{field}}$ in the Fock basis with $N_{\text{gauge}} = 100$. The effective confinement of dynamics within $C$ for moderate 3WM leads to the approximate fulfilment of Gauss’ law, as described in the main text. As 3WM increases, the coupling between states with weight in $C$, namely $|C^c_{\beta_0}\rangle$ and the excited states in $C^\bot$, i.e., $|E^c_{\beta_0}\rangle$, becomes comparable to the inter-cat-state coupling [Figs. S3(c) and (d)]. This is the case for the values chosen in simulations for main text Fig. 4. Convergence can require up to $N_{\text{gauge}} = 100$ and $N_{\text{mat}} = 30$ Fock states, i.e. dim($H_{\text{eff}}^a_{a_1-b-a_2}$) $\sim 10^4$. Simulations are still feasible for a single or few links, but scaling of the required Hilbert space is exponential. To alleviate this ‘combinatorial explosion’, we note low values of off-diagonal matrix elements between $|C^c_{\beta_0}\rangle$ and $|E^c_{\beta_0}\rangle$ relative to the inter-cat matrix elements. This implies cat states are still an appropriate basis for a moderate 3WM of $\Omega_R^+ \sim \omega_{\text{GAP}}$ and the number of required eigenstates for $b, M$, is significantly
VI. ROUTE TOWARDS PLAQUETTE TERMS

The extension of DGFTs to 2+1 D requires the inclusion of plaquette terms in the Hamiltonian [as per Eq. S6]. In a $Z_2$ theory, these terms consist of products of gauge operators for the links composing a plaquette. The required interactions that need to be isolated depend on the geometry of the lattice; for instance, they are required to be 4-body interactions for the toric code in a square plaquette. To incorporate these terms, one possible approach is to use non-degenerate multi-wave mixing interactions [34], e.g. $H_{\text{plaquette}} = g_3 \sum_{(i,j,k):\Delta} b_i^\dagger b_j b_k + H.c.$ in a triangular plaquette. In the bosonic code limit and for $\beta_0 \gg 1$, this interaction approximates to $H_{\text{plaquette}} \approx 2g_3 \sum_{(i,j,k):\Delta} \beta_i \beta_j \beta_k \sigma_i^x \sigma_j^x \sigma_k^x$, where the symbol $\Delta$ denotes the plaquette indexes.

Another approach that works for generic $Z_2$ LGTs making use of ancillary sites is inspired by Ref. [35]. Consider a triangular plaquette with three matter sites ($a_i$) connected to three gauge resonators ($b_{ij}$) as shown in Fig. S4. The matter-gauge dynamics are described by a generalisation of Eq. 3, given as $H_{\text{gauge}} = -g_{ij} \sum_{i,j,k} a_i b_{ij} a_j + a_i^\dagger b_{ij}^\dagger a_j$. Each gauge resonator is coupled to two ancillary resonators (annihilation operators $c_{ij}^\dagger$). Here sub-indexes denote initial and final gauge resonator indexes in counter-clockwise order. The effective interaction Hamiltonian has the form

$$H_{\text{ancillary}}^\Delta = -g_{ij} \sum_{(i,j,k,l):\Delta} (b_{ij}^\dagger c_{ij}^\dagger b_{kl} + b_{kl}^\dagger c_{ij} c_{kl}^\dagger b_{ij})$$  \hspace{1cm} \text{(S2)}$$

where $\Delta$ refers to the indices in the upside-down inner plaquette of gauge resonators in Fig. S4. In the bosonic code limit for large $\beta_0$, this Hamiltonian becomes:

$$H_{\text{ancillary}}^\Delta = - \sum_{(i,j,k,l):\Delta} g_{ij}^3 (\sigma_{i,j}^x c_{ij}^\dagger \sigma_{i,j}^x c_{ij}^\dagger + \sigma_{i,j,k,l}^x c_{i,j}^\dagger c_{i,j}^\dagger c_{i,j}^\dagger c_{ij})$$  \hspace{1cm} \text{(S3)}$$

with effective couplings $g_{3i,j,k,l} = g_{3i} \beta_i \beta_j \beta_k \beta_l$.

In the Hamiltonian (S3), link operators couple with one another with couplings mediated by the ancillary oscillators. In the following, we assume the effective couplings are equal $g_{3i} \beta_i \beta_j \beta_k \beta_l \equiv g_{ij}^3$. The inner plaquette is self-dual, so the Hamiltonian can also be simplified by reducing the number of redundant indexes in the ancillary resonators. This results in the following simplified form:

$$H_{\text{ancillary}}^\Delta = -g_{ij} \sum_{i,j:\Delta} (c_{ij}^\dagger \sigma_{i,j}^x c_j + c_j^\dagger \sigma_{i,j}^x c_i),$$  \hspace{1cm} \text{(S4)}$$

which is equivalent to the Hamiltonian in [35], except for the quantisation axis in the Pauli matrices.

This model can be understood as a hopping model with operator-valued hopping phases that depend on the link operators as $\varphi_{ij} = \pi \sigma_{ij}^x/2$. To simplify the Hamiltonian, we perform a phase shift transformation on the resonators $c_i$ using the operator-dependent phase shift $U_{ij} = e^{-i \sum_j \theta_j}$, where $\theta_j = \pi (\sigma_{i,j+1}^x - \sigma_{i,j-1}^x)/2$. This evenly distributes the dynamical hopping phases. Next, we express the ancillary modes in the momentum eigenbasis using $\hat{c}_k = \sum_j e^{-i 2\pi kj/3} c_j / \sqrt{3}$ for $k = \{-1, 0, 1\}$, resulting in:

$$H_{\text{ancillary}}^\Delta = -2g_{ij} \sum_{k =\{-1, 0, 1\}} \cos \left( \frac{2\pi k + \Phi}{3} \right) \hat{c}_k,$$  \hspace{1cm} \text{(S5)}$$

where $\Phi$ is a link-operator-dependent flux.

In the Hamiltonian (S5), if $\Phi$ changes from 0 to $\pi$, the Hamiltonian simulates a plaquette term. To see this, we must note that (i) The operator valued flux is $\Phi \sim \Pi_j \sigma_{ij}^x$ and (ii) the low energy subspace is gapped, with a gap directly proportional to $\Phi$. With regards to (i): Phase accumulation is, in fact, equivalent to transforming the wavefunction of a matter excitation via $e^{i \sum_{j} \varphi_{ij}} \Psi = (e^{i \pi (\sigma_{i,j}^x - \sigma_{i,j+1}^x)/2}) \sigma_{ij}^x e^{i \pi (\sigma_{i,j}^x - \sigma_{i,j+1}^x)/2} \sim \Pi_j \sigma_{ij}^x$ if the phases are evenly distributed. Similarly, since $\Pi_j e^{i \pi \sigma_{ij}^x} = \Pi_j \sigma_{ij}^x$, phase accumulation in a $Z_2$ equates to having a flux $\Phi \sim \Pi_j \sigma_{ij}^x$. This observation allows us to address (ii): If $\Phi = 0$, the lowest eigenfrequency is $-2g_{ij} \Delta$ (corresponding to the mode $k = 0$) whereas if $\Phi = \pi$, is a degenerate subspace with eigenfrequency $-g_{ij} \Delta$ (formed by, e.g., the $k = 0$ and $k = -1$ modes). If the dynamics is restricted to this low energy manifold gapped by $g_{ij} \Delta$, then the Hamiltonian (S5) simulates a plaquette term:

$$H_{\text{gauge}} \rightarrow -g_{ij} (\Phi - \pi) \sim \Pi_j \sigma_{ij}^x,$$

By following a similar process as described in Ref. [35], it is possible to extend this theoretical construction to assemble multi-plaquette systems and lattices.
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