High-Presence Sharp Sound Image Based on Sound Blending Using Parametric and Dynamic Loudspeakers
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Abstract

Previously, a virtual sound image that is produced with multiple electro-dynamic loudspeakers (EDLs) was diffused due to the reverberation nature of the room. A parametric array loudspeaker (PAL) can produce a sharper sound image than an EDL. However, it is difficult to produce low-frequency sound with a PAL, and the sound quality of the virtual sound image also deteriorates. Although the sound quality of the virtual sound image can be improved with a subwoofer, the sound image moves to the direction of the subwoofer. In this paper, we propose a high-presence sharp sound image based on sound blending using PALs and EDLs.

1. Introduction

Recently, 3-D surround sound systems have been proposed to realize a sound field with high presence with multiple electro-dynamic loudspeakers (EDLs), such as a channel-based system [1], transaural system [2], and object-based systems [4–6]. In object-based systems, multiple audio objects are produced as virtual sound images on the basis of amplitude panning. However, the produced sound image is diffused due to the reverberation nature of the room when producing a sharp sound image such as a point-like source. In this paper, we focused on the parametric array loudspeaker (PAL) [7–11]. The PAL can achieve sharper directivity due to straightness of the ultrasonic wave, and it has lower reverberation than the EDL. Therefore, the PAL can produce a sharp sound image [7, 8]. However, it is difficult to produce low-frequency sound lower than 1 kHz with a PAL and the sound quality of the virtual sound image deteriorates. Although the sound quality of the virtual sound image can be improved with a subwoofer, the sound image moves to its direction.

In this paper, we propose a high-presence sharp sound image based on sound blending using PALs and EDLs. In the proposed system, sharp sound images are produced with multiple PALs in addition to the conventional multichannel system. Moreover, by distributing the gain of low-frequency sound to the surrounding EDLs, the sharp sound images are produced at the desired position with high sound quality.

2. High-Presence Sharp Sound Image Based on Sound Blending Using PALs and EDLs

The proposed system consists of N PALs and M EDLs. Figure 1 shows an overview of the proposed system using 4 PALs and 22 EDLs. In the proposed system, PALs are used for production of sharp sound images, and EDLs are used for sound quality compensation. The PAL utilizes an amplitude-modulated wave [9]. Step 1 in Fig. 1 shows the production of sound images and their localization control by amplitude panning [5, 7, 8]. The input signals for PALs are expressed as

\[ u_n(t) = \alpha_n \{1 + \beta s(t)\} c(t) \]  

where \( u_n(t) \) denotes the input signal for the \( n \)-th \( (1 \leq n \leq N) \) PAL, \( t \) is the time index, \( \alpha_n \) is the gain of input signal for the \( n \)-th PAL, \( \beta \) (\( 0 < \beta \leq 1 \)) is the amplitude modulation factor, \( s(t) \) is the input signal without any processing, and \( c(t) \) is the carrier wave. Step 2 shows the process of designing low-frequency sound \( s_{LPF}(t) \) to improve the sound quality of the sound image by convolving the low-pass filter with \( s(t) \).
Figure 2: Experimental arrangement for activated loudspeaker with each condition

\[ s_{LPF}(t) = s(t) * h_{LPF,1C}(t) \]  

(2)

where * denotes the convolution operator, \( h_{LPF,1C}(t) \) is the low-pass filter, and \( \Omega_C \) is the crossover frequency between PALs and EDLs that is obtained by taking the frequency into account, which is difficult to produce with PALs. Step 3 shows the process of distributing the gain of \( s_{LPF}(t) \) to \( M \) EDLs and emitting from them. Then, the sound images are produced at the desired position with high sound quality. The input signals for EDLs are expressed as

\[ s_m(t) = \gamma \frac{s_{LPF}(t)}{M} \]  

(3)

where \( s_m(t) \) denotes the input signal for \( m \)-th (\( 1 \leq m \leq M \)) EDLs, and \( \gamma \) is the gain normalization parameter for PALs and EDLs. \( \gamma \) should be measured in advance to flatten the power spectrum of the sound image. Finally, the sound observed at listening point is expressed as

\[ y_i(t) = \sum_{n=1}^{N} D[f_{i,n}(t), u_n(t)] + \sum_{m=1}^{M} g_{i,m}(t) * s_m(t) \]  

(4)

where \( i \in \{ L, R \} \) denotes the index of the left and right ear, \( y_i(t) \) is the observed signal at each ear, \( f_{i,n}(t) \) is the impulse response between the \( n \)-th PAL and each ear, \( D[\cdot, \cdot] \) is the demodulation process of the amplitude-modulated sound emitted from the PAL, and \( g_{i,m}(t) \) is the impulse response between the \( m \)-th EDL and each ear. Therefore, the proposed system can produce sharp sound images at the desired position with high sound quality.

3. Evaluation Experiments

To evaluate the effectiveness of the proposed system, we conducted the evaluation experiments on sound quality, sharpness of sound image, and performance of sound localization. In the experiment on sound quality, we evaluated the improvement of the sound quality with the proposed system by log spectral distortion (LSD) [12]. In the experiment on sharpness of sound image, we calculated the cross-power spectrum phase (CSP) coefficient [13] and evaluated the sharpness of sound image produced with the proposed system by using the difference between the maximum and the average values of the CSP coefficient (\( D_{CSP} \)). In the experiment on performance of sound localization, we evaluated the performance of sound localization by using the interaural level difference (ILD) [14] and the inter-aural cross-correlation (IACC) [15]. Figure 2 shows the experimental arrangement of activated loudspeakers with each system. In this experiment, when producing a sound image with the loudspeaker placed in front of recording point shown in this figure, we evaluated under the following conditions.

- **PS-1P0D**: Proposed system with 1 PAL and 0 EDLs (\( N = 1, M = 0 \), Fig. 2(a))
- **PS-1P1Dn**: Proposed system with 1 PAL and 1 EDL near PAL (\( N = 1, M = 1 \), Fig. 2(b))
- **PS-1P2Dn**: Proposed system with 1 PAL and 2 EDLs near PAL (\( N = 1, M = 2 \), Fig. 2(c))
- **PS-1P1Df**: Proposed system with 1 PAL and 1 EDL far from PAL (\( N = 1, M = 1 \), Fig. 2(d))
- **CS-1D**: Conventional system with 1 EDL (Fig. 2(e))
3.2 Evaluation experiments on sharpness of sound image

3.2.1 Evaluation conditions on sharpness of sound image

In the experiment on sharpness of the sound image, we calculated the CSP coefficient and evaluated the sharpness of the sound image produced with the proposed system by $D_{CSP}$. The CSP coefficient is calculated as

$$
CSP(t) = IDFT \begin{bmatrix} S_i(k)S_j(k)^* \end{bmatrix} \left[ \frac{|S_i(k)|}{|S_j(k)|} \right] \tag{6}
$$

where CSP(t) denotes the CSP coefficient, $t$ is the time index, $IDFT$ is the function of inverse discrete Fourier transform, $S_i(k), S_j(k)$ are the spectra of the signals observed with the $i$-th and $j$-th microphone, and $*$ indicates the complex conjugate operator. Also, $D_{CSP}$ is derived from

$$
D_{CSP} = \max_{-\frac{f_{sd}}{2} \leq t \leq \frac{f_{sd}}{2}} \{ CSP(t) \} - \frac{1}{2\pi} \left\{ \left( \frac{f_{sd}}{c} \sum_{t=-f_{sd}/c}^{f_{sd}/c} CSP(t) \right) - \max_{-\frac{f_{sd}}{2} \leq t \leq \frac{f_{sd}}{2}} \{ CSP(t) \} \right\} \tag{7}
$$

where $c$ is the sound velocity, and $d$ is the microphone interval. In this experiment, the larger value of $D_{CSP}$ means that the system can produce a sharper sound image. The CSP coefficient was measured using the observed signals recorded by two microphones. The microphone interval was set to 0.14 m ($d = 0.14$ m), and the direction of the microphones was rotated 45 degs. left around the center of two microphones. The other experimental conditions, equipment and arrangement were the same as shown in Tables 1, 2 and Fig. 3.

3.2.2 Evaluation results on sharpness of sound image

Figure 5 shows the experimental results for $D_{CSP}$ with each system. From this figure, we confirmed that the proposed system can produce sharper sound image than that of the conventional system because the $D_{CSP}$ with the proposed systems are larger than that of CS-1D. On the other hand, the $D_{CSP}$ with PS-1P1Dn, PS-1P2Dn, and PS-1P1Df are slightly smaller than that of PS-1P0D because of using EDLs in these proposed systems.

3.3 Evaluation experiments on performance of sound localization

3.3.1 Evaluation conditions on performance of sound localization

In the experiment on performance of sound localization, we evaluated the performance of sound localization by the ILD and the IACC. The ILD is calculated as

$$
ILD = 10 \log_{10} \frac{\sum_{t=0}^{T-1} s_l^2(t)}{\sum_{t=0}^{T-1} s_r^2(t)} \tag{8}
$$

where $T$ denotes the length of the signal, and $s_l(t)$ and $s_r(t)$ are the signals observed at the left and right ears, respectively.
Here, the large positive value of the ILD means that the sound pressure level of the observed signal at the left ear is larger than that at the right ear. Also, the IACC is calculated as

\[
IACC = \max_{-1 \leq \tau_A \leq 1} \left( \frac{\sum_{t=0}^{T-1} s_R(t)s_L(t + \tau_A)}{\sqrt{\sum_{t=0}^{T-1} s_R^2(t)} \sqrt{\sum_{t=0}^{T-1} s_L^2(t)}} \right)
\]  

(9)

where \(\tau_A\) is the index of the interaural time difference. If the IACC has a large value, it means that the correlation between the observed signal at the left ear and right ear is large. In this experiment, if the difference between the ILD and IACC with PS-1P0D is smaller, it means that the sound localization of PAL can be maintained with the system. The ILD and IACC are measured using the observed signals recorded by a binaural microphone (3DIO, Free Space Pro II). The microphone direction was rotated 45 degs. left to the loudspeaker placed in front of them. The other experimental conditions, equipment and arrangement were the same as shown in Tables 1, 2 and Fig. 3.

3.3.2 Evaluation results on sound localization

Figures 6 and 7 show the experimental results for ILD and IACC with each system. From Fig. 7, we confirmed that the sound localization of PAL is maintained by distributing the gain of the low-frequency sound because the IACC with PS-1P2Dn is the closest to that of PS-1P0D. However, it can be seen from Fig. 6 that the ILD with CS-1D is the closest to that of PS-1P0D. This is probably because in the cases of PS-1P1Dn, PS-1P2Dn, and PS-1P1Df, the power of the EDLs was the main factor instead of the power of the PAL, and the power difference between the left and right ears was reduced.

4. Conclusions

In this paper, we proposed sharp sound image production with high sound quality based on sound blending using PALs and EDLs. From the experimental results, we confirmed that the proposed system can produce a sharp sound image with high sound quality. In the future, we aim to further improve the sound quality by finding a suitable parameter for the crossover frequency. Also, we intend to improve the performance of the sound localization by distributing the gain of low-frequency sound to more EDLs.
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