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ABSTRACT In distributed fusion system, the close interaction between the network and the physical world is emphasized, and the cognitive radio (CR) of wireless terminal has sufficient intelligence or cognitive ability to effectively improve the communication quality by detecting the history and current conditions of the surrounding wireless environment. Based on the Kalman filter, a channel sensing and conversion mechanism is studied and a new necessary and sufficient condition for MSE stability is deduced. Stable gain is received based on the stable requirements. And the average estimated error covariance is deduced. Finally, the average estimated error covariance with the mechanism is at least 63% less than that without this mechanism by using MATLAB simulation.

1. INTRODUCTION
As a smart radio communication system, cognitive radio technology dynamically detects spatial spectrum through spectrum sensing technology, thereby improving spectrum utilization efficiency [1]. There are many delimiting of cognitive radio. It is generally believed that cognitive radio is an intelligent wireless communication system with the learning ability of artificial intelligence technology, so it can recognize the external environment change. By changing its own working parameters in real time, such as modulation technology, operating frequency, transmission power, etc.

It allows the internal state to adapt the exchange of wireless transmission environment. That is to say, it can make full use of spectrum resources to meet the purpose of reliable communication at any time and any place [2]. One of the significant characteristic of cognitive radio is that it allows unauthorized users use holes opportunistically, by which without interfering the authorized communication.

As we know, the CR devices can be turned into different frequencies and allow the extended links to operate on different bands. This special CR feature will help to reduce co-band interference between
the extended links so that the end-to-end throughput may be improved. A number of documents have been published and various aspects of CR network have been studied such as optimal sensing Algorithm, a spectrum selection and scheduling algorithm based on the opportunistic capacity concept, network protocols, and network security.

In this article, we consider the distributed fusion estimation issue for the networked time varying systems with bounded noises based on cognitive radio. Multisensor fusion estimation is one of the most important studies in the area of the state estimation fusion. More recently, networked multisensor fusion estimation has found applications in a wide range of areas, such as networked filtering in wireless sensor networks and distributed fusion systems. Under the networked fusion framework, two problems must be taken into account: 1) communication delays and packet dropouts; 2) restraints of sensor energy and sensor communication bandwidth. We can see that information loss is ineluctable because of the above constraints, and for this fusion estimation with incomplete information will degrade the estimation performance. In this article, we follow the interest of the constraint of sensor energy and the sensor communication bandwidth.

For the lower communication traffic meets the bandwidth constraint, the main idea is to reduce the size of data packets. From this significance we can say that to guarantee a significant fusion estimation performance and various quantization reduction methods have been proposed in [3]. Meanwhile, when designing a estimator in energy-constrained sensor networks, it is not inevitable for sensors to transmit messages at every sampling instants [4]. Although this method cannot handle the bandwidth constrain problem, it can be combined with the key point of packet size reduction to design the fusion estimator in bandwidth and energy constrained sensor network [5]. As we all known, Kalman filtering is the most impactful way to find the optimal estimation of unknown state for the dynamic systems [6]. Figure 1 and Figure 2 show packet losses significantly affecting the estimation performance.

The issue of state estimation stability under a variety of factors such as bounded noises has attracted intense research attention [7]-[14]. [15] Bo Chen et al. study a new local estimator with time-varying gain is designed by solving a class of convex optimization problems such that the square error of the estimator is bounded. The information fusion noise statistics estimators are presented by averaging the local estimators of noise statistics in [16]. More generally, a class packet loss models in the view of semi-Markov chains is studied in [17]. We use CR over multiple channels to enhance the state estimation performance. We propose a CR based channel sensing and switching mechanism (CSSM) for state estimation. We focus on answering whether and how the state estimation can be increased by the new mechanism and the constraint of sensor energy and communication bandwidth. We get the conditions under which the proposed mechanism can improve the estimation performance. A couple of upper and lower bounds for mean square fusion estimation error is authenticated. And the performance melioration is analyzed.

Notations: The \( \mathbb{R}^n \) is \( n \)-dimensional Euclidean space. \( \mathbb{E}[\cdot] \) and \( \mathbb{P}[\cdot] \) manifest the expectation and likelihood of random variable, respectively. For any matrix \( M \), \( M' \) and \( M'' \) manifest \( Tr(\cdot) \) and \( \rho(\cdot) \) manifest the trace and spectral radius of a square matrix, respectively. \( \lambda_{\text{max}}(Y) \) is the maximum eigenvalues, and \( \lambda_{\text{min}}(X) \) is the minimum eigenvalues.
2. PROBLEM STATEMENT

2.1 System Modeling

Consider a linear discrete-time state dynamics described by the following state-space model:

$$x_{k+1} = Ax_k + Bu_k + w_k$$  \hspace{1cm} (1)

$$y_k = Cx_k + v_k$$  \hspace{1cm} (2)

where \(x_k \in \mathbb{R}^n\) manifest the system state, \(u_k \in \mathbb{R}^m\) manifest the control action, \(w_k \in \mathbb{R}^r\) manifest the system noises, \(v_k \in \mathbb{R}^r\) manifest the meterage noise. \(A, B, C\) are constant matrices with corresponding dimensions.

Kalman Filtering based State Estimation: we define a random variable \(\gamma_k \in [0,1]\) to model the wireless communication reliability , \(\gamma_k = 1\) indicates the measurement packet is successfully received, \(\gamma_k = 0\) indicates the packet is lost.

Based on the measurements, the local estimator is given by following recursive form:
Based on Equation (3), the predicted error covariance meets the following modified algebraic Riccati equation.

\[
P_k = A P_{k-1} A^T - \gamma_k A P_{k-1} C \left( C P_{k-1} C^T + R \right)^{-1} C P_{k-1} A^T + Q
\]  

(4)

2.2 CSSM

The sensor is equipped with an antenna that can sense the signals in the channels. The sensor scans the authorized channels following the ordered channel index set \( \mathcal{O} \). When sensed idle, it will stop sensing and transmit packet by the first channel. Let \( m \in \mathcal{O} \). For each \( m \in \mathcal{O} \), it indicates the state of \( iCH \) at the time when sensor senses \( iCH \) in step \( k \) as \( s_i = 0 \) or \( 1 \). Let \( \phi_{ij} \) manifests the perception results. If \( CH_i \) is sensed busy, so \( \phi_{ij} = 1 \), \( \phi_{ij} = 0 \) otherwise. Once a transmission is completed, the sensor will turn back to \( CH_0 \), in order to minimize probable interference to PU.

The following proposition originates from probability transition matrix \( \Phi \) of \( CH_i \) where \( \{\phi_{ij}\} = P[s_i = l| s_{i-1} = j-1] \).

Proposition 1: \( \{s_i\}_{i=0} \) comprises a homogeneous Markov chain with the transition probability matrix

\[
\Phi_i = \begin{bmatrix}
1 - \alpha_i & \alpha_i \\
\beta_i & 1 - \beta_i
\end{bmatrix}
\]

(5)

where \( \alpha_i = \frac{\phi_{ij} - \phi_{ij} \left( 1 - e^{-c_i \lambda_s s_i} \right)}{\phi_{ij} + \phi_{ij} \left( 1 - e^{-c_i \lambda_s s_i} \right)} \), \( \beta_i = \frac{\phi_{ij} \lambda_s s_i}{\phi_{ij} + \phi_{ij} \left( 1 - e^{-c_i \lambda_s s_i} \right)} \).

To describe the channel sensing accuracy, we define two probabilities. \( p_{ij} = P[\phi_{ij} = 0 | s_i = 0] \) manifests the correct detection probabilities, \( p_{ij} = P[\phi_{ij} = 0 | s_i = 0] \) manifests the false detection probabilities.

3. CHANNEL CASE

In this portion, the conditions for estimation stability will be discussed. Then we show how the CSSM will expand estimation stability region. Let us define

3.1 The Critical Matrix \( \Phi\Psi \)

Delimiting \( B_a(i) \) as follows. \( \forall b \in \{1, \ldots, 2^m\} \), there exists the only binary vector \( B_a(b) = [h_1, \ldots, h_m] \) such that \( b = \sum_{i=1}^{m} 2^i h_i + 1 \). Define channel state vector \( s_i = [s_{i1}, \ldots, s_{im}] \), \( \psi_s = [\rho_{s1}, \ldots, \rho_{sm}] \). Based on \( \psi_s \) and the hypothesis of the inter-channel independencies.

\[
\Phi_s \psi_s = B_a(i) \psi_s = B_a(i) \]

(6)

where \( i, j \in \{1, \ldots, 2^m\} \). The sensing matrix \( \Psi_s \) is in form Diag \( \{\psi_1, \ldots, \psi_{2^m}\} \) where \( \forall b \in \{1, \ldots, 2^m\}, \psi_b = P[\phi_b = 1 | \phi_b = B_a(b)] \). \( \epsilon_i \) indicates the packet loss rate on \( CH_i \) when it is in state \( s : \epsilon_i = 1 \) if \( s = 1 \) and \( \epsilon_i = 0 \) otherwise.
$$\psi_s = P_{[s_{i1}, \ldots, s_{iJ}]} = B_s(b)$$

$$= P_{[s_{i1} = 0, s_{i2} = h_2, \ldots, s_{iJ} = h_J]} + \sum_{s_{i2}} P_{[s_{i2} = 0, s_{i3} = h_3, \ldots, s_{iJ} = h_J]} + \cdots + P_{[s_{iJ} = 0, s_{i1} = h_1]}$$

$$\times P_{[s_{i1} = 0, s_{i2} = h_2, \ldots, s_{iJ} = h_J]}$$

$$\times \cdots \times P_{[s_{iJ} = 0, s_{i1} = h_1]}$$

$$\times \cdots \times P_{[s_{i2} = 0, s_{i3} = h_3, \ldots, s_{iJ} = h_J]}$$

$$+ \cdots + P_{[s_{iJ} = 0, s_{i1} = h_1]}$$

$$= \sum_{s_{i1}} \cdots \sum_{s_{iJ}} P_{[s_{i1} = 0, s_{i2} = h_2, \ldots, s_{iJ} = h_J]}$$

$$\times \cdots \times P_{[s_{iJ} = 0, s_{i1} = h_1]}$$

$$= \sum_{s_{i1}} \cdots \sum_{s_{iJ}} \prod_{j=1}^J P_{[s_{ij} = 0 | s_{i1} = h_1]} \prod_{j=1}^J P_{[s_{ij} = 0 | s_{i1} = h_1]}$$

$$= \prod_{j=1}^J \prod_{k=1}^J P_{[s_{ij} = 0 | s_{ik} = h_k]}$$

$$= \prod_{j=1}^J \prod_{k=1}^J P_{[s_{ij} = 0 | s_{ik} = h_k]}$$

$$= \prod_{j=1}^J \prod_{k=1}^J P_{[s_{ij} = 0 | s_{ik} = h_k]}$$

$$= \prod_{j=1}^J \prod_{k=1}^J P_{[s_{ij} = 0 | s_{ik} = h_k]}$$

$$= \prod_{j=1}^J \prod_{k=1}^J P_{[s_{ij} = 0 | s_{ik} = h_k]}$$

$$(7)$$

Where the second equality is based upon the definition of the sending sequence $\Omega$.  

### 3.2 Stability Analysis

**Theorem 1:** For system (1) with above channel sending schedule $\Omega$, a necessary condition for MSE stability of fusion estimation process with CSSM is

$$\rho(\Phi \Psi) \rho(A)^2 < 1$$

Moreover, (8) is sufficient if $\mathcal{C}$ has full column rank.  

### 3.3 Performance Analysis

**Theorem 2:** Let $\ell_{\min} = \min\{\ell_1, \ell_2, \ldots, \ell_n\}$. With sensing schedule $\Omega$, stability gain $\eta$ satisfies:

$$\eta = \sqrt{\ell_1} \sqrt{\rho(\Phi \Psi)} \leq \frac{1}{\sqrt{\prod_{i=1}^n (1 - \beta^i)}} \sqrt{\ell_{\min}}$$

Let $\tau^* = \max\{\omega(\Phi \Psi)u, \forall i \in \{1, 2, \ldots, n\}\}$, where $\omega$ is a $2^n \times 1$ vector with $[\omega_i] = 1$ and $[\omega_j] = 0$ for all $j \neq i$, $u = [1, \ldots, 1]$.  

**Theorem 3:** If $\tau^* \leq \ell_{\min}$, and initial conditions satisfy $P'_0 = P_0$, then $Tr(E[P'_0]) \leq Tr(E[P_0])$.  

**Theorem 4:** For all $k > 0$, $P_k \leq P_{k+1}$, $E[P_k] \leq E[P_{k+1}]$. Moreover

$$Tr(E[P_k]) = \sum_{i=1}^n \nu(\omega(\Phi \Psi)u) Tr(E(\omega(\Phi \Psi)T))$$

$$Tr(E[P_{k+1}]) = \sum_{i=1}^n \nu(\omega(\Phi \Psi)u) Tr(E(\omega(\Phi \Psi)T))$$

$$\nu$$ manifests a changeless state of the vector $p_k$, $a = 1 - \nu(1 - \Phi \Psi)u$.  

Remark: Our results can apply to a wide range of scenarios. Considering another channel sensing which differs from $\Omega$, in which the sensor can directly transmit packets through $CH_i$ if $CH_{i-1}$ is sensed busy. If we hold $CH_i$ as a primordial channel; the scenario the original channel is Markovian and the CSSM is not used can be viewed as special single-authorized-channel case. So the results will be renewed.  

### 4. SIMULATION EXAMPLE

Considering a maneuvering target with the physical process satisfies (1). We use the same parameters as in [18]: $A = \begin{bmatrix} 1.25 & 0 \\ 1 & 1.1 \end{bmatrix}$, $Q = 20I_{2x2}$, and the sensor meterages are described by Equation (2), where $C = I_{2x2}$, $R = 2.5I_{2x2}$, the sample period $T = 1$, $\alpha = 0.537$, $\beta = 0.461$, $\lambda = 0.05$. So the largest eigenvalue of critical matrix $\Phi \Psi$ is $\sigma_2 = 0.415 < \ell_{\min} \leq \frac{1}{\rho(A)^2}$, the state fusion estimation based on the Kalman filter is stable in the mean square sense. However, the case completes different performance according to $Tr(E[P_k])$. As shown in Figure 3, the CSSM brings about much more fusion estimation performance.
Firstly, we observe the bounds are tight in the simulation case. Without CSSM, it is widely known that fusion estimation error covariance diverges only if $\ell_0$ is larger than $\frac{1}{\rho(4)^{\frac{1}{2}}} \approx 0.64$. In contrast, with $CH_1$ and CSSM, the critical value increases obviously, i.e., the demands for the estimation stability is relaxed. From Figure 4 we demonstrate that CSSM improves estimation performance when $\ell_0 \geq 0.34$. When each local estimate $\hat{x}_k(t)$ is sent to the FC due to finite bandwidth and the limited sensor energy. In reality, when $\ell_0 \geq 0.34$, both $\sigma_2 < \ell_0$ and $\psi_0 (0 - \beta) + \psi_0 \beta \leq \ell_0$ are true. Thus, the fusion estimation capability is assured to be enhanced. However, the delineation also manifest that there is a performance descend when $\ell_0 < 0.34$ such that quantity of $CH_0$ is better than that of the $CH_1$. This can be finished off by strengthening the channel sensing accuracy.

More authorized channels can provide higher opportunities for sensor to triumphantly transmit its measurement packets. The performance bounds and the performance ratio obtained in Theorem 4, where $m = 0$ demonstrates the case without CSSM. We can see that: 1) With CSSM, the upper bound and relaxed upper bounds are quite close in all situations. 2) The worst situation property ratio is less than 36.68%. 3) The property is clearly improved by introducing to the CSSM more authorized channels.

5. CONCLUSION
In this paper, the fusion estimation problem with linear process state dynamics has been investigated for networked time-varying fusion system with bounded noises. Based on cognitive radio technology, we propose CSSM mechanism for sensor to opportunistically enter authorized spectrum in data transfer. We develop a new necessary and sufficient condition for fusion estimation stability in mean square sense. At last, simulation results manifest that fusion estimation property is remarkably improved by CSSM.

![Figure 3. Performance comparison.](image-url)
Figure 4. Performance bound comparison.
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