Gyromagnetic bifurcation in a levitated ferromagnetic particle
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We examine mechanical rotation of a levitated magnetic particle that is induced by ferromagnetic resonance under microwave irradiation. We show that two stable solutions appear in a certain range of parameters by bifurcation when the rotation frequency is comparable to the microwave frequency. This phenomenon originates from the coexistence of the Barnett and the Einstein-de Haas effects. We also reveal that this measurement is sensitive to the strength of the spin-rotation coupling. Our work provides a platform for accessing a microscopic relaxation process from spin to macroscopic rotation.

Introduction.—The discovery of gyromagnetism [1, 2], i.e., the interconversion between spin and mechanical rotation, was a milestone in magnetism research, because it revealed the origin of magnetism to be the intrinsic angular momentum of electrons, which classical physics cannot explain, even before the establishment of quantum mechanics. Originally, gyromagnetic effects were investigated in bulk magnetic materials with aim of determining their gyromagnetic ratios [3]. Recently, gyromagnetic effects have been recognized as universal phenomena, as demonstrated in various systems at scales ranging from those of condensed matter [4–16] to those of particle physics [17–21]. They have also provided powerful tools with which to measure and control both the mechanical and magnetic degrees of freedom [4, 5, 22–27].

Indeed, the Barnett effect (conversion of angular momentum of mechanical rotation into spin [1]) has been utilized to identify the angular momentum compensation temperature of ferrimagnets [24, 25] and to generate spin current from rigid-body rotation [6–8], surface acoustic waves [13–15], and vorticity in fluids [9–12]. On the other hand, the Einstein–de Haas effect (mechanical torque generated from spin polarization [2]), which is abbreviated as the EdH effect hereafter, has been utilized to measure the faint torque caused by a single electron spin flip [23], identify the gyromagnetic ratio of a nanomagnetic thin film [22], and reveal the demagnetization process in ferromagnets on sub-picosecond time scales [26].

Very recently, it has been demonstrated, in a solid-state device, that the Barnett and EdH effects can coexist in the GHz-frequency regime [16], although the Barnett and EdH effects have been treated independently so far. Through these two routes, angular momenta can bounce back and forth between magnetic and mechanical degrees of freedom in a single system; hence, their coexistence may bring out rich physics and possibly highlight the microscopic features of the spin-rotation coupling, the fundamental coupling between spin and mechanical angular momentum of a rotating body [28, 29]. However, solid-state platforms involve various excitations; hence, the gyromagnetic phenomena are damped by and could even be buried in, e.g., spin and charge transport and impurity scattering. In this sense, it is crucial to construct a platform that is detached from those relaxation paths and enables high-frequency, stable rotation.

Levitated optomechanics, inspired by laser tweezers, levitation, and cooling [30–34], can provide such a platform. Stable levitation of small particles has been demonstrated under a high vacuum through the use of, e.g., optical and radio-frequency forces [35]. In particular, with optical forces controlled by parametric feedback, sub-kelvin cooling of center-of-mass motion of small particles has been demonstrated [36–38]. By combining the feedback cooling scheme with the cavity cooling technique [39, 40], even zero-point fluctuation of the center of mass has been revealed [41]. Since motion of the center of mass can be significantly suppressed, high-frequency rotation (∼ GHz) of small particles in a high vacuum has been studied recently [42, 43]. The levitation of ferromagnets, which is necessary for our setup, has been studied theoretically in previous works [44–52] and has achieved also experimentally [53, 54]. Though the levitated optomechanical measurements are thus best suited for investigating the interplay between the Barnett and EdH effects, such an application has been overlooked so far.

In this Letter, we propose a levitated optomechanical setup to directly probe angular-momentum transfer between a spin system and mechanical rotation via Gilbert damping with high precision. We consider a small levitated particle and study its uniaxial rotation under microwave irradiation in a ferromagnetic resonance (FMR)
FIG. 1. (a) Schematic picture of the model. The magnetic nanosphere is optically levitated. The static magnetic field $H_0$ is applied in the $z$ direction and the circularly polarized microwave field in the $xy$ plane. They induce precession of the magnetization $\mathbf{M}$ and macroscopic rotation $\mathbf{\Omega}$ about the $z$ direction via the spin-rotation coupling. (b) Net angular rotation frequency rotation [43, 57–59]. We assume diffuse reflection at the surface. Accordingly, the torque induced by the magnetization $\mathbf{M}$ of the particle, is the particle mass. We assume that the magnetization with a moment of inertia, $\Omega$, of the particle and therefore the particle starts to rotate around the $z$-axis. Its rotation frequency vector is denoted as $\Omega_{z,i}$, $(\Omega_{z,i}) = (0, 0, \Omega_z)$. There are three steady-state solutions, $\Omega_{z,i}$ $(i = 1, 2, 3)$. For $\Omega_{z,1}$ and $\Omega_{z,3}$ (red points), an infinitesimal change in $\Omega_z$ produces a restoring torque, and thus, the solutions become stable. In contrast, an infinitesimal deviation subsequently grows for $\Omega_{z,2}$, and thus, that solution is unstable.

The first term describes the Zeeman energy, where $\mathbf{H}$ is the magnetic field in the rotating frame, $\mathbf{S}^{\text{tot}}$ is the total spin of the particle, $\mu_0$ is the vacuum permeability, $\gamma$ ($< 0$) is the gyromagnetic ratio, and $\mathbf{H}$ is the magnetic field in the rotating frame, $\mathbf{H} = (h \cos(\omega - \Omega_z)t, h \sin(\omega - \Omega_z)t, H_0)$. (2)

Here, $H_0$ is a static magnetic field and $h$ ($\ll H_0$) and $\omega$ are the amplitude and frequency of the microwaves, respectively. The second term of the Hamiltonian (1) describes the spin-rotation coupling that explains the Einstein-de Haas effect [2] and the Barnett effect [1]. Note that the $g$-factor for the spin-rotation coupling, $g_{\text{SR}}$, generally deviates from one [54, 56].

The magnetization of the particle is given as $\mathbf{M} = h\gamma \mathbf{S}^{\text{tot}}/V$, where $V = 4\pi r^3/3$ is the volume of the particle. The Landau–Lifshitz–Gilbert (LLG) equation is given as

$$\mathbf{M} = \mathbf{M} \times (\mu_0 \gamma \mathbf{H} + g_{\text{SR}} \mathbf{\Omega}) + \frac{\alpha}{M_0} \mathbf{M} \times \dot{\mathbf{M}},$$

where $M_0 = |\mathbf{M}|$, $\dot{\mathbf{M}} = d\mathbf{M}/dt$, and $\alpha$ is the Gilbert damping constant. The steady-state solution of the LLG equation can be obtained by assuming $\dot{\mathbf{M}} = 0$ and $(M_z, M_y) = M(\cos(\omega - \Omega_z)t + \phi), \sin(\omega - \Omega_z)t + \phi)$ and using $M_0^2 = M_z^2 + M_y^2$. For this steady state, the $z$ component of the gain rate of the angular momentum from the spin system is given as

$$[\mathbf{M} \times \mu_0 \gamma \mathbf{H}]_z = -\frac{\alpha}{M_0}(\omega - \Omega_z)M_z^2.$$

This coincides with the Gilbert damping term $\alpha \left[ \mathbf{M} \times \dot{\mathbf{M}} \right]_z/M_0$, indicating that the gain in angular momentum from the microwaves is lost through Gilbert damping. This spin relaxation causes continuous transfer of the angular momentum to the rigid-body angular momentum.

**Magnetically driven rigid-body rotation.**— The equation for the time evolution of the angular momentum in the present system is given as [54]

$$\frac{d}{dt} [I\dot{\Omega}_z + g_{\text{SR}} \hbar \mathbf{S}^{\text{tot}}_z] = \Gamma_{\text{in}} + \Gamma_{\text{air}},$$

where $\Gamma_{\text{in}} = \mu_0 \gamma h \left[ \mathbf{S}^{\text{tot}} \times \mathbf{H} \right]_z$ is the torque supplied from the microwaves and $\Gamma_{\text{air}}$ is the torque due to the air resistance (discussed later). When the Gilbert damping term is included phenomenologically as in the last term of Eq. (3), a steady state, $\dot{\mathbf{S}}_z = 0$, arises from the balance between the Gilbert damping and the gain in angular momentum from the microwaves, Eq. (4). Then, Eq. (5) leads to the equation of motion for the steady-state rotation frequency $\Omega_z$.

The steady-state rotation of the particle receives torque from the surrounding air. In this paper, we focus on the molecular flow region in which $\lambda \gg r$ holds, where $\lambda$ is the mean free path, in order to realize high-frequency rotation [43, 57–59]. We assume diffuse reflection at the surface. Accordingly, the torque induced by
the air resistance is calculated as [54]\n\[
\Gamma_{\text{air}} = \frac{8\pi r^4}{3} \sqrt{\frac{\pi m_{\text{air}}}{2k_B T}} \Omega z p,
\]
(6)
where \(m_{\text{air}}\) is the mass of the air molecules, \(k_B\) is the Boltzmann constant, \(T\) is temperature, and \(p\) is pressure. In the following estimate, we assume that the particle is in the atmosphere, for which the average molecular mass is \(m_{\text{air}} = 4.78 \times 10^{-26}\) kg and take \(r = 1 \times 10^{-6}\) m and \(T = 273 K\) [60]. The mean free path satisfies \(p \cdot \lambda = k_B T / (\sqrt{2\pi \xi^2})\), where \(\xi\) is the diameter of an air molecule. Substituting \(\xi = 3.76 \times 10^{-10}\) m, we have \(p \cdot \lambda \simeq 6.0 \times 10^{-3}\) N/m, and taking \(p \lesssim 100\) Pa is sufficient to enter the molecular flow region \(\lambda \gg r\).

**Gyromagnetic bifurcation.**—First, we set \(g_{\text{SR}} = 1\) in order to see the features of the steady-state rotation. The Euler equation of a spherical particle is presented in Eq. (5). Defining the net angular momentum gain as \(f(\Omega_z) = f_{\text{in}}(\Omega_z) + \Gamma_{\text{air}}(\Omega_z)\), the rotation frequency of the steady state can be obtained by solving \(f(\Omega_z) = 0\). Our estimate employs the parameters, \(M_0 = 1.557 \times 10^6\) A/m, \(\alpha = 6.7 \times 10^{-5}\), \(H_0 = 2.6 \times 10^5\) A/m, of a spin pumping experiment for YIG [61].

Before showing our results, we should explain that both stable and unstable solutions may appear in general. Figure 1 (b) is a schematic graph of \(f(\Omega_z)\) and the solutions of \(f(\Omega_z) = 0\) when \(f(\Omega_z)\) has three solutions, \(\Omega_{z,i}\) \((i = 1, 2, 3)\). Two solutions, \(\Omega_{z,1}\) and \(\Omega_{z,3}\), are stable because an infinitesimal change in \(\Omega_z\) induces a restoring torque. On the other hand, \(\Omega_{z,2}\) is an unstable solution because no restoring torque works there. The emergence of three solutions highly depends on the microwave amplitude \(h\) and the Gilbert damping parameter \(\alpha\), as will be discussed later. Hereafter, we calculate the steady-state rotation frequency as a function of the microwave frequency \(\omega\) and study how it changes as \(h\) varies.

Figures 2 (a)-(d) show the rotation frequency of the steady state as a function of the microwave frequency for \(h = 4\) A/m. The red and blue curves indicate the stable and unstable solutions, respectively. For a sufficiently high pressure, only one solution can be realized for arbitrary microwave frequencies (not shown in Fig. 2). As the pressure is lowered, two stable solutions and one unstable solution appear (Fig. 2 (a)). These new solutions produced by bifurcation appear near the resonant frequency \(\omega_0 = -\mu_0 \gamma H_0 \simeq 57.52\) GHz, while one stable solution exists away from the resonant frequency. As the pressure is lowered, the lower stable branch approaches the upper one and they become connected to each other at a certain pressure, \(p_1\) (Fig. 2 (b)). Below this critical pressure, the topology of the graph of \(\Omega_z\) changes (Fig. 2 (c)), and a transition from the lower to the upper branch becomes possible when the microwave frequency \(\omega\) approaches \(\omega_0\). For a sufficiently low pressure, the bifurcation disappears and only one stable solution exists for any microwave frequency (Fig. 2 (d)). In order to see the characteristics of the branches, we show the magnetization of the particle at the critical pressure in Fig. 2 (e). The particle has a small (large) magnetization in the upper (lower) branch with a large (small) steady-state rotation frequency. This means that the distribution of the angular momentum between magnetization and rigid-body rotation is different in these two branches.

Figure 2 (f) shows the steady-state solutions at \(\omega = \omega_0\) in \(p-\Omega_z\) space. The green area in the figure is the forbidden region in which \(M_z\) becomes an imaginary number. The critical pressure is defined as the lowest pressure in the lower branch in Fig. 2 (f) and is calculated as [54]
\[
p_1 = \frac{4A |\mu_0 h_0^2| \omega_0^2}{3\pi k_B T}.
\]
(7)
In the present estimate, the critical pressure at \(h = 4\) A/m is \(p_1 \approx 4.4 \times 10^{-3}\) Pa.

Figures 2 (g)-(j) show the steady-state rotation frequency for \(h = 12\) A/m. In this case, there is no bifurcation and only one stable solution at any frequency and any pressure. Note that the graph of \(\Omega_z\) has a cusp at \(\omega = \omega_0\) at a specific pressure \(p = p_2\). At this pressure, the magnetization reaches zero at \(\omega = \omega_0\) (Fig. 2 (k)). The bifurcation disappears because the unstable solutions are inside the forbidden region, as shown in Fig. 2 (l) which plots the steady-state solutions at \(\omega = \omega_0\) on the \(p-\Omega_z\) plane. The pressure \(p = p_2\) corresponds to the crossing point of the two solutions, which is always on the boundary of the forbidden region [54]. Finally, we should note that for \(g_{\text{SR}} = 1\) the ferromagnetic resonance frequency is not affected by the rotation frequency. This is because the decrease in microwave frequency in the rotating frame (see Eq. (2)) is completely compensated by the decrease in the effective magnetic field due to the spin-rotation coupling (the Bernevig effect) through the LLG equation (3).

Thus, whether the bifurcation occurs or not depends on the pressure. The condition for a bifurcation to appear is obtained by solving \(p_1 < p_2\) at \(\omega = \omega_0\) as \(h/H_0 < \alpha/2\) [54]. This indicates the bifurcation disappears at high microwave amplitudes, which is consistent with the results shown in Fig. 2.

Now, let us consider the case when \(g_{\text{SR}}\) deviates from 1. Figure 3 shows the rotation frequency as a function of the microwave frequency \(\omega\) for different values of \(g_{\text{SR}}\) for \(p = p_1\) and \(h = 4\) A/m. The curves are strongly tilted even for a small deviation in \(g_{\text{SR}}\) from 1. Furthermore, even when \(g_{\text{SR}} - 1\) is small (see Fig. 3 (c), (d)), the two stable branches exist in a finite range of \(\omega\); therefore, transitions from the lower branch to the upper branch always occur as \(\omega\) changes, for example \(\omega \simeq 57.51\) GHz in Fig. 3 (c). These changes originate from incomplete compensation between the microwave frequency shift and the spin-rotation coupling in the rotating frame. This behavior can be utilized for measuring the effective g-factor of the spin-rotation coupling. Note that if \(g_{\text{SR}} - 1\) is
FIG. 2. Steady-state rotation frequency $\Omega_z$ for various pressures with microwave amplitudes (a)–(d) 4 $\text{A/m}$ and (g)–(j) 12 $\text{A/m}$. (e)(k) The steady-state solutions of the magnetization $M_z$ that correspond to $\Omega_z$ in (b) and (h), respectively. (f)(l) Red and blue curves express the $p$ dependence of the steady-state solutions for the rotation frequency. The green area is the region in which the $z$ component of the magnetization $M_z$ becomes imaginary. Thus, the physical solutions are the red curves, and the solutions depicted by the blue curves are unstable.)

is negative, the graph of $\Omega_z(\omega)$ is tilted in the opposite direction.

Conclusion.—We examined angular momentum transfer between the spins and the mechanical angular momentum of a levitated ferromagnetic particle driven by microwave irradiation in a vacuum. This setup is suitable not only for making precise measurements but also for very fast mechanical rotation, due to the absence of a restoring torque, as shown in recent experiments on levitated optomechanics [35]. We formulated the steady-state rotation frequency using the LLG equation in combination with angular momentum conservation and estimated it using realistic experimental parameters. We found a bifurcation phenomenon in the solutions for the steady-state rotation frequency when the rotation frequency is very fast and comparable to the microwave frequency. Our setup is a great candidate for satisfying these conditions, which are essential for the strong Barnett effect, in other words, coexistence of the Barnett and the EdH effects. When the $g$-factor for the spinrotation coupling, $g_{SR}$, is unity, a transition in rotation frequency is observed near the resonant frequency due to transitions between the two branches. Even a slight deviation in the $g$-factor $g_{SR}$ from unity separates the two branches more significantly and the transition in rotation frequency appears in a wider region of pressure. This feature of a bifurcation sensitive to the value of $g_{SR}$ can be used for accurate measurement for the effective $g$-factor. Our proposal will provide a powerful way to investigate angular momentum conversion from magnetism to macroscopic motion in ferromagnets and will promote interdisciplinary research between two developing research fields, spintronics and optomechanics.
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MEASUREMENT OF THE ROTATION FREQUENCY

The fast rotation of an optically levitated particle has been observed in a number of previous works [1–4]. For example, Ref. [2] reported a GHz rotation of a single 100 nm silica particle in vacuum in pressure range from $10^{-3}$ Pa to 10 Pa. In Ref. [2], the authors analyzed the frequency shift of the detection beam which goes through the particle. Because this shift is independent of the rotation detection mechanism, it has been utilized for accurate measurement of the rotation frequency of the particle. Though these experiments are mainly performed for non-magnetic particles, levitation of ferromagnetic particles has also been realized recently. For example, Ref. [5] achieved the levitation of a spherical iron particle having a diameter around 1 µm by a Paul trap method. Therefore, we expect that both levitation of ferromagnetic particles and measurement of their rotation frequency that are assumed in our work are possible within the present experimental techniques. We note that our theoretical description based on the LLG equation and the angular-momentum conservation does not depend on the kind of magnetic materials and is applicable to various ferromagnetic particles.

AIR RESISTANCE IN VACUUM

We formulate the torque by the air resistance in vacuum referring to Refs. [3, 6–8]. We assume the condition of $\lambda \gg r$, where $\lambda$ is the mean free path of the air and $r$ is the radius of the particle. We further assume the diffuse reflection at the surface. Then, the total torque of the air resistance for the particle is given as [9]

$$\Gamma_{\text{air}} = -\frac{2\pi r^4 \Omega_z}{3} \rho \bar{c}, \quad (1)$$

where $\rho$ and $\bar{c}$ are the density and the mean velocity of molecules, respectively. From the Maxwell-Boltzmann distribution for an ideal gas, these quantities are given

$$\rho = n m_{\text{air}} = m_{\text{air}} \frac{p}{k_B T}, \quad \bar{c} = \frac{2}{\sqrt{\pi}} \sqrt{\frac{2k_B T}{m_{\text{air}}}}, \quad (2)$$

where $m_{\text{air}}$ is the molecule mass, $n$ is the number of molecules per unit volume, $T$ is the temperature, $p$ is the pressure, and $k_B$ is the Boltzmann constant. Substituting Eq. (2) into Eq. (1), we obtain

$$\Gamma_{\text{air}} = -\frac{8n^2}{3} \frac{\pi m_{\text{air}}}{2k_B T} p \sqrt{\frac{2k_B T}{m_{\text{air}}}} \Omega_z \equiv -\beta \Omega_z. \quad (3)$$

We assume the mass of air molecules, $m = 4.78 \times 10^{-26}$ kg. We also take $r = 10^{-6}$ m and $T = 273$ K.

To check the condition $\lambda \gg r$, we need to evaluate the mean free path, which is given in Ref. 7 as

$$\lambda = \frac{k_B T}{\sqrt{2\pi \xi^2 p}} \quad (4)$$

where $\xi$ is the diameter of an air molecule. Taking $\xi = 3.76 \times 10^{-10}$ m [10] and $T = 273$ K, the mean free path of the air satisfies

$$p \cdot \lambda \approx 6.0 \times 10^{-3} \text{ N/m}. \quad (5)$$

The mean free path for several typical pressures is given in Table I. For $r = 10^{-6}$ m, the condition $\lambda \gg r$ is well satisfied when $p \lesssim 100$ Pa.

| $p$ (Pa) | $\lambda$ (m) |
|---------|-------------|
| $10^{-3}$ | 6          |
| $10^{-2}$ | 60         |
| 0.1      | 6          |
| 1        | 6          |
| 10        | 0.6        |

TABLE I. The pressure dependence of the mean free path for the air molecules.
DERIVATION OF THE ANGULAR-MOMENTUM CONSERVATION LAW

We derive the angular-momentum conservation law of the system. For this purpose, it is convenient to start from the Lagrangian in the rotating frame given as

\[
\mathcal{L} = \frac{1}{2} \dot{\phi}^2 + h S_{\text{tot}}^2 \dot{\phi}_s (\cos \theta_s - 1) - H
\]

\[
= \frac{1}{2} \dot{\phi}^2 + h S_{\text{tot}}^2 \dot{\phi}_s (\cos \theta_s - 1) + \mu_0 \gamma H \cdot S + g_{SR} \Omega \cdot S
\]

\[
= \frac{1}{2} \dot{\phi}^2 + h S_{\text{tot}}^2 \dot{\phi}_s (\cos \theta_s - 1)
+ h S_{\text{tot}} \mu_0 \gamma \left( h \sin \theta_s \cos (\omega t - \varphi) \cos \phi_s 
+ \sin (\omega t - \varphi) \sin \phi_s \right) + H_0 \cos \theta_s 
+ g_{SR} h S_{\text{tot}} \cos \theta_s \dot{\phi},
\]

(6)

where \( S_{\text{tot}} = S_{\text{tot}}^R \sin \theta \), \( \varphi \), \( \phi \), and \( \Omega = (0, 0, \dot{\varphi}) \), \( \varphi \) is a rotation angle whose time derivative corresponds to \( \Omega = (0, 0, \dot{\varphi}) \), and we have imposed \( \varphi(t = 0) = 0 \) as the initial condition. From the Euler-Lagrange equation with respect to \( \varphi \),

\[
\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{\varphi}} \right) = \frac{\partial \mathcal{L}}{\partial \varphi},
\]

we obtain

\[
\frac{d}{dt} \left[ \dot{\phi} + g_{SR} h S_{\text{tot}} \right] = h S_{\text{tot}} \mu_0 \gamma h \sin (\omega t - \varphi) \cos \phi_s - \cos (\omega t - \varphi) \sin \phi_s
\]

\[
= \mu_0 \gamma h \left[ S_{\text{tot}} \times H \right]_z \equiv \Gamma_{\text{in}},
\]

(7)

where \( \Gamma_{\text{in}} = \mu_0 \gamma h \left[ S_{\text{tot}} \times H \right]_z \) is the torque supplied from the microwave. By introducing the dissipative function to describe the air resistance, an additional torque \( \Gamma_{\text{air}} \) is added to the right-hand side of the above equation. By considering the steady state, \( \dot{\varphi} = \Omega_z \), and using \( \varphi = \int_0^t \dot{\varphi} dt = \Omega_z t \), we obtain Eq. (7) in the main text.

STEADY-STATE EULER EQUATION

The dynamics of the system is determined by the LLG equation

\[
\dot{M} = M \times (\mu_0 \gamma H + g_{SR} \Omega) + \frac{\alpha}{M} M \times \dot{M},
\]

(8)

and the Euler equation

\[
I \ddot{\Omega}_z + g_{SR} h \dot{\phi}^2 = \Gamma_{\text{in}} + \Gamma_{\text{air}},
\]

(9)

where we have assumed \( \Omega = (0, 0, \Omega_z) \). We further assume the x and y components of \( M \) as

\[
M_x = M \cos ((\omega - \Omega_z) t + \phi),
\]

\[
M_y = M \sin ((\omega - \Omega_z) t + \phi),
\]

(10)

where \( M^2 = M_0^2 - M_z^2 \). By taking

\[
\dot{M}_z = \ddot{\Omega}_z = 0,
\]

(11)

the steady-state solution is obtained as

\[
\tan \phi = \frac{\alpha M_z^2 (\omega - \Omega_z)}{\omega - \omega_0 + \Delta g \Omega_z},
\]

(12)

\[
M = \frac{\mu_0 \gamma M_z h}{\sqrt{\omega - \omega_0 + \Delta g \Omega_z)^2 + (\alpha(\omega - \Omega_z) M_z/M_0)^2}},
\]

(13)

where \( \omega_0 = -\mu_0 \gamma H_0 \) and we defined \( \Delta g = g_{SR} - 1 \). Using \( M_z^2 + M_z^2 = M_0^2 \), the equation for \( M_z^2 \) can be derived. By solving this equation, we obtain

\[
M_z^2 = \frac{1}{2\alpha^2(\omega - \Omega_z)^2/M_0^2} \left[ -A + \sqrt{A^2 + B} \right],
\]

(14)

\[
A = \mu_0 \gamma h^2 + (\omega - \omega_0 + \Delta g \Omega_z)^2 - \alpha^2(\omega - \Omega_z)^2,
\]

(15)

\[
B = 4\alpha^2(\omega - \Omega_z)^2(\omega - \omega_0 + \Delta g \Omega_z)^2.
\]

(16)

Here, we have chosen the solution in which the sign in front of the square root is plus, because \( M_z \) has to be real. Since \( \Gamma_{\text{in}} \) is written as

\[
\Gamma_{\text{in}} = \mu_0 \gamma h \left[ S_{\text{tot}} \times H \right]_z
= - \frac{\alpha V}{M_0 \gamma} (\omega - \Omega_z) (M_0^2 - M_z^2),
\]

(17)

the steady-state Euler equation (9) becomes

\[
\frac{\alpha V}{M_0 \gamma} (\omega - \Omega_z) (M_0^2 - M_z^2) - \beta \Omega_z = 0,
\]

(18)

where \( \beta \) is the constant defined in Eq. (3). Substituting Eq. (14) into Eq. (18), we obtain the cubic equation for \( \Omega_z \) as

\[
a_3 \Omega_z^3 + a_2 \Omega_z^2 + a_1 \Omega_z + a_0 = 0,
\]

(19)

where

\[
a_3 = - \left( \frac{2\beta \alpha}{M_0} \right)^2 + \frac{4\beta \alpha V}{M_0 \gamma} (\Delta g^2 + \alpha^2),
\]

(20)

\[
a_2 = \left( \frac{2\beta \alpha}{M_0} \right)^2 \omega + \frac{8\beta \alpha V}{M_0 \gamma} (\Delta g(\omega - \omega_0) - \alpha^2 \omega),
\]

(21)

\[
a_1 = \frac{4\beta \alpha V}{M_0 \gamma} (\mu_0 \gamma^2 h^2 + (\omega - \omega_0)^2 + \alpha^2 \omega^2)
- \frac{4V^2}{\gamma} \mu_0 \gamma^2 h^2 \alpha^2,
\]

(22)

\[
a_0 = \frac{4V^2}{\gamma} \mu_0 \gamma^2 h^2 \alpha^2 \omega.
\]

(23)

The solution of Eq. (19) has to satisfy the condition

\[
h(\Omega_z) = \sqrt{A(\Omega_z)^2 + B(\Omega_z)}
= \mu_0 \gamma^2 h^2 + (\omega - \omega_0 + \Delta g \Omega_z)^2 + \alpha^2(\omega - \Omega_z)^2
+ \frac{2\alpha \beta \gamma}{M_0 V \Omega_z (\omega - \Omega_z)} \geq 0,
\]

(24)

which appears when squaring Eq. (18). The solutions of Eq. (19) which don’t satisfy Eq. (24) correspond to negative \( M_z^2 \), in other words imaginary \( M_z \).
BIFURCATION AND CRITICAL PRESSURE

In this section, we describe the condition for bifurcation and detailed calculation on the critical pressure for \( g_{SR} = 1 \) and \( \omega = \omega_0 \) given in the main text. We show the real solutions of \( \Omega_z \) as a function of the pressure \( p \) by the solid lines in Fig. 1. The red (blue) part of the solid line indicates the stable (unstable) solution. Fig. 1 (a) and (b) correspond to the cases of \( h = 4 \) A/m and \( h = 12 \) A/m, respectively. We also show the forbidden region, in which the condition (24) does not holds, by the green hatch in Fig. 1. The dashed lines in the hatch indicate the unphysical solutions, which give imaginary values for \( M_z \).

By comparison between Fig. 1 (a) and (b), we can see that the behavior of the steady-state solutions is distinct for \( h = 4 \) A/m and \( h = 12 \) A/m; one unstable solution exists for weak amplitude of microwave, while it disappears for large amplitude of microwave. This difference is analyzed by the relative position between the bifurcation point \( D_1 \) and the crossing point \( D_2 \) shown in Fig. 1. These two points correspond to the multiple roots of Eq. (19) for \( \Delta g = 0 \) and \( \omega = \omega_0 \). We define \( x, y, \) and \( z \) as

\[
x = \frac{2\beta \alpha}{M_0}, \quad y = -\frac{V}{\gamma} \alpha^2, \quad z = -\frac{V}{\gamma} \omega^2 \gamma^2 h^2 \frac{1}{\omega_0^3}.
\]  

We note that \( x, y, \) and \( z \) are all positive since \( \gamma < 0 \). Then, the cubic equation given in Eq. (19) is rewritten for \( \Delta g = 0 \) and \( \omega = \omega_0 \) as

\[
\Omega_z^3 (x + 2y)x - \Omega_z^2 (x + 4y)x \omega_0 + \Omega_z (4yz + 2xz + 2xy) \omega_0^2 - 4yz \omega_0^3 = 0.
\]  

The discriminant of Eq. (26) is given as

\[
D = 4 \omega_0^4 x(x - 8z)(x^2 y - x^2 z - 4xyz - 4y^2 z)^2.
\]  

By solving \( D = 0 \), the condition for the multiple roots is given as \( x = x_1, x_2 \) where

\[
x_1 = 8z, \quad x_2 = \frac{2y(z + \sqrt{y^2})}{y - z}.
\]

We note that the sign in front of the square root is chosen as a plus since \( x \) have to be positive. The solutions, \( x = x_1 \) and \( x = x_2 \), correspond to \( D_1 \) and \( D_2 \), respectively. The steady-state rotational frequencies are calculated for these two solutions as

\[
\begin{align*}
\Omega_z(D_1) &= \frac{1}{2} \omega_0, \\
\Omega_z(D_2) &= \frac{y - z}{y + \sqrt{y^2}} \omega_0.
\end{align*}
\]

Next, we consider the boundary of the forbidden area (the green hatched area in Fig. 1). It is written with \( x, y, \) and \( z \) as

\[
h(\Omega_z) = -\frac{\gamma}{V} \left[ (x + y) \Omega_z^2 + (-x - 2y) \omega_0 \Omega_z + (y + z) \omega_0^3 \right] = 0.
\]  

We can check that the solution for \( D_2 \) given by \( x = x_2 \) and Eq. (30) satisfies this condition. This indicates that the crossing point \( D_2 \) of the steady-state solution is always on the boundary of the forbidden region in Fig. 1. We note that the \( D_2 \) point disappears when \( y < z \); in this case only one branch is observed just like the usual FMR. For \( y > z \), the unstable solution (indicated by the blue line in Fig. 1 (a)) exists only when \( \Omega_z(D_1) < \Omega_z(D_2) \). This condition is written as

\[
\frac{h}{H_0} < \frac{\alpha}{2}.
\]

When the unstable solution exists, the \( D_1 \) point corresponds to the critical pressure \( p_1 \) at which the two branches connect each other:

\[
p_1 = \frac{-2M_0 \gamma \alpha r}{2 \pi k_B T m_{air} \left( \frac{h}{H_0} \right)^2}. \tag{33}
\]

For \( h = 4 \) A/m, which correspond to the situation given in Fig. 3 (b) in main text, the critical pressure is evaluated as \( p_1 \approx 4.4 \times 10^{-3} \) Pa.

EFFECT OF THE GILBERT DAMPING

We discuss the effect of the Gilbert damping for the steady-state rotation. We first show the rotation frequency \( \Omega_z \) as a function of the microwave frequency \( \omega \) for \( g_{SR} = 1, p = 5.0 \times 10^{-3} \) Pa, and \( h = 4 \) A/m in Fig. 2. As the Gilbert damping \( \alpha \) is increased from Fig. 2 (a) to (c), the bifurcation first occurs in the lower branch and subsequently the upper branch is disconnected from the
lower one. Finally, the pair of the stable and unstable solutions disappears after the bifurcation in the upper branch and only one stable solution is left as shown in (d). The increase of \( \alpha \) gives a similar effect as the decrease of the amplitude of the microwave, \( h \).

Next, we show the rotation frequency for \( g_{SR} = 1.001 \), \( p = 5.0 \times 10^{-3} \) Pa, and \( h = 4 \) A/m. If \( \alpha \) is sufficiently small, there are two stable solutions (red lines) and one unstable one (a blue line) as shown in Fig. 3 (a) and (b), and the shape of \( \Omega_z(\omega) \) is tilted as pointed out in the main text. As \( \alpha \) increases, the critical pressure \( p_1 \) becomes lower than the present pressure and the upper branch is disconnected from the lower branch as shown in Fig. 3 (c). If \( \alpha \) further increases, the upper branch disappears and only one solution is realized as shown in Fig. 3 (d), for which the tilt of the graph of \( \Omega_z(\omega) \) becomes obscure because of large broadening of the resonant peak. We note that if the pressure \( p \) is much lower, two separated branches exist for any value of the Gilbert damping \( \alpha \) since the pressure at the \( D_2 \) point approaches to \( \sim 4.7 \times 10^{-3} \) Pa.

In the main text, we chose \( \alpha = 6.7 \times 10^{-5} \) from a typical value for yttrium iron garnet (YIG). The tilting of the ferromagnetic resonance (FMR) peak for \( \Omega_z \) cannot be observed if \( \alpha \) becomes large as shown in Fig. 3 (d). However, the tilting of the FMR peak can be recovered by increasing the microwave amplitude \( h \) for such a large value of the Gilbert damping.

In the main text, we have pointed out the possibility that the \( g \)-factor for the spin-rotation coupling, \( g_{SR} \), deviates from 1. Here, we briefly outline how \( g_{SR} \) is shifted from 1 for ferromagnetism induced by localized electrons in 3\( d \) transition-metal ions by considering the crystal field and the spin-orbit coupling following Ref. 11.

We consider a localized spin in an ion of 3\( d \) transition metals whose Hamiltonian is given as

\[
H = H_{\text{intra}} + H_{\text{cry}} + H_{\text{SO}} + H_{Z} + H_{\text{SR}}.
\]  

(34)

Here, \( H_{\text{intra}} \) and \( H_{\text{cry}} \) describe the intraatomic Coulomb and the crystal field, respectively. The last three terms are the Hamiltonians of the spin-orbit coupling, the Zeeman energy, and the spin-rotation coupling and are given as

\[
H_{SO} = \lambda \mathbf{L} \cdot \mathbf{S},
\]  

(35)

\[
H_{Z} = \mu_B \mathbf{H} \cdot (\mathbf{L} + 2\mathbf{S}),
\]  

(36)

\[
H_{\text{SR}} = \Omega \cdot (\mathbf{L} + \mathbf{S}),
\]  

(37)

respectively. We assume \( H_0 = H_{\text{intra}} + H_{\text{cry}} \gg H_{SO}, H_{Z}, H_{\text{SR}} \), which is satisfied for 3\( d \) transition-metal ions. We assume that the ground state of \( H_0 \) is nondegenerate and express it as \( |G, M_s\rangle \), where \( M_s \) is the spin quantum number. Since \( H_0 \) does not mix spin and orbit states, these eigenfunctions are written as the products, \( |G, M_s\rangle = |G\rangle |M_s\rangle \). Using the perturbation theory, the first- and the second-order corrections to the energy for an orbitally nondegenerate ground state, \( E^{(1)}, E^{(2)} \), are
derived as
\[
E^{(1)} = 2\mu_B H \cdot S + \Omega \cdot S, \quad (38)
\]
\[
E^{(2)} = -\sum_{i \neq G} \frac{\langle G | L \cdot (\lambda S + \mu_B H + \Omega) | i \rangle^2}{E_i^{(0)} - E_G^{(0)}}, \quad (39)
\]
where we have used the fact that \( \langle G | L | G \rangle \) vanish. When we define
\[
A_{\mu\nu} = \sum_{i \neq G} \frac{\langle G | L_\mu | i \rangle \langle i | L_\nu | G \rangle}{E_i^{(0)} - E_G^{(0)}}, \quad (40)
\]
the energy correction reduces to
\[
E^{(2)} = -A_{\mu\nu} \left[ \lambda^2 S_\mu S_\nu + (\mu_B H_\mu + \Omega_\mu)(\mu_B H_\nu + \Omega_\nu) + 2\lambda S_\mu (\mu_B H_\nu + \Omega_\nu) \right], \quad (41)
\]
where the Einstein summation convention has been used. By combining these results, the effective Hamiltonian becomes
\[
H_{\text{eff}} = H_0 + g^Z g_{\mu\nu} g_{SR} \Omega_\mu S_\nu - \lambda^2 A_{\mu\nu} S_\mu S_\nu - A_{\mu\nu} (\mu_B H_\nu + \Omega_\nu), \quad (42)
\]
\[
g^Z_{\mu\nu} = 2\delta_{\mu\nu} - 2A_{\mu\nu}, \quad (43)
\]
\[
g^Z_{SR} = \delta_{\mu\nu} - 2A_{\mu\nu}, \quad (44)
\]
where \( g^Z_{\mu\nu} \) and \( g^Z_{SR} \) are \( g \)-factor tensors for the Zeeman term and the spin-rotation coupling, respectively. This result indicates that the spin-orbit interaction changes not only the \( g \)-factor of the Zeeman term but also that of the spin-rotation coupling in the same way through \( A_{\mu\nu} \). In general, \( A_{\mu\nu} \) can be diagonalized by taking a certain principle axis. If the crystal field has cubic symmetry, \( A_{\mu\nu} \) becomes
\[
A_{\mu\nu} = 0 (\mu \neq \nu), \quad A_{xx} = A_{yy} = A_{zz}. \quad (45)
\]
This means an isotropic constant shift of the \( g \)-factor. In the main text, we have assumed an isotropic change of the \( g \)-factor for simplicity.

**STABILITY ANALYSIS OF THE ROTATION**

Through our article, we have assumed that the in-plane rotation velocities, \( \Omega_x \) and \( \Omega_y \), are zero. We have checked numerically that the in-plane rotation always decays even when the initial condition includes the in-plane rotation. This indicates that the uniaxial rotation around the \( z \) axis is stable against perturbation to incline the rotation axis. In this section, we show the stability of the uniaxial rotation by solving Eqs. (48) and (56) within a simple approximation, which leads to the same result obtained by numerical calculation.

In order to discuss a general formalism of our model, we have to ride on the body frame in which the in-plane rotation is also allowed. The coordinate transformation from the laboratory frame, \( e_x, e_y, e_z \), to the body frame, \( e'_{x'}, e'_{y'}, e'_{z'} \), can be implemented by using Euler angles, \( (\varphi, \theta, \psi) \). The transformation matrix \( R \) (\( A_b = RA \)) where \( A \) is a vector in the lab frame, and \( A_b \) is that in the body frame) is given as
\[
R = \begin{pmatrix}
\cos \varphi & \sin \varphi & 0 \\
-\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{pmatrix} \begin{pmatrix}
\cos \varphi & \sin \varphi & 0 \\
-\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

The rotation frequency \( \Omega \) is expressed by Euler angles as
\[
\begin{cases}
\Omega_{x'} = \dot{\varphi} \sin \theta \sin \psi + \dot{\theta} \cos \psi, \\
\Omega_{y'} = \dot{\varphi} \cos \theta \sin \psi - \dot{\psi} \sin \theta, \\
\Omega_{z'} = \dot{\varphi} \cos \theta + \dot{\psi}.
\end{cases}
\]

When \( \theta = \varphi = 0 \), \( \dot{\theta} = \dot{\psi} = 0 \), the body frame rotates only around \( z \) axis, and it becomes the same as the model of our article. For stability analysis, it is sufficient to consider states of \( \theta \ll 1 \). The dynamics of the magnetization in the body frame, \( M_b \), is determined from a modified version of Eq. (8):
\[
M_b = M_0 \times (\mu_0 \gamma H_0 + \Omega_0) + \frac{\alpha}{M} M_b \times M_b, \quad (48)
\]
where \( g_{SR} \) is set as unity for simplicity and \( H_b \) is defined as
\[
H_b = RH = R \begin{pmatrix}
h \cos \omega t \\
h \sin \omega t \\
H_0
\end{pmatrix} \quad (49)
\]
\[
\simeq \begin{pmatrix}
h \cos(\omega t - \varphi - \psi) \\
h \sin(\omega t - \varphi - \psi) \\
H_0
\end{pmatrix} + \theta \begin{pmatrix}
H_0 \sin \psi \\
H_0 \cos \psi \\
-h \sin(\omega t - \varphi)
\end{pmatrix}.
\]

By expanding \( M_b \) with respect to \( \theta \) as
\[
M_b = M + \theta M_1 + O(\theta^2), \quad (50)
\]
we can derive equations from the zeroth- and first-order of \( \theta \). The zeroth-order equation leads to the equation of \( M \) given in the main text and therefore the steady-state solution of \( M \) is given as
\[
M \equiv \begin{pmatrix}
M_{x'} \\
M_{y'} \\
M_{z'}
\end{pmatrix} = \begin{pmatrix}
M_{x'}(\omega - \Omega_{z'}) t + \phi \\
M_{y'}(\omega - \Omega_{z'}) t + \phi \\
M_{z'}(\omega - \Omega_{z'}) t + \phi
\end{pmatrix}. \quad (51)
\]

Here, we used \( \Omega_{z'} = \dot{\varphi} \cos \theta + \dot{\psi} \simeq \dot{\varphi} + \dot{\psi} \) and assumed that \( \dot{\varphi} \) and \( \dot{\psi} \) are almost constant. On the other hand, from the equation of the first order of \( \theta \), \( M_1 \equiv (M_{1x'}, M_{1y'}, M_{1z'}) \) obeys
where \((H_z', H_y') \equiv h(\cos(\omega - \Omega_z)t, \sin(\omega - \Omega_z)t)\). Ex-
tracting upper two equations, and assuming \(h \ll H_0\), these equations are reduced to

\[
\begin{pmatrix}
\partial_t - i\psi + i \left(-\frac{\alpha}{M_0} M_z'(\partial_t - i\psi) + \mu_0 \gamma H_0 + \Omega_z'\right) \\
\frac{\alpha}{M_0} M_y' \partial_t + \mu_0 \gamma H_{y'} - \frac{\alpha}{M_0} M_y' \\
\frac{\alpha}{M_0} M_z' \partial_t + \mu_0 \gamma H_{z'} - \frac{\alpha}{M_0} M_z'
\end{pmatrix}
\begin{pmatrix}
M_{1x}' \\
M_{1y}' \\
M_{1z}'
\end{pmatrix} =
\begin{pmatrix}
-\mu_0 \gamma (H_0 M_z' \cos \psi + h \sin(\omega - \varphi) M_{y'}') \\
-\mu_0 \gamma (H_0 M_z' \sin \psi - h \sin(\omega - \varphi) M_{z'}') \\
H_0 (\sin \psi M_{y'}' - \cos \psi M_{y'})
\end{pmatrix} ,
\]

(52)

\(M_{1x}', M_{1y}', M_{1z}'\) are the symmetrized and asymmetrical components of the electromagnetic field in the rotating coordinate system. The terms \(\text{Im}(\varphi)\) and \(\text{Re}(\varphi)\) are the imaginary and real parts of the phase \(\varphi\), respectively.

\[
\Gamma_{optical} \text{ is a torque from optical trap, and } \Gamma_{air} = -\beta \Omega \text{ is a torque from air resistance. Using Eq. (47), equation of motion for } \theta, \varphi \text{ and } \psi \text{ is written as}
\]

\[
I_1 \ddot{\theta} + I_1 \dot{\varphi} \psi \sin \theta + \Delta I \Omega_{z'} \psi \sin \theta = [\Gamma_g + \Gamma_{optical} + \Gamma_{air}]_{x'} \cos \psi - [\Gamma_g + \Gamma_{optical} + \Gamma_{air}]_{y'} \sin \psi ,
\]

(58)

\[
I_1 (\ddot{\varphi} \sin \theta + \dot{\varphi} \theta \cos \theta - \dot{\theta} \psi) - \Delta I \Omega_{z'}' \theta = [\Gamma_g + \Gamma_{optical} + \Gamma_{air}]_{x'} \sin \psi + [\Gamma_g + \Gamma_{optical} + \Gamma_{air}]_{y'} \cos \psi ,
\]

(59)

\[
I_2 (\ddot{\psi} + \ddot{\varphi} \cos \theta - \dot{\varphi} \angle \theta \sin \theta) = [\Gamma_g + \Gamma_{optical} + \Gamma_{air}]_{z'} ,
\]

(60)

Neglecting the fast oscillating term, the first term in the bracket of the right hand side is approximated as

\[
\Gamma_{g,x'} \cos \psi - \Gamma_{g,y'} \sin \psi \simeq -\frac{V}{\gamma M_0} \theta \psi M_{z'} \text{ Re}(M_1) ,
\]

(61)

\[
\Gamma_{g,x'} \sin \psi + \Gamma_{g,y'} \cos \psi \simeq -\frac{V}{\gamma M_0} \theta \psi M_{z'} \text{ Im}(M_1) ,
\]

(62)

\[
\Gamma_{g,z'} \simeq -\frac{V}{\gamma M_0} (\omega - \Omega_z)(M_{z''}^2 - M_{z'}^2) .
\]

(63)

The torque from optical trap, \(\Gamma_{optical}\), which usually works to restore the axis of inertia to \(z\) axis, is written as

\[
\Gamma_{optical,x'} \cos \psi - \Gamma_{optical,y'} \sin \psi = -\xi \theta ,
\]

(64)

\[
\Gamma_{optical,x'} \sin \psi + \Gamma_{optical,y'} \cos \psi = 0 ,
\]

(65)

\[
\Gamma_{optical,z'} = 0 ,
\]

(66)
where $\xi$ is a coefficient of the optical torque. In addition, we take the spherical particle limit $\Delta I = I_2 - I_1 \to 0$ as considered in the main text. By these assumptions, Eq. (58) and (59) are simplified as

\begin{align*}
I_1 \ddot{\theta} + \beta \dot{\theta} + \left( I_1 \dot{\varphi} + \xi + \frac{V}{\gamma M_0} \dot{\psi} M_z \text{Re}(M_1) \right) \theta &\simeq 0, \\
I_1 \theta \ddot{\varphi} + (I_1 \dot{\theta} + \beta \theta) \varphi - I_1 \dot{\varphi} \psi + \frac{V}{\gamma M_0} \theta \psi M_z \text{Im}(M_1) &\simeq 0,
\end{align*}

(67)

(68)

\begin{equation}
I_1 (\ddot{\psi} + \ddot{\varphi}) \simeq -\beta \Omega \varphi - \frac{V}{\gamma M_0} (\omega - \Omega \varphi) (M_0^2 - M_z^2) . \tag{69}
\end{equation}

In our setup, we estimate $I_1 \simeq 9 \times 10^{-27} \text{N} \cdot \text{m} \cdot \text{s}^2$, $\beta \simeq 5 \times 10^{-29} \text{N} \cdot \text{m} \cdot \text{s}$ and

\begin{align*}
\frac{V}{\gamma M_0} M_z \text{Im}(M_1) &\simeq \frac{V}{\gamma M_0} \omega_0 - \frac{\dot{\phi}}{\omega_0} \\
&\simeq (\omega_0 - \dot{\phi}) \times (-4.3 \times 10^{-39}) \text{N} \cdot \text{m} \cdot \text{s}, \tag{70}
\end{align*}

\begin{align*}
\frac{V}{\gamma M_0} M_z \text{Re}(M_1) &\simeq -\frac{V}{\gamma M_0} \omega_0 - \frac{\dot{\psi}}{\omega_0} \\
&\simeq \dot{\psi} \times 2.9 \times 10^{-43} \text{N} \cdot \text{m} \cdot \text{s} . \tag{71}
\end{align*}

In addition, since the optical force is typically order of sub-pico Newton, the torque $\xi$ on a particle with radius 1 $\mu$m from optical trap is estimated to be $\xi \sim 10^{-15} \text{N} \cdot \text{m}$. Considering that $\dot{\psi}$ is order of 10 GHz at most, the third term in the bracket of Eq. (67) can be neglected.

The right hand side of Eq. (69) is same as the total torque $f(\Omega_z)$ defined in the main text, and vanishes in the stable solutions of $\Omega_z$, which indicates

\begin{equation}
\Omega_z \simeq \dot{\psi} + \dot{\varphi} = \text{const}. \tag{72}
\end{equation}

Substituting $\dot{\psi} = \Omega_z \varphi - \varphi$, and treating $\Omega_z \varphi$ as constant value, Eq. (67)(68) are transformed to

\begin{align*}
I_1 \ddot{\theta} + \beta \dot{\theta} + \left( I_1 \dot{\varphi} + \xi + \frac{V}{\gamma M_0} \dot{\psi} M_z \text{Re}(M_1) \right) \theta &\simeq 0, \\
I_1 \theta \ddot{\varphi} + (I_1 \dot{\theta} + \beta \theta - \frac{V}{\gamma M_0} \theta M_z \text{Im}(M_1)) \varphi &\simeq \left( I_1 \dot{\theta} - \frac{V}{\gamma M_0} \theta M_z \right) \Omega \varphi , \tag{73}
\end{align*}

\begin{equation}
\text{up to the first order of } \varphi. \text{ From Eq. } (73), \varphi \text{ can be expressed as}
\end{equation}

\begin{equation}
\varphi = \frac{-1}{I_1 \Omega_z \theta} \left( I_1 \ddot{\theta} + \beta \dot{\theta} + \xi \theta \right) . \tag{75}
\end{equation}

By substituting Eq. (75) into Eq. (74), we obtain

\begin{align*}
\ddot{\theta} + (\beta + A) \dot{\theta} + \xi \theta &\simeq 0, \\
&\simeq 0,
\end{align*}

\begin{equation}
\phi = \frac{-1}{I_1 \Omega_z \theta} \left( I_1 \ddot{\theta} + \beta \dot{\theta} + \xi \theta \right) . \tag{75}
\end{equation}

\begin{equation}
A = -\frac{V}{\gamma M_0} \left( 1 + \frac{\Omega_z}{\omega_0} \right) (0), \tag{77}
\end{equation}

\begin{equation}
B = -\frac{V}{\gamma M_0} (0) . \tag{78}
\end{equation}

We assume that the non-linear terms proportional to $\dot{\theta}/\theta$ and $\dot{\varphi}/\theta$ in Eq. (76) can be neglected (the validity of this assumption will be checked later). Then, Eq. (76) is reduced to a linear homogeneous differential equation of third order;

\begin{align*}
\ddot{\theta} + a_2 \dot{\theta} + a_1 \theta + a_0 \theta &\simeq 0, \tag{79}
\end{align*}

\begin{align*}
a_1 &= \left( \frac{\beta (\beta + A)}{I_1} + 2 \xi + I_1 \Omega_z^2 \right) / I_1 (0), \\
a_0 &= \left( \frac{\xi (\beta + A)}{I_1} + B \Omega_z^2 \right) / I_1 (0). \tag{76}
\end{align*}

According to Routh–Hurwitz stability criterion, the general solution of Eq. (79) decays in time when and only when $a_2, a_1, a_0 > 0$ and $a_2 a_1 > a_0$. Using $I_1 \simeq 9 \times 10^{-27} \text{N} \cdot \text{m} \cdot \text{s}^2$, $\beta \simeq 5 \times 10^{-29} \text{N} \cdot \text{m} \cdot \text{s}$, $\xi \simeq 10^{-15} \text{N} \cdot \text{m}$, $B \simeq 2.5 \times 10^{-28} \text{N} \cdot \text{m} \cdot \text{s}$, and $\Omega_z \sim 10^{10} \text{Hz}$, we can confirm $a_2 a_1 > a_0$. Therefore, we can conclude that the drift angle $\theta$ always decays towards zero.

Finally, we check the validity of the assumption of ignoring the non-linear terms in Eq. (76). Using the same parameter estimate shown above, Eq. (79) is approximately rewritten as

\begin{equation}
\ddot{\theta} + \frac{B}{I_1} \left( 1 + \frac{\Omega_z}{\omega_0} \right) \dot{\theta} + \frac{\Omega_z^2}{I_1} \theta \simeq 0 . \tag{80}
\end{equation}

The general solution of this differential equation is written as

\begin{equation}
\theta \simeq C_1 e^{-\frac{B}{I_1} t} + (C_2 \sin \Omega_z \varphi t + C_3 \cos \Omega_z \varphi t) e^{-\frac{\Omega_z^2}{I_1 \omega_0} t} . \tag{81}
\end{equation}

where $C_1$, $C_2$, and $C_3$ are determined from the initial conditions for $\theta$, $\dot{\theta}$, $\ddot{\theta}$. If the initial condition is chosen to satisfy $\theta(t = 0) \ll \Omega_z \varphi(t = 0)$ and $\dot{\theta} \ll \Omega_z^2 \varphi(t = 0)$, $C_2$ and $C_3$ become much smaller than $C_1$, since $C_1$, $C_2 \Omega_z^2$, and $C_3 \Omega_z^2$ are of the same order. Then, the amplitude of $\beta \dot{\theta}/\theta$ and $I_1 \dot{\theta}/\theta$ become much smaller than $a_1 \approx I_1 \Omega_z^2$, and neglecting these non-linear terms is justified.

In summary, we conclude that $\theta$ decays into zero and never shows complex dynamics. This result indicates
that the solution, $\Omega = (0, 0, \Omega_z)$, which we derived in the main article, is stabilized with respect to small perturbation tilting the rotation axis.
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