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Abstract

In the real world, values are not always accurate, since vague and uncertain data exist in many applications. In this paper, a single-server finite capacity Markovian queuing system being called M/M/1/N with encouraged arrivals is considered. The different arrival rates, service rates and processing times of labor/duties are usually supposed to be uncertain. Therefore, we describe the theory of queuing in a vague environment in which encourage arrivals rates and service rates are considered to be vague numbers. Then, economic analysis of the model is presented by developing a cost model proceeding to exert uncertainty of the primary information when some of the parameters of the models are vague.

Keywords: Encouraged arrivals rate, Queuing system, Vague environment, Vague numbers

1. Introduction

The study of waiting lines, called queuing theory, is one of the oldest and most widely used quantitative analysis techniques. Queuing theory is basically a mathematical approach, used for the analysis of waiting lines. One of the applications of queuing theory is to analyze the congestion and delay of waiting in line.

Queuing theory has a long background and has been handle to decide applied problems in manufacturing, communication, inventory control, etc. Queuing system is composed of three parts (1) the arrival or inputs to the system (sometimes referred to as the calling population), (2) the queue (or the waiting line itself), and (3) the service facility. In the queuing theory, it is usually supposed that the time between the two successively arrivals and the servicing time follow a particular probability distribution. However, in the real world, this kind of information is gained using qualitative data being expressed by words equal rapid, middle, and slow rather than the probability distribution. It can be said that fuzzy queuing models are more realistic and practical than the classical ones. Queuing theory has its beginning in the research work of a Danish engineer \(^[1]\), applied this theory extensively to study the manner of phone networks. Since in the actual world there is vague information about different applications, such as in sensor databases, we can formalize the measurements from different sensors to a vague set in the real world. The various arrival rates, service rates and processing times of jobs/tasks usually assumed to be uncertainty. Thus, fuzzy set theory has been suggested to batch such ambiguousness by distribute the concept of membership in a set. Fuzzy queuing models have been explained by several scholar, namely Li and Lee \(^[2]\), Buckley \(^[3]\), Negi and Lee \(^[4]\), Kao et al. \(^[5]\), Chen \(^[6,7]\) who dragged fuzzy queues using
using Zadeh’s deployment origin [8]. Kao et al. [5] created the membership functions of the system characteristic for fuzzy queues using parametric linear programming. Basically, in a fuzzy set each base is related with a point value opted from the unit interval \([0, 1]\). A vague set, as well as an Intuitionistic fuzzy set, is a further extension of a fuzzy set. Instead of using point-relying membership as in fuzzy sets, interval-based membership is used in a vague set [9]. Defined vague sets are used by Gonzalez-Lopez et al. [10] where they described the optimization of queuing theory based on vague environment.

Oz et al. [11] considered the Mn/Gn/1 queue with vacations and exhaustive service in which the server takes (repeated) vacations whenever it becomes idle, the service time distribution is queue length dependent, and the arrival rate varies both with the queue length and with the status of the server, being busy or on vacation. Dutkova et al. [12] displayed the usage of simulation method as a tool for optimizing costs of particular post office. Simulation methods make it possible to eliminate the most of the obstacles that arise from the analytical solution of queuing systems such as queuing system of post office.

Hanczewski et al. [13] presented a multi-service model of a queueing system with elastic and adaptive traffic. The presented model permits to determine the characteristics of a multi-service queueing system, such as blocking probability or the average queueing length.

Legros [14] analyzed the transient behavior of the M/M/1+D queue. Considering an Erlang distribution for customers’ waiting time, he approximated the real system by a Markov chain. Then, obtained the Laplace transform of the transient probabilities in the approximated model and the Laplace transform of the main performance measures for the real system.

Here, the attracted customers are entitling as encourage arrivals by the obscure rate. The concept of customer mobilization was famous by [15]. They called it inverse balking. The phenomenon of encouraged arrivals can also be understood as opposite to disheartened arrivals bring up by [16]. Explain the M/M/1/N queueing system with encouraged arrivals [17].

Literature review shows that no researchers have discussed the problem of a single server with limited capacity in the M/M/1/N Markovian system with vague encouraged inputs. In real, the input data, arrival rate and service rate are uncertain. Uncertainty is resolved by using vague set theory. So, the classical queuing model will be more effective if it is proposed using vague models.

As a result, the major contribution of the work is to develop an M/M/1/N queue model using vague numbers and as a minor contribution, the corresponding economic analysis through a novel cost model is proposed.

The remainder of the paper is organized as follows: in Section 2, the M/M/1/N queue model is introduced. In Section 3, various concepts of the vague set theory are discussed. The vague queue model M/M/1/N is introduced in Section 4. In Section 5, the analysis of the model is expressed. In Section 6, a numerical example is illustrated to show the effectiveness of the proposed model. We conclude in Section 7.

2. M/M/1/N Queue Model

In this model, the customers arrive based on the Poisson distribution with rate \((1 + \eta)\) and receive service which is exponentially distributed with a mean service time of \(\mu\) from a single server and the capacity of the system is finite say, \(N\) [17].

We first outline the assumptions of the problem:

- Customers arrive based on the Poisson distribution with parameter \((1 + \eta)\), where \(\eta\) displays the percent change in the number of customers computed from bygone or perceives data. That is \(\lambda\), vague.
- We show the service rate with \(\mu\) that is vague.
- The capacity of the system is finite say, \(N\).

Due to the definition and assumption the following queue model computation are given.

The possibility of system being empty is computed as follows [17]:

\[
P_0 = \text{Pr}\{\text{system is empty}\} = \left[1 + \sum_{n=1}^{N} \left(\frac{\lambda(1 + \eta)}{\mu}\right)^n\right]^{-1} = \frac{1 - \left(\frac{\lambda(1+\eta)}{\mu}\right)}{1 - \left(\frac{\lambda(1+\eta)}{\mu}\right)^{N+1}}.
\]  
(1)

And the probability that system is full is given by [17]:

\[
P_N = \text{Pr}\{\text{system is full}\} = \left[\frac{\lambda(1 + \eta)}{\mu}\right]^N \times \left(1 - \left(\frac{\lambda(1+\eta)}{\mu}\right)^{N+1}\right).
\]  
(2)

Expected number of customers in the system [12]:

\[
L = \sum_{n=1}^{N} n \left(\frac{\lambda(1 + \eta)}{\mu}\right)^n \times \left(1 - \left(\frac{\lambda(1+\eta)}{\mu}\right)^{N+1}\right).
\]  
(3)
Expected number of the customers waiting on the queue \[^{[17]}\]:

\[
L_q = \sum_{n=1}^{N} (n-1) \left( \frac{\lambda (1+\eta)}{\mu} \right)^{n-1} \left( 1 - \left( \frac{\lambda (1+\eta)}{\mu} \right)^{N+1} \right). \tag{4}
\]

Expected waiting time of customers in the system \[^{[17]}\]:

\[
W = \frac{L}{\mu}, \quad W_q = \frac{L_q}{\lambda}. \tag{5}
\]

In the special case if \( \eta = 0 \) of that time \[^{[17]}\]:

\[
P_n = \Pr\{\text{system is full}\} = \left( \frac{\lambda}{\mu} \right)^N, \quad P_0 = \rho^N P_0, \tag{6}
\]

\[
P_0 = \Pr\{\text{system is empty}\} = \frac{1 - \left( \frac{\lambda}{\mu} \right)^N}{1 - \left( \frac{\lambda}{\mu} \right)^{N+1}} = \frac{1 - \rho}{1 - \rho^{N+1}}, \tag{7}
\]

where \( \rho = \frac{\lambda}{\mu} < 1 \), is the traffic intensity.

3. Vague Environment

To conceptualize the vagueness, some preliminary definitions one presented below:

**Definition 1** (Fuzzy set) \[^{[10]}\]. A fuzzy set \( \tilde{A} \subseteq \{ u, \mu_{\tilde{A}}(u) > 0 \subseteq U \} \) in a universe of discourse \( U \) is characterized by a membership function, \( \mu_{\tilde{A}} \), as follows:

\[
\mu_{\tilde{A}} : U \rightarrow [0,1].
\]

**Definition 2** \[^{[10]}\]. A vague set \( \tilde{A} \) in a universe of discourse \( U \) is characterized by two membership functions, which is a true membership, \( T_{\tilde{A}} \), function and a false membership function, \( F_{\tilde{A}} \), as follows: \( T_{\tilde{A}} : U \rightarrow [0,1] \), \( F_{\tilde{A}} : U \rightarrow [0,1] \), and \( T_{\tilde{A}}(u) + F_{\tilde{A}}(u) \leq 1 \), where \( T_{\tilde{A}}(u) \) is a lower bound on the grade of membership of \( u \) derived from the evidence for \( u \), \( F_{\tilde{A}}(u) \) is a lower bound on the grade of membership of the negation of \( u \) derived from the evidence against \( u \). Suppose \( U = \{ u_1, u_2, \ldots, u_n \} \). A vague set \( \tilde{A} \) of the universe of discourse \( U \) can be represented by \( \tilde{A} = \sum_{i=1}^{N} u_i \), where \( 0 \leq T(u_i) \leq 1 - F(u_i) \leq 1 \) and \( 1 \leq i \leq n \). In this case, the degree of membership in \( u_i \) will be limited to a period of time, \( [T_{\tilde{A}}(u_i), 1 - F_{\tilde{A}}(u_i)] \) [0,1].

Therefore, generalized vague collections have fuzzy sets of membership degrees \( \mu_{\tilde{A}}(u) \) of \( u \) in Definition 1 may be inexact in a vague set.

**Definition 3** \[^{[10]}\]. The complement of a vague set \( \tilde{A} \) is denoted by \( \tilde{A}' \) and is defined by

\[
T_{\tilde{A}'}(u) = F_{\tilde{A}}(u), \quad 1 - F_{\tilde{A}'}(u) = 1 - F_{\tilde{A}}(u). \tag{8}
\]

**Definition 4** \[^{[10]}\]. Let \( \tilde{A}_{T_{\tilde{A}}}F_{\tilde{A}} \) be a vague set of \( U \). Then, we define \( \alpha_T \)-cuts and \( \alpha_F \)-cuts of \( \tilde{A} \) as the crisp sets of \( U \) given by

\[
\tilde{A}_{\alpha_T} = \{ u : T_{\tilde{A}}(u) \geq \alpha_T \}, \quad \alpha_T \in [0,1], \tag{9}
\]

\[
\tilde{A}_{\alpha_F} = \{ u : F_{\tilde{A}}(u) \geq \alpha_F \}, \quad \alpha_F \in [0,1]. \tag{10}
\]

**Definition 5** \[^{[10]}\]. A vague set \( \tilde{A}_{T_{\tilde{A}}}F_{\tilde{A}} \) of \( U \) with continuous membership functions \( T_{\tilde{A}} \) and \( F_{\tilde{A}} \) is called a vague number if and only if \( \tilde{A}_{\alpha_T} \) and \( \tilde{A}_{\alpha_F} \), for all \( \alpha_T, \alpha_F \in (0,1) \), are bounded closed intervals; i.e.,

\[
\tilde{A}_{\alpha_T} = [\tilde{A}_{\alpha_T}^L, \tilde{A}_{\alpha_T}^R], \quad \tilde{A}_{\alpha_F} = [\tilde{A}_{\alpha_F}^L, \tilde{A}_{\alpha_F}^U]. \tag{11}
\]

We denote the class of all vague numbers by \( \mathcal{A}(\mathcal{R}) \).

**Definition 6** \[^{[10]}\]. The vague number \( \tilde{A}_{T_{\tilde{A}}}F_{\tilde{A}} \) is called a trapezoidal vague number, if

\[
T_{\tilde{A}}(u) = \begin{cases} 
\frac{u - a_1}{w(a_2 - a_1)}, & a_1 \leq u \leq a_2, \\
1, & a_2 \leq u \leq a_3, \\
\frac{a_4 - u}{w(a_4 - a_3)}, & a_3 \leq u \leq a_4, \\
0, & \text{otherwise},
\end{cases} \tag{12}
\]

\[
1 - F_{\tilde{A}}(u) = \begin{cases} 
\frac{u - a_1}{w(a_2 - a_1)}, & a_1 \leq u \leq a_2, \\
1, & a_2 \leq u \leq a_3, \\
\frac{a_4 - u}{w(a_4 - a_3)}, & a_3 \leq u \leq a_4, \\
0, & \text{otherwise},
\end{cases} \tag{13}
\]

where \( w \in [1,\infty) \). We denote such a vague number by \( \tilde{A} = (a_1, a_2, a_3, a_4, w)^T \).

3.1 Vague Queues

This paper develops vague queuing M/M/1/N model in which the source encouraged arrivals rate and service rate and the percentage of change in the number of customers are uncertain parameters.

Since the arrival rate \( \hat{\lambda} \), service rate \( \hat{\mu} \) and the percentage of change in number of customers \( \hat{\eta} \) are not known precisely, therefore, we use trapezoidal vague numbers to represent them. Let \( \hat{\lambda} = (\lambda_1, \lambda_2, \lambda_3, \lambda_4), \hat{\mu} = (\mu_1, \mu_2, \mu_3, \mu_4), \)
\[ \tilde{\eta} = (\eta_1, \eta_2, \eta_3, \eta_4), \] where \( \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \lambda_4, \mu_1 \leq \mu_2 \leq \mu_3 \leq \mu_4, \eta_1 \leq \eta_2 \leq \eta_3 \leq \eta_4 \) based on subjective judgment.

The membership of \( T_\tilde{\lambda}(\lambda) \), \( 1 - F_\tilde{\lambda}(\lambda) \) and \( T_\tilde{\mu}(\mu) \), \( 1 - F_\tilde{\mu}(\mu) \) and \( T_\tilde{\eta}(\eta) \), \( 1 - F_\tilde{\eta}(\eta) \) are defined as follows:

\[
T_\tilde{\lambda}(\lambda) = \begin{cases} 
\frac{\lambda - \lambda_1}{w(\lambda_2 - \lambda_1)}, & \lambda_1 \leq \lambda \leq \lambda_2, \\
1, & \lambda_2 \leq \lambda \leq \lambda_3, \\
\frac{\lambda_4 - \lambda}{w(\lambda_4 - \lambda_3)}, & \lambda_3 \leq \lambda \leq \lambda_4, \\
0, & \text{otherwise,}
\end{cases}
\]

\[
1 - F_\tilde{\lambda}(\lambda) = \begin{cases} 
\frac{\lambda - \lambda_1}{(\lambda_2 - \lambda_1)}, & \lambda_1 \leq \lambda \leq \lambda_2, \\
1, & \lambda_2 \leq \lambda \leq \lambda_3, \\
\frac{\lambda_4 - \lambda}{(\lambda_4 - \lambda_3)}, & \lambda_3 \leq \lambda \leq \lambda_4, \\
0, & \text{otherwise,}
\end{cases}
\]

\[
T_\tilde{\mu}(\mu) = \begin{cases} 
\frac{\mu - \mu_1}{w(\mu_2 - \mu_1)}, & \mu_1 \leq \mu \leq \mu_2, \\
1, & \mu_2 \leq \mu \leq \mu_3, \\
\frac{\mu_4 - \mu}{w(\mu_4 - \mu_3)}, & \mu_3 \leq \mu \leq \mu_4, \\
0, & \text{otherwise,}
\end{cases}
\]

\[
1 - F_\tilde{\mu}(\mu) = \begin{cases} 
\frac{\mu - \mu_1}{(\mu_2 - \mu_1)}, & \mu_1 \leq \mu \leq \mu_2, \\
1, & \mu_2 \leq \mu \leq \mu_3, \\
\frac{\mu_4 - \mu}{(\mu_4 - \mu_3)}, & \mu_3 \leq \mu \leq \mu_4, \\
0, & \text{otherwise,}
\end{cases}
\]

\[
T_\tilde{\eta}(\eta) = \begin{cases} 
\frac{\eta - \eta_1}{w(\eta_2 - \eta_1)}, & \eta_1 \leq \eta \leq \eta_2, \\
1, & \eta_2 \leq \eta \leq \eta_3, \\
\frac{\eta_4 - \eta}{w(\eta_4 - \eta_3)}, & \eta_3 \leq \eta \leq \eta_4, \\
0, & \text{otherwise,}
\end{cases}
\]

\[
1 - F_\tilde{\eta}(\eta) = \begin{cases} 
\frac{\eta - \eta_1}{(\eta_2 - \eta_1)}, & \eta_1 \leq \eta \leq \eta_2, \\
1, & \eta_2 \leq \eta \leq \eta_3, \\
\frac{\eta_4 - \eta}{(\eta_4 - \eta_3)}, & \eta_3 \leq \eta \leq \eta_4, \\
0, & \text{otherwise.}
\end{cases}
\]

Using the concept of \( \alpha \)-cut method, we have

\[
\frac{\lambda - \lambda_1}{w(\lambda_2 - \lambda_1)} = \alpha_T \implies \tilde{\lambda} = w\alpha_T(\lambda_2 - \lambda_1) + \lambda_1,
\]

\[
\frac{\lambda_4 - \lambda}{w(\lambda_4 - \lambda_3)} = \alpha_T \implies \tilde{\lambda} = w\alpha_T(\lambda_4 - \lambda_3) + \lambda_3,
\]

\[
\frac{\lambda - \lambda_1}{(\lambda_2 - \lambda_1)} = \alpha_F \implies \tilde{\lambda} = \alpha_F(\lambda_2 - \lambda_1) + \lambda_1,
\]

\[
\frac{\lambda_4 - \lambda}{(\lambda_4 - \lambda_3)} = \alpha_F \implies \tilde{\lambda} = \alpha_F(\lambda_4 - \lambda_3) + \lambda_3,
\]

\[
\frac{\mu - \mu_1}{w(\mu_2 - \mu_1)} = \alpha_T \implies \tilde{\mu} = w\alpha_T(\mu_2 - \mu_1) + \mu_1,
\]

\[
\frac{\mu_4 - \mu}{w(\mu_4 - \mu_3)} = \alpha_T \implies \tilde{\mu} = \alpha_T(\mu_4 - \mu_3) + \mu_3,
\]

\[
\frac{\eta - \eta_1}{w(\eta_2 - \eta_1)} = \alpha_T \implies \tilde{\eta} = w\alpha_T(\eta_2 - \eta_1) + \eta_1,
\]

\[
\frac{\eta_4 - \eta}{w(\eta_4 - \eta_3)} = \alpha_T \implies \tilde{\eta} = \alpha_T(\eta_4 - \eta_3) + \eta_3,
\]

\[
\frac{\eta - \eta_1}{(\eta_2 - \eta_1)} = \alpha_F \implies \tilde{\eta} = w\alpha_T(\eta_2 - \eta_1) + \eta_1,
\]

\[
\frac{\eta_4 - \eta}{(\eta_4 - \eta_3)} = \alpha_F \implies \tilde{\eta} = \alpha_F(\eta_4 - \eta_3) + \eta_3,
\]

Then, \( \tilde{\lambda}_{\alpha_T} \), \( \tilde{\lambda}_{\alpha_F} \) and \( \tilde{\mu}_{\alpha_T} \), \( \tilde{\mu}_{\alpha_F} \) and \( \tilde{\eta}_{\alpha_T} \), \( \tilde{\eta}_{\alpha_F} \) are vague numbers.

\[
\tilde{\lambda}_{\alpha_T} = \left[ \tilde{\lambda}^L_{\alpha_T}, \tilde{\lambda}^U_{\alpha_T} \right], \quad \tilde{\lambda}_{\alpha_F} = \left[ \lambda^L_{\alpha_F}, \lambda^U_{\alpha_F} \right],
\]

\[
\tilde{\mu}_{\alpha_T} = \left[ \tilde{\mu}^L_{\alpha_T}, \tilde{\mu}^U_{\alpha_T} \right], \quad \tilde{\mu}_{\alpha_F} = \left[ \mu^L_{\alpha_F}, \mu^U_{\alpha_F} \right],
\]

\[
\tilde{\eta}_{\alpha_T} = \left[ \tilde{\eta}^L_{\alpha_T}, \tilde{\eta}^U_{\alpha_T} \right], \quad \tilde{\eta}_{\alpha_F} = \left[ \eta^L_{\alpha_F}, \eta^U_{\alpha_F} \right].
\]

4. Vague M/M/1/N Model

Given what have explained above, we’ll analyze M/M/1/N model under vague environment.
Vague empty system:

\[
(P_0)^L_{\alpha_T} = \frac{1}{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)} N^T = \frac{1}{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)} \left[ 1 - \left( \frac{w_{\alpha_T}(\lambda_2-\lambda_1)(1+w_{\alpha_T}(\eta_2-\eta_1)+\eta_3)}{(w_{\alpha_T}(\mu_2-\mu_1)+\mu_1)} \right)^N \right]
\]

\[
(P_0)^U_{\alpha_T} = \frac{1}{\lambda_{\alpha_T}^U (1+\eta_{\alpha_T}^U)} N^T = \frac{1}{\lambda_{\alpha_T}^U (1+\eta_{\alpha_T}^U)} \left[ 1 - \left( \frac{w_{\alpha_T}(\lambda_2-\lambda_1)(1+w_{\alpha_T}(\eta_2-\eta_1)+\eta_3)}{(w_{\alpha_T}(\mu_2-\mu_1)+\mu_1)} \right)^N \right]
\]

Vague probability that system is full given by:

\[
(P_N)^L_{\alpha_T} = \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right) N \left( \frac{1 - \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right)}{N^T} \right)
\]

\[
= \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right) \left( \frac{1 - \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right)}{N^T} \right) \left[ 1 - \left( \frac{w_{\alpha_T}(\lambda_2-\lambda_1)(1+w_{\alpha_T}(\eta_2-\eta_1)+\eta_3)}{(w_{\alpha_T}(\mu_2-\mu_1)+\mu_1)} \right)^N \right]
\]

\[
(P_N)^U_{\alpha_T} = \left( \frac{\lambda_{\alpha_T}^U (1+\eta_{\alpha_T}^U)}{\mu_{\alpha_T}} \right) N \left( \frac{1 - \left( \frac{\lambda_{\alpha_T}^U (1+\eta_{\alpha_T}^U)}{\mu_{\alpha_T}} \right)}{N^T} \right)
\]

Vague expected system size:

\[
(L)^L_{\alpha_T} = \sum_{n=1}^{N} \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right) N \left( \frac{1 - \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right)}{N^T} \right) \left[ 1 - \left( \frac{w_{\alpha_T}(\lambda_2-\lambda_1)(1+w_{\alpha_T}(\eta_2-\eta_1)+\eta_3)}{(w_{\alpha_T}(\mu_2-\mu_1)+\mu_1)} \right)^N \right]
\]

\[
= \sum_{n=1}^{N} \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right) N \left( \frac{1 - \left( \frac{\lambda_{\alpha_T}^L (1+\eta_{\alpha_T}^L)}{\mu_{\alpha_T}} \right)}{N^T} \right) \left[ 1 - \left( \frac{w_{\alpha_T}(\lambda_2-\lambda_1)(1+w_{\alpha_T}(\eta_2-\eta_1)+\eta_3)}{(w_{\alpha_T}(\mu_2-\mu_1)+\mu_1)} \right)^N \right]
\]
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\[
\sum_{n=1}^{N} \left[ \left( \omega_{U} (\lambda_{2} - \lambda_{1}) + \lambda_{1} \right) \left( 1 + \left( \omega_{U} (\eta_{2} - \eta_{1}) + \eta_{1} \right) \right) \right]^{n} \left( 1 - \frac{\left( \omega_{U} (\lambda_{2} - \lambda_{1}) \lambda_{1} \right) \left( 1 + \left( \omega_{U} (\eta_{2} - \eta_{1}) + \eta_{1} \right) \right)}{(\omega_{U} \mu_{2} - \mu_{1}) + \mu_{1}} \right)^{N+1},
\]

(37)

\[
\sum_{n=1}^{N} \left[ \left( \lambda_{4} - \omega_{U} (\lambda_{4} - \lambda_{3}) \right) \left( 1 + \left( \eta_{4} - \omega_{U} (\eta_{4} - \eta_{3}) \right) \right) \right]^{n} \left( 1 - \frac{\left( \lambda_{4} - \omega_{U} (\lambda_{4} - \lambda_{3}) \lambda_{1} \right) \left( 1 + \left( \eta_{4} - \omega_{U} (\eta_{4} - \eta_{3}) + \eta_{1} \right) \right)}{(\mu_{4} - \omega_{U} (\mu_{4} - \mu_{3}) + \mu_{1})} \right)^{N+1},
\]

(38)

\[
\sum_{n=1}^{N} \left[ \left( \omega_{L} (\lambda_{2} - \lambda_{1}) + \lambda_{1} \right) \left( 1 + \left( \omega_{L} (\eta_{2} - \eta_{1}) + \eta_{1} \right) \right) \right]^{n} \left( 1 - \frac{\left( \omega_{L} (\lambda_{2} - \lambda_{1}) \lambda_{1} \right) \left( 1 + \left( \omega_{L} (\eta_{2} - \eta_{1}) + \eta_{1} \right) \right)}{(\omega_{L} \mu_{2} - \mu_{1}) + \mu_{1}} \right)^{N+1},
\]

(39)

\[
\sum_{n=1}^{N} \left[ \left( \lambda_{4} - \omega_{L} (\lambda_{4} - \lambda_{3}) \right) \left( 1 + \left( \eta_{4} - \omega_{L} (\eta_{4} - \eta_{3}) \right) \right) \right]^{n} \left( 1 - \frac{\left( \lambda_{4} - \omega_{L} (\lambda_{4} - \lambda_{3}) \lambda_{1} \right) \left( 1 + \left( \eta_{4} - \omega_{L} (\eta_{4} - \eta_{3}) + \eta_{1} \right) \right)}{(\mu_{4} - \omega_{L} (\mu_{4} - \mu_{3}) + \mu_{1})} \right)^{N+1},
\]

(40)
is computed by:

\[
\sum_{n=1}^{N} \left( n - 1 \right) \left[ \left( \omega_{L} (\lambda_{2} - \lambda_{1}) + \lambda_{1} \right) \left( 1 + \left( \omega_{L} (\eta_{2} - \eta_{1}) + \eta_{1} \right) \right) \right]^{n} \left( 1 - \frac{\left( \omega_{L} (\lambda_{2} - \lambda_{1}) \lambda_{1} \right) \left( 1 + \left( \omega_{L} (\eta_{2} - \eta_{1}) + \eta_{1} \right) \right)}{(\omega_{L} \mu_{2} - \mu_{1}) + \mu_{1}} \right)^{N+1},
\]

(41)

\[
\sum_{n=1}^{N} \left( n - 1 \right) \left[ \left( \lambda_{4} - \omega_{L} (\lambda_{4} - \lambda_{3}) \right) \left( 1 + \left( \eta_{4} - \omega_{L} (\eta_{4} - \eta_{3}) \right) \right) \right]^{n} \left( 1 - \frac{\left( \lambda_{4} - \omega_{L} (\lambda_{4} - \lambda_{3}) \lambda_{1} \right) \left( 1 + \left( \eta_{4} - \omega_{L} (\eta_{4} - \eta_{3}) + \eta_{1} \right) \right)}{(\mu_{4} - \omega_{L} (\mu_{4} - \mu_{3}) + \mu_{1})} \right)^{N+1},
\]

(42)

Vague expected number of the customers waiting in the queue
\[ \begin{align*}
T_{L}(L) &= \begin{cases}
\frac{L - L_{1}}{w(L_{2} - L_{1})}, & L_{1} \leq L \leq L_{2}, \\
1, & L_{2} \leq L \leq L_{3}, \\
\frac{L_{4} - L}{w(L_{4} - L_{3})}, & L_{3} \leq L \leq L_{4}, \\
0, & \text{otherwise},
\end{cases} \\
T_{L_{q}}(L_{q}) &= \begin{cases}
\frac{L_{q} - L_{q_{1}}}{w(L_{q_{2}} - L_{q_{1}})}, & L_{q_{1}} \leq L_{q} \leq L_{q_{2}}, \\
1, & L_{q_{2}} \leq L_{q} \leq L_{q_{3}}, \\
\frac{L_{q_{4}} - L_{q}}{w(L_{q_{4}} - L_{q_{3}})}, & L_{q_{3}} \leq L_{q} \leq L_{q_{4}}, \\
0, & \text{otherwise},
\end{cases}
\end{align*} \]

\[ \begin{align*}
1 - F_{L}(L) &= \begin{cases}
\frac{L - L_{1}}{L_{2} - L_{1}}, & L_{1} \leq L \leq L_{2}, \\
1, & L_{2} \leq L \leq L_{3}, \\
\frac{L_{4} - L}{L_{4} - L_{3}}, & L_{3} \leq L \leq L_{4}, \\
0, & \text{otherwise},
\end{cases} \\
1 - F_{L_{q}}(L_{q}) &= \begin{cases}
\frac{L_{q} - L_{q_{1}}}{L_{q_{2}} - L_{q_{1}}}, & L_{q_{1}} \leq L_{q} \leq L_{q_{2}}, \\
1, & L_{q_{2}} \leq L_{q} \leq L_{q_{3}}, \\
\frac{L_{q_{4}} - L_{q}}{L_{q_{4}} - L_{q_{3}}}, & L_{q_{3}} \leq L_{q} \leq L_{q_{4}}, \\
0, & \text{otherwise},
\end{cases}
\end{align*} \]

5. Economic Analysis

Economic analysis of the proposed model leads to strategically determine the role of decision making for organizations and its ability and capacity. It is required to optimize the queuing system. In other words, for an optimal system, it is needed to explore a system in which the total cost is minimized.

Here, we present the cost model:

\[ \text{Total Cost} = C_{S} * C + C_{h} * L + C_{l} \lambda P_{n} + C_{w} * L_{q} + C_{l} * (m - L + L_{q}), \]

Total expected cost of the system

\[ \begin{align*}
\leftrightsquigarrow &= C_{S} * \mu + \sum_{n=1}^{N} \frac{\lambda (1+\eta)}{\mu} * \left( 1 - \frac{\lambda (1+\eta)}{\mu} \right)^{N+1} \\
&+ C_{l} \frac{\lambda (1+\eta)}{\mu} * \left( 1 - \frac{\lambda (1+\eta)}{\mu} \right)^{N+1} \\
&+ C_{w} \sum_{n=1}^{N} (n-1) \frac{\lambda (1+\eta)}{\mu} * \left( 1 - \frac{\lambda (1+\eta)}{\mu} \right)^{N+1} \\
&+ C_{l} * \left( m - \sum_{n=1}^{N} \frac{\lambda (1+\eta)}{\mu} \right) * \left( 1 - \frac{\lambda (1+\eta)}{\mu} \right)^{N+1} \\
&+ C_{w} \sum_{n=1}^{N} (n-1) \frac{\lambda (1+\eta)}{\mu} * \left( 1 - \frac{\lambda (1+\eta)}{\mu} \right)^{N+1}.
\end{align*} \]
Let:

- \(C_W\) : Cost of one customer waiting in queue,
- \(C_S\) : Cost per service per unit time,
- \(C_h\) : Holding cost per unit per unit time,
- \(C_I\) : Cost of cancellation per customer per unit time in queue,
- \(C_I\) : Cost of keeping an idle server in a unit of time,
- \(M\) : Number of the servers.

Vague total expected cost of the system:

\[
(TEC)_{\alpha T}^L = (C_S \ast \mu_{\alpha T}^L) + C_h \ast \left( \sum_{n=1}^{N} \left[ \frac{\lambda_{\alpha T}^L \left( \frac{1+\eta_{\alpha T}^L}{\mu_{\alpha T}^L} \right)}{1 - \left(1 + \frac{\lambda_{\alpha T}^L \left( \frac{1+\eta_{\alpha T}^L}{\mu_{\alpha T}^L} \right)}{N+1} \right)} \right] \right) + C_I \ast \left( \sum_{n=1}^{N} \frac{\eta_{\alpha T}^L (1 + \eta_{\alpha T}^L)}{\mu_{\alpha T}^L} \right) + C_W \ast \left( \sum_{n=1}^{N} (n-1) \left[ \frac{\lambda_{\alpha T}^L \left( \frac{1+\eta_{\alpha T}^L}{\mu_{\alpha T}^L} \right)}{1 - \left(1 + \frac{\lambda_{\alpha T}^L \left( \frac{1+\eta_{\alpha T}^L}{\mu_{\alpha T}^L} \right)}{N+1} \right)} \right] \right)
\]

\[
(TEC)_{\alpha T}^U = (C_S \ast \mu_{\alpha T}^U) + C_h \ast \left( \sum_{n=1}^{N} \left[ \frac{\lambda_{\alpha T}^U \left( \frac{1+\eta_{\alpha T}^U}{\mu_{\alpha T}^U} \right)}{1 - \left(1 + \frac{\lambda_{\alpha T}^U \left( \frac{1+\eta_{\alpha T}^U}{\mu_{\alpha T}^U} \right)}{N+1} \right)} \right] \right) + C_I \ast \left( \sum_{n=1}^{N} \frac{\eta_{\alpha T}^U (1 + \eta_{\alpha T}^U)}{\mu_{\alpha T}^U} \right) + C_W \ast \left( \sum_{n=1}^{N} (n-1) \left[ \frac{\lambda_{\alpha T}^U \left( \frac{1+\eta_{\alpha T}^U}{\mu_{\alpha T}^U} \right)}{1 - \left(1 + \frac{\lambda_{\alpha T}^U \left( \frac{1+\eta_{\alpha T}^U}{\mu_{\alpha T}^U} \right)}{N+1} \right)} \right] \right)
\]

\[
(TEC)_{\alpha T}^F = (C_S \ast \mu_{\alpha T}^F) + C_h \ast \left( \sum_{n=1}^{N} \left[ \frac{\lambda_{\alpha T}^F \left( \frac{1+\eta_{\alpha T}^F}{\mu_{\alpha T}^F} \right)}{1 - \left(1 + \frac{\lambda_{\alpha T}^F \left( \frac{1+\eta_{\alpha T}^F}{\mu_{\alpha T}^F} \right)}{N+1} \right)} \right] \right) + C_I \ast \left( \sum_{n=1}^{N} \frac{\eta_{\alpha T}^F (1 + \eta_{\alpha T}^F)}{\mu_{\alpha T}^F} \right) + C_W \ast \left( \sum_{n=1}^{N} (n-1) \left[ \frac{\lambda_{\alpha T}^F \left( \frac{1+\eta_{\alpha T}^F}{\mu_{\alpha T}^F} \right)}{1 - \left(1 + \frac{\lambda_{\alpha T}^F \left( \frac{1+\eta_{\alpha T}^F}{\mu_{\alpha T}^F} \right)}{N+1} \right)} \right] \right)
\]
+ (C_I \cdot \lambda^L_{\alpha_F}) \cdot \left( \frac{\lambda^L_{\alpha_F} (1 + \eta^L_{\alpha_F})}{\mu^L_{\alpha_F}} \right)^N \right) \right) \right) \\
+ C_W \cdot \left( \sum_{n=1}^{N} (n - 1) \left[ \frac{\lambda^L_{\alpha_F} (1 + \eta^L_{\alpha_F})}{\mu^L_{\alpha_F}} \right]^n \right) \right) \right) \\
+ C_I \cdot \left( m - \left( \sum_{n=1}^{N} n \left[ \frac{\lambda^L_{\alpha_F} (1 + \eta^L_{\alpha_F})}{\mu^L_{\alpha_F}} \right] \right) \right) \\
+ C_I \cdot \left( \frac{1 - \left( \frac{\lambda^U_{\alpha_F} (1 + \eta^U_{\alpha_F})}{\mu^U_{\alpha_F}} \right)^N}{1 - \left( \frac{\lambda^U_{\alpha_F} (1 + \eta^U_{\alpha_F})}{\mu^U_{\alpha_F}} \right)^N} \right) \\
+ \left( \sum_{n=1}^{N} (n - 1) \left[ \frac{\lambda^U_{\alpha_F} (1 + \eta^U_{\alpha_F})}{\mu^U_{\alpha_F}} \right]^n \right) \right) \right) \right) . \tag{58}

6. Numerical Example

Consider the carwash station as an example (Figure 1). Assume that due to the spatial constraints on the road, carwash only has a capacity of 6 cars for waiting in the system. The driver of the car takes an average of 2 minutes to move the car. Consider now the arrival speed of 9 cars per hour and service time of 6 minutes. Poisson distribution entry rate and distribution service rates are exponential. Also, the percentage of customer change over the past years is equal to 0.75.

Then, we can extract the following input data (Tables 1 and 2): \( \bar{\lambda} = 9, \bar{\mu} = 7.5, \bar{\eta} = 0.75, N = 7, C_S = 15, C_w = 13, C_h = 2, C_I = 10, C_I = 5, W = 2. \)

Tables 3 to 6 show that in the sensitivity analysis for different \( \alpha_T \) and \( \alpha_F \), there is an increase in the average rate of entry and service rates, which is expected to rise by increasing system costs and reach the maximum at a certain level.

As the service rate increases, the cost increases quickly by

![Car-Wash Station](http://doi.org/10.5391/IJFIS.2019.19.3.192)

Figure 1. A carwash station.
reducing the number of lines increased customer waiting time. Also, by increasing the percentage of change in the number of customers, the length of the waiting line increases. According to the sensitivity analysis, by the increase in entry rates and service rates in $\alpha_T$ and $\alpha_F$, the potential for emptying or filling up the system is reduced.

7. Conclusions

In this paper, we considered the vague set to study a single server queuing model with encouraged arrivals. The arrival rate and service rate were vague numbers. Conducted action to exert uncertainty of the primary information when some of the parameters of the models are vague. The system can also be studied for non-heterogeneous service. The yield of the paper is of huge use for any organization exposed the phenomenon of encouraged customers augment numbers of lines and service station number inducement the time of customer queuing is cutback, and the customer satisfaction is increased load on service. By pursue and enforcement this model and useful strategy can be plotted the economic analysis can be computed and cost aspect of the business can also be beholden. To study the model validity, the mentioned model is analyzed in different scenarios of costs by the sensitivity analysis on the models’ fuzzy vague costs. Regarding the conditions of the system, the obtained results can help the decision maker according to the costs of the system.
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