Sets of exact approximation order by complex rational numbers
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Abstract
Given a non-increasing function \( \psi \), let \( \text{Exact}(\psi) \) be the set of complex numbers which are approximable by complex rational numbers to order \( \psi \) but to no better order. In this paper, we obtain the Hausdorff dimension and the packing dimension of \( \text{Exact}(\psi) \) when \( \psi(x) = o(x^{-2}) \). Moreover, without the condition \( \psi(x) = o(x^{-2}) \), we also prove that the Hausdorff dimension of \( \text{Exact}(\psi) \) is greater than \( 2 - \tau/(1 - 2\tau) \) when \( 0 < \tau = \limsup_{x \to +\infty} x^2 \psi(x) \) is small enough.
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1 Introduction

1.1 Background

In the theory of Diophantine approximation, it is an interesting problem to consider the irrational numbers which are approximable by rational numbers to order \( \psi \) exactly. Given a function \( \psi : (0, \infty) \rightarrow (0, \infty) \), let

\[
W_R(\psi) := \{ x \in \mathbb{R} : |x - p/q| < \psi(|q|) \text{ for infinitely many } p/q \in \mathbb{Q} \}
\]

be the set of real numbers which are \( \psi \)-well approximable. Let

\[
\text{Exact}_R(\psi) := W_R(\psi) \setminus \bigcup_{k \geq 2} W_R((1 - 1/k)\psi)
\]
be the set of real numbers approximable to order \( \psi \) but to no better order.

The Hausdorff dimension of \( \psi \)-well approximable sets was well studied for the cases of real numbers and linear forms, see for instance [2,4,9–11,22–24,27].

As for the set \( \text{Exact}_\mathbb{R}(\psi) \), Jarník [23] used the theory of continued fractions to show that it is uncountable if \( \psi \) is non-increasing and satisfies \( \psi(x) = o(x^{-2}) \). However, Jarník’s method provides no information regarding Hausdorff dimension.

In 2001, Beresnevich, Dickinson and Velani [1] obtained a precise metric statement for sets of \( \psi \)-well approximable systems of linear forms which extend Jarník’s result. At the end of [1], the authors introduced the set \( \text{Bad}_\mathbb{R}(\psi) \), which consists of real numbers \( x \) such that

\[
|x - p/q| \leq \psi(q) \quad \text{for infinitely many } p/q \in \mathbb{Q} \text{, but } |x - p/q| \geq c(x)\psi(q) \quad \text{for all } p/q \in \mathbb{Q},
\]

where \( c(x) \) is a positive constant dependent only on \( x \). They further proposed the problem of determining the Hausdorff dimension of \( \text{Bad}_\mathbb{R}(\psi) \). Clearly, \( \text{Exact}_\mathbb{R}(\psi) \subset \text{Bad}_\mathbb{R}(\psi) \subset \text{W}_\mathbb{R}(\psi) \).

This problem was solved by Bugeaud [4,6], Bugeaud and Moreira [7] for a large class of functions \( \psi \). In particular, it was shown that, if \( \psi \) is non-increasing and satisfies \( \psi(x) = o(x^{-2}) \), then

\[
\dim_H \text{Exact}_\mathbb{R}(\psi) = \dim_H \text{Bad}_\mathbb{R}(\psi) = \dim_H \text{W}_\mathbb{R}(\psi) = 2/\lambda(\psi),
\]

where

\[
\lambda(\psi) := \liminf_{x \to +\infty} -\frac{\log \psi(x)}{\log x} \tag{1.1}
\]

denotes the lower order at infinity of the function \( 1/\psi \). This notion appears naturally in Dodson’s works [10,11] on the Hausdorff dimension of \( \psi \)-well approximable sets.

The situation becomes more subtle if we remove the assumption \( \psi(x) = o(x^{-2}) \). Bugeaud [6] asked: If \( \psi(x) = cx^{-2} \), is it possible that \( \text{Exact}_\mathbb{R}(\psi) \) has positive Hausdorff dimension? Moreira [26] gave a positive answer to this question for small \( c \) by showing that

\[
\lim_{c \to 0} \dim_H \text{Exact}_\mathbb{R}(x \mapsto cx^{-2}) \to 1.
\]

For other works closely related to exact approximation, we refer to [5,14,15,28].

### 1.2 Results

In this paper, we consider the analogous problem for complex numbers. Let

\[
W(\psi) := \{ z \in \mathbb{C} : |z - p/q| < \psi(|q|) \text{ for infinitely many } p/q \in \mathbb{Q}(i) \}
\]

be the set of \( \psi \)-well approximable complex numbers and

\[
\text{Exact}(\psi) := W(\psi) \setminus \bigcup_{k \geq 2} W((1 - 1/k)\psi)
\]

the set of complex numbers approximable to order \( \psi \) but to no better order. Here

\[
\mathbb{C} = \{ x + iy : x, y \in [-1/2, 1/2] \}.
\]

In [18], we obtained the Hausdorff and packing dimensions of \( W(\psi) \). This is an analogue of the classical Jarník Theorem in real case.
Theorem 1.1 ([18, Theorem 1.2]) If the function $\psi : (0, \infty) \to (0, \infty)$ is non-increasing and $\psi(x) \to 0$ as $x \to +\infty$, then

$$\dim_H W(\psi) = \min \left( \frac{4}{\lambda(\psi)}, 2 \right) \quad \text{and} \quad \dim_P W(\psi) = 2.$$ 

Here $\lambda(\psi)$ is the lower order as in (1.1).

Based on the dimension results on the set $W(\psi)$, we use the theory of complex continued fractions to determine the Hausdorff and packing dimensions of Exact$(\psi)$ under the condition $\psi(x) = o(x^{-2})$.

Theorem 1.2 Let $\psi : (0, \infty) \to (0, \infty)$ be a non-increasing function. If $\psi(x) = o(x^{-2})$, i.e., $x^2 \psi(x) \to 0$ as $x \to +\infty$, then

$$\dim_H \text{Exact}(\psi) = \frac{4}{\lambda(\psi)} \quad \text{and} \quad \dim_P \text{Exact}(\psi) = 2.$$ 

Just like in the case of real numbers, it seems very difficult to get an accurate result for dimensions of Exact$(\psi)$ without the condition $\psi(x) = o(x^{-2})$. However, by a careful analysis of admissible sequence appearing in the continued fraction of complex numbers, we can still obtain a nontrivial lower bound for Hausdorff dimension.

Theorem 1.3 Let $\psi : (0, \infty) \to (0, \infty)$ be a non-increasing function and

$$\tau = \limsup_{x \to +\infty} x^2 \psi(x).$$

Suppose that $0 < \tau \leq \tau_0$, where $\tau_0$ is a positive constant,$^1$ then

$$\dim_H \text{Exact}(\psi) \geq 2 - \frac{\tau}{1 - 2\tau}.$$ 

As for most of the metric problems in Diophantine approximation, the key to the proofs of Theorems 1.2 and 1.3 is obtaining the lower bounds of dimensions. For this, we construct a Cantor-like set of large dimension and contained in Exact$(\psi)$ by using cylinder sets of continued fractions.

 Compared with the case of real numbers, the difficulty in proving Theorems 1.2 and 1.3 is that the nature of complex continued fractions is more complicated than that of real continued fractions. More specifically, the following two points are the main obstacles. First, the cylinder sets of real continued fractions are all intervals on the line and their relative positional relationship is easier to analyze; while the cylinder sets [see (2.6) for the definition] of complex continued fractions have many different shapes, and the positional relationship among them is more complicated. Second, for real continued fractions (more precisely, the regular continued fractions), the cylinder sets are always nonempty; while, for complex continued fractions, there exist cylinder sets which are empty (or sequences which are not admissible, see Definition 2.2). These two points indicate that to construct the desired Cantor-like subset, we need to select the appropriate cylinder sets through more elaborate calculations and more delicate restrictions than the real number case.

### 1.3 Notation

Throughout this paper, we adhere to the following notation.

---

$^1$ To obtain a specific value of the constant $\tau_0$ requires some more elaborate calculations, and it seems impossible to find the exact value of $\dim_H \text{Exact}(\psi)$ with our method under the condition of Theorem 1.3, even for small $\tau$, so we will not pursue the quantification of $\tau_0$ further.
2 Hurwitz continued fraction

2.1 Basic properties of Hurwitz continued fraction

The Hurwitz continued fraction (HCF) was introduced by Hurwitz [21] in 1887. To state its definition, we begin with some notation. The nearest Gaussian integer of a complex number \( z \), denoted by \( \text{HCF}(z) \), is determined by \( z - [z] \in \mathfrak{F} \), where

\[
\mathfrak{F} := \{ x + iy : x, y \in [-1/2, 1/2) \}
\]

is the fundamental domain of HCF. For \( z \in \mathfrak{F}^* := \mathfrak{F}\setminus\{0\} \) and \( n \geq 1 \), define \( a_n = \lfloor 1/T^{n-1}(z) \rfloor \), where \( T(z) = 1/z - \lfloor 1/z \rfloor \). The sequence \( (a_n)_{n \geq 1} \) is called the HCF partial quotients of \( z \), since it leads to the continued fraction expansion \( z = [0; a_1, a_2, \ldots] \), where

\[
[0; a_1, a_2, \ldots, a_m] := \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\ddots + a_m}}}
\]

for finite sequence \((a_1, a_2, \ldots, a_m)\) of numbers and

\[
[0; a_1, a_2, \ldots] := \lim_{m \to \infty} [0; a_1, a_2, \ldots, a_m]
\]

for infinite sequence. If \( z \in \mathbb{Q}(i) \), then \( T^m(z) = 0 \) for some \( m \geq 1 \) and the partial quotients of \( z \) are \((a_1, \ldots, a_m)\). Otherwise, \((a_n)_{n \geq 1}\) is an infinite sequence. Moreover, since \([1/z] \notin \{0, \pm 1, \pm i\}\) for \( z \in \mathfrak{F}^* \), we always have \( a_n \in I \), where

\[
I := \mathbb{Z}[i]\setminus\{0, \pm 1, \pm i\}
\]

is called the alphabet set of HCF partial quotients. We write \( a_n(z) \) instead of \( a_n \) when it is necessary to emphasize that \( (a_n)_{n \geq 1} \) is obtained from \( z \).

Define \( p(\epsilon) = 0 \) and \( q(\epsilon) = 1 \) for the empty word \( \epsilon \). Given a sequence \((a_1, \ldots, a_n)\) of numbers with \( n \geq 1 \), define

\[
\begin{pmatrix}
q(a_1, \ldots, a_n) & q(a_1, \ldots, a_{n-1}) \\
p(a_1, \ldots, a_n) & p(a_1, \ldots, a_{n-1})
\end{pmatrix} = \begin{pmatrix} a_1 & 1 \\ 1 & 0 \end{pmatrix} \cdots \begin{pmatrix} a_n & 1 \\ 1 & 0 \end{pmatrix}.
\]

Here we regard \((a_1, \ldots, a_{n-1})\) as the empty word \( \epsilon \) when \( n = 1 \). For \( z \in \mathfrak{F}^* \) with the HCF partial quotients \((a_n)\), let \( p_n = p(a_1, \ldots, a_n) \) and \( q_n = q(a_1, \ldots, a_n) \) with the convention
Moreover, it holds that \( p_n/q_n = [0; a_1, a_2, \ldots, a_n] \). We call the sequences \( (p_n)_{n \geq 0} \) and \( (q_n)_{n \geq 0} \) the \( \mathbb{Q} \)-pair of \( z \).

The following lemma contains some basic facts of HCF, which can also be found in the references [8,12,16,19–21,25].

**Lemma 2.1** ([18, Lemma 2.2]) Let \( z \in \mathbb{R}^* \) and denote its HCF partial quotients by \( (a_n)_{n \geq 1} \). Let \( (p_n)_{n \geq 0} \) and \( (q_n)_{n \geq 0} \) be the \( \mathbb{Q} \)-pair of \( z \). For all \( n \geq 1 \), the following statements hold:

(a) The mirror formula: \( q_{n-1}/q_n = [0; a_n, a_{n-1}, \ldots, a_1] \).
(b) \( q_n p_{n-1} - q_{n-1} p_n = (-1)^n \).
(c) \( |z - p_n/q_n| = |q_n^2(a_{n+1} + T^{a+1}(z) + q_{n-1}/q_n)|^{-1} \leq |q_n|^{-2} \).
(d) \( 1 = |q_0| < |q_1| < |q_2| < \cdots \).
(e) \( |q_{n+k}| \geq \phi^{\lfloor n/2 \rfloor} |q_k| \) for \( k \geq 0 \). In particular, \( |q_n| \geq \phi^{\lfloor n/2 \rfloor} \). Here \( \phi = \frac{\sqrt{5} + 1}{2} \) and \( \lfloor x \rfloor \) denotes the greatest integer \( \leq x \).
(f) Let \( a = (a_1, \ldots, a_n) \), then \( |(a_n - 1)|q(a^-)| < |q(a)| < (|a_n| + 1)|q(a^-)| \).
(g) Let \( a = (a_1, \ldots, a_n) \), \( b = (a_{n+k}, \ldots, a_{n+k}) \) with \( k \geq 1 \). Then

\[
|q(a)q(b)|/5 < |q(ab)| < 3|q(a)q(b)|.
\]

In the remainder of this subsection, we present some Diophantine approximation properties of HCF.

**Definition 2.1** (see [25]) Let \( z \) be a complex number. A complex rational number \( p/q \) is called a **good approximation** to \( z \), if for all \( p', q' \in \mathbb{Z}[i] \),

\[
|q'| \leq |q| \implies |q'z - p'| \geq |qz - p|.
\]

Moreover, \( p/q \) is called a **best approximation** to \( z \) if for any \( p', q' \in \mathbb{Z}[i] \),

\[
|q'| < |q| \implies |q'z - p'| > |qz - p|.
\]

**Theorem 2.1** ([25, Theorem 2]) Every HCF convergent of a complex number \( z \) is a good approximation to \( z \). Furthermore, for Lebesgue almost all \( z \in \mathbb{C} \) every HCF convergent is a best approximation to \( z \).

**Lemma 2.2** Let \( z \in \mathbb{C} \setminus \mathbb{Q}(i) \). If \( p/q \in \mathbb{Q}(i) \) is nonzero and satisfies \( |z - p/q| < 1/(4|q|^2) \), then \( p/q \) is a convergent of \( z \).

**Proof.** Ei, Ito, Nakada and Natsui [12, Theorem 2] drew the same conclusion by assuming \( |z - p/q| < 1/(L|q|^2) \) for some constant \( L \). But they did not give the explicit value of \( L \).

Let \( (p_n/q_n)_{n \geq 0} \) be the convergent of \( z \). Since the sequence \( (|q_n|)_{n \geq 0} \) is strictly increasing and \( |q_0| = 1 \), we may assume that \( |q_{n-1}| \leq |q| < |q_n| \) for some \( n \geq 1 \). Suppose that \( p/q \neq p_{n-1}/q_{n-1} \), we will prove that

\[
|z - p/q| \geq (1 - t - t^2)/|q|^2
\]

and

\[
|z - p/q| \geq t/(2|q|^2),
\]

where \( t = |q|/|q_n| \in (0, 1) \). This implies that \( |z - p/q| \geq 1/(4|q|^2) \), since

\[
\min_{t \in (0, 1)} \max(1 - t - t^2, t/2) = 1/4.
\]
Therefore, the lemma follows once we establish (2.4) and (2.5).

We first prove (2.4). Note that Lemma 2.1(b) gives \(|p_n/q_n - p_{n-1}/q_{n-1}| = 1/|q_{n-1}q_n|\) and Lemma 2.1(c) gives \(|z - p_n/q_n| \leq |q_n|^{-2}\). Hence,

\[
|z - p/q| \geq \left| \frac{p_n - p}{q_n - q} \right| - \left| \frac{p_n - p_{n-1}}{q_n - q_{n-1}} \right| - \left| \frac{z - p_n}{q_n} \right| \geq \frac{1}{|q_n|} - \frac{1}{|q_nq_{n-1}|} - \frac{1}{|q_n|^2}
\]

\[
= \frac{1}{|q|^2} \left( |q| - \left( 1 - \frac{|q|}{|q_n|} \right)^2 \right) \geq 1 - t - t^2/|q|^2.
\]

The proof of (2.5) is divided into two cases.

Case 1: \(|z - p_n/q_n| > 1/(2|q_n|^2)|\). By Theorem 2.1,

\[
|z - p/q| \geq \frac{|q_n|}{|q|} - \left| \frac{p_n}{q_n} \right| > \frac{1}{2|q_n|^2} = \frac{t}{2|q|^2}.
\]

Case 2: \(|z - p_n/q_n| \leq 1/(2|q_n|^2)|\). We have

\[
|z - p/q| \geq \left| \frac{p_n - p}{q_n - q} \right| - \left| \frac{z - p_n}{q_n} \right| \geq \frac{1}{|q_n|} - \frac{1}{2|q_n|^2} - \frac{t - t^2/2}{|q|^2} > \frac{t}{2|q|^2}.
\]

\[\square\]

### 2.2 Regular and full cylinders

In this subsection, we discuss some properties related to the cylinder sets of HCF.

Recall that \(I = \mathbb{Z}[i]\setminus\{0, \pm1, \pm i\}\) is the alphabet set of HCF partial quotients. A cylinder of level \(n\) is a subset of \(\mathfrak{F}\) taking the form

\[
\mathcal{C}(u) = \{ z \in \mathfrak{F} : a_1(z) = u_1, \ldots, a_n(z) = u_n \},
\]

where \(u = (u_1, \ldots, u_n) \in I^n\). We adopt the convention that \(I^0 = \{\epsilon\}\) and \(\mathcal{C}(\epsilon) = \mathfrak{F}\). One can check that \(\{\mathcal{C}(u)\}_{u \in I^n}\) forms a partition of \(\mathfrak{F}\) except for some points in \(\mathbb{Q}(i)\) for each \(n \geq 0\).

**Definition 2.2** A sequence \(u \in I^n := \bigcup_{n \geq 0} I^n\) is called admissible if \(\mathcal{C}(u) \neq \emptyset\).

To study cylinders \(\mathcal{C}(u)\) of level \(n\), let \(T_u = (T^n|_C(u))^{-1}\) with the convention \(T_{\epsilon} = \text{identity}\). We call \(\mathfrak{F}_u = T^n|_C(u) = T_u^{-1}(\mathcal{C}(u))\) the prototype set of \(\mathcal{C}(u)\). Note that \(T_u : \mathfrak{F}_u \rightarrow \mathcal{C}(u)\) is the Möbius transformation of the form

\[
T_u : z \mapsto \frac{p(u^-)z + p(u)}{q(u^-)z + q(u)} \quad \text{or equivalently} \quad T_u : [0; v] \mapsto [0; uv].
\]

**Example 2.1** see ([16, page 8]) \(\mathfrak{F}_2 = \mathfrak{F}\setminus B(-1, 1), \mathfrak{F}_{-2} = \mathfrak{F}\setminus B(1, 1)\) and \(\mathfrak{F}_b = \mathfrak{F}\) if \(|b| \geq 2\sqrt{2}\).

The lemma below is useful to determine prototype sets.

**Lemma 2.3** ([18, Lemma 2.3]) Let \(u = (u_1, \ldots, u_n) \in I^n\) and \(v = (v_1, \ldots, v_m) \in I^m\).

(a) If \(\mathfrak{F}_u = \mathfrak{F}_u'\) for some sequence \(u' \in I^n\), then \(\mathfrak{F}_{uv} = \mathfrak{F}_{u'v}\).

(b) If \(\mathcal{C}(v) \subset \mathfrak{F}_u\), then \(\mathfrak{F}_{uv} = \mathfrak{F}_v\). In particular, if \(\mathfrak{F}_u = \mathfrak{F}_v = \mathfrak{F}\), then \(\mathfrak{F}_{uv} = \mathfrak{F}\).

Now we give the definition of regular and full cylinders.

**Definition 2.3** see ([16, §1.2, §3.1]) We say a cylinder \(\mathcal{C}(u)\) or a sequence \(u\) is regular if \(\mathfrak{F}_u\) has nonempty interior, otherwise it is said to be irregular. Moreover, we say \(\mathcal{C}(u)\) or \(u\) is full if \(\mathfrak{F}_u = \mathfrak{F}\).
Example 2.2 see ([16, page 8]) All the cylinders of level 1 are regular. Moreover, a cylinder \( C(b) \) of level 1 is full if and only if \( |b| \geq 2\sqrt{2} \).

The following three lemmas coming from [18] are useful in estimating the dimension of Cantor-like sets which are constructed from cylinders. The first one quantifies the geometric size of the regular cylinders; the other two bound the cardinality of certain families of full sequences.

Lemma 2.4 ([18, Lemma 2.7]) There is a constant \( 0 < \varepsilon_0 < 1 \) such that, for all regular cylinders \( C(u) \),

\[
\frac{c_0}{|q(u)|^2} \leq |C(u)| \leq \frac{2}{|q(u)|^2} \quad \text{and} \quad \frac{c_0\pi}{|q(u)|^4} \leq \mathcal{L}(C(u)) \leq \frac{\pi}{|q(u)|^4}.
\]

Lemma 2.5 ([18, Lemma 2.12]) Given \( M, Q > 0 \), let \( I_M = \{ z \in I: |z| \leq M \} \) and \( I_M^* = \bigcup_{n \geq 0} I_M^n \). write

\[
\Gamma_M(Q) = \{ u \in I_M^*: u \text{ is full and } |q(u^-)| < Q \leq |q(u)| \}.
\]

There exists a constant \( \varepsilon_1 > 1 \) such that, for \( M \geq 12\varepsilon_1 \) and \( Q \geq (M + 1)^5M \), we have \( \# \Gamma_M(Q) \geq Q^{4-2/M} \).

Lemma 2.6 ([18, Lemma 2.13]) Let \( \varepsilon_1 > 1 \) be the constant given by Lemma 2.5. Suppose that \( M \geq 12\varepsilon_1 \) and \( Q > 0 \). Given a sequence \( w \), let

\[
\Gamma_M^w(Q) = \{ b: wb \in \Gamma_M(Q) \}.
\]

Then

\[
\# \Gamma_M^w(Q) \leq (M + 1)^{24M}|q(w)|^{-4+2/M} \cdot \# \Gamma_M(Q).
\]

We end this subsection with a lemma which gives a lower bound of the distance between \( p(u)/q(u) \) and a point outside the cylinder \( C(u) \) when \( u \) is full.

Lemma 2.7 If \( u \in I^* \) is full, then for all \( z \notin C(u) \),

\[
|z - p(u)/q(u)| > 1/(3|q(u)|^2).
\]

Proof Since \( u \) is full, we have \( C(u) = T_{u}(\mathbb{S}) \). Recall that

\[
T_u: z \mapsto \frac{p(u^-)z + p(u)}{q(u^-)z + q(u)} \quad \text{and} \quad \mathbb{S} = \{ x + iy: x, y \in [-1/2, 1/2) \}.
\]

Therefore, for all \( z \notin C(u) \),

\[
|z - \frac{p(u)}{q(u)}| \geq \inf_{z \in \partial C(u)} \left| \frac{p(u)}{q(u)} - z \right| = \inf_{z \in \partial \mathbb{S}} \left| \frac{p(u)}{q(u)} - T_u(z) \right|
\]

\[
= \inf_{z \in \partial \mathbb{S}} \left| \frac{p(u)}{q(u)} - \frac{p(u^-)z + p(u)}{q(u^-)z + q(u)} \right| = \inf_{z \in \partial \mathbb{S}} \left| \frac{z}{q(u)(q(u^-)z + q(u))} \right|
\]

\[
> \inf_{z \in \partial \mathbb{S}} \frac{|z|}{(1 + |z|)|q(u)|^2} \geq \frac{1}{3|q(u)|^2}.
\]

The last inequality follows from the fact that \( |z| \geq 1/2 \) for \( z \in \partial \mathbb{S} \).
3 Proof of Theorem 1.2

In this section, we fix a non-increasing function $\psi : (0, \infty) \to (0, \infty)$ with $\psi(x) = o(x^{-2})$ and denote $\lambda(\psi)$ briefly by $\lambda$.

3.1 Sketch of the proof

Pick a rapidly increasing sequence $(n_k)_{k \geq 1}$ of positive numbers with $n_1 = 1$ such that $\psi(n_k) \approx n_k^{1/\lambda}$ for $k \geq 2$. We shall find full sequences $(a_k)_{k \geq 2}$ with $|q(a_k)| \approx n_k$ such that, for some $b_k \in I(a_k; k)$, $a_k b_k$ is a prefix of $a_{k+1}$, where $I(a_k; k)$ is defined by (3.2), which ensures the required exact approximation property (3.1).

Now let $z$ be the unique number in $\bigcap_{k \geq 2} C(a_k)$. By Lemma 2.2 and inequality (3.1), we can prove that $z \in \text{Exact}(\psi)$ under the additional mild restriction on $(a_k)_{k \geq 2}$. Next, we use Lemmas 2.5, 2.6 and 3.1 (c) to show that there are sufficiently many choices of sequences $(a_k)_{k \geq 2}$ such that one can construct a sufficiently large Cantor-like subset of Exact$(\psi)$ from such $(a_k)_{k \geq 2}$, and then obtain the desired lower bounds of the dimensions of Exact$(\psi)$.

3.2 Exact approximation

The aim of this subsection is to prove Lemma 3.1, which is very helpful for us to find sufficiently many points in Exact$(\psi)$.

Given a full sequence $u \in I^*$ and $k \geq 2$, we are interested in the full cylinders of the form $C(ub)$ with $b \in I$ such that all the numbers $z$ in such a cylinder satisfy

$$(1 - 1/k)\psi(|q(u)|) \leq |z - p(u)/q(u)| < \psi(|q(u)|).$$

(3.1)

We thus define

$$I(u; k) := \{ b \in I : ub \text{ is full and (3.1) holds for all } z \in C(ub) \}. \quad (3.2)$$

Lemma 3.1 For each $k \geq 2$, there is a constant $c_{\psi,k}$ dependent on $\psi$ and $k$ such that, for every full sequence $u$ with $|q(u)| \geq c_{\psi,k}$ and $b \in I(u; k)$, the following statements hold:

(a) $|z - p(u)/q(u)| < (6|q(u)|^2)^{-1}$ for all $z \in C(ub)$.
(b) $2|q(u)|^2 \psi(|q(u)|)^{-1} \cdot |q(u)| < |q(ub)| < 3|q(u)|^2 \psi(|q(u)|)^{-1} \cdot |q(u)|$.
(c) $(k|q(u)|^4 \psi(|q(u)|)^2)^{-1} < \#I(u; k) < 3\pi (k|q(u)|^4 \psi(|q(u)|)^2)^{-1}$.

Proof Let $\rho := (|q(u)|^2 \psi(|q(u)|)^{-1})^{-1}$. We will prove (a) and (b) under the hypothesis $\rho > 6$, and prove (c) under the hypothesis $\rho > \rho_k$, where $\rho_k > 6$ is a constant to be determined later. Since $\psi(x) = o(x^{-2})$, we can find a constant $c_{\psi,k}$ such that $\rho > \rho_k > 6$ whenever $|q(u)| \geq c_{\psi,k}$. This is the desired constant $c_{\psi,k}$.

(a) Suppose that $\rho > 6$. It follows from (3.1) that, for all $z \in C(ub)$,

$$|z - p(u)/q(u)| < \psi(|q(u)|) < (6|q(u)|^2)^{-1}.$$  

(b) Suppose that $\rho > 6$. Let

$$J_1 = \{ b \in I : \rho + 2 < |b| < (1 - 1/k)^{-1} \rho - 2 \},$$

$$J_2 = \{ b \in I : \rho - 2 < |b| < (1 - 1/k)^{-1} \rho + 2 \}.$$
We claim that
\[ J_1 \subset I(u; k) \subset J_2. \]
\[ (3.3) \]

We put the verification of the claim at the end of the whole proof. For now, note that, since \( \rho > 6 \), it follows immediately from \( I(u; k) \subset J_2 \) that
\[ \rho/2 + 1 < |b| < 3\rho - 1 \quad \text{for all } b \in I(u; k). \]

Applying Lemma 2.1 (f), we obtain
\[ (\rho/2) \cdot |q(u)| < (|b| - 1)|q(u)| < |q(ub)| < (|b| + 1)|q(u)| < 3\rho \cdot |q(u)|. \]

(c) The famous Gauss circle problem [17, Theorem 339] in number theory asserts that the number of lattice points \( N(R) \) inside the boundary of a circle of radius \( R \) with center at the origin is \( \pi R^2 + O(R) \). Therefore,
\[ \#J_1 = N((1 - 1/k)^{-1}\rho - 2) - N(\rho + 2) \]
\[ = \pi((1 - 1/k)^{-1}\rho - 2)^2 - \pi(\rho + 2)^2 + O(\rho) \]
\[ = \frac{\pi(2k - 1)}{(k - 1)^2} \rho^2 + O(\rho). \]

This argument also gives the same result for \( \#J_2 \). Thus, it follows from (3.3) that
\[ \#I(u; k) = \frac{\pi(2k - 1)}{(k - 1)^2} \rho^2 + O(\rho). \]

Since \( 1/k < \pi(2k - 1)/(k - 1)^2 < 3\pi \) for \( k \geq 2 \), there exists a constant \( \rho_k > 6 \) such that, for \( \rho > \rho_k \),
\[ \rho^2/k < \#I(u; k) < 3\pi\rho^2. \]

This completes the proof of (c).

It remains to prove the claim (3.3). We first show that \( J_1 \subset I(u; k) \). Suppose that \( b \in J_1 \), then \( |b| > \rho + 2 > 8 \). By Example 2.2, \( b \) is full. Since \( u \) is also full, so is \( ub \) (see Lemma 2.3 (b)). Now let \( z \in C(ub) \), to prove \( b \in I(u; k) \), it suffices to show that the inequality (3.1) holds. For this, note that Lemma 2.1 (c) gives
\[ |q(u)|^{-2}(|b| + 2)^{-1} < |z - p(u)/q(u)| < |q(u)|^{-2}(|b| - 2)^{-1}. \]
\[ (3.4) \]

Since \( b \in J_1 \), we have \( \rho < |b| - 2 < |b| + 2 < (1 - 1/k)^{-1}\rho \). Consequently,
\[ (1 - 1/k)^{-1}|q(u)|^{-2} < |z - p(u)/q(u)| < \rho^{-1}|q(u)|^{-2}. \]

This implies (3.1), since \( \rho^{-1}|q(u)|^{-2} = \psi(|q(u)|) \).

Finally, we prove that \( I(u; k) \subset J_2 \). Suppose that \( b \in I(u; k) \), then (3.1) holds for \( z \in C(ub) \). Since \( b \) is full, Example 2.2 gives \( |b| \geq 2\sqrt{2} \), and so Lemma 2.1 (c) implies (3.4). Combining the inequalities (3.1) and (3.4), we see that
\[ \rho - 2 < |b| < (1 - 1/k)^{-1}\rho + 2. \]

Therefore, \( b \in J_2 \).

\[ \square \]
3.3 Auxiliary families of full sequences

In this subsection, we introduce two auxiliary families of full sequences, which enables us to construct the desired Cantor-like subsets of $\text{Exact}(\psi)$.

Fix $\epsilon > 0$ sufficiently small and $M = \max(12\epsilon_1, 2\epsilon^{-1}) > 12$, where $\epsilon_1 > 1$ is the constant in Lemma 2.5. Pick a rapidly increasing sequence $(n_k)_{k \geq 1}$ of positive numbers with $n_1 = 1$ such that, for $k \geq 2$,

$$n_k^{-\lambda_1 - \epsilon/4} \leq \psi(n_k) \leq n_k^{-\lambda_1 + \epsilon/4};$$
$$\psi(n_k^{1-\epsilon/3}) \leq n_k^{-\lambda_1 + \epsilon/2};$$
$$n_k^{\epsilon/6} \geq 9(M + 1)n_k^{\lambda_1 - 1} > 100;$$
$$n_k \geq \max((M + 1)^{5M/(1-\epsilon/4)}, c_{\psi,k}^{1/(1-\epsilon/3)}, k^{1/(\lambda_1 \epsilon)}).$$

Here $c_{\psi,k}$ is the constant given by Lemma 3.1.

For $k \geq 2$, set $Q_k = n_k^{1-\epsilon/4}$. It follows from (3.8) that

$$Q_k = n_k^{1-\epsilon/4} \geq (M + 1)^{5M} \quad \text{for } k \geq 2.$$  

Let $\Lambda_1 = \Lambda_1' = \{\epsilon\}$. For $k \geq 2$, define $\Lambda_k$ and $\Lambda_k'$ inductively by

$$\Lambda_k = \{a': a' \in \Lambda_{k-1}, a \in \Gamma_M(Q_k),\}$$
$$\Lambda'_k = \{ab: a \in \Lambda_k, b \in I(a; k)\}.$$  

We remark that all $a \in \Lambda_k$ are full (see Lemma 3.2 (a)), thus $I(a; k)$ and $\Lambda_k'$ are well defined.

**Lemma 3.2** Let $c_0$ be the constant in Lemma 2.4. For $k \geq 2$, the following statements hold:

(a) All the sequences in $\Lambda_k$ and $\Lambda_k'$ are full.

(b) For $a \in \Lambda_k$, $n_k^{1-\epsilon/3} \leq |q(a)| \leq n_k/3$. Moreover,

$$|C(a)| \leq 2n_k^{-2+\epsilon}, \quad L(C(a)) \geq c_0 \pi n_k^{-4}.$$

(c) For $a' \in \Lambda_k'$, $n_k^{\lambda_1 - 1 - \lambda \epsilon} \leq |q(a')| \leq n_k^{\lambda_1 - 1 + \epsilon}$. Moreover,

$$c_0 n_k^{2\lambda_1 + 2 - 2\epsilon} \leq |C(a')| \leq 2n_k^{-2\lambda_1 + 2 + 2\epsilon}, \quad L(C(a')) \geq c_0 \pi n_k^{-4\lambda_1 + 4 - 4\epsilon}.$$

(d) For distinct $a_1, a_2 \in \Lambda_k$, $b_1 \in I(a_1; k)$ and $b_2 \in I(a_2; k)$, the distance

$$\text{dist}(C(a_1b_1), C(a_2b_2)) \geq n_k^{-2}.$$

(e) Let $a' = ab \in \Lambda_k'$ with $a \in \Lambda_k$ and $b \in I(a; k)$, then for $z \in C(a')$,

$$(1 - 1/k)\psi(|q(a)|) \leq |z - p(a)/q(a)| < \psi(|q(a)|).$$

(f) For $a \in \Lambda_k$, we have $n_k^{2\lambda_1 - 4 - 2\lambda \epsilon} \leq |I(a; k)| \leq n_k^{2\lambda_1 - 4 + 2\epsilon}.$

**Proof** (a) According to Lemma 2.3 (b), if both $u$ and $v$ are full, then so is $uv$. Therefore, using the definition of $\Gamma_M(Q_k)$ (see Lemma 2.5) and $I(a; k)$ (see (3.2)), we can prove (a) by induction on $k$.

(b) (c) It suffices to prove the bounds for $|q(a)|$ and $|q(a')|$, then the estimations for the diameters and Lebesgue measures of cylinders can be derived from Lemma 2.4.

We proceed by induction on $k$. For $k = 1$, the bounds for $|q(a)|$ and $|q(a')|$ hold since $\Lambda_1 = \Lambda_1' = \{\epsilon\}$ and $q(\epsilon) = n_1 = 1$. Now suppose this holds for $k - 1$. Let $a = a'u \in \Lambda_k$...
with \( a' \in \Lambda_{k-1}' \) and \( u \in \Gamma_M(Q_k) \). Then by the definition of \( \Gamma_M(Q_k) \) (see Lemma 2.5), Lemma 2.1 (f) and (3.9),
\[
n_k^{1-\varepsilon/4} = Q_k \leq |q(u)| < (M + 1)Q_k = (M + 1)n_k^{1-\varepsilon/4}.
\]
(3.11)
Combining Lemma 2.1 (g) with the inequality (3.11), we have
\[
|q(a)| > |q(a')q(u)|/5 \geq |q(u)|/5 \geq n_k^{-\varepsilon/4}/5 > n_k^{-\varepsilon/3}.
\]
The last inequality follows from (3.7), which asserts that \( n_k^{\varepsilon/12} > 5 \). For the upper bound, combining Lemma 2.1 (g), (3.11) with the induction hypothesis, we obtain
\[
|q(a)| < 3|q(a')q(u)| \leq 3n_k^{1-\varepsilon} \cdot (M + 1)n_k^{1-\varepsilon/4}
\leq (9(M + 1)n_k^{\lambda-1}) \cdot n_k^{1-\varepsilon/4}/3 \leq n_k/3.
\]
The last inequality follows from (3.7), which asserts that \( 9(M + 1)n_k^{\lambda-1} \leq n_k/6 \).
Now we turn to the bounds for \( |q(a')| \), where \( a' = ab \in \Lambda_{k} \) with \( a \in \Lambda_k \) and \( b \in I(a; k) \).
Recall that we have proved \( n_k^{1-\varepsilon/3} \leq |q(a)| \leq n_k/3 \). Since \( \psi(x) \) is non-increasing, this inequality together with (3.5) and (3.6) gives
\[
n_k^{-\lambda-\varepsilon/2} \leq |q(a)| \leq \psi(n_k) \leq |q(a)| \leq n_k^{-\lambda+\varepsilon/2}.
\]
(3.12)
Since \( a \) is full and \( |q(a)| \geq n_k^{1-\varepsilon/3} \geq c_{\psi,k} \) (see (3.8)), Lemma 3.1 (b) is applicable. Together with (3.12), we obtain
\[
|q(a')| = |q(ab)| > (2|q(a)|^2\psi(|q(a)|))^{-1} \cdot |q(a)|
= (2|q(a)|\psi(|q(a)|))^{-1} \geq 3n_k^{-1} \cdot n_k^{\lambda-\varepsilon/2}/2 > n_k^{1-\lambda-\varepsilon},
\]
and
\[
|q(a')| = |q(ab)| < 3(|q(a)|^2\psi(|q(a)|))^{-1} \cdot |q(a)|
= 3(|q(a)|\psi(|q(a)|))^{-1} < 3n_k^{-1+\varepsilon/3} \cdot n_k^{\lambda+\varepsilon/4} < n_k^{1-\varepsilon/3}.
\]
(d) Since \( a_1 \) is full (by (a)) and \( C(a_1) \cap C(a_2b_2) = \emptyset \) (by the condition \( a_1 \neq a_2 \)), Lemma 2.7 gives
\[
|z - p(a_1)/q(a_1)| > (3|q(a_1)|^2)^{-1} \quad \text{for } z \in C(a_2b_2). \quad (3.13)
\]
On the other hand, since \( |q(a_1)| \geq n_k^{1-\varepsilon/3} \geq c_{\psi,k} \) (by (b) and (3.8)), we can apply Lemma 3.1 (a) to get
\[
|z - p(a_1)/q(a_1)| < (6|q(a_1)|^2)^{-1} \quad \text{for all } z \in C(a_1b_1).
\]
This together with (3.13) implies that
\[
\text{dist}(C(a_1b_1), C(a_2b_2)) > (6|q(a_1)|^2)^{-1} > n_k^{-2}.
\]
The last inequality follows from \( |q(a_1)| \leq n_k/3 \) (see (b)).
(e) This follows from the definition of \( I(a; k) \) (see (3.2)).
(f) By (b), \( n_k^{1-\varepsilon/3} \leq |q(a)| < n_k \). This together with (3.5)–(3.8) gives
\[
k|q(a)|^4\psi(|q(a)|)^2 \leq n_k^{\lambda+\varepsilon} \cdot n_k^4 \cdot \psi(n_k^{1-\varepsilon/3})^2 \leq n_k^{4-2\varepsilon+2\lambda+\varepsilon}.
\]
and
\[
(3\pi)^{-1}|q(a)|^4 \psi(|q(a)|)^2 \geq n_k^{-\epsilon/6} \cdot n_k^{4-4\epsilon/3} \psi(n_k)^2 \geq n_k^{4-2\lambda-2\epsilon}.
\]
Here, we have used the fact that \( \psi \) is non-increasing. Combining Lemma 3.1 (c) with the above two inequalities, we obtain (f).

3.4 Lower bound for the dimensions

Define
\[
E = \bigcap_{k \geq 1} \bigcup_{a \in \Lambda_k} C(a).
\]
In order to obtain lower bounds for the dimensions of \( E \), we shall construct a probability measure \( \mu \) on \( E \). For this purpose, we begin with the next claim:
\[
E \cap C(a) \neq \emptyset \quad \text{for all } a \in \Lambda_k \text{ with } k \geq 1.
\]
To see this, pick \( a_{k+j} \in \Lambda_{k+j} \) for \( j \geq 1 \) such that \( a < a_{k+1} < a_{k+2} < \cdots \), where \( a < v \) means that \( a \) is a prefix of \( v \). Since all the sequences \( a_{k+j} \) are full (by Lemma 3.2 (a)), the intersection \( \bigcap_{k \geq 1} C(a_{k+j}) \) contains the number \( z = \lim_{j \to \infty} [0; a_{k+j}] \). Clearly, we have \( z \in E \cap C(a) \).

With (3.15) in hand, we can define \( \mu \) on \( E \) inductively. For \( k = 1 \), define
\[
\mu(E \cap C(\epsilon)) = \mu(E \cap \mathbb{R}) = \mu(E) = 1.
\]
Given a sequence \( \hat{a} \in \Lambda_{k-1} \), suppose now that we have defined \( \mu(E \cap C(\hat{a})) \). For all \( a \in \Lambda_k \) and \( a' \in \Lambda_k' \), we have
\[
\mu(E \cap C(a)) = \frac{\mu(E \cap C(\hat{a}))}{\#\Lambda_k^a}.
\]
This ensures \( \mu(E \cap C(\hat{a})) = \sum_{a \in \Lambda_k} \mu(E \cap C(a)) \). Then by Carathéodory’s extension theorem, the set function \( \mu \) can be extended to be a measure on the Borel subsets of \( E \). Moreover, this measure can be further extend to any Borel set \( A \subset \mathbb{R} \) through the formula \( \mu(A) := \mu(A \cap E) \).

Lemma 3.3 For all \( k \geq 1 \), \( a \in \Lambda_k \) and \( a' \in \Lambda_k' \),
\[
\mu(C(a)) \leq n_k^{-4+2\epsilon} \quad \text{and} \quad \mu(C(a')) \leq n_k^{-2\lambda+3\lambda\epsilon}.
\]

Proof For \( k = 1 \), there is nothing to prove since \( n_1 = 1 \).
For \( a \in \Lambda_k \) with \( k \geq 2 \), let \( \hat{a} \) be the unique prefix of \( a \) in \( \Lambda_{k-1} \). By the definition of \( \Lambda_k \) (see (3.10)), Lemma 2.5, (3.9) and the fact \( 2/M \leq \epsilon \), we have
\[
\#\Lambda_k^a \geq \#\Gamma_M(Q_k) \geq Q_k^{4-2/M} \geq (n_k^{-1/4})^{4-\epsilon} > n_k^{4-2\epsilon}.
\]
Equation (3.16) together with the above inequality gives
\[
\mu(C(a)) = \mu(C(\hat{a})) \cdot (\#\Lambda_k^a)^{-1} \leq (\#\Lambda_k^a)^{-1} \leq n_k^{-4+2\epsilon}.
\]

Now for \( a' \in \Lambda_k' \) with \( k \geq 2 \), let \( a \) be the unique prefix of \( a' \) in \( \Lambda_k \). By the definition of \( \Lambda_k' \) (see (3.10)), every sequence in \( \Lambda_k^a \) has the form \( a b a \) with \( b \in I(a; k) \) and \( a \in \Gamma_M(Q_{k+1}) \).
Suppose that \( n_{k+1} \). This together with (3.16) gives

\[
\mu(C(a')) = \sum_{a' \in \Lambda_{k+1}} \mu(C(\hat{a})) = \frac{\mu(C(a))}{\mu(\Lambda_{k+1})} \cdot \mu(\Gamma_M(Q_{k+1})) = \mu(C(a)) \cdot (\sharp I(a; k))^{-1} \leq n_k^{-4+2\varepsilon} \cdot n_k^{4-2\lambda+2\varepsilon} \leq n_k^{-2\lambda+3\varepsilon}.
\]

The last two inequalities follow from Lemma 3.2 (f) and \( \lambda \geq 2 \), respectively.

**Lemma 3.4** There exists a constant \( c \) with the following property. Let \( z \in E \) and \( 0 < r < n_2^{-2} \). Suppose that \( n_k^{-2} \leq r < n_k^{-2+\varepsilon} \) for some \( k \geq 2 \), then

(a) \( \mu(B(z, r)) \leq cr^{-2+\varepsilon} \) if \( n_k^{-2} \leq r < n_k^{-2+\varepsilon} \);

(b) \( \mu(B(z, r)) \leq cr^{\lambda/(\lambda-1)-6\varepsilon} \) if \( n_k^{-2+\varepsilon} \leq r < n_k^{-2\lambda+2-2\varepsilon} \);

(c) \( \mu(B(z, r)) \leq cr^{4/(\lambda-6\varepsilon)} \) if \( n_k^{-2} \leq r < n_k^{-2} \).

**Proof.** (a) For \( z \in E \), let

\( \Lambda_{k+1}(z) = \{ a \in \Lambda_{k+1} : C(a) \cap B(z, r) \neq \emptyset \} \).

By Lemma 3.2 (b), \( |C(a)| \leq 2n_k^{-2+\varepsilon} \) for \( a \in \Lambda_{k+1} \). Combining this inequality with the condition \( r < n_k^{-2+\varepsilon} \) gives

\[
a \in \Lambda_{k+1}(z) \implies C(a) \subset B(z, 3n_k^{-2+\varepsilon}).
\]

Hence, by the lower bound for \( \mathcal{L}(C(a)) \) in Lemma 3.2 (b),

\[
\sharp \Lambda_{k+1}(z) \leq \frac{\mathcal{L}(B(z, 3n_k^{-2+\varepsilon}))}{\min_{a \in \Lambda_{k+1}} \mathcal{L}(C(a))} \leq \frac{9\pi n_k^{-4+2\varepsilon}}{\epsilon_0^{-1} n_k^{-4+4\varepsilon}} = 9\epsilon_0^{-1} n_k^{-2\varepsilon}.
\]

This together with Lemma 3.3 gives

\[
\mu(B(z, r)) \leq \sum_{a \in \Lambda_{k+1}(z)} \mu(C(a)) \leq 9\epsilon_0^{-1} n_k^{-2\varepsilon} \cdot n_k^{-4+2\varepsilon} = 9\epsilon_0^{-1} n_k^{-4+4\varepsilon}.
\]

Finally, we have \( \mu(B(z, r)) \leq 9\epsilon_0^{-1} r^{-2+2\varepsilon} \) since \( n_k^{-2} \leq r \).

(b) By Lemma 3.2 (b) and (c), the condition on \( r \) means that, for all \( a \in \Lambda_{k+1} \) and \( a' \in \Lambda_k' \),

\[
|q(a)|^{-2} < r < |q(a')|^{-2}.
\]

Given \( z \in E \), we want to find all the cylinders that intersect \( B(z, r) \) and of diameter close to \( r \). The bounds above suggest considering the set \( \Lambda_{k+1}(z) \) consisting of sequences with the form \( a'w \) such that \( a' \in \Lambda_k' \), \( a'w \) is a prefix of a sequence \( a \in \Lambda_{k+1} \) and

\[
C(a'w) \cap B(z, r) \neq \emptyset, |q(a'w)|^{-2} < r < |q(a'w^-)|^{-2}.
\]

For \( a'w \in \Lambda_{k+1}(z) \), by Lemma 2.4, \( |C(a'w)| \leq 2|q(a'w)|^{-2} \leq 2r \), and so \( C(a'w) \subset B(z, 3r) \). Using Lemma 2.4 again, we have

\[
\mathcal{L}(C(a'w)) \geq \frac{c_0\pi}{|q(a'w)|^4} > \frac{c_0\pi}{(M+1)^4|q(a'w^-)|^4} > \frac{c_0\pi r^2}{(M+1)^4}.
\]
Here the second inequality follows from Lemma (2.1) (f). Therefore,

$$\sharp \Lambda_{k+1}^{-}(z) \leq \frac{\mathcal{L}(B(z, 3r))}{\min_{a'w \in \Lambda_{k+1}^{-}(z)} \mathcal{L}(C(a'w))} \leq \frac{9\pi r^2}{(M + 1)^{-4}e_0 r^2} = (M + 1)^4 e_0^{-1}. \quad (3.17)$$

We now turn to bound $\mu(C(a'w))$ from above. Note that all cylinders $C(a')$ contained in $C(a')$ with $a \in \Lambda_{k+1}$ have the same $\mu$ measure. By (3.10),

$$\sharp \{C(a) \subset C(a') : a \in \Lambda_{k+1}\} = \sharp \{b : wb \in \Gamma_M(Q_{k+1})\} = \sharp \Gamma_M^w(Q_{k+1});$$

$$\sharp \{C(a) \subset C(a') : a \in \Lambda_{k+1}\} = \sharp \Gamma_M(Q_{k+1}).$$

This together with Lemmas 2.6 and 3.3 gives

$$\mu(C(a'w)) = \frac{\sharp \Gamma_M^w(Q_{k+1})}{\sharp \Gamma_M(Q_{k+1})} \cdot \mu(C(a')) \leq (M + 1)^{24M} \cdot n_k^{-2\lambda+3\varepsilon}. \quad (3.18)$$

Combining the fact $2/M \leq \varepsilon$, Lemma 2.1 (g) with Lemma 3.2 (c), we have

$$|q(w)|^{-(4-2/M)} \leq (3|q(a')| \cdot |q(a'w)|)^{-1} \leq (3n_k^{\lambda-1+\varepsilon}r^{1/2})^{4-\varepsilon} < 81n_k^{4\lambda-4+4\varepsilon}r^{2-\varepsilon}.$$

Write $c = 81(M + 1)^{24M}$, it follows from (3.18) and the inequality above that

$$\mu(C(a'w)) \leq cr^{2-\varepsilon} n_k^{2\lambda-4+3\varepsilon} \leq cr^{2-\frac{2\lambda+4+3\varepsilon}{2\lambda+2}} \leq cr^{\frac{\lambda}{10}-6\varepsilon}. \quad (3.19)$$

We have used the condition $r < n_k^{-2\lambda+2-2\varepsilon} < n_k^{-2\lambda+2}$ and the fact $\lambda \geq 2$.

Since $\mu(B(z, r)) \leq \sum_{a'w \in \Lambda_{k+1}(z)} \mu(C(a'w))$, the conclusion follows from (3.17) and (3.19).

(c) For $z \in E$, let

$$\Lambda_{k}^{'(z)} = \{a' \in \Lambda_{k}^{'(z)} : C(a') \cap B(z, r) \neq \emptyset\}.$$

In order to get the best upper bound for $\mu(B(z, r))$, we need to use two methods to bound $\sharp \Lambda_{k}^{'(z)}$ from above. The first one is the same as that in the proof of (a). By Lemma 3.2 (c), $|C(a')| \leq 2n_k^{-2\lambda+2+2\varepsilon}$ for $a' \in \Lambda_{k}^{'(z)}$. Since $r \geq n_k^{-2\lambda+2-2\varepsilon}$ and $\lambda \geq 2$, we have

$$a' \in \Lambda_{k}^{'(z)} \implies C(a') \subset B(z, 3n_k^{3\varepsilon}r).$$

By the lower bound for $\mathcal{L}(C(a'))$ in Lemma 3.2 (c),

$$\sharp \Lambda_{k}^{'(z)} \leq \frac{\mathcal{L}(B(z, 3n_k^{3\varepsilon}r))}{\min_{a' \in \Lambda_{k}^{'(z)}} \mathcal{L}(C(a'))} \leq \frac{9\pi n_k^{6\varepsilon}r^2}{e_0^2 \pi n_k^{-4\lambda+4-4\varepsilon} r^2} \leq 9e_0^{-1} n_k^{4\lambda-4+8\varepsilon} r^2.$$

The second method is to apply Lemma 3.2 (d). Since $r < n_k^{-2}$, if $a_1', a_2' \in \Lambda_{k}^{'(z)}$, then there is a sequence $a \in \Lambda_{k}$ such that $a_1' = ab_1$ and $a_2' = ab_2$ with $b_1, b_2 \in I(a ; k)$. Hence, by Lemma 3.2 (f), we have

$$\sharp \Lambda_{k}^{'(z)} \leq \sharp I(a ; k) \leq n_k^{2\lambda-4+2\varepsilon}.$$

Recall that $e_0 < 1$ and $\lambda \geq 2$. From the above two upper bounds for $\sharp \Lambda_{k}^{'(z)}$,

$$\sharp \Lambda_{k}^{'(z)} \leq (9e_0^{-1} n_k^{4\lambda-4+8\varepsilon} r^2)^{2/\lambda} n_k^{2\lambda-4} - 2/\lambda \leq 9e_0^{-1} r^{4\varepsilon/\lambda} n_k^{2\lambda+8\varepsilon}.$$
This inequality along with Lemma 3.3 and the condition \( r < n_k^{-2} \) imply
\[
\mu(B(z, r)) \leq \# \Lambda_k'(z) \cdot n_k^{-2\lambda + 3\lambda E} \leq 9c_0^{-1}r^{4/\lambda}n_k^{11\lambda E} \leq 9c_0^{-1}r^{4/\lambda - 6\lambda E}.
\]

**Lemma 3.5** \( E \subset \text{Exact}(\psi) \).

**Proof** Let \( z \in E \). To prove \( z \in \text{Exact}(\psi) \), by the fact \( \psi(x) = o(x^{-2}) \) and Lemma 2.2, we only need to consider \( |z - p/q| \) when \( p/q \in \mathbb{Q}(i) \) is a convergent of \( z \).

Let \( a \) be a prefix of the HCF partial quotients of \( z \), then \( z \in \mathcal{C}(ab) \) for some \( b \in I \). By the definition of \( E \) (see (3.14) and (3.10)), we know that \( b \in I(a, k) \) if \( a \in \Lambda_k \) for some \( k \geq 2 \); otherwise \( |b| \leq M \). It follows from Lemma 3.2 (e) and Lemma 2.1 (c) that
\[
|z - p(a)/q(a)| \begin{cases} 
\in \left[1 - 1/k\right]\psi(|q(a)|), \psi(|q(a)|), & \text{if } a \in \Lambda_k, k \geq 2; \\
\geq (M + 2)^{-1}|q(a)|^{-2}, & \text{otherwise}.
\end{cases}
\]

This implies that \( z \in \text{Exact}(\psi) \), since the first case happens infinitely often and \( \psi(x) = o(x^{-2}) \).

We need the following technical lemma to bound the Hausdorff and packing dimensions from below.

**Lemma 3.6** ([13, Proposition 2.3]) Let \( E \subset \mathbb{R}^n \) be a Borel set and let \( \mu \) be a finite measure.

(a) If \( \lim \inf_{r \to 0} \frac{\log \mu(B(x, r))}{\log r} \geq s \) for all \( x \in E \) and \( \mu(E) > 0 \), then \( \dim_H E \geq s \).

(b) If \( \lim \sup_{r \to 0} \frac{\log \mu(B(x, r))}{\log r} \geq s \) for all \( x \in E \) and \( \mu(E) > 0 \), then \( \dim_P E \geq s \).

**Proof of Theorem 1.2** By the condition \( \psi(x) = o(x^{-2}) \), we have \( \lambda \geq 2 \). Consequently, \( 2 \geq \lambda/\lambda - 1 \geq 4/\lambda \). So Lemma 3.4 implies that, for all \( z \in E \),
\[
\lim inf_{r \to 0} \frac{\log \mu(B(z, r))}{\log r} \geq 4/\lambda - 6\lambda E, \quad \lim sup_{r \to 0} \frac{\log \mu(B(z, r))}{\log r} \geq 2 - 2\varepsilon.
\]

Hence, Lemma 3.6 gives
\[
\dim_H E \geq 4/\lambda - 6\lambda E \quad \text{and} \quad \dim_P E \geq 2 - 2\varepsilon.
\]

Since \( \text{Exact}(\psi) \supset E \) (by Lemma 3.5) and \( \varepsilon \) is arbitrary, we get
\[
\dim_H \text{Exact}(\psi) \geq 4/\lambda \quad \text{and} \quad \dim_P \text{Exact}(\psi) \geq 2.
\]

On the other hand, since \( \text{Exact}(\psi) \subset W(\psi) \) and \( \lambda \geq 2 \), Theorem 1.1 implies
\[
\dim_H \text{Exact}(\psi) \leq 4/\lambda \quad \text{and} \quad \dim_P \text{Exact}(\psi) \leq 2.
\]

\[\blacksquare\]

**4 Proof of Theorem 1.3**

**4.1 Sketch of the proof**

Let \( \psi : (0, \infty) \to (0, \infty) \) be a non-increasing function such that \( 0 < \tau = \lim sup_{x \to +\infty} x^2 \psi(x) \) is small enough. Pick a rapidly increasing sequence \( (n_k)_{k \geq 1} \) of positive numbers with \( n_1 = 1 \) such that \( \psi(n_k) \approx \tau n_k^{-2} \) for \( k \geq 2 \). We shall find full sequences \( \omega_2 < \omega_3 < \cdots \) of the form \( \omega_k = w_k a_k t_k b_k \), where \( w_k, a_k, t_k \) and \( b_k \) will be determined later to ensure the exact approximation property. Roughly speaking, we require that the following conditions hold: For \( k \geq 2 \),

Springer
(i) \( |q(\mathbf{w}_k a_k)| \approx n_k \);

(ii) \( a_k, b_k \) are admissible sequences consisting of integers which lie in \([-M, -2] \cup [2, M]\) for some constant \( M > 0 \);

(iii) \( t_k + [0; a'_k] + [0; b_k] \approx \tau^{-1} \), where \( a'_k \) is the reverse sequence of \( a_k \).

By Lemma 2.1 (a) and (c), conditions (i) and (iii) imply that, for all \( z \in C(\mathbf{w}_k) \),

\[
|z - p(\mathbf{w}_k a_k)/q(\mathbf{w}_k a_k)| \approx \tau |q(\mathbf{w}_k a_k)|^{-2} \approx \tau n_k^{-2} \approx \psi(\{|q(\mathbf{w}_k a_k)|\}),
\]

(4.1)

where we have used the condition \( \psi(n_k) \approx \tau n_k^{-2} \). Let \( z \) be the unique number in \( \bigcap_{k \geq 2} C(\mathbf{w}_k) \).

By Lemma 2.2 and inequality (4.1), we can prove \( z \in \text{Exact}(\psi) \) under the condition (ii) and an additional mild restriction on \( (\mathbf{w}_k)_{k \geq 2} \).

We now turn to the analysis of how to make the conditions (i), (ii) and (iii) hold. For (i), we use Lemma 4.4, which is an alternative version of a technical lemma due to Bugeaud and Moreira [7, Lemma 2]. For (ii) and (iii), we follow an idea of Moreira [26, proof of Theorem 2]. Roughly speaking, use Lemma 4.5 to find an integer \( t_k \) and two admissible sequences \( \alpha_k \) and \( \beta_k \) consisting of integers in \([-M, -2] \cup [2, M]\) such that \( t_k + [0; \alpha_k] + [0; \beta_k] \approx \tau^{-1} \).

In [26, proof of Theorem 2], Moreira then takes \( a_k = \alpha'_k \) and \( b_k = \beta_k \) immediately, since all sequences are admissible in the setting of regular continued fractions (in his setting, \( \alpha_k \) and \( \beta_k \) are sequences consisting of positive integers). However, in the setting of HCF, the sequence \( \alpha_k \) being admissible does not imply that so is \( \alpha'_k \). Thus, we need to find some way to get around this difficulty. The key point is Eq. (4.4), which enables us to find the desired admissible sequence \( a_k \) after some appropriate modification of \( \alpha'_k \).

Finally, we use Lemmas 2.5 and 2.6 to show that there are sufficiently many choices of sequences \( (\mathbf{w}_k)_k \) such that one can construct a sufficiently large Cantor-like subset of \( \text{Exact}(\psi) \) from such \( (\mathbf{w}_k)_k \), and then obtain the desired lower bound of the Hausdorff dimension of \( \text{Exact}(\psi) \).

### 4.2 Admissible sequences for real numbers

In this subsection, we discuss the admissible sequences for real numbers and present several related lemmas which are needed later.

Let \( I_\mathbb{R} = I \cap \mathbb{R} = \mathbb{Z} \setminus \{0, \pm 1\} \) and \( I_\mathbb{R}^* = \bigcup_{n \geq 0} I_\mathbb{R}^n \) with the convenience \( I_\mathbb{R}^0 = \{\epsilon\} \), where \( \epsilon \) is the empty word.

**Lemma 4.1** see ([16, page 10]) A infinite sequence \( (a_n)_{n \geq 1} \in I_\mathbb{R}^\infty \) is the HCF partial quotients of some \( x \in \mathfrak{F} \cap \mathbb{R} \) if and only if, for all \( n \geq 1 \),

\[
either |a_n| \geq 3 or a_n a_{n+1} > 0.
\]

Consequently, a sequence \( u = (u_1, \ldots, u_m) \in I_\mathbb{R}^m \) is admissible if and only if (4.2) holds for \( 1 \leq n < m \).

**Lemma 4.2** Let \( u = (u_1, \ldots, u_n) \in I_\mathbb{R}^n \). If \( u \) is admissible and \( |u_n| \geq 3 \), then \( u \) is full.

**Proof** The lemma follows from the claim below:

\[
\mathfrak{F}_u = \mathfrak{F}_{u_n} \quad \text{for any admissible sequence} \quad u = (u_1, \ldots, u_n) \in I_\mathbb{R}^n.
\]

(4.3)

Indeed, the claim together with Example 2.1 gives \( \mathfrak{F}_u = \mathfrak{F}_{u_n} = \mathfrak{F} \), since \( |u_n| \geq 3 \). Therefore, \( u \) is full (see Definition 2.3).
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It remains to prove claim (4.3). We proceed by induction on \( n \). For \( n = 1 \), there is nothing to prove. Suppose now that claim (4.3) holds for \( n - 1 \). Let \( \mathbf{u} = (u_1, \ldots, u_n) \in I^n_{\mathbb{R}} \) be an admissible sequence. By the induction hypothesis and Lemma 2.3 (a), we have

\[
\mathfrak{F}_u = \mathfrak{F}_{u_1, \ldots, u_{n-1}, u_n} = \mathfrak{F}_{u_{n-1}, u_n}.
\]

By Lemma 2.3 (b), this implies \( \mathfrak{F}_u = \mathfrak{F}_{u_{n-1}, u_n} = \mathfrak{F}_{u_n} \) if we establish \( C(u_n) \subset \mathfrak{F}_{u_{n-1}} \). To prove this, we consider three cases: \( |u_{n-1}| \geq 3, u_{n-1} = 2 \) or \( u_{n-1} = -2 \).

Case 1: \( |u_{n-1}| \geq 3 \). Example 2.1 gives \( \mathfrak{F}_{u_{n-1}} = \mathfrak{F}_\eta \), and so \( C(u_n) \subset \mathfrak{F}_{u_{n-1}} \).

Case 2: \( u_{n-1} = 2 \). Since \( \mathbf{u} \) is admissible, we have \( u_n \geq 2 \) by (4.2). It follows that, for all \( z \in C(u_n) \),

\[
|z + 1| \geq 1 + 1/u_n - |z - 1/u_n| \geq 1 + 1/u_n - 1/u_n^2 > 1.
\]

Here, we use Lemma 2.1 (c), which asserts \( |z - 1/u_n| \leq 1/u_n^2 \). Recall from Example 2.1 that \( \mathfrak{F}_2 = \mathfrak{F}\setminus\mathfrak{B}(-1,1) \), we obtain \( C(u_n) \subset \mathfrak{F}_2 \).

Case 3: \( u_{n-1} = -2 \). It is similar to the case \( u_{n-1} = 2 \).

The following lemma enables us to obtain certain admissible sequences, which play an important role in our method of finding points in \( \text{Exact}(\psi) \).

**Lemma 4.3** For \( n \geq 2 \), let \( \mathbf{u} = (u_1, \ldots, u_n) \in I^n_{\mathbb{R}} \) with \( u_1 u_2 > 0 \). If its reverse sequence \( \mathbf{u}' = (u_n, \ldots, u_1) \) is admissible, then there exists an admissible sequence \( \mathbf{v} = (v_1, \ldots, v_n) \in I^n_{\mathbb{R}} \) satisfying

(a) \( [0; \mathbf{u}' \mathbf{w}] = [0; \mathbf{v}' \mathbf{w}] \) for all \( \mathbf{w} \in I^* \);
(b) \( |v_j| \leq |u_j| + 1 \) for \( 1 \leq j \leq n \);
(c) \( u_n v_n > 0 \).

**Proof** We prove this by induction on the number

\[
\eta_{\mathbf{u}} := \# \{ 1 \leq j < n : |u_j| = 2 \text{ and } u_j u_{j+1} < 0 \}.
\]

In the case \( \eta_{\mathbf{u}} = 0 \), \( \mathbf{u} \) is admissible (see Lemma 4.1). So just take \( \mathbf{v} = \mathbf{u} \).

Suppose now that the conclusion holds in the case \( \eta_{\mathbf{u}} = k - 1 \) for all \( n \geq 2 \) and all such \( \mathbf{u} \in I^n_{\mathbb{R}} \). We shall prove the case \( \eta_{\mathbf{u}} = k \). The key to obtaining the desired sequence \( \mathbf{v} \) is that, for all \( x, y \in \mathbb{R} \),

\[
\begin{pmatrix} x & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 2 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} y & 1 \\ 1 & 0 \end{pmatrix} = - \begin{pmatrix} x + 1 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} -2 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} y + 1 & 1 \\ 1 & 0 \end{pmatrix}.
\] (4.4)

Let \( m \) be the smallest integer such that \( |u_m| = 2 \) and \( u_m u_{m+1} < 0 \). Then \( m \geq 2 \) since \( u_1 u_2 > 0 \). There are two cases: \( m = 2 \) or \( m = -2 \). We only consider one of them, the proof for the other one is similar.

Assume that \( m = 2 \). Since \( \mathbf{u}' \) is admissible, by Lemma 4.1, we have \( u_{m-1} \geq 2 \) and \( u_{m+1} \leq -3 \) (since \( u_{m+1} < 0 \)). According to (4.4), we consider the sequence

\[
(u_1, \ldots, u_{m-2}, u_{m-1} + 1, -2, u_{m+1} + 1, u_{m+2}, \ldots, u_n).
\]

Divide it into two subsequences

\[
\tilde{\mathbf{v}} = (u_1, \ldots, u_{m-2}, u_{m-1} + 1), \quad \mathbf{u}' = (-2, u_{m+1} + 1, u_{m+2}, \ldots, u_n).
\] (4.5)

For \( \tilde{\mathbf{v}} \), we have \( \eta_{\tilde{\mathbf{v}}} = 0 \) by the definition of \( m \). Hence, \( \tilde{\mathbf{v}} \) is admissible. Moreover, Lemma 4.2 implies that \( \tilde{\mathbf{v}} \) is full since \( u_{m-1} + 1 \geq 3 \). As for \( \mathbf{u}' \), writing it as \( (u'_1, \ldots, u'_{n-m+1}) \), we have \( u'_1 u'_2 = -2(u_{m+1} + 1) > 0 \) and the reverse sequence \( (\mathbf{u}')' \) is also admissible. In
other words, \( u' \) satisfies all the conditions of the lemma. Furthermore, \( n_{u'} = k - 1 \). By the induction hypothesis, there is an admissible sequence \( v' = (v'_1, \ldots, v'_{n-m+1}) \) satisfying the conclusions (a), (b) and (c) corresponding to \( u' \). Since \( \tilde{v} \) is full and \( v' \) is admissible, the sequence \( v = \tilde{v}v' \) is admissible. We shall show that \( v' \) is the desired sequence.

For conclusion (a), it suffices to show that \([0; u'w] = [0; (u')^j\tilde{v}'w] \) for \( w \in I^* \) since conclusion (a) also holds for \( u' \) and \( v' \). By (2.3), (4.4) and (4.5), we have

\[
\frac{q(u'w)q(u'w^-)}{p(u'w)p(u'w^-)} = -\frac{q((u')^j\tilde{v}'w)q((u')^j\tilde{v}'w^-)}{p((u')^j\tilde{v}'w)p((u')^j\tilde{v}'w^-)}.
\]

Hence, \([0; u'w] = p(u'w)/q(u'w) = p((u')^j\tilde{v}'w)/q((u')^j\tilde{v}'w) = [0; (u')^j\tilde{v}'w] \).

For conclusion (b), recall that \( u' = (-2, u_{m+1} + 1, u_{m+2}, \ldots, u_n) \) and

\[ v' = \tilde{v}v' = (u_1, \ldots, u_{m-2}, u_{m-1} + 1, v'_1, \ldots, v'_{n-m+1}) \).

Therefore, \( v_j = u_j \) for \( 1 \leq j \leq m - 2 \); \( v_{m-1} = u_{m-1} + 1 \) and

\[ |v_j| = |v'_{j-m+1}| \leq |u'_{j-m+1}| + 1 = |u_j| + 1 \]

for \( m + 2 \leq j \leq n \). Since \( u_m = 2 \) and \( u_{m+1} \leq -3 \), we also have

\[ |v_m| = |v'_1| \leq |u'_1| + 1 = |u_1| + 1 = |u_m| + 1; \]

\[ |v_{m+1}| = |v'_2| \leq |u'_2| + 1 = |u_{m+1} + 1| + 1 = |u_{m+1}|. \]

Summarizing, we have shown \( |v_j| \leq |u_j| + 1 \) for \( 1 \leq j \leq n \).

For conclusion (c), first note that \( n \geq m + 1 \). If \( n = m + 1 \), then

\[ u_nv_n = u_{m+1}v_{m+1} = (u'_2 - 1)v'_2 > 0, \]

since \( |u'_2| > 1 \) and \( u'_2v'_2 = u'_{n-m+1}v'_{n-m+1} > 0 \) (by the induction hypothesis). If otherwise \( n \geq m + 2 \), then \( u_nv_n = u'_{n-m+1}v'_{n-m+1} > 0 \).

The lemma below is needed in constructing Cantor-like subsets of \( \text{Exact}(\psi) \). It is an alternative version of a technical lemma due to Bugeaud and Moreira [7, Lemma 2]. We omit its proof since the argument is similar.

**Lemma 4.4** For any \( \delta > 0 \) and any admissible sequence \( w \in I^n_\mathbb{R} \), there exists a positive constant \( \ell = \ell(\delta, w) \) such that, for any positive number \( N \) and any full sequence \( u \in I^* \) with \( |q(u)| < N/\ell \), we can find a full sequence \( v = vu \in \bigcup_{n \geq 0} [3, 4]^n \) satisfying

\[
|q(uvw)| \in [(1 - \delta)N, N].
\]

### 4.3 Exact approximation

The aim of this subsection is to prove Lemma 4.8, which enables us to find points which satisfy the exact approximation property.

For \( m \geq 2 \), let

\[ \text{HCF}_\mathbb{R}(m) := \{ x \in [-1/2, 1/2] : |a_n(z)| \leq m \}. \]

**Lemma 4.5** ([3, Theorem 41]) Every real number can be written as the sum \( t + \alpha + \beta \), where \( t \) is an integer, and \( \alpha, \beta \in \text{HCF}_\mathbb{R}(5) \).

**Lemma 4.6** Every real number can be written as the sum \( t + \alpha + \beta \), where \( t \) is an integer, \( \alpha \in [0, 1/2) \cap \text{HCF}_\mathbb{R}(29) \) and \( \beta \in \text{HCF}_\mathbb{R}(29) \).
Lemma 4.5 says that every real number can be written as the sum \( t + \alpha + \beta \), where \( t \) is an integer and \( \alpha, \beta \in \text{HCF}_R(5) \). If one of \( \alpha, \beta \) lies in \([0, 1/2)\), then we are done. Now suppose that \( \alpha, \beta \in [-1/2, 0) \). We claim that \( \alpha + 1/2, \beta + 1/2 \in \text{HCF}_R(29) \), then \( (t - 1) + (\alpha + 1/2) + (\beta + 1/2) \) is the desired sum.

Assume otherwise that \( \alpha + 1/2 \notin \text{HCF}_R(29) \). Let \((a_n)_n\) be the HCF partial quotients of \( \alpha + 1/2 \), then \(|a_n| > 30\) for some \( n \). Let \( p_{n-1} = p(a_1, \ldots, a_{n-1}), q_{n-1} = q(a_1, \ldots, a_{n-1}) \), then by Lemma 2.1 (c),

\[
\left| -\frac{\alpha - 2p_{n-1} - q_{n-1}}{2q_{n-1}} \right| = \left| \frac{\alpha + 1}{2} - \frac{p_{n-1}}{q_{n-1}} \right| < \frac{1}{(\alpha + 1/2 - \alpha)q_{n-1}^2} \leq \frac{1}{28q_{n-1}^2} = \frac{1}{7(2q_{n-1})^2}.
\]

On the other hand, since \( \alpha \in \text{HCF}_R(5) \), we infer from Lemma 2.1 (c) and Lemma 2.2 that \(|\alpha - p/q| > 1/(7|q|^2)\) for any \( p/q \in \mathbb{Q}(i) \), a contradiction. Hence \( \alpha + 1/2 \in \text{HCF}_R(29) \). Similarly, one can verify that so does \( \beta + 1/2 \).

**Lemma 4.7** For any (not necessary admissible) sequence \( w = (w_1, \ldots, w_n) \in I^* \), we have \(|0; w| < 1/(|w_1| - 1)\).

**Proof.** We prove this by induction on \( n \). For \( n = 1 \), \(|0; w_1| = 1/|w_1| < 1/(|w_1| - 1)\). Now suppose that this holds for all sequence in \( I^* \) of length \( n - 1 \) with \( n \geq 2 \). Since

\[
|0; w| = \frac{1}{w_1 + p(w_2, \ldots, w_n)/q(w_2, \ldots, w_n)},
\]

it suffices to show that \(|p(w_2, \ldots, w_n)| < |q(w_2, \ldots, w_n)|\). This follows from the induction hypothesis since

\[
|p(w_2, \ldots, w_n)/q(w_2, \ldots, w_n)| = |0; w_2, \ldots, w_n| < 1/(|w_2| - 1) \leq 1.
\]

**Lemma 4.8** Given two real numbers \( 0 < \zeta < \xi < 1/3 \), there exist an integer \( t \) and two sequences \( a = (a_1, \ldots, a_m), b = (b_1, \ldots, b_n) \) in \( I^*_R \) such that

(a) \( 3 \leq t < \zeta^{-1} + 1 \);
(b) the sequence \( atb \) is full;
(c) \( |a_j| \leq 30 \) for \( 1 \leq j \leq m \) and \( |b_j| \leq 29 \) for \( 1 \leq j \leq n \);
(d) for all full sequence \( w \in I^* \) and all \( z \in C(watb) \),

\[
\zeta < |z - p(wa)/q(wa)| \cdot |q(wa)|^2 < \xi.
\]

**Proof.** By Lemma 4.6, we can find \( t \in \mathbb{Z}, \alpha \in [0, 1/2) \cap \text{HCF}_R(29) \) and \( \beta \in \text{HCF}_R(29) \) such that \( \zeta^{-1} > t + \alpha + \beta > \xi^{-1} > 3 \). This implies conclusion (a) since \( t \in \mathbb{Z} \) and \(|\alpha|, |\beta| < 1/2 \).

Let \( \alpha = (\alpha_1, \ldots, \alpha_{n-1}) \) and \( \beta = (\beta_1, \ldots, \beta_{n-1}) \) be prefixes of HCF partial quotients of \( \alpha \) and \( \beta \), respectively, such that

\[
\zeta^{-1} > |t + [0; \alpha w] + z| > \xi^{-1}
\]

for all \( w = (w_1, \ldots, w_k) \in I^* \) with \(|w_1| \geq 3 \) and all \( z \in C(\beta) \). Such two prefixes do exist, since

\[
[0; \alpha w] = \frac{p(\alpha)q(w) + p(\alpha^-)p(w)}{q(\alpha)q(w) + q(\alpha^-)p(w)} = \frac{p(\alpha) + [0; w] \cdot p(\alpha^-)}{q(\alpha) + [0; w] \cdot q(\alpha^-)} \to \alpha,
\]

\( \beta, z \in C(\beta) \) and \( |C(\beta)| \to 0 \).
as the lengths of the prefixes tend to infinity. Here we use (2.3) and the fact $|[0; w]| < 1/2$ (by Lemma 4.7) in the first line.

Set $b_n = 3$ if $b_{n-1} > 0$ or $b_n = -3$ if $b_{n-1} < 0$. Let $b = (b_1, \ldots, b_n) = \beta b_n$. Since $\beta$ is admissible, $b_n/b_{n-1} = \beta_{n-1}b_n > 0$ and $|b_n| = 3$, it follows from Lemmas 4.1 and 4.2 that the sequence $b$ is full.

Set $a_m = 3$ if $a_{m-1} > 0$ or $a_m = -3$ if $a_{m-1} < 0$. Similarly, the sequence $a a_m'$ is full. Now consider the reverse sequence $\tilde{a} = (\tilde{a}_1, \ldots, \tilde{a}_m) = (a a_m')^\dagger$, which satisfies the conditions of Lemma 4.3 since $\tilde{a}_1\tilde{a}_2 = a_m a_{m-1} > 0$. Therefore, there is an admissible sequence $a = (a_1, \ldots, a_m)$ satisfying the conclusions (a), (b) and (c) of Lemma 4.3 corresponding to $\tilde{a}$. In particular,

$$[0; a' w] = [0; \tilde{a}' w] = [0; a a_m' w] \quad \text{for all } w \in I^\ast. \quad (4.7)$$

It remains to show that such $t$, $a$ and $b$ have the desired properties.

For conclusion (b), since $b$ is full, it suffices to prove $a t$ is also full. Recall that $a$ is admissible and $t \geq 3$, by Lemmas 4.1 and 4.2, we only need to verify that $a_m > 0$. Since $\alpha \in [0, 1/2)$, we have $\alpha_1 > 0$. Moreover, Lemma 4.3 (c) implies that $a_m \alpha_1 = a_m \tilde{a}_m > 0$. Hence, $a_m > 0$ and the proof of (b) is completed.

Conclusion (c) follows from the facts $\alpha, \beta \in \text{HCF}_R(29)$, $|a_m'| = |b_n| = 3$ and conclusion (b) of Lemma 4.3.

For conclusion (d), denote by $n$ the length of $w a$, then apply Lemma 2.1 (c) and (a) to obtain that, for $z \in C(\omega a t b)$,

$$|z - p(\omega a)/q(\omega a)| \cdot |q(\omega a)|^2 = |t + z' + [0; a' w']|^{-1},$$

where $z' = T^n+1(z) \in C(\beta) \subset C(\beta)$. Moreover, since $|a_m'| = 3$, combine (4.6) and (4.7) to get

$$|t + z' + [0; a' w']|^{-1} = |t + z' + [0; a a_m' w']|^{-1} \in (\zeta, \xi). \quad \square$$

### 4.4 An auxiliary family of full sequences

In this subsection, we introduce an auxiliary family of full sequences, which enables us to construct the desired Cantor-like subsets of Exact($\psi$).

Fix a non-increasing function $\psi: (0, \infty) \to (0, \infty)$ with

$$\tau = \limsup_{x \to +\infty} x^2 \psi(x) \leq \epsilon_0 := \min\left(1/(12 \epsilon_1 + 2), 1/32\right), \quad (4.8)$$

where $\epsilon_1 > 1$ is the constant given by Lemma 2.5. Let

$$M = 1/\tau - 2 \geq \max(12 \epsilon_1, 30).$$

For $k \geq 2$, apply Lemma 4.8 with $\zeta = (1 - 1/(2k)) \tau$ and $\xi = (1 - 1/(3k)) \tau$ to obtain $t_k$, $a_k$ and $b_k$ such that

$$t_k < 2/\tau; \quad (4.9)$$

$$a_k t_k b_k \text{ is full and } a_k, b_k \in I_{\mathbb{R}}^\ast \cap I_M^\ast, \quad (4.10)$$

$$(1 - 1/(2k)) \tau < |z - p(\omega a_k)/q(\omega a_k)| \cdot |q(\omega a_k)|^2 < (1 - 1/(3k)) \tau \quad (4.11)$$

for all full sequence $w \in I^\ast$ and all $z \in C(\omega a_k t_k b_k)$. 
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Pick a rapidly increasing sequence \((n_k)_{k \geq 1}\) of positive numbers with \(n_1 = 1\) such that, for \(k \geq 2\),
\[
(1 - 1/(3k)) \tau < x^2 \psi(x) < (1 + 1/(2k)) \tau \quad \text{for } x \in [(1 - 1/(9k))n_k, n_k];
\]
\[
n_k^{1/k} \geq \max(3(M + 1)n_k^{1+1/(k-1)} \ell_k, 3|q(n_k b_k)|);
\]
\[
Q_k := n_k^{1-1/k} \geq (M + 1)^5 M.
\]
Here \(\ell_k = \ell(1/(9k), a_k)\) is given by Lemma 4.4. To see that we can make (4.12) true, recall that \(\tau = \lim \sup x \to +\infty x^2 \psi(x)\), so the right inequality of (4.12) holds for sufficiently large \(x\). For the left inequality, note that \((1 - 1/(3k))/(1 - 1/(9k))^2 < 1\), hence we can choose \(n_k\) such that \(n_k^2 \psi(n_k) > \tau \cdot (1 - 1/(3k))/(1 - 1/(9k))^2\), then by the fact that \(\psi\) is non-increasing, we conclude
\[
x^2 \psi(x) \geq (1 - 1/(9k))^2 n_k^2 \psi(n_k) > (1 - 1/(3k)) \tau
\]
for \(x \in [(1 - 1/(9k))n_k, n_k]\).

We shall define the families \((\Lambda_k)_{k \geq 1}\) of full sequences by induction on \(k\) such that
\[
|q(a)| \leq n_k^{1+1/k} \quad \text{for } a \in \Lambda_k.
\]

For \(k = 1\), let \(\Lambda_1 = \{\epsilon\}\). Clearly, it meets the requirements.

For \(k \geq 2\), suppose now that \(\Lambda_{k-1}\) has been defined. Let \(\Gamma_M(Q_k)\) be as in Lemma 2.5 with \(Q_k = n_k^{1-1/k}\) given by (4.14). Given \(\hat{a} \in \Lambda_{k-1}\) and \(u \in \Gamma_M(Q_k)\), then by Lemma 2.1 (f),
\[
|q(u)| \leq (M + 1) Q_k.
\]
This together with Lemma 2.1 (g), (4.13) and the induction hypothesis \(|q(\hat{a})| \leq n_k^{1+1/(k-1)}\) gives
\[
|q(\hat{a}u)| \leq 3|q(\hat{a})q(u)| \leq 3n_k^{1+1/(k-1)} \cdot (M + 1) Q_k \leq n_k/\ell_k.
\]

Note also that \(\hat{a}\) is full by the induction hypothesis, so we can apply Lemma 4.4 with \(\delta = 1/(9k)\) and \(w = a_k\) to get a full sequence \(v = v_{\hat{a}u}\) satisfying
\[
|q(\hat{a}u v_{\hat{a}u})| \in [(1 - 1/(9k))n_k, n_k].
\]

Let \(\Lambda_k\) be the family consisting of sequences of the form \(\hat{a}uv_{\hat{a}u}b_k\), i.e.,
\[
\Lambda_k = \{\hat{a}uv_{\hat{a}u}b_k : \hat{a} \in \Lambda_{k-1}, u \in \Gamma_M(Q_k), v = v_{\hat{a}u}\} \quad \text{as in Lemma 4.4}.
\]

Now let \(a = \hat{a}uv_{\hat{a}u}b_k \in \Lambda_k\), we need to prove \(a\) is full and \(|q(a)| \leq n_k^{1+1/k}\). From the induction hypothesis, definition of \(\Gamma_M(Q_k)\) (see Lemma 2.5), Lemma 4.4 and (4.10), the sequences \(\hat{a}, u, v\) and \(a_k b_k\) are all full. Hence, so is \(a = \hat{a}uv_{\hat{a}u}b_k\) by Lemma 2.3 (b). As for the upper bound for \(|q(a)|\), by Lemma 2.1 (g), (4.13) and (4.15),
\[
|q(a)| = |q(\hat{a}uv_{\hat{a}u}b_k)| \leq 3|q(\hat{a}v_{\hat{a}u})q(t_k b_k)| \leq n_k^{1+1/k}.
\]

We summarize some properties of \(\Lambda_k\) in the lemma below.

**Lemma 4.9** For \(k \geq 2\, the following statements hold:

(a) Every sequence in \(\Lambda_k\) is full.

(b) For \(a \in \Lambda_k\), \(|q(a)| \leq n_k^{1+1/k}\).

(c) \(\Lambda_k \subset T_k^2 / \tau\).

(d) \(\# \Lambda_k = \# \Lambda_{k-1} \cdot \# \Gamma_M(Q_k) \geq n_k^{2d\tau(1-1/k)}\), where \(d\tau = 2 - \tau/(1 - 2\tau)\).
Lemma 4.10 Let \( d = \hat{a}uvakbt_kb_k \in \Lambda_k \) and all \( z \in \mathcal{C}(a) \), let \( \tilde{a} = \hat{a}uvak \), then
\[
(1 - 1/k) \psi(|q(\tilde{a})|) < |z - p(\tilde{a})/q(\tilde{a})| < \psi(|q(\tilde{a})|).
\]

Proof (a) and (b) have been proved while defining \( \Lambda_k \).
(c) This follows from the definition of \( \Lambda_k \) (see (4.16)), (4.9), (4.10) and the fact \( 2/\tau > M \geq 30 \).
(d) By the definition of \( \Lambda_k \) (see (4.16)), since \( a_k, t_k, b_k \) are all fixed and \( v \) is also fixed once \( \hat{a} \) and \( u \) are chosen, we have \( \sharp \Lambda_k = \sharp \Lambda_{k-1} \cdot \sharp \Gamma_M(Q_k) \). Then use (4.14) and apply Lemma 2.5 to obtain
\[
\sharp \Lambda_k \geq \sharp \Gamma_M(Q_k) \geq Q_k^{4 - 2/M} \geq n_k^{2d(1 - 1/k)}.
\]
Here we use the identity \( M = 1/\tau - 2 \).
(e) By (4.12) and (4.15), we have
\[
(1 - 1/(3k)) \tau < \psi(|q(\tilde{a})|) |q(\tilde{a})|^2 < (1 + 1/(2k)) \tau.
\]
This together with (4.11) gives the desired inequalities.

4.5 Lower bound for Hausdorff dimension

Define
\[
E_\tau = \bigcap_{k \geq 1} \bigcup_{a \in \Lambda_k} \mathcal{C}(a).
\]
Using the same argument as in the proof of (3.15), one can verify that \( E_\tau \cap \mathcal{C}(a) \neq \emptyset \) for all \( a \in \Lambda_k \) with \( k \geq 1 \). Using this fact, we can define a probability measure \( \mu \) on \( E_\tau \) such that
\[
\mu(E_\tau \cap \mathcal{C}(a)) = (\sharp \Lambda_k)^{-1} \quad \text{for all } a \in \Lambda_k \text{ and all } k \geq 1.
\]
To see that \( \mu \) is well-defined, pick \( \hat{a} \in \Lambda_{k-1} \), let \( \Lambda_k^\hat{a} = \{ a \in \Lambda_k : \hat{a} < a \} \). By (4.16), we have \( \sharp \Lambda_k^\hat{a} = \sharp \Gamma_M(Q_k) \). Combining with Lemma 4.9 (d), we obtain
\[
\mu(E_\tau \cap \mathcal{C}(\hat{a})) = (\sharp \Lambda_{k-1})^{-1} = \sharp \Gamma_M(Q_k) \cdot (\sharp \Lambda_k)^{-1} = \sum_{a \in \Lambda_k^\hat{a}} \mu(E_\tau \cap \mathcal{C}(a)).
\]
Such a measure \( \mu \) does exist by Carathéodory’s extension theorem.

Lemma 4.10 Let \( d_\tau = 2 - \tau/(1 - 2\tau) \). Then for all \( z \in E_\tau \),
\[
\liminf_{r \to 0} \frac{\log \mu(B(z, r))}{\log r} = d_\tau.
\]

Proof Given \( z \in E_\tau \) and \( 0 < r < 1 \), we want to find all the cylinders that intersect \( B(z, r) \) and of diameter close to \( r \). To this end, we consider the family \( \Lambda(z, r) \) consisting of sequences \( e \) such that
\[
\mathcal{C}(e) \cap E_\tau \cap B(z, r) \neq \emptyset \quad \text{and} \quad |q(e)|^{-2} \leq r < |q(e^-)|^{-2}.
\]
To bound \( \mu(B(z, r)) \) from above, we need to find the upper bound for \( \sharp \Lambda(z, r) \) and \( \max_{e \in \Lambda(z, r)} \mu(\mathcal{C}(e)) \).

We begin with \( \sharp \Lambda(z, r) \). Pick \( e \in \Lambda(z, r) \), since \( \mathcal{C}(e) \cap E_\tau \neq \emptyset \), \( e \) must be a prefix of some \( a \in \Lambda_j \) for \( j \) large enough. Hence, we have \( e \in I_{2j}^\tau \). By Lemma 4.9 (c). This together
with Lemma 2.1 (f) implies $|q(e)| < (2/\tau + 1)|q(e^-)| < 3|q(e^-)|/\tau$. By Lemma 2.4, we obtain

$$\mathcal{L}(C(e)) \geq c_0 \pi |q(e^-)|^{-4} \geq c_0 \pi (3/q(e^-))/\tau \geq c_0 \pi \tau^4 r^2 / 81.$$  

Moreover, Lemma 2.4 also gives $|\mathcal{C}(e)| \leq 2|q(e^-)|^{-2} \leq 2r$. Thus, $\mathcal{C}(e) \subset B(z, 3r)$ for all $e \in \Lambda(z, r)$. Consequently,

$$2^{\# \Lambda(z, r)} \leq \frac{\mathcal{L}(B(z, 3r))}{\min_{e \in \Lambda(z, r)} \mathcal{L}(C(e))} \leq \frac{9\pi r^2}{c_0 \pi \tau^4 r^2 / 81} = 729c_0^{-1} \tau^{-4}. \quad (4.20)$$

We now turn to estimate $\mu(C(e))$. Fix $k \geq 1$ such that

$$n_k^{-2(1 + (k + 1)/k)} \leq r < n_k^{-2(1 + 1/k)}.$$  

(4.21)

For $e \in \Lambda(z, r)$, we claim that $e = aw$ for some $a \in \Lambda_k$. In fact, it follows from (4.19), (4.21) and Lemma 4.9 (b) that, for all $a \in \Lambda_k$,

$$|\mu(q(e))| \geq r^{-1/2} > n_k^{1 + 1/k} \geq |q(a)|.$$  

(4.22)

Since $\mathcal{C}(e) \cap E_r \neq \emptyset$, we have $\mathcal{C}(e) \subset \mathcal{C}(a)$ for some $a \in \Lambda_k$, and so $e = aw$.

We divide the remaining proof into two cases.

Case 1: $w$ is not a prefix of some $u \in \Gamma_M(Q_{k+1})$. By the definition of $\Lambda_k$ (see (4.16)), this means that there exists only one sequence $\alpha' \in \Lambda_{k+1}$ such that $\mathcal{C}(\alpha') \cap \mathcal{C}(e) \neq \emptyset$. This along with Lemma 4.9 (d) and (4.21) gives

$$\mu(C(e)) \leq \mu(C(\alpha')) \leq 2^{\# \Lambda_{k+1}} \leq n_k^{-2d_t k/(k + 1)} \leq r^{d_t k/(k + 2)}.$$  

(4.23)

Case 2: $w$ is a prefix of some $u \in \Gamma_M(Q_{k+1})$. By the definition of $\Lambda_k$ (see (4.16)),

$$\mathcal{C}C(\alpha') \subset \mathcal{C}(e): \alpha' \in \Lambda_{k+1} = \mathcal{C}(b: wb \in \Gamma_M(Q_{k+1})) = \mathcal{C}(\gamma_{\Lambda_k}^{-1}(w_{k+1})).$$

This equation combined with Lemmas 2.6 and 4.9 (d) gives

$$\mu(C(e)) = \frac{\# \gamma_{\Lambda_k}^{-1}(w_{k+1})}{\# \Lambda_{k+1}} = \frac{\# \gamma_{\Lambda_k}^{-1}(w_{k+1})}{\# \gamma_{\Lambda_k}^{-1}(w_{k+1})} \leq \frac{(M + 1)^{24M}}{|q(a)|^{2d_t(k - 1)/(k + 1)}}.$$  

(4.24)

Note that $4 - 2/M = 2d_t$. By (4.22), $n_k^{2d_t(k - 1)/k} \geq |q(a)|^{2d_t(k - 1)/(k + 1)}$. Hence,

$$\mu(C(e)) \leq \frac{(M + 1)^{24M}}{|q(a)|^{2d_t(k - 1)/(k + 1)}} \leq \frac{81(M + 1)^{24M}}{|q(e)|^{2d_t(k - 1)/(k + 1)}} \leq c \cdot r^{d_t(k - 1)/(k + 1)}.$$  

(4.24)

with $c = 81(M + 1)^{24M}$. Here we use Lemma 2.1 (g) and (4.22).

By (4.21), we have $k \rightarrow \infty$ as $r \rightarrow 0$. Therefore, the lemma follows from (4.20), (4.23) and (4.24).

Lemma 4.11  $E_r \subset \text{Exact}(\psi)$.

Proof  Let $z \in E_r$. To prove $z \in \text{Exact}(\psi)$, by Lemma 2.2 and (4.8), we only need to consider $|z - p/q|$ when $p/q \in \mathbb{Q}(i)$ is a convergent of $z$.

Let $w$ be a prefix of the HCF partial quotients of $z$, then $z \in C(wb)$ for some $b \in I$. By the definition of $E_r$ (see (4.17) and (4.16)) and (4.10), we know that either $|b| \leq M = 1/\tau - 2$ or, for some $k \geq 2$,

$$w = \hat{a}uva_k.$$  

(4.25)
with \( \hat{a} \in \Lambda_{k-1}, u \in \Gamma_M(Q_k) \) and \( v = v\hat{a}u \) given by Lemma 4.4.

Case 1: \( |b| \leq 1/\tau - 2 \). Denote the length of \( w \) by \( n \), then Lemma 2.1 (c) gives
\[
|z - p(w)/q(w)| = \frac{|q(w)^2(b + T_{n+1}(z) + q(w^-)/q(w))|}{|q(w)|}. \]

Since \( T_{n+1}(z) \subset \mathcal{S} \subset \overline{B}(0, \sqrt{2}/2) \) and \( |q(w^-)| < |q(w)| \), we have
\[
|z - p(w)/q(w)| > \left(1/\tau - 2 + \sqrt{2}/2 + 1\right)^{-1}|q(w)|^{-2}
> \left(1/\tau - 1/4\right)^{-1}|q(w)|^{-2} > (1 + \tau/4) \cdot \tau |q(w)|^{-2} \geq (1 + \tau/5)\psi(|q(w)|)
\]
for \( |q(w)| \) sufficiently large. Here we use (4.8) in the last inequality.

Case 2: (4.25) holds for some \( k \geq 2 \). For this case, Lemma 4.9 (e) says that
\[
(1 - 1/k)\psi(|q(w)|) < |z - p(w)/q(w)| < \psi(|q(w)|).
\]

We summarize the two cases above to conclude \( z \in \text{Exact}(\psi) \).

**Proof of Theorem 1.3** By Lemmas 4.10 and 4.11, we use Lemma 3.6 (a) to get
\[
\dim_H \text{Exact}(\psi) \geq \dim_H E_\tau \geq 2 - \tau/(1 - 2\tau).
\]
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