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The aim of this article is to describe necessary and sufficient conditions for simplicity of Ore extension rings, with an emphasis on differential polynomial rings. We show that a differential polynomial ring, $R[x; \text{id}_R, \delta]$, is simple if and only if its center is a field and $R$ is $\delta$-simple. When $R$ is commutative we note that the centralizer of $R$ in $R[x; \sigma, \delta]$ is a maximal commutative subring containing $R$ and, in the case when $\sigma = \text{id}_R$, we show that it intersects every non-zero ideal of $R[x; \text{id}_R, \delta]$ non-trivially. Using this we show that if $R$ is $\delta$-simple and maximal commutative in $R[x; \text{id}_R, \delta]$, then $R[x; \text{id}_R, \delta]$ is simple. We also show that under some conditions on $R$ the converse holds.
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1 Introduction

A topic of interest in the field of operator algebras is the connection between properties of dynamical systems and algebraic properties of crossed products associated with them. More specifically the question when a certain canonical subalgebra is maximal commutative and has the ideal intersection property, i.e. each non-zero ideal of the algebra intersects the subalgebra non-trivially. For a topological dynamical systems $(X, \alpha)$ one may define a crossed product $C^\ast$-algebra $C(X) \rtimes \alpha Z$ where $\alpha$ is an automorphism of $C(X)$ induced by $\alpha$. It turns out that the property known as topological freeness of the dynamical system is equivalent to $C(X)$ being a maximal commutative subalgebra of $C(X) \rtimes \alpha Z$ and also equivalent to the condition that every non-trivial closed ideal has a non-zero intersection with $C(X)$. An excellent reference for this correspondence is [41]. For analogues, extensions and applications
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of this theory in the study of dynamical systems, harmonic analysis, quantum field theory, string theory, integrable systems, fractals and wavelets see [1, 3, 5, 6, 7, 23, 34, 41].

For any class of graded rings, including gradings given by semigroups or even filtered rings (e.g. Ore extensions), it makes sense to ask whether the ideal intersection property is related to maximal commutativity of the degree zero component. For crossed product-like structures, where one has a natural action, it further makes sense to ask how the above mentioned properties of the degree zero component are related to properties of the action.

These questions have been considered recently for algebraic crossed products and Banach algebra crossed products, both in the traditional context of crossed products by groups as well as generalizations to graded rings, crossed products by groupoids and general categories in [15, 20, 26, 27, 28, 29, 30, 31, 32, 33, 37, 38, 39, 40].

Ore extensions constitute an important class of rings, appearing in extensions of differential calculus, in non-commutative geometry, in quantum groups and algebras and as a unifying framework for many algebras appearing in physics and engineering models. An Ore extension of $R$ is an overring with a generator $x$ satisfying $xr = \sigma(r)x + \delta(r)$ for $r \in R$ for some endomorphism $\sigma$ and a $\sigma$-derivation $\delta$.

This article aims at studying the centralizer of the coefficient subring of an Ore extension, investigating conditions for the simplicity of Ore extensions and demonstrating the connections between these two topics.

Necessary and sufficient conditions for a differential polynomial ring (an Ore extension with $\sigma = \text{id}_R$) to be simple have been studied before. An early paper by Jacobson [13] studies the case when $R$ is a division ring of characteristic zero. His results are generalized in the textbook [4, Chapter 3] in which Cozzens and Faith prove that if $R$ is a $\mathbb{Q}$-algebra and $\delta$ a derivation on $R$ then $R[x; \text{id}_R, \delta]$ is simple if and only if $\delta$ is a so-called outer derivation and the only ideals invariant under $\delta$ are $\{0\}$ and $R$ itself. In his PhD thesis [16] Jordan shows that if $R$ is a ring of characteristic zero and with a derivation $\delta$ then $R[x;\text{id}_R, \delta]$ is simple if and only if $R$ has no non-trivial $\delta$-invariant ideals and $\delta$ is an outer derivation. In [16] Jordan also shows that if $R[x;\text{id}_R, \delta]$ is simple, then $R$ has zero or prime characteristic and gives necessary and sufficient conditions for $R[x;\text{id}_R, \delta]$ to be simple when $R$ has prime characteristic. (See also [17]).

In [4] Cozzens and Faith also prove that if $R$ is a commutative domain, then $R[x;\text{id}_R, \delta]$ is simple if and only if the subring of constants, $K$, is a field (the constants are the elements in the kernel of the derivation) and $R$ is infinite-dimensional as a vector space over $K$. In [8, Theorem 2.3] Goodearl and Warfield prove that if $R$ is a commutative ring and $\delta$ a derivation on $R$, then $R[x;\text{id}_R, \delta]$ is simple if and only if there are no non-trivial $\delta$-invariant ideals (implying that the ring of constants, $K$, is a field) and $R$ is infinite-dimensional as a vector space over $K$.

McConnell and Sweedler [22] study simplicity criteria for smash products, a generalization of differential polynomial rings.

Conditions for a general Ore extension to be simple have been studied in [19] by Lam and Leroy. Their Theorem 5.8 says that $S = R[x;\sigma, \delta]$ is non-simple if and only if there is some $R[y;\sigma', 0]$ that can be embedded in $S$. See also [19, Theorem 4.5] and [14, Lemma 4.1] for necessary and sufficient conditions for $R[x;\sigma, \delta]$ to be simple. In [4, Chapter 3] Cozzens and Faith provide an example of a simple Ore extension $R[x;\sigma, \delta]$ which is not a
differential polynomial ring.

If one has a family of commuting derivations, $\delta_1, \ldots, \delta_n$, one can form a differential polynomial ring in several variables. The articles [24, 35, 42] consider the question when such rings are simple. In [11] a class of rings with a definition similar, but not identical to, the definition of differential polynomial rings of this article, are studied and a characterization of when they are simple is obtained.

None of the articles cited have studied the simplicity of Ore extensions from the perspective pursued in this article. In particular for differential polynomial rings the connection between maximal commutativity of the coefficient subring and simplicity of the differential polynomial ring (Theorem 4.24) appears to be new, as well as the result that the centralizer of the center of the coefficient subring has the ideal intersection property (Proposition 4.11). We also show that a differential ring is simple if and only if its center is a field and the coefficient subring has no non-trivial ideals invariant under the derivation (Theorem 4.15). In Theorem 4.4 we note that simple Ore extensions over commutative domains are necessarily differential polynomial rings, and hence can be treated by the preceding characterization.

In Section 2 we recall some notation and basic facts about Ore extension rings used throughout the rest of the article. In Section 3 we describe the centralizer of the coefficient subring in general Ore extension rings and then use this description to provide conditions for maximal commutativity of the coefficient subring. These conditions of maximal commutativity of the coefficient subring are further detailed for two important classes of Ore extensions, the skew polynomial rings and differential polynomial rings in Subsections 3.1 and 3.2. In Section 4 we investigate when an Ore extension ring is simple and demonstrate how this is connected to maximal commutativity of the coefficient subring for differential polynomial rings (Subsection 4.1).

2 Ore extensions. Definitions and notations

Throughout this paper all rings are assumed to be unital and associative, and ring morphisms are assumed to respect multiplicative identity elements.

For general references on Ore extensions, see [10, 21, 33]. For the convenience of the reader, we recall the definition. Let $R$ be a ring, $\sigma : R \to R$ a ring endomorphism (not necessarily injective) and $\delta : R \to R$ a $\sigma$-derivation, i.e.

$$\delta(a + b) = \delta(a) + \delta(b) \quad \text{and} \quad \delta(ab) = \sigma(a)\delta(b) + \delta(a)b$$

for all $a, b \in R$.

**Definition 2.1.** The Ore extension $R[x; \sigma, \delta]$ is defined as the ring generated by $R$ and an element $x \notin R$ such that $1, x, x^2, \ldots$ form a basis for $R[x; \sigma, \delta]$ as a left $R$-module and all $r \in R$ satisfy

$$xr = \sigma(r)x + \delta(r).$$

Such a ring always exists and is unique up to isomorphism (see [10]). Since $\sigma(1) = 1$ and $\delta(1 \cdot 1) = \sigma(1) \cdot \delta(1) + \delta(1) \cdot 1$, we get that $\delta(1) = 0$ and hence $1_R$ will be a multiplicative identity for $R[x; \sigma, \delta]$ as well.
If $\sigma = id_R$, then we say that $R[x; id_R, \delta]$ is a differential polynomial ring. If $\delta \equiv 0$, then we say that $R[x; \sigma, 0]$ is a skew polynomial ring. The reader should be aware that throughout the literature on Ore extensions the terminology varies.

An arbitrary non-zero element $P \in R[x; \sigma, \delta]$ can be written uniquely as $P = \sum_{i=0}^{n} a_i x^i$ for some $n \in \mathbb{Z}_{\geq 0}$, with $a_i \in R$ for $i \in \{0, 1, \ldots, n\}$ and $a_n \neq 0$. The degree of $P$ will be defined as $\deg(P) := n$. We set $\deg(0) := -\infty$.

**Definition 2.2.** A $\sigma$-derivation $\delta$ is said to be inner if there exists some $a \in R$ such that $\delta(r) = ar - \sigma(r)a$ for all $r \in R$. A $\sigma$-derivation that is not inner is called outer.

Given a ring $S$ we denote its center by $Z(S)$ and its characteristic by $\text{char}(S)$. The centralizer of a subset $T \subseteq S$ is defined as the set of elements of $S$ that commute with every element of $T$. If $T$ is a commutative subring of $S$ and the centralizer of $T$ in $S$ coincides with $T$, then $T$ is said to be a maximal commutative subring of $S$.

### 3 The centralizer and maximal commutativity of $R$ in $R[x; \sigma, \delta]$

In this section we shall describe the centralizer of $R$ in the Ore extension $R[x; \sigma, \delta]$ and give conditions for when $R$ is a maximal commutative subring of $R[x; \sigma, \delta]$. We start by giving a general description of the centralizer and then derive some consequences in particular cases.

In order to proceed we shall need to introduce some notation. We will define functions $\pi_{k,l} : R \to R$ for $k, l \in \mathbb{Z}$. We define $\pi_{0,0} = id_R$. If $m,n$ are non-negative integers such that $m > n$, or if at least one of $m,n$ is negative, then we define $\pi_{n,m} \equiv 0$. The remaining cases are defined by induction through the formula

$$
\pi_{n,m} = \sigma \circ \pi_{n-1,m-1} + \delta \circ \pi_{n,m-1}.
$$

These maps turn out to be useful when it comes to writing expressions in a compact form. We find by a straightforward induction that for all $n \in \mathbb{Z}_{\geq 0}$ and $r \in R$ we may write

$$
x^n r = \sum_{m=0}^{n} \pi_{n,m}(r)x^m.
$$

**Proposition 3.1.** $\sum_{i=0}^{n} a_i x^i \in R[x; \sigma, \delta]$ belongs to the centralizer of $R$ in $R[x; \sigma, \delta]$ if and only if

$$
r a_i = \sum_{j=i}^{n} a_j \pi_{i,j}(r)
$$

holds for all $i \in \{0, \ldots, n\}$ and all $r \in R$. 


Proof. For an arbitrary \( r \in R \) we have \( r \sum_{i=0}^n a_i x^i = \sum_{i=0}^n r a_i x^i \) and
\[
\sum_{i=0}^n a_i x^i r = \sum_{i=0}^n a_i \sum_{j=0}^i \pi_j^i(r)x^j = \sum_{i=0}^n \sum_{j=0}^n a_i \pi_j^i(r)x^j = \sum_{j=0}^n \sum_{i=0}^n a_i \pi_j^i(r)x^j.
\]
By equating the expressions for the coefficient in front of \( x^i \), for \( i \in \{0, \ldots, n\} \), the desired conclusion follows.

The above description of the centralizer of \( R \) holds in a completely general setting. We shall now use it to obtain conditions for when \( R \) is a maximal commutative subring of the Ore extension ring.

Remark 3.2. Note that if \( R \) is commutative, then the centralizer of \( R \) in \( R[x; \sigma, \delta] \) is also commutative, hence a maximal commutative subring of \( R[x; \sigma, \delta] \). Indeed, take two arbitrary elements \( \sum_{i=0}^n c_i x^i \) and \( \sum_{j=0}^m d_j x^j \) in the centralizer of \( R \) and compute
\[
\left( \sum_{i=0}^n c_i x^i \right) \left( \sum_{j=0}^m d_j x^j \right) = \sum_{j=0}^m d_j \left( \sum_{i=0}^n c_i x^i \right) x^j = \sum_{i=0}^n \sum_{j=0}^n d_j c_i x^{i+j} = \sum_{i=0}^n m \sum_{j=0}^m c_i d_j x^{i+j} \sum_{i=0}^n j d_j c_i x^j + \sum_{i=0}^n m \sum_{j=0}^m n d_j c_i x^j \sum_{i=0}^n \left( \sum_{j=0}^m n i c_i x^j \right).
\]

Proposition 3.3. Let \( R \) be a commutative ring. If for every \( n \in \mathbb{Z}_{\geq 0} \) there is some \( r \in R \) such that \( \sigma^n(r) - r \) is a regular element, then \( R \) is a maximal commutative subring of \( R[x; \sigma, \delta] \). In particular, if \( R \) is an commutative domain and \( \sigma \) is of infinite order, then \( R \) is maximal commutative.

Proof. Suppose that \( P = \sum_{k=0}^n a_k x^k \) is an element of degree \( n > 0 \) which commutes with every element of \( R \). Let \( r \) be an element of \( R \) such that \( \sigma^n(r) - r \) is regular. By Proposition 3.1 and the commutativity of \( R \), we get that \( ra_n = \sigma^n(r)a_n \) or equivalently \( (\sigma^n(r) - r)a_n = 0 \).

Since \( \sigma^n(r) - r \) is regular this implies \( a_n = 0 \), which is a contradiction. This shows that \( R \) is a maximal commutative subring of \( R[x; \sigma, \delta] \).

Example 3.4 (The quantum Weyl algebra). Let \( k \) be an arbitrary field of characteristic zero and let \( R := k[y] \) be the polynomial ring in one indeterminate over \( k \).

Define \( \sigma(y) = qy \) for some \( q \in k \setminus \{0, 1\} \). Then for any \( p(y) \in k[y] \) we have \( \sigma(p(y)) = p(qy) \) and \( \sigma \) is an automorphism of \( R \). Define a map \( \delta : R \rightarrow R \) by
\[
\delta(p(y)) = \frac{\sigma(p(y)) - p(y)}{\sigma(y) - y} = \frac{p(qy) - p(y)}{qy - y}
\]
for \( p(y) \in k[y] \). One easily checks that \( \delta \) is a well-defined \( \sigma \)-derivation of \( R \). The ring \( k[y][x; \sigma, \delta] \) is known as the q-Weyl algebra or the q-deformed Heisenberg algebra [12].
is not a root of unity, then by Proposition 3.3, \( k[y] \) is maximal commutative. If \( q \) is a root of unity of order \( n \), then \( x^n \) and \( y^n \) are central and in particular \( R \) is not maximal commutative.

Remark 3.5. Example 4.18 demonstrates that infiniteness of the order of \( \sigma \) in Proposition 3.3 is not a necessary condition for \( R \) to be a maximal commutative subring.

3.1 Skew polynomial rings

Many of the formulas simplify considerably if we take \( \delta \equiv 0 \), and as a consequence we can say more about maximal commutativity of \( R \) in \( R[x; \sigma, 0] \).

**Proposition 3.6.** Let \( R \) be a commutative domain and \( R[x; \sigma, 0] \) a skew polynomial ring. \( R \) is a maximal commutative subring of \( R[x; \sigma, 0] \) if and only if \( \sigma \) is of infinite order.

**Proof.** One direction is just a special case of Proposition 3.3. If \( n \in \mathbb{Z}_{>0} \) is such that \( \sigma^n = \text{id}_R \), then the element \( x^n \) commutes with each \( r \in R \) since \( x^n r = \sigma^n(r)x^n = r x^n \).

**Example 3.7** (The quantum plane). With the same notation as in Example 3.4 form the ring \( k[y][x; \sigma, 0] \). It is known as the quantum plane. By Proposition 3.6 \( k[y] \) is a maximal commutative subring if and only if \( \sigma \) is of infinite order, which is the same as saying that \( q \) is not a root of unity. If \( q \) is a root of order \( n \) then it is easy to see that \( x^n \) and \( y^n \) will belong to the center, hence \( R \) is not a maximal commutative subring.

The following example shows that the conclusion of Proposition 3.6 is no longer valid if one removes the assumption that \( R \) is a commutative domain.

**Example 3.8.** Let \( R \) be the ring \( \mathbb{Q}^\mathbb{N} \) of functions from the non-negative integers to the rationals. Define \( \sigma : R \to R \) such that, for any \( f \in R \), we have \( \sigma(f)(0) = f(0) \) and \( \sigma(f)(n) = f(n - 1) \) if \( n > 0 \). Then \( \sigma \) is an injective endomorphism. But \( d_0 \), the characteristic function of \( \{0\} \), satisfies \( d_0(n)(\sigma(f)(n) - f(n)) = 0 \) for all \( f \in R \) and \( n \in \mathbb{N} \). Thus, as in the proof of Proposition 3.6, it follows that the element \( d_0 x \) of \( R[x; \sigma, 0] \) commutes with everything in \( R \).

3.2 Differential polynomial rings

We shall now direct our attention to the case when \( \sigma = \text{id}_R \). The following useful lemma appears in [10, p. 27].

**Lemma 3.9.** In \( R[x; \text{id}_R, \delta] \) we have

\[
x^n r = \sum_{i=0}^{n} \binom{n}{i} \delta^{n-i}(r)x^i
\]

for any non-negative integer \( n \) and any \( r \in R \).

We will make frequent reference to the following lemma, which is an easy consequence of Lemma 3.9.
Lemma 3.10. Let $q = \sum_{i=0}^{n} q_i x^i \in R[x; \text{id}_R, \delta]$ and $r \in Z(R)$. The following assertions hold:

(i) if $n = 0$, then $rq - qr = 0$;

(ii) if $n \geq 1$, then $rq - qr$ has degree at most $n - 1$ and $(n - 1)$th coefficient $-nq_n \delta(r)$;

(iii) $xq - qx = \sum_{i=0}^{n} \delta(q_i)x^i$.

The following proposition gives some sufficient conditions for $R$ to be a maximal commutative subring of $R[x; \text{id}_R, \delta]$. Note that in the special case when $R$ is commutative and $\sigma = \text{id}_R$, an outer derivation is the same as a non-zero derivation.

Proposition 3.11. Let $R$ be a commutative domain of characteristic zero. If the derivation $\delta$ is non-zero, then $R$ is a maximal commutative subring of $R[x; \text{id}_R, \delta]$.

Proof. Suppose that $R$ is not a maximal commutative subring of $R[x; \text{id}_R, \delta]$. We want to show that $\delta$ is zero. By our assumption, there is some $n \in \mathbb{Z}_{>0}$ and some $q = bx^n + ax^{n-1} + \text{[lower terms]}$ with $a, b \in R$ and $b \neq 0$ such that $rq - qr = 0$ for all $r \in R$. By Lemma 3.10 and the commutativity of $R$, we get $rq - qr = (-nb\delta(r))x^{n-1} + \text{[lower terms]}$.

Hence, for any $r \in R$, $nb\delta(r) = 0$ which yields $n\delta(r) = 0$ since $R$ is a commutative domain and $\delta(0) = 0$ since $R$ is of characteristic zero.

Example 3.12. Let $k$ be a field of characteristic $p > 0$ and let $R = k[y]$. If we take $\delta$ to be the usual formal derivative, then we note that $x^p$ is a central element in $R[x; \text{id}_R, \delta]$. This shows that the assumption on the characteristic of $R$ in Proposition 3.11 cannot be relaxed.

4 Simplicity conditions for $R[x; \sigma, \delta]$

Now we proceed to the main topic of this article. We investigate when $R[x; \sigma, \delta]$ is simple and demonstrate how this is related to maximal commutativity of $R$ in $R[x; \sigma, \delta]$.

In any skew polynomial ring $R[x; \sigma, 0]$, the ideal generated by $x$ is proper and hence skew polynomial rings can never be simple. In contrast, there exist simple skew Laurent rings (see e.g. [18]).

Remark 4.1. If $\delta$ is an inner derivation, then $R[x; \sigma, \delta]$ is isomorphic to a skew polynomial ring and hence not simple (see [9, Lemma 1.5]).

We are very interested in finding an answer to the following question.

Question 1. Let $R[x; \sigma, \delta]$ be a general Ore extension ring where $\sigma$ is, a priori, not necessarily injective. Does the following implication always hold?

$R[x; \sigma, \delta]$ is a simple ring. $\implies$ $\sigma$ is injective.

So far, we have not been able to find an answer in the general situation. However, it is clear that the implication holds in the particular case when $\delta(\ker \sigma) \subseteq \ker \sigma$, for example when $\sigma$ and $\delta$ commute.

The following unpublished partial answer to the question has been communicate by Steven Deprez (see [25]).
Proposition 4.2. Let $R$ be a commutative and reduced ring. If $R[x; \sigma, \delta]$ is simple, then $\sigma$ is injective.

Proof. Suppose that $\sigma$ is not injective. Take $a \in \ker(\sigma) \setminus \{0\}$. By assumption $a^k \neq 0$ for all $k \in \mathbb{Z}_{>0}$. Define $I = \{p \in R[x; \sigma, \delta] \mid \exists k \in \mathbb{Z}_{>0} : pa^k = 0\}$. It is clear that $I$ is a left ideal of $R[x; \sigma, \delta]$, and a right $R$-module. It is non-zero since it contains $ax - \delta(a)$. Since $a$ is not nilpotent, $I$ does not contain 1. If we show that $I$ is closed under right multiplication by $x$, then we have shown that it is a non-trivial ideal of $R[x; \sigma, \delta]$. Take any $p \in I$ and $k$ such that $pa^k = 0$. We compute

$$(px)a^{k+1} = p(xa)a^k = p(\sigma(a)x + \delta(a))a^k = p\delta(a)a^k = 0.$$ 

This shows that $px \in I$.

Lemma 1.3 in [2] implies as a special case the following.

Lemma 4.3. If $R$ is a commutative domain, $k$ its field of fractions, $\sigma$ an injective endomorphism of $R$ and $\delta$ a $\sigma$-derivation of $R$, then $\sigma$ and $\delta$ extend uniquely to $k$ as an injective endomorphism, respectively a $\sigma$-derivation.

Using Proposition 4.2 we are able to generalize a result proved by Bavula in [2], using his technique.

Theorem 4.4. If $R$ is a commutative domain and $R[x; \sigma, \delta]$ is a simple ring, then $\sigma = \text{id}_R$.

Proof. By Proposition 4.2 $\sigma$ must be injective.

Let $k$ be the field of fractions of $R$. By Lemma 4.3 $\sigma$ and $\delta$ extend uniquely to $k$. $R[x; \sigma, \delta]$ can be seen as a subring of $k[x; \sigma, \delta]$. If $\sigma \neq \text{id}_R$, then there is some $a \in R$ such that $\sigma(a) - a \neq 0$. For every $\beta \in k$ we have $\delta(\alpha \beta) = \delta(\beta \alpha)$. Hence, for every $\beta \in k$ the following three equivalent identities hold.

$$\sigma(a)\delta(\beta) + \delta(a)\beta = \sigma(\beta)\delta(a) + \delta(\beta)\alpha \iff (\sigma(a) - a)\delta(\beta) = (\sigma(\beta) - \beta)\delta(a) \iff \delta(\beta) = \frac{\delta(a)}{\sigma(a) - a}(\sigma(\beta) - \beta).$$

Hence $\delta$ is an inner $\sigma$-derivation. This implies that $k[x; \sigma, \delta]$ is not simple since it is isomorphic to a skew polynomial ring. Letting $I$ be a proper ideal of $k[x; \sigma, \delta]$ one can easily check that $I \cap R[x; \sigma, \delta]$ is a proper ideal of $R[x; \sigma, \delta]$, which is a contradiction.

An example in [4] Chapter 3 shows that Theorem 4.4 need not hold if $R$ is a non-commutative domain.

Definition 4.5. An ideal $J$ of $R$ is said to be $\sigma$-$\delta$-invariant if $\sigma(J) \subseteq J$ and $\delta(J) \subseteq J$. If $\{0\}$ and $R$ are the only $\sigma$-$\delta$-invariant ideals of $R$, then $R$ is said to be $\sigma$-$\delta$-simple.

The following necessary condition for $R[x; \sigma, \delta]$ to be simple is presumably well-known but we have not been able to find it in the existing literature. For the convenience of the reader, we provide a proof.
Proposition 4.6. If $R[x; \sigma, \delta]$ is simple, then $R$ is $\sigma$-$\delta$-simple.

Proof. Suppose that $R$ is not $\sigma$-$\delta$-simple and let $J$ be a non-trivial $\sigma$-$\delta$-invariant ideal of $R$. Let $A = R[x; \sigma, \delta]$. Consider the set $I = JA$ consisting of finite sums of elements of the form $ja$ where $j \in J$ and $a \in A$. We claim that $I$ is a non-trivial ideal of $A$, and therefore $R[x; \sigma, \delta]$ is not simple;

Indeed, $I$ is clearly a right ideal of $A$, but it is also a left ideal of $A$. To see this, note that for any $r \in R$, $j \in J$ and $a \in A$ we have $rja \in I$ and by the $\sigma$-$\delta$-invariance of $J$ we conclude that $xja = \sigma(j)xa + \delta(j)a \in I$. By repeating this argument we conclude that $I$ is a two-sided ideal of $A$. Furthermore, $I$ is non-zero, since $A$ is unital and $J$ is non-zero, and it is proper; otherwise we would have $1 = \sum_{i=0}^{n} j_i a_i$ for some $n \in \mathbb{Z}_{\geq 0}$, $j_i \in J$ and $a_i \in R$ for $i \in \{0, \ldots, n\}$, which implies that $1 \in J$ and this is a contradiction. \qed

Example 4.7. One can always, even if $R[x; \sigma, \delta]$ is simple, find a (non-zero) left ideal $I$ of $R[x; \sigma, \delta]$ such that $I \cap R = \{0\}$. Take some $n \in \mathbb{Z}_{>0}$ and let $I$ be the left ideal generated by $1 - x^n$. This left ideal clearly has the desired property.

Remark 4.8. Recall that the center of a simple ring is a field.

Lemma 4.9. If $R$ is a domain and $\delta$ is non-zero, then $r \in R$ belongs to $Z(R[x; \sigma, \delta])$ if and only if the following two assertions hold:

(i) $\delta(r) = 0$;

(ii) $r \in Z(R)$.

Proof. Since every element of $Z(R[x; \sigma, \delta])$ commutes with $x$ and with each $r' \in R$, it is clear that conditions (i) and (ii) are necessary for $r \in R$ to belong to $Z(R[x; \sigma, \delta])$. We also see that they are sufficient if they imply that $\sigma(r) = r$.

Now, suppose that (i) and (ii) hold. Since $\delta$ is non-zero there is some $b$ such that $\delta(b) \neq 0$. We compute $\delta(rb)$ and $\delta(br)$ which must be equal since $r \in Z(R)$. A calculation yields

\[
\delta(rb) = \delta(b)\delta(r) + \delta(b)r = r\delta(b),
\]

\[
\delta(br) = \delta(r)\delta(b) + \delta(r)b = \delta(r)\delta(b).
\]

So $(\sigma(r) - r)\delta(b) = 0$. This implies that $\sigma(r) = r$. \qed

Proposition 4.10. Let $R$ be a domain and $\sigma$ injective. The following assertions hold:

(i) $R[x; \sigma, \delta] \setminus R$ contains no invertible element;

(ii) if $R[x; \sigma, \delta]$ is simple, then the center of $R[x; \sigma, \delta]$ is contained in $R$ and consists of those $r \in Z(R)$ such that $\delta(r) = 0$.

Proof. (i) This follows by the same argument as in [21 Theorem 1.2.9(i)]. (ii) This follows from (i), Remark 4.8 and Lemma 4.9 since $\delta$ must be non-zero. \qed
4.1 Differential polynomial rings

We shall now focus on the case when $\sigma = \text{id}_R$.

Note that for a derivation $\delta$ on $R$ we have the Leibniz rule:

$$\delta^n(rs) = \sum_{i=0}^{n} \binom{n}{i} \delta^{n-i}(r)\delta^i(s)$$

for $n \in \mathbb{Z}_{\geq 0}$ and $r, s \in R$.

**Proposition 4.11.** $I \cap Z(R)' \neq \{0\}$ holds for any non-zero ideal $I$ of $R[x; \text{id}_R, \delta]$, where $Z(R)'$ denotes the centralizer of $Z(R)$ in $R[x; \text{id}_R, \delta]$.

**Proof.** Let $I$ be an arbitrary non-zero ideal of $R[x; \text{id}_R, \delta]$. Take $a \in I \setminus \{0\}$ such that $n := \deg(a)$ is minimal. If $n = 0$ then we are done. Otherwise, if $a$ is of degree $n > 0$ it follows from Lemma 3.10(ii) that $\deg(ra - ar) < \deg(a)$. Since $ra - ar \in I$ we conclude by the minimality of $\deg(a)$ that $ra - ar = 0$. Hence $I \cap Z(R)' \neq \{0\}$. \qed

**Corollary 4.12.** If $R$ is a maximal commutative subring of $R[x; \text{id}_R, \delta]$, then $I \cap R \neq \{0\}$ holds for any non-zero ideal $I$ of $R[x; \text{id}_R, \delta]$.

We have seen that if $R[x; \text{id}_R, \delta]$ is a simple ring, then its center is a field and $R$ is $\delta$-simple. These necessary conditions are well-known, see e.g. [10]. We will now show that they are also sufficient and begin with the following lemma.

**Lemma 4.13.** Let $S = R[x; \text{id}_R, \delta]$ be a differential polynomial ring where $R$ is $\delta$-simple. For every element $b \in S \setminus \{0\}$ we can find an element $b' \in S$ such that:

(i) $b' \in SbS$;

(ii) $\deg(b') = \deg(b)$;

(iii) $b'$ has 1 as its highest degree coefficient.

**Proof.** Let $J$ be an arbitrary ideal of $R[x; \text{id}_R, \delta]$ and $n$ an arbitrary non-negative integer. Define the following set

$$H_n(J) = \{a \in R \mid \exists c_0, c_1, \ldots, c_{n-1} \in R : ax^n + \sum_{i=0}^{n-1} c_i x^i \in J\},$$

consisting of the $n$:th degree coefficients of all elements in $J$ of degree at most $n$.

Clearly, $H_n(J)$ is an additive subgroup of $R$. Take any $r \in R$. If $ax^n + \sum_{i=0}^{n-1} c_i x^i$ belongs to $J$, then so does $rax^n + \sum_{i=0}^{n-1} r c_i x^i$. Thus, $H_n(J)$ is a left ideal of $R$. Furthermore, if $c = ax^n + \sum_{i=0}^{n-1} c_i x^i$ is an element of $J$ then so is $c r$, and it is not difficult to see that $c r$ has degree at most $n$ and that its $n$:th degree coefficient is $a r$. Thus, $H_n(J)$ is also a right ideal of $R$ and hence an ideal.
We claim that \( H_n(J) \) is a \( \delta \)-invariant ideal. Indeed, take any \( a \in H_n(J) \) and a corresponding element \( ax^n + \sum_{i=0}^{n-1} c_i x^i \in J \). Then we get
\[
x(ax^n + \sum_{i=0}^{n-1} c_i x^i) - (ax^n + \sum_{i=0}^{n-1} c_i x^i)x = \delta(a)x^n + \sum_{i=0}^{n-1} \delta(c_i)x^i \in J.
\]
This implies that \( \delta(a) \in H_n(J) \) and that \( H_n(J) \) is \( \delta \)-invariant.

Now, take any \( b \in S \setminus \{0\} \) and put \( n = \deg(b) \). Let \( b_n \) denote the \( n \):th degree coefficient of \( b \). Put \( J = SbS \) and note that \( b_n \in H_n(SbS) \). Since \( R \) is \( \delta \)-simple and \( H_n(SbS) \) is non-zero we conclude that \( H_n(SbS) = R \). Thus, \( 1 \in H_n(SbS) \) and the proof is finished.

We now show that the assumption that \( R \) is \( \delta \)-simple allows us to reach a stronger conclusion than in Proposition 4.11.

**Proposition 4.14.** Let \( S = R[x; id_R, \delta] \) be a differential polynomial ring where \( R \) is \( \delta \)-simple. Then \( I \cap Z(S) \neq \{0\} \) holds for every non-zero ideal \( I \) of \( S \).

**Proof.** Let \( I \) be any non-zero ideal of \( S \) and choose a non-zero element \( b \in I \) of minimal degree \( n \). By Lemma 4.13 we may assume that its highest degree coefficient is 1. Let us write \( b = x^n + \sum_{i=0}^{n-1} c_i x^i \). Since \( b_n = 1 \) we have that \( \deg(rb - br) < \deg(b) \) for all \( r \in R \). Since \( rb - br \in I \) it follows from the minimality of \( \deg(b) \) that \( rb - br = 0 \), i.e. \( b \) commutes with each element in \( R \).

Similarly note that \( xb - bx \in I \). By Lemma 4.10(iii) and the fact that \( \delta(1) = 0 \) we get \( \deg(xb - bx) < \deg(b) \) which implies that \( xb - bx = 0 \). Since \( R \) and \( x \) generate \( S \), \( b \) must lie in the center of \( S \).  

We now obtain the promised characterization of when \( R[x; id_R, \delta] \) is simple. In [11] Hauger obtains a similar result for a class of rings that are similar to, but distinct from, the ones studied in the present article. Hauger’s method of proof is also different from ours.

**Theorem 4.15.** Let \( R \) be a ring and \( \delta \) a derivation of \( R \). The differential polynomial ring \( R[x; id_R, \delta] \) is simple if and only if \( R \) is \( \delta \)-simple and \( Z(R[x; id_R, \delta]) \) is a field.

**Proof.** If \( R \) is \( \delta \)-simple and \( Z(R[x; id_R, \delta]) \) is a field then, by Proposition 4.14, \( R[x; id_R, \delta] \) is simple. The converse follows from Proposition 4.6 and Remark 4.8. 

A different sufficient condition for \( R[x; id_R, \delta] \) to be simple is given by the following.

**Proposition 4.16.** If \( R \) is \( \delta \)-simple and a maximal commutative subring of \( R[x; id_R, \delta] \), then \( R[x; id_R, \delta] \) is a simple ring.

**Proof.** Let \( J \) be an arbitrary non-zero ideal of \( R[x; id_R, \delta] \). Using the notation of the proof of Lemma 4.13 we see that \( H_0(J) = J \cap R \). By Corollary 4.12 and the proof of Lemma 4.13 it follows that \( H_0(J) \) is a non-zero \( \delta \)-invariant ideal of \( R \). By the assumptions we get \( H_0(J) = R \), which shows that \( 1_{R[x;id_R;\delta]} \in J \). Thus, \( J = R[x;id_R;\delta] \).

**Remark 4.17.** Under the assumptions of Proposition 4.16 the center of \( R[x; id_R, \delta] \) consists of the constants in \( R \).
In the following example we verify the well-known fact that the Weyl algebra is simple as an application of Proposition 4.16.

**Example 4.18 (The Weyl algebra).** Take \( R = k[y] \) for some field \( k \) of characteristic zero.

Let \( \sigma = \text{id}_R \) and define \( \delta \) to be the usual formal derivative of polynomials. Then \( R[x; \sigma, \delta] \) is the Weyl algebra. It is easy to see that \( k[y] \) is \( \delta \)-simple and a maximal commutative subring of the Weyl algebra and thus \( R[x; \sigma, \delta] \) is simple by Proposition 4.16.

Maximal commutativity of \( R \) in \( R[x; \sigma, \delta] \) does not imply \( \delta \)-simplicity of \( R \), as demonstrated by the following example.

**Example 4.19.** Let \( k \) be a field of characteristic zero and take \( R = k[y] \). Define \( \delta \) to be the unique derivation on \( R \) satisfying \( \delta(y) = y \) and \( \delta(c) = 0 \) for \( c \in k \). No element outside of \( R \) commutes with \( y \) and thus \( R \) is a maximal commutative subring of \( R[x; \sigma, \delta] \). However, \( R \) is not \( \delta \)-simple since \( Ry \) is a proper \( \delta \)-invariant ideal of \( R \).

The following lemma appears as [16, Lemma 4.1.3] and also follows from Proposition 4.6 and Remark 4.1.

**Lemma 4.20.** If \( R[x; \sigma, \delta] \) is simple, then \( R \) is \( \delta \)-simple and \( \delta \) is outer.

**Corollary 4.21.** Let \( R \) be a commutative domain of characteristic zero. If \( R[x; \sigma, \delta] \) is simple, then \( R \) is a maximal commutative subring of \( R[x; \sigma, \delta] \).

**Proof.** This follows from Lemma 4.20 and Proposition 3.11.

The following proposition follows from [16, Theorem 4.1.4].

**Proposition 4.22.** Let \( R \) be a commutative ring that is torsion-free as a module over \( \mathbb{Z} \). The following assertions are equivalent:

(i) \( R[x; \sigma, \delta] \) is a simple ring;

(ii) \( R \) is \( \delta \)-simple and \( \delta \) is non-zero.

**Proof.** (i) \( \Rightarrow \) (ii): This follows from Lemma 4.20.

(ii) \( \Rightarrow \) (i): Suppose that \( R \) is \( \delta \)-simple and \( \delta \) is non-zero. Let \( J \) be an arbitrary non-zero ideal of \( R[x; \sigma, \delta] \). Choose some \( q \in J \setminus \{0\} \) of lowest possible degree, which we denote by \( n \). Seeking a contradiction, suppose that \( n > 0 \). By Lemma 4.13 we may assume that \( q \) has 1 as its highest degree coefficient.

Let \( r \in R \) be arbitrary. Lemma 3.10(ii) yields \( rq - qr = -n\delta(r)x^{n-1} + [\text{lower terms}] \). By minimality of \( n \) and the fact that \( rq - qr \in I \), we get \( rq - qr = 0 \). Since \( R \) is torsion-free, we conclude that \( \delta(r) = 0 \). This is a contradiction and hence \( n = 0 \). Thus, \( q = 1 \) and hence \( J = R[x; \sigma, \delta] \).

Example 4.23 demonstrates that assertion (ii) in Proposition 4.22 does not imply assertion (i) for a general commutative ring \( R \).
Example 4.23. Let $\mathbb{F}_2$ be the field with two elements and put $R = \mathbb{F}_2[y]/(y^2)$. The ideal of $\mathbb{F}_2[y]$ generated by $y^2$ is invariant under $\frac{d}{dy}$. Thus, $\frac{d}{dy}$ induces a derivation $\delta$ on $R$ such that $\delta(y) = 1$.

$R$ is clearly $\delta$-simple but $R[x; \text{id}_R, \delta]$ is not simple. To see this note that $x^2$ is a central element. From that it is easy to see that the ideal generated by $x^2$ is proper.

We are now ready to state and prove one of the main results of this article. Note that by Theorem 4.4 all simple Ore extensions over commutative domains of characteristic zero are differential polynomial rings.

Theorem 4.24. Let $R$ be a commutative domain of characteristic zero. The following assertions are equivalent:

(i) $R[x; \text{id}_R, \delta]$ is a simple ring;

(ii) $R$ is $\delta$-simple and a maximal commutative subring of $R[x; \text{id}_R, \delta]$.

Proof. (i)$\Rightarrow$(ii): By Lemma 4.20 $\delta$ is non-zero and $R$ is $\delta$-simple. The result now follows from Proposition 3.11.

(ii)$\Rightarrow$(i): This follows from Proposition 4.16.
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