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Abstract: Motivation: This paper is aimed at analyzing the impact of foreign investment (FI) on economic growth (EG) in Australia, Canada, Germany, Spain, Finland, France, United Kingdom, Greece, Italy, Japan, Republic of Korea, Mexico, Netherlands, Norway, New Zealand, and USA.

Novelty: The research is: 1) concentrated in countries belonging to the OECD; 2) based on a greater number of countries, variables and periods; and 3) addressed to correcting multicollinearity and autocorrelation of data.

Methodology: A Granger causality analysis is carried out and both static and dynamic panel data models are estimated.

Data and Empirical Analysis: Data is obtained from World Bank for the period 1977-2017. The causality of Granger reveals that during the first 10 years there is a unidirectional relationship from FI toward EG. In the following 15 years, there is empirical evidence of a bidirectional causal relationship. Moreover, during the whole period of study, 7 years have a unidirectional causality from EG toward FI. Finally, estimates of both static and dynamic panel data models show that FI has a positive impact on EG in all the studied economies.

Policy Considerations: A set of recommendations for policy designers and decision makers is provided to build the appropriate instruments and incentives to encourage the attraction of FI to boost EG and, therefore, to enhance social welfare.
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1. INTRODUCTION

Foreign investment (FI) has been intensifying with the globalization process in recent decades. The impact of FI in recipient countries has been a subject of interest in a long list of theoretical and empirical investigations since Vernon’s (1966) and Caves’ (1974) pioneer papers; see, for instance: Donges (1976) that carries out a comparative survey in 15 semi-industrial countries; Hartman (1985) that leads with tax policy and FI; Krugman (1991) that studies the relationship between increasing returns and FI; Fry (1992) that examines the relationship between efficiency and incentives of FI in a macroeconomic framework; de Gregorio (1992) that assesses the impact of FI in economic growth in Latin America; Romer (1993) that finds empirical evidence regarding the effect of FI on economic development; Hadad and Harrison (1993) that find empirical evidence of positive spillovers from FI in Morocco by using a panel data model; Greenaway et al. (1995) that carry out a vertical and horizontal intra-industry analysis for the United Kingdom; Ozawa (1996) that studies the puzzle of managed economic growth and FI; Borensztein et al. (1998) that show evidence on the effects of FI on economic growth; Aitken and Harrison (1999) that find that domestic firms benefit from FI in Venezuela; Mortimore et al. (2000) that deal with corporate strategies for FI in the context of Latin America’s new economic model; Zhang and Felmingham (2001) that study the relationship between FI and China's provincial export trade; Marquez-Pozos et al. (2003) that examine performance of the FI in the Mexican case; Bhagwati (2007) that attempts to explain how multinationals help reduce poverty, Ozturk (2007) that examines the FI-growth nexus in a cross-national framework, Garriga (2014) that studies the effects of the FI in Mexico; Brahim and Rachdi (2014) that analyze the links among foreign direct investment, institutions and economic growth; and Magnier-Watanabe and Lemaire (2018) that examine the behavior of FI in Japan. These papers examine the role of FI in economic activity, and most of them find that FI has positive effects in the recipient economies regarding their contribution to macroeconomic stability and EG. Among these papers, some suggest that FI contributes to the economic dynamism since FI facilitate the transfer of technological progress from developed countries to developing countries through multinationals allowing for spillovers. A fine literature review on FI can be found in Al-Qaisi (2017). Finally, most of these authors highlight the existence of a positive relationship between FI and EG. In this regard, empirical research highlights, from different
approaches (cross-section, time series, and panel data), that FI boosts economic activity in the world economy as shown in Table 1. It is worth noticing that FI in levels has increased significantly from 1970 to 2017. From this table, it can be also seen that: 1) in 1970-1979, FI grew at an average annual rate of 17.99%; 2) during the period 1980-1989, FI grew at an average annual rate of 18.95%; 3) in 1990-1999, FI increased at an average annual rate of 19.70%; 4) from 2000 to 2009 the average annual rate was 10.84% and, finally; 5) from 2010 to 2017, FI increased at an average annual rate of 6.09%. Thus, FI grew at an average annual rate of 14.70% during the whole period 1970-2017. It can be concluded, that FI in the world in recent decades has had an accelerated pace.

This paper attempts to find empirical evidence on the nexus between FI and EG for sixteen economies belonging to the Organization for Economic Cooperation and Development (OECD) from 1977 to 2017 with information from the World Bank. To do this, a Granger causality analysis is carried out and, subsequently, static and dynamic panel data models are estimated.

With respect to the current state of the subject, this research is distinguished in the following: 1) it is concentrated in several countries belonging to the OECD, Australia, Canada, Germany, Spain, Finland, France, United Kingdom United, Greece, Italy, Japan, Republic of Korea, Mexico, the Netherlands, Norway, New Zealand and USA; 2) there is a greater availability of data with respect to the past, 3) panel data models are estimated, which allows a greater number of countries, variables and periods to be used; and 4) problems of multicollinearity and autocorrelation are corrected.

The rest of the document is organized as follows: section 2 deals with a short review of the literature; section 3 presents the descriptive statistics of the relevant variables; section 4 deals with the specification of the panel data models; section 5 discusses the main empirical findings regarding Granger’s causality and the estimation of static and dynamic panel data models; finally, derived from this research, section 6 provides conclusions and some policy recommendations.

2. FOREIGN INVESTMENT AND ECONOMIC GROWTH

The impact of FI on economic activity in Mexico has been analyzed in several investigations; we mention, for instance, Sepúlveda and Chumacero (1983), Dussel-Peters (2000), Márquez-Pozos et al. (2003), Garriga (2014), and Venegas-Martinez and López-Herrera (2014). On the other hand, Mortimore et al. (2001) deal with corporate strategies for FI to boost economic growth in Latin America. Moreover, Li and Liu (2005) study the relationship between FI and economic growth by using a panel of data for 84 countries over three decades, Rashid-Mohamed et al. (2013) assess the impact of FI and domestic investment on economic growth in Malaysia, Gui-Díby (2014) attend to the effects of FI on economic growth in Africa by using a three-decade panel data model, Tang and Tan (2017) analyze the relationship between FI and economic growth in Malaysia, finally Lin and Benjamin (2018) study causal relations among energy consumption, FI and economic growth in Mexico, Indonesia, Nigeria and Turkey. According to some of the papers mentioned above, FI is usually complementary to the local economic growth and development effort. It has indirect advantages that are often more important than the direct or tangible ones, for instance: 1) entry of new technology; 2) training of personnel; 3) competitiveness in the sectors in which it is inserted; 4) fiscal income; and 5) financing the balance of payments (Sepúlveda and Chumacero, 1983).

FI is usually oriented towards the economies with the highest growth rates. Most of the FI in the world moves among developed countries. That is, most of the flows are oriented to the United States, the European Union and Japan. Thus, FI is oriented towards the most dynamic sectors of the world economy. In the 1960s and the 1970s, it moved towards mining extraction. Later in the 1980s and the 1990s, it was oriented towards the manufacturing sector. From 2000 to 2008,

| Year Range | Foreign Investment | Growth Rate |
|------------|-------------------|-------------|
| 1970-79    | 1.10×10^10        | 17.99%      |
| 1980-89    | 5.17×10^10        | 18.95%      |
| 1990-99    | 1.96×10^11        | 19.70%      |
| 2000-09    | 1.5×10^12         | 10.84%      |
| 2010-17    | 1.8×10^12         | 6.09%       |

Source: Authors’ own elaboration with data from World Bank.
it was oriented to the sector of financial services, such as banks and insurers. In summary, FI, generally, employs and demands highly qualified personnel, compared to domestic companies, and supports the financing of economic growth.

It should be noted that FI is a complement for economic development of the recipient country, which must be taken into account in the design of long-term strategies. The long-term growth policy must be based on the internal effort, while taking advantage of an external environment, which is very dynamic. In this regard, Borensztein et al. (1998) study the effects of FI on EG in several countries along two decades, and suggest that foreign direct investment is a relevant vehicle for technology transfer, which in turn contributes to growth of domestic investment; however, these authors point out that direct FI contributes to economic growth only if the recipient country has a minimum level of human capital that has the capacity to absorb advanced technologies. On the other hand, Gui-Diby (2014) states that despite the low level of human resources in the African region, FI has a significant impact on economic growth in a study conducted for 50 African countries in the period from 1980 to 2009.

On the other hand, Li and Liu (2005) study the interaction of FI with EG in 84 countries, during the period 1970-1999, through panel data models. They find that FI not only directly promotes economic growth, but also, indirectly, promotes human capital, exerting a positive effect on economic growth and reducing the technological gap in developing countries. Likewise, Rashid-Mohamed et al. (2013) analyze the impact of foreign and domestic investment in the economic growth of Malaysia, in the period 1970-2008, through a vector error correction model (VECM). These authors suggest a long-term bilateral causality between domestic investments and EG; however, they point out that there is no strong evidence of causality between FI and economic growth.

Moreover, Tang and Tan (2017) study the relationship between FI and economic development and their results indicate that the source of FI matters a lot, considering that FI flows from North America and Southeast Asia contribute more significantly to economic growth in Malaysia, in relation to FI flows from Central and South America, Northwest Asia and Oceania. Recently, Lin and Benjamin (2018) study the causal relationship between FI and economic growth in Mexico, Indonesia, Nigeria, and Turkey in 1990-2014 by using a dynamic least squares model. They find that there are bidirectional causal relationships between EG and inflows of foreign direct investment.

3. VARIABLE STATISTICS DESCRIPTION

The Gross Domestic Product (GDP) and the FI data were obtained from World Bank; both variables are in USD at current prices. The period of study is 1977-2017. In this investigation a balanced panel data is available. The period is restricted to the availability of data; the panel includes sixteen OECD economies. Table 2 shows the variables that will be used, as well as their averages, standard deviations, and maximum and minimum levels for the sample of the sixteen studied economies of the OECD. The average GDP is 1.52×10^12, the standard deviation is 2.68×10^12, the smallest GDP is 1.55×10^10, and the largest is 1.94×10^13. The average of FI is 2.95×10^10 USD, with a standard deviation of 6.86×10^10, a minimum of -2.51×10^10 USD and a maximum of 7.34×10^11 USD.

Most of the studies on the link between FI and EG predict that there is a positive relationship between them. Below are the results of a graphical analysis, which relates the dependent variable GDP with FI in the economies under study. Figure 1 shows the dynamics between the logarithm FI and the logarithm of the GDP, for the economies analyzed in this research, supporting the idea that the expansion of FI is positively associated with EG.

4. PANEL DATA ANALYSIS

Panel data models are very useful for applied research. In our case, a panel data is a sample of characteristics that countries have over time, that is, it

Table 2: Statistics of the Variables under Study

| Variable              | Notation | Average  | Deviation | Minimum    | Maximum    |
|-----------------------|----------|----------|-----------|------------|------------|
| Gross domestic product| PIB      | 1.52×10^12 | 2.68×10^12 | 1.55×10^10 | 1.94×10^13 |
| Foreign investment    | ied      | 2.95×10^10 | 6.86×10^10 | -2.51×10^10 | 7.34×10^11 |

Source: Authors’ own elaboration with data from World Bank.
is a simultaneous combination of time series and cross section data. The general model that is intended to estimate has the following form:

\[ y_{it} = \alpha y_{i,t-1} + \beta X_{it} + u_{it} \] (1)

where \( y_{it} \) is the dependent variable that changes depending on \( i \) (the number of countries) and \( t \) (the number of years), \( y_{i,t-1} \) is the lagged dependent variable, \( X_{it} \) are exogenous variables, and \( u_{it} \) stand for random disturbances. The estimates for Ordinary Least Squares (OLS) will be biased and to avoid this two models are proposed to the grouped regression: fixed effects (FE) and random effects (RE) models, which will be discussed later. The use of panel data presents several advantages because it examines a greater number of observations with more and better information, admits a greater number of variables and provides less multicollinearity between data of the explanatory variables, as well as greater efficiency in the estimation. Another advantage is that each country (observation unit) can be tracked. It also solves the problem of omitted variables, since variables that do not change in time can be eliminated by differences\(^1\).

Of course, the panel data also has disadvantages and limitations since the data is more complex: heterogeneity or individualities are not treated. If all the qualities of the country are not observable, then the errors will be correlated with the observations and the OLS estimators will be inconsistent. The fixed-effect model implies fewer assumptions about the behavior of the error term. In this case, it is assumed that the model to be estimated is given by (1). If it is also supposed that the error term \( \varepsilon_{it} \) can be broken down into two parts, a fixed part, constant for each country \( v_{i} \), and another random component \( u_{it} \) that meets the OLS requirements, that is, \( \varepsilon_{it} = v_{i} + u_{it} \), then

\[ y_{it} = \alpha y_{i,t-1} + \beta X_{it} + v_{i} + u_{it} \] (2)

which is equivalent to making a general regression and giving each individual a point of origin (ordinates) different. The random effects model (RE) has the same specification as that of the fixed effects model with the exception that the term \( v_{i} \) instead of being a fixed value for each country and constant over time it is a random variable with a mean value \( E[ v_{i} ] \) and a variance Var(\( v_{i} \)) \( \neq 0 \). In this way, the specification of the model is given by

\[ y_{it} = \alpha y_{i,t-1} + \beta X_{it} + v_{i} + u_{it} \] (3)

where now \( v_{i} \) it is a random variable. The RE model is more efficient\(^2\) but less consistent than that of fixed effects. For the dynamic panel data estimation, the Generalized Method of Moments (GMM) is used; see, for example, Arellano and Bond (1991). The GMM estimator extended in differences developed by Arellano and Bover (1995) is based on regressions in differences to control the unobservable effects. Later, they use previous observations of the explanatory variables and lags of the dependent variables as instruments.

The GMM in differences has some disadvantages as shown by Blundell and Bond (1998), particularly when the explanatory variables are persistent over

\(^1\)For a more detailed analysis of panel data see Baltagi (1995).

\(^2\)The variance of the estimate is smaller, that is, it is more efficient.
time. The lagged levels of these variables are weak instruments for the difference equation. On the other hand, this approach biases the parameters if the lagged variable (in this case the instrument) is very close to being persistent. These authors introduce new moments on the correlation of the lagged variable and the error term. For this, the condition of covariance between the lagged dependent variable, the difference of the errors is added, the change in the lagged dependent variable, and the error level must be zero. The system GMM estimator uses a set of equations in differences that are instrumented with the lags of the equations in levels. This estimator also relates a set of equations in instrumentalized levels with the lags of the equations in differences (Bond, 2002).

In the system GMM estimator, sufficient orthogonality conditions are imposed to ensure consistent estimators of the parameters even with endogeneity problems and when individual-country effects are not observed. This approach was developed by Arellano and Bover (1995) and, subsequently, several improvements were made by Blundell and Bond (1998). The estimator thus obtained has advantages over other estimators such as FE and others, since it does not bias the parameters in small samples or in the presence of endogeneity. The optimal GMM estimator has the following form:

$$
\hat{\theta}_{GMM} = \left( \hat{\alpha}_{GMM}, \hat{\rho}_{GMM} \right) = \left[ \begin{array}{c} (y^{i-1}; x^i) x^i V_n^{-1} x^i \left( y^i - x^i \right) \end{array} \right]^{-1} \left[ \begin{array}{c} (y^{i-1}; x^i) x^i V_n^{-1} y^i \end{array} \right] \tag{4}
$$

The above equation is a system that consists of a regression that contains together information in levels and in differences in terms of moment conditions.\(^3\)

5. ANALYSIS OF EMPIRICAL RESULTS

This section provides the obtained results from Granger causality analysis and the static and dynamic panel data models.

5.1. Granger Causality

Granger’s causality\(^4\) is a fundamental analysis to detect the correlation between current values of a variable and past values of another variable. The test consists in establishing the null hypothesis that there is no causality between two variables, the rejection criterion is based on detecting the statistical value of F, and its level of probability, p-value statistic, associated with higher or equal levels to 0.05.\(^5\) The causality tests for the variables of this study are presented in Table 3 between the logarithm of the GDP and the logarithm of FI in Australia, Canada, Germany, Spain, Finland, France, United Kingdom, Greece, Italy, Japan, Republic of Korea, Mexico, the Netherlands, Norway, New Zealand and the United States of America. The estimations indicate that in general, causality exists in both directions between the logarithm of the GDP and the logarithm of the volume of FI derived from 1977 to 2017 until the lag 31, from the first lag FI does cause GDP until the ninth lag; however, the GDP from the first lag to the ninth lag does not cause foreign investment. Also, from the first lag to the ninth lag the causality is unidirectional, in this period the FI causes GDP and the GDP does not cause foreign investment.

For the remaining of the period under analysis, there are 15 years where the causality is bidirectional. On the other hand, 7 years are detected where the causality is from the GDP to FI and the delays are: 16, 19, 20, 21, 26-28. From lag 32 there is no causality in any direction among the variables object of this study. In summary, Granger’s causality analysis reveals that there is a unidirectional causality in the first 9 years from FI to GDP, and then during the following 15 years there is empirical evidence of a bidirectional causal relationship. Finally, during the whole period of study, 7 years have a unidirectional causality from EG toward FI.

5.2. Panel Data Modeling

The objective of this section is to develop a panel data model that allows analyzing the impact of FI on the growth of the GDP, focusing on a sample of sixteen economies of OECD. The variables of analysis are expressed in logarithms: lpib is the logarithm of the GDP per capita, and lied is the logarithm of the FI in USD. The period analyzed is 1977-2017, which allows having 16 groups and 41 years. With the Stata package, a balanced panel is estimated. The main results are expressed in the following tables. Table 4 shows the results of four panel data estimates. The first column indicates that the dependent variable is the

\(^3\)Details of the methodology can be seen in Aali-Bujari et al. (2016).

\(^4\)For a more detailed analysis, review Granger (1969).

\(^5\)See, for instance, Gujarati and Porter (2009), Wooldridge (2011), and Greene (2012).
Table 3: Granger Causality between FI and GDP

| Null Hypothesis: | Obs. | F-Statistic | Probability | Probability |
|------------------|------|-------------|-------------|-------------|
| lied does not Granger Cause lpib | 589  | 1.21330     | 0.2711      | 0.3893      |
| lpib does not Granger Cause lied | 35.0564 | 0.0000      | 0.0000      |

| Lag 1 | Lag 2 | Lag 3 | Lag 4 | Lag 5 | Lag 6 | Lag 7 | Lag 8 | Lag 9 | Lag 10 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| Probability | Probability | Probability | Probability | Probability | Probability | Probability | Probability | Probability | Probability |
| 0.7797 | 0.9000 | 0.8560 | 0.8800 | 0.8200 | 0.8400 | 0.8100 | 0.8500 | 0.8300 | 0.8700 |

Table 4: Estimates of Static Panel Data

| Dependent variable: lpib | OLS | BE | RE | FE |
|--------------------------|-----|----|----|----|
| lied                     | 0.356643 (0.000) | 0.6768039 (0.003) | 0.356643 (0.000) | 0.35559 (0.000) |
| Constant                 | 19.05459 (0.000) | 11.85092 (0.016) | 19.05459 (0.000) | 19.08815 (0.000) |
| $R^2$                    | 0.4713 | 0.4729 | 0.6331 | 0.6331 |
| ML BP                    | Prob>Chi2=0.0000 |
| Hausman                  | Prob>Chi2=0.0000 |
| Number of countries      | 16     | 16   | 16   | 16   |
| Number of observations   | 628    | 628  | 628  | 628  |

Logarithm of the real GDP per capita, the explanatory variable is the logarithm of the FI. The coefficient of determination is estimated for the models and the Lagrange and Hausman Multiplier tests are carried out.

The second column of Table 4 shows the estimate by OLS that gives a positive and significant coefficient of the logarithm of FI (lied). It also indicates adequate and significant sign for the constant. Finally, it is important to highlight that, in this case, $R^2$ is 0.4713. The third column presents the results of the cross-section estimation where a positive and significant sign is observed for the logarithm of FI. Here, the determination coefficient $R^2$ is 0.4729. The fourth column shows the estimate by RE, this indicates positive and significant coefficients for the logarithm of
Fl and the constant, the coefficient of determination $R^2$ is 0.6331. The last column shows the estimation results by FE, indicating positive and significant signs for the logarithm of Fl and the constant. Here, the coefficient of determination $R^2$ is 0.6331. Subsequently, the Lagrange Multiplier test is presented\(^6\) it provides a prob> chi2 = 0.0000, which indicates that the estimate by RE is preferable to the estimate by OLS. Subsequently the Hausman test is presented\(^7\) with prob> chi2 = 0.0000 indicating that the estimate by FE is preferable to the estimate by RE. To mitigate the autocorrelation problems, dynamic panel data models are next estimated, the main results are shown in Table 5.

Table 5 shows the results of the dynamic panel data
estimates. The first column indicates that the dependent variable is the logarithm of the GDP, the lag of the logarithm of the GDP (lpibL1), the logarithm of Fl, the constant, the first-order and second-order serial autocorrelation tests, the Sargan test\(^8\), number of countries and number of observations. The second column of the Table 5 shows the results of the estimation by difference GMM in one stage, the coefficients of the lagged per capita GDP, Fl and the constant, it presents appropriate and significant signs, the Sargan test does not reject the null hypothesis, therefore the general validity of the instruments and the specification of the model are admitted. The third column shows the results of the estimation by difference GMM in two stages. Here, the coefficient of lagged GDP, the coefficient of Fl and the constant show adequate and significant signs, the first-order serial autocorrelation is not rejected\(^9\), nor is the second-order autocorrelation rejected. The Sargan test rejects the null hypothesis of over-identification, therefore the general validity of the instruments is not admitted, nor the specification of the model. The fourth column presents the estimates by system GMM in one stage, the coefficient of the lagged GDP is positive and significant, however, the coefficient of Fl presents an unexpected negative sign, but this coefficient is not significant, On the other hand, the tests show that there are problems of serial autocorrelation of first order and second order. The Sargan test does not reject the correct use of instruments. The fifth column presents the estimates by system GMM in two stages, the coefficient of the lagged GDP is positive and significant; however, the coefficient of Fl presents a positive but not significant sign. On the other hand, the empirical evidence shows that there are problems of first-order and second-order serial autocorrelation. The Sargan test does not reject the validity of the instruments. The estimations indicate that the best fit model, which is chosen, is the one estimated with difference GMM in one stage, indicating that the GDP is positively related to the lagged GDP (lpibL1), and it is also positively related with Fl. The estimated model in

---

| Dependent variable: lpib | Difference GMM (one stage) | Difference GMM (two stages) | System GMM (one stage) | System GMM (two stages) |
|--------------------------|----------------------------|----------------------------|------------------------|-------------------------|
| lpibL1                   | 0.905312 (0.000)           | 0.9028238 (0.000)          | 1.006857 (0.000)       | 0.9919748 (0.000)       |
| lied                    | 0.0249639 (0.000)          | 0.026648 (0.000)           | -0.0057279 (0.237)     | 0.0120103 (0.378)       |
| Constant                | 2.056894 (0.000)           | 2.090618 (0.000)           |                        |                         |
| AR(1)                   |                           | Prob>Z=0.00005             | Prob>Z=0.0000          | Prob>Z=0.001            |
| AR(2)                   |                           | Prob>Chi2=0.0000           | Prob>Chi2=0.0000       | Prob>Chi2=0.0000        |
| Sargan Test             | Prob>Chi2=0.0000           | Prob>Chi2=1.0000           | Prob>Chi2=0.0000       | Prob>Chi2=0.0000        |
| Number of countries     | 16                        | 16                        | 16                     | 16                      |
| Number of observations  | 573                       | 573                       | 612                    | 612                     |

Standard error in parentheses. Source: Authors’ own elaboration with data from World Bank, Stata 11 GMM: Generalized method of moments.

---

\(^6\) If the test is not rejected, there are no differences between OLS and RE, and it is preferable to use the ordinary least squares method.

\(^7\) The null test hypothesis of Hausman is that the estimators of Random Effects and of Fixed Effects do not differ substantially, if it rejects the null hypothesis, as in this case, it is convenient FE.

\(^8\) It was instrumentalized with two lags at most.

\(^9\) First order autocorrelation is expected and desirable in dynamic models, but second order autocorrelation is not.
difference GMM in one stage indicates that an increase of 1% in FI will have an impact of 0.0249639% in the GDP in the 16 economies of the Organization for Economic Cooperation and Development. In summary, the empirical evidence shows that FI has a positive impact on the GDP and, therefore, on EG. The difference GMM estimation in one stage is preferable, and thus this is the model to be chosen to explain the impact of FI in EG.

6. CONCLUSIONS

This research showed, firstly, through the review of the literature and later through the graphic analysis that the increase in FI has a positive relationship with GDP in the sixteen economies of the OECD. Subsequently, Granger’s causality analysis reveals that there is a causal relationship in 31 lags, the first 9 years of causation is unidirectional from FI to GDP, 15 years of bidirectional causality between FI and GDP, and 7 years of unidirectional causality from GDP to foreign investment, which indicates that there is a strong causal relationship between FI and economic growth. Thus, the empirical evidence presented in this research shows that FI is relevant and has important effects on EG in the 16 countries, members of the OECD, analyzed in this research, namely, Australia, Canada, Germany, Spain, Finland, France, the United Kingdom, Greece, Italy, Japan, the Republic of Korea, Mexico, the Netherlands, Norway, New Zealand and the United States of America. Moreover, the panel data model estimated with difference GMM in one stage showed the positive impact of FI on EG. The results presented here support the hypothesis of this work: there is a positive impact of the increase in FI on EG in the countries that were the object of this study in the period 1977-2017. Derived from the present investigation, economic policy decision makers are recommended to find the appropriate instruments and incentives to encourage the attraction of FI to boost EG.

This investigation on the causal link between FI inflows and economic growth has important implications in OECD’s country members. It is shown through a panel data analysis that for some members, FI impact economic positively economic growth, which provides better opportunities for firms in the creation of possibilities for economies of scale. If we consider GDP per capita as an approximation to measure economic development, we have that FI is a complement for welfare of the recipient country, which must be considered in the design of long-term economic policies.
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