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Abstract. In this paper, we introduce a multiscale framework based on adaptive edge basis 
functions to solve second-order linear elliptic PDEs with rough coefficients. One of the main results 
is that we prove the proposed multiscale method achieves nearly exponential convergence in 
the approximation error with respect to the computational degrees of freedom. Our strategy is to perform 
an energy orthogonal decomposition of the solution space into a coarse scale component comprising 
a-harmonic functions in each element of the mesh, and a fine scale component named the bubble part 
that can be computed locally and efficiently. The coarse scale component depends entirely on function 
values on edges. Our approximation on each edge is made in the Lions-Magenes space \( H^{1/2}_0(e) \), which 
we will demonstrate to be a natural and powerful choice. We construct edge basis functions using 
local oversampling and singular value decomposition. When local information of the right-hand side 
is adaptively incorporated into the edge basis functions, we prove a nearly exponential convergence 
rate of the approximation error. Numerical experiments validate and extend our theoretical analysis; 
in particular, we observe no obvious degradation in accuracy for high-contrast media problems.
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1. Introduction. Multiscale methods have been widely deployed in the numer-
ical simulation of Partial Differential Equations (PDEs). They provide an efficient 
way for modeling, representing, computing, and quantifying the solution at a variety 
of scales that are of interest in applications. A critical reason why multiscale meth-
ods are so powerful is that they allow different scales to be decoupled and treated 
in their own fashion, with the structured information fully exploited at each scale. 
Simultaneously, a seamless coupling scheme could be designed to combine different 
scales to get the final solution. This paper aims to study a particular coarse-fine scale 
decomposition of the solution space for solving the multiscale linear elliptic equation. 
The coarse scale component comprises a-harmonic functions in each local element of 
the mesh and is approximated via edge basis functions. The fine scale component is 
solved by a local computation that is efficient and parallelizable. The combination 
of the two components leads to nearly exponential convergence in the approxima-
tion error with respect to the computational degrees of freedom; namely, it decays 
as \( O\left(\exp\left(-Cm^{\gamma}\right)\right) \) for some \( C, \gamma > 0 \), where \( m \) is the number of degrees of freedom. 
This paper is a further development of the work [19].

1.1. Background and Context. Let \( \Omega \subset \mathbb{R}^d \) be a bounded, connected, open 
domain with a Lipschitz boundary \( \partial\Omega \). Consider the linear elliptic equation:

\[
\begin{aligned}
\begin{cases}
-\nabla \cdot (a \nabla u) = f, & \text{in } \Omega \\
u = 0, & \text{on } \partial\Omega.
\end{cases}
\end{aligned}
\] (1.1)

Here, we assume \( u \in H^1_0(\Omega) \) and \( f \in L^2(\Omega) \). The coefficients \( a \in L^\infty(\Omega) \) and 
\( 0 < a_{\min} \leq a(x) \leq a_{\max} < \infty \) for all \( x \in \Omega \). Typically, \( a(x) \) has spatial oscillations,
which leads to a multiscale behavior in the solution \( u(x) \). No scale separation or periodicity of \( a \) is assumed here. Our goal is to numerically solve the equation (1.1).

We adopt the standard Galerkin methodology. Given a finite dimensional space \( V_H \subset H^1_0(\Omega) \), we can write a weak formulation of (1.1) as

\[
(1.2) \quad \text{Find } u_H \in V_H \text{ such that } \int_{\Omega} a \nabla u_H \cdot \nabla v = \int_{\Omega} f v \text{ for any } v \in V_H.
\]

Elements of \( V_H \) are called basis functions. The solution \( u_H \) is a linear combination of basis functions, which approximates the true solution \( u \). Denote the energy norm as \( \|u\|_{H^1_0(\Omega)} := \int_{\Omega} a |\nabla u|^2 \). The standard finite element theory implies

\[
(1.3) \quad \|u - u_H\|_{H^1_0(\Omega)} = \inf_{v \in V_H} \|u - v\|_{H^1_0(\Omega)}.
\]

We can interpret (1.1) as a function approximation problem. We are asked to approximate \( u \) given the right-hand side data \( f \). The Galerkin method (1.2) allows us to get a projection of \( u \) into \( V_H \), i.e., the best approximation of \( u \) in \( V_H \), using the data \( f \). For the sake of accuracy, space \( V_H \) should approximate the solution well in the energy norm, according to (1.3). Because \( a \) is rough, \( u \) contains highly oscillatory patterns. Simple piecewise polynomials used in the conventional finite element method cannot lead to a satisfactory approximation in this general setting [4].

1.2. Coarse-Fine Decomposition of Solution Space. For the reason mentioned at the end of the last subsection, we start to study the solution space of (1.1). For generality, we assume \( f \in H^{-1}(\Omega) \) for now; this condition suffices for the existence of solution \( u \in H^1_0(\Omega) \) in (1.1). In this case, the solution space is the whole \( H^1_0(\Omega) \), because \( -\nabla \cdot (a \nabla u) \) leads to an isomorphism between \( H^1_0(\Omega) \) and \( H^{-1}(\Omega) \).

1.2.1. Decomposition of Solution Space. Let \( T_H \) be a regular partition of the domain \( \Omega \) into finite elements such as triangles, quadrilaterals, and tetrahedra, with a mesh size \( H \). In each element \( T \in T_H \), the solution \( u \) satisfies the elliptic equation in \( T \), with a Dirichlet boundary condition on \( \partial T \) determined by the values of \( u \) on the boundary. We can locally decompose the solution as \( u = u_T^b + u_T^p \), where the two components satisfy respectively

\[
(1.4) \quad \begin{cases}

-\nabla \cdot (a \nabla u_T^b) = 0, & \text{in } T \\

u_T^b = u, & \text{on } \partial T, \\

-\nabla \cdot (a \nabla u_T^p) = f, & \text{in } T \\

u_T^p = 0, & \text{on } \partial T.
\end{cases}
\]

The part \( u_T^b \) incorporates the boundary value of \( u \), while \( u_T^p \) contains information of the right-hand side. System (1.4) admits solutions because \( u \in H^{1/2}(\partial T) \) when it is restricted to \( \partial T \), and \( f \in H^{-1}(T) \) when it is restricted to \( T \).

Furthermore, we can define a global function \( u^b \) and \( u^p \) in \( \Omega \), such that \( u_T^b(x) = u^b_T(x) \) and \( u_T^p(x) = u^p_T(x) \) when \( x \in T \) for each \( T \). At the intersection of different \( T \in T_H \), \( u^b_T \) (resp. \( u^p_T \)) has a unique value. Therefore, \( u^b \) and \( u^p \) are globally well defined. Moreover, they belong to \( H^1_0(\Omega) \) by standard properties of Sobolev’s space.

The component \( u_T^b \) (resp. \( u^b \)) is called the local (resp. global) a-harmonic part and \( u_T^p \) (resp. \( u^p \)) is the local (resp. global) bubble part, of the solution \( u \). The naming of the bubble part can be traced back to [7, 22, 15, 16]. By construction, \( u_T^b \)
is orthogonal to $u^b_T$ in $T$ under the energy norm; the same fact holds for $u^h$ and $u^b$
by splitting the inner product in $\Omega$ into a sum of local inner product.

In this way, we get an energy orthogonal decomposition of the solution $u = u^h + u^b$,
which further yields a decomposition of the solution space $H^1_0(\Omega)$. We write

$$H^1_0(\Omega) = V^h \oplus a V^b$$

such that $V^h$ is the space of $u^h$ and $V^b$ of $u^b$. More precisely, we have

$$V^h = \{ v \in H^1_0(\Omega) : \nabla \cdot (a \nabla v) = 0 \text{ in every } T \in \mathcal{T}_H \},$$
$$V^b = \{ v \in H^1_0(\Omega) : v = 0 \text{ on } \partial T, \text{ for every } T \in \mathcal{T}_H \}.$$

The boundary values are understood in the sense of trace. The symbol $\oplus_a$ in (1.5)
denotes the direct sum that is energy orthogonal.

1.2.2. Coarse and Fine Scale Components. Now and hereafter in this paper,
we assume $f \in L^2(\Omega)$. The solution space of (1.1) for all such $f$ will be a subspace
of $H^1_0(\Omega)$. We can still use the decomposition for the solution $u = u^h + u^b$. In this
case, we will understand $V^b$ as the fine scale or microscopic space, because functions
in $V^b$ oscillate at a frequency larger than $1/H$, due to the classical elliptic estimate
upon scaling for each element:

$$\|u^b\|_{H^1_0(\Omega)} \leq CH\|f\|_{L^2(\Omega)},$$

for some constant $C$ independent of $u$ and $H$. Conversely, we refer to $V^h$ as the coarse scale or macroscopic space. Thus, we get a coarse-fine scale decomposition of
the solution space.

Let us return to problem (1.1): we want to approximate a function $u \in V^h \oplus_a V^b$, given the right-hand side data $f \in L^2(\Omega)$. With the decomposition (1.5), we will
treat the two scales differently. By definition, the fine scale part $u^b \in V^b$ depends
locally on $f$, and thus can be computed efficiently by solving local elliptic equations
in each $T \in \mathcal{T}_H$. Moreover, since this part has a small energy norm (1.7), it can be
completely ignored if we only need $O(H)$ accuracy in this norm. Nevertheless, we
emphasize that the efficient computation of the fine scale part is the key to nearly
exponential convergence that we will establish in this paper.

For the coarse scale $a$-harmonic part $u^h \in V^h$, we invoke the Galerkin framework
(1.2), while now we seek a $V_H$ that is a subspace of $V^h$. In this case, we can get a
more refined version of (1.3) due to the orthogonality:

$$\|u^h - u_H\|_{H^1_0(\Omega)} = \inf_{v \in V_H} \|u^h - v\|_{H^1_0(\Omega)}.$$

Thus, for our choice of $V_H \subset V^h$, the Galerkin solution $u_H$ does not affect the approximation of $u^b$. The computations of $u^h$ and $u^b$ are completely decoupled.

Therefore, the problem reduces to identifying a good approximation space $V_H$ for
the coarse scale component $V^h$. By definition, any function in $V^h$ can be entirely
categorized by its value on edges; that is, $V^h$ could essentially be treated as a
function space on edges. Thus, it calls for a systematic design of edge basis functions,
whose $a$-harmonic extension to each element will constitute the desired approximation
space $V_H$. 


1.3. Our Contributions. For simplicity of presentation, we mainly focus on the case \( d = 2 \); remarks on how to generalize to \( d \geq 3 \) will be made in Section 5.

First, we develop a framework for constructing edge basis functions that can lead to rigorous error estimates. The construction is similar to that in [19], and there are two parts, the interpolation part and enrichment part. The interpolation part comprises nodal basis functions. For the enrichment part, we propose to use the Lions-Magenes space \( H^{1/2}_{00}(e) \) as the natural function space on each edge \( e \). An appropriate norm for measuring the approximation error is studied, and a systematic way of coupling local approximation accuracy to global accuracy is established.

Then, we discuss how to achieve local approximation accuracy. A general strategy is illustrated, based on oversampling and singular value decomposition; the approach in [19] falls into our framework. Theoretically, we prove the exponential decay of singular values for some restriction operator mapping an \( a \)-harmonic function to its interpolation residue on edges. This fact, combined with the efficient computation of an oversampling bubble part, leads to the nearly exponentially decaying approximation error with respect to the degrees of freedom. If the oversampling bubble part is not computed, i.e., the information of \( f \) is not incorporated into the edge basis functions, then we will get \( O(H) \) approximation accuracy in the energy norm by using at most \( O(\log^{d+1}(1/H)) \) degrees of freedom; this matches the state-of-the-art result for linear elliptic PDEs with rough coefficients in the same setting.

Finally, we present numerical experiments to validate our theoretical analysis. They match the prediction and achieve nearly exponential convergence. Moreover, since every step in our algorithm is \( a(x) \)-adapted, we expect the method to be robust with respect to high contrast in \( a(x) \). Indeed, our experiment demonstrates no obvious degradation in accuracy for high contrast media problems.

1.4. Related Works. From one perspective, the method in this paper can be understood as a member of the family of Multiscale Finite Element Method (MsFEM) [20, 21, 13], Generalized Multiscale Finite Element Methods (GMsFEM) [11] and Generalized Finite Element Methods (GFEM) [5]. This family of methods usually starts with a domain decomposition of \( \Omega \), then builds up local approximation spaces that can capture the multiscale behavior, and finally couple these local spaces to a global approximation space \( V_H \). There are two popular coupling schemes related to this paper. The first one is the partition of unity method (PUM) [28], introduced in the context of the GFEM. In [2], based on PUM, an optimal local basis is constructed for elliptic equations with rough coefficients, which achieves \( O(H) \) accuracy in the energy norm using only \( O(\log^{d+1}(1/H)) \) number of basis functions in each local domain. Moreover, by using the right-hand side information, a nearly exponentially decaying error with respect to the number of basis functions can be achieved; see also [1, 3]. We will borrow some techniques in [2] to prove the nearly exponential convergence of our method.

Another coupling scheme is the edge coupling, which originates from MsFEM. This paper aims to enrich the space of edge basis functions in MsFEM, to improve the approximation when the coefficients are rough. In the literature, there have been a number of works on enriching the edge basis functions. Most of them either resort to non-conformal finite element, discontinuous Galerkin coupling, or use an additional partition of unity to form the global approximation space; see [12] and the references therein. One distinct difference between our work and other works is that no partition of unity is required for constructing our basis functions of enrichment. Moreover, approximation in a novel space \( H^{1/2}_{00}(e) \) is employed for each edge \( e \), which
leads to the desired guarantee of accuracy. We remark that some of the recent works
[17, 25] also consider enriching edge basis functions and provide a rigorous theoretical
guarantee. They use $L^2(e)$ space for the edge, which corresponds to a weaker norm
compared to $H^{1/2}_0(e)$. To the best of our knowledge, this choice does not directly lead
to the state-of-the-art result that $O((\log d + 1/H))$ amount of basis functions suffices
for $O(H)$ accuracy in the energy norm.

On the other hand, we can also interpret the method in the framework of Vari-
ational Multiscale Methods (VMS) [23], since we decompose the solution space into
coarse and fine scale components via the harmonic-bubble splitting. The decompo-
sition, as it appears, is different from the traditional decomposition in VMS. In the
literature, the decomposition can be done in a $L^2$ orthogonal sense, for example, in
the projection method and wavelet homogenization [10, 14]. Furthermore, energy
decomposition has been rigorously established, such as the Local Orthogonal Decom-
position (LOD) [26, 24] and its multiresolution generalization Gamblets [29, 30]; see
also discussions in the flux norm approach [6, 31] and the rough polyharmonic splines
[32]. Our method uses an energy orthogonal decomposition as well, while it is different
from that in the LOD approach. The coarse space in our method depends entirely
on the edge values of functions. Localization of the coarse part is established directly
through a prescribed oversampling domain and a corresponding singular value decom-
position. A key merit of our approach is that the fine scale part can be computed
very efficiently, which could explain why the nearly exponential convergence can be
rigorously obtained.

1.5. Organization of this Paper. The rest of the paper is organized as follows.
In Section 2, we discuss how to localize the approximation of the coarse component
onto every edge. An appropriate space $H^{1/2}_0(e)$ for each edge $e$ is introduced and its
property is rigorously established. Using this space, local to global error estimates can
be derived. Section 3 is devoted to studying how to achieve the local approximation.
Oversampling and singular value decomposition are introduced to achieve this goal,
and the nearly exponential convergence is rigorously proved. Numerical experiments
are performed in Section 4 to demonstrate the effectiveness of our proposed approach.
In Section 5, we summarize and conclude this paper, together with several discussions
on potential generalizations of this method.

2. Localized Edge Basis Functions for Coarse Space. Following the idea
in Subsection 1.2, we need to find a good approximation space $V_H$ for the coarse scale
component $V^h$. In this section, we will explain in detail how to localize the approx-
imation task via edge basis functions. Specifically, we study how the approximation
error can be localized to every single edge and how to integrate these local errors to
a global accuracy guarantee. We will elaborate on the topic of getting desired local
approximation in Section 3.

2.1. Mesh, Geometry and Notation. To begin with, we present some nota-
tions on the mesh structure of the domain $\Omega \subset \mathbb{R}^d$. We focus on $d = 2$, and will
provide remarks on generalization to $d \geq 3$ in Section 5. We have nodes, edges, and
elements in the mesh. Their neighbourhood is very useful for describing the geometry.

2.1.1. Elements. As in Subsection 1.2, we consider a shape regular partition of
the domain $\Omega$ into finite elements, such as triangles and quadrilaterals. The collection
of elements is denoted by $T_H = \{T_1, T_2, ..., T_r\}$; we adopt the convention that each
$T$ is an open set. The mesh size is $H$, i.e., $\max_{T \in T_H} \text{diam}(T) = H$. We also assume
that the mesh is uniform, i.e., $\min_{T \in T_H} \text{diam}(T) \geq c_0 H$ for some $0 < c_0 \leq 1$ that
The geometric relationships are illustrated in Figure 2.1.

2.1.3. Notation. We use the term “edge basis function” to denote a function on $E_H$, and “basis function” usually refers to a function in the full dimensional domain $\Omega$. When there is no ambiguity, we will write $\tilde{\psi}$ to denote a function defined on edges, while for $\psi$, we refer to as a function in full-dimensional domains. We use $\psi|_e$ to denote the function $\psi$ restricted to the set $e$.

2.2. Edge Approximation: Set-up. Now, we proceed with the discussion in Subsection 1.2. Functions in the coarse space $V^h$ depend entirely on their values on
edges. Let us define the following space on edges:
\[ \tilde{V}_h := \{ \tilde{\psi} : E_H \to \mathbb{R}, \text{ there exists a function } \psi \in V^h, \text{ such that } \tilde{\psi} = \psi|_{E_H} \}. \]

We have \( \tilde{V}_h = H^{1/2}(E_H) \) by the trace theorem of the Sobolev space. There is a one-to-one correspondence between functions in \( \tilde{V}_h \) and \( V^h \): \( \psi \in \tilde{V}_h \Leftrightarrow \tilde{\psi} \in V^h \); namely, the following equation holds in each \( T \in T_H \):
\[
\begin{cases}
-\nabla \cdot (a \nabla \psi) = 0, & \text{in } T \\
\psi = \tilde{\psi}, & \text{on } \partial T.
\end{cases}
\]

Using this correspondence, the coarse scale component on edges is denoted by \( \tilde{u}^h \in \tilde{V}_h \).

The approximation space for \( \tilde{u}^h \) is \( \tilde{V}_H \), corresponding to \( V_H \) for \( u^h \).

How shall we design \( \tilde{V}_H \)? Computationally, we prefer local edge basis functions. Here, our idea of localized construction follows that proposed in [19]. The first step is to use some local nodal basis functions to interpolate \( \tilde{u}^h \). Then, the interpolation residue can be localized to each edge, where more enrichment edge basis functions are designed for further approximation.

2.3. Interpolation Part. We begin with the interpolation part. For each node \( x_i \in \mathcal{N}_H \), the nodal edge basis function \( \psi_i \) satisfies \( \psi_i(x_j) = \delta_{ij} \) for every \( x_j \in \mathcal{N}_H \), and \( \psi_i(x) \) is supported on \( N(x_i, E_H) \). The corresponding part of \( \psi_i \) in \( V^h \) is \( \psi_i(x) \), which is supported in the closure of \( N(x_i, T_H) \). In this paper, we set \( \psi_i \) to be the linear tent function used in [20]. These nodal basis functions constitute the interpolation part.

More general constructions can be considered, for which we refer to the discussions in [19].

With the interpolation part defined, we can introduce a nodal interpolation operator \( I_H : \tilde{V}_h \cap C(E_H) \to \tilde{V}_h \cap C(E_H) \) such that
\[
I_H \tilde{v} := \sum_{x_i \in \mathcal{N}_H} \tilde{v}(x_i) \psi_i(x),
\]

for any \( \tilde{v} \in \tilde{V}_h \cap C(E_H) \). We will also identify this operator as the mapping from \( V^h \cap C(\Omega) \) to \( \tilde{V}_h \cap C(\Omega) \), based on the correspondence between \( V^h \) and \( \tilde{V}_h \). That is, we will write \( I_H v = \sum_{x_i \in \mathcal{N}_H} v(x_i) \psi_i(x) \) for any \( v \in V^h \cap C(\Omega) \). We note that in this definition, the pointwise value is well defined for continuous functions.

The nodal edge basis functions allow us to approximate \( \tilde{u}^h \) via interpolation. Since \( f \in L^2(\Omega) \), a classical result from elliptic PDEs implies that the solution \( u \in C^\alpha(\Omega) \) for some \( 0 < \alpha < 1 \) that depends on the coefficients \( a \) and the domain \( \Omega \); for details see Theorems 8.22 and 8.29 in [18]. Thus, \( \tilde{u}^h \in \tilde{V}_h \cap C^\alpha(E_H) \), and we can apply the interpolation operator on it. The interpolation residue is \( \tilde{u}^h - I_H \tilde{u}^h \). The enrichment part is introduced further to approximate the residue.

Remark 2.1. The interpolation part here is the same as the basis functions in MsFEM [20, 21, 13]. Our enrichment part to be presented in the next subsection is used to further improve the MsFEM so that it can handle rough coefficients with guaranteed accuracy.

2.4. Enrichment Part. The residue \( \tilde{u}^h - I_H \tilde{u}^h \) vanishes at nodal points. This property inspires us to localize the residue onto each edge. To illustrate the idea, let us fix one edge \( e \) for now, and use \( P_e \) to denote the restriction operator onto \( e \), such that the function \( P_e (\tilde{u}^h - I_H \tilde{u}^h) := (\tilde{u}^h - I_H \tilde{u}^h)|_e \).

To approximate \( P_e (\tilde{u}^h - I_H \tilde{u}^h) \), we shall first identify a proper function space that it belongs to.
Clearly, \( P_e(\tilde{u}^h - I_H \tilde{u}^h) \in H^{1/2}(e) \cap C^\alpha(e) \), and it has value 0 at the boundary of \( e \). Based on this property, we can show \( P_e(\tilde{u}^h - I_H \tilde{u}^h) \in H_{00}^{1/2}(e) \), the Lions-Magenes space on \( e \); see Proposition 2.2.

**Proposition 2.2.** Suppose \( u \) satisfies equation (1.1) for \( d \leq 3 \) and \( f \in L^2(\Omega) \), then, we have \( P_e(\tilde{u}^h - I_H \tilde{u}^h) \in H_{00}^{1/2}(e) \) for every \( e \in \mathcal{E}_H \).

**Proof.** First, we recall the definition of the space \( H_{00}^{1/2}(e) \) (Chapter 33 of [34]): it is the space of functions \( v \in H^{1/2}(e) \) such that

\[
\frac{v(x)}{\text{dist}(x, \partial e)} \in L^2(e),
\]

where dist(\( x, \partial e \)) is the Euclidean distance from \( x \) to the boundary of \( e \). Thus, we can define the \( H_{00}^{1/2}(e) \) norm to be

\[
(2.3) \quad \|v\|^2_{H_{00}^{1/2}(e)} := \int_e |v(x)|^2 \, dx + \int_e \int_e \frac{|v(x) - v(y)|^2}{|x - y|^2} \, dy \, dx + \int_e \frac{|v(x)|^2}{\text{dist}(x, \partial e)} \, dx < \infty,
\]

and the Lions-Magenes space on \( e \) consists functions with a finite \( H_{00}^{1/2}(e) \) norm. We will show that any function \( v \) on \( e \) belonging to \( H^{1/2}(e) \cap C^\alpha(e) \) and vanishing at \( \partial e \) will be in the space \( H_{00}^{1/2}(e) \). To see that, it suffices to show

\[
\int_e \frac{|v(x)|^2}{\text{dist}(x, \partial e)} \, dx < \infty,
\]

because the first two terms in (2.3) are finite due to \( v \in H^{1/2}(e) \). Without loss of generality, we work on \( e = [0, 1] \) (otherwise we can reparametrize the edge), then it follows that

\[
\int_e \frac{|v(x)|^2}{\text{dist}(x, \partial e)} \, dx = \int_0^{1/2} \frac{|v(x) - v(0)|^2}{|x|} \, dx + \int_{1/2}^1 \frac{|v(x) - v(1)|^2}{|x - 1|} \, dx \leq C \left( \int_0^{1/2} |x|^{2\alpha - 1} \, dx + \int_{1/2}^1 |x - 1|^{2\alpha - 1} \, dx \right) < \infty,
\]

where \( C \) is a constant such that \( |v(x) - v(y)| \leq C|x - y|^\alpha \) due to \( v \in C^\alpha(e) \). Thus, \( v \in H_{00}^{1/2}(e) \). Taking \( v = P_e(\tilde{u}^h - I_H \tilde{u}^h) \) completes the proof. \( \Box \)

**Remark 2.3.** According to Chapter 33 of [34], \( H_{00}^{1/2}(e) \) can also be characterized as the space of functions in \( H^{1/2}(e) \), such that their zero extensions to \( E_H \) is still in \( H^{1/2}(E_H) \). This is the key and in fact the only property that we will use for \( H_{00}^{1/2}(e) \). We need to do zero extension often, in order to move from local approximation to global approximation.

We will choose our enrichment part of edge basis functions in \( H_{00}^{1/2}(e) \). Before we find an enrichment part \( \tilde{v}_e \in H_{00}^{1/2}(e) \) to approximate \( P_e(\tilde{u}^h - I_H \tilde{u}^h) \), we need to understand first in which norm this approximation should occur. Because our final goal is to approximate \( \tilde{u}^h \) in the global energy norm, it is natural to use a local norm on \( e \) whose connection to this energy norm could be established. It motivates the following definition that is originally proposed in [19].

Let \( \tilde{v} \in H_{00}^{1/2}(e) \). We also write \( \tilde{v} \) for its zero extension to \( E_H \), which is in \( H^{1/2}(E_H) \) by the definition of \( H_{00}^{1/2}(e) \). Denote the \( \alpha \)-harmonic extension of \( \tilde{v} \) to
appropriate norm to use for measuring approximation errors. This theory, in turn, will demonstrate that the theory of combining localized approximation in the space of \( H^{1/2}(e) \) norm are well defined. In fact, we can prove that the \( H^{1/2}(e) \) norm is equivalent, up to a constant independent of the mesh size \( e \).

**Definition 2.4.** The \( H^{1/2}(e) \) norm of \( \tilde{\psi} \in H_{00}^{1/2}(e) \) is defined as:

\[
\|\tilde{\psi}\|^{2}_{H^{1/2}(e)} := \int_{\Omega} a|\nabla \tilde{\psi}|^{2}.
\]

For each element \( T \sim e \), the \( H^{1/2}(e) \) norm is defined as:

\[
\|\tilde{\psi}\|^{2}_{H^{1/2}(e)} := \int_{T} a|\nabla \tilde{\psi}|^{2}.
\]

That is, the \( H^{1/2}(e) \) norm of \( \tilde{\psi} \in H_{00}^{1/2}(e) \) is defined through the energy norm of its \( a \)-harmonic extension \( \tilde{\psi} \in H_{0}^{1}(\Omega) \). Intuitively, if functions on edges can be approximated well in the \( H^{1/2}(e) \) norm, then it is natural to expect that their \( a \)-harmonic extensions can also be approximated well. Theorem 2.6 in the next subsection establishes this intuition in a rigorous way.

To this end, we have to show that Definition 2.4 makes sense, i.e., this norm is well defined. In fact, we can prove that the \( H^{1/2}(e) \) norm is equivalent to the \( H_{00}^{1/2}(e) \) norm; see Proposition 2.5.

**Proposition 2.5.** For each edge \( e \in E_{H} \), the \( H^{1/2}(e) \) norm and the \( H_{00}^{1/2}(e) \) norm are equivalent, up to a constant independent of the mesh size \( e \).

**Proof.** Let \( \tilde{\psi} \in H_{00}^{1/2}(e) \). We also write \( \tilde{\psi} \) for its zero extension to \( E_{H} \), which is in \( H^{1/2}(E_{H}) \) by the definition of \( H_{00}^{1/2}(e) \). As in Remark 2.3 and Chapter 33 of [34], the \( H_{00}^{1/2}(e) \) norm of \( \tilde{\psi} \) on \( e \) is equivalent to the \( H^{1/2}(\partial T) \) norm of \( \tilde{\psi} \) on \( \partial T \), for any \( T \sim e \). Thus, it suffices to show that the \( H^{1/2}(\partial T) \) norm and the \( H^{1/2}(e) \) norm are equivalent up to a constant independent of the mesh size \( e \).

First, we have a variational characterization for the \( H^{1/2}(e) \) norm. Define the space of \( H^{1} \) functions in \( T \) with a boundary value \( \tilde{\psi} \) as

\[
V_{\tilde{\psi}} := \{ v \in H^{1}(T) : v|_{\partial T} = \tilde{\psi} \}.
\]

Then, by a simple calculus of variation, we get

\[
\|\tilde{\psi}\|^{2}_{H^{1/2}(e)} = \inf_{v \in V_{\tilde{\psi}}} \int_{T} a|\nabla v|^{2}.
\]

Thus, using \( a_{\min} \leq a \leq a_{\max} \), we arrive at

\[
a_{\min} \inf_{v \in V_{\tilde{\psi}}} \int_{T} |\nabla v|^{2} \leq \|\tilde{\psi}\|^{2}_{H^{1/2}(e)} \leq a_{\max} \inf_{v \in V_{\tilde{\psi}}} \int_{T} |\nabla v|^{2}.
\]

On the other hand, the trace theorem implies that there exists some constant \( C_{1}, C_{2} \) independent of \( H \) such that

\[
C_{1} \inf_{v \in V_{\tilde{\psi}}} \int_{T} |\nabla v|^{2} \leq \|\tilde{\psi}\|^{2}_{H^{1/2}(\partial T)} \leq C_{2} \inf_{v \in V_{\tilde{\psi}}} \int_{T} |\nabla v|^{2}.
\]

Combining (2.7) and (2.8) completes the proof.

In this way, we can understand \( H^{1/2}(e) \) as a variant of the \( H_{00}^{1/2}(e) \) norm, while it can additionally incorporate the information of \( a \). The next subsection will build the theory of combining localized approximation in the \( H^{1/2}(e) \) norm to a global guarantee of accuracy. This theory, in turn, will demonstrate that \( H^{1/2}(e) \) is the appropriate norm to use for measuring approximation errors.
2.5. Integrating Local Error to Global Error. In this subsection, we show that error estimates in the $H^{1/2}(e)$ norm on edges can be directly connected to the global approximation error to $u^h$ in the energy norm; see the following Theorem 2.6.

**Theorem 2.6 (Global error estimate).** Suppose for each edge $e$, there exists an edge function $\tilde{v}_e \in H_{00}^{1/2}(e)$ that satisfies

$$
\|P_e(\tilde{u}^h - I_H \tilde{u}^h) - \tilde{v}_e\|_{H^{1/2}(e)} \leq \epsilon_e .
$$

We identify $\tilde{v}_e$ with its zero extension to $E_H$. Let $v_e \in H_0^1(\Omega)$ be the $a$-harmonic extension of $\tilde{v}_e$ to $\Omega$. Then, we have

$$
\|u^h - I_H u^h - \sum_{e \in E_H} v_e\|_{H_0^1(\Omega)} \leq C_{\text{mesh}} \sum_{e \in E_H} \epsilon_e^2 ,
$$

where $C_{\text{mesh}}$ is a constant that depends on the mesh type only.

**Proof of Theorem 2.6.** We decompose the energy norm into the contribution from each element $T \in T_H$:

$$
\|u^h - I_H u^h - \sum_{e \in E_H} v_e\|_{H_0^1(\Omega)} = \sum_{T \in T_H} \|u^h - I_H u^h - \sum_{e \sim T} v_e\|_{H_0^1(T)} ,
$$

where we have used the fact that $v_e = 0$ in $T$ if $e$ and $T$ are not neighbors.

Let us fix an element $T$. For each $e \sim T$, the trace of the function $u^h - I_H u^h - \sum_{e \in T} v_e$ on $e$ is $\tilde{u}^h - I_H \tilde{u}^h - \tilde{v}_e \in H_0^{1/2}(e)$. We can extend this trace to $\partial T \setminus e$ by 0 to get an $H^{1/2}(\partial T)$ boundary data. Then, this boundary data can be used to define an $a$-harmonic function in $T$. Using the triangle inequality and the Cauchy-Schwarz inequality after squaring both sides, we get

$$
\|u^h - I_H u^h - \sum_{e \sim T} v_e\|_{H_0^1(T)} \leq C_{\text{mesh}} \sum_{e \sim T} \|P_e(\tilde{u}^h - I_H \tilde{u}^h) - \tilde{v}_e\|_{H^{1/2}(e)}^2 ,
$$

where we have used the definition of the $H^{1/2}(e)$ norm. The constant $C_{\text{mesh}}$ depends on the mesh type only; for example $C_{\text{mesh}} = 4$ for the quadrilateral mesh and $C_{\text{mesh}} = 3$ for the triangular mesh. Then, we sum the above inequality over all $T \in T_H$, which yields

$$
\|u^h - I_H u^h - \sum_{e \in E_H} v_e\|_{H_0^1(\Omega)} \leq C_{\text{mesh}} \sum_{T \in T_H} \sum_{e \sim T} \|P_e(\tilde{u}^h - I_H \tilde{u}^h) - \tilde{v}_e\|_{H^{1/2}(e)}^2
$$

$$
= C_{\text{mesh}} \sum_{e \in E_H} \|P_e(\tilde{u}^h - I_H \tilde{u}^h) - \tilde{v}_e\|_{H^{1/2}(e)}^2
$$

$$
\leq C_{\text{mesh}} \sum_{e \in E_H} \epsilon_e^2 .
$$

The proof is completed. □

Theorem 2.6 implies that the global error can be localized onto edges. Thus, our target of the enrichment should be to ensure $\|P_e(\tilde{u}^h - I_H \tilde{u}^h) - \tilde{v}_e\|_{H^{1/2}(e)} \leq \epsilon_e$ for some desired $\epsilon_e$. In the following, we formulate this condition in terms of edge basis functions, which leads to the solution accuracy of the Galerkin method.

First, let us recall that edge basis functions have two parts. The first part is for interpolation; we denote all of them by $\tilde{V}_H^1 = \text{span}\ \{\psi_i\}_i$, as in Subsection
2.3. The second part is for enrichment as in Subsection 2.4. For each edge $e$, the space of enrichment edge basis functions is denoted by $\tilde{V}_H^2 \subset H^{1/2}(e)$; the union over all edges is $\tilde{\mathcal{V}}_0 = \bigcup_e \tilde{V}_H^2$. Then, the total edge approximation space is $\tilde{\mathcal{V}}_H = \tilde{\mathcal{V}}_0 \cup \mathring{\mathcal{V}}_2^2 \subset H^{1/2}(E_H)$. The $a$-harmonic extensions of its functions into $\Omega$ constitutes the approximation space $V_H$. Based on Theorem 2.6, we get the following theorem:

**Theorem 2.7** (Global error estimate of the Galerkin solution). Suppose for each $e$, we have
\[
\min_{\tilde{v}_e \in \tilde{V}_H^2} \| P_e (u - I_H u) - \tilde{v}_e \|_{H^{1/2}(e)} \leq \epsilon_e,
\]
then using $V_H$ in the weak formulation (1.2) leads to a solution $u_H$ that satisfies
\[
\| u^b - u_H \|^2_{L^2(\Omega)} \leq C_{\text{mesh}} \sum_{e \in E_H} \epsilon_e^2.
\]

**Proof.** The proof is completed by observing that $P_e (u - I_H u) = P_e (u^b - I_H u^b)$ and using the property (1.8) together with Theorem 2.6. □

Theorem 2.7 also implies the accuracy for the exact solution $u$; see the remark below.

**Remark 2.8.** If we add the bubble part $u^b$, then we get the overall error estimate
\[
(2.10) \quad \| u - u^b - u_H \|^2_{L^2(\Omega)} \leq C_{\text{mesh}} \sum_{e \in E_H} \epsilon_e^2,
\]
and if we do not compute the bubble part, we have the overall error
\[
(2.11) \quad \| u - u_H \|^2_{L^2(\Omega)} \leq C_{\text{mesh}} \sum_{e \in E_H} \epsilon_e^2 + CH^2 \| f \|^2_{L^2(\Omega)},
\]
due to the orthogonality and the estimate $\| u^b \|^2_{L^2(\Omega)} \leq CH \| f \|^2_{L^2(\Omega)}$.

In the next section, we will discuss how to choose the space $\tilde{\mathcal{V}}_H^2$ so that it satisfies the above condition and in the meantime, can be efficiently computed using only local information of the equation.

### 3. Local Approximation via Oversampling

This section is aimed to study how to choose a local approximation space $\tilde{V}_{H,e}$ such that
\[
(3.1) \quad \min_{\tilde{v}_e \in \tilde{V}_{H,e}} \| P_e (u - I_H u) - \tilde{v}_e \|_{H^{1/2}(e)} \leq \epsilon_e
\]
for some desired $\epsilon_e$. We call $\epsilon_e$ the local error indicator on $e$. For this problem, we can gain useful intuitions by assuming $a$ smooth first. In this case, $u \in H^2(\Omega)$ since $f \in L^2(\Omega)$. If we choose $\tilde{V}_{H,e}$ as the space of quadratic polynomials on $e$, then standard results in the Sobolev space will imply that (3.1) holds with $\epsilon_e = CH \| u \|_{H^2(\omega_e)}$, where $\omega_e$ is some domain in $\Omega$ that contains $e$, and $C$ is a constant independent of $H$ and $u$. Here, $\omega_e$ can be chosen as the closure of $N(e, T_H)$. For such a choice, the sum $\sum_{e \in E_H} \epsilon_e^2$ yields $O(H^2 \| u \|^2_{H^2(\Omega)}) = O(H^2 \| f \|^2_{L^2(\Omega)})$. Hence, finally we get $O(H)$ accuracy in the energy norm.

For the more challenging case $a \in L^\infty(\Omega)$, we will also take a similar $\omega_e \supset e$. This $\omega_e$ is generally referred to as the **oversampling** domain of the edge $e$; see the next subsection for details. The basic intuition is that for a coarse scale function such
as the $a$-harmonic function, its behavior on $e$ can be controlled very well by that in the oversampling region $\omega_e$. Due to this reason, we could construct basis functions to approximate the coarse solution on $e$ in an exponentially efficient manner by using some information of the equation in $\omega_e$.

Historically, the idea of oversampling was proposed in [20] to reduce the resonance error in MsFEM.

### 3.1. Oversampling and Nearly Exponential Convergence.

We consider an oversampling domain $\omega_e$ for each $e \in \mathcal{E}_H$. In principle, any $\omega_e$ that contains $e$ can be used. Here, for simplicity of analysis, we set

$$\omega_e = \bigcup \{ T \in \mathcal{T}_H : T \cap e \neq \emptyset \}.$$  

This choice of $\omega_e$ makes $e$ lie in the interior of $\omega_e$ if $e \cap \partial \Omega = \emptyset$. We call such $e$ an interior edge. If $e \cap \partial \Omega \neq \emptyset$ we call it an edge connected to the boundary. An illustration of oversampling domains for a quadrilateral mesh is in Figure 3.1.

Inspired by the discussions above, we will choose $\varepsilon_e$ to depend on some norm of the function $u$ in $\omega_e$. Let us first write $P_e(u - I_H u)$ in a form that depends explicitly on $\omega_e$. Recall that in Subsection 1.2, we use $u_T^a, u_T^b$ to denote the local $a$-harmonic part and bubble part of $u$ in $T$. Here, we will use $u_{\omega_e}^a$ and $u_{\omega_e}^b$ for the local $a$-harmonic part and bubble part of $u$ in $\omega_e$, i.e., equation (1.4) holds with $T$ replaced by $\omega_e$. Then, we have

$$P_e(u - I_H u) = P_e(u_{\omega_e}^a - I_H u_{\omega_e}^a) + P_e(u_{\omega_e}^b - I_H u_{\omega_e}^b).$$

In this way, we express the target function on $e$ using the information of $u$ in the oversampling domain $\omega_e$. Two terms emerge in (3.3), and we shall approximate them separately.

#### 3.1.1. Exponential Efficiency for a-Harmonic Functions.

In the first term of (3.3), $u_{\omega_e}^a$ is an $a$-harmonic function in $\omega_e$. Let $U(\omega_e) \subset H^1(\omega_e)$ be the space of all $a$-harmonic functions in $\omega_e$ such that (1) if $\omega_e \cap \partial \Omega \neq \emptyset$, then these functions vanish on $\omega_e \cap \partial \Omega$, and (2) if $\omega_e \cap \partial \Omega = \emptyset$, these functions are identified as equivalent modulo a constant. Clearly, $u_{\omega_e}^a$ can be seen as an element in $U(\omega_e)$. When equipped with the $H^1(\omega_e)$ norm, we write this space as $(U(\omega_e), \| \cdot \|_{H^1(\omega_e)})$; this is a Hilbert space and $\| \cdot \|_{H^1(\omega_e)}$ is a norm due to the standard Poincaré inequality. For the $H^{1/2}(e)$ space equipped with the $H^{1/2}(e)$ norm, we write $(H^{1/2}(e), \| \cdot \|_{H^{1/2}(e)})$. Consider the operator

$$R_e : (U(\omega_e), \| \cdot \|_{H^1(\omega_e)}) \to (H^{1/2}(e), \| \cdot \|_{H^{1/2}(e)}),$$

**Fig. 3.1. Illustration of oversampling domains**
such that $R_e v = P_e (v - I_H v)$ for any $v \in (U(\omega_e), \| \cdot \|_{H^1_0(\omega_e)})$. This operator is well
defined because $R_e c = 0$ for any constant $c \in \mathbb{R}$. A very important property is that
singular values of $R_e$ decay nearly exponentially fast; see the following Theorem 3.1.
We recall the definition of the constants $c_0$ and $c_1$; they are dependent on the mesh
property; see Subsection 2.1.1.

**Theorem 3.1.** For each $e \in \mathcal{E}_H$, the operator $R_e$ is bounded and compact. Let
the left singular vectors and singular values pair of $R_e$ be \{${\tilde{\nu}}_{e,m}, \lambda_{e,m}$\}_{m \in \mathbb{N}}$, in which
${\tilde{\nu}}_{e,m} \in H^{1/2}(e)$ and the sequence \{${\lambda}_{e,m}$\}_{m \in \mathbb{N}} is in a descending order. Then, for any $\epsilon > 0$, there exists an $N_\epsilon > 0$, such that for all $m > N_\epsilon$, it holds that

$$\lambda_{e,m} \leq C \exp \left( -m^{\frac{1}{3+\epsilon}} \right),$$

where $N_\epsilon, C$ depends on $d, a_{\text{min}}, a_{\text{max}}, c_0$ and $c_1$.

Therefore, if we set $W_{e,m} = \text{span} \{v_{e,k}\}_{k=1}^{m-1}$ for some $m > N_\epsilon$, then we have

$$\min_{v \in W_{e,m}} \|R_e v - v_{e}\|_{H^{1/2}(e)} \leq C \exp \left( -m^{\frac{1}{3+\epsilon}} \right) \|v\|_{H^1_0(\omega_e)},$$

for any $v \in (U(\omega_e), \| \cdot \|_{H^1_0(\omega_e)})$.

The proof is deferred to Subsection 3.3. The approximation property (3.5) can be seen as a consequence of the decay (3.4). We remark that approximation property like (3.5) can also be phrased through the language of Kolmogorov’s $n$-widths [33, 27], as is used in [2].

We discuss the implication of this theorem in the following. Taking $v = u_{\omega_e}^b$ in (3.5) leads to

$$\min_{v \in W_{e,m}} \|P_e(u_{\omega_e}^b - I_H u_{\omega_e}^b) - v_{e}\|_{H^{1/2}(e)} \leq C \exp \left( -m^{\frac{1}{3+\epsilon}} \right) \|u_{\omega_e}^b\|_{H^1_0(\omega_e)}.$$ 

Thus, the space of singular vectors $W_{e,m}$ can approximate the first term in (3.3) very well; the approximation error decays nearly exponentially regarding $m$. Moreover, since $R_e$ is a local operator, basis functions in $W_{e,m}$ can be efficiently computed by solving a local singular value decomposition (SVD) problem.

**Remark 3.2.** The scalar $N_\epsilon$ in Theorem 3.1 will indeed depend on the relative
lengthscale of $e$ and $\omega_e$. Here, because we choose the oversampling domain in a specific
form (3.2) and the mesh is uniform and shape regular, the relative lengthscale can be
treated as a constant independent of $H$. In general, if we increase the lengthscale of
$\omega_e$ to make it larger, the decay of singular values of $R_e$ will become faster, leading to
a smaller $N_\epsilon$.

**3.1.2. The Oversampling Bubble Part.** In the second term of (3.3), we call
$u_{\omega_e}^b$ the oversampling bubble part. By definition, this part can be efficiently computed
by solving local elliptic equations in $\omega_e$ with right-hand side $f$. Moreover, it is small
in the sense that we are able to provide a priori bound of order $H$; see Proposition 3.3.

**Proposition 3.3.** For each $e \in \mathcal{E}_H$, the following estimate holds for the over-
sampling bubble part:

$$\|P_e(u_{\omega_e}^b - I_H u_{\omega_e}^b)\|_{H^{1/2}(e)} \leq C H \|f\|_{L^2(\omega_e)},$$

where $C$ is a constant independent of $u$ and $H$.

The proof of Proposition 3.3 is deferred to Subsection 3.3.
3.1.3. Exponentially Efficient Local Approximation Spaces. Based on Subsections 3.1.1 and 3.1.2, we will select the local approximation space as

$$\tilde{V}_{H,e,m}^2 := W_{e,m} \bigcup \{ P_e (u_{\omega_e} - I_H u_{\omega_e}) \}.$$ 

This space can be locally computed by SVD and solving an elliptic equation. Due to (3.3) and (3.3), we have the error estimate:

$$\min_{\tilde{v}_e \in \tilde{V}_{H,e,m}^2} \| P_e (u - I_H u - \tilde{v}_e) \|_{H^{1/2}(e)} \leq C \exp \left( -m \left( \frac{1}{\pi\tau} - \epsilon \right) \right) \| u_{\omega_e} \|_{H^1(\omega_e)}.$$ 

Hence, the local error indicator is

$$\epsilon_e = C \exp \left( -m \left( \frac{1}{\pi\tau} - \epsilon \right) \right) \| u_{\omega_e} \|_{H^1(\omega_e)}.$$ 

By Theorem 2.7, summing these errors leads to the final error estimate of the coarse part \( u_{H,m} \); see Proposition 3.4.

**Proposition 3.4.** Let the space of the enrichment part \( \tilde{V}_{H,m}^2 = \bigcup_e \tilde{V}_{H,e,m}^2 \). The total edge approximation space is \( \tilde{V}_{H,m} = \tilde{V}_H^1 \bigcup \tilde{V}_{H,m}^2 \subset H^{1/2}(E_H) \). Let \( V_{H,m} \) constitute of \( a \)-harmonic extensions of functions in \( \tilde{V}_{H,m} \) into \( \Omega \). Then, using \( V_{H,m} \) in the weak formulation (1.2) leads to a solution \( u_{H,m} \) that satisfies

$$\| u^b - u_{H,m} \|_{H^1_{\omega}(\Omega)} \leq C' \exp \left( -m \left( \frac{1}{\pi\tau} - \epsilon \right) \right) \| f \|_{L^2(\Omega)},$$

where \( C' \) is a constant independent of \( u, m \) and \( H \).

**Proof.** Based on Theorem 2.7, we have

$$\| u^b - u_{H,m} \|_{H^1_{\omega}(\Omega)}^2 \leq C_{\text{mesh}} \sum_{e \in E_H} \epsilon_e^2.$$ 

We can bound the sum of the local errors:

$$\sum_{e \in E_H} \epsilon_e^2 = C^2 \sum_{e \in E_H} \exp \left( -2m \left( \frac{1}{\pi\tau} - \epsilon \right) \right) \| u_{\omega_e} \|_{H^1(\omega_e)}^2 \leq C^2 \sum_{e \in E_H} \exp \left( -2m \left( \frac{1}{\pi\tau} - \epsilon \right) \right) \| u \|_{H^1(\omega_e)}^2 \leq C^2 C_1 \exp \left( -2m \left( \frac{1}{\pi\tau} - \epsilon \right) \right) \| u \|_{H^1(\Omega)}^2,$$

where we have used the fact that though different oversampling domains \( \omega_e \) can have overlapping, each element shall be only counted by a finite number of times bounded by a constant independent of the mesh size \( H \), for our choice of domain in (3.2).

Finally, the proof is completed by using the elliptic estimate

$$\| u \|_{H^1_{\omega}(\Omega)}^2 \leq C_2 \| f \|_{L^2(\Omega)}^2$$

for some \( C_2 \) independent of \( u \) and \( H \), and the constant \( C' = C \sqrt{C_{\text{mesh}} C_1 C_2} \).

Note that \( \dim(\tilde{V}_{H,e,m}^2) = m \), so in Proposition 3.4 we have achieved nearly exponential convergence of the approximation error with respect to computational degrees of freedom. We provide several remarks below. We use \( C \) to represent a generic constant that is independent of \( u, m \) and \( H \).
Remark 3.5. Different choices of the oversampling domains shall lead to different constant $C_1$ in the proof of Proposition 3.4. In general, if we increase the lengthscale of $\omega_e$ to make the oversampling domain larger, the constant $C_1$ shall become larger, while in Remark 3.2 we will get a smaller $N_e$. So in general there would be a trade-off between the decay of singular values and the overlapping information in our choice of the oversampling domains.

Remark 3.6. As in Remark 2.8, if we add the bubble part $u^b$, then the overall accuracy will be

$$\|u - u_{H,m} - u^b\|_{H^1(\Omega)} \leq C \exp \left(-m^{\left(\frac{1}{d+1} - \epsilon\right)}\right) \|f\|_{L^2(\Omega)};$$

that is, we get nearly exponential accuracy for approximating the solution $u$. If we do not add the bubble part, we obtain

$$\|u - u_{H,m}\|_{H^1(\Omega)} \leq (C \exp \left(-m^{\left(\frac{1}{d+1} - \epsilon\right)}\right) + CH)\|f\|_{L^2(\Omega)}.$$

Remark 3.7. The error estimate in (3.7) explains the adaptivity of our edge basis functions. For general $f \in L^2(\Omega)$, the exponential decay of the approximation error cannot be achieved if we do not adapt the method to the right hand side $f$. In connection to the adaptive finite element method, the error indicator function in our method is $e_e$ for each edge $e$, which will decrease as we increase the number of edge basis functions. We remark that it is also possible to truncate the singular values of $R_e$ to some threshold adaptively so that we can have a total control of the local error $e_e$; see Remark 3.9.

Remark 3.8. If we do not include $P_e(u^b_{\omega_e} - I_H u^b_{\omega_e})$ in our enrichment of edge basis functions, i.e., we use $W_{e,m}$ directly for the enrichment part, then we will get

$$\min_{\tilde{v}_e \in W_{e,m}} \|P_e(u - I_H u) - \tilde{v}_e\|_{H^{1/2}(\epsilon)} \leq C \exp \left(-m^{\left(\frac{1}{d+1} - \epsilon\right)}\right) \|u^b_{\omega_e}\|_{H^1(\omega_e)} + CH\|f\|_{L^2(\omega_e)}.$$

Thus, finally our computation of the coarse part $u^b$ and the exact $u$ both will be subject to an error upper bounded by $(C \exp \left(-m^{\left(\frac{1}{d+1} - \epsilon\right)}\right) + CH)\|f\|_{L^2(\Omega)}$.

Our bound implies that $m = O(\log^{d+1}(1/H))$ suffices for $O(H)$ accuracy of the solution $u$ in the energy norm. To get this level of accuracy, we do not need the information of the right-hand side in constructing $V_H$, and we do not need to solve the fine scale bubble part $u^b$.

We will perform numerical experiments in the next section to demonstrate the importance of using bubble parts for achieving the nearly exponential accuracy.

Remark 3.9. We can also add some spatial adaptivity to the implementation of this method. In (3.5), we are essentially using the approximation property of the singular vectors of $R_e$:

$$\min_{\tilde{v}_e \in W_{e,m}} \|R_e v - \tilde{v}_e\|_{H^{1/2}(\epsilon)} \leq \lambda_{e,m} \|v\|_{H^1(\omega_e)}.$$

The local error indicator is $e_e = \lambda_{e,m} \|v\|_{H^1(\omega_e)}$. Now, we can choose not to use the analytic upper bound of $\lambda_{e,m}$ in (3.4) directly; instead, we do SVD of $R_e$ and truncate the spectrum to a desired $m_e$ such that $\lambda_{e,m_e}$ is below some threshold of accuracy. In this way, we can control the local approximation errors on different edges adaptively. This approach has been adopted in [19]. Naturally, it leads to a
different number of basis functions $m_e$ for each edge $e$. The final accuracy will be of order $(\max_{e \in E} \lambda_{e,m_e}) \| \tilde{f} \|_{L^2(\Omega)}$ according to the proof of Proposition 3.4. Thus, we are able to achieve an overall accuracy that is adaptive to $\lambda_{e,m_e}$ in the local error indicator. This adaptivity can be very helpful from a practical point of view: when $a(x)$ is smooth in some local region, we expect $\lambda_{e,m_e}$ to be smaller than the corresponding $\lambda_{e,m_e}$ in the region where $a(x)$ is rough, so the number of basis functions in the region where $a(x)$ is smooth can be reduced. Therefore, our method not only provably handles the rough coefficients, but can also adapt to the local smoothness of the coefficients. This explains the adaptive nature of our edge basis functions.

3.2. Connection to Existing Works. In this subsection, we discuss the connection of our method to existing works. The compactness property of $a$-harmonic functions in Theorem 3.1 is motivated by the work [2], where the compactness of a restriction operator of $a$-harmonic functions on concentric regions is studied and nearly exponential decay of singular values is established.

According to the discussion at the beginning of this section, we can interpret our method as choosing $\epsilon_e$ to depend on the norm $\| u_{\omega_e}^b \|_{H^1(\omega_e)}$. More precisely, we set $\epsilon_e = \delta_e \| u_{\omega_e}^b \|_{H^1(\omega_e)}$ for some small $\delta_e$ and seek for a space $V_{H,e}$ such that

$$\min_{\tilde{v}_e \in V_{H,e}} \| P_e (u - I_H u) - \tilde{v}_e \|_{H^{1/2}(e)} \leq \delta_e \| u_{\omega_e}^b \|_{H^1(\omega_e)}.$$ 

In such a setting, the optimal way of getting a small $\delta_e$ is to do SVD for the operator $R_e$ with domain $(U(\omega_e), \| \cdot \|_{H^1(\omega_e)})$. The oversampling bubble part can also be readily identified by using the decomposition (3.3).

It is possible to use other norms in $\omega_e$. For example, in the work [19], the norm being used is

$$\| v \|_{\omega_e}^2 := \int_{\omega_e} \left( a |\nabla v_{\omega_e}^b|^2 + (v_{\omega_e}^b)^2 + |\nabla \cdot (a \nabla v)|^2 \right),$$

for any $v \in H^1(\omega_e)$. For such a choice, they target at finding a space $V_{H,e}$ so that

$$\min_{\tilde{v}_e \in V_{H,e}} \| P_e (u - I_H u) - \tilde{v}_e \|_{H^{1/2}(e)} \leq \delta_e \| u \|_{\omega_e},$$

for some small $\delta_e$. In this case, a different operator involving the norm $\| \cdot \|_{\omega_e}$ will be defined, and the corresponding SVD needs to be performed.

Nevertheless, we believe that the choice $\| u_{\omega_e}^b \|_{H^1(\omega_e)}$ in this paper is the most natural one that can lead to nearly exponential convergence. It makes the fact explicit that adding an oversampling bubble term $P_e (u_{\omega_e}^b - I_H u_{\omega_e}^b)$ can guarantee the exponential accuracy in theory. This fact is not apparent using the norm $\| \cdot \|_{\omega_e}$. Indeed, the method in [19] does not lead to a perfect nearly exponential accuracy because the information of $f$ is not incorporated into the construction of edge basis functions.

3.3. Proof of the Nearly Exponential Accuracy. In this subsection, we prove the main results of this section, Theorem 3.1 and Proposition 3.3. They both contain statements for every edge $e \in E_H$. For interior edges and edges connected to the boundary, the treatments will be slightly different. We present the results for interior edges first, and then for edges connected to the boundary.

In both cases, we will begin with two useful lemmas. The first lemma gives an upper bound for $\| P_e (v - I_H v) \|_{H^{1/2}(e)}$ by some norm of $v$ in a larger domain that
contains $e$. The second lemma demonstrates the decay of singular values of a specific restriction operator acting on $a$-harmonic functions; this lemma appeared first in Theorem 3.3 of [2].

3.3.1. Interior Edges. For an interior edge $e$, the oversampling region $\omega_e$ contains $e$ strictly in the interior. This fact yields the major difference between proofs for interior edges and edges connected to the boundary. The latter case follows a similar argument, and the corresponding proofs will be presented in Subsection 3.3.2.

First of all, we discuss some geometric relation between $e$ and $\omega_e$ that will be needed in our analysis; Figure 3.2 illustrates our ideas for a uniform quadrilateral mesh, and for more general shape regular mesh the same construction holds. For each interior edge $e$, there exists two concentric rectangles $\omega \subset \omega^* \subset \omega_e$. Namely the center $m_e$ is the center of gravity of $\omega$ and $\omega^*$. We require $\omega^* \cap \partial \Omega = \emptyset$. Moreover, one side of $\omega$ and $\omega^*$ should be parallel to $e$. We introduce three parameters $l_1, l_2, l_3$ to specify and describe the geometry:

1. With respect to the center $m_e$, the two rectangles $\omega$ and $\omega^*$ are scaling equivalent, such that there exists $l_1 > 1$, $\omega^* - m_e = l_1 \cdot (\omega - m_e)$. For our choice of $\omega_e$, the parameter $l_1$ can be selected to only depend on $c_0$ and $c_1$ in Subsection 2.1.1. Here we use the notation that $t \cdot X := \{tx : x \in X\}$ for a set $X$ and a scalar $t$.

2. The ratio of $\omega$’s larger side length over the smaller side length is bounded by a uniform constant $l_2 > 1$ that depends on $c_0$ and $c_1$ only.

3. There is a constant $l_3 > 1$ depending on $c_0$ and $c_1$ only such that $l_3 \cdot e \subset \omega$. We note that $l_1, l_2, l_3$ are universal constants for all interior edges. All three parameters depend on $c_0, c_1$ only.

Given the geometric relation, our first lemma is to bound $\| P_e (v - I_H v) \|_{H^{1/2}(\omega)}$ by some norm of $v$ in $\omega$, for $v \in H^1(\omega)$ and $\nabla \cdot (a \nabla v) \in L^2(\omega)$; see Lemma 3.10 below.

**Lemma 3.10.** There exists a constant $C$ dependent on $c_0, c_1, a_{\min}, a_{\max}$ such that the following estimate holds:

\[
(3.9) \quad \| P_e (v - I_H v) \|_{H^{1/2}(\omega)} \leq C \left( \|v\|_{H^1(\omega)} + H \| \nabla \cdot (a \nabla v) \|_{L^2(\omega)} \right),
\]

for all $v \in H^1(\omega)$ and $\nabla \cdot (a \nabla v) \in L^2(\omega)$.

**Proof.** By construction, $l_3 \cdot e \subset \omega$. We rescale the domain such that $e = [-1, 1]$. Then $l_3 \cdot e = [-l_3, l_3] \subset \omega$ and $m_e = 0$ is the center of gravity of the rescaled $\omega$. Since the ratio of $\omega$’s larger side length over the smaller side length is bounded by $l_2$, we
According to the proof of Proposition 2.2, we have

\[ \omega' := [-l_3, l_3] \times [-l_3, l_3] \subset \omega. \]

For the rescaled domain, it suffices to prove

\[ \|P_e(v - I_H v)\|_{H^{1/2}(e)} \leq C \left( \|v\|_{H^{1/2}(\omega')} + \|\nabla \cdot (a \nabla v)\|_{L^2(\omega')} \right), \]

for a constant \( C \) dependent on \( c_0, c_1, a_{\min}, a_{\max} \), where we have utilized the different scaling property of different norms. We will omit \( P_e \) in the following when there is no confusion. To prove (3.10), first, we use Theorem 8.22 in [18] to get a Hölder estimate of \( v \):

\[ \|v\|_{C^\alpha(e)} \leq C \left( \|v\|_{L^2(\omega')} + \|\nabla \cdot (a \nabla v)\|_{L^2(\omega')} \right), \]

where \( \|v\|_{C^\alpha(e)} = \|v\|_{L^\infty(e)} + |v|_{C^\alpha(e)} \) such that \( |v|_{C^\alpha(e)} \) is the semi-\( C^\alpha \) norm:

\[ |v|_{C^\alpha(e)} := \sup_{x,y \in e} \frac{|v(x) - v(y)|}{|x-y|^\alpha}. \]

The parameters \( 0 < \alpha < 1 \) and \( C \) are only dependent on the contrast of the coefficients \( a \) and \( c_0, c_1 \). Our scaling argument is valid since a scaling transformation will not change the contrast of the coefficient \( a \).

Because \( I_H v \) is a linear function, it is in \( C^1(e) \). We can bound \( \|v - I_H v\|_{L^\infty(e)} \leq 2 \|v\|_{L^\infty(e)} \) and

\[ |v - I_H v|_{C^\alpha(e)} \leq |v|_{C^\alpha(e)} + |I_H v|_{C^\alpha(e)} \leq |v|_{C^\alpha(e)} + 2^{2-\alpha} \|v\|_{L^\infty(e)} \]

where we have used the fact that

\[ |I_H v|_{C^\alpha(e)} \leq |v(1) - v(-1)| \sup_{x,y \in e} |x-y|^{1-\alpha} \leq 2^{2-\alpha} \|v\|_{L^\infty(e)}. \]

We will use the Hölder estimate of \( v - I_H v \) on \( e \) to prove (3.10). Because the \( H^{1/2}(e) \) norm and \( H^{1/2}_{00}(e) \) are equivalent, we work on the \( H^{1/2}_{00}(e) \) norm. Let \( w = v - I_H v \). According to the proof of Proposition 2.2, we have

\[ \|w\|^2_{H^{1/2}_{00}(e)} = \int_e |w(x)|^2 \, dx + \int_e \int_e \frac{|w(x) - w(y)|^2}{|x-y|^2} \, dx \, dy + \int_e \frac{|w(x)|^2}{\text{dist}(x, \partial e)} \, dx. \]

The first term on the right-hand side of (3.13) is bounded by the third term, so we only need to upper bound the second and third terms. For the second term, we have

\[ \int_e \int_e \frac{|w(x) - w(y)|^2}{|x-y|^2} \, dx \, dy = \int_{-1}^1 \int_{-1}^1 \frac{|w(x) - w(y)|^2}{|x-y|^2} \, dx \, dy \]

\[ \leq 4 \|w\|^2_{C^\alpha(e)} \]

\[ \leq C \left( |v|_{C^\alpha(e)} + \|v\|_{L^\infty(e)} \right) \]

\[ \leq C \left( \|v\|_{L^2(\omega')} + \|\nabla \cdot (a \nabla v)\|_{L^2(\omega')} \right), \]

where \( C \) is a constant dependent on \( \alpha, a_{\min}, a_{\max} \) and we have used (3.11) and (3.12) in the last two inequalities. The constant \( C \) can vary from line to line. For the third
term in (3.13), we have
\[ \int_{\omega} |w(x)|^2 \, dx = \int_{-1}^0 \left| w(x) - w(-1) \right|^2 \, dx + \int_{1}^0 \left| w(x) - w(1) \right|^2 \, dx \]
\[ \leq |w|_{C^{\alpha}(e)}^2 \left( \int_{-1}^0 |x + 1|^{2\alpha-1} \, dx + \int_{1}^0 |x - 1|^{2\alpha-1} \, dx \right) \]
\[ \leq C |w|_{C^{\alpha}(e)}^2 \]
\[ \leq C \left( \|v\|_{L^2(\omega)}^2 + \|\nabla \cdot (a\nabla v)\|_{L^2(\omega)}^2 \right), \]
for some $C$ dependent on $\alpha, a_{\text{min}}, a_{\text{max}}$. Combining the estimates for these two terms, we arrive at
\[ \|w\|_{H^{1/2}(\omega)} \leq C \left( \|v\|_{L^2(\omega)}^2 + \|\nabla \cdot (a\nabla v)\|_{L^2(\omega)}^2 \right), \]
for some $C$ dependent on $c_0, c_1, a_{\text{min}}, a_{\text{max}}$. The proof is completed.

The second lemma is about the decay of singular values of a restriction operator acting on $a$-harmonic functions. Following a similar notation in Subsection 3.1.1, we use $U(\omega^*)$ and $U(\omega)$ for the space of $a$-harmonic functions in $\omega^*$ and $\omega$ modulus a constant, respectively. We write $(U(\omega^*), \| \cdot \|_{H^1(\omega^*)})$ and $(U(\omega), \| \cdot \|_{H^1(\omega)})$ to be the corresponding spaces modulus a constant and equipped with the energy norm. The restriction operator is defined as
\begin{equation}
P_\omega : (U(\omega^*), \| \cdot \|_{H^1(\omega^*)}) \to (U(\omega), \| \cdot \|_{H^1(\omega)}),
\end{equation}
such that $P_\omega u(x) = u(x)$ for $u \in (U(\omega^*), \| \cdot \|_{H^1(\omega^*)})$ and $x \in \omega$. Though not written explicitly, we should have in mind that $\omega$ and $\omega^*$ are associated with the interior edge $e$.

**Lemma 3.11.** For each interior edge $e$, the operator $P_\omega$ is bounded and compact. Let the pairs of left singular vectors and singular values of $P_\omega$ be $\{v_{e,m}, \mu_{e,m}\}_{m \in \mathbb{N}}$ and the sequence $\{\mu_{e,m}\}_{m \in \mathbb{N}}$ is in a descending order. Then for any $\epsilon > 0$, there exists an $N_\epsilon > 0$, such that for all $m > N_\epsilon$, it holds that
\begin{equation}
\mu_{e,m} \leq \exp \left( -m^{\frac{1}{d+1}} \epsilon \right),
\end{equation}
where $N_\epsilon$ depends on $d, a_{\text{min}}, a_{\text{max}}, c_0$ and $c_1$.

Therefore, if we set $\Phi_{e,m} = \text{span} \{v_{e,k}\}_{k=1}^{m-1}$ for some $m > N_\epsilon$, then we have
\begin{equation}
\min_{\chi \in \Phi_{e,m}} \| P_\omega v - \chi \|_{H^1(\omega)} \leq \exp \left( -m^{\frac{1}{d+1}} \epsilon \right) \|v\|_{H^1(\omega^*)},
\end{equation}
for any $v \in (U(\omega^*), \| \cdot \|_{H^1(\omega^*)})$.

Lemma 3.11 is a generalization of Theorem 3.3 in [2] into cases where $\omega$ is no longer a cube but a shape regular rectangle. The result remains valid and the proof remains the same, where essentially we use the renowned Caccioppoli inequality and iteration arguments to obtain the quantification of such a compact embedding.

Now, with Lemma 3.10 and Lemma 3.11 in mind, we will prove Theorem 3.1 and Proposition 3.3 below.

**Proof of Theorem 3.1.** First, we use Lemma 3.11 to get an $m - 1$ dimensional space $\Phi_{e,m} \subset U(\omega)$, such that for any $v \in U(\omega^*)$, we have
\begin{equation}
\min_{\chi \in \Phi_{e,m}} \| P_\omega v - \chi \|_{H^1(\omega)} \leq \exp \left( -m^{\frac{1}{d+1}} \epsilon \right) \|v\|_{H^1(\omega^*)},
\end{equation}
Combined with the fact that $\omega^{*} \subset \omega_{e}$, we get that for any $v \in U(\omega_{e})$, it holds

\begin{equation}
\min_{\chi \in \Phi_{e,m}} \| P_{e} v - \chi \|_{H^{1}_{e}(\omega)} \leq \exp \left( -m(\frac{1}{\pi} - \epsilon) \right) \| v \|_{H^{1}_{e}(\omega_{e})} .
\end{equation}

Setting $v = P_{e} v - \chi$ in Lemma 3.10 leads to

\begin{equation}
\| P_{e} ((P_{e} v - \chi) - I_{H}(P_{e} v - \chi)) \|_{H^{1/2}(\epsilon)} \leq C \| P_{e} v - \chi \|_{H^{1}_{e}(\omega)} ,
\end{equation}

where we have used the fact that $P_{e} v - \chi$ is $a$-harmonic in $\omega$. We also have the relation

\begin{equation}
P_{e} ((P_{e} v - \chi) - I_{H}(P_{e} v - \chi)) = P_{e} (v - I_{H} v) - P_{e} (\chi - I_{H} \chi) = R_{e} v - P_{e} (\chi - I_{H} \chi) .
\end{equation}

Let $W_{e,m} = P_{e}(\Phi_{e,m} - I_{H}\Phi_{e,m}) \subset H^{1/2}_{00}(\epsilon)$. Combining (3.18), (3.19) and (3.20), we get

\begin{equation}
\min_{w \in W_{e,m}} \| R_{e} v - w \|_{H^{1/2}(\epsilon)} \leq C \exp \left( -m(\frac{1}{\pi} - \epsilon) \right) \| v \|_{H^{1}_{e}(\omega_{e})} ,
\end{equation}

for all $m > N_{e}$, where $C$ depends on $c_{0}, c_{1}, a_{\min}, a_{\max}$. This implies the upper bound of the singular values of $R_{e}$:

\begin{equation}
\lambda_{e}^{m} \leq C \exp \left( -m(\frac{1}{\pi} - \epsilon) \right) .
\end{equation}

The proof is completed.

Then, we present the proof for Proposition 3.3.

**Proof of Proposition 3.3.** Taking $v = u_{\omega_{e}}^{b}$ in Lemma 3.10, we get

\begin{equation}
\| P_{e} (u_{\omega_{e}}^{b} - I_{H} u_{\omega_{e}}^{b}) \|_{H^{1/2}(\epsilon)} \leq C \left( \| u_{\omega_{e}}^{b} \|_{H^{1}_{e}(\omega_{e})} + H \| f \|_{L^{2}(\omega_{e})} \right) .
\end{equation}

The proof is completed by using the elliptic estimate $\| u_{\omega_{e}}^{b} \|_{H^{1}_{e}(\omega_{e})} \leq CH \| f \|_{L^{2}(\omega_{e})}$ and the fact $\omega \subset \omega_{e}$.

**3.3.2. Edges Connected to Boundary.** For an edge connected to the boundary, i.e. $e \cap \partial \Omega \neq \emptyset$, we have a different geometric relation between $e$ and $\omega_{e}$; see the right one in Figure 3.2. For this edge, we have that $e \cap \partial \Omega = \{ p_{e} \}$ is a single point. There exists two rectangles $\omega \subset \omega^{*}$, such that $e \subset \omega \subset \omega^{*} \subset \omega_{e}$. One side of $\omega$ and $\omega^{*}$ is parallel to $e$. We require (1) $\partial \omega^{*}$ only intersects with $\partial \Omega$ on one of the four edges of the latter; (2) $p_{e}$ is the center of gravity of $\partial \omega \cap \partial \Omega$ and $\partial \omega^{*} \cap \partial \Omega$. We introduce three parameters $l_{4}, l_{5}, l_{6}$ to specify and describe the geometry:

1. With respect to the center $p_{e}$, the two rectangles $\omega$ and $\omega^{*}$ are scaling equivalent, such that there exists $l_{4} > 1$, $\omega^{*} - p_{e} = l_{4} \cdot (\omega - p_{e})$. For our choice of $\omega_{e}$, the parameter $l_{4}$ can be selected to only depend on $c_{0}$ and $c_{1}$ in Subsection 2.1.1.
2. The ratio of $\omega$'s larger side length over the smaller side length is bounded by a uniform constant $l_{5} > 1$ that depends on $c_{0}$ and $c_{1}$ only.
3. There is a constant $l_{6} > 1$ depending on $c_{0}$ and $c_{1}$ only such that $l_{6} \cdot e \subset \omega$.

We note that $l_{4}, l_{5}, l_{6}$ are universal constants for all edges connected to the boundary. All three parameters depend on $c_{0}, c_{1}$ only.

As in the last section, we have two lemmas that are needed in the proof of the theorem. The first lemma is the same as Lemma 3.10, which also applies for edges
connected to the boundary due to the global H"older estimate in Theorem 8.29 of [18]. The second lemma is similar to Lemma 3.11, while here we define \( U(\omega^*) \) and \( U(\omega) \) to be the spaces of \( \alpha \)-harmonic functions in \( \omega^* \) and \( \omega \) that vanish at \( \omega^* \cap \partial \Omega \) and \( \omega \cap \partial \Omega \), respectively. The restriction operator follows the same definition as (3.14). Regarding its singular values, we have the following lemma:

**Lemma 3.12.** For each edge \( e \) connected to boundary, the operator \( P_\omega \) is bounded and compact. Let the pairs of left singular vectors and singular values of \( P_\omega \) be \( \{v_{e,m}, \mu_{e,m}\}_{m \in \mathbb{N}} \) and the sequence \( \{\mu_{e,m}\}_{m \in \mathbb{N}} \) is in a descending order. Then for any \( \epsilon > 0 \), there exists an \( N_\epsilon > 0 \), such that for all \( m > N_\epsilon \), it holds that

\[
\mu_{e,m} \leq \exp \left( -m(\frac{d+1}{2\pi r^2} - \epsilon) \right),
\]

where \( N_\epsilon \) depends on \( d, a_{\text{min}}, a_{\text{max}}, c_0 \) and \( c_1 \).

Therefore, if we set \( \Phi_{e,m} = \text{span} \{v_{e,k}\}_{k=1}^{m-1} \) for some \( m > N_\epsilon \), then we have

\[
\min_{\chi \in \Phi_{e,m}} \|P_\omega v - \chi\|_{H^2_\omega(\omega)} \leq \exp \left( -m(\frac{d+1}{2\pi r^2} - \epsilon) \right) \|v\|_{H^2_\omega(\omega^*)},
\]

for any \( v \in (U(\omega^*), \| \cdot \|_{H^2_\omega(\omega^*)}) \).

Lemma 3.12 is a generalization of Theorem 3.7 in [2] into cases where \( \omega \) is no longer a cube but a shape regular rectangle and the boundary condition is of Dirichlet’s type. The result remains valid and the proof remains the same; the key steps are Caccioppoli inequality and iteration arguments, which lead to a quantitative estimate of this compact embedding. Combining Lemma 3.10 and Lemma 3.12 concludes the proof for the boundary part; the argument is the same as that in the proof for the interior edges.

4. Numerical Experiments. In this section, we conduct numerical experiments to validate our theoretical analysis and demonstrate the effectiveness of our method. We will test three representative examples of the coefficient \( a(x) \): (1) with multiple scales; (2) drawn from random Gaussian field with no scale separation; (3) with high contrast.

4.1. Three Choices in the Algorithm. There can be different choices in our algorithm, depending on whether the bubble part \( u^b \) is computed, and whether the oversampling bubble part \( P_e(u^b_{\omega^e} - I_H u^b_{\omega^e}) \) is incorporated into the edge basis functions. We mainly focus on the following three choices. Here, we use \( H \) to denote the coarse mesh size and \( m \) is the number of left singular vectors of \( R_e \) that are used in constructing edge basis functions. We choose \( m \) to be the same for every edge \( e \in \mathcal{E}_H \).

1. In the first choice, we compute the Galerkin solution without using \( P_e(u^b_{\omega^e} - I_H u^b_{\omega^e}) \) in the edge basis functions. Moreover, \( u^b \) is not computed. The solution depends on \( H \) and \( m \), and is denoted by \( u_{H,m}^{(1)} \). Theoretically, we expect \( m = O(\log^{d+1}(1/H)) \) leads to \( O(H) \) solution accuracy in the energy norm; see Remark 3.8.

2. In the second choice, we further compute the bubble part \( u^b \), and add it to \( u_{H,m}^{(1)} \) to get \( u_{H,m}^{(2)} = u_{H,m}^{(1)} + u^b \). This reveals one of the benefits of our energy orthogonal design, namely the fine scale component \( u^b \) is easy to compute. Our theory in Remark 3.6 implies that we would still get the same rate as \( u_{H,m}^{(1)} \) in the upper bound of the accuracy. However, we will demonstrate that \( u_{H,m}^{(2)} \) does lead to much better numerical accuracy compared to \( u_{H,m}^{(1)} \), while the additional computational complexity is negligible.
3. In the third choice, we compute \( P_e (u^b_e - I_H u^b_e) \) and incorporate it into the edge basis functions on \( e \). We also compute the bubble part \( u^b \) and add it to the Galerkin solution. The final solution is denoted by \( u^{(3)}_{H,m} \). Our theory in Remark 3.6 implies that we should get a nearly exponentially decaying approximation error with respect to \( m \). We test its numerical performance when different kinds of \( a(x) \) are present.

In all the numerical examples, we consider the elliptic problem with homogeneous boundary condition in the domain \( \Omega = [0,1] \times [0,1] \).

\[
\begin{aligned}
-\nabla \cdot (a \nabla u) &= f, & \text{in } \Omega \\
 u &= 0, & \text{on } \partial \Omega.
\end{aligned}
\]

We discretize the domain by a uniform two-level quadrilateral mesh; see a fraction of this mesh in Figure 4.1, where we also show an edge \( e \) and its oversampling domain \( \omega_e \) in solid lines.

![Two level mesh: a fraction](image)

The fine mesh is of size \( h = 1/1024 \), which is fine enough to resolve the fine scale information of \( a(x) \). The reference solution \( u_{ref} \) is computed using the classical FEM on the fine mesh. Since \( h \) is small, we will treat \( u_{ref} \) as the ground truth \( u \). The accuracy of our solutions \( u^{(k)}_{H,m}, k = 1, 2, 3 \) is computed by comparing them with the reference solution \( u_{ref} \) on the fine mesh. The accuracy will be measured both in the \( L^2 \) norm and energy norm. They depend on the mesh size \( H \), the number of enrichment basis functions \( m \), the coefficient \( a \) and the right-hand side \( f \). We use the notation below:

\[
\begin{aligned}
 e_{L^2}^{(k)} (H, m, a, f) &= \frac{\| u_{ref} - u^{(k)}_{H,m} \|_{L^2(\Omega)}}{\| u_{ref} \|_{L^2(\Omega)}} , \\
e_{\mathcal{E}}^{(k)} (H, m, a, f) &= \frac{\| u_{ref} - u^{(k)}_{H,m} \|_{H^1_0(\Omega)}}{\| u_{ref} \|_{H^1_0(\Omega)}} .
\end{aligned}
\]

We will vary these parameters to test the convergence behavior of our method. We start with a detailed implementation of the algorithm in the next subsection.

**4.2. Implementation of Our Algorithm.** In this subsection, we outline the implementation of our algorithm for computing \( u^{(k)}_{H,m}, k = 1, 2, 3 \). We consider the setting that for a given \( a \) we want to solve the equation with multiple \( f \). In such a scenario, for the sake of efficiency, steps that are independent of \( f \) will be computed.
offline and only be implemented once. Steps that are adaptive to \( f \) will be put online and need to be implemented every time with a new \( f \).

### 4.2.1. Offline Stage

We start with the offline stage. The steps are outlined in order below.

1. For each element of the coarse mesh \( T \in T_H \), we build the local stiffness matrix for the local elliptic problem with Dirichlet’s boundary condition. We can use this matrix to solve the local elliptic equation with arbitrary Dirichlet’s boundary data effectively. Specifically, we can do \( \alpha \)-harmonic extension of functions on edges to elements.

2. For each oversampling domain \( \omega_e \), we build the local stiffness matrix for the elliptic problem in \( \omega_e \) with Dirichlet’s boundary condition, repeating the last step with \( T \) replaced by \( \omega_e \).

3. For each edge \( e \) and its oversampling domain \( \omega_e \), we build the matrix version of the operator \( R_e \). Theoretically, the domain of \( R_e \) comprises \( \alpha \)-harmonic functions in \( \omega_e \); they are fully determined by their trace on \( \partial \omega_e \). Numerically, our matrix version of \( R_e \), when viewed as a linear mapping, maps Dirichlet’s boundary data on \( \partial \omega_e \) to the image of \( R_e \) on \( e \).

4. After we discretize the corresponding norms in the domain and image of \( R_e \), the SVD problem for \( R_e \) transforms to a generalized eigenvalue problem for the discrete matrices. We use standard algorithms (in this paper, we use MATLAB’s default \( \text{eig}(A,B) \)) to get the top-\( m \) singular vectors. Together with the interpolation part, their \( \alpha \)-harmonic extensions constitute the basis functions that will be used in the Galerkin method.

5. Using the basis functions, we assembly the corresponding global stiffness matrix by running over each element.

**Remark 4.1.** The main computational cost in the offline line is step 4: the construction of edge basis functions. It requires us to compute the first \( m \) singular vectors of \( R_e \) corresponding to the \( m \) largest singular values. Any fast algorithm of SVD can be employed here. In our implementation, we have used the simple MATLAB’s default functions. It is also possible to use tools in randomized numerical linear algebra, such as the randomized SVD to obtain efficient computation of these \( m \) most significant singular vectors; see for example the works \([8, 9]\). As mentioned in Remark 3.9, we can also choose a different number of edge basis functions, say \( m_e \), for each edge \( e \). The final accuracy of the solution \( u^{(3)}_{H,m} \) will be of order \( (\max_{e \in E} \lambda_{e,m_e}) ||f||_{L^2(\Omega)} \) where \( \lambda_{e,m_e} \) is the \( m_e \)-th singular value of \( R_e \). We have an analytic bound

\[
\lambda_{e,m_e} \leq C \exp \left( -m_e^{\left( \frac{1}{d+1} - \epsilon \right)} \right)
\]

due to Theorem 3.1, so \( O(\log^{d+1}(1/H)) \) number of basis functions for each edge would be sufficient to achieve \( O(H) \) accuracy. Nevertheless, in our numerical experiments, we found that a small number of basis functions have shown very good accuracy already. The nearly exponential decay is also observed in all our numerical experiments.

### 4.2.2. Online Stage

The online stages consists of the following steps. We put a bracket at the end of each step to indicate for which \( k \) this step is needed.

1. Compute the bubble part \( u^b \) using the local stiffness matrix in each \( T \) built offline. \((k = 2, 3)\)

2. Compute the oversampling bubble part \( u^b_{\omega_e} \) using the local stiffness matrix in each \( \omega_e \) built offline. Use the boundary data \( P_e(u^b_{\omega_e} - I_H u^b_{\omega_e}) \) on each \( e \)
to perform the $a$-harmonic extension; this leads to a basis function adaptive to $f$ for each $e$. Combine these new basis functions with those built offline to assemble an updated global stiffness matrix. Since we have computed an old stiffness matrix for the offline basis functions, we only need to incorporate the additional parts introduced by the new basis functions. ($k = 3$)

3. Compute the Galerkin solution using $f$ and the global stiffness matrix. ($k = 1, 2, 3$)

4. Add the bubble part computed in the first step to the Galerkin solution. ($k = 2, 3$)

We test our algorithm for three examples in the next subsections.

4.3. An Example with Multiple Spatial Scales. In the first example, we choose $a(x)$ with five scales as follows:

$$a(x) = \frac{1}{6} \left( \frac{1.1 + \sin \left( \frac{2\pi x_1}{\epsilon_1} \right)}{1.1 + \sin \left( \frac{2\pi x_2}{\epsilon_1} \right)} + \frac{1.1 + \sin \left( \frac{2\pi x_2}{\epsilon_2} \right)}{1.1 + \sin \left( \frac{2\pi x_1}{\epsilon_2} \right)} + \frac{1.1 + \cos \left( \frac{2\pi x_1}{\epsilon_3} \right)}{1.1 + \sin \left( \frac{2\pi x_2}{\epsilon_3} \right)} + \frac{1.1 + \cos \left( \frac{2\pi x_2}{\epsilon_4} \right)}{1.1 + \sin \left( \frac{2\pi x_1}{\epsilon_4} \right)} + \frac{1.1 + \cos \left( \frac{2\pi x_1}{\epsilon_5} \right)}{1.1 + \sin \left( \frac{2\pi x_2}{\epsilon_5} \right)} + \sin \left( 4x_1^2 x_2^2 \right) + 1 \right),$$

where $\epsilon_1 = 1/5$, $\epsilon_2 = 1/13$, $\epsilon_3 = 1/17$, $\epsilon_4 = 1/31$, $\epsilon_5 = 1/65$. We set $f = -1$.

First, we test the convergence with respect to $H$. We compute $u_{H,m}^{(1)}$ for $m = 0, 1, 2$ and $H = 1/2^l$ where $l = 3, 4, 5, 6, 7$. The energy and $L^2$ errors are shown in Figure 4.2. We remark that $m = 0$ corresponds to the vanilla MsFEM. We observe from Figure 4.2 that the vanilla MsFEM does not lead to convergence of errors. However, if we set $m = 2$, then we can identify a roughly $O(H)$ tendency in the energy error and an $O(H^2)$ accuracy in the $L^2$ norm. This implies our edge basis functions can correctly capture the multiscale behavior of the solution. In addition, we observe that increasing $m$ may be more efficient than decreasing $H$.

Next, we fix $H = 1/32$ and vary $m$ from 1 to 7 to compute $u_{H,m}^{(k)}$, $k = 1, 2, 3$. The results are illustrated in Figure 4.3. We observe a desired nearly exponential
functions used for computing $u_{H,m}^{(3)}$. Without using bubble parts, the error for $u_{H,m}^{(1)}$ saturates after $m \geq 3$. Moreover, after adding $u^k$, the solution $u_{H,m}^{(2)}$ achieves a much better accuracy compared to $u_{H,m}^{(1)}$. This demonstrates the benefits of our energy orthogonal design. Even without the oversampling bubble part, we can still get very accurate approximation. Because the additional computational cost for $u_{H,m}^{(2)}$ compared to $u_{H,m}^{(1)}$ is negligible, this result tells us that we should always compute the bubble part if we could. In the subsequent examples, we will omit the case $k = 1$, and mainly investigate the performance of $k = 2, 3$.

![Figure 4.3](image)

**Fig. 4.3. Example 1.** The coefficient $a$ has multiple scales, $f = -1$, $H = 1/32$, and $k = 1, 2, 3$; left: energy error w.r.t. $m$; right: $L^2$ error w.r.t. $m$.

We remark that in our uniform coarse mesh, there are $2/H \cdot (1/H - 1)$ coarse edges and $(1/H - 1)^2$ interior nodes, if $1/H$ is an integer. Thus, the number of basis functions used for computing $u_{H,m}^{(1)}, u_{H,m}^{(2)}$, is $2/H \cdot (1/H - 1)m + (1/H - 1)^2$, while for $u_{H,m}^{(3)}$ it is $2/H \cdot (1/H - 1)(m + 1) + (1/H - 1)^2$. Among all these basis functions, $(1/H - 1)^2$ of them belong to the interpolation part and have supports in the union of four elements, while the remaining ones are supported in the union of two elements.

### 4.4. Random Field without Scale Separation.

In the second example, we choose $a(x)$ to be a realization of some random field. More precisely, we set

\begin{equation}
\label{eq:random_field}
a(x) = |\xi(x)| + 0.5,
\end{equation}

where the field $\xi(x)$ satisfies

$$\xi(x) = a_{11} \xi_i, j + a_{21} \xi_{i+1, j} + a_{12} \xi_i, j+1 + a_{22} \xi_{i+1, j+1}, \quad \text{if } x \in \left[\frac{i}{2^7}, \frac{i+1}{2^7}\right) \times \left[\frac{j}{2^7}, \frac{j+1}{2^7}\right).$$

Here, $\{\xi_{i, j}, 0 \leq i, j \leq 2^7\}$ are i.i.d. unit Gaussian random variables. In addition, $a_{11} = (i + 1 - 2^7 x_1)(j + 1 - 2^7 x_2)$, $a_{21} = (2^7 x_1 - i)(j + 1 - 2^7 x_2)$, $a_{12} = (i + 1 - 2^7 x_1)(2^7 x_2 - j)$, $a_{22} = (2^7 x_1 - i)(2^7 x_2 - j)$ are interpolating coefficients to make $\xi(x)$ piecewise linear. Generally, a typical realization of the field $a(x)$ is rough and of no scale separation.

We choose the same right-hand side $f = -1$. For a single realization of $a(x)$, we compute $u_{H,m}^{(k)}$ for $k = 2, 3$. As before, we fix $H = 1/32$ and vary $m$ from 1 to 7.
The errors are output in Figure 4.4. For this example, we observe that both \( k = 2 \) and \( k = 3 \) yield nearly exponential decay of approximation errors with respect to \( m \). Using \( k = 2 \) can already be very efficient, although theoretically we only get an \( O(H) \) upper bound for the accuracy.

**4.5. An Example with High Contrast Channels.** In the third example, we consider an \( a(x) \) with high contrast channels. Let

\[
X := \{(x_1, x_2) \in [0, 1]^2, x_1, x_2 \in \{0.2, 0.3, ..., 0.8\}\} \subset [0, 1]^2,
\]

and the coefficient is defined as

\[
a(x) = \begin{cases} 
1, & \text{if dist}(x, X) \geq 0.025 \\
M, & \text{else}.
\end{cases}
\]

Here, \( M \) is a parameter controlling the contrast. We visualize \( \log_{10} a(x) \) in Figure 4.5 for \( M = 10^4 \).

For this high contrast media, we test the performance of \( u^{(k)}_{H,m} \) for \( k = 2, 3 \) in the following. We use a non-constant right-hand side \( f(x) = x_1^4 - x_2^3 + 1 \). The contrast \( M \) is set to be \( 2^{10}, 2^{14} \) respectively. The coarse mesh size is \( H = 1/32 \) and we vary \( m = 1, 2, ..., 7 \). We present the energy errors and \( L^2 \) errors of the solution in Figures 4.6 and 4.7.

We observe a contrast independent error decay: our method demonstrates some robustness with respect to high contrast in \( a(x) \). We believe the reason could be that every step in the algorithm is adaptive to \( a(x) \), for example, the singular value decay of the operator \( R_e \) would have some robustness regarding high contrasts in \( a(x) \) because both of the norms in the domain and image of this operator is \( a(x) \)-weighted. We leave the theoretical analysis of deriving an \( a(x) \)-adapted estimates for future study.

**5. Concluding Remarks.** In this section, we summarize the main findings of this paper, provide several relevant discussions and generalizations, and draw our conclusions accordingly.
Example 3. The coefficient has high contrasts. The contour of $\log_{10} a(x)$ for $M = 10^4$.

Fig. 4.5. Example 3. The coefficient $a$ has high contrast, $f(x) = x_1^4 - x_2^3 + 1$, $H = 1/32$, and $k = 2, 3$. The energy error w.r.t. $m$.

5.1. Summary. In this paper, we developed a multiscale framework to solve second-order linear elliptic PDEs with rough coefficients, extending the previous work [19]. The energy orthogonal decomposition of the solution space into $a$-harmonic parts and bubble parts is the critical component of our approach, leading to distinct treatments for the two components. The bubble part depends on local information of $f$ and can be computed locally and efficiently. The $a$-harmonic part depends entirely on function values on edges, so we use multiscale edge basis functions to approximate it. The initial decomposition, combined with a subsequent coupling of the two components, eventually leads to nearly exponential convergence of the approximation error with respect to degrees of freedom. We provided a rigorous proof of this phenomenon.

5.2. Discussions. The most technical part of the proof lies in the approximation of the coarse scale component. Our coarse scale function $u^b$, being $a$-harmonic
Example 3. The coefficient \( a \) is has high contrast, \( f(x) = x_1^4 - x_2^3 + 1 \), \( H = 1/32 \), and \( k = 2, 3 \). The \( L^2 \) error w.r.t. \( m \).

in each local element, can be approximated with exponential efficiency if some information from the oversampling domains is utilized. We used a result from [2], which is Lemma 3.11 in this paper, to prove this exponential accuracy rigorously. Our numerical experiments validated the theoretical analysis. We observed evidence of a nearly exponential convergence. Compared to the work [2], which can also achieved exponential convergence and relies on a partition of unity for the overlapping domain decomposition, our edge coupling uses a non-overlapping decomposition of the domain. Thus, our local domain and local basis functions would have a smaller length scale, and every single local computation is more efficient. On the other hand, the number of edges is larger than the number of elements so we may get more basis functions. It is of future interest to compare our approach with the one in [2] and to establish a more systematic comparison of algorithms with overlapping and non-overlapping domains. Moreover, both [2] and our work deal with the level of multiscale model reduction. It would be interesting to explore the multilevel structure of the coarse scale space \( V_h \), possibly via a multigrid type of algorithm. The work of Gamblets [29, 30] has achieved this goal, for a different energy orthogonal decomposition of the solution space.

Our current theory does not fully explain the robustness with respect to the contrast of \( a(x) \) that we observed in the experiments. It is of future interest to perform a theoretical analysis of this phenomenon. Intuitively, a guiding principle for designing methods robust to high contrast may be to make every step \( a(x) \)-adaptive. Our approach is indeed \( a(x) \)-adaptive. The \( H^{1/2}(\varepsilon) \) norm and the \( H^1(\omega_e) \) norm used in the SVD both depend on \( a(x) \). We expect an estimate of the decay of singular values that has better scaling regarding the contrast of \( a(x) \).

In Theorem 2.6, the integration of local errors to a global error implies the importance of performing approximation on each edge in the \( H^{1/2}_{\text{bd}}(\varepsilon) \) space. This is one of the main messages that we would like to convey in this paper. We also believe this theorem may lead to broader applications; it provides a general way of coupling errors through local edge approximation. Various ways of local edge approximation can be designed based on this theorem, and the final accuracy will depend on the decay of
the singular values of some related operator, as we have discussed in Subsection 3.2.

5.3. Generalizations of the Method. There can be several natural generalizations of the method in this paper. The first is on the boundary condition. When the problem is posed subject to the homogeneous or non-homogeneous Neumann boundary conditions, we should adapt our energy orthogonal decomposition to these conditions. For example, suppose on the boundary we have \( \frac{\partial u}{\partial n} = g \), where \( n \) is the unit-normal vector at the boundary and \( g \) is a function on \( \partial \Omega \). For an element \( T \) adjacent to the boundary, we will decompose the solution \( u = u^h_T + u^b_T + u^p_T \) where

\[
\begin{aligned}
-\nabla \cdot (a \nabla u^h_T) &= 0, & \text{in } T \\
u^h_T &= u, & \text{on } \partial T \setminus \partial \Omega \\
\frac{\partial u^h_T}{\partial n} &= 0, & \text{on } \partial T \cap \partial \Omega ,
\end{aligned}
\]

(5.1)

The additional, third component \( u^p_T \) is to incorporate the non-homogeneous boundary condition using a particular solution:

\[
\begin{aligned}
-\nabla \cdot (a \nabla u^p_T) &= 0, & \text{in } T \\
u^p_T &= 0, & \text{on } \partial T \setminus \partial \Omega \\
\frac{\partial u^p_T}{\partial n} &= g, & \text{on } \partial T \cap \partial \Omega .
\end{aligned}
\]

(5.2)

Similar to the case of the homogeneous Dirichlet boundary condition, we can approximate the three components separately. Both \( u^b_T \) and \( u^p_T \) can be approximated via local computation, and the \( a \)-harmonic part \( u^h_T \) can be done via a similar oversampling and SVD.

The second natural generalization is to higher dimensions \( d \geq 3 \). In this case, the nodal interpolation part is not enough to localize the approximation onto each edge with co-dimension 1. If we do not use the partition of unity and still use a non-overlapping domain decomposition, we may need to design approximation spaces for all cells with co-dimension 1, 2, ..., \( d \) that constitute the mesh. Indeed, the method in this paper for \( d = 2 \) can be understood as a way of reducing the task of approximation of functions in \( T \) of dimension \( d \), to approximation of functions on edges (of co-dimension 1) and nodes (of co-dimension 2). The enrichment part is designed for the former case, and the interpolation part is for the latter case. For general \( d \), this framework entails us to approximate functions on cells with co-dimension ranging from 1 to \( d \).

5.4. Conclusions. Overall, this paper explores a novel energy orthogonal decomposition of the solution space, which takes advantage of the structural information of the different components, such as the locality in computation (for the bubble part) and the exponentially efficient approximation (for the \( a \)-harmonic part). This is why the overall exponential convergence can be achieved. Furthermore, in our non-overlapping domain decomposition, we build a general framework for edge coupling that can integrate local errors to a guarantee of global accuracy. It is of interest to
extend this methodology beyond the case of ellipticity, namely to other types of PDEs, such as the Helmholtz equation, especially in the high frequency regime. We will explore these possibilities in our subsequent works.
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