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Abstract
In the present paper, we give a systematic study of the correspondence theory of generalized modal algebras and generalized modal spaces, in the spirit of [3, 6]. The special feature of the present paper is that in the proof of the (right-handed) topological Ackermann lemma, the admissible valuations are not the clopen valuations anymore, but values in the set $D_K(X)$ which are only closed and satisfy additional properties, not necessarily open. This situation is significantly different from existing settings using Stone/Priestley-like dualities, where all admissible valuations are clopen valuations.
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1 Introduction

Generalized Boolean algebras are the $(\rightarrow, \land, \lor, T)$-subreducts of Boolean algebras, i.e. its logic counterpart is the $(\neg, \bot)$-free fragment of classical propositional logic. It is first studied by Stone [11]. Our treatment of generalized Boolean algebras follow the spirit of Tarski algebras [1, 2, 3, 4, 5, 6, 7], which are the $(\rightarrow, \lor, T)$-subreducts of Boolean algebras, therefore our treatment can be seen as Tarski algebras with a conjunction.

In [3, 5], some formulas defined in the language of modal Tarski algebras and subordination Tarski algebras are characterized in terms of first-order conditions on the dual modal Tarski spaces or subordination Tarski spaces. We follow their approach to study the correspondence theory for generalized modal algebras (which are the $(\rightarrow, \land, \lor, T, \Box)$-subreducts of modal algebras) and generalized modal spaces.

The present paper aims at obtaining similar but more general results in the setting of generalized modal algebras, using algorithmic correspondence theory [8, 9], which uses an algorithm ALBA to transform an input formula/inequality in the language of certain algebras into its first-order correspondent on the dual topological spaces.
The special feature of the present paper is that in the proof of the right-handed topological Ackermann lemma, the admissible valuations are not the clopen valuations anymore, but values in the set $D_K(X)$ which are only closed and satisfy additional properties, not necessarily open. This situation is significantly different from the Stone/Priestley-like duality settings, where all admissible valuations are clopen valuations. The present work can also be taken as a step towards correspondence theory for logics which are not based on bounded algebras.

The paper is organized as follows: Section 2 gives the preliminaries on generalized modal algebras, generalized modal spaces and their duality on the object level. Section 3 gives the language to describe generalized modal algebras and generalized modal spaces, as well as its semantics. Section 4 gives the expanded language that the algorithm ALBA manipulate as well as the first-order correspondence language. Section 5 defines the inductive inequalities for our language. Section 6 describes the algorithm ALBA that computes the first-order correspondents of the modal formulas. Section 7 shows that ALBA succeeds on inductive inequalities. Section 8 proves that ALBA is sound with respect to admissible valuations. Section 9 gives an example how ALBA executes.

2 Preliminaries

In the present section, we give preliminaries on generalized Boolean algebras, generalized Stone spaces, generalized modal algebras, generalized modal spaces and their object-level duality. For more details, see [11].

2.1 Generalized Boolean Algebras

Definition 1. A generalized Boolean algebra is a tuple $A = (A, \to, \land, \lor, \top)$ such that $(A, \to, \land, \lor, \top)$ is a Brouwerian algebra, and $\lor$ satisfies $a \lor b = (a \to b) \to b$.

It is clear that a generalized Boolean algebra satisfies all the classical propositional logic laws that do not involve $\bot$ or $\neg$. In a generalized Boolean algebra we can define an order relation $\leq$ by $a \leq b$ iff $a = a \land b$. A non-empty subset $F$ of $A$ is called a filter if $\top \in F$ and $F$ is upward-closed (i.e. if $a \in F$ and $a \leq b$ then $b \in F$) and for any $a, b \in A$, if $a, b \in F$, then $a \land b \in F$. A proper filter $F \subseteq A$ is maximal if for any filter $H$ such that $F \subseteq H$, we have $F = H$ or $H = A$. The set of all maximal filters of $A$ is denoted by $Ul(A)$. Given a full set $X$, we use $Y^c$ to denote the complement of $Y$ relative to $X$, i.e. $X - Y$. 
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2.2 Generalized Stone Spaces

In what follows, a topological space \((X, \tau_K)\) with basis \(K\) will be denoted by \((X, K)\).

**Definition 2.** A generalized Stone space is a topological space \((X, K)\) such that:

- For every \(x, y \in X\), if \(x \neq y\), then there exists \(U \in K\) such that \(x \in U\) and \(y \notin U\);
- \(K\) is a basis of compact subsets for the topology \(\tau_K\);
- For any \(A, B \in K\), \(A \cap B^c \in K\);
- For any \(A, B \in K\), \(A \cup B \in K\);
- For any closed subset \(Y\) of \(X\), and for any downward-directed subfamily \(I\) of \(K\), if \(Y \cap U \neq \emptyset\) for each \(U \in I\), then \(Y \cap \bigcap I \neq \emptyset\).

Given a generalized Stone space \((X, K)\), the family \(D_K(X) = \{U \subseteq X : U^c \in K\}\) with the implication defined by \(U \Rightarrow V = U^c \cup V\), conjunction defined by intersection, disjunction defined by union, for each \(U, V \in D_K(X)\), is a generalized Boolean algebra called the dual generalized Boolean algebra of \((X, K)\).

**Condition 5.** of Definition 2 can be expressed in the following way (see [6]):

- For any closed subset \(Y\) of \(X\), and for any directed subfamily \(\mathcal{F}\) of \(D_K(X)\), if \(Y \subseteq \bigcup\{U : U \in \mathcal{F}\}\), then \(Y \subseteq U\), for some \(U \in \mathcal{F}\).

2.3 Topological Duality between Generalized Boolean Algebras and Generalized Stone Spaces

If \(A\) is a generalized Boolean algebra, then the family \(\mathcal{K}_A = \{(\sigma(a))^c : a \in A\}\) is a basis for a topology \(\tau_{\mathcal{K}_A}\) defined on \(Ul(A)\), where \(\sigma(a) = \{P \in Ul(A) : a \in P\}\). Generalizing the results given in [7] we have that the pair \((Ul(A), \mathcal{K}_A)\) is a generalized Stone space and the map \(\sigma : A \to D_{\mathcal{K}_A}(Ul(A))\) is an algebra isomorphism.

Let \((X, K)\) be a generalized Stone space. Then the map \(\varepsilon : X \to Ul(D_K(X))\) given by \(\varepsilon(x) = \{U \in D_K(X) : x \in U\}\) is a homeomorphism between the topological spaces \((X, K)\) and \((Ul(D_K(X)), \mathcal{K}_{D_K(X)})\).

2.4 Adding Modality \(\Box\)

**Definition 3.** A generalized modal algebra is a tuple \(A = (A, \rightarrow, \land, \lor, \top, \Box)\) such that \((A, \rightarrow, \land, \lor, \top)\) is a generalized Boolean algebra, \(\Box \top = \top\) and \(\Box(a \land b) = \Box a \land \Box b\) for all \(a, b \in A\).
Definition 4. A generalized modal space is a structure \((X, \mathcal{K}, R)\) such that \((X, \mathcal{K})\) is a generalized Stone space, and

- For each \(x \in X\), \(R(x)\) is closed;
- \(\Box U = \{x \in X : R(x) \subseteq U\} \in \mathcal{D}_K(X)\), for each \(U \in \mathcal{D}_K(X)\).

The duality between generalized Boolean algebras and generalized Stone spaces can be naturally extended to generalized modal algebras and generalized modal spaces.

2.5 Some Useful Propositions

The following propositions will be useful in the proof of the topological Ackermann lemma in Section 8.1.2.

Lemma 5 (Generalizing Lemma 2.7 in [6]). Let \((X, \mathcal{K})\) be a generalized Stone space. Let \(\{U_i : i \in I\}\) and \(\{V_j : j \in J\}\) be non-empty families of \(\mathcal{D}_K(X)\) such that \(\bigcap\{U_i : i \in I\} \subseteq \bigcup\{V_j : j \in J\}\), then there exist \(U_1, \ldots, U_n\) and \(V_1, \ldots, V_k\) such that \(U_1 \cap \ldots \cap U_n \subseteq V_1 \cup \ldots \cup V_k\).

Proposition 6 (Generalizing Proposition 4.4 in [6]). Let \((X, \mathcal{K}, R)\) be a generalized modal space. Then \(R[Y]\) is a closed subset for each closed subset \(Y\) of \(X\).

3 Syntax and Semantics

In the present section, we give the syntax and semantics of the logic formulas for generalized modal algebras and generalized modal spaces. We follow the presentation of [12].

3.1 Language and Syntax

Definition 7. Given a countable set \(\text{Prop}\) of propositional variables, the generalized modal language \(\mathcal{L}\) is defined as follows:

\[
\varphi ::= p \mid \top \mid \varphi \rightarrow \varphi \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \Box \varphi,
\]

where \(p \in \text{Prop}\). We use the notation \(\vec{p}\) to denote a list of propositional variables and use \(\varphi(\vec{p})\) to indicate that the propositional variables occur in \(\varphi\) are all in \(\vec{p}\). We call a formula pure if it does not contain propositional variables. We use the notation \(\vec{\theta}\) to indicate a finite list of formulas. We use the notation \(\theta(\eta/p)\) to indicate uniformly substituting \(p\) by \(\eta\).
We will find it convenient to use *inequalities* of the form $\varphi \leq \psi$ and *quasi-inequalities* of the form $\varphi_1 \leq \psi_1 \& \ldots \& \varphi_n \leq \psi_n \Rightarrow \varphi \leq \psi$ in the algorithm. Intuitively, $\varphi \leq \psi$ expresses the model-level truth of the implicative formula $\varphi \rightarrow \psi$.

### 3.2 Semantics

We interpret formulas on the dual generalized modal spaces, with two kinds of valuations, namely *admissible valuations* which interpret propositional variables as elements in $D_{\mathcal{K}}(X)$ (i.e. interpret them as elements of the dual generalized modal algebras), and *arbitrary valuations* which interpret propositional variables as arbitrary subsets of the space. Notice that the admissible valuations are not necessarily clopen in the topology (they are only closed and satisfy additional conditions), in contrast to existing settings in algorithmic correspondence theory [9, 10] where Stone/Priestley-like dualities are used.

**Definition 8.** In a generalized modal space $(X, \mathcal{K}, R)$, (we abuse notation to use $X$ to denote the space), we call $X$ the *domain* of the space.

- An *admissible model* is a pair $M = (X, V)$ where $V : \text{Prop} \rightarrow D_{\mathcal{K}}(X)$ is an admissible valuation on $X$.
- An *arbitrary model* is a pair $M = (X, V)$ where $V : \text{Prop} \rightarrow P(X)$ is an arbitrary valuation on $X$ such that for all propositional variables $p$, $V(p)$ is an arbitrary subset of $X$.

Given a valuation $V$, a propositional variable $p \in \text{Prop}$, a subset $A \subseteq X$, we can define $V^p_A$, the $p$-variant of $V$ as follows: $V^p_A(q) = V(q)$ for all $q \neq p$ and $V^p_A(p) = A$. Now the satisfaction relation can be defined as follows: given any generalized modal space $(X, \mathcal{K}, R)$, any valuation $V$ on $X$, any $w \in X$,

\[
\begin{align*}
X, V, w \models p & \quad \text{iff} \quad w \in V(p) \\
X, V, w \models \top & \quad : \quad \text{always} \\
X, V, w \models \varphi \rightarrow \psi & \quad \text{iff} \quad X, V, w \not\models \varphi \text{ or } X, V, w \models \psi \\
X, V, w \models \varphi \land \psi & \quad \text{iff} \quad X, V, w \models \varphi \text{ and } X, V, w \models \psi \\
X, V, w \models \varphi \lor \psi & \quad \text{iff} \quad X, V, w \models \varphi \text{ or } X, V, w \models \psi \\
X, V, w \models \Box \varphi & \quad \text{iff} \quad \forall v(Rwv \Rightarrow X, V, v \models \varphi)
\end{align*}
\]

For any formula $\varphi$, we let $V(\varphi) = \{w \in X \mid X, V, w \models \varphi\}$ denote the *truth set* of $\varphi$ in $(X, V)$.

- The formula $\varphi$ is *globally true* on $(X, V)$ (notation: $X, V \models \varphi$) if $X, V, w \models \varphi$ for every $w \in W$.  
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We say that \( \varphi \) is admissibly valid on a generalized modal space \( X \) (notation: \( X \models_{D\mathcal{K}} \varphi \)) if \( \varphi \) is globally true on \((X, V)\) for every admissible valuation \( V \).

We say that \( \varphi \) is valid on a generalized modal space \( X \) (notation: \( X \models_{P} \varphi \)) if \( \varphi \) is globally true on \((X, V)\) for every arbitrary valuation \( V \).

For the semantics of inequalities and quasi-inequalities,

\[
X, V \models \varphi \leq \psi \iff V(\varphi) \subseteq V(\psi);
\]

\[
X, V \models \varphi_1 \leq \psi_1 \land \ldots \land \varphi_n \leq \psi_n \Rightarrow \varphi \leq \psi \iff
X, V \models \varphi \leq \psi
\]
holds whenever \( X, V \models \varphi_i \leq \psi_i \) for all \( i = 1, \ldots, n \).

The definitions of validity are similar to formulas.

4 Preliminaries on Algorithmic Correspondence

In this section, we give preliminaries on the correspondence algorithm ALBA in the style of [9, 12]. The algorithm ALBA transforms the input inequality \( \varphi \leq \psi \) into an equivalent pure quasi-inequality which contains no propositional variable, and therefore can be translated into the first-order correspondence language via the standard translation of the expanded language (see page 7).

In the remainder of the paper, we will define an expanded language which the algorithm will manipulate (Section 4.1), define the first-order correspondence language of the expanded language and the standard translation (Section 4.2). We give the definition of inductive inequalities (Section 5), define a version of the algorithm ALBA (Section 6), and show its success on inductive inequalities (Section 7) and soundness with respect to admissible valuations (Section 8).

4.1 The Expanded Language

In the present subsection, we give the definition of the expanded language, which will be used in ALBA:

\[
\varphi ::= p \mid i \mid m \mid \bot \mid \top \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \varphi \rightarrow \varphi \mid \Box \varphi \mid \Diamond \varphi
\]

where \( i \in \text{Nom} \) is called a nominal, and \( m \in \text{Conom} \) is called a cononimal. For \( i \), it is interpreted as a singleton set, and \( m \) is interpreted as the complement of a singleton set. For \( \Diamond \), it is interpreted as the diamond modality on the inverse relation \( R^{-1} \).

For the semantics of the expanded language, the valuation \( V \) is extended to \( \text{Prop} \cup \text{Nom} \cup \text{Conom} \) such that \( V(i) \) is a singleton for each \( i \in \text{Nom} \) and \( V(m) \) is the
complement of a singleton for each \( m \in \text{CoNom} \). The additional semantic clauses can be given as follows:

\[
\begin{align*}
X, V, w \models \bot &: \text{ never} \\
X, V, w \models \text{ i} &: \text{iff } V(i) = \{w\} \\
X, V, w \models \text{ m} &: \text{iff } V(m) = \{w\}^c \\
X, V, w \models \text{ } \triangledown \varphi &: \text{iff } \exists v \text{ (} Rvw \text{ and } X, V, v \models \varphi )
\end{align*}
\]

4.2 The First-order Correspondence Language and the Standard Translation

In the first-order correspondence language, we have a binary predicate symbol \( R \) corresponding to the binary relation in the generalized modal space, a set of unary predicate symbols \( P \) corresponding to each propositional variable \( p \).

**Definition 9.** The standard translation of the expanded language is defined as follows:

\[
\begin{align*}
ST_x(p) &:= P x \\
ST_x(\varphi \land \psi) &:= ST_x(\varphi) \land ST_x(\psi) \\
ST_x(\perp) &:= \perp \\
ST_x(\varphi \lor \psi) &:= ST_x(\varphi) \lor ST_x(\psi) \\
ST_x(i) &:= x = i \\
ST_x(\square \varphi) &:= \forall y (Rxy \rightarrow ST_y(\varphi)) \\
ST_x(m) &:= x \neq m \\
ST_x(\Diamond \varphi) &:= \exists y (Ryx \land ST_y(\varphi)) \\
ST(x \leq \psi) &:= \forall x (ST_x(\varphi) \rightarrow ST_x(\psi))
\end{align*}
\]

Thus, if \( \varphi \leq \psi_1 \land \ldots \land \varphi_n \leq \psi_n \), then \( \varphi \leq \psi \) if

\[
\begin{align*}
\varphi_1 \leq \psi_1 \land \ldots \land \varphi_n \leq \psi_n \
\Rightarrow \varphi \leq \psi &:= ST(\varphi_1 \leq \psi_1) \land \ldots \land ST(\varphi_n \leq \\
\psi_n) \rightarrow ST(\varphi \leq \psi)
\end{align*}
\]

It is easy to see that this translation is correct:

**Proposition 10.** For any generalized modal space \( X \), any valuation \( V \) on \( X \), any \( w \in X \) and any expanded language formula \( \varphi \),

\[ X, V, w \models \varphi \text{ iff } X, V \models ST_x(\varphi)[w]. \]

**Proposition 11.** For any generalized modal space \( X \), any valuation \( V \) on \( X \), and inequality \text{Ineq}, quasi-inequality \text{Quasi},

\[
\begin{align*}
X, V \not\models \text{Ineq} &\text{ iff } X, V \not\models ST(\text{Ineq}); \\
X, V \not\models \text{Quasi} &\text{ iff } X, V \not\models ST(\text{Quasi}).
\end{align*}
\]

\(^1\)Notice that we allow admissible valuations to interpret nominals as singletons, even if singletons might not be in \( D_K(X) \). The admissibility restrictions are only for the propositional variables.
5 Inductive Inequalities for Generalized Modal Algebras

In this section, we define inductive inequalities for generalized modal algebras and generalized modal spaces.

We first define positive formulas with propositional variables in \( A \subseteq \text{Prop} \) as follows:

\[
\text{POS}_A ::= p \mid \top \mid \Box \text{POS} \mid \text{POS} \land \text{POS} \mid \text{POS} \lor \text{POS}
\]

where \( p \in A \subseteq \text{Prop} \).

Then we define the dependence order on propositional variables as any irreflexive and transitive binary relation \( <_\Omega \) on them. Then we define the PIA formulas with main variable \( p \) as follows:

\[
\text{PIA}_p ::= p \mid \top \mid \Box \text{PIA}_p \mid \text{POS}_{A_p} \rightarrow \text{PIA}_p
\]

where \( A_p = \{q \in \text{Prop} \mid q <_\Omega p\} \) in \( \text{PIA}_p \). Then we define the inductive antecedent as follows:

\[
\text{Ant} ::= \text{PIA}_p \mid \text{Ant} \land \text{Ant} \mid \text{Ant} \lor \text{Ant}
\]

where \( p \in \text{Prop} \). Then we define the inductive succedent as follows:

\[
\text{Suc} ::= p \mid \top \mid \text{PIA}_q \rightarrow \text{Suc} \mid \Box \text{Suc} \mid \text{Suc} \land \text{Suc} \mid \text{Suc} \lor \text{Suc}
\]

where \( p, q \in \text{Prop} \).

Finally, an \( \Omega \)-inductive inequality is an inequality of the form \( \text{Ant} \leq \text{Suc} \) where each propositional variable in the inequality both occur positively and negatively\(^2\).

An inductive inequality is an \( \Omega \)-inductive inequality for some \( \Omega \).

6 Algorithm

In the present section, we define the algorithm \( \text{ALBA} \) which compute the first-order correspondence of the input inequality in the style of [9]. The algorithm \( \text{ALBA} \) proceeds in three stages. Firstly, \( \text{ALBA} \) receives an inequality \( \text{Ant} \leq \text{Suc} \) as input.

1. Preprocessing and First approximation:

(a) We apply the following distribution rules exhaustively:

\(^2\)We say that an occurrence of a propositional variable \( p \) in a formula \( \varphi \) is positive, if it is in the scope of an even number of the left-handside of implications, and negative if it is in the scope of an odd number of the left-handside of implications. For example, in \( (p \rightarrow q) \rightarrow r \), \( p \) is positive because it is in the scope of 2 of the left-handside of implications, and \( r \) is also positive (in the scope of 0), and \( q \) is negative (in the scope of 1).
• In Ant, rewrite every subformula of the former form into the latter form:
  - $\alpha \land (\beta \lor \gamma), (\alpha \land \beta) \lor (\alpha \land \gamma)$
  - $(\beta \lor \gamma) \land \alpha, (\beta \land \alpha) \lor (\gamma \land \alpha)$

• In Suc, rewrite every subformula of the former form into the latter form:
  - $\alpha \to \beta \land \gamma, (\alpha \to \beta) \land (\alpha \to \gamma)$
  - $\Box(\alpha \land \beta), \Box \alpha \land \Box \beta$
  - $\alpha \lor (\beta \land \gamma), (\alpha \lor \beta) \land (\alpha \lor \gamma)$
  - $(\beta \land \gamma) \lor \alpha, (\beta \lor \alpha) \land (\gamma \lor \alpha)$

(b) Apply the splitting rules:

\[
\begin{array}{c}
\frac{\alpha \leq \beta \land \gamma}{\alpha \leq \beta \quad \alpha \leq \gamma} & \frac{\alpha \lor \beta \leq \gamma}{\alpha \leq \gamma \quad \beta \leq \gamma}
\end{array}
\]

Now for each obtained inequality $\varphi_i \leq \psi_i$, we apply the following first-approximation rule:

\[
\frac{\varphi_i \leq \psi_i}{i_0 \leq \varphi_i \land \psi_i \leq m_0 \Rightarrow i_0 \leq m_0}
\]

Now we focus on each set of the antecedent inequalities $\{i_0 \leq \varphi_i, \psi_i \leq m_0\}$, which we call a system.

2. The reduction-elimination cycle:

In this stage, for each $\{i_0 \leq \varphi_i, \psi_i \leq m_0\}$, we apply the following rules to eliminate all the propositional variables:

(a) Splitting rules:

\[
\begin{array}{c}
\frac{\alpha \leq \beta \land \gamma}{\alpha \leq \beta \quad \alpha \leq \gamma} & \frac{\alpha \lor \beta \leq \gamma}{\alpha \leq \gamma \quad \beta \leq \gamma}
\end{array}
\]

(b) Residuation rules:

\[
\begin{array}{c}
\frac{\alpha \leq \Box \beta}{\Diamond \alpha \leq \beta} & \frac{\alpha \leq \beta \to \gamma}{\alpha \land \beta \leq \gamma}
\end{array}
\]

(c) Approximation rules:

\[
\begin{array}{c}
\frac{\Diamond \alpha \leq m}{\alpha \leq n \quad \Box n \leq m} & \frac{\alpha \to \beta \leq m}{\beta \leq n \quad j \to n \leq m}
\end{array}
\]

The nominals and conominals introduced by the approximation rules must not occur in the system before applying the rule.
(d) Deleting rule: delete inequalities of the form $\alpha \leq \top$.

(e) The right-handed Ackermann rule. This rule eliminates propositional variables and is the core of the algorithm, the other rules are aimed at reaching a shape in which the rule can be applied. Notice that an important feature of this rule is that it is executed on the whole set of inequalities, and not on a single inequality.

$$
\begin{align*}
\theta_1 \leq p \\
\vdots \\
\theta_n \leq p \\
\eta_1 \leq \iota_1 \\
\vdots \\
\eta_m \leq \iota_m
\end{align*}
$$

The system is replaced by

$$
\begin{align*}
\eta_1((\theta_1 \lor \ldots \lor \theta_n)/p) \leq \iota_1((\theta_1 \lor \ldots \lor \theta_n)/p) \\
\vdots \\
\eta_m((\theta_1 \lor \ldots \lor \theta_n)/p) \leq \iota_m((\theta_1 \lor \ldots \lor \theta_n)/p)
\end{align*}
$$

where:

i. $p$ does not occur in $\theta_1, \ldots, \theta_n$;

ii. Each $\eta_i$ is positive, and each $\iota_i$ negative in $p$, for $1 \leq i \leq m$.

3. **Output**: If in the previous stage, for some systems, the algorithm gets stuck, i.e. some propositional variables cannot be eliminated, then the algorithm halts and output “failure”. Otherwise, each initial system after the first approximation has been reduced to a set of pure inequalities $\text{Reduce}(i_0 \leq \varphi_i, \psi_i \leq m_0)$, and then the output is a set of quasi-inequalities $\{\&\text{Reduce}(i_0 \leq \varphi_i, \psi_i \leq m_0) \Rightarrow i_0 \leq m_0\}_{i \in I}$. Then we can use the conjunction of the standard translations of the quasi-inequalities to obtain the first-order correspondence (notice that in the standard translation of each quasi-inequality, we need to universally quantify over all the individual variables).

7 **Success of ALBA**

In the present section, we show the success of ALBA on any inductive inequality $\varphi \leq \psi$.

**Theorem 7.1.** ALBA succeeds on any inductive inequality $\varphi \leq \psi$ and outputs a pure quasi-inequality and a first-order formula.

---

3Here we only have the right-handed Ackermann rule, because we could only guarantee the right-handed topological Ackermann lemma, due to the fact that admissible valuations are not clopen anymore, but only closed.
Proof. We check the shape of the inequality or system in each stage, for the input inequality \( \text{Ant} \leq \text{Suc} \):

**Stage 1.**

After applying the distribution rules, it is easy to see that \( \text{Ant} \) becomes the form \( \bigvee \bigwedge \text{PIA}_p \), and \( \text{Suc} \) becomes the form \( \bigwedge \text{Suc}' \), where

\[
\text{Suc}' := \text{p} \mid \top \mid \text{PIA}_q \rightarrow \text{Suc}' \mid \square \text{Suc}' \mid \text{Suc}' \lor \text{Suc}'.
\]

Then by applying the splitting rules, we get a set of inequalities of the form \( \bigwedge \text{PIA}_p \leq \text{Suc}' \).

After the first approximation rule, each system is of the form \( \{ \text{i}_0 \leq \bigwedge \text{PIA}_p, \text{Suc}' \leq \text{m}_0 \} \).

**Stage 2.** In this stage, we deal with each system \( \{ \text{i}_0 \leq \bigwedge \text{PIA}_p, \text{Suc}' \leq \text{m}_0 \} \).

For the inequality \( \text{i}_0 \leq \bigwedge \text{PIA}_p \), by first applying the splitting rule for \( \land \) and then exhaustively applying the residuation rules for \( \square \) and \( \rightarrow \), we get inequalities of the form \( \text{MinVal}_p \leq \text{p} \) or \( \text{MinVal}_p \leq \top \), where

\[
\text{MinVal}_p := \text{i}_0 \mid \text{MinVal}_p \mid \text{MinVal}_p \land \text{POS}_A_p,
\]

where \( A_p = \{ q \in \text{Prop} \mid q \leq \Omega \text{p} \} \).

For the inequality \( \text{Suc}' \leq \text{m}_0 \), by exhaustively applying the approximation rules for \( \square \) and \( \rightarrow \) and the splitting rule for \( \lor \), we get a set of inequalities, each of which is in the following form:

- \( \text{j} \leq \text{PIA}'_p \);
- \( \text{p} \leq \text{m} \);
- \( \text{i} \rightarrow \text{n} \leq \text{m} \);
- \( \square \text{n} \leq \text{m} \);

Now by applying the same strategy of the \( \text{i}_0 \leq \bigwedge \text{PIA}_p \) case to \( \text{j} \leq \text{PIA}'_p \), we get a set of inequalities of the following form (it is easy to see that by the positivity and negativity requirement of propositional variables in inductive inequalities, the first kind of inequality always exists for each propositional variable in the inequality):

- \( \text{MinVal}_p \leq \text{p} \);
- \( \text{MinVal}_p \leq \top \) (they are deleted by the deleting rule);
- \( \text{p} \leq \text{m} \);
- \( \text{i} \rightarrow \text{n} \leq \text{m} \);
• \( \Box n \leq m \);

Now we are ready to apply the right-handed Ackermann rule to an \( \Omega \)-miminal variable \( q \) to eliminate it. Then since there are only finitely many propositional variables, we can always find another \( \Omega \)-miminal variable to eliminate. Finally we eliminate all propositional variables and get a pure quasi-inequality and its standard translation. Notice that during last phase of the algorithm applying the right-handed Ackermann rule, the right-hand side of an inequality is either \( p \) or \( m \) where \( p \) is only appearing in the inequalities with minimal valuations.

8 Soundness of ALBA

In this section we show the soundness of the algorithm with respect to the admissible valuations. The soundness proof follows the style of [9]. For most of the rules, the soundness proofs are the same to existing literature and hence are omitted, so we only give details for the proofs which are different, namely the right-handed Ackermann rule.

**Theorem 8.1 (Soundness).** If ALBA runs according to the success proof on an input inductive inequality \( \varphi \leq \psi \) and outputs a first-order formula \( \text{FO}(\varphi \leq \psi) \), then for any generalized modal space \((X, K, R)\),

\[
X \models_{D_K} \varphi \leq \psi \text{ iff } X \models \text{FO}(\varphi \leq \psi).
\]

**Proof.** The proof goes similarly to [9, Theorem 8.1]. Let \( \varphi \leq \psi \) denote the input inequality, let \( \{i_0 \leq \varphi_i \land \psi_i \leq m_0 \Rightarrow i_0 \leq m_0\}_{i \in I} \) denote the set of quasi-inequalities after the first-approximation rule, let \( \{\&\text{Reduce}(i_0 \leq \varphi, \psi \leq m_0) \Rightarrow i_0 \leq m_0\}_{i \in I} \) denote the set of quasi-inequalities after Stage 2, let \( \text{FO}(\varphi \leq \psi) \) denote the standard translation of the quasi-inequalities in Stage 3 into first-order formulas, then it suffices to show the equivalence from (1) to (4) given below:

1. \( X \models_{D_K} \varphi \leq \psi \)
2. \( X \models_{D_K} i_0 \leq \varphi_i \land \psi_i \leq m_0 \Rightarrow i_0 \leq m_0, \text{ for all } i \in I \)
3. \( X \models_{D_K} \&\text{Reduce}(i_0 \leq \varphi, \psi \leq m_0) \Rightarrow i_0 \leq m_0, \text{ for all } i \in I \)
4. \( X \models \text{FO}(\varphi \leq \psi) \)

The equivalence between (1) and (2) follows from Proposition [12].

The equivalence between (2) and (3) follows from Propositions [13, 14].

The equivalence between (3) and (4) follows from Proposition [11].

In the remainder of this section, we prove the soundness of the rules in each stage.
Proposition 12. The distribution rules, the splitting rules are sound in \( X \), and the first-approximation rule is sound in \( X \), i.e. \( (1) \) and \( (2) \) are equivalent.

Proof. See [12, Proposition 6.2, 6.3].

The next step is to show the soundness of each rule of Stage 2. For each rule, before the application of this rule we have a system \( S \), after applying the rule we get a system \( S' \), the soundness of Stage 2 is then the equivalence of the following:

\[
\begin{align*}
& X \vdash_{\mathcal{D}_X} \& S \Rightarrow i_0 \leq m_0 \\
& X \vdash_{\mathcal{D}_X} \& S' \Rightarrow i_0 \leq m_0
\end{align*}
\]

where \( \& S \) denote the meta-conjunction of inequalities of \( S \). It suffices to show the following property:

- For any \( X \), any admissible valuation \( V \), if \( X, V \vdash S \), then there is an admissible valuation \( V' \) such that \( V'(i_0) = V(i_0) \), \( V'(m_0) = V(m_0) \) and \( X, V' \vdash S' \);
- For any \( X \), any admissible valuation \( V' \), if \( X, V' \vdash S' \), then there is an admissible valuation \( V \) such that \( V(i_0) = V'(i_0) \), \( V(m_0) = V'(m_0) \) and \( X, V \vdash S \).

Proposition 13. The splitting rules, the approximation rules, the residuation rules and the deleting rule in Stage 2 are sound in both directions in \( X \).

Proof. The soundness proofs for the splitting rules, the approximation rules and the residuation rules are the same to the soundness of the same rules in [12, Lemma 6.5-6.7, 6.12]. The soundness of the deleting rule is trivial.

Proposition 14. The right-handed Ackermann rule applied in the success proof is sound in \( X \).

This rule is the most complicated rule in the soundness proof of the algorithm, and indeed this proof is different from existing settings due to that the admissible valuations are not clopen anymore. We devote the next subsection to this proof.

8.1 Right-handed Topological Ackermann Lemma

8.1.1 Analysis of the Right-handed Ackermann Rule

We consider the application of the right-handed Ackermann rule. Before the application, each inequality in the system is of the following shape, where \( p \) is the current \( \Omega \)-minimal propositional variable:

- \( \text{MinVal}_{p,1}' \leq p, \ldots, \text{MinVal}_{p,n}' \leq p \)
• inequalities of the form $\text{MinVal}_q' \leq q$, where $q \neq p$
• inequalities of the form $p \leq m_p$
• inequalities of the form $q \leq m_q$, where $q \neq p$
• pure inequalities

Here $\text{MinVal}_r' \in C_r$ for $r = p, q$, where $C_r$ is defined as follows:

$$C_r := i \mid \top \mid s \mid \Diamond C_r \mid C_r \land C_r \mid C_r \lor C_r$$

where $s$ is a propositional variable of dependence order below $r$. It is easy to see that each $\text{MinVal}_r'$ is pure (since all propositional variables below $p$ are already eliminated), and $\text{MinVal}_q'$ may or may not contain $p$.

Now denote $\bigvee_i \text{MinVal}_{r,i}'$ as $V_p$. After the application of the right-handed Ackermann rule, the system is of the following shape:

• inequalities of the form $\text{MinVal}_q'(V_p/p) \leq q$
• inequalities of the form $V_p \leq m_p$
• inequalities of the form $q \leq m_q$
• pure inequalities

It is easy to see that in the system, in each non-pure inequality, they are of the form $\text{MinVal}_q'(V_p/p) \leq q$ or $q \leq m_q$, which still fall in the categories described as before the application of the right-handed Ackermann rule. Also, the first application of the right-handed Ackermann rule is a special case of the situation described above.

Therefore, it suffices to show that for the system

• $\text{MinVal}_{p,1}' \leq p, \ldots, \text{MinVal}_{p,n}' \leq p$
• inequalities of the form $\text{MinVal}_q' \leq q$, where $q \neq p$
• inequalities of the form $p \leq m_p$
• inequalities of the form $q \leq m_q$, where $q \neq p$
• pure inequalities

the application of the right-handed Ackermann rule on variable $p$ is sound with respect to admissible valuations. Indeed, we can consider the system as follows (without loss of generality we can take the join of the minimal valuations for $p$ to make them $V_p$):
• \( V_p \leq p \)
• inequalities of the form \( \text{MinVal}'_q(p) \leq q \), where \( q \neq p \) and \( \text{MinVal}'_q(p) \) contains positive occurrences of \( p \)
• inequalities of the form \( p \leq m_p \)
• inequalities that does not contain \( p \).

8.1.2 Proof of Topological Ackermann Lemma

In what follows we denote \( D_K(X) \) as \( A \), which means that we identify the generalized Boolean algebra \( D_K(X) \) on \( X \) and the dual generalized Boolean algebra \( A \), as well as their elements. We use \( C(X) \) to denote the set of closed elements in \( X \). We also denote \( \Diamond Y := R[Y] \) and \( \Box Y := (R^{-1}(Y^c))^c \). Now we prove the following lemmas:

Lemma 15. 1. For any \( Y \in C(X) \), \( Y \) is an intersection of a downward-directed collection of elements in \( A \), i.e. \( \forall Y \in C(X) \), \( Y = \bigcap_i X_i \) for some downward-directed \( \{X_i\}_{i \in I} \subseteq A \).
2. \( A \subseteq C(X) \).
3. \( \{x\} \in C(X) \) for any \( x \in X \).
4. If \( Y \in C(X) \), \( \Diamond Y \in C(X) \).
5. \( \Box \bigcap_i X_i = \bigcap_i \Box X_i \), for any \( X_i \in P(X) \).
6. If \( Y \in C(X) \), then \( \Box Y \in C(X) \).

Proof. 1. By the fact that \( K \) is a basis of \( X \), \( C \) is an intersection of elements in \( A \), i.e. \( \forall Y \in C(X) \), \( Y = \bigcap_i Y_i \) for some \( \{Y_i\}_{j \in J} \subseteq A \). Now define \( \{X_i\}_{i \in I} \) to be the set of all finite intersections of elements in \( \{Y_j\}_{j \in J} \). Since \( A \) is closed under taking finite intersections, it is easy to see that \( \{X_i\}_{i \in I} \) is a subset of \( A \) and in downward-directed.

2. Trivial.
3. By Definition \( \Box \) singletons are closed.
4. By Proposition \( \Diamond \)
5. By the fact that \( \Box \) is completely intersection preserving.
6. An easy corollary of items 1 and 5.

\[ \text{Lemma 16.} \]

Let \((X, \mathcal{K})\) be a generalized Stone space. Let \(\{U_i : i \in I\}\) be non-empty downward-directed family in \(C(X)\) and \(V \in A\) such that \(\bigcap\{U_i : i \in I\} \subseteq V\), then there exists an \(i \in I\) such that \(U_i \subseteq V\).

\[ \text{Proof.} \]

For each \(i \in I\), consider \(U_i \in C(X)\), there is a collection \(\{X_{i,j}\}_{j \in J_i} \subseteq A\) such that \(U_i = \bigcap_j X_{i,j}\), therefore we have \(\bigcap_{i,j} X_{i,j} \subseteq V\), by Lemma 5 there are \(X_{i_1,j_1}, \ldots, X_{i_n,j_n}\) such that \(X_{i_1,j_1} \cap \ldots \cap X_{i_n,j_n} \subseteq V\), therefore \(U_i \cap \ldots \cap U_i \subseteq V\), by downward-directedness, there is an \(i \in I\) such that \(U_i \subseteq V\). \(\Box\)

\[ \text{Lemma 17.} \]

1. \(\bigcap_i X_i = \bigcap_i \bot_i X_i\) for any non-empty downward-directed \(\{X_i\}_{i \in I} \subseteq A\).

2. \(\bigcap_i X_i = \bigcap_i \bot_i X_i\) for any non-empty downward-directed \(\{X_i\}_{i \in I} \subseteq C(X)\).

\[ \text{Proof.} \]

1. The direction \(\bigcap_i X_i \subseteq \bigcap_i \bot_i X_i\) is easy. For the other direction, suppose there is a closed set \(Y \subseteq X\) such that \(\bigcap_i X_i \subseteq Y\). Then there is a collection \(\{Z_j\}_{j \in J} \subseteq A\) such that \(Y = \bigcap_j Z_j\). Therefore, \(\bigcap_i X_i \subseteq Z_j\) for all \(j\).

Thus \(\bigcap_i X_i \subseteq Z_j\) for all \(j\). By Lemma 5 and the downward-directedness of \(X_i\), we have that for all \(j\) and some \(k_j\) depending on \(j\), \(X_{k_j} \subseteq Z_j\), i.e., \(\bot_i X_{k_j} \subseteq Z_j\), so \(\bigcap_i \bot_i X_i \subseteq Z_j\) for all \(j\), so \(\bigcap_i \bot_i X_i \subseteq \bigcap_i Z_j = Y\). Now take \(Y = \bigcap_i X_i\), we have \(\bigcap_i \bot_i X_i \subseteq \bot_i X_i\).

2. The direction \(\bigcap_i X_i \subseteq \bigcap_i \bot_i X_i\) is easy. For the other direction, suppose there is a closed set \(Y \subseteq X\) such that \(\bigcap_i X_i \subseteq Y\). Then there is a collection \(\{Z_j\}_{j \in J} \subseteq A\) such that \(Y = \bigcap_j Z_j\). Therefore, \(\bigcap_i X_i \subseteq Z_j\) for all \(j\). Thus \(\bigcap_i X_i \subseteq Z_j\) for all \(j\). By Lemma 5 and the downward-directedness of \(X_i\), we have that for all \(j\) and some \(k_j\) depending on \(j\), \(X_{k_j} \subseteq Z_j\), i.e., \(\bot_i X_{k_j} \subseteq Z_j\), so \(\bigcap_i \bot_i X_i \subseteq Z_j\) for all \(j\), so \(\bigcap_i \bot_i X_i \subseteq \bigcap_i Z_j = Y\). Now take \(Y = \bigcap_i X_i\), we have \(\bigcap_i \bot_i X_i \subseteq \bot_i \bigcap_i X_i\). \(\Box\)

\[ \text{Lemma 18.} \]

For any formula \(\alpha(\vec{q}, \vec{I}, p)\) built up from nominals, \(\top\), propositional variables using \(\bot, \square, \land, \lor\), consider the following valuation: \(V(\vec{q}) = \vec{Y}\), where \(\vec{Y} \in A, V(\vec{I}) = \{x\}, \) where \(x \in X, V(p) = Z\), where \(Z \in A\), then \(V(\alpha(\vec{q}, \vec{I}, p)) \in C(X)\).

\[ \text{Proof.} \]

By induction on the complexity of \(\alpha(\vec{q}, \vec{I}, p)\). \(\Box\)

\[ \text{Lemma 19.} \]

For any formula \(\alpha(\vec{q}, \vec{I}, p)\) built up from nominals, \(\top\), propositional variables using \(\bot, \square, \land, \lor\), for any \(\vec{Y} \in A\) corresponding to \(\vec{q}\), any \(\{x\}\) (where \(x \in X\)
corresponding to any downward-directed \( \{Z_i\}_{i \in I} \subseteq C(X) \) corresponding to \( p \), we have \( \bigcap_i \beta(Y, \{x\}, Z_i) = \beta(Y, \{x\}, \bigcap_i Z_i) \).

**Proof.** By induction on the complexity of \( \alpha(q, \overline{I}, p) \).

**Lemma 20** (Right-handed topological Ackermann lemma). *Let \( \theta \) be \( V_p \), \( \eta_i(p) \leq \iota_i \) be \( \text{MinVal}'_q(p) \leq q \) or \( p \leq m_p \) as described on page 14 for \( 1 \leq i \leq m \). Then for any admissible valuation \( V \), the following are equivalent:

1. \( V(\eta_i(\theta/p)) \subseteq V(\iota_i) \) for \( 1 \leq i \leq m \),

2. there exists \( Z \in A \) such that \( V'(\theta) \subseteq Z \) and \( V'(\eta_i(p)) \subseteq V'(\iota_i) \) for \( 1 \leq i \leq m \), where \( V' \) is the same as \( V \) except that \( V'(p) = Z \).

**Proof.** 2. to 1. is easy by monotonicity.

For 1. to 2., since \( p \) is the current \( \Omega \)-minimal propositional variable, \( \theta \) is pure. By Lemma 18 and the shape of \( \theta \), \( V(\theta) = V'(\theta) \subseteq C(X) \). Now we denote \( V(q) \) as \( Q \), then \( q \in A \), \( V(m_p) = \{m\} \) for some \( m \in X \).

Therefore, from \( V(\text{MinVal}'_q(\theta/p)) \subseteq V(q) \), we have that \( \text{MinVal}'_q(\theta) \subseteq Q \), since \( V(\theta) \in C(X) \), there is a downward-directed collection \( \{X_i\}_{i \in I} \subseteq A \) such that \( V(\theta) = \bigcap_i X_i \), so \( \text{MinVal}'_q(\bigcap_i X_i) \subseteq Q \). Now by Lemma 19, \( \text{MinVal}'_q(\bigcap_i X_i) = \bigcap_i \text{MinVal}'_q(X_i) \), so \( \bigcap_i \text{MinVal}'_q(X_i) \subseteq Q \). Now by Lemma 18 it is easy to see that \( \{\text{MinVal}'_q(X_i) \mid i \in I\} \) is a downward-directed set of elements in \( C(X) \), so by Lemma 16 there is an \( i \in I \) such that \( \text{MinVal}'_q(X_i) \subseteq Q \).

For \( p \leq m_p \), we have that \( V(\theta) \subseteq \{m\} \). Since \( V(\theta) \in C(X) \), there are downward-directed \( Y_j \in A \) (\( j \in J \)) such that \( V(\theta) = \bigcap_j Y_j \), so \( \bigcap_j Y_j \subseteq \{m\} \). So \( m \notin \bigcap_j Y_j \), therefore there is a \( j \in J \) such that \( m \notin Y_j \), so \( Y_j \subseteq \{m\} \).

Now take the intersection of all \( X_i \)'s and \( Y_j \)'s picked up for each \( \eta_i(p) \leq \iota_i \), we get the \( Z \) as desired (this is possible since \( A \) is closed under taking finite intersections). \( \square \)

Now from the right-handed topological Ackermann lemma, it is easy to see the soundness of the right-handed Ackermann rule when executed as described in the success proof.

**9 Examples**

Here we show the execution of an example from [6, Proposition 6.1]:

---

4Here by \( \beta(Y, \{x\}, Z_i) \) we mean \( V(\theta) \) under the valuation where \( V(\overline{q}) = Y, V(\overline{I}) = \{x\} \), \( V(p) = Z_i \).

5Here by \( \text{MinVal}'_q(V(\theta)) \) we mean \( V(\text{MinVal}'_q) \) where \( V(p) = V(\theta) \).
Example 9.1. \( \forall p(\top \leq \Box(p \rightarrow p)) \)
\( \forall p\forall i_0 \forall m_0(\Diamond p \leq m_0 \Rightarrow i_0 \leq m_0) \)
\( \forall p\forall i_0 \forall m_0 \forall m_1(i_0 \leq \top \& \Box m_1 \leq m_0 \& \Box p \rightarrow p \leq m_1 \Rightarrow i_0 \leq m_0) \)
\( \forall p\forall i_0 \forall m_0 \forall m_1(i_0 \leq \top \& \Box m_1 \leq m_0 \& \Box p \rightarrow p \leq m_1 \Rightarrow i_0 \leq m_0) \)
\( \forall p\forall i_0 \forall m_0 \forall m_1 \forall m_2(\Box m_1 \leq m_0 \& i_1 \rightarrow m_2 \leq m_1 \& i_1 \leq \Box p \& p \leq m_2 \Rightarrow i_0 \leq m_0) \)
\( \forall p\forall i_0 \forall i_1 \forall m_0 \forall m_1 \forall m_2(\Box m_1 \leq m_0 \& i_1 \rightarrow m_2 \leq m_1 \& i_1 \leq \Box p \& p \leq m_2 \Rightarrow i_0 \leq m_0) \)
\( \forall i_0 \forall i_1 \forall m_0 \forall m_1 \forall m_2(\Box m_1 \leq m_0 \& i_1 \rightarrow m_2 \leq m_1 \& i_1 \leq \Box p \& p \leq m_2 \Rightarrow i_0 \leq m_0) \)
\( \forall i_0 \forall i_1 \forall m_0 \forall m_1 \forall m_2(\Box m_1 \leq m_0 \& i_1 \rightarrow m_2 \leq m_1 \& i_1 \leq \Box p \& p \leq m_2 \Rightarrow i_0 \leq m_0) \)
\( \forall i_0 \forall i_1 \forall R_{i_0} m_1 \wedge i_1 = m_2 = m_1 \wedge \neg R_{i_1} m_2 \rightarrow i_0 \neq m_0 \)
\( \forall i_0 \forall i_1 (R_{i_0} i_1 \rightarrow R_{i_1} i_1) \)
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