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Abstract

We show that the conditional gradient method for the convex composite problem

\[ \min_x \{ f(x) + \Psi(x) \} \]

generates primal and dual iterates with a duality gap converging to zero provided a suitable growth property holds and the algorithm makes a judicious choice of stepsizes. The rate of convergence of the duality gap to zero ranges from sublinear to linear depending on the degree of the growth property. The growth property and convergence results depend on the pair \((f, \Psi)\) in an affine invariant and norm-independent fashion.

1 Introduction

We consider the conditional gradient method for the composite minimization problem

\[ \min_x \{ f(x) + \Psi(x) \} \]

where \( f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\} \) and \( \Psi : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\} \) are closed convex functions, \( f \) is differentiable on an open set containing \( \text{dom}(\Psi) \), and there is an available oracle for the mapping

\[ g \mapsto \arg \min \{ \langle g, y \rangle + \Psi(y) \}. \]

The traditional format of the conditional gradient method (also known as the Frank-Wolfe algorithm) as discussed in [7,12] corresponds to the case when \( \Psi \) is the indicator function of a compact convex set in \( \mathbb{R}^n \). Some of the most attractive features of the conditional gradient method are its affine invariance, norm-independence, and lack of reliance on any projection mapping. These features stand in stark contrast to those of most other first-order methods. It is therefore natural to seek convergence results for
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the conditional gradient method that are affine invariant and norm-independent as any otherwise convergence result would typically be loose due to dependence on spurious factors.

We show that the conditional gradient method generates primal and dual iterates with a duality gap converging to zero provided a suitable \textit{growth property} holds (see (10)) and the algorithm makes a judicious choice of step-sizes (see (9) and (16)). The rate of convergence of the duality gap to zero ranges from sublinear to linear (see Theorem 1 and Theorem 2) depending on the degree of the growth property. The growth property and convergence results depend on the pair \((f, \Psi)\) in an affine invariant and norm-independent fashion. In fact, our main developments do not rely on any norms at all.

Our work is inspired by recent developments of Nesterov \cite{25}, Ghadimi \cite{10}, and Kerdreux et al \cite{14}. Under the assumption that the domain of \(\Psi\) is bounded, Nesterov \cite{25} established a \(O(1/k^\nu)\) convergence rate for the conditional gradient method when \(\nabla f\) is \(\nu\)-Hölder continuous. Nesterov \cite{25} also showed the stronger convergence rate \(O(1/k^{2\nu})\) under the additional assumption that \(\Psi\) is strongly convex. Ghadimi \cite{10} showed an even stronger linear rate of convergence when \(\nabla f\) is Lipschitz continuous and \(\Psi\) is strongly convex for a judicious choice of step-sizes. On the other hand, Kerdreux et al. \cite{14} considered the case when \(\nabla f\) is Lipschitz continuous and \(\Psi\) is the indicator function of a uniformly convex set. Kerdreux et al. \cite{14} showed that the convergence rate ranges from sublinear to linear depending on the degree of uniform convexity of the set. The results in \cite{10, 14, 25} are all norm-dependent since they rely on Hölder continuity and uniform convexity. The norm-dependence of the results in \cite{10, 14, 25} in turn implies that they are not affine invariant when the norms are not affine invariant, which is typically the case.

The affine invariance and norm-independence properties of the conditional gradient method suggest that there should be an affine invariant and norm-independent approach to obtain the sublinear to linear spectrum of convergence rates. The central contribution of this paper is to show that this is indeed the case. To that end, we establish general convergence results (Theorem 1 and Theorem 2) provided a \textit{growth property} (10) holds and the step-sizes are judiciously chosen. The growth property (10) can be seen as an extension of the \textit{curvature constant} proposed by Jaggi \cite{12}. It also has a flavor similar to that of the \textit{relative smoothness} and \textit{relative continuity} properties in the context of Bregman proximal methods as discussed in \cite{2, 22, 23, 28–30}. Our main convergence results (Theorem 1 and Theorem 2), obtained via the growth property (10), are stated in terms of the duality gap between the primal and dual iterates that the algorithm generates. We also develop parallel results (Theorem 4 and Theorem 5) on the suboptimality gap via a relaxation (40) of the growth property (10).

Aside from its natural compatibility with the properties of the conditional gradient method, the affine invariance and norm independence of our approach yields convergence results that are sharper and more general than previous approaches that do not have these two fundamental properties. More precisely, as we detail in Section 3, Section 4, and Section 5, our convergence results not only subsume some of the norm-dependent convergence results in \cite{8, 10, 14, 25, 31} but are also at least as sharp as these previous
norm-dependent results for any choice of norms. Put differently, the affine invariance and norm-independence of our main convergence results automatically circumvent any possible spurious overhead due to a particular choice of norms or affine scaling. It is also noteworthy that our main results (Theorem 1, Theorem 2, Theorem 3, and Theorem 4) rely only on straightforward stepsize procedures that are adaptive to the typically unknown parameters associated to the growth or weak growth properties. This stands in sharp contrast to some of the algorithmic schemes in [8,10,14,25,31] that rely on knowledge of specific parameters like Lipschitz continuity constants.

This article is related to a number of papers in the rich and increasingly growing literature on the conditional gradient method. Our primal-dual approach, with emphasis on bounding the duality gap for the conditional gradient iterates, is similar in spirit to the approaches used by Bach [1], Freund and Grigas [7], and Jaggi [12]. Like all of [1,7,12], our main results provide upper bounds on the duality gap between the (primal) conditional gradient iterates and some canonical dual iterates that the algorithm also generates. However, our central goal and main results are fundamentally different from those in [1,7,12]. Bach [1] focuses primarily on the equivalence between the conditional gradient and mirror descent algorithms. All of the convergence results in [1,7,12] are of order $O(1/k)$ or some minor variations. By contrast, our main focus is the spectrum of convergence rates of the conditional gradient method ranging from sublinear to linear. The latter goal is also pursued in the recent articles [10,13,25,31] albeit in a norm-dependent fashion. The articles [15,27] also establish a spectrum of convergence rates ranging from sublinear to linear but for more elaborate variants of the conditional gradient method that include various types of search directions, restart procedures, and/or are restricted to specific types of domains. As we detail in Section 3 and Section 4, our affine invariant and norm-independent results subsume, sharpen, and extend most of the norm-dependent results previously derived in [8,10,14,25,31]. Our developments, driven by affine-invariance, are in the same spirit as those of Kerdreux et al. [16]. However, the approach in [16] applies only to the case when $\Psi$ is the indicator function of a strongly convex set and focuses on an affine-invariant directional smoothness property that ensures linear convergence. By contrast, our work applies to general $\Psi$ and relies on the growth property (10) that leads to convergence rates covering the entire range from sublinear to linear.

The remaining sections of the paper are organized as follows. Section 2 presents our main developments, namely the affine invariant and norm-independent growth property (10) and convergence results for the conditional gradient method. For ease of exposition, we include two convergence results. First, Theorem 1 relies on the assumption that the stepsizes are chosen via the exact line-search (9). Theorem 2 shows that the convergence rates in Theorem 1 continue to hold, albeit with some more complicated constants, for the more flexible and easily implementable choice of stepsizes (16). Section 3 details some classes of problems that satisfy the growth property (10). As a byproduct, we recover, sharpen, and extend some of the norm-dependent convergence rates established in [10,14,25]. Section 4 presents developments parallel to those in Section 2 but for the suboptimality gap by relying on the weak version (10) of the growth
Section 5 presents a more flexible and general local growth property that in turn yields local convergence results for the conditional gradient method.

2 Growth property and affine invariant convergence

Consider the composite minimization problem

$$\min_x \{f(x) + \Psi(x)\}$$

(1)

where both $f : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{\infty\}$ and $\Psi : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{\infty\}$ are closed convex functions. Algorithm 1 describes the conditional gradient algorithm for (1). The algorithm relies on the following assumptions about (1):

A1. The function $f$ is differentiable on an open set containing $\text{dom}(\Psi)$.

A2. A point in the following set of minimizers exists and is computable for all $x \in \text{dom}(f)$

$$\arg\min_s \{\langle \nabla f(x), s \rangle + \Psi(s)\}.$$ 

(2)

The format of problem (1) is the same as that considered in [10, 25]. The traditional format of the conditional gradient method, as discussed in [7, 12], corresponds to the special case when $\Psi$ is the indicator function $\Psi = \delta_C$ of some closed convex set $C \subseteq \mathbb{R}^n$. A fundamental difference between the conditional gradient method and other popular first-order methods for (1), like proximal gradient or more general Bregman proximal gradient methods, is the reliance on the linear oracle (2) as opposed to the reliance on a proximal mapping for the function $\Psi$. This fundamental difference has two profound implications. First, the conditional gradient method is preferable for a problem of the form (1) where the proximal mapping for $\Psi$ is unavailable or prohibitively expensive but the linear oracle (2) is available. This is the case in a large class of problems in data science such as those discussed in [1, 5–7, 9–12, 32]. In addition to the popular setting where $\Psi$ is the indicator function of a closed convex set, the articles [1, 5, 6, 9, 17, 20, 24, 32] also discuss problems of the form (1) where $\Psi$ is not an indicator function but a more involved regularization term. This more general version of the conditional gradient method is sometimes called generalized conditional gradient method. Second, the reliance on the linear oracle (2) as opposed to the reliance on proximal mappings endows the conditional gradient method with the affine invariance and norm-independence properties that play a central role in this article.

Our main developments (Theorem 1 and Theorem 2) concern the behavior of the gap between the primal iterates $x_k$, $k = 0, 1, \ldots$ generated by Algorithm 1 and the dual iterates $g_k := \nabla f(x_k)$, $k = 0, 1, \ldots$ that Algorithm 1 also generates for the Fenchel dual of (1), namely

$$\max_u \{-f^*(u) - \Psi^*(-u)\}.$$ 

(3)
Here \( f^* \) and \( \Psi^* \) denote the conjugates of \( f \) and \( \Psi \) respectively. We will rely on the observation that for \( g \in \mathbb{R}^n \), the set \( \arg \min_y \{ \langle g, y \rangle + \Psi(y) \} \) is precisely the subdifferential \( \partial \Psi^*(-g) \). We will also rely on the observation that the closedness of \( f \) and \( \Psi \) together with Assumptions A1 and A2 imply that \( \text{dom}(\Psi) \subseteq \text{dom}(f) \) and \( \text{dom}(f^*) \subseteq -\text{dom}(\Psi^*) \).

\begin{algorithm}
\caption{Conditional gradient algorithm}
1: \textbf{input:} \((f, \Psi), x_0 \in \text{dom}(\Psi)\)
2: \textbf{for} \( k = 0, 1, 2, \ldots \) \textbf{do}
3: \hspace{1em} \text{pick } s_k \in \arg \min_y \{ \langle \nabla f(x_k), y \rangle + \Psi(y) \} \text{ \ and } \theta_k \in [0, 1]
4: \hspace{1em} \text{let } x_{k+1} := (1 - \theta_k)x_k + \theta_k s_k
5: \textbf{end for}
\end{algorithm}

Starting from a current iterate \( x \), Algorithm 1 updates \( x \) to \( x_{k+1} := x + \theta(s - x) \) where \( s \in \partial \Psi^*(-g) \) for \( g = \nabla f(x) \), and \( \theta \in [0, 1] \). The choice of \( g = \nabla f(x) \) and \( s \in \partial \Psi^*(-g) \) yields the identity
\[
f(x) + f^*(g) + \Psi(s) + \Psi^*(-g) = \langle g, x - s \rangle,
\]
which can be equivalently stated as the \textit{Wolfe gap}:
\[
f(x) + \Psi(x) + f^*(g) + \Psi^*(-g) = \langle g, x - s \rangle + \Psi(x) - \Psi(s) \tag{4}
\]
or as
\[
f(s) + \Psi(s) + f^*(g) + \Psi^*(-g) = f(s) - f(x) - \langle g, s - x \rangle = D_f(s, x), \tag{5}
\]
where \( D_f \) denotes the \textit{Bregman distance} of \( f \), that is, the function
\[
D_f(y, x) = f(y) - f(x) - \langle \nabla f(x), y - x \rangle.
\]

In the special case when \( \Psi \) is the indicator function of a closed convex set \( C \subseteq \mathbb{R}^n \), the Wolfe gap (4) has the simpler and popular expression
\[
f(x) + \Psi(x) + f^*(g) + \Psi^*(-g) = \langle g, x - s \rangle.
\]

Our main developments are stated in terms of the functions \textit{gap} and \( D \) described next. Define the duality gap function \textit{gap} : \text{dom}(\Psi) \times \text{dom}(f^*) \rightarrow \mathbb{R} \) as follows
\[
\text{gap}(x, u) := f(x) + \Psi(x) + f^*(u) + \Psi^*(-u). \tag{6}
\]

Define \( D : \text{dom}(\Psi) \times \text{dom}(\Psi) \times [0, 1] \rightarrow \mathbb{R} \) as follows
\[
D(x, s, \theta) := D_f(x + \theta(s - x), x) + \Psi(x + \theta(s - x)) - (1 - \theta)\Psi(x) - \theta\Psi(s). \tag{7}
\]

The following proposition establishes a fundamental gap reduction identity connecting \textit{gap} and \( D \).
Proposition 1. Suppose $x \in \text{dom}(\Psi), g = \nabla f(x)$, and $s \in \partial \Psi^*(-g)$ Then for $\theta \in [0, 1]$ we have
\[
gap(x + \theta(s - x), g) = (1 - \theta)\gap(x, g) + D(x, s, \theta). \tag{8}\]

Proof. Adding (4) times $(1 - \theta)$ and (5) times $\theta$ we get
\[
(1 - \theta)(f + \Psi)(x) + \theta(f + \Psi)(s) + f^*(g) + \Psi^*(-g) = (1 - \theta)\gap(x, g) + \theta D_f(s, x)
\]
Thus
\[
\gap(x + \theta(s - x), g) = (f + \Psi)(x + \theta(s - x)) + f^*(g) + \Psi^*(-g)
\]
\[
= (1 - \theta)\gap(x, g) + \theta D_f(s, x) + (f + \Psi)(x + \theta(s - x)) - (1 - \theta)(f + \Psi)(x) - \theta(f + \Psi)(s).
\]
To finish, observe that
\[
\theta D_f(s, x) + (f + \Psi)(x + \theta(s - x)) - (1 - \theta)(f + \Psi)(x) - \theta(f + \Psi)(s)
\]
\[
= D_f(x + \theta(s - x), x) + \Psi(x + \theta(s - x)) - (1 - \theta)\Psi(x) - \theta\Psi(s)
\]
\[
= D(x, s, \theta).
\]

Theorem 1 below shows that Algorithm 1 generates primal and dual iterates whose duality gap converges to zero provided the growth property (10) below holds and Algorithm 1 makes a judicious choice of stepsizes at each iteration. For a cleaner statement, Theorem 1 assumes that Algorithm 1 chooses the stepsize $\theta_k$ via the following line-search procedure
\[
\theta_k := \arg \min_{\theta \in [0, 1]} \{(1 - \theta)\gap(x_k, g_k) + D(x_k, s_k, \theta)\}. \tag{9}\]
As Theorem 2 shows, the main conclusions in Theorem 1 continue to hold, albeit with more complicated constants, for a more flexible procedure to choose the stepsize.

The gap reduction identity (8) in Proposition 1 implies that (9) can also be equivalently stated as the exact line-search procedure
\[
\theta_k := \arg \min_{\theta \in [0, 1]} (f + \Psi)(x_k + \theta(s_k - x_k)).
\]
We prefer (9) because of its direct connection with the gap reduction identity (8).

Theorem 1 hinges on the following growth property connecting the functions $D$ and $\gap$. Suppose $q > 1$ and $r \in [0, 1]$. We shall say that the pair $(D, \gap)$ satisfies the $(q, r)$-growth property if there exists a finite constant $M > 0$ such that for all $x \in \text{dom}(\Psi), g := \nabla f(x)$, and $s \in \partial \Psi^*(-g)$
\[
D(x, s, \theta) \leq \frac{Mq^{\theta q}}{q} \cdot \gap(x, g)^r \text{ for all } \theta \in [0, 1]. \tag{10}\]
As we detail in Section 3 below, the \((q,r)\)-growth property (10) can be seen as a generalization of the curvature constant defined by Jaggi [12]. The growth property (10) also has a flavor similar to that of the relative smoothness and relative continuity properties in the context of Bregman proximal methods as discussed in [2, 22, 23, 28–30].

The crux of Theorem 1 is to combine the gap reduction identity (8), the growth property (10), and the following technical lemma due to Borwein, Li, and Yao [4, Lemma 4.1].

**Lemma 1.** Suppose \( p > 0 \) and \( \beta_k, \delta_k \geq 0 \) are such that \( \beta_{k+1} \leq \beta_k (1 - \delta_k \beta_k^p) \) for \( k = 0, 1, \ldots \). Then

\[
\beta_k \leq \left( \frac{\beta_0^{-p} + p \cdot \sum_{i=0}^{k-1} \delta_i}{1} \right)^\frac{1}{p}.
\]

Our two central results, namely Theorem 1 and Theorem 2, concern the sequence \( \text{gap}_k, k = 0, 1, \ldots \) of best duality gaps defined as follows. For \( k = 0, 1, \ldots \) let

\[
\text{gap}_k := \min_{i=0,1,\ldots,k} \text{gap}(x_k, g_i)
\]

where \( g_i = \nabla f(x_i) \) for \( i = 0, 1, \ldots \).

Observe that \( \text{gap}_k = \text{gap}(x_k, g_k^{\text{best}}) \) where \( g_k^{\text{best}} \) is the best of the dual iterates \( g_i, i = 0, 1, \ldots, k \). A simple calculation shows that both \( \text{gap}_k \) and \( g_k^{\text{best}} \) can be updated as follows: \( \text{gap}_0 = \text{gap}(x_0, g_0) \) and for \( k = 0, 1, \ldots \)

\[
\text{gap}_{k+1} = \min\{\text{gap}(x_{k+1}, g_{k+1}), \text{gap}_k + (f + \Psi)(x_{k+1}) - (f + \Psi)(x_k)\},
\]

and

\[
g_k^{\text{best}} = \begin{cases} g_{k+1} & \text{if } \text{gap}(x_{k+1}, g_{k+1}) < \text{gap}_k + (f + \Psi)(x_{k+1}) - (f + \Psi)(x_k) \\ g_k^{\text{best}} & \text{otherwise.} \end{cases}
\]

**Theorem 1.** Suppose Algorithm 1 chooses \( \theta_k \in [0, 1] \) via (9) and \( q > 1 \) and \( r \in [0, 1] \) are such that \((D, \text{gap})\) satisfy the \((q,r)\)-growth property (10) for some finite \( M > 0 \). Then for \( k = 0, 1, \ldots \)

\[
\text{gap}_{k+1} \leq \text{gap}_k \left( 1 - \frac{q-1}{q} \cdot \min \left\{ 1, \left( \frac{\text{gap}_k^{1-r}}{M} \right)^{\frac{1}{q-1}} \right\} \right).
\]

When \( r = 1 \) we have linear convergence

\[
\text{gap}_k \leq \text{gap}_0 \left( 1 - \frac{q-1}{q} \cdot \min \left\{ 1, \frac{1}{M^{\frac{1}{q-1}}} \right\} \right)^k.
\]

When \( r \in [0,1) \) we have an initial linear convergence regime

\[
\text{gap}_k \leq \text{gap}_0 \left( 1 - \frac{q-1}{q} \right)^k, \quad k = 0, 1, 2, \ldots, k_0
\]
where \(k_0\) is the smallest \(k\) such that \(\text{gap}_k^{\frac{1}{1-r}} \leq M\). Then for \(k \geq k_0\) we have a sublinear convergence regime

\[
\text{gap}_k \leq \left( \text{gap}_{k_0}^{\frac{1}{1-r}} + \frac{1 - r}{q} \cdot \frac{1}{M^{\frac{1}{q-1}}} \cdot (k - k_0) \right)^{\frac{q-1}{1}}. \tag{15}
\]

**Proof.** Identity (8) in Proposition 1 implies that

\[
\text{gap}(x_{k+1}, g_k) = (1 - \theta_k)\text{gap}(x_k, g_k) + D(x_k, s_k, \theta_k).
\]

Thus (11), the stepsize choice (9), and growth property (10) imply that

\[
\text{gap}_{k+1} \leq \text{gap}_k - \theta_k \cdot \text{gap}(x_k, g_k) + D(x_k, s_k, \theta_k) \\
= \text{gap}_k + \min_{\theta \in [0, 1]} \left\{ -\theta \cdot \text{gap}(x_k, g_k) + \frac{M \theta^q}{q} \cdot \text{gap}(x_k, g_k)^r \right\} \\
\leq \text{gap}_k + \min_{\theta \in [0, 1]} \left\{ -\theta \cdot \text{gap}(x_k, g_k) + \frac{M \theta^q}{q} \cdot \text{gap}(x_k, g_k)^r \right\} \\
\leq \text{gap}_k \left( 1 - \frac{q - 1}{q} \cdot \min \left\{ 1, \left( \frac{\text{gap}_k^{1-r}}{M} \right)^{\frac{1}{q-1}} \right\} \right).
\]

The last step above follows because the minimum in the second to last step is attained at

\[
\hat{\theta} = \min \left\{ 1, \left( \frac{\text{gap}(x_k, g_k)^{1-r}}{M} \right)^{\frac{1}{q-1}} \right\} \geq \min \left\{ 1, \left( \frac{\text{gap}_k^{1-r}}{M} \right)^{\frac{1}{q-1}} \right\}.
\]

Thus \(M \hat{\theta}^q \cdot \text{gap}(x_k, g_k)^r \leq \hat{\theta} \cdot \text{gap}(x_k, g_k)\) and consequently

\[
\text{gap}_k + \min_{\theta \in [0, 1]} \left\{ -\theta \cdot \text{gap}(x_k, g_k) + \frac{M \theta^q}{q} \cdot \text{gap}(x_k, g_k)^r \right\} \\
\leq \text{gap}_k - \hat{\theta} \cdot \text{gap}(x_k, g_k) + \frac{1}{q} \cdot \hat{\theta} \cdot \text{gap}(x_k, g_k) \\
\leq \text{gap}_k \left( 1 - \frac{q - 1}{q} \cdot \hat{\theta} \right) \\
\leq \text{gap}_k \left( 1 - \frac{q - 1}{q} \cdot \min \left\{ 1, \left( \frac{\text{gap}_k^{1-r}}{M} \right)^{\frac{1}{q-1}} \right\} \right).
\]

Therefore (12) is established. Inequality (12) automatically implies (13) when \(r = 1\) and also (14) for \(k \leq k_0\) when \(r \in [0, 1)\). When \(r \in [0, 1)\) and \(k \geq k_0\) inequality (15) follows from (12) and Lemma 1 applied to \(p := \frac{1-r}{q-1}\) and \(\beta_k := \text{gap}_k; \delta_k := \frac{q - 1}{q} \cdot \frac{1}{M^{\frac{1}{q-1}}}\) for \(k = k_0, k_0 + 1, \ldots\).

Theorem 1 shows that for fixed \(q > 1\), the value of \(r \in [0, 1]\) in the \((q, r)\)-growth property (11) yields a convergence rate for \(\text{gap}_k \rightarrow 0\) somewhere in the spectrum from
the sublinear rate $O(1/k^q)$ when $r = 0$ to a linear rate when $r = 1$. The convergence rate increases as $r$ increases to 1. For fixed $r \in (0, 1)$ the converge rate also increases as the parameter $q > 1$ in the $(q,r)$-growth property \(10\) increases. Section 3 below elaborates on these observations and other interesting consequences of Theorem 1.

We next describe a more flexible alternative to \(9\) to choose the stepsize $\theta_k$. Suppose $c, \rho \in (0, 1)$. A simple backtracking procedure can easily choose $\theta_k \in [0, 1]$ such that

$$\theta_k^* := \max \{ \theta \in [0, 1] : (1 - \theta)\text{gap}(x_k, g_k) + D(x_k, s_k, \theta) \leq (1 - c \cdot \theta)\text{gap}(x_k, g_k) \}.$$ \(16\)

The inequality in \(16\) can be seen as an Armijo rule condition for the function $\varphi : [0, 1] \to \mathbb{R}$ defined as $\varphi(\theta) := (1 - \theta)\text{gap}(x_k, g_k) + D(x_k, s_k, \theta)$. Indeed, a simple calculation shows that $\varphi(0) = \text{gap}(x_k, g_k)$ and the right derivative of $\varphi$ at zero satisfies

$$\varphi'_+(0) \leq -\text{gap}(x_k, g_k) < 0.$$ 

Therefore the inequality in \(16\) can be rewritten in the usual Armijo rule format \[26\] Chapter 3:

$$\varphi(\theta) \leq \varphi(0) + \bar{c} \cdot \theta \cdot \varphi'_+(0).$$

for some $\bar{c} \leq c$. The Armijo rule condition \(16\) is evidently easier to satisfy, and therefore more flexible, than the exact line-search \(9\) which corresponds to choosing $\theta_k := \arg\min_{\theta \in [0, 1]} \varphi(\theta)$.

A straightforward modification of the proof of Theorem 1 yields the following result.

**Theorem 2.** Suppose $c, \rho \in (0, 1)$ are such that $c + \rho > 1$ and Algorithm 2 chooses $\theta_k \in [0, 1]$ so that $\rho \cdot \theta_k \leq \theta_k \leq \theta_k^*$ as in \(16\). Suppose $q > 1$ and $r \in [0, 1]$ are such that $(D, \text{gap})$ satisfy the $(q,r)$-growth property \(10\) for some finite $M > 0$. Then for $k = 0, 1, \ldots$

$$\text{gap}_{k+1} \leq \text{gap}_k \left(1 - (c + \rho - 1) \cdot \min \left\{ 1, \left( \frac{q(1-c)}{M} \cdot \text{gap}_k^{1-r} \right)^{\frac{1}{q-1}} \right\} \right).$$ \(17\)

When $r = 1$ we have linear convergence

$$\text{gap}_k \leq \text{gap}_0 \left(1 - (c + \rho - 1) \cdot \min \left\{ 1, \left( \frac{q(1-c)}{M} \right)^{\frac{1}{q-1}} \right\} \right)^k.$$ \(18\)

When $r \in [0, 1)$ we have an initial linear convergence regime

$$\text{gap}_k \leq \text{gap}_0 (1 - (c + \rho - 1))^k, \quad k = 0, 1, 2, \ldots, k_0$$ \(19\)

where $k_0$ is the smallest $k$ such that $\text{gap}_k^{1-r} \leq \frac{M}{q(1-c)}$. Subsequently for $k \geq k_0$ we have a sublinear convergence regime

$$\text{gap}_k \leq \left( \text{gap}_{k_0} \cdot \left( \frac{(1-r)(c + \rho - 1)}{q - 1} \cdot \left( \frac{q(1-c)}{M} \right)^{\frac{1}{q-1}} \cdot (k - k_0) \right)^{\frac{q-1}{q-1}} \right)^{\frac{q-1}{q-1}}.$$ \(20\)
Proof. As noted above, this is a modification of the proof of Theorem 1. Identity (8) in Proposition 1 yields
\[ \text{gap}(x_{k+1}, g_k) = (1 - \theta_k)\text{gap}(x_k, g_k) + D(x_k, s_k, \theta_k). \]
Hence (11) implies that
\[ \text{gap}_{k+1} \leq \text{gap}_k - \theta_k \cdot \text{gap}(x_k, g_k) + D(x_k, s_k, \theta_k). \]
Since \( \rho \cdot \hat{\theta}_k \leq \theta_k \leq \hat{\theta}_k \) for \( \hat{\theta}_k \) as in (16), it follows that
\[
\begin{align*}
\text{gap}_{k+1} &\leq \text{gap}_k - \rho \cdot \hat{\theta}_k \cdot \text{gap}(x_k, g_k) + D(x_k, s_k, \theta_k) \\
&\leq \text{gap}_k - \rho \cdot \hat{\theta}_k \cdot \text{gap}(x_k, g_k) + (1 - c) \cdot \theta_k \cdot \text{gap}(x_k, g_k) \\
&\leq \text{gap}_k - (c + \rho - 1) \cdot \hat{\theta}_k \cdot \text{gap}(x_k, g_k) \\
&\leq \text{gap}_k(1 - (c + \rho - 1) \cdot \hat{\theta}_k).
\end{align*}
\] (21)

The growth property (10) and (11) imply that the minimizer \( \hat{\theta}_k \) in (16) satisfies
\[
\begin{align*}
\hat{\theta}_k &= \max \{ \theta \in [0, 1] : D(x_k, s_k, \theta) \leq (1 - c) \cdot \theta \cdot \text{gap}(x_k, g_k) \} \\
&\geq \max \left\{ \theta \in [0, 1] : \frac{M \theta^q}{q} \cdot \text{gap}(x_k, g_k)^r \leq (1 - c) \cdot \theta \cdot \text{gap}(x_k, g_k) \right\} \\
&= \min \left\{ 1, \left( \frac{q(1 - c)}{M} \cdot \text{gap}(x_k, g_k)^{1-r} \right)^{\frac{1}{q-1}} \right\} \\
&\geq \min \left\{ 1, \left( \frac{q(1 - c)}{M} \cdot \text{gap}_k^{1-r} \right)^{\frac{1}{q-1}} \right\}. \quad (22)
\end{align*}
\]

Inequality (17) follows by putting together (21) and (22). Inequality (17) automatically implies (18) when \( r = 1 \) and also (19) for \( k \leq k_0 \) when \( r \in [0, 1) \). When \( r \in [0, 1) \) and \( k \geq k_0 \) inequality (20) follows from (17) and Lemma 1 applied to \( p := \frac{1-r}{q-1} \) and \( \beta_k := \text{gap}_k, \delta_k := (c + \rho - 1) \left( \frac{q(1-c)}{M} \right)^{\frac{1}{q-1}} \) for \( k = k_0, k_0 + 1, \ldots \).

We note that expression (17) in Theorem 2 is identical to expression (12) in Theorem 1 for the ideal choice \( \rho = 1 \) and \( c = (q-1)/q \). Likewise for (18), (20) and (13), (15).

To conclude this section, we next discuss the norm-independence and affine invariance of our developments. The growth property (10) as well as Theorem 1 and Theorem 2 are automatically norm-independent since they do not rely on any norms. They are also affine invariant as we next detail.

Consider an affine reparametrization of \( \mathbb{R}^n \) of the form \( x := A \bar{x} + b \) where \( A : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a linear bijection. Let \( \tilde{f}, \tilde{\Psi} : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{ \infty \} \) be defined as the corresponding reparametrizations of \( f \) and \( \Psi \), namely
\[ \tilde{f}(\bar{x}) := f(A \bar{x} + b) \quad \text{and} \quad \tilde{\Psi}(\bar{x}) := \Psi(A \bar{x} + b). \]
Let \( A^* : \mathbb{R}^n \to \mathbb{R}^n \) denote the adjoint of \( A \). Some straightforward calculations show that if \( x = A\tilde{x} + b \) then

\[
\nabla \tilde{f}(\tilde{x}) = A^*\nabla f(x) \quad \text{and} \quad \tilde{f}^*(A^*u) = f^*(u) - \langle b, u \rangle \quad \text{for all} \quad u \in \mathbb{R}^n,
\]

and likewise for \( \Psi \) in lieu of \( f \). Consequently, if \( x = A\tilde{x} + b \) then

\[
\partial \tilde{\Psi}^*(-A^*\nabla f(x)) = A \partial \tilde{\Psi}^*(-\nabla \tilde{f}(\tilde{x})) + b.
\]

Hence if \( x = A\tilde{x} + b \) then for \( g := \nabla f(x) \) and \( \tilde{g} := \nabla \tilde{f}(\tilde{x}) \) we have \( \tilde{g} = A^*g \) and \( \partial \tilde{\Psi}^*(-g) = A \partial \tilde{\Psi}^*(-\tilde{g}) + b \). Thus we can assume that the oracle in Assumption A2 yield respectively \( s \in \partial \tilde{\Psi}^*(-g) \) and \( \tilde{s} \in \partial \tilde{\Psi}^*(-\tilde{g}) \) that satisfy \( s = A\tilde{s} + b \). The identities \( x = A\tilde{x} + b, \tilde{g} = A^*g, s = A\tilde{s} + b \) in turn imply that

\[
\text{gap}(x, g) = \text{gap}(\tilde{x}, \tilde{g})
\]

and

\[
\mathcal{D}(x, s, \theta) = \mathcal{D}(\tilde{x}, \tilde{s}, \theta) \quad \text{for all} \quad \theta \in [0, 1].
\]

It thus follows that the growth property (10), stepsizes selection procedures (9) and (16), as well as Theorem 1 and Theorem 2 are all affine invariant.

### 3 Growth property in some special cases

The subsections below detail some straightforward consequences of Theorem 1 when the growth property holds for some special values of \((q, r)\). These special cases recover and sharpen some norm-dependent convergence results previously developed in the state-of-the-art literature on the conditional gradient method [10, 14, 25]. To make the latter connection more precise and explicit, Proposition 2, Proposition 3, and Proposition 4 below show that the uniform smoothness and uniform convexity assumptions previously made in each of [10, 14, 25] imply the \((q, r)\) growth property (10) for various values of \((q, r)\).

We next recall the concepts of uniform smoothness and uniform convexity. A detailed discussion on these concepts is presented in [13]. Both uniform smoothness and uniform convexity are stated and formalized in terms of some norm. Thus throughout this section we assume that \( \mathbb{R}^n \) is endowed with a norm \( \| \cdot \| \) and let \( \| \cdot \|^{*} \) denote its dual norm.

A convex function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\} \) is **uniformly smooth** on \( C \subseteq \text{dom}(f) \) with respect to \( \| \cdot \| \) if there exist constants \( q \in (1, 2] \) and \( L > 0 \) such that for \( x, y \in C \)

\[
f(x + \theta(y - x)) \geq (1 - \theta)f(x) + \theta f(y) - \frac{L}{q} \theta(1 - \theta)\|y - x\|^q \quad \text{for all} \quad \theta \in [0, 1]. \tag{23}
\]

It is customary to say that \( f \) is \( L \)-smooth on \( C \) when (23) holds with \( q = 2 \). In particular, **uniform smoothness** is a relaxation of **smoothness**. It is easy to see that (23) holds for \( q = \nu + 1 \) when \( \nabla f \) is \( \nu \)-Hölder continuous on \( C \) with Hölder constant \( L \). In particular, \( f \) is \( L \)-smooth on \( C \) when \( \nabla f \) is Lipschitz continuous on \( C \) with Lipschitz constant \( L \).
As detailed in [13], when \( f \) is differentiable, property (23) implies that for all \( x, y \in C \)
\[
D_f(y, x) \leq \frac{L}{q} \|y - x\|^q.
\]
(24)

A function \( \Psi : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{ \infty \} \) is \textit{uniformly convex} on \( C \subseteq \text{dom}(\Psi) \) with respect to \( \| \cdot \| \) if there exist constants \( p \geq 2 \) and \( \mu > 0 \) such that for all \( x, y \in C \) and \( \theta \in [0, 1] \)
\[
\Psi(x + \theta(y - x)) \leq (1 - \theta)\Psi(x) + \theta\Psi(y) - \frac{\mu}{p}\theta(1 - \theta)\|y - x\|^p \text{ for all } \theta \in [0, 1].
\]
(25)

It is customary to say that \( \Psi \) is strongly convex on \( C \) when (25) holds for \( p = 2 \). In particular, \textit{uniform convexity} is a relaxation of \textit{strong convexity}.

Again, as detailed in [13], property (25) implies that for all \( x, y \in C \) and \( g \in \partial \Psi(y) \)
\[
\Psi(x) \geq \Psi(y) + \langle g, s - y \rangle + \frac{\mu}{p}\|x - y\|^p.
\]
(26)

In particular, property (25) implies that if \( C = \text{dom}(\Psi) \) and \( s = \arg \min_y \Psi(y) \) then for all \( x \in \text{dom}(\Psi) \)
\[
\Psi(x) - \Psi(s) \geq \frac{\mu}{p}\|x - s\|^p.
\]
(26)

A closed convex set \( C \subseteq \mathbb{R}^n \) is \textit{uniformly convex} if there exist constants \( p \geq 2 \) and \( \mu > 0 \) such that for all \( x, y \in C, \theta \in [0, 1], \) and \( z \in \mathbb{R}^n \) with \( \|z\| \leq 1 \)
\[
x + \theta(y - x) + \frac{\mu}{p}\theta(1 - \theta)\|y - x\|^pz \in C.
\]
(27)

It is customary to say that \( C \) is strongly convex when (27) holds for \( p = 2 \).

Similar to the above implications (23) \( \Rightarrow \) (24) and (25) \( \Rightarrow \) (26), property (27) implies that if \( g \in \mathbb{R}^n \) and \( s = \arg \min_{y \in C} \langle g, y \rangle \) then for all \( x \in C \)
\[
\langle g, x - s \rangle \geq \frac{\mu}{p}\|g\|_{\ast} \cdot \|x - s\|^p.
\]
(28)

### 3.1 The case \( q > 1, r = 0 \): sublinear convergence

Suppose the growth property (10) holds for \( q > 1 \) and \( r = 0 \), that is, for \( x \in \text{dom}(\Psi), s \in \partial \Psi^*(-\nabla f(x)) \)
\[
D(x, s, \theta) \leq \frac{M\theta^q}{q} \text{ for all } \theta \in [0, 1].
\]
(29)

In this case \( \text{gap}_1 \leq M/q \leq M \) and thus Theorem \( \Pi \) implies that
\[
\text{gap}_k \leq \left( \frac{\text{gap}_1}{q} + \frac{1}{q} \cdot \frac{k - 1}{M \frac{1}{q - 1}} \right)^{-(q - 1)}
\leq \left( \frac{q}{M \frac{1}{q - 1}} + \frac{1}{q} \cdot \frac{k - 1}{M \frac{1}{q - 1}} \right)^{-(q - 1)}
= M \left( \frac{q}{k - 1 + q \frac{1}{q - 1}} \right)^{q - 1}.
\]
(30)
The case \((q, r) = (2, 0)\) is particularly interesting. In this case we get

\[
\text{gap}_k \leq \frac{2M}{k+3}. \tag{31}
\]

This bound applies in the especially important and popular case when \(\Psi\) is the indicator function \(\delta_C\) of some compact convex set \(C \subseteq \mathbb{R}^n\) as discussed in \([7, 12]\). In this case for \(x \in \text{dom}(\Psi), s \in \partial \Psi^*(-\nabla f(x))\) we have

\[
\mathcal{D}(x, s, \theta) = D_f(x + \theta(s - x), x)
\]

and thus \((29)\) holds with \(q = 2\) and \(M\) equal to the following curvature constant defined by Jaggi \([12]\), provided that it is finite:

\[
C_f := \sup_{x, s \in C, \theta \in [0, 1]} \frac{2D_f(x + \theta(s - x), x)}{\theta^2}. \tag{32}
\]

Therefore \((31)\) recovers the iconic convergence rate of the conditional gradient method established in \([12]\). However, Theorem \(1\) reveals that the convergence could be faster as \((29)\) may hold for \(M \leq C_f\).

Proposition 2. The \((q, 0)\)-growth property \((29)\) holds if \(f\) is \(q\)-uniformly smooth and \(\text{dom}(\Psi)\) is bounded. More precisely, the \((q, 0)\)-growth property \((29)\) holds for \(M = L \cdot \text{diam}(\text{dom}(\Psi))^q\) if there is a norm \(\| \cdot \|\) in \(\mathbb{R}^n\) such that \((23)\) holds for \(x, y \in \text{dom}(\Psi)\).

**Proof.** Suppose \((23)\) holds for some constants \(q > 1\) and \(L > 0\). Then \((7)\) and \((24)\) imply that for all \(x, s \in \text{dom}(\Psi)\) and \(\theta \in [0, 1]\)

\[
\mathcal{D}(x, s, \theta) \leq D_f(x + \theta(s - x), x) \leq \frac{L}{q} \|\theta(s - x)\|^q = \frac{L\|s - x\|^q}{q} \cdot \theta^q.
\]

Thus \((29)\) holds for \(M = L \cdot \text{diam}(\text{dom}(\Psi))^q\). \(\square\)

Proposition 2 and \((30)\) readily yield the following norm-dependent convergence result for a class of problems previously considered in \([10, 25]\). Suppose \(\text{dom}(\Psi)\) is bounded and \(\nabla f\) is \(\nu\)-Hölder continuous on \(\text{dom}(\Psi)\) for some \(\nu > 0\). In this case \(f\) is \((\nu + 1)\)-uniformly smooth on \(\text{dom}(\Psi)\). Thus Proposition 2 implies that the \((q, 0)\)-growth property \((29)\) holds for \(q = \nu + 1\) and \(M = L \cdot \text{diam}(\text{dom}(\Psi))^{1+\nu}\) where \(L\) is the Hölder continuity constant of \(\nabla f\). Therefore \((30)\) implies that

\[
\text{gap}_k \leq L \cdot \text{diam}(\text{dom}(\Psi))^{1+\nu} \left(\frac{\nu + 1}{k - 1 + (\nu + 1)^{\frac{1}{\nu}}}ight)^{\nu} \\
\leq L \cdot \text{diam}(\text{dom}(\Psi))^{1+\nu} \left(\frac{\nu + 1}{k}ight)^{\nu}. \tag{33}
\]
Therefore we recover the $O(1/k^{\nu})$ convergence results shown in [25, Corollary 1] and in [10, Corollary 1] with an improvement on the latter as [33] does not include the additional log factor in [10, Corollary 1 and Equation (2.30)]. The constant in front of $1/k^{\nu}$ in (33) is simpler and sharper than the constants in [25, Corollary 1] and in [10, Equation (2.30)]. Furthermore, Theorem 1 reveals that the convergence is generally faster as Proposition 2 implies that (29) and (30) will typically hold for $M \leq L \cdot \text{diam}(\text{dom}(\Psi))^{1+\nu}$.

### 3.2 The case $(q, r) = (2, 1)$: linear convergence

Suppose the growth property (10) holds for $(q, r) = (2, 1)$, that is, for $x \in \text{dom}(\Psi), s \in \partial\Psi^*(-\nabla f(x))$

$$D(x, s, \theta) \leq \frac{M \theta^2}{2} \cdot \text{gap}(x, g) \text{ for all } \theta \in [0, 1].$$

(34)

In this case Theorem 1 readily implies that

$$\text{gap}_k \leq \text{gap}_0 \cdot \left(1 - \frac{1}{2} \cdot \min \left\{1, \frac{1}{M}\right\}\right)^k.$$  

(35)

Proposition 3 below describes some important classes of problems that satisfies (34). We omit the proof of Proposition 3 as it is a special case of the more general Proposition 4 in Section 3.3 below.

**Proposition 3.** Suppose $f$ is 2-uniformly smooth on $\text{dom}(\Psi)$. Then the $(2, 1)$-growth property (34) holds if $\Psi$ is 2-uniformly convex on $\text{dom}(\Psi)$, or if $\Psi = \delta_C$ for a 2-uniformly convex and closed set $C \subseteq \mathbb{R}^n$ and $\nabla f$ is bounded away from zero in $C$. More precisely:

(a) The $(2, 1)$-growth property (34) holds for $M = 2L/\mu$ if there is a norm $\| \cdot \|$ in $\mathbb{R}^n$ such that both (23) and (25) hold for $p = q = 2$ and $x, y \in \text{dom}(\Psi)$.

(b) The $(2, 1)$-growth property (34) holds for $M = 2L/(\ell \mu)$ if $\Psi = \delta_C$ for a closed convex set $C \subseteq \mathbb{R}^n$, there is a norm $\| \cdot \|$ in $\mathbb{R}^n$ such that both (23) and (27) hold for $p = q = 2$ and $x, y \in C$, and

$$\ell := \inf_{x \in C} \|\nabla f(x)\| > 0.$$

Proposition 3 and (35) readily yield the following norm-dependent linear convergence results for two classes of problems previously considered in [10,16,19].

First, if $\nabla f$ is Lipschitz continuous on $\text{dom}(\Psi)$ and $\Psi$ is strongly convex then Proposition 3(a) implies that the $(2, 1)$-growth property (34) holds with $M = L/\mu$ where $L$ and $\mu$ are respectively the Lipschitz continuity constant of $\nabla f$ and the strong convexity constant of $\Psi$. Therefore (35) implies that

$$\text{gap}_k \leq \text{gap}_0 \cdot \left(1 - \frac{1}{2} \cdot \min \left\{1, \frac{\mu}{2L}\right\}\right)^k.$$
Hence we recover the linear convergence result shown in [10, Corollary 1 and Equation (2.32)] but with a simpler and sharper expression. Furthermore, the convergence is generally faster as \( M \leq 2L/\mu \).

Second, if \( \Psi = \delta_C \), \( \nabla f \) is Lipschitz continuous and bounded away from zero on \( C \), and \( C \subseteq \mathbb{R}^n \) is a closed and strongly set then Proposition [31(b)] implies that the (2,1)-growth property \( (34) \) holds with \( M = 2L/(\ell \mu) \) where \( L, \mu, \) and \( \ell \) are respectively the Lipschitz continuity constant of \( \nabla f \), the strong convexity constant of \( C \) on \( C \). Therefore \( (35) \) implies that

\[
\text{gap}_k \leq \text{gap}_0 \cdot \left( 1 - \frac{1}{2} \cdot \min \left\{ 1, \frac{\ell \mu}{2L} \right\} \right)^k.
\]

Hence we recover the linear convergence result shown in [19, Theorem 6.1(5)] and in [16, Theorem 2.2] with a slightly improved convergence rate. Theorem 1 shows that the convergence rate is generally better as \( M \leq 2L/(\ell \mu) \).

### 3.3 Other values \((q, r)\): sublinear to linear convergence

Suppose the growth property \( (10) \) holds for some \( q > 1 \), \( r \in (0, 1) \), and \( M > 0 \). We next discuss the spectrum of convergence rates from sublinear to linear that Theorem 1 yields depending on the values of \((q, r)\). To simplify notation and exposition, we shall assume that \( \text{gap}_0 \leq M \) throughout this subsection so that we skip the initial linear convergence regime \( (14) \) in Theorem 1. This assumption can be relaxed either at the expense of some notational overhead to deal with the initial linear convergence regime \( (14) \), or at the expense of artificially increasing the constant \( M \).

Suppose \( \text{gap}_0 \leq M \). Then for \( r \in [0, 1) \) Theorem 1 implies that

\[
\text{gap}_k \leq \left( \frac{1}{M^{\frac{1}{q-1}}} + \frac{1-r}{q} \cdot \frac{k}{M^{\frac{1}{q-1}}} \right)^{\frac{q-1}{q-1}} \cdot M \left( 1 + \frac{q-1}{q \cdot M^{\frac{1}{q-1}}} \cdot k \cdot \frac{1-r}{q-1} \right)^{\frac{q-1}{q-1}}. \tag{36}
\]

For \( q > 1 \) fixed, the right-most expression in (36) decreases monotonically with \( r \) from the sublinear rate \( M \left( \frac{q}{k+q} \right)^{q-1} \) for \( r = 0 \) to the following asymptotic linear rate for \( r \uparrow 1 \)

\[
Me^{-\rho k} = M \left( e^{-\rho} \right)^k, \tag{37}
\]

where

\[
\rho := \frac{q-1}{q \cdot M^{\frac{1}{q-1}}} \in (0, 1).
\]

Since \( e^{-\rho} \approx 1 - \rho \) for small \( \rho > 0 \), it follows that the asymptotic linear rate (37) is approximately the same linear rate given by Theorem 1 when \( r = 1 \), namely

\[
\text{gap}_k \leq \text{gap}_0 \left( 1 - \frac{q-1}{q \cdot M^{\frac{1}{q-1}}} \right)^k.
\]
The following general version of Proposition 3 describes a broad class of problems that satisfies the \((q,r)\)-growth property for various values of \((q,r)\) depending on the degree of uniform smoothness and uniform convexity of \(f\) and \(\Psi\).

**Proposition 4.** Suppose \(f\) is \(q\)-uniformly smooth on \(\text{dom}(\Psi)\). Then the \((q,r)\)-growth property \((10)\) holds for \(r = q/p\) if \(\Psi\) is \(p\)-uniformly convex on \(\text{dom}(\Psi)\), or if \(\Psi = \delta_C\) for a \(p\)-uniformly convex and closed set \(C \subseteq \mathbb{R}^n\) and \(\nabla f\) is bounded away from zero in \(C\).

More precisely:

(a) The \((q,r)\)-growth property \((10)\) holds for \(r = q/p\) and \(M = L \cdot (p/\mu)^{q/p}\) if there is a norm \(\| \cdot \|\) in \(\mathbb{R}^n\) such that both \((23)\) and \((25)\) hold for \(x, y \in \text{dom}(\Psi)\).

(b) The \((q,r)\)-growth property \((10)\) holds for \(r = q/p\) and \(M = L \cdot (p/\ell\mu)^{q/p}\) if \(\Psi = \delta_C\) for a closed convex set \(C \subseteq \mathbb{R}^n\), and there is a norm \(\| \cdot \|\) in \(\mathbb{R}^n\) such that both \((23)\) and \((27)\) hold for \(x, y \in C\), and

\[
\ell := \inf_{x \in C} \| \nabla f(x) \|^* > 0.
\]

**Proof.** (a) Suppose \((23)\) holds for some constants \(q > 1\) and \(L > 0\), and also \((24)\) holds for some constants \(p > 1\) and \(\mu > 0\). Then for all \(x \in \text{dom}(\Psi)\) and \(g := \nabla f(x)\) the tilted function \(\Psi_g := \Psi + \langle g, \cdot \rangle\) is also \(p\)-uniformly convex on \(\text{dom}(\Psi_g) = \text{dom}(\Psi)\) for the same \(p\) and \(\mu\). Consequently \((26)\) implies that \(s := \arg \min_y \{ \Psi(y) + \langle g, y \rangle \} = \arg \min_y \Psi_g(y)\) satisfies

\[
\text{gap}(x, g) = \Psi(x) + \langle g, x \rangle - \Psi(s) - \langle g, s \rangle = \Psi_g(x) - \Psi_g(s) \geq \frac{\mu}{p} \| x - s \|^p.
\]

On the other hand, \((7)\) and \((24)\) imply that

\[
\mathcal{D}(x, s, \theta) \leq D_f(x + \theta(s - x), x) \leq \frac{L\theta^q}{q} \| s - x \|^q.
\]

It thus follows that \((10)\) holds for \(q\) and \(r = q/p\) with \(M = L \cdot (p/\mu)^{q/p}\).

(b) Suppose \((23)\) holds for some constants \(q > 1\) and \(L > 0\), \((24)\) holds for some constants \(p \geq 2\) and \(\mu > 0\), and \(\ell := \inf_{x \in C} \| \nabla f(x) \|^* > 0\). Then \((28)\) implies that for \(x \in \text{dom}(\Psi)\), \(g := \nabla f(x)\) and \(s = \arg \min_{x \in C} \langle g, x \rangle\) we have

\[
\text{gap}(x, g) = \langle g, x - s \rangle \geq \frac{\mu}{p} \| g \|^* \cdot \| x - s \|^p \geq \frac{\ell \mu}{p} \cdot \| x - s \|^p.
\]

Thus proceeding as in part (a), \((24)\) implies that \((10)\) holds for \(q\) and \(r = q/p\) with \(M = L \cdot (p/(\ell \mu))^{q/p}\). \(\square\)
Proposition 4 and Theorem 1 yield the following norm-dependent convergence results for two classes of problems that extend the two classes discussed in Section 3.2.

First, suppose that \( \nabla f \) is \( \nu \)-Hölder continuous on \( \text{dom}(\Psi) \) for some \( \nu \in (0, 1] \) and \( \Psi \) is \( p \)-uniformly convex on \( \text{dom}(\Psi) \) for some \( p \geq 2 \). Then Proposition 4 implies that the \((q, r)\)-growth property (10) holds for \( q = \nu + 1 \) and \( r = (\nu + 1)/p \) with \( M = L \cdot (p/\mu)^{\frac{2}{\nu+1}} \).

The case \( r = 1 \), that is, \( \nu = 1 \) and \( p = 2 \) was already discussed in Section 3.2. Hence we focus on the case \( r < 1 \), that is, \( p > \nu + 1 \). Under the mild assumption that \( \text{gap} \leq M \), inequality (36) implies that

\[
\text{gap}_k \leq \left( \frac{1}{M^{\frac{p-\nu-1}{p}} + \frac{p-\nu-1}{p(\nu+1)} \cdot \frac{k}{M^{\frac{1}{p}}}} \right)^{\frac{p}{p-\nu-1}} \leq \left( \frac{p(\nu+1) \cdot M^{\frac{1}{p}}}{p-\nu-1} \cdot \frac{1}{k} \right)^{\frac{p}{p-\nu-1}}.
\]  

(39)

The above \( \mathcal{O}(1/k^{\frac{p}{p-\nu-1}}) \) convergence rate is new for \( p > 2 \) and extends some of the results considered in [10, 25] that only consider the cases when \( p = 2 \) or when \( \text{dom}(\Psi) \) is bounded.

Second, if \( \Psi = \delta_C \), \( \nabla f \) is \( \nu \)-Hölder continuous and bounded away from zero on \( C \), and \( C \subseteq \mathbb{R}^n \) is a closed and \( p \)-uniformly set then Proposition 4(b) implies that the \((q, r)\)-growth property (34) holds for \( q = \nu + 1 \), \( r = \frac{q}{p} \) with \( M = L \cdot (p/(\ell \mu))^{\frac{1}{2}} \) where \( L, \mu, \) and \( \ell \) are respectively the Lipschitz continuity constant of \( \nabla f \), the strong convexity constant of \( C \) and the lower bound on \( \| \nabla f(x) \|^* \) on \( C \). Again the case \( r = 1 \), that is, \( \nu = 1 \) and \( p = 2 \) was already discussed in Section 3.2 and thus we focus on the case \( r < 1 \). Under the mild assumption that \( \text{gap} \leq M \), inequality (36) again implies (39) albeit for a different constant \( M \). Hence we extend the sublinear convergence result shown in [14, Theorem 2.2] that considers only the special case \( \nu = 1 \) and \( p > 2 \). For these values of \( \nu \) and \( p \) we get

\[
\text{gap}_k \leq \left( \frac{2Mp}{p-2} \cdot \frac{1}{k} \right)^{\frac{p}{p-2}}
\]

and thus recover the \( \mathcal{O}(1/k^{\frac{p}{p-2}}) \) sublinear convergence result in [14, Theorem 2.2] albeit with a slightly simpler and sharper constant.

4 Weak growth property and suboptimality gap

Consider the setting of Section 2. Define the suboptimality gap function \( \text{subopt} : \text{dom}(\Psi) \to \mathbb{R} \) as follows

\[
\text{subopt}(x) := f(x) + \Psi(x) - \min_y \{ f(y) + \Psi(y) \}.
\]

The weak duality property between (1) and its dual (3) implies that for all \((x, u) \in \text{dom}(\Psi) \times \text{dom}(f^*)\)

\[
\text{gap}(x, u) \geq \text{subopt}(x).
\]

Therefore any upper bound on the duality gap automatically holds for the suboptimality gap as well. This section takes this observation further: Theorem 3 and Theorem 4
provide analogous statements to Theorem 1 and Theorem 2 for the suboptimality gap by relying on the following relaxed version of (10). Suppose $q > 1$ and $r \in [0, 1]$. We shall say that the triple $(\mathcal{D}, \text{gap}, \text{subopt})$ satisfies the $(q, r)$ weak growth property if there exists a finite constant $M > 0$ such that for all $x \in \text{dom}(\Psi)$, $g := \nabla f(x)$, and $s \in \partial \Psi^*(-g)$

$$
\mathcal{D}(x, s, \theta) \cdot \text{subopt}(x)^{1-r} \leq \frac{M\theta^q}{q} \cdot \text{gap}(x, g) \text{ for all } \theta \in [0, 1].
$$

(40)

Since $\text{gap}(x, g) \geq \text{subopt}(x) \geq 0$, it is immediate that the weak growth property (40) holds whenever the growth property (10) holds.

The next two results concern the sequence of suboptimality gaps

$$
\text{subopt}_k := \text{subopt}(x_k), \ k = 0, 1, \ldots
$$

for the iterates generated by Algorithm 1. We omit the proofs of Theorem 3 and Theorem 4 below as they are straightforward extensions of the proofs of Theorem 1 and Theorem 2.

**Theorem 3.** Suppose Algorithm 1 chooses $\theta_k \in [0, 1]$ via (9) and $q > 1$ and $r \in [0, 1]$ are such that $(\mathcal{D}, \text{gap}, \text{subopt})$ satisfy the $(q, r)$ weak growth property (40) for some finite $M > 0$. Then for $k = 0, 1, \ldots$

$$
\text{subopt}_{k+1} \leq \text{subopt}_k \left(1 - \frac{q-1}{q} \cdot \min \left\{1, \left(\frac{\text{subopt}_k^{1-r}}{M} \right)^{\frac{1}{q-r}} \right\}\right).
$$

When $r = 1$ we have linear convergence

$$
\text{subopt}_k \leq \text{subopt}_0 \left(1 - \frac{q-1}{q} \cdot \min \left\{1, \frac{1}{M^{\frac{1}{q-1}}} \right\}\right)^k.
$$

When $r \in [0, 1)$ we have an initial linear convergence regime

$$
\text{subopt}_k \leq \text{subopt}_0 \left(1 - \frac{q-1}{q}\right)^k, \ k = 0, 1, 2, \ldots, k_0
$$

where $k_0$ is the smallest $k$ such that $\text{subopt}_k^{1-r} \leq M$. Then for $k \geq k_0$ we have a sublinear convergence regime

$$
\text{subopt}_k \leq \left(\text{subopt}_{k_0}^{\frac{r-1}{q-1}} + \frac{1-r}{q} \cdot \frac{1}{M^{\frac{1}{q-1}}} \cdot (k - k_0)\right)^{\frac{q-1}{r-1}}.
$$

**Theorem 4.** Suppose $c, \rho \in (0, 1)$ are such that $c + \rho > 1$ and Algorithm 1 chooses $\theta_k \in [0, 1]$ so that $\rho \cdot \delta_k \leq \theta_k \leq \delta_k$ for $\delta_k$ as in (10). Suppose $q > 1$ and $r \in [0, 1]$ are such that $(\mathcal{D}, \text{gap}, \text{subopt})$ satisfy the $(q, r)$ weak growth property (40) for some finite $M > 0$. Then for $k = 0, 1, \ldots$

$$
\text{subopt}_{k+1} \leq \text{subopt}_k \left(1 - (c + \rho - 1) \cdot \min \left\{1, \left(\frac{q(1-c)}{M} \cdot \text{subopt}_k^{1-r}\right)^{\frac{1}{q-1}} \right\}\right).
$$
When $r = 1$ we have linear convergence

$$\text{subopt}_k \leq \text{subopt}_0 \left(1 - (c + \rho - 1) \cdot \min \left\{1, \left(\frac{q(1 - c)}{M}\right)^{\frac{q-1}{q}}\right\}\right)^k.$$ 

When $r \in [0, 1)$ we have an initial linear convergence regime

$$\text{subopt}_k \leq \text{subopt}_0 \left(1 - (c + \rho - 1)\right)^k, \quad k = 0, 1, 2, \ldots, k_0$$

where $k_0$ is the smallest $k$ such that $\text{subopt}_{k_0}^1 - r^{k_0} \leq \frac{M}{q(1-c)}$. Subsequently for $k \geq k_0$ we have a sublinear convergence regime

$$\text{subopt}_k \leq \left(\text{subopt}_{k_0}^1 + \frac{(1-r)(c + \rho - 1)}{q - 1} \cdot \left(\frac{q(1 - c)}{M}\right)^{\frac{1}{q-1}} \cdot (k - k_0)\right)^{\frac{q-1}{q-1}}.$$ 

Proposition 5 below provides a nice complement to Proposition 4(b). Proposition 5 describes a class of problems that satisfies the weak growth property similar to that in Proposition 4(b). However, instead of assuming that $\nabla f$ is bounded away from zero in $C$, Proposition 5 relies on the following type of Hölderian error bound as in [14,31]. Suppose $C \subseteq \mathbb{R}^n$ is a closed convex set, $f^* := \min_{x \in C} f(x)$ is finite, $X^* := \{x \in C : f(x) = f^*\}$ is nonempty. Suppose $\mathbb{R}^n$ is endowed with a norm $\| \cdot \|$ and $\gamma \in [0, 1]$. We shall say that $f$ satisfies the $\gamma$-Hölderian error bound on $C$ if there exists a finite constant $K > 0$ such that for all $x \in C$

$$\min_{y \in X^*} \|x - y\| \leq K \cdot (f(x) - f^*)^{\gamma}. \quad (41)$$

The Hölderian error bound (41) is known to hold generically when $C$ is a compact set and $f$ is subanalytic, as established by Lojasiewicz [21], and further developed by Kurdyka [18] and Bolte et al. [3].

**Proposition 5.** The $(q, r)$ weak growth property (40) holds for $r = \gamma q/p$ if $\Psi = \delta_C$ for some closed and $p$-uniformly convex set $C \subseteq \mathbb{R}^n$, $f$ is $q$-uniformly smooth on $C$, and the $\gamma$-Hölderian error bound (41) holds for $\gamma \in [0, 1]$.

**Proof.** Suppose (23) holds for some constants $q \in (1, 2]$ and $L > 0$, (27) holds for some constants $p \geq 2$ and $\mu > 0$, and (41) holds for some constants $\gamma \in [0, 1]$ and $K > 0$. Then (28) implies that for all $x \in C$ and $g := \nabla f(x)$ we have

$$\text{gap}(x, g) = \langle g, x - s \rangle \geq \frac{\mu}{p} \|g\|^p \cdot \|x - s\|^p. \quad (42)$$

Next, the convexity of $f$, Cauchy-Schwarz inequality, and (41) imply that for $x^* := \arg \min_{y \in X^*} \|x - y\|

$$\text{subopt}(x) = f(x) - f(x^*) \leq \langle g, x - x^* \rangle \leq \|g\|^p \cdot \|x - x^*\| \leq K \cdot \|g\|^p \cdot \text{subopt}(x)^\gamma. \quad (43)$$
From (42) and (43) it follows that
\[
\|x - s\|^p \cdot \text{subopt}(x)^{1-\gamma} \leq \frac{pK}{\mu} \cdot \text{gap}(x, g).
\]

The latter inequality, (24), and \(\text{subopt}(x) \leq \text{gap}(x, g)\) imply that
\[
D(x, s, \theta) \cdot \text{subopt}(x)^{1-\gamma} \leq \frac{L}{q} \cdot \|s - x\|^q \cdot \text{subopt}(x)^{\frac{(1-\gamma)q}{p}} \cdot \text{gap}(x, g)^{1-\gamma}.
\]

Therefore (40) holds for \(r = \frac{\gamma q}{p}\) and \(M = L \cdot \left(\frac{pK}{\mu}\right)^{q/p}\).

Proposition 5 and Theorem 3 yield the following norm-dependent convergence results for a class of problems previously considered in [16, 31].

Suppose \(\Psi = \delta_C\) for \(C \subseteq \mathbb{R}^n\) closed and \(p\)-uniformly convex, \(\nabla f\) is \(\nu\)-Hölder continuous on \(C\), and \(f\) satisfies the \(\gamma\)-Hölderian error bound on \(C\). Then Proposition 5 implies that the \((q, r)\) weak growth property holds for \(q = \nu + 1, r = \frac{\gamma q}{p}\) with \(M = L \cdot \left(\frac{pK}{\mu}\right)^{q/p}\) where \(L, \mu,\) and \(K\) are respectively the Hölder continuity constant of \(\nabla f\), the \(p\)-convexity constant of \(C\), and the \(\gamma\)-Hölderian error bound constant of \(f\) on \(C\).

When \(\nu = 1, p = 2,\) and \(\gamma = 1\) we have \(q = 2, r = 1,\) and \(M = 2LK\). Thus Theorem 3 yields the linear convergence rate
\[
\text{subopt}_k \leq \text{subopt}_0 \left(1 - \frac{1}{2} \cdot \min\left\{1, \frac{\mu}{2LK}\right\}\right)^k.
\]

We thus recover the linear convergence result in [31, Theorem 1] with a sharper rate. For all other values of \(\nu, p, \gamma\) we have \(r = \frac{\gamma q}{p} < 1\). To simplify notation and exposition for this case, assume that \(\text{subopt}_0 \leq M\). Thus Theorem 3 yields the sublinear rate
\[
\text{subopt}_k \leq \left(1 - \frac{1}{2} \cdot \frac{\mu}{2LK}\right)^k \cdot \left(\frac{1}{M^{\frac{1}{\nu-1}}} + \frac{1-r}{q} \cdot \frac{k}{M^{\frac{1}{q-1}}}\right)^{\frac{\nu}{\nu-1}} \leq \left(\frac{(\nu + 1) \cdot M^{\frac{1}{\nu-1}}}{1 - \gamma(\nu + 1)/p} \cdot \frac{1}{k}\right)^{\frac{1-\gamma(\nu+1)/p}{p}}.
\]

Hence we extend the sublinear convergence results in [31, Theorem 1] and in [14, Theorem 2.9]. Both [31] and [14] consider only the special case \(\nu = 1\). In this special case we get \(r = 2\gamma/p\) and thus
\[
\text{subopt}_k \leq \left(\frac{2M}{1 - 2\gamma/p} \cdot \frac{1}{k}\right)^{\frac{1}{1-\gamma/p}}.
\]

In particular, we recover the \(O\left(1/k^{1-\gamma/p}\right)\) sublinear convergence rate in [31, Theorem 1] which only considers the case \(p = 2\). We also recover the \(O\left(1/k^{1-2\gamma/p}\right)\) sublinear
convergence result in [14, Theorem 2.9] which only considers the case \( \gamma \in [0, 1/2] \). Like both [14] and [31], we also recover the \( O(1/k^2) \) sublinear convergence result in [8, Theorem 2] which only considers the case \( p = 2 \) and \( \gamma = 1/2 \). In all cases we get slightly simpler and sharper constants.

5 Local growth property

We next describe an extension of the main developments in Section 2 to a local setting. The same extension applies to the developments in Section 4.

Consider the setting of Section 2. Suppose \( q > 1 \) and \( r \in [0, 1] \). We shall say that the pair \((D, \text{gap})\) satisfies the \((q, r)\) local growth property if there exist constants \( \epsilon > 0 \) and \( M > 0 \) such that for all \( x \in \text{dom}(\Psi) \), \( g := \nabla f(x) \), and \( s := \partial \Psi^*(-g) \) that satisfy \( \text{gap}(x, g) < \epsilon \) we have

\[
D(x, s, \theta) \leq M \theta^{\frac{q}{q}} \cdot \text{gap}(x, g)^r \quad \text{for all} \quad \theta \in [0, 1].
\]  

(44)

It is straightforward to see that local versions of Theorem 1 and Theorem 2 also hold if we replace the growth property (10) with the local growth property (44) provided \( \text{gap}_0 = \text{gap}(x_0, g_0) < \epsilon \). It is also evident that the local growth property (44) is less stringent than the growth property (10). In particular, the natural local version of Proposition 4 holds if the uniform smoothness and uniform convexity assumptions hold on a neighborhood of an optimal solution to \( (1) \). The following proposition, which is a straightforward extension of some arguments in [14], describes another class of problems that satisfy the local growth condition (44). Proposition 6 provides a counterpart to Proposition 4(b) that relaxes the assumption of \( p \)-uniform convexity of \( C \) and boundedness away from zero of \( \nabla f \) on \( C \) to the far less stringent local scaling inequality (45) that only involves \( \nabla f(x^*) \) where \( x^* \in C \) is a minimizer of \( (1) \). This relaxed assumption comes at the expense of downgrading the growth condition for \( r = q/p \) to the local growth condition for \( r = q(q-1)/(p(p-1)) \). As noted in [14, Remark 2.6], in the special case when \( q = p = 2 \) there is no downgrade in the value of \( r \). For all other values of \( q \in (1, 2] \) and \( p \geq 2 \) the downgrade factor \( (q-1)/(p-1) \) on \( r \) is the price we pay for relaxing the uniform convexity and boundedness assumptions to the less stringent local scaling assumption.

**Proposition 6.** Suppose \( \Psi = \delta_C \) for a closed convex set \( C \subseteq \mathbb{R}^n \), \( x^* \in C \) is a minimizer of \( (1) \), \( \nu \in (0, 1] \), and \( p \geq 2 \). The local growth property (44) holds for \( \epsilon = 1 \), \( q = 1 + \nu \), and \( r = q(q-1)/(p(p-1)) \) if \( \nabla f \) is \( \nu \)-Hölder continuous on \( C \) and there exists \( \sigma > 0 \) such that the following local scaling inequality holds for all \( x \in C \)

\[
\langle \nabla f(x^*), x - x^* \rangle \geq \sigma \cdot \|x - x^*\|^p.
\]  

(45)

**Proof.** From (45) and the convexity of \( f \) it follows that for \( x \in C \) and \( g = \nabla f(x) \)

\[
\text{gap}(x, g) \geq f(x) - f(x^*) \geq \langle \nabla f(x^*), x^* - x \rangle \geq \sigma \cdot \|x - x^*\|^p.
\]  

(46)
In addition, for \( s = \arg\min_{y \in C} \langle g, y \rangle = \arg\min_{y \in C} \langle \nabla f(x), y \rangle \) the local scaling inequality (45) implies that
\[
\langle \nabla f(x^*) - \nabla f(x), s - x^* \rangle \geq \langle \nabla f(x^*), s - x^* \rangle \geq \sigma \cdot \| s - x^* \|^p.
\]
(47)

Thus the \( \nu \)-Hölder continuity of \( \nabla f \) and Hölder’s inequality imply that for some finite Hölder continuity constant \( L > 0 \)
\[
L \| x^* - x \|^\nu \cdot \| s - x^* \| \geq \sigma \cdot \| s - x^* \|^p.
\]
Hence \( \sigma \cdot \| s - x^* \|^{p-1} \leq L \| x^* - x \|^\nu \) and thus (46) yields
\[
\text{gap}(x, g) \geq \sigma \cdot \| x - x^* \|^p \geq \sigma \cdot \left( \frac{\sigma}{L} \right)^\frac{p}{p-1} \| s - x^* \|^\frac{p(p-1)}{\nu}.
\]
(48)

Let \( \epsilon := 1 \). From (46) and (48) it follows that for \( \text{gap}(x, g) < \epsilon \)
\[
\begin{align*}
\| s - x \| & \leq \| x^* - x \| + \| s - x^* \| \\
& \leq \frac{1}{\sigma^\frac{1}{p}} \cdot \text{gap}(x, g)^\frac{1}{p} + \frac{1}{\sigma^\frac{p}{p(p-1)}} \cdot \left( \frac{L}{\sigma} \right)^\frac{p}{p-1} \cdot \text{gap}(x, g)^\frac{p(p-1)}{\nu}
\end{align*}
\]
\[
\leq \left( \frac{1}{\sigma^\frac{1}{p}} + \frac{1}{\sigma^\frac{p}{p(p-1)}} \cdot \left( \frac{L}{\sigma} \right)^\frac{p}{p-1} \right) \cdot \text{gap}(x, g)^\frac{p}{p-1}.
\]
The last step above holds because \( \text{gap}(x, g) < \epsilon = 1 \) and \( \nu/(p-1) \in (0, 1] \) imply that \( \text{gap}(x, g)^\frac{p}{p-1} \leq \text{gap}(x, g)^\frac{\nu}{p(p-1)} \). Therefore (24) implies that for \( \text{gap}(x, g) < \epsilon \)
\[
\mathcal{D}(x, s, \theta) = \mathcal{D}_f(x + \theta(s - x), x)
\]
\[
\leq \frac{L \theta^{1+\nu}}{1+\nu} \cdot \| s - x \|^{1+\nu}
\]
\[
\leq L \cdot \left( \frac{1}{\sigma^\frac{1}{p}} + \frac{1}{\sigma^\frac{p}{p(p-1)}} \cdot \left( \frac{L}{\sigma} \right)^\frac{1}{p-1} \cdot \frac{\theta^{1+\nu}}{1+\nu} \right) \cdot \text{gap}(x, g)^\frac{\nu(1+\nu)}{p(p-1)}.
\]
Therefore whenever \( \text{gap}(x, g) < \epsilon \) the local growth property (44) holds for \( q = 1+\nu \) and \( r = q(q-1)/(p(p-1)) \) with
\[
M = L \cdot \left( \frac{1}{\sigma^\frac{1}{p}} + \frac{1}{\sigma^\frac{p}{p(p-1)}} \cdot \left( \frac{L}{\sigma} \right)^\frac{1}{p-1} \right)^{1+\nu}.
\]

\[
\square
\]
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