Abstract—This work deals with fitting of ellipses to noisy measurements. The literature knows many different approaches for this. The main representatives are presented and discussed in this paper. Furthermore, the case is considered when outliers are present in the measurement data. Robust methods which are less sensitive to outliers are suitable for this case. All discussed methods are compared by a simulation. The code for the simulation is available for free use on github.com/sebdl/ellipse-fitting.

I. INTRODUCTION

APPROXIMATING given data using a model is a typical task in the context of pattern recognition, tracking and image processing. The goal is to reduce the complexity of the data and to provide higher application layers with a simpler representation of the data. Occasionally it is essential to estimate a simple model with measurements. As an example the tracking of objects can be named. In case of high measurement noise, few measurements or objects with a strong motion it is difficult to estimate the shape of an object. In this case it is necessary to use a simple shape with few degrees of freedom to describe the object. For this purpose the ellipse is one of the most used models. In image processing ellipses often appear because a circle becomes an ellipse by perspective projection [1], [2], [3]. The same is true for spherical objects [4]. Moreover, because of the non-linearity of the ellipse, it is a suitable model problem to test and compare different regression algorithms. Due to the non-linearity, several methods exist to fit ellipses to measurements. Each method uses a different assumption or simplification. In this paper, these methods will be presented.

To this end, Section II lays the necessary groundwork. Sections III through VI then present the various methods. A simulation in Section VII and a summary with outlook in Section VIII complete this work.

II. MATHEMATICAL DESCRIPTION OF ELLIPSES

An ellipse \( C \) can be described for the coordinate axes \( x \) and \( y \) as follows
\[
C(x, y) = ax^2 + 2bxy + cy^2 + 2dx + 2ey + f = 0 .
\]
Here \( a, b \) and \( c \) cannot be zero at the same time. Another constraint is that \( b^2 - ac < 0 \) must hold. Given noisy measurements for this ellipse, the goal is to determine the parameters \( a, b, c, d, e \) and \( f \) in such a way that they best describe the data in terms of a quality criterion. Because the trivial solution \( a = b = c = d = e = f = 0 \) must be prevented, the literature often uses three normalizations. These are:

- Normalization with \( a + c = 1 \)
- Normalization with \( a^2 + b^2 + c^2 + d^2 + e^2 + f^2 = 1 \)
- Normalization with \( f = 1 \).

Another useful form of the elliptic equation is the general parametric form
\[
\begin{align*}
  x(t) &= x_c + a \cos(t) \cos(\alpha) - b \sin(t) \sin(\alpha), \\
  y(t) &= y_c + a \cos(t) \sin(\alpha) + b \sin(t) \cos(\alpha),
\end{align*}
\]
where the parameter \( t \in [0, 2\pi] \) can be varied to get different values of the ellipse. The other parameters are the center of the ellipse with \( x_c \) and \( y_c \), the semi-major axis \( a \), the semi-minor axis \( b \) and \( \alpha \) the angle between \( x \)-axis and the semi-major axis \( a \).

Furthermore, an ellipse can also be represented without rotation and a center at the origin of the coordinate system. This coordinate system is denoted with \( XY \) to distinguish it from the general coordinate system \( xy \). The transformation between the coordinate systems \( xy \) and \( XY \) is calculated with the rotation matrix
\[
R = \begin{bmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{bmatrix}.
\]
The transformation for a point \( x = [x, y]^T \) in the \( xy \) coordinate system is then done with
\[
X = R(x - x_c) ,
\]
with \( x_c = [x_c, y_c]^T \) and \( X = [X, Y]^T \). The reverse transformation with
\[
x = R^{-1}X + x_c .
\]

III. LEAST-SQUARES FITTING BASED ON ALGEBRAIC DISTANCE

In this section, the least-squares method will be used to show how the parameters of the ellipse can be determined based on noisy measurements. Applying the normalization \( a + c = 1 \) to the elliptic equation, this eliminates \( c \) and leads to
\[
C(x, y) = a(x^2 - y^2) + 2bxy + 2dx + 2ey + y^2 + f .
\]
This can be converted into vector notation with \( \phi = [x^2 - y^2, 2xy, 2x, 2y, 1] \), \( p = [a, b, d, e, f]^T \) and \( z = -y^2 \), to
\[
C(x, y) = \phi p - z.
\]
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If \( n \) measurements \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \) are given, this leads to \( n \) equations:

\[
\begin{align*}
C_1(x_1, y_1) &= \phi_1 p - z_1, \\
C_2(x_2, y_2) &= \phi_2 p - z_2, \\
&\vdots \\
C_n(x_n, y_n) &= \phi_n p - z_n.
\end{align*}
\]

These can be expressed in vector notation. For this purpose the following is defined:

\[
C = [C_1(x_1, y_1), C_2(x_2, y_2), \ldots, C_n(x, y)]^T, \\
\Phi = [\phi_1^T, \phi_2^T, \ldots, \phi_n^T]^T, \\
y = [z_1, z_2, \ldots, z_n]^T.
\]

This yields the equation

\[
C = \Phi p - y.
\]

The goal is now to find a \( p \) for noisy measurements that optimally represents these measurements with respect to the least-squares criterion. Since measurements are always noisy, there will usually be no \( p \) that is zero for all measurements \( C \), hence an error \( \tilde{e} \) with \( \tilde{e} = [\tilde{e}_1, \tilde{e}_2, \ldots, \tilde{e}_n]^T \) will remain. Therefore, the real goal is to minimize the error \( \tilde{e} \) by choosing \( p \) appropriately. For this purpose, linear regression finds a vector \( p \) by minimizing the quality function

\[
G(p) = C^T C = \tilde{e}^T \tilde{e} = (\Phi p - y)^T (\Phi p - y).
\]

This is achieved by setting the derivative of \( G \) equal to zero, resulting in

\[
0 = \frac{\partial}{\partial p} G(p) = 0 = \frac{\partial}{\partial p} (\Phi p - y)^T (\Phi p - y) = 0 = 2\Phi^T (\Phi p - y) \quad \text{and} \quad p = (\Phi^T \Phi)^{-1} \Phi^T y.
\]

Thus \( p \) is the solution with the smallest squared error with respect to the algebraic distance since \( C(x, y) \) is minimized.

IV. LEAST-SQUARES FITTING BASED ON ORTHOGONAL DISTANCE

In Section III the algebraic distance \( C(x, y) \) was minimized. This resulted in a very lean and easy to compute solution for \( p \). However, the least-squares solution based on the algebraic distance is not entirely correct. The error made in this method is called the high curvature bias. Explained in simple terms, the bias arises from the given shape of the ellipse. Thus, a measurement along the semi-major axis \( a \) has a large value for \( C(x, y) \) while a measurement along the semi-minor axis \( b \) has a smaller value. However, both measurements can be equally close to the ellipse although their distance \( C(x, y) \) is different. To avoid this bias, the orthogonal distance between a measurement \( (x_i, y_i) \) and the ellipse must be used (cf. Figure 1). The orthogonal distance \( d \) is the shortest connection between a point \( (x_i, y_i) \) and the ellipse. The parameter vector \( p \) can be obtained by minimizing the sum of the squared distances

\[
G(p) = \sum_{i=1}^{n} d_i^2.
\]

For the 2-dimensional case, the distance \( d \) is a fourth degree polynomial and can be solved analytically [3], [6]. However, according to [3] the analytic solution is unstable for measurements \( |x_i| \approx 0 \) or \( |y_i| \approx 0 \), so in the following section the solution of [3] which uses the Gauss-Newton algorithm will be presented. Once the orthogonal distance \( d_i \) for each point \( i \) is found, the quality function \( G \) must be minimized to find the parameter vector \( p \) with the smallest error. For this purpose the iterative algorithms like: Gauss-Newton, Steepest Gradient Descent, Levenberg-Marquardt or the Simplex algorithm are appropriate. In Section IV-B the Gauss-Newton approach from [3] will be used.

\[
\begin{align*}
\text{Fig. 1. Orthogonal distance } d_i \text{ between a measurement } (x_i, y_i) \text{ and the orthogonal point } (x_\perp, y_\perp) \text{ on the ellipse.}
\end{align*}
\]

A. Determination of the orthogonal point on the ellipse

To get the orthogonal distance \( d \) the corresponding orthogonal point \( (x_\perp, y_\perp) \) on the ellipse is calculated. The calculation is simplified if this is done in the \( XY \) coordinate system, i.e. in the coordinate system in which the ellipse has no rotation and is symmetrical to each coordinate axis. The elliptic equation for this case is

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} = 1
\]

or transformed

\[
f_1(X, Y) = \frac{1}{2}(a^2 Y^2 + b^2 X^2 - a^2 b^4) = 0.
\]

For the condition that the tangent of the orthogonal point \( (X_\perp, Y_\perp) \) is orthogonal to a measurement \( (X_i, Y_i) \)

\[
\frac{dy}{dx} \cdot \frac{Y_i - Y_\perp}{X_i - X_\perp} = -\frac{b^2 X_i}{a^2 Y_\perp} \quad Y_i - Y_\perp = -1
\]

the second equation

\[
f_2(X, Y) = b^2 X (Y_i - Y) - a^2 Y (X_i - X) = 0
\]
can be derived. These two equations

$$f(X, Y) = \begin{bmatrix} f_1(X, Y) \\ f_2(X, Y) \end{bmatrix}$$

have to be solved in vector notation. Although this is analytically possible, it exhibits numerical instability as already described. Therefore, in the following the Gauss-Newton method shall be applied to the system of equations. For this the Jacobian matrix

$$Q = \begin{bmatrix} \frac{\partial f_1}{\partial x} & \frac{\partial f_1}{\partial y} \\ \frac{\partial f_2}{\partial x} & \frac{\partial f_2}{\partial y} \end{bmatrix}$$

is calculated. The initial value $X_0$ can be calculated by averaging the points $X_{k1}$ and $X_{k2}$.

$$X_0 = \frac{1}{2}(X_{k1} + X_{k2})$$

with

$$X_{k1} = \begin{bmatrix} X_i \\ Y_i \end{bmatrix} \frac{ab}{\sqrt{b^2X_i^2 + a^2Y_i^2}}$$

and

$$X_{k2} = \begin{cases} \begin{bmatrix} X_i \\ \frac{\text{sign}(Y_i) b \sqrt{a^2 - X_i^2}}{a} \end{bmatrix} & \text{if } |X_i| < a, \\ \begin{bmatrix} \text{sign}(X_i) a \\ Y_i \end{bmatrix} & \text{if } |X_i| \geq a . \end{cases}$$

The orthogonal point $X' = [X_1, Y_1]^T$ is calculated iterating

$$X'_{k+1} = X'_{k} - Q_k^{-1}f(X_k) .$$

Finally, by transforming back into the $xy$ coordinate system, the sought vector of the orthogonal distance can be determined

$$d_i = x_i - x'_i .$$

**B. Fitting an ellipse with orthogonal distances**

With the orthogonal point $X'$ from section [V-A] it is now possible to perform the fitting of the ellipse also with the Gauss-Newton algorithm. For this purpose the vector $q = [x_c, y_c, a, b, \alpha]^T$ is defined which contains the searched parameters. For each measurement $x_i$ a Jacobi matrix

$$J_{x=x_i'} = (R^{-1}Q^{-1}B)$$

gets computed with

$$B = \begin{bmatrix} B_1 \\ B_2 \\ B_3 \\ B_4 \end{bmatrix},$$

$$B_1 = \begin{bmatrix} b^2xC - a^2yS \\ b^2(y_i - y)C + a^2(x_i - x)S \end{bmatrix},$$

$$B_2 = \begin{bmatrix} b^2xS + a^2yC \\ b^2(y_i - y)S - a^2(x_i - x)C \end{bmatrix},$$

$$B_3 = \begin{bmatrix} a(b^2 - y^2) \\ 2ay(x_i - x) \end{bmatrix},$$

$$B_4 = \begin{bmatrix} b(a^2 - x^2) \\ -2bx(y_i - y) \end{bmatrix} .$$

The sought parameter vector $q$ is then iteratively determined with a step size $\lambda$ using

$$q_{k+1} = q_k + \lambda \Delta q$$

and

$$\begin{bmatrix} J_{x=x_1'} \\ J_{x=x_2'} \\ \vdots \\ J_{x=x_n'} \end{bmatrix} \Delta q = \begin{bmatrix} d_1 \\ d_2 \\ \vdots \\ d_n \end{bmatrix} .$$

**V. GRADIENT WEIGHTED LEAST-SQUARES FITTING**

For the fitting of ellipses the least-squares solution based on the algebraic distance from Section [III] provides satisfying results. If accuracy is required, the least-squares solution based on the orthogonal distance from Section [IV-A] should be chosen. However, the high accuracy is bought with a considerably higher computational effort. Thus, for each measurement, the orthogonal distance must first be found before iteratively determining the solution for $q$. In this section, the Gradient Weighted-Least-Squares method will be presented, which is much faster than least-squares based on orthogonal distance and yet more accurate than the least-squares method based on algebraic distance. The Gradient Weighted-Least-Squares uses a normalization with the help of the gradient which leads to a so-called statistically optimal weighted algebraic fit [5]. It is sufficient to divide the original function with its gradient. Thus, similar to Section [III] the quadratic goodness measure

$$G(p) = \sum C_i^2(x_i, y_i) = \sum \frac{C_i^2(x_i, y_i)}{||\nabla C_i(x_i, y_i)||^2} = (\Phi p - y)^T W^{-1}(\Phi p - y)$$

can be minimized. Where the normalization is done in the weighting matrix $W$, which is

$$W = \text{diag}(||\nabla C_1||^2, ||\nabla C_2||^2, ..., ||\nabla C_n||^2) .$$

The gradient is calculated from

$$||\nabla C_i(x_i, y_i)||^2 = \left(\frac{\partial C_i}{\partial x_i}\right)^2 + \left(\frac{\partial C_i}{\partial y_i}\right)^2$$
with
\[
\frac{\partial C_i}{\partial x_i} = 2ax_i + 2by_i + 2d, \\
\frac{\partial C_i}{\partial y_i} = -2ay_i + 2bx_i + 2e + 2y.
\]

This is known as the weighted least-squares method which is calculated by zeroing the first derivative to
\[
0 = \frac{\partial}{\partial p} G(p),
\]
\[
0 = \frac{\partial}{\partial p} (\Phi p - y)^TW^{-1}(Xp - y),
\]
\[
0 = 2\Phi^TW^{-1}(\Phi p - y),
\]
\[
p = (\Phi^TW^{-1}\Phi)^{-1}\Phi^TW^{-1}y.
\]

Thus the solution for \(p\) looks at first sight like a closed solution for \(p\). Unfortunately, this is not the case since \(W\) depends on \(p\). Therefore, an iterative procedure must be used here, which is structured as follows:

1) Calculate an initial value for \(p^{(k=0)}\) (for example, using the least-squares solution based on the algebraic distance).
2) Calculate the weighting matrix \(W\) based on the current value of \(p^{(k)}\) and all measurements.
3) Compute a new \(p^{(k+1)}\) using the equation (48).
4) If \(p^{(k)}\) and \(p^{(k+1)}\) are very similar, then finish the procedure. If not, then continue with step 2.

VI. ROBUST ESTIMATION

In the previous sections, methods were presented which allow the fitting of ellipses. In practice, however, all the methods mentioned have in common that they react very sensitively to outliers in the measurement data. Outliers are incorrect data points or measurements that occur due to various causes. In image processing systems, for example, these are optical reflections that lead to outliers in the feature space. Since these outliers occur unexpectedly in practice, they cannot be modeled exactly or excluded in the conceptual design of a system. Therefore, there is no general approach, but it must be considered from application to application how the estimator can be stabilized against outliers. A number of techniques exist in the literature for this purpose, for example:

- **Clustering with the Hough transform**: Here, the measurements are transformed into Hough space and then a maximum likelihood estimator is used to determine the maximum of the cluster. Since it is rarely applicable to up to more than 3 unknowns, it is therefore not suitable for fitting an ellipse.
- **Regression Diagnostic**: Here, an initial estimate is made using an arbitrary procedure. Then, individual measurements are removed based on the residuals if they are too large with respect to a threshold.

In the following sections, the M-Estimator and the Least Median of Squares will be considered, since these methods are suitable for fitting ellipses.

A. M-Estimator

The method of least-squares tries to minimize the squared error. If the measured data have outliers, these are weighted very strongly by the quadratic term. A single outlier can distort the result of an estimator so much that it takes many correct measurements to compensate for this error. M-estimators therefore use an error function \(\rho\) that does not grow as much as the quadratic error criterion. However, this property should be the only change to the error function. The error function should still be symmetric, positive definite, and have a minimum at zero. These requirements are met by many functions and it is ultimately a design parameter that can be chosen for any application (a review of these functions can be found in [6]). In general, instead of the sum of squared distances \(d\), a function \(\rho\) is minimized as a function of the distance \(d\), formally expressed this is
\[
\min \sum_i \rho(d_i).
\]

However, this quality function is not solved directly but via the so-called Reweighted Least-Squares approach. In this approach a vector \(p\) with \(p = [p_1, p_2, ..., p_n]^T\) is searched to solve the problem of (49). The solution is obtained by setting the first derivative to zero. Furthermore, an Influence Function with \(\psi(x) = d\rho(x)/dx\) and an Weight Function with \(w(x) = \psi(x)/x\) are defined. The approach thus has \(m\) equations of the form
\[
0 = \sum_i \psi(d_i) \frac{\partial d_i}{\partial p_j},
\]
\[
= \sum_i w(d_i)d_i \frac{\partial d_i}{\partial p_j},
\]
that solves the following Iterated reweighted least-squares problem
\[
\min \sum_i w(d_i^{k-1})d_i^2.
\]
This is done by recalculating the weight \(w(d_i^{k-1})\) in each iteration step \(k\) based on the previous distance \(d_i^{k-1}\) of step \(k - 1\). For many functions for \(\psi(x)\) and thus for \(w(x)\) no closed-form solution exists and therefore the use of an iterative algorithm is also necessary here (e.g. Newton’s method). Furthermore, in most cases the weighted least-squares approach can be used by performing a reweighting in each step.

B. Least Median of Squares

Another way to handle outliers is to use the median and minimize it:
\[
\min \text{Median} \, d_i^2.
\]

The median is known to be particularly robust against outliers. The problem is that it is very difficult to formulate an analytical formula for the median, since the values have to be ordered by size in order to use the median. Since this is relatively time-consuming for a large data set, only a randomly
selected subset of the measurements is used for the estimation. Such a procedure can look as follows:

1) Choose \( m \) random subsets \( J_i = \{(x_j, y_j)\}_{j=1}^p \) of measurements. Each subset \( J_i \) should contain at least \( p = 5 \) measurements, since 5 measurements can be used to determine an ellipse.

2) For each subset \( J_i \), an ellipse \( C_i \) is determined using any method. The ellipse \( C_i \) is described by a parameter vector \( p_i \).

3) For each ellipse \( C_i \), the median \( M_i \) of the residuals \( r \) to each measurement of the entire data set of size \( n \) is determined. Formally, this is \( M_i = \text{median}(r_i^2(p_i, x_j)) \).

A choice can be made whether to use the algebraic distance or the more computationally expensive orthogonal distance.

4) The ellipse \( C_i \) and the parameter vector \( p_i \) with the minimum \( M_i \) are chosen as the best estimate.

This procedure is similar to the procedure used by the RANSAC algorithm. It should be noted that the RANSAC algorithm is very popular and many implementations are available. Therefore, for practical use, RANSAC can be preferred to the Least Median of Squares.

### A. Fitting with noisy measurements without outliers

Noisy measurements were generated using equation (1) and (2). For this, the parameter \( t \) is varied in the interval \([\frac{\pi}{2}, \frac{3\pi}{2}]\) and homogeneous-isotropic noise with constant variance \( \sigma^2 = 0.25 \) is added to \( x(t) \) and \( y(t) \). Then, an estimate of the ellipse is made using these measurements. For this the presented methods

- least-squares with algebraic distance,
- least-squares with orthogonal distance,
- and gradient weighted least-squares.

is used. Figure 2 shows the qualitative result of such a simulation. Table I further shows the parameters of the ellipse and the estimates of each method. The simulation shows that the best result is obtained with the least-squares method based on the orthogonal distance. The estimate based on the algebraic distance has the largest error, followed by the Gradient Weighted Least-Squares method which is a good compromise between the other two methods.

### B. Fitting with noisy measurements with outlier

As mentioned earlier, measured data often have outliers that are not accounted for in the standard procedures from Section III to V. In this simulation, some outliers were added to the measurements to highlight the problem. In addition to the previous methods, the methods

- M-Estimator
- Least Median of Squares

were simulated, that take outliers into account. The qualitative result is shown in Fig. 3 to be examined. The estimated parameters of the ellipses can be found in Tab. III. The simulation shows that the methods that take outliers into account are much more robust compared to the standard methods.

### VIII. CONCLUSION

In this work, methods were discussed with which ellipses can be approximated on the basis of noisy measurements. For this purpose, a very simple method was presented with the least-square solution based on the algebraic distance. However, this method is inaccurate because it has the so-called High Curvature Bias. This problem is addressed by the orthogonal distance, but its solution is more computationally expensive. Furthermore, the Gradient Weighted-Least-Squares approach was presented as a method that, although it uses the algebraic distance, achieves good accuracy. However, the Gradient Weighted-Least-Squares solution is much faster to compute than the least-squares method based on the orthogonal distance.
the help of a simulation.

All methods shown have in common that they consider the problem of noisy measurements as a deterministic problem. However, there are also stochastic methods such as [7], [8] that solve the problem using a Bayesian approach. In practice, therefore, it must be weighed whether to use a simple and fast method such as the least-squares approach based on algebraic distance or a more computationally expensive approach. For this purpose, the simulation provided on github.com can be used to make initial attempts to determine which method is more suitable for the application problem.
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**TABLE II**

| Method                              | Semi-major axis a | Semi-minor axis b | Center (x_c, y_c) | Rotation α |
|-------------------------------------|-------------------|-------------------|-------------------|------------|
| Ground truth ellipse                | 24.00             | 12.00             | (0.00, 0.00)      | 0.00       |
| Least-squares fitting using algebraic distance | 8.44             | 7.40              | (-5.28, -0.00)   | 0.00       |
| Least-squares fitting using orthogonal distance | 28.67             | 12.96             | (4.65, 4.65)     | 3.16       |
| Gradient weighted least-squares fitting | 6.94             | 6.63              | (-5.39, 0.24)    | 0.00       |
| M-Estimator (Cauchy)                | 21.56             | 11.76             | (-1.12, 0.01)    | 0.00       |
| Least median of squares             | 22.56             | 11.71             | (-0.625, 0.13)   | 3.13       |

**Fig. 3.** Qualitative result of the simulation with measurements that have outliers. It can be clearly seen that methods like M-Estimator and Least Median of Squares achieve a better result because they take into account outliers in the measurement data.

Furthermore, robust methods were presented that are less sensitive to outliers in the measurements. For this purpose, the M-estimators use a different error function that weights outliers less than the squared error measure. The other method is to use the median where large outliers are ignored. Last but not least, the theoretical explanations were demonstrated with

Also, the methods shown do not have a recursive structure since it is assumed that all measurements are already available. If measurements only occur sequentially, for example in tracking, then recursive methods such as the Kalman filter or, for ellipses, the extended Kalman filter are necessary.