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Abstract: In order to have a new perspective on the long-standing problem of the mass gap in Yang-Mills theory, we study the quantum Yang-Mills theory in the presence of topologically nontrivial backgrounds in this paper. The topologically stable gauge fields are constrained by the form invariance condition and the topological properties. Obeying these constraints, the known classical solutions to the Yang-Mills equation in the 3- and 4-dimensional Euclidean spaces are recovered, and the other allowed configurations form the nontrivial topological fluctuations at quantum level. Together, they constitute the background configurations, upon which the quantum Yang-Mills theory can be constructed. We demonstrate that the theory mimics the Higgs mechanism in a certain limit and develops a mass gap at semi-classical level on a flat space with finite size or on a sphere.
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1 Introduction

Yang-Mills theory [1] has a central position in modern theoretical physics. The successful standard model of particle physics [2–4] was formulated in the language of Yang-Mills theory. Historically, each step in understanding the structure and the dynamics of Yang-Mills theory has helped us formulate quantum field theory, which in turn widens and deepens our knowledge of nature. An incomplete list includes the quantization of Yang-Mills theory [5], the renormalization of Yang-Mills theory [6] and the discovery of various nontrivial classical solutions (e.g. [7–9], for a review see Ref. [10]). More recently, significant progress has been made in understanding the supersymmetric Yang-Mills theory [11]. There is still a big remaining problem, that is to explain the mass gap of the pure Yang-Mills theory without coupling it to other matter fields [12]. Any progress in resolving this problem will undoubtedly help us study the structure of quantum field theory, which can be generalized and applied to many other branches of physics.

In this paper, we show that the mass gap problem may be tightly related to the nontrivial topological backgrounds, which could be analyzed by introducing two new ingredients,
the form invariance condition and the topological fluctuations. A crucial difference between our approach and some previous works is that the background configurations we study in this paper, though constrained by the form invariance condition and the topological properties, do not necessarily satisfy the field equation. We will see that at quantum level even the pure Yang-Mills theory has topological fluctuations, which in a certain limit have a similar expression of the well-known Higgs mechanism [13–16].

We study the \( SU(2) \) gauge theory in 3- and 4-dimensional Euclidean spaces. We start with a physical Ansatz for the spherically symmetric gauge field, which is assumed to be topologically stable. The main idea is that such Ansatz should be form invariant under Lorentz transformations. By form invariance we mean the following relation. Under a Lorentz transformation, an ordinary vector field \( V^\mu \) should satisfy

\[
(O^{-1})^\mu_\nu V_\nu(Ox) = V^\mu(x), \tag{1.1}
\]

where \( O^\mu_\nu \) denotes the Lorentz transformation. A gauge field \( A^\mu \) differs from an ordinary vector field in the following way:

\[
(O^{-1})^\mu_\nu A_\nu(Ox) = V^{-1} A^\mu(x) V + V^{-1} \partial^\mu V, \tag{1.2}
\]

where \( V \) generates a gauge transformation, i.e., under the Lorentz transformations given on the left-hand side, the gauge field \( A^\mu \) is invariant up to a gauge transformation. In this paper, we will focus on the Lorentz transformations with constant parameters, which implies that the gauge transformations on the right-hand side of the equation above should also only have rigid parameters, as we will prove in Appendix B. Hence, Eq. (1.2) simplifies to

\[
(O^{-1})^\mu_\nu A_\nu(Ox) = V^{-1} A^\mu(x) V, \tag{1.3}
\]

where \( O^\mu_\nu \) denotes a Lorentz transformation with constant parameters, and \( V \) stands for a gauge transformation with rigid parameters. The equation above means that for any constant Lorentz transformation \( O^\mu_\nu \) there must be at least one constant gauge transformation \( V \), such that Eq. (1.3) is satisfied globally. We refer to Eq. (1.3) as the form invariance condition throughout the paper. All the topologically stable backgrounds, either solutions to the field equation or not, should satisfy this condition.

In order that the condition above is satisfied, we propose the Ansätze of topologically stable \( SU(2) \) gauge fields in the 3D and 4D Euclidean spaces in Subsection 2.1.1 and Subsection 2.2.1 respectively. They look originally very similar:

\[
A^\mu = p \left( U^{-1} \partial^\mu U \right), \quad U = \exp \left[ T_a \tilde{n}^i \omega^a_{\;i} \theta \right], \tag{1.4}
\]

where

\[
T^a = \frac{\sigma^a}{2\tau}, \quad \tilde{n}^i \equiv \frac{x^i}{|x|}, \quad |x| \equiv \sqrt{\sum_{i=1}^3 x^i x_i}, \tag{1.5}
\]

and \( \omega^a_{\;i} \) is a tensor that connects the gauge indices and the spacetime indices 1, 2, 3. We prove that, in order for the Ansatz above to be form invariant, \( \omega \) has to be a constant \( O(3) \) group element, and for the 3D Yang-Mills theory \( p = p(\tau) \) and \( \theta = \theta(\tau) \) with \( \tau \equiv x^\mu x_\mu = -2 \).
However, there are additional subtleties due to the form invariance condition in 4D, as we will discuss in Appendix E, which will impose further constraints on the factors $p$ and $\theta$ in 4D.

In Subsection 2.1.2 and Subsection 2.2.2, we will see that after imposing the form invariance condition, the topological properties will further constrain the Ansatz: In order to have a well-defined topological charge, the topologically stable Ansatz has to take some fixed values at the boundaries. The constraint can be imposed by introducing a topological term to the original Yang-Mills Lagrangian without modifying the theory at quantum level. This term will have huge impact on the theory.

Based on the constraints from the form invariance condition and the topological properties, we can solve the Yang-Mills equation exactly for the spherically symmetric case, because the classical solutions must be topologically stable and thus satisfy the form invariance condition and the topological properties. This is done in Section 3. For the 3D case, we recover the Wu-Yang monopole, the pure gauge solution and the trivial vacuum solution, while for the 4D case we find the meron solution, the instanton solution, the anti-instanton solution, the pure gauge solution and the trivial vacuum solution.

Next, we move on to study the quantum Yang-Mills theory, i.e. the path integral of Yang-Mills theory. In principle, we can expand the theory around all the backgrounds satisfying the form invariance condition and the topological properties. Since topological properties only fix the boundaries of the backgrounds, the topological fluctuations with fixed boundaries naturally arise. As a saddle point approximation, we only include the topological fluctuations around classical solutions. The classical solutions together with the topological fluctuations form the background configurations, around which we further turn on quantum fluctuations, that are not constrained by the form invariance condition nor have the topological properties. The exact formalism is discussed in Section 4, in particular, the relations and the differences between topological fluctuations and quantum fluctuations will be discussed in Subsection 4.3. Unlike the previous works on background formalism, the background that we consider not only includes classical solutions but also have topological fluctuations. Correspondingly, we have to study the pseudo zero modes instead of the zero modes.

To simplify the discussion and make the relevant physics more transparent, we adopt an approximation invented by R. Feynman [17] in Section 5 and consider the effective theory after the average over the gauge orientations. As we will see, in a certain limit the effective theory approaches the configuration of quantum fluctuations in the background only consisting of the classical solutions, while in another limit it mimics the Higgs mechanism, where the topological fluctuations play a similar role of the Higgs field. Though the quantum field acquires mass in both cases, the masses acquired through different formalisms are quite different, and we will provide a qualitative analysis.

Finally, we apply the ideas discussed in the previous sections to the long-standing problem of the Yang-Mills mass gap. As we will see, the quantum phenomena in the IR regime is dominated by the topological fluctuations. By turning off the quantum fluctuations while keeping the topological fluctuations, we analyze the low-energy physics of the quantum Yang-Mills theory, and following the approach by A. Polyakov [18] we compute
the two-point correlation function of two gauge invariant operators at semi-classical level in Section 6. The exponential decay of the two-point correlation function for a large distance provides a strong evidence for the existence of the mass gap. More rigorous mathematical arguments are presented in Section 7, and the Yang-Mills mass gap problem is simplified to the mass gap problem of a special kind of nonlinear Schrödinger equation, which is well-studied. Based on the results from the mathematical literature, we find the mass gap at semi-classical level for quantum $SU(2)$ Yang-Mills theory defined on a flat space with finite size or on a sphere. Some possible directions for the future research are discussed in Section 8.

As consistency checks, we observe that our results are supported by many previous works in the literature both from the formal side and from the phenomenological side (including simulations and numerical results). Let us list some of them as follows:

- The form invariance condition in this paper can be thought of as one of the axioms by A. Wightman for a general quantum field theory [19]. For a vector field $j_\mu$ this axiom can be written as
  \[ U(a, A) j_\mu(x) U(a, A)^{-1} = \Lambda_{\mu \nu}(A^{-1}) j_\nu(A x + a), \]  
  (1.6)
  where $\Lambda_{\mu \nu}$ is a representation of the Lorentz group, and $U(a, L)$ is a unitary or anti-unitary operator on the Hilbert space.

- According to Ref. [20], any weakly stable Yang-Mills field with gauge group $SU(2)$ or $SU(3)$ on the 4-sphere must be self-dual or anti-self-dual, i.e., instantons or anti-instantons. As we will see in Section 3, these solutions will be automatically singled out from the topologically stable configurations of the gauge field.

- The results from the lattice calculations [21–24] confirmed that the ghost field decouples from the gauge field and becomes free in the deep infrared, which are consistent with our expectation that there should be some scalar degrees of freedom appearing in the IR regime.

- Recent studies on the spectrum of effective strings [25, 26] have found strong evidences for the existence of a massive pseudoscalar on the worldsheet of QCD flux tube, which also supports the emergence of scalar degrees of freedom in the theory.

- Ref. [27] observed that by varying the profile function of instantons one can find a mass gap for glueballs at the classical level. Our results give an explanation to this observation in the sense that varying the profile function of instantons is equivalent to turning on the 4D topological fluctuations allowed by the form invariance condition and the topological properties.

In the literature, sometimes the terminology “topological fluctuations” is used to denote changes in topological charge, which is different from what we use in this paper. The topological fluctuations considered in this paper preserve the topological charge, because
they are restricted by the form invariance condition (1.3) and the topological boundary conditions. To clarify this difference and summarize our approach, we would like to illustrate the logic of the 4D case as an example in Fig. 1.

**Figure 1.** The 4D case as an example.

We add a few appendices to the main text, which contain many details of the derivations. In Appendix A we summarize the notations adopted in this paper. In Appendix B, a theorem, which is important for our discussion on the form invariance condition, is proved. In Appendix C we classify the tensor $\omega$, which appears in the Ansätze of topologically stable gauge fields. To discuss the topological properties, we have to introduce the topological terms. The one for the 3D case is the Chern-Simons term, and we discuss it in detail in Appendix D. Unlike the 3D case, the 4D form invariance condition will impose extra constraints on the Ansatz, and we present the details in Appendix E. The 4D topological term is discussed in Appendix F. After deriving Ansätze for the topologically stable gauge fields, which satisfy both the form invariance condition and the topological properties, we can find the classical solutions to the Yang-Mills equation by applying the Ansätze to the equation of motion. The details for the 3D and the 4D case are presented in Appendices G and H respectively. After recovering all the known classical solutions, we can move on to the discussions of the quantum Yang-Mills theory. As discussed in the main text, we introduce the concept “pseudo zero modes”. The corresponding path integral measure for the pseudo zero modes is discussed in Appendix I. To illustrate the relations of topological fluctuations and quantum fluctuations, we borrow a famous example of the well-understood 1D quantum antiferromagnets from the literature of condensed matter physics, which is briefly summarized in Appendix J, while in Appendix K we review the Feynman’s path
integral formulation of the 1D non-relativistic quantum mechanics, in order to show the different roles of topological fluctuations and quantum fluctuations in the configuration space, over which the path integral is defined. Since we have simplified the mass gap problem of the Yang-Mills theory to the mass gap problem of a certain kind of nonlinear Schrödinger equation in Section 7, we summarize the relevant results from the mathematical literature and discuss how to map them to our problem in Appendix L. Although the equations that we are interested are defined in the 3D or the 4D Euclidean space, it turns out that this kind of nonlinear Schrödinger equation in 1D has solutions with explicit expressions. In Appendix M we study the 1D case as a toy model, which should capture some qualitative features of the 3D and the 4D cases.

We would like to make a remark about the notation used in this paper. Since we focus on the 3D and 4D Euclidean spaces, we do not distinguish the upper and the lower spacetime indices.

2 Form Invariance and Topological Properties

2.1 3D Case

2.1.1 Ansatz and Form Invariance

The Ansatz of a spherically symmetric $SU(2)$ gauge field in the 3-dimensional Euclidean space is given by

$$A_\mu = p(\tau) \left( U^{-1} \partial_\mu U \right), \quad (2.1)$$

where $\tau \equiv x_\mu x^\mu$, and $U$ is an $SU(2)$ group element. In general, $U$ can be expressed as

$$U = \exp \left[ T_a \psi^a(x) \right] = \exp \left[ T_a \omega^a_\mu \hat{n}^\mu \theta(\tau) \right], \quad (2.2)$$

with

$$\hat{n}^\mu \equiv \frac{x^\mu}{|x|}, \quad \theta(\tau) \equiv \frac{\psi(x)}{|\psi(x)|}, \quad T^a = \sigma^a_{2i}. \quad (2.3)$$

We have defined a matrix $\omega^a_\mu$ to connect the two unit vectors $\hat{n}^\mu$ and $\psi^a(x)/|\psi(x)|$ in different spaces. For the 3D case, the indices $\mu$ and $a$ both run over 1, $\cdots$, 3.

The Ansatz (2.1) must satisfy the form invariance condition (1.3):  

$$(O^{-1})^\nu_\mu A_\nu(Ox) = V^{-1} A_\mu(x) V, \quad (O^{-1})^\nu_\mu$$

where $O$ is a constant $SO(3)$ group element, and $V$ is a constant $SU(2)$ group element. We will show in Appendix C.1 that Eq. (1.3) restricts $\omega$ to be a constant $O(3)$ group element. In this paper we assume that $\det \omega = 1$, so the Ansatz (2.1) becomes

$$A_\mu = p(\tau) \left( U^{-1} \partial_\mu U \right), \quad U = \exp \left[ T_a \omega^a_\mu \hat{n}^\mu \theta(\tau) \right], \quad (2.4)$$

with a constant $SO(3)$ group element $\omega$. With a proper choice of the generators $T_a$, we can write the matrix $\omega$ as

$$\omega = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (2.5)$$
We would like to emphasize that for the 3D Yang-Mills theory the form invariance condition (1.3) is automatically satisfied by the Ansatz (2.4), hence it does not impose any constraints on the functions \( p(\tau) \) and \( \theta(\tau) \). For simplicity, in this paper we only consider \( p(\tau) \) and \( \theta(\tau) \) that are \( C^1 \)-differentiable functions.

### 2.1.2 Topology

Although we consider the pure Yang-Mills theory, the topological properties will become manifest after introducing a topological term.

For the 3-dimensional Euclidean space, the appropriate topological term is the Chern-Simons term:

\[
S_{\text{CS}} = \frac{ik}{4\pi} \int d^3x \text{Tr}\left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right).
\]

(2.6)

In general, \( S_{\text{CS}} \) takes values in \( \mathbb{R}/2\pi\mathbb{Z} \). If we require that \( S_{\text{CS}} \) takes values in \( 2\pi\mathbb{Z} \), it will not affect the quantum Yang-Mills theory in the path integral.

Plugging the Ansatz (2.4) into the Chern-Simons term, we obtain

\[
A \wedge dA + \frac{2}{3} A \wedge A \wedge A = \left( \frac{2}{3} p^3 - p^2 \right) (U^{-1}dU) \wedge (U^{-1}dU) \wedge (U^{-1}dU) - pdp d(U^{-1}dU).
\]

(2.7)

Since the second term in the above expression is proportional to \( d(U^{-1}dU) \), which vanishes after taking the trace, the Chern-Simons action now becomes

\[
S_{\text{CS}} = \frac{ik}{4\pi} \int d^3x \left( \frac{2}{3} p^3 - p^2 \right) \text{Tr}(U^{-1}dU) \wedge (U^{-1}dU) \wedge (U^{-1}dU),
\]

(2.8)

which is essentially a Wess-Zumino term. We can define

\[
S_{\text{CS}} = 2\pi ik B,
\]

(2.9)

where \( B \) is the winding number.

| Winding number \( B \) | \( p|_{\tau=0} \) | \( p|_{\tau=\infty} \) | \( \theta|_{\tau=0} \) | \( \theta|_{\tau=\infty} \) |
|------------------------|----------------|----------------|----------------|----------------|
| 0                      | 0              | 0              | \( \pi \)       | \( \pi \)       |
| 0                      | 1/2            | 1/2            | \( \pi \)       | \( \pi \)       |
| 0                      | 1              | 1              | \( \pi \)       | \( \pi \)       |
| 1                      | 0              | 1/2            | \( \pi \)       | \( \pi \)       |
| -1                     | 1/2            | 0              | \( \pi \)       | \( \pi \)       |

Table 1. Boundary conditions in 3D.

As shown in Appendix D, in order that \( B \) is an integer, the values of \( p \) and \( \theta \) at the boundaries \( \tau = 0 \) and \( \tau = \infty \) are constrained. We can list the possible boundary conditions in Table 1.

We would like to emphasize that these boundary values are obtained from the topological constraint, and they do not necessarily lead to solutions to the Yang-Mills equation, but the solutions to the Yang-Mills equation must satisfy these boundary conditions. Eq. (2.4) with the constrained boundary values provides an Ansatz of the topologically stable \( SU(2) \) gauge field in the 3-dimensional Euclidean space.
2.2 4D Case

The discussions in this section are similar to Section 2.1 for the 3D case. The notations used here are summarized in Appendix A.

2.2.1 Ansatz and Form Invariance

Now let us consider the Ansatz for the topologically stable $SU(2)$ gauge field in the 4-dimensional Euclidean space. Similar to Eq. (2.1), we can write down a general Ansatz:

$$A_\mu = p(\tau, x_4) \left( U^{-1} \partial_\mu U \right), \quad U = \exp \left[ T_a \hat{n}_i \omega^a \cdot \theta(\tau, x_4) \right]$$

(2.10)

where $\tau \equiv x^\mu x_\mu$, and in this case $\mu$ runs from 1 to 4, while $i$ runs from 1 to 3. The functions $p(\tau, x_4)$ and $\theta(\tau, x_4)$ depend on both $\tau$ and $x_4$, while $\hat{n}_i$ is a unit vector depending only on $x_1, x_2$ and $x_3$:

$$\hat{n}_i \equiv \frac{x_i}{|x|},$$

(2.11)

where $|x|^2 \equiv \sum_{i=1}^3 x^i x_i$. As we will see in the following, in order that the form invariance condition (1.3):

$$(\Lambda^{-1})^\nu_\mu A_\nu(\Lambda x) = V^{-1} A_\mu(x) V$$

still holds for the 4D case, the expressions of the factors $p(\tau, x_4)$, $\theta(\tau, x_4)$ and $\omega^a$ have to be fixed, where $\Lambda$ is an $SO(4)$ Lorentz transformation and $V$ is an $SU(2)$ gauge transformation, both of which have parameters independent of $x$.

The Lorentz group of the 4-dimensional Euclidean space is $SO(4)$, which has 6 generators $M_{\alpha\beta}$ ($\alpha, \beta = 1, \cdots, 4$) with $M_{\alpha\beta} = -M_{\beta\alpha}$. For a fixed value of $x_4$, the rotations in the subspace $(x_1, x_2, x_3)$ are generated by $M_{12}, M_{23}, M_{31}$, and the form invariance condition restricts $\omega$ to be a constant $O(3)$ group element as for the 3-dimensional case. Again, we assume that $\det \omega = 1$ in this paper, hence we choose $\omega$ to be a constant $SO(3)$ group element. Moreover, we need to impose the form invariance condition on the Ansatz under the rotations generated by $M_{14}, M_{24}, M_{34}$ to constrain the functions $p(\tau, x_4)$ and $\theta(\tau, x_4)$. As we will show in Appendix E.1, this condition constrains $p(\tau, x_4) = p(\tau)$ and fixes the function $\theta(\tau, x_4)$ to be

$$\cos \frac{\theta}{2} = \pm \frac{x_4}{\sqrt{\tau}}.$$  

(2.12)

We choose $\cos(\theta/2) = x_4/\sqrt{\tau}$ in this paper. Consequently, the Ansatz becomes

$$A_\mu^a T^a = 2 \frac{p(\tau)}{\tau} \eta_{\mu\nu\sigma} x^\nu T^\sigma,$$ \hspace{1cm} (2.13)

where $\eta_{\mu\nu\sigma}$ are the ‘t Hooft symbols (see Appendix A). In Appendix E.2, we prove that this expression is indeed form invariant, while in Appendix E.3 an alternative approach to obtain the form invariant expression (2.13) will be discussed, which can be generalized to higher dimensions or curved spacetime.
2.2.2 Topology

Similar to the 3D case, we would like to introduce a topological term, which does not affect the Yang-Mills action at the quantum level. In the 4-dimensional Euclidean space, this term can be

\[ S = 2\pi ik \]  

(2.14)

with the winding number \( k \) given by

\[
k = -\frac{1}{16\pi^2} \int d^4x \text{Tr} [F^{\mu\nu}(\ast F_{\mu\nu})] 
\]

\[ = -\frac{1}{16\pi^2} \int d^4x 2\partial_\mu \epsilon^{\mu\nu\rho\sigma} \text{Tr} \left[ A_\nu \partial_\rho A_\sigma + \frac{2}{3} A_\nu A_\rho A_\sigma \right], \]  

(2.15)

where the second line is an integral over the boundary. For the 4D case, the winding number can be thought of as the second Chern number, which is topologically invariant.

In this paper we focus on the gauge group \( SU(2) \), for which only the second Chern class is nonvanishing and all the higher Chern classes vanish.

Plugging the Ansatz (2.10) into the topological term above, we obtain

\[
k = -\frac{1}{8\pi^2} \oint d\Omega_\mu \epsilon^{\mu\nu\rho\sigma} \left( \frac{2}{3} p^3 - p^2 \right) \text{Tr} \left[ (U^{-1} \partial_\nu U) (U^{-1} \partial_\rho U) (U^{-1} \partial_\sigma U) \right], \]  

(2.16)

which is a surface integral evaluated on the boundary of the original 4-dimensional manifold.

In the simplest case, there are two boundaries around \( \tau = 0 \) and \( \tau = \infty \).

| Winding Number \( k \) | \( p|_{\tau=0} \) | \( p|_{\tau=\infty} \) |
|------------------------|----------------|----------------|
| 0                      | 0              | 0              |
| 0                      | 1/2            | 1/2            |
| 0                      | 1              | 1              |
| 1                      | 0              | 1              |
| -1                     | 1              | 0              |
| \( \ldots \)           | \( \ldots \)  | \( \ldots \)  |

Table 2. Boundary conditions in 4D.

We list some possible values of \( p \) at the boundaries in Table 2, and more details can be found in Appendix F. Again, as in the 3D case, the solutions to the Yang-Mills equation have to satisfy these boundary conditions, while the possible boundary values do not always lead to solutions. Eq. (2.13) with the fixed boundary values provides an Ansatz of the topologically stable \( SU(2) \) gauge field in 4-dimensional Euclidean space. Moreover, the factor \( \theta \) in the 4-dimensional Ansatz is already fixed by the form invariance condition.

2.3 \( C^\infty \)-Curve

In the previous subsections, we obtain the Ansätze of the topologically stable gauge field for both the 3D and the 4D Yang-Mills equation. We have seen that the boundary values of the factors in the Ansätze are fixed by the topological properties. In principle, there can be
infinitely many smooth functions that satisfy these boundary conditions, and they provide the candidates for the solutions to the Yang-Mills equation, because the classical solutions must be form invariant and satisfy the boundary values, i.e., they must be topologically stable.

We have made the following observation. Among the possible candidates the true solution is always a monotonic $C^\infty$-curve. For example, for the 4D case there are infinitely many curves that satisfies the boundary conditions for the meron solution (see Fig. 2):

$$p(\tau = 0) = p(\tau = \infty) = \frac{1}{2}.$$  \hspace{1cm} (2.17)

The true 4D meron solution is given by $p(\tau) = 1/2$, which is a monotonic $C^\infty$-curve, and its higher derivatives

$$p^{(n)} \equiv \frac{\partial^n p(\tau)}{\partial \tau^n} = 0$$  \hspace{1cm} (2.18)

are also monotonic.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Curves satisfying the boundary conditions for the 4D meron solution.}
\end{figure}

Besides the classical solutions, the other topologically stable configurations are also very important in our following discussions. These configurations are called topological fluctuations, and we will discuss them in great detail in Section 4 and 5.

3 Classical Solutions

We have seen in the previous section, that the form invariance condition and the topological properties have strongly restricted the expressions of the Ansatz and provided us with the topologically stable gauge fields, which are candidates of the classical solutions. To solve the Yang-Mills equation in 3D now becomes to solve for the factors $p$ and $\theta$ with the possible boundary values listed in Table 1, and to solve the Yang-Mills equation in 4D becomes to solve for only the factor $p$ with the possible boundary values listed in Table 2. We will show the details of the calculations in this section.
3.1 3D Case

In Subsection 2.1.1, we have constructed the form-invariant Ansatz to the 3D Yang-Mills equation. Now we choose a gauge fixing condition:

\[
\phi' = (1 - 2p)\theta'.
\]  

(3.1)

Consequently, the Ansatz can be written into an equivalent expression with a different parameterization as follows:

\[
A_{\mu,a} = G\left(\frac{\delta_{\mu a}}{|x|} - \frac{x_{\mu}x_{a}}{|x|^3}\right) + (H - 1) \frac{\epsilon_{\mu ai}x_{i}}{\tau},
\]  

(3.2)

where

\[
G \equiv p + \sin(\theta) + p - \sin(\theta), \quad H \equiv p + \cos(\theta) + p - \cos(\theta)
\]  

(3.3)

and

\[
p_{\pm} \equiv \frac{1 \pm \hat{p}}{2}, \quad \theta_{\pm} \equiv \frac{\phi \pm \theta}{2}, \quad \hat{p} \equiv 2p - 1.
\]  

(3.4)

We will use this gauge throughout the calculations in this paper.

The boundary conditions for \(p\) and \(\theta\), which are discussed in Section 2.1 and listed in Table 1, are extended here to include the boundary conditions for \(G\) and \(H\) in Table 3.

| Winding number \(B\) | \(p|_0\) | \(p|_{\infty}\) | \(\theta|_0\) | \(\theta|_{\infty}\) | \(G|_0\) | \(G|_{\infty}\) | \(H|_0\) | \(H|_{\infty}\) |
|---------------------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0                   | 0      | 0      | \(\pi\) | \(\pi\) | \(-\cos\left(\frac{\phi}{2}\right)\) | \(-\cos\left(\frac{\phi}{2}\right)\) | \(\sin\left(\frac{\phi}{2}\right)\) | \(\sin\left(\frac{\phi}{2}\right)\) |
| 0                   | \(\frac{1}{2}\) | \(\frac{1}{2}\) | \(\pi\) | \(\pi\) | 0 | 0 | 0 | 0 |
| 0                   | 1      | 1      | \(\pi\) | \(\pi\) | \(\cos\left(\frac{\phi}{2}\right)\) | \(\cos\left(\frac{\phi}{2}\right)\) | \(-\sin\left(\frac{\phi}{2}\right)\) | \(-\sin\left(\frac{\phi}{2}\right)\) |
| 1                   | 0      | \(\frac{1}{2}\) | \(\pi\) | \(\pi\) | \(-\cos\left(\frac{\phi}{2}\right)\) | 0 | \(\sin\left(\frac{\phi}{2}\right)\) | 0 |
| -1                  | \(\frac{1}{2}\) | 0 | \(\pi\) | \(\pi\) | 0 | \(-\cos\left(\frac{\phi}{2}\right)\) | 0 | \(\sin\left(\frac{\phi}{2}\right)\) |
| \cdots              | \cdots | \cdots | \cdots | \cdots | \cdots | \cdots | \cdots | \cdots |

| Table 3. Boundary conditions for \(G\) and \(H\) in 3D. \(\phi\) is an arbitrary constant. |

The Yang-Mills equation reads

\[
D_{\mu}F_{\mu \nu} = 0,
\]  

(3.5)

where for the 3D Euclidean space we do not distinguish the upper and the lower indices. Plugging Eq. (3.2) in Eq. (3.5), we obtain

\[
G = 0, \quad H = 0 \quad \text{or} \quad G = \cos \Theta, \quad H = \sin \Theta,
\]  

(3.6)

where \(\Theta\) is a constant. The details are presented in Appendix G. The solution with \(G = \cos \Theta\) and \(H = \sin \Theta\) is a pure gauge solution, while the solution with \(G = H = 0\) corresponds to the Wu-Yang monopole, which is also a straight line \(p = 1/2\) in the variable \(\tau\) hence a monotonic \(C^\infty\)-curve satisfying the boundary values, as we briefly discussed in Section 2.3. We summarize the 3D solutions with lowest winding numbers in Fig. 3:
Figure 3. Spherically symmetric solutions to 3D Yang-Mills equation with lowest winding numbers.

3.2 4D Case

We list the results of the 4D classical solutions in this section. The details are given in Appendix H.

First, we have the topologically stable Ansatz to the 4D Yang-Mills equation

\[ A_{\mu,\alpha} = 2 \frac{p(\tau)}{\tau} \eta_{\mu\rho} x_\rho, \]  

where for the 4D Euclidean space we do not distinguish the upper and the lower indices. As we have seen in Appendix E, the form invariance condition uniquely fixes the factor \( \theta \) in the Ansatz and constrains the factor \( p = p(\tau) \). The boundary values of \( p \) at \( \tau = 0 \) and \( \tau = \infty \) are fixed by the topological properties, and some possible choices are listed in Table 2.

Next, we can compute the field strength and try to solve the 4D Yang-Mills equation.

\[ F_{\mu\nu}^a = 4 \eta_{\mu\nu} \left( \frac{p^2}{\tau} - \frac{p}{\tau^2} \right) + 4 x_\rho (x_\mu \eta_{\nu\rho} - x_\nu \eta_{\mu\rho}) \left[ \frac{p}{\tau} + \frac{p^2}{\tau^2} \right], \]  

where the prime denotes the derivative with respect to \( \tau \). The Yang-Mills equation is

\[ (D_\mu F_{\mu\nu})^a = 8 \frac{\eta_{\nu\rho} x_\rho}{\tau^2} \left(-p + 3p^2 - 2p^3 + \tau p' + \tau^2 p''\right) = 0. \]

As discussed in Appendix H, we suppose that \( p(\tau) \) has the expansions

\[ p(\tau) = \begin{cases} a_0^{\tau=0} + \sum_{n=1}^{\infty} a_n^{\tau=0} \tau^n, & \text{for small } \tau; \\ a_0^{\tau=\infty} + \sum_{n=1}^{\infty} a_n^{\tau=\infty} / \tau^n, & \text{for large } \tau, \end{cases} \]

then there are a few different solutions to this equation:

1. \( a_0^{\tau=0} = \frac{1}{2}, \ a_0^{\tau=\infty} = \frac{1}{2} \): \( p = 1/2 \),
2. \( a_0^{\tau=0} = 0, \ a_0^{\tau=\infty} = 1 \): \( p = \frac{\tau}{\tau+c_1} \),
3. \( a_0^{\tau=0} = 1, \ a_0^{\tau=\infty} = 0 \): \( p = \frac{c_1}{\tau+c_2} \),
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4. \( a_0^{\tau=0} = 1, \ a_0^{\tau=\infty} = 1 \): \( p = 1 \),

5. \( a_0^{\tau=0} = 0, \ a_0^{\tau=\infty} = 0 \): \( p = 0 \),

where \( c_1 \) and \( c_2 \) are two positive real constants. The first solution is the meron solution. The second solution and the third solution correspond to the 1-instanton solution in the regular gauge and the 1-anti-instanton solution in the singular gauge respectively. The last two solutions can be viewed as the pure gauge solution and the trivial vacuum solution respectively.

We also observe that for these solutions the factors \( p \) are all monotonic \( C^\infty \)-curves satisfying the boundary conditions with \( p^{(n)} \) also monotonic. For instance, for the meron solution \( p(\tau) \) is just a straight line connecting the boundary values at \( \tau = 0 \) and \( \tau = \infty \).

For the 1-instanton solution \( p(\tau) = \tau / (\tau + c_1) \) we notice that

\[
\frac{\partial^n p(\tau)}{\partial \tau^n} = \frac{\partial^m}{\partial \tau^m} \left( \frac{\tau}{\tau + c_1} \right) = (-1)^{n+1} \frac{c_1 \ n!}{(c_1 + \tau)^{n+1}},
\]

are also monotonic \( C^\infty \)-functions.

We summarize the 4D solutions with lowest winding numbers in Fig. 4, where for simplicity we assume that \( c_1 = c_2 = c \) with a constant \( c \).

\[\text{Figure 4. Spherically symmetric solutions to 4D Yang-Mills equation with lowest winding numbers.}\]

If we adopt a new coordinate introduced by the conformal transformation

\[
\zeta = \frac{1}{2} \left( \frac{\tau - c}{\tau + c} \right),
\]

then all the classical solutions shown in Fig. 4 can be plotted in the new coordinate shown in Fig. 5. As we can see, for each topologically allowed path there is a corresponding classical solution, which is a monotonic \( C^\infty \)-curve.

4 Topological Fluctuations (General Formalism)

In this section, we consider the quantum fluctuations of the Yang-Mills field, which we call \( Q_\mu \), and the topological fluctuations, which are denoted by \( \tilde{A} \). The quantum fluctuations
$Q_\mu$ are the rapidly varying fields, that generally do not satisfy the form invariance condition or the topological properties. The topological fluctuations $\tilde{A}$, on the other hand, are the slowly varying fields that satisfy both the form invariance condition and the topological properties. The expansion considered here is similar to the case of the 1D quantum antiferromagnets, in which we split the spin field $\vec{n}$ into a slowly varying mode $\vec{m}$ and a rapidly varying mode $\vec{l}$ (See Appendix J). We will review and explain the legitimacy of such treatment at the end of this section. Let us first set up the general formalism, and then discuss the 3D and the 4D case separately.

From now on we employ the background field formalism, and denote the background Yang-Mills field and the quantum fluctuation by $A_\mu$ and $Q_\mu$ respectively. The full field strength is given by

$$F_{\mu\nu} = [D_\mu, D_\nu] = [D_\mu + Q_\mu, D_\nu + Q_\nu],$$

and one can also define a field strength of the background as

$$F_{\mu\nu} = [D_\mu, D_\nu],$$

where

$$D_\mu \equiv \partial_\mu + A_{\mu}^{\text{top}} + Q_\mu,$$

$$D_\mu \equiv \partial_\mu + A_{\mu}^{\text{top}}.$$ (4.3)

The background field $A_{\mu}^{\text{top}}$ not only includes the solution to the classical Yang-Mills equation, which we will call $A_{\mu}^{\text{cl}}$, but it also includes the topological fluctuations around the classical solutions, which are the fields $\tilde{G}$ and $\tilde{H}$ for the 3D case and $\tilde{p}$ for the 4D case, and we will formally denote them as $\tilde{A}$. The key point here is that the background field is constrained by the form invariance condition (1.3):

$$(O^{-1})_{\mu}^{\nu} A_{\nu}^{\text{top}}(O x) = V^{-1} A_{\mu}^{\text{top}}(x) V.$$
More explicitly,

\[ A_{\mu,a}^{\text{top}} = \begin{cases} 
(G_0 + \tilde{G}) \left( \frac{\delta_{\mu a}}{|x|^2} - \frac{x_{\mu} x_{a}}{|x|^4} \right) + (H_0 + \tilde{H} - 1) \left( \frac{x_{\mu a} x_{i}}{|x|^4} \right) & \text{for 3D Yang-Mills;} \\
(p_0 + \tilde{p}) \eta_{\mu \nu} \left( \frac{x_{\nu}}{|x|^2} \right) & \text{for 4D Yang-Mills,}
\end{cases} \]

where we adopt the saddle point approximation and write \( G = G_0 + \tilde{G}, \ H = H_0 + \tilde{H} \) and \( p = p_0 + \tilde{p} \). \( G_0 \) and \( H_0 \) correspond to the classical solutions for the 3D case, while \( p_0 \) corresponds to the classical solutions for the 4D case. In order to preserve the topological properties, the topological fluctuations have to vanish at the boundaries, i.e.,

\[ \tilde{A}(\tau = 0) = \tilde{A}(\tau = \infty) = 0, \quad (4.4) \]

which has a significant physical meaning that we will discuss in Subsection 4.3.

Expanding the expression of the field strength, we obtain

\[ F_{\mu \nu} = F_{\mu \nu} + D_\mu Q_\nu - D_\nu Q_\mu + [Q_\mu, Q_\nu], \quad (4.5) \]

where \( F_{\mu \nu} \) is the field strength of the background Yang-Mills field. Consequently, up to some total derivatives

\[ \mathcal{L}_\text{YM} \equiv -\frac{1}{2} \text{Tr} \left( F_{\mu \nu} F_{\mu \nu} \right) = -\text{Tr} \left( \frac{1}{2} F_{\mu \nu} F_{\mu \nu} + 2 Q_\mu (D_\nu F_{\mu \nu}) - Q_\mu M_{\mu \nu} Q_\nu + 2 [Q_\mu, Q_\nu] (D_\nu Q_\nu) + \frac{1}{2} [Q_\mu, Q_\nu]^2 \right), \quad (4.6) \]

where

\[ M_{\mu \nu} \equiv D^2 \delta_{\mu \nu} + F_{\mu \nu} - D_\nu D_\mu. \quad (4.7) \]

In order to quantize the theory, we introduce a gauge fixing term and a ghost term:

\[ \mathcal{L}_\text{fix} = -\text{Tr} \left[ (D_\mu Q_\mu)^2 \right], \quad (4.8) \]

\[ \mathcal{L}_\text{gh} = \text{Tr} \left( 2 b D_\mu D_\mu c \right), \quad (4.9) \]

i.e., for the quantum fluctuations \( Q_\mu \) we choose the background gauge

\[ D_\mu Q_\mu = 0, \quad (4.10) \]

where

\[ D_\mu \equiv \partial_\mu + A_{\mu}^{\text{top}}. \quad (4.11) \]

The full Lagrangian is

\[ \mathcal{L} = \mathcal{L}_\text{YM} + \mathcal{L}_\text{fix} + \mathcal{L}_\text{gh} = -\text{Tr} \left( \frac{1}{2} F_{\mu \nu} F_{\mu \nu} + 2 Q_\mu (D_\nu F_{\mu \nu}) - Q_\mu M_{\mu \nu} Q_\nu + 2 b M_{gh} c + 2 [Q_\mu, Q_\nu] (D_\nu Q_\nu) + \frac{1}{2} [Q_\mu, Q_\nu]^2 \right), \quad (4.12) \]
with
\[
M_{\mu\nu} \equiv M_{\mu\nu} + D_\mu D_\nu = D^2 \delta_{\mu\nu} + 2F_{\mu\nu},
\]
\[
M_{gh} \equiv D^2.
\]
Therefore, the full quantum theory is given by the path integral
\[
Z = \int \mathcal{D}A^{\text{top}}_{\mu} \mathcal{D}Q_\mu \mathcal{D}b \mathcal{D}c \ \exp \left( -S[A^{\text{top}}_{\mu}, Q_\mu, b, c] \right),
\]
where
\[
A_{\mu}^{\text{top}} = A_{\mu}^{\text{top}} \left( \gamma^{(i)}, A^{\text{cl}}, \tilde{A} \right),
\]
is the topological configuration including the classical solutions \(A^{\text{cl}}\), their moduli \(\gamma^{(i)}\) and the topological fluctuations \(\tilde{A}\) and
\[
S[A^{\text{top}}_{\mu}, Q_\mu, b, c] = \frac{1}{g^2} \int d^Dx \mathcal{L}.
\]
For the path integral measure, we have
\[
\int \mathcal{D}A^{\text{top}}_{\mu} = \int \mathcal{D}\gamma^{(i)} \mathcal{D}A^{\text{cl}} \mathcal{D}\tilde{A} \ [\text{Jac}],
\]
where \(\gamma^{(i)}\) are the moduli including translations and gauge orientations, and \(\tilde{A}\) denotes topological fluctuations, which are \(G\) and \(H\) for the 3D case and \(\tilde{p}\) for the 4D case. \(A^{\text{cl}}\) is the classical solution given by \(G_0\) and \(H_0\) for the 3D case and by \(p_0\) for the 4D case. In 3D, \(G_0\) and \(H_0\) are constant, hence there is no integral over moduli but only a sum over different classical solutions, which we denote as \(A_0\). For the (anti-)instanton in 4D, \(p_0\) has one more modulus which is the size \(\rho\), thus for this case there is one more corresponding measure in the path integral:
\[
\mathcal{D}A^{\text{cl}}_{\text{(anti-)instanton}} \supset [\text{Jac}]_\rho d\rho,
\]
For simplicity, we neglect the measure of \(\rho\) in the following discussions. In 4D, when we expand the measure \(\mathcal{D}A^{\text{top}}_{\mu}\) for the (anti-)instanton, we will recover this term.

Summarizing the discussions above, we obtain
\[
Z = \sum_{\{A_0\}} \int \mathcal{D}\gamma^{(i)} \mathcal{D}\tilde{A} \mathcal{D}Q_\mu \mathcal{D}b \mathcal{D}c \ [\text{Jac}] \ \exp \left( -S[A^{\text{cl}}, \tilde{A}, Q_\mu, b, c, \gamma^{(i)}] \right).
\]
To evaluate the path integral (4.19) and derive the effective field theories, we can separate the action into two parts. There are two different ways of separation:

1. \[S[A^{\text{cl}}, \tilde{A}, Q_\mu, b, c, \gamma^{(i)}] = S_{\text{qu}}[A^{\text{cl}}, \tilde{A}, Q_\mu, b, c, \gamma^{(i)}] + S^{\text{top}}[A^{\text{cl}}, \tilde{A}, \gamma^{(i)}],\]
where \(S^{\text{top}}\) is independent of quantum modes \(Q_\mu\) and the ghost fields \(b, c\). When we turn off the quantum modes
\[
S_{\text{qu}}[A^{\text{cl}}, \tilde{A}, Q_\mu = 0, b = 0, c = 0, \gamma^{(i)}] = 0,
\]
i.e.,
\[
S[A^{\text{cl}}, \tilde{A}, Q_\mu = 0, b = 0, c = 0, \gamma^{(i)}] = S^{\text{top}}[A^{\text{cl}}, \tilde{A}, \gamma^{(i)}].
\]
2.

\[ S[A^{cl}, \tilde{A}, Q_\mu, b, c, \gamma_i] = S_0[A^{cl}, Q_\mu, b, c, \gamma_i] + \Delta S[A^{cl}, \tilde{A}, Q_\mu, b, c, \gamma_i], \]  

(4.23)

where \( S_0 \) is independent of the topological fluctuations \( \tilde{A} \). When we turn off the topological fluctuations \( \tilde{A} \),

\[ \Delta S[A^{cl}, \tilde{A} = 0, Q_\mu, b, c, \gamma_i] = 0, \]

(4.24)

i.e.,

\[ S[A^{cl}, \tilde{A} = 0, Q_\mu, b, c, \gamma_i] = S_0[A^{cl}, Q_\mu, b, c, \gamma_i]. \]

(4.25)

Now let us briefly explain the physical reason of having two ways of separation.

- The first separation (4.20) is convenient to use, because in Eq. (4.1) we have already separated the gauge field into \( A^{top}_\mu \) and \( Q_\mu \). Hence, it is natural to calculate the contributions purely from \( A^{top}_\mu \) to the action, which is \( S^{top} \).

- The second separation (4.23), though inconvenient to use, has more transparent and profound physical meanings, as we will show now. In Appendix I, we provide the detailed derivations of the Jacobian \([\text{Jac}]\):

\[ [\text{Jac}] = [\text{Jac}]_{\gamma_i} [\text{Jac}]_{\tilde{A}}. \]

(4.26)

Then we have

\[ Z = \sum_{\{A_0\}} \int [\text{Jac}]_{\tilde{A}} D\tilde{A} \int [\text{Jac}]_{\gamma_i} D\gamma^{(i)} \int DQ_\mu Db Dc e^{-S_0} e^{-\Delta S}. \]

(4.27)

We emphasize that \([\text{Jac}]_{\gamma_i}\) in general depends on the topological fluctuations \( \tilde{A} \). If we turn off the topological fluctuations \( \tilde{A} \), we will have

\[ [\text{Jac}]_{\gamma_i} \xrightarrow{\text{Turn off topological fluctuations } \tilde{A}} [\text{Jac}]^{cl}_{\gamma_i}, \]

(4.28)

and thus reproduce the path integral of quantum fluctuations in classical backgrounds:

\[ Z \longrightarrow Z_0 = \sum_{\{A_0\}} \int [\text{Jac}]^{cl}_{\gamma_i} D\gamma^{(i)} \int DQ_\mu Db Dc e^{-S_0[A^{cl}, Q_\mu, b, c, \gamma_i]}, \]

(4.29)

where \([\text{Jac}]^{cl}_{\gamma_i}\) is the measure for the classical solutions.

As we can see, \( S_0 \) corresponds to the quantum fields \( Q_\mu \) and the ghosts \( b, c \) in the classical backgrounds. More importantly, in Section 5 we will show that \( \Delta S \) in some limit\(^1\) has an expression similar to the Higgs mechanism, where the topological fluctuations play the similar role of the Higgs field.

\(^1\)The limit will be explained in Section 5.
In principle, if we could integrate out the moduli \( \gamma_i \), we would obtain an effective theory of the topological modes \( \tilde{A} \) and the quantum modes \( Q_\mu \), which is of great interest in physics. However, the calculations can be very involved and usually cannot be performed exactly. In practice the integration over the moduli is left to the end of the computation, after the other part of the path integral is evaluated. In this section, we will first present the exact result formally without evaluating the integration over the moduli, and then in order to make the relevant physics more transparent we will perform the integral over moduli approximately in Section 5.

### 4.1 3D Case

Let us recall that for the 3D case the gauge field \( A_{\mu,a} \) and the field strength \( F^a_{\mu\nu} \) after the gauge fixing (3.1) are (see Appendix G):

\[
A_{\mu,a} = G \left( \frac{\delta_{\mu a}}{|x|} - \frac{x_\mu x_a}{|x|^3} \right) + (H - 1) \frac{\epsilon_{\mu a i} x_i}{|x|^2},
\]

\[
F^a_{\mu\nu} = \left( \frac{x_\mu \delta_{\nu a} - x_\nu \delta_{\mu a}}{|x|^3} \right) \left( 2\tau G' + \frac{\epsilon_{\mu a i} x_i}{|x|^2} \right) (G^2 + 2H - 2)
+ \frac{x_i \left( x_\mu \epsilon_{\nu a i} - x_\nu \epsilon_{\mu a i} \right)}{|x|^4} \left( 2 - 2H + 2\tau H' - G^2 \right) + \frac{x_a \epsilon_{\mu a i} \epsilon_{\nu i}}{|x|^4} (H - 1)^2,
\]

where \( \tau \equiv x_\mu x^\mu \) and \((\cdots)' \equiv \partial(\cdots)/\partial \tau\). The factors \( p \) and \( \theta \) in the Ansatz (2.4) are encoded in the new factors \( G \) and \( H \), hence the form invariance allows \( G \) and \( H \) to have the fluctuations. Therefore, for the 3D case the gauge field with quantum fluctuations now reads

\[
A_{\mu,a} + Q_{\mu,a} = G \left( \frac{\delta_{\mu a}}{|x|} - \frac{x_\mu x_a}{|x|^3} \right) + (H - 1) \frac{\epsilon_{\mu a i} x_i}{|x|^2} + Q_{\mu,a},
\]

where \( G \) and \( H \) are slowly varying fields around the classical backgrounds, and \( Q_{\mu,a} \) is a rapidly varying quantum mode. Our discussion here is similar to the analysis for the 1D antiferromagnetic spin chain, which is reviewed in Appendix J.

As shown in Eq. (4.20), the whole action can be separated into the topological part and the quantum part. We can first calculate the topological part of the Lagrangian

\[
F^a_{\mu\nu} F^a_{\mu\nu} = \frac{2}{\tau^2} + \left( 16G'^2 - \frac{4}{\tau^2}G^2 + \frac{2}{\tau^2}G^4 \right) + \left( 16H'^2 - \frac{4}{\tau^2}H^2 + \frac{2}{\tau^2}H^4 \right) + \frac{4}{\tau^2}G^2H^2.
\]

If we define a complex vector

\[
\psi \equiv G + iH,
\]

the topological part of the Lagrangian becomes

\[
\frac{1}{4} F^a_{\mu\nu} F^a_{\mu\nu} = \frac{1}{2\tau^2} + 4(\partial_\tau \psi)(\partial_\tau \psi) - \frac{1}{\tau^2} \bar{\psi} \psi + \frac{1}{2\tau^2} (\bar{\psi} \psi)^2.
\]

The field \( \psi \) contains both the solutions to the Yang-Mills equation and the topological fluctuations around them. As discussed before, \( G_0 \) and \( H_0 \) correspond to the classical solutions, while \( \tilde{G} \) and \( \tilde{H} \) correspond to the topological fluctuations, i.e.,

\[
G = G_0 + \tilde{G}, \quad H = H_0 + \tilde{H}.
\]
Equivalently, we can use a complex scalar \( \tilde{\psi} \) to denote the topological fluctuations, i.e.,

\[
\psi = \psi_0 + \tilde{\psi}
\]  

(4.37)

with

\[
\psi_0 = G_0 + iH_0, \quad \tilde{\psi} \equiv \tilde{G} + i\tilde{H}.
\]  

(4.38)

As we have seen in Section 3.1, for the 3D case the solutions include

\[
G_0 = 0, \ H_0 = 0 \quad \text{and} \quad G_0 = \cos \Theta, \ H_0 = \sin \Theta.
\]  

(4.39)

The first case corresponds to the Wu-Yang monopole solution, while the second one corresponds to the pure gauge solution. The trivial vacuum solution is just a special case of the pure gauge case with \( \Theta = \pi/2 \).

For the Wu-Yang monopole \( G_0 = H_0 = 0 \), the topological part of the Lagrangian reads

\[
\frac{1}{4} F^\alpha_{\mu\nu} F^\alpha_{\mu\nu} \bigg|_{G_0=H_0=0} = \frac{1}{2\tau^2} + 4 \left| \partial_\tau \tilde{\psi} \right|^2 - \frac{1}{\tau^2} \left| \psi \right|^2 + \frac{1}{2\tau^2} \left| \tilde{\psi} \right|^4,
\]  

(4.40)

where the classical part of the Lagrangian equals \( 1/(2\tau^2) \), while the topological fluctuation part is

\[
4 \left| \partial_\tau \tilde{\psi} \right|^2 - \frac{1}{\tau^2} \left| \psi \right|^2 + \frac{1}{2\tau^2} \left| \tilde{\psi} \right|^4.
\]  

(4.41)

We see that for the Wu-Yang monopole the classical part and the topological fluctuations are completely separated in the Lagrangian, i.e., there are no mixed terms, which is not true in general.

For the pure gauge case \( G_0 = \cos \Theta, \ H_0 = \sin \Theta \), the topological part of the Lagrangian reads

\[
\frac{1}{4} F^\alpha_{\mu\nu} F^\alpha_{\mu\nu} \bigg|_{G_0=\cos \Theta, \ H_0=\sin \Theta} = \frac{1}{2\tau^2} + 4 \left| \partial_\tau \tilde{\psi} \right|^2 - \frac{1}{\tau^2} \left| \psi_0 + \tilde{\psi} \right|^2 + \frac{1}{2\tau^2} \left| \psi_0 + \tilde{\psi} \right|^4,
\]  

(4.42)

where

\[
\psi_0 \equiv G_0 + iH_0 = \cos \Theta + i \sin \Theta = e^{i\Theta}.
\]  

(4.43)

This expression contains \( \Theta \) explicitly, so it seems to be gauge dependent. However, \( e^{i\Theta} \) can always be absorbed by redefining the field \( \tilde{\psi} \). If we turn off all the topological fluctuations, i.e. \( \tilde{G} = \tilde{H} = 0 \), the topological part of the Lagrangian is equal to the classical part, which vanishes identically for the pure gauge case.

Next, we consider the path integral (4.27) for the 3D case, which is just the combination of the topological part and the quantum part of the theory. As discussed before, the path integral should take a sum over the Wu-Yang monopole and the trivial vacuum background. Let us list their contributions separately:

- For the Wu-Yang monopole:

\[
\int [\text{Jac}] \ dx_0 \ d\varphi_0 \int D\tilde{\psi} \ e^{-S^{\text{top}}} \bigg|_{\psi_0=0} \int DQ \ Db \ Dc \ e^{-S^{\text{qu}}} \bigg|_{\psi_0=0},
\]  

(4.44)
where

\[
S^{\text{top}}|_{\psi_0=0} = \frac{1}{g^2} \int d^3 x \left[ \frac{1}{2 \tau^2} + 4 |\partial_x \tilde{\psi}|^2 - \frac{1}{\tau^2} |\tilde{\psi}|^2 + \frac{1}{2 \tau^2} |e^{i\Theta} + \tilde{\psi}|^4 \right],
\]

\[
S^{\text{qu}}|_{\psi_0=0} = \frac{1}{g^2} \int d^3 x \ Tr \left[ -2Q_\mu (D_\nu F_{\mu\nu}) + Q_\mu M_{\mu\nu} Q_{\nu} + 2b M_{gh} c 
- 2[Q_\mu, Q_\nu](D_\mu Q_{\nu}) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right] \bigg|_{\psi_0=0}.
\] (4.45)

The Jacobian \([\text{Jac}]\) consists of the contributions from pseudo zero modes, corresponding to the translations \([\text{Jac}]_x\), the gauge orientations \([\text{Jac}]_\varphi\) and the topological fluctuations \([\text{Jac}]_{\tilde{A}}\). We discuss them in detail in Appendix I.

- For the pure gauge solution:

\[
\int D\tilde{\psi} e^{-S^{\text{top}}} \bigg|_{\psi_0=0} = e^{i\Theta} \int DQ_\mu Db Dc e^{-S^{\text{qu}}} \bigg|_{\psi_0=0}.
\] (4.46)

where

\[
S^{\text{top}}|_{\psi_0=0} = \frac{1}{g^2} \int d^3 x \left[ \frac{1}{2 \tau^2} + 4 |\partial_x \tilde{\psi}|^2 - \frac{1}{\tau^2} |e^{i\Theta} + \tilde{\psi}|^2 + \frac{1}{2 \tau^2} |e^{i\Theta} + \tilde{\psi}|^4 \right],
\]

\[
S^{\text{qu}}|_{\psi_0=0} = \frac{1}{g^2} \int d^3 x \ Tr \left[ -2Q_\mu (D_\nu F_{\mu\nu}) + Q_\mu M_{\mu\nu} Q_{\nu} + 2b M_{gh} c 
- 2[Q_\mu, Q_\nu](D_\mu Q_{\nu}) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right] \bigg|_{\psi_0=0}.
\] (4.47)

For both the Wu-Yang monopole and the pure gauge case, \(M_{\mu\nu}\) and \(M_{gh}\) are defined in Eq. (4.13).

### 4.2 4D Case

Similar to the 3D case, for the 4D case we can also separate the gauge field \(A_\mu\) into the topological part and the quantum part, and the topological part includes the classical solutions and the topological fluctuations around the solutions.

We have seen that for the 3D case both the factor \(p\) and the factor \(\theta\), or equivalently \(G\) and \(H\), can have topological fluctuations. The 4D case is a little simpler, because the form invariance condition (1.3) has fixed the factor \(\theta\) and restricted the factor \(p = p(\tau)\). We can write

\[
p = p_0 + \tilde{p},
\] (4.48)

where \(p_0\) and \(\tilde{p}\) denote the classical background and the topological fluctuations around the classical background respectively. The 4D gauge field now has the form

\[
A_\mu = p U^{-1} \partial_\mu U + Q_\mu,
\] (4.49)
where \( p \) is a slowly varying field around the classical background, and \( Q_\mu \) is a rapidly varying quantum mode. Again, the analysis here is similar to the 1D antiferromagnetic spin chain, which will be reviewed in Appendix J.

As we have seen in Section 3.2, the 4D classical solutions include

\[
\begin{align*}
 p_0 &= \frac{1}{2}, & p_0 &= \frac{\tau}{\tau + c_1}, & p_0 &= \frac{c_2}{\tau + c_2}, & p_0 &= 1, & p_0 &= 0, 
\end{align*}
\]  

(4.50)

where they correspond to the meron solution, the instanton solution in the regular gauge, the anti-instanton solution in the singular gauge, the pure gauge solution and the trivial vacuum solution respectively. For simplicity, we assume that \( c_1 = c_2 = c \) in the following.

In the new variable \( q \equiv p - \frac{1}{2} \), they read

\[
\begin{align*}
 q_0 &= 0, & q_0 &= \pm \frac{\tau - c}{2(\tau + c)}, & q_0 &= \pm \frac{1}{2}.
\end{align*}
\]  

(4.51)

We can first calculate the topological part of the Lagrangian:

\[
\frac{1}{4} F^a_{\mu\nu} F^{a}_{\mu\nu} = \frac{24}{\tau^2} \left[ (\tau p')^2 + p^2(p - 1)^2 \right] = \frac{24}{\tau^2} \left[ \frac{1}{16} + (\tau q')^2 - \frac{q^2}{2} + q^4 \right].
\]  

(4.52)

Then we evaluate this expression by inserting

\[
q = q_0 + \tilde{q}
\]  

(4.53)

to take into account the topological fluctuations around the classical background.

For each background with the fixed value \( p_0 \) or equivalently \( q_0 \) in the 4D case, the path integral (4.27) becomes:

\[
\int D\tilde{\psi} e^{-S_{\text{top}}|_{q_0}} \int DQ_\mu Db Dc e^{-S^{\text{qu}}|_{q_0}},
\]  

(4.54)

where the quantum part takes the following general form

\[
S^{\text{qu}}|_{q_0} = \frac{1}{g^2} \int d^4x \, \text{Tr} \left[ -2Q_\mu (D_\nu F_{\mu\nu}) + Q_\mu M_{\mu\nu} Q_\nu + 2b M_{gh} c 
\right.
\]

\[ -2[Q_\mu, Q_\nu] \{ D_\mu Q_\nu \} - \frac{1}{2}[Q_\mu, Q_\nu]^2 \bigg|_{q_0},
\]  

(4.55)

and \( M_{\mu\nu} \) and \( M_{gh} \) are again defined in Eq. (4.13).

For different backgrounds, the topological parts of the Lagrangian are slightly different. Let us list them in the following:

1. For the meron solution:

\[
S_{\text{top}}|_{q_0=0} = \frac{1}{g^2} \int d^4x \, \frac{24}{\tau^2} \left[ \frac{1}{16} + (\tau \tilde{q}')^2 - \frac{\tilde{q}^2}{2} + \tilde{q}^4 \right].
\]  

(4.56)
• For the instanton and the anti-instanton solution:

In this case, since the classical solution $q_0$ itself is not constant, the explicit expressions are relatively complicated, let us leave them in the original form:

\[
S_{\text{top}}\big|_{q_0=\pm\frac{\tau+c}{2(\tau+c)}} = \frac{1}{g^2} \int d^4x \frac{24}{\tau^2} \left[ \frac{1}{16} + \left(\tau(q_0 + \tilde{q})\right)^2 - \frac{(q_0 + \tilde{q})^2}{2} + (q_0 + \tilde{q})^4 \right]_{q_0=\pm\frac{\tau+c}{2(\tau+c)}}.
\]

\[(4.57)\]

• For the pure gauge solution and the trivial vacuum solution:

The classical part vanishes completely, i.e., the topological part of the Lagrangian is purely the topological fluctuations.

\[
S_{\text{top}}\big|_{q_0=\pm\frac{1}{2}} = \frac{1}{g^2} \int d^4x \frac{24}{\tau^2} \left[ (\tau\tilde{q})^2 + \tilde{q}^2(q_0 \pm 1)^2 \right].
\]

\[(4.58)\]

The complete path integral (4.19) should be a sum over all the possible backgrounds listed above. Similar to the 3D case, for the 4D case we should also consider the measure in the path integral for different backgrounds, and the details can be found in Appendix I.

4.3 Some Remarks

In this subsection, we make a few remarks about the discussions in this section.

• Finiteness:

We would like to emphasize the finiteness of the topological fluctuations. As we have seen before, that the background configurations of Yang-Mills fields are constrained by the topological properties, i.e., they have fixed boundary conditions. It implies that there cannot be any topological fluctuations at the boundary, which should also be persistent under gauge transformations, i.e.,

\[
\tilde{A}(\tau = 0) = \tilde{A}(\tau = \infty) = 0, \quad (4.59)
\]

\[
\delta \tilde{A}(\tau = 0) = \delta \tilde{A}(\tau = \infty) = 0. \quad (4.60)
\]

For some integrals we encounter in this paper over $\tau$ with topological fluctuations, they have apparent divergences at $\tau = 0$ or $\tau = \infty$, however, due to the vanishing topological fluctuations at the boundaries these integrals are in fact finite. For convenience, in Section 5 we will introduce physical cutoffs to explicitly cure the apparent divergences, but we should keep in mind that the exact theory does not have such divergences and they are cured by topological boundary conditions automatically.

• Topological Fluctuations vs Quantum Fluctuations:

In this section we have encountered two types of quantum modes, topological fluctuations $\tilde{A}$ and quantum fluctuations $Q_\mu$. In the following, we would like to discuss their relations and different roles in the path integral.
To demonstrate their relations, we would like to borrow a well-understood example from condensed matter physics, the 1D quantum antiferromagnets, which is also briefly reviewed in Appendix J. In that example, initially there is only one field $\vec{n}(j)$ describing the spin configurations, and then one can write $\vec{n}(j) = \vec{m}(j) + (-1)^j a_0 \vec{l}(j)$, where $\vec{m}(j)$ is a slowly varying mode and $\vec{l}(j)$ is a rapidly varying mode. It is interesting to study the effective theory consisting of both $\vec{m}(j)$ and $\vec{l}(j)$, or to integrate out one of them and obtain another effective theory consisting of only one mode. The topological fluctuations $\tilde{A}$ and the quantum fluctuations $Q_\mu$ discussed in this paper are similar to the slowly varying mode $\vec{m}$ and the rapidly varying mode $\vec{l}$ in the example of the 1D quantum antiferromagnets.

Now let us turn to the discussion about the path integral. In principle, one should include all the possible configurations in the path integral, however, for most cases such path integrals cannot be evaluated exactly. The best approximation is to start from some core in the configuration space, which we know very well, and then allow fluctuations around these known configurations. Hopefully, one can then probe the whole configuration space without loss of the relevant physics.

There is a subtlety that one has to pay attention to. The core in the configuration space that we start from can be a point, while sometimes it can also be a finite-dimensional or an infinite-dimensional subspace. These two cases are illustrated in Fig. 6. They are fundamentally the same, but in order to prevent double counting, one should restrict the fluctuations to the orthogonal space of the core.\footnote{We would like to thank Felix Günther for helpful discussions on this issue.}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{Left: The configuration space with a single point as the core and fluctuations around it. Right: The configuration space with a subspace as the core and fluctuations around it.}
\end{figure}

To study the quantum Yang-Mills theory, there are different choices of the core in the configuration space: One can choose the space of all the classical solutions as in the previous literature, or one can choose the space of all the topologically stable configurations as in this paper. Therefore, the total space of all the configurations, that should be taken into account in the path integral, can be expressed as the following direct sums:

$$V = V_{\text{sol}} \oplus V_{\text{sol}}^\perp = V_{\text{top}} \oplus V_{\text{top}}^\perp,$$

(4.61)
where $V_{\text{sol}}$ and $V_{\text{top}}$ stand for the function space of all the solutions and the function space of all the topologically stable configurations respectively, and $V_{\text{sol}}^\perp$ and $V_{\text{top}}^\perp$ are the orthogonal spaces of $V_{\text{sol}}$ and $V_{\text{top}}$ respectively. They have the relations:

$$V_{\text{sol}} \subset V_{\text{top}}, \quad V_{\text{sol}}^\perp \supset V_{\text{top}}^\perp.$$  \hfill (4.62)

Traditionally, one considers the quantum fluctuations around the classical solutions, hence the quantum fluctuations $Q_\mu$ should lie in the space $V_{\text{sol}}^\perp$. In this paper, the novelty of our approach is that we consider the quantum fluctuations around the topologically stable configurations including all the classical solutions, therefore, the quantum fluctuations lie in the space $V_{\text{top}}^\perp$.

In fact, the formalism discussed here is similar to Feynman’s path integral formulation of the 1-dimensional non-relativistic quantum mechanics, which we briefly review in Appendix K. In that example, we restrict our discussions to continuous paths without singularities, so $V_{\text{top}}$ becomes the space of all the $C^1$-differentiable paths. It is also clear that the space of the classical solutions $V_{\text{sol}}$ satisfies

$$V_{\text{sol}} \subset V_{\text{top}} = V_{C^1}.$$  \hfill (4.63)

One can prove \cite{28, 29} that all the continuous but nowhere differentiable paths, i.e. the paths from Brownian motion (random walk), form a space $V_{\text{random}}$ that dominates the configuration space. This space also satisfies

$$V_{\text{random}} \subset V_{\text{top}}^\perp.$$  \hfill (4.64)

Hence, we obtain for the 1D non-relativistic quantum mechanics

$$V = \left( V_{\text{sol}} \cup \left( V_{C^1} \setminus V_{\text{sol}} \right) \right) \oplus \left( V_{\text{random}} \cup \cdots \right).$$  \hfill (4.65)

As we discussed in Appendix K, this decomposition of the configuration space corresponds to different limits of the theory. When $V_{\text{sol}}$ dominates, the theory becomes purely classical. To study the quantum mechanics, one only needs to consider the paths from Brownian motion (random walk) in the space $V_{\text{random}}$, as R. Feynman did in his original paper \cite{30}. However, to probe the IR regime of the quantum theory, both $V_{\text{sol}}$ and $V_{C^1} \setminus V_{\text{sol}}$ can be important.

One can try to generalize the path integral of the 1D non-relativistic quantum mechanics to other cases such as higher-dimensional relativistic quantum field theory, for instance the 3D and the 4D quantum Yang-Mills theory, but the derivation and the proof become more involved. Nevertheless, the decomposition

$$V = \left( V_{\text{sol}} \cup (V_{\text{top}} \setminus V_{\text{sol}}) \right) \oplus V_{\text{top}}^\perp.$$  \hfill (4.66)

still holds, and the quantum fluctuations $Q_\mu$ should lie in the space $V_{\text{top}}^\perp$. For the 1D non-relativistic quantum mechanics, a subspace $V_{\text{random}}$ in $V_{\text{top}}^\perp$ dominates the configuration space and leads to quantum mechanics, however, in general the quantum fluctuations are not always dominated by continuous but nowhere differentiable
functions, because in some cases other configurations in $V_{\text{top}}^\perp$, e.g. rough paths, can be more important, in order to lead to the canonical quantization condition.\footnote{We would like to thank József Lorinczi for helpful discussions on this issue.}

Similar to the example of Feynman’s path integral, one can also consider different limits of the more general quantum field theory including the quantum Yang-Mills theory. In the classical limit, all the quantum modes including all the configurations in $V_{\text{top}}^\perp$ and $V_{\text{top}} \backslash V_{\text{sol}}$ are suppressed, and $V_{\text{sol}}$ gives us the classical physics in this limit. In the full quantum case, $V_{\text{top}}^\perp$ dominates the configuration space and provides the relevant physics, which leads to the ordinary perturbative quantum field theory. To probe the IR regime of the quantum theory, a special limit is relevant, in which one suppresses most quantum modes while still keeping some lowest quantum modes in the space $V_{\text{top}} \backslash V_{\text{sol}}$, then both $V_{\text{sol}}$ and $V_{\text{top}} \backslash V_{\text{sol}}$ will be important. The transition among different limits will become clearer when we discuss the low-energy physics of the quantum Yang-Mills theory in Section 6.

5 Topological Fluctuations (Approximations)

As discussed in the previous section, in principle we could integrate out the moduli in the path integral (4.27) to obtain an effective theory of the topological modes and the quantum modes. However, in practice it is very hard to obtain the exact analytical result. Hence, in this section we discuss an approximate way of performing the integration over the moduli. Let us illustrate the basic idea of the approximation that we employ.

As we discussed in Subsection 4.3, the topological fluctuations in fact do not induce divergences. Hence, it is legitimate to introduce some physical length scales as cutoffs to cure the apparent divergences. We will discuss in Appendix I that for a careful treatment one has to distinguish the length scale of the classical background, denoted by $\ell_0$, and the averaged length scale of all topological fluctuations, denoted by $\ell_{\text{top}}$.

We start with the path integral (4.27):

$$Z = \sum_{\{A_0\}} \int [\text{Jac}]_\tilde{\mathcal{A}} \mathcal{D} \tilde{\mathcal{A}} \int [\text{Jac}]^\text{top}_{\gamma_i} \mathcal{D} \gamma^{(i)} \int \mathcal{D} Q_{\mu} \mathcal{D} b \mathcal{D} c \ e^{-S[A_{\text{cl}}, \tilde{\mathcal{A}}, Q_{\mu}, b, c, \gamma_i]},$$

where

$$S[A_{\text{cl}}, \tilde{\mathcal{A}}, Q_{\mu}, b, c, \gamma_i] = S_0[A_{\text{cl}}, Q_{\mu}, b, c, \gamma_i] + \Delta S[A_{\text{cl}}, \tilde{\mathcal{A}}, Q_{\mu}, b, c, \gamma_i], \tag{5.1}$$

and $\gamma_i$ denotes translations given by $x_0$ and constant gauge orientations given by $\varphi$. Hence, equivalently,

$$Z = \sum_{\{A_0\}} \int \mathcal{D} Q_{\mu} \mathcal{D} b \mathcal{D} c \int [\text{Jac}]_\tilde{\mathcal{A}} \mathcal{D} \tilde{\mathcal{A}} \int [\text{Jac}]^\text{top}_{\gamma_i} d^D x_0 d^3 \varphi \ e^{-S[A_{\text{cl}}, \tilde{\mathcal{A}}, Q_{\mu}, b, c, \gamma_i]}. \tag{5.2}$$

Since in our Ansatz of the topologically stable Yang-Mills field the spacetime indices and the gauge indices are mixed, integrating over all the gauge orientations is equivalent
to averaging over all the possible values of the tensor $\omega$, which determines how the indices are mixed. It can be seen as follows. Let us take the 3D case as an example. As shown in Eq. (C.2), a constant gauge transformation

$$ A_\mu \to V^{-1} A_\mu V $$

is equivalent to a rotation of $\omega^a_\rho$ by a matrix $U$:

$$ \omega^a_\rho \to U^a_\sigma \omega^\sigma_\rho, $$

where $U$ is defined by

$$ V^{-1} T_a V = T_b U^b_a. $$

Hence, the integration over all the gauge orientations is equivalent to the integration over all the values of $\omega$.

Let us define

$$ \langle e^{-S} \rangle_\omega \equiv \int \sqrt{\det g(\varphi)} d^3 \varphi e^{-S}, $$

where $g_{\alpha\beta}(\varphi)$ is the metric on the group manifold. Then

$$ \langle e^{-S} \rangle_\omega \geq e^{-\langle S \rangle_\omega}. $$

Following the argument by R. Feynman in Ref. [17], we can use $e^{-\langle S \rangle_\omega}$ to approximate the original theory, but we would underestimate the free energy, i.e., the approximated free energy will always be greater than or equal to the true free energy. However, we expect that at some values of the parameters the bound in the inequality can be saturated. Hence, in the following we will adopt this approximation and use $e^{-\langle S \rangle_\omega}$ to analyze the theory.

First, we rewrite Eq. (5.2) as

$$ Z = \sum_{\{A_0\}} \int DQ_\mu Db Dc \int [\text{Jac}] \tilde{A} \tilde{A} \int \frac{[\text{Jac}]^{\text{top}}}{[\text{Jac}]^{\text{cl}}_{\gamma_i}} [\text{Jac}]^{\text{cl}}_{\gamma_i} d^D x_0 d^3 \varphi e^{-S} $$

$$ \sim \sum_{\{A_0\}} \int DQ_\mu Db Dc \int \frac{[\text{Jac}]^{\text{top}}}{[\text{Jac}]^{\text{cl}}_{\gamma_i}} [\text{Jac}]^{\text{cl}}_{\gamma_i} d^D x_0 d^3 \varphi e^{-S}, $$

where we dropped $[\text{Jac}] \tilde{A}$ for convenience, because it is a constant (see Appendix I), and we used the fact that

$$ \frac{[\text{Jac}]^{\text{top}}}{[\text{Jac}]^{\text{cl}}_{\gamma_i}} $$

is independent of $x_0$ and $\varphi$.

We also write

$$ [\text{Jac}]^{\text{cl}}_{\gamma_i} = [\text{Jac}]^{\text{cl}}_{x_0} [\text{Jac}]^{\text{cl}}_{\varphi}, $$

which corresponds to the classical measure for the translations and for the gauge orientations respectively, when the topological fluctuations are turned off. Up to a constant there is

$$ [\text{Jac}]^{\text{cl}}_{\varphi} \sim \sqrt{\frac{\det g(\varphi)}{2\pi^2}} $$
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except for the instanton and the anti-instanton solution, for which we find that up to a constant

\[
[J_{\text{Jac}}^\text{cl}]_{\varphi} \sim \frac{\sqrt{\det g(\varphi)}}{2\pi^2} \rho^3,
\]

(5.12)

where \(\rho\) is the size of the (anti-)instanton. For simplicity, we first consider the 3D Wu-Yang Monopole solution or the 4D meron solution, which does not have the size \(\rho\), and the general results for other cases with \(\rho\) will be listed in the end.

Applying the approximation by R. Feynman [17] to Eq. (5.8), we obtain

\[
Z \sim \sum_{\{A_0\}} \int DQ_\mu Db Dc \int \frac{[J_{\text{Jac}}^\text{top}]}{[J_{\text{Jac}}^\text{cl}]_{\gamma_i}} \mathcal{D} \tilde{A} \int [J_{\text{Jac}}^\text{cl}]_{\gamma_i} d^3 x_0 \left\langle e^{-S[A^\gamma, \tilde{A}, Q_\mu, b, c, \gamma_i]} \right\rangle \omega
\]

\[
\approx \sum_{\{A_0\}} \int DQ_\mu Db Dc \int \frac{[J_{\text{Jac}}^\text{top}]}{[J_{\text{Jac}}^\text{cl}]_{\gamma_i}} \mathcal{D} \tilde{A} \int [J_{\text{Jac}}^\text{cl}]_{\gamma_i} d^3 x_0 e^{-\langle S[A^\gamma, \tilde{A}, Q_\mu, b, c, \gamma_i] \rangle} \omega.
\]

(5.13)

The path integral above can be further expressed as (see Eq. (4.23))

\[
Z \approx \sum_{\{A_0\}} \int [J_{\text{Jac}}^\text{cl}]_{\gamma_i} d^3 x_0 \int DQ_\mu Db Dc e^{-(S_0) \omega} \int \mathcal{D} \tilde{A} \frac{[J_{\text{Jac}}^\text{top}]}{[J_{\text{Jac}}^\text{cl}]_{\gamma_i}} e^{-\langle \Delta S \rangle} \omega,
\]

(5.14)

where \(S_0\) is the part of the action that is independent of the topological fluctuations, while \(\Delta S\) depends on the topological fluctuations. We can make the following field redefinition:

\[
\mathcal{D} \tilde{A} \frac{[J_{\text{Jac}}^\text{top}]}{[J_{\text{Jac}}^\text{cl}]_{\gamma_i}} = \mathcal{D} \tilde{A}',
\]

(5.15)

then effectively the path integral can be written as

\[
Z \approx \sum_{\{A_0\}} \int [J_{\text{Jac}}^\text{cl}]_{\gamma_i} d^3 x_0 \int DQ_\mu Db Dc e^{-(S_0[A^\gamma, Q_\mu, b, c, \gamma_i]) \omega} \int \mathcal{D} \tilde{A}' e^{-\langle \Delta S[A^\gamma, C, \tilde{A}', Q_\mu, b, c, \gamma_i] \rangle} \omega,
\]

(5.16)

where the change of variable is equivalent to introducing the factor \(C\), which can be thought of as the wave function renormalization and depends on the energy scale. In general, the renormalization factor \(C\) may contain infinities, which can be made finite by adding appropriate counter-terms to cancel the divergence. We will skip the discussion about the counter-term in this paper, and simply consider the finite part of the factor \(C\).

From now on, we drop the prime of \(\tilde{A}'\) for simplicity. More explicitly, the path integrals that we encounter in this paper have the following general expressions under the approximation:

- 3D (Wu-Yang monopole, pure gauge):

\[
Z \approx \sum_{\{A_0\}} \int [J_{\text{Jac}}^\text{cl}]_{\gamma_i} d^3 x_0 \int DQ_\mu Db Dc e^{-(S_0) \omega} \int \mathcal{D} \tilde{G} \mathcal{D} \tilde{H} e^{-\langle \Delta S[A^\gamma, C\tilde{G}, C\tilde{H}, Q_\mu, b, c, \gamma_i] \rangle} \omega.
\]

(5.17)
• 4D (trivial solution, pure gauge, meron):

\[ Z \approx \sum_{\{A_0\}} \int [\text{Jac}]_{t_i} d^4x_0 \int DQ_\mu \, Db \, Dc \, e^{-\langle S_0 \rangle} \int Dq \, e^{-\langle \Delta S[A^{cl}, C_0, Q_\mu, b, c, \gamma_i] \rangle} \omega. \quad (5.18) \]

• 4D (instanton, anti-instanton):

\[ Z \approx \sum_{\{A_0\}} \int [\text{Jac}]_{\rho} \rho^3 d\rho \int [\text{Jac}]_{t_i} d^4x_0 \int DQ_\mu \, Db \, Dc \, e^{-\langle S_0 \rangle} \int Dq \, e^{-\langle \Delta S[A^{cl}, C_0, Q_\mu, b, c, \gamma_i, \rho] \rangle} \omega, \quad (5.19) \]

where we notice that for the 4D (anti-)instanton background there is one more modulus \( \rho \) in the classical solution \( q_0 \).

We will see in the following subsections, that using this approximation to get rid of the moduli of the gauge orientations significantly simplifies the expression of the effective action, which makes the relevant physics more transparent.

### 5.1 3D Case

In this subsection, we discuss the 3D Yang-Mills theory under the approximation (5.13). Following the discussions above, we would like to compute the averaged action under the gauge orientations.

Recall that for the 3D Yang-Mills, the full quantum theory is given by the Lagrangian (4.12):

\[ L = -\text{Tr} \left( \frac{1}{2} F_{\mu\nu}F_{\mu\nu} + 2Q_\mu (D_\nu F_{\mu\nu}) - Q_\mu M_{\mu\nu}Q_{\nu} - 2b M_{gh} c + 2[Q_\mu, Q_\nu](D_\mu Q_\nu) + \frac{1}{2}[Q_\mu, Q_\nu]^2 \right). \]

To calculate \( \langle S \rangle_\omega \), we make use of the following identities proven in Appendix C.2:

\[ \langle \omega^a_\mu \rangle_\omega = 0, \]

\[ \langle \omega^a_\mu \omega^b_\nu \rangle_\omega = \frac{1}{3} \delta^{ab} \delta_{\mu\nu}, \quad (5.20) \]

where the bracket (\( \cdots \)) denotes the symmetrization of the indices. Since all the gauge indices can be traced back to either from \( \omega^a_\mu \) or from \( Q^a_\mu \), we can keep track of the gauge indices to see which identity above is needed when we average over \( \omega \). The results are

\[ \langle \text{Tr} \left( \frac{1}{2} F_{\mu\nu}F_{\mu\nu} \right) \rangle_\omega = \text{Tr} \left( \frac{1}{2} F_{\mu\nu}F_{\mu\nu} \right), \quad (5.21) \]

\[ \langle 2Q_\mu (D_\nu F_{\mu\nu}) \rangle_\omega = 0, \quad (5.22) \]

\[ \langle 2[Q_\mu, Q_\nu](D_\mu Q_\nu) \rangle_\omega = 2[Q_\mu, Q_\nu](\partial_\mu Q_\nu), \quad (5.23) \]

\[ \langle \frac{1}{2}[Q_\mu, Q_\nu]^2 \rangle_\omega = \frac{1}{2}[Q_\mu, Q_\nu]^2. \quad (5.24) \]

For the terms \(-Q_\mu M_{\mu\nu}Q_\nu\) and \(2b M_{gh} c\) let us recall Eq. (4.13):

\[ M_{\mu\nu} \equiv M_{\mu\nu} + D_\mu D_\nu = D^2 \delta_{\mu\nu} + 2F_{\mu\nu}, \]

\[ M_{gh} \equiv D^2. \]
Hence,
\[
\text{Tr} \langle Q_\mu M_{\mu \nu} Q_\nu \rangle_\omega = -\frac{1}{2} \langle Q^a_\mu (D_\rho D_\rho Q_\mu)^a \rangle_\omega - \langle Q^a_\mu [F_{\mu \nu}, Q_\nu]^a \rangle_\omega \\
= -\frac{1}{2} Q_\mu^a \partial^2 Q^a_\mu + \frac{1}{3} (Q^a_\mu Q^a_\mu) (A^b_\rho A^b_\rho),
\]
(5.25)
where we used \( \langle A^a_\rho A^a_\rho \rangle_\omega = (\delta_{ab}/3) A^c_\rho A^c_\rho \). Similarly,
\[
\text{Tr} \langle 2bM_{gh} c \rangle_\omega = -b^2 \partial^2 c^a + \frac{2}{3} (b^2 c^a) (A^b_\rho A^b_\rho),
\]
(5.26)
where
\[
A^b_\rho A^b_\rho = \frac{2}{\tau} \left[ (G_0 + \tilde{C}G)^2 + (H_0 + \tilde{C}H - 1)^2 \right].
\]
(5.27)
Bringing all the terms after the average together, we obtain
\[
\langle S \rangle_\omega = \frac{1}{g^2} \int d^3 x \text{Tr} \left( -\frac{1}{2} F_{\mu \nu} F_{\mu \nu} + Q_\mu \partial^2 Q_\mu - \frac{4}{3\tau} (Q_\mu Q_\mu) \left[ (G_0 + \tilde{C}G)^2 + (H_0 + \tilde{C}H - 1)^2 \right] + 2b \partial^2 c - \frac{8}{3\tau} (bc) \left[ (G_0 + \tilde{C}G)^2 + (H_0 + \tilde{C}H - 1)^2 \right] \right. \\
- \left. 2 [Q_\mu, Q_\nu] (\partial_\mu Q_\nu) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right),
\]
(5.28)
where the trace is taken over the gauge indices, which the topological fluctuations \( \tilde{G} \) and \( \tilde{H} \) do not have.

The effective action above is still relatively complicated. Since the factor \( \tilde{C} \) is finite, the effective action can be simplified in some special limits of \( \tilde{C} \), which correspond to different corners in the moduli space. In general, we distinguish three cases:

- \( \tilde{C} \ll 1 \):
  In this case the topological fluctuations are not important. One only needs to consider the classical backgrounds.
  \[
  \langle S \rangle_\omega \approx \langle S_0 \rangle_\omega \\
  = \frac{1}{g^2} \int d^3 x \text{Tr} \left( -\frac{1}{2} F_{\mu \nu} F_{\mu \nu} + Q_\mu \partial^2 Q_\mu - \frac{4}{3\tau} (Q_\mu Q_\mu) \left[ G_0^2 + (H_0 - 1)^2 \right] + 2b \partial^2 c \\
  - \frac{8}{3\tau} (bc) \left[ G_0^2 + (H_0 - 1)^2 \right] \right. \\
  - \left. 2 [Q_\mu, Q_\nu] (\partial_\mu Q_\nu) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right),
  \]
(5.29)
where
\[
\frac{1}{4} F_{\mu \nu}^{\text{cl}, a} F_{\rho \sigma}^{\text{cl}, a} = \begin{cases} 
\frac{1}{2\tau} & \text{for the Wu-Yang monopole;} \\
0 & \text{for the trivial and the pure gauge solution.}
\end{cases}
\]
We see that in this limit the topological fluctuations are effectively turned off. To estimate the contributions from the classical background, we can replace \( \sqrt{\tau} \) by the

\[
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classical background length scale $\ell_{cl} \equiv \ell_0$ in the effective action, as discussed in Appendix I. Then the quantum fluctuations $Q_\mu$ and the ghosts acquire masses of the order $\sim \ell_0^{-1}$ from the classical background. To carefully calculate the masses, one needs to properly regularize the divergence due to $1/\tau$ and then sum over all the classical backgrounds.

- $C \gg 1$:
  In this case the topological fluctuations are important, while the classical backgrounds can be neglected.

\[
\langle S_0 \rangle_\omega \approx \frac{1}{g^2} \int d^3x \text{Tr} \left( Q_\mu \partial^2 Q_\mu + 2b \partial^2 c - 2[Q_\mu, Q_\nu](\partial_\mu Q_\nu) - \frac{1}{2}[Q_\mu, Q_\nu]^2 \right) \\
\approx -\frac{1}{g^2} \int d^3x \text{Tr} \left( \frac{1}{2} G_{\mu\nu} G_{\mu\nu} + (\partial_\mu Q_\mu)^2 - 2b \partial^2 c \right),
\]

where

\[
G_{\mu\nu} = \partial_\mu Q_\nu - \partial_\nu Q_\mu + [Q_\mu, Q_\nu],
\]

and

\[
\langle \Delta S \rangle_\omega \approx -\frac{1}{g^2} \int d^3x \text{Tr} \left( \frac{1}{2} F_{\mu\nu} F_{\mu\nu} + \frac{4C^2}{3\tau} (Q_\mu Q_\mu) |\tilde{\psi}|^2 + \frac{8C^2}{3\tau} (bc) |\tilde{\psi}|^2 \right),
\]

where

\[
\frac{1}{4} F_{\mu\nu} F_{\mu\nu} \approx 4C^2 |\partial_\tau \tilde{\psi}|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}|^4 = \frac{C^2}{\tau} |\partial_\tau \tilde{\psi}|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}|^4,
\]

and

\[
\tilde{\psi} = \tilde{G} + i\tilde{H}.
\]

To analyze the theory in this case, we have to make a detour of discussion. First, we would like to emphasize that Eq. (5.33) is well-defined and convergent everywhere. Though $1/\tau$ and $1/\tau^2$ seem to be divergent at $\tau = 0$, the topological fluctuations $\tilde{\psi}$, which we assume to be $C^1$-functions in this paper, vanish at $\tau = 0$ due to the boundary conditions, which will cure the apparent divergence caused by $1/\tau$ or $1/\tau^2$. $\tilde{\psi}$ now is a function of $\tau = (x - x_0)^2$, while the quantum mode $Q_\mu(x)$ is a function of $x$ that can be coupled to an external source $J_\mu(x)$, which makes the calculation very difficult. Moreover, the topological fluctuations are part of the backgrounds without the external source, hence they should be translationally invariant for most parts of the space. Therefore, we would like to make the shift:

\[
\tilde{\psi}((x - x_0)^2) \rightarrow \tilde{\psi}(x^2).
\]
However, the topological fluctuations are constrained by the topological boundary conditions, therefore, \( \tilde{\psi} \) is translationally invariant for all the space except the boundaries. Thus, for both before and after the shift (5.35) we can write:

\[
\int d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}|^4 \right) \\
= \left( \int_{\text{near } x_0} d^3x + \int_{\text{near } 0} d^3x + \int_{\text{else}} d^3x \right) \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}|^4 \right), \tag{5.36}
\]

where the regions near \( x_0 \) and \( 0 \) can be taken to be the spherical regions centered at \( x_0 \) and \( 0 \) with the radius \( r_0^2 \). We would like to emphasize that this relation is true only inside the path integral, i.e., the integration over the function space of \( \tilde{\psi} \) is implied. For simplicity, we drop the integration over \( \tilde{\psi} \) in the equation above. All the following discussions should be understood with an integration over \( \tilde{\psi} \) assumed.

Away from the regions near \( x_0 \) and \( 0 \) there is

\[
\int_{\text{else}} d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x-x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x-x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x-x_0)|^4 \right) \\
= \int_{\text{else}} d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right). \tag{5.37}
\]

Notice that for \( \tau = (x-x_0)^2 \) the integrand

\[
\frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x-x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x-x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x-x_0)|^4
\]

is not divergent at \( x = 0 \) and \( x = x_0 \). Hence, for a very small region \( r_0^2 \to 0 \), the integral

\[
\left( \int_{\text{near } x_0} d^3x + \int_{\text{near } 0} d^3x \right) \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x-x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x-x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x-x_0)|^4 \right) \tag{5.39}
\]

is negligible. Similarly, when \( r_0^2 \to 0 \), the integral

\[
\int_{\text{near } 0} d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right) \tag{5.40}
\]

also vanishes. In sum, we have

\[
\frac{1}{g^2} \int d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x-x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x-x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x-x_0)|^4 \right) \\
= \frac{1}{g^2} \int d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right) \\
- \frac{1}{g^2} \int_{\text{near } x_0} d^3x \left( \frac{C^2}{\tau} |\partial_{\mu} \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right), \tag{5.41}
\]

where \( \tau = (x-x_0)^2 \). The left-hand side of this equation is finite. The second term on the right-hand side is divergent and gives the difference of the integral (5.36) near
before and after the shift \((5.35)\), hence it can be viewed as a counter-term, that cancels the divergence of the first term on the right-hand side. In this paper, instead of including the counter-term (i.e. the second term on the right-hand side) explicitly, we will use the first term on the right-hand side as an effective action with some physical cutoffs, that regularize the theory. Nevertheless, the final result is finite and equal to the left-hand side. Because these cutoffs are crucial in the following, we will discuss them in more detail in Subsection 5.3.

As we have shown, the effective action

\[
\frac{1}{g^2} \int d^3x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right)
\]

\((5.42)\)

has divergence, which can be regularized by a UV cutoff \(\ell_{\text{top}}\) and an IR cutoff \(L_{\text{top}}\).

In a weak-field approximation, we have the expansion \(e^{-\langle S \rangle_\omega} \approx 1 - \langle S \rangle_\omega + \cdots\), thus we can perform the integration over \(x_0\) directly to \(\langle S \rangle_\omega\) in this approximation. Then we have

\[
\frac{1}{g^2} \int \frac{d^3x_0}{V} \int d^3x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right).
\]

\((5.43)\)

The integration over \(x_0\) can be done explicitly, which is equivalent to the following replacements in the limit \(L_{\text{top}} \gg \ell_{\text{top}}\):

\[
\int \frac{d^3x_0}{V} \frac{1}{\tau} \rightarrow \frac{3L_{\text{top}}}{L^3} \quad \text{and} \quad \int \frac{d^3x_0}{V} \frac{1}{\tau^2} \rightarrow \frac{3}{L^3\ell_{\text{top}}}.
\]

\((5.44)\)

where \(\ell_{\text{top}}\) is the cutoff at \(\tau = 0\), and \(L_{\text{top}}\) is the cutoff at \(\tau = \infty\), both of which are due to the topological boundary conditions. \(L\) is the radius of the system, which is of the order of \(L_{\text{top}}\), but we carefully distinguish them in the paper. In Appendix I, we give a qualitative explanation that \(\ell_{\text{top}} < \ell_0\) because of the excited topological fluctuation modes. Defining a dimensionful complex scalar with the unit of mass

\[
\phi \equiv \frac{C}{g} \sqrt{\frac{3L_{\text{top}}}{L^3}} \tilde{\psi},
\]

\((5.45)\)

we obtain

\[
\int d^3x \left[ (\bar{\partial}_\mu \bar{\phi})(\partial_\mu \phi) - \mu^2_{3D}\bar{\phi}\phi + \lambda_{3D} (\bar{\phi}\phi)^2 \right],
\]

\((5.46)\)

where

\[
\mu^2_{3D} \equiv \frac{1}{L_{\text{top}} \ell_{\text{top}}}, \quad \text{and} \quad \lambda_{3D} \equiv \frac{g^2L^3}{6L^2_{\text{top}}\ell_{\text{top}}}
\]

\((5.47)\)

are two constants that can be fixed by comparing with the experimental results or the Monte Carlo simulations.

Let us introduce the parameterization:

\[
\phi = \frac{\nu_{3D} + \eta(x)}{\sqrt{2}} e^{\gamma(x)},
\]

\((5.48)\)
where
\[ \nu_{3D}^2 \equiv \mu_{3D}^2 / \lambda_{3D} \cdot \] (5.49)

We obtain
\[
\int d^3 x \left( \frac{1}{2} (\partial_\mu \eta)^2 + \mu_{3D}^2 \eta^2 + \lambda_{3D} \nu_{3D} \eta^3 + \frac{\lambda_{3D}}{4} \eta^4 + \frac{1}{2} (\nu_{3D} + \eta)^2 (\partial_\mu \gamma)^2 - \frac{\lambda_{3D} \nu_{3D}^4}{4} \right),
\] (5.50)

where \( \gamma \) is a Goldstone boson and \( \eta \) acts like a Higgs boson with mass \( m_\eta = \sqrt{2} \mu_{3D} \).

After neglecting the constant shift \( \frac{\lambda_{3D} \nu_{3D}^4}{4} \), Eq. (5.32) reads
\[
\langle \Delta S \rangle_\omega \approx \int d^3 x \left( \frac{1}{2} (\partial_\mu \eta)^2 + \mu_{3D}^2 \eta^2 + \lambda_{3D} \nu_{3D} \eta^3 + \frac{\lambda_{3D}}{4} \eta^4 + \frac{1}{2} (\nu_{3D} + \eta)^2 (\partial_\mu \gamma)^2 - \frac{\lambda_{3D} \nu_{3D}^4}{4} \right.
\]
\[ + \frac{1}{3} (Q_\mu Q_\mu)(\nu_{3D} + \eta)^2 + \frac{2}{3} (b^a c^a)(\nu_{3D} + \eta)^2 \),
\] (5.51)

where the gauge field \( Q_\mu \) acquires a mass \( m_{Q}^2 = \sqrt{2/3} \nu_{3D} \). This expression is similar to the Higgs mechanism in the Lorentz gauge. If one chooses a gauge similar to the unitary gauge before the averaging over the gauge orientations, we believe that the Goldstone boson \( \gamma \) can be absorbed into the redefinition of the gauge boson \( Q_\mu \), which is the case in the usual Higgs mechanism. Finally, we can extend our result here to the general case and use
\[
1 - \langle \Delta S \rangle_\omega \approx \exp(-\langle \Delta S \rangle_\omega),
\] (5.52)
to rewrite \( \langle \Delta S \rangle_\omega \) back to the exponent.

\( \bullet \) \( \mathcal{C} \sim 1 \):
Both topological fluctuations and classical backgrounds are important. One needs to calculate for each background and sum over all of them. So we return to the path integral (5.28) without any simplification. Its explicit form could be very complicated, and we will not discuss the details in this paper.

### 5.2 4D Case

Following the same spirit of the 3D case, we can work out the 4D case under the approximation. Since in the 4D Ansatz (2.10) the \( \omega \) tensor mixes the gauge group indices and the spacetime indices of a 3D subspace, the identities (5.20) still hold:
\[
\langle \omega^a_i \rangle_\omega = 0,
\]
\[
\langle \omega^a_i \omega^b_j \rangle_\omega = \frac{1}{3} \delta^{ab} \delta_{ij},
\]
where the indices \( i \) and \( j \) run from 1 to 3. Thus, the results of the averaged terms (5.21) \( \sim (5.24) \) remain valid for the 4D case. We only need to calculate \(-Q_\mu M_{\mu \nu} Q_\nu\) and \(2b M_{gh} c\),

\[ \sim (5.24) \) remain valid for the 4D case. We only need to calculate \(-Q_\mu M_{\mu \nu} Q_\nu\) and \(2b M_{gh} c\),
where again (4.13):

\[ M_{\mu\nu} \equiv M_{\mu\nu} + D_\mu D_\nu = D^2 \delta_{\mu\nu} + 2F_{\mu\nu}, \]
\[ M_{gh} \equiv D^2. \]

The same results as the 3D case can also be obtained for the 4D case

\[
\text{Tr} \langle Q_\mu M_{\mu\nu} Q_\nu \rangle_\omega = -\frac{1}{2} Q_\mu^a \partial^2 Q_\mu^a + \frac{1}{3} (Q_\mu^a Q_\mu^a)(A^b_\nu A^b_\nu), \quad (5.53)
\]
\[
\text{Tr} \langle 2b M_{gh} c \rangle_\omega = -b^a \partial^2 c^a + \frac{2}{3} (b^a c^a)(A^b_\nu A^b_\nu), \quad (5.54)
\]
except for the 4D case:

\[
A^a_\nu A^a_\nu = \frac{12 \left( q_0 + C \bar{q} + \frac{1}{2} \right)^2}{\tau}. \quad (5.55)
\]

Hence,

\[
\langle S \rangle_\omega \approx \frac{1}{g^2} \int d^4x \text{Tr} \left( -\frac{1}{2} F_{\mu\nu} F_{\mu\nu} + Q_\mu \partial^2 Q_\mu - \frac{8}{\tau} (Q_\mu Q_\mu)(q_0 + C \bar{q} + \frac{1}{2})^2 + 2b \partial^2 c \\
- \frac{16}{\tau} (bc)(q_0 + C \bar{q} + \frac{1}{2})^2 - 2[Q_\mu, Q_\nu](\partial_\mu Q_\nu) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right). \quad (5.56)
\]

Similar to the 3D case, we can also discuss the simplified effective action in different limits of the factor \( C \):

- \( C \ll 1 \):
  The topological fluctuations are not important. We only need to consider the classical backgrounds.

\[
\langle S \rangle_\omega \approx \langle S_0 \rangle_\omega \\
= \frac{1}{g^2} \int d^4x \text{Tr} \left( -\frac{1}{2} F_{\mu\nu} F_{\mu\nu} + Q_\mu \partial^2 Q_\mu - \frac{8}{\tau} (Q_\mu Q_\mu)(q_0 + \frac{1}{2})^2 + 2b \partial^2 c \\
- \frac{16}{\tau} (bc)(q_0 + \frac{1}{2})^2 - 2[Q_\mu, Q_\nu](\partial_\mu Q_\nu) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right). \quad (5.57)
\]

Like the corresponding limit in the 3D case, here the topological fluctuations can be neglected, while the quantum fluctuations and the ghosts become massive due to the classical backgrounds. The masses are of the order \( \ell_0^{-1} \), where \( \ell_0 \equiv \ell_{cl} \) is the classical length scale that can approximately replace \( \sqrt{\tau} \), as discussed in Appendix I.

- \( C \gg 1 \):
  The topological fluctuations are important, while the classical backgrounds are negligible.

\[
\langle S_0 \rangle_\omega \approx \frac{1}{g^2} \int d^3x \text{Tr} \left( Q_\mu \partial^2 Q_\mu + 2b \partial^2 c - 2[Q_\mu, Q_\nu](\partial_\mu Q_\nu) - \frac{1}{2} [Q_\mu, Q_\nu]^2 \right) \\
\approx -\frac{1}{g^2} \int d^3x \text{Tr} \left( \frac{1}{2} G_{\mu\nu} G_{\mu\nu} + (\partial_\mu Q_\mu)^2 - 2b \partial^2 c \right), \quad (5.58)
\]
\[ G_{\mu\nu} = \partial_\mu Q_\nu - \partial_\nu Q_\mu + [Q_\mu, Q_\nu], \quad (5.59) \]

and

\[ \langle \Delta S \rangle_\omega = -\frac{1}{g^2} \int d^4x \text{Tr} \left( \frac{1}{2} F_{\mu\nu} F_{\mu\nu} + \frac{8C^2}{\tau} (Q_\mu Q_\mu) \tilde{q}^2 + \frac{16C^2}{\tau} (bc) \tilde{q}^2 \right), \quad (5.60) \]

where

\[ \frac{1}{4} F_{\mu\nu}^a F_{\mu\nu}^a \approx \frac{24C^2}{\tau^2} \left( \tau^2 (\tilde{q}')^2 - \frac{\tilde{q}^2}{2} + C^2 \tilde{q}^4 \right) \]
\[ = \frac{6C^2}{\tau^2} \left( \tau (\partial_\mu \tilde{q})^2 - 2\tilde{q}^2 + 4C^2 \tilde{q}^4 \right). \quad (5.61) \]

In this limit of the 4D case, the effective theory mimics the Higgs mechanism, i.e., the topological fluctuations acquire a vacuum expectation value, which consequently gives masses to the quantum fluctuations and the ghosts. To clearly demonstrate it, we follow the same logic and repeat the same steps as in the limit \( C \gg 1 \) of the 3D case. Similarly, after the integration over \( x_0 \) in the weak-field approximation, the apparent divergences due to the factors \( \tau^{-1} \) and \( \tau^{-2} \) in the expression above are regularized by an IR cutoff \( L_{\text{top}} \) and a UV cutoff \( \ell_{\text{top}} \) with \( L_{\text{top}} \gg \ell_{\text{top}} \), i.e.,

\[ \frac{1}{4g^2} \int \frac{d^4x_0}{V} \int d^4x F_{\mu\nu}^a F_{\mu\nu}^a \approx \int d^3x \left[ \frac{12C^2 L_{\text{top}}^2}{g^2 L^4} (\partial_\mu \tilde{q}(x))^2 - \frac{48C^2 \log \left( \frac{L_{\text{top}}}{\ell_{\text{top}}} \right) \tilde{q}(x)^2}{g^2 L^4} + \frac{96C^4 \log \left( \frac{L_{\text{top}}}{\ell_{\text{top}}} \right) \tilde{q}(x)^4}{g^2 L^4} \right], \quad (5.62) \]

where \( L \) is the radius of the system, and \( \ell_{\text{top}} \) can be thought of as the averaged length scale of the topological fluctuations. Again, the length scale of the topological fluctuations is smaller than the length scale of the classical background \((\ell_{\text{top}} < \ell_0)\), because it includes the excited states of the topological fluctuations (see Appendix I for details). This equation should also be understood as a relation inside a path integral over the topological fluctuations \( \tilde{q} \).

We now define the field

\[ \xi \equiv \frac{2\sqrt{3} CL_{\text{top}}}{g L^2} \tilde{q}, \quad (5.63) \]

and then obtain after the integration over \( x_0 \) in the weak-field approximation:

\[ \frac{1}{4g^2} F_{\mu\nu}^a F_{\mu\nu}^a = (\partial_\mu \xi)^2 - \mu_{4D}^2 \xi^2 + \lambda_{4D} \xi^4, \quad (5.64) \]

where

\[ \mu_{4D}^2 = \frac{4}{L_{\text{top}}^2} \log \left( \frac{L_{\text{top}}}{\ell_{\text{top}}} \right), \quad \text{and} \quad \lambda_{4D} = \frac{2g^2 L^4}{3L_{\text{top}}^4} \log \left( \frac{L_{\text{top}}}{\ell_{\text{top}}} \right) \quad (5.65) \]
are two constants that can be fixed by comparing with the experiments or the Monte Carlo simulations.

Let us introduce the parameterization:

\[ \xi = \frac{\nu_{4D} + h(x)}{\sqrt{2}}, \quad (5.66) \]

where

\[ \nu_{4D}^2 = \frac{\mu_{4D}^2}{\lambda_{4D}}. \quad (5.67) \]

Then we obtain

\[ \frac{1}{4g^2} F_{\mu\nu}^a F_{\mu\nu}^a = \frac{1}{2} (\partial_\mu h)^2 + \nu_{4D}^2 h^2 + \frac{\lambda_{4D}}{4} h^4 \]

\[ \frac{1}{4g^2} \mu_{4D}^2 \nu_{4D}^4 \]

\[ \frac{1}{4g^2} \frac{\lambda_{4D}}{4} \nu_{4D}^4 h^3 - \frac{\lambda_{4D}}{4} \nu_{4D}^4, \quad (5.68) \]

where \( h(x) \) acts like a Higgs boson. Dropping the constant shift \( \nu_{4D}^4 \), Eq. (5.60) reads

\[ \langle \Delta S \rangle_{\omega} = \int d^4 x \left( \frac{1}{2} (\partial_\mu h)^2 + \nu_{4D}^2 h^2 + \frac{\lambda_{4D}}{4} h^4 \right. \]

\[ + \frac{1}{3} \left( \frac{Q_\mu Q_\mu}{(\nu_{4D} + h)^2} + \frac{2}{3} (b^a c^a)(\nu_{4D} + h)^2 \right), \quad (5.69) \]

where the scalar has the mass \( m_h = \sqrt{2} \mu_{4D} \) and gauge field \( Q_\mu \) acquires a mass \( m_{Q^D} = \sqrt{2/3} \nu_{4D} \).

\[ \bullet \ C \sim 1: \]

Both classical backgrounds and topological fluctuations are important. One needs to calculate for each background and sum over all the configurations. Hence, in the scope of this paper the effective action (5.56) cannot be further simplified.

### 5.3 Cutoffs and Topological Boundary Conditions

We would like to discuss an important issue that we have encountered, which is the cutoffs that we introduced in Eq. (5.41). As we will show, these cutoffs are naturally embedded in the Yang-Mills theory due to the topological properties, which means that they are not just regularizations of the theory, instead they have clear physical meanings and in principle can be determined rigorously.

We take the 3D case as an example. The 4D case follows the same logic and can be done in a similar way. We consider part of the path integral containing only the effective action (5.41), i.e.,

\[ \int \frac{d^3 x_0}{V} \exp \left[ -\frac{1}{g^2} \int d^3 x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x - x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x - x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x - x_0)|^4 \right) \right] \]

\[ = \int \frac{d^3 x_0}{V} \exp \left[ -\frac{1}{g^2} \int d^3 x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right) \right. \]

\[ + \frac{1}{g^2} \int_{\text{near } x_0} d^3 x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right) \], \quad (5.70) \]
where again the integration over the function space of $\tilde{\psi}$ is implied. For simplicity, we drop the integration over $\tilde{\psi}$ in the equation above. All the following equations should be understood with an integration over $\tilde{\psi}$ assumed.

As we discussed before, the left-hand side has no divergence due to the topological boundary conditions, while the two terms in the action on the right-hand side are both divergent, but the divergences from two terms cancel each other. Therefore, there are three equivalent ways to analyze this kind of effective theory:

- One can directly analyze the finite theory given by the left-hand side of Eq. (5.70). However, it has a non-local expression, which makes it difficult to study in the framework of standard quantum field theory.

- One can analyze the theory given by the right-hand side of Eq. (5.70), which should also be finite. In other words, one can view the two terms in the action on the right-hand side as an effective action and its counter-term. In practice, this treatment requires very precise cancellation between two divergent terms, hence it is technically not very feasible.

- One can analyze only the first term in the action on the right-hand side of Eq. (5.70) as an effective theory, and introduce some physical cutoffs $\ell_{\text{top}}$ and $L_{\text{top}}$ for $|x - x_0|$, which regularize the theory and give us finite results. This is the approach that we used in this paper.

Comparing to standard quantum field theory, we can find the counterparts of these treatments. For example, a UV complete theory usually does not have divergence, hence it can be viewed as the first type above. For most theories that we encounter, they have divergences and need to be regularized by introducing either counter-terms or cutoffs. In principle, different treatments should give us the same result. However, in practice for most theories we know, we are only aware of the part of the effective theory, that corresponds to the first term on the right-hand side of Eq. (5.70), and we have to construct a counter-term by hand to cancel the divergence, which is contrary to the case discussed above, where there is no intrinsic divergence, and the counter-term is known, which is just the second term on the right-hand side of Eq. (5.70).

The cutoffs $\ell_{\text{top}}$ and $L_{\text{top}}$ have clear physical meanings, and can be determined precisely. For a given configuration $\tilde{\psi}$, the effective theory on the left-hand side of Eq. (5.70) can be evaluated numerically and will give us a finite result, which is formally denoted by $\Upsilon_L[\tilde{\psi}]$. The first term in the action on the right-hand side of Eq. (5.70) with cutoffs $\ell_{\text{top}}$ and $L_{\text{top}}$ can also be evaluated exactly, which we call $\Upsilon_R[\tilde{\psi}, \ell_{\text{top}}, L_{\text{top}}]$. Therefore, for $\tau = (x - x_0)^2$ we define

$$
\Upsilon_L[\tilde{\psi}] = \int \frac{d^3x_0}{V} \exp \left[ -\frac{1}{g^2} \int d^3x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x - x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x - x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x - x_0)|^4 \right) \right],
$$

(5.71)
\[
\Upsilon_R[\tilde{\psi}, \ell_{\text{top}}, L_{\text{top}}] = \int \frac{d^3x_0}{V} \exp \left[ -\frac{1}{g^2} \int_{\ell_{\text{top}} < |x-x_0| < L_{\text{top}}} d^3x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right) \right],
\]

and we require that

\[
\Upsilon_L[\tilde{\psi}] = \Upsilon_R[\tilde{\psi}, \ell_{\text{top}}, L_{\text{top}}],
\]

which can be viewed as an equation for the cutoffs \( \ell_{\text{top}} \) and \( L_{\text{top}} \). By solving this equation numerically, one can always fix the values of \( \ell_{\text{top}} \) and \( L_{\text{top}} \). Hence, these cutoffs exist and can be determined at least numerically. In principle, \( \ell_{\text{top}} \) and \( L_{\text{top}} \) depend on the configuration \( \tilde{\psi} \), i.e., they are implicit functionals of \( \tilde{\psi} \). Equivalently, they depend on the energy of the configuration. When we focus on a small range of the energy scale, \( \ell_{\text{top}} \) and \( L_{\text{top}} \) can be approximately viewed as constants.

Under the weak-field approximation, the expressions of \( \Upsilon_L[\tilde{\psi}] \) and \( \Upsilon_R[\tilde{\psi}, \ell_{\text{top}}, L_{\text{top}}] \) can be expanded to the leading order, and the integrals can be simplified. Consequently, under this approximation Eq. (5.73) becomes

\[
\int \frac{d^3x_0}{V} \int d^3x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x-x_0)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x-x_0)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x-x_0)|^4 \right) = \frac{2\pi}{V} \int_{\ell_{\text{top}}}^{L_{\text{top}}} \sqrt{\tau} d\tau \int d^3x \left( \frac{C^2}{\tau} |\partial_\mu \tilde{\psi}(x)|^2 - \frac{C^2}{\tau^2} |\tilde{\psi}(x)|^2 + \frac{C^4}{2\tau^2} |\tilde{\psi}(x)|^4 \right),
\]

where we used

\[
\int \frac{d^3x_0}{V} \int_{\ell_{\text{top}} < |x-x_0| < L_{\text{top}}} d^3x = \frac{2\pi}{V} \int_{\ell_{\text{top}}}^{L_{\text{top}}} \sqrt{\tau} d\tau \int d^3x.
\]

If the gauge theory is defined on a sphere \( S^n \) instead of the flat space \( \mathbb{R}^n \), we can adopt the following stereographic projection:

\[
\sqrt{\tau} = R \cot \left( \frac{\theta}{2} \right),
\]

where \( \theta \in [0, \pi] \). For the cutoffs, we can assume the same physical cutoff on \( \theta \) near 0 and \( \pi \), i.e.,

\[
L_{\text{top}} = R \cot \left( \frac{\theta_0}{2} \right), \quad \ell_{\text{top}} = R \cot \left( \frac{\pi - \theta_0}{2} \right),
\]

which leads to

\[
\ell_{\text{top}} L_{\text{top}} = R^2, \quad L_{\text{top}}/\ell_{\text{top}} = \cot^2 (\theta_0/2) .
\]

Consequently, the integral over \( \tau \) becomes an integral over \( \theta \):

\[
\int_{\ell_{\text{top}}}^{L_{\text{top}}} \sqrt{\tau} d\tau = \frac{1}{4} R^3 \int_{\theta_0}^{\pi-\theta_0} d\theta \frac{\sin^2(\theta)}{\sin^6(\theta/2)}.
\]

When the topological fluctuations are turned off, i.e. \( \tilde{\psi} = 0 \), Eq. (5.73) is trivially satisfied. When the topological fluctuations are turned on, i.e. \( \tilde{\psi} \neq 0 \), in order for Eq. (5.73)
to be solved, the limit $\ell_{\text{top}} \to 0$ and $L_{\text{top}} \to \infty$ cannot be taken at the same time for a not always vanishing configuration $\tilde{\psi}$.

As we have seen in this section, the masses acquired by the quantum fluctuation field and the ghost fields can be expressed in terms of the physical cutoffs $\ell_{\text{top}}$ and $L_{\text{top}}$. In the next section, we will see that the mass gaps of the 3D and the 4D Yang-Mills theory at semi-classical level are also related to these physical cutoffs. According to our discussions above, the finite cutoffs $\ell_{\text{top}}$ and $L_{\text{top}}$ are naturally embedded in the Yang-Mills theory on a flat space $\mathbb{R}^n$ of finite size or on a compact space such as a sphere $S^n$ due to the topological properties.

6 Analysis of Low-Energy Physics

Based on the discussions in the previous section, we can start addressing the problem of the Yang-Mills mass gap. The rigorous formulation of the problem and the mathematical treatment will be presented in the next section.

The logic of this section is following. First, in the IR regime the fast varying mode $Q_\mu$ should be less dominant, because it vibrates rapidly and will be suppressed in long distance. Hence, we can turn off the quantum fluctuations $Q_\mu$ in the IR regime, and derive the low-energy effective action due to the topological fluctuations $\tilde{\mathcal{A}}$. Since the most relevant background for the mass gap problem is given by the pure gauge solution and the trivial vacuum solution, we consider topological fluctuations around these two solutions. From the asymptotic behavior of the topological fluctuations at semi-classical level, we find the correlation function between two gauge invariant operators, which decays exponentially. This effect implies the existence of a massive mediator that cannot propagate a long distance in the IR regime, hence provides a strong evidence for the existence of the mass gap in the IR regime of the theory.

6.1 Low-Energy Effective Action

In this subsection, let us first analyze the low-energy effective action of the Yang-Mills theory.

6.1.1 3D Case

After turning off the quantum fluctuations $Q_\mu$, the path integral in 3-dimensions becomes

$$Z = \sum_{\{A_0\}} \int \mathcal{D}\tilde{\mathcal{A}} \int [\text{Jac}]_{\gamma_0}^{\text{top}} \frac{d^3x_0}{V} d^3\varphi e^{-S},$$

(6.1)

where the action $S$ is actually the topological part of the action $S^{\text{top}}$ given by the Lagrangian (4.35):

$$S = \frac{1}{g^2} \int d^3x \left[ \frac{1}{2\tau^2} + 4(\partial_\tau \tilde{\psi})(\partial_\tau \tilde{\psi}) - \frac{1}{\tau^2} \bar{\psi}_0 \psi_0 + \frac{1}{2\tau^2} (\bar{\psi}\psi)^2 \right],$$

(6.2)

and

$$\psi = \psi_0 + \tilde{\psi}.$$

(6.3)
ψ₀ and \( \tilde{\psi} \) stand for the classical solutions and the topological fluctuations respectively.

In Eq. (6.1) we work with the exact theory described in Section 4. In principle, one can also apply the approximation introduced in Section 5, which will not change the following discussions. Under the approximation, the Jacobian [Jac]_{\gamma_1}^{top} in Eq. (6.1) is replaced by [Jac]_{\gamma_i}^{3D}, and each topological fluctuation acquires a factor \( \mathcal{C} \) from the wave function renormalization. The exact theory described in Section 4 results in a complicated renormalization factor \( \mathcal{C} \), which is also difficult to obtain in general. As we can see, however, we are interested only in the lowest-lying mode between two gauge invariant operators at semi-classical level, which simplifies the analysis.

As we have seen in the previous sections, for the lowest topological charges in 3D, \( \psi_0 \) can be the trivial vacuum solution up to a gauge transformation or the Wu-Yang monopole solution. For the mass gap problem the trivial vacuum background including the trivial vacuum solution and the pure gauge solution is the most relevant background, hence in the following we assume \( \psi_0 \) to be the trivial vacuum background, which is a constant phase. We can absorb the constant phase by redefining the topological fluctuations \( \tilde{\psi} \), then the effective action becomes

\[
S = \frac{1}{g^2} \int d^3x \left[ \frac{1}{\tau} \left| \partial_\mu \tilde{\psi} \right|^2 + \frac{1}{2\tau^2} \left( |1 + \tilde{\psi}|^2 - 1 \right)^2 \right]
\]

with the boundary conditions

\[
\tilde{\psi}(\tau = 0) = \tilde{\psi}(\tau = \infty) = 0.
\]

To obtain the regularized effective theory, we apply the procedure discussed in Subsection 5.3, which is to perform the integration over \( x_0 \) in the weak-field approximation with some counter-terms or physical cutoffs. After some steps the effective action (6.4) becomes

\[
(S)_{x_0} = \frac{1}{g^2} \int \frac{d^3x_0}{V} \int d^3x \left[ \frac{1}{\tau} \left| \partial_\mu \tilde{\psi}(\tau) \right|^2 + \frac{1}{2\tau^2} \left( |1 + \tilde{\psi}(\tau)|^2 - 1 \right)^2 \right]
\]

\[
= \frac{1}{g^2} \int \frac{d^3x_0}{V} \int d^3x \left[ \frac{1}{\tau} \left| \partial_\mu \tilde{\psi}(\tau) \right|^2 + \frac{1}{2\tau^2} \left( \tilde{\psi}^\dagger(\tau) + \tilde{\psi}(\tau) + |\tilde{\psi}(\tau)|^2 \right)^2 \right] + \text{(counter-terms)}
\]

\[
= \frac{1}{g^2} \int \frac{d^3x_0}{V} \int_{L_\text{top}<|x-x_0|<L_{\text{top}}} d^3x \left[ \frac{1}{\tau} \left| \partial_\mu \tilde{\psi}(\tau) \right|^2 + \frac{1}{2\tau^2} \left( \tilde{\psi}^\dagger(\tau) + \tilde{\psi}(\tau) + |\tilde{\psi}(\tau)|^2 \right)^2 \right]
\]

\[
\approx \frac{3L_{\text{top}}}{g^2L^3} \int d^3x \left[ \left| \partial_1 \tilde{\psi}(|x|) \right|^2 + m_{3D}^2 (|1 + \tilde{\psi}(|x|) - 1|^2) \right]
\]

\[
= \frac{3L_{\text{top}}}{g^2L^3} \int d^3x \left[ \left| \partial_1 \Psi(|x|) \right|^2 + m_{3D}^2 (|\Psi(|x|)|^2 - 1)^2 \right] ,
\]

where \( \tau = (x - x_0)^2 \), and an effective mass is defined by

\[
m_{3D}^2 \equiv \frac{1}{2\ell_{\text{top}}L_{\text{top}}}.
\]

Since we focus on a small range of energy scales above the trivial vacuum background, the physical cutoffs \( \ell_{\text{top}} \) and \( L_{\text{top}} \) are approximately constant. So is the effective mass \( m_{3D} \).
In the last expression of Eq. (6.6) we defined
\[ \Psi \equiv e^{i\Theta} \left( 1 + \tilde{\psi} \right), \quad (6.8) \]
where \( \Theta \) is a constant phase, and \( \Psi \) satisfies the boundary conditions
\[ |\Psi(|x| = 0) = |\Psi(|x| = \infty) = 1. \quad (6.9) \]
We also define a new variable \( \tilde{\tau} \equiv x_{\mu}x^\mu = |x|^2 \), which is \( x_0 \)-independent. Consequently,
\[ |\partial_{\mu}\Psi(\tilde{\tau})|^2 = 4\tilde{\tau}|\partial_{\tilde{\tau}}\Psi(\tilde{\tau})|^2 = \left| \frac{\partial \Psi(|x|)}{\partial |x|} \right|^2. \quad (6.10) \]
The relation between different variables is
\[ |x|^2 = \tilde{\tau} = \tau(x_0 = 0). \quad (6.11) \]
In the following, the topological field \( \Psi \) should be understood as \( \Psi(\tilde{\tau}) \) or \( \Psi(|x|) \).

As we discussed in Subsection 5.3, the second line of Eq. (6.6) has no intrinsic divergences, and to cure the apparent divergences, we can introduce either counter-terms or physical cutoffs, which correspond to the third and the fourth line of Eq. (6.6) respectively. From now on we will always use the approach of physical cutoffs.

Let us adopt the parameterization:
\[ \Psi = |\Psi| e^{i\gamma}, \quad (6.12) \]
where \( \gamma \) is not well-defined when \( \Psi = 0 \). This parameterization should be understood as follows. For any interval with \( \Psi \neq 0 \), we can use the parameterization above, while to pass from one interval to another, which are joint by a point with \( \Psi = 0 \), we have the freedom to change the phase without affecting Eq. (6.6). The field equations for \( |\Psi| \) and \( \gamma \) are
\[ 2 \Delta |\Psi| - 2|\Psi|(\partial_{|x|}\gamma)^2 - 4m^2_{3D}(|\Psi|^2 - 1)|\Psi| = 0, \quad (6.13) \]
\[ 2 \partial_{|x|} \left( |x|^2 |\Psi|^2 \partial_{|x|}\gamma \right) = 0, \quad (6.14) \]
where for the 3D Euclidean space
\[ \Delta |\Psi| = \partial^2_{|x|}|\Psi| + \frac{2}{|x|} \partial_{|x|}|\Psi|. \quad (6.15) \]
Eq. (6.14) implies that \( |x|^2 |\Psi|^2 \partial_{|x|}\gamma \) should be a constant, hence for a nonvanishing \( \Psi \)
\[ \partial_{|x|}\gamma = \frac{C}{|x|^2 |\Psi|^2}. \quad (6.16) \]
If we plug Eq. (6.16) into Eq. (6.13) and use the boundary condition \( |\Psi| = 1 \) at \( |x| = 0 \) as well as the fact that \( |\Psi| \) is a \( C^1 \)-function, we obtain
\[ C = 0. \quad (6.17) \]
Consequently, Eq. (6.13) simplifies to
\[ \partial^2_{|x|} |\Psi| + \frac{2}{|x|} \partial_{|x|} |\Psi| - 2 m^2_{3D} (|\Psi|^2 - 1) |\Psi| = 0. \quad (6.18) \]

The action (6.6) plays the role of the energy in the 3D Euclidean space, which is always non-negative. Because we are interested in the lowest states of the IR regime, we should consider the solutions to the equations (6.18) with the boundary condition (6.9), that have the lowest energies given by Eq. (6.6).

### 6.1.2 4D Case

For the 4D case, we can follow the same logic and repeat the same steps in the 3D case. Again, to probe the IR regime of the 4D quantum Yang-Mills theory, we turn off all the quantum fluctuations \( Q_\mu \), while keeping the topological fluctuations \( \tilde{A} \). The path integral then becomes
\[ Z = \sum_{\{\partial_0 \}} \int \mathcal{D}q \int [\text{Jac}]_{\gamma_0} d^4x_0 \frac{d^3\varphi}{V} e^{-S}, \quad (6.19) \]

where \( S \) is the topological part of the action \( S^{\text{top}} \) given by the Lagrangian (4.52):
\[ S = -\frac{1}{g^2} \int d^4x \text{Tr} \left( \frac{1}{2} F_{\mu\nu} F^{\mu\nu} \right) = \frac{1}{g^2} \int d^4x \frac{24}{\tau^2} \left[ \frac{1}{16} + (\tau q')^2 - \frac{q^2}{2} + q^4 \right] \]
\[ = \frac{1}{g^2} \int d^4x \left[ \frac{6}{\tau} (\partial_\mu q)^2 + \frac{24}{\tau^2} \left( q^2 - \frac{1}{4} \right)^2 \right], \quad (6.20) \]
and
\[ q = q_0 + \tilde{q}. \quad (6.21) \]

\( q_0 \) and \( \tilde{q} \) denote the classical solutions and the topological fluctuations around these classical solutions respectively, and in general they are functions of \( \tau = (x - x_0)^2 \).

Like in the 3D case, we may integrate over \( x_0 \) in the weak-field approximation as discussed in Subsection 5.3 to obtain a regularized effective theory. For the mass gap problem the trivial vacuum background including the trivial vacuum solution and the pure gauge solution is the most relevant background, hence in the following we focus on the trivial vacuum background \( q_0 = \pm \frac{1}{2} \) and obtain
\[ q = \pm \frac{1}{2} + \tilde{q}. \quad (6.22) \]
Following the same steps, we obtain

\[
\langle S \rangle_{x_0} = \frac{1}{g^2} \int \frac{d^4x_0}{V} \int d^4x \left[ \frac{6}{\tau} \left( \partial_\mu \tilde{q}(\tau) \right)^2 + \frac{24}{\tau^2} \left( \left( \pm \frac{1}{2} + \tilde{q}(\tau) \right)^2 - \frac{1}{4} \right)^2 \right]
\]

\[
= \frac{1}{g^2} \int \frac{d^4x_0}{V} \int d^4x \left[ \frac{6}{\tau} \left( \partial_\mu \tilde{q}(\tau) \right)^2 + \frac{24}{\tau^2} \left( \tilde{q}(\tau) \right)^2 (\tilde{q}(\tau) \pm 1)^2 \right] + \text{(counter-terms)}
\]

\[
= \frac{1}{g^2} \int \frac{d^4x_0}{V} \int d^4x \left[ \frac{6}{\tau} \left( \partial_\mu \tilde{q}(\tau) \right)^2 + \frac{24}{\tau^2} \left( \tilde{q}(\tau) \right)^2 (\tilde{q}(\tau) \pm 1)^2 \right]
\]

\[
\approx \frac{12L_{\text{top}}^2}{g^2 L^4} \int d^4x \left[ (\partial_\mu \tilde{q}(\tau))^2 + \frac{4 \log(L_{\text{top}}^2/\ell_{\text{top}}^2)}{L_{\text{top}}^2} \left( \left( \pm \frac{1}{2} + \tilde{q}(\tau) \right)^2 - \frac{1}{4} \right)^2 \right],
\] (6.23)

where \( \tau = (x - x_0)^2 \). The second line of Eq. (6.23) has no intrinsic divergences. To cure the apparent divergences, there are different approaches, as we discussed in Subsection 5.3, while the third and the fourth line of Eq. (6.23) correspond to the approach of counter-terms and the approach of physical cutoffs respectively. In the following, we will always use the latter one. In the last step, we wrote the effective action again in terms of \( q = \pm \frac{1}{2} + \tilde{q} \).

Also, we have defined

\[
\tilde{\tau} \equiv \tau(x_0 = 0), \quad m_{4D}^2 \equiv \frac{2 \log(L_{\text{top}}^2/\ell_{\text{top}}^2)}{L_{\text{top}}^2}.
\] (6.24)

For a small range of energy scales above the trivial vacuum background the physical cutoffs \( \ell_{\text{top}} \) and \( L_{\text{top}} \) are approximately constant. Hence, the effective mass \( m_{4D} \) is also approximately constant.

To find the lowest states in the spectrum, let us first solve the field equation

\[
2 \Delta q - 16 m_{4D}^2 q \left( q^2 - 1 \right) = 0,
\] (6.25)

where for the 4D Euclidean space

\[
\Delta q = \partial_\mu^2 q + \frac{3}{|x|} \partial_\mu q.
\] (6.26)

The general boundary conditions for the topological fluctuations are

\[
\tilde{q}(|x| = 0) = \tilde{q}(|x| = \infty) = 0.
\] (6.27)

For the trivial vacuum background, in terms of \( q = \pm \frac{1}{2} + \tilde{q} \) these boundary conditions become

\[
q(|x| = 0) = q(|x| = \infty) = \pm \frac{1}{2}.
\] (6.28)

The action (6.23) plays the role of the energy in the 4D Euclidean space, which is always non-negative. Because we are interested in the lowest states of the IR regime, we should consider the solutions to Eq. (6.25) with the boundary conditions (6.28), which have the lowest energies given by Eq. (6.23).
6.2 Massive Mediator

As discussed in Ref. [18], one can consider the two-point correlation function of a gauge invariant operator. If one can only find massive mediators from the correlation function, it implies the existence of the mass gap in the theory.

Similarly, to find some physical evidences for the existence of the mass gap in the quantum Yang-Mills theory, we also compute the two-point correlation function of a gauge invariant operator in the trivial vacuum background. If there is no mass gap, there should be massless propagators, and we expect a power-law decaying behavior for the correlation function at large distance. If there is a mass gap, the mediators should all be massive, and we expect an exponentially decaying behavior for the correlation at large distance.

A natural choice of the gauge invariant operator is

$$\epsilon \equiv \frac{1}{4} F_{\mu\nu}^{a} F_{\mu\nu}^{a},$$

(6.29)

where the field strength $F_{\mu\nu}$ is defined in Eq. (4.2). As discussed in Ref. [18], one can also choose another gauge invariant operator

$$\tilde{\epsilon} \equiv \frac{1}{4} F_{\mu\nu}^{a} F_{\mu\nu}^{a},$$

(6.30)

where $F_{\mu\nu}$ is the full field strength defined in Eq. (4.1) with quantum fluctuations $Q_{\mu}$ turned on. Both $\epsilon$ and $\tilde{\epsilon}$ are functions of $|x|$ or $\bar{\tau}$. As we discussed before, in the IR regime of the theory we turn off all the quantum fluctuations $Q_{\mu}$, hence we consider the operator $\epsilon$ in the following. We can insert two operators $\epsilon$ at $\vec{x} = \pm \vec{d}$, i.e. $\bar{\tau} = d^2$, and consider the two-point correlation function $\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle$.

6.2.1 3D Case

For the 3D case, the operator $\epsilon$ is

$$\epsilon = 4|\partial_{\bar{\tau}} \Psi|^2 + \frac{1}{2\bar{\tau}^2} (|\Psi|^2 - 1)^2.$$

(6.31)

The correlation function $\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle$ is

$$\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle = \frac{1}{Z} \int D\Psi D\bar{\Psi} \int [\text{Jac}]_{\gamma_i}^{\text{top}} \frac{d^3x_0}{V} \left( 4|\partial_{\bar{\tau}} \Psi_{\vec{x}=-\vec{d}}|^2 + \frac{1}{2d^4} (|\Psi_{\vec{x}=-\vec{d}}|^2 - 1)^2 \right) \cdot \left( 4|\partial_{\bar{\tau}} \Psi_{\vec{x}=\vec{d}}|^2 + \frac{1}{2d^4} (|\Psi_{\vec{x}=\vec{d}}|^2 - 1)^2 \right) \cdot \exp(-S)$$

$$= \frac{1}{Z} \int D\Psi D\bar{\Psi} \int [\text{Jac}]_{\gamma_i}^{\text{top}} \frac{d^3x_0}{V} \left[ 4|\partial_{\bar{\tau}} \Psi|_{\bar{\tau}=-d^2}^2 + \frac{1}{2d^4} (|\Psi(\bar{\tau} = d^2)|^2 - 1)^2 \right]^2 \cdot \exp(-S),$$

(6.32)

As discussed above, to study the IR regime of the quantum theory we have turned off the quantum fluctuations $Q_{\mu}$ and consider the operator $\epsilon$. However, for a full quantum theory
the action $S$ in Eq. (6.32) in principle is given by $S_{\text{top}} + S_{\text{qu}}$, which still depends on $Q_\mu$. Since the coupling of the topological fluctuations $\tilde{A}$ with the quantum fluctuations $Q_\mu$ only introduces higher order corrections to the correlation function $\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle$, i.e. at 1-loop or higher order, for the lowest state at the leading order we can replace $S$ in the correlation function by $S_{\text{top}}$ discussed in Subsection 6.1.1:

$$\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle_{\text{Lowest State}} \approx \frac{1}{Z} \int D\Psi D\bar{\Psi} \text{[Jac]}^{\text{top}} \left[ 4 \left| \partial_\tau \Psi \right|_{\tau=d^2}^2 + \frac{1}{2d^4} \left( \left| \Psi(\tau = d^2) \right|^2 - 1 \right)^2 \right] \cdot \exp \left( -\frac{3L_{\text{top}}}{g^2 L^3} \int d^3x \left( \left| \partial_{|x|} \Psi(|x|) \right|^2 + m_{3D}^2 \left( \left| \Psi(|x|) \right|^2 - 1 \right)^2 \right) \right).$$

(6.33)

The Jacobian $[\text{Jac}]_{\gamma_{\text{top}}}$ depends on the topological fluctuations, but is independent of $x_0$. At semi-classical level, it cancels out in the correlation function because of the normalization factor $1/Z$ and does not show up in the final result. Moreover, since the integrand of the correlation function has no $Q_\mu$-dependence, the integral over the gauge orientations $\varphi$ also drops out in the correlation function.

Now let us consider the correlation function (6.33). In the trivial vacuum background, i.e. $|\Psi| = 1$, the correlation function vanishes identically. If we allow some perturbations around the trivial vacuum background, i.e.,

$$|\Psi| = 1 + \phi,$$

(6.34)

then at the leading order Eq. (6.18) becomes a linear differential equation:

$$\partial_{|x|}^2 \phi + \frac{2}{|x|} \partial_{|x|} \phi - 4 m_{3D}^2 \phi = 0.$$

(6.35)

It has the solution

$$\phi(|x|) = C_1 e^{-2 m_{3D} |x|} + C_2 e^{2 m_{3D} |x|},$$

(6.36)

where $C_1$ and $C_2$ are two constants. We also expect that $\phi$ should vanish when $|x| \to \infty$, hence we consider only

$$\phi(|x|) = C_1 e^{-2 m_{3D} |x|} \Rightarrow |\Psi| \approx 1 + C_1 e^{-2 m_{3D} |x|}.$$  

(6.37)

At the semi-classical level, the leading order of the lowest state correlation function for large $d$ becomes

$$\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle_{\text{Lowest State}} \approx 16 C_1^4 \left( \frac{e^{-m_{3D} d}}{d} \right)^8,$$

(6.38)

which implies the existence of a massive mediator and consequently the mass gap in the 3D quantum Yang-Mills theory. To figure out the exact value of the mass gap, one should solve Eq. (6.18) exactly as an energy eigenvalue problem with different boundary conditions, and the lowest positive energy in the spectrum corresponds to the mass gap.

As discussed before, we only take into account the leading order contributions and perform the analysis at the semi-classical level. Since we are dealing with a purely bosonic
field theory, there are no mechanisms like fermion loops or supersymmetry that can make
the mass gap diminished. Hence, we expect that the mass gap found at semi-classical level
should retain nonzero, when the full quantum corrections are taken into account.

6.2.2 4D Case

For the 4D case, the gauge invariant operator $\epsilon$ has the following expression:

$$
\epsilon = 24(\partial_\tau q)^2 + \frac{24}{\tau^2} \left( q^2 - \frac{1}{4} \right)^2,
$$

(6.39)

The correlation function reads

$$
\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle = \frac{1}{Z} \int Dq \int [\text{Jac}]^{\text{top}}_{\gamma_0} \frac{d^4x_0}{V} \left[ 24 \left( \partial_\tau q |_{\vec{x} = -\vec{d}} \right)^2 + \frac{24}{\vec{d}^2} \left( q(\vec{x} = -\vec{d})^2 - \frac{1}{4} \right)^2 \right] 
\cdot \left[ 24 \left( \partial_\tau q |_{\vec{x} = \vec{d}} \right)^2 + \frac{24}{\vec{d}^2} \left( q(\vec{x} = \vec{d})^2 - \frac{1}{4} \right)^2 \right] 
\cdot \exp (-S),
$$

(6.40)

where in this case the action $S$ should be the sum of the topological action $S^{\text{top}}$ and the quantum action $S^{\text{qu}}$.

For the lowest state at the leading order, the action $S$ can be replaced by $S^{\text{top}}$ discussed in Subsection 6.1.2, and the correlation function is

$$
\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle_{\text{Lowest State}} \approx \frac{1}{Z} \int Dq [\text{Jac}]^{\text{top}}_{\gamma_0} \left[ 24 \left( \partial_\tau q |_{\vec{x} = \vec{d}} \right)^2 + \frac{24}{\vec{d}^2} \left( q(\vec{x} = \vec{d})^2 - \frac{1}{4} \right)^2 \right] 
\cdot \exp \left( -\frac{12 L^{2}_{\text{top}}}{g^2 L^4} \int d^4x \left[ \left( \partial_{|x|} q(|x|) \right)^2 + 4 m_{4D}^2 \left( q^2 |x| - \frac{1}{4} \right)^2 \right] \right).
$$

(6.41)

Again, the Jacobian $[\text{Jac}]^{\text{top}}_{\gamma_0}$ depends on the topological fluctuations, but is independent of $x_0$. At semi-classical level, it cancels out in the correlation function because of the normalization factor $1/Z$ and does not show up in the final result. Since the integrand of the correlation function has no $Q_{\mu}$-dependence, the integral over the gauge orientations $\varphi$ also drops out in the correlation function.

Like in the 3D case, around the 4D trivial vacuum background $q = \pm \frac{1}{2}$ we allow some perturbations:

$$
q = \pm \frac{1}{2} + \varphi,
$$

(6.42)

then at the leading order Eq. (6.25) becomes a linear differential equation:

$$
\partial_{|x|}^2 \varphi + \frac{3}{|x|} \partial_{|x|} \varphi - 4 m_{4D}^2 \varphi = 0.
$$

(6.43)

It has the solution

$$
\varphi(|x|) = C_1 \frac{K_1(2 m_{4D} |x|)}{m_{4D} |x|} + C_2 \frac{I_1(2 m_{4D} |x|)}{m_{4D} |x|},
$$

(6.44)
where \( C_1 \) and \( C_2 \) are two constants, while \( I_1 \) and \( K_1 \) are the modified Bessel functions of the first and the second kind respectively. We also expect that \( \varphi \) should vanish when \( |x| \rightarrow \infty \), hence we consider only
\[
\varphi(|x|) = C_1 \frac{K_1(2m_{4D} |x|)}{m_{4D} |x|} \Rightarrow q \approx \frac{1}{2} + C_1 \frac{K_1(2m_{4D} |x|)}{m_{4D} |x|}.
\] (6.45)

At the semi-classical level, the leading order of the lowest state correlation function for large \( d \) becomes
\[
\langle \epsilon(-\vec{d}) \epsilon(\vec{d}) \rangle_{\text{Lowest State}} \approx \frac{36 C_1^4 \pi^2}{m_{4D}^2 q^8} \left( \frac{e^{-m_{4D} d}}{d} \right)^8,
\] (6.46)

which implies the existence of a massive mediator and consequently the mass gap in the 4D quantum Yang-Mills theory. To figure out the exact value of the mass gap, one should solve Eq. (6.25) exactly as an energy eigenvalue problem with different boundary conditions, and the lowest positive energy in the spectrum corresponds to the mass gap.

Therefore, for the 4D case our results also support the existence of the mass gap at semi-classical level. Although the quantum corrections can change the value, they cannot make the gap diminished.

### 6.3 Field Equation and Nonlinear Schrödinger Equation

We have seen that for both the 3D and the 4D case, after taking the integration over \( x_0 \), the effective action has a similar expression. For 3D case, we can write Eq. (6.6) as
\[
\langle S \rangle_{x_0} = \frac{3L_{\text{top}}}{g^2 L^3} \int d^3 x \left[ \left( \partial_{|\vec{x}|} |\Psi| \right)^2 + m_{3D}^2 (|\Psi|^2 - 1)^2 \right].
\] (6.47)

For the 4D case, after redefining \( q \rightarrow q/2 \), Eq. (6.23) reads
\[
\langle S \rangle_{x_0} = \frac{3L_{\text{top}}^2}{g^2 L^4} \int d^4 x \left[ \left( \partial_{|\vec{x}|} q \right)^2 + m_{4D}^2 \left( q^2 - 1 \right)^2 \right].
\] (6.48)

If we rescale \( x \) as \( x/L \) to make it dimensionless, we obtain the following expression for both the 3D and the 4D case
\[
\langle S \rangle_{x_0} = \frac{3L_{\text{top}}^{D-2}}{g^2 L^2} \int_{|x| \leq 1} d^D x \left[ \left( \partial_{|\vec{x}|} \Phi \right)^2 + m_{D}^2 \left( \Phi^2 - 1 \right)^2 \right].
\] (6.49)

where \( m_{D}^2 \) is also a dimensionless constant, which is defined as
\[
m_{D}^2 = \begin{cases} m_{3D}^2 L^2, & \text{for } D = 3; \\ m_{4D}^2 L^2, & \text{for } D = 4. \end{cases}
\] (6.50)

One can replace \( m_{3D}^2 \) and \( m_{4D}^2 \) in the expression above with their definitions (6.7) (6.24). Because of \( L \geq L_{\text{top}} \gg \ell_{\text{top}} \) there should be \( m_{D}^2 \gg 1 \) for both \( D = 3 \) and \( D = 4 \).

The equation of motions from these effective actions are of the same type:
\[
\Delta u - 2m^2 u (u^2 - 1) = 0 \quad \text{with} \quad \Delta u = \partial^2_{|\vec{x}|} u + \frac{D-1}{|x|} \partial_{|\vec{x}|} u,
\] (6.51)
which is a time-independent defocusing nonlinear Schrödinger equation. More precisely, since we consider Euclidean spaces, there is no time in the system, and all the configurations should be time-independent. Therefore, our original problem becomes this special kind of nonlinear Schrödinger equation, which has been studied in mathematical literature.

In particular, the defocusing cubic nonlinear Schrödinger equation in 3D and 4D

\[
\frac{\partial u}{\partial t} + \Delta u = (|u|^2 - 1)u
\]  

(6.52)

has been studied in [31–33]. It can be associated with the Ginzburg-Landau energy

\[
H(u) = \int_{\mathbb{R}^D} d^Dx \left[ \frac{1}{2} |\nabla u(x)|^2 + \frac{1}{4} (|u|^2 - 1)^2 \right],
\]  

(6.53)

which is essentially the same as Eq. (6.6) and Eq. (6.23) in our case. The energy space is defined as

\[
E = \left\{ u \in H^1_{\text{loc}}(\mathbb{R}^d) : \nabla u \in L^2(\mathbb{R}^D), |u|^2 - 1 \in L^2(\mathbb{R}^D) \right\}.
\]  

(6.54)

For \( D \geq 3 \) one also defines the homogeneous Sobolev space \( \dot{H}^1(\mathbb{R}^D) \) as

\[
\dot{H}^1(\mathbb{R}^D) = \left\{ u \in L^{2^*}(\mathbb{R}^D) : \nabla u \in L^2(\mathbb{R}^D) \right\} \quad \text{with} \quad 2^* = \frac{2D}{D-2}.
\]  

(6.55)

In particular, Gérard has proven in Ref. [32] the following theorem:

**Theorem** For \( D \geq 3 \) the energy space \( E \) is described as follows:

\[
E = \left\{ u = c(1 + v) : c \in S^1, v \in \dot{H}^1(\mathbb{R}^D), 2 \Re(v) + |v|^2 \in L^2(\mathbb{R}^D) \right\}.
\]  

(6.56)

As a special case, the solution to the time-independent defocusing nonlinear Schrödinger equation with a cubic interaction should also lie in this solution space. Hence, our treatment in this section of expanding the topological fluctuations around the trivial vacuum background is consistent with this mathematical theorem.

### 7 Mass Gap

In this section, we would like to discuss the long-standing problem of the mass gap in Yang-Mills theory. According to Ref. [12], the mass gap \( \Delta \) of a quantum field theory is defined in the following way: The Hamiltonian \( H \) has no spectrum in the interval \((0, \Delta)\) for some \( \Delta > 0 \). The spectrum of such \( \Delta \) is the mass \( m \) with \( m < \infty \). The mass gap problem of Yang-Mills theory is formulated as follows [12]:

"Prove that for any compact simple gauge group \( G \), a non-trivial quantum Yang-Mills theory exists on \( \mathbb{R}^4 \) and has a mass gap \( \Delta > 0 \)."

In other words, if we could prove that the lowest energy state other than the trivial vacuum in the spectrum has the mass \( m > 0 \), we would find the mass gap. In Ref. [18], the author explicitly computed all the states for the \( (2+1)D \) Georgi-Glashow model, including the lowest-lying state and the excited states, of the mediator exchanged between two gauge invariant operators, and thus not only found the mass gap but also obtained the complete
correlation function between two points. In Subsection 6.2, we considered the mediator exchanged between two gauge invariant operators, only focusing on the lowest-lying state at semi-classical level. By knowing the lowest-lying state of the mediator, we still cannot compute the complete correlation between two points because the excited states could also be important. However, if the mediator in the lowest-lying state acquires a mass, then the lowest state in the spectrum has a nonzero energy at semi-classical level, which is a very strong evidence for the mass gap.

To more rigorously demonstrate the existence of the mass gap, one should directly analyze the 3D and the 4D effective action, which are given by Eq. (6.6) and Eq. (6.23) respectively. As we have seen in the previous section, these effective actions lead to the field equations (6.18) and (6.25) respectively, which are of the same type, i.e. the time-independent defocusing nonlinear Schrödinger equation with a cubic interaction, which is also known as the time-independent defocusing Gross-Pitaevskii equation. Hence, in our analysis the mass gap problem of the quantum Yang-Mills theory becomes a mass gap problem of this type of nonlinear Schrödinger equation, which generally in $D$-dimensional space is given by

$$\Delta u - (|u|^2 - 1)u = 0,$$

(7.1)

where for spherically symmetric configurations

$$\Delta u = \partial^2_{|x|} u + \frac{D-1}{|x|} \partial_{|x|} u,$$

(7.2)

and $x$ takes values in $\mathbb{R}^n$. For the trivial vacuum background, the boundary condition is given by

$$\lim_{|x| \to 0} |u(x)| = \lim_{|x| \to \infty} |u(x)| = 1.$$

(7.3)

This type of nonlinear Schrödinger equation has been studied in the mathematical literature, for instance, in Refs. [31–33] mentioned in Subsection 6.3.

The mass gap problem of the defocusing Gross-Pitaevskii equation was studied in Ref. [34–36] and more recently by Bao and Ruan in Ref. [37] numerically and asymptotically, where the fundamental gap, i.e. the gap between the ground state and the first excited state, of another kind of nonlinear Schrödinger equation

$$\left( -\frac{1}{2} \Delta + \beta |\phi|^2 \right) \phi = \mu \phi$$

(7.4)

was investigated under various boundary conditions. Here $\beta$ is a positive constant, and $\mu$ is the chemical potential. For the mass gap problem, we focus on the trivial vacuum background, which corresponds to the periodic boundary condition discussed in Ref. [37]. We summarize some relevant results of Ref. [37] for the periodic boundary condition in Appendix L. To illustrate the other boundary conditions, we present the analytical results of the 1D problem as a toy model in Appendix M.

As discussed in Appendix L, using Eq. (L.19):

$$\psi = \sqrt{\frac{\beta}{\mu}} \phi,$$
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we can map Eq. (7.4) to the equation derived in Subsection 6.3:

\[ \Delta \psi - 2m_D^2(|\psi|^2 - 1)\psi = 0, \quad (7.5) \]

and obtain the relation (L.25):

\[ E = \mu V - 2\beta \left( 1 - \frac{\tilde{E}}{\mu} \right), \]

where \( E \) is the energy for Eq. (7.5) in our case defined by

\[ E = \int_{\Omega} dx \left[ |\nabla \psi|^2 + \mu(|\psi|^2 - 1)^2 \right], \quad (7.6) \]

and \( V \) is the finite volume of the system. The energy \( \tilde{E} \) and the chemical potential \( \mu \) for Eq. (7.4) are defined by Eqs. (L.21) (L.22) as follows:

\[ \tilde{E}(\phi, \beta) = \int_{\Omega} dx \left[ \frac{1}{2} |\nabla \phi|^2 + \frac{\beta}{2} |\phi|^4 \right], \]

\[ \mu(\phi, \beta) = \tilde{E}(\phi, \beta) + \frac{\beta}{2} \int_{\Omega} dx |\phi|^4. \]

The chemical potential \( \mu \) can also be identified with \( m_D^2 \gg 1 \) appearing in the effective action (6.49), and \( \Omega \) denotes the finite domain \(|x| \leq 1\).

Our case corresponds to the limit \( \beta \gg 1 \) in the Ref. [37], which is implied by the condition \( \mu = m_D^2 \gg 1 \), as we will see in the following. For the trivial vacuum background, we know that the ground state is the trivial vacuum background itself with \( E_g = 0 \), and Ref. [37] has shown that for the periodic boundary condition when \( \beta \gg 1 \) the energy \( \tilde{E}_1 \) and the chemical potential \( \mu_1 \) for the first excited state are

\[ \tilde{E}_1 = \frac{1}{2V} \beta + \frac{8}{3L_1 \sqrt{V}} \beta^{1/2} + \frac{8}{L_1^2} + o(1), \quad (7.7) \]

\[ \mu_1 = \frac{1}{V} \beta + \frac{4}{L_1 \sqrt{V}} \beta^{1/2} + \frac{8}{L_1^2} + o(1), \quad (7.8) \]

where \( L_1 \) is the biggest size of the system. Since the volume \( V \) of the domain \(|x| \leq 1\) is of the order 1, hence \( \mu_1 = m_D^2 \gg 1 \) implies that \( \beta \gg 1 \), which is also consistent with our assumption.

Therefore, for a large value of \( L_1 \) Eq. (L.25) leads to at leading order

\[ E = \frac{16\sqrt{V} \beta^{1/2}}{3L_1} + o(\beta) \]

\[ \approx \frac{16V \mu_1^{1/2}}{3L_1} = \frac{16Vm_D}{3L_1}, \quad (7.9) \]

where in the last step we used the relation (7.8) when \( \beta \gg 1 \).
Precisely speaking, Ref. [37] considers a system with the rectangular geometry, while in this paper we focus on the spherically symmetric space, hence the results may differ by a constant factor. Nevertheless, for general dimension $D \geq 1$:

$$E \propto \frac{V}{L_1} m_D .$$

(7.10)

Remember that this result is expressed in terms of the dimensionless variables after the rescaling introduced in Subsection 6.3. Hence, $V$ and $L_1$ are two dimensionless constants of order 1. Combining it with Eq. (6.49), we obtain for $D = 3, 4$ the effective action evaluated at the first excited state on the trivial vacuum background up to a constant

$$\langle S \rangle_{x_0} \propto \frac{L_{\text{top}}^{D-2}}{g^2 L^2} m_D ,$$

(7.11)

where $m_D$ is given by Eq. (6.50):

$$m_D^2 = \begin{cases} m_{3D}^2 L^2, & \text{for } D = 3; \\ m_{4D}^2 L^2, & \text{for } D = 4. \end{cases}$$

In principle, the coupling $g$ depends on the length scale $L$. Although in the IR regime the coupling $g$ can be very large, as long as $L$ is finite, $g(L)$ should also remain finite. From the result above one can learn that, for a finite $L$ the first excited state on the trivial vacuum background always has a positive finite action compared to the ground state given by the trivial vacuum background with zero energy, therefore, the system has a mass gap.

As an estimate, we can make the assumption $L \approx L_{\text{top}}$, and apply the explicit expressions of the effective masses $m_{3D}$, $m_{4D}$ defined by Eq. (6.7) and Eq. (6.24) respectively. The results are following:

- For the flat space $\mathbb{R}^D$ ($D = 3, 4$) with finite size:

$$\langle S \rangle_{x_0} \propto \begin{cases} \frac{1}{g^2} \sqrt{L_{\text{top}} L_{\text{top}}}, & \text{for } 3D; \\ \frac{1}{g^2} \log \left( \frac{L_{\text{top}}}{L_{\text{top}}} \right), & \text{for } 4D. \end{cases}$$

(7.12)

- For the sphere $S^D$ ($D = 3, 4$) with a radius $R$:

$$\langle S \rangle_{x_0} \propto \begin{cases} \frac{1}{g^2 R}, & \text{for } 3D; \\ \frac{1}{g^2} \log \left( \cot \left( \frac{\theta_0}{2} \right) \right), & \text{for } 4D, \end{cases}$$

(7.13)

where $\theta_0$ is the physical cutoff on $\theta$ discussed in Subsection 5.3.

In this section we relate the mass gap problem of the quantum Yang-Mills theory to the mass gap problem of two kinds of defocusing cubic nonlinear Schrödinger equations, which are related to each other. As we discussed in Section 6, the quantum corrections may change the value of the mass gap, but cannot make it vanish. Hence, for the spherically symmetric configurations at the semi-classical level we can demonstrate the existence of the mass gap of the quantum $SU(2)$ Yang-Mills theory on a flat space $R^D$ ($D = 3, 4$) with finite size or on a compact space such as a sphere $S^D$ ($D = 3, 4$).
8 Discussions

In this paper, we analyzed the quantum Yang-Mills theory. We have explored some key ideas that have been overlooked before. These key ideas include the form invariance, the topological properties and the topological fluctuations. Traditionally, only the solutions to the field equations have been used as the background configurations. However, we have emphasized that the topologically stable configurations, which are not solutions but constrained by the form invariance condition and the topological properties, may also be used as backgrounds. Such kinds of backgrounds bring more abundant structures into play, which can provide us with the missing blocks to help resolve the long-standing mass gap problem in the pure Yang-Mills theory.

Some possible generalizations are being considered, and will be presented in future papers soon. For example, in this paper we discussed the Yang-Mills theory in the 3D and the 4D Euclidean spaces, however, to compare with the physics in the real world we should work in the (3+1)D Minkowski spacetime. It would be more fascinating if some consequences of this new perspective of Yang-Mills theory could be observed in experiments. In this paper, for the classical solutions we focus on the spherically symmetric cases, one can also consider the non-spherically symmetric solutions, e.g. multi-center solutions. Moreover, the Yang-Mills theory defined on a curved spacetime \cite{38,39}, either Riemannian or Lorentzian, would also be interesting.

Moreover, we would like to apply the low-energy effective theory obtained in this paper to some real physical systems, and compare the results with either experimental or lattice data. In the absence of quarks, we expect that the effective theory should be able to reproduce various glueball masses obtained on lattice (see e.g. \cite{40–44}). According to the effective theory, we also conjecture that without invoking the full quantum fluctuations, the topological fluctuations should be enough to account for the existence of mass gap, which in principle can be directly verified on the lattice.

As we suggested in the main text, with this new point of view at hand, people should revisit some old problems and bring new ideas to them, for instance the fine-tuning problem of standard model. We believe that the framework with the topological fluctuations will provide an alternative approach to these problems. Also, the notion of the topological fluctuations in (3+1)-dimensions will provide new interesting ideas for understanding the confinement problem of the Yang-Mills theory. We would like to explore this new perspective in the near future.

Finally, we hope that the new concepts and ideas introduced in this paper can deepen our understanding of gauge theories and widen our view of general quantum field theories. At least, we hope this paper will open up a new way of studying the vacuum structure and the quantum properties of gauge theories.
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A Convention

In this appendix we summarize some conventions used in the paper. First, the Lie algebra \(\mathfrak{so}(4)\) has the generators given by

\[
(M_{\mu \nu})_{mn} \equiv \delta_{\mu m} \delta_{\nu n} - \delta_{\mu n} \delta_{\nu m},
\]

which satisfy

\[
[M_{\mu \nu}, M_{\rho \sigma}] = \delta_{\nu \rho} M_{\mu \sigma} + \delta_{\mu \sigma} M_{\nu \rho} - \delta_{\mu \rho} M_{\nu \sigma} - \delta_{\nu \sigma} M_{\mu \rho}.
\]

We choose a special representation of the generators as follows:

\[
M_{23} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \equiv J_1, \quad M_{14} = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix} \equiv K_1,
\]

\[
M_{31} = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \equiv J_2, \quad M_{24} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \equiv K_2,
\]

\[
M_{12} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \equiv J_3, \quad M_{34} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} \equiv K_3.
\]

They satisfy

\[
[J_i, J_j] = -\epsilon_{ijk} J_k, \quad [K_i, K_j] = -\epsilon_{ijk} J_k, \quad [K_i, J_j] = -\epsilon_{ijk} K_k.
\]

For convenience, we also define

\[
M_i \equiv \frac{1}{2}(J_i + K_i), \quad N_i \equiv \frac{1}{2}(J_i - K_i),
\]

and their (anti-)commutation relations are

\[
[M_i, M_j] = -\epsilon_{ijk} M_k, \quad [N_i, N_j] = -\epsilon_{ijk} N_k, \quad [M_i, N_j] = 0,
\]

\[
\{M_i, M_j\} = -\frac{1}{2} \delta_{ij}, \quad \{N_i, N_j\} = -\frac{1}{2} \delta_{ij}.
\]
$M_i$ and $N_i$ together form a complete basis of $\mathfrak{so}(4)$ algebra. We can expand $M_{\mu\nu}$ as

$$M_{\mu\nu} \equiv \eta_{\mu\nu} M_i + \bar{\eta}_{\mu\nu} N_i,$$

where $\eta$ and $\bar{\eta}$ are 't Hooft symbols, which can be expressed as

$$\eta_{\mu\nu} = -\text{tr} (M_i M_{\mu\nu}) = 2(M_i)_{\mu\nu} = (\epsilon_{\mu\nu\lambda} + \delta_{\mu\lambda} \delta_{\nu\lambda} - \delta_{\nu\lambda} \delta_{\mu\lambda}),$$

$$\bar{\eta}_{\mu\nu} = -\text{tr} (N_i M_{\mu\nu}) = 2(N_i)_{\mu\nu} = (\epsilon_{\mu\nu\lambda} - \delta_{\mu\lambda} \delta_{\nu\lambda} + \delta_{\nu\lambda} \delta_{\mu\lambda}),$$

where we used

$$\text{tr} (M_i M_j) = -\delta_{ij}, \quad \text{tr} (N_i N_j) = -\delta_{ij}, \quad \text{tr} (M_i N_j) = 0.$$  

Some important properties are

$$\frac{1}{2} \epsilon_{\mu\nu\rho\sigma} \eta_{\rho\sigma} = \eta_{\mu\nu}, \quad \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} \bar{\eta}_{\rho\sigma} = -\bar{\eta}_{\mu\nu}.$$  

B Proof of Eq. (1.3)

In this appendix, we review a theorem proven in Ref. [45]. The form invariance condition (1.3) discussed in the text can be proven in the same way.

**Theorem:** $\mathcal{F}$ is a spherically symmetric Yang-Mills field strength on $\mathbb{R}^{3+1}$, if and only if after a suitable gauge transformation its gauge potential satisfies

$$b(A x, dA x) = (\text{ad} u_A) b(x, dx)$$  

for each $A \in SO(3)$, where $u_A \in G$ may depend on $A$ and does not depend on $x$, and $b$ is the gauge potential.

**Proof**

As discussed in Ref. [45], the field strength $\mathcal{F}$ after a Lorentz transformation $A$, which is denoted by $\mathcal{F}^A$, can be defined by

$$(\Phi^A)_{PAQ} = \Phi_{PQ},$$

where

$$\Phi_{PQ} \equiv P \exp \left[ - \int_Q^P b_\mu(x) \, dx^\mu \right]$$

is the phase factor with the endpoints $P$ and $Q$, which is also called the Wilson line. We choose the so-called central gauge, in which the phase factor for a straight line equals the unity $I$. Hence, the phase factor for a path $AB$ equals the phase factor for the loop $OABO$, where the point $O$ is the origin, and $OA$ and $BO$ are straight line segments. For $A \in SO(3)$ and a loop $OQPO$, where $OP$ and $QO$ are straight line segments, the field strength after the Lorentz transformation is given by

$$(\Phi^A)_{OQP} = \Phi_{OQPO}.$$
A (3+1)D Yang-Mills field given by $\mathcal{F}$ is called spherically symmetric, if for any space rotation denoted by $A$ around the fixed point $O$ (the origin), $\mathcal{F}^A$ is equivalent to $\mathcal{F}$, where the space rotation in $\mathbb{R}^{3+1}$ is given by $A = (a_{ij}) \in \text{SO}(3)$:

$$(x')^i = a^i_{\ j} x^j, \quad (x')^0 = x^0.$$  \hfill (B.5)

To have a criterion for the equivalence of Yang-Mills fields, let us also quote Theorem 2.1 in Ref. [45] without proving it here. The theorem says that two Yang-Mills fields are equivalent if and only if their loop phase factors are related by

$$\Phi' = w \Phi w^{-1},$$  \hfill (B.6)

where $w \in G$ is independent of $x$ and the loop $l$. Based on this theorem, two Yang-Mills fields are equivalent if and only if their loop phase factors are related by

$$\Phi_{OQ^AP^AO} = (\text{ad} u_A) \Phi_{QQPO},$$  \hfill (B.7)

where $u_A \in G$ is independent of $x$.

Because a (3+1)D spherically symmetric Yang-Mills field is equivalent to the original one after a space rotation, we can combine Eq. (B.4) with Eq. (B.7) to obtain

$$\Phi_{OQ^AP^AO} = (\text{ad} u_A) \Phi_{QQPO}.$$  \hfill (B.8)

In the central gauge, Eq. (B.8) implies that

$$\Phi_{Q^AP^A} = (\text{ad} u_A) \Phi_{QP},$$  \hfill (B.9)

and consequently,

$$b(Ax, dAx) = (\text{ad} u_A) b(x, dx),$$  \hfill (B.10)

where $u_A \in G$ does not depend on $x$.

$\square$

We call Eq. (B.1) the form invariance relation in the text. Similarly, one can prove this relation for $\mathbb{R}^3$ or $\mathbb{R}^4$ under some additional constraints on the factors $p$ and $\theta$ in the Ansatz.

\section{Classification of $\omega$}

\subsection{Form Invariance of 3D Ansatz and Restriction on $\omega$}

In this subsection of Appendix C, we discuss the constraints on $\omega_{\mu}^a$ due to the form invariance condition (1.3):

$$O^{-1}_\mu \nu A_\nu(Ox) = V^{-1} A_\mu(x) V.$$  \hfill (1.3)

The left-hand side of Eq. (1.3) equals

$$(O^{-1})_\mu \nu A_\nu(Ox) = p(\tau) \exp \left[ -T_a \omega_{\mu a}^a O^\nu \rho \hat{n}^\rho \theta(\tau) \right] \frac{\partial}{\partial x^\mu} \exp \left[ T_b \omega_{\nu b}^b O^\beta \sigma \hat{n}^\sigma \theta(\tau) \right].$$  \hfill (C.1)
The right-hand side of Eq. (1.3) equals

\[ V^{-1}A_\mu V = p(\tau) \exp \left[ - (T_c U^c_a) \omega^{a \rho} \hat{n}^\rho \theta(\tau) \right] \partial_\mu \exp \left[ (T_d U^d_b) \omega^{b \sigma} \hat{n}^\sigma \theta(\tau) \right], \quad (C.2) \]

where

\[ \hat{n}^\rho \equiv \omega^{a \rho} \frac{x^a}{|x|}, \quad (C.3) \]

and \( U_a^b \) denotes the group elements of \( SO(3) \). We have applied

\[ V^{-1}T_a V = T_c U^c_a, \quad (C.4) \]

where \( U \) is a constant \( SO(3) \) matrix, and \( V \) is a constant \( SU(2) \) matrix.

By comparing the final expressions of Eq. (C.1) and Eq. (C.2), we see that in order for Eq. (1.3) to hold, there should be

\[ T_c \omega^{c \alpha} O^{\alpha \rho} \hat{n}^\rho = T_c U^c_a \omega^{a \rho} \hat{n}^\rho, \quad (C.5) \]

where both \( O \) and \( U \) denote the group elements of \( SO(3) \). Since the equation above is true for any \( SU(2) \) generator \( T_c \) and any vector \( \hat{n}^\rho \), we obtain

\[ \omega O = U \omega, \quad (C.6) \]

where we suppressed the contracted indices. Then we have

\[ O^T \omega^T \omega O = \omega^T U^T U \omega \]
\[ \Rightarrow O^T \omega^T \omega O = \omega^T \omega. \quad (C.7) \]

The expression above means that \( \omega^T \omega \) is invariant under arbitrary \( SO(3) \) rotations, and therefore

\[ \omega^T \omega \propto I, \quad (C.8) \]

where \( I \) is the \( 3 \times 3 \) unit matrix. Let us recall that (see Eq. (2.2))

\[ \frac{\psi^a(x)}{|\psi(x)|} = \omega^a_{\mu} \hat{n}^\mu, \quad (C.9) \]

which leads to

\[ 1 = \frac{\psi^a(x)}{|\psi(x)|} \frac{\psi^a(x)}{|\psi(x)|} = \omega^a_{\mu} \hat{n}^\mu \omega^a_{\nu} \hat{n}^\nu = \hat{n}^\mu (\omega^T \omega)_{\mu \nu} \hat{n}^\nu. \quad (C.10) \]

Combining Eq. (C.8) and Eq. (C.10), we obtain

\[ \omega^T \omega = I, \quad (C.11) \]

and thus \( \omega \) is an \( O(3) \) group element. Since our Ansatz (2.4) is isotropic, \( \omega \) can only depend on \( \tau \).

As we will prove now, \( \omega \) is in fact a constant \( O(3) \) group element. Let us recall Eq. (C.6):

\[ \omega O = U \omega, \]
which means that for an arbitrary constant $SO(3)$ matrix $O$ there is always a constant $SO(3)$ matrix $U$, such that Eq. (C.6) is satisfied globally. We notice that $O = U = I$ satisfies Eq. (C.6), hence we can consider $O$ and $U$ around the unit matrix. Let us expand $O$ and $U$ to the leading order

$$O = I + \delta \lambda^a_{\hat{T}_a}, \quad U = I + \delta \lambda^a_{\hat{T}_a},$$

(C.12)

where $\hat{T}_a$ denote the $SO(3)$ generators in the representation $(\hat{T}_a)_{ij} = \epsilon_{aij}$, and $\delta \lambda^a_{O/U}$ are constants fixed by Eq. (C.6). Plugging Eq. (C.12) back into Eq. (C.6), we obtain

$$\omega \left( \delta \lambda^a_{\hat{T}_a} \right) = \left( \delta \lambda^a_{\hat{T}_a} \right) \omega.$$

(C.13)

If $\omega$ is a function of $\tau$, we have

$$\omega(\tau) \left( \delta \lambda^a_{\hat{T}_a} \right) = \left( \delta \lambda^a_{\hat{T}_a} \right) \omega(\tau)$$

$$\omega(\tau + \delta \tau) \left( \delta \lambda^a_{\hat{T}_a} \right) = \left( \delta \lambda^a_{\hat{T}_a} \right) \omega(\tau + \delta \tau).$$

(C.14)

We can expand $\omega(\tau + \delta \tau)$ to the leading order

$$\omega(\tau + \delta \tau) = \omega(\tau) \left( I + \delta \lambda^a_{\hat{T}_a} \right).$$

(C.15)

Combining everything above, we obtain

$$\omega(\tau) \left( \delta \lambda^b_{\hat{T}_b} \right) \left( \delta \lambda^a_{\hat{T}_a} \right) = \omega(\tau) \left( \delta \lambda^b_{\hat{T}_b} \hat{T}_a \right) \left( \delta \lambda^a_{\hat{T}_a} \right).$$

(C.16)

Since Eq. (C.16) must be valid for an arbitrary $\delta \lambda^b_{\hat{T}_b}$, there should be

$$\left( \delta \lambda^b_{\hat{T}_b} \right) \omega(\tau) \hat{T}_a \hat{T}_a = \left( \delta \lambda^b_{\hat{T}_b} \right) \omega(\tau) \hat{T}_a \hat{T}_a.$$

(C.17)

Because we suppose that $\omega$ is a function of $\tau$, there should be $\delta \lambda^b_{\hat{T}_b} \neq 0$ for at least one value of $b = 1, 2, 3$. Without loss of generality, we consider $\delta \lambda^b_{\hat{T}_b} \neq 0$, and then obtain

$$\omega(\tau) \hat{T}_1 \hat{T}_1 = \omega(\tau) \hat{T}_1 \hat{T}_1.$$

(C.18)

Notice that Eq. (C.18) cannot be satisfied for all $a = 1, 2, 3$. Therefore, $\omega(\tau)$ does not depend on $\tau$. In summary, the matrix $\omega$ can only have constant entries. Together with Eq. (C.11), we may conclude that $\omega$ is an element of the rotational group $O(3)$ with constant entries.

If $\det \omega = 1$, with the definition

$$(T')_a \equiv T_c \omega^c_a.$$

(C.19)

Eq. (C.5) becomes

$$T'_a O^a_{\rho} \hat{n}^\rho = T'_a (\omega^T)^a_{\rho} U^c_{\rho} \omega^a_{\rho} \hat{n}^\rho$$

$$\Rightarrow T'_a O^a_{\rho} \hat{n}^\rho = T'_a U^a_{\rho} \hat{n}^\rho,$$

(C.20)
where \( U'^a_{\rho} \equiv (\omega^T)^a_{\rho} U^a_{\sigma} \omega^\sigma_{\rho} . \) Therefore, in the new choice of generators \( \{ T'^a \} \), if we require that
\[
U' = O ,
\]
then Eq. (C.5) and consequently Eq. (1.3) are always true for the 3D Yang-Mills theory.

To see how the gauge transformation parameters and the Lorentz transformation parameters are related, let us assume that the transformations are given by
\[
O = \exp \left( \phi_i \hat{T}_i \right) \quad \text{and} \quad V = \exp \left( \alpha_i T_i \right) ,
\]
where \( \hat{T}_i \) and \( T_i \) denote the \( SO(3) \) and \( SU(2) \) generators respectively. Then
\[
O_{ij} = \frac{\phi_i \phi_j}{|\phi|^2} + \left( \delta_{ij} - \frac{\phi_i \phi_j}{|\phi|^2} \right) \cos |\phi| + \frac{\sin |\phi|}{|\phi|} \phi_k (S_k)_{ij}
\]
\[
= \frac{\phi_i \phi_j}{|\phi|^2} (1 - \cos |\phi|) + \delta_{ij} \cos |\phi| + \frac{\sin |\phi|}{|\phi|} \phi_k (S_k)_{ij} \epsilon_{kij} .
\]
Using the parameters introduced in Eq. (C.22) and the relation (C.4), we obtain
\[
U'_{ij} = -2 \text{Tr} \left( T_i V^{-1} T_j V \right)
\]
\[
= \frac{\alpha_i \alpha_j}{|\alpha|^2} (1 - \cos |\alpha|) + \delta_{ij} \cos |\alpha| + \sin |\alpha| \frac{\alpha_k}{|\alpha|} \epsilon_{kij} ,
\]
where \( \text{Tr} \left( T_i T_j \right) = -\delta_{ij}/2 \). We see that when
\[
\phi_i = \alpha_i ,
\]
Eq. (C.21) holds automatically. Hence, the gauge transformation parameters can simply be chosen to equal the Lorentz transformation parameters.

The calculation is similar for \( \det \omega = -1 \). Therefore, with an appropriate choice of \( T^a \), we can use
\[
\omega = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} \quad \text{or} \quad \omega = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} .
\]
In this paper we assume that \( \det \omega = 1 \), hence we choose the first case.

C.2 Average over All Possible \( \omega \)'s

As we discussed in the main text, a gauge transformation can be equivalently formulated as a rotation of \( \omega \). The integration over all the gauge orientations is equivalent to the integration over all the values of \( \omega \). Since the approximation that we used in Section 5 heavily relies on the average of \( \omega \), we prove the following important equality for the average:
\[
\langle \omega(\phi)^a_{(\mu} \omega(\phi)^b_{\nu)} \rangle_\phi = \frac{1}{3} \delta_{ab} \delta_{\mu\nu} ,
\]
where the bracket \( \langle \cdots \rangle \) denotes the symmetrization of the indices.
**Proof**

Let us start with

\[ \omega(\varphi)^a_{\mu} = O(\varphi)_{a\alpha'}\omega_{\alpha'\mu} = O(\varphi)_{a\mu}, \tag{C.28} \]

where \( O(\varphi) \) is an \( SO(3) \) rotation, and we used \( \omega_{\alpha'\mu} = \delta_{\alpha'\mu} \). We need to calculate

\[ \langle \omega(\varphi)^a_{\mu} \omega(\varphi)^b_{\nu} \rangle_\varphi = \langle O(\varphi)_{a\mu} O(\varphi)_{b\nu} \rangle_\varphi. \tag{C.29} \]

Notice that we only have two tensors that are invariant under \( SO(3) \) rotations, \( \delta_{ij} \) and \( \epsilon^{ijk} \). Here there are four indices, and for any tensor with four indices that are \( SO(3) \) invariant there should be

\[ T_{a\mu b\nu} = c_1 \delta_{a\mu} \delta_{b\nu} + c_2 \delta_{ab} \delta_{\mu\nu} + c_3 \delta_{a\nu} \delta_{b\mu}. \tag{C.30} \]

In our case, we have

\[ \langle O(\varphi)_{a\mu} O(\varphi)_{b\nu} \rangle_\varphi \hat{n}_\mu \hat{n}_\nu = (\hat{n}_a(\varphi) \hat{n}_b(\varphi))_\varphi = \frac{1}{3} \delta_{ab}, \tag{C.31} \]

where \( \hat{n}_\mu = x^\mu/|x| \), and

\[ T_{a\mu b\nu} \hat{n}_\mu \hat{n}_\nu = (c_1 + c_3) \hat{n}_a \hat{n}_b + c_2 \delta_{ab}. \tag{C.32} \]

Therefore,

\[ c_1 + c_3 = 0 \quad \text{and} \quad c_2 = \frac{1}{3}. \tag{C.33} \]

Consequently,

\[ \langle \omega(\varphi)^a_{\mu} \omega(\varphi)^b_{\nu} \rangle_\varphi = \frac{1}{3} \delta_{ab} \delta_{\mu\nu}. \tag{C.34} \]

\[ \square \]

**D 3D Topological Charge**

In this appendix, we review the topological properties of the Wess-Zumino term induced by the Chern-Simons term and the Ansatz to the 3-dimensional Yang-Mills equation. We mainly follow Appendix A of Ref. [46].

The topological charge density is

\[ B^0 = \frac{1}{8\pi^2} \left( \frac{2}{3} p^3 - p^2 \right) \epsilon^{\alpha\beta\gamma} \text{Tr} [L_\alpha L_\beta L_\gamma] \tag{D.1} \]

with

\[ L_\mu = U^{-1} \partial_\mu U \quad \text{and} \quad U \equiv \exp \left[ i \vec{\tau} \cdot \hat{\theta}(\vec{x}) \hat{\theta}(\vec{x}) \right]. \tag{D.2} \]

The winding number is the topological charge given by

\[ B = \int d^3 x B^0, \tag{D.3} \]

\[ -59 - \]
which has integer values, and it can be expressed as an integral over the surfaces around the singular points. To see it, we can use stereographic projection to embed the 3-dimensional space into a 4-dimensional space and define a covariant current

$$\tilde{\mathcal{B}}^\mu \equiv \frac{\epsilon^{\mu\nu\alpha\beta}}{8\pi^2} \text{Tr} [L_\nu L_\alpha L_\beta] ,$$

i.e.,

$$\partial_\mu \tilde{\mathcal{B}}^\mu = 0 .$$

Hence,

$$\mathcal{B}^0 = \left( \frac{2}{3} p^3 - p^2 \right) \tilde{\mathcal{B}}^0 .$$

The integrated conservation law leads to

$$\frac{\partial}{\partial t} \int d^3 x \mathcal{B}^0 = \int d^3 x \left( \frac{2}{3} p^3 - p^2 \right) \frac{\partial \tilde{\mathcal{B}}^0}{\partial t} = - \int d^3 y \partial_i \tilde{\mathcal{B}}^i = - \sum_\beta \int d\tilde{S}_\beta \left( \hat{n}_\beta \cdot \tilde{\mathcal{B}} \right),$$

where in the intermediate step we changed the variable

$$\left( \frac{2}{3} p^3 - p^2 \right)^{1/2} dx_i = dy_i \quad (i = 1, 2, 3) ,$$

which preserves the unit vector $\hat{n}_\beta$. As long as the factor $\frac{2}{3} p^3 - p^2$ remains nonzero, the measure of the integral is nondegenerate. We will see that except for a few singular points the classical solutions always lie in $0 < p < \frac{3}{2}$ for the whole 3-dimensional space, hence the nondegenerate condition is satisfied. In Eq. (D.7), $\{\beta\}$ denotes the set of the singular points including infinity, where we assume the singular points to be isolated, and $d\tilde{S}_\beta = dS_\beta \left( 2/3 p^3 - p^2 \right)$ is the surface element around the singular points, on which the factor $p$ isconstant, while $\hat{n}_\beta$ is a unit vector orthogonal to the surface $S_\beta$. Inserting the explicit expression

$$L_\mu = U^{-1} \partial_\mu U = \exp \left[ -i (\vec{\sigma} \cdot \hat{\theta}) \theta \right] \partial_\mu \exp \left[ i (\vec{\sigma} \cdot \hat{\theta}) \theta \right] ,$$

and making use of the identities

$$(\vec{\sigma} \cdot \hat{\theta})(\vec{\sigma} \cdot \partial_j \hat{\theta}) = i \vec{\sigma} \cdot (\hat{\theta} \times \partial_j \hat{\theta}) ,$$

$$(\vec{\sigma} \cdot \hat{\theta})(\vec{\sigma} \cdot \hat{\theta}) = I ,$$

we obtain

$$\tilde{\mathcal{B}}^i = \frac{3i}{8\pi^2} \epsilon^{ijk} \hat{\theta} \left[ \sin^2 \theta \cos^2 \theta (\vec{\sigma} \cdot \hat{\theta})(\vec{\sigma} \cdot \partial_j \hat{\theta})(\vec{\sigma} \cdot \partial_k \hat{\theta}) + \sin^4 \theta (\vec{\sigma} \cdot \hat{\theta})(\vec{\sigma} \cdot (\hat{\theta} \times \partial_j \hat{\theta}))(\vec{\sigma} \cdot (\hat{\theta} \times \partial_k \hat{\theta})) \right] .$$

Choosing an orthogonal comoving coordinate system $\{\hat{e}_k\}$ ($k = 1, 2, 3$) with $\hat{e}_3 = \hat{n}_\beta$, we can express $\hat{\theta}$ as

$$\hat{\theta} = \hat{\theta}_1 \hat{e}_1 + \hat{\theta}_2 \hat{e}_2 + \hat{\theta}_3 \hat{e}_3 .$$
Using the Serret-Frenet relations and the zero torsion condition, we can also compute $\partial_1 \hat{\theta}$ and $\partial_2 \hat{\theta}$ in this frame:

$$\begin{align*}
\partial_1 \hat{\theta} &= (\partial_1 \hat{\theta}_1 - \kappa_1 \hat{\theta}_3)\hat{e}_1 + (\partial_1 \hat{\theta}_2 + \kappa_1 \hat{\theta}_1)\hat{e}_3, \\
\partial_2 \hat{\theta} &= (\partial_2 \hat{\theta}_1)\hat{e}_1 + (\partial_2 \hat{\theta}_2 - \kappa_2 \hat{\theta}_3)\hat{e}_2 + (\partial_2 \hat{\theta}_3 + \kappa_2 \hat{\theta}_3)\hat{e}_3, \tag{D.13}
\end{align*}$$

where $\kappa_i$’s are the curvature tensions. Applying some vector analysis to Eq. (D.11), one can simplify Eq. (D.7) as follows:

$$\frac{dB}{dt} = 3 \pi^2 \sum \beta \int dS_\beta \left( \frac{2}{3} p_3^2 - p_2^2 \right) \hat{\theta}_1 \sin^2 \hat{\theta} \left[ \hat{\theta} \cdot (\partial_1 \hat{\theta} \times \partial_2 \hat{\theta}) \right], \tag{D.14}$$

where $p_\beta$ is the value of $p$ on the surface around the singular point $\beta$. Consequently, the winding number is

$$B = \frac{3}{2\pi^2} \sum \beta \int dS_\beta \left( \frac{2}{3} p_3^2 - p_2^2 \right) \left( \hat{\theta} - \frac{1}{2} \sin 2\theta \right) \hat{\theta} \cdot (\partial_1 \hat{\theta} \times \partial_2 \hat{\theta}) \tag{D.15},$$

If the surface around the singular points shrinks to zero, the factors defined on the surface become constant, so we can put them outside the integral, i.e.

$$B = \frac{3}{2\pi^2} \sum \beta \left( \frac{2}{3} p_3^2 - p_2^2 \right) \left( \theta - \frac{1}{2} \sin 2\theta \right) \int dS_\beta \hat{\theta} \cdot (\partial_1 \hat{\theta} \times \partial_2 \hat{\theta}), \tag{D.16}$$

where $p_\beta$ and $\theta_\beta$ are the values of $p$ and $\theta$ at the boundary of the surface around the singular point $\beta$. Since the winding number $B$ has to be an integer, additional constraints are imposed on the factors $p$ and $\theta$.

The expression above is valid for arbitrary numbers of singular points. In this paper, we focus on the spherically symmetric configurations of the Yang-Mills fields, hence we only consider two singular points at $\tau = 0$ and $\tau = \infty$ in the main text. We would like to emphasize that due to the opposite boundary orientations at $\tau = 0$ and $\tau = \infty$, the contribution from the surface integral in Eq. (D.16) differs by a sign for $\tau = 0$ and $\tau = \infty$.

### E Form Invariance of 4D Ansatz

#### E.1 Restriction on $p$ and $\theta$

We have seen that for the 3D case the Lorentz transformation acting on the Ansatz is equivalent to an $SU(2)$ gauge transformation, hence the Ansatz is form invariant. For the 4D case, since $SO(4) \cong SU(2) \times SU(2) \cong SO(3) \times SO(3)$, a Lorentz transformation can be decomposed into a rotation in the $(1, 2, 3)$-subspace which is generated by $M_{12}$, $M_{23}$ and $M_{31}$, and a transformation generated by $M_{14}$, $M_{24}$ and $M_{34}$. One can show as before that the rotation in the $(1, 2, 3)$-subspace restricts the matrix $\omega$ to be a constant $O(3)$ matrix. In this paper, we assume that $\det \omega = 1$, therefore, we fix $\omega$ to be a constant $SO(3)$ group element. Furthermore, we need to consider the transformation generated by $M_{14}$, $M_{24}$ and $M_{34}$. To maintain the form invariance, this transformation has to have the same expression
as an $SU(2)$ gauge transformation. In this appendix, we will calculate $p(\tau, x^4)$ and $\theta(\tau, x^4)$ obeying

\[(\Lambda^{-1})_{\mu}^{\nu} A_\nu(\Lambda x) = V^{-1} A_\mu(x) V,\]  

(\text{E.1})

where $\Lambda$ is the Lorentz transformation that $M_{14}$, and $V$ is an $SU(2)$ gauge transformation.

A general Lorentz transformation generated by $M_{14}$ is given by

\[\Lambda = e^{\varphi_1 M_{14} + \varphi_2 M_{24} + \varphi_3 M_{34}}\]

\[= I \cos^2 \left( \frac{|\varphi|}{2} \right) + \frac{\varphi_i M_i}{|\varphi|} \sin|\varphi| - \frac{\varphi_i N_i}{|\varphi|} \sin|\varphi| - 4 \frac{\varphi_i \varphi_j}{|\varphi|^2} M_i N_j \sin^2 \left( \frac{|\varphi|}{2} \right),\]  

(\text{E.2})

where $M_i$ and $N_i$ are defined in Appendix A. Using the properties of $M_i$ and $N_i$, we obtain

\[\Lambda_{\mu\nu} = (e^{\varphi_1 M_{14} + \varphi_2 M_{24} + \varphi_3 M_{34}})_{\mu\nu}\]

\[= \delta_{\mu\nu} + \frac{\varphi_4}{|\varphi|} \delta_{\nu4} \sin|\varphi| - \frac{\varphi_4}{|\varphi|} \delta_{\mu4} \sin|\varphi| - 2 \frac{\varphi_\mu \varphi_\nu}{|\varphi|^2} \sin^2 \left( \frac{|\varphi|}{2} \right) - 2 \delta_{\mu4} \delta_{\nu4} \sin^2 \left( \frac{|\varphi|}{2} \right),\]  

(\text{E.3})

where $\varphi_\mu \equiv (\varphi_1, \varphi_4 = 0)$ and $|\varphi| \equiv \sqrt{(\varphi_1)^2}$. More explicitly,

\[A_{ij} = \delta_{ij} - 2 \frac{\varphi_i \varphi_j}{|\varphi|^2} \sin^2 \left( \frac{|\varphi|}{2} \right),\]

\[A_{14} = \frac{\varphi_4}{|\varphi|} \sin|\varphi|,\]

\[A_{4i} = - \frac{\varphi_i}{|\varphi|} \sin|\varphi|,\]

\[A_{44} = \cos|\varphi|.\]  

(E.4)

Now we consider how the components $A_\mu^a$ transform under the Lorentz transformations. First, $A_\mu$ has the following expression:

\[A_\mu = p \left[ \cos \left( \frac{\theta}{2} \right) - 2 (\vec{T} \cdot \hat{n}) \sin \left( \frac{\theta}{2} \right) \right] \]

\[\cdot \left[ \frac{1}{2} \sin \left( \frac{\theta}{2} \right) (\partial_\mu \theta) + (\vec{T} \cdot \hat{n}) \cos \left( \frac{\theta}{2} \right) (\partial_\mu \theta) + 2 T_a (\partial_\mu \hat{n}^a) \sin \left( \frac{\theta}{2} \right) \right],\]  

(E.5)

where $\hat{n}^a \equiv \omega_a \frac{x^i}{|x|}$. Then the components $A_\mu^a$ are given by

\[A_\mu^a = -2 \text{Tr}(A_\mu T^a)\]

\[= p \left[ \hat{n}^a (\partial_\mu \theta) + \sin \theta (\partial_\mu \hat{n}^a) \right] = p \epsilon^{abc} (1 - \cos \theta) \hat{n}_b (\partial_\mu \hat{n}_c).\]  

(E.6)

We have proven that in 3D the Lorentz transformation $\Lambda^{-1} A_\mu(\Lambda x)$ is equivalent to a gauge transformation. Now we consider $\Lambda^{-1} A_\mu(\Lambda x)$, where $\Lambda$ denotes a Lorentz transformation in the 14, 24 and 34 directions. Since our Ansatz has the form

\[A_\mu = p(\tau, x_4) \exp \left[ - T_0 \omega^a \frac{x^i}{|x|} \theta(\tau, x_4) \right] \frac{\partial}{\partial \theta^\mu} \exp \left[ T_b \omega^b \frac{x^j}{|x|} \theta(\tau, x_4) \right],\]  

(E.7)
under a Lorentz transformation it becomes

\[
\Lambda^{-1} A_\mu(\Lambda x) = p(\tau, (\Lambda x)_4) \exp \left[ -\frac{\omega^\alpha}{|\Lambda x|} \theta (\tau, (\Lambda x)_4) \right] \frac{\partial}{\partial x^\mu} \exp \left[ T_\beta \omega^\beta \frac{(\Lambda x)^j}{|\Lambda x|} \theta (\tau, (\Lambda x)_4) \right] \\
= p(\tau, (\Lambda x)_4) \exp \left[ -T_{a} \hat{n}_\alpha (\tau, (\Lambda x)_4) \right] \frac{\partial}{\partial x^\mu} \exp \left[ T_\beta \hat{n}_\beta (\tau, (\Lambda x)_4) \right], \quad (E.8)
\]

where \( \tau \equiv x^\mu x_\mu, \hat{n}_a \equiv \omega_i^a \frac{1}{|\Lambda x|} \) and \(|\Lambda x| \equiv \sqrt{(\Lambda x)_i (\Lambda x)_i}\).

According to Eq. (E.4), \((\Lambda x)_i \) and \((\Lambda x)_4 \) have the following expressions:

\[
(\Lambda x)_i = x_i - \frac{2\varphi_i \varphi_j x_j}{|\varphi|^2} \sin^2 \frac{|\varphi|}{2} + \frac{\varphi_i x_j}{|\varphi|} \sin |\varphi|, \\
(\Lambda x)_4 = -\frac{\varphi_i x_i}{|\varphi|} \sin |\varphi| + \cos |\varphi| x_4. \quad (E.9)
\]

Following the same steps, we can derive a similar expression for the components \( A_\mu^a \) after the transformation \( \Lambda^{-1} A_\mu(\Lambda x) \):

\[
A_\mu^a = p' \left[ \hat{n}_a (\partial_\mu \theta') + \sin \theta' (\partial_\mu \hat{n}_a) \right] - p' \epsilon^{abc} (1 - \cos \theta') \hat{n}_b (\partial_\mu \hat{n}_c), \quad (E.10)
\]

where \( \theta' = \theta (\tau, (\Lambda x)_4) \) and \( p' = p(\tau, (\Lambda x)_4) \). As we mentioned before, we expect that the Lorentz transformation \( \Lambda^{-1} A_\mu(\Lambda x) \) is equivalent to a gauge transformation, which may possibly restrict the form of \( p \) and \( \theta \).

To see how the form invariance restricts the factors \( p \) and \( \theta \), let us consider a special case \( \mu = 4 \). Then Eq. (E.6) becomes

\[
A_{\mu=4}^a = p(\tau, x_4) \hat{n}_a \partial_4 \theta. \quad (E.11)
\]

After a gauge transformation, it has the expression

\[
V^{-1} A_{\mu=4}^a T_a V = p \left[ \frac{\psi_i \psi_j}{|\psi|^2} (1 - \cos |\psi|) + \delta_{ab} \cos |\psi| - \epsilon_{abc} \sin |\psi| \frac{\psi_i}{|\psi|} \right] T_\beta \hat{n}_a \partial_4 \theta, \quad (E.12)
\]

where

\[
V = \exp (\psi^a T_a) \quad (E.13)
\]

and we used Eq. (C.4) and Eq. (C.24). After a Lorentz transformation in the 14, 24 and 34 directions the components \( A_\mu^a \) are given by Eq. (E.10):

\[
\Lambda^{-1} A_{\mu=4}^a (\Lambda x) T_a = p' \left[ \hat{n}_a (\partial_\mu \theta') + \sin \theta' (\partial_4 \hat{n}_a) \right] T_a - p' T_a \epsilon_{abc} \omega^b \omega^c (1 - \cos \theta') x^i \frac{\varphi^i \sin |\varphi|}{|\varphi|} \frac{|\Lambda x|}{|\Lambda x|}. \quad (E.14)
\]

The form invariance requires that the expression (E.12) equals (E.14). By comparing the terms \( \sim \epsilon_{abc} \), one obtains

\[
\psi^c = \pm \omega^c \varphi^i, \quad -(1 - \cos \theta') \frac{p'}{|\Lambda x|^2} = \pm \frac{p}{|x|} \partial_4 \theta. \quad (E.15)
\]
For the special case $\Lambda = 1$ the second equation above becomes a differential equation:
\[ - (1 - \cos \theta) \frac{1}{|x|^2} = \pm \frac{1}{|x|} \partial_4 \theta \]
\[ \Rightarrow \frac{1}{|x|} = \pm \partial_4 \cot \left( \frac{\theta}{2} \right) \]
\[ \Rightarrow \cot \left( \frac{\theta}{2} \right) = \pm \frac{x_4}{|x|} \pm f(|x|), \quad (E.16) \]
where $f$ is an arbitrary smooth function. The sign $\pm$ in Eq. (E.16) corresponds to the choice $U = \exp \left( \pm T_\alpha \omega^a j_n^j \theta \right)$.

The left-hand side of Eq. (E.15) is invariant under Lorentz transformations:
\[ (1 - \cos \theta') \frac{p'}{|Ax|^2} = (1 - \cos \theta) \frac{p}{|x|^2} \]
\[ \Rightarrow \frac{1}{1 + \cot^2 \left( \frac{\theta'}{2} \right) |Ax|^2} = \frac{1}{1 + \cot^2 \left( \frac{\theta}{2} \right) |x|^2}. \quad (E.17) \]

For our Ansatz $A_\mu = p U^{-1} \partial_\mu U$, let us consider the following gauge transformation:
\[ UA_\mu U^{-1} + U \partial_\mu U^{-1} = (1 - p) U \partial_\mu U^{-1}. \quad (E.18) \]

It is easy to show that if $p U^{-1} \partial_\mu U$ is form invariant, then $(1 - p) U \partial_\mu U^{-1}$ is also form invariant. Instead of using the Ansatz $A_\mu = p U^{-1} \partial_\mu U$, if we use $A_\mu = (1 - p) U \partial_\mu U^{-1}$, we obtain
\[ \frac{1 - p'}{1 + \cot^2 \left( \frac{\theta'}{2} \right) |Ax|^2} = \frac{1}{1 + \cot^2 \left( \frac{\theta}{2} \right) |x|^2}. \quad (E.19) \]

Comparing Eq. (E.17) and Eq. (E.19), we can read off
\[ \frac{1 - p(\tau, (Ax)_4)}{p(\tau, (Ax)_4)} = \frac{1 - p(\tau, x_4)}{p(\tau, x_4)}. \quad (E.20) \]

Thus,
\[ p(\tau, (Ax)_4) = p(\tau, x_4) \]
\[ \Rightarrow p = p(\tau), \quad (E.21) \]
i.e., the factor $p$ is invariant under Lorentz transformations. It should be expected a priori, because $p$ appears as a multiplicative factor, which should not transform under Lorentz transformations when we consider spherically symmetric configurations.

Plugging Eq. (E.16) into Eq. (E.19) with $p = p(\tau)$, we obtain
\[ 2 (Ax)_4 |Ax| f(|Ax|) + |Ax|^2 f^2(|Ax|) = 2x_4 |x| f(|x|) + |x|^2 f^2(|x|). \quad (E.22) \]
Notice that the left-hand side and the right-hand side of Eq. (E.22) is linear in $x_\mu=4$, and therefore cannot be invariant under Lorentz transformations unless
\[ f(|x|) = 0. \quad (E.23) \]
Therefore, the form invariance in the 4-dimensional Euclidean space imposes the constraints
\[ \cot \left( \frac{\theta}{2} \right) = \pm \frac{x_4}{|x|} \quad \text{and} \quad p = p(\tau). \] (E.24)
For simplicity, we choose \( \cot \left( \frac{\theta}{2} \right) = x_4/|x| \) and \( \omega^a_i = \delta_{ai}. \) The form invariant Ansatz \( A_\mu \) is given by
\[ A_\mu = p(\tau) \left[ \frac{x_4 - 2(T^a x_a)}{\sqrt{\tau}} \right] \partial_\mu \left[ \frac{x_4 + 2(T^b x_b)}{\sqrt{\tau}} \right] \]
\[ = 2 \frac{p(\tau)}{\tau} \eta_{\mu\nu} x_\nu T^a, \] (E.25)
where \( \eta_{\mu\nu} \) is the 't Hooft symbol (see Appendix A). To satisfy the form invariance condition (E.1), the gauge transformation parameters can simply be chosen to equal the Lorentz transformation parameters according to Eq. (E.15).

E.2 Complete Check

In this subsection, we prove that the Ansatz (E.25) indeed satisfies the form invariance condition (E.1). First, let us consider
\[ A^a_\mu T^a = 2 \frac{p(\tau)}{\tau} \eta_{\mu\nu} x_\nu T^a. \] (E.26)
The form invariance condition (E.1):
\[ (\Lambda^{-1})^\nu_\mu A_\nu(\Lambda x) = V^{-1} A_\mu(x) V \]
in this case is equivalent to
\[ (\Lambda^{-1})^\nu_\mu \eta_{\mu\nu'} A_{\nu'} T^a = \eta_{\mu\nu} V^{-1} T^a V, \] (E.27)
where \( \Lambda \) denotes a 4D Lorentz transformation, and \( V \) stands for an \( SU(2) \) gauge transformation. For an \( SO(4) \) element,
\[ \exp \left( \frac{1}{2} \varphi_{\mu\nu} M_{\mu\nu} \right) = \exp \left[ \varphi^+ (J^+_i + K_i) + \varphi^- (J^-_i - K_i) \right], \] (E.28)
where
\[ \varphi^\pm = \frac{1}{2} \epsilon_{ijk} \varphi_{jk} \pm \varphi_4. \] (E.29)
Hence, the general form of a 4D Lorentz transformation \( \Lambda \) is given by
\[ \Lambda = \exp \left( \frac{1}{2} \varphi_{\mu\nu} M_{\mu\nu} \right) \]
\[ = \begin{bmatrix} \cos \left( \frac{\varphi^+}{2} \right) + 2(\varphi^+ \cdot M) \sin \left( \frac{\varphi^+}{2} \right) \right] \begin{bmatrix} \cos \left( \frac{\varphi^-}{2} \right) + 2(\varphi^- \cdot N) \sin \left( \frac{\varphi^-}{2} \right) \end{bmatrix}. \] (E.30)
The left-hand side of Eq. (E.27) contains
\[(\Lambda^{-1})_{\mu\nu} \eta_{\eta'\nu'} \Lambda_\nu \nu' = 2(\Lambda^{-1})_{\mu\nu'} (M_a)_{\mu'\nu'} \Lambda_\nu \nu' , \tag{E.31}\]
where we used \(\eta_{\eta'\nu'} = 2(M_a)_{\mu'\nu'}\). Then \(\Lambda^{-1} M_a \Lambda\) is given by
\[M_c \left[ \cos \left( \frac{\varphi^+}{2} \right) - 2 \left( \frac{\varphi^+ \cdot M}{\varphi^+} \right) \sin \left( \frac{\varphi^+}{2} \right) \right] \Lambda_\nu \nu' \equiv \eta_{c\mu\nu} \left[ \delta_{ac} - \frac{\varphi^+_a \varphi^+_c}{|\varphi^+|^2} \right] + \frac{\varphi^+_a \varphi^+_c}{|\varphi^+|^2} - \epsilon_{abc} \varphi^+_b \sin (|\varphi^+|) \right] T_a \tag{E.32} \]
where we made use of the fact that \(M_i\) commute with \(N_i\). Therefore, the left-hand side of Eq. (E.27) becomes
\[\Lambda^{-1} \eta_{\eta'\nu'} \Lambda_\nu \nu' T_a = \eta_{\mu\nu} \left[ \cos \left( \frac{\varphi^+}{2} \right) \right] \left( \delta_{ac} - \frac{\varphi^+_a \varphi^+_c}{|\varphi^+|^2} \right) + \frac{\varphi^+_a \varphi^+_c}{|\varphi^+|^2} - \epsilon_{abc} \varphi^+_b \sin (|\varphi^+|) \right] T_a .\tag{E.33} \]

The right-hand side of Eq. (E.27) reads
\[\eta_{\mu\nu} V^{-1} T_a V = \eta_{\mu\nu} T_a U_{ac} .\tag{E.34}\]
If we choose
\[V = \exp \left( \psi^a T_a \right) ,\tag{E.35}\]
then
\[U_{ac} = \cos (|\psi|) \left( \delta_{ac} - \frac{\psi^+_a \psi^+_c}{|\psi|^2} \right) + \frac{\psi^+_a \psi^+_c}{|\psi|^2} - \epsilon_{abc} \psi^+_b \sin (|\psi|) \right) .\tag{E.36}\]
We notice that when
\[\psi_a = \varphi^+_a, \tag{E.37}\]
the equivalent form invariance condition (E.27) is satisfied.

**E.3 An Alternative Approach**

In this subsection, we present an alternative approach to construct the Ansatz of the solution to the 4D Yang-Mills equation. This approach can easily be generalized to higher dimensions or larger gauge groups and also curved spacetime [47]

Let us start with a 4-dimensional Yang-Mills field with a gauge group \(SO(4)\). Before writing down the Ansatz, we recall some facts from Appendix A. The generators of the Lie algebra \(so(4)\) are given by Eq. (A.1):
\[(M_{\mu\nu})_{mn} \equiv \delta_{\mu m} \delta_{\nu n} - \delta_{\mu n} \delta_{\nu m} ,\]
After the redefinition of the generators (A.3):
\[J_i \equiv \frac{1}{2} \epsilon_{ijk} M_{jk} ; \quad K_i \equiv M_{i4} \quad (i = 1, 2, 3),\]
we obtain the commutation relations (A.4):
\[[J_i, J_j] = - \epsilon_{ijk} J_k , \quad [K_i, K_j] = - \epsilon_{ijk} J_k , \quad [K_i, J_j] = - \epsilon_{ijk} K_k .\]
If we define (A.5):

\[ M_i \equiv \frac{1}{2}(J_i + K_i), \quad N_i \equiv \frac{1}{2}(J_i - K_i), \]

then they satisfy (A.6):

\[ [M_i, M_j] = -\epsilon_{ijk} M_k, \quad [N_i, N_j] = -\epsilon_{ijk} N_k, \quad [M_i, N_j] = 0. \]

We see that \(-iM_i\) and \(-iN_i\) generate two independent SU(2)'s respectively, i.e., \(SO(4) \cong SU(2) \times SU(2)\).

Next, we claim that the following Ansatz for the 4-dimensional Yang-Mills theory with an \(SO(4)\) gauge group \([48, 49]\) is form invariant.

\[ A_{\mu,ab} = \frac{p_1(\tau)}{\tau} (M_{\mu\nu})_{ab} x_{\nu} + \frac{1}{2} \frac{p_2(\tau)}{\tau} \epsilon_{\mu\nu\rho\sigma} (M_{\rho\sigma})_{ab} x_{\nu}. \]  

(E.38)

In this case, both the Lorentz group and the gauge group are \(SO(4)\). The Lorentz group element with the parameters \(\phi_{\mu\nu}\) is

\[ \Lambda_{mn} = \exp[(M_{\mu\nu})\phi_{\mu\nu}]_{mn}, \]  

(E.39)

while the gauge group element with the parameters \(\psi_{\mu\nu}\) is

\[ V_{ab} = \exp[(-M_{\mu\nu})\psi_{\mu\nu}]_{ab}. \]  

(E.40)

Let us rewrite the form invariance condition Eq. (1.3) as

\[ V_{aa'} \Lambda^{-1}_{\mu\nu} A_{\nu,a'b'}(\Lambda x) V_{bb'}^{-1} = A_{\mu,ab}(x). \]  

(E.41)

First,

\[ \Lambda^{-1}_{\mu\mu'} A_{\mu',ab}(\Lambda x) = \frac{p_1(\tau)}{\tau} \Lambda^{-1}_{\mu\mu'}(M_{\mu'\nu'})_{ab} A_{\nu',\nu} x_{\nu} + \frac{1}{2} \frac{p_2(\tau)}{\tau} \epsilon_{\mu\nu\rho\sigma} \Lambda^{-1}_{\rho\rho'}(M_{\rho'\sigma'})_{ab} A_{\sigma',\sigma} x_{\nu}, \]  

(E.42)

where we used

\[ \Lambda_{\mu\mu'} A_{\nu,\nu'} A_{\rho',\rho} A_{\sigma,\sigma'} \epsilon_{\mu'\nu'\rho'\sigma'} = \epsilon_{\mu\nu\rho\sigma}. \]  

(E.43)

A subsequent rigid gauge transformation leads to

\[ V_{aa'} \Lambda^{-1}_{\mu\mu'} (M_{\mu'\nu'})_{a'b'} A_{\nu',\nu} V_{bb'}^{-1} = (VA)_{a\mu} (VA)_{b\nu} - (VA)_{a\nu} (VA)_{b\mu}, \]  

(E.44)

where

\[ V_{bb'}^{-1} = V_{bb'}, \quad \Lambda^{-1}_{\mu\mu'} = \Lambda_{a'\mu}. \]  

(E.45)

If we choose the parameters in the Lorentz transformation and the gauge transformation to be

\[ \varphi_{\mu\nu} = \psi_{\mu\nu}, \]  

(E.46)

then

\[ (VA)_{a\mu} = \delta_{a\mu}. \]  

(E.47)

Therefore, the form invariance condition Eq. (E.41) is satisfied.
According to (A.8):

\[ M_{\mu\nu} \equiv \eta_{\mu\nu} M_i + \bar{\eta}_{\mu\nu} N_i , \]

we can rewrite (E.38) as

\[
A_{\mu} = \frac{p_1(\tau)}{\tau} \eta_{\mu\nu} M_i x_\nu + \frac{p_1(\tau) - p_2(\tau)}{\tau} \bar{\eta}_{\mu\nu} N_i x_\nu ,
\]

(E.48)

where we used

\[
\frac{1}{2} \epsilon_{\mu\nu\rho\sigma} \eta_{\rho\sigma} = \eta_{\mu\nu} , \quad \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} \bar{\eta}_{\rho\sigma} = -\bar{\eta}_{\mu\nu} .
\]

(E.49)

Since \( M_i \) and \( N_i \) form two independent \( SU(2) \) groups, we can choose the parameters to be \( p_1(\tau) = p_2(\tau) = p(\tau) \), such that the Ansatz for the 4D Yang-Mills field with the gauge group \( SU(2) \) is

\[
A_{\mu,a} = 2 \frac{p(\tau)}{\tau} \eta_{\mu\nu} x_\nu .
\]

(E.50)

which is the same as the Ansatz given by Eq. (2.13). One can also solve the Yang-Mills equation directly using the Ansatz (E.38) with an \( SO(4) \) gauge group, and the same solutions presented in Appendix H can be obtained.

**F 4D Topological Charge**

In this appendix, we show that for the 4D Yang-Mills theory

\[
k = -\frac{1}{16\pi^2} \int d^4 x \text{Tr} [F^{\mu\nu} (\ast F_{\mu\nu})]
\]

is an integer-valued quantity, which can be interpreted as the winding number, and only the singular points of the integrand contribute to it. We follow closely Appendix A of Ref. [50].

First, the integrand in Eq. (F.1) is a total derivative:

\[
\text{Tr} [F^{\mu\nu} (\ast F_{\mu\nu})] = 2 \epsilon^{\mu\nu\rho\sigma} \partial_\mu \left( A_\nu \partial_\rho A_\sigma + \frac{2}{3} A_\nu A_\rho A_\sigma \right) .
\]

(F.2)

Hence, the integral in Eq. (F.1) becomes a surface integral, and only boundaries contribute to it. For a smooth manifold like \( \mathbb{R}^4 \) or \( S^4 \), the boundaries can be thought of as the singularities of the integrand. Supposing that the singularities are isolated singular points, one can wrap a surface \( S^3 \) with radius \( R \to 0 \) around each of them, and all these small spheres together form the boundary.

Let us focus on one of the singular points. With our Ansatz Eq. (F.1) becomes

\[
k = -\frac{1}{8\pi^2} \oint_{S^3_\beta} d\Omega_\mu \epsilon^{\mu\nu\rho\sigma} \left( \frac{2}{3} p^3 - p^2 \right) \text{Tr} \left[ (U^{-1} \partial_\nu U) (U^{-1} \partial_\rho U) (U^{-1} \partial_\sigma U) \right] ,
\]

(F.3)

where the surface \( S^3_\beta \) surrounds the singular point \( \beta \), and the radius of the sphere can be taken to be very small. We assume that the function \( p \) itself has no singularites, hence, the factor \( \frac{2}{3} p^3 - p^2 \) has a constant value \( \left( \frac{2}{3} p^3 - p^2 \right)_\beta \) in the small sphere and can be
brought outside the integration. We use \( x^\mu \) and \( \xi^i(x) \) \((i = 1, 2, 3)\) to denote the spacetime coordinates and the group coordinates respectively. Using

\[
\text{Tr} \left[ (U^{-1} \partial_\mu U)(U^{-1} \partial_\nu U)(U^{-1} \partial_\sigma U) \right] = \frac{\partial \xi^i}{\partial x^\nu} \frac{\partial \xi^j}{\partial x^\rho} \frac{\partial \xi^k}{\partial x^\sigma} \text{Tr} \left[ (U^{-1} \partial_\tau U)(U^{-1} \partial_\gamma U)(U^{-1} \partial_\kappa U) \right],
\]

and expressing the volume element as

\[
d\Omega_\mu = \frac{1}{6} \epsilon_{\mu\alpha\beta\gamma} dx_\alpha dx_\beta dx_\gamma,
\]

we can express the integrand on a surface element of \( S^3_\beta \) as

\[
dk = -\frac{1}{8\pi^2} \epsilon^{ijk} \left( \frac{2}{3} \beta^3 - p^2 \right) \left( \text{Tr} \left[ (U^{-1} \partial_\mu U)(U^{-1} \partial_\nu U)(U^{-1} \partial_\sigma U) \right] \right) d^3\xi
\]

\[= \frac{3}{16\pi^2} \left( \frac{2}{3} \beta^3 - p^2 \right) (\det e) d^3\xi,
\]

where

\[
U^{-1} \partial_\mu U = e^a_\mu(\xi) T_a,
\]

and \((\det e) d^3\xi\) is the Haar measure on the group manifold. Hence,

\[
k = \int dk
\]

takes values in \( \mathbb{Z} \), which impose additional constraints on the values of \( p \) at the boundary.

An explicit calculation shows that for the \( SU(2) \) gauge group and the surface \( S^3 \) at \(|x| \to \infty\) the integral gives

\[
\frac{1}{16\pi^2} \int_{|x| \to \infty} (\det e) d^3\xi = 1.
\]

One can use this result to evaluate the winding numbers for other cases. The only point that one has pay attention to is the orientation of the surface. For instance, the surfaces around \(|x| = 0\) and around \(|x| \to \infty\) have opposite orientations, which will consequently differ by a sign in the contribution to the winding number.

### G 3D Classical Solutions

In Section 3.1, the Ansatz to the 3D Yang-Mills equation reads

\[
A_{\mu,a} = G \left( \frac{\delta_{\mu a}}{|x|} - \frac{x_\mu x_a}{|x|^3} \right) + (H - 1) \frac{\epsilon_{\mu a i} x_i}{|x|^2}.
\]

After simple algebra we obtain

\[
F^a_{\mu\nu} = \left( \frac{x_\mu \delta_{\nu a} - x_\nu \delta_{\mu a}}{|x|^3} \right) (2\tau G') + \frac{\epsilon_{\mu a}}{|x|^2} (G^2 + 2H - 2)
\]

\[
+ \frac{x_i (x_\mu \epsilon_{\nu ai} - x_\nu \epsilon_{\mu ai})}{|x|^4} (2 - 2H + 2\tau H' - G^2) + \frac{x_a x_i \epsilon_{\mu ai}}{|x|^4} (H - 1)^2,
\]

\[- 69 –\]
where \( \tau \equiv x_\mu x^\mu \) and \((\cdots)' \equiv \partial(\cdots)/\partial \tau \).

We also have
\[
(D_\mu F_{\mu \nu})^a = \partial_\mu F^a_{\mu \nu} + \epsilon_{abc} A^b_\mu F^c_{\mu \nu} \\
= x^a x^\mu \left( -G + G^3 + GH^2 - 2\tau G' + 4\tau H G' - 4\tau^2 G'' \right) \\
+ \frac{\epsilon_{\nu i j}}{|x|^4} \left( H - G^2 H - H^3 + 2\tau H' + 4\tau^2 H'' \right) \\
+ \frac{\delta_{\nu a}}{|x|^3} \left( G - G^3 - GH^2 + 2\tau G' + 4\tau^2 G'' \right). \tag{G.3}
\]

The Yang-Mills equation
\[
(D_\mu F_{\mu \nu})^a = 0 \tag{G.4}
\]
now becomes a system of three independent equations
\[
-G + G^3 + GH^2 - 2\tau G' + 4\tau H G' - 4\tau^2 G'' = 0, \tag{G.5}
\]
\[
G - G^3 - GH^2 + 2\tau G' + 4\tau^2 G'' = 0, \tag{G.6}
\]
\[
H - G^2 H - H^3 + 2\tau H' + 4\tau^2 H'' = 0. \tag{G.7}
\]

To solve this equation system, we first observe that Eq. (G.5) plus Eq. (G.6) leads to
\[
4\tau HG' = 4\tau GH'. \tag{G.8}
\]

For \( G \neq 0 \) and \( H \neq 0 \) the equation above implies that
\[
G = c H, \tag{G.9}
\]
where \( c \) is a nonzero constant. Then all three equations become the same:
\[
H - (1 + c^2)H^3 + 2\tau H' + 4\tau^2 H'' = 0. \tag{G.10}
\]

According to the topological constraints discussed in Appendix D, \( G \) and \( H \) should have fixed values at the boundaries (See Table 3), which are \( \tau = 0 \) and \( \tau = \infty \) for the spherically symmetric solutions. We can expand \( H(\tau) \) in the following way:
\[
H(\tau) = \begin{cases} 
  a^0_0 + \sum_{n=1}^{\infty} a^0_n \tau^n, & \text{for small } \tau; \\
  a^\infty_0 + \sum_{n=1}^{\infty} a^\infty_n /\tau^n, & \text{for large } \tau.
\end{cases}
\]

Plugging the expansions into Eq. (G.10), we obtain at the leading order
\[
a^0_0 = 0 \text{ or } \pm \frac{1}{\sqrt{1 + c^2}}. \tag{G.11}
\]

For both cases, the higher order terms of the expansion for large value of \( \tau \) lead to
\[
a^\infty_0 = 0 \quad \text{for} \quad n \geq 1. \tag{G.12}
\]
Hence, for \( G \neq 0 \) and \( H \neq 0 \) we obtain
\[
H = \pm \frac{1}{\sqrt{1 + c^2}}, \quad G = \pm \frac{c}{\sqrt{1 + c^2}}. \tag{G.13}
\]
Since the constant \( c \) can be either positive or negative, it is possible to define
\[
H = \sin \Theta, \quad G = \cos \Theta, \tag{G.14}
\]
where \( \Theta \) is a constant. Actually the results above also hold for \( G \neq 0, H = 0 \) or \( G = 0, H \neq 0 \), since for both cases the 3D Yang-Mills equation can be reduced to an equation similar to Eq. (G.10) with \( c = 0 \). The case \( G \neq 0, H = 0 \) corresponds to \( \Theta = \pm \pi/2 \), while the case \( G = 0, H \neq 0 \) corresponds to \( \Theta = 0 \) or \( \pi \). Finally, \( G = H = 0 \) is also a solution, which is in fact the Wu-Yang monopole solution and corresponds to \( p = 1/2 \).

In fact, one can obtain the equations for \( G \) and \( H \) by varying an action. First,
\[
F_{a \mu \nu}^\alpha F_{\mu \nu}^a = 2 \frac{\tau^2}{\tau} + \left( \frac{4}{\tau} (\partial_{\mu}G)^2 - \frac{4}{\tau^2} G^2 + \frac{2}{\tau} G^4 \right) + \left( \frac{4}{\tau} (\partial_{\mu}H)^2 - \frac{4}{\tau^2} H^2 + \frac{2}{\tau} H^4 \right) + \frac{4}{\tau^2} G^2 H^2, \tag{G.15}
\]
and then the action can be defined as
\[
S = \frac{1}{4g^2} \int d^3 x F_{\mu \nu}^a F_{\mu \nu}^a. \tag{G.16}
\]
The variation of this action results in
\[
- \partial_{\mu} \left( \frac{8}{\tau} \partial_{\mu}G \right) - \frac{8}{\tau^2} G + \frac{8}{\tau^2} G^3 + \frac{8}{\tau^2} GH^2 = 0,
- \partial_{\mu} \left( \frac{8}{\tau} \partial_{\mu}H \right) - \frac{8}{\tau^2} H + \frac{8}{\tau^2} H^3 + \frac{8}{\tau^2} HG^2 = 0, \tag{G.17}
\]
which can be simplified to
\[
-4\tau^2 G'' - 2\tau G' - G + G^3 + GH^2 = 0,
-4\tau^2 H'' - 2\tau H' - H + H^3 + HG^2 = 0. \tag{G.18}
\]
These equations are just Eq. (G.6) and Eq. (G.7).

**H 4D Classical Solutions**

Similar to the 3D case, we analyze the classical solutions to the 4D Yang-Mills equation in this appendix. The form invariance condition \( (1.3) \) has restricted the 4D Ansatz to be
\[
A_{\mu, a} = 2 \frac{p(\tau)}{\tau} \eta_{\mu \nu} x_{\nu}. \tag{H.1}
\]
Again, for the Euclidean case we do not distinguish the upper and lower indices. Then, consequently
\[
F_{\mu \nu}^a = 4\eta_{\mu \nu} \left( \frac{p^2}{\tau} - \frac{p}{\tau} \right) + 4x_{\rho} \left[ (x_{\mu} \eta_{\nu \rho} - x_{\nu} \eta_{\mu \rho}) \right] \left( \frac{p^2}{\tau} + \frac{p^2}{\tau^2} \right), \tag{H.2}
\]
where the prime denotes the derivative with respect to \( \tau \). The Yang-Mills equation now appears as

\[
(D_\mu F_{\mu\nu})^a = 8 \eta_{\nu\rho}^\rho - p + 3p^2 - 2p^3 + \tau p' + \tau^2 p'' = 0,
\]

and we only need to solve the differential equation

\[
-p + 3p^2 - 2p^3 + \tau p' + \tau^2 p'' = 0.
\]

As seen from Table 2, the boundary values of \( p \) are fixed by the topological properties. Hence, we can expand \( p \) near the boundaries, which for the spherically symmetric case are just \( \tau = 0 \) and \( \tau = \infty \). The series is given as follows:

\[
p(\tau) = \begin{cases} 
a_{\tau=0} + \sum_{n=1}^{\infty} a_{\tau=0}^n \tau^n, & \text{for small } \tau; 
a_{\tau=\infty} + \sum_{n=1}^{\infty} a_{\tau=\infty}^n / \tau^n, & \text{for large } \tau. 
\end{cases}
\]

Plugging these expressions into Eq. (H.4), at the leading order they both lead to

\[
a_{\tau=0,\infty} = 0 \text{ or } \frac{1}{2} \text{ or } 1.
\]

Combining the boundary values of \( a_0 \) at \( \tau = 0 \) and \( \tau = \infty \), there are \( 3 \times 3 = 9 \) combinations. However, the topological properties rule out some combinations, for example \( a_{\tau=0} = 0 \) and \( a_{\tau=\infty} = 1/2 \). We can easily show that there are only 5 possible boundary values that respect the topological properties:

1. \( a_{\tau=0} = \frac{1}{2}, \quad a_{\tau=\infty} = \frac{1}{2} : \)

   We plug the expansion of \( p \) for large \( \tau \) into Eq. (H.4). By requiring that \( p(\tau) \) is infinitely differentiable, all the higher order terms should vanish, hence

   \[
p = a_0 = \frac{1}{2}
\]

   in this case. It corresponds to the 4D meron solution.

2. \( a_{\tau=0} = 0, \quad a_{\tau=\infty} = 1 : \)

   By plugging the expansion of \( p \) for large \( \tau \) into Eq. (H.4), we obtain

   \[
a_{\tau=\infty} = (a_{\tau=\infty}^1)^n,
\]

   which leads to

   \[
p(\tau) = 1 + \sum_{n=1}^{\infty} \frac{(a_{\tau=\infty}^1)^n}{\tau^n} = \frac{\tau}{\tau - a_{\tau=\infty}^1},
\]

   which is also consistent with \( p(\tau = 0) = 0 \) for \( a_{\tau=\infty}^1 \neq 0 \). If we require that \( p(\tau) \) is a smooth function without singularities, then \( a_{\tau=\infty}^1 \) should be a real negative constant in this case.
3. \( a^\tau_0 = 0, \quad a^\tau_0 = 1 \):

This case can be viewed as the previous case with
\[ a^\tau_1 = 0. \]  \hfill (H.9)

Hence,
\[ a^\tau_n = 0 \quad \text{for} \quad n \geq 1, \]  \hfill (H.10)

and
\[ p(\tau) = 1 \quad \text{for} \quad 0 \leq \tau \leq 1. \]  \hfill (H.11)

4. \( a^\tau_0 = 1, \quad a^\tau_0 = 0 \):

Similarly we obtain
\[ a^\tau_n = (-1)^{n-1}(a^\tau_1)^n. \]  \hfill (H.12)

Therefore,
\[ p(\tau) = \sum_{n=1}^{\infty} (-1)^{n-1}(a^\tau_1)^n \frac{n}{\tau + a^\tau_1}. \]  \hfill (H.13)

which also satisfies the boundary value \( p(\tau = 0) = 1 \) for \( a^\tau_1 \neq 0 \). Again, we require that \( p(\tau) \) is a smooth function without singularities, then \( a^\tau_1 \) should be a real positive constant in this case.

5. \( a^\tau_0 = 0, \quad a^\tau_0 = 0 \):

This case can be viewed as the previous case with
\[ a^\tau_1 = 0. \]  \hfill (H.14)

Hence,
\[ a^\tau_n = 0 \quad \text{for} \quad n \geq 1, \]  \hfill (H.15)

and
\[ p(\tau) = 0 \quad \text{for} \quad 0 \leq \tau \leq 1. \]  \hfill (H.16)

Interestingly, for each topologically allowed boundary value, there is a corresponding classical solution. In all, there are five classical solutions as listed in Section 3.2.

Similar to Appendix G, to obtain the equation for \( p \) one can define an action
\[ S = \frac{1}{4g^2} \int d^4 x \, F_{\mu\nu}^a F_{\mu\nu}^a, \]  \hfill (H.17)

where
\[ \frac{1}{4} F_{\mu\nu}^a F_{\mu\nu}^a = \frac{6}{\tau} (\partial_\mu p)^2 + \frac{24}{\tau^2} p^2(p-1)^2. \]  \hfill (H.18)

Variation of this action gives us
\[ -\partial_\mu \left( \frac{1}{\tau} \partial_\mu p \right) + \frac{4}{\tau^2} (p - 3p^2 + 2p^3) = 0, \]  \hfill (H.19)

which can be simplified to
\[ -\tau^2 p'' - \tau p' + p - 3p^2 + 2p^3 = 0. \]  \hfill (H.20)

This equation is the same as Eq. (H.4).
I Complete Measure for Pseudo Zero Modes

In this appendix, we discuss how to calculate the path integral measure from pseudo zero modes in the presence of topological fluctuations.

Let us start with

$$\delta A^\text{top}_\mu = \left( \frac{\partial A^\text{top}_\mu}{\partial \gamma^{(i)}} + D_\mu \Lambda^{(i)} \right) \delta \gamma^{(i)} + \left( \frac{\partial A^\text{top}_\mu}{\partial \tilde{A}} \right) \delta \tilde{A}, \quad (I.1)$$

where the translations and gauge orientations $\gamma^{(i)}$ leave the action invariant, and therefore their gauges need to be fixed. The topological fluctuations $\tilde{A}$ preserve the topology but not the action, hence no gauge fixing is needed for $\tilde{A}$. We will denote the first term in the equation above as $\delta \gamma^{(i)} A^\text{top}_\mu$.

The gauge of $A^\text{top}_\mu$ was already fixed, when we considered the topologically stable Ansatz that satisfies the form invariance condition and the topological properties. $\delta \gamma^{(i)} A^\text{top}_\mu$ has its own gauge choice, and the only condition is that $\delta \gamma^{(i)} A^\text{top}_\mu$ should not be a gauge transformation. This condition can be achieved by requiring that $\delta \gamma^{(i)} A^\text{top}_\mu$ is orthogonal to a gauge transformation, i.e.,

$$\int D^D x \, (D_\mu \Lambda) \delta \gamma^{(i)} A^\text{top}_\mu = 0, \quad (I.2)$$

which after a partial integration leads to the gauge condition for $\delta \gamma^{(i)} A^\text{top}_\mu$:

$$D_\mu \left( \delta \gamma^{(i)} A^\text{top}_\mu \right) = 0, \quad (I.3)$$

where

$$D_\mu \equiv \partial_\mu + A^\text{top}_\mu. \quad (I.4)$$

Let us define

$$Z^{(i)}_\mu \equiv \frac{\partial A^\text{top}_\mu}{\partial \gamma^{(i)}} + D_\mu \Lambda^{(i)} \quad (I.5)$$

to be the pseudo zero modes, which will become the zero modes if all the topological fluctuations are turned off, but generally they are not zero modes of $M_{\mu \nu}$. We require that $Z^{(i)}_\mu$ satisfy the gauge condition:

$$D_\mu Z^{(i)}_\mu = 0 \quad \text{with} \quad D_\mu \equiv \partial + A^\text{top}_\mu. \quad (I.6)$$

Similarly, for the topological fluctuations $\tilde{A}$, one can also define the corresponding pseudo zero modes:

$$Z^{\tilde{A}}_\mu \equiv \frac{\partial A^\text{top}_\mu}{\partial \tilde{A}}, \quad (I.7)$$

whose explicit forms depend on the dimension, as we will show later in this section. These pseudo zero modes differ from the previous ones, in the sense that they will vanish identically when the topological fluctuations are turned off.
To see the relation between the pseudo zero modes and the Jacobian, we rewrite it in
the quantum state language
\[ |\mathcal{A}_\mu^{\text{top}}\rangle = Z^{(1)}_\mu |\gamma^{(1)}\rangle \otimes Z^{(2)}_\mu |\gamma^{(2)}\rangle \otimes \ldots . \] (I.8)

If \(|\gamma^{(i)}\rangle\) are properly normalized, the norm of \(|\mathcal{A}_\mu^{\text{top}}\rangle\) reads
\[ \langle \mathcal{A}_\mu^{\text{top}} | \mathcal{A}_\mu^{\text{top}} \rangle = \det |U^{ij}| , \] (I.9)
where
\[ U^{ij} \equiv \langle Z^{(i)}_\mu | Z^{(j)}_\mu \rangle = -\frac{2}{g^2} \int d^Dx \text{Tr} \left[ Z^{(i)}_\mu Z^{(j)}_\mu \right] . \] (I.10)

If \(|\gamma^{(i)}\rangle\) are orthogonal to each other, then \(U^{ij}\) is a diagonal matrix. In this paper, we
adopt the following approximation
\[ |\mathcal{A}_\mu^{\text{top}}\rangle \approx \sqrt{\det |U^{ij}|} |\gamma^{(1)}\rangle \otimes |\gamma^{(2)}\rangle \otimes \ldots , \] (I.11)
where it has the same norm as Eq. (I.8). Hence,
\[ [\text{Jac}]_{\gamma^{(i)}} \approx \sqrt{\det |U^{ij}|} . \] (I.12)

We can also apply the same procedure to the topological fluctuations and find the
corresponding measure:
\[ U^{\tilde{\mathcal{A}}} \equiv \langle Z^{\tilde{\mathcal{A}}}_\mu | Z^{\tilde{\mathcal{A}}}_\mu \rangle . \] (I.13)
As we will show now, the measure due to the topological fluctuations are constant, and
therefore can be dropped from the path integral.

- **3D case:**
  \[ (Z^{\tilde{G}})^a_\mu = \left( \frac{\delta_{\mu a}}{|x-x_0|} - \frac{(x-x_0)_\mu (x-x_0)_a}{|x-x_0|^3} \right) , \]
  \[ (Z^{\tilde{H}})^a_\mu = \frac{\epsilon_{\mu ai} (x-x_0)_i}{|x-x_0|^2} \]
  \[ \Rightarrow \ U^{\tilde{G}\tilde{G}} = \frac{1}{g^2} \int d^3x \left( Z^{\tilde{G}})^a_\mu \right) \left( Z^{\tilde{G}}^a_\mu = \frac{8\pi L}{g^2} , \right. (I.14) \]
  where \(L\) is the size of the system. The result is the same for \(U^{\tilde{H}\tilde{H}}\). Therefore,
  \[ [\text{Jac}]_{\tilde{\mathcal{A}}} = \frac{8\pi L}{g^2} . \] (I.16)

- **4D case:**
  \[ (Z^{\tilde{p}})^a_\mu = 2\eta_{\mu\nu} \frac{(x-x_0)_\nu}{|x-x_0|^2} \]
  \[ \Rightarrow \ U^{\tilde{p}\tilde{p}} = \frac{1}{g^2} \int d^4x \left( Z^{\tilde{p}})^a_\mu \right) \left( Z^{\tilde{p}}^a_\mu = \frac{12\pi^2 L^2}{g^2} , \right. (I.17) \]
  and
  \[ [\text{Jac}]_{\tilde{\mathcal{A}}} = \frac{2\sqrt{3}\pi L}{g} . \] (I.19)
In practice, $[\text{Jac}]_{\gamma(i)}$ is very difficult to compute. Here we take the 4D case as an example to explain how to do it. $A_{\mu}^{\text{top}}$ in 4D reads

$$A_{\mu,a}^{\text{top}} = \frac{2}{\tau} \eta_{\mu \nu} (x - x_0)_\nu,$$

where $\tau = (x - x_0)^2$ and

$$p = p(\tau; c_\rho; c_1, c_2, c_3 \ldots).$$

Here $p$ preserves the topological charge, and $c_\rho$ is the parameter that also leaves the action invariant, while $c_1, c_2, \cdots$ depend on topological modes and do change the action. The definition of $c_1, c_2, \cdots$ will be given later in this appendix. Approximately,

$$p(\tau; c_\rho; c_1, c_2, c_3 \ldots) \approx p_0(\tau; c_\rho) + \tilde{p}(\tau, c_1, c_2, \cdots),$$

where $p_0$ clearly corresponds to the classical solution. For instance,

$$p_0 = \frac{\tau}{\tau + c_\rho \ell_0^2} \quad \text{for instanton}, \quad p_0 = \frac{c_\rho \ell_0^2}{\tau + c_\rho \ell_0^2} \quad \text{for anti-instanton},$$

where $\ell_0 \equiv \ell_{c1}$ is the averaged length scale of the classical background. For convenience, let us define

$$\rho^2 \equiv c_\rho \ell_0^2.$$

We consider the anti-instanton background as an example to explain how to calculate $[\text{Jac}]_{\gamma(i)}$. The results for different pseudo zero modes are listed in the following:

- Translational pseudo zero modes ($\gamma^{(\nu)} = x_0^\nu$):

$$\frac{\partial A_{\mu}^{\text{top}}}{\partial x_0^\nu} = -\partial_\nu A_{\mu}^{\text{top}},$$

$$\Lambda_\nu = 2 \frac{F_1}{\tau} \eta_{\mu \rho} x_\rho,$$

$$Z_{\mu}^{(\nu)} = 4T^a \left( x_\mu \eta_{\nu \rho x_\rho} \left[ \left( \frac{F_1}{\tau} \right)' + \frac{p F_1}{\tau^2} \right] - x_\nu \eta_{\rho x_\rho} \left[ \left( \frac{p}{\tau} \right)' + \frac{p F_1}{\tau^2} \right] + \eta_{\mu \nu} \left[ \frac{p F_1}{\tau} - \frac{F_1}{2\tau} - \frac{p}{2\tau} \right] \right),$$

$$U_{\mu \nu} = \frac{12 \pi^2}{g^2} \delta_{\mu \nu} \int_0^\infty d\tau \frac{1}{\tau} \left( \left( F_1^2 + p^2 \right) + 2 F_1 p (F_1 p - F_1 - p) \right)$$

$$- \frac{\tau}{2} \left( (F_1 - p)^2 \right)' + \tau^2 \left( (F_1')^2 + (p')^2 \right),$$

where

$$F_1 = F_1(\tau; c_\rho; c_1, c_2, \cdots),$$

satisfying

$$- F_1 + F_1 p - p^2 - 2 F_1 p + \tau F_1' + \tau^2 F_1'' = 0.$$


• Gauge orientation pseudo zero modes \( (\gamma^\alpha = \varphi^\alpha) \):

\[
\frac{\partial A_\mu^{\top}}{\partial \varphi^\alpha} |_{\varphi^\alpha = 0} = \delta_{\alpha a} [A_\mu^{\top}, T^a],
\]

\[
\Lambda_\alpha = \delta_{\alpha a} [F_g - 1] T^a,
\]

\[
Z_\mu^\alpha = \delta_{\alpha a} \left( [\partial_\mu F_g] \delta_{a c} - F_g \epsilon_{a b c} A_\mu^{\top} \right) T_c,
\]

\[
U_{\alpha\beta}(\varphi) = e_\alpha^a(\varphi) e_\beta^a(\varphi) \frac{4\pi^2}{g^2} \int_0^\infty d\tau \left( \tau^2 [\partial_\tau F_g]^2 + 2F_g^2 p^2 \right),
\]

where

\[
F_g = F_g(\tau; c_0; c_1, c_2, \cdots)
\]

satisfies

\[
2\tau \partial_\tau F_g + \tau^2 \partial_\tau^2 F_g = 2F_g p^2,
\]

and \( e_\alpha^a(\varphi) \) is the group vielbein.

• Dilatational pseudo zero modes (size \( \rho \)):

\[
Z_\rho^\mu = \frac{\partial A_\mu^{\top}}{\partial \rho} = \left( \frac{\partial p}{\partial \rho} \right) \left( \frac{2}{\tau} \eta_{\mu\nu}(x - x_0)_{\rho} T_a \right),
\]

\[
\Lambda_\rho = 0,
\]

\[
U^{\rho \rho}(\varphi) = \frac{12\pi^2}{g^2} \int_0^\infty d\tau \left( \frac{\partial p}{\partial \rho} \right)^2.
\]

Unlike the other modes, here we have

\[
\left( \frac{\partial p}{\partial \rho} \right) = \left( \frac{\partial p_0}{\partial \rho} \right) = \frac{2\rho \tau}{(\tau + \rho^2)^2}
\]

\[
\Rightarrow \quad [\text{Jac}]^\top_\rho = [\text{Jac}]^\cl_\rho = \sqrt{U^{\rho \rho}} = \frac{4\pi}{g},
\]

which is a constant and hence irrelevant in our discussion.

For all the modes induced by \( \gamma^i \), we have

\[
U_{ij} = \begin{pmatrix}
U_{\mu\nu} \\
U_{\alpha\beta}(\varphi)
\end{pmatrix},
\]

and

\[
[\text{Jac}]^{\top}_{\gamma(i)}(c_0; c_1, c_2, \cdots) = \sqrt{\det U_{ij}} (c_0; c_1, c_2, \cdots),
\]

which clearly depends on topological fluctuations \( \tilde{p} \).

To simplify the discussions, we change the variable by performing the following conformal transformation:

\[
\zeta = \frac{1}{2} \frac{\tau - \ell_0^2}{\tau + \ell_0^2},
\]
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such that

$$\int_0^\infty d\tau \to \ell_0^2 \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1}{(\frac{1}{2} - \zeta)^2} d\zeta,$$

(1.37)

and

$$\frac{\partial}{\partial \tau} \to \frac{1}{\ell_0^2} \left( \frac{1}{2} - \zeta \right)^2 \frac{\partial}{\partial \zeta}.$$

(1.38)

Consequently, we have

$$U_{\mu \nu} = \frac{8\pi^2}{g^2} \delta_{\mu \nu} \Omega_1(c_\rho, c_1, c_2, \cdots),$$

$$U_{\alpha \beta}(\varphi) = e_\alpha^a(\varphi) e_\beta^a(\varphi) \frac{4\pi^2}{g^2} \ell_0^3 \Omega_2(c_\rho, c_1, c_2, \cdots),$$

(1.39)

where

$$\Omega_1(c_\rho, c_1, c_2, \cdots) \equiv \frac{3}{2} \int_{-\frac{1}{2}}^{\frac{1}{2}} d\zeta \left[ \left( F_t^2 + p^2 \right) + 2F_t p (F_t p - F_t - p) \right] \left( \frac{1}{2} - \zeta \right) \left( \frac{1}{2} + \zeta \right) - \frac{1}{2} \partial_\zeta (F_t - p)^2$$

$$\left( \frac{1}{2} + \zeta \right) \left( \frac{1}{2} - \zeta \right) \left( \partial_\zeta p + (\partial_\zeta F_t)^2 \right),$$

$$\Omega_2(c_\rho, c_1, c_2, \cdots) \equiv \int_{-\frac{1}{2}}^{\frac{1}{2}} d\zeta \left[ \left( \frac{1}{2} + \zeta \right)^2 \left( \frac{\partial F_t}{\partial \zeta} \right)^2 + \frac{2F_t^2 p^2}{(\frac{1}{2} - \zeta)^2} \right],$$

(1.40)

and

$$p = \frac{c_\rho}{c_\rho + \frac{1 + 2\zeta}{1 - 2\zeta}} + \tilde{p}(\zeta; c_1, c_2, \cdots).$$

(1.41)

Now we can expand $\tilde{p}$ in a Fourier series and define $c_1, c_2, \cdots$ in the following way:

$$\tilde{p}(\zeta; c_1, c_2, \cdots) \equiv \sum_{n=1}^\infty c_n \sin \left[ n\pi \left( \frac{1}{2} + \zeta \right) \right],$$

(1.42)

where $c_1, c_2, \cdots$ are the coefficients of the Fourier series. Plugging the expression above back to Eq. (1.27) and Eq. (1.30), we can solve for $F_t$ and $F_g$.

We can combine everything above, then Eq. (1.34) reads:

$$U_{ij} = \frac{8\pi^2}{g^2} \delta_{\mu \nu} \Omega_1(c_\rho, c_1, c_2, \cdots) \frac{1}{2} g_{\alpha \beta}(\varphi) \ell_0^3 \Omega_2(c_\rho, c_1, c_2, \cdots),$$

(1.43)

Hence,

$$[\text{Jac}]_{\gamma(i)}^\text{top} = \sqrt{\text{det} U_{ij}} = \frac{2^9 \pi^7 \ell_0^3}{g^7} \sqrt{\text{det} g_{\alpha \beta}(\varphi) \left( \Omega_1 \right)^2 \left( \Omega_2 \right)^2},$$

(1.44)

and the measure in the path integral is

$$\frac{2^{12} \pi^{10} \ell_0^3}{g^8} \int d^4 x_0 \int \ell_0 d\sqrt{\rho_0} \int \sqrt{\det g_{\alpha \beta}(\varphi) \frac{d^3 \varphi}{2\pi^2} \left( \Omega_1 \right)^2 \left( \Omega_2 \right)^2},$$

(1.45)

where we have included the dilatational pseudo zero mode.
In the rest of this appendix, we would like to discuss two issues. The first one is the relation between the discussions in this appendix and the wave function renormalization used in Section 5. Since the Jacobian depends on the parameters $c_i$ and $\phi$:

$$\text{[Jac]}_{\gamma(i)} = \frac{2^9 \pi^7 \ell_0^3}{g^7} \sqrt{\det g_{\alpha\beta}(\varphi)} \left[ \Omega_1(c_\rho, c_1, c_2, \cdots) \right]^2 \left[ \Omega_2(c_\rho, c_1, c_2, \cdots) \right]^2,$$

it is clear from this expression that $\text{[Jac]}_{\gamma(i)}$ may depend on the dilatations and the topological fluctuations, but is independent of $x_0$, and the only part that depends on $\varphi$ is $\sqrt{\det g_{\alpha\beta}(\varphi)}$. To get rid of the $\varphi$-dependence, we notice that

$$\frac{[\text{Jac}]_{\gamma(i)}^{\text{top}}}{[\text{Jac}]_{\gamma(i)}^{\text{cl}}} = \frac{[\text{Jac}]_{\gamma(i)}^{\text{top}}}{[\text{Jac}]_{\gamma(i)}^{\text{cl}}} (c_\rho, c_1, c_2, \cdots),$$

is independent of $x_0$ and $\varphi$, where $[\text{Jac}]_{\gamma(i)}^{\text{cl}}$ is the classical measure, which can be understood as the measure when the topological fluctuations are turned off. Consequently, we can write the path integral measure as

$$\int [\text{Jac}]_{\gamma(i)}^{\text{top}} D\tilde{\rho} \rightarrow \int [\text{Jac}]_{\gamma(i)}^{\text{cl}} \prod_{n=1}^{\infty} dc_n [\text{Jac}]_{\gamma(i)}^{\text{top}} [\text{Jac}]_{\gamma(i)}^{\text{cl}} (c_\rho, c_1, c_2, \cdots).$$

Then we can define

$$\prod_{n=1}^{\infty} dc_n \frac{[\text{Jac}]_{\gamma(i)}^{\text{top}}}{[\text{Jac}]_{\gamma(i)}^{\text{cl}}} (c_\rho, c_1, c_2, \cdots) \rightarrow \prod_{n=1}^{\infty} dc'_n,$$

which is equivalent to the wave function renormalization of the topological fluctuations used in Section 5:

$$\int [\text{Jac}]_{\gamma(i)}^{\text{top}} D\tilde{A} \rightarrow \int D\tilde{A}'.$$

Another issue is about the length scale. We expand $\tilde{\rho}$ in Eq. (I.42) as

$$\tilde{\rho} = \sum_{n=1}^{\infty} c_n \sin \left[n\pi \left(\frac{1}{2} + \zeta\right)\right].$$

We will use the first quarter wavelength to define the characteristic length. Suppose that the phase starts with 0, i.e.,

$$n\pi \left[\frac{1}{2} + \left(\zeta|_{\tau=0} = -\frac{1}{2}\right)\right] = 0,$$

where we used (I.36):

$$\zeta = \frac{1}{2} - \ell_0^2 \frac{\tau}{2\tau + \ell_0^2}.$$

At one quarter wavelength the phase is $\pi/2$, then the first quarter wave ends at $\zeta = -1/2 + 1/(2n)$, because

$$n\pi \left[\frac{1}{2} + \left(-\frac{1}{2} + \frac{1}{2n}\right)\right] = \frac{\pi}{2}.$$
Hence, we have the corresponding change in $\tau$ for the phase change on one quarter wavelength:

$$\tau \left( \zeta = -\frac{1}{2} + \frac{1}{2n} \right) = \frac{1}{2n - 1} \ell_0^2. \quad (I.53)$$

We approximately define the length scale for each mode as

$$\ell_n^{\text{scale}} = \sqrt{\frac{1}{2n - 1}} \ell_0. \quad (I.54)$$

As we can see, for $n = 1$ the length scale is just $\ell_0$. For $n = \infty$, the length scale is almost zero, which corresponds to very high energy. Strictly speaking, we need to consider all the modes and then average over them, but it is difficult in practice. In this paper, we use a topological length scale $\ell_{\text{top}}$ to effectively describe the average of the length scales $\sqrt{1/(2n - 1)} \ell_0$ of all the topological modes. Though the precise relation between $\ell_{\text{top}}$ and $\ell_0$ is difficult to obtain, we know that

$$\ell_{\text{top}} \leq \ell_0. \quad (I.55)$$

**J  An Example of Spin Chain**

As an example of separating the slowly varying modes and the rapidly varying modes, in this appendix we summarize the effective action of 1-dimensional quantum antiferromagnets. The discussion follows Ref. [51], and is parallel to the main topic of this paper.

Consider a spin chain with $N$ ($N$: an even integer) sites with spin-$s$ degrees of freedom on each site. The real time action for the antiferromagnet is

$$S[\vec{n}] = s \sum_{j=1}^{N} S_{WZ}[\vec{n}(j)] - \int_{0}^{T} dx_0 \sum_{j=1}^{N} J s^2 \vec{n}(j, x_0) \cdot \vec{n}(j + 1, x_0), \quad (J.1)$$

where we assume the periodic boundary condition on the spin chain, and $S_{WZ}$ is the Wess-Zumino term, while $x_0$ and $J$ denote the time variable and the coupling constant. Making the replacement

$$\vec{n}(j) \rightarrow (-1)^j \vec{n}(j), \quad (J.2)$$

up to an additive constant one obtains

$$S[\vec{n}] = s \sum_{j=1}^{N} (-1)^j S_{WZ}[\vec{n}(j)] - \frac{J s^2}{2} \int_{0}^{T} dx_0 \sum_{j=1}^{N} (\vec{n}(j, x_0) - \vec{n}(j + 1, x_0))^2. \quad (J.3)$$

Next, we split the spin field $\vec{n}$ into a slowly varying mode $\vec{m}(j)$ and a rapidly varying mode $\vec{l}(j)$:

$$\vec{n}(j) = \vec{m}(j) + (-1)^j a_0 \vec{l}(j). \quad (J.4)$$

The constraints $\vec{n}^2 = \vec{m}^2 = 1$ leads to

$$\vec{m} \cdot \vec{l} = 0. \quad (J.5)$$
In the continuum limit, one finds that
\[
\lim_{a_0 \to 0} s \sum_{j=1}^{N} (-1)^j S_{WZ}[\vec{n}(j)] \approx \frac{s}{2} \int d^2 x \vec{m} \cdot (\partial_0 \vec{m} \times \partial_1 \vec{m}) + s \int d^2 x \vec{l} \cdot (\vec{m} \times \partial_0 \vec{m}) , \quad (J.6)
\]
\[
\lim_{a_0 \to 0} \frac{J_s^2}{2} \int_0^T dx_0 \sum_{j=1}^{N} (\vec{n}(j,x_0) - \vec{n}(j+1,x_0))^2 \approx \frac{a_0 J_s^2}{2} \int d^2 x \left((\partial_1 \vec{m})^2 + 4\vec{l}^2\right) , \quad (J.7)
\]
where \(a_0\) is the lattice spacing. Hence, the effective Lagrangian becomes
\[
L(\vec{m}, \vec{l}) = -2a_0 J_s^2 \bar{\vec{l}}^2 + s\vec{l} \cdot (\vec{m} \times \partial_0 \vec{m}) - \frac{a_0 J_s^2}{2} (\partial_1 \vec{m})^2 + \frac{s}{2} \vec{m} \cdot (\partial_0 \vec{m} \times \partial_1 \vec{m}) . \quad (J.8)
\]
Integrating out the rapidly varying mode \(\vec{l}\), we obtain an effective Lagrangian for the slowly varying mode \(\vec{m}\):
\[
\mathcal{L}(\vec{m}) = \frac{1}{2g} \left( \frac{1}{v_s} (\partial_0 \vec{m})^2 - v_s (\partial_1 \vec{m})^2 \right) + \frac{\theta}{8\pi} \varepsilon_{\mu\nu} \vec{m} \cdot (\partial_\mu \vec{m} \times \partial_\nu \vec{m}) , \quad (J.9)
\]
where
\[
g \equiv \frac{2}{\kappa} , \quad v_s \equiv 2a_0 J_s , \quad \theta \equiv 2\pi s . \quad (J.10)
\]

**K Feynman’s Path Integral**

We discussed in Subsection 4.3 the difference between classical solutions, topological fluctuations and quantum fluctuations, and how they contribute to the path integral. As a concrete example, in this appendix we review the famous work by R. Feynman on the path integral formulation of 1-dimensional non-relativistic quantum mechanics. We follow closely the original paper [30] by R. Feynman, and then discuss this formalism from some modern point of view.

For an initial state \(\psi_{\nu^0}\) at time \(t'\) and a final state \(\chi_{\nu^0}\) at time \(t'' > t'\) the transition amplitude is
\[
\langle \chi_{\nu^0} | \psi_{\nu^0} \rangle = \lim_{\epsilon \to 0} \int \ldots \int \frac{dx_0}{A} \cdots \frac{dx_{N-1}}{A} \frac{dx_N}{A} \chi^* (x'', t'') e^{iS/h} \psi(x', t') , \quad (K.1)
\]
where \(x_0 \equiv x', x_N \equiv x'', N = (t'' - t')/\epsilon,\) and \(A\) is a normalization constant. It can be justified that most of the contributions to Eq. (K.1) comes from the Brownian motion (random walk) paths between \(x_0\) and \(x_N\). For a function \(F\) of the coordinates \(x_i\) with \(t' < t_i < t''\), the transition element of \(F\) between \(\psi(x', t')\) and \(\chi(x'', t'')\) is
\[
\langle \chi_{\nu^0} | F | \psi_{\nu^0} \rangle = \lim_{\epsilon \to 0} \int \ldots \int \frac{dx_0}{A} \cdots \frac{dx_{N-1}}{A} \frac{dx_N}{A} \chi^* (x'', t'') F(x_0, x_1, \ldots , x_N) \\
\cdot \exp \left[ \frac{i}{\hbar} \sum_{i=0}^{N-1} S(x_{i+1}, x_i) \right] \psi(x', t') . \quad (K.2)
\]
Therefore, we obtain after a partial integration
\[
\langle \chi \psi' \left| \frac{\partial F}{\partial x_k} \right| \psi' \rangle = -\frac{i}{\hbar} \langle \chi \psi' \left| F \frac{\partial S}{\partial x_k} \right| \psi' \rangle,
\]
(K.3)
or formally, the equivalence for the operators
\[
\frac{\hbar}{i} \frac{\partial F}{\partial x_k} \leftrightarrow F \frac{\partial S}{\partial x_k},
\]
(K.4)
where
\[
\frac{\partial S}{\partial x_k} = \frac{\partial S(x_{k+1}, x_k)}{\partial x_k} + \frac{\partial S(x_k, x_{k-1})}{\partial x_k}.
\]
(K.5)

Now let us consider a particle of mass \(m\) moving in one dimension under a potential \(V(x)\) as an example. In this case,
\[
S(x_{i+1}, x_i) = \epsilon L \left( \frac{x_{i+1} - x_i}{\epsilon}, x_{i+1} \right) = \frac{m \epsilon}{2} \left( \frac{x_{i+1} - x_i}{\epsilon} \right)^2 - \epsilon V(x_{i+1}).
\]
(K.6)
Hence, for this example Eq. (K.5) becomes
\[
\frac{\partial S}{\partial x_k} = \frac{\partial S(x_{k+1}, x_k)}{\partial x_k} + \frac{\partial S(x_k, x_{k-1})}{\partial x_k}
= -\frac{m}{\epsilon} \frac{x_{k+1} - x_k}{\epsilon} + \frac{m}{\epsilon} \frac{x_k - x_{k-1}}{\epsilon} - \epsilon V'(x_k).
\]
(K.7)
We should distinguish different cases for the operator \(F\) in Eq. (K.4):

- If \(F\) does not depend on \(x_k\), then Eq. (K.7) simply becomes the Newton’s law.
- If \(F\) depends on \(x_k\), for example \(F = x_k\), then Eq. (K.4) becomes
\[
\frac{\hbar}{i} \leftrightarrow m \left( \frac{x_{k+1} - x_k}{\epsilon} \right) x_k - x_k m \left( \frac{x_k - x_{k-1}}{\epsilon} \right),
\]
(K.8)
where we neglect terms of order \(\epsilon\). In the language of time-ordered operators, the expression above is equivalent to
\[
px - xp = \frac{\hbar}{i},
\]
(K.9)
which is the commutation relation between the operators \(x\) and \(p\) in the non-relativistic quantum mechanics. One can also shift \(k \rightarrow k + 1\) in the second term on the right-hand side of Eq. (K.8), which does not change the expression to the zeroth order in \(\epsilon\), then Eq. (K.8) reads
\[
\left( \frac{x_{k+1} - x_k}{\epsilon} \right)^2 \leftrightarrow -\frac{\hbar}{im \epsilon},
\]
(K.10)
From this expression one can learn that the “velocity” is of the order \(\sqrt{\hbar/m \epsilon}\), which diverges as \(\epsilon \rightarrow 0\). It implies that the paths are continuous but not differentiable.
Based on the discussions above, we can decompose the function space of all the possible paths in the following way:

$$V = V_{C^1} \oplus V_{\text{random}} \oplus \cdots,$$  \hspace{1cm} (K.11)

where $V_{C^1}$ stands for the space of all the $C^1$-differentiable paths, while $V_{\text{random}}$ denotes the space of all the Brownian motion (random walk) paths. The space $V_{C^1}$ also includes a subspace consisting of the paths corresponding to all the classical solutions, which we call $V_{\text{sol}}$, i.e.

$$V_{C^1} \supset V_{\text{sol}}.$$  \hspace{1cm} (K.12)

It can be proven [28, 29] that most continuous functions are nowhere differentiable. Therefore, it really suffices to capture the relevant quantum physics by considering only the continuous but nowhere differentiable paths, i.e. the paths from $V_{\text{random}}$. As shown in the original paper by R. Feynman [30] and also demonstrated above in this appendix, taking into account the paths from Brownian motion (random walk) indeed leads to the canonical quantization condition of quantum mechanics.

In the classical limit $\hbar \to 0$, all the quantum modes including all the paths in $V_{\text{random}}$ and $V_{C^1} \setminus V_{\text{sol}}$ are suppressed, hence the paths in $V_{\text{sol}}$ will give us the classical physics in this limit. On the other hand, when $\hbar$ cannot be neglected, $V_{\text{random}}$ dominates the configuration space, and the paths in $V_{\text{random}}$ provide the relevant physics in this case, which leads to the quantum mechanics. However, to probe the IR regime of a quantum theory a special limit turns out to be relevant, in which one suppresses most quantum modes while still keeps some lowest quantum modes, then both $V_{\text{sol}}$ and $V_{C^1} \setminus V_{\text{sol}}$ will be important.

### L Fundamental Gap of the Gross-Pitaevskii Equation

As we have seen in Section 6 and 7, the mass gap problem of the Yang-Mills theory can be mapped to the mass gap problem of a special kind of defocusing nonlinear Schrödinger equation or defocusing Gross-Pitaevskii equation. The mass gap problem of another related nonlinear Schrödinger equation was recently studied in Ref. [37]. In this appendix, we summarize some results of Ref. [37], which are relevant to our discussions in Section 7.

In Ref. [37], the authors considered the following dimensionless nonlinear Schrödinger equation in $D$-dimensions ($D = 1, 2, 3$):

$$\left[ -\frac{1}{2}\Delta + V(x) + \beta |\phi(x)|^{2\sigma} \right] \phi(x) = \mu \phi(x), \hspace{0.5cm} x \in \Omega \subset \mathbb{R}^D.$$  \hspace{1cm} (L.1)

The eigenvalue $\mu$ is given by

$$\mu(\phi) = \tilde{E}(\phi) + \frac{\sigma \beta}{\sigma + 1} \int_{\Omega} dx |\phi(x)|^{2\sigma+2},$$  \hspace{1cm} (L.2)

where $\tilde{E}(\phi)$ is defined as

$$\tilde{E}(\phi) = \int_{\Omega} dx \left[ \frac{1}{2} |\nabla \phi(x)|^2 + V(x)|\phi(x)|^2 + \frac{\beta}{\sigma + 1} |\phi(x)|^{2\sigma+2} \right].$$  \hspace{1cm} (L.3)

Ref. [37] has discussed different boundary conditions, including
• Periodic boundary condition:

\[ \phi(x) \text{ is periodic on } \partial \Omega. \quad (L.4) \]

• Dirichlet boundary condition:

\[ \phi(x) \big|_{\partial \Omega} = 0. \quad (L.5) \]

• Homogeneous Neumann boundary condition:

\[ \partial_n \phi \big|_{\partial \Omega} = 0. \quad (L.6) \]

Because in this paper we are mostly interested in the mass gap problem, we would like to focus on the trivial vacuum background

\[ \psi(|x| = 0) = \psi(|x| = \infty) = \pm 1, \quad (L.7) \]

where the relation between \( \psi \) and \( \phi \) will be given later, and this boundary condition for \( \psi \) corresponds to the periodic boundary condition for \( \phi \) (see Eq. (L.4)).

The authors of Ref. [37] have studied for various boundary conditions the existence of the fundamental gap in a finite system, i.e. the energy difference between the first excited state and the ground state. To illustrate different boundary conditions, we will present the analytical results of the 1D case in Appendix M. For now, let us focus on the periodic boundary condition and recall a theorem from Ref. [37].

**Theorem** For the following Gross-Pitaevskii equation:

\[
\left[ -\frac{1}{2} \Delta + V(x) + \beta |\phi(x)|^2 \right] \phi(x) = \mu \phi(x), \quad x \in \Omega, \quad \phi(x) \text{ periodic on } \partial \Omega. \quad (L.8)
\]

When \( \Omega = \prod_{j=1}^{D} (0, L_j) \) \((D = 1, 2, 3)\) satisfying \( L_1 = \max \{L_1, \cdots, L_D\} \) and \( V(x) \equiv 0 \) for \( x \in \Omega \), the fundamental gaps \( \delta_{\tilde{E}}(\beta) \) and \( \delta_{\mu}(\beta) \) are increasing functions for \( \beta \geq 0 \) and they have the following asymptotics:

\[
\delta_{\tilde{E}}(\beta) = \begin{cases} 
\frac{2\pi^2}{L_1^2} + \frac{A_0^2}{4L_1^2} \beta + o(\beta), & 0 \leq \beta \ll 1, \\
\frac{4A_0}{3L_1^{1/2}} + \frac{8}{L_1} + o(1), & \beta \gg 1;
\end{cases} \quad (L.9)
\]

\[
\delta_{\mu}(\beta) = \begin{cases} 
\frac{2\pi^2}{L_1^2} + \frac{A_0^2}{4L_1^2} \beta + o(\beta), & 0 \leq \beta \ll 1, \\
\frac{4A_0}{L_1^{1/2}} + \frac{8}{L_1} + o(1), & \beta \gg 1,
\end{cases} \quad (L.10)
\]

where \( A_0 \) is related to the volume of the system \( V \):

\[
A_0 = \frac{1}{\sqrt{\prod_{j=1}^{D} L_j}} = \frac{1}{\sqrt{V}}, \quad (L.11)
\]

and for \( \beta \geq 0 \)

\[
\delta_{\tilde{E}}(\beta) \equiv \tilde{E}(\phi_1^\beta) - \tilde{E}(\phi_2^\beta) > 0, \quad \delta_{\mu}(\beta) \equiv \mu(\phi_1^\beta) - \mu(\phi_2^\beta) > 0 \quad (L.12)
\]
are the energy differences between the first excited state and the ground state.

In particular, when $\beta \gg 1$ the first excited state is
\[
\phi_1 \approx \sqrt{\frac{\mu_1}{\beta}} \left[ 1 + \tanh \left( \sqrt{\mu_1} \left( \frac{L_1}{4} - x_1 \right) \right) \right],
\]  
(L.13)
and
\[
\begin{align*}
\mu_1(\beta) &= A_0^2 \beta + \frac{4A_0}{L_1} \beta^{1/2} + \frac{8}{L_1^2} + o(1), \\
\tilde{E}_1(\beta) &= \frac{A_0^2}{2} \beta + \frac{8A_0}{3L_1} \beta^{1/2} + \frac{8}{L_1^2} + o(1).
\end{align*}
\]  
(L.14)

Although Ref. [37] has only discussed 1-, 2- and 3-dimensions. The same idea can be applied to 4-dimensions, and similar results hold.

In order to apply the results of Ref. [37] to our case, we have to map Eq. (L.1) from Ref. [37] with $V(x) \equiv 0$ and $\sigma = 1$ to the equation that we obtained in Section 6:
\[
\left( -\frac{1}{2} \Delta + \beta |\phi|^2 \right) \phi = \mu \phi
\]  
(L.16)
\[
\Leftrightarrow \Delta \phi - 2\beta |\phi|^2 \phi + 2\mu \phi = 0
\]  
(L.17)
\[
\Leftrightarrow \Delta \psi - 2m^2 (|\psi|^2 - 1) \psi = 0
\]  
(L.18)
where in the last step we set
\[
m^2 = \mu, \quad \psi = \sqrt{\frac{\beta}{\mu}} \phi.
\]  
(L.19)
Hence, if one can find a solution to Eq. (L.16), there is a corresponding solution to Eq. (L.18).

We also need to be careful about the boundary conditions. In fact, if we map Eq. (L.13), which is a solution to Eq. (L.16), into a solution to Eq. (L.18), we find the boundary values of the new solution satisfy
\[
\psi|_{\text{Boundaries}} \approx 1,
\]  
(L.20)
where we used $m_0^2 \gg 1$ and the fact that $L_1$ is of the order of 1 (see Eq. (6.49)). This boundary condition is exactly the one that we used for the trivial vacuum background in Section 6 and 7. Hence, the results of Ref. [37] are consistent with our results.

Also, for $\sigma = 1$ the definitions of the energy $\tilde{E}$ and the chemical potential $\mu$ from Ref. [37] become
\[
\tilde{E}(\phi, \beta) = \int_\Omega dx \left[ \frac{1}{2} |\nabla \phi|^2 + \frac{\beta}{2} |\phi|^4 \right],
\]  
(L.21)
\[
\mu(\phi, \beta) = \tilde{E}(\phi, \beta) + \frac{\beta}{2} \int_\Omega dx |\phi|^4.
\]  
(L.22)
They obey the relation
\[
\tilde{E}(\phi, 2\beta) = \mu(\phi, \beta) \geq \tilde{E}(\phi, \beta).
\]  
(L.23)
In our case, the definition of the energy $E$ is

$$E = \int_{\Omega} dx \left[ |\nabla \psi|^2 + \mu (|\psi|^2 - 1)^2 \right]. \quad (L.24)$$

After some steps, one can show that

$$E = \mu V - 2\beta \left( 1 - \frac{\tilde{E}}{\mu} \right). \quad (L.25)$$

### M 1D Nonlinear Schrödinger Equation as a Toy Model

We have discussed in Section 6 and 7, that the mass gap problem of the quantum Yang-Mills theory becomes a mass gap problem of a certain kind of defocusing nonlinear Schrödinger equation with a cubic interaction. For dimensions higher than one, the solutions do not have analytical expressions, which makes the problem hard to analyze. However, for the 1D case, the analytical solution is known. Although the 1D equation does not have an origin from the quantum Yang-Mills theory. As a toy model, it still sheds some light on the higher-dimensional cases. Hence, we analyze the 1D case analytically in this appendix, and we believe the 1D results should capture the qualitative features of the higher-dimensional cases of interest, especially the 3D and the 4D cases.

Let us recall the problem that we have seen in the main text. As we discussed in Subsection 6.3, for a general $D$-dimensional space up to some overall constant factors the effective action of the topological fluctuations can be brought into the expression:

$$S = \int d^D x \left[ (\partial^2 \Phi)^2 + m^2 (\Phi^2 - 1)^2 \right], \quad (M.1)$$

where $\Phi$ is a real function, and $m$ is a real parameter. In Euclidean space, the action itself can also be viewed as the energy of the configuration, which is non-negative definite. If we focus on the spherically symmetric configurations, the effective action above leads to the equation of motion:

$$\Delta \Phi - 2m^2 \Phi (\Phi^2 - 1) = 0, \quad (M.2)$$

where

$$\Delta \Phi = \partial^2_{|x|} \Phi + \frac{D - 1}{|x|} \partial_{|x|} \Phi. \quad (M.3)$$

For the 1D case the equation above simplifies to

$$\partial^2_{|x|} \Phi - 2m^2 \Phi (\Phi^2 - 1) = 0, \quad (M.4)$$

which has some trivial solutions

$$\Phi = \pm 1 \quad \text{or} \quad \Phi = 0. \quad (M.5)$$

Among them $\Phi = \pm 1$ have zero energy, and they correspond to the pure gauge solution and the trivial vacuum solution, while the energy of $\Phi = 0$ is proportional to the volume of the
system, i.e. divergent before regularization, hence it does not correspond to the vacuum. As the ground state of the system, $\Phi = \pm 1$ are more preferable at the low energy.

Now let us discuss the boundary condition for Eq. (M.4). At the boundaries ($x = 0, \infty$), $\Phi$ should return to the constant values corresponding to the classical solutions discussed above. Therefore, there are 5 possible boundary conditions for the spherically symmetric configurations:

1. $\Phi(|x| = 0) = 1, \quad \Phi(|x| = \infty) = 1$; \hspace{1cm} (M.6)
2. $\Phi(|x| = 0) = -1, \quad \Phi(|x| = \infty) = -1$; \hspace{1cm} (M.7)
3. $\Phi(|x| = 0) = 0, \quad \Phi(|x| = \infty) = 0$; \hspace{1cm} (M.8)
4. $\Phi(|x| = 0) = -1, \quad \Phi(|x| = \infty) = 1$; \hspace{1cm} (M.9)
5. $\Phi(|x| = 0) = 1, \quad \Phi(|x| = \infty) = -1$. \hspace{1cm} (M.10)

Here we want to emphasize that, if we use a complex field $\Psi$ instead and rewrite Eq. (M.1) as

$$S = \int d^Dx \left[ |\partial_\mu \Psi|^2 + m^2 (|\Psi|^2 - 1)^2 \right], \hspace{1cm} (M.11)$$

the solutions corresponding to the last two boundary conditions do not show up because the new effective action for $\Psi$ has a rigid $U(1)$ symmetry, which makes the vacua $\Psi = \pm 1$ equivalent.

These boundary conditions also agree with the ones discussed in Ref. [37]. The first one and the second one correspond to the periodic boundary condition. The third one corresponds to the Dirichlet boundary condition, while the fourth one and the fifth one correspond to the homogeneous Neumann boundary condition.

In the following, let us analyze the low-energy spectrum, i.e. the solutions to Eq. (M.4) with lowest energies, under different boundary conditions (M.6) $\sim$ (M.10).

- $\Phi(|x| = 0) = 1$ and $\Phi(|x| = \infty) = 1$:

For this boundary condition, the lowest energy state, i.e. the ground state, is just the one of the trivial vacua given by

$$\Phi = 1, \hspace{1cm} (M.12)$$

which has zero energy. The first excited state is composed of an anti-kink kink pair, which has the expression:

$$\Phi = \tanh [m (a - |x|)] + \tanh [m (|x| - b)] + 1, \hspace{1cm} (M.13)$$
Figure 7. The 1D exact solutions with $\Phi(|x| = 0) = \Phi(|x| = \infty) = 1$. Left: The ground state. Right: The first excited state.

where $a \gg m^{-1}$ and $b - a \gg m^{-1}$. The ground state is displayed in Fig. 7 (left), and the first excited state is in Fig. 7 (right).

The energy of the first excited state is twice of the energy of a kink or an anti-kink, i.e. $2\Delta$, where $\Delta$ is defined by

$$\Delta = \int_{-\infty}^{\infty} dx \left[ (\partial_x \Phi)^2 + m^2 (\Phi^2 - 1)^2 \right]_{\Phi = \tanh(mx)} = \frac{8m}{3}. \quad (M.14)$$

One can also consider higher excited states, which correspond to more anti-kink kink pairs, and their energies are just multiples of the energy of an anti-kink kink pair. The spectrum with this boundary condition includes $\{0, 2\Delta, 4\Delta, \cdots\}$.

**Φ(|x| = 0) = −1 and Φ(|x| = ∞) = −1:**

For this boundary condition, the lowest energy state, i.e. the ground state, is another trivial vacuum given by

$$\Phi = -1, \quad (M.15)$$

which has zero energy. The first excited state is composed of a kink anti-kink pair, which has the expression:

$$\Phi = \tanh [m (|x| - a)] + \tanh [m (b - |x|)] - 1, \quad (M.16)$$

where $a \gg m^{-1}$ and $b - a \gg m^{-1}$. The ground state is displayed in Fig. 8 (left), and the first excited state is in Fig. 8 (right).

Figure 8. The 1D exact solutions with $\Phi(|x| = 0) = \Phi(|x| = \infty) = -1$. Left: The ground state. Right: The first excited state.
The energy of the first excited state is $2\Delta$. One can also consider higher excited states, which correspond to more kink anti-kink pairs, and their energies are just multiples of the energy of a kink anti-kink pair. The spectrum with this boundary condition includes \{0, 2\Delta, 4\Delta, \cdots\}.

- $\Phi(|x| = 0) = 0$ and $\Phi(|x| = \infty) = 0$: For this boundary condition, as we discussed before, the solution $\Phi = 0$ has divergent energy before regularization. Instead, the lowest energy state with this boundary condition is given by

$$
\Phi = \pm \{ \tanh[m|x|] + \tanh[m(|x|_\infty - |x|)] - 1 \}, \quad (M.17)
$$

where $|x|_\infty \to \infty$. These configurations corresponds to a half kink at $|x| = 0$ and a half anti-kink at $|x| = \infty$ or vice versa. There are also excited states, which correspond to inserting more kinks or anti-kinks between $|x| = 0$ and $\infty$. One of the lowest energy states is displayed in Fig. 9 (left), and one of the first excited states is displayed in Fig. 9 (right).

**Figure 9.** The 1D exact solutions with $\Phi(|x| = 0) = \Phi(|x| = \infty) = 0$. Left: One of the lowest energy states. Right: One of the first excited states.

The energy of the lowest energy state with this boundary condition is the same as a kink or an anti-kink, i.e. $\Delta$. Hence, the spectrum with this boundary condition includes \{\Delta, 2\Delta, 3\Delta, \cdots\}.

- $\Phi(|x| = 0) = -1$ and $\Phi(|x| = \infty) = 1$: For this boundary condition, the lowest energy state is just a kink solution given by

$$
\Phi = \tanh[m(|x| - a)], \quad (M.18)
$$

where $a \gg m^{-1}$. The excited states correspond to inserting more kink anti-kink or anti-kink kink pairs. The lowest energy state is displayed in Fig. 10 (left), and the first excited states is displayed in Fig. 10 (right).

The energy of the lowest energy state with this boundary condition is $\Delta$. Hence, the spectrum with this boundary condition includes \{\Delta, 3\Delta, 5\Delta, \cdots\}.

- $\Phi(|x| = 0) = 1$ and $\Phi(|x| = \infty) = -1$:
Figure 10. The 1D exact solutions with $\Phi(|x| = 0) = -1$ and $\Phi(|x| = \infty) = 1$. Left: The lowest energy state. Right: The first excited state.

For this boundary condition, the lowest energy state is just a kink solution given by

$$\Phi = \tanh \left[ m \left( |x| - a \right) \right], \quad (M.19)$$

where $a \gg m^{-1}$. The excited states correspond to inserting more kink anti-kink or anti-kink kink pairs. The lowest energy state is displayed in Fig. 11 (left), and the first excited states is displayed in Fig. 11 (right).

Figure 11. The 1D exact solutions with $\Phi(|x| = 0) = 1$ and $\Phi(|x| = \infty) = -1$. Left: The lowest energy state. Right: The first excited state.

The energy of the lowest energy state with this boundary condition is $\Delta$. Hence, the spectrum with this boundary condition includes $\{\Delta, 3\Delta, 5\Delta, \ldots\}$.

The complete low-energy spectrum of the theory should be the union of the spectrum from different boundary conditions, which include

- For $\Phi(|x| = 0) = \Phi(|x| = \infty) = \pm 1$:
  $$0, 2\Delta, 4\Delta, \ldots$$

- For $\Phi(|x| = 0) = \Phi(|x| = \infty) = 0$:
  $$\Delta, 2\Delta, 3\Delta, \ldots$$

- For $\Phi(|x| = 0) = -\Phi(|x| = \infty) = \pm 1$:
  $$\Delta, 3\Delta, 5\Delta, \ldots$$
From these results, we can conclude the existence of the mass gap at semi-classical level. In principle, we can even predict the energy eigenvalues of the excited states and their multiplicities. Of course, the analysis in this appendix works only for a special kind of 1D defocusing nonlinear Schrödinger equation with a cubic interaction, which can only be qualitatively true for higher dimensions.

Because in this paper we would like to study the existence of the mass gap, the trivial vacuum background is the most relevant background. For the 3D and the 4D case discussed in the text, we only focus on the trivial vacuum background, which corresponds to the first and the second boundary condition in this appendix for the 1D case.
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