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Abstract. This paper proposes a novel memory-based online video representation that is efficient, accurate and predictive. This is in contrast to prior works that often rely on computationally heavy 3D convolutions, ignore actual motion when aligning features over time, or operate in an off-line mode to utilize future frames. In particular, our memory (i) holds the feature representation, (ii) is spatially warped over time to compensate for observer and scene motions, (iii) can carry long-term information, and (iv) enables predicting feature representations in future frames. By exploring a variant that operates at multiple temporal scales, we efficiently learn across even longer time horizons. We apply our online framework to object detection in videos, obtaining a large 2.3 times speed-up and losing only 0.9\% mAP on ImageNet-VID dataset, compared to prior works that even use future frames. Finally, we demonstrate the predictive property of our representation in two novel detection setups, where features are propagated over time to (i) significantly enhance a real-time detector by more than 10\% mAP in a multi-threaded online setup and to (ii) anticipate objects in future frames.

1 Introduction

Motion is a crucial intermediary for human visual perception to learn about its environment and relate to it \cite{12}. By encapsulating motion cues, video represents a rich medium for computer vision to understand and analyze the visual world. While the advent of convolutional neural networks (CNNs) has led to rapid improvements in learning spatial features, a persistent challenge remains to learn efficient representations that derive significant benefits from long-term temporal information in videos.

In this paper, we learn \textit{online video representations} that incorporate multi-scale information on longer time horizons and design practical frameworks that achieve accuracy, efficiency and predictive power. Analogous to the Gestalt principle of common fate \cite{34}, we hypothesize that temporal coherence by accounting for motion across frames allows learning powerful representations while achieving greater invariance to blur, lighting, pose and occlusions. While our frameworks are

\footnotesize{The work was conducted as part of Tuan-Hung Vu’s internship at NEC Labs America.}
Fig. 1: A schematic comparison between a typical per-frame method (left) and the proposed video representation learning approach (right) for online object detection in videos. We propose a multi-scale memory that efficiently aggregates image evidence over longer time horizons and also accounts for camera and object motion by feature warping, which enables learning better representations that lead to higher accuracy.

applicable to diverse problems, we demonstrate them with the specific example of object detection in videos.

In recent years, object detection in videos has attracted significant interest with benchmarks such as ImageNet VID [5] or Youtube-8M [6]. A popular approach has been to use detected bounding boxes computed independently for each frame using a strong CNN-based model [7,8,9,10] and to do temporal reasoning through tracking [11], re-scoring detections [12] and performing sequential non-maximum suppression [13]. While such methods improve over per-frame baselines, we explore the benefits of leveraging temporal information to learn better underlying feature representations. A few recent works temporally aggregate features to improve representation power [12,14], but use a fixed set of nearby frames and do not maintain causality or efficiency. In contrast, we propose a video representation that composes information across time in an online fashion (see Figure 1), which is not only faster, but also enables predictive applications.

In particular, Section 3.1 proposes a novel network structure, termed MemNet, that holds a memory of the feature representation, which is updated at every frame based on image observations solely from the past and warped from one frame to the next to account for observer and scene motions. We use a displacement field for warping similar to [14], but encoding memory allows retaining information from further in the past, while requiring only a single warp computation per-frame. This is 2.3 times faster than [14], which requires as many warps as the number of temporally aggregated frames. Further, in Section 3.2 we propose a hierarchical network structure, termed ClockNet due to similarity to [16,17], which extends MemNet by operating at multiple temporal scales. This allows efficiently leveraging information from even longer temporal horizons, which improves the representation power, as demonstrated by our experiments.

We apply our video representation to object detection in Section 4.1 and evaluate it on the ImageNet VID [5] data set in Section 5.1. Our proposed architectures improve over per-frame baselines by up to 2.2% in mean average precision (mAP). We achieve state-of-the-art results close to flow-guided fea-

---

1 To put this speed-up in context for object detection, the improvement from Faster R-CNN [10] to R-FCN [15] is about 2.5 times.

2 To put this accuracy gain in context for object detection, the gains from hard example mining [18] or hard positive generation [19] are around 2% mAP.
ture aggregation (FGFA) without having access to future frames and with considerably lower runtime, while outperforming a causal variant of FGFA.

A key benefit of the online nature of our video representation is that it imparts predictive abilities, which enables novel applications. First, in Section 4.2, we enhance the accuracy of an online real-time detector, by leveraging a stronger but less efficient detector in another thread. While the strong detector lags due to higher latency, our memory warping enables propagating and aligning its representation with the real-time detector, boosting the accuracy of the latter by more than 10% mAP, with no impact on speed or online operation (see Section 5.3). This is non-trivial, since parallelizing standard detectors in an online setup is not straightforward. Next, our predictive warping of video representations enables anticipating features in future frames, which allows solving visual tasks without actually observing future images. Sections 4.3 and 5.2 demonstrate this for the novel application of anticipating objects in future frames.

Finally, we note that our contributions are architecture-independent. The speed, accuracy and predictive benefits of our online representation are available for any detection method on video inputs.

2 Related Work

Learning representations for videos has been a long-standing goal in computer vision and many directions have been explored. Donahue et al. [20] or Srivastava et al. [21] rely on recurrent neural networks (RNNs) like LSTMs [22] to propagate feature representation from still frames over time. However, unlike our approach, features are propagated without explicit knowledge of motion in the scene, as we elaborate on in Section 3.3. 3D CNNs provide more freedom to learn motion-specific kernels (although motion is also not explicitly used) and were successfully used in [23,24] for tasks like video captioning or action recognition, but come with considerably more parameters to learn and typically more computational costs. Recent works have also considered unsupervised learning with pretext tasks [25], however, we focus on efficient learning of supervised representations.

Two-stream architectures like [26,27,28] combine features extracted from both images and motion (optical flow) to boost the representational power. While 3D CNNs learn motion-specific features implicitly, two-stream architectures explicitly take optical flow as input. In both cases, however, this information is not used to transform features over time to compensate for observer and scene motions.

The recently proposed flow-guided feature aggregation framework (FGFA) [29,14], on the other hand, explicitly warps convolutional feature maps between frames for better alignment when aggregating them. The warping function is triggered by a learned displacement field initialized with FlowNet [30]. However, FGFA [14] uses a fixed temporal window of nearby frames, requires as many warp computations as the length of the window, and compromises causality, i.e., integrates features from future frames. In contrast, we introduce a feature memory that is warped from one frame to another, saving computation time and allowing for a longer temporal horizon without looking into future frames.
3 Feature propagation via memory networks

The goal of this paper is to improve the feature representation for objects in videos, by leveraging temporal information and motion. Exploiting past frames can also help predictions in the current frame when occlusions or motion blur distorts image evidence, cf. [14]. We propose to continuously aggregate and update features over time to provide a stable and powerful representation of the scene captured by the video, which is illustrated in Figure 2.

3.1 Aggregating features over time

Given a single image $I \in \mathbb{R}^{h_I \times w_I \times 3}$, a convolutional neural network (CNN) with parameters $\Theta_F$ first extracts a feature map $F \in \mathbb{R}^{h_F \times w_F \times d_F}$, where $d_F$ is the...
number of feature maps and we typically have \( h_F = \frac{1}{16} h_I \) and \( w_F = \frac{1}{16} w_I \). In the following, we show how these single image feature representations are effectively aggregated over time. While we use a single feature map per image for ease of presentation, note that we can easily handle multiple feature maps at different resolutions to handle scale variations, which was shown to be useful in [7,35].

**Tracking features over time:** In every frame \( t \), we hold a feature map \( M_t \in \mathbb{R}^{h_F \times w_F \times d_F} \) that acts as a memory on the feature representation of the video. Since the scene is dynamic and the camera is moving, the same objects will appear at different locations of the image plane in frames \( t - 1 \) and \( t \). In order for the memory of the past frame \( M_{t-1} \) to benefit detection in the current frame \( t \), \( M_{t-1} \) needs to be transformed according to the scene dynamics. Similar to [14], we use bilinear sampling to implement this transformation,

\[
\hat{M}_t = \phi(M_{t-1}, D_{(t,t-1)}) ,
\]

where \( \phi(\cdot) \) is the bilinear sampling function and \( D_{(t,t-1)} \in \mathbb{R}^{h_F \times w_F \times 2} \) is a displacement (or flow) field between frames \( t \) and \( t - 1 \), which is estimated by a CNN with parameters \( \Theta_D \). This CNN is a pre-trained FlowNet [30], which takes images \( I_t \) and \( I_{t-1} \) as input and predicts the displacement, but we fine-tune the parameters \( \Theta_D \) for the task at hand. Note that for fast computation of the displacement field, we feed FlowNet with half-resolution images and up-scale the displacement field. Also note that in the absence of ground truth data for the displacement field, this CNN predicts displacements suitable for the task at hand, which is demonstrated in Section 5.1.

**Updating with image evidence:** After having transformed the memory to the current frame \( t \), i.e., \( \hat{M}_t \), we need to aggregate the newly available image evidence \( F_t \) extracted by the feature CNN into the memory,

\[
M_t = \psi(\hat{M}_t, F_t) ,
\]

which defines one step of the proposed MemNet. We implement (and experimentally evaluate) two variants of the aggregation function \( \psi(\cdot) \). The first is a parameter-free combination that leads to exponential decay of memory over time,

\[
\psi(\hat{M}, F) := \frac{1}{2} (M + F) ,
\]

and the second is a weighted combination of memory and image features,

\[
\psi(\hat{M}, F) := \alpha^M \cdot M + \alpha^F \cdot F ,
\]

with \( \alpha^M, \alpha^F \in \mathbb{R}^{h_F \times w_F \times 1} \) and \( \alpha^M + \alpha^F = 1 \). The weights are computed by a small CNN with parameters \( \Psi_M \) and \( \Psi_F \) operating on \( M \) and \( F \), respectively, and the constraint \( \alpha^M + \alpha^F = 1 \) is always satisfied by sending the concatenated output of the CNNs through a per-pixel softmax function. The parameters of the weight-CNNs are automatically learned together with the rest of the network without any additional supervision. In the first frame \( t = 1 \), we simply assign the memory \( M_1 \) to be the feature representation of the image \( F_1 \).
Training MemNet: Training the proposed video representation requires a supervisory signal from a task module that is put on top of the memory features $M$. In general, the task module can be anything, even an unsupervised task like predicting future frames [36]. In this work we explore object detection in videos, where the supervisory signal comes from a combination of object localization and classification loss functions, see Section 4.1.

All parts of our representation can be trained end-to-end. Since bilinear sampling and the grid generation of the warping module are both differentiable [37], we can back-propagate gradients over time to previous frames, to the image feature extractor, as well as to the FlowNet generating the displacement fields.

While the network architecture in theory allows gradients to flow over the memory warping module to learn a good feature propagation, it also opens a shortcut for minimizing the loss because image evidence is available at every frame. While for some tasks past information is truly essential for prediction in the present, for several tasks the image of the current frame already provides most evidence for a good prediction (or at least a signal to minimize the loss). To encourage the network to learn a good feature propagation module, we randomly drop image evidence with probability 0.8 at frame $t$, which we found to improve results by a few percentage points.

3.2 Extending the temporal scale

The basic MemNet operates on just a single temporal scale, which has limited capability to leverage information at a larger temporal horizon. While, in theory, information from the whole video sequence is contained in the feature representation of the current frame $t$, this portion can be vanishingly small, particularly for the aggregation function relying on the exponential decay.

We thus propose to use a clock-work structure similar to [16, 17] that operates on multiple temporal scales, which we denote ClockNet and illustrate in Figure 3. Formally, instead of having a single memory feature map, we have $K$ memories $M^k_t$ at frame $t$ with $k \in \{1, \ldots, K\}$, each of them operating at different rates. In our implementation, we update memory $M^k$ every $2^{k-1}$ frames with new image evidence, although other schedules are also possible. Note that when $K = 1$, the basic MemNet is obtained.

In order to exchange information across the different time scales $k$, we aggregate all memory maps at a single frame $t$ by simply averaging them, i.e.,
Fig. 4: Relation between standard convolutional recurrent neural networks (left) and the proposed video representation (right).

\[ M_t = \frac{1}{K} \sum_{k=1}^{K} M_t^k. \] As with the feature map aggregation in the basic MemNet, different strategies for combining feature maps are possible. We chose the simpler parameter-free averaging, as a more complex learning-based weighting scheme did not show any performance gains. The aggregated memory \( M_t \) can then be used as input to any task-specific modules.

3.3 Discussion

Our proposed video representations have a simple and intuitive structure, can be trained end-to-end and fulfill the basic requirements for a fast and causal system that can be applied to videos in any real-world application. In contrast to FGFA \[14\], the proposed model does not look at future frames and is also not limited to a specific temporal horizon in the past, rather can carry information from the whole (past) sequence in its memory. An even longer temporal horizon is utilized by the ClockNet architecture.

There also exists a relation to convolutional recurrent neural networks (cRNN) \[38,39\], however, with one crucial difference. While cRNNs keep their hidden memory fixed across spatial dimensions \((h_t = \text{RNN}(h_{t-1}, x_t))\), our model enables the memory to be spatially aligned with observer and scene motion in the actual video content \((h_t = \text{RNN}(\text{warp}(h_{t-1}, D_{t,t-1}), x_t))\), see Figure 4. While our aggregation function \( \psi(\cdot) \) for new input and previous hidden states is simple, we did not observe any improvements for our particular applications with more complex architectures like LSTM \[22\] or GRU \[40\].

4 Detection, Propagation and Anticipation in Videos

To demonstrate the benefits of propagating features over time with the proposed MemNet and ClockNet, we show its impact for three practical applications.

4.1 Object detection in videos

While we can use the proposed memory features \( M \) from Section 3 for any downstream task, in this paper, we focus on object detection in videos. Modern object detectors like Faster-RCNN \[10\], R-FCN \[15\], SSD \[9\] or RetinaNet \[8\] all have a similar high-level structure in the sense that they all rely on a convolutional neural network to extract features \( F \) from a single image. The detection-specific modules applied on top of \( F \) define the differences between the detectors, e.g., proposal-based \[10,15\] or proposal-free \[9,8\], making \( F \) an interface between one generic module and detection-specific modules. Our proposed MemNet and
Fig. 5: In a multi-GPU setup, a fast but weak object detector (R-FCN-18, green blocks) leverages the features of a strong but slow object detector (ClockNet-101, red blocks), see Section 4.2. The width of blocks represent computation time. At a frame $t$, strong features from ClockNet-101 are only available from $t - \Delta$, but efficiently warped into frame $t$ with our propagation module. The warped features boost the representational power of R-FCN-18 significantly, without increasing latency of the real-time system.

$ClockNet$ operate on $F$ and compute a novel feature representation $M$, making our video representation applicable to all of these detectors. In this paper, we pick R-FCN [15] because it has shown a good trade-off between accuracy and speed, with a publicly available code base.

Given a representation $M_t$ of a video sequence at frame $t$, the object detector first computes object proposals with a region proposal network (RPN) as proposed in [10]. Object proposals define potential locations of objects of interest (independent of the actual category) and reduce the search space for the final classification stage. Each proposal is then classified into one of $C$ categories and the corresponding proposal location is further refined. In contrast to Faster-RCNN [10], the per-proposal computation costs in R-FCN are minimal by using position-sensitive ROI pooling. This special type of ROI pooling is applied on the output of the region classification network (RCN).

4.2 Real-time detection by propagating strong features

Assuming an input stream capturing images at 20 frames-per-second (FPS), we ideally want an object detector that can process one image in less than 50 ms to avoid latency in the output. One easy option to speed-up a modern object detector is to use a more light-weight feature extraction CNN, e.g., by using ResNet-18 instead of ResNet-101. Note that this is a viable option for any detection framework, e.g., Faster-RCNN [10], R-FCN [15], YOLO [41,42] or SSD [9]. However, accuracy will decrease. Here, we explore another option to speed-up a modern object detector. Instead of using a single model, we demonstrate how to exploit two models with complementary properties running simultaneously (but asynchronously) on two threads (two GPUs) to achieve both speed and accuracy, using our feature propagation.

We run a fast detector, R-FCN-18 (i.e., R-FCN with ResNet-18 [43]) in one thread and a slower but also stronger detector, ClockNet-101, in the other thread. R-FCN-18 runs at the required frame rate and can provide output for every frame, however at a lower quality than ClockNet-101 could do if no time requirements existed. The main problem with the strong object detector is that it will always have some delay (or latency) $\Delta$ to produce an output. If $\Delta$ is too large for a practical system, the strong detector is not usable. It is important to note that
achieving a speed-up with two GPUs is not trivial in a real-time setting. For the offline case it is easy to distribute computation of different images on multiple GPUs. However, this is not an option for streaming data. In Section 5.3 we still empirically compare with two alternative baselines that also leverage two GPUs.

With our design, on the other hand, we can still leverage the strong features by making up for the delay via feature propagation. We compute the displacement field between frame $t + \Delta$ and $t$ and warp the strong features $M_{t+\Delta}^{101}$ into the current frame $t + \Delta$, where the fast object detector has already computed features $F_{t+\Delta}^{18}$, see Figure 5. We boost the representational power of R-FCN-18 by combining the feature maps. Again, we take the average of both features (the dimensionality is the same), but more advanced aggregation schemes are possible. We experimentally evaluate this application in Section 5.3.

### 4.3 Anticipating features

Another application of the proposed feature propagation is future prediction or anticipation. Features from the current frame $t$ are propagated to a future frame $t + \Delta$, where the task network is applied to make predictions. In the previous application of Section 4.2 we utilize feature propagation over several frames, but the displacement fields are still computed from image evidence, similar to [29]. For a true visual anticipation, however, future images are not available.

We propose to extrapolate the displacement fields into future frames and use them to propagate the feature (or memory) maps. For demonstration, we use a simple extrapolation technique. Given the two previous displacement fields $D_{t-1,t-2}$ and $D_{t,t-1}$, we compute the difference of aligned displacement vectors (with bilinear sampling), which gives us the acceleration of pixels. We then employ a simple constant acceleration motion model to each displacement vector and extrapolate for one or multiple frames. Obviously, this extrapolation technique has limitations but it is sufficient for our demonstrations of feature anticipation. We analyze the quality of the anticipated features in Section 5.2 by measuring the object detection quality in future frames.

### 5 Experiments

Our experimental evaluation focuses on the performance of our feature propagation and aggregation methods for object detection in videos. In Sections 5.1, 5.2 and 5.3 we evaluate the performance of the proposed MemNet and ClockNet on the three applications introduced in Section 4 respectively.

**Dataset:** All our experiments are conducted on the ImageNet VID data set [5], which is most suitable for object detection in videos and has been the testbed for most recent approaches for this task [12,11,29,14]. ImageNet VID is a large scale data set consisting of 5344 video clips, captured at frames rates between 25 and 30 FPS and divided into training, validation and testing sets with 3862, 555 and 937 clips respectively. Each clip is fully annotated with bounding box tracks of 30 different object classes.
Implementation details: We use the ResNet-101 architecture [43] as the basic feature extractor in all experiments with the exception of some ablation studies. In particular, we use à trous convolutions as in [44,14] to increase the feature resolution. Similar to [14] the extracted features are passed through a $3 \times 3$ convolutional layer and a non-linear activation (ReLU [45]) before we provide them as inputs to MemNet and ClockNet. To estimate displacement fields we use FlowNet [30]. All the parameters are jointly fine-tuned end-to-end. In general, we closely follow the experimental setup of [14] using their publicly available MXNet [46] implementation. All models are trained for 2 epochs with an initial learning rate of 0.001, which is decreased by a factor of 10 after $4/3$ epochs. We train our models on the same mix of ImageNet DET and ImageNet VID training sets as in [14]. All experiments, including runtime measurement, are done on an NVIDIA TITAN Xp. For training, we use 4 GPUs.

5.1 Object detection in videos

Object detection in videos aims at localizing objects in every video frame, i.e., estimating bounding boxes around objects associated with a confidence score.

Evaluation metrics: We measure detection performance as mean average precision (mAP) over all object classes, where we additionally differentiate between fast, medium and slowly moving objects using the subsets of videos introduced in [14]. We also measure the average runtime per frame in milliseconds (ms) for each model (using the same framework and GPU setup).

Baselines: We compare the proposed MemNet and ClockNet models with several baselines. The first one is the per-frame object detector itself (R-FCN [15,14]) that does not exploit temporal information. The second baseline is FGFA [14], which, for every frame, aggregates features from nearby frames both in the past and the future. Obviously, this makes FGFA a non-causal system not applicable to real-time tasks. Note that these two baselines represent two extremes of using temporal information, with R-FCN not exploiting the video at all and FGFA looking not only into the past but also into future frames. For a more fair comparison, we thus created a causal variant of FGFA (Cau. FGFA) that aggregates information only from nearby features in the past but not from future frames. While FGFA can only operate in the off-line setting where future frames are accessible, causal FGFA is an on-line detector, making it the most comparable baseline to our proposed models.

Main results: Table 1 summarizes our quantitative results and Figures 7a-7b give qualitative examples. We can first see that all models leveraging temporal data improve over the per-frame baseline R-FCN [15]. Looking into both past and future frames, as FGFA [14] does, gives the best overall results, but comes at a considerable runtime cost and, more importantly, is a non-causal system. Among all causal systems leveraging data only from the past (eight bottom models in Table 1), the proposed ClockNet gives the best results overall and is particularly strong for fast moving objects. Its mAP value is only 0.6 percentage points behind FGFA without having access to future frames.
Table 1: Detection performance and runtime on ImageNet-VID validation of different methods.

| Method        | mAP (fast) | mAP (med) | mAP (slow) | ms  |
|---------------|------------|-----------|------------|-----|
| R-FCN [15]   | 73.4       | 51.4      | 71.6       | 82.4| 108 |
| FGFA [14]    | 76.2       | 56.0      | 75.2       | 83.8| 286 |
| FGFA (half)  | 66.7       | 42.2      | 66.1       | 77.5| 152 |
| Cau. FGFA    | 75.2       | 53.9      | 74.1       | 83.8| 204 |
| Cau. FGFA*   | 66.0       | 40.0      | 79.3       | 181 |
| MemNet-3     | 74.3       | 51.9      | 72.5       | 83.6| 122 |
| MemNet-6     | 75.1       | 53.8      | 73.5       | 83.3| 122 |
| MemNet-6-wgts| 75.3       | 51.8      | 73.6       | 83.8| 124 |
| MemNet-6-strd-4 | 74.4     | 51.7      | 72.4       | 84.2| 122 |
| MemNet-6-strd-8 | 74.2     | 51.6      | 72.6       | 82.7| 122 |
| ClockNet     | 75.6       | 55.4      | 73.7       | 83.4| 169 |

Looking at the running times, we see that the proposed MemNet is clearly the fastest, except for the still-frame baseline, and ClockNet already ranks second. Both proposed models are faster than causal FGFA and consequently, FGFA [14]. Built upon the detection framework of R-FCN, all those models have the same computational complexity for feature extraction, proposals generation and classification. Therefore, the causes of speed difference are the numbers of flow computations $N_F$ and feature warps $N_W$. For FGFA and Causal FGFA, $N_F$ and $N_W$ equal the number of frames within aggregation range, i.e. 20 and 10, respectively. The ClockNet reported in Table 1 requires $N_F = 3$ and $N_W = 3$, corresponding to its 3 temporal scales, and MemNet has a speed advantage because it only needs $N_F = 1$ and $N_W = 1$ to process an incoming frame.

We also note that the computation time of Causal FGFA can be reduced by aggregating displacement fields in an online manner, see Cau. FGFA* in Table 1, thus reducing $N_F$ to 1 as in MemNet. While the runtime is reduced, the error accumulation in online aggregation of displacement fields leads to a significant accuracy drop. To highlight the reduction in runtime from MemNet and ClockNet, we show another trivial way to speed-up FGFA by halving the image resolution, FGFA (half). However, this variant also leads to a large performance drop.

Overall, accuracy and runtime demonstrate the advantages of our memory propagation mechanism for object detection in videos, see Figure 6. Moreover, our memory-based architectures have the additional benefit (over FGFA) of being able to propagate features into future frames, which we analyze in Section 5.2 and demonstrate in a practical application in Section 5.3.

Ablation studies: First, we investigate the importance of the length of the sequences used for training MemNet. In the testing phase there is no limitation on the sequence length, but GPU memory is a hard constraint during training as gradients need to flow back through the whole sequence. We can observe in Table 1 that a longer temporal window for training MemNet (MemNet-6 vs. MemNet-3) is indeed beneficial. Second, by comparing different aggregation schemes (Equations (3) and (4)), we can observe that learning an additional weighting gives a small improvement with only a tiny increase in computational costs. We also tried LSTM [22] as aggregation scheme, but did not observe
any improvements. Finally, we analyze the importance of multiple temporal scales in ClockNet, which operates on three time axes $k = [1, 3, 4]$, corresponding to temporal strides of 1, 4 and 8, respectively. To emphasize the benefit of feature aggregation across multiple temporal scales, we compare ClockNet to MemNet trained with longer strides (MemNet-6-strd-4 and MemNet-6-strd-8), given it access to larger temporal horizon during training. We can see from Table 1 that both baselines perform worse than MemNet-6 (with temporal stride of 1), which illustrates the importance of the information provided by actual neighboring frames. Therefore, the success of ClockNet provides a signal for the benefits of a temporal multi-scale architecture, where different temporal scales are complementary to each other. More experiments on various details of our methods can be found in the supplemental material.

**Fine-tuning FlowNet:** Finally, we want to understand the effect of fine-tuning FlowNet during training the video representation for the detection task. Similar to [14], we observe a performance drop in mAP if FlowNet is not fine-tuned. Given that displacement fields after fine-tuning are apparently better for the detection task, we visualize the difference for one example in Figure 7c. One difference that we can observe is that the object tends to move as a whole and ignores the motion of individual parts.

### 5.2 Propagating and anticipating features

In the previous experiment, the appearance feature of the current frame is always available and the main purpose was to analyze the influence of additional information from the past. In this experiment, we want to give more insights into the quality of the feature propagation and anticipation performance, which has several applications as discussed in Section 4.

**Propagation:** In this experiment, we provide image information up to frame $t - \delta$ and then propagate up to frame $t$. Note that displacement fields are still available but only for warping the memory; no image evidence in form of appearance features is available to the detector after frame $t - \delta$. The propagated features are then used to compute the detections. We compare our model with a baseline that takes the detected bounding boxes at frame $t - \delta$ and propagates them with the computed displacement fields to frame $t$. The mean displacement inside a bounding box serves as the translational vector. Table 2 shows the impact of skipping the image features for different amounts of frames for MemNet, ClockNet and the box-propagating baselines. In general, all models gracefully degrade performance with larger $\delta$, but at the same time reduce running time. It is evident that feature propagation outperforms propagation on the bounding box level, particularly for ClockNet. From Figure 7d, we can see that the performance gap between MemNet and ClockNet increases when $\delta$ gets larger, demonstrating the impact of multiple temporal scales and the extend time horizon of ClockNet.

**Anticipation:** We next evaluate feature anticipation as discussed in Section 4.3, which differs to the previous experiment since no image information is available at all for frames after $t - \delta$. This requires us to extrapolate the displacement field as
### Table 2: Runtime in fps and accuracy in mAP of MemNet and ClockNet for feature propagation and anticipation.

| Methods          | δ | mAP  | FPS |
|------------------|---|------|-----|
|                  | 0 | 4    | 8   |
|                  | 0 | 4    | 8   |
| **Box - Propagation** | | | |
| MemNet           | 75.1 | 64.6 | 55.4 | 8.2 | 14.7 | 16.9 |
| ClockNet         | 75.6 | 64.9 | 56.2 | 5.9 | 12.5 | 15.3 |
| **Feature - Propagation** | | | |
| MemNet           | 75.1 | 68.9 | 56.1 | 8.2 | 14 | 16 |
| ClockNet         | 75.6 | 70.9 | 62.3 | 5.9 | 6.6 | 8.3 |
| **Feature - Anticipation** | | | |
| MemNet           | - | 68.8 | 55.9 | - | 5.1 | 8.7 |
| ClockNet         | - | 67.0 | 57.3 | - | 2.5 | 3.4 |

### Table 3: Accuracy and runtime of our two-threaded detection setup. The number of GPUs utilized is denoted as #G.

| Method                      | #G | mAP  | FPS |
|-----------------------------|----|------|-----|
| R-FCN-18                    | 1  | 60.2 | 14.3 |
| ClockNet-101                | 1  | 75.6 | 5.9  |
| ClockNet-101-FeatProp       | 1  | 70.9 | 6.6  |
| R-FCN-18 (split)            | 2  | 21.7 | 28.6 |
| ClockNet-101 (split)        | 2  | 28.9 | 11.8 |
| ClockNet-101-FeatProp (split) | 2  | 23.3 | 13.2 |
| R-FCN-18+ClockNet-101-BoxProp | 2  | 66.9 | 14.3 |
| R-FCN-18+ClockNet-101-FeatProp | 2  | 71.9 | 14.3 |

Comparing the anticipation results with the propagation model in Table 2, we can see that our flow extrapolation strategy works well for MemNet which has short temporal stride, although the runtime speed drops due to our current non-optimized implementation of flow extrapolation. Reversely, on ClockNet memories, feature anticipation performs worse than feature propagation. One explanation is that quality of the extrapolated flows is heavily degraded with the long temporal strides of ClockNet.

### 5.3 Fast detection by propagating strong features

In this section we analyze the application described in Section 4.2 and Figure 5. A fast but weak object detector is running in the main thread providing detection output at every frame, while leveraging features from a strong but slow feature extractor. In order to use the strong features, they have to be propagated to the current frame, i.e., aligned over time, to compensate for the delay \( \Delta \).

We use R-FCN based on the ResNet-18 architecture as the fast main-thread detector, which runs at 14.3 FPS. The helper thread runs ClockNet based on ResNet-101 (same as in Table 1), which is able to propagate features over time as demonstrated in Section 5.2. In practice, ClockNet-101 runs 2.4 times slower than R-FCN-18. To compensate for additional overhead (e.g., feature propagation), we update ClockNet-101 with image evidence once every 4 frames (“ClockNet-101-FeatProp”). For training the fast detector, i.e., R-FCN-18, we only leverage fixed features coming from the second thread but do not fine-tune ClockNet-101.

**Quantitative results:** Table 3 shows the results of this experiment. As expected, R-FCN-18 is the fastest model but also gives the worst accuracy. ClockNet-101 is the model shown in Section 5.1 and can be considered an upper bound in terms of accuracy but is very slow compared to R-FCN-18. ClockNet-101-FeatProp is the model running in the helper thread which receives image evidence every 4 frames and uses propagation to make predictions in other frames. The performance drop compared to the upper bound is not much, as also seen in Section 5.2 but the runtime is still high. However, when following the design
proposed in Section 4.2, i.e., feeding R-FCN-18 with propagated strong features from ClockNet-101-FeatProp, we observe a significant 10% mAP boost compared to R-FCN-18 which is even close to the ClockNet-101 upper bound, while maintaining the low runtime of R-FCN-18.

**Comparison to two-thread baselines:** Recall that achieving speed-up with two GPUs in a real-time (data-streaming) setting is non-trivial as parallelizing frames over multiple GPUs is not possible. We still evaluate alternative baselines that leverage two GPUs. First, a trivial two times speed-up can be achieved by splitting the image into two halves, running the detector individually and merging the detections before NMS, denoted “(split)” in Table 3. While this gives the expected speed-up, the performance drop is significant, which can be explained by the fact that objects in Imagenet-VID are mostly centered, thus effectively truncating them. The second baseline is more evolved and similar to our proposed design. However, instead of propagating features, (delayed) detections from the strong model are propagated to align with the faster detector (“BoxProp”), as in Section 5.2. As in the previous experiment, we observe that feature-level propagation is superior to propagating bounding boxes.

6 Conclusions

Our work proposes a long-term online video representation that effectively leverages past information. We rely on a memory that is updated regularly with
image evidence and is warped over time for a proper spatio-temporal alignment of features. We also extend this representation to multiple temporal scales, thus aggregating information from even farther in the past. Our experiments illustrate the benefits of each component, as well as a demonstration of two practical applications: feature anticipation and a real-time multi-threaded object detector.

For future works, we plan to investigate the effectiveness of our learned video representation for action recognition and segmentation in videos. We also plan to further explore the utility of feature anticipation and postulate that causally learned representations like ours have inherent advantages for visual anticipation.
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The supplemental material contains the following items:

- **Section 1**: Detailed per-category results of our main evaluation
- **Section 2**: Additional ablation studies of the proposed MemNet
- **Section 3**: Additional qualitative results of the proposed video detectors
- **Section 4**: Additional details on the feature anticipation experiment

1 Per-category results on ImageNet-VID data set

The main results in Table 1 of the main paper show the mean of the average precision value (AP) across all 30 categories of the ImageNet-VID data set. In Table 1, we provide the per-category results for the main methods: R-FCN \textsuperscript{15}, FGFA \textsuperscript{14}, Causal FGFA, MemNet-6 and ClockNet. To better illustrate the performance gain of leveraging temporal data, we show the per-category AP gain of ClockNet over R-FCN \textsuperscript{15} in Figure 1, where each sub-figure shows different subsets of the data set corresponding to the columns of Table 1 in the main paper: “all” corresponds to all frames of the data set. “fast, medium, slow” correspond to subsets of the frames where objects move fast, normal (medium fast) and slow. These subsets have been defined in \textsuperscript{14}.

2 Additional results of ablation studies

This section provides (i) a comparison between different aggregation schemes for MemNet, (ii) an analysis of the underlying feature representation our memory module is applied to and (iii) additional qualitative examples of the learned displacement fields. Note that we conduct ablation studies of MemNet with only half resolution images for computational reasons, which explains lower accuracies for both, baselines and our proposed methods.

First, we complement the evaluation of different aggregation schemes between memory and features from new image evidence in Section 5.1 of the main paper. Table 2a compares simple averaging and the weighting described in the main paper with adaptive weighting from \textsuperscript{14} and the recently proposed AdaScan \textsuperscript{47}. As already discussed in the main paper, it is interesting to see that simple averaging gives on par results with more complex weighting schemes.

Second, we apply the proposed MemNet on different levels of a ResNet-50 feature extractor: “conv3”, “conv4”, “conv4+conv5”, and “conv5”. For this
| Category | R-FCN [15] | FGFA [14] | Causal-FGFA | MemNet-6 | ClockNet |
|----------|------------|-----------|-------------|----------|----------|
| airplane | 89.3       | 88.5      | 87.1        | 89.0     | 89.0     |
| antelope | 77.9       | 80.1      | 78.7        | 80.9     | 80.6     |
| bear     | 82.2       | 83.6      | 85.8        | 82.2     | 84.4     |
| bicycle  | 68.5       | 71.6      | 71.8        | 68.3     | 71.6     |
| bird     | 71.9       | 73.4      | 74.8        | 73.2     | 72.9     |
| bus      | 77.0       | 79.3      | 80.2        | 77.1     | 78.9     |
| car      | 56.5       | 61.0      | 58.6        | 57.9     | 59.3     |
| cattle   | 67.5       | 71.5      | 68.2        | 69.9     | 70.4     |
| d_cat    | 69.6       | 73.5      | 73.1        | 69.8     | 73.7     |
| dog      | 82.0       | 83.6      | 83.1        | 83.7     | 82.8     |

| Category | R-FCN [15] | FGFA [14] | Causal-FGFA | MemNet-6 | ClockNet |
|----------|------------|-----------|-------------|----------|----------|
| elephant | 75.3       | 77.0      | 77.2        | 75.1     | 76.6     |
| fox      | 87.2       | 89.9      | 89.6        | 89.5     | 89.5     |
| g-panda  | 78.7       | 80.9      | 94.0        | 80.1     | 79.2     |
| hamster  | 89.6       | 94.0      | 94.1        | 88.6     | 94.6     |
| horse    | 69.9       | 70.8      | 76.1        | 72.1     | 71.1     |
| lion     | 41.5       | 55.9      | 48.3        | 64.8     | 57.3     |
| lizard   | 77.9       | 79.0      | 78.7        | 80.0     | 78.3     |
| monkey   | 51.6       | 79.0      | 50.6        | 52.8     | 50.1     |
| motorbike| 81.2       | 50.9      | 82.2        | 83.5     | 81.1     |
| r-panda  | 63.1       | 84.2      | 61.2        | 64.0     | 69.0     |

| Category | mAP | R-FCN [15] | FGFA [14] | Causal-FGFA | MemNet-6 | ClockNet |
|----------|-----|------------|-----------|-------------|----------|----------|
| rabbit   |     | 80.7       | 86.9      | 78.5        | 78.1     | 84.2     |
| sheep    |     | 51.0       | 62.2      | 57.8        | 57.8     | 58.2     |
| snake    |     | 75.5       | 74.8      | 76.7        | 75.7     | 75.5     |
| squirrel |     | 55.4       | 60.9      | 58.8        | 58.3     | 57.0     |
| tiger    |     | 90.1       | 91.7      | 90.4        | 90.8     | 92.1     |
| train    |     | 82.6       | 81.3      | 81.6        | 84.1     | 80.6     |
| turtle   |     | 80.0       | 81.0      | 81.9        | 78.5     | 80.1     |
| watercraft|    | 68.2       | 67.4      | 67.5        | 64.0     | 66.7     |
| whale    |     | 74.5       | 75.3      | 71.9        | 72.4     | 72.0     |
| zebra    |     | 91.0       | 91.2      | 89.8        | 90.8     | 91.9     |

Table 1: Per-category AP (%) on ImageNet VID validation set.

particular application of object detection in videos, one can observe from Table 2b that “conv5” gives the best results overall. Other applications may require different setups.

Finally, we also provide more examples of the learned displacement fields in Figure 3. As in the example in the main paper, we can see that after fine-tuning FlowNet, objects tend to move as a whole, while different motion of individual parts is suppressed. Moreover, we also see some examples where the initial FlowNet only provides motion for parts of an object but after fine-tuning the whole object is covered, thus refining the flow.
Fig. 1: Per-category performance gain of ClockNet over R-FCN [15] on ImageNet-VID validation set (a) as well as the fast, medium and slow speed splits (b-d).

3 Qualitative results

Figure 3 illustrates additional qualitative results of our memory networks and the RFCN baseline [15], as in Figure 7(a-b) of the main paper.

4 Feature anticipation

In this section, we complement the feature anticipation experiment conducted in Section 5.3 of the main paper. Due to space limitations, we only showed a plot
Average Weighting Adaptive Weighting [14] AdaScan [47]

|       |       |       |       |
|-------|-------|-------|-------|
| mAP   | 66.4  | 66.4  | 66.2  |

(a)

|       | conv3 | conv4  | conv4+conv5 | conv5 |
|-------|-------|--------|-------------|-------|
| mAP   | 66    | 66     | 66.2        | 66.4  |

(b)

Table 2: Detection performance of MemNet in ablation studies on ImageNet-VID validation set. (a) shows the impact of different aggregation schemes and (b) shows different levels of the feature representation where the memory module is employed.

for feature propagation (Figure 7d) but not for anticipation. Here we provide the same figure for feature anticipation, see Figure 4. We can observe that ClockNet is more efficient than MemNet in anticipating features over long distances, which is similar to our observations for feature propagation.
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Fig. 2: We illustrate the impact of jointly fine-tuning the FlowNet with the object detector. For each example consists of 4 images: the 2 input images ("Image0, Image1") and the displacement field before and after fine-tuning. The figure shows 2 columns and 4 rows of examples.
Fig. 3: Qualitative results of MemNet, ClockNet and the RFCN baseline
Fig. 4: Mean AP of MemNet and ClockNet with respect to different anticipation lengths $\delta$. 