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Abstract—Deep Learning has thrived on the emergence of biomedical big data. However, medical datasets acquired at different institutions have inherent bias caused by various confounding factors such as operation policies, machine protocols, treatment preference and etc. As the result, models trained on one dataset, regardless of volume, cannot be confidently utilized for the others. In this study, we investigated model robustness to dataset bias using three large-scale Chest X-ray datasets: first, we assessed the dataset bias using vanilla training baseline; second, we proposed a novel multi-source domain generalization model by (a) designing a new bias-regularized loss function; and (b) synthesizing new data for domain augmentation. We showed that our model significantly outperformed the baseline and other approaches on data from unseen domain in terms of accuracy and various bias measures, without retraining or finetuning. Our method is generally applicable to other biomedical data, providing new algorithms for training models robust to bias for big data analysis and applications. Demo training code is publicly available\(^1\).
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I. INTRODUCTION

Dataset bias is inherent to big biomedical data, due to its heterogeneity, incidental endogeneity and dynamic nature [1]–[3]. Such bias mars the central assumption of machine learning models: both train and test data should be independent and identically distributed (IID). As the result, dataset bias leads to difference between the estimated and the true value of desired model parameters, which is the bias commonly used in statistics to describe the performance of an estimator [4], [5]. Fig. 1a & b describes the potential problems and sources of dataset bias in medical datasets, where \(D\), \(Pr(X)\) and \(Pr(Y)\) are the distribution of hospital-specific process, patients and doctors (labelers) respectively. Due to different hardware conditions, diagnosis policy and many more hospital-specific factors, \(Pr(D)\) is varying by hospitals. As a result, model trained on internal hospitals \(Pr(y|x, D_{in}, \theta)\) cannot generalize to external sites \(D_{out}\) if the internal datasets do not span the distribution of \(Pr(D_{out})\). This can be dangerous because clinicians might wrongly trust the system based on the internal observation.

A. Case Study - Chest X-rays

Recently, Zech et al. [6], [7] collected in total 158,323 CXRs from three institutions (NIH, MSU and IU) and studied the dataset bias problem carefully. By manually reviewing the CXRs, they observed that: (1) More than 80% of CXRs in MSU were tagged as portable inpatient scans, as those patients were too sick to move; in contrast, all CXRs of IU were outpatient and had no such tags on the images; as a result, model trained on MSU was leveraging the detection of portable tag to calibrate its prediction, leading to poor generalization in IU dataset; (2) NIH CXRs have chest tubes frequently for samples labelled with Pneumothorax; consequently, model from NIH heavily relied on the detection of obvious chest tubes instead of the subtler pneumothorax itself; this feature was not helpful for prediction because only after patients being treated would they have the chest tube. They further claimed that those hospital system-specific biases were complicated and hard to fully assess what factors were contributing the predictions exactly. But clearly all models were suffering from performance degradation on external set.

Following this line of research, we also collected more than 550,000 CXRs from three publicly available dataset: NIH, CheXpert and MIMIC [8]–[10]. Instead of manually studying the images, we use statistical tool called Classifier Test [11] to unveil dataset biases. The basic idea is to train a dataset classifier to tell which dataset the input is from. If there is no domain shift or hospital-specific bias, the classifier should act as random guessing. Surprisingly, we found that despite data is of the same modality and body-part, a simple convolution neural network (CNN) achieved near-perfect classification accuracy (see Appendix A for more details), meaning that severe dataset biases were induced during the creation of the image.

B. Problem Statement - Learning under Unknown Bias

Developing useful machine learning models under intractable dataset bias has been well studied for the past few years [12], [13]. Without knowledge about the underlying mechanisms, most of the methods are trying to utilize datasets from multiple source to learn domain-invariant models [14], [15]. This is a common setting called multi-source domain generalization (MSDG). However, in practice we usually have rich samples of \(Pr(X)\) (data points) but very few \(Pr(D)\) (datasets). Thus, how to effectively utilize limited available datasets from different sources are the core of MSDG.

We here define our problem setting. Our goal is to train a model that perform well for in-domain datasets and generalize well to unseen domain. Formally, denote \(D_i :=\)
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Q: What if $D_{out} \not\subseteq D_{in}$? $Pr(y|x; D_{out}; \theta) \neq Pr(y|x; D_{in}; \theta)$

C. Contribution

To learn domain-invariant predictors more efficiently, we: 1. designed a new loss function that regularizes the bias learning by modelling each training domains explicitly; 2. proposed a new data augmentation methods to improve model generalization by generating domain-guided perturbed hidden activations (see Fig. 1). We verified our methods through extensive experiments and obtained superior performance compared to prior approaches.

For the following contents, we first introduced existing works on dataset bias and domain generalization in section II; then in section III, we demonstrated the intuition and methodology of our proposed methods; as a case study, section IV presented our experiments and provided quantitative and qualitative results on Chest X-ray datasets; we discussed our major findings and concluded the paper in V.

II. RELATED WORK

Various metrics have been proposed to quantify the biases of dataset. The pioneering work in [12] suggested use cross-dataset generalization: measure the relative performance drop between the original test set and the new dataset, as long as they come from the same domain. [13] proposed to replace the relative measure by direct difference followed by a sigmoid function, in order to better preserve the information about internal test set. Cross-dataset generalization is an intuitive and interpretable measure, hence it is widely used in the machine learning community [14], [16]. On the other hand, one can also perform Classifier Two-sample Test (C2ST) to verify whether two datasets are drawn from identical distribution [11]. The
idea is that if two datasets are in the same domain, a binary classifier trained on their joints should predict with chance-level on which dataset the sample is drawn.

Besides the quantitative measures, several visualization techniques can be applied to qualitatively understand the source of biases. In [14], the trained weights of a linear-SVM classifier were overlaid on original images to discover the pattern of their spatial distribution; [17] generated the class activation heatmaps (CAM) to visualize the most contributed regions in input image for a trained CNN; [18] proposed the guided backpropagation gradient activation heatmap (guided grad-CAM) to provide pixel-level attention of CNNs. In other fields such as natural language processing, the attention mechanism [19] is an effective way to visualize the focus of the model; One can also use Local Interpretable Model-Agnostic Explanations method (LIME) [20] to understand the model attentions. By comparing the model “attention” with human sense, we can verify whether the learning algorithm is learning the correct representation features and infer the source of data biases. If human attention heatmap is given, one can also use Spearman’s rank correlation coefficients [21] or earth mover’s distance [22] to provide quantitative measures [23], [24].

Several framework has been developed to address dataset bias or domain generalization, where the goal is to train a model that generalizes to unseen datasets or domains. One of the earlier work [14] was based on max-margin learning (SVM), which modeled biases as per-dataset bias vectors in classifier space. During training, SVM maximized the objective of each dataset by constructing a classifier using addition of dataset-specific bias vector and bias-free vector; then for inference, the bias-free vector was used alone as bias-removal classifier. Built on top of it, [13] conducted more extensive experiments by using DECAF features [25] as input to the model. The author found that the bias removal technique in [14] worked better when using classical BOWSift features [26] while for DECAF features the opposite held. [15] further extended this shallow bias modelling structure to end-to-end training low-rank parametrized deep model and observed better performance.

Another series of work on domain generalization focus on feature level and aim to learn domain-invariant feature representation. In [27], a kernel-based method was used to project the data into common feature space where domain dissimilarity was minimized while the functional relationship of label was preserved. In [28], domain-robust feature was learnt by a multi-task data reconstruction autoencoders. Domain adversarial training technique could also be used for learning domain-independent feature by fooling a domain classifier [29] or aligning distributions among different domains [30].

There are also efforts on addressing domain generalization through modifying the input data. [31] shuffled the original image patches and added an auxiliary recompose task to the model to improve generalization. [32] used generative adversarial network (GAN) to generate domain-independent images. [33] developed a new dataset resample paradigm (REPAIR) that improved the model generalization by training on a re-weighted dataset. The one most similar to ours is cross gradient training [34], which generated inter-domain data by domain-guided perturbations of the inputs.

A similar work that attempted to address dataset bias of Chest X-ray (CXR) data is [35], where the authors collected ten CXR datasets internationally. However, they did not provide an effective method for handling dataset bias apart from directly trained and tested them in leave-one-out scheme. Also, their task (predict normal or abnormal) is simpler than ours.

### III. Proposed Methods

#### A. Bias-regularized Learning

We start by revisiting the undoing-bias framework in [14]. Formally, let \( z_i^j \) be the extracted feature of sample \( x_i^j \), we aim to solve the following soft-constrained max-margin (SVM) optimization problem:

\[
\min_{w_{vw}, \Delta_i} \frac{1}{2} \|w_{vw}\|^2 + \frac{\lambda}{2} \sum_{i=1}^{N} \|\Delta_i\|^2 \\
+ \sum_{i=1}^{N} \sum_{j=1}^{d_i} C_1 \max(1 - y_j^i w_{vw} z_i^j, 0) \\
+ \sum_{i=1}^{N} \sum_{j=1}^{d_i} C_2 \max(1 - y_j^i w_i z_j^j, 0)
\]

where \( w_{vw} \) is our visual world (debiased) classifier, \( w_i = w_{vw} + \Delta_i \) is the biased classifier for \( i^{th} \) dataset and \( C_1, C_2 \) is the balancing hyper-parameters. Intuitively, here the learning of bias is controlled by regularizing the norm of classifiers. \( w_{vw} \) is encouraged to only capture domain-invariant features while \( w_i \) leverage dataset-specific features.

The above SVM framework have several drawbacks: 1. the feature representation \( z_i^j \) is not learnt end-to-end, where the original authors use BOWSift [26]; 2. the hinge loss is not optimizer-friendly since it is not differentiable everywhere; 3. we cannot have a probability interpretation of the prediction, which is crucial in assisting medical diagnosis; 4. it models the bias weights with only additive relation. Thus, we firstly propose to train the feature extractor end-to-end using deep model. That is, \( z_i^j = F(x_i^j; \theta) \) where \( F(\cdot; \theta) \) is a neural net feature extractor parametrized by \( \theta \). During training, \( \theta \) is updated by back-propagating the gradient through \( z_i^j \). Secondly, we propose to train the network using cross-entropy loss to accommodate 1 and 2. Lastly, for 3 we introduce \( \alpha_i \) for each dataset as an additional trainable parameters, such that \( w_i = \alpha_i \odot w_{vw} + \Delta_i \), where \( \odot \) represents the element-wise product. Here \( \alpha_i \) models the multiplicative relation between the model bias and visual world. This enables the model to capture both the feature shifts and scaling of the bias datasets. With those changes, our proposed cross-entropy training objective is

\[
L(v) = \|w_{vw}\|^2 + \sum_{i=1}^{N} \lambda \|\Delta_i\|^2 + \gamma \|\alpha_i - 1\|^2 \\
+ \sum_{i=1}^{N} \sum_{j=1}^{d_i} C_1 L_y(w_{vw} z_i^j, y_j^i) + C_2 L_y(w_i z_j^j, y_j^j)
\]
where \( v = (w_{vw}, \theta, \Delta_i, \alpha_i) \) and \( L_y \) is the negative log-likelihood between the last linear layer and ground-truth label.

We highlight the importance of the regularization term \( ||w_{vw}||^2 \) of visual world classifier in our proposed cross-entropy loss, because \( w_{vw} \) can easily overfit on a solution that takes advantage of all the bias features, leading to poor generalization performance in external set. To see this, consider a learned feature embedding \( f = [f_1, f_{b1}, f_{b2}] \), where \( f_1 \) is the common feature, \( f_{b1} \) and \( f_{b2} \) are the bias feature presented in \( D_1 \) and \( D_2 \). Ideally, we want \( w_{vw} = [w_c, 0, 0] \) such that it can generalize to some unseen dataset or domain \( D_3 \). However, without proper regularization, \( w_{vw} = [w_c, w_1, w_2] \) can still be a valid solution if for \( D_1 \) we have \( f_1 = [f_c, f_{b1}, 0] \) and for \( D_2 \) we have \( f_2 = [f_c, 0, f_{b2}] \). By penalizing the norm of \( w_{vw} \) more than \( \Delta_i \) and \( (\alpha_i - 1) \), we push the bias learning to those bias vectors instead of visual world classifier.

B. Domain-guided Augmentation

The above framework model the bias in higher level classifier space. However, since we have limited training domains, our feature extractor can still overfit on the in-domain data. Synthesizing new domain data and augment them to training set could be a potential solution, as the model could have higher chance to span target domain distribution. One simple strategy of augmenting unseen domain data is to use Mix-up [36], [37] technique, where synthetic data are generated by linearly mixing samples from different datasets. However, as we will show in the following section, when the dataset-bias are severe, this method suffer from the convergence problem. Also, the diagnosis of medical imaging are usually relying on fine-grained features of the image. In this case, naive mixing samples will destroy the crucial details in the data.

Another idea is to augment the training data by Cross-gradient Training method [34]. Formally, consider a dataset classifier \( g_d(\cdot; \phi) \) and data point \( (x^j, y^j) \), we can generate a new sample \( \tilde{x}^j = x^j + \epsilon \nabla x^j L_d(g_d(z^j; \phi), i) \), where \( \epsilon \) is the step size and \( L_d \) is the dataset classification loss. Then we can train the model with this synthetic data \( (\tilde{x}^j, y^j) \). To ensure the gradient change have minimum effect on the label \( y^j \), we also augment the training of \( g_d(\cdot; \phi) \) with \( (\tilde{x}^j, y^j) \), where \( \tilde{x}^j = x^j + \epsilon \nabla x^j L_y(w_{vw}, \tilde{z}^j) \). This makes the dataset classifier insensitive to the labels and hence \( \nabla x^j L_d(g_d(z^j; \phi), i) \) won’t change \( y^j \).

Our proposed method is built upon this idea. However, differ to [34], we do not train a separate network for \( g_d \). Instead, \( g_d \) is just a linear layer which directly takes the feature embedding \( z^j = F(x^j; \theta) \) as input and output the dataset classification logits. During training, the gradient \( \nabla z^j L_d(g_d(z^j; \phi), i) \) will not propagate through \( F(\cdot; \theta) \) and \( L_d \) is only used to update \( \phi \). The reasons for this design lie in two folds: training a separate feature extractor for \( g_d \) or propagating the gradient through \( \theta \) will lead to gradient vanishing \( ||\nabla z^j L_d(g_d(z^j; \phi), i)|| \approx 0 \), because the dataset classifier is significantly easier to train; more importantly, observing that now \( L_d \) is differentiable with respect to \( \theta \), we can augment the intermediate features in addition to the input \( x^j \), leading to a new multi-layer augmentation training paradigm. Specifically, given a pre-determined set of layer output, e.g. \( \mathbb{S} = (x^j, q^j, z^j) \), where \( q^j \) and \( z^j \) are the output of the last convolution and fully-connected layer, respectively. For each training step we can sample one of the layer output, say \( q^j \), compute \( \nabla q^j L_d(g_d(z^j; \phi), i) \), generate a new augmentation feature point \( \tilde{q}^j = q^j + \epsilon \nabla q^j L_y(w_{vw}, \tilde{z}^j) \) and feed \( \tilde{q}^j \) to the following layers. We shall also follow Cross-gradient Training to generate \( \tilde{q}^j = q^j + \epsilon \nabla q^j L_y(w_{vw}, \tilde{z}^j) \) and augment the training of \( L_d \). Because the augment data point does not belong to any specific datasets, \( \tilde{q}^j \) is only fed to the visual world classifier for training \( \theta \) and \( w_{vw} \). In this way, we improve the robustness of our feature extractor to unseen data. We name this novel domain-guided augmentation method as Multi-layer Cross-gradient Training (MCT).

Together with the Bias-regularized Learning, we summarize the overall model pipeline in Fig. 2 and the training pseudo-code in Algorithm 1.

IV. EXPERIMENTS

A. Datasets

We use three large-scale Chest X-ray datasets as a case study, which are all open-sourced. They are NIH ChestX-ray14 from NIH Clinical Center [8], Stanford CheXpert from Stanford Hospital [9] and Mimic-CXR from Beth Israel Deaconess Medical Center [10]. Since the above datasets have different label categories, we select 5 common diseases (Atelectasis, Cardiomegaly, Consolidation, Edema and Effusion) that they share with each other. We also discard all the lateral scans in CheXpert and Mimic-CXR as NIH only have
Algorithm 1: MCT with Bias-regularized Learning

**Input:** Multi-source labeled data $D_i = \{(x_{i1}^j, y_{i1}^j), (x_{i2}^j, y_{i2}^j), ..., (x_{id}^j, y_{id}^j), i = 1, ..., N$; step size $\epsilon$, learning rate $\eta$, number of training steps $s$, trade-off parameters $C_1, C_2, C_3, \lambda, \gamma$; selected augmentation layer set $S$.

**Output:** Label and dataset classifier parameters $\theta, \phi, w_{vw}, w_i, \Delta_i, \alpha_i, i = 1, ..., N$.

Randomly initialize $\theta, \phi, w_{vw}$ and $\Delta_i$, initialize $\alpha_i = 1, i = 1, ..., N$.

**Function** MCT (label loss $L_y$, domain loss $L_d$, layer set $S$):

Randomly sample a layer from $S$ and denote the sampled layer embedding as $Q$.

Generate augmentation sample $\tilde{Q} = Q + \epsilon \nabla Q L_d$ and $\hat{Q} = Q + \epsilon \nabla Q L_y$.

Feed $\tilde{Q}$ and $\hat{Q}$ to the following layers, obtaining augmented final embedding $\tilde{Z}$ and $\hat{Z}$.

**End Function**

for $s$ training steps do

Randomly sample a mini-batch $(X, Y, D)$, where $D$ contains the dataset labels of each sample.

Compute the feature embedding $Z = F(X; \theta)$, visual world classification loss $L_y(w_{vw}Z, Y)$ and the dataset classification loss $L_d(g_d(Z; \phi), D)$

Call function MCT($L_y(w_{vw}Z, Y), L_d(g_d(Z; \phi), D), S$) to generate augmented embedding $\tilde{Z}$ and $\hat{Z}$.

Compute the augmentation training loss $L_y(w_{vw}\tilde{Z}, Y)$ and $L_d(g_d(\tilde{Z}; \phi), D)$

Split $(X, Y, D)$ into per-dataset batch $(X^i, Y^i, i)$; compute bias classifier loss $L_y(w_iZ, Y)$

Update $\theta = \theta - \eta \nabla_\theta (C_1 L_y(w_{vw}Z, Y) + C_2 L_y(w_iZ, Y) + C_3 L_y(w_{vw}Z, Y))$

Update $w_{vw} = w_{vw} - \eta \nabla w_{vw} (C_1 L_y(w_{vw}Z, Y) + C_2 L_y(w_iZ, Y) + C_3 L_y(w_{vw}Z, Y) + ||w_{vw}||^2)$

Update $\Delta_i = \Delta_i - \eta \nabla \Delta_i (C_2 L_y(w_iZ, Y) + \lambda ||\Delta_i||^2)$; similarly to $\alpha_i$

Update $\phi = \phi - \eta \nabla_\phi (L_d(g_d(Z; \phi), D) + L_d(g_d(\tilde{Z}; \phi), D))$

**End for**

Intuitively, $PD$ measures the change of cross dataset performance, normalized by the internal set score. $PD > 0$ indicates that biases are present, which becomes more severe when it gets closer to 1. If $PD < 0$, it means internal performance is sub-optimal and no informative conclusion can be drawn by cross-dataset evaluation.

2) Classifier Two-sample Test: The Classifier Two-sample Test (C2ST) aims to determine whether two datasets are drawn from the same distribution by training a binary classifier to differ from each other. Formally, given two datasets $D_1$ and $D_2$, we can construct a new dataset $D_{tc}$ [11]

$$D_{tc} = \{(x_{i1}^1, 0)\}_{i=1}^{d_{tc}} \cup \{(x_{i1}^2, 1)\}_{i=1}^{d_{tc}} := \{(z_i, l_i)\}_{i=1}^{d_{tc}}$$

and a binary classifier $g : X \rightarrow [0, 1]$ to be the conditional probability estimation of $p(l_i = 1 | z_i)$. Then we can obtain the classification accuracy according to

$$Acc = \frac{\sum_{i=1}^{d_{tc}} 1[\|g(z_i) > 0.5\] = l_i].$$

Intuitively, if the two datasets are from the same distribution, the test set $Acc$ should be close to 0.5, i.e. no better than random guessing. Otherwise, there must be some distinct features in one of the dataset which are exploited by the classifier.

C. Results on Large-scale CXRs

In this section, we evaluate our proposed methods on Large-scale CXR datasets. For training, we resize all the images to $256\times256$, followed by a random crop of $224 \times 224$. Unlike [9], we do not use random horizontal flip since some diseases (e.g. Cardiomegaly) rely on spatial information. AlexNet [39]...
pretrained on Imagenet [40] is used as feature extraction backbone for all the models which are compared in the following sections unless specified. As each patient can have multiple diseases at the same time, our task is essentially a multi-label classification. We use binary cross-entropy loss for each disease. Hyperparameters are determined by validation set and the selected $\mathcal{S}$ of MCT here is the input and the last dense layer of feature extraction network. We implement all our experiments with Pytorch [41].

1) Classification on Seen Datasets: Remind that we not only want our model generalize well on unseen sets, but also on the available internal sets. Thus, we first evaluate how our proposed methods perform on seen datasets. We use leave-one-out scheme for splitting the domains and run experiments on all possible dataset combinations. Table II shows the internal performance of various models.

We choose vanilla Alexnet as our baseline and also compare our methods to several advanced models on domain adaptation and generalization. Specifically, in the baseline we combine and train all the datasets together (train-them-all-together) without other special strategy. In domain adversarial training (DANN) [29] we want to learn a domain-invariant feature representation by fooling a dataset discriminator. In REPAIR [33], we fix a trained feature extractor and assign a trainable weight for each sample to minimize the dataset representation bias; then we resample the dataset according to the weights and retrain the network. In Mixup [36], inputs and labels are modified to be weighted sum of data from different domains. In CrossGrad [34], adversarial inputs are synthesized guided by domain perturbations. We found that DANN fails to converge because the gradient of domain discriminator dominates the feature learning; REPAIR does not help for the internal performance; Mixup is worse than vanilla baseline; Crossgrad suffers from gradient vanishing problem. On the contrary, our proposed undoing bias framework with cross-entropy loss (E2E-CE) surpass all the alternatives, suggesting that there is performance gain by modelling dataset bias carefully in multi-source data training. The performance is further increased by using our proposed MCT augmentation. Notice that the bias weight vector in our proposed model performs better than the visual world ones in the internal set, indicating that our model effectively encode dataset-specific information in the bias model.

2) Classification on unseen dataset: Table III demonstrates the AUC score of each model tested on external set. Unlike what is found in [13] where the undoing bias framework [14] perform worse with DECARF feature, we show that by training the model end-to-end we can in fact get better performance on external generalization. Moreover, we observe similar results as in internal set performance. Our proposed method surpass all the comparing methods in every domain split, closing the performance gap between internal and external domain. We also find that popular domain adaptation methods such as DANN [29] and data augmentation methods such as Mixup [36] do not work well for CXR data.

3) Measuring The Bias: In this section, We further present the bias measurements of each model. We extract the hidden representation of trained models at the last layer of feature extractor and train a dataset classifier on top of that to perform the classifier Test. Table IV summarizes the results. Several observations can be drawn: 1. although CXR data seems to be very similar to each other regardless of its origin, training a deep model naively can significantly induce dataset bias, leading to large generalization gap when testing on other source of data; 2. our proposed methods obtain the best average performance with much smaller performance drop between internal set and external set; 3. our proposed methods have smaller dataset bias.

We plot the feature representation of baseline model and our proposed methods by using t-SNE visualization [42] for better demonstration. By looking at Fig. 3, we can observe that the dataset bias is clearly present in the vanilla baseline model. On the other hand, the t-SNE embeddings of different datasets are mixed together in our proposed methods, indicating the effectiveness of bias mitigation of our model.

![Fig. 3. t-SNE visualization of Alexnet baseline (left) and our proposed E2E-CE with MCT models (right). Different colors represent different datasets (blue: CheXpert, red: MIMIC). It can be seen that embeddings are well separated in baseline method, suggesting bias are heavily present, while embeddings in our proposed method are more mixed.](image)

**D. Grad-CAM**

To understand how the bias affect our disease prediction, we plot the gradient-guided activation heatmap (Grad-CAM) [18] [43] for the proposed models. Figure 4 visualizes two sets of results randomly chosen from the external set. We can see that the vanilla Alexnet may take advantage of the unrelated tags and is subject to noise, while our proposed model is being more discriminative and robust.

We also provide quantitative measure for our generated heatmaps by comparing it to the ground-truth annotation using...
Spearman’s rank correlation coefficients [21], which measures the rank order between two sets. The results are shown in Table IV. It can be seen that our proposed method has better correlation with human annotations.

V. DISCUSSION AND CONCLUSION

Due to heterogeneous and confounding data creation process, dataset bias is a common problem in medical datasets. In this study, we showed that (1) naively training and using deep models on medical data is subject to dataset bias, leading to poor generalization ability; (2) our proposed MCT with Bias-regularized Learning framework effectively utilizes multi-source training data, mitigating the damage of dataset bias and closing the performance gap between internal domains and unseen domains without retraining or domain-adaptation. Although we performed case study mainly on medical images, it is easy to adapt it to other forms of biomedical data such as electronic health records, since our proposed methods mainly work on the hidden space of the deep models. Our future work includes investigating the choice of augmentation layer set for different neural network architectures and testing our model on other tasks.

APPENDIX A

Fig. 5 shows the classification results on a random subset with a simple CNN. The network architecture is simply stacks of 5 convolution blocks followed by a fully-connected layer, with each block to be conv-relu-maxpool. We found that deep CNN could easily differentiate which hospital the data came from, indicating the presence of dataset bias.

APPENDIX B

We explicitly test our novel MCT domain-guided augmentation methods on three popular domain-generalization datasets. They are

- Google Fonts [34]: the task is to classify 36 characters collected from 109 fonts;
- Rotated-MNIST [28]: this dataset is created by rotating the original MNIST dataset with 6 different degress: 0, 15, 30, 45, 60 and 75. Each image now has a digit label and rotation angle as its domain;
- Office-Caltech [44]: there are in total ten different common object categories of four domains (Amazon, Caltech, DSLR and Webcam). Domains tend to have very different viewing angles, object background and etc.
Fig. 4. Grad-CAMs of Alexnet baseline model and our proposed model for Cardiomegaly (enlarged heart) classification. From left to right is original CXR scans, Grad-CAMs of Alexnet overlaid on the original image and Grad-CAMs of our proposed E2E-CE+MCT model, respectively. The green boxes in the original CXRs are the lesion regions labeled by radiologists, whereas in the Grad-CAM figures brighter region indicates higher contribution to the prediction.

The experiment details are as follows: for Google Fonts and Rotated-MNIST (R-MNIST), We use the same configuration as in [34]; for Office-Caltech, we use the same setting as Google Fonts. The selected layers $S$ for the three experiments are all the layers including the input but without the first convolution and the last dense layer. Results are shown on Table V, where the baseline method of Google Fonts and Office-Caltech is LeNet [45] without special training, while that of R-MNIST is CCSA [46]. Our proposed MCT augmentation method surpasses other comparing model by a large margin.
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TABLE V

| Models       | Fonts | R-MNIST | Office-Calltech |
|--------------|-------|---------|-----------------|
| Baseline     | 68.5️⃣| 95.6️⃣| 41.6            |
| DANN [29]    | 68.9️⃣| 98.0️⃣| 43.8            |
| CrossGrad [34]| 72.6️⃣| 98.6️⃣| 44.3            |
| MCT (ours)   | 73.1  | 99.6  | 47.8            |

1 Results are taken directly from [34]