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Abstract

Conditional GANs have matured in recent years and are able to generate high-quality realistic images. However, the computational resources and the training data required for the training of high-quality GANs are enormous, and the study of transfer learning of these models is therefore an urgent topic. In this paper, we explore the transfer from high-quality pre-trained unconditional GANs to conditional GANs. To this end, we propose hypernetwork-based adaptive weight modulation. In addition, we introduce a self-initialization procedure that does not require any real data to initialize the hypernetwork parameters. To further improve the sample efficiency of the knowledge transfer, we propose to use a self-supervised (contrastive) loss to improve the GAN discriminator. In extensive experiments, we validate the efficiency of the hypernetworks, self-initialization and contrastive loss for knowledge transfer on several standard benchmarks.

1. Introduction

Generative Adversarial Networks (GANs) have become ubiquitous in a vast array of applications due to their modelling and synthesis power. Current high-quality GANs consist of millions of parameters, in the order of 60M for unconditioned [19] and 110M for conditioned [5] models. With these numbers, the training of these models quickly become prohibitive in terms of computing resources and amount of training data. In discriminative networks, there exist well-known methods to reuse previous learned knowledge such as feature extractors [2] and by means of finetuning [36].

The study of transfer learning for generative models has started more recently. Initially, Wang et al. [45] investigate the efficiency of finetuning a pre-trained GAN to a target domain. Later research improved the quality of transferring to small domains by reducing the number of learnable parameters [30, 33, 49] or by identifying the subspace of the pre-trained GAN that best models the target data [44]. The majority of works focus on transferring from unconditional GANs to also unconditional GANs (see also Table 1). Only some recent works consider other scenarios: MineGAN [44] considers transferring from a pre-trained conditional GAN (cGAN) to a single-class target domain, and cGANTransfer [40] proposes a method to transfer between conditional GANs. To the best of our knowledge, transferring knowledge from an unconditional source model to a conditional target model has not yet been explored.

GANs have seen astonishing improvements since their inception [12]. Initially significant enhancements were obtained by architectural improvements [5, 9, 18] as well as theoretical improvements [1, 13, 27]. One of the major milestones has been the BigGAN [5] that is able to conditionally generate realistic images learned from many-class datasets. Another line of research pursued the generation of high resolution images [17, 18]. Among the state-of-the-art in this direction are the StyleGANs [18] which are unconditional GANs that explicitly disentagle style and content in the
architectural design. Training these networks requires significant amount of computational resources. For example, it needs about 41 days to train StyleGAN with one Tesla V100 GPUs on the FFHQ dataset at 1024×1024 resolution. Transferring the knowledge of these high-quality generators to new target domains is therefore highly desirable. In this paper, we focus on how these high-quality generators can be transferred to conditional GANs.

In this paper, we use Adaptive Filter Modulation [8] to transform an unconditional GAN to a conditional GAN. The advantage of this method is that the weights of the pre-trained unconditional GAN can be used directly. The conditioned output is realized by modulating these pre-trained weights that remain frozen during the transfer with class-specific modulation parameters. However, a drawback of this approach is that the class-specific modulation parameters are learned independent of each other. To exploit the similarities, that exist between the transfers from the source to the multiple classes of the target domain, we propose to use hypernetworks [14] (see also Fig. 1). Hypernetworks have been proven efficient on diverse areas, from multi-task learning [29, 37, 41] to continual learning [43], and delivering additional improvements on weight pruning [26] over traditional networks. However, to our knowledge, they have not yet been applied for transfer learning. We here aim to show that hypernetworks can result in more efficient knowledge transfer to multi-class domains, because they allow to share the parameters between the target classes. However, the hypernetwork introduces new parameters that need to be trained from scratch and when trained on smaller target domains can lead to overfitting. To accommodate this problems, we propose self-initialization method to learn well-initialized hypernetwork without getting accessing to any real data. Furthermore, we introduce a new contrastive learning method to facilitate the training of the discriminator.

In summary our paper has the following contributions.

- We are the first to investigate knowledge transfer from unconditional to conditional GANs.
- We propose a new method based on hypernetworks and adaptive weight modulation that efficiently transfers unconditional GANs to conditional GANs.
- In addition, we propose a new approach for self-initialization of the hypernetwork parameters, and we propose to enhance the GAN discriminator with a contrastive loss. Both these novelties result in significant improvements of the knowledge transfer.
- Extensive results on several dataset show that we outperform existing methods and that FID improves significantly on several datasets (including a notable drop of 30 points on the AFHQ dataset).

| Method                        | Source | Target |
|-------------------------------|--------|--------|
| TransferGAN [45], MineGAN [44] | U      | U      |
| AdaFM [49], FreezeD [30], BSA [33] | U      | U      |
| EWCGAN [24], CDCGAN [35]     | U      | U      |
| MineGAN [44]                 | C      | U      |
| cGANTransfer [30]            | C      | C      |
| Hyper-GAN (Ours)             | U      | C      |

Table 1. Overview existing transfer learning methods for GANs according to whether involved GANs for source and target domain are unconditional (U) or conditional (C). Even though transfer learning for GANs has seen an increased research activity, transferring unconditional to conditional has not been addressed before. The existence of high-quality unsupervised models (like StyleGAN [19]) – that are the state-of-the-art in high-resolution image generation – makes their transfer to conditional target domains especially pertinent.

2. Related work

**Generative adversarial networks.** GANs play a minimax game [12] between a generator and discriminator. The discriminator aims to recognize the real distribution and the fake one, while the generator tries to synthesize a data distribution which is expected to match the real data distribution. However, optimizing GANs faces two challenges: the mode collapse and the training instability. The former means that the generated data distribution is a small subset of outputs. The latter is due to the case that preserving a Nash equilibrium for both discriminator and generator is non-trivial. The variants of GANs [1, 13, 27] propose improved theory to address these problems. Another line of work [5, 9, 18] investigates devising efficient architectures to generate high-resolution images.

**Transfer learning.** Transfer learning aims to use the knowledge of the model (i.e., source) trained on a large domain to facilitate the performance, accelerate training and reduce the amount of training data required by a model (i.e., target). Related works explored the knowledge transfer on generative models [24, 33, 44, 45, 49] as well as discriminative models [11]. TransferGAN [45] initially explore fine-tuning of pre-trained GANs, and clearly showing the efficiency with small dataset. The direct finetuning, however, lead to the mode collapse and overfitting, since all parameters are optimized with limited data. Batch statistics adaptation (BSA) [33] instead solely update the batch normalization parameters to overcome the overfitting. However, it fails to learn the target distribution, and only model the relationship between latent vectors and sparse training samples, since it uses a mean square error loss instead of the GAN loss. To overcome the finetuning, related work [30, 49] also optimize a partial set of network parameters by fixing some layers of the pre-trained GANs. However, they require to select manually the specific layer which is frozen.
or not. The recent method [24] also explore combining pre-trained GAN training with Elastic Weight Consolidation (EWC) [22]. CDCGAN [35] perform transfer learning by discovering cross-domain correspondences. An additional difference between our work and existing work on transfer learning for GANs is that we are the first to consider transferring knowledge from unconditional GANs to conditional GANs (see Table 1).

**Hypernetworks.** Hypernetworks are implicit generators [14, 42] which aim to generate parameters for other models. Hypernetworks have been applied to various tasks: architecture search [48], few-shot learning [3] and lifelong learning [43]. In this paper, we use Hypernetworks to generate the weights to modulate the learned weight of the pre-trained GAN. To our best knowledge, we are the first one to use Hypernetworks to perform knowledge transfer. Furthermore, we use Hypernetworks to achieve the knowledge transfer from an unconditional GAN to a conditional GAN. Our method can be seen as a straightforward implementation [43] of a hybernetwork, producing the entire set of weights for a target neural network. We however, substitute the task embeddings \(\{e^i\}_{i=0}^T\) for a semantically rich class space \(V\). Leveraging this space and the knowledge from the source domain of transfer learning, we are able to use more light-weight hybernetwork submodules, i.e., mainly consisting of simple affine transformations.

**Contrastive learning.** In recent years, contrastive learning has been bridging the gap between supervised and unsupervised learning [6]. Data augmentation [10, 46] has very often been used in representation learning to keep the mutual information of different augmentations while disregarding nuisances not useful for generalization. We can see it explicitly mixed into the GAN training dynamics [47, 50] when applied to the discriminator or the GAN objective as a form of data efficiency regularization. Our application can be seen as a more simplified version of contraD [16], with a joint objective for real and fake samples, and SimCLR [6] is replaced with Barlow Twins [47] as the contrastive objective. To the best of our knowledge, we are the first to show that contrastive training in the GANs can also be efficiently applied to improve transfer learning of generative models.

### 3. Methodology

As discussed above, the problem of transferring knowledge from high-quality pre-trained unconditional GANs to conditional generative models has received little attention. We argue this is important because these GANs (like e.g. StyleGAN) represent the state-of-the-art in generative models of high-resolution images and thus transferring their knowledge to smaller multi-class target domains is often desirable.

To change the unconditional GAN into a conditional one, we introduce class specific parameters that result in a class-specific modulation of the forward pass through the generator. This allows it to generate similar distributions to each target class. To prevent learning of separate modulation parameters for all of the classes, we propose to use hyer-networks to efficiently compute these class-specific weights – and importantly share the knowledge required to generate them among the classes. This is motivated by the fact that hyer-networks have been shown to efficiently transfer knowledge from one task to another one in the context of continual learning [43].

In Section 3.1 we specify the modulation mechanism used to change a pre-trained unconditional GAN into a conditional GAN. Next, in Section 3.2 we propose the hyer-networks to directly estimate the modulation parameters. However, since the introduced hyer-network needs to be trained from scratch, the system suffers from hard optimization and long training. Thus, in Section 3.3, we present a new self-distillation method to learn well-initialized weight for hyer-networks without the need of any data. Finally, in Section 3.4 we show that self-supervised learning (i.e. contrastive learning) can be applied to further improve the efficiency of the knowledge transfer and improve the quality of the generation.

We consider a source domain represented by the dataset \(D_s\) and a multi-class target domain \(D_t\). Given a pre-trained model on the source domain \(f_0(\cdot)\), we aim to use transfer learning to efficiently learn a hyer-network \(f_h(\cdot)\) that can generate weights for all classes of the target domain. Transfer learning driven by hyer-networks can be generically applied to any unconditional or conditional generative network. In this work we use StyleGANv1 as a compromise between easy conceptualization (and implementation) and generation quality.

#### 3.1. Weight generators via modulation

Here we aim to reuse the knowledge of a source generative model trained on \(D_s\). Concretely, given a pre-trained (i.e., source domain) fully connected layer (or convolution, equivalently) \(h^i(x) = Wx + b\) with pre-trained weights \(W \in \mathbb{R}^{d_{\text{out}} \times d_{\text{in}}}\) and input \(x \in \mathbb{R}^{d_{\text{in}}}\). Inspired by [8, 34, 39], we can modulate its statistics to form a different layer as

\[
\hat{W}_i = \gamma_i \odot \frac{W - \mu}{\sigma} + \beta_i, \quad (1)
\]
\[
\hat{b}_i = b + b_i, \quad (2)
\]

where \(\gamma_i, \beta_i \in \mathbb{R}^{d_{\text{out}} \times d_{\text{in}}}\) are learned parameters, \(i = 1, ..., N_c\) indicates the class, \(N_c\) is the number of classes, and \(\mu, \sigma\) are the mean and standard deviation of \(W_i\). The rationale behind this modulation is that it first removes the source style encoded in \(\mu, \sigma\) to then apply the learned one from \(\gamma, \beta\). This normalization was originally proposed by [8] and called *Adaptive Filter Modulation* (AdaFM) in
Hypernetworks\cite{13,14} aim to learn the parameters $\Theta_h$ of a metamodel, which then will generate the target parameters $\Theta_{tg}$ of the target model $f_{tg}$. In our work we will apply a hypernetwork $g$ to predict the modulation parameters. The input of the hypernetwork is a class embedding vector $v$.

This embedding vector is computed by a class embedding network $C(i; \Psi) = v \in \mathbb{V}$ with $i = 1, \ldots, N_c$ is the class label, $\mathbb{V}$ is the class embedding space, and with network parameters $\Psi$. The hypernetwork $g$ takes this embedding vector and maps it to the modulation parameters according to:

$$
\gamma_v, \beta_v = g(v; \Phi_a), \quad b_v = g_b(v; \Phi_b)
$$

where $g$ are simple affine projections of a point in the space $\mathbb{V}$ implemented by a single fully connected layer, with network parameters $\Phi_a$ and $\Phi_b$. We use $\Phi$ to denote the combination of all the parameters used by the hypernetwork: consisting of $\Phi_a$ and $\Phi_b$ for all the layers in the network.

Here the function $g$ is shared among the target classes. The modulation to produce activations $h_v(x) = W_v x + b_v$ are then given by:

$$
W_v = \gamma_v \odot \frac{W - \mu}{\sigma} + \beta_v, \quad (4)
$$

$$
b_v = b + b_v, \quad (5)
$$

where $W$ and $b$ are the frozen pre-trained weights.

To summarize, a hypernetwork enhanced generator $f$ will be given a class embedding $v$ and a normalized source weight $\tilde{w}$ to produce the desired target weights following Eq. (3) as $f_{\tilde{w}}(v) = \gamma_v \odot \tilde{w} + \beta_v = w$ and pictured in Fig. 2 (top). This new method can be incorporated to unconditional and conditional pre-trained architectures for transfer learning. It is also compatible with pre-existing style modulation techniques, e.g., it is shown implemented in a StyleGAN\cite{18} convolutional block in Fig. 2 (right).

Traditionally, reusability can be introduced in the hypernetwork to reduce the number of trainable parameters. This is achieved by reapplying the metamodel for different partitions of the target model parameters, also called chunking\cite{43}. It is worth noting that this design does not use it since, with the use of transfer learning and the enhanced domain space, each generator can be reduced to a minimum of a learned affine transformation, constituting a rather shallow but performing hypernetwork.

### 3.3. Self-alignment

The introduction of the new modules causes the augmented source model to initially lose its learned synthesis performance (see also Fig. 5a), mainly because the parameters $\Psi, \Phi$ have not been learned yet, as well as due to the removal of domain-specific statistics prior to the introduction of new ones, as seen in Eq. (4). This procedure is not

---

**Figure 2.** Generator $f$ with hypernetwork $g$ (top), regular StyleGAN\cite{18} generator block (left) and block augmented with hypernetwork generators (right). Blocks A and g are affine transformations coming from shared latent spaces $\mathbb{W}$ (frozen) and $\mathbb{V}$ (learned), respectively. Block $B$ is a frozen noise scaling. Original figure from\cite{18}.
necessarily bad, since new classes will only learn to produce their respective target statistics and not to compensate for the source ones. However, general training times will be affected since the network has to re-learn multi-scale feature statistics that produce real-world pixel distributions.

Therefore we propose to self-align the parameters $\Psi, \Phi$. The alignment is performed between the pre-trained generator network without hypernetwork and the one with hypernetwork (see Fig. 3). The aim is to not simply recover the original weight statistics, but also to initialize a sensible latent space for the embedding vectors $v$ that could be further augmented by new classes.

We will perform this initialization as a first step before the final finetuning on the target data takes place. The hierarchical features extracted from the pre-trained model are given by $F_{PT}(z) = \{G_{PT}(z^l)\}$ and the ones with hypernetwork by $F_{hyp}(z) = \{G_{hyp}(z, \phi(C(z^0); \Phi)); \}$. After self-initialization we set the class input to the class-embedding $G$ network by $F$ and improves the quality of the generated results. We verify that this significantly reduces the training time.

The alignment is performed between the pre-trained generator (left) and the one with hypernetwork (right). Both networks are initialized with the same pre-trained weights (green) that are frozen. The new hypernetwork weights (yellow) are learned during the self-alignment. This operation does not require any data since it can be performed by simply sampling latent vector $z$.

We employ GAN [12] to optimize this problem as follows:

$$L_{gan} = \mathbb{E}_{x \sim X, c \sim p(c)} \left[ \log D(x, c) \right] + \mathbb{E}_{z \sim p(z), c \sim p(c)} \left[ \log(1 - D(G(z, c), c)) \right],$$

where $p(z)$ follows the normal distribution, and $p(c)$ is the domain label distribution.

The final training objective is

$$L_{GAN} = L_{gan} + \lambda_{contr} L_{contr}$$

with the scaling factor $\lambda$ and the cross-correlation matrix $C$ computed between the intermediate representations before the final layer.

3.4. Contrastive learning

We further extend this work to achieve better sample efficiency by applying contrastive learning on the discriminator used during adversarial training. Recent works on self-supervised learning have shown that by mapping different views (generated by taking different data augmentations of the same image) to the same point in latent space, strong semantically-rich feature representations can be learned that rival their supervised counterparts. Here the idea is to exploit this fact to improve the quality of the discriminator used in adversarial training. The underlying insight is that if the discriminator can extract higher quality features, it can also better distinguish fake from real images, and as a consequence better challenge the generator, leading to higher quality images.

Concretely, we make use of Barlow Twins [47] for its simplicity and performance and apply it implicitly on the discriminator as in Fig. 4. We reuse all transformations for real and fake samples but we employ no projector network because it resulted in worse quality. The loss function is also left unchanged:

$$L_{contr} = \sum_i (1 - C_{ii})^2 + \lambda \sum_i \sum_{j \neq i} C_{ij}^2$$

4. Experiments

4.1. Settings

Training details. We devise our architecture based on the structure of a pre-trained StyleGAN. Concretely, both the generator and discriminator are direct copies of the architecture, except for the top layer of the discriminator, for which the last fully connected layer has been replaced by a
convolutional layer with $3 \times 3$ filter size, stride of 1 and output channel dimensionality of $N_c$ number (classes in target domain). The hypernetwork class network $C(\cdot)$ consists of an embedding layer for all domains, followed by four fully connected layers. The dimensionality of the whole branch is 64. The hypernetwork generators are implemented by a single fully connected layer that maps the class branch output to a dimensionality of 512. The proposed method is implemented in PyTorch [38]. Code will be made available upon publication. We optimize the model using Adam [21] with R1 regularization [28] and keep all hyperparameters from the original model, but the model is not trained progressively but fixed at resolution 256. The batch size used overall is 10 unless otherwise specified. We use a Quadro RTX 6000 GPU (24G VRAM) to conduct all our experiments.

**Evaluation metrics.** We report results on two types of metrics: single-valued and double-valued metrics. The former contains Fréchet Inception Distance (FID) [15] and Kernel Inception Distance (KID) [4]. The latter consists of Precision and Recall (PR) [23] and Density and Coverage (DC) [31]. Both PR and DC evaluate the quality and the diversity. We use all training samples available to compute the metrics, since most datasets do not have as much as 10,000 class samples per class as suggested in [15] to have a good metric estimation. KID and DC are multiplied by 100 for easier visualization and PR is given percentage-wise. FID is calculated class-wise.

**Datasets.** Our experiments are conducted on Animal Faces dataset (AFHQ) [7], FFHQ [18], CelebA-HQ [17], Flowers102 [32] and Places 365 [51]. AFHQ contains 3 classes, each one has about 5000 images. In CelebA-HQ, we use gender as a class, with 10k male and 18k female images in the training set. Flowers102 consists of 102 categories, but since the number of classes is small, we comprise an unconditional dataset. In Places 365 [51] dataset, we take as our target classes 10 categories: amphitheater, aqueduct, castle, dam, field road, fire station, pagoda, underwater - ocean deep, volcano, waterfall. In this paper, all images are resized to $256 \times 256$.

**Baselines.** We are the first to explore transfer learning from unconditional to conditional GANs, there exist only few works with which we can compare. We compare against the following baselines; TransferGAN [45] directly updates both the generator and the discriminator for the target domain. GAN Memory [8] proposed a weight modulation method to address catastrophic forgetting of GAN for lifelong learning. We explore a variant of our method, named as Hyper-GAN*, for which all parameters are updated.

### 4.2. Ablation study

**Hypernetwork.** Comparing the proposed hypernetwork (config. A and B) against explicitly learning the weight modulation for each class (No hypernet.), we see that the former benefits from the joint training and the commonalities of classes to achieve better synthesis quality. It is especially notable for its diversity increase, more than doubling for both Recall and Coverage.

**Self-initialization effect.** Training with an uninitialized hypernetwork (Figs. 5a and 5b) can lead not only to worse time efficiency but worse final quality, as seen in Fig. 5d (blue line). Here we confirm that self-initialization yields huge improvements in training time as well as a significant improvement in quality, see [25], Fig. 5d (green line).

**Class network vs traditional embedding.** In addition to the properties we achieve by including the class embedding network $C$, we can also see an impact in generation quality and diversity (config. B).

**Contrastive learning.** Adding this method resulted beneficial to transfer learning. It delivers improvements with a batch size as little as 10 samples, for which we compute an FID of 37.15 and KID of 1.66, already improving configuration B. Results reported in config. C are computed for a batch size of 60 due to computational constraints, but it should continue improving by growing the size as seen in [47]. Unfortunately, contrastive learning in the generator did not result in improved quality.

**Domain-modulation method.** We wonder what are the options to include domain-specific information on a trained network architecture. AdaFM is especially well-suited.
since it can directly modulate the learned weights, contrary to AdaIN, which modulates at the activation level. However if we disregard that, we can compare to using another AdaIN for the domain modulation. Since the normalization from one block will destroy the information included by the other, we can fix this and simplify the formulation by combining style and class depicted (a graph detailing this is included in the Suppl. Material), as $\gamma_{(s,v)} \beta_{(s,v)} = g(s) + g(v; \Phi)$, corresponding to Eq. (3). This modification can be compared to config. B and yields an FID and KID of 110.55 and 9.26 respectively (compared to our proposed method). We also conduct an experiment with updating hypernetwork, self-initialization. Finally, like for the close domain transfer, the proposed techniques (i.e., hypernetwork, self-}

4.3. Result

Quantitative results. To evaluate the performance of the proposed method, we test our method on both close domain transfer and far domain transfer. The former means both source and target domain have small domain shift, and the latter is they have a large domain gap. These two settings are used to validate the effectiveness of the proposed method on different target domains.

Close domain transfer. Here we use both the AFHQ animal dataset and CelebA human face as our target domains. For the former, the pretrained StyleGAN is optimized on FFHQ animal face. We use the pretrained StyleGAN optimized on AFHQ animal face when the target domain is CelebA human face. As reported in Table 3 (close domain column), training the network from scratch obtains catastrophic results (e.g., 498.41 FID). Using the transfer learning method (like GAN Memory) largely improves the performance (e.g., 61.84 FID for GAN Memory). The proposed method achieves better performance (denoted as Hyper-GAN) in the table, we generate more realistic and correct class-specific images among the compared methods. In addition, we also conduct an experiment with updating all parameters (denoted as Hyper-GAN*). Hyper-GAN* further improve the performance.

We also evaluate both the proposed method and the baselines on several other metrics. As reported in Table 4 we achieve the best score on all metrics, which indicates that we not only generate high quality images (corresponding to Pre. and Den.), but also diverse images (corresponding to Rec. and Cov.).

Far domain transfer. We also consider the challenging setting by using a target dataset which has a large domain gap with the source domain. Here we consider two target domains: Flower102 and Places365. For the two target datasets, we use the same source pre-trained StyleGAN, which is optimized on FFHQ. As reported in Table 3 (far domain column), in the far domain setting our method still obtains a large advantage when compared to the baselines (e.g., 127.78 FID (ours) vs 144.93 FID (GAN Memory) on Flower102). What is more interesting is that we are able to greatly improve the performance when further updating all parameters. Finally, like for the close domain transfer, the proposed techniques (i.e., hypernetwork, self-
alignment and contrastive learning) are effective when performing knowledge transfer from unconditional GAN to conditional GAN on far domain transfer.

**Qualitative results.** Figure 6 shows the comparison to baselines on AFHQ, CelebA and Flowers102 datasets. Although GAN Memory is able to conduct multi-class generation, it fails to generate highly realistic images (first column of Figure 6 on AFHQ). Taking AFHQ as an example, given the target class label Hyper-GAN is able to provide high-quality images (e.g., the second column of Figure 6). When updating all parameters (Hyper-GAN*), we further improve the qualitative result (e.g., the third column of Figure 6).

We further demonstrate that our method has both scalability and diversity in a single model. Each row of Figure Fig. 7 shows the different results when given the target class label. Our method manages to generate diverse images when given different noise inputs. Figure Fig. 7 shows that by changing the target class label (i.e., scalability) the generator produces the corresponding target-specific output.

5. **Limitations**

While Hyper-GAN has demonstrated considerable performance in the unexplored area of transfer learning from unconditioned to conditioned GANs, there remain several lines of future work. One important issue is the method’s memory footprint, since to modulate new weights we have to keep practically the whole pre-trained network in memory. Another point of concern is the discriminator (see Suppl. Material); since it is trained via finetuning, we theorize there’s a maximum number of classes the discriminator can handle at the same time.

6. **Conclusions**

We investigated the knowledge transfer from unconditional GANs to conditionals GANs. To achieve this goal, we proposed a hypernetwork-based method to learn the class embedding for each target class, which further is used to perform weight modulation on the pretrained weights of the unconditional GANs. Training the hypernetwork from scratch complicates training, thus we proposed a self-initialization method that does not require any data to learn the well-initialized weights. To facilitate the capacity of the discriminator, we introduced a self-supervised (contrastive) loss to improve the GAN discriminator. Our qualitative and quantitative results showed the proposed method outperforms the existing state-of-the-art results.
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A. Architecture specifics

In this paper we propose a novel transfer learning strategy from unconditional GAN to conditional GAN by introducing hypernetwork-based adaptive weight modulation. Here we will detail the concrete architecture we used and the changes applied to it.

Figure 8 shows the changes made to a vanilla StyleGAN [18]. The style branch is frozen since we want to keep the learned transformations (pose rotations, color changes, etc.) from the source domain, i.e. FFHQ, unchanged. We do not see a loss in performance when transferred to other datasets (see Fig. 12). The class network C is very similar to the original mapping network and also generates an embedding space, in this case \( \mathcal{V} \), for classes, with the difference that the input comes from a learned class-embedding. The information then comes into each convolution layer to modulate the weights as explained in the main paper.

B. Domain-modulation method diagram

We depict the modulation explained in Section 4.2 (Domain-modulation method paragraph) to validate different class information introduction techniques. It can be seen in Figure 9 (left) how the naive block introduction could destroy the style information (as explained in Section 4.2). On the other hand, in Figure 9 (right) the style and class information are correctly combined. Nevertheless, we have experienced consistent underperformance when compared to the current weight modulation technique used.

C. Additional qualitative results

Qualitative results on Places365 dataset to complement quantitative ones can be seen in Figure 10. A number of 8 classes are shown from a total of 10 selected classes for training, as specified in the experiments.

D. Implementation details

As the base of our method, we use a public StyleGAN implementation \(^1\), which while it is not official, it mostly reproduces results from the original paper. As already mentioned, we keep all hyperparameters from the original paper but fix the resolution growth to the final one, then apply all the methods explained.

In the original StyleGAN paper it is mentioned training instability due to the depth of the mapping network. We experience a similar incident and therefore take the same solution of reducing the learning rate for the class network two orders of magnitude relative to the main network.

For the evaluation metrics, we use a ready-made package [20] for FID, KID and Precision & Recall, which uses the original Inception feature extractor weights, ported to PyTorch. Density & Coverage metrics have been implemented as a package extension, also included in this paper. Perceptual path similarity implementation is taken from \(^2\) applying default center crop.

E. Discriminator details

A diagram of the discriminator and its modifications detailed in the experiments section can be seen in Figure 11. As underlined in the paper, it is worth noting that this module is finetuned from the source domain. Introducing weight modulation into it leads to training instability and worse generation quality overall.

F. Additional baseline results

Additional results of mentioned baselines are shown in Table 5 for experiments on several domains. From this results we can appreciate that cGANTransfer performs badly when the number of previous learned classes is low, since its generation power comes precisely from combining these previous classes. For instance, the first column sets the problem to perform transfer learning from FFHQ (1 class) to AFHQ (3 classes), where this method seems to perform considerably worse than the proposed work, and also worse than simply learning the batch normalization statistics, as GAN Memory. When the number of source domain classes for the transfer is slightly higher, as AFHQ (3 classes) to CelebA-HQ (2 classes), the result is somewhat better since it is allowed more expressivity, but still lacking quality depending on the closeness of the target domain.

Results for several metrics on transfer learning from pretrained FFHQ model to AFHQ dataset are shown in Table 6. We can see how the proposed method performs better than simply learn the normalization statistics for each class as in GAN Memory in terms of quality and diversity, since the knowledge of other classes learned concurrently can be propagated among all of them, resulting in improved time and data efficiency during training. We have already mentioned how cGANTransfer quality degrades when not

\(^1\)https://github.com/rosinality/style-based-gan-pytorch

\(^2\)https://github.com/rosinality/stylegan2-pytorch/blob/master/ppl.py
enough pre-trained classes are given to produce an interpolation. However, we can see how the diversity is better than its quality. We assume this occurs because it can produce close-enough interpolations to resemble the target class, but it doesn’t have a meaningful basis (i.e. a sufficient number of pre-trained classes) in order to form a combination of significant quality.

To perform experiments for cGANTransfer, a BigGAN model trained ImageNet was finetuned on FFHQ dataset. We used the checkpoint\(^3\) of highest resolution publicly available. The model with best FID before collapse was used as the base for this method. The same was performed for AFHQ dataset.

\(^3\)https://github.com/ajbrock/BigGAN-PyTorch
Figure 10. Transfer learning from Animal Faces (AFHQ) to a very distant domain (Places365).

Figure 11. Original discriminator (left), modified discriminator (right). Batch dimensions at the right-most side for easier visualization. The final layer that comes from the convolutions is modified to output $N_c$ number of classes and the correct one is picked to compute the final loss.

| Method      | full   | end   |
|-------------|--------|-------|
| A           | Hyper-GAN | 61.94 | 61.78 |
| B + N space |        | 61.23 | 59.85 |

Table 7. Perceptual path length among classes, for both full paths and endpoints. All scores are in the magnitude of $10^6$.

G. Latent space

A commonly desired characteristic of latent spaces is the linearity of its factors of variation (e.g., pose, color, etc.). Our goal with the class network $C$ introduced in Section 3.2. is to unwarp subspaces that the learned class embedding could have had difficulties dealing with for several reason, i.e., scarcity of specific training samples, complexity of the modelling, etc. To quantify the beneficial effect of the introduced module, we employ a disentanglement metric called Perceptual path length [18], consisting on measuring how drastic perceptual changes in the image occur while performing interpolation. Intuitively, a linear latent space presents smoother transitions than a warped one. Results shown in Table 7 confirm us the advantage of introducing this network. Magnitudes are naturally bigger than style measurements since changes in class are non-trivial perceptual alterations compared to, i.e., color changes.

Finally, we show in Figure 12 that class regarding style has appropriate independence, i.e., changes in class only affect shape, but fur color, background, etc are left unchanged. Style regarding class cannot be dependent since the style mechanism is frozen at the beginning of the transfer.
Figure 12. Sampling of class interpolation (left to right) versus noise interpolation (up to down). The hypernetwork has learned to keep every aspect of the style of an image intact, including background, while changing the class. The style mechanism was frozen since the beginning of the transfer learning training to animal faces.