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Abstract—We develop joint vehicle tracking and road side unit (RSU) selection algorithms suitable for vehicle-to-infrastructure (V2I) communications. We first design an analytical framework for evaluating vehicle tracking systems based on the extended Kalman filter. A simple, yet effective, metric that quantifies the vehicle tracking performance is derived in terms of the angular derivative of a dominant spatial frequency. Second, an RSU selection algorithm is proposed to select a proper RSU that enhances the vehicle tracking performance. A joint vehicle tracking algorithm is also developed to maximize the tracking performance by considering sounding samples at multiple RSUs while minimizing the amount of sample exchange. The numerical results verify that the proposed vehicle tracking algorithms give better performance than conventional signal-to-noise ratio-based tracking systems.

Index Terms—Joint vehicle tracking, road side unit selection, extended Kalman filter, millimeter wave V2I communications

I. INTRODUCTION

Vehicle-to-everything (V2X) communications are a promising candidate to facilitate intelligent transport systems required for fully connected vehicular networks [1], [2]. Vehicles can obtain traffic information beyond the sensing range of radar and LIDAR via wireless communication networks [3]. V2X-assisted collaborating sense are thought to be one of the key enabling technologies in fully automated driving [4]. The enhanced traffic situational awareness via a wireless network would create new services, e.g., vehicular platoon driving [5]. Vehicular communication networks are a prime technology for supporting intelligent transportation system.

Securing a seamless radio connection is a significant challenge in vehicle-to-infrastructure (V2I) communication networks. Such connections are required to utilize a wide bandwidth in the millimeter-wave (mmWave) spectrum because a large amount of sensor data must be exchanged [3]. The vehicular channels at mmWave frequencies may change rapidly because the relative velocity between vehicles and a mounted road side unit (RSU) becomes large compared to conventional mobile systems. Unpredictable vehicle movements make it difficult to estimate future trajectories of fast-moving vehicles [6]. Fast and reliable vehicle tracking is essential to cope with channel fluctuations [7]. The challenge in V2I communications is to maintain wireless connections while satisfying these conflicting requirements for vehicle tracking [8].

Assuming a single cell network, vehicle tracking algorithms, which can be incorporated in current cellular networks, have been developed based on the extended Kalman filter (EKF) [9], [10]. In V2I networks, RSUs must be densely deployed to avoid an intermittent disconnection of the radio link [11]. A handover between RSUs frequently occurs due to the high mobility characteristics of vehicular channels [12]. The road environment with densely deployed RSUs necessitates the development of a fast and reliable RSU selection algorithm to secure a seamless radio connection. Considering a multi-connectivity framework, a joint vehicle tracking algorithm is also needed to maximize the vehicle tracking performance.

Coordinated multi-point transmission algorithms have been studied extensively to enhance network throughput [13]. Conventional multi-transmission systems are designed based on an average signal-to-noise ratio (SNR) metric that is suitable for evaluating cellular networks with a circular shape service area. On the other hand, the shape of the service area in V2I networks is very different from cellular networks because most roads are very narrow and RSUs are installed near the road [10]. Therefore, the SNR-based transmission systems may be unsuitable for V2I networks. Furthermore, the tight budget constraints of RSUs necessitate the redesign of communication systems cost-effectively to enable low latency communications using low-cost transceivers.

In this paper, we aim to develop an analytical framework of joint vehicle tracking and RSU selection for V2I communications. First, we design a simple metric to quantify a vehicle tracking performance accurately by considering the unique shape of a service area in V2I networks. To the best of the author’s knowledge, a vehicle tracking performance metric has not yet been designed in terms of the angular variation in a spatial frequency domain. Second, based on the proposed metric, an RSU selection algorithm is developed for providing a seamless handover between neighboring RSUs. Lastly, a joint vehicle tracking algorithm is developed to maximize tracking performance by considering angular variations obtained from multiple RSUs while minimizing the amount of data exchange.
II. SYSTEM MODEL

We consider a vehicle tracking system designed based on the EKF with uplink channel sounding samples. Considering a multiple-input single-output system using $M$ transmit antennas, an input-output expression for the $\ell$-th received sounding sample is defined by

$$r_{\ell}^u = \sqrt{P_r}z_{\ell}^u + n_{\ell}^u,$$

where $u \in \{1, \ldots, U\}$ is the index for the RSU, $r_{\ell}^u = r_{\ell}^{u,\text{re}} + j r_{\ell}^{u,\text{im}} \in \mathbb{C}$ is the received sounding sample, $z_{\ell}^u = z_{\ell}^{u,\text{re}} + j z_{\ell}^{u,\text{im}} \in \mathbb{C}^M$ is the unit-norm combing vector at the RSU, $h_{\ell}^u = h_{\ell}^{u,\text{re}} + j h_{\ell}^{u,\text{im}} \in \mathbb{C}^M$ is the channel vector, and $n_{\ell}^u = n_{\ell}^{u,\text{re}} + j n_{\ell}^{u,\text{im}} \sim \mathcal{CN}(0, I)$ is the normalized (combined) noise that follows complex Gaussian distribution with zero mean and unit variance. The average SNR is $\rho_{\ell}^u = \frac{\rho_{\text{tx}} G_{\text{rx}}}{\sigma^2_R} \left( \frac{\lambda}{\pi d^2_R} \right)^n$, where $\rho$ is the transmit power, $\sigma^2_R$ is the noise power, $d^2_R$ is the distance between a vehicle and the $u$-th RSU, $\lambda$ is the wavelength of the radio signals, and $n$ is the path-loss exponent. Note that $G_{\text{tx}} = G_{\text{rx}} = 1$ is assumed in (a) to simplify the presentation. By decomposing all the variables into real and imaginary parts, the input-output expression is rewritten in the real domain, as

$$\tilde{r}_{\ell}^u = \sqrt{P_r} \tilde{Z}_{\ell}^u \tilde{h}_{\ell}^u + \tilde{n}_{\ell}^u,$$

where $\tilde{r}_{\ell}^u = [r_{\ell}^{u,\text{re}}, r_{\ell}^{u,\text{im}}]^T \in \mathbb{R}^2$, $\tilde{Z}_{\ell}^u = \begin{bmatrix} z_{\ell}^{u,\text{re}} & -z_{\ell}^{u,\text{im}} \\ z_{\ell}^{u,\text{im}} & z_{\ell}^{u,\text{re}} \end{bmatrix} \in \mathbb{R}^{2 \times 2M}$, $\tilde{h}_{\ell}^u = \begin{bmatrix} (h_{\ell}^{u,\text{re}})^T, (h_{\ell}^{u,\text{im}})^T \end{bmatrix}^T \in \mathbb{R}^{2M}$, and $\tilde{n}_{\ell}^u = [n_{\ell}^{u,\text{re}}, n_{\ell}^{u,\text{im}}]^T \in \mathbb{R}^2$.

By assuming a line-of-sight channel with a dominant radio path, the channel vector can be modeled by

$$h_{\ell}^u \approx h(\psi_{\ell}^u) = \beta_{\ell}^u d_M(\psi_{\ell}^u),$$

where $\beta_{\ell}^u$ is the small-scale channel fading parameter, and $d_M(\psi_{\ell}^u) = [1, e^{j \psi_{\ell}^u}, \ldots, e^{j(M-1)\psi_{\ell}^u}]^T \in \mathbb{C}^M$ is an array response vector with a spatial frequency, $\psi_{\ell}^u \in [\pi, \pi)$. The real and imaginary parts of the array response vector are expressed as

$$\tilde{d}_{M}^u(\psi_{\ell}^u) = \begin{bmatrix} \cos(\psi_{\ell}^u), \cos((M-1)\psi_{\ell}^u), \ldots, \cos((M-1)\psi_{\ell}^u) \end{bmatrix}^T \in \mathbb{R}^M,$$

$$\tilde{d}_{M}^u(\psi_{\ell}^u) = \begin{bmatrix} \sin(\psi_{\ell}^u), \sin((M-1)\psi_{\ell}^u), \ldots, \sin((M-1)\psi_{\ell}^u) \end{bmatrix}^T \in \mathbb{R}^M.$$
where the Kalman gain matrix is
\[ K^u_T = \sqrt{\rho_T^2 Q_{\ell-1}^u (\tilde{Z}_{\ell-1}^u D_{\ell-1}^u)^T} \]
\[ = (\rho_T^2 \tilde{Z}_{\ell-1}^u D_{\ell-1}^u Q_{\ell-1}^u (\tilde{Z}_{\ell-1}^u D_{\ell-1}^u)^T + I_2)^{-1}. \] (5)

The Jacobian matrix of the channel is defined by
\[ D^u_{\ell-1} = \hat{h}_{\ell-1}^u (\hat{g}_{\ell-1}^u)^T, \]
where \( \hat{h}_{\ell-1}^u = \left. \frac{\partial h(u)}{\partial \psi} \right|_{\psi = g_{\ell-1}^u(t_{\ell-1})} \)
\[ = \left. \frac{\partial h(u)}{\partial \psi} \right|_{\psi = g_{\ell-1}^u(t_{\ell-1})} \]
\[ \hat{g}_{\ell-1}^u(t) \big|_{t = t_{\ell-1}} = \pi g_{\ell-1}^u[1, T_x]^T, \]
\[ \hat{g}_{\ell-1}^1 = ((Y - y)^2 + h^2)(\hat{x}_{\ell-1} + (Y - y)^2 + h^2)^{-3}, \]
\[ \hat{g}_{\ell-1}^2 = (y^2 + h^2)(X + \hat{x}_{\ell-1})^2 + y^2 + h^2)^{-3}, \]
\[ \hat{g}_{\ell-1}^3 = -((y^2 + h^2)(X - \hat{x}_{\ell-1})^2 + y^2 + h^2)^{-3}. \]

Please refer to [10] to calculate the Jacobian matrix.

III. RSU SELECTION ALGORITHM FOR V2I HANDOVER

An RSU selection algorithm aims to choose an RSU that can provide the best vehicle tracking performance. In cellular networks, mobile users switch the base station based on the average SNR. Similar to cellular networks, one possible method of RSU selection is to select an RSU that can provide the largest SNR, \( u = \max_{u \in \{1, 2, 3\}} \rho_T^u. \) With the largest SNR, the service region for RSUs can be defined, as shown in Fig. 2(b).

This paper takes a closer look at the state update process to evaluate the EKF-based vehicle tracking systems analytically. The state update process is designed to correct the state transition error, \( e_{\ell-1}^u = \hat{t}_{\ell-1} - t_{\ell-1}^u, \)
using channel-sounding samples. In the EKF-based vehicle tracking algorithm, the dominant spatial frequency obtained from a sounding sample will be used to correct the state transition error. The state update process becomes immune to noise as the angular variations caused by vehicle movements become larger. Angular variation might be significantly different depending on the relative location between a vehicle and RSUs, even though the vehicle travels the equivalent distances.

In the state update process, additive noise should be compared with the angular variation instead of evaluating the signal strength of the sounding sample using an average SNR. A new metric is derived to quantify a vehicle tracking performance in terms of an angular variation. In (4), the sounding sample for the \( u \)-th RSU is compared with the predicted sample, such as
\[ \Gamma^u_{\ell-1} = \hat{r}_{\ell-1}^u - \sqrt{\rho_T^u \tilde{Z}_{\ell-1}^u h(\hat{\psi}_{\ell-1}^u)} \]
\[ = \sqrt{\rho_T^u \tilde{Z}_{\ell-1}^u (\hat{h}_{\ell-1}^u - \hat{h}(\hat{\psi}_{\ell-1}^u))} + \tilde{\eta}_{\ell-1}^u, \]
(6)
where \( (a) \) is derived using the approximated channel vector \( \hat{h}_{\ell-1}^u \approx h(\hat{\psi}_{\ell-1}^u) + D_{\ell-1}^u e_{\ell-1}^u, \)
and the predicted channel, \( \hat{h}(\hat{\psi}_{\ell-1}^u), \)
is defined by using the estimated spatial frequency, \( \hat{\psi}_{\ell-1}^u = g_{\ell-1}^u(t_{\ell-1}). \)
The vehicle estimation performance depends on the power ratio between the state-error-correction component\(^1\) in (b) and the noise component. In the following proposition, signal-plus-angular-derivative-to-noise ratio (SANR) is defined as a function of the position variables.

Proposition 1: The SANRs of sounding samples, \( \gamma_{\ell-1}^u \) with \( u \in \{1, 2, 3\}, \)
are approximated by
\[ \gamma_{\ell-1}^1 \approx \kappa ((Y - y)^2 + h^2)^{2/3}(\hat{x}_{\ell-1}^2 + (Y - y)^2 + h^2)^{-3/2}, \]
\[ \gamma_{\ell-1}^2 \approx \kappa ((Y - y)^2 + h^2)^{2/3}(X + \hat{x}_{\ell-1})^2 + y^2 + h^2)^{-3/2}, \]
\[ \gamma_{\ell-1}^3 \approx \kappa ((Y - y)^2 + h^2)^{2/3}(X - \hat{x}_{\ell-1})^2 + y^2 + h^2)^{-3/2}, \]
where \( \kappa = \frac{\rho_T^u (M-1)(2M-1)}{6^4 4^3 \pi^2} \)
\[ \approx \frac{\rho_T^u (M-1)(2M-1)}{6^4 4^3 \pi^2}. \]
\(^1\)The state-error-correction component denotes the correlation between the state transition error and the combined Jacobian matrix that includes the derivative of a spatial frequency with respect to a change in the state vector.
When handover between the RSUs is required, a serving RSU needs to satisfy the performance threshold $\gamma_u \geq \gamma_{\text{th}}$. If a certain RSU satisfies the predefined performance threshold $\gamma_u \geq \gamma_{\text{th}}$, then $U = \{u_1\}$. Otherwise, a new RSU will be selected.

RSU selection for joint vehicle tracking

5: Select a set of RSUs, $U$, based on SANR $\gamma_u \geq \gamma_{\text{th}}$ with $\gamma_u = \sum_u \gamma_u^n$

6: if $\gamma_u < \gamma_{\text{th}}$, then $U = \{u_1\}$

7: elseif $\gamma_u < \gamma_{\text{th}}$, then $U = \{u_1, u_2\}$

8: else $U = \{1, 2, 3\}$

Uplink channel sounding

9: Selected RSUs compute combiner for sounding, $\hat{Z}_u$

10: Conduct channel sounding, $\tilde{r}_u = \sqrt{\rho_u^2} \hat{Z}_u \hat{e}_u + \tilde{n}_u^i$

11: Exchange samples, $\mathbf{r}_u$, between selected RSUs, $u \in U$

12: Construct overall sample vector, $\mathbf{r}_l \in \mathbb{R}^{2|M|}$

State update based on joint channel sounding

13: Compute overall combiner, $\hat{Z}_l = \hat{Z}_u^1 + \cdots + \hat{Z}_u^n$

14: Design Kalman gain matrix, $K_{\ell} = \hat{Q}_{\ell}(t_{\ell}) \left( \hat{P}_{\ell}(t_{\ell}) \otimes \hat{I} \right) \hat{Z}_{\ell} D_{\ell}(t_{\ell})^{-1}$

15: Update state vector, $\mathbf{t}_{\ell} = t_{\ell-1} + K_{\ell} (\mathbf{r}_l - \left( \hat{P}_{\ell}^{2} \otimes \hat{I} \right) \hat{Z}_{\ell} \hat{h}_{\ell}(t_{\ell})^{-1})$

16: Update covariance matrix, $\hat{Q}_{\ell} = \hat{I} - K_{\ell} \left( \hat{P}_{\ell}^{2} \otimes \hat{I} \right) \hat{Z}_{\ell} \hat{D}_{\ell}(t_{\ell})^{-1}$$\hat{Q}_{\ell}(t_{\ell})$

Algorithm 1 Proposed SANR-based joint vehicle tracking

Initialization

1: Initial state vector, $\hat{x}_0 = [x_0, v_0]^T$

2: Initial covariance matrix, $Q_0 = \mathbf{I}_{2 \times 2}$

Linear state prediction

3: Predict state vector, $\hat{x}_{\ell-1} = A \hat{x}_{\ell-1}$

4: Predict covariance matrix, $\hat{Q}_{\ell-1} = A \hat{Q}_{\ell-1} A^T + Q_e$

IV. JOINT VEHICLE TRACKING ALGORITHM

The RSUs near a vehicle can obtain a sounding sample because an omnidirectional antenna, mounted on the roof of vehicles, radiates sounding signals in all directions. It is necessary to develop a joint tracking system to improve the vehicle tracking performance by jointly considering sounding samples at multiple RSUs. One possible approach is to exploit three samples, i.e., $\{\mathbf{r}_{l1}, \mathbf{r}_{l2}, \mathbf{r}_{l3}\}$, obtained from neighboring RSUs. However, this full cooperative tracking solution would impose a burden on the backhaul network because three samples must be shared between RSUs for every sampling period.

This study focuses on developing joint vehicle tracking system to enhance tracking performance while minimizing the amount of sample exchange between neighboring RSUs. A closer look at the full cooperative joint tracking system is needed to define the reference of vehicle tracking performance. Section III introduces the SANR metric to quantify the vehicle tracking performance in terms of the derivative of spatial frequency, which depends on the position variables. Assuming the Kalman gain matrix combines multiple sounding samples optimally, the overall SANR can be defined by $\gamma_u = \sum_u \gamma_u^n$. We call the overall SANR of the full cooperative tracking system as the reference SANR.

The overall SANR value depends on the quality of sounding samples used for joint vehicle tracking. We aim to select RSUs as minimal as possible to produce the overall SANR. Therefore, allowing a small amount of sample-exchange.

In our network deployment scenarios, the full set of RSUs, i.e., $U = \{1, 2, 3\}$, wouldn’t be used in the proposed joint tracking algorithm.
on the predefined service areas in Fig. 2(c). The service areas for the SNR-based joint tracking system are predefined by substituting the SNR metric for the SANR metric in Algorithm 1, as depicted in Fig. 2(d). The service areas for both systems are designed to have the same surface area for joint tracking.

For a given set of selected RSUs \( U = \{u_1, \ldots, u_{|U|}\} \), an input-output expression for the overall channel sounding process can be defined by

\[
\tilde{r}_\ell = [\tilde{u}^{(\ell)}_1, \ldots, \tilde{u}^{(\ell)}_{|U|}]^T = (P^2_\ell \otimes I_2)\tilde{Z}_\ell \tilde{h}_\ell + \tilde{n}_\ell \in \mathbb{R}^{2|U|},
\]

where \( P_\ell = \text{diag}([\rho^{u_1}_\ell, \ldots, \rho^{u_{|U|}}_\ell]) \) is a diagonal matrix for the set of average SNRs, \( \tilde{Z}_\ell = Z^{(u_1)}_\ell \oplus \ldots \oplus Z^{(u_{|U|})}_\ell \) is a block diagonal matrix for the overall combiner, \( \tilde{h}_\ell = [\tilde{h}^{u_1}_\ell, \ldots, \tilde{h}^{u_{|U|}}_\ell]^T \) is the overall channel vector, and \( \tilde{n}_\ell = [\tilde{n}^{u_1}_\ell, \ldots, \tilde{n}^{u_{|U|}}_\ell]^T \sim \mathcal{N}(0_{2|U|}, I_{2|U|}) \) is the overall noise vector. The state update process is designed as

\[
\hat{t}_\ell = \hat{t}_{\ell-1} + \hat{K}_\ell(\hat{r}_\ell - (P^2_\ell \otimes I_2)\hat{Z}_\ell \hat{h}_{\ell-1}), \tag{9}
\]

where \( \hat{t}_{\ell-1} = \hat{t}_{\ell-1} = [\hat{h}(\psi^{u_1}_1), \ldots, \hat{h}(\psi^{u_{|U|}}_{\ell})]^T \) is the overall predicted channel vector. The Kalman gain matrix is defined as

\[
\hat{K}_\ell = \hat{Q}_{\ell-1}(P^2_\ell \otimes I_2)\hat{Z}_\ell \hat{D}_{\ell-1}^{-1} \left( (P^2_\ell \otimes I_2)\hat{Z}_\ell \hat{D}_{\ell-1}^{-1} + I_{2|U|}/2 \right)^{-1}. \tag{10}
\]

Lastly, the covariance matrix is refined as

\[
\hat{Q}_\ell = (I_2 - \hat{K}_\ell(P^2_\ell \otimes I_2)\hat{Z}_\ell \hat{D}_{\ell-1})\hat{Q}_{\ell-1}.
\]

A set of selected RSUs for joint tracking can be predefined because the overall SANR is a function of the vehicle position variables, \( \{\hat{x}_{\ell-1}, \hat{y}\} \), and the network design parameters, \( (X, Y, h) \). With the predicted state vector and the covariance matrix, \( (\hat{t}_{\ell-1}, \hat{Q}_{\ell-1}) \), each RSU can construct all the variables in (9) for a joint tracking process, except the overall sample vector, \( \hat{r}_\ell \). Based on the predefined service area for joint tracking, as depicted in Fig. 2(c), it is required to exchange sounding samples between RSUs to construct the overall sample vector in the joint state update process.

V. SIMULATION RESULTS

The simulation results are presented to evaluate the tracking performance of the proposed vehicle tracking algorithms. This study generates 10,000 independent vehicle tracking scenarios. The number of antennas at RSU is set to \( M \in \{32, 64\} \). The radio signals at a center frequency \( f_c = 28 \) GHz employing 20 MHz bandwidth are utilized. The noise power is then calculated as, \( \sigma^2 = -174 + 10 \log_{10}(20 \times 10^6) \approx -101 \) dBm. The path-loss exponent is \( n = 2 \) and the sampling period for the uplink channel soundings is \( T_s = 10 \) ms. The channel vector consists of a line-of-sight and a non-line-of-sight radio path with Rician \( K \) factor, \( K = 13 \) dB. Similar to (10), the error parameters in (2) are set to \( \{\sigma_w, \sigma_v\} = \{10^{-1.5}, 0.05\} \).

Before evaluating the joint vehicle tracking system, we present the tracking performances of the proposed SANR-based RSU selection algorithms within \( \text{Crossover Region B} \) in Fig. 2. The network design parameters are set to \( (X, Y, h) = (75, 31, 7.5) \) m and an initial velocity of vehicle is set to \( v_0 = 60 \) km/h (16.67 m/s). In Figs. 3(a) and 3(b), the position and velocity tracking performances are evaluated, within a 2.5 s duration, by using the mean squared errors, \( \Upsilon_x = E[||\hat{x}_\ell - \hat{x}_\ell||^2] \) and \( \Upsilon_v = E[||\hat{v}_\ell - \hat{v}_\ell||^2] \), respectively. Fig. 3 shows that the proposed RSU selection algorithm using SANR gives better position and velocity tracking performances because both an average SNR and angular variation owing to vehicle movements are jointly considered to evaluate the vehicle tracking performance. The position estimation performance is better than the velocity estimation performance because the vehicle tracking algorithm is designed to use sounding samples written in terms of the position variables.

We evaluate position tracking performances by considering a single \( \text{Service Area} \) within a 1.5 s duration. We consider two different vehicle deployment scenarios, \( \{(x_0, y) \in \{(-75,3.25) \text{ m}, (-80, 24.25) \text{ m}\}\} \), in which RSUs are deployed...
with the network design parameters, \((X, Y, h) = (125, 31, 7.5)\) m. In the proposed SANR-based RSU selection algorithm, the RSU 1 will always be chosen based on the SANR metric within SANR-based RSU Selection Area. In Fig. 4(a), it is shown that there are no performance gap between the proposed RSU selection algorithm and the vehicle tracking system exploiting only RSU 1. For the above mentioned reasons, in Fig. 4(b), the proposed RSU selection system and the vehicle tracking system exploiting only RSU 2 produce the same vehicle tracking performances because the RSU 2 will always be chosen based on the SANR metric within SANR-based RSU Selection Area.

Lastly, a vehicle tracking performance of the proposed joint tracking system is evaluated in SANR-based RSU Selection Areas.

Fig. 5. Mean squared errors of vehicle tracking systems in SANR-based RSU 1 & 2 Selection Areas.

VI. CONCLUSION

We developed the joint vehicle tracking and RSU selection algorithms by considering a massive RSU deployment scenario in V2I networks. The vehicle tracking performance was analyzed as a function of the angular derivative of the dominant radio path in a spatial frequency domain and the SNR. Based on the derived metric, we developed an RSU selection algorithm that can maximize the vehicle tracking performance by considering the relative position between a vehicle and RSUs. Moreover, a joint vehicle tracking algorithm was developed to track vehicle movements more reliably while minimizing the exchange of sounding samples between RSUs. The proposed joint tracking and RSU selection algorithms outperformed conventional SNR-based vehicle tracking systems.
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