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Abstract—A frame quality control mechanism for H.264/AVC is proposed in this research. The research objective is to ensure that a suitable Quantization Parameter (QP) can be assigned to each frame so that the target frame quality can be achieved. One application is consistently maintaining the frame quality during the encoding process to facilitate such applications of video archiving or surveillance. A single-parameter Distortion to Quantization (D-Q) model is derived by training a large number of frame blocks and this model parameter can be determined by the frame content. Given the target quality for a video frame, we can then select an appropriate QP according to the proposed D-Q model. The model refinement and QP adjustment of subsequent frames can be applied according to the coding results of previous data. Structural Similarity (SSIM) is chosen as the quality measurement to demonstrate the feasibility of the proposed framework.

I. INTRODUCTION

H.264/AVC [1] is widely adopted in many applications requiring video compression due to its various advanced coding tools. Under the same quality constraint, the bit-rate saving of H.264/AVC is significant when compared with such predecessors as MPEG2 and MPEG4. It should be noted that the video frame quality is significantly affected by the Quantization Parameter (QP) assigned to each frame. Since the contents of video frames may be quite different, the video quality may fluctuate considerably and careless assignment of QP may result in serious distortion on certain frames. In such applications of video surveillance or archiving, we may require that the quality of each frame should be equally preserved well. In this research, we consider developing Distortion to Quantization (D-Q) model to help achieve the constant quality video coding. The measurement of quality has long been a research focus in video processing. Since the commonly adopted approach is encoding the video several times and employing Viterbi algorithm to pick a suitable QP for each frame. The encoding process is thus time-consuming and only acceptable in certain offline applications. To attain more efficient quality control, D-Q and/or rate-distortion (R-D) models are proposed to facilitate the QP assignment. [9] determined the relationship between PSNR and QP to develop a Rate-Quantization (R-Q) model for effectively allocating bit budgets. [10] made use of Cauchy-density function to depict the distribution of AC coefficients of the Discrete Cosine Transform for developing an effective D-Q model. [11] used SATD (Sum of Absolute Hadamard Transform Differences) to determine the related parameters of a D-Q model, which can accurately predict the PSNR in intra coded frames. [12] assigned or adjusted the QP values according to the difference between the average PSNR of previously encoded frames and the target PSNR. If the difference is small, the QP of previous frame is used. [13] encoded the video twice and used the coded information of the first run as the reference to attain the constant quality coding.

Our ultimate goal is to propose a framework that can adopt more flexible quality measurements to develop a constant quality coding scheme. This paper is our first step for achieving a more general quality control scheme, and we choose to develop the D-Q model with the distortion measured by SSIM. Compared with the conventional quality metric PSNR, SSIM has a better representation of human’s visual perception. Moreover, since the aforementioned existing research didn’t provide reliable ways to estimate the model parameters, the commonly adopted approach is encoding the video several times, and then applying the linear/non-linear regression. The main contribution of this paper is that we can estimate the model parameter before the encoding process with some computationally efficient features. In other words, the proposed mechanism can help to achieve more efficient constant quality video coding. The rest of the paper is organized as follows. Sec. 2 will describe the model training of our proposed scheme and Sec. 3 presents the complete QP assignment procedure during the video coding. Sec. 4 demonstrates the experimental results, followed by the conclusion in Sec. 5.

\[ SSIM(x, y) = \frac{(2\mu_x \mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)^2}, \]

where \( \mu_x \) (\( \mu_y \)) is the local mean of \( x \) (\( y \)) and \( \sigma_x \) (\( \sigma_y \)) is the local standard deviation of \( x \) (\( y \)), \( C_1 \) and \( C_2 \) are small constants to avoid instability when the denominator is close to zero. Some researches showed that SSIM is more related to the human visual system and the coding algorithms explicitly using SSIM have also been proposed [6], [7]. The H.264/AVC reference code has included SSIM as one of its evaluation metrics.

Up to now, most of the existing work related to constant quality video coding adopted PSNR as the measurement. [8] is one of the early research to achieve this goal by encoding the video several times and employing Viterbi algorithm to pick a suitable QP for each frame. The encoding process is thus time-consuming and only acceptable in certain offline applications. To attain more efficient quality control, D-Q and/or rate-distortion (R-D) models are proposed to facilitate the QP assignment. [9] determined the relationship between PSNR and QP to develop a Rate-Quantization (R-Q) model for effectively allocating bit budgets. [10] made use of Cauchy-density function to depict the distribution of AC coefficients of the Discrete Cosine Transform for developing an effective D-Q model. [11] used SATD (Sum of Absolute Hadamard Transform Differences) to determine the related parameters of a D-Q model, which can accurately predict the PSNR in intra coded frames. [12] assigned or adjusted the QP values according to the difference between the average PSNR of previously encoded frames and the target PSNR. If the difference is small, the QP of previous frame is used. [13] encoded the video twice and used the coded information of the first run as the reference to attain the constant quality coding.

Our ultimate goal is to propose a framework that can adopt more flexible quality measurements to develop a constant quality coding scheme. This paper is our first step for achieving a more general quality control scheme, and we choose to develop the D-Q model with the distortion measured by SSIM. Compared with the conventional quality metric PSNR, SSIM has a better representation of human’s visual perception. Moreover, since the aforementioned existing research didn’t provide reliable ways to estimate the model parameters, the commonly adopted approach is encoding the video several times, and then applying the linear/non-linear regression. The main contribution of this paper is that we can estimate the model parameter before the encoding process with some computationally efficient features. In other words, the proposed mechanism can help to achieve more efficient constant quality video coding. The rest of the paper is organized as follows. Sec. 2 will describe the model training of our proposed scheme and Sec. 3 presents the complete QP assignment procedure during the video coding. Sec. 4 demonstrates the experimental results, followed by the conclusion in Sec. 5.
II. D-Q MODEL

As we target at building a model that links the distortion and quantization/QP, the measurement of distortion has to be defined first. Since SSIM will be close to one if the contents to be compared are similar, we define the distortion $D_{SSIM}$ as $1 - SSIM$. It is observed that a power function can reasonably depict the relation between $D_{SSIM}$ and the quantization in both the intra- and inter-coding. We employ the following function,

$$D_{SSIM} = \alpha \times QP^\beta,$$

(2)

with the two model parameters $\alpha$ and $\beta$. To verify the feasibility of this power function, we encode some test CIF videos, including Foreman, Coastguard, Container, Football, Mobile, Paris and Stefan, each with 100 frames. All the frames are intra coded with QP’s ranging from 20 to 40 and the corresponding $D_{SSIM}$ values are recorded. The curves from the collected data are matched with the above power function by the regression. We examine the accuracy of modeling by using the $R^2$ value, which is calculated by

$$R^2 = 1 - \frac{\sum_i(y_i - f_i)^2}{\sum_i(y_i - \bar{y})^2},$$

(3)

where $y_i$ is the actual value to be modeled, $f_i$ is the corresponding resultant value calculated by the model, and $\bar{y}$ is the average value of all $y_i$. We can see that the $R^2$ values are all very close to one, which means that the proposed model can fit the actual D-Q curve accurately.

However, we list the parameters, $\alpha$ and $\beta$ in Table I and we can find that the two values vary in each video. Existing work usually proposed to train some data in the same video or employed the data in the previously decoded frames for acquiring these parameters for the subsequent coding. The major disadvantage is that the quality fluctuation may be observed in the first few encoded frames without appropriate parameter setting or that multiple encoding processes are required. In addition, when the scene changes happen, the parameters have to be determined again or the performance will be affected seriously.

| Video  | $D_{SSIM}$ vs. QP |
|--------|-------------------|
|        | $\alpha$ | $\beta$ |
| Foreman| $2.3 \times 10^{-6}$ | 3.0 |
| Coastguard| $2.8 \times 10^{-6}$ | 4.4 |
| Container | $1.3 \times 10^{-6}$ | 2.6 |
| Football | $1.6 \times 10^{-7}$ | 3.5 |
| Mobile  | $3.4 \times 10^{-8}$ | 5.4 |
| Paris   | $2.9 \times 10^{-8}$ | 4.2 |
| Stefan  | $1.7 \times 10^{-8}$ | 5.5 |

The objective of this research is to appropriately estimate these parameters by using a content-adaptive model. The first step is to collect more various data samples for further training. The frame will be divided into basic units. There are several choices for deciding the size of basic units, e.g., the entire frame, a group of macroblocks (MB’s) or a MB. Designing a frame model, i.e., determining a QP value according to the feature representing the entire frame, sounds a reasonable and straightforward approach. This would be similar to what we have just shown that a feature representing the whole frame can help to determine $\alpha$ and $\beta$ in Eq. (2) for the entire frame. However, we found that a slight model inaccuracy will result in a poor determination of QP. Using MB’s directly for the model training should be more flexible. Nevertheless, according to our experience, when the unit size is too small, it will be difficult to determine a well-defined relationship between the content and the parameters. That is, the power function may not work well. An obvious example is that we may easily obtain a small block with uniform colors and encoding such blocks with different QP values may generate unexpected results. We may observe a larger distortion when a smaller QP is used. It should be noted that such blocks occupy a pretty large portion in common frames. In other words, there will be a large number of outliers in our training data. Training the model with so many “unnatural” blocks will thus become challenging. Therefore, we choose to use a group of MB’s as the basic unit. For a CIF video frame, we divide it into basic units as shown in Fig. 1. A unit contains 33 MB’s so a frame consists of 12 basic units. By dividing the frame across the center as shown in Fig. 1, we can obtain blocks or basic units that contain more meaningful contents easily and the training process can be facilitated. That is, the number of outliers will be reduced dramatically. In addition, a larger number of units with more meaningful contents can certainly help the QP determination.

We first deal with the intra-coded frames. Since many frames in a video have similar content, we use still images for training, instead of video sequences. We use 200 images from Berkeley image database. Each image is scaled and cropped properly to the CIF frame size. These images are concatenated into a video, which is coded with various QP’s. The quality distortion of each basic unit and the corresponding QP value are collected. It is observe that the relationship between the distortion and QP shown in Eq. (2) still holds.

Nevertheless, we found that there exists a linear relationship between $ln(\alpha)$ and $\beta$ as shown in Fig. 2. The $R^2$ values of the linear relationship are both as high as 0.99. The fact indicates that Eq. (2) can be reduced to only one variable. For I frames,
the D-Q model can thus be expressed as
\[ D_{SSIM}^I = e^{-3.35\beta - 3.32} \times QP^\beta. \]  
(4)

In fact, according to our tests, the similar relation can be found in P frames and the data can be fitted well by
\[ D_{SSIM}^P = e^{-3.48\beta - 2.55} \times QP^\beta. \]  
(5)

The \( R^2 \) values in P frames can also reach 0.99 in the SSIM distortion measurements.

The next step is to seek an efficient way to choose suitable \( \beta \) for a basic unit. It is worth noting that \( \beta \) is content-related. According to our observations, if the content will be affected by the lossy coding more easily, the value of \( \beta \) will be larger. On the other hand, for the unit with relatively more uniform content, \( \beta \) will be quite small. Therefore, we would like to predict the effects of compression on the content so that a reasonably good \( \beta \) can be selected. One way to achieve this is to encode the frame with different QP’s to observe the curve but it may be computationally prohibited. In other words, this “pre-processing” has to be efficient to avoid considerably increasing the computational load of video coding. We adopt the follow strategy. The pre-processing or, in fact, a process of distortion, is applied on the input frame and then the selected quality measurement will be used to evaluate the degradation of these distorted versions. That is, we make use of these degradation measurements to help us select a suitable \( \beta \).

Again, we collect training data for coding with different QP’s to determine \( \beta \) and pre-process these training data to obtain the distortions. By examining \( \beta \) and the degradations, we would like to know whether such a solid relation exists. After various trials, the preprocessing we consider right now includes two parts: resizing and singular value decomposition (SVD). The resizing process quickly removes the high-frequency textures. We simply calculate the 16 × 16 block means to obtain a down-sampled version of an input frame. Then this small frame is filtered by a simple 3 × 3 Gaussian low-pass filter. Finally, we linearly interpolate it to form the frame with the original frame size. Fig. 3(a) shows a seriously blurred version of Foreman. The reason of removing high-frequency textures is to predict the effects of lossy compression as these parts are affected more. The other process is applying 16 × 16 block SVD after the block mean is removed. We then use the block mean and the important eigenvectors/eigenvalues to reconstruct the block. Such blocks will contain the significant content and can serve as reliable references to see what may be left after the coding. We simply include the first and second eigenvector pairs to reconstruct the block as shown in Fig. 3(b). Although the blocky artifacts can be found, the content can still be viewable. Given these two pre-processed or distorted frames, we calculate their quality degradation (\( D_{SSIM} \)), compared with the raw input frame. Then these two distortion measurements are combined to form the “content feature,” which is used to evaluate the single parameter \( \beta \) in our model. Since it can be shown from Fig. 3 that the degrees of distortions in these two steps are quite different as the resizing results in a more serious quality degradation, the two evaluations are weighted and summed up to form our feature. In our training data evaluated in SSIM, the average distortion for resized frames, \( D_{SSIM}^{resize} \), is around \( K = 4 \) times that of SVD processed frames, \( D_{SSIM}^{svd} \). We thus calculate the “spatial feature”, \( F_{SSIM}^{spatial} \), by
\[ F_{SSIM}^{spatial} = 0.2 \times D_{SSIM}^{resize} + 0.8 \times D_{SSIM}^{svd}, \]  
(6)
which will be used to determine \( \beta \).

Fig. 4 shows the relation between the extracted feature and \( \beta \) in the training data of I frames. We found that the data are clustered and can be fitted well by
\[ \beta = 6.96 \times F_{SSIM}^{spatial}^{-0.68}. \]  
(7)
Since only the intra-coding is applied in I frames, the feature for I frames, \( F_{SSIM}^I \), is simply \( F_{SSIM}^{spatial} \).

In P frames, the temporal information is required. As in the regular video coding, we apply the motion estimation with 16 × 16 blocks and the searching range set as 16 × 16 to form a motion compensated frame. Only the integer positions are searched. Like what we have done for I frames, the distortion of this compensated frame is computed to determine the temporal feature, \( F_{SSIM}^{temporal} \). However, since the intracoding may still be employed on P frames, we also calculate the spatial feature, \( F_{SSIM}^{spatial} \), and use the average of the two features to determine (most of) the P frame feature by
\[ F_{SSIM}^P = 0.5 \times F_{SSIM}^{spatial} + 0.5 \times F_{SSIM}^{temporal}. \]  
(8)
Fig. 5 shows the relationship between the feature and \( \beta \) in P frames. Although some outliers exist, the fitting can still be good enough to help choose suitable QP values of P frames.

The fitting curve is

\[
\beta = 17.32 \times (F_{SSIM}^{P})^{0.96}. \tag{9}
\]

As mentioned before, we will calculate the feature to determine the single parameter \( \beta \) for each basic unit. Then the frame QP, \( QP_F \), is determined such that the overall distortion will be as close to the target distortion as possible. That is

\[
QP_F = \arg \min_{QP \in [0, 51]} \sum_{i=1}^{12} (D^{(i)}(QP) - D^{target})^2, \tag{10}
\]

where \( D^{(i)}(QP) \) is the distortion of the \( i \)th basic unit estimated by Eqs. (4) and (5). \( D^{target} \) is the target distortion. The use of 12 units helps to reduce the possible negative effect from the possible model inaccuracy of a single unit.

### III. The Encoding Procedure

Our objective is to strictly maintain the quality of each frame. That is, after a target distortion is set, e.g. SSIM equal to 0.92, the distortion measurement of each decoded frame should reach the target value as close as possible so that the constant quality coding can be successfully achieved. With the proposed D-Q model, the selection of QP can be done in a straightforward manner. Given an input frame, the feature is computed to determine the D-Q relations of basic units and the frame QP will be chosen according to Eq. (10). There are a few issues that will determine the designs of our proposed encoding procedure. First, adjacent frames in a video usually have similar content, which will result in similar features. Then calculating features in each frame doesn’t seem that necessary. The spatial feature \( F_{spatial} \) is relatively efficient but the temporal feature \( F_{temporal} \) is more time-consuming because of the motion estimation. Therefore, if we can reuse the feature of a previous frame with the similar content for computing the model parameter \( \beta \), the whole encoding procedure will be more efficient. In other words, the spatial and temporal features of a frame will only be re-calculated if such feature with the same frame type or similar content is not available before. Second, the quality of the referenced frame will affect that of the currently encoded frame. Especially when a scene change frame appears and its QP is not appropriately assigned, the quality of subsequent frames may be poor. Large quality variations may also be observed. Our strategy is to apply the scene change detection to determine the so-called key frames to build the D-Q model. We will then encode these frames carefully, probably with two runs, so that the quality of subsequent frames can also be maintained. Third, the coding performance of the previous frame of the same type will be referenced for the model adjustment. As mentioned before, the content of adjacent frame will be similar. If the frame coding types are the same, the coding results of the previous frame can serve as a good indication of the model accuracy. We may make use of this information to adjust our model so that the single-run coding may work as well as the multiple-run coding. The encoding procedure will be detailed as follows.

For the scene change detection, we apply a simple process by examining the luminance histograms of adjacent frames. The Bhattacharyya distance of two histograms is calculated and compared with a threshold. If the difference is larger than the threshold, a scene change is detected and the key frame is extracted. It should be noted that, although the key frame may need to be encoded as a P frame, we only use the spatial feature \( F_{spatial} \) to calculate \( \beta \), instead of using the P frame feature \( F_P \) in Eq. (8), because a large number of intra-coded blocks will appear in this frame. After using \( F_{spatial} \) to determine the D-Q relation and the frame QP for encoding this frame, we usually encode this frame once again if the resulting quality of this decoded frame is not satisfactory. This two-pass encoding is to ensure that these important scene-change frames have the target quality after the encoding. The model will be slightly adjusted according to the first-run encoding result. We call this process as the model update, which is actually adding an adjusting factor \( \theta \) defined by

\[
\theta = \frac{D^{P}(QP_F)}{e^{(a+\beta+b)} \times QP_F^{P}}, \tag{11}
\]

where \( a \) and \( b \) are the trained variables listed in Eqs. (4) and (5) so the denominator is the predicted distortion by our model and \( D^{P}(QP_F) \) is the resulting distortion by using \( QP_F \) to contrast.
encode the frame in the first run. In the second-run encoding of this frame, the model becomes
\[
\theta \times D_{SSIM}^{I/P},
\]
where \( D_{SSIM} \) is defined in Eqs. (4) and (5), and a better \( QP_F \) can then be chosen accordingly. In other words, we simply adjust the parameter \( \alpha \) in Eq. (2) and this strategy is quite effective. Fig. 6 shows the comparison of coding results on Foreman by using the original model and updated model with \( \theta \). In Figs. 6(a), we encode all the frames by using the intra coding only. In Fig. 6(b), only the first frame is an I frame and the other frames are coded as P frames. The qualities of P frames are then averaged. We select Foreman in this test since it contains large content variations and our original model doesn’t perform that well. By using the simple scaling factor \( \theta \), the predicted quality, measured in SSIM, will be close to the actual quality after the model adjustment of the second-run encoding in some of the key frames.

For other frames, we will use the coding result of the previous frame with the same frame type as the reference to adjust our D-Q model. That is, \( \theta \) will be computed by dividing the resulting distortion of the previous frame (i.e. \( D^P(QP_F) \) in Eq. (11)) by the predicted distortion so that most of the frames will be encoded only once. As mentioned before, only the spatial feature \( F_{spatial} \) will be used to find \( \beta \) in the scene-change frames. There will be a couple of special cases for other frames. 1) For the first P frame after the scene-change frame, since its temporal feature \( F_{temporal} \) is not available, we will calculate its own feature \( F^P \). In addition, since the previous P frames do not have the similar content, this P frame may be encoded twice without referring to the coding results of previous frames. 2) For the first I frame after the scene-change frame, we will calculate its own \( F_{spatial} \) to calculate \( \beta \) and may also encode this frame twice to use its own first-run coding results for the model adjustment. To be more specific, the features will be computed and the coding may be applied twice in the following three cases: 1) The scene-change or key frame, 2) the first I frame after the key frame and 3) the first P frame after the key frame. For most of the other I/P frames, we basically employ the existing features and use the coding results of the frames with the similar content and with the same frame type for the model adjustment. The calculation of the features will not be applied repeatedly. Finally, to achieve the very consistent video quality, the coding result of each frame will be checked. If the result deviates from the target too far, we may encode that frame once more and again the model is adjusted by Eq. (12). It should be noted that no more than two encodings will be applied on a frame to maintain the efficiency of the proposed method. The flowchart of the encoding process is demonstrated in Fig. 7.

IV. EXPERIMENTAL RESULTS

We have implemented our scheme on the JM 17.2 reference software of H.264/AVC to evaluate the performances of our proposed D-Q model and encoding procedure. The settings of JM 17.2 are as follows:

1) Baseline profile with I/P frames.
2) Rate distortion optimization is enabled.
3) The motion Search range is \( \pm 16 \).
4) Fast Full Search algorithm is used.
5) The number of the reference frame is 1.
6) CAVLC coding is enabled.
7) De-blocking filter is used.

We set the target SSIM as 0.91, 0.95 and 0.99 to test the feasibility of our scheme on different quality measures. SSIM is calculated in \( 8 \times 8 \) blocks without overlapping. Eight CIF videos including Coastguard, Monitor, Table, Foreman, Mobile, Stefan, News and Paris, each with 300 frames, are used in our experiments. Fig. 8 shows the performance of constant quality video coding measured in SSIM. We can see that the resulting quality can achieve the target quality in all the cases. When the target quality is set lower, the variation of SSIM becomes larger because of the wider range of QP. The variations are more obvious in the latter part of Foreman because of the fast camera motions. The two-pass encoding

![Fig. 6. The comparison of coding results of Foreman by using the original model and updated model in the cases of (a) SSIM in I frames and (b) SSIM in P frames.](image-url)
V. CONCLUSION

In this research, a frame quality control mechanism for H.264/AVC is proposed. A suitable Quantization Parameter (QP) can be assigned in each frame so that the target frame quality can be achieved. A single-parameter D-Q model is derived and the model parameter can be determined by the frame content. The results by using such quality measurement as SSIM verifies the feasibility of our proposed method. We will extend to test some more quality metrics to further prove the generality of this frame work.
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