ON THE CORRESPONDENCE BETWEEN DOMINATION AND THE SPECTRUM OF JACOBI OPERATORS
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ABSTRACT. In this paper, we first develop a notion of dominated splitting for $M(2, \mathbb{C})$-sequences and show it is a stable property under $\| \cdot \|_\infty$-perturbation. Then we show an energy parameter belongs to the spectrum of a Jacobi operator, possibly singular, if and only if the associated Jacobi cocycle does not admit dominated splitting. This generalizes the results obtained by the second author [Z] in the scenario of Schrödinger operators. Finally, we consider dynamically defined Jacobi operators whose base dynamics is only assumed to be topologically transitive. We show an energy parameter belongs to the spectrum of the operator defined by the base point with a dense orbit if and only if the dynamically defined Jacobi cocycle does not admit dominated splitting. This includes the original Johnson’s theorem obtained by R. Johnson [J] for Schrödinger operators and the main theorem obtained by C. Marx [Ma] for Jacobi operators as special cases.
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1. INTRODUCTION AND STATEMENT OF MAIN RESULTS

In this paper we study the relationship between the spectrum of the Jacobi operator and the dynamics of its cocycle. We set $\ell^p(\mathbb{Z}) = \ell^p(\mathbb{Z}, \mathbb{C})$ for $p \in \mathbb{Z}_+$ or $p = \infty$ and let $\ell^p(\mathbb{Z}, \mathbb{R}) \subset \ell^p(\mathbb{Z})$ be real-valued sequences. The Jacobi operator $J_{a,b} : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$ is given by

$$ (J_{a,b}\psi)(n) = a_{n-1}\psi(n-1) + a_n\psi(n+1) + b_n\psi(n), $$

where $a_n$ and $b_n$ are sequences of complex numbers.
where $\psi = (\psi_n)_{n \in \mathbb{Z}} \in \ell^2(\mathbb{Z})$, $a = (a_n)_{n \in \mathbb{Z}} \in \ell^\infty(\mathbb{Z})$, and $b = (b_n)_{n \in \mathbb{Z}} \in \ell^\infty(\mathbb{Z}, \mathbb{R})$. We say the Jacobi operator is singular if $a_n = 0$ for some $n \in \mathbb{Z}$.

Jacobi operators are bounded self-adjoint operators. Hence, the spectrum $\sigma(J_{a,b})$ of the operator $J_{a,b}$, which is defined as

$$\sigma(J_{a,b}) := \{ E \in \mathbb{C} : J_{a,b} - E \text{ does not have bounded inverse} \}$$

is a nonempty compact subset of $\mathbb{R}$. The resolvent, $\rho(J_{a,b})$, of the operator $J_{a,b}$ is defined as:

$$\rho(J_{a,b}) = \mathbb{C} - \sigma(J_{a,b})$$

Another type of Jacobi operators we will study are dynamically defined operators which are given as follows. Let $J_{a,b}$ be a homeomorphism on $\Omega$. Let $a \in C(\Omega, \mathbb{C})$ and $b \in C(\Omega, \mathbb{R})$, i.e. $a$ and $b$ are complex and real valued continuous functions on $\Omega$, respectively. Then for each $\omega \in \Omega$, we may define a Jacobi operator as

$$(J_{a,b}\omega)(n) = a(T^n\omega)\psi(n-1) + a(T^n\omega)\psi(n+1) + b(T^n\omega)\psi(n).$$

In this case, we let $\sigma(J_{a,b})$ and $\rho(J_{a,b})$ denote its spectrum and resolvent set, respectively.

Jacobi operators are natural extension of one-dimensional discrete Schrödinger operators, the definition of which is to set $a_n = 1$ for all $n \in \mathbb{Z}$ in (1). Just like Schrödinger operators, Jacobi operators arise naturally in various ways in mathematics and physics. For instance, they play a fundamental role in the study of completely integrable nonlinear lattices, in particular the Toda lattice and its modified counterpart, the Kac-van Moerbeke lattice. In the study of inverse spectral theory, one has to go to Jacobi operators even if one starts with Schrödinger operators. We refer the readers to [T] for more information regarding Jacobi operators.

In many ways, the study of spectral analysis of Schrödinger or Jacobi operators may be reduced to the study of dynamics of the associated cocycles. One of the basic relations between spectral analysis of operators and dynamics of cocycles is the Johnson’s type of theorems where one can identify the spectrum by these energies whose cocycles admit certain dynamics structure. For Schrödinger operators, this dynamics structure is the so-called uniform hyperbolicity. In the scenario of Jacobi operators, it turns out that the dynamics structure is the so-called dominated splitting which generalizes uniform hyperbolicity. These type of correspondences in particular play a key role in the analysis of the so-called Cantor spectrum phenomenon. For works related to these topics, we refer the readers to [ABD1, ABD2, WZ] in the Schrödinger case and to [FOZ, AJM, JM, Ma] in the Jacobi case and the references therein. Cantor spectrum phenomenon, on the other hand, has a deep physics background. It is closely related to the so-called quantum hall effect, see e.g. [H, TKNN]. The present paper concerns Johnson type of theorem for Jacobi operators. In the next two subsections, we first review the Johnson’s theorem for Schrödinger operators. Then we discuss the existing Johnson’s type of results for Jacobi operators due to C. Marx [Ma]. Finally, we state the main results of this paper and discuss the strategy of their proofs.

1.1. Review of Johnson’s theorem for Schrödinger operators. Let $b \in C(\Omega, \mathbb{R})$. Consider the Schrödinger operators $H_\omega$ with potentials given by $b_n = b(T^n\omega)$, $n \in \mathbb{Z}$. Again, to define such operators, we just need to set $a(\omega) = 1$ for all $\omega \in \Omega$ in (2). Let $A^E : \Omega \to \text{SL}(2, \mathbb{R})$ be the Schrödinger cocycle map at the energy $E$. For $\omega \in \Omega$, we define its orbit under $T$ to be $\text{Orb}(\omega) := \{ T^n\omega : n \in \mathbb{Z} \}$. Then the following theorem goes back to [J, Theorem 3.1]:

**Theorem 1.** Let $(T, \Omega)$ be topologically transitive. In other words, there is a $\omega_0 \in \Omega$ such that $\text{Orb}(\omega_0) = \Omega$. Then $(T, A^E)$ is uniformly hyperbolic if and only if $E \in \rho(H_{\omega_0})$.

We wish to point out that Johnson’s theorem does not necessarily need to involve a base dynamics $(T, \Omega)$. Correspondingly, the notion of uniform hyperbolicity may be defined for a
sequence of SL(2, ℜ)-matrices. Let $H_b$ be the Schrödinger operator with the potential $b ∈ ℓ^∞(ℤ)$ and let $A^E : ℤ → SL(2, ℜ)$ be the cocycle map defined on ℤ. Then the following theorem is from [Z, Theorem 3]:

**Theorem 2.** $A^E : ℤ → SL(2, ℜ)$ is uniformly hyperbolic if and only if $E ∈ ρ(H_b)$.

Assume $(T, A^E)$ is a uniformly hyperbolic cocycle defined over a base dynamics $(T, Ω)$. Then for each $ω ∈ Ω$, $A^E : ℤ → SL(2, ℜ)$, where $A^E(n) = A^E(T^nω)$, is a uniformly hyperbolic SL(2, ℜ)-sequence. Thus the following corollary is a direct consequence of Theorem 2:

**Corollary 1.** If $(T, A^E)$ is uniformly hyperbolic, then $E ∈ ∩ω∈Ω ρ(H_ω)$.

Note that Corollary 1 does not have any restrictions on the base dynamics. It is also clear that Theorem 2 implies:

If $E ∈ ∩ω∈Ω ρ(H_ω)$, then $A^E(T(Dω) : ℤ → SL(2, ℜ)$ is uniformly hyperbolic for all $ω ∈ Ω$.

In general, for a continuous cocycle map $A : Ω → SL(2, ℜ)$, one may not be able to lift the uniform hyperbolicity from sequences (i.e. uniform hyperbolicity of $A(T^iω) : ℤ → SL(2, ℜ)$ for all $ω ∈ Ω$) to uniform hyperbolicity of cocycle $(T, A)$. This is because one may lose the uniformity of certain constants. However, when the base dynamics is topologically transitive, one can indeed pass the uniform hyperbolicity from sequences to the cocycle. In fact, if $Orb(ω_0) = Ω$, then the uniform hyperbolicity of $A(T^iω) : ℤ → SL(2, ℜ)$ implies the uniform hyperbolicity of $(T, A)$. This is due to the fact that uniform hyperbolicity is equivalent to a uniform exponential growth condition which can easily be passed uniformly from a dense orbit to the whole space.

Alternatively, one may use the following relatively simple fact, see e.g. [Z, Theorem 6], to show that if $E ∈ ρ(H_ω)$, then $(T, A^E)$ is uniformly hyperbolic.

**Proposition 1.** If $Orb(ω_0) = Ω$, then $σ(H_ω) ⊂ σ(H_ω_0)$ for all $ω ∈ Ω$.

In particular, if $E ∈ ρ(H_ω)$, then $d(E, σ(H_ω)) ≥ d(E, σ(H_ω_0)) > 0$ for all $ω ∈ Ω$ where $d(E, σ(H_ω))$ denotes the distance between $E$ and $σ(H_ω)$. Then using the strategy of [Z, Section 3.3.2], one can show that the constants appear in the definition of uniform hyperbolicity of $A(T^iω) : ℤ → SL(2, ℜ)$ depend only on $∥(H_ω − E)^{-1}∥^{-1} = d(E, σ(H_ω))$. In particular, those constants can be made uniform for all $ω ∈ Ω$.

1.2. **The case with Jacobi operators and strategy of proofs.** For Jacobi operators, the notion of uniform hyperbolicity is not sufficient as the associated cocycle map takes values in $M(2, ℂ)$, which denotes the set of all $2 × 2$ matrices. Not only they might be not in $SL(2, ℜ)$, they might even be singular, i.e. have zero determinant. Motivated by the study of the extended Harper model [JM, AJM], C. Marx [Ma] first noted that in such scenario the right choice should be cocycles admitting dominated splitting, which is a natural generalization of uniformly hyperbolic cocycles to those allowing $M(2, ℂ)$-values. Domination, on the other hand, is an intensively studied notion in dynamical systems. It was introduced by and plays a key role in the works of Mañe [M] and Liao [L] on Smaļe’s stability conjecture. The term dominated splitting was introduced by Mañe in [M]. We refer the readers to [BV, BDP, P] and the references therein regarding recent works in smooth dynamical systems involving domination. For recent works related to domination for cocyles defined over base dynamics, we refer the readers to [AJS, BG, BM] and the references therein.

Regarding the correspondence between domination and spectrum of Jacobi operators, Marx [Ma] showed the following version of Johnson’s theorem. We again let $T : Ω → Ω$ be homeomorphism on a compact metric space $Ω$. We say $T$ is minimal if $Orb(ω) = Ω$ for all $ω ∈ Ω$. We say $T$ is uniquely ergodic if $T$ has only one ergodic probability measure. We say $T$ is strictly
ergodic if $T$ is uniquely ergodic and minimal. By Proposition 2, $\rho(J_\omega)$ is independent of $\omega \in \Omega$ if $T$ is minimal. Let $B^E : \Omega \to M(2, \mathbb{C})$ be the Jacobi cocycle map that is associated with the energy $E \in \mathbb{C}$.

**Theorem 3.** Let $T : \Omega \to \Omega$ be strictly ergodic. Assume $B^E \in C^0(\Omega, M(2, \mathbb{C}))$ and $\int_{\Omega} |\log |\det(B^E(\omega))||d\mu < \infty$ for all $E \in \mathbb{C}$. Assume that the map $\omega \mapsto J_\omega$ is continuous with respect to the operator norm on $J_\omega$. Then $E \in \rho(J_\omega)$ if and only if $(T, B^E)$ admits dominated splitting.

The original version of Marx’s theorem was stated for quasiperiodic Jacobi cocycles whose base dynamics are minimal translations on the $d$-dimensional torus. Such base dynamics satisfy all the conditions stated in Theorem 3. But as the author indicated in [Ma, Remark 1.2.ii.], the proof works for a more general dynamics as stated in Theorem 3. The author also mentioned in [Ma, Remark 1.2.iii.] that he believes the results should hold true for merely minimal base dynamics. We wish to point out that there are Johnson theorems for CMV matrices. Regarding Johnson’s theorem for the standard CMV matrices, which may be considered as the unitary analog of Schrödinger operators, we refer the readers to [DFLY, Theorem 1.2]. Regarding Johnson’s theorem for generalized CMV matrices, which is the unitary analog of Jacobi operators, we refer the readers to [FOZ, Theorem 6.1]. It in particular plays a key role in studying the spectral properties of the unitary Almost Mathieu operator in [FOZ] which arises naturally in modeling a one-dimensional quantum walk whose coins are distributed quasi-periodically.

However, as we explained in Section 1.1 and similar to the case of Schrödinger operators, there should be a Johnson’s theorem for Jacobi operators defined by any sequences $a \in \ell^\infty(\mathbb{Z})$ and $b \in \ell^\infty(\mathbb{Z}, \mathbb{R})$. Using such a theorem, one can already deduce some partial Johnson type of results for any base dynamics. Moreover, once one has the sequence version, it should not be far away to get a full version of Johnson’s theorem for Jacobi operators like the Schrödinger case. In other words, topological transitivity should be sufficient. In particular, Proposition 1 can be easily seen to hold true for Jacobi operators as well (see e.g. Proposition 2 of Section 5). Hence, one should be able to control all the necessary constants associated with conditions of Definition 1 to make them uniform.

These are the main goals of this paper: to establish thorough versions of the Johnson’s theorem for Jacobi operators, both for sequence-defined and dynamically defined operators.

In the case of $\text{SL}(2, \mathbb{R})$ matrices, the definition of uniform hyperbolicity for cocycles defined over base dynamics and for $\text{SL}(2, \mathbb{R})$-sequences are almost identical, see [Z]. However, though the definition of dominated splitting for $M(2, \mathbb{C})$-cocycles over base dynamics exists (see e.g. Definition 2 of Section 5), it’s not immediately clear what the one for $M(2, \mathbb{C})$-sequences should be. A good such definition should at least satisfy the following conditions:

(a) It generalizes the definition of uniform hyperbolicity for $\text{SL}(2, \mathbb{R})$-sequences.

(b) If a dynamically defined cocycle $(T, B)$ admits dominated splitting, then

$$B(T^{(i)}\omega) : \mathbb{Z} \to M(2, \mathbb{C})$$

should be a sequence that admits dominated splitting for each $\omega \in \Omega$.

(c) It should be stable under $\| \cdot \|_\infty$-perturbation.

(d) It should be the right definition for one to show a Johnson’s theorem for the Jacobi operator $J_{a,b}$ with any choice of $a \in \ell^\infty(\mathbb{Z})$ and $b \in \ell^\infty(\mathbb{Z}, \mathbb{R})$.

Thus, our first task is to find such a definition. Throughout the paper, we consider cocycle maps $B$ on $\mathbb{Z}$ or on a compact metric space $\Omega$ to be in $\ell^\infty$. We also let $\| \cdot \|_\infty$ denotes the supremum norm in various scenarios. In particular, we may let $M > 0$ to be a universal
upbound for all the cocycle maps $B$, that is $\|B\|_\infty < M$. We define
\begin{equation}
B_n(j) = \begin{cases} B(j + n - 1) \cdots B(j), & n \geq 1, \\ I_2, & n = 0, \end{cases}
\end{equation}
where $I_2$ is the identity matrix. We also define
\begin{equation}
B_{-n}(j) = [B_n(j-n)]^{-1} = B(j-n)^{-1} \cdots B(j-1)^{-1}, \quad n \geq 1,
\end{equation}
if all matrices involved are invertible. It turns out that the following definition of domination for $\mathbb{M}(2, \mathbb{C})$-sequences serves our purposes perfectly:

**Definition 1.** We say that $B \in \ell_\infty(\mathbb{Z}, \mathbb{M}(2, \mathbb{C}))$ admits dominated splitting (DS) if for each $j \in \mathbb{Z}$, there are one-dimensional spaces $E^n(j)$ and $E^u(j)$ of $\mathbb{C}^2$ with the following properties.

1. $E^n$, $E^u$ are $B$-invariant in the sense that for all $j \in \mathbb{Z}$, it holds that $B(j)[E^n(j)] \subseteq E^n(j+1)$ and $B(j)[E^u(j)] \subseteq E^u(j+1)$.

2. There exist $N \in \mathbb{Z}_+$ and $\lambda > 1$ such that
\begin{equation}
\|B_N(j)\| > \lambda \|B_N(j)\| \quad \text{for all } j \in \mathbb{Z} \text{ and all unit vectors } \vec{s}(j) \in E^n(j) \text{ and } \vec{u}(j) \in E^u(j).
\end{equation}

3. There exists $\delta > 0$ such that $d(E^n(j), E^u(j)) > \delta$ for all $j \in \mathbb{Z}$.

4. Let $N \in \mathbb{Z}_+$ be from condition (2). Then it holds $\inf_{j \in \mathbb{Z}} \|B_N(j)\| > 0$.

Clearly, condition (2) implies that $E^u(j) \neq E^n(j)$, hence $\mathbb{C}^2 = E^u(j) \oplus E^n(j)$, for all $j \in \mathbb{Z}$. In condition (3), $d(W, V)$ denotes a distance between two one-dimensional spaces $W$ and $V$ of $\mathbb{C}^2$. For its definition, see equation (11) at the beginning of Section 2. Here we say the space $E^n$ dominates the space $E^u$. Throughout this paper, without loss of generality, we set $\lambda = 2$ in condition (2) in Definition 1. From now on, $B \in \mathcal{DS}$ means $B$ admits dominated splitting.

**Remark 1.** Conditions (1) and (2) of Definition 1 are standard conditions when one defines $\mathbb{M}(2, \mathbb{C})$-valued cocycles defined over a base dynamics that admit dominated splitting, see again Definition 2 of Section 5. We also notice that in Definition 2, condition (3) is automatically satisfied. However, when it comes to $\mathbb{M}(2, \mathbb{C})$ sequences, neither conditions (1) and (2) imply conditions (3) and (4), nor conditions (3) and (4) imply each other under conditions (1) and (2). But conditions (3) and (4) are necessary to guarantee the stability of the domination. Indeed, we have two examples where the first example satisfies conditions (1)-(3) while condition (4) fails. In the second example, we have conditions (1), (2), and (4) while condition (3) fails. Moreover, our examples are actually $\text{GL}(2, \mathbb{C})$-valued.

Example one. We defined $B$ as follows:
\begin{equation}
B(j) = \begin{pmatrix} 2^{-|j|} & 0 \\ 0 & 2^{-|j|-1} \end{pmatrix} \quad \text{for all } j \in \mathbb{Z}.
\end{equation}
It is clear that for this $B$ we have $E^u(j) = \text{span}\{e_1^0\}$ and $E^n(j) = \text{span}\{e_1^1\}$, where $E^n$ dominates $E^u$ at step 1. By definition of distance between complex lines at the beginning of Section 2, specifically, equations (11) and (9), we can easily see $d(E^u(j), E^n(j)) = 2$ for all $j \in \mathbb{Z}$. Evidently, condition (4) fails since it is clear that
\begin{equation}
\inf_{j \in \mathbb{Z}} \|B_n(j)\| = 0 \quad \text{for all } n \in \mathbb{Z}_+.
\end{equation}

Example two. We define $B$ as follows.
\begin{equation}
A(j) = \begin{pmatrix} 2^{-|j|} & 0 \\ 0 & 2^{-|j|} \end{pmatrix}, \quad D(j) = \begin{pmatrix} 1 & 1 \end{pmatrix}, \quad \text{and}
\end{equation}
By the properties of $D$ (4),

\[ B(j) := D(j+1)A(j)D(j)^{-1} = \begin{pmatrix} 2^{2-|j|} & -3 \\ 0 & 2^{-|j+1|} \end{pmatrix}. \]

It's clear from the construction that the first and second column vectors of $D(j)$ generates $E^u(j)$ and $E^s(j)$ of $B(j)$, respectively. It's simple calculation to see $E^u(j)$ dominates $E^s(j)$ at step 1 with the corresponding $\lambda > 2$. Moreover, it is clear that $\inf_{j \in \mathbb{Z}} \|B(j)\| > 3$ which is nothing other condition (4) of Definition 1. However, by (11) and (9), it is clear that

\[ d(E^u(j), E^s(j)) < 2^{-|j|} \to 0 \text{ as } j \to \pm \infty. \]

For the examples above, the domination can easily be perturbed away by an arbitrarily small $\| \cdot \|_\infty$-perturbation.

Finally, we notice that under conditions (1)-(3), condition (4) is equivalent to

\[ (4)' \quad \inf_{j \in \mathbb{Z}} \|B_n(j)\| > 0 \text{ for all } n \in \mathbb{Z}_+. \]

Indeed, \((4)\)' clearly implies condition (4). On the other hand, conditions (1)-(3) implies that if we define $D : \mathbb{Z} \to \text{GL}(2, \mathbb{C})$ such that the first and second column vectors are unit vectors in $E^u(j)$ and $E^s(j)$, respectively, then $\inf_{j \in \mathbb{Z}} |\det(D(j))| > 0$, $\|D\|_\infty \leq 2$, and

\[ D(j+1)^{-1}B(j)D(j) := \begin{pmatrix} \lambda_j^+ & 0 \\ 0 & \lambda_j^- \end{pmatrix} \]

for some $\lambda_j^+$ and $\lambda_j^-$ in $\mathbb{C}$. It clearly implies

\[ D(j + N)^{-1}B_n(j)D(j) := \begin{pmatrix} \prod_{k=j}^{j+N-1} \lambda_k^+ & 0 \\ 0 & \prod_{k=j}^{j+N-1} \lambda_k^- \end{pmatrix}. \]

By condition (2), we must have for all $j \in \mathbb{Z}$:

\[ \left| \prod_{k=j}^{j+N-1} \lambda_k^+ \right| > 2 \left| \prod_{k=j}^{j+N-1} \lambda_k^- \right|. \]

By the properties of $D$ we mentioned above and by condition (4), we must have

\[ \inf_{j \in \mathbb{Z}} \|D(j + N)^{-1}B_n(j)D(j)\| > 0. \]

Combine the two estimates above, we obtain

\[ \inf_{j \in \mathbb{Z}} \left| \prod_{k=j}^{j+N-1} \lambda_k^+ \right| > 0 \]

which in turn implies $\inf_{j \in \mathbb{Z}} |\lambda_j^+| > 0$ since $\sup_{j \in \mathbb{Z}} |\lambda_j^+| < C$ for some $C > 0$. Hence

\[ \inf_{j \in \mathbb{Z}} \left| \prod_{k=j}^{j+n-1} \lambda_k^+ \right| > 0 \text{ for all } n \geq 1. \]

By (4) and properties of $D$, we then obtain \((4)\)''. It turns out that often times in the remaining part of the paper, to obtain condition (4) of Definition 1, we instead prove the stronger condition \((4)'\) above.

Once we have the right definition, then the main theorem of this paper can be formulated as follows. For simplicity, we also use $(T, B) \in DS$ for $B : \Omega \to \text{M}(2, \mathbb{C})$ that admits dominated splitting. For its definition, see again Definition 2 of Section 5. Let $B^E : \mathbb{Z} \to \text{M}(2, \mathbb{C})$ be the Jacobi cocycle map for the Jacobi operator $J_{a,b}$. Then

**Theorem 4.** \( \rho(J_{a,b}) = \{E \in \mathbb{C} : B^E \in DS\} \).
Clearly, Theorem 4 generalizes Theorem 2. Similar to the Schrödinger case, we have an immediate corollary of Theorem 4 since we have the condition (b) stated before Definition 1:

**Corollary 2.** Consider the family of dynamically defined Jacobi operators $J_\omega$, $\omega \in \Omega$, defined by (2). If $(T, B^E) \in DS$, then $E \in \bigcap_{\omega \in \Omega} \rho(\omega)$.

However, similar to the discussion in Section 1.1, our proof of Theorem 4 actually implies Theorem 7 below. Thus, the main task of this paper is to prove Theorem 4. It will be divided into two directions. The first direction is:

(5) \[ \{E \in \mathbb{C} : B^E \in DS\} \subset \rho(J_{a,b}) \]

which relies on the stability of domination for $\mathcal{M}(2, \mathbb{C})$-sequences:

**Theorem 5.** Let $B : \mathbb{Z} \rightarrow \mathcal{M}(2, \mathbb{C})$ be such that $B \in DS$. There exists $\varepsilon > 0$ such that if $\tilde{B} : \mathbb{Z} \rightarrow \mathcal{M}(2, \mathbb{C})$ satisfies $\|\tilde{B} - B\|_\infty < \varepsilon$, then $\tilde{B} \in DS$.

It turns out that the key step to show Theorem 5 is to show the following result. Let $\mathbb{D}_r = \{z : |z| < r\} \subset \mathbb{C}^p = \mathbb{C} \cup \{\infty\}$. For $A \in \mathcal{M}(2, \mathbb{C})$, we let $A_r$ denote certain projectivized action on $\mathbb{C}^p$ (see (12) at the beginning of Section 2 for the definition). Then

**Theorem 6.** Let $A : \mathbb{Z} \rightarrow \mathcal{M}(2, \mathbb{C})$ be such that $\inf_{j \in \mathbb{Z}} \|A(j)\| > 0$. If there exist $\alpha > \alpha' > 0$ such that $A(j) \cdot (\mathbb{D}_\alpha) \subset \mathbb{D}_{\alpha'}$ for all $j \in \mathbb{Z}$, then $A \in DS$.

**Remark 2.** Theorem 6 basically says that the existence of an invariant cone field implies domination for a $\mathcal{M}(2, \mathbb{C})$-sequence. Theorem 6 also justifies the rationality of Definition 1 as well. We will prove Theorems 5 and 6 in Section 2, which is of pure dynamical systems. In the proof, we will show the following facts. For $B \in DS$, we let $N(B)$, $\delta(B)$, and $m_{N(B)}(B) = \inf_j \|B_N(B)(j)\|$ to be constants that appear in conditions (2), (3), and (4) of Definition 1, respectively. Then in the proof of Theorem 6, we can show $N(A)$ and $\delta(A)$ depend only on $M$, $\alpha$, and $\alpha'$. Using this fact, we can further show that the $\varepsilon$ in Theorem 5 depends only on $N(B)$, $\delta(B)$, $m_{N(B)}$ and $M$ which in turn implies that $N(\tilde{B})$ and $\delta(\tilde{B})$ depend only on $N(B)$, $\delta(B)$, $m_{N(B)}$, and $M$. Those facts will be used to deduce Corollary 4 in Section 5.

Once Theorem 5 is proven, we have the main tool to prove the first direction (5) of Theorem 4. It will be done in Section 3. Here we mainly use the strategy of [Ma]. However, the fact that we have to deal with the singular operators directly poses certain obstacles. In fact, one of the main reasons that Theorem 3 puts a lot of restrictions on the base dynamics is the following. In [Ma], first it does everything for those $\omega$ along which $a(T^j\omega) \neq 0$ for all $j \in \mathbb{Z}$ so that the singular operators are bypassed. Then it uses all the properties of the base dynamics to extend results for nonsingular operators to the whole base space. Dealing with singular operators directly is one of the main challenges this paper has.

The other direction of Theorem 4 is clearly:

(6) \[ \rho(J_{a,b}) \subset \{E \in \mathbb{C} : B^E \in DS\} \]

which will be done in Section 4. That is, we need to show $B^E \in DS$ if $E \in \rho(J_{a,b})$. We will first show $B^E : \mathbb{Z} \rightarrow \mathcal{M}(2, \mathbb{C})$ satisfies the stronger version (4)' of condition (4) of Definition 1. This is a completely new issue which does not exist either for Schrödinger operators or for dynamically defined Jacobi operators. As a consequence, we need to use an estimate bounding the derivatives of a polynomial via the supremum norm of the polynomial on certain compact sets. It is the so-called Markov inequality, see e.g. [Pi]. Then we show condition (4)' via certain induction schemes.

To construct two invariant directions with desired properties, i.e. conditions (1)-(3) of Definition 1, the main work is to have some detailed analysis of the Green’s function. Bascially,
we need two different types of information regarding the Green’s function. The first is a
Combes-Thomas estimate [CT] showing the exponential decaying of the Green’s function. This
is relatively simple as it follows from some standard computations. The other one, which is the
main work of this section, is to relate the column vectors in Green’s function to solutions of the
eigenvalue equation $J_{a,b}\psi = E\psi$. The fact that $a_j = 0$ for certain $j \in \mathbb{Z}$ leads to four different
main cases, each of which has three subcases.

Once we put together the information above, one can construct the two invariant directions
and show they have the desired properties. For each of the conditions (1)-(3) of Definition 1,
one then needs to regroup the 12 different cases and treat them with different strategies.

Finally, we will show that all the estimates showing conditions (1)-(3) of Definition 1 depend
only on $d(E, \sigma(J_{a,b}))$ which will eventually allow us to go from Theorem 4 to the following
dynamics version:

**Theorem 7.** Consider the dynamically defined Jacobi operators $J_{\omega}$, $\omega \in \Omega$, given by (2). Assume that $T$ be a topologically transitive and let $\omega_0$ be that $\text{Orb}(\omega_0) = \Omega$. Then

$$\rho(J_{\omega_0}) = \{E \in \mathbb{C} : (T, B^E) \in \mathcal{DS}\}.$$ 

It is clear that Theorem 7 includes Theorems 1 and 3 as special cases. In some sense, this is
perhaps the best version of a Johnson’s theorem for dynamically defined Jacobi operators one
can hope to obtain as the conditions it assumed are indentical to those of Theorem 1. We will
have detailed discussion of Theorem 7 in Section 5.
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### 2. Domination for $\mathbb{M}(2, \mathbb{C})$-Sequences and Its Stability

Let $\mathbb{C}P^1 = \mathbb{C} \cup \{\infty\}$ be the one-dimensional complex projective space, or the Riemann sphere.

We mainly use the following projection maps from $\mathbb{C}^2 \setminus \{\vec{0}\} \to \mathbb{C}P^1$:

$$\pi : \mathbb{C}^2 \setminus \{\vec{0}\} \to \mathbb{C}P^1 \text{ where } \pi\left(\frac{z_1}{z_2}\right) = \frac{z_2}{z_1}.$$ 

Through this projection, each one-dimensional space in $\mathbb{C}^2$ can be identified with a point in
$\mathbb{C}P^1$. Hence, we may view a point $z \in \mathbb{C}P^1$ as an one-dimension space $\text{span}\{(1)\}$ of $\mathbb{C}^2$. Note
$\infty$ is considered to be $\text{span}\{(0)\}$. For instance, by $\vec{v} \in z$ we mean $\vec{v}$ is a vector in the one-
dimensional space $z$. In particular, we let $\vec{z}$ denotes a unit vector in $z$. We shall mainly use the
following metric on $\mathbb{C}P^1$:

$$d(z, z') = \begin{cases} \frac{2|z-z'|}{\sqrt{(1+|z|^2)(1+|z'|^2)}}, & z, z' \in \mathbb{C}; \\ \frac{2}{\sqrt{1+|z|^2}}, & z' = \infty. \end{cases}$$

It’s a standard fact the metric above on the Rieman sphere is induced by the stereographic
projection

$$P : \mathbb{S}^3 = \{(x_1, x_2, x_3) : x_1^2 + x_2^2 + x_3^2 = 1\} \to \mathbb{C}P^1$$
so that \( d(z, z') = \|P^{-1}(z) - P^{-1}(z')\|_{\mathbb{R}^3} \) for \( z, z' \in \mathbb{C}P^1 \), where
\[
P(x_1, x_2, x_3) = \begin{cases} \infty & \text{if } (x_1, x_2, x_3) = (0, 0, 1); \\ \frac{1}{x_1^2 + x_2^2 + x_3^2} & \text{otherwise}. \end{cases}
\]

Note \( d(z, z') \leq 2|z - z'| \) for all \( z \) and \( z' \in \mathbb{C} \). Let \( \vec{v} \) and \( \vec{v}' \) be two nonzero vectors in \( \mathbb{C}^2 \).

We let \((\vec{v}, \vec{v}') \in M(2, \mathbb{C})\) denotes the matrix whose column vectors are \( \vec{v} \) and \( \vec{v}' \). Then a direct computation shows that
\[
d(\pi(\vec{v}), \pi(\vec{v}')) = \frac{2|\det(\vec{v}, \vec{v}')|}{\|\vec{v}\| \cdot \|\vec{v}'\|}.
\]

In particular, if \( \vec{v} \) and \( \vec{v}' \) are two unit vectors, then
\[
d(\pi(\vec{v}), \pi(\vec{v}')) = 2|\det(\vec{v}, \vec{v}')|.
\]

Since one dimensional space can be identified by the points in \( \mathbb{C}P^1 \), abusing the notation slightly, for two one-dimensional subspaces \( V \) and \( W \) of \( \mathbb{C}^2 \), we define
\[
d(V, W) := d(\pi(\vec{v}), \pi(\vec{w}))
\]
where \( \vec{v} \in V \) and \( \vec{w} \in W \) are nonzero vectors.

Throughout this paper, we make the following assumptions: \( C, c \) will be universal constants, where \( C \) is large and \( c \) is small.

Let \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M(2, \mathbb{C}) \) be a nonzero matrix such that \( \|A\| < M \). Under the projection \( \pi \) as described in (7), there is an induced projectivized map of \( A \) acting on projective space \((\mathbb{C}P^1) \setminus \{\alpha\}\), where \( \alpha \) is the eigenspace of the 0 eigenvalue of \( A \), if such exists. We denote the induced map by \( A \cdot z \). Then a direct computation shows that
\[
A \cdot z : (\mathbb{C}P^1) \setminus \{\alpha\} \to \mathbb{C}P^1, \quad A \cdot z = \frac{c + dz}{a + bz}.
\]

Recall \( \vec{z} \) denotes a unit vector in the one-dimensional space \( z \in \mathbb{C}P^1 \). By (9) and (10), we have
\[
d(A \cdot z, A \cdot z') = d(A \cdot \pi(\vec{z}), A \cdot \pi(\vec{z}'))
\]
\[
= d(\pi(A\vec{z}), \pi(A\vec{z}'))
\]
\[
= \frac{2|\det(A\vec{z}, A\vec{z}')|}{\|A\vec{z}\| \cdot \|A\vec{z}'\|}
\]
\[
= \frac{2|\det(A)|}{\|A\vec{z}\| \cdot \|A\vec{z}'\|}|\det(\vec{z}, \vec{z}')|
\]
\[
= \frac{2|\det(A)|}{\|A\vec{z}\| \cdot \|A\vec{z}'\|}|d(z, z')|
\]

If \( |\det(A)| > \delta > 0 \), then it holds that
\[
\inf_{\|\vec{v}\| = 1} \|A\vec{v}\| = \frac{|\det(A)|}{\|A\|} > \frac{\delta}{M}
\]
which in turn implies that (change \( M \) to \( 2M \) if necessary)
\[
\frac{\delta}{M^2} d(z, z') \leq d(A \cdot z, A \cdot z') \leq \frac{M^4}{\delta^2} d(z, z') \quad \text{for all } z, z' \in \mathbb{C}P^1.
\]

Sometimes, we may need to use another projection
\[
\bar{\pi} : \mathbb{C}^2 \setminus \{0\} \to \mathbb{C}P^1 \text{ where } \bar{\pi}\left(\frac{z_1}{z_2}\right) = \frac{\bar{z}_1}{\bar{z}_2}.
\]
Then the projectivized map of $A$ under $\bar{\pi}$, denoted by $\tilde{A}$, becomes the well-known Möbius transformation:

$$\bar{A}(z) = \frac{az + b}{cz + d}.$$ (15)

All the computation above still hold true for $\tilde{A}$. In fact, $d(\bar{A}(z), \tilde{A}(z')) = d(A \cdot z, A \cdot z').$

2.1. Invariant cone field implies domination: proof of Theorem 6. In this section, we will prove Theorem 5. We begin with the following lemma.

**Lemma 1.** Let $f : \mathbb{D}_\alpha \rightarrow \mathbb{D}_{\alpha'}$ be a holomorphic function for some $0 < \alpha' < \alpha$. Then there exists $a 0 < \rho = \rho(\alpha, \alpha') < 1$ such that it holds for all $z_1, z_2 \in \mathbb{D}_\alpha$ that

$$\left| \frac{f(z_2) - f(z_1)}{\alpha^2 - f(z_1)f(z_2)} \right| < \rho \left| \frac{z_2 - z_1}{\alpha^2 - z_1z_2} \right|.$$ (16)

**Proof.** For simplicity, we set $\mathbb{D} = \mathbb{D}_1$. Define $g : \mathbb{D} \rightarrow \mathbb{D}$ to be

$$g(z) := \frac{1}{\alpha} f(\alpha z)$$

which is a holomorphic function on the unit disc. By Schwarz–Pick theorem (see [D]), for all $z_1, z_2 \in \mathbb{D}$,

$$\left| \frac{g(z_2) - g(z_1)}{1 - g(z_1)g(z_2)} \right| \leq \left| \frac{z_2 - z_1}{1 - \bar{z}_1z_2} \right|.$$ (17)

From (16), it holds for all $z \in \mathbb{D}_\alpha$ that

$$f(z) = \alpha' g \left( \frac{z}{\alpha} \right).$$

Hence, for all $z_1, z_2 \in \mathbb{D}_\alpha$, we have

$$\left| \frac{f(z_2) - f(z_1)}{\alpha^2 - f(z_1)f(z_2)} \right| = \frac{\alpha' g \left( \frac{z_2}{\alpha} \right) - \alpha' g \left( \frac{z_1}{\alpha} \right)}{\alpha^2 - \alpha' g \left( \frac{z_1}{\alpha} \right) \alpha' g \left( \frac{z_2}{\alpha} \right)}$$

$$= \frac{1}{\alpha'} \left| \frac{g \left( \frac{z_2}{\alpha} \right) - g \left( \frac{z_1}{\alpha} \right)}{1 - g \left( \frac{z_1}{\alpha} \right) g \left( \frac{z_2}{\alpha} \right)} \right|$$

$$\leq \frac{1}{\alpha'} \left| \frac{\frac{z_2}{\alpha} - \frac{z_1}{\alpha}}{1 - \frac{z_1}{\alpha} \frac{z_2}{\alpha}} \right|$$

$$= \frac{\alpha}{\alpha'} \left| \frac{z_2 - z_1}{\alpha^2 - z_1z_2} \right|.$$ (18)

We can rewrite

$$\left| \frac{f(z_2) - f(z_1)}{\alpha^2 - f(z_1)f(z_2)} \right| \leq \frac{\alpha^2}{\alpha'} \left| \frac{f(z_2) - f(z_1)}{\alpha^2 - (\frac{z_1}{\alpha})^2 f(z_1)f(z_2)} \right|$$

$$= \frac{\alpha^2}{\alpha'} \left| \frac{f(z_2) - f(z_1)}{\alpha^2 - f(z_1)f(z_2)} \right| \left| \frac{\alpha^2 - f(z_1)f(z_2)}{\alpha^2 - (\frac{z_1}{\alpha})^2 f(z_1)f(z_2)} \right|$$

$$= \frac{\alpha^2}{\alpha'} \left| \frac{f(z_2) - f(z_1)}{\alpha^2 - f(z_1)f(z_2)} \right| \left| \frac{\alpha^2 - f(z_1)f(z_2)}{\alpha^2 - (\frac{z_1}{\alpha})^2 f(z_1)f(z_2)} \right|.$$ (19)
Hence, combining the two estimates above, we obtain for all \( z_1 \) and \( z_2 \) in \( \mathbb{D}_\alpha \) that
\[
\frac{|f(z_2) - f(z_1)|}{\alpha^2 - f(z_1)f(z_2)} = \frac{\alpha^2 - f(z_1)f(z_2)}{\alpha^2 - f(z_1)f(z_2)} \cdot \frac{f(z_2) - f(z_1)}{\alpha^2 - f(z_1)f(z_2)} = \frac{\alpha^2 - f(z_1)f(z_2)}{\alpha^2 - f(z_1)f(z_2)} \cdot \frac{z_2 - z_1}{\alpha^2 - z_1z_2}. 
\]
(17)

All that is left to show is that
\[
\frac{\alpha}{\alpha'} \frac{\alpha^2 - f(z_1)f(z_2)}{\alpha^2 - f(z_1)f(z_2)} < \rho < 1 \quad \text{for all } z_1, z_2 \in \mathbb{D}_\alpha. 
\]
(18)

Since \( |f(z_1)f(z_2)| < \alpha^2 \) for all \( z \in \mathbb{D}_\alpha \), it is clear that the estimate above can be reduced to find an upper bound of the following function
\[
h: \mathbb{D}_\alpha \to \mathbb{R} \quad \text{where} \quad h(z) = \frac{a - z}{b - z} \quad \text{and} \quad 0 < a < b.
\]

Set \( z = te^{i\theta} \) for some \( 0 \leq t < a \). It is then straightforward to see that
\[
h(te^{i\theta}) = \left( \frac{a^2 + t^2 - 2at \cos \theta}{b^2 + t^2 - 2bt \cos \theta} \right) \frac{\alpha^2}{\alpha'}
\]
and \( \max_{\theta \in [0, 2\pi]} h(te^{i\theta}) = h(te^{i\pi}) = \frac{a + t}{b + t} \) which is monotone increasing in \( t \in [0, \infty) \). Hence we obtain
\[
\sup_{z \in \mathbb{D}_\alpha} |h(z)| \leq \frac{2a}{a + b}.
\]

Thus, we have for the left hand side of (18) that
\[
\frac{\alpha}{\alpha'} \frac{\alpha^2 - f(z_1)f(z_2)}{\alpha^2 - f(z_1)f(z_2)} \leq \frac{2\alpha^2}{\alpha'(\alpha^2 + \alpha^2)} = \frac{2\alpha}{1 + (\alpha')^2} < 1 \quad \text{for all } z_1, z_2 \in \mathbb{D}_\alpha.
\]

In other words, we can set \( \rho = \rho(\alpha, \alpha') = \frac{2\alpha}{1 + (\alpha')^2} < 1 \).

\( \square \)

Proof of Theorem 6. Replacing \( \alpha \) by a smaller number if necessary, we may assume that for all \( j \in \mathbb{Z} \)
\[
A(j) \cdot (\overline{\mathbb{D}_\alpha}) \subset A(j) \cdot (\overline{\mathbb{D}_\alpha}) \subset \mathbb{D}_{\alpha'}.
\]

By Lemma 1, there exists a \( 0 < \rho = \rho(\alpha, \alpha') < 1 \) such that it holds for all \( j \in \mathbb{Z} \) and all \( z_1, z_2 \in \mathbb{D}_\alpha \) that
\[
\left| \frac{A(j) \cdot z_2 - A(j) \cdot z_1}{\alpha^2 - A(j) \cdot z_1A(j) \cdot z_2} \right| < \rho \left| \frac{z_2 - z_1}{\alpha^2 - z_1z_2} \right|.
\]

Thus we have for all \( n \in \mathbb{Z}_+ \), all \( j \in \mathbb{Z} \), and all \( z_1, z_2 \in \overline{\mathbb{D}_\alpha} \) that
\[
\left| \frac{A_n(j) \cdot z_2 - A_n(j) \cdot z_1}{\alpha^2 - A_n(j) \cdot z_1A_n(j) \cdot z_2} \right| < \rho^{n-1} \left| \frac{A(j) \cdot z_2 - A(j) \cdot z_1}{\alpha^2 - A(j) \cdot z_1A(j) \cdot z_2} \right|
\]
which in turn implies that
\[
(19) \quad \left| A_n(j) \cdot z_2 - A_n(j) \cdot z_1 \right| < \frac{2\alpha^2\alpha'}{\alpha^2 - \alpha'^2} \rho^{n-1} \quad \text{for all } z_1, z_2 \in \mathbb{D}_\alpha
\]

Hence, the sequence of sets
\[
A_n(j - n) \cdot (\overline{\mathbb{D}_\alpha}), \quad n \geq 1
\]
are nested compact sets whose diameter goes to 0 as \( n \) goes to \( \infty \). Hence,

\[
\bigcap_{n \geq 1} A_n(j - n) \cdot (\overline{D}_\alpha)
\]

is a single point. We may then set

\[
E^n(j) := \bigcap_{n \geq 1} A_n(j - n) \cdot (\overline{D}_\alpha).
\]

One readily checks that \( E^n \) is \( A \)-invariant. Indeed, we have

\[
A(j) \cdot E^n(j) = A(j) \cdot \left( \bigcap_{n \geq 1} A_n(j - n) \cdot (\overline{D}_\alpha) \right)
\]

\[
\subset \bigcap_{n \geq 1} A(j) \cdot \left[ A_n(j - n) \cdot (\overline{D}_\alpha) \right]
\]

\[
= \bigcap_{n \geq 1} A_n(j + 1 - n) \cdot \left[ (A(j - n)\overline{D}_\alpha) \right]
\]

\[
\subset \bigcap_{n \geq 1} A_n(j + 1 - n) \cdot (\overline{D}_\alpha)
\]

\[
= E^n(j + 1),
\]

which is nothing other than \( A(j) \cdot E^n(j) = E^n(j + 1) \). Moreover, it is evident that

(20) \quad E^n(j) \in \mathbb{D}_{\alpha'} \text{ for all } j \in \mathbb{Z}.

Next, we compute \( E^s(j) \) for all \( j \in \mathbb{Z} \). Suppose \( \det A \neq 0 \). Then it is clear that \( A \cdot (\overline{D}_\alpha) \subset \mathbb{D}_{\alpha'} \) implies

\[
A^{-1} \cdot (\mathbb{D}_{\alpha'}^\circ) \subset \mathbb{D}_{\alpha'}^\circ.
\]

Let \( g : \mathbb{C}P^1 \to \mathbb{C}P^1 \) be the diffeomorphism such that \( g(z) = \frac{1}{z} \). Then it is clear that \( g = g^{-1} \) and

\[
g \circ A = \tilde{A} \circ g.
\]

Also, it is evident that \( g(\overline{\mathbb{D}_{\alpha'}^\circ}) = \overline{\mathbb{D}_\alpha^\circ} \). Thus if \( \det(A(j)) \neq 0 \), then the estimates above imply

\[
\overline{A(j)^{-1} \cdot (\overline{\mathbb{D}_{\alpha'}^\circ})} = \overline{A(j)^{-1} \cdot g(\overline{\mathbb{D}_{\alpha'}^\circ})} = g \circ A(j)^{-1} \cdot (\overline{\mathbb{D}_{\alpha'}^\circ}) \subset g(\overline{\mathbb{D}_{\alpha'}^\circ}) = \overline{\mathbb{D}_\alpha^\circ}
\]

Thus we have for all \( \frac{1}{r'} > r > \frac{1}{r} \)

\[
\overline{A(j)^{-1} \cdot (\overline{\mathbb{D}_{\alpha'}^\circ})} \subset \overline{\mathbb{D}_r^\circ}.
\]

Now we fix an arbitrary \( j_0 \in \mathbb{Z} \). To find \( E^s(j_0) \), we consider two different cases:

Case I. \( \det A(j) \neq 0 \) for all \( j \geq j_0 \), then similar to the argument where we obtained \( E^n \), we have that

\[
\left\{ A_{-n}(j_0 + n) \cdot (\overline{\mathbb{D}_r^\circ}) \right\}_{n \geq 1} = \left\{ A_{n}(j_0) \cdot (\mathbb{D}_{\alpha'}^\circ) \right\}_{n \geq 1}
\]

is a nested sequence of compact sets whose diameters tend to zero as \( n \to \infty \). Thus we can define

\[
E^s(j_0) := g \left[ \bigcap_{n \geq 1} A_{-n}(j_0 + n) \cdot (\overline{\mathbb{D}_{r'}^\circ}) \right].
\]
Note that $E^s(j)$ can be defined in the same way for all $j \geq j_0$ in this case. Now similar to the $E^s$, one readily checks for all $j \geq j_0$ that

$$A(j) \cdot E^s(j) = E^s(j + 1) \text{ and } E^s(j) \in g \left( \bigcap_{r > \frac{1}{2}} \mathbb{D}_r \right) = g(\overline{\mathbb{D}_\frac{1}{2}}) = \mathbb{D}_\alpha^e.$$ 

In particular, the conclusion above hold true for $j = j_0$.

Case II. If $\det A(j) = 0$ for some $j \geq j_0$, then we set $j' = \min\{j \geq j_0 : \det A(j) = 0\}$ and define

$$E^s(j) := \ker(A_{j'} - j_0 + 1(j_0)).$$

Note that our condition clearly implies that $\mathbb{D}_\alpha$ is contained in the domain of $A_n(j)$ for all $j$ and all $n \geq 1$. Thus $A_n(j)$ cannot be a zero matrix which implies that $E^s(j)$ is a one-dimensional subspace of $\mathbb{C}^2$. Moreover, since $A_{j'} - j_0(j_0)$ cannot be defined at $\pi(E^s(j))$, it cannot be in the domain of $A_{j'} - j_0(j_0)$. In particular, it holds that

$$E^s(j_0) \in \mathbb{D}_\alpha^e.$$ 

To show the invariance, we have to further consider two subcases. First, we assume $j' = j_0$. Then

$$E^s(j_0) = \ker A(j_0) \text{ and } A(j_0)[E^s(j_0)] = \{0\} \subset E^s(j_0 + 1)$$

no matter what is $E^s(j_0 + 1)$. Second, we consider $j' > j_0$. Then $j' \geq j_0 + 1$ which implies $j_0 + 1$ falls into in the present second case as well. Thus, by our definition, we have

$$E^s(j_0 + 1) = \ker(A_{j'} - j_0(j_0 + 1)).$$

Moreover, we have det $A(j_0) \neq 0$ in this case. Thus we must have

$$E^s(j_0) = \ker [A_{j'} - j_0 + 1(j_0)]$$

$$= \ker [A_{j'} - j_0(j_0 + 1)A(j_0)]$$

$$= A(j_0)^{-1}[\ker(A_{j'} - j_0(j_0 + 1))]$$

$$= A(j_0)^{-1}[E^s(j_0 + 1)]$$

or equivalently

$$A(j_0)[E^s(j)] = E^s(j_0 + 1).$$

Combining cases I and II, we have defined $E^s(j)$ for all $j \in \mathbb{Z}$, showed its invariance, and obtained $E^s(j) \in \mathbb{D}_\alpha^e$. Thus we have

$$d(E^s(j), E^s(j)) \geq \inf\{d(z, z') : z \in \mathbb{D}_\alpha^e, z' \in \mathbb{D}_\alpha^e\}$$

It is straightforward calculation that for all $z \in \mathbb{D}_\alpha^e$ and all $z' \in \mathbb{D}_\alpha^e$, that

$$d(z, z') = \frac{2|z - z'|}{\sqrt{(1 + |z|^2)(1 + |z'|^2)}} \geq \frac{2(|z| - |z'|)}{\sqrt{(1 + |z|^2)(1 + |z'|^2)}}$$

(21)

$$= \frac{2(1 - \frac{\alpha'}{\alpha})}{\sqrt{(1 + |z|^{-2})(1 + \alpha'^2)}} \geq \frac{2(1 - \frac{\alpha'}{\alpha})}{\sqrt{(1 + \alpha^{-2})(1 + \alpha'^2)}}$$

$$= \frac{2(1 - \frac{\alpha'}{\alpha})}{\sqrt{(1 + \alpha^{-2})(1 + \alpha'^2)}} = \frac{2(\alpha - \alpha')}{\sqrt{(1 + \alpha'^2)(1 + \alpha'^2)}}.$$ 

Let $\delta = \frac{2(\alpha - \alpha')}{\sqrt{(1 + \alpha'^2)(1 + \alpha'^2)}} > 0$. Thus, we have

$$\inf_{j \in \mathbb{Z}} d(E^s(j), E^s(j)) > \delta.$$
Let \( \tilde{u}(j) \in E^u(j) \) and \( \tilde{s}(j) \in E^s(j) \) be unit vectors. We set \( D(j) = (\tilde{u}(j), \tilde{s}(j)) \in \mathbb{M}(2, \mathbb{C}) \). In other words, \( \tilde{u}(j) \) and \( \tilde{s}(j) \) are the column vectors of \( D(j) \). By (10) and (22), we have
\[
\inf_{j \in Z} |\det D(j)| = \inf_{j \in Z} d(E^u(j), E^s(j)) > \delta. \tag{23}
\]

Clearly, \( D(j) \) are invertible for all \( j \in Z \) and there are \( c, C \), depending on \( \delta \), such that
\[
c < \|D(j)\| < C \quad \text{for all} \quad j \in Z. \tag{24}
\]
Together with \( |\det(D(j))| \leq \|D(j)\|^2 \leq 1 \), (24) implies
\[
1 \leq |\det D(j)^{-1}| < C \quad \text{for all} \quad j \in Z. \tag{25}
\]
Thus, we may apply (14) to \( D(j) \) and obtain for some \( c, C \), depending on \( \delta \) only, such that
\[
c d(z, z') < d(D(j)^{-1} \cdot z, D(j)^{-1} \cdot z) < Cd(z, z') \quad \text{for all} \quad j \in Z \quad \text{and all} \quad z, z' \in \mathbb{C}P^1. \tag{26}
\]

We define
\[
\Lambda(j) := D(j + 1)^{-1}A(j)D(j).
\]
Since \( \Lambda(j) \) leaves one dimensional spaces correspond to both 0 and \( \infty \in \mathbb{C}P^1 \) invariant, it must be diagonal. In other words, there are \( \lambda^+_j \) and \( \lambda^-_j \) for all \( j \in Z \) such that
\[
\Lambda(j) = \begin{pmatrix} \lambda^+_j & 0 \\ 0 & \lambda^-_j \end{pmatrix}.
\]

(24) together with the fact \( 0 < m_1 < \|A(j)\| < M \) for all \( j \in Z \) imply that
\[
c_1 < \|\Lambda(j)\| < C_1 \quad \text{for all} \quad j \in Z, \tag{27}
\]
where \( c_1, C_1 \) depend on \( \alpha, \alpha', m_1 \) and \( M \). Set \( F(j) = D(j)^{-1}D_\alpha \). The computation (21) shows that \( \inf_{j \in Z} d(E^u(j), \partial D_\alpha) > \delta \) where \( \partial D_\alpha \) is the boundary of \( D_\alpha \). Thus (26) implies that
\[
\inf_{j \in Z} d(0, \partial F(j)) = \inf_{j \in Z} d(D(j)^{-1} \cdot E^u(j), D(j)^{-1} \cdot \partial D_\alpha) > c\delta > 0. \tag{28}
\]
In particular, there is a \( \rho' > 0 \), depending on \( \delta \) only, such that
\[
\mathbb{D}_{\rho'} \subset F(j) \quad \text{for all} \quad j \in Z.
\]
Let \( \text{diam}(S) \) denotes the diameter of a set \( S \subset \mathbb{C}P^1 \) under the metric \( d \). By (19), the fact \( d(z, z') < 2|z - z'| \) for all \( z, z' \in \mathbb{C} \), and (26), we obtain
\[
\text{diam}(\Lambda_n(j)F(j)) = \text{diam}(D^{-1}(j)A_n(j) \cdot D_\alpha) \\
\leq C \text{diam}(A_n(j) \cdot D_\alpha) \\
\leq C' \rho'^{-n-1}
\]
where \( 0 < \rho < 1 \) and \( C' \) depend only on \( \delta \). Note by our construction, \( E^u(j) \in A_n(j - n) \cdot D_\alpha \) for all \( n \geq 1 \) and all \( j \in Z \) which implies that \( 0 \in \Lambda_n(j)F(j) \) for all \( n \geq 1 \) and \( j \in Z \). Thus the estimate above shows that \( \Lambda_n(j)F(j) \) uniformly converges to 0 as \( n \to \infty \). In particular, there exists a \( N \geq 1 \), depending on \( \delta \) only, such that for all \( j \in Z \)
\[
\Lambda_N(j) \cdot (\mathbb{D}_{\rho'}) \subset \mathbb{D}_{\frac{\delta}{2}},
\]
where
\[
\Lambda_N(j) = \begin{pmatrix} \prod_{k=j}^{j+N-1} \lambda^+_k & 0 \\ 0 & \prod_{k=j}^{j+N-1} \lambda^-_k \end{pmatrix}.
\]
Hence, we must have for all \( j \in Z \) that
\[
\left| \prod_{k=j}^{j+N-1} \lambda^+_k \right| > 2 \left| \prod_{k=j}^{j+N-1} \lambda^-_k \right|.
\]
Since $A_N(j)D(j) = D(j + N)A_N(j)$ where $D(j) = (\bar{u}(j), \bar{s}(j))$, the estimate above implies that $\|A_N(j)\bar{u}(j)\| > 2\|A_N(j)\bar{s}(j)\|$ for all $j \in \mathbb{Z}$.

Recall that $\bar{u}(j)$ and $\bar{s}(j)$ are unit vectors in $E^u(j)$ and $E^s(j)$, respectively. Thus we have showed that $E^u$ dominates $E^s$. Moreover, the corresponding constant $\delta(A) = \delta$ and $N(A) = N$ depend on $\delta$, hence on $\alpha$ and $\alpha'$, only.

To complete the proof that $A \in DS$, the only thing left is to show for all $n \geq 1$, $\inf_{j \in \mathbb{Z}} \|A_n(j)\| > 0$. Similar to the argument contained in Remark 1 and since $A$ is conjugate to $\Lambda$ via $D$ which satisfies (24), we only need to show such condition holds true for $\Lambda$.

Since $\Lambda$ is diagonal, it is then sufficient to show

$$\inf_{j \in \mathbb{Z}} |\lambda_j^+| > 0.$$  

Suppose it is not true. Then for any $\varepsilon > 0$, there exists a $j \in \mathbb{Z}$ such that $|\lambda_j^+| < \varepsilon$. By (27), we must have $|\lambda_j^-| > c$. Then, we must have for all $t > 0$ that

$$D_{\varepsilon \ell} \subset \Lambda(j) \cdot D_{\ell}$$

By (26) and the simple fact that $d(z, z') < |z - z'| < C(r)d(z, z')$ for all $z, z' \in D_{\ell}$, there are $0 < \alpha_1 < \alpha_2$ such that $D_{\alpha_1} \subset F(j) = D(j)^{-1}D_{\alpha_2}$ for all $j \in \mathbb{Z}$. Hence, we obtain

$$D_{\varepsilon \alpha_1} \subset \Lambda(j) \cdot D_{\alpha_1} \subset \Lambda(j) \cdot F(j) \subset F(j + 1) \subset D_{\alpha_2}$$

which is clearly not true when $\varepsilon$ is sufficiently small. This completes the proof. \qed

2.2. Stability of domination: proof of Theorem 5.

**Lemma 2.** Let $B \in \ell^\infty(\mathbb{Z}, M(2, \mathbb{C}))$. Define $B^{m,N}(j) := B_N(jN + m)$. Then, $B \in DS$ if and only if there exists $N \in \mathbb{Z}_+$, such that $B^{m,N} \in DS$ for all $m = 0, 1, 2, ..., N - 1$.

**Proof.** We start by showing the only if part. Let $B \in DS$. Fix $N \in \mathbb{N}$ such that it satisfies condition (2) in Definition 1. For simplicity, we define $A^{(m)} : \mathbb{Z} \to M(2, \mathbb{C})$ as

$$A^{(m)}(j) = B^{m,N}(j) = B_N(jN + m).$$

By condition (4) of Definition 1, it is clear that $\inf_{j \in \mathbb{Z}} \|A^{(m)}(j)\| > 0$ for all $m = 0, 1, 2, ..., N - 1$.

For every $m = 0, 1, 2, ..., N - 1$, define $E^u_m(j) := E^u(jN + m)$ and $E^s_m(j) := E^s(jN + m)$. Clearly $E^u_m$ and $E^s_m$ are $A^{(m)}$-invariant and they satisfy the conditions (3) of Definition 1. Finally, with such choices of $E^u_m$ and $E^s_m$, by our definition of $A^{(m)}$, it is clear that $A^{(m)}$ satisfies condition (2) of Definition 1 at step one. With these subspaces, $A^{(m)}$ satisfies conditions (1)-(4) from the definition of $DS$. Hence, $A^{(m)} = B^{m,N} \in DS$.

Now we show the if part. Again, we define $A^{(m)} : \mathbb{Z} \to M(2, \mathbb{C})$ as

$$A^{(m)}(j) = B^{(m,N)}(j) = B_N(jN + m)$$

and we have $A^{(m)} \in DS$ for all $m = 0, 1, 2, ..., N - 1$. In particular, we may define $E^u_m(j)$ and $E^s_m(j)$ to be the invariant subspaces of $A^{(m)}$. Let $s^{(m)}(j)$ and $\bar{s}^{(m)}(j)$ be unit vectors in $E^s_m(j)$ and $E^u_m(j)$, respectively. We may choose a $\delta > 0$ and a $K \in \mathbb{Z}_+$ so that for all $0 \leq m < N$ and all $j \in \mathbb{Z}$, it holds that

$$\|E^u_m(j) - E^u_m(j)\|_{F^1} > \delta$$

$$\|A^{(m)}(j)\bar{s}^{(m)}(j)\| > 2\|A^{(m)}(j)s^{(m)}(j)\|$$

For every $m \in \{0, 1, 2, ..., N - 1\}$, we can define a pair of invariant directions $E^{u-m}$ and $E^{s-m}$ for $B$ as follows. Fix any $j \in \mathbb{Z}$, we have $j = kN + m + \ell$ for some $k \in \mathbb{Z}$ and some $0 \leq \ell < N$. We define $E^{u,m}(j)$ to be

$$E^{u,m}(j) := B_\ell(j - \ell)E^u_m(k)$$
which is always a one-dimensional subspace of $\mathbb{C}^2$. Otherwise, we will have $A^n(k)E^u_m(k) = \{0\}$ which contradicts the condition (2) of Definition 1. We define $E^{s,m}(j)$ to be the one-dimensional subspace of $\mathbb{C}^2$ so that

$$B_{N-\ell}(j)E^{s,m}(j) \subset E^s_m(k + 1).$$

That is, if $B_{N-\ell}(j)$ is invertible, then $E^{s,m}(j) = B_{N-\ell}(j)^{-1}E^s_m(k + 1)$; otherwise, $E^{s,m}(j)$ is the eigenspace of $B_{N-\ell}(j)$ for the eigenvalue $0$.

One readily checks that $E^{u,m}(j)$ and $E^{s,m}(j)$ are $B$-invariant for each $0 \leq m < N$. Moreover, $E^{s,m}(j) \neq E^{u,m}(j)$ for all $j \in \mathbb{Z}$. We now have $N$ pairs of invariant subspaces for $B(j)$. We claim that the $N$ choices must be the same. To this end, we first note that it holds that for all $k \in \mathbb{Z}$ that

$$E^{s,m}(kN + m) = E^u_m(k)$$

and $E^{s,m}(kN + m) = E^s_m(k)$. We define $\tilde{s}_m(j) \in E^{s,m}(j)$ and $\tilde{u}_m(j) \in E^{u,m}(j)$ to be unit vectors. Fix any $j \in \mathbb{Z}$, we may assume $j = kN + m$ for some $k \in \mathbb{Z}$ and some $0 \leq m < N$. It then suffices to show that for all $0 \leq \ell < N$, $\ell \neq m$, we have

$$E^{s,\ell}(j) = E^{s,m}(j)$$

and $E^{u,\ell}(j) = E^{u,m}(j)$.

We assume that $\ell > m$ since the proof of the case $\ell < m$ is completely analogous. We write $\tilde{s}_m(j) = a\tilde{u}_m(j) + b\tilde{s}_m(j)$ and $\tilde{u}_m(j) = c\tilde{u}_m(j) + d\tilde{s}_m(j)$ for some $a, b, c, d \in \mathbb{C}$. It is clear that $\tilde{u}_m(j) \in E^u_m(k)$ and $\tilde{s}_m(j) \in E^s_m(k)$. Recall that $E^u_m$ dominates $E^s_m$ under $A^{(m)} = B_N(N(\cdot) + m)$. Thus for all $\lambda > 0$, we have for some large $n_1 = pN \in \mathbb{Z}_+$ that

$$\|B_{n_1}(j)\tilde{u}_m(j)\| > \lambda\|B_{n_1}(j)\tilde{s}_m(j)\|.$$ 

(31)

Note we have $B_{n_1}(j)\tilde{u}_m(j) \in E^u_m(p + k)$ and $B_{n_1}(j)\tilde{s}_m(j) \in E^s_m(p + k)$.

On the other hand, $B_{\ell - m}(j)\tilde{s}_m(j) \in E^s_{\ell}(k)$ and $B_{\ell - m}(j)\tilde{u}_m(j) \in E^u_{\ell}(k)$. Thus for the same $\lambda > 0$ above and by choosing $p$ appropriately, we can find a $n_2 = n_1 + \ell - m$ such that

$$\|B_{n_2}(j)\tilde{s}_m(j)\| < \frac{1}{\lambda}\|B_{n_2}(j)\tilde{u}_m(j)\|.$$ 

(32)

For simplicity, we set $D = B_{\ell - m}(j + n_2)$. (32) implies that

$$|a|\|DB_{n_1}(j)\tilde{u}_m(j)\| - |b|\|DB_{n_1}(j)\tilde{s}_m(j)\|$$

$$\leq \|DB_{n_1}(j)\tilde{s}_m(j)\|$$

$$= \|B_{n_2}(j)\tilde{s}_m(j)\|$$

$$< \frac{1}{\lambda}\|B_{n_2}(j)\tilde{u}_m(j)\|$$

$$= \frac{1}{\lambda}\|DB_{n_1}(j)\tilde{u}_m(j)\|$$

$$\leq \frac{|c|}{\lambda}\|DB_{n_1}(j)\tilde{u}_m(j)\| + \frac{|d|}{\lambda}\|DB_{n_1}(j)\tilde{s}_m(j)\|$$

If $a \neq 0$, then for large $\lambda$ the estimate above and (31) imply that

$$\|DB_{n_1}(j)\tilde{u}_m(j)\| < \frac{2(|b| + |d|)}{|a|}\|DB_{n_1}(j)\tilde{s}_m(j)\|$$

$$\leq \frac{2(|b| + |d|)|D|}{|a|}\|B_{n_1}(j)\tilde{s}_m(j)\|$$

$$\leq \frac{2(|b| + |d|)|D|}{\lambda|a|}\|B_{n_1}(j)\tilde{u}_m(j)\|$$
which in turn implies for some $C_1 > 0$, the choice of which is independent of $\lambda$, that
\[
\|B_{t} - m(j + n_1)\vec{u}\,(m)(k + p)\| \leq \frac{C_1}{\lambda}
\]
where $\vec{u}\,(m)(k + p)$ is a unit vector in $E^m_n(p + k)$. Note that (33) implies for some $C_2 > 0$, the choice of which is independent of $\lambda$, that
\[
\|B_{KN}(k + p)N + m)\vec{u}\,(m)(k + p)\| \leq \frac{C_2}{\lambda}
\]
which together with (30) implies
\[
\|B_{KN}(k + p)N + m)\vec{s}\,(m)(k + p)\| \leq \frac{C_2}{2\lambda}
\]
where $\vec{s}\,(m)(k + p)$ is an unit vector in $E^m_n(k + p)$. Note (29) implies that the angle between $\vec{u}\,(m)(k + p)$ and $\vec{s}\,(m)(k + p)$ is at least $\delta$ away from 0 and $\pi$. Thus, the two estimates above clearly imply that
\[
\|B_{KN}(k + p)N + m)\vec{u}\| \leq \frac{C_3}{\lambda}
\]
for all unit vectors $\vec{w} \in \mathbb{R}^2$. Thus, we have
\[
\|B_{KN}(k + p)N + m\| = \|A^{(m)}_n(k + p)\| < \frac{C_3}{\lambda}
\]
where the choice of $C_3$ is again independent of $\lambda$. Since we can find such $p$ for all $\lambda > 0$, it contradicts with condition (4) of Definition 1 for $A^{(m)}$. Thus we must have $a = 0$ which implies that
\[
\vec{s}\,(j) = e^{it}\vec{s}\,(m)(j) \text{ for some } t \in \mathbb{R}.
\]

Use the same strategy of proof, we can show that $d = 0$ which implies that
\[
\vec{u}\,(j) = e^{it}\vec{u}\,(m)(j) \text{ for some } t \in \mathbb{R}.
\]
Indeed, by $B$- invariance of $E^u$, we have $B_n(j - n)\vec{u}\,(j - n)$ is linearly dependent with $\vec{u}\,(j)$. If $d \neq 0$, then we must have that $\vec{u}\,(j - n) = a_n\vec{u}\,(m)(j - n) + b_n\vec{s}\,(m)(j - n)$ where $b_n \neq 0$ and $B_n(j - n)\vec{s}\,(m)(j - n) \neq 0$ for all $n > 0$. This implies that $B_n(j - n)$ is invertible for all $n > 1$ which in turn implies that $B(j - n)$ is invertible for all $n > 0$. Then by the strategy of showing $b = 0$ and by going backwards in time, we can show $d = 0$.

Now, we just need to define $E^a$ and $E^s$ of $B$ to be $E^{a,m}$ and $E^{u,m}$ for any $0 \leq m < N$, respectively. They satisfy condition (1) of Definition 1 since they are $B$-invariant. On the other hand, for any $j \in \mathbb{Z}$, we have $j = kN + m$ for some $k \in \mathbb{Z}$ and $0 \leq m < N$. Thus $E^s(j) = E^m_n(k)$ and $E^u(j) = E^m_n(k)$ which implies the following two things. First, by (29), we have $d(E^s(j), E^u(j)) > \delta$ for all $j \in \mathbb{Z}$. In other words, $E^a$ and $E^s$ satisfy condition (3) of Definition 1. Second, by (30), it holds for all $j \in \mathbb{Z}$ that
\[
\|B_{KN}(j)\vec{s}\,(j)\| > 2\|B_{KN}(j)\vec{s}\,(j)\|
\]
which is the condition (2) of Definition 1. Finally, condition (4) of Definition 1 for $A^{(m)}$, $m = 0, \ldots, N - 1$, imply that
\[
\inf_{j \in \mathbb{Z}} \|B_{KN}(j)\| = \inf_{0 \leq m < N, j \in \mathbb{Z}} \|A^{(m)}(j)\| > 0
\]
In other words, $B$ satisfies condition (4) of Definition 1. Hence, $B \in DS$ where the corresponding invariant spaces are $E^u$ and $E^s$. □
Remark 3. The proof of the if part of Lemma 2 in particular implies the uniqueness of invariant directions appear in Definition 1. In other words, suppose $B \in DS$ and $E^u$ and $E^s$ are the corresponding invariant directions. Suppose $F^u$ and $F^s$ form another pair of invariant directions of $B$ that satisfy conditions (1)-(3), then we must have $E^s(j) = F^s(j)$ and $E^u(j) = F^u(j)$ for all $j \in \mathbb{Z}$. Moreover, the proof of $E^s(j) = F^s(j)$ only involves $B(n)$ for all $n \geq j$. Similarly, the proof of $E^u(j) = F^u(j)$ only involves $B(n)$ for all $n < j$.

Lemma 3. Let $\Lambda = \begin{pmatrix} \lambda^+ & 0 \\ 0 & \lambda^- \end{pmatrix} \in M(2, \mathbb{C})$ be such that $|\lambda^+| > \gamma > 0$ and $|\lambda^+| > 2|\lambda^-|$. Fix any $r > 0$. Then there exist $c = c(\gamma, r) > 0$ and $C = C(\gamma, r) > 0$ so that if $\tilde{\Lambda} : \mathbb{Z} \to M(2, \mathbb{R})$ satisfies $\|\tilde{\Lambda} - \Lambda\| \leq c$, then

$$
\sup_{z \in \mathbb{D}_r} |\Lambda \cdot z - \tilde{\Lambda} \cdot z| < C\|\tilde{\Lambda} - \Lambda\|. 
$$

*Proof.* Let $\tilde{\Lambda} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ and let $\delta = \|\tilde{\Lambda} - \Lambda\|$. Then, $|\lambda^+ - a| \leq \delta$, $|\lambda^- - d| \leq \delta$, $|b| \leq \delta$ and $|c| \leq \delta$ which in turn imply that

$$
|c + dz - \lambda^- z| \leq |c| + |z||d - \lambda^-| \leq \delta(1 + |z|) \quad \text{and} \quad |a + bz - \lambda^+| \leq |a - \lambda^+| + |b||z| \leq \delta(1 + |z|).
$$

In particular, we have

$$
|a + bz| \geq \lambda^+ - \delta(1 + |z|) \geq \gamma - \delta(1 + r) \geq \frac{\gamma}{2}
$$

provided $\delta < \frac{\gamma}{2(1+r)}$. Thus, for such $\delta$, we have for all $z \in \mathbb{D}_r$ that

$$
|\Lambda \cdot z - \tilde{\Lambda} \cdot z| \leq \left| \frac{\lambda^- z - c + dz}{\lambda^+} \right| \leq \frac{\lambda^- z - \lambda^- z}{\lambda^+} + \frac{\lambda^- z}{a + bz} - \frac{c + dz}{a + bz} = \left| \frac{\lambda^- z}{\lambda^+(a + bz)} \right| |a + bz - \lambda^+| + \left| \frac{1}{a + bz} \right| |\lambda^- z - (c + dz)| \leq \frac{1}{|a + bz|} \delta(1 + |z|) \left( \frac{\lambda^-}{\lambda_j^-} |z| + 1 \right) \leq \frac{1}{\gamma} \delta(1 + r)(2 + r)
$$

In other words, (34) holds true with $c = \frac{\gamma}{2(1+r)}$ and $C = \frac{1}{\gamma}(1 + r)(2 + r)$. \qed

We are now ready to show that our definition of the dominated splitting for $M(2, \mathbb{C})$-sequences is a stable property under the $\|\cdot\|_\infty$ perturbation.

*Proof of Theorem 5.* Let $B \in DS$. Let $E^u$ and $E^s$ be its invariant spaces. By condition (2) of Definition 1, there exists $N \in \mathbb{Z}_+$ such that $\|B_N(j)u(j)\| > 2\|B_N(j)s(j)\|$ for all $j \in \mathbb{Z}$, and all unit vectors $u(j) \in E^u(j)$, $s(j) \in E^s(j)$. By Lemma 2, we may assume $N = 1$ with the understanding that $m_1 = \inf_j \|B(j)\|$ appear below is essentially $m_N = \inf_j \|B_N(j)\|$. We define

$$
\Lambda(j) := D(j + 1)^{-1}B(j)D(j) 
$$

(35)
where $D(j)$ is defined as
\[ D(j) = (\tilde{u}(j), \tilde{s}(j)). \]
By invariance of $E^u$ and $E^s$, it is clear that $\Lambda : D \rightarrow M(2, \mathbb{C})$ is diagonal, i.e.
\[ \Lambda(j) = \begin{pmatrix} \lambda_j^+ & 0 \\ 0 & \lambda_j^- \end{pmatrix}. \]
Moreover, since $E^u$ dominates $E^s$ at step 1, we must have
\[ |\lambda_j^+| > 2 |\lambda_j^-| \quad \text{for all } j \in \mathbb{Z}. \]
By condition (4) of Definition 1,
\[ \inf_{j \in \mathbb{Z}} d(E^u(j), E^s(j)) > \delta > 0 \]
which implies
\[ \inf_{j \in \mathbb{Z}} |\det D(j)| = d(E^u(j), E^s(j)) > \delta > 0. \]
Thus, there exist $c, C$, depending on $\delta$ only, such that
\[ (36) \quad c < \|D(j)^k\| < C \quad \text{for all } j \in \mathbb{Z} \]
By condition (3) of Definition 1, $m_1 < \|B(j)\| < M$ for all $j \in \mathbb{Z}$. Hence, we must have
\[ (37) \quad c_1 < \|\Lambda(j)\| < C_1 \quad \text{for all } j \in \mathbb{Z}, \]
where $c_1$ and $C_1$ depend on $m_1, M$ and $\delta$. Since $|\lambda_j^+| > 2|\lambda_j^-|$ for all $j \in \mathbb{Z}$, there must exist a $\gamma = \gamma(m_1, M, \delta) > 0$ such that $|\lambda_j^+| > \gamma$ for all $j \in \mathbb{Z}$. Moreover, for any $\alpha > 0$, we have
\[ (38) \quad \Lambda(j) \cdot (\mathbb{D}_\alpha) \subset \mathbb{D}_{\frac{\gamma}{4}} \quad \text{for all } j \in \mathbb{Z}. \]
For $\tilde{B} : D \rightarrow M(2, \mathbb{C})$, we define
\[ (39) \quad \tilde{\Lambda}(j) := D(j + 1)^{-1}\tilde{B}(j)D(j). \]
Then by (36), we have for some $C = C(\gamma, \alpha) > 0$ that
\[ \|\tilde{\Lambda}(j) - \Lambda(j)\| < C\|\tilde{B} - B\|. \]
Hence, if $\|\tilde{B} - B\|$ small, we have the following two properties. First, by (37), we have
\[ (40) \quad \inf_{j \in \mathbb{Z}} \|\tilde{\Lambda}(j)\| > c. \]
Second, by (34) of Lemma 3, we have
\[ \sup_{z \in \mathbb{D}_\alpha} |\Lambda(j) \cdot z - \tilde{\Lambda}(j) \cdot z| < C\|\tilde{\Lambda}(j) - \Lambda(j)\| < C^2\|\tilde{B}(j) - B(j)\|. \]
Thus for all $\frac{\gamma}{4} < \alpha' < \alpha$, there exists a $\varepsilon = \varepsilon(\delta, \alpha, \alpha', \gamma) > 0$ such that if $\|\tilde{B} - B\| < \varepsilon$, then
\[ (41) \quad \tilde{\Lambda}(j) \cdot \mathbb{D}_\alpha \subset \mathbb{D}_{\alpha'} \quad \text{for all } j \in \mathbb{Z}. \]
(40) and (41) imply that $\tilde{\Lambda} : D \rightarrow M(2, \mathbb{C})$ satisfies all the conditions of Theorem 6. Thus, we have $\tilde{\Lambda} \in \mathcal{DS}$ with the corresponding constants $\delta(\tilde{\Lambda})$ and $N(\tilde{\Lambda})$ depend only on $\varepsilon$, hence only on $m_{N(B)}, M, \delta(B), \alpha$ and $\alpha'$. However, the choice of $\alpha$ and $\alpha'$ are independent of $B$.

Since $\Lambda$ is conjugate to $\tilde{B}$ via $D$, one readily check that $\tilde{B} \in \mathcal{DS}$. Indeed, condition (4) of Definition 1 for $\tilde{\Lambda}$ clearly implies $B$ satisfies condition (4) as well. Moreover, if $\tilde{E}^u$ and $\tilde{E}^s$ are the invariant spaces of $\tilde{\Lambda}$, then it is straightforward to see that $\tilde{E}^u(j) = D(j) \cdot E^u(j)$ and $\tilde{E}^s(j) = D(j) \cdot E^s(j)$ are the invariant spaces of $\tilde{B}$ which meet all other conditions of Definition 1. Finally, since $\alpha$ and $\alpha'$ can be chosen independent of $B$ and since constants
associated with $D$ depend only on $\delta$, one readily checks that the dependence of the constants $\delta(B)$ and $N(B)$ depend on $B$ only through $\delta(B)$, $N(B)$, $m_{N(B)}$, and $M$. \hfill \square

3. Domination Implies Invertibility of the Operator

In this section, we show that

$$\{ E \in \mathbb{C} : B^E \in DS \} \subset \rho(J_{a,b}).$$

Consider the spectral equation

$$J_{a,b} \psi = E \psi,$$

where $E \in \mathbb{C}$ is the energy parameter. A direct computation shows that if $\psi \in \mathbb{C}^\mathbb{Z}$ solves equation (42), then

$$B^E(j) \begin{pmatrix} \psi(j) \\ \psi(j - 1) \end{pmatrix} = a_j \begin{pmatrix} \psi(j + 1) \\ \psi(j) \end{pmatrix} \text{ for all } j \in \mathbb{Z},$$

where $B^E : \mathbb{Z} \to M(2, \mathbb{R})$ is called the Jacobi cocycle map and is defined as

$$B^E(j) = \begin{pmatrix} E - b_j/a_j & -a_{j-1} \\ 0 & 1 \end{pmatrix}.$$

In case $a_j \neq 0$, we define $A^E(j) = \frac{1}{a_j} B^E(j)$. By (43), $(J_{a,b}\psi)_j = (E\psi)_j$ is equivalent to

$$A^E(j) \begin{pmatrix} \psi(j) \\ \psi(j - 1) \end{pmatrix} = \begin{pmatrix} \psi(j + 1) \\ \psi(j) \end{pmatrix}.$$

In other words, $A^E(j)$ becomes the transfer matrix of the operator (1) when it exists. First, we have the following lemma.

**Lemma 4.** Suppose $E \in \mathbb{C}$ is such that $B^E \in DS$ with $E^u$ and $E^s$ being its invariant directions. Then there exists a $\lambda_0 > 1$ so that the following holds true.

1. Suppose there is $j_0 \in \mathbb{Z}$ such that $a_j \neq 0$ for all $j > j_0$. Then for each $j > j_0$, there exists a $k = k(j) > 0$ such that it holds for all unit vectors $\vec{u}(j) \in E^u(j)$ that

$$\|A^E_n(j) \vec{u}(j)\| \geq k \lambda_0^n \text{ for all } n \geq 1,$$

2. Suppose there is a $j_0 \in \mathbb{Z}$ such that $a_j \neq 0$ for all $j < j_0$. Then, for all $j \leq j_0$, there exists $k = k(j) > 0$ such that it holds for all unit vectors $\vec{s}(j) \in E^s(j)$ that

$$\|A^E_{-n}(j) \vec{s}(j)\| \geq k \lambda_0^n \text{ for all } n \geq 1.$$

**Proof.** By conditions (1)-(2) of Definition 1, $B^E \in DS$ guarantees that there exist $c > 0$ and $\lambda > 1$ such that

$$\|B^E_n(j) \vec{u}(j)\| > c \lambda^n \|B^E_n(j) \vec{s}(j)\|$$

for all $j \in \mathbb{Z}$ and all unit vectors $\vec{u}(j) \in E^u(j)$ and $\vec{s}(j) \in E^s(j)$. By condition (3) of Definition 1, there exists $\delta > 0$ such that $| \det (\vec{u}(j), \vec{s}(j)) | = d(E^u(j), E^s(j)) > \delta > 0$ for all $j \in \mathbb{Z}$. Hence,
we have
\[ \delta \prod_{i=j}^{j+n-1} | a_i a_{i-1} | \leq | \det(B^n_E(j)) | d(E^u(j), E^s(j)) \]
\[ = | \det(B^n_E(j)) | \cdot | \det(\tilde{u}(j), \tilde{s}(j)) | \]
\[ = | \det(B^n_E(j)) (\tilde{u}(j), \tilde{s}(j)) | \]
\[ = | \det(B^n_E(j) \tilde{u}(j), B^n_E(j) \tilde{s}(j)) | \]
\[ = \| B^n_E(j) \tilde{u}(j) \| \cdot \| B^n_E(j) \tilde{s}(j) \| \cdot | \det(\tilde{u}(j + n), \tilde{s}(j + n)) | \]
\[ = \| B^n_E(j) \tilde{u}(j) \| \cdot \| B^n_E(j) \tilde{s}(j) \| \cdot | d(E^u(j + n), E^s(j + n)) | \]
\[ \leq \delta \| B^n_E(j) \tilde{u}(j) \| \cdot \| B^n_E(j) \tilde{s}(j) \|. \]

Combining the estimate above and (48), we have for some \( \tilde{c} > 0 \), the choice of which is independent of \( j \), that
\[ \| A^E(j) \tilde{u}(j) \| \leq \| B^n_E(j) \tilde{u}(j) \| \lambda^{-n} \text{ for all } j \in \mathbb{Z} \text{ and all } n \geq 1. \]

If \( a_j \neq 0 \) for all \( j > j_0 \), then by (49) it holds for all \( j > j_0 + 1 \) that
\[ \| A^E(j) \tilde{u}(j) \| \geq \tilde{c} \lambda^n \frac{a_j}{a_{j+1}} \geq \tilde{c} \lambda^n | a_j \| \text{ for all } n \geq 1 \]
where the last inequality comes from the fact that \( a \in \ell^\infty(\mathbb{Z}) \). It clearly implies (46) with \( \lambda_0 = \sqrt{\lambda} \) when \( j > j_0 + 1 \). No matter \( a_{j_0} = 0 \) or not, the estimate above can then be extended to \( j_0 + 1 \) since
\[ A^E(j_0 + 1) E^u(j_0 + 1) = E^u(j_0 + 2). \]

Similarly, suppose for some \( j \), \( B^n_E(j) \) is well-defined for all \( n \geq 1 \). Then \( B^E \in \mathcal{DS} \) guarantees that there exists a \( c > 0 \), the choice of which is independent of \( j \), such that
\[ \| B^n_E(j) \tilde{s}(j) \| > c \lambda^n \| B^n_E(j) \tilde{u}(j) \| \]
for all unit vectors \( \tilde{u}(j) \in E^u(j) \) and \( \tilde{s}(j) \in E^s(j) \). Following the same logic as above, we get that
\[ \frac{\tilde{c}}{\prod_{i=j-n}^{j-1} a_i a_{i-1}} \leq \| B^n_E(j) \tilde{u}(j) \| \cdot \| B^n_E(j) \tilde{s}(j) \| \leq \| B^n_E(j) \tilde{s}(j) \| \lambda^{-n} \]
which in turn implies for all \( n \geq 1 \)
\[ \| A^E_{j-n}(j) \tilde{s}(j) \| \geq \tilde{c} \lambda^n \frac{a_j}{a_{j-n}} \geq \tilde{c} \lambda^n | a_j | \| a_j |. \]

If \( a_j \neq 0 \) for all \( j < j_0 \), then \( B^n_E(j) \) is well-defined for all \( j \leq j_0 \) and for all \( n \geq 1 \). Thus, the estimate above clearly implies (47) with \( \lambda_0 = \sqrt{\lambda} \) for all \( j \leq j_0 \). \( \square \)

For \( j_2 > j_1 \), we define \( J_{j_1,j_2} \) to be the restriction of \( J_{a,b} \) to the subspaces \( \ell^2(j_1, j_2) \) with Dirichlet boundary conditions. That is \( j(j_1,j_1+1) = b_{j_1+1} \); for \( j_2 > j_1 + 1 \), we have
\[ (J_{j_1,j_2}) \phi(j) = \begin{cases} a_{j_1+1} \phi(j_1 + 2) + b_{j_1+1} \phi(j_1 + 1), & j = j_1 + 1, \\ (J_{a,b}) \phi(j), & j_1 + 1 < j < j_2 \text{ if } j_2 > j_1 + 2, \\ a_{j_2} \phi(j_2 - 1) + b_{j_2} \phi(j_2), & j = j_2. \end{cases} \]
We also denote restrictions of \( J_{a,b} \) on half lines \((j_0, +\infty)\) and \((-\infty, j_0]\) with Dirichlet boundary conditions by \( J_{(j_0, +)} \) and \( J_{(-, j_0]} \), respectively. In other words, we have

\[
(J_{(j_0, +)}\phi)(j) = \begin{cases} a_{j_0+1}\phi(j_0 + 2) + b_{j_0+1}\phi(j_0 + 1), & j = j_0 + 1, \\ (J_{a,b}\phi)(j), & j > j_0 + 1, \end{cases}
\]

\[
(J_{(-, j_0]}\phi)(j) = \begin{cases} a_{j_0-1}\phi(j_0 - 1) + b_{j_0}\phi(j_0), & j = j_0, \\ (J_{a,b}\phi)(j), & j < j_0. \end{cases}
\]

Note for all those restrictions, we write the intervals of integers to be half open without the left end point. They may certainly be written as other type of intervals. We define \( p_N(j, E) = \det(E - J_{(j, j+N)}) \) for \( N \geq 1, p_0(j, E) = 1, \) and \( p_{-1}(j, E) = 0 \). Then it is a standard result that the following is true for all \( j \in \mathbb{Z} \) and all \( N \geq 1 \):

\[
B^E_N(j) = \begin{pmatrix} p_N(j, E) \\ a_{j+N-1}p_{N-1}(j, E) \end{pmatrix} = \begin{pmatrix} a_{j-1}p_{N-1}(j + 1, E) \\ -a_{j-1}a_{j+N-1}p_{N-2}(j + 1, E) \end{pmatrix}.
\]

**Lemma 5.** Suppose \( E \in \mathbb{C} \) is such that \( B^E \in \mathcal{DS} \) with \( E^u, E^s \) being its invariant directions. We consider the following restrictions of \( J_{a,b} \):

1. There is \( j_0 \in \mathbb{Z} \) such that \( a_{j_0} = 0 \) and \( a_{j_0} \neq 0 \) for all \( j > j_0 \). Then we consider \( J_{(j_0, +)} \).
2. There is \( j_0 \in \mathbb{Z} \) such that \( a_{j_0} = 0 \) and \( a_{j_0} \neq 0 \) for all \( j < j_0 \). Then we consider \( J_{(-, j_0]} \).
3. For all \( j \in \mathbb{Z}, a_j \neq 0 \). Then we consider the whole line operator \( J_{a,b} \).
4. There exist \( j_1 < j_2 \) such that \( a_{j_1} = a_{j_2} = 0 \). Then we consider \( J_{(j_1, j_2]} \).

In cases (1) and (2), the solution space of \( J_{(j_0, +)}\phi = E\phi \) or \( J_{(-, j_0]}\phi = E\phi \) is one-dimensional. Moreover, any of their nontrivial solutions grows exponentially along some subsequences that go to \( \pm \infty \), respectively. In case (3), the solution space of \( J_{a,b}\psi = E\psi \) is two dimensional and any nontrivial solution either grows exponentially along a subsequence that goes to \( \infty \) or along a subsequence that goes to \( -\infty \). In case (4), \( J_{(j_1, j_2]}\phi = E\phi \) has only zero solution.

**Proof.** Without loss of generality, we may focus on case (1) since case (2) can be done similarly. Consider the solution space \{\( \phi : \mathbb{Z}_{j > j_0} \to \mathbb{C} : J_{(j_0, +)}\phi = E\phi \}\). By (51), the solution is uniquely determined by \( \phi_{j_0} \), which implies the space is one-dimensional. More precisely, for all \( j \geq j_0 + 2 \), \( \phi(j) \) is determined by equation (51) which by (45) is equivalent to

\[
\left( \frac{\phi(j + 1)}{\phi(j)} \right) = A^E_{j-j_0-1}(j_0 + 1) \left( \frac{\phi(j_0 + 1)}{\phi(j_0)} \right).
\]

Note in the equation above, the choice of \( \phi(j_0) \) is not relevant as it will be canceled by \( a_{j_0} = 0 \). In particular, if we define \( \phi^u \) to be a solution generated by some \( (\phi^u(j_0 + 1)) \in E^u(j_0 + 1) \), then by Lemma 4, we will have for all \( j \geq j_0 + 1 \):

\[
\left( \frac{\phi^u(j + 1)}{\phi^u(j)} \right) = \left( \frac{\phi^u(j_0 + 1)}{\phi^u(j_0)} \right) \left| A^E_{j-j_0-1}(j_0 + 1)\bar{u}(j) \right| \geq \tilde{k}\lambda^{j-j_0}.
\]

It is clear that the above estimate implies that \( |\phi^u(n_l)| > \tilde{k}\lambda^{n_l-j_0} \) for a strictly monotone increasing sequence \( n_l > j_0 \). In particular, it is a nontrivial solution which must form a basis of the solution space. Hence, all nontrivial solutions of \( J_{(j_0, +)}\phi = E\phi \) are some \( \phi^u \) generated by a nonzero vector in \( E^u(j_0 + 1) \) and it holds that for some \( \tilde{k} = \tilde{k}(\phi^u) > 0 \),

\[
|\phi^u(n_l)| > \tilde{k}\lambda^{n_l-j_0} \text{ for all } l \geq 1.
\]

Going backwards in time \( j \) and running the same proof above, we obtain the following information in case (2). Any nontrivial solution \( \phi^s \) of \( J_{(-, j_0]}\phi = E\phi \) is generated by a vector in
$E^s(j_0)$. By case (2) of Lemma 4 and the estimate above we obtain for some $n_t < j_0$, which is strictly monotone decreasing in $t \geq 1$, that

$$
|\phi^s(n_t)| > \hat{k}\lambda^{j_0-n_t} \text{ for all } t \geq 1.
$$

To consider case (3), we fix any $j_0$. Then all solutions are of the form $\psi = \alpha \psi^u + \beta \phi^s$ where $\psi^u$ is generated by a vector in $E^u(j_0)$ and $\phi^s$ is generated by a vector in $E^s(j_0)$. Since $a_j \neq 0$ for all $j \in \mathbb{Z}$, the same proof as in the first two cases yield that $\phi^u(n_t)$ grows exponentially fast as $n_t \to \infty$ and $\phi^s(n_t)$ grows exponentially fast as $n_t \to -\infty$ where $\{n_t\}$ and $n_t$ are some sequences. Hence, if $\psi$ is nontrivial, it must grow exponentially fast at least along one of the sequences $\{n_t\}$ and $\{n_t\}$.

Now, we consider case (4), i.e. the finite restrictions $J(j_1,j_2)$. We want to show

$$
\dim \{\phi^f(n), j_1 < n < j_2 : (J(j_1,j_2) - E)\phi^f(n) = 0\} = 0.
$$

If not, then $(J(j_1,j_2) - E)\phi^f = 0$ for some nonzero vector $\phi^f$. Set $N = j_2 - j_1$. Then we have $p_N(j_1 + 1, E) = \det(E - J(j_1,j_2)) = 0$ since $E \in \sigma(J(j_1,j_2))$. Recall $a_{j_1} = a_{j_2} = 0$. Thus, we have

$$
B^E_N(j_1 + 1) = \left( \begin{array}{cc} p_N(j_1 + 1, E) & -a_{j_1}p_{N-1}(j_1 + 2, E) \\ a_{j_2}p_{N-1}(j_1 + 1, E) & -a_{j_1}a_{j_2}p_{N-2}(j_1 + 2, E) \end{array} \right)
$$

is a zero matrix, which contradicts condition (4) of Definition 1. Hence, the solutions of $(J(j_1,j_2) - E)\phi^f = 0$ are all trivial. \hfill $\square$

Let $\mathcal{E}(\lambda \cap J(a,b))$ be the set of generalized eigenvalues of $J(a,b)$, i.e. all $E \in \mathbb{C}$ that admit a nontrivial polynomially bounded solution of $J(a,b)\psi = E\psi$. From the theorem of Sch'nol-Berezanskii [B, Sc], it is well-known that

$$
\mathcal{E}(\lambda \cap J(a,b)) = \sigma(J(a,b)).
$$

In particular, it suffices to show for any $E$ such that $B^E \in DS$, all nontrivial solutions of $J(a,b)\psi = E\psi$ are not polynomially bounded. Indeed, by Theorem 5, $B^E' \in DS$ for all $E'$ close to $E$. Hence, for all $E'$ close $E$, all nontrivial solutions of $J(a,b)\psi = E'\psi$ are not polynomially bounded which implies $E \in \mathcal{E}(\lambda \cap J(a,b)) = \rho(J(a,b))$.

Hence, to prove

$$
\{ E : B^E \in DS \} \subset \rho(J(a,b)),
$$

we only need to show all nontrivial solutions of $J(a,b)\psi = E\psi$ are not polynomially bounded when $B^E \in DS$. To this end, we define

$$
\begin{align*}
\ j_{\text{max}} := \sup \{ j \in \mathbb{Z} : a_j = 0 \} \text{ and } j_{\text{min}} := \inf \{ j \in \mathbb{Z} : a_j = 0 \},
\end{align*}
$$

if they exist. Note we allow $j_{\text{max}}$ to be $\infty$ and $j_{\text{min}}$ to be $-\infty$.

**Proof of the first direction of Theorem 4.** Now we are ready to prove (5). We may divide the proof into the following cases.

Case I. $a_j \neq 0$ for all $j \in \mathbb{Z}$. Then case (3) of Lemma 5 directly implies that all nontrivial solutions of $J(a,b)\psi = E\psi$ are not polynomially bounded.

Case II. $-\infty < j_{\text{min}} \leq j_{\text{max}} < \infty$. If $j_{\text{min}} = j_{\text{max}}$, then we can decompose $J(a,b)$ as the following direct sum

$$
J(a,b) = J(-j_{\text{min}}) \oplus J(j_{\text{max}},+).
$$

If $j_{\text{min}} < j_{\text{max}}$, then we have

$$
J(a,b) = J(-j_{\text{min}}) \oplus J(j_{\text{min}},j_{\text{max}}) \oplus J(j_{\text{max}},+).
$$

By cases (1), (2), and (4) of Lemma 5, in both cases, the solution space is spanned by

$$
\{(\phi^u, 0, 0, \ldots), (\ldots, 0, 0, \phi^s)\}.
where \( \phi^* \) and \( \phi^n \) are any nontrivial solutions of \( J_{[-j_{\min}]} \phi = E \phi \) and \( J_{(j_{\max},+)} \phi = E \phi \), respectively. Hence, by (54) and (55) and similar to Case I, all nontrivial solutions of the eigenvalue equation in both cases must grow exponentially fast at least along some subsequences go to \( \infty \) or \( -\infty \).

Case III. Either \( j_{\min} = -\infty \) and \( j_{\max} < \infty \); or \( j_{\min} > -\infty \) and \( j_{\max} = \infty \). In the first case, there exists a strictly monotone decreasing sequence of integers \( \{j_k\}_{k \geq 1} \) such that \( j_1 = j_{\max} \) and \( a_{j_k} = 0 \) for all \( k \geq 1 \). Hence we may decompose the operator \( J_{a,b} \) as

\[
J_{a,b} = \cdots + J_{[j_{k+1},j_k]} + \cdots + J_{[j_2,j_1]} + J_{[j_1,+]},
\]

Then by cases (1) and (4) of Lemma 5, the solution space of \( J_{a,b} \phi = E \phi \) is spanned by \((0,0,0,\ldots)\), where \( \phi^n \) is any nontrivial solution of \( J_{(j_{\max},+)} \phi = E \phi \). By (54), all nontrivial solutions of \( J_{a,b} \phi = E \phi \) grows exponentially fast along \( \{n_k\} \) where \( n_k \to \infty \) as \( l \to \infty \).

In the second case, we may decompose the operator \( J_{a,b} \) as

\[
J_{a,b} = J_{[-j_1]} + J_{[j_1,j_2]} + \cdots + J_{[j_k,j_{k+1}]} + \cdots
\]

where \( j_1 = j_{\min} \) and \( a_{j_k} = 0 \) for all \( k \geq 1 \). Hence, the solution space of \( J_{a,b} \phi = E \phi \) is spanned by \((\phi^*,0,0,\ldots)\), where \( \phi^* \) is any nontrivial solution of \( J_{[-j_{\min}]} \phi = E \phi \). By (55), all nontrivial solutions of \( J_{a,b} \phi = E \phi \) grow exponentially along \( \{n_k\} \) where \( n_k \to -\infty \) as \( l \to \infty \).

Case IV. \( j_{\min} = -\infty \) and \( j_{\max} = \infty \). Then there exists a subsequence \( \{j_k\}_{k \in \mathbb{Z}} \) such that \( j_k \to \pm \infty \) as \( k \to \pm \infty \) and \( a_{j_k} = 0 \) for all \( k \in \mathbb{Z} \). Hence, we may decompose \( J_{a,b} \) as

\[
J_{a,b} = \bigoplus_{k = -\infty}^{\infty} J_{[j_k,j_{k+1}]}.
\]

By case (4) of Lemma 5, all solutions of \( J_{a,b} \phi = E \phi \) are trivial.

Since the four cases exhaust all the possibilities, the proof is completed.

\[\square\]

4. Domination Away from the Spectrum

In this section we prove the second half (6) of Theorem 4. That is,

\[
\rho(J_{a,b}) \subset \{E : B^E \in \mathcal{D}S\}.
\]

4.1. Lower bound of the norm of iterations of Jacobi cocycles. In this section, we show if \( E \in \rho(J_{a,b}) \), then \( B^E \) satisfies the stronger version (4) of condition (4) of Definition 1. For simplicity, we denote by \( J_N(j) = J_{[j,j+N]} \), the restriction of \( J_{a,b} \) on \([j,N]\). Recall we have \( p_N(j,E) = \det(E - J_N(j)) \). Let \( \text{diam}(S) \) be the diameter of a subset \( S \subset \mathbb{C} \).

**Lemma 6.** Let \( E \in \rho(J_{a,b}) \) and fix a \( N \in \mathbb{Z}^+ \). For all \( \varepsilon > 0 \), there exists a \( \delta = \delta(\varepsilon) > 0 \) such that the following is true: if \( |p_N(j,E)| \leq \delta \) for some \( j \in \mathbb{Z} \), then there exists an \( E_0 \in \sigma(J_N(j)) \) such that \( |E - E_0| < \varepsilon \).

**Proof.** To prove present lemma, it suffices to show the following result.

Fix \( N \in \mathbb{Z}^+ \) and define \( I_N(j,\delta) := \{E \in \mathbb{C} : |p_N(j,E)| \leq \delta\} \). For all \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) such that for all \( j \in \mathbb{Z} \) and all connected components \( K \) of \( I_N(j,\delta) \), we have

\[
\text{diam}(K) < \varepsilon.
\]

Moreover, there is a zero of \( p_N(j,E) \) in \( K \).

To show that each connected component of \( I_N(j,\delta) \) contains a zero of \( p_N(j,E) \), we just need to show that \( |p_N(j,E)| \) has no positive local minimum. Suppose \( |p_N(j,E)| \) has a positive local minimum at \( E_0 \). Then \( p_N(j,E) : B_r(E_0) = \{E : |E - E_0| < r\} \to \mathbb{C} \) has no zeros for small \( r > 0 \). Hence, the holomorphic function \( \frac{p_N(j,E)}{p_N(j,E) : B_r(E_0) \to \mathbb{C}} \) attains its maximum modulus.
at an interior point $E_0$. This contradicts the maximum principle since $p_N(j, E)$ is nonconstant for all $j \in \mathbb{Z}$ and all $N \in \mathbb{Z}_+$.

Next we show for all $\varepsilon > 0$ the existence of desired $\delta$. Here we use the following version of the so-called Markov’s inequality, see. e.g. [Si, Lemma 3.1]:

For any connected compact set $K \subset \mathbb{C}$ with $\text{diam}(K) > \eta > 0$, there exist positive constants $M, \alpha$, depending only on $\eta$, such that it holds for all polynomials $p(z)$ and all $r \in \mathbb{N}$ that

\begin{equation}
\left\| \frac{d^r p_n}{dz^r} \right\|_K \leq M (\text{deg } p)^r \alpha \left\| p_n \right\|_K,
\end{equation}

where $\left\| \cdot \right\|_K$ denotes the supremum norm on $K$ and $\text{deg } p$ is the degree of the polynomial $p$. Now suppose the statement at the beginning of this proof is not true. Then there exists $\varepsilon_0 > 0$ such that for all $\delta > 0$, there exists $j \in \mathbb{Z}$ and a connected component $\mathcal{K}$ of $I_N(j, \delta)$ whose diameter satisfies $\text{diam}(\mathcal{K}) \geq \varepsilon_0$.

Applying (57) to $p_N(j, E)$ on $\mathcal{K}$, we obtain

\begin{equation}
\left\| \frac{dN p_N(j, E)}{dE^N} \right\|_K \leq MN^r \alpha \left\| p_N(j, E) \right\|_K \leq MN^N \alpha \delta.
\end{equation}

It is clear that the coefficient of the highest order term $E^N$ in $p_N$ is 1. Hence, we obtain for all $\delta > 0$ that

$$N! \leq MN^N \alpha \delta$$

where $N$ is fixed and $M$ and $\alpha$ depend only on $\varepsilon_0$. This is clearly not possible if we choose $\delta$ to be smaller than $\frac{N!}{MN^N \alpha \delta}$. □

First, we note the following facts from functional analysis. Let $H$ be a self-adjoint operator, i.e. $H^* = H$, on a Hilbert space $\mathbb{H}$. Then Weyl’s criterion (see e.g. [RS]) says:

\begin{equation}
E \in \sigma(H) \text{ if and only if : for all } \varepsilon > 0, \left\| (H - E)u \right\| < \varepsilon \text{ for some unit vector } u \in \mathbb{H}.
\end{equation}

Moreover, for each $z \in \rho(H)$, we have

\begin{equation}
\left\| (H - zI)^{-1} \right\|^{-1} = d(z, \sigma(H)).
\end{equation}

Clearly, $J_{a,b}$ is self-adjoint. We define $\delta_j(n) \in \ell^2(\mathbb{Z})$ to be the sequence such that

$$\delta_j(n) = \begin{cases} 1, & \text{if } m = j, \\
0, & \text{if } m \neq j. \end{cases}$$

Throughout this section, we fix $E \in \rho(J_{a,b})$ and we let $M > 0$ be that

$$\sup_{j \in \mathbb{Z}} \{ |a_j|, |b_j|, |b_j - E|, |E|, \left\| J_{a,b} \right\| \} < M.$$ 

Moreover, we define

\begin{equation}
\delta := d(E, \sigma(J_{a,b})) = \left\| (J_{a,b} - E)^{-1} \right\|^{-1}
\end{equation}

**Lemma 7.** Let $E \in \rho(J_{a,b})$. Then for all $n \in \mathbb{Z}_+$, it holds that

$$\inf_{j \in \mathbb{Z}} \left\| B_n^E(j) \right\| > 0.$$
Proof. We will prove this lemma by induction. First, we set $n = 1$. We need to show
\[ \inf_{j \in \mathbb{Z}} \| B^E_j \| > 0. \]

Suppose $\inf_{j \in \mathbb{Z}} \| B^E(j) \| = 0$. Then, for all $\varepsilon > 0$, there exists $j_0 \in \mathbb{Z}$ such that $\| B^E(j_0) \| < \varepsilon$. Hence, we have
\[ \left\| \left( \begin{array}{cc} E - b_{j_0} & -a_{j_0-1} \\ a_{j_0} & 0 \end{array} \right) \right\| < \varepsilon \implies |E - b_{j_0}| < \varepsilon, |a_{j_0-1}| < \varepsilon, \text{ and } |a_{j_0}| < \varepsilon. \]

Now, let’s consider $(J_{a,b} - E)\delta_{j_0}$. Clearly,
\[ (J_{a,b} - E)\delta_{j_0}(n) = \alpha_{n-j_0} \delta_{j_0}(n + 1) + a_n \delta_{j_0}(n + 1) + (b_n - E)\delta_{j_0}(n) \]
which is 0 for all $n \neq j_0 - 1, j_0, j_0 + 1$. On the other hand, it is easy to see that
\[ (J_{a,b} - E)\delta_{j_0}(n) = \begin{cases} a_{j_0-1}, & \text{if } n = j_0 - 1 \\ b_{j_0} - E, & \text{if } n = j_0 \\ a_{j_0}, & \text{if } n = j_0 + 1. \end{cases} \]
Hence, $\| (J_{a,b} - E)\delta_{j_0} \| < \varepsilon$. By Weyl’s Criterion, we have $E \in \sigma(J_{a,b})$ since $\| \delta_{j_0} \| = 1$, which contradicts $E \in \rho(J_{a,b})$.

Next, we do the induction: assuming
\[ \inf_{1 \leq n < N \leq \infty} \inf_{j \in \mathbb{Z}} \| B^E_n(j) \| = c > 0, \]
we want to show $\inf_{j \in \mathbb{Z}} \| B^E_N(j) \| > 0$. Recall we have $p_N(j, E) = \det(E - J_N(j))$ and
\[ B^E_N(j) = \left( \begin{array}{cc} p_N(j, E) & -a_{j_0-1}p_{N-1}(j + 1, E) \\ a_{j_0-1}p_N(j, E) & a_{j_0}p_{N-2}(j + 1, E) \end{array} \right). \]

By Lemma 6, for all $\varepsilon > 0$, there exists $\delta > 0$ such that if $|p_N(j, E)| < \delta$, then there exists $E_0 \in \sigma(J_N(j))$ such that $|E - E_0| < \varepsilon$. Assume $\inf_{j \in \mathbb{Z}} \| B^E_N(j) \| = 0$. Choose $0 < \gamma < \max\{\frac{2}{\delta}, \frac{1}{\varepsilon}\}$. Then, there exists $j_0 \in \mathbb{Z}$ such that $\| B^E_N(j_0) \| < \gamma^{3N}$ which implies all the following four terms
\[ |p_N(j_0, E)|, |a_{j_0-1}p_{N-1}(j_0 + 1, E)|, |a_{j_0}p_{N-2}(j_0 + 1, E)|, \]
are smaller than $\gamma^{3N}$. We will divide the discussion into three different cases.

Case I. $|a_{j_0-1}| < \gamma$, $|a_{j_0-2}| < \gamma$. Since $|p_N(j_0, E)| < \gamma^{3N} < \delta$, by Lemma 6, there exists $E_0 \in \sigma(J_N(j_0))$ such that $|E - E_0| < \varepsilon$. Choose a unit eigenvector $\tilde{u} = (u_1, \ldots, u_N)$ of $J_N(j_0)$ for the eigenvalue $E_0$. We define $\phi = (\ldots, 0, 0, \tilde{u}, 0, 0, \ldots)$ which is a unit vector in $\ell^2(\mathbb{Z})$. Clearly, $(J_{a,b} - E)\phi = (J_{a,b} - E_0)\phi + (E - E_0)\phi$ where $\|(E - E_0)\phi\| < \varepsilon$. A direct computation shows that
\[ [(J_{a,b} - E_0)\phi]_j = \begin{cases} 0, & j_0 \leq j < j_0 + N - 1, j \geq j + N + 1, \text{ or } j \leq j_0 - 2 \\ a_{j_0-1}u_1, & j = j_0 - 1 \\ a_{j_0}u_N, & j_0 + 1 \leq j < j_0 + N. \end{cases} \]
which implies $\|(J_{a,b} - E_0)\phi\| < 2\gamma < 2\varepsilon$. Hence, it holds for the unit vector $\phi$ that
\[ \|(J_{a,b} - E)\phi\| < 3\varepsilon. \]

Case II. Either $|a_{j_0-1}| < \gamma$ and $|a_{j_0-2}| \geq \gamma$; or $|a_{j_0-1}| \geq \gamma$ and $|a_{j_0-2}| < \gamma$. Without loss of generality, we focus on the case $|a_{j_0-1}| < \gamma$ and $|a_{j_0-2}| \geq \gamma$. First, we have
\[ \gamma |p_{N-1}(j_0 + 1, E)| \leq |a_{j_0-1}p_{N-1}(j_0 + 1, E)| < \gamma^{3N} \]
which implies $|p_{N-1}(j_0 + 1, E)| < \gamma^{3N-1}$. If $|a_{j_0}| < \sqrt{2\gamma} < \varepsilon$, then together with

$$|p_{N-1}(j_0 + 1, E)| < \gamma^{3N-1} < \delta$$

and $|a_{j_0+N-1}| < \gamma < \varepsilon$.

We may apply the same argument as in case I to the operator $J_{N-1}(j_0 + 1)$ and get a unit vector $\phi \in \ell^2(\mathbb{Z})$ such that

$$\|(J_{a,b} - E)\phi\| < 3\varepsilon.$$

If $|a_{j_0}| \geq \sqrt{2\gamma}$, then it is a standard result that

$$p_N(j_0, E) = |(E - b_{j_0})p_{N-1}(j_0 + 1, E) - |a_{j_0}|^2p_{N-2}(j_0 + 2, E)| < \gamma^N$$

which implies

$$|a_{j_0}^2p_{N-2}(j_0 + 2, E)| < \gamma^{3N-2} + \gamma^N < 2\gamma^{3N-2},$$

which in turn implies

$$|p_{N-2}(j_0 + 2, E)| < \gamma^{3N-3}.$$

Repeating this procedure, then either at some step we obtain $\|(J_{a,b} - E)\phi\| < 3\varepsilon$ for some unit vector $\phi \in \ell^2(\mathbb{Z})$, or we eventually get

$$|p_2(j_0 + N - 2, E)| = |(E - b_{j_0+N-2})(E - b_{j_0+N-1}) - |a_{j_0+N-2}|^2| < \varepsilon^6$$

and

$$|p_1(j_0 + N - 1, E)| = |E - b_{j_0+N-1}| < \varepsilon^6.$$

So we have that $|E - b_{j_0+N-1}| < \varepsilon^6 < \varepsilon$, $|a_{j_0+N-1}| < \varepsilon$ and $|a_{j_0+N-2}| < \sqrt{2\gamma} < \varepsilon$, which again yields

$$\|(J_{a,b} - E)\phi\| < 3\varepsilon.$$

Case III. $|a_{j_0+N-1}| \geq \gamma$ and $|a_{j_0-1}| \geq \gamma$. In this case, we must have $|p_{N-1}(j_0 + 1, E)| < \gamma^{3N-1}$, $|p_{N-1}(j_0, E)| < \gamma^{3N-1}$ and $|p_{N-2}(j_0 + 1, E)| < \gamma^{3N-2}$. Note we have

$$p_N(j_0, E) = |(E - b_{j_0})p_{N-1}(j_0 + 1, E) - |a_{j_0}|^2p_{N-2}(j_0 + 2, E)| < \gamma^N$$

and

$$p_{N-1}(j_0, E) = |(E - b_{j_0})p_{N-2}(j_0 + 1, E) - |a_{j_0}|^2p_{N-3}(j_0 + 2, E)| < \gamma^{3N-1}.$$

So we must have that

$$|a_{j_0}^2p_{N-2}(j_0 + 2, E)| < 2\gamma^{3N-2}$$

and

$$|a_{j_0}^2p_{N-3}(j_0 + 2, E)| < 2\gamma^{3N-3}.$$
4.2. Estimates on and structure of the Green’s Function. Now, to prove that $B^E \in \mathcal{D}S$, we only need to construct the two invariant directions and show they satisfy conditions (1)-(3) of Definition 1. First, we perform a Combes-Thomas type of estimate [CT] concerning exponential decay of the Green’s Function.

Lemma 8. For each $E \in \rho(J_{a,b})$. There exists a positive constant $\gamma = \gamma(\delta, M) > 0$ such that
\begin{equation}
|(J_{a,b} - E)^{-1}(p, q)| \leq \frac{2}{\delta}e^{-\gamma|p-q|} \quad \text{for all } p, q \in \mathbb{Z}.
\end{equation}

Proof. Define $M_\beta$ to be the multiplication operator $(M_\beta \phi)_n = e^{\beta n} \phi_n$. Without loss of generality, we may assume $|\beta| \leq 1$. Let $T$ be the left shift operator. That is, $(T \phi)_n = \phi_{n+1}$. A direct computation shows that:
\begin{align*}
(M_{-\beta}(J_{a,b} - E)M_\beta)_n &= e^{-\beta n}(J_{a,b} - E)(e^{\beta n} \phi_n) \\
&= e^{-\beta n}((a_n e^{\beta(n-1)} \phi_{n-1} + a_n e^{\beta(n+1)} \phi_{n+1} + (b_n - E)e^{\beta n} \phi_n) \\
&= e^{\beta n-1}e^{-\beta} \phi_{n-1} + a_n e^{\beta-1} \phi_{n+1} + (b_n - E) \phi_n \\
&= (J_{a,b} - E) \phi_n + a_n(e^{\beta - 1}) \phi_{n+1} + (b_n - E) \phi_n \\
&= (J_{a,b} - E) \phi_n + a_n(e^{\beta - 1})(T \phi_n) + (b_n - E) \phi_n.
\end{align*}

Hence,
\[M_{-\beta}(J_{a,b} - E)M_\beta = J_{a,b} - E + a_n(e^{\beta - 1})T + (b_n - E) \phi_n = J_{a,b} - E.\]

The operator $S$ is bounded on $\ell^2(\mathbb{Z})$ and it holds for some $C = C(M) > 0$ that
\[\|S\| \leq |a_n| |(e^{\beta - 1})| + |a_n| |(e^{\beta - 1})| \leq C|\beta|.
\]

Clearly, $\|(J_{a,b} - E)^{-1}S\| \leq \frac{1}{2}$ if $|\beta| \leq \|(J_{a,b} - E)^{-1}\|^{-1}/(2C) = \delta/(2C)$. Then
\[M_{-\beta}(J_{a,b} - E)M_\beta = J_{a,b} - E + S = (J_{a,b} - E)[I + (J_{a,b} - E)^{-1}S]
\]
is invertible. Moreover
\[M_{-\beta}(J_{a,b} - E)M_\beta = J_{a,b} - E + S = (J_{a,b} - E)[I + (J_{a,b} - E)^{-1}S]^{-1}(J_{a,b} - E)^{-1},
\]
which implies
\[\|M_{-\beta}(J_{a,b} - E)^{-1}M_\beta\| \leq 2\|(J_{a,b} - E)^{-1}\| = \frac{2}{\delta}.
\]

Hence, it holds for all $p, q \in \mathbb{Z}$ that
\[
\|\langle \delta_p, M_{-\beta}(J_{a,b} - E)^{-1}M_\beta \delta_q \rangle \| = \|\langle M_{-\beta} \delta_p, (J_{a,b} - E)^{-1}M_\beta \delta_q \rangle \| \\
= \|\langle (J_{a,b} - E)^{-1}(p, q) \rangle e^{-\beta(p-q)} \| \\
\leq \frac{2}{\delta}.
\]

By choosing the sign of $\beta$ appropriately, it clearly holds that for $\gamma = |\beta|$ that
\[\|\langle (J_{a,b} - E)^{-1}(p, q) \rangle \| \leq \frac{2}{\delta}e^{-\gamma|p-q|}
\]
which is nothing other than (61). \hfill \Box

We define $g_j(n) = (J_{a,b} - E)^{-1}(n, j)$. By (61), it holds that
\begin{equation}
|g_j(n)| \leq \frac{2}{\delta}e^{-\gamma|n-j|}, \quad \text{for all } n, j \in \mathbb{Z}.
\end{equation}

It is clear that $(g_j(n))_{n \in \mathbb{Z}}$ and $(g_{j,n})(j \in \mathbb{Z})$ are the unique solutions of the equations
\begin{equation}
(J_{a,b} - E)g_j = \delta_j \quad \text{and} \quad g_{j,n}(n) = \delta_j(n).
\end{equation}
In other words, we have for each $j \in \mathbb{Z}$ that

\begin{equation}
\overline{a}_j - g_j(j - 1) + a_j g_j(j + 1) + (b_j - E) g_j(j) = 1
\end{equation}

and

\begin{equation}
\overline{a}_j g_{j+1}(j) + a_{j-1} g_{j-1}(j) + (b_j - E) g_j(j) = 1.
\end{equation}

In particular, we have for all $j \in \mathbb{Z}$ that

\begin{equation}
|g_j(j - 1)| + |g_j(j + 1)| + |g_j(j)| \neq 0 \quad \text{and} \quad |g_{j-1}(j)| + |g_j(j)| + |g_{j+1}(j)| \neq 0.
\end{equation}

For each $j$, $g_j$ may be obtained by connecting pieces which are related to different solutions of $(J_{a,b} - E)\psi = 0$. Such information will be the key to construct the two invariant directions of $B^E$. To get more such information about $g_j$, we divide the discussion into several different cases depending on whether $a_j = 0$ or not. We denote by $\ell^2(\mathbb{Z}_\pm)$ all the two-sided infinite sequences who is square summable on $\mathbb{Z}_\pm$, respectively.

**Case I.** $a_n \neq 0$ for all $n \in \mathbb{Z}$. Fix $a_j \in \mathbb{Z}$. By (66), $|g_j(j - 1)| + |g_j(j + 1)| + |g_j(j)| \neq 0$. We further subdivide it into three different cases.

**Case I.a.** $g_j(j) \neq 0$ or $g_j(j - 1) g_j(j + 1) \neq 0$. If we use $(g_j(j))$ as an initial condition, then we obtain a nonzero solution $\phi^u(n)$ of $J_{a,b} \phi = E \phi$ that coincides with $g_j(n)$ for $n \leq j$. Hence, $\phi^u(n) \in \ell^2(\mathbb{Z}_-)$. If we use $(g_j(j+1))$ as an initial condition, then we obtain a nonzero solution of $\phi^s(n)$ of $J_{a,b} \phi = E \phi$ that coincides with $g_j(n)$ for $n \geq j$. Hence, $\phi^s(n) \in \ell^2(\mathbb{Z}_+)$. For each $j$, $\ell^2(\mathbb{Z}_-)$ and $\ell^2(\mathbb{Z}_+)$ may be obtained by connecting pieces which are related to different solutions $g_j$.

**Case I.b.** $g_j(j - 1) \neq 0$ and $g_j(j) = g_j(j + 1) = 0$. Then, $g_j(j) = g_{j-1}(j) = 0$ and (65) together imply $g_{j+1}(j) \neq 0$. Hence $(g_{j+1}(j))$ is linearly independent with $(g_j(j))$, which can generate another $\phi_j^u \in \ell^2(\mathbb{Z}_-)$. It is clear that $\phi_j^u$ and $\phi_{j+1}^u$ are linear independent. This is impossible since

\begin{equation}
\left| \begin{array}{cc}
\phi_j^n(j) & \phi_{j+1}^u(j) \\
\phi_j^n(j - 1) & \phi_{j+1}^u(j - 1)
\end{array} \right| = \left| \begin{array}{cc}
\det(A_{n,j}(n)) & \phi_j^n(j - n) \\
\phi_j^n(j - n - 1) & \phi_{j+1}^u(j - n - 1)
\end{array} \right|
\end{equation}

\begin{equation}
= \left| \begin{array}{cc}
\phi_j^n(j - n) & \phi_{j+1}^u(j - n) \\
\phi_j^n(j - n - 1) & \phi_{j+1}^u(j - n - 1)
\end{array} \right|
\end{equation}

\begin{equation}
= \left| \begin{array}{cc}
\det(A_{n,j}(n)) & \phi_j^n(j - n) \\
\phi_j^n(j - n - 1) & \phi_{j+1}^u(j - n - 1)
\end{array} \right|
\end{equation}

\begin{equation}
\to 0 \quad \text{as} \quad n \to \infty
\end{equation}

while the first term is a fixed positive number, a contradiction. Thus, we may use $(g_{j+1}(j))$ to generate a nonzero solution $\phi^s$ of $J_{a,b} \phi = E \phi$ that coincides with $g_{j-1}(n)$ for all $n \geq j$. Hence, we must have $\phi^s \in \ell^2(\mathbb{Z}_+)$. In particular, we have for all $j \in \mathbb{Z}$ that

\begin{equation}
|g_{j-1}(j)| + |g_j(j + 1)| + |g_j(j)| \neq 0.
\end{equation}

**Case I.c.** $g_j(j + 1) \neq 0$ and $g_j(j) = g_{j-1}(j) = 0$. It is basically the dual case of case 1.b. First, we may construct a $\phi_j^s \in \ell^2(\mathbb{Z}_+)$, solution of $J_{a,b} \phi = E \phi$, via $(g_j(j+1))$. Then we must have

\begin{equation}
|g_{j+1}(j)| + |g_{j+1}(j - 1)| \neq 0.
\end{equation}

Otherwise, $g_{j+1}(j) = g_{j}(j) = 0$ and (65) together imply $g_{j-1}(j) \neq 0$. Thus $(g_{j-1}(j+1))$ can be used to generate another solution $\phi_{j-1}^s \in \ell^2(\mathbb{Z}_+)$ of $J_{a,b} \phi = E \phi$ that is linearly independent of $\phi_j^s$. This is again impossible since

\begin{equation}
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\end{equation}
Thus we may use
\[
\frac{a_{j+1}}{a_n} \cdot \det \begin{pmatrix} \phi_{j-1}^n(j+1) & \phi_{j}^n(j+1) \\ \phi_{j-1}^n(j) & \phi_{j}^n(j) \end{pmatrix} = \det \begin{pmatrix} A_{n-j-1}(j+1) & \phi_{j-1}^n(j+1) \\ \phi_{j-1}^n(j) & \phi_{j}^n(j) \end{pmatrix}
\]
\[
= \det \begin{pmatrix} \phi_{j-1}^n(n) & \phi_{j}^n(n) \\ \phi_{j-1}^n(n-1) & \phi_{j}^n(n-1) \end{pmatrix}
\]
\[
\to 0 \text{ as } n \to \infty
\]
while the first term in this chain of equations can be bounded below by a fixed positive number. Thus we may use \( (g_{j+1}(j)) \) to generate a nonzero solution \( \phi^n \in \ell^2(\mathbb{Z}_-) \) of \( J_{a,b}\phi = E\phi \).

To sum up, in case I, we always obtain two nonzero solutions \( \phi^s \in \ell^2(\mathbb{Z}_+) \) and \( \phi^n \in \ell^2(\mathbb{Z}_-) \) of \( J_{a,b}\phi = E\phi \). It is clear that \( \phi^s \) and \( \phi^n \) must be linear independent. Otherwise, they both decay exponentially as \( n \to \pm\infty \) which implies they are eigenvectors which contradicts \( E \in \rho(J_{a,b}) \).

Since \( \{ \phi : J_{a,b}\phi = E\phi \} \) is a two dimensional space, we have for all \( j \in \mathbb{Z} \)
\[
g_j(n) = \begin{cases} \phi_j^s(n), & n \geq j, \\ \phi_j^n(n), & n \leq j \end{cases}
\]
where \( \phi_j^{s(n)} \in \text{span}\{ \phi^{s(n)} \} \), respectively.

**Case II.** There is a \( j_0 \) so that \( a_{j_0} = 0 \) and \( a_n \neq 0 \) for all \( n < j_0 \). We consider the operator \( J_{(-j_0)} \).

We may fix any \( j < j_0 \). We again divide the discussion into three different cases.

**Case II.a.** \( g_j(j) \neq 0 \) or \( g_j(j-1)g_j(j+1) \neq 0 \), then similar to case Ia, we may first use the vector \( (g_{j-1}(j)) \) to generate a vector \( (\phi^-(j))_{j \leq j_0} \) such that
\[
[(J_{(-j_0)} - E)\phi^-](j) = 0 \text{ for all } j < j_0 \text{ and } \phi^- \in \ell^2(\mathbb{Z}_-).
\]

Note by the same computation as in (67), the set of all such \( \phi^- \) is a one-dimension space. Moreover, \( \phi^- \) cannot be a solution of \( J_{(-j_0)}\phi = E\phi \) or else we can find a \( \ell^2 \)-solution of \( J_{a,b}\phi = E\phi \) via \( \phi = (\phi_-, 0, 0, \ldots) \). In other words, we must have
\[
\det_{a_{j_0}-1}\phi^-(j_0 - 1) + (E - b_{j_0})\phi^-(j_0) \neq 0.
\]

Next, we can use \( (g_{j_0}(j)) \) to generate a solution \( (\phi^s,j)_{j \leq j_0} \) of \( J_{(-j_0)}\phi = E\phi \). Note the set of such vectors form a one-dimensional space as well since they are uniquely determined by \( \phi^s(j_0) \). Note that it must hold \( \phi^s \notin \ell^2((-\infty, j_0)) \), otherwise, we can again construct a nontrivial \( \ell^2 \)-solution of \( J_{a,b}\phi = E\phi \).

**Case II.b.** \( g_j(j) = g_j(j+1) = 0 \) and \( g_j(j-1) \neq 0 \), then we can again use the similar argument of case I.b. First, we can first obtain a nontrivial \( \phi^- \in \ell^2(\mathbb{Z}_-) \) via \( (g_{j-1}(j)) \) which satisfies (70). Then the same argument of case I.b would imply \( (g_{j-1}(j+1)) \neq 0 \) which can be used to generate a nontrivial \( \phi^s \) solving \( J_{(-\infty,j_0)}\phi = E\phi \).

**Case II.c.** \( g_j(j) = g_j(j-1) = 0 \) and \( g_j(j+1) \neq 0 \), then we can first use \( (g_{j+1}(j)) \) to generate a solution \( \phi^s \) of \( J_{(-\infty,j_0)}\phi = E\phi \). Then we can show that
\[
|g_{j+1}(j)| + |g_{j+1}(j-1)| \neq 0.
\]
Indeed, otherwise we have \( g_{j+1}(j) = g_j(j) = 0 \) which together with (65) imply \( g_{j-1}(j) \neq 0 \). Then \( (g_{j+1}(j+1)) \) can be used to generate another solution of \( J_{(-\infty,j_0)}\phi = E\phi \) which is linearly independent with \( \phi^s \). This is impossible since the solution space of \( J_{(-\infty,j_0)}\phi = E\phi \) is one-dimensional. Hence \( (g_{j+1}(j)) \) can be used to generate a nonzero \( \phi^- \) as described in (70).

To summarize, in case 2, we always obtain a nonzero \( \phi^s \) solving \( J_{(-j_0)}\phi^s = E\phi^s \) and a nonzero \( \phi^- \) as described in (70). Now for each \( j \in \mathbb{Z} \), we consider \( g_j(n) \) for \( n \leq j_0 \). If \( j > j_0 \),
then we must have
\begin{equation}
    g_j(n) = 0 \text{ for all } n \leq j_0.
\end{equation}
Otherwise, \(((g_j(n))_{n \leq j_0}, 0, 0, \ldots)\) will be nonzero \(\ell^2\)-solution of \(J_{a,b}\phi = E\phi\). If \(j \leq j_0\), then we have
\begin{equation}
    g_j(n) = \begin{cases} 
        \phi_j^+(n), & n \leq j, \\
        \phi_j^-(n), & j \leq n \leq j_0.
    \end{cases}
\end{equation}
where \(\phi_j^+ \in \text{span}\{\phi^+\}\) and \(\phi_j^- \in \text{span}\{\phi^-\}\).

**Case III.** There is a \(j_0\) such that \(a_{j_0} = 0\) and \(a_n \neq 0\) for all \(n > j_0\). We consider the operator \(J_{(j_0,+)}\). We fix a \(j > j_0 + 1\). The discussion is completely analogous to case II. Roughly speaking, depending on which of \(\{J_{a,b}\}\) is nonzero, we can have three different cases:
\begin{itemize}
    \item a. \(g_j(j) \neq 0\) or \(g_j(j - 1)g_j(j + 1) \neq 0\);
    \item b. \(g_j(j) = g_j(j + 1) = 0\) and \(g_j(j - 1) \neq 0\);
    \item c. \(g_j(j) = g_j(j - 1) = 0\) and \(g_j(j + 1) \neq 0\).
\end{itemize}
In all these cases, we can obtain a nonzero solution \((\phi^a(j))_{j > j_0}\) which solves \(J_{(j_0,\infty)}\phi = E\phi\) via \((g_{p,j_0+1})\) where \(p = j\) or \(j + 1\). Such solution form a one-dimensional space as they can be uniquely determined by \(\phi^a(j_0 + 1)\). Moreover, we can obtain a nonzero \((\phi^b(j))_{j > j_0}\) via \((n_0(j+1))\) where \(q = j\) or \(j - 1\) such that
\begin{equation}
    [(J_{(j_0,+)} - E)\phi^b](j) = 0 \text{ for all } j > j_0 + 1 \text{ and } \phi^b \in \ell^2(\mathbb{Z}_+).
\end{equation}
By the computation of (68), we obtain the set of all such \(\phi^b\) form a one-dimensional space. Moreover, \(\phi^b\) cannot be a solution of \(J_{(j_0,+)}\phi = E\phi\). Otherwise, we can construct a \(\ell^2\)-solution \(\phi = (\ldots, 0, (\phi^b(j))_{n > j_0}\) of \(J_{a,b}\phi = E\phi\). That is, we must have
\begin{equation}
    \phi_{j_0+2}^b(j_0 + 2) + (b_{j_0+1} - E)\phi^b(j_0 + 1) \neq 0.
\end{equation}
Then for each \(j \in \mathbb{Z}\), we consider \(g_j(n)\) for \(n > j_0\). If \(j \leq j_0\), we must have
\begin{equation}
    g_j(n) = 0 \text{ for all } n > j_0.
\end{equation}
If \(j > j_0\), then we have
\begin{equation}
    g_j(n) = \begin{cases} 
        \phi_j^+(n), & n \geq j, \\
        \phi_j^-(n), & j < n \leq j.
    \end{cases}
\end{equation}

**Case IV.** There is a \(j_1 < j_2\) such that \(a_{j_1} = a_{j_2} = 0\) and \(a_n \neq 0\) for all \(j_1 < n < j_2\) if such \(n\) exists. Then we consider the operator \(J_{(j_1,j_2)}\). It is clear that in this case, we have
\begin{equation}
    (J_{a,b} - E)^{-1} = (J_{(j_1,j_2)} - E)^{-1} \oplus (J_{(j_1,j_2)} - E)^{-1} \oplus (J_{(j_2,+)} - E)^{-1}
\end{equation}
where \((J_{(j_1,j_2)} - E)^{-1}\) is a finite matrix of order \(j_2 - j_1\). Then we have the following subcases.

**Case IV.a.** \(j_2 - j_1 = 1\), then it clearly holds that
\begin{equation}
    (J_{(j_1,j_2)} - E)^{-1} = \frac{1}{b_{j_2} - E}.
\end{equation}

**Case IV.b.** \(j_2 = j_1 + 2\), then it is clear that \((J_{(j_1,j_2)} - E)^{-1}\) is a \(2 \times 2\) bounded, invertible matrix which may be written as
\begin{equation}
    \begin{pmatrix}
        g_{j_1+1}(j_1 + 1) & g_{j_1+2}(j_1 + 1) \\
        g_{j_1+1}(j_1 + 2) & g_{j_1+2}(j_1 + 2)
    \end{pmatrix}.
\end{equation}
It is clear what are \(g_j(n)\) for \(j_1 < n \leq j_2\) and for all \(j\) in the two cases above.
Case IV. If \( j_2 > j_1 + 2 \), then we want to explore a bit more the structure of \((J_{(j_1,j_2)} - E)^{-1}\). It is clear that if we start with

\[
a_{j_1+1} \phi(j_1 + 2) + (b_{j_1+1} - E) \phi(j_1 + 1) = 0,
\]

then we can find a nonzero vector \((\phi^{(1)}(j))_{j \in (j_1,j_2)}\) such that \([(J_{(j_1,j_2)} - E)\phi^{(1)}](j) = 0\) for all \( j_1 < j < j_2 \) and

\[
\overline{a_{j_2-1}} \phi^{(1)}(j_2 - 1) + (b_{j_2} - E) \phi^{(1)}(j_2) \neq 0.
\]

The set of such \(\phi^{(1)}\) is clearly a one-dimensional space. Similarly, if we start with

\[
\overline{a_{j_2-1}} \phi(j_2 - 1) + (b_{j_2} - E) \phi(j_2) = 0,
\]

then we can obtain a nonzero vector \((\phi^{(2)}(j))_{j \in (j_1,j_2)}\) such that \([(J_{(j_1,j_2)} - E)\phi^{(2)}](j) = 0\) for all \( j_1 + 1 < j \leq j_2 \) and

\[
\overline{a_{j_1+1}} \phi^{(2)}(j_1 + 2) + (b_{j_1+1} - E) \phi^{(2)}(j_1 + 1) \neq 0.
\]

The set of such \(\phi^{(2)}\) is a one-dimensional space. Thus we obtain the following information of \(g_j\). If \( j \leq j_1 \) and \( j > j_2 \), then it is clear that

\[
g_j(n) = 0 \text{ for all } j_1 < n \leq j_2.
\]

If \( j_1 < j \leq j_2 \), then it holds that

\[
g_j(n) = \begin{cases} 
\phi^{(2)}_j(n), & j \leq n \leq j_2, \\
\phi^{(1)}_j(n), & j_1 < n \leq j.
\end{cases}
\]

where \(\phi^{(i)}_j \in \text{span}\{\phi^{(i)}\} \) for \( i = 1, 2 \).

It is clear that cases I-IV together describe \(g_j(n)\) for all \( j, n \in \mathbb{Z} \).

4.3. Construction of the dominated splitting. We begin this section by the following estimates which is the consequence of the classifications in Section 4.2.

**Lemma 9.** There exists a \( C = C(\delta, M) > 0 \) such that for all \( j \in \mathbb{Z} \), it holds that

\[
\max \{|g_j-1(j)|, |g_j-1(j-1)|, |g_j-2(j)|, |g_j-2(j-1)|\} > C^{-1}
\]

and

\[
\max \{|g_{j-1}(j)|, |g_{j-1}(j-1)|, |g_{j+1}(j)|, |g_{j+1}(j-1)|\} > C^{-1}.
\]

**Proof.** We focus on the proof of (81) as the proof of (82) is completely analogous. By (64) and (65), we have for all \( j \in \mathbb{Z} \) that

\[
\overline{a_{j-2}} g_{j-1}(j - 2) + a_{j-1} g_{j-1}(j) + (b_{j-1} - E) g_{j-1}(j - 1) = 1 \quad \text{and} \\
\overline{a_{j-1}} g_j(j - 1) + a_{j-2} g_{j-2}(j - 1) + (b_{j-1} - E) g_{j-1}(j - 1) = 1.
\]

Suppose (81) is not true. Then we may choose \( \varepsilon > 0 \) small and \( j \in \mathbb{Z} \) so that

\[
\max \{|g_{j-1}(j)|, |g_{j-1}(j-1)|, |g_{j-2}(j)|, |g_{j-2}(j-1)|\} < \varepsilon,
\]

which together with (83) and (84) implies

\[
|\overline{a_{j-2}} g_{j-1}(j - 2)| > \frac{1}{2} \quad \text{and} \quad |\overline{a_{j-1}} g_j(j - 1)| > \frac{1}{2}.
\]

In particular, there is a \( C = C(\delta, M) > 0 \) so that

\[
\min \{|a_{j-2}|, |a_{j-1}|, |g_{j-1}(j-2)|, |g_j(j-1)|\} > C^{-1}.
\]
If we choose \( \varepsilon > 0 \) small enough, then
\[
\left| \det \begin{pmatrix} g_{j-1}(j-1) & g_j(j-1) \\ g_{j-1}(j-2) & g_j(j-2) \end{pmatrix} \right| = |g_{j-1}(j-1)g_j(j-2) - g_j(j-1)g_{j-1}(j-2)|
\geq |g_j(j-1)g_{j-1}(j-2)| - |g_{j-1}(j-1)g_j(j-2)|
\geq C^{-2} - \varepsilon \frac{2}{\delta}
> 0.
\]

Since \( a_{j-1}a_{j-2} \neq 0 \), we may use \( \phi_p \) as an initial condition to generate a \( \phi_p \) for \( p = j \) or \( j - 1 \) where \( \phi_j \) and \( \phi_{j-1} \) are linearly independent by the estimate above.

On the other hand, if \( a_n \neq 0 \) for all \( n < j - 1 \), then we are in case I or II of Section 4.2. Thus, we have either \( \phi_p = \phi_p^u \) in case I or \( \phi_p = \phi_p^w \) in case II. If there is a \( j_1 < j - 2 \) such that \( a_{j_1} = 0 \) and \( a_n \neq 0 \) for all \( j_1 \leq n \leq j - 1 \), then we are in case III or IV.c of Section 4.2. Thus, we have either \( \phi_p = \phi_p^u \) in case III or \( \phi_p = \phi_p^w \) in case IV.c. However, in all these cases \( \phi_j \) and \( \phi_{j-1} \) belong to a same one-dimensional space which implies they must be linear dependent, a contradiction.

We define for each \( j \in \mathbb{Z} \) a pair of vectors
\[
\vec{s}(j) := \begin{cases} \begin{pmatrix} g_{j-1}(j) \\ g_{j-1}(j-1) \\ g_{j-2}(j) \\ g_{j-2}(j-1) \end{pmatrix} & \text{if } |g_{j-1}(j)| + |g_{j-1}(j-1)| > \frac{C^{-1}}{2}; \\
\text{otherwise} & \end{cases}
\]
and
\[
\vec{u}(j) := \begin{cases} \begin{pmatrix} g_j(j) \\ g_j(j-1) \\ g_{j+1}(j) \\ g_{j+1}(j-1) \end{pmatrix} & \text{if } |g_j(j)| + |g_j(j-1)| > \frac{C^{-1}}{2}; \\
\text{otherwise} & \end{cases}
\]
By (81) and (82) and by choosing \( C = C(M, \delta) > 0 \) appropriately, we have
\[
C^{-1} < \|\vec{s}(j)\| < C \text{ and } C^{-1} < \|\vec{u}(j)\| < C \text{ for all } j \in \mathbb{Z}.
\]

Note by (83), it holds that
\[
\vec{s}(j) = \begin{pmatrix} g_{j-1}(j) \\ g_{j-1}(j-1) \end{pmatrix} \text{ if } a_{j-2} = 0.
\]
Similarly, by \( \vec{u}(j) = a_j g_j(j-1) \), we must have
\[
\vec{u}(j) = \begin{pmatrix} g_j(j) \\ g_j(j-1) \end{pmatrix} \text{ if } a_j = 0.
\]
Thus for each \( j \in \mathbb{Z} \), we may define two one-dimensional subspaces of \( \mathbb{C}^2 \) as
\[
E^+(j) = \text{span}\{\vec{s}(j)\} \in E^a(j) \text{ and } E^u(j) = \text{span}\{\vec{u}(j)\}.
\]

Since cases I-IV of Section 4.2 describe \( g_j(n) \) for all \( j, n \in \mathbb{Z} \), we can in particular have the following corollary which will be heavily used in the remain part of this section.

**Corollary 3.** Fix a \( j \in \mathbb{Z} \) so that \( a_{j-1}a_j \neq 0 \). We define
\[
j_1 = \max\{n < j - 1 : a_n = 0\} \text{ and } j_2 = \min\{n \geq j : a_n = 0\}.
\]
Then, it holds that \( g_p(n) = \phi_p^a(n) \) for all \( p \leq n < j_2 + 1 \) and \( g_q(n) = \phi_q^\beta(n) \) for all \( j_1 < n \leq q \) where \( q = j - 1 \) or \( j - 2 \), \( q = j \) or \( j + 1 \), and the choices of \( \alpha \) and \( \beta \) are as follows:

1. \( j_1 = -\infty \) and \( j_2 = \infty \): case I of Section 4.2 which implies \( \alpha = s \) and \( \beta = u \).
where \( q \) and \( m \).

It is clear that \( \text{Case 1.} \) Assume \( \phi_{p}(j) = 0 \). Then \( J_{a,b} = J_{(-j-1) \oplus J_{j,+}} \). Thus we always have \( g_{p}(j) = 0 \) for \( p = j \) or \( j - 1 \). In other words, we have

\[
B^{E}(j) \bar{s}(j) = \begin{pmatrix} E - b_{j} & 0 \\ 0 & a_{j} \end{pmatrix} \begin{pmatrix} 0 \\ g_{p}(j) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \in E^{s}(j + 1).
\]

Case 2.s. Assume \( a_{j} = 0 \). Then it always true that \( \beta_{j-1} g_{p}(j - 1) + (E - b_{j}) g_{p}(j) = 0 \) for \( p = j - 1 \) or \( j - 2 \). Thus, we have

\[
B^{E}(j) \bar{s}(j) = \begin{pmatrix} E - b_{j} & 0 \\ 0 & a_{j} \end{pmatrix} \begin{pmatrix} 0 \\ g_{p}(j) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \in E^{s}(j + 1).
\]

Next, we show \( B^{E}(j)^{E^{u}}(j) = E^{u}(j + 1) \). Clearly, it suffices to show \( (0) \neq B^{E}(j) \bar{u}(j) \in E^{u}(j + 1) \). We again divide the proof into three different cases.

Case 1.u. Assume \( a_{j-1} a_{j} \neq 0 \). Then by Corollary 3, it holds that

\[
B^{E}(j) \bar{u}(j) = \begin{pmatrix} \phi_{\beta}(j) \\ \phi_{\beta}(j - 1) \end{pmatrix} = a_{j} \begin{pmatrix} \phi_{\beta}(j + 1) \\ \phi_{\beta}(j) \end{pmatrix} \in E^{u}(j + 1).
\]

It is clear that \( B^{E}(j) \bar{u}(j) \neq (0) \) since \( \det(B^{E}(j)) \neq 0 \) and \( \bar{u}(j) \neq (0) \).

Case 2.u. Assume \( a_{j} = 0 \). Then by (87), we must have \( \bar{u}(j) = \left( g_{q}(j) \right)_{j \neq j-1} \).

\[
B^{E}(j) \bar{u}(j) = \begin{pmatrix} E - b_{j} & 0 \\ 0 & a_{j} \end{pmatrix} \begin{pmatrix} g_{q}(j) \\ g_{q}(j - 1) \end{pmatrix} = \begin{pmatrix} (E - b_{j}) g_{q}(j) \\ a_{j} g_{q}(j) \end{pmatrix} = 0.
\]

On the other hand, \( J_{a,b} = J_{(-j) \oplus J_{j,+}} \) implies \( g_{m}(j) = 0 \) for \( m > j \). Hence, we have

\[
\bar{u}(j + 1) = \begin{pmatrix} g_{q}(j + 1) \\ g_{q}(j) \end{pmatrix} = 0 \neq \bar{u}.
\]

where \( q = j + 1 \) or \( j + 2 \). Thus, it holds that \( \bar{u} \neq B^{E}(j) \bar{u}(j) \in E^{u}(j + 1) \).

Case 3.u. Assume \( a_{j-1} = 0 \) and \( a_{j} \neq 0 \). First, \( J_{a,b} = J_{(-j-1) \oplus J_{j,+}} \) implies \( g_{m}(j - 1) = 0 \) for \( m \geq j \). Since \( a_{j} \neq 0 \), we must have

\[
B^{E}(j) \bar{u}(j) = \begin{pmatrix} E - b_{j} & 0 \\ 0 & a_{j} \end{pmatrix} \begin{pmatrix} g_{q}(j) \\ 0 \end{pmatrix} = \begin{pmatrix} (E - b_{j}) g_{q}(j) \\ a_{j} g_{q}(j) \end{pmatrix} = 0.
\]
On the other hand, we have \( \vec{u}(j + 1) = \left( \frac{g_m(j + 1)}{g_m(j)} \right) \) for \( m = j + 1 \) or \( j + 2 \) which must satisfy \([(J_{a,b} - E)g_m](j) = 0\), i.e.

\[
  a_j g_m(j + 1) + (b_j - E)g_m(j) = 0.
\]

Hence \( \vec{u}(j + 1) = \left( \frac{g_m(j + 1)}{g_m(j)} \right) \neq 0 \) is linearly dependent with \( \left( \frac{E - b_j}{a_j} \right) \) as well. Thus, we again have \( B^E(j)\vec{u}(j) \in E^u(j + 1) \).

In all the four different cases, we always obtain

\[
  B^E(j)E^a(j) = E^a(j + 1) \quad \text{and} \quad B^E(j)E^s(j) \subseteq E^s(j + 1),
\]
as desired. \( \square \)

**Remark 4.** The proof of Lemma 10 actually gives more information for \( E^s(u) \) when \( a_{j_0} = 0 \) for some \( j_0 \in \mathbb{Z} \). More precisely, cases 2.s and 3.s imply

\[
  (88) \quad E^s(j) = \{0\} \quad \text{for} \quad j = j_0, j_0 + 1.
\]

Moreover, cases 2.s and 2.u imply

\[
  (89) \quad E^s(j_0 + 1) = \text{span} \left\{ \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\} \quad \text{and} \quad E^u(j_0 + 1) = \text{span} \left\{ \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\}.
\]

**Lemma 11.** There exists \( N = N(M, \delta) \in \mathbb{Z}_+ \) such that

\[
  \|B^E(j)\vec{v}_s(j)\| > 2\|B^E(j)\vec{v}_s(j)\|
\]

for all \( j \in \mathbb{Z} \) and all unit vectors \( \vec{v}_s(j) \in E^s(j) \). In particular, \( E^s(j) \neq E^u(j) \) for all \( j \in \mathbb{Z} \).

**Proof.** Assume for some \( j \in \mathbb{Z} \) and \( n \in \mathbb{Z}_+ \) that \( a_i \neq 0 \) for all \( j - 1 \leq i < j + n \). Then we always have \( a_j a_j \neq 0 \). Thus by Corollary 3, it holds that \( \vec{s}(j) = \left( \frac{g_p(j)}{g_p(j - 1)} \right) \) and \( g_p(i) = \phi_p^a(i) \) for all \( j - 1 \leq i < j + n \). Here \( p = j - 1 \) or \( j - 2 \). Then

\[
  A^E_k(j) \left( \begin{array}{c} \phi_p^a(j) \\ \phi_p^a(j - 1) \end{array} \right) = \left( \begin{array}{c} \phi_p^a(j + k) \\ \phi_p^a(j + k - 1) \end{array} \right) \quad \text{for} \quad 1 \leq k \leq n.
\]

It implies

\[
  \|B^E_n(j)\vec{s}(j)\| = \left\| B^E_n(j) \left( \begin{array}{c} g_p(j) \\ g_p(j - 1) \end{array} \right) \right\|
\]

\[
  = \left( \prod_{i=j}^{j+n-1} a_i \right) \left\| \left( \begin{array}{c} g_p(j + n) \\ g_p(j + n - 1) \end{array} \right) \right\|
\]

\[
  = \|B^E(j)\vec{v}_s(j)\| \|\vec{s}(j)\|
\]

where we set \( \vec{v}_s(j) = \frac{\vec{s}(j)}{\|\vec{s}(j)\|} \) is a unit vector in \( E^s(j) \).

Similarly, \( a_{j+n-2} a_{j+n-1} \neq 0 \) implies \( \vec{u}(j+n) = \left( \frac{g_q(j+n)}{g_q(j+n-1)} \right) \) and \( g_q(i) = \phi_q^a(i) \) for all \( j - 1 \leq i < q \). Here \( q = j + n \) or \( j + n + 1 \). Note if \( a_{j+n} = 0 \), then (87) implies \( q = j + n \). Hence, the relation between \( g_q \) and \( \phi_q^a \) is still true. Then

\[
  A^E_n(j+n) \left( \begin{array}{c} \phi_q^a(j+n) \\ \phi_q^a(j+n-1) \end{array} \right) = \left( \begin{array}{c} \phi_q^a(j+n-k) \\ \phi_q^a(j+n-k-1) \end{array} \right) \quad \text{for} \quad 1 \leq k \leq n.
\]
It implies
\[ \|B_n^{E}(j)v_u(j)\| = \frac{\|B_n^{E}(j)B_n^{E}(j+n)\bar{u}(j+n)\|}{\|B_n^{E}(j+n)\bar{u}(j+n)\|} = \frac{\|\bar{u}(j+n)\|}{\|\bar{u}(j+n)\|} = 1, \]

where \( v_u(j) = \frac{B_n^{E}(j+n)\bar{u}(j+n)}{\|B_n^{E}(j+n)\bar{u}(j+n)\|} \) is a unit vector in \( E^u(j) \). Combine the two estimates above, for all such \( j \) and \( n \), we obtain
\[ \frac{\|B_n^{E}(j)v_u(j)\|}{\|B_n^{E}(j)v_u(j)\|} = \frac{\|\bar{u}(j+n)\|}{\|\bar{u}(j+n)\|} = 1, \]

provided we choose \( n \geq \frac{\log(C\delta)}{\gamma} \). We may just set \( N = \left\lceil \frac{\log(C\delta)}{\gamma} \right\rceil \), which depends only on \( \delta = d(E, \sigma(J_{a,b})) \) and \( M \). Then for all \( j \in \mathbb{Z} \) such that \( a_i \neq 0 \) for all \( j - 1 \leq i < j + N \), it holds
\[ \|B_n^{E}(j)v_u(j)\| > 2\|B_n^{E}(j)v_u(j)\|. \]

Next, we consider \( j \) where \( a_i = 0 \) for some \( j - 1 \leq i < j + N \). First, we note that \( B_n^{E}(j)v_u(j) \neq 0 \) since Lemma 10 says \( B_n^{E}(i)E^u(i) = E^u(i+1) \) for all \( i \in \mathbb{Z} \). By (88), \( a_i = 0 \) implies that
\[ B_n^{E}(i)\tilde{s}(i) = B_n^{E}(i+1)\tilde{s}(i+1) = 0. \]

In particular, if \( i = j - 1 \), then \( B_n^{E}(j)\tilde{s}(j) = 0 \) which implies
\[ B_n^{E}(j)\tilde{s}(j) = B_n^{E}(j+1)B_n^{E}(j)\tilde{s}(j) = 0. \]

If \( i \geq j \), then \( B_n^{E}(j)\tilde{s}(j) \in E^s(i) \) which implies
\[ B_n^{E}(j)\tilde{s}(j) = B_n^{E}(i+1)B_n^{E}(i)B_n^{E}(j)\tilde{s}(j) = 0. \]

In any case, we have \( B_n^{E}(j)v_u(j) = B_n^{E}(j)\tilde{s}(j) = 0 \) which implies for such \( j \) that
\[ \|B_n^{E}(j)v_u(j)\| > 0 = 2\|B_n^{E}(j)v_u(j)\|, \]

concluding the proof. \( \square \)

Now, the only thing left to show is that the distance between invariant directions of \( B_n^{E}(j) \) is uniformly bounded away from zero for all \( j \in \mathbb{Z} \).

**Lemma 12.** Let \( E \in \rho(J_{a,b}) \). Let \( E^u(j) \) and \( E^s(j) \) be two invariant directions of \( B_n^{E}(j) \). Then, there exists \( \eta = \eta(\delta, M) > 0 \) such that
\[ d(E^u(j), E^s(j)) > \eta \] for all \( j \in \mathbb{Z} \).
Proof. Recall \( \tilde{s}(j) = \left( \frac{g_p(j)}{g_q(j-1)} \right) \) and \( \tilde{u}(j) = \left( \frac{g_p(j)}{g_q(j-1)} \right) \) where \( p = j-1 \) or \( j-2 \) and \( q = j \) or \( j+1 \). By (9) and (11), we have

\[
d(E^u(j), E^s(j)) = \frac{|\det(\tilde{s}(j), \tilde{u}(j))|}{\|\tilde{s}(j)\|\|\tilde{u}(j)\|}.
\]

Recall we have \( C^{-1} < \|\tilde{s}(j)\| < C \) and \( C^{-1} < \|\tilde{u}(j)\| < C \) for all \( j \in \mathbb{Z} \), where \( C = C(\delta, M) > 0 \). Hence, we may sometimes instead show

\[
|\det(\tilde{s}(j), \tilde{u}(j))| > \eta \quad \text{for all } j \in \mathbb{Z}.
\]

Fix a \( j \in \mathbb{Z} \), we again divide the proof into three cases.

Case I. Assume \( a_{j-1}a_j \neq 0 \) or \( a_{j-2}a_{j-1} \neq 0 \). We can apply Corollary 3 to both cases. Specifically, Corollary 3 can be directly applied to the case \( a_{j-1}a_j \neq 0 \). If \( a_{j-2}a_{j-1} \neq 0 \), we just let \( j-1 \) plays the role of \( j \) in Corollary 3. Then we just define the \( j_1 \) and \( j_2 \) appearing in Corollary 3 with respect to \( j-1 \).

Now, no matter \( a_{j-1}a_j \neq 0 \) or \( a_{j-2}a_{j-1} \neq 0 \), in all the cases of Corollary 3, we have for \( k = j-1 \) or \( j \) that

\[
g_k(n) = \begin{cases} 
\phi^\alpha_p(n), & \text{for all } k \leq n < j_2 + 1; \\
\phi^\beta_k(n), & \text{for all } j_1 < n \leq k.
\end{cases}
\]

Recall that \( \phi^\alpha_p \) and \( \phi^\alpha_q \) are linearly dependent; \( \phi^\beta_q \) and \( \phi^\beta_k \) are linearly dependent. Hence, for \( k = j-1 \) or \( j \), we may rewrite \( g_k(n) \) as:

\[
g_k(n) = \begin{cases} 
\prod \phi^\alpha_p(n)\phi^\beta_q(k), & k \leq n < j_2 + 1, \\
\prod \phi^\alpha_p(k)\phi^\beta_q(n), & j_1 < n \leq k.
\end{cases}
\]

(90)

It is a standard calculation that (see. e.g. [T])

\[
W[\phi^\alpha_p, \phi^\beta_q](m) = a_m \left[ \phi^\alpha_p(m+1)\phi^\beta_q(m) - \phi^\alpha_p(m)\phi^\beta_q(m+1) \right] = a_m \det \left( \begin{array}{cc} \phi^\alpha_p(m+1) & \phi^\beta_q(m+1) \\ \phi^\alpha_p(m) & \phi^\beta_q(m) \end{array} \right)
\]

is the modified Wronkian of \( \phi^\alpha_p \) and \( \phi^\beta_q \) and is independent of \( m \) as long as \( a_m \neq 0 \). Since we deal with singular operators where we have many different cases resulting from Corollary 3, we perform a sample computation for the case \( a_{j-1}a_j \neq 0 \) for the sake of completeness. First, we plug the formula (90) into the equation

\[
a_{k-1}g_k(k-1) + a_kg_k(k+1) + (b_k - E)g_k(k) = 1
\]

and we obtain

\[
\frac{1}{W(k)} \left[ a_{k-1}\phi^\alpha_p(k)\phi^\beta_q(k-1) + a_k\phi^\alpha_p(k+1)\phi^\beta_q(k) + (b_k - E)\phi^\alpha_p(k)\phi^\beta_q(k) \right] = 1.
\]

On other hand, we have

\[
\phi^\alpha_p(k)\left[ a_{k-1}\phi^\beta_q(k-1) + (b_k - E)\phi^\beta_q(k) + a_k\phi^\beta_q(k+1) \right] = 0.
\]

Combine the two equation above, we obtain

\[
\frac{a_k}{W(k)} \left[ \phi^\alpha_p(k+1)\phi^\beta_q(k) - \phi^\alpha_p(k)\phi^\beta_q(k+1) \right] = 1
\]

which implies the desired formula for \( W(k) \). Note calculation above still works if \( k = j-1 \) and \( a_{k-1} = a_{j-2} = 0 \). Indeed, in all cases of Corollary 3, \( \phi^\beta \) will be the one satisfies the Dirichlet
boundary condition at \( k = j - 1 \) so all the calculations still hold true when we set \( a_{k-1} = 0 \). \( W \) is independent of \( k \) because

\[
W(k + 1) = a_{k+1} \det \begin{pmatrix}
\phi_p(2k + 2) & \phi_q(2k + 2) \\
\phi_p(2k + 1) & \phi_q(2k + 1)
\end{pmatrix}
\]

\[
= a_{k+1} \det \begin{pmatrix}
A^E(k) & \phi_p(k + 1) \\
\phi_q(k) & \phi_q(k)
\end{pmatrix}
\]

\[
= a_{k+1} \det(A^E(k)) \det \begin{pmatrix}
\phi_p(k + 1) & \phi_q(k + 1) \\
\phi_q(k) & \phi_q(k)
\end{pmatrix}
\]

\[
= a_{k+1} \frac{a_k}{a_{k+1}} \begin{pmatrix}
\phi_p(k + 1) & \phi_q(k + 1) \\
\phi_q(k) & \phi_q(k)
\end{pmatrix}
\]

\[
= a_k \begin{pmatrix}
\phi_p(k + 1) & \phi_q(k + 1) \\
\phi_q(k) & \phi_q(k)
\end{pmatrix}
\]

\[
= W(k).
\]

The calculation above clearly works for \( k = j - 1 \) as long as \( a_{j-1}a_j \neq 0 \). In particular, \( W = W(j - 1) = a_{j-1} \det(\tilde{s}(j), \tilde{u}(j)) \). Thus, if we set \( m = j - 1 \) and \( k = n = j \), then we obtain

\[
|\phi_p(j)\phi_q(j)| = |\det(\tilde{s}(j), \tilde{u}(j))| \cdot |a_{j-1}g(j)| \leq \frac{M}{\delta} |\det(\tilde{s}(j), \tilde{u}(j))|,
\]

where \( \delta = d(E, \sigma(J_{a,b})) = \|(J_{a,b} - E)^{-1}\|^{-1} \). Similarly, if we set \( m = j - 1 \) and \( k = n = j - 1 \), then we obtain

\[
|\phi_p(j-1)\phi_q(j-1)| = |\det(\tilde{s}(j), \tilde{u}(j))| \cdot |a_{j-1}g(j-1)| \leq \frac{M}{\delta} |\det(\tilde{s}(j), \tilde{u}(j))|.
\]

Note we may certainly assume \( C = C(M, \delta) > 0 \) is large so that the following argument goes through.

If \( |\phi_p(j)\phi_q(j)| \geq C^{-4} \), then (91) implies the desired estimate. So we assume \( |\phi_p(j)\phi_q(j)| < C^{-4} \). If \( |\phi_p(j)| < C^{-2} \) and \( |\phi_q(j)| < C^{-2} \), then \( \|\tilde{s}(j)\| > C^{-1} \) and \( \|\tilde{u}(j)\| > C^{-1} \). They imply

\[
|\phi_p(j-1)| > \frac{C^{-1}}{2} \quad \text{and} \quad |\phi_q(j-1)| > \frac{C^{-1}}{2},
\]

which together with (92) implies the desired estimate. If \( |\phi_p(j)| \geq C^{-2} \) and \( |\phi_q(j)| < C^{-2} \). Then \( |\phi_p(j-1)| > \frac{C^{-1}}{2} \). Hence, if \( |\phi_p(j-1)| \geq \frac{C^{-2}}{2} \), then (92) implies the desired estimate. If \( |\phi_p(j-1)| \leq \frac{C^{-2}}{2} \). Then we have

\[
|\det(\tilde{s}(j), \tilde{u}(j))| = |\phi_p(j)\phi_q(j) - \phi_q(j)\phi_p(j)|
\]

\[
\geq |\phi_p(j)\phi_q(j-1)| + |\phi_q(j)\phi_p(j-1)|
\]

\[
\geq C^{-2} \frac{C^{-1}}{2} - C^{-2} \frac{C^{-2}}{2}
\]

\[
\geq \frac{C^{-3}}{4}.
\]

In all the possible cases, we have \( |\det(\tilde{s}(j), \tilde{u}(j))| > \eta > 0 \).

Case II. Assume \( a_{j-1} = 0 \). Then by Remark 4, we have \( E^*(j) = \text{span} \{ (t^0) \} \) and \( E^u(j) = \text{span} \{ (t^1) \} \). Clearly, we then have

\[
d(E^*(j), E^u(j)) = 2,
\]

concluding the proof.

Case III. The only case left is when \( a_{j-2} = a_j = 0 \) and \( a_{j-1} \neq 0 \). Note in this case, \( J_{a,b} = J_{(-j-2)} \oplus J_{(j-1,j)} \oplus J_{(j,+)} \). Thus, eigenvalues of \( J_{[j-1,j]} \) are eigenvalues of \( J_{a,b} \). Let \( E_1 \)
Moreover, condition (3) implies that \( B \) particular, by compactness of \( \Omega \),

\[
(J_{j-1,j}) - E)^{-1} = \begin{pmatrix} g_{j-1}(j-1) & g_j(j) \\ g_{j-1}(j) & g_j(j-1) \end{pmatrix}.
\]

Since \( a_{j-2} = a_j = 0 \), by (86) and (87), we have

\[
|\det(s(j), u(j))| = \begin{vmatrix} g_{j-1}(j) & g_j(j) \\ g_{j-1}(j-1) & g_j(j-1) \end{vmatrix}
= |\det(J_{j-1,j}) - E)^{-1}|
= |\det(J_{j-1,j}) - E)|^{-1}
= |(E - E_1)(E - E_2)|^{-1}
\geq \frac{1}{4M^2}.
\]

Combining all three cases above, we obtain the desired estimates. \( \square \)

Combining everything we proved in this section, we can see that \( B^E(j) \) admits dominated splitting as defined in Definition 1.

5. The Case with Dynamically Defined Jacobi Operators

In this section, we prove Theorem 7. First, we introduce the definition of \( M(2, \mathbb{C}) \)-cocycles that have dominated splitting. Let \( \Omega \) be a compact metric space \( \Omega \), \( T \) be a homeomorphism \( \Omega \), and \( B \in C(\Omega, M(2, \mathbb{C})) \) be a continuous cocycle map. Then we consider the following dynamical system:

\[
(T, B) : \Omega \times \mathbb{C}^2 \to \Omega \times \mathbb{C}^2, \quad (T, B)(\omega, \vec{v}) = (T\omega, B(\omega)\vec{v}).
\]

Iterations of dynamics are denoted by \( (T^n, B_n(\omega)) := (T^n, B)^n \). In particular, similar to the sequence case, we have

\[
(93) \quad B_n(\omega) = \begin{cases} B(T^{n-1}\omega) \cdots B(\omega), & n \geq 1, \\ I_2, & n = 0, \end{cases}
\]

and \( B_{-n}(\omega) = [B_n(T^{-n}\omega)]^{-1}, n \geq 1, \) when all matrices involved are invertible. In the following definition, we again identify \( z \in \mathbb{CP}^1 \) with an one-dimensional subspace of \( \mathbb{C}^2 \) spanned by \( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) and \( \infty \) with the one spanned by \( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \).

Definition 2. Let \( (\Omega, T) \) and \( B \) be as above. Then we say \( (T, B) \) has dominated splitting if there are two maps \( E^s, E^u : \Omega \to \mathbb{CP}^1 \) with the following properties:

1. \( E^s, E^u \in C(\Omega, \mathbb{CP}^1) \). In other words, they are continuous.
2. \( B(\omega)[E^s(\omega)] \subseteq E^s(T\omega) \) and \( B(\omega)[E^u(\omega)] \subseteq E^u(T\omega) \) for all \( \omega \in \Omega \).
3. There is a \( N \in \mathbb{Z}_+ \) and \( \lambda > 1 \) such that

\[
\|B_N(\omega)\vec{u}\| > \lambda\|B_N(\omega)\vec{s}\|
\]

for all \( \omega \in \Omega \) and all unit vectors \( \vec{u} \in E^u(\omega) \) and \( \vec{s} \in E^s(\omega) \).

Remark 5. Condition (3) above clearly implies that \( B(\omega)E^u(\omega) \neq \{0\} \) for all \( \omega \in \Omega \), which together with condition (2) implies

\[
(94) \quad B(\omega)E^u(\omega) = E^u(T\omega) \text{ for all } \omega \in \Omega.
\]

Moreover, condition (3) implies that \( B_n(\omega) \) is nonzero for all \( \omega \in \Omega \) and all \( n \in \mathbb{Z}_+ \). In particular, by compactness of \( \Omega \) and continuity of \( B \), we have for all \( n \in \mathbb{Z}_+ \):

\[
(95) \quad \inf_{\omega \in \Omega} \|B_n(\omega)\| > 0.
\]
In particular, it is quite clear (see Lemma 13 below) that if \((T, B) \in DS\), then for each \(\omega \in \Omega\) the sequence \(B(T^{(\omega)}) : \mathbb{Z} \to \mathcal{M}(2, \mathbb{C})\) admits dominated splitting as defined in Definition 1. The invariant directions are given by \(E^s(T^{(\omega)}), E^u(T^{(\omega)}) : \Omega \to \mathbb{C}P^1\). In particular, this proves Corollary 2.

Recall we let \((T, B) \in DS\) denotes that \((T, B)\) has dominated splitting. Then, we have the following lemma.

**Lemma 13.** To define \((T, B) \in DS\), one can replace condition (1) in Definition 2 by the following condition:

\[
\inf_{\omega \in \Omega} d(E^s(\omega), E^u(\omega)) > 0.
\]

**Proof.** If \(E^s\) and \(E^u\) are as in Definition 2, then condition (2) implies that \(E^s(\omega) \neq E^u(\omega)\) for all \(\omega \in \Omega\). By compactness of \(\Omega\) and condition (1), we then obtain (96). Now, suppose we have \(E^s\) and \(E^u\) satisfy (96) and conditions (2)-(3) of Definition 2, we want to show that they are continuous on \(\Omega\). Let \(N\) be as in condition (3).

It suffices to show for every \(\omega_0 \in \Omega\) and every convergent sequences \(\{E^s(\omega_k)\}\) and \(\{E^u(\omega_k)\}\) where \(\omega_k \to \omega_0\) as \(k \to \infty\), we have

\[
\lim_{k \to \infty} E^s(\omega_k) = E^s(\omega_0) \quad \text{and} \quad \lim_{k \to \infty} E^u(\omega_k) = E^u(\omega_0).
\]

To this end, we define

\[
F^u(\omega_0) := \lim_{k \to \infty} E^u(\omega_k) \quad \text{and} \quad F^s(\omega_0) := \lim_{k \to \infty} E^s(\omega_k).
\]

First, we claim for any \(n \in \mathbb{Z}_+\), \(F^u(\omega_0)\) cannot be the eigenspace of \(B_n(\omega_0)\) for the eigenvalue 0, if such an eigenvalue exists for \(B_n(\omega_0)\). Indeed, if \(B_n(\omega_0)F^u(\omega_0) = \{0\}\), then we have \(\lim_{k \to \infty} ||B_n(\omega_k)\vec{u}(\omega_k)|| = 0\) where \(\vec{u}(\omega)\) denotes a unit vector in \(E^u(\omega)\). Thus there is a \(mN > n\) such that

\[
\lim_{k \to \infty} ||B_m(\omega_k)\vec{u}(\omega_k)|| = 0.
\]

Let \(\vec{s}(\omega)\) denotes a unit vector in \(E^s(\omega)\). Then the equation above together with condition (3) of Definition 2 implies

\[
\lim_{k \to \infty} ||B_m(\omega_k)\vec{s}(\omega_k)|| = 0.
\]

Since \(\inf_{\Omega} d(E^s(\omega), E^u(\omega)) > 0\), the two estimates above implies

\[
\lim_{k \to \infty} ||B_m(\omega_k)|| = 0
\]

which contradicts (95). This proves the claim. By continuity of \(B\), \(E^s(\omega_k)\) cannot be the eigenspace of \(B_n(\omega_0)\) for the possible eigenvalue 0 for all \(k\) large. Thus for all \(n \geq 1\), the following estimates hold true for all \(k\) large:

\[
B_n(\omega_0) \cdot F^u(\omega_0) = \lim_{k \to \infty} B_n(\omega_k) \cdot E^u(\omega_k)
\]

\[
= \lim_{k \to \infty} B_n(\omega_k) \cdot E^u(\omega_k)
\]

\[
= \lim_{k \to \infty} E^u(T^n \omega_k).
\]

We define a \(N_0 \in \mathbb{N}\) as follows: \(N_0 = 0\) if \(\det(B(\omega_0)) = 0\); otherwise,

\[
N_0 := \min\{n \geq 1 : \det(B(T^n \omega_0)) = 0\}.
\]

Note \(N_0\) may be \(\infty\) and \(\det(B_n(\omega_0)) \neq 0\) for all \(0 \leq n \leq N_0\). Then similarly to (97), we have for all \(0 \leq n \leq N_0\):

\[
B_n(\omega_0)F^s(\omega_0) = \lim_{k \to \infty} E^s(T^n \omega_k).
\]
Then (97), (98), conditions (2)-(3) of Definition 2, and continuity of $B$ imply for all $0 \leq n \leq N_0$ and all $m \in \mathbb{Z}_+$:

\[ \|B_{m,N}(T^n\omega_0)\vec{v}_n\| \geq \lambda^m \|B_{m,N}(T^n\omega_0)\vec{v}_n\| \]

(99)

where $\vec{v}_n(u)$ are unit vectors in $B_n(\omega_0)F^u(\omega_0)$, respectively. Since $E^s$ and $E^u$ satisfy (96), we have for all $0 \leq n \leq N_0$ that

\[ d(B_n(\omega_0)F^u(\omega_0), B_n(\omega_0)F^s(\omega_0)) > \delta. \]

Now we are ready to show $F^s(\omega_0) = E^s(\omega_0)$. We divide it into two different cases.

Case I: $N_0 < \infty$. Then $\det[B(T^{N_0}\omega_0)] = 0$ and $E^s(T^{N_0}\omega_0) = \ker[B(T^{N_0}\omega_0)]$. Take $n = N_0$ in (99), we must have $\vec{v}_n \in E^s(T^{N_0}\omega_0)$ which implies $B_{N_0}(\omega_0)F^s(\omega_0) = E^s(T^{N_0}\omega_0)$. By $B$-invariance of $E^s$ and (98), we then have for all $0 \leq n \leq N_0$:

\[ B_n(\omega_0)F^s(\omega_0) = E^s(T^n\omega_0). \]

In particular, $F^s(\omega_0) = E^s(\omega_0)$.

Case II: $N_0 = \infty$. First, by Remark 5, the sequence $B(T^{\epsilon_i}\omega_0) : \mathbb{Z} \to M(2, \mathbb{C})$ satisfies Definition 1 with the invariant directions $E^s(T^n\omega_0)$ and $E^u(T^n\omega_0)$. On the other hand, by (95), (99), and (100), \( \{B_n(\omega_0)F^s(\omega_0)\} \) and \( \{B_n(\omega_0)F^u(\omega_0)\} \) are also invariant directions of \( \{B(T^n\omega_0)\}_{n \geq 0} \) as described in Definition 1. Hence, by Remark 3, we must have

\[ E^s(T^n\omega_0) = B_n(\omega_0)F^s(\omega_0) \]

for all $n \geq 0$. In particular, we have $F^s(\omega_0) = E^s(\omega_0)$.

To show $F^u(\omega_0) = E^s(\omega_0)$. We define

\[ N_1 := \max\{n < 0 : \det(B(T^n\omega_0)) = 0\}. \]

which might be $-\infty$. Note that $\det[B(T^n\omega_0)] \neq 0$ for all $N_1 < n < 0$ if such $n$ exists. In particular, (97)-(100) hold true for all $N_1 < n \leq 0$. If $N_1 > -\infty$, then $\det[B(T^{N_1}\omega_0)] = 0$. By passing to a subsequence of $\{\omega_k\}$ if necessary, we may assume $E^u(T^{N_1}\omega_k)$ is convergent. By the argument showing $F^u(\omega_0) = \lim E^u(\omega_k)$ cannot the eigenspace of $B_n(\omega_0)$ with the possible eigenvalue 0 for all $n \geq 1$ above, $\lim E^u(T^{N_1}\omega_k)$ cannot be the eigenspace of $B_m(T^{N_1}\omega_0)$ for the possible eigenvalue 0, for all $m \geq 1$. Since $\det[B_{N_1}(T^{N_1}\omega_0)] = 0$, we obtain

\[ F^u(\omega_0) = \lim_{k \to \infty} E^u(\omega_k) = B_{-N_1}(T^{N_1}\omega_k)E^u(T^{N_1}\omega_k) = B_{-N_1}(T^{N_1}\omega_k) \lim_{k \to \infty} E^u(T^{N_1}\omega_k) = B_{-N_1}(T^{N_1}\omega_0)(\mathbb{C}^2) = E^u(\omega_0). \]

If $N_1 = -\infty$. Then similar to case 2 above, we have that \( \{B_n(\omega_0)F^s(\omega_0)\} \) and \( \{B_n(\omega_0)F^u(\omega_0)\} \), $n < 0$, are invariant directions of \( \{B(T^n\omega_0)\}_{n < 0} \) as described in Definition 1. Hence, by Remark 3, we obtain $F^u(\omega_0) = E^s(\omega_0)$. This concludes the proof. \( \square \)

The follow corollary is known. But it is hard to find an explicit proof. On the other hand, it is a relatively straightforward consequence of Lemma 13 and Remark 2, which are consequence of the proofs of Theorems 5 and 6.

**Corollary 4.** Assume $(T, B) \in \mathcal{DS}$. Then there exists a $\varepsilon > 0$ such that $(T, \tilde{B}) \in \mathcal{DS}$, provided $\tilde{B} \in C(\Omega, M(2, \mathbb{C}))$ and $\|B - \tilde{B}\|_\infty < \varepsilon$. 

Proof. By Remark 5, $(T,B) \in DS$ implies $B^\omega(\cdot) = B(T^\omega) : \mathbb{Z} \to \mathbb{M}(2, \mathbb{C}) \in DS$ for all $\omega$. Moreover, the corresponding constants $\delta(B^\omega)$, $N(B^\omega)$, and $m_{B^\omega}$ are all independent of $\omega \in \Omega$. Thus by Theorem 5, we can find a $\varepsilon > 0$, the choice of which is independent of $\omega$, such that if $\|B - B\|_\infty < \varepsilon$, then

$$\tilde{B}^\omega(\cdot) = \tilde{B}(T^\omega) : \mathbb{Z} \to \mathbb{M}(2, \mathbb{C}) \in DS$$

for all $\omega \in \Omega$.

Moreover, the constants $\delta(\tilde{B}^\omega)$ and $N(\tilde{B}^\omega)$ are indepndent of $\omega \in \Omega$. Let $E^\omega_\sigma$ and $E^\omega_n$ be the two invariant directions of $\tilde{B}^\omega$. Thus, we can define the two invariant directions $E^\omega$ and $E^n$ of $(T,B)$ as

$$E^\omega(\omega) = E^\omega_\sigma(0) \text{ and } E^n(\omega) = E^n_\sigma(0) \text{ for all } \omega \in \Omega.$$ 

By the discussion above, one readily checks such defined $E^\omega$ and $E^n$ satisfy (96) and conditions (2) and (3). Hence, Lemma 13 implies $(T,\tilde{B}) \in DS$. \hfill \Box

Now we consider Jacobi operators which are defined dynamically. Fix functions $a \in C(\Omega, \mathbb{C})$ and $b \in C(\Omega, \mathbb{R})$ and define a family of Jacobi operators as in (2), i.e.

$$(J_\omega)(\psi)(n) = a(T^\omega)(\psi)(n-1) + a(T^\omega)(\psi)(n+1) + b(T^\omega)(\psi)(n).$$

The Jacobi cocycle map $B^E : \Omega \to \mathbb{M}(2, \mathbb{C})$ is given by

$$B^E(\omega) = \begin{pmatrix} E - b(\omega) & -a(T^{-1}\omega) \\ a(\omega) & 0 \end{pmatrix}.$$ 

First, we have the following proposition which is basically a weak version of [Z, Theorem 6] since we are under the context of Jacobi operators. Since they are not entirely the same, we include the proof for sake of completeness. We set $B_r(S) = \{ x : d(x,y) < r \text{ for some } y \in S \}$ where $S \subset \Omega$ or $\mathbb{C}$.

Proposition 2. Let $\Omega, T, a$ and $b$ be as above. Then for each $\omega \in \Omega$, each $E \in \sigma(J_\omega)$, and each $\varepsilon > 0$, there exists a $\delta = \delta(\omega, \varepsilon, E) > 0$ so that the following holds true:

$$\text{Orb}(\omega_0) \cap B_\delta(\omega) \neq \emptyset \text{ implies } E \subset B_\varepsilon(\sigma(H_{\omega_0})).$$

In particular, if $\overline{\text{Orb}(\omega_0)} = \Omega$, then $\sigma(J_\omega) \subset \sigma(J_{\omega_0})$ for all $\omega \in \Omega$. Note in particular, if $T$ is minimal, then $\sigma(J_\omega)$ is independent of $\omega \in \Omega$.

Proof. By Weyl’s criterion, it is straightforward to see for the given $\omega, \varepsilon$, and $E \in \sigma(J_\omega)$, we have $\|(J_\omega - E)\psi\| < \varepsilon$ for some finitely supported unit vector $\psi \in \ell^2(\mathbb{Z})$. Define $\psi^{(n)}(j) := \psi(j+n)$, we see for each $n \in \mathbb{Z}$ it holds that

$$\|(J_{T^n} - E)\psi^{(n)}\| < \varepsilon.$$ 

By uniform continuity of $a$ and $b$ on $\Omega$ and the fact that the length of the support of $\phi^{(n)}$ is independent of $n$, there exists a $\delta = \delta(\varepsilon, E, \phi) > 0$ such that the following holds true: if $d(\phi', T^n \phi) < \delta$, then $\|(J_{\phi'} - E)\psi^{(n)}\| < \varepsilon$. In particular, if $\text{Orb}(\omega_0) \cap B_\delta(\omega) \neq \emptyset$, then there is some $m \in \mathbb{Z}$ so that $d(T^m \omega_0, T^n \omega) < \delta$ which implies

$$\|(J_{T^m\omega_0} - E)\psi^{(n)}\| < \varepsilon.$$ 

Now, either $E \in \sigma(J_{T^m\omega_0})$; or the above inequality clearly implies

$$\|(J_{T^m\omega_0} - E)^{-1}\| > 1/\varepsilon,$$

which implies

$$d(E, \sigma(J_{T^m\omega_0})) = \|(J_{T^m\omega_0} - E)^{-1}\|^{-1} < \varepsilon.$$ 

In any case, we obtain $E \in B_\varepsilon(\sigma(J_{T^m\omega_0})) = B_\varepsilon(\sigma(J_{\omega_0}))$, where the last equality is a consequence of the fact that $J_{T^m\omega_0}$ and $J_{\omega_0}$ are unitarily equivalent. \hfill \Box
We are ready to prove Theorem 7.

**Proof of Theorem 7.** We let $\text{Orb}(\omega_0) = \Omega$. If $(T, B^E) \in \mathcal{DS}$, then $E \in \cap_\omega \rho(J_{\omega}) = \rho(J_{\omega_0})$ by Corollary 2. On the other hand, if $E \in \rho(J_{\omega_0})$, then $d(E, \sigma(J_{\omega})) \geq \delta := d(E, \sigma(J_{\omega_0}))$ for all $\omega \in \Omega$. By Theorem 2,

$$B^E(\cdot) = B^E(T(\cdot)) : \mathbb{Z} \to \mathbb{M}_2(\mathbb{C}) \in \mathcal{DS} \text{ for all } \omega \in \Omega.$$ 

Let $E^s_\omega$ and $E^u_\omega$ be the invariant directions of $B^E_\omega$. Thus, we may define

$$E^s(\omega) = E^s_\omega(0) \text{ and } E^u(\omega) = E^u_\omega(0).$$

Clearly, they are two invariant directions of $(T, B^E)$. In other words, they satisfy condition (2) of Definition 2. By Lemmas 11 and 12, the constants $\delta(B^E_\omega)$ and $N(B^E_\omega)$ of $B^E_\omega$ depend on $\delta$ only. In particular, there are $\delta$ and $N$ such that the above defined $E^s$ and $E^u$ satisfy condition (3) of Definition 2 and (96) as well. By Lemma 13, we obtain $(T, B^E) \in \mathcal{DS}$. □
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