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Abstract

In (J. Comput. Phys., 417, 109577, 2020) we introduced a space-time embedded-hybridizable discontinuous Galerkin method for the solution of the incompressible Navier–Stokes equations on time-dependent domains of which the motion of the domain is prescribed. This discretization is exactly mass conserving, locally momentum conserving, and energy-stable. In this manuscript we extend this discretization to fluid-rigid body interaction problems in which the motion of the fluid domain is not known a priori. To account for large rotational motion of the rigid body, we present a novel conforming space-time sliding mesh technique. We demonstrate the performance of the discretization on various numerical examples.
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1. Introduction

In this paper we consider fluid-rigid body interaction problems in which the motion of the rigid body is governed by a system of ordinary differential equations (ODEs) and the fluid problem is governed by the incompressible Navier–Stokes equations. In such problems aerodynamic forces exerted by the fluid at the fluid-rigid body interface results in movement of the rigid body which results in deformation of the fluid domain. Problems of this kind are challenging to solve as the fluid domain, on which the Navier–Stokes equations are defined, is not known a priori. Nevertheless, these problems are of interest in many engineering applications, for example, in simulations of flow around a turbine or modeling the interaction between wind and a bridge.

A popular approach to solve the incompressible Navier–Stokes equations on deforming domains is by using an Arbitrary Eulerian–Lagrangian (ALE) approach in which the deforming domain is mapped to a fixed computational domain. The ALE method has successfully been applied to fluid-rigid body interaction problems (e.g., \cite{1, 2, 3}), a wide variety of fluid-structure interaction problems (e.g., \cite{4, 5, 6, 7}), and free-surface problems (e.g., \cite{8, 9}).

The space-time method, used in the paper, is an alternative to the ALE approach. In a space-time approach a time-dependent partial differential equation (PDE) in $d$ spatial dimensions is first...
written as a \((d+1)\)-dimensional problem in space-time. One can now naturally discretize a PDE on a deforming domain by noting that a time-dependent domain is 'fixed' in space-time.

The space-time problem can be discretized in several ways. For example, in the context of incompressible flows, space-time finite element methods using function spaces that are continuous in space and discontinuous in time have been considered in \([10, 11, 12, 13]\) and discontinuous function spaces in both space and time have been considered in \([14, 15, 16, 17]\). These methods have successfully been applied to PDEs on deforming domain problems and fluid-structure interaction problems, see, for example, \([18, 19, 20, 21]\).

In this paper we consider function spaces that are discontinuous in space and time. However, unlike space-time DG methods \([14, 15, 16, 17]\), we consider here a space-time embedded-hybridizable discontinuous Galerkin (EHDG) discretization \([22]\). This discretization is a space-time extension of the hybridizable discontinuous Galerkin (HDG) methods introduced previously in \([23, 24, 25]\) for incompressible flows, and a special case of the space-time HDG discretization (see section 3.1) that was introduced in \([26]\) and analyzed in \([27]\). Appealing properties of this discretization include that it is exactly mass conserving, locally momentum conserving, and energy-stable. We furthermore remark that the HDG method was first introduced in \([28]\) to reduce the number of globally coupled degrees-of-freedom of usual DG methods. This is achieved by static condensation.

The main focus of this manuscript is the extension of the space-time EHDG method to fluid-rigid body interaction problems in which the rigid body movement results in large deformation of the fluid domain. Large rotational movement of the rigid body may result in a decrease in the quality of the fluid domain mesh, or even mesh entanglement, if the mesh construction is not managed correctly. Therefore, to be able to account for large rotational movement of the rigid body, we consider a sliding mesh approach \([29, 30, 31]\). For this, we partition the computational fluid mesh into three parts: a rotating mesh, a static mesh, and an annulus mesh. The rigid body is immersed in the rotating mesh. This rotating mesh rotates with the same angular velocity as the body and there is no relative motion between the vertices in this mesh compared to the body. The static mesh, on the other hand, remains fixed and does not deform with the rigid body motion. The annulus mesh is a transition zone between the static mesh and the rotating mesh (see fig. 4). We use edge swapping in the annulus mesh to guarantee a good quality conforming space-time mesh independent of the rotational movement of the rigid body. This is different from \([29]\) in which the annulus mesh results in hanging nodes. We remark that space-time edge swapping was used also in \([32]\). However, their approach resulted in new mesh connectivity during the simulation. In the current work, we will construct the space-time mesh from building blocks that can be calculated a priori thereby reducing the computational cost that would normally be associated with building new mesh connectivity.

Finally, we remark that the fluid-rigid body interaction problem can be solved either by a staggered or a monolithic approach. In the case of a staggered approach, separate flow (PDE) and structural (ODE) solvers are applied alternatingly until convergence is reached. Such an approach is used, for example, in \([1, 33, 34, 35]\) and will be used also in this article. In the monolithic approach the coupled ODE and PDE systems are solved simultaneously. We refer to \([2, 8, 21, 36, 37]\) for more details on the monolithic approach.

The rest of this paper is organized as follows. In Sections 2 and 3 we introduce, respectively, the fluid-rigid body interaction problem and its discretization. We discuss the conforming sliding mesh technique in Section 4 and we present numerical examples in Section 5. Finally, conclusions are drawn in Section 6.
2. The fluid-rigid body interaction problem

We are interested in the solution of fluid-rigid body interaction in two spatial dimensions and on the time interval \( t \in [0, T] \). This problem is governed by the incompressible Navier–Stokes equations on a fluid domain coupled to ordinary differential equations that describe translational and rotational displacement of a single rigid body. The fluid domain \( \Omega(t) \subset \mathbb{R}^2 \) is time dependent due to the motion of the rigid body. It is therefore convenient to present the Navier–Stokes equations on the space-time domain,

\[
\mathcal{E} := \{ (t, x) \mid 0 < t < T, \ x \in \Omega(t) \} \subset \mathbb{R}^3.
\] (1)

The Navier–Stokes equations for the velocity field \( u : \mathcal{E} \rightarrow \mathbb{R}^2 \) and the kinematic pressure field \( p : \mathcal{E} \rightarrow \mathbb{R} \) are then formulated as:

\[
\partial_t u + \nabla \cdot \sigma = f, \quad \nabla \cdot u = 0, \quad \text{in } \mathcal{E},
\] (2)

where \( f : \mathcal{E} \rightarrow \mathbb{R}^2 \) is a forcing term and \( \sigma \) is the momentum flux given by

\[
\sigma = u \otimes u + pI - 2\nu\varepsilon(u),
\] (3)

where \( \nu > 0 \) is the kinematic viscosity, \( I \) is the identity tensor, and \( \varepsilon(u) = (\nabla u + \nabla u^T)/2 \) is the symmetric part of the velocity gradient.

Denote the space-time outward unit normal to the boundary \( \partial \mathcal{E} \) of the fluid space-time domain \( \mathcal{E} \) by \((n_t, n) \in \mathbb{R}^3\), with temporal component \( n_t \in \mathbb{R} \) and spatial component \( n \in \mathbb{R}^2 \). This boundary \( \partial \mathcal{E} \) is partitioned into five complementary subsets, \( \partial \mathcal{E}^D \) (the Dirichlet boundary), \( \partial \mathcal{E}^N \) (the Neumann boundary on which \( n_t + u \cdot n \geq 0 \)), \( \partial \mathcal{E}^F \) (the free-slip boundary on which we always assume \( n_t = 0 \)), \( \Omega(0) \) (the fluid spatial domain at initial time \( t = 0 \)), and \( \Omega(T) \) (the fluid spatial domain at final time \( t = T \)). Note that since \( n_t = 0 \) on \( \partial \mathcal{E}^F \) we may write \( \partial \mathcal{E}^F = [0, T] \times \partial \Omega^F \), where \( \partial \Omega^F \) is the part of the boundary of \( \Omega(t) \) on which a free slip boundary is imposed. We then denote by \( \tau \) the unit tangent vector to \( \partial \Omega^F \). We now prescribe the following boundary conditions:

\[
\begin{align*}
\mathbf{u} &= \mathbf{w} & \text{on } \partial \mathcal{E}^D, \\
(pI - 2\nu\varepsilon(u))\mathbf{n} &= \mathbf{g} & \text{on } \partial \mathcal{E}^N, \\
\mathbf{u} \cdot \mathbf{n} &= 0 & \text{on } \partial \mathcal{E}^F, \\
((pI - 2\nu\varepsilon(u))\mathbf{n}) \cdot \mathbf{\tau} &= 0 & \text{on } \partial \mathcal{E}^F, \\
\mathbf{u}(0, \mathbf{x}) &= \mathbf{u}_0(\mathbf{x}) & \text{in } \Omega(0),
\end{align*}
\] (4)

where \( \mathbf{g} : \partial \mathcal{E}^N \rightarrow \mathbb{R}^2 \) is the prescribed diffusive part of the momentum flux and \( \mathbf{u}_0 : \Omega(0) \rightarrow \mathbb{R}^2 \) is the solenoidal initial condition. Furthermore, we partition the Dirichlet boundary into the two complementary sets \( \partial \mathcal{E}^B \) and \( \partial \mathcal{E}^W = \partial \mathcal{E}^D \setminus \partial \mathcal{E}^B \), where \( \partial \mathcal{E}^B \) is the boundary of the rigid body. Then \( \mathbf{w} : \partial \mathcal{E}^D \rightarrow \mathbb{R}^2 \) is prescribed on \( \partial \mathcal{E}^W \) while on \( \partial \mathcal{E}^B \) it is the unknown velocity of the interface \( \mathbf{u}_B \) between the flow and the body.

To determine the interface velocity \( \mathbf{u}_B \) we require the force and moment exerted by the rigid body on the fluid. These are given by, respectively,

\[
\mathbf{F}(t) = \int_{\partial \mathcal{E}^W(t)} \rho \left( pI - 2\nu\varepsilon(u) \right) \mathbf{n} \, ds, \quad \mathbf{M}(t) = \int_{\partial \mathcal{E}^W(t)} \Delta \mathbf{x} \times \left[ \rho \left( pI - 2\nu\varepsilon(u) \right) \mathbf{n} \right] \, ds,
\] (5)
Figure 1: Clarification of notation for the equations describing the motion of a rigid body. The relative position $\Delta x$ of a point $P$ on the surface of the rigid body, the rigid body rotation $\theta$ are described with respect to the center of gravity of the rectangular rigid body, which is denoted here by $\otimes$.

where $\partial \mathcal{E}^B(t)$ is the fluid-rigid body interface at time $t$, $\rho$ is a constant density, $n$ is the outward normal unit vector of the boundary, and $\Delta x$ is the relative position of the surface of the rigid body with respect to its center of gravity. We consider the case where the rigid body translation is displacement only in the $y$-direction. We denote this displacement by $d$. Denoting the rigid body rotation with respect to the rigid body’s center of gravity by $\theta$ (see fig. 1 for further clarification of the notation), the linear motion of the rigid body is described by

$$
\begin{align*}
md\ddot{d} + c_y\dot{d} + k_yd &= F_y, \\
I_\theta\ddot{\theta} + c_\theta\dot{\theta} + k_\theta\theta &= M,
\end{align*}
$$

(6a) (6b)

where $m$ is the mass per unit length of the body, $I_\theta$ is the mass moment of inertia, $c_y$ and $c_\theta$ are the damping constants, and $k_y$ and $k_\theta$ are the stiffness constants. Furthermore, $F_y$ is the $y$-component of the force vector $\mathbf{F}$. The velocity of the interface between the flow and the body, $\mathbf{u}_B$, can then be determined from the solution to eq. (6).

3. The discretization

3.1. Incompressible Navier–Stokes

To discretize the fluid problem we first discretize the space-time domain $\mathcal{E}$. For this we partition the time interval $[0, T]$ into time levels $0 = t^0 < t^1 < \ldots < t^N = T$ and define the $n$th time interval as $I^n = (t^n, t^{n+1})$ for $n = 0, \ldots, N-1$. The length of time interval $I^n$ is denoted by $\Delta t^n = t^{n+1} - t^n$. A space-time slab is then defined as

$$
\mathcal{E}^n = \{(t, \mathbf{x}) \in \mathcal{E} \mid t \in I^n\}, \quad n = 0, 1, \ldots, N - 1.
$$

(7)
It will be useful to partition the boundary \( \partial \mathcal{E}^n \) of a space-time slab \( \mathcal{E}^n \) into the complementary subsets \( \Omega(t^n) \), \( \Omega(t^{n+1}) \), and \( Q^n := \{(t, x) \in \partial \mathcal{E} | t \in I^n \} \). The discretization of \( \mathcal{E}^n \), for \( n = 0, \ldots, N - 1 \) is denoted by \( \mathcal{E}^n_h = \bigcup_{k=1}^M K_k \), where \( K_k \) are space-time simplices. We defer to section 4 for a detailed discussion of creating the mesh. For now we mention that we consider only conforming triangulations. The boundary discretization of creating the mesh. For now we mention that we consider only conforming triangulations. The boundary \( \partial \mathcal{K} \) of a space-time element \( \mathcal{K} \in \mathcal{E}^n_h \) is formed either by \( Q_{\mathcal{K}}, Q_{\mathcal{K}} \cup K^n, \) or \( Q_{\mathcal{K}} \cup K^{n+1} \), where \( Q_{\mathcal{K}} := \{(t, x) \in \partial \mathcal{K} | t \in I_n \} \), \( K^n := \{(t, x) \in \partial \mathcal{K} | t = t^n \} \), and \( K^{n+1} := \{(t, x) \in \partial \mathcal{K} | t = t^{n+1} \} \). The outward unit space-time normal vector on the boundary \( \partial \mathcal{K} \) of \( \mathcal{K} \in \mathcal{E}^n_h \) is denoted by \( (n_t, n) \in \mathbb{R}^3 \) where \( n_t \) is the temporal part of the normal and \( n \) the spatial part.

Next, we define an interior facet in the time interval \( I^n \) by \( F := \partial Q_{\mathcal{K}^+} \cap \partial Q_{\mathcal{K}^-} \), where \( \mathcal{K}^+ \) and \( \mathcal{K}^- \) are adjacent elements in \( \mathcal{E}^n_h \), while a boundary facet in the time interval \( I^n \) is a facet of \( Q_{\mathcal{K}} \) that lies on the boundary. The set and union of all facets in the time interval \( I^n \) are denoted by, respectively, \( F^n \) and \( \Gamma^n \).

In each space-time slab \( \mathcal{E}^n_h \) the space-time embedded-hybridized discontinuous Galerkin method results in approximations \( u_h \in \mathbf{V}^n_h \) to the velocity, \( \bar{u}_h \in \mathbf{V}^n_h(w) \) to the trace of the velocity on element boundaries, \( p_h \in Q^n_h \) to the pressure, and \( \bar{p}_h \in Q^n_h \) to the trace of the pressure on element boundaries. Here the ‘velocity’ finite element spaces are defined as

\[
\mathbf{V}^n_h := \{ v_h \in [L^2(\mathcal{E}^n_h)]^2 | v_h \in [P_k(K)]^2 \forall K \in \mathcal{E}^n_h \},
\]

\[
\mathbf{V}^n_h(w) := \{ \bar{v}_h \in [L^2(F^n)]^2 | \bar{v}_h \in [P_k(F)]^2 \forall F \in F^n, \quad \bar{v}_h = w \text{ on } \partial F^D \cap \partial E^n, \quad \bar{v}_h \cdot n = 0 \text{ on } \partial F^E \cap \partial E^n \} \cap C(\Gamma^n),
\]

where \( P_l(D) \) denotes the space of polynomials of degree \( l \geq 0 \) on a domain \( D \). The ‘pressure’ finite element spaces are defined as

\[
Q^n_h := \{ q_h \in L^2(\mathcal{E}^n_h) | q_h \in P_{k-1}(K) \forall K \in \mathcal{E}^n_h \},
\]

\[
Q^n_h := \{ \bar{q}_h \in L^2(F) | \bar{q}_h \in P_k(F) \forall F \in F^n \}. \quad (9a)
\]

Note that the space-time EHDG method approximates the trace of the velocity using a continuous facet space but that the trace of the pressure is approximated in a discontinuous facet space. We remark, however, that with minimal changes to the space-time EHDG discretization it is possible to obtain also a space-time HDG (in which both facet spaces are discontinuous) and a space-time EDG (in which both facet spaces are continuous) discretization of the fluid-rigid body interaction problem. See [22] for a detailed comparison of the three methods.

The space-time EHDG discretization of the momentum and continuity equations eq. (2) in each space-time slab \( \mathcal{E}^n_h \), \( n = 0, \ldots, N - 1 \), is now given by [26, 22]: find \( (u_h, \bar{u}_h) \in \mathbf{V}^n_h \times \mathbf{V}^n_h(w) \) and \( (p_h, \bar{p}_h) \in Q^n_h \times Q^n_h \) such that

\[
\begin{align*}
&- \sum_{K \in \mathcal{E}^n_h} \int_K (u_h \partial_t v_h + \sigma_h : \nabla v_h) \, dx \, dt + \sum_{K \in \mathcal{E}^n_h} \int_{Q_K} \sigma_h \cdot (v_h - \bar{v}_h) \, ds + \int_{\Omega(t_{n+1})} u_h \cdot v_h \, dx \\
&- \sum_{K \in \mathcal{E}^n_h} \int_{Q_K} 2\nu \varepsilon(v_h) : (u_h - \bar{u}_h) \otimes n \, ds + \int_{\partial \mathcal{E}^n \cap I_n} (n_t + \bar{u}_h \cdot n) \bar{u}_h \cdot \bar{v}_h \, ds \\
&= \sum_{K \in \mathcal{E}^n_h} \int_K f \cdot v_h \, dx \, dt - \int_{\partial \mathcal{E}^n \cap I^n} g \cdot \bar{v}_h \, ds + \int_{\Omega(t_n)} \bar{u}_h \cdot v_h \, dx,
\end{align*}
\]

(10a)
for all \((v_h, \bar{v}_h) \in V_h^n \times \bar{V}_h^n(0)\) and
\[
- \sum_{K \in \mathcal{E}_h^n} \int_K q_h \nabla \cdot u_h \, dx \, dt + \sum_{K \in \mathcal{E}_h^n} \int_{Q_K} (u_h - \bar{u}_h) \cdot n \bar{q}_h \, ds = 0,
\]
(10b)
for all \((q_h, \bar{q}_h) \in Q_h^n \times \bar{Q}_h^n\). When \(n = 0\), \(u_h^0\) is the projection of the initial condition \(u_0\) into \(V_h^0 \cap H(\text{div})\) such that \(\nabla \cdot u_h^0 = 0\) element-wise. When \(n > 0\), \(u_h^n = \lim_{n \to 0} u_h(t^n - \varepsilon)\). Furthermore, \(\bar{\sigma}_h\) is an approximation to the normal component of the momentum flux on element boundaries, which is given by
\[
\bar{\sigma}_h := (n_t + u_h \cdot n)(u_h + \lambda(\bar{u}_h - u_h)) + (\bar{p}_h I - 2\nu \varepsilon(u_h)) n + \frac{2\nu \alpha}{h_K}(u_h - \bar{u}_h),
\]
(11)
where \(\lambda = 1\) when \((n_t + u_h \cdot n) < 0\) and \(\lambda = 0\) when \((n_t + u_h \cdot n) \geq 0\), \(\alpha > 0\) is a penalty parameter that needs to be sufficiently large to ensure stability, and \(h_K\) is the characteristic length of the element \(K\). We remark that the advective part of this numerical flux is a space-time upwind flux while the diffusive part is an interior penalty flux.

In [26, 22] we proved that the space-time EHDG discretization eq. (10) results in an approximate velocity field \(u_h\) that is exactly divergence-free and \(H(\text{div})\)-conforming on space-time elements, i.e., \(\nabla \cdot u_h = 0\) for \((t, x) \in K\) for all \(K \in \mathcal{E}_h^n\), \(u_h \cdot n\) is single-valued on interior faces and \(u_h \cdot n = u_1 \cdot n\) on boundary faces. A consequence of these results is that the discretization is exactly mass conserving and that the discretization is both locally conservative and energy stable, even on deforming domains.

The space-time EHDG discretization eq. (10) in space-time slab \(\mathcal{E}_h^n\), \(n = 0, \ldots, N - 1\), results in a nonlinear system of algebraic equations. To solve this nonlinear problem we use Picard iterations: given \((u_h^k, \bar{u}_h^k) \in V_h^n \times \bar{V}_h^n(w)\) we seek \((u_h^{k+1}, \bar{u}_h^{k+1}) \in V_h^n \times \bar{V}_h^n(w)\) and \((\bar{p}_h^{k+1}, p_h^{k+1}) \in Q_h^n \times Q_h^n\) such that
\[
- \sum_{K \in \mathcal{E}_h^n} \int_K (u_h^{k+1} \partial_t v_h + \sigma_h^{k+1} : \nabla v_h) \, dx \, dt + \sum_{K \in \mathcal{E}_h^n} \int_{Q_K} \bar{\sigma}_h^k \cdot (v_h - \bar{v}_h) \, ds + \int_{\Omega(t_{n+1})} u_h^{k+1} \cdot v_h \, dx
\]
\[
- \sum_{K \in \mathcal{E}_h^n} \int_{Q_K} 2\nu \varepsilon(v_h) : (u_h^{k+1} - \bar{u}_h^{k+1}) \otimes n \, ds + \int_{\partial \Omega \cap \Gamma_h} (n_t + \bar{u}_h^{k+1} \cdot n) \bar{u}_h^{k+1} \cdot \bar{v}_h \, ds
\]
\[
= \sum_{K \in \mathcal{E}_h^n} \int_K f \cdot v_h \, dx \, dt - \int_{\partial \Omega \cap \Gamma_h} g \cdot \bar{v}_h \, ds + \int_{\Omega(t_n)} u_h^0 \cdot v_h \, dx,
\]
(12a)
for all \((v_h, \bar{v}_h) \in V_h^n \times \bar{V}_h^n(0)\) and
\[
- \sum_{K \in \mathcal{E}_h^n} \int_K q_h \nabla \cdot u_h^{k+1} \, dx \, dt + \sum_{K \in \mathcal{E}_h^n} \int_{Q_K} (u_h^{k+1} - \bar{u}_h^{k+1}) \cdot n \bar{q}_h \, ds = 0,
\]
(12b)
for all \((q_h, \bar{q}_h) \in Q_h^n \times \bar{Q}_h^n\) for \(k = 0, 1, 2, \ldots\). Here \(\sigma_h^k\) and \(\bar{\sigma}_h^k\) are the following modifications of, respectively, eqs. (3) and (11):
\[
\sigma_h^k = u_h^k \otimes u_h^{k+1} + p_h^{k+1} I - 2\nu \varepsilon(u_h^{k+1}),
\]
\[
\bar{\sigma}_h^k = (n_t + u_h^k \cdot n)(u_h^{k+1} + \lambda(\bar{u}_h^{k+1} - u_h^{k+1})) + (\bar{p}_h^{k+1} I - 2\nu \varepsilon(u_h^{k+1})) n + \frac{2\nu \alpha}{h_K}(u_h^{k+1} - \bar{u}_h^{k+1}).
\]
To initialize the Picard iteration we set $u_h^0 = 0$ on all elements in $\mathcal{E}_h^n$, $u_h^0 = w$ on Dirichlet boundary facets, and $\bar{u}_h^0 = 0$ on all remaining facets in $\mathcal{F}_h^n$. As stopping criterion we use

$$\max \left\{ \frac{\|u_h^{k+1} - u_h^k\|_{\infty}}{\|u_h^{k+1} - u_h^0\|_{\infty}}, \frac{\|p_h^{k+1} - p_h^k\|_{\infty}}{\|p_h^{k+1} - p_h^0\|_{\infty}} \right\} < \delta_{\text{NS}},$$

(13)

where $\|\cdot\|_{\infty}$ is the discrete maximum-norm and $\delta_{\text{NS}}$ is the desired tolerance. Once the convergence criterion is met we set $(u_h, p_h) = (u_h^{k+1}, p_h^{k+1})$.

3.2. Rigid body time integration

In this section we discretize the equations that describe the motion of the rigid body eq. (6). Since the discretization for eq. (6a) and eq. (6b) are similar, we present here only the details for eq. (6a).

We write the second-order ordinary differential equation eq. (6a) as the following first-order system:

$$\dot{d} = b, \quad \dot{b} = (-k_y d - c_y b + F_y)/m.$$

(14)

We then discretize eq. (14) by a predictor-corrector method. In particular, starting from the initial condition $(d_0, b_0)$, we generate the values $(d_{n+1}, b_{n+1})$ for $n = 0, 1, \ldots, N-1$ using the following algorithm. In the predictor step we first calculate an initial guess $(d_{n+1}^0, b_{n+1}^0)$ using Euler’s method:

$$d_{n+1}^0 = \Delta t^n d_n + d_n, \quad b_{n+1}^0 = \Delta t^n ( -k_y d_n - c_y b_n + F_y(t_n) ) / m + b_n.$$

(15a)

(15b)

We then update the initial guess in the corrector step to $(d_{n+1}^l, b_{n+1}^l)$ for $l = 1, 2, \ldots$ until a stopping criterion is met. These updates are given by a BDF2 discretization:

$$d_{n+1}^l = \frac{2}{3} \Delta t^n d_{n+1}^{l-1} + \frac{4}{3} d_n - \frac{1}{3} d_{n-1},$$

$$b_{n+1}^l = \frac{2}{3} \Delta t^n \left( -k_y d_{n+1}^{l-1} - c_y b_{n+1}^{l-1} + F_y(t_{n+1}) \right) / m + \frac{4}{3} b_n - \frac{1}{3} b_{n-1}.$$

(16a)

(16b)

We use the following stopping criterion:

$$\sqrt{(d_{n+1}^l - d_{n+1}^{l-1})^2 + (b_{n+1}^l - b_{n+1}^{l-1})^2} < \delta_{\text{rb}},$$

(17)

where $\delta_{\text{rb}}$ is the desired tolerance. When the stopping criterion is met, we define $(d_{n+1}, b_{n+1})$ as the last corrector step.

The interface velocity between the fluid and the body, $u_B$, is updated at every iteration using $(d_{n+1}^l, b_{n+1}^l)$ and $(\theta_{n+1}, \kappa_{n+1}^l)$, where $(\theta_{n+1}, \kappa_{n+1}^l)$ is an approximation to $(\theta(t^{n+1}), \dot{\theta}(t^{n+1}))$.

3.3. Staggered coupling for fluid-rigid body interaction

Given the discretization of the fluid problem and the equations describing the motion of the rigid body in, respectively, sections 3.1 and 3.2, we now briefly discuss the coupling of these discretizations when advancing from $t^n$ to $t^{n+1}$.

Given the velocity and pressure solution at time $t = t^n$, we first estimate the rigid body movement by eq. (15) after which we update the flow domain and the mesh $\mathcal{E}_h^n$. Given the new
mesh, we solve the flow equations by Picard iteration eq. (12) until eq. (13) is satisfied. The updated velocity and pressure solutions are then used to calculate the forces eq. (5) after which we apply the corrector step eq. (16). If we satisfy eq. (17), we move to the next time slab; otherwise, we again update the flow domain and solve the fluid problem. See algorithm 1.

Algorithm 1 Staggered coupling for fluid-rigid body solver in space-time slab $E_h^n$.

1: Predictor step eq. (15) to obtain an initial guess for the rigid body position
2: while Rigid body stopping criterion eq. (17) not satisfied do
3: Update the flow domain and mesh $E_h^n$
4: while Picard stopping criterion eq. (13) not satisfied do
5: Solve eq. (12) to obtain the flow solution $(u_h^{k+1}, \bar{u}_h^{k+1}, p_h^{k+1}, \bar{p}_h^{k+1})$
6: end while
7: Set $(u_h, \bar{u}_h, p_h, \bar{p}_h) = (u_h^{k+1}, \bar{u}_h^{k+1}, p_h^{k+1}, \bar{p}_h^{k+1})$
8: Corrector step eq. (16) to update the rigid body position
9: end while

4. A conforming sliding mesh technique

Due to the fluid-rigid body interaction, an update of the flow domain/mesh $E_h^n$ is required in each space-time slab (see line 3 of algorithm 1). However, for some problems the rotational motion and displacement of the rigid body can be large which may result in mesh entanglement if the flow domain is not re-meshed. To account for large deformation of the domain we therefore consider here a conforming sliding mesh technique.

In this section we will first discuss the extension of a triangular spatial mesh to a tetrahedral space-time mesh after which we explain the necessary edge swapping to obtain a conforming sliding mesh. We will assume that the number of spatial elements $K^n$ is constant for all $n = 0, \ldots, N$ and we will denote the (global) identifiers of the three vertices of an element $K^n$ by $p^n_j$ with $j \in \{1, \ldots, N_v\}$ with $N_v$ the total number of vertices in the spatial mesh.

4.1. Tetrahedral space-time mesh generation

Let $\Omega_h(t^n) := \bigcup_{j=1}^J K^n_j$ be the discretization of the spatial domain $\Omega(t)$ at time level $t = t^n$, with $J$ the total number of elements in the spatial mesh, and let $x^{i,n}_j$, $i = 1, 2, 3$, be the spatial coordinates of the vertices of a spatial element $K^n_j$. Furthermore, let $\Phi^n : \Omega_h(t^n) \rightarrow \Omega_h(t) : x \mapsto \Phi^n(x)$ be the mapping that represents the evolution of the spatial domain due to the fluid-rigid body interaction from $t^n$ to $t^{n+1}$. Following [38], the spatial elements $K^{n+1}_j$ at time level $t = t^{n+1}$ are obtained from $K^n_j$ by moving the vertices $x^{i,n}_j$ to their new position at time level $t = t^{n+1}$ using the mapping $\Phi^n$. We remark that if the vertex $x^{i,n}_j$ has global identifier $p^n_j$, then the vertex $x^{i,n+1}_j = \Phi^n(x^n_j)$ has global identifier $p^{n+1}_j = p^n_j + N_v$. A space-time element can then be obtained by connecting $K^n_j$ and $K^{n+1}_j$ via linear interpolation in time. For ease of discussion we call this space-time element a space-time ‘prism’ but remark that, depending on the mapping $\Phi^n$, this prism may not have flat quadrilateral sides. In our discretization, however, we never create a space-time mesh consisting of prisms. Instead, the space-time prisms are used as an intermediate step to create a space-time mesh consisting only of tetrahedra. This is because our space-time EHDG discretization eq. (10) is exactly mass conserving, locally momentum conservative, and
Figure 2: Invalid cuts of a prism.

energy-stable on simplicial meshes (see [26, 22]). A further consequence of cutting the prisms into tetrahedra is that all boundary sides of the space-time tetrahedra are flat surfaces.

There are six different ways to cut a prism into three tetrahedra and these can be identified by the way the quadrilateral sides of a prism are cut (see [32]). To identify these different cuts, let us call a set of diagonal cuts of the quadrilateral sides valid if they generate three tetrahedra. The three quadrilateral sides of a prism can be cut along either of the two diagonals resulting in $2^3$ possible ways to cut a prism. Only six of these cuts, however, are valid and these are the cuts where two of the quadrilateral diagonals share a vertex. The two invalid cuts are shown in fig. 2.

A valid cut is guaranteed by using the quadrilateral diagonal starting at the vertex with the smallest identifier on every quadrilateral side; this vertex is included in two quadrilateral cuts (see fig. 3). This approach generates a conforming tetrahedral mesh since the quadrilateral side shared by two neighboring prisms is divided into two triangles for both prisms in the same way.

4.2. Edge swapping

In this paper, we consider sliding meshes to account for large deformation of the flow domain. Following for example [29], we consider a mesh where an inner mesh rotates with respect to an outer static mesh (see fig. 4). Different from [29], however, is that we consider edge swapping in the annulus separating the static and rotating mesh to avoid hanging nodes. This preserves exact mass conservation of our EHDG discretization and furthermore has the advantage that we do not require internal curved edges. In this section we explain the edge swapping to obtain a conforming space-time sliding mesh in the time interval $[t^n, t^{n+1}]$.

The spatial mesh at time level $t = t^n$ is fixed since it is the upper boundary of the space-time mesh $\mathcal{E}^{n-1}_h$ from the previous time interval $[t^{n-1}, t^n]$. Consider therefore the spatial mesh at time $t = t^{n+1}$. Initially, we consider this to be a mixed mesh consisting of quadrilaterals in the annulus that separates the inner and outer mesh, and triangles elsewhere. The annulus itself is separated into two layers of elements resulting in an inner annulus, which we refer to as the buffer layer, and an outer annulus, which we refer to as the sliding layer (see fig. 4). When the inner mesh rotates, all vertices in the annulus move except the vertices shared also by the outer static mesh.
Figure 3: Valid cuts of a prism.
In the initial mesh we will require an even number of quadrilaterals in the buffer layer and that the number of quadrilaterals in the buffer and sliding layers are equal.

Consider now a quadrilateral $E$ in the spatial mesh at time $t = t_n + 1$ with vertices $n_i^E$, $i = 1, \ldots, 4$. We introduce the following numbering convention: $n_1^E$ and $n_2^E$ are the vertices closest to the center of rotation and ordered clockwise on the annulus while the remaining two vertices $n_3^E$ and $n_4^E$ are ordered anticlockwise with respect to the center of the quadrilateral (see fig. 4). Since we are interested in generating a tetrahedral space-time mesh on the whole domain (see section 4.1), we next cut the quadrilaterals along their $n_2^E - n_4^E$ diagonals to obtain a triangular mesh on the whole spatial domain. These diagonal cuts now form a secondary quadrilateral mesh in the sliding layer. For example, the quadrilaterals \{p_{n+1}^6, p_{n+1}^7, p_{n+1}^{13}, p_{n+1}^{14}\} and \{p_{n+1}^7, p_{n+1}^8, p_{n+1}^{12}, p_{n+1}^{13}\} in fig. 5(i) are elements in a secondary quadrilateral mesh. Note that cutting quadrilaterals in the secondary mesh along the $n_1^E - n_3^E$ diagonal results in the same simplicial mesh as cutting quadrilaterals in the primary mesh along the $n_2^E - n_4^E$ diagonal.

Rotation of the inner mesh may result in triangles in the sliding layer of which their inscribed circles have a small radius thereby resulting in a low quality spatial mesh at time $t = t_n + 1$. This can be avoided, however, by edge swapping. The edge swapping can occur on the initial quadrilateral mesh or on the secondary quadrilateral mesh. Consider, for example, fig. 5(ii). Here we would swap the diagonals of the initial quadrilateral mesh, i.e., we would replace $p_{n+1}^6 - p_{n+1}^{14}$ by $p_{n+1}^5 - p_{n+1}^{13}$, and similarly for the other quadrilaterals. In the case of fig. 5(iii), however, we would swap the diagonal of the secondary quadrilateral mesh, i.e., we would replace $p_{n+1}^7 - p_{n+1}^{13}$ by $p_{n+1}^8 - p_{n+1}^{14}$, and similarly for the remaining quadrilaterals of the secondary mesh. Note that the same diagonal cut is used in all elements in the sliding layer. To determine whether edge swapping is necessary in the sliding layer, we therefore need to compute the diagonals only of one quadrilateral element in the primary mesh and of one quadrilateral in the secondary mesh. We always choose the mesh built
Figure 5: Here we show part of the triangular mesh in the sliding layer. In (i) we show part of this mesh before rotation. In (ii) and (iii) we show part of this mesh once the inner mesh has started to rotate. In (ii) edge swapping is necessary in the quadrilaterals of the initial quadrilateral mesh. In (iii) edge swapping is necessary in the quadrilaterals of the secondary quadrilateral mesh.
Figure 6: On the outer boundary of the rotating space-time inner mesh (left) and on the inner boundary the outer space-time static mesh (right) we observe a ‘chainsaw’ pattern.

from quadrilaterals with the shortest diagonal in the sliding layer; if the shortest diagonal appears in the current mesh, no edge swapping is necessary, otherwise it is. There is no edge swapping in the buffer layer.

Given the spatial mesh at times \( t = t^n \) and \( t = t^{n+1} \), we next construct the space-time tetrahedral mesh. At this point we remark that \( p^n_j \) is always connected to \( p^{n+1}_j \) by linear interpolation in time (see section 4.1) and that the connectivity in the inner rotating mesh and in the outer static mesh do not change throughout the simulation. If no edge swapping takes place at \( t = t^{n+1} \) we can directly use the algorithm from section 4.1. Otherwise, we note that there are only four different connectivity sets for the space-time mesh of the annulus when edge swapping does take place and these can be calculated before the start of a simulation. During the simulation, in each space-time slab, we then only need to choose one of the four connectivity sets. We discuss this next.

To construct the space-time mesh, consider again the annulus in fig. 4. The boundary of this annulus consists of the inner boundary circle and the outer boundary circle. For ease of discussion, we now introduce the following numbering of the vertices on the inner boundary circle: no three adjacent vertices are in an increasing or decreasing order, i.e., for any three adjacent vertices, the identifier of the middle vertex is either smaller or larger than its two neighboring vertices. We use the same numbering rule for the vertices on the outer boundary circle. This numbering of the vertices combined with the tetrahedral space-time mesh generation algorithm of section 4.1 for the rotating space-time inner mesh and the outer space-time static mesh, results in a ‘chainsaw’ pattern on the outer boundary of the inner mesh and on the inner boundary of the outer mesh, see fig. 6.
The space-time mesh generated in the annulus now has to match these chainsaw patterns so that the space-time facets of the outer boundary of the rotating space-time inner mesh match with the space-time facets of the inner boundary of the space-time annulus. Likewise, the space-time facets of the inner boundary of the outer space-time static mesh have to match with the space-time facets of the outer boundary of the space-time annulus. The remaining space-time facets of the tetrahedral space-time mesh in the interior of the annulus now provide enough freedom to construct a conforming space-time mesh, as described next.

Consider the space-time extension from \( t^n \) to \( t^{n+1} \) of a \( 2 \times 2 \) block of quadrilaterals in the annulus of which two are adjacent elements in the sliding layer and the other two are their neighbors in the buffer layer. Note that this space-time extension may not result in a space-time hexahedra as not all faces may be flat space-time quadrilaterals. However, similar to the algorithm described in section 4.1, we never create a space-time hexahedra; it is used only as an intermediate step to create space-time tetrahedra. To simplify the discussion we therefore refer to this space-time extension as a space-time hexahedra with space-time quadrilateral sides. To continue, let us denote the space-time quadrilateral side of a space-time hexahedron in the buffer layer that is shared by the inner mesh by \( S_{in} \) (shaded gray in the bottom row of fig. 7) and the space-time quadrilateral side of a space-time hexahedron that is shared by the sliding layer by \( S_{sl} \). There are now four different cuts for each space-time hexahedron in the sliding layer and four different cuts for each space-time hexahedron in the buffer layer:

1. In the sliding layer at \( t = t^n \) the quadrilateral is cut along the \( n_2^E - n_4^E \) diagonal while it is cut along the \( n_1^E - n_3^E \) diagonal at \( t = t^{n+1} \), resulting in cuts 1 or 2 in fig. 7. Or, in the sliding layer at \( t = t^n \) the quadrilateral is cut along the \( n_1^E - n_3^E \) diagonal while it is cut along the \( n_2^E - n_4^E \) diagonal at \( t = t^{n+1} \), resulting in cuts 5 or 6 in fig. 7.

2. In the buffer layer, the diagonal cut of \( S_{in} \) is the same as the diagonal cut of \( S_{sl} \), resulting in cuts 3 or 4 in fig. 7. Or, in the buffer layer, the diagonal cut of \( S_{in} \) is opposite to the diagonal cut of \( S_{sl} \), resulting in cuts 7 or 8 in fig. 7.

To obtain a conforming mesh we note that all diagonals of the space-time quadrilateral sides of a space-time hexahedron have to match with the diagonals of the space-time quadrilateral sides of an adjacent space-time hexahedron. Furthermore, the diagonals of the space-time quadrilateral sides of a space-time hexahedron have to match with the ‘chainsaw’ pattern of the outer boundary of the rotating space-time inner mesh and on the inner boundary the outer space-time static mesh. This results in four configurations of the \( 2 \times 2 \) block using the above eight cuts, see table 1. Consider, for example, the first configuration of table 1. Then, in the sliding layer, Cut 1 is adjacent to Cut 2. Cut 1 and Cut 2 are furthermore adjacent to Cuts 3 and 4, respectively, in the buffer layer. Configurations 2, 3, and 4 are defined similarly.

| Cut 1 | Cut 2 | Cut 3 | Cut 4 | Cut 5 | Cut 6 | Cut 7 | Cut 8 |
|-------|-------|-------|-------|-------|-------|-------|-------|
|       |       |       |       |       |       |       |       |

Configuration 1  Configuration 2  Configuration 3  Configuration 4

Table 1: The four different hexahedral cut configurations to create a conforming tetrahedral mesh over the sliding and buffer layers. See fig. 7 for the different cuts.
5. Numerical examples

In this section we consider various test cases of increasing complexity and compare, where possible, our results to those found in the literature. For this we added the fluid-rigid body interaction and conforming sliding mesh technique algorithms to our space-time EHDG implementation of the Navier–Stokes equations as described previously in [22]. In particular, all simulations in this section have been implemented in the Modular Finite Element Method (MFEM) library [39]. We use the direct solver of MUMPS [40, 41] through PETSc [42, 43, 44] to solve the linear systems resulting from the Picard iteration eq. (12). Unless specified differently, we choose as tolerances for the Picard iteration eq. (13) and the rigid body stopping criterion eq. (17), respectively, as $\delta_{NS} = 10^{-6}$ and $\delta_{rb} = 10^{-5}$. Finally, the penalty parameter $\alpha$ in eq. (11) is chosen as $\alpha = 6k^2$ where $k$ is the polynomial degree used in eqs. (8) and (9) (see [45] for more information on the penalty parameter). In all simulations we take $k = 2$.

5.1. Vortex induced oscillations and galloping

In this example, we test the coupling algorithm between the fluid and the rigid body, but we do not yet consider the sliding mesh technique of section 4. To test this coupling we consider vertical galloping only, i.e., we only solve for the displacement $d$ in eq. (6). We follow the setup of this test case as described previously in [1, 2, 35]. For this, consider a square object with sides of length 1 in a rectangular fluid domain with outer boundary sides of length 65 and 40. At time $t = 0$ we place the center of the object at a distance of 20 from the left and bottom outer fluid domain boundary (see fig. 8).
The coefficients of the rigid-body spring-system are chosen as $m = 20$, $c_y = 0.00581195$, $k_y = 3.08425$. In the Navier–Stokes equations eq. (2) we choose the viscosity as $\nu = 0.01$, while the density in eq. (5) is chosen as $\rho = 1$. We impose $u = (2.5, 0)$ on the left outer boundary of the fluid domain, free-slip on the top and bottom outer boundaries, and a homogeneous Neumann boundary condition on the right outer boundary. The spatial mesh consists of 8510 triangles with 80 elements on the boundary of the body (see fig. 8 for a zoom of the mesh near the body). We set the time step equal to $\Delta t = 0.1$.

Since we consider the motion of a rigid body without rotation, we update our mesh in a similar manner as we used previously in [22, Section 5.4]: nodes inside the spatial box $\Omega^\text{in}(t) = [-4, 4] \times [-4 + d(t), 4 + d(t)]$ (the light grey area in fig. 8) move with the body (the position of each node in $\Omega^\text{in}(t)$ does not change with respect to the body); the movement of the nodes in $\Omega^\text{mid}(t) = ([ -6, 6] \times [-6, 6]) \setminus \Omega^\text{in}(t)$ (the dark grey area in fig. 8) decreases linearly with distance from the body; and the remaining nodes are fixed.

We plot the evolution of the amplitude of the motion of the rigid body in fig. 9 for $t \in [0, 300]$. We find a maximum amplitude of $\max |y| = 1.3$ and a frequency of 0.62. Compared to results found in the literature, in which the maximum amplitude lies in the interval $[1.08, 1.2]$ and the frequency lies in the interval $[0.058, 0.069]$ (see, e.g., [1, 2, 35]), we note that we slightly over-predict the maximum amplitude, but that the frequency lies in the same range as other works. The velocity magnitude, at different evenly spaced points in time during two up-down periods, is shown in fig. 10.

5.2. Rotational galloping

In this section we combine the conforming sliding mesh technique described in section 4 with fluid-rigid body interaction by simulating the rotational galloping of a rectangle. The rotational galloping test case, in which there is no vertical motion, has also been considered in, for example, [1, 2].
We consider a rectangular fluid domain of dimensions 52 by 60. The center of a rectangular rigid body, with dimensions 4 by 1, is placed at a distance 30 from the outer bottom wall of the fluid domain and a distance 12 from the outer left wall. See fig. 11 for a setup of the geometry. The coefficients of the rigid body spring system eq. (6b) are $I_\theta = 400$, $c_\theta = 78.54$, and $k_\theta = 61.685$. For the fluid problem we again choose the viscosity and density as, respectively, $\nu = 0.01$ and $\rho = 1$. We impose $u = (10, 0)$ on the left outer boundary of the fluid domain, free-slip on the top and bottom outer boundaries, and a homogeneous Neumann boundary condition on the right outer boundary. We set the time step equal to $\Delta t = 0.15$.

In this simulation we compute results on a coarse mesh, consisting of 6030 triangles with 116 elements on the boundary of the body, and on a fine mesh with 13 722 triangles with 168 body boundary elements (see fig. 12 for a zoom of the mesh near the body). The inner and outer radii of the annulus consisting of the sliding and buffer layer are placed at a distance of, respectively, 4.4 and 5 from the center of the rigid body. This annulus is initially (before creating the space-time tetrahedral mesh) tessellated into 100 quadrilaterals for the coarse mesh and 152 for the fine mesh.

The evolution of the rotational angle for $t \in [0, 300]$ is shown in fig. 13. On the coarse mesh we find a maximum amplitude of $\max |y| = 0.286$ and a frequency of 0.048. On the fine mesh we find a maximum amplitude of $\max |y| = 0.285$ and a frequency of 0.049. These results compare well to results found in the literature. Indeed, [1, 2, 35] predict the maximum amplitude to lie in the interval $[0.223, 0.283]$ and the frequency to lie in the interval $[0.048, 0.052]$.

A plot of the fine mesh at maximum, zero, and minimum angle of the body is given in fig. 14. Observe that the connectivity changes only in the sliding layer. Finally, we plot in fig. 15 the velocity magnitude computed on the fine mesh at different, evenly spaced, points in time during one period.

5.3. H-shaped bridge

We now consider the fluttering H-shaped bridge example of [2, Section 8.4]. In particular, we consider a fluid-rigid body interaction simulation in which both rotational and vertical displacement of the body are computed for.

The setup of the geometry is depicted in fig. 16. The coefficients of the rigid body spring system eq. (6) are chosen as $I_\theta = 25\,300$, $c_\theta = 0$, $k_\theta = 40\,000$, $m = 3000$, $c_y = 0$, and $k_y = 2000$. For
Figure 10: The velocity magnitude at different, evenly spaced, points in time during two up-down periods for the problem described in section 5.1.
Figure 11: Set up of the problem of section 5.2.

Figure 12: Fine (left) and coarse (right) mesh near the body for the problem described in section 5.2.
the fluid problem we choose \( \nu = 0.1 \) and \( \rho = 1.25 \). We impose \( u = (10, 0) \) on the left boundary, free-slip on the top and the bottom boundaries, and a homogeneous Neumann boundary condition on the right boundary. As time step we choose \( \Delta t = 0.05 \).

We again consider two different meshes: a coarse mesh containing 5901 triangles with 156 body boundary elements and a fine mesh containing 12163 triangles with 272 body boundary elements (see Fig. 17 for a zoom of the mesh near the body). We place the inner and outer radii of the annulus consisting of the sliding and buffer layer at a distance of, respectively, 14 and 15 from the center of the H-shaped bridge. This annulus is initially partitioned into 100 quadrilaterals when computing on the coarse mesh and 152 when computing on the fine mesh.

The vertical displacement is handled similarly as in section 5.1. The nodes inside the spatial box \( \Omega^\text{in}(t) = [-16, 16] \times [-16 + d(t), 16 + d(t)] \) move vertically with the body; the vertical movement of the nodes in \( \Omega^\text{mid}(t) =([-20, 20] \times [-20, 20]) \setminus \Omega^\text{in}(t) \) decreases linearly with distance from \( \Omega^\text{in} \); and the remaining nodes are fixed. Note that the rotating and sliding meshes are completely contained in \( \Omega^\text{in}(t) \).

We plot, for \( t \in [0, 250] \), the evolution of the vertical displacement and the rotational angle of the rigid body in Fig. 18. We observe that the oscillations develop into a stable time-periodic pattern at approximately \( t = 190 \). For \( t > 190 \) we find max \( |y| = 0.74 \). For \( t > 190 \) we also observe that max \( |\theta| = 0.925 \) when computed on the coarse mesh and max \( |\theta| = 0.935 \) when computed on the fine mesh. The frequency of both the displacement and the rotation is 0.185. These results compare well with [2], in which max \( |y| \in [0.75, 0.85] \), max \( |\theta| \in [0.9, 1] \), and the frequency is 0.186. To conclude this section, we plot the velocity magnitude at different, evenly spaced, points in time during a full period \( (t > 190) \) in Fig. 19.

5.4. Rotating turbine

In this final test case, we consider a model turbine simulation inspired by [3, Section 10.1]. We refer to Fig. 20 for the setup of the geometry. For this example we set \( I_\theta = 1.5 \), \( c_\theta = k_\theta = 0 \) in eq. (6b) (note that we do not have vertical motion in this example) and choose \( \nu = 0.1 \) and \( \rho = 1 \) for the fluid problem. We impose \( u = (1250(1.25 - y)(y - 0.85), 0) \) on the left inflow boundary, \( u = 0 \) on the walls, and a homogeneous Neumann boundary condition on the bottom right outflow
Figure 14: The mesh at the maximum, zero, and minimum angle of the body for the problem described in section 5.2.
Figure 15: The velocity magnitude computed on the fine mesh at different, evenly spaced, points in time during one period for the problem described in section 5.2.
Figure 16: Set up of the fluttering H-shaped bridge example of section 5.3.
Figure 17: A zoom of the mesh near the body for the problem described in section 5.3. Left: fine mesh. Right: coarse mesh.

Figure 18: Evolution of the rotational angle (top) and vertical displacement (bottom) computed on the coarse mesh (blue) and the fine mesh (red). See section 5.3 for more details.
Figure 19: The velocity magnitude at different, evenly spaced, points in time during a full period ($t > 190$) for the problem described in section 5.3.
boundary. As time step we choose $\Delta t = 0.001$. For this test we choose $\delta_{NS} = 10^{-5}$ in eq. (13) and $\delta_{rb} = 10^{-4}$ in eq. (17).

In fig. 21 we plot the evolution of the rotational angle and the angular velocity of the turbine for $t \in [0, 1.75]$. We observe that the rotational velocity increases until $t = 0.5$ and then slightly oscillates around $\dot{\theta} = 35$. We furthermore observe from fig. 21 that the turbine completes multiple full rotations throughout the simulation. We show the mesh at different, evenly spaced, points in time during half a rotation ($t > 0.5$) in fig. 22. Finally, we plot the velocity magnitude on these meshes in fig. 23.

6. Conclusions

In this paper we presented an exactly mass conserving space-time embedded-hybridizable discontinuous Galerkin finite element discretization for fluid-rigid body interaction problems. Furthermore, we introduced a conforming sliding mesh technique, using edge swapping, for simulations where the rotational motion of the rigid body is large. By noting that our edge swapping algorithm results in one of only four different mesh connectivity sets, and that each of these sets can be
determined before the start of a simulation, additional computational cost due to edge swapping is kept low.
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