Phase space representation of quantum dynamics.

Anatoli Polkovnikov

Department of Physics, Boston University, Boston, MA 02215

We discuss a phase space representation of quantum dynamics of systems with many degrees of freedom. This representation is based on a perturbative expansion in quantum fluctuations around one of the classical limits. We explicitly analyze expansions around three such limits: (i) corpuscular or Newtonian limit in the coordinate-momentum representation, (ii) wave or Gross-Pitaevskii limit for interacting bosons in the coherent state representation, and (iii) Bloch limit for the spin systems. We discuss both the semiclassical (truncated Wigner) approximation and further quantum corrections appearing in the form of either stochastic quantum jumps along the classical trajectories or the nonlinear response to such jumps. We also discuss how quantum jumps naturally emerge in the analysis of non-equal time correlation functions. This representation of quantum dynamics is closely related to the phase space methods based on the Wigner-Weyl quantization and to the Keldysh technique. We show how such concepts as the Wigner function, Weyl symbol, Moyal product, Bopp operators, and others automatically emerge from the Feynmann's path integral representation of the evolution in the Heisenberg representation. We illustrate the applicability of this expansion with various examples mostly in the context of cold atom systems including sine-Gordon model, one- and two-dimensional Bose Hubbard model, Dicke model and others.
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I. INTRODUCTION

Representing quantum mechanics using entirely the language of phase space variables, like in classical physics, attracted significant theoretical attention since its early days. It was clear from the beginning that such a description should be closely connected to statistical physics, where quantum fluctuations should be captured, at least partially, by statistical fluctuations. A
very important development in addressing this question came from the work of Moyal (Moyal, 1949), who showed that the Liouville equation for the Wigner function (Wigner, 1932) (Wigner transform of the density matrix) assumes the form identical to the Liouville equation for the density matrix in the classical limit if one generalizes the notion of Poisson brackets to Moyal brackets (see Ref. (Hillery et al., 1984) for review). This formalism closely relies on the correspondence between quantum operators and classical functions of phase space variables first suggested by Weyl (Weyl, 1927): the expectation value of any operator is equal to the average of the Weyl symbol of this operator weighted with the Wigner function (Hillery et al., 1984). The Wigner function just plays the role of the probability distribution of phase space variables. Because the Wigner function is not positively defined, it is often referred to as the Wigner quasi-probability distribution.

Phase space methods were also developed and found many applications in quantum optics (see e.g. Refs. (Gardiner and Zoller, 2004; Walls and Milburn, 1994)). There it is convenient to work with the quantum coherent states first introduced by Schrödinger (Schrödinger, 1926) and then reintroduced into the quantum optics and termed as “coherent states” by Glauber (Glauber, 1963). Quantum classical correspondence is then found by associating creation and annihilation operators of photons with complex amplitudes, which also define the phase space variables. The Liouville equation for the coherent state Wigner transform of the density matrix takes a form very similar to the equation for the Wigner function in the coordinate momentum representation. More recently phase space methods in quantum optics were adopted to atomic systems (Sinatra et al., 2002; Steel et al., 1998) and already found numerous applications in the field of cold atoms (see e.g. Ref. (Blakie et al., 2008) for review).

The Wigner function and the corresponding equations of motion give a natural framework for the representation of quantum dynamics using entirely the language of phase space variables. The time evolution in this language can be then represented through deterministic motion of phase space degrees of freedom accompanied by the quantum jumps. The main goal of this work is to discuss this representation in detail. Within this approach one naturally recovers the classical limit and the structure of quantum corrections. There are many classical limits we are familiar with from the elementary physics, each providing a natural choice of the phase space variables: i) corpuscular, particle, or Newtonian limit, where coordinates and momenta of particles constitute the phase space; ii) wave limit, where number and phase of the fields (or equivalently complex amplitudes corresponding to creation and annihilation operators) form the phase space. This limit naturally appears in optics, wave mechanics, or more recently in the physics of weakly interacting degenerate Bose gases; iii) mixed limit where some degrees of freedom are treated as particles and
some as waves. This limit naturally appears in gauge theories, most notably in electromagnetism; iv) classical spin limit, where spins are treated as rotators, and so on. The feature which unifies all classical descriptions is that the time evolution of the corresponding phase space variables is defined by the unique solution of deterministic equations of motion for given initial conditions. Very often even in classical systems the initial conditions are different from one experiment to another. Then one has to perform an additional averaging over the probability distribution of the initial conditions. Because the number of classical equations of motion scales linearly with the number of degrees of freedom, it is usually possible to simulate classical dynamics in relatively large systems. Contrary exact quantum simulations are usually limited to very small systems because of exponential dependence of the Hilbert space size on the number of degrees of freedom.

In this work we will be interested in approaching non-equilibrium dynamics in quantum systems, where we start from a well defined initial state either pure or mixed, either equilibrium or not. Then we change the parameters of the Hamiltonian in a certain way, and follow the time evolution of the observables of interest describing the system. We assume that our system is closed (i.e. there is no external heat bath) and that there is a well defined Hamiltonian, possibly time dependent, which determines the time evolution. One of the very important questions, which needs to be addressed, is how the exponential complexity of quantum dynamics kicks in if we gradually increase $\hbar$. More specifically one needs to address the following questions: i) what we should do with equations of motion, ii) what we should do with quantum observables, and iii) what we should do with initial conditions as we increase $\hbar$ starting from zero. We would like to note that the Planck’s constant $\hbar$ plays the role of the saddle-point parameter such that in the limit $\hbar \to 0$ a unique classical theory is recovered. In practice, there can be other saddle point parameters which play the same role like the (inverse) mode occupation in bosonic systems, the (inverse) spin size in the spin systems and so on. So by $\hbar$ we effectively understand some parameter which governs the strength of quantum fluctuations. As we go along it will become clear what plays the role of this parameter near particular classical limits.

These questions were partially addressed before. In particular, it was realized that the Wigner transform of the density matrix is especially suitable for analyzing dynamics near the classical limit when the quantum fluctuations are small \textcolor{red}{Steel et al., 1998; Walls and Milburn, 1994}. It was also understood that in the leading order quantum fluctuations appear only through the (Wigner) distribution of the initial conditions while they do not affect the equations of motion themselves $^1$.

\textsuperscript{1} It should be noted that this statement is only true if the quantum Hamiltonian is written in the symmetric Weyl
The resulting semiclassical or truncated Wigner approximation (TWA) was successfully applied to various non-equilibrium problems with bosonic cold atom systems (see Ref. [Blakie et al., 2008] for review). There were also developed schemes based on other representations of the density matrix in the coherent state basis, in particular, based on the positive P-representation (Drummond et al., 2007; Gardiner and Zoller, 2004; Steel et al., 1998; Walls and Milburn, 1994). Somewhat related method allowed one to map problem of interacting lattice bosons into stochastic evolution using the basis of Fock (number) states (Carusotto and Castin, 2003). In Ref. (Deuar, 2009) a mixed representation of the density matrix, which smoothly interpolates between positive P- and Wigner representations, was suggested. Such schemes, however, have their own issues and do not generally allow for systematic expansion in quantum fluctuations. In Refs. (Polkovnikov, 2003a,b) it was shown that TWA naturally appears in the coherent state path integral representation in bosonic systems as the semiclassical approximation incorporating quantum fluctuation in the leading order to the classical (Gross-Pitaevskii) dynamics. Furthermore in Ref. (Polkovnikov, 2003a) it was shown that the consequent quantum corrections to the expectation value of a particular observable appear in the form of the nonlinear response of this observable to the infinitesimal changes in the classical fields across the trajectories. Recently TWA was also extended to other situations going beyond traditional domain of interacting spinless Bose systems. E.g. in Ref. (Altland et al., 2009) the TWA was used to analyze dynamics of a particular spin-boson system described by the Dicke model. In Ref. (Sau et al., 2009) TWA was first applied to the spinor condensates. In Ref. (Berg et al., 2009) for the first time TWA was extended to tackle multi-time correlation functions. In Ref. (Mathey and Polkovnikov, 2009) TWA was applied to analyze non-equilibrium vortex formation due to quantum fluctuations in a two-dimensional quantum rotor model.

The same semiclassical approximation (though not termed as TWA) was developed in the context of the quantum dynamics in the coordinate-momentum representation using the language of the Moyal brackets (Hillery et al., 1984; Zurek, 2003). In the leading order in $\hbar$, where the Moyal brackets reduce to the Poisson brackets, one finds an analogue of TWA, where quantum fluctuations enter only through the initial conditions while the equations of motion are affected only in higher orders in $\hbar$. This approach was extensively used for studying quantum chaos and decoherence in single-particle systems (see e.g. Refs. [Habib et al., 1998; Karkuszewski et al., 2002; Zurek, 2003]), particularly for a single particle system coupled to a heat bath. It was argued that form. Otherwise there can be non-vanishing corrections to the equations of motion, which remain, however, fully deterministic.
the decoherence in chaotic systems was responsible for extending the validity of the semiclassical approach by eliminating effects of interference between single particle trajectories. In the single-particle context TWA was also applied to analyze collisions of wave packets with one-dimensional barriers (Lee and Scully, 1983).

In driven many-particle systems the most commonly used approach to the non-equilibrium phenomena is the Keldysh diagrammatic technique (Kamenev, 2002, Kamenev and Levchenko, 2009; Keldysh, 1965). This technique is often used to derive the quantum kinetic equation and obtain single-particle distribution functions in non-equilibrium systems (Kamenev and Levchenko, 2009). Usually this technique is applied for finding steady states in driven systems (see e.g. Refs. (Dalla Torre et al., 2009; Mitra et al., 2006; Takei and Kim, 2008)), but it can be also used for analyzing dynamics in situations, where initial conditions are important (Altland and Gurarie, 2008; Altland et al., 2009). While formally the Keldysh technique and phase space methods are equivalent, there is an important difference between them 2. The elementary objects in the phase space methods are the Wigner function and phase space variables. In the Keldysh technique the elementary objects are the single particle’s Green’s functions. Closely related to the Keldysh diagrammatic technique there are also non-equilibrium approaches based on the functional integral representation of evolution (I.Plimak et al., 2001a,b; Plimak et al., 2001), which can be further accompanied with various approximations like effective actions (Braunss, 2010; Dias et al., 2006; Dias and Prata, 2007; Gasenzer, 2009; Rey et al., 2005). These methods are now actively developed.

In this paper we will discuss how quantum dynamics can be formulated entirely in the phase space using the language of deterministic (classical) trajectories and stochastic quantum jumps. We will review both the earlier results and present the new ones. A very important goal of this work is to show that the formalism is basically identical in various phase space representations (coordinate-momentum, coherent state, and spin coherent state). While some details between these representations are different the structures of the description are very similar suggesting generality of this approach. We will review how all these results can be derived using the Feynman path integral formulation of the time evolution. This derivation resembles the one routinely used in the Keldysh technique (Kamenev, 2002, 2005; Kamenev and Levchenko, 2009) with the only difference that instead of working in the Schrödinger representation, where the density matrix

2 There is some ambiguity in defining what the Keldysh techniques is. Sometimes this techniques is understood in the broader sense of the functional representation of the time evolution on the Schwinger-Keldysh contour. See e.g. Ref. (I.Plimak et al., 2001a)
evolves in time, we will work in the Heisenberg representation, where the operators describing observables change in time. In the coherent state representation the methods described in this work are also related to the functional integral approach used by Plimak et al. \cite{Plimak2001}. There the density matrix only determines the initial state. The main difference of that work with the approach discussed here is that we will not attempt to find the evolution of the whole density matrix, which is an exponentially complex object in many-particle systems and contains tremendous amount of unmeasurable information. Instead we will be interested in finding expectation values of particular observables, like the energy or its fluctuations, various equal or nonequal time correlation functions, etc. We will show that such concepts like the Wigner function, Weyl ordering, TWA, and quantum corrections naturally appear from the Feynmann’s path integral without need to make any assumptions. We will show that quantum corrections to TWA can be written either in the form of the nonlinear response to infinitesimal quantum jumps or in the form of stochastic quantum jumps with non-positive quasi-probability weight. In both cases each jump carries a factor of the effective Planck’s constant squared. The representation of the quantum operators through the phase space variables also naturally emerges from the path integral formalism in the form first suggested by Bopp \cite{Bopp1961, Hillery1984} and generalized here to time dependent operators:

\begin{align}
\hat{x}(t) &\to x(t) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t)}, \quad \hat{p}(t) \to p(t) - \frac{i\hbar}{2} \frac{\partial}{\partial x(t)}, \\
\hat{p}(t) &\to \hat{p}(t) + \frac{i\hbar}{2} \frac{\partial}{\partial x(t)} \tag{1}
\end{align}

or

\begin{align}
\hat{x}(t) &\to x(t) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t)}, \quad \hat{p}(t) \to p(t) + \frac{i\hbar}{2} \frac{\partial}{\partial x(t)}, \\
\hat{p}(t) &\to \hat{p}(t) - \frac{i\hbar}{2} \frac{\partial}{\partial x(t)} \tag{2}
\end{align}

where the partial derivatives are understood as the response to the infinitesimal quantum jumps occurring at time \( t \) and the choice of the sign is dictated by casuality of the evolution (see the next section for details). This Bopp representation will play the key role in the whole formalism. Throughout this paper we will reserve “hat”-notations to denote quantum operators and “non-hat”-notations for the functions defined in the phase space. There is a representation similar to Eqs. (1) and (2) for the creation and annihilation operators (see Eqs. (72) and (73)). Without further details it is clear that the representation (1) of the quantum coordinate and momentum operators above immediately reproduces the classical limit at \( \hbar \to 0 \). It is interesting to note that the requirements of the casuality of the representation of the quantum dynamics through the phase space trajectories dictates that only certain multi-time correlation functions are allowed (see Sec. V). These turn out to be precisely the same correlation functions which appear in the theory of measurements \cite{Clerk2008, Nazarov2003}. 
Let us note that in three (and higher) dimensional continuous systems with short range interac-
tions TWA suffers from ultra-violet divergencies (Blakie et al., 2008; Deuar and Drummond,
2007). This indicates that the expansion of dynamics around the classical limit can be ill defined
and likely requires some short-distance renormalization of the bare parameters of the Hamiltonian.
In the context of cold atoms certain ways to deal with these divergencies by effectively truncating
the Hilbert space were suggested in the literature (Blakie et al., 2008). However, comprehensive
understanding of these issues is far from being complete and is beyond the scope of this work.
It is not even understood whether these ultra-violet divergencies are intrinsic property of three-
dimensional systems or they are simply related to the singular nature of short-range potentials
in three dimensions, which is well known from equilibrium physics (Fetter and Walecka, 1971). A
simple way to avoid these divergencies, as we illustrate in Sec. IV, is to work with lattice systems.

The paper is organized as follows. First in Sec. II we give a brief introduction into the phase
space representation of the density matrix and operators. Starting from the coordinate-momentum
representation we describe such concepts as the Wigner function, Weyl symbol, Moyal product
and Moyal brackets, and Bopp operators. We then discuss similar concepts in the coherent state picture.
In particular, we introduce coherent state analogues of the Poisson and Moyal brackets as well as
of the Moyal product. In the end of this section we discuss close analogy between the coordinate-
momentum and coherent state representations. Then in Sec. III we give a detailed overview of the
formalism discussed in this paper. We tried to highlight all the features of the formalism important
for practical implementation of TWA and quantum corrections to particular problems skipping the
details of the derivations of these results. We split this section into three parts discussing first
dynamics in the coordinate-momentum representation, then in the coherent state representation,
and finally quantum dynamics of spin systems. Then in Sec. IV we discuss the implementation of
the formalism to particular problems. We start from the simplest possible example of a harmonic
oscillator suddenly driven from equilibrium gradually increasing the complexity of the systems and
describing dynamics in the sine-Gordon model, one and two dimensional Bose-Hubbard models,
Dicke model and others. For small systems we give comparison of the results obtained within this
approach with the exact results and discuss in which situations the quantum expansion works well
and in which it fails. Our goal was not to describe the corresponding physics of these models in
detail, but rather to focus on the applicability of the method. Then in Sec. V we guide the reader
through the derivation of the results using the path integral approach. This section is rather
technical and can be skipped unless the reader is interested in understanding these details. One
of the main purposes of this section is to show that the Weyl symbol, Wigner function, quantum
corrections, casual representation of the dynamics, Bopp operators, etc. naturally appear from the path integral approach without need to make any assumptions or to justify this choice \textit{a-posteriori}. Finally in Sec. VI we discuss connections of the path integral method used here and the other approaches based on the von Neumann’s equation for the density matrix. In Appendix we illustrate the detailed implementation of the first quantum correction to the TWA for the sine-Gordon and Bose-Hubbard models. In Appendix B we discuss a somewhat subtle issue of emergence of the Weyl ordering of the Hamiltonian in classical equations of motion within the path integral representation of the evolution (which usually requires the normal ordering of the Hamiltonian (Kamenev and Levchenko, 2009)).

II. BRIEF OVERVIEW OF THE PHASE SPACE REPRESENTATION OF QUANTUM SYSTEMS.

In this section we will briefly introduce the basic tools, which will be essential in the next sections when we will talk about dynamics. In particular, here we will introduce such concepts as the Wigner function, Weyl symbol, Moyal bracket, and Bopp operators. The Moyal brackets will also allow us to write down equations of motion for the density matrix in the phase space representation and discuss their close connection to the classical Liouville’s equations (see Sec. VI). We will discuss and contrast the two basic phase space representations: coordinate-momentum and the bosonic coherent state. The first representation is naturally connected to the corpuscular classical limit while the second representation corresponds to the wave classical limit. In this work we will not talk about the Grassmann’s number representation of the fermionic phase space.

There are several reviews available in literature describing the phase space representation of quantum systems. In particular Ref. (Hillery \textit{et al.}, 1984) gives an excellent overview of such representation in the coordinate-momentum phase space. Details of the coherent state representation of bosonic systems can be found in Refs. (Blakie \textit{et al.}, 2008; Gardiner and Zoller, 2004; Walls and Milburn, 1994). We will thus not attempt to give a comprehensive review of these representations and skip the proofs, which can be found in the above mentioned texts. We will only introduce the tools necessary for understanding the consequent sections describing dynamics. We will also contrast these two phase space representations. By introducing coherent state Poisson and Moyal brackets we will show that these two descriptions of quantum systems identically map to each other under the change of the phase space variables. The reader familiar with these concepts can skip this section and directly proceed to the next one.

Let us note that the phase space representation of quantum systems is not
unique (Gardiner and Zoller, 2004; Hillery et al., 1984; Walls and Milburn, 1994). In this work we will focus only on the Wigner-Weyl representation because, as we will show later, it automatically emerges from the path integral description of quantum dynamics and gives the most natural connection between classical and quantum dynamics. This representation also treats conjugate phase space operators symmetrically.

A. Coordinate-momentum representation

In the context of ordinary canonical variables like coordinates and momenta the phase space approach to quantum mechanics was pioneered by Moyal (Moyal, 1949). It is based on the Weyl ordering of operators and the Wigner distribution function (see e.g. Refs. (Hillery et al., 1984; Wang and Connell, 1988)).

**Weyl symbol and Wigner function.** The key ingredient in the phase space description of quantum systems is the so called Weyl symbol, which gives a one to one map between quantum operators and the ordinary functions defined in the phase space. For Hermitian operators this map is real. Thus for an arbitrary operator \( \hat{\Omega}(\hat{x}, \hat{p}) \) the Weyl symbol \( \Omega_W(x, p) \) is formally defined as

\[
\Omega_W(x, p) = \int d\xi \left\langle x - \frac{\xi}{2} \right| \hat{\Omega}(\hat{x}, \hat{p}) \left| x + \frac{\xi}{2} \right\rangle \exp \left[ \frac{i}{\hbar} p \cdot \xi \right].
\]

(3)

We use the vector notations to highlight that we are dealing with general d-dimensional multi-particle phase space of the dimension 2D, where the factor of two reflects that for each degree of freedom we are dealing with pairs of conjugate variables. In particular, for N-particle system in d-dimensions we have \( D = N d \). If the operator \( \hat{\Omega}(\hat{x}, \hat{p}) \) is written in the symmetrized form then it is straightforward to see that the Weyl symbol \( \Omega_W \) is obtained by simple substitution \( \hat{x} \rightarrow x \) and \( \hat{p} \rightarrow p \). In particular, this is true for all operators of the form \( \hat{\Omega}(\hat{x}, \hat{p}) = \hat{A}(\hat{x}) + \hat{B}(\hat{p}) \).

If the ordering in \( \hat{\Omega}(\hat{x}, \hat{p}) \) is such that the coordinate operators appear on the left of momentum operators then the Weyl symbol (3) can be also written as

\[
\Omega_W(x, p) = \int \frac{d\xi d\eta}{(4\pi\hbar)^D} \Omega \left( x - \frac{\xi}{2}, p + \frac{\eta}{2} \right) e^{-i\eta/2h}.
\]

(4)

Here \( \Omega(x, p) \) is the function obtained from the operator \( \hat{\Omega} \) by direct substitution \( \hat{x} \rightarrow x \) and \( \hat{p} \rightarrow p \). The equivalence of Eqs. (3) and (4) can be established by inserting the identity resolution

\[
\hat{I} = \frac{1}{2} \int d\eta \left| p + \eta/2 \right\rangle \left\langle p + \eta/2 \right|\]

into Eq. (3).

The second key ingredient of phase space methods is the Wigner function which is defined as
the Weyl symbol of the density matrix $\hat{\rho}$:

$$W(x, p) = \int d\xi \left\langle x - \frac{\xi}{2} \right| \hat{\rho} \left| x + \frac{\xi}{2} \right\rangle e^{i p \xi / \hbar} \equiv \int d\xi \rho(x - \xi/2, x + \xi/2) e^{i p \xi / \hbar}. \quad (5)$$

For any proper density matrix the Wigner function is normalized such that

$$\int \frac{dx dp}{(2\pi \hbar)^2} W(x, p) = 1. \quad (6)$$

The Wigner function together with Weyl symbols of various operators gives complete description of a given system. In particular, the expectation value of any operator $\hat{\Omega}(\hat{x}, \hat{p})$ is found by averaging the Weyl symbol of this operator over the phase space with the Wigner function playing the role of the probability distribution:

$$\langle \hat{\Omega}(\hat{x}, \hat{p}) \rangle = \int \int \frac{dx dp}{(2\pi \hbar)^2} W(x, p) \Omega_{W}(x, p). \quad (7)$$

Because the Wigner function is not positively defined it is often referred to as the Wigner quasi-probability distribution.

**Moyal product.** Weyl symbols of operators satisfy important Moyal product relation (Hillery et al., 1984) which defines the Weyl symbol of the product of two operators $\Omega_1 \Omega_2$ through the Weyl symbols of the individual operators:

$$(\Omega_1 \Omega_2)_W(x, p) = \Omega_{1,W}(x, p) \exp \left\{ -\frac{i\hbar}{2} \Lambda \right\} \Omega_{2,W}(x, p), \quad (8)$$

where

$$\Lambda = \frac{\partial}{\partial p} \cdot \frac{\partial}{\partial x} - \frac{\partial}{\partial x} \cdot \frac{\partial}{\partial p} = \sum_j \frac{\partial}{\partial p_j} \frac{\partial}{\partial x_j} - \frac{\partial}{\partial x_j} \frac{\partial}{\partial p_j} \quad (9)$$

is the so called simplectic operator. It is straightforward to verify the validity of Eq. (8) using the definition of the Weyl symbol (4). For any two functions $A(x, p)$ and $B(x, p)$ the product $-A\Lambda B = \{A, B\}$ defines the Poisson bracket between these functions:

$$\{A, B\} = \sum_j \frac{\partial A}{\partial x_j} \frac{\partial B}{\partial p_j} - \frac{\partial A}{\partial p_j} \frac{\partial B}{\partial x_j} = \{A, B\}. \quad (10)$$

Note there are different sign conventions in defining Poisson brackets; e.g. compare refs. (Landau and Lifshitz, 1982) and (Hillery et al., 1984). In Eq. (10) we adopted the choice of Ref. (Hillery et al., 1984). So the Moyal product of the two operators (8) can be also expressed through the exponent of the Poisson bracket:

$$(\Omega_1 \Omega_2)_W(x, p) = \Omega_{1,W}(x, p) \exp \left[ \frac{i\hbar}{2} \{\ldots\} \right] \Omega_{2,W}(x, p). \quad (11)$$
From Eq. (8) it follows that the Weyl symbol of the commutator of the two operators \( \hat{\Omega} = [\hat{\Omega}_1, \hat{\Omega}_2] \) can be expressed as

\[
\Omega_W = -2i\Omega_{1, W}\sin\left(\frac{\hbar}{2}\{\ldots\}\right)\Omega_{2, W} = 2i\Omega_{1, W}\sin\left(\frac{\hbar}{2}\{\ldots\}\right)\Omega_{2, W} \equiv i\hbar\{\Omega_1, \Omega_2\}_{MB},
\]

where \( \{\ldots\}_{MB} \) defines the Moyal bracket:

\[
\{\ldots\}_{MB} = \frac{2}{\hbar}\sin\left(\frac{\hbar}{2}\{\ldots\}\right)
\]

In the limit \( \hbar \to 0 \) the Weyl symbol of the commutator of any two operators reduces to the Poisson bracket between the corresponding classical functions multiplied by \( i\hbar \). This is of course a well known manifestation of the correspondence principle (Landau and Lifshitz, 1981).

**Bopp operators.** Wigner-Weyl quantization is intrinsically connected with the symmetric representation of the phase space operators first suggested by Bopp (Bopp, 1961; Kubo, 1964):

\[
\hat{x} = x + \frac{ih}{2}\partial_p, \quad \hat{p} = p - \frac{ih}{2}\partial_x.
\]

It is clear that this representation satisfies the canonical commutation relations. There is an equivalent Bopp representation based on the left derivatives:

\[
\hat{x} = x - \frac{ih}{2}\partial_p, \quad \hat{p} = p + \frac{ih}{2}\partial_x,
\]

where the left arrow implies that the derivative acts on the operator on the left. Loosely speaking the representation (15) is obtained from Eq. (14) by integrating by parts. The formal proof that the Bopp operators reproduce the Weyl symbol can be found in Refs. (Hillery et al., 1984; Osborn and Molzahn, 2002). We will also prove these statement in Sec. V when we will analyze non-equal time correlation functions.

Let us illustrate how the Bopp operators can be used in practice. Suppose we are interested in a Weyl symbol of the operator \( \hat{x}\hat{p} \). For simplicity we choose a single particle in one dimension. Then using the Bopp operators we can immediately construct the Weyl symbol of this product:

\[
\hat{x}\hat{p} = \hat{x}\hat{p}1 \to \left(x + \frac{ih}{2}\partial_p\right)\left(p - \frac{ih}{2}\partial_x\right)1 = xp + \frac{ih}{2}.
\]

Thus we conclude that \( (xp)_{W} = xp + i\hbar/2 \). The same result can be obtained using the right derivatives:

\[
\hat{x}\hat{p} = 1\hat{x}\hat{p} \to 1\left(x - \frac{ih}{2}\partial_p\right)\left(p + \frac{ih}{2}\partial_x\right) = xp + \frac{ih}{2}.
\]
We inserted unity into Eqs. (16) and (17) to illustrate that there are no other operators on the right of \( \hat{p} \) and left of \( \hat{x} \). The same result can be obtained directly from Eq. (4) as well as from the symmetrization

\[
\hat{x}\hat{p} = \frac{\hat{x}\hat{p} + \hat{p}\hat{x}}{2} + \frac{1}{2}[\hat{x},\hat{p}] \to xp + \frac{i\hbar}{2}
\]

and from the Moyal product expansion:

\[
(xy)_W = x \exp \left( -\frac{i\hbar}{2} \Lambda \right) p = xp - \frac{i\hbar}{2}xp = xp + \frac{i\hbar}{2}.
\]

which is exactly equal to the result obtained from Eq. (11). As we will see below in the Heisenberg picture the derivative terms in Eqs. (14) and (15) get an additional interpretation as a response to infinitesimal quantum jumps at a particular moment of time. Then the choice of the left or right derivative is dictated by the causality of the evolution.

**B. Coherent state representation.**

All the results above immediately generalize to the coherent state representation of the phase space. Bosonic coherent states \( |\psi\rangle_c \) are defined as eigenstates of bosonic annihilation operators \( \hat{\psi} \) such that \( \hat{\psi}|\psi\rangle_c = \psi|\psi\rangle_c \). Explicitly the coherent states read:

\[
|\psi\rangle_c = \exp[\psi \hat{\psi}^\dagger]|0\rangle = \sum_n \frac{\psi^n}{\sqrt{n!}}|n\rangle,
\]

where \( |0\rangle \) is the vacuum state and \( |n\rangle = (\hat{\psi}^\dagger)^n/\sqrt{n!}|0\rangle \) is the n-particle Fock state. It is straightforward to check that

\[
\hat{\psi}^\dagger|\psi\rangle_c = \frac{\partial}{\partial\psi}|\psi\rangle_c.
\]

Obviously there is a direct analogy between the action of the coordinate \( \hat{x} \) and momentum \( \hat{p} \) operators on the coordinate basis \( (\hat{x}|x\rangle = x|\langle x|) \) and the action of the annihilation \( \hat{\psi} \) and creation \( \hat{\psi}^\dagger \) operators on the coherent state basis. As we will see this analogy will persist throughout the paper. The coherent states (20) are not orthogonal and not normalized. In particular

\[
_c\langle \psi|\psi'\rangle_c = \exp[\psi^*\psi].
\]

Because of non-orthogonality, the coherent state basis is over-complete. Using these states one can write the resolution of the identity

\[
\hat{1} = \int d\psi d\psi^* e^{-|\psi|^2} |\psi\rangle_c\langle \psi|.
\]
where the integration measure is defined as $d\psi d\psi^* = \Re d\Im \psi / \pi$.

**Weyl symbol and Wigner function.** Using coherent states one can define the Weyl symbol of an arbitrary operator $\hat{\Omega}(\hat{\psi}, \hat{\psi}^\dagger)$ as

$$\Omega_W(\psi, \psi^*) = \frac{1}{2M} \int \int d\eta^* d\eta \left\langle \psi - \frac{\eta}{2} \middle| \hat{\Omega}(\hat{\psi}, \hat{\psi}^\dagger) \middle| \psi + \frac{\eta}{2} \right\rangle e^{-|\eta|^2 - \frac{i}{4} |\eta|^2} e^{\frac{i}{2} (n^* \psi - n \psi^*)}. \quad (24)$$

Here the vector $\psi = \{\psi_j\}$ consists of complex amplitudes corresponding to different single-particle eigenstates, $M$ is the Hilbert space size. So $j$ can denote coordinates, momenta, different internal spin states, etc. As in the coordinate-momentum representation the Weyl symbol of $\hat{\Omega}$ is the partial Fourier transform of the matrix elements of this operator between different coherent states. The additional gaussian factors come from the normalization of the coherent states. Again as in the coordinate-momentum representation the Weyl symbol of a symmetrically ordered operator can be obtained by simple substitution $\hat{\psi} \rightarrow \psi$ and $\hat{\psi}^\dagger \rightarrow \psi^*$. For normally ordered operators Eq. (24) gives

$$\Omega_W(\psi, \psi^*) = \frac{1}{2M} \int \int d\eta^* d\eta \Omega_1(\psi^* - \eta^*/2, \psi + \eta/2) e^{-|\eta|^2/2}. \quad (25)$$

Similarly to the coordinate-momentum representation the Wigner function is defined as the Weyl symbol of the density matrix:

$$W(\psi, \psi^*) = \frac{1}{2M} \int \int d\eta^* d\eta \left\langle \psi - \frac{\eta}{2} \middle| \hat{\rho} \middle| \psi + \frac{\eta}{2} \right\rangle e^{-|\eta|^2 - \frac{i}{4} |\eta|^2} e^{\frac{i}{2} (n^* \psi - n \psi^*)}. \quad (26)$$

The expectation value of any operator, by analogy with Eq. (27), is given by the average of the Weyl symbol with the weight given by the Wigner function:

$$\langle \hat{\Omega}(\hat{\psi}, \hat{\psi}^\dagger, t) \rangle = \int \int d\psi d\psi^* W(\psi, \psi^*) \Omega_W(\psi, \psi^*). \quad (27)$$

So the Wigner function again plays the role of the quasi-probability distribution of the complex amplitudes.

**Moyal product and Bopp operators.** The Weyl symbol of the product of two operators can be written by analogy to Eq. (8):

$$(\Omega_1 \Omega_2)_W = \Omega_{1,W} \exp \left[ \frac{\Lambda_c}{2} \right] \Omega_{2,W}, \quad (28)$$

where we introduced the symplectic coherent state operator (cf. Eq. (9)):

$$\Lambda_c = \sum_j \left\{ \frac{\partial}{\partial \psi_j} \frac{\partial}{\partial \psi_j^*} - \frac{\partial}{\partial \psi_j^*} \frac{\partial}{\partial \psi_j} \right\}. \quad (29)$$
Similarly to the coordinate-momentum representation it is convenient to introduce the coherent state Poisson bracket between two arbitrary functions $A$ and $B$ as

$$\{A, B\}_c = A\Lambda_c B = \sum_j \frac{\partial A}{\partial \psi^*_j} \frac{\partial B}{\partial \psi^*_j} - \frac{\partial A}{\partial \psi^*_j} \frac{\partial A}{\partial \psi^*_j}. \quad (30)$$

The coherent state Poisson bracket is a classical analogue of the commutator. In particular, $\{\psi_i, \psi^*_j\}_c = \delta_{i,j}$ is a classical analogue of $[\hat{\psi}_i, \hat{\psi}^*_j] = \delta_{i,j}$. In general it is easy to see that in the classical limit of large occupation numbers $[\hat{A}, \hat{B}] \rightarrow \{A, B\}_c$. Note that the coherent state Poisson bracket defined above (Eq. (30)) directly corresponds to the commutator without need to multiply by $i\hbar$. This choice is dictated by the convenience so that the classical Hamiltonian equations of motion in the wave limit read $i\hbar \partial_t \psi_j = \{\psi_j, H\}_c$. It is easy to check that for bosonic systems with two-body interactions this equation becomes identical to the Gross-Pitaevskii equation (see Sec. VI for details).

Using the coherent state Moyal product rule (8) and the symplectic structure of the operator $\Lambda_c$ we can find the expression for the Weyl symbol of the commutator of the two operators $\hat{\Omega} = [\hat{\Omega}_1, \hat{\Omega}_2]$

$$\Omega_W = 2\Omega_{1,W} \sinh \left[\frac{\Lambda_c}{2}\right] \Omega_{2,W} = \{\Omega_{1,W}, \Omega_{2,W}\}_{MBC}, \quad (31)$$

where we introduced the coherent state Moyal bracket by analogy with standard Moyal bracket (12):

$$\{\ldots\}_{MBC} = 2 \sinh \left[\frac{1}{2} \{\ldots\}_c\right]. \quad (32)$$

Wigner Weyl quantization is intrinsically associated with the coherent state Bopp operators which can be introduced by analogy with Eqs. (14):

$$\hat{\psi}^*_j \rightarrow \psi^*_j - \frac{1}{2} \frac{\partial}{\partial \psi^*_j} = \psi^*_j + \frac{\psi^*_j}{2}, \quad (33)$$

$$\hat{\psi}_j \rightarrow \psi_j + \frac{1}{2} \frac{\partial}{\partial \psi^*_j} = \psi_j - \frac{1}{2} \frac{\psi_j}{2}. \quad (34)$$

The choice of the representation with the conventional (right) derivatives and the one with left derivatives is arbitrary. As we will see below for time dependent problems it is dictated by casualty. This representation of creation and annihilation operators is clearly symmetric and preserves the correct commutation relations. It also automatically reproduces the Weyl symbol of any operator (the proof of this statement will be given in Sec. V.B). To illustrate this let us show a couple of examples of computing Weyl symbols of $\hat{\psi}^\dagger \hat{\psi}$ and $\hat{\psi}^\dagger \hat{\psi}^\dagger \hat{\psi} \hat{\psi}$ first using the Moyal product rule and then using the Bopp operators. Thus using Eq. (28) we find

$$\left(\hat{\psi}^\dagger \hat{\psi}\right)_W = \psi^* \left(1 - \frac{1}{2} \frac{\psi^*}{\partial \psi^*} \frac{\psi}{\partial \psi}\right) \psi = |\psi|^2 - \frac{1}{2}. \quad (35)$$
The same expression can be obtained using the Bopp operators

$$\hat{\psi}^\dagger \hat{\psi} = \left( \psi^* - \frac{1}{2} \frac{\partial}{\partial \psi} \right) \left( \psi + \frac{1}{2} \frac{\partial}{\partial \psi^*} \right) 1 = |\psi|^2 - \frac{1}{2}. \quad (36)$$

Note that the Weyl symbol for the number operator can be obtained also by symmetrizing it first

$$\hat{\psi}^\dagger \hat{\psi} = \frac{1}{2} [\hat{\psi}^\dagger \hat{\psi} + \hat{\psi} \hat{\psi}^\dagger] - \frac{1}{2}$$

and then substituting $\hat{\psi} \rightarrow \psi$ and $\hat{\psi}^\dagger \rightarrow \psi^*$ in the symmetrized form. This Weyl symbol can also be obtained by direct application of Eq. (25) to the operator $\hat{\Omega} = \hat{\psi}^\dagger \hat{\psi}$.

Let us also briefly consider the other example first using the Moyal product:

$$\langle \hat{\psi}^\dagger \hat{\psi}^\dagger \hat{\psi} \rangle_W = (\psi^*)^2 \left( 1 - \frac{1}{2} \frac{\partial}{\partial \psi^*} \frac{\partial}{\partial \psi} + \frac{1}{8} \frac{\partial^2}{\partial \psi^* \partial \psi^2} \right) \psi^2 = |\psi|^2 - 2|\psi|^2 + \frac{1}{2} \quad (37)$$

and then using Bopp operators

$$\hat{\psi}^\dagger \hat{\psi}^\dagger \hat{\psi} \rightarrow \left( \psi^* - \frac{1}{2} \frac{\partial}{\partial \psi} \right)^2 \left( \psi + \frac{1}{2} \frac{\partial}{\partial \psi^*} \right)^2 1 = |\psi|^2 - 2|\psi|^2 + \frac{1}{2}. \quad (38)$$

Again both methods give the same result which can be also verified using the direct integration in Eq. (25).

C. Coordinate-momentum versus coherent state representations.

To summarize the discussion above we will contrast the two phase space pictures in Table I. The main purpose of doing this is to emphasize the similarity between the coordinate-momentum and coherent state representations. Normally the latter is introduced in the context of the second quantization. This table shows that there is no secondary aspect to the quantization in the coherent state representation. These two representations correspond to two dual descriptions of the phase space: corpuscular and wave. Note that this dual description is only available for bosonic systems. For fermionic coherent state phase space description requires use of Grassmann variables (Negele and Orland, 1988), which do not have a natural classical interpretation. While one can formally define the Wigner-Weyl quantization for the fermionic systems, its extension to dynamics is not understood by now and will be a subject of the future research.

III. QUANTUM DYNAMICS IN PHASE SPACE.

In this section we will discuss the representation of quantum dynamics in the phase space providing sufficient details for further exploration of this formalism and for its practical applications. We will skip the details of the derivation of these results, which will be discussed later in Sec. IV. First in Sec. III.A we will overview the situation in the coordinate-momentum representation, where
TABLE I Coherent state versus coordinate momentum phase space

| Representation | coordinate-momentum | coherent |
|---------------|---------------------|----------|
| Phase space variables | $x, p$ | $\psi, \psi^*$ |
| Quantum operators | $\hat{x}, \hat{p}$ | $\hat{\psi}, \hat{\psi}^*$ |
| Standard representation | $\hat{x} \rightarrow x, \hat{p} \rightarrow -i\hbar \partial_x$ (coordinate basis) | $\psi \rightarrow \psi, \hat{\psi} \rightarrow \partial \psi$ (coherent state basis) |
| Canonical commutation relations | $[\hat{x}_\alpha, \hat{p}_\beta] = i\hbar \delta_{\alpha,\beta}$ ($\alpha, \beta$ refer to different particles) | $[\hat{\psi}_i, \hat{\psi}_j^\dagger] = \delta_{ij}$ ($i, j$ refer to single-particle states) |
| Quantum-classical correspondence | $\{A, \hat{B}\} = \sum \frac{\partial A}{\partial x_\alpha} \frac{\partial \hat{B}}{\partial p_\beta} - \frac{\partial A}{\partial p_\alpha} \frac{\partial \hat{B}}{\partial x_\beta}$ | $\{A, \hat{B}\}_c = \sum \frac{\partial A}{\partial x_\alpha} \frac{\partial \hat{B}}{\partial p_\beta} - \frac{\partial A}{\partial p_\alpha} \frac{\partial \hat{B}}{\partial x_\beta}$ |
| Wigner function | $W(x, p) = \int d\xi \left< x - \frac{\xi}{2} \right| \hat{\rho} \left| x + \frac{\xi}{2} \right> e^{ip\xi/\hbar}$ | $\Omega_W(\psi, \psi^*) = \frac{1}{2} \int \int d\eta^* d\eta \left< \eta^* \psi - \frac{\eta^*}{2} \hat{\rho} \right| \psi + \frac{\eta^*}{2} \rangle \times e^{-|\eta^*|^2 - \frac{1}{4}|\eta|^2} e^{i\eta^* \psi - \eta \psi^*}$ |
| Moyal product | $(\Omega_1 \Omega_2)_W = \Omega_{1,W} \exp \left[-\frac{i\hbar}{2} \Lambda\right] \Omega_{2,W}, \quad \Lambda = \sum \frac{\partial \Omega_1}{\partial x_\alpha} \frac{\partial \Omega_2}{\partial p_\beta} - \frac{\partial \Omega_1}{\partial p_\alpha} \frac{\partial \Omega_2}{\partial x_\beta}$ | $(\Omega_1 \Omega_2)_W = \Omega_{1,W} \exp \left[\frac{i\hbar}{2} \Lambda\right] \Omega_{2,W}, \quad \Lambda_c = \sum \frac{\partial \Omega_1}{\partial x_\alpha} \frac{\partial \Omega_2}{\partial p_\beta} - \frac{\partial \Omega_1}{\partial p_\alpha} \frac{\partial \Omega_2}{\partial x_\beta}$ |
| Moyal bracket | $\{\Omega_1, \Omega_2\}_{MB} = -\frac{i}{\hbar} \Omega_1 \sin \left[\frac{\hbar}{2} \Lambda\right] \Omega_2$ | $\{\Omega_1, \Omega_2\}_{MBc} = 2\Omega_1 \sinh \left[\frac{\hbar}{2} \Lambda_c\right] \Omega_2$ |
| Bopp operators | $\hat{x} = x + \frac{i\hbar}{2} \frac{\partial}{\partial p}, \quad \hat{p} = p - \frac{i\hbar}{2} \frac{\partial}{\partial x}$ | $\hat{\psi}^\dagger = \psi^* - \frac{i}{\hbar} \frac{\partial}{\partial \psi}, \quad \hat{\psi} = \psi + \frac{i}{\hbar} \frac{\partial}{\partial \psi^*}$ |

The phase space is represented by the coordinates and momenta of particles. In the corresponding classical limit the particles move according to deterministic trajectories in this phase space defined by the microscopic Newton’s (or more generally Hamiltonian’s) equations of motion. Next in Sec. III.B we will describe dynamics of interacting bosons in the coherent state phase space. There the classical (Gross-Pitaevskii) limit corresponds to the (matter) waves. And finally in Sec. III.C we will discuss spin systems. Using the Schwinger mapping of spins to bosons and then using the results of Sec. III.B we will avoid the need of working with rather complicated spin-coherent states. As we already mentioned in this paper we will not talk about the wave limit for fermions. In many situations dynamics of fermions is described by bosonic collective excitations and thus can be analyzed within the methods described here. We will mention an example of such mapping of fermions to bosons and the application of the phase space formalism to the dynamics when we discuss the Dicke model in Sec. IV.G.

Before proceeding let us note that there is a quite common misconception that the Gross-
Pitaevskii equations are only applicable to the condensates and describe only the mean-field dynamics, i.e. that they apply only to situations when the condensate is described by a single wave. This statement is equivalent to saying that the Maxwell’s equations in electromagnetism are only applicable to lasers (coherent states of photons) or that the Newton’s equations are only applicable to rigid bodies when the motion of all particles can be described by a single center of mass degree of freedom. In reality the Gross-Pitaevskii equations are simply classical wave equations of motion similar to the Newton’s equations, Maxwell’s equations, or Bloch equations. This point perhaps becomes clearer as we go along and see that the Gross-Pitaevskii dynamics can be expressed through the standard Hamiltonian formalism (Landau and Lifshitz, 1982) using the language of coherent state Poisson brackets introduced earlier in Sec. II.

A. Coordinate-momentum representation

1. Semiclassical dynamics of a single particle in an external potential. Truncated Wigner Approximation.

Let us start the discussion from considering a single particle in one dimension moving in an external, generally time dependent, potential \( V(x,t) \). In quantum mechanics the time evolution of a wave function (density matrix) is described by the Schrödinger (von Neumann) equation:

\[
 i\hbar \frac{\partial \Psi(x,t)}{\partial t} = \hat{H}(t)\Psi(x,t), \tag{39}
\]

or

\[
 i\hbar \frac{\partial \rho(x,x',t)}{\partial t} = \left[ \hat{H}(t), \rho(x,x',t) \right], \tag{40}
\]

where \( \Psi(x,t) \) (\( \rho(x,x',t) \)) stand for the wave function (density matrix) of the particle; square brackets denote the commutator and

\[
 \hat{H}(t) = \frac{\hat{p}^2}{2m} + V(x,t) \tag{41}
\]

is the Hamiltonian. We use the capital \( \Psi \) for the wave function to avoid confusion with coherent state complex amplitudes. The corresponding classical Hamiltonian equations of motion are given by the standard formulae:

\[
 \frac{dx}{d\tau} = \{ x, \mathcal{H} \}, \quad \frac{dp}{d\tau} = \{ p, \mathcal{H} \}, \tag{42}
\]

where

\[
 \{ A, B \} = \partial_x A \partial_p B - \partial_p A \partial_x B
\]
is the Poisson bracket. The classical equations of motion should be supplemented by the initial conditions. Together they determine a unique classical trajectory. However, it is important to emphasize that in principle there can be some statistical uncertainty in knowing the initial conditions. This is especially true in many-particle systems. In this case one needs to average the observable of interest over these initial conditions. For example, the average of some classical observable $\Omega_{cl}(x,p,t)$ at some moment of time $t$ is given by

$$\langle \Omega_{cl}(x,p,t) \rangle = \int \int dx_0 dp_0 W_{cl}(x_0,p_0) \Omega_{cl}(x(t),p(t),t),$$

(43)

where $W_{cl}(x_0,p_0)$ is the probability distribution of the initial coordinate and momentum. In the fully deterministic case $x_0 = \tilde{x}$ and $p_0 = \tilde{p}$ we have $W_{cl}(x_0,p_0) = \delta(x_0 - \tilde{x})\delta(p_0 - \tilde{p})$ and we are back to the unique value of $\Omega$ with no averaging needed.

In quantum mechanics the coordinate and the momentum of a particle cannot be simultaneously defined due to the uncertainty principle. Therefore it is not possible to fully localize the particle in the phase space and thus the distribution function should always have nonzero width. A natural object which substitutes the classical probability distribution $\Omega_{cl}(x,p)$ in the quantum case is the Wigner function or equivalently the Wigner transform of the initial density matrix introduced in Sec. II (see Eq. (5)). In the purely classical limit $\hbar \to 0$ the Wigner function reduces to the classical probability distribution. In particular, for the equilibrium density matrix at finite temperature the classical limit of the Wigner function is the Boltzmann’s distribution. Similarly the object which replaces the classical observable is the Weyl symbol of the quantum operator (see Eq. (3)).

Interestingly in the leading order in quantum fluctuations Eq. (43), which expresses the expectation value of any operator as an average of the Weyl symbol weighted with the Wigner function, immediately generalizes to the time dependent problems. Namely, up to the second order in $\hbar$ quantum fluctuations do not affect the classical equations of motion, which now play the role of the characteristics along which the Wigner function is conserved (see also Sec. VI). This is equivalent to the classical picture, where the probability distribution $W_{cl}(x(t),p(t),t)$ is conserved along the classical trajectories. Thus in the leading order in quantum fluctuations Eq. (43) still remains valid if we replace $W_{cl}(x_0,p_0) \to W(x_0,p_0)$ and $\Omega_{cl}(x(t),p(t),t) \to \Omega_{W}(x(t),p(t),t)$:

$$\langle \hat{\Omega}(\hat{x},\hat{p},t) \rangle \approx \int \int dx_0 dp_0 W_0(x_0,p_0)\Omega_{W}(x_{cl}(t),p_{cl}(t),t),$$

(44)

Comparison of Eqs. (43) and (44) highlights a close connection between the quantum and the classical statistical averaging. Since, as we noted earlier, the Wigner function is generally non-positive its direct interpretation as a probability distribution becomes somewhat problematic. For equilibrium initial ensembles at high temperatures the Wigner function coincides with the Boltzmann’s
function and thus becomes positive. However, as the temperature is lowered the difference between classical and quantum distributions becomes stronger: the classical distribution gets narrower both in terms of coordinates and momenta while the quantum Wigner distribution always satisfies the minimum uncertainty principle. The semiclassical approximation to the dynamics is very important because it gives the first step in going from classical to quantum description of the dynamics. A similar approximation in the coherent state phase space (see below) was termed as truncated Wigner approximation (TWA) (Walls and Milburn, 1994) for the reasons which will be clear in Sec. VI. We will stick to this terminology also in the coordinate-momentum representation, thought it is not commonly used there, because this is essentially the same approximation.

2. Nonequal time correlation functions.

The semiclassical (TWA) approximation can be extended to finding non-equal time correlation functions like

\[ \langle \hat{\Omega}_1(\hat{x}, \hat{p}, t_1)\hat{\Omega}_2(\hat{x}, \hat{p}, t_2) \rangle. \] (45)

In the classical limit such correlations do not depend on the ordering of the operators. However, quantum mechanically the ordering is important. Within the phase space approach (see also Ref. (Berg et al., 2009)) this non-commutativity can be elegantly absorbed into the language of quantum jumps, which naturally emerge extending the notion of Bopp operators (14) and (15) to the Heisenberg representation:

\[ \hat{x}(t) \rightarrow x(t) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t)} = x(t) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t)}, \] (46)

\[ \hat{p}(t) \rightarrow p(t) - \frac{i\hbar}{2} \frac{\partial}{\partial x(t)} = p(t) + \frac{i\hbar}{2} \frac{\partial}{\partial x(t)}. \] (47)

Now the derivatives above are understood as quantum jumps, i.e. if we are interested in measuring e.g. \( \langle \hat{x}(t_1)\hat{x}(t_2) \rangle \) with \( t_1 < t_2 \) then at the moment \( t_1 \) the conjugate momentum undergoes an infinitesimal jump: \( p(t_1) \rightarrow p(t_1) + \delta p(t_1) \). After that the system continues to evolve deterministically (within TWA) and at the moment \( t_2 \) in addition to the expected term \( x(t_1)x(t_2) \) there is an extra contribution equal to the response of \( x(t_2) \) to this jump \( \delta p(t_1) \) multiplied by \( \hbar/2 \). I.e.

\[ \langle \hat{x}(t_1)\hat{x}(t_2) \rangle \approx \int \int dx_0dp_0 W_0(x_0,p_0)x(t_1)x(t_2) + \frac{i\hbar}{2} \int \int dx_0dp_0 W_0(x_0,p_0)\frac{\delta x(t_2)}{\delta p(t_1)}, \] (48)

where in the last term the limit \( \delta p(t_1) \rightarrow 0 \) is implied. The expression above is approximate only to the extent of TWA being approximate. If \( t_1 > t_2 \) then one can still use the same procedure
introducing the jump at \( t_1 \). But then in order to evaluate the response of \( x(t_2) \) it becomes necessary to propagate the equations of motion backwards in time. This is inconvenient and unphysical, since it violates the casualty of the description of the dynamics. Instead one can use the left derivative rule, introduce the jump in \( p(t_2) \) and evaluate the response of \( x(t_1) \) with respect to this jump multiplied by \(-i\hbar/2\):

\[
\langle \hat{x}(t_1)\hat{x}(t_2) \rangle \approx \int \int dx_0 dp_0 W_0(x_0, p_0) x(t_1) x(t_2) - \frac{i\hbar}{2} \int \int dx_0 dp_0 W_0(x_0, p_0) \frac{\delta x(t_1)}{\partial p(t_2)}. \tag{49}
\]

In this way we clearly preserve the casualty of the evolution. It is interesting to note the higher order correlation functions including more than two different times can be computed in a casual way only for special orderings of the operators (see also the discussion in Ref. [Plimak et al., 2001a]). We will return to this point in Sec. (V) when we discuss the non-equal time correlation functions in detail.

From Eqs. (46) and (47) it is obvious that if we are interested in finding the expectation value of the symmetric combination of say \( \hat{x}(t_1) \) and \( \hat{\dot{x}}(t_2) \) or \( \hat{\dot{x}}(t_1) \) and \( \hat{\dot{p}}(t_2) \) then the quantum jumps cancel each other and we can use classical substitutions \( \hat{x} \rightarrow x \) and \( \hat{p} \rightarrow p \) to find such averages. For example,

\[
\frac{\hat{x}(t_1)\hat{x}(t_2) + \hat{\dot{x}}(t_2)\hat{\dot{x}}(t_1)}{2} \rightarrow x(t_1)x(t_2). \tag{50}
\]

This is consistent with general expectations that symmetric correlation functions are classical [Clerk et al., 2008] which are measured by ideal classical detectors [Nazarov and Kindermann, 2003]. In general for multi-time averages purely classical substitutions occur if we are interested in time-symmetric ordered correlation functions (see Sec. [V] and Ref. [Berg et al., 2009]). Conversely the antisymmetric correlation function has only the contribution coming from quantum jumps:

\[
\hat{x}(t_1)\hat{x}(t_2) - \hat{\dot{x}}(t_2)\hat{\dot{x}}(t_1) \rightarrow i\hbar \frac{\partial}{\partial p(t_1)} x(t_2). \tag{51}
\]

Clearly in this case extending Bopp operators to Heisenberg representation according to Eqs. (46) and (47) also gives a natural extension of the commutation relations to non-equal time operators through the response to quantum jumps. In fact this statement is exact and is not limited to the TWA.

3. Beyond the truncated Wigner approximation: nonlinear response and stochastic quantum jumps.

The truncated Wigner approximation is formally exact if we are dealing with harmonic systems. For a single particle this means that the potential \( V(x) \) should be quadratic. If this is not the case
then TWA is only approximate. There are two equivalent ways of representing quantum corrections to TWA both using the language of quantum jumps. In the first way the corrections are represented as the nonlinear response (of the observable of interest) to these jumps and in the second way these jumps are stochastically distributed. The second representation is somewhat reminiscent to the Langevin noise (Gardiner and Zoller, 2004; Walls and Milburn, 1994), however, with important differences. The representation of quantum dynamics through the noise also appears in quantum optics if one deals with two-body potentials and writes the Liouville equation for the density matrix in the P- or positive P-representation (Drummond et al., 2007; Gardiner and Zoller, 2004; Walls and Milburn, 1994). However, the jumps in the P-representation do not give a systematic expansion in quantum fluctuations. In the formalism discussed here based on the Wigner-Weyl quantization each jump carries an extra factor of $\hbar^2$ and thus the expansion in the number of jumps is equivalent to the expansion in the powers of the Planck’s constant. As we show next the jumps have several unusual properties and only superficially resemble standard noise.

For simplicity we will consider again a single-time expectation value of some observable $\hat{\Omega}$. This simplification is not really important. In a more general case one can combine Eqs. (46) and (47) with the results presented below to compute quantum corrections to multi-time correlation functions. Rather than giving a complete general formula we will show the first few terms in the quantum expansion:

$$\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle = \int \int dx_0 dp_0 W_0(p_0, x_0) \left(1 - \int_0^t d\tau_1 \frac{1}{3!} \frac{1}{2^2} \frac{1}{i^2} \frac{\partial^3 V(x)}{\partial x(\tau_1)^3 \partial p(\tau_1)^3} - \int_0^t d\tau_2 \frac{1}{5!} \frac{1}{2^4} \frac{1}{i^4} \frac{\partial^5 V(x)}{\partial x(\tau_2)^5 \partial p(\tau_2)^5} + \int_0^t d\tau_1 \int_0^t d\tau_2 \frac{1}{3!} \frac{1}{2^2} \frac{1}{i^2} \frac{\partial^3 V(x)}{\partial x(\tau_1)^3 \partial p(\tau_1)^3} \frac{\partial^3 V(x)}{\partial x(\tau_2)^3 \partial p(\tau_2)^3} + \ldots \right) \Omega_W(x(t), p(t), t). \quad (52)$$

The expansion above is clearly in powers of $\hbar^2$. In the leading (zeroth) order one simply recovers TWA. In the next order in $\hbar^2$ one needs to introduce a quantum jump in the momentum: $p(\tau) \rightarrow p(\tau) + \delta p(\tau)$, calculate the third order nonlinear response of the observable to this jump, multiply this response by the third derivative of the potential with respect to $x(\tau)$ as well as by other factors and integrate over $\tau$. In the next order of $\hbar^4$ one can either have two jumps with the third order response or a single jump of the fifth order response. In general each jump of $2n + 1$-th order carries a factor of $\hbar^{2n}$. All the factors in Eq. (52) are written in the way easily generalizable to the higher order terms. In Sec. IV we will show some examples illustrating how finding these quantum corrections can be implemented in practice. From Eq. (52) it is evident that TWA is asymptotically exact at short times. The smaller $\hbar$ the longer the regime of validity of TWA.
At long times quantum corrections may or may not become important depending on the details of the problem and the observable \( \hat{\Omega} \). Moreover the moment where TWA breaks down can have very different sensitivity to the actual value of \( \hbar \). We will see this considering various examples in Sec. [IV]. Thus it is very hard to make a general statement of the time of validity of TWA based on Eq. (52) without knowing details about the system.

There is another formal representation of Eq. (52) through the stochastic quantum jumps:

\[
\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle \approx \int \int dx_0 dp_0 W_0(x_0, p_0) \\
\left\{ 1 + \frac{\hbar^2}{2^2} \sum_{\tau_i} V_{3,i} \int d\xi_i F_3(\xi_i) \left|_{\delta p_i = \xi_i \sqrt{\Delta \tau}} \right. - \frac{\hbar^4}{24} \sum_{\tau_i} V_{5,i} \int d\xi_i F_5(\xi_i) \left|_{\delta p_i = \xi_i \sqrt{\Delta \tau}} \right. \\
+ \frac{\hbar^4}{(2^2)^2} \sum_{\tau_i < \tau_j} V_{3,i} V_{3,j} \int d\xi_i F_3(\xi_i) \left|_{\delta p_i = \xi_i \sqrt{\Delta \tau}} \right. \int d\xi_j F_3(\xi_j) \left|_{\delta p_j = \xi_j \sqrt{\Delta \tau}} \right. \cdots \right\} \Omega_W(x(t), p(t), t).
\]

To simplify notations we introduced \( V_{2n+1,i,j} = \frac{\partial^{2n+1} V(x(\tau_i), \tau_j)}{\partial x^2(\tau_j)^{2n+1}} \). Similarly to the ordinary Langevin diffusion we discretize the time here in steps of the size \( \Delta \tau \): \( \tau_i = i \Delta \tau \). The notation \( \delta p_i = \xi_i \sqrt{\Delta \tau} \) above implies that at the moment \( \tau_i \) the momentum undergoes a quantum jump of the magnitude \( \xi_i \sqrt{\Delta \tau} \) where the \( \xi_i \in (-\infty, \infty) \). The weight function \( F_3(\xi_i) \) can be interpreted as a (quasi)-probability distribution of this jump. With this interpretation the jumps become stochastic. We see that in the leading order in quantum fluctuations at some moment in time during the evolution the momentum \( p(\tau_i) \) undergoes a single stochastic jump. The distribution function of the magnitude of this jump \( F_3(\xi) \) must satisfy the requirements that all its moments are finite and the moments up to the second vanish:

\[
\int_{-\infty}^{\infty} F_3(\xi) d\xi = 0, \quad \int_{-\infty}^{\infty} \xi F_3(\xi) d\xi = 0, \quad \int_{-\infty}^{\infty} \xi^2 F_3(\xi) d\xi = 0, \quad \int_{-\infty}^{\infty} \xi^3 F_3(\xi) d\xi = 1.
\]

Similarly in the order \( \hbar^4 \) we encounter either two third order jumps or a single fifth order jump. In the latter case \( \xi \) is distributed according to the function \( F_5(\xi) \) where first four moments are equal to zero. In general \( F_{2n+1}(\xi) \) must satisfy:

\[
\int_{-\infty}^{\infty} \xi^m F_{2n+1}(\xi) d\xi = 0, \quad m < 2n, \quad \int_{-\infty}^{\infty} \xi^{2n+1} F_{2n+1}(\xi) d\xi = 1.
\]

The functions \( F_{2n+1}(\xi) \) are not unique. One possible choice is

\[
F_{2n+1}(\xi) = \frac{1}{2^{n+1} \sqrt{\pi} (2n + 1)!} H_{2n+1} \left( \frac{\xi}{\sqrt{2}} \right) e^{-\xi^2/2},
\]

where \( H_{2n+1} \) is the Hermite polynomial. In particular

\[
F_3(\xi) = \frac{1}{2} \left( \frac{\xi^3}{3} - \xi \right) \frac{1}{\sqrt{2\pi}} e^{-\xi^2/2}.
\]
The representation (53) bears some similarities with the diffusion but there are important differences too. Thus in ordinary diffusion jumps are always proportional to $\sqrt{\Delta \tau}$, while in Eq. (53) the power of the time interval $\Delta \tau$ is smaller. Likewise in usual diffusion only the first moment of the distribution function should vanish, which allows one to use the Gaussian function for the $F(\xi)$. In Eq. (53) at least the first two moments of $F(\xi)$ vanish so this function can not be positive definite and can not be interpreted as a classical probability of the jump. As in the nonlinear response representation of quantum corrections, each jump explicitly carries a factor of $\hbar^2$ or higher (depending on the order of jump) allowing for a consistent expansion of time evolution in quantum fluctuations. We note that while the representation (53) is formally equivalent to the one given by Eq. (52) in the limit $\Delta \tau \to 0$, practical convergence of these two expansions can be quite different. In particular, as we will show using several examples, the step $\Delta \tau$ can be chosen to be much bigger than the one determined from the requirement that the two trajectories with and without jump remain close to each other throughout the full evolution. This is also true about usual diffusion where the distribution function is much more robust to the choice of the time step than individual trajectories. Let us mention that for the coherent state phase space the representation of the evolution through the cubic noise was introduced earlier in Refs. (Gevorkyan, 1998; Gevorkyan et al., 1997; I.Plimak et al., 2001a; Plimak et al., 2001) using Ito’s stochastic integration (Gardiner and Zoller, 2004).

4. Generalization to many particles and higher dimensions.

The formalism above can be straightforwardly generalized to interacting many-particle systems in arbitrary dimensions. Coordinates and momenta become vectors and acquire an additional particle number index. For example Eq. (52) generalizes to

$$\langle \hat{\Omega}(\hat{x},\hat{p},t) \rangle \approx \int \int dx_0 dp_0 W_0(p_0,x_0) \left(1 - \int_0^t d\tau \frac{1}{3!} \frac{\hbar^2}{2 i} \frac{\partial^3 V(x)}{\partial x_\alpha \partial x_\beta \partial x_\gamma} \frac{\partial^3}{\partial p_\alpha(\tau) \partial p_\beta(\tau) \partial p_\gamma(\tau)} + \ldots \right) \Omega_W(x(t),p(t),t).$$

(58)

Here indices $\alpha, \beta, \gamma$ run over different components of the D-dimensional phase space, e.g. for a system of $N$ particles in three dimensions $\alpha, \beta, \gamma = x_1, y_1, z_1, \ldots x_N, y_N, z_N$. As usually we imply summation over repeated indices. This expression can be again rewritten through the quantum
diffusion. Thus instead of Eq. (53) we get

$$\langle \hat{\Omega} (\hat{x}, \hat{p}, t) \rangle \approx \int \int d\mathbf{x}_0 d\mathbf{p}_0 W_0 (\mathbf{x}_0, \mathbf{p}_0) \left[ 1 + \frac{\hbar^2}{4} \sum_j \int \int \prod_m d\xi_m \sum_{\sigma(\alpha, \beta, \gamma)} \frac{\partial^3 V (\mathbf{x}_j)}{\partial x_\alpha \partial x_\beta \partial x_\gamma} F_{\alpha, \beta, \gamma} (\xi) \right] \bigg|_{\delta p_\alpha (\tau_j) = \xi_\alpha \sqrt{\Delta \tau_j}} \Omega_{cl} (\mathbf{x}(t), \mathbf{p}(t), t),$$

where \( \sigma(\alpha, \beta, \gamma) \) stands for all non-equivalent permutations of indices \( \alpha, \beta, \gamma \), e.g. \( \alpha \leq \beta \leq \gamma \). The functions \( F_{\alpha, \beta, \gamma} (\xi) \) should satisfy the conditions that all its moments smaller than two vanish and

$$\int \int \prod_m d\xi_m \xi_\alpha \xi_\beta \xi_\gamma F_{\alpha, \beta, \gamma} (\xi) = 1.$$  

(60)

A possible choice for the functions \( F_{\alpha, \beta, \gamma} \) is

$$F_{\alpha, \alpha, \alpha} (\xi) = \frac{1}{2\sqrt{2\pi}} \left( \frac{\xi_\alpha^3}{3} - \xi_\alpha \right) e^{-\xi_\alpha^2/2} \prod_{m \neq \alpha} \delta (\xi_m),$$

(61)

$$F_{\alpha, \alpha, \beta} (\xi) = \frac{(\xi_\alpha^2 - 1) \xi_\beta}{4\pi} e^{-(\xi_\alpha^2 + \xi_\beta^2)/2} \prod_{m \neq \alpha, \beta} \delta (\xi_m),$$

(62)

$$F_{\alpha, \beta, \gamma} (\xi) = \frac{\xi_\alpha \xi_\beta \xi_\gamma}{(2\pi)^{3/2}} e^{-(\xi_\alpha^2 + \xi_\beta^2 + \xi_\gamma^2)/2} \prod_{m \neq \alpha, \beta, \gamma} \delta (\xi_m).$$

(63)

In Eqs. (61)-(63) \( \alpha, \beta, \) and \( \gamma \) stand for non-equal indices and no summation over identical indices is implied.

**B. Coherent state representation.**

As we pointed in the previous section for bosonic systems, or more generally the systems which support collective bosonic excitations, it can be more convenient to expand around the wave classical limit and to use the coherent state description of the phase space. Examples of classical waves include phonons, photons, Bogoliubov excitations in super fluids, matter waves etc. In this section we are going to address the issue of representing quantum dynamics in this phase space.

Rather than keeping a completely general discussion we will concentrate on bosonic systems with two-body interactions. In particular, such systems appear in the context of cold atoms. The analysis itself, however, does not rely on this assumption and can be applied to arbitrary n-body interactions. As we will see below the structure of the quantum dynamics in the coherent state phase space is identical to that in the coordinate momentum phase space. Let us point that the emerging semiclassical approximation or TWA was first adopted to interacting bosons in Ref. (Steel et al., 1998). Since then there were many works applying the TWA to particular cold atom experiments. For the review of some of these applications we refer to Ref. (Blakie et al.,
The corrections to TWA in the form of nonlinear response were first obtained by the author in Ref. (Polkovnikov, 2003a).

Let us consider the following Hamiltonian:

$$\hat{H} = \sum_j h_{ij}^0 \hat{\psi}_i^\dagger \hat{\psi}_j + \frac{1}{2} \sum_{ijkl} u_{ijkl} \hat{\psi}_i^\dagger \hat{\psi}_j^\dagger \hat{\psi}_k \hat{\psi}_l,$$

(64)

where $\hat{\psi}_i^\dagger$ and $\hat{\psi}$ are the bosonic creation and annihilation operators. The indices $i, j, k, l$ can refer to any single-particle basis, e.g. they can describe coordinate or momentum states or the single-particle states in an external potential. The Hamiltonian is split into the noninteracting part with the matrix elements $h_{ij}^0$ and the interacting part characterized by the matrix elements of the interaction potential $u_{ijkl}$. Both $h^0$ and $u$ are allowed to depend on time. The operators $\hat{\psi}_i^\dagger$ and $\hat{\psi}$ satisfy the canonical commutation relations:

$$[\hat{\psi}_i, \hat{\psi}_j^\dagger] = \delta_{ij}.$$

(65)

The Hamiltonian (64) is quite general. For example, if indices $i, j$ denote spatial positions on the lattice by the appropriate choice of the matrix elements of $h^0$ and $u$ it reduces to the Hubbard model:

$$\hat{H}_{\text{hub}} = -J \sum_{\langle i, j \rangle} (\hat{\psi}_i^\dagger \hat{\psi}_j + \text{h.c.}) + \sum_j V_j \hat{n}_j + \frac{1}{2} \sum_{ij} U_{ij} : \hat{n}_i \hat{n}_j :,$$

(66)

where $\hat{n}_i = \hat{\psi}_i^\dagger \hat{\psi}_i$ is the density operator, $V_j$ is the external potential, $J$ is the tunneling matrix elements between nearest neighbors, and $U_{ij}$ is the matrix element of the density-density interaction. We use capital letters to distinguish parameters of the Hubbard model from those in the general Hamiltonian. The semicolons in the Hubbard Hamiltonian imply the normal-ordered form of the interaction, i.e. the form where the creation operators appear on the left of the annihilation operators. We note that in the continuum limit, when the lattice spacing goes to zero, the Hubbard model reduces to that of interacting bosons without the lattice. The indices $i, j, \ldots$ in the Hamiltonian (64) can also refer to momentum states. Then in the absence of external potential $h_{k,q}^0 = \epsilon_k \delta_{pq}$, where $\epsilon_k$ is the energy of a single particle with momentum $k$ and $v_{k+q,p-q,p,k}$ are the Fourier components of the interaction potential (Pethick and Smith, 2001).

As we discussed in Sec. II the classical wave limit in the coherent state picture corresponds to large occupation numbers of different modes. In this case we can treat the operators $\hat{\psi}^\dagger$ and $\hat{\psi}$ as complex c-numbers. In the classical limit one substitutes the commutation relations (65) with the coherent state Poisson brackets (39): $\{\psi_i, \psi_j^\dagger\}_c = \delta_{ij}$. Under this substitution the Heisenberg
equations of motion for the fields $\hat{\psi}_j, \hat{\psi}^\dagger_j$ become the Gross-Pitaevskii equations:

$$i\hbar \frac{\partial \psi_i}{\partial t} = \{\psi_i, \mathcal{H}_W\}_c = \sum_j \tilde{h}_{ij}^0 \psi_j + \sum_{j,k,q} u_{ijkq} \psi^*_j \psi_k \psi_q,$$

(67)

where

$$\tilde{h}_{ij}^0 = h_{ij}^0 + \frac{1}{4} \sum_k u_{ikkj} + u_{ikjk} + u_{kijk} + u_{kikj}.$$  

(68)

The difference between $\tilde{h}_{ij}^0$ and $h_{ij}^0$ comes from the Weyl ordering of the Hamiltonian.

For example for the Hubbard model (see Eq. (66)) the equation above reduces to the familiar discrete Gross-Pitaevskii equation (Polkovnikov et al., 2002; Trombettoni and Smerzi, 2001)

$$i\hbar \frac{\partial \psi_j}{\partial t} = -J \sum_{l \in O_j} \psi_l + \tilde{V}_j \psi_j + \sum_k U_{jk} |\psi_k|^2 \psi_j,$$

(69)

where

$$\tilde{V}_{ij} = V_{ij} + \frac{1}{2} \delta_{ij} \left( U_{ij} + \sum_k U_{ik} \right).$$

(70)

Here $O_j$ denotes the nearest neighbors of the site $j$. We see that for the Hubbard model with translationally invariant interactions ($U_{ij} = U_{i+k,j+k}$ for arbitrary $k$) the Weyl ordering only gives a term proportional to the total number of particles, which can be absorbed into the overall phase or the chemical potential. However, as we will illustrate in Appendix B the extra terms can be very important in other situations with e.g. spatially dependent interactions. Let us note that the Planck’s constant in Eq. (69) can be safely set to unity by either redefining energy or time units. This is in fact customary in cold atom systems where relevant energy scales are often measured in Hz (see e.g. Ref. (Bloch et al., 2008)). The real parameter, which determines the degree of quantum fluctuations is the occupancy of relevant bosonic modes: classical waves correspond to high occupation numbers.

1. Truncated Wigner Approximation

Similarly to the coordinate-momentum picture in the leading semiclassical order (or TWA) quantum corrections appear only through the initial conditions and the form of the observable

$$\langle \Omega(\hat{\psi}, \hat{\psi}^\dagger, t) \rangle = \int \int d\psi_0 d\psi_0^* W_0(\psi_0, \psi_0^*) \Omega_W(\psi(t), \psi^*(t), t),$$

(71)

The integral above is taken over different realizations of all components of initial values of $\psi$ and $\psi^*$ so that $d\psi_0 d\psi_0^*$ stands for $\prod_j d\psi_{0,j} d\psi_{0,j}^*$. The fields $\psi(t)$ and $\psi^*(t)$ are related to $\psi_0$ and
ψ_0^* via the solution of Eqs. (69). The W_0(ψ_0, ψ_0^*) is the Wigner transform of the initial density matrix (20), and Ω_W(ψ(t), ψ^*(t), t) is the Weyl symbol of the operator ̂Ω (24).

For computing non-equal time correlation functions we can use the recipe similar to the one discussed above in Sec. III.A.2. In particular, we can extend the coherent state Bopp operators (33) and (34), to the Heisenberg representation:

\[ \hat{ψ}_j^\dagger(t) \rightarrow ψ_0^* + \frac{1}{2} \frac{∂}{∂ψ_j(t)} = ψ_0^* (t) + \frac{1}{2} \frac{∂}{∂ψ_j(t)}, \]

\[ \hat{ψ}_j(t) \rightarrow ψ_j(t) + \frac{1}{2} \frac{∂}{∂ψ_j^*(t)} = ψ_j(t) - \frac{1}{2} \frac{∂}{∂ψ_j^* (t)} \]

interpreting the partial derivatives as response to infinitesimal quantum jumps. Namely, the derivative with respect to ψ_j(t) in the equation for ψ_j^*(t) implies that at moment t the field ψ_j(t) undergoes an infinitesimal jump ψ_j(t) → ψ_j(t) + δψ_j(t). Then one needs to evaluate the derivative of all operators appearing on the right of ψ_j^*(t) with respect to this jump. The derivatives above can also rewritten in terms of real and imaginary parts of ψ according to the standard rules:

\[ \frac{∂}{∂ψ} = \frac{1}{2} \left( \frac{∂}{∂ℜψ} - i \frac{∂}{∂ℑψ} \right), \quad \frac{∂}{∂ψ^*} = \frac{1}{2} \left( \frac{∂}{∂ℜψ} + i \frac{∂}{∂ℑψ} \right). \] (74)

2. Quantum corrections.

As in the case of the coordinate-momentum representation, quantum corrections to Eq. (71) can be written either in the form of nonlinear response or stochastic quantum jumps. In the first way (cf. Eq. (58)) we get

\[ \langle ̂Ω(ψ, ψ^*, t) \rangle \approx \int \int dψ_0 dψ_0^* W_0(ψ_0, ψ_0^*) \]

\[ \left( 1 - \frac{i}{4ℏ} \int_0^t dτ \sum_{ijkl} u_{ijkl} \left[ ψ_i^*(τ) \frac{∂^3}{∂ψ_j(τ)∂ψ_k^*(τ)∂ψ_l^*(τ)} - \text{c.c.} \right] \right) Ω_W(ψ(t), ψ^*(t), t). \] (75)

The interpretation of this expression is also similar to what we encountered earlier. In the leading order in quantum fluctuations beyond TWA one has a single quantum jump where the classical field ψ_j(τ) undergoes the infinitesimal transformation ψ_j(τ) → ψ_j(τ) + δψ_j(τ). Then this field continues to evolve according to the classical equations of motion. In the end one calculates the nonlinear response of the desired observable to this jump. Further corrections appear as multiple quantum jumps. Note that for the two-body interactions there are no higher order quantum jumps which would correspond to fifth and higher order derivatives with respect to ψ and ψ^* (cf. Eq. (58)). As we discussed earlier, near the classical limit fields ψ have large occupation so the derivatives with respect to ψ and ψ^* give factors of the inverse square root of the occupation number.
One can represent these corrections also using stochastic quantum jumps:

\[
\langle \hat{\Omega}(\psi, \psi^*, t) \rangle \approx \int \int d\psi_0 d\psi^*_0 W_0(\psi_0, \psi^*_0) \left[ 1 - \frac{i}{4\hbar} \sum_n \sum_{ijkl} u_{ijkl} \int d\Gamma_{jkl}^\xi \left( \psi_i^* (\tau_n) F(\xi_j, \xi_k, \xi_l) - \psi_i (\tau_n) F^*(\xi_j, \xi_k, \xi_l) \right) \right]_{\delta\psi_0(\tau_n) = \xi_\alpha \sqrt{\Delta\tau}} \Omega_W(\psi(t), \psi^*(t), t),
\]

where \( a = j, k, l \) and \( d\Gamma_{jkl}^\xi \) is the phase space volume element with \( jkl \) denoting all nonequivalent permutations of indices \( i, j, k \). For \( j \neq k \neq l \) this phase space volume element is given by \( d\Gamma_{jkl}^\xi = d\xi_j d\xi_k d\xi_l d\xi^* \); for \( j \neq k = l \) it is \( d\Gamma_{jkk}^\xi = d\xi_j d\xi_k^* d\xi_k d\xi^*_k \) and so on. The interpretation of the jump \( \delta\psi_0 \) in Eq. \((76)\) is the same as in the coordinate-momentum representation: at the moment \( \tau_n \) the complex field \( \psi_0(\tau_n) \) jumps to \( \psi_0(\tau_n) + \delta\psi_0(\tau_n) \). The function \( F \) can be interpreted as the quasi-probability distribution of the stochastic quantum jump. It should satisfy the requirement that all its moments up to the second vanish and the third moments are equal to:

\[
\int d\Gamma_{jkl}^\xi \xi_j^* \xi_k^* \xi_l^* F(\xi_j, \xi_k, \xi_l) = (1 + \delta_{kl}),
\]

As in the coordinate-momentum case these requirements do not define \( F \) uniquely. A possible choice for this function is

\[
F(\xi_j, \xi_k, \xi_l) = \xi_j^* \xi_k \xi_l e^{-|\xi_j|^2 - |\xi_k|^2 - |\xi_l|^2}, \quad j \neq k \neq l,
\]

\[
F(\xi_j, \xi_j, \xi_k) = \xi_k \left( |\xi_j|^2 - 1 \right) e^{-|\xi_j|^2 - |\xi_k|^2}, \quad j \neq k
\]

\[
F(\xi_j, \xi_j, \xi_k) = \xi_j^* \xi_k^2 e^{-|\xi_j|^2 - |\xi_k|^2}, \quad j \neq k
\]

\[
F(\xi_j, \xi_j, \xi_j) = \xi_j^* \left( |\xi_j|^2 - 2 \right) e^{-|\xi_j|^2}.
\]

For the Bose-Hubbard model with the Hamiltonian \((66)\) and local interactions \( U_{ij} = U \delta_{ij} \) the general formula \((76)\) reduces to

\[
\langle \hat{\Omega}(\psi, \psi^*, t) \rangle \approx \int \int d\psi_0 d\psi^*_0 W_0(\psi_0, \psi^*_0) \left[ 1 - \frac{iU}{4\hbar} \sum_n \sum_j \int d\xi_j d\xi_j^* \left( \psi_j^* (\tau_n) F(\xi_j) - c.c. \right) \Omega_W(\psi(t), \psi^*(t), t) \right],
\]

where as in the Eq. \((76)\) at the moment \( \tau_n \) the classical field \( \psi_j \) undergoes a quantum jump \( \psi_j \rightarrow \psi_j + \xi_j \sqrt{\Delta\tau} \) and \( F(\xi_j) \) is given by Eq. \((81)\).

C. Spin systems.

In this section we will discuss expansion of dynamics for interacting spin systems or more generally dynamics of systems with angular momenta. We will work in units where \( \hbar = 1 \). The
classical limit corresponds to $S$, size of the spin, being large: $S \gg 1$ so the parameter of the expansion around the classical limit should be $1/S$. The spin operators satisfy the canonical commutation relations:

$$[\hat{s}_a, \hat{s}_b] = i \epsilon_{abc} \hat{s}_c,$$

(83)

where $\epsilon_{abc}$ is the fully antisymmetric tensor. Let us note that formally spin dynamics can be mapped to the dynamics of bosons using Schwinger representation [Auerbach, 1998]:

$$\hat{s}^z = \hat{\alpha}^\dagger \hat{\alpha} - \hat{\beta}^\dagger \hat{\beta}, \quad \hat{s}^+ = \hat{\alpha}^\dagger \hat{\beta}, \quad \hat{s}^- = \hat{\beta}^\dagger \hat{\alpha}.$$

(84)

This representation allows us to apply results from the previous section directly to the spin systems without need to introduce spin-coherent states (see e.g. Ref. (Takahashi and Shibata, 1975)). The bosonic fields $\alpha$ and $\beta$ in Eq. (84) should satisfy an additional constraint $\hat{n} = \hat{\alpha}^\dagger \hat{\alpha} + \hat{\beta}^\dagger \hat{\beta} = 2S$. In the imaginary time formalism of the equilibrium statistical mechanics this constraint poses an important problem and should be taken care of introducing an auxiliary constraint field at each moment of time (see e.g. Ref. (Arovas and Auerbach, 2009)). However, in real-time dynamics the situation is much less complicated because this constraint is preserved in time. Indeed $\hat{n}$ commutes with all spin operators and thus with any Hamiltonian with arbitrary spin-spin interactions. Therefore if the constraint is satisfied at the initial time then the dynamics of spins is equivalent to the unconstrained dynamics of bosons under the mapping (84). Thus semiclassical approximation (TWA), quantum-classical correspondence, and quantum corrections for spins can be directly deduced from the results of the previous section.

Quantum classical correspondence Using Eqs. (72) and (73) we can find an analogue of the Bopp operators for the spin systems:

$$\hat{s}^z \to \frac{\alpha^* \alpha - \beta^* \beta}{2} - \frac{1}{8} \left( \frac{\partial^2}{\partial \alpha^* \partial \alpha} - \frac{\partial^2}{\partial \beta^* \partial \beta} \right) - \frac{1}{4} \left( \alpha^* \frac{\partial}{\partial \alpha^*} - \frac{\partial}{\partial \alpha} - \beta^* \frac{\partial}{\partial \beta^*} + \frac{\partial}{\partial \beta} \right),$$

(85)

$$\hat{s}^+ \to \frac{\alpha^* \beta}{2} \left( \alpha^* \frac{\partial}{\partial \beta^*} - \beta \frac{\partial}{\partial \alpha} \right) - \frac{1}{4} \frac{\partial^2}{\partial \alpha \partial \beta^*},$$

(86)

$$\hat{s}^- \to \frac{\alpha \beta^*}{2} \left( \frac{\partial}{\partial \beta} - \beta^* \frac{\partial}{\partial \alpha^*} \right) - \frac{1}{4} \frac{\partial^2}{\partial \alpha^* \partial \beta}.\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (87)$$

These equations can be also written using compact notations:

$$\hat{s} \to \mathbf{s} - \frac{i}{2} \left[ \mathbf{s} \times \vec{\nabla} \right] - \frac{1}{8} \left[ \vec{\nabla} + (\mathbf{s} \cdot \vec{\nabla}) \vec{\nabla} - \frac{1}{2} \mathbf{s} \vec{\nabla}^2 \right],$$

(88)

where $\vec{\nabla} = \partial/\partial \mathbf{s}$. For example, for $s_z$ this correspondence gives

$$\hat{s}_z \to s_z - \frac{i}{2} \left( \frac{s_x \partial}{\partial s_y} - \frac{s_y \partial}{\partial s_x} \right) - \frac{1}{8} \frac{\partial}{\partial s_z} - \frac{s_z}{16} \left( \frac{\partial^2}{\partial s_x^2} - \frac{\partial^2}{\partial s_y^2} - \frac{\partial^2}{\partial s_z^2} \right) - \frac{s_x}{8} \frac{\partial^2}{\partial s_x \partial s_z} - \frac{s_y}{8} \frac{\partial^2}{\partial s_y \partial s_z}.$$

(89)
These formulae can be used in constructing Weyl symbols for various spin operators. Let us give a few specific examples:

\[
\hat{s}_z \rightarrow s_z, \quad \hat{s}_z^2 \rightarrow s_z^2 - \frac{1}{8}, \quad \hat{s}_z \hat{s}_x \rightarrow s_z s_x + \frac{i}{2} s_y.
\]

Note that the presence of \(i\) in the latter expression is not surprising since the product \(\hat{s}_z \hat{s}_x\) is not a Hermitian operator. Like before with coherent states the spin Bopp operators can be also used to find non-equal time correlation functions if we interpret derivatives as a response to infinitesimal jumps.

Wigner transform. In principle, the mapping (84) is sufficient to express the Wigner function of any initial state in terms of the bosonic fields \(\alpha\) and \(\beta\). General expressions can be quite cumbersome, however, one can use a simple trick to find a Wigner transform of any pure single spin state and then generalize it to any given density matrix. Assume that a spin is pointing along the \(z\)-axis. This can always be achieved by a proper choice of a coordinate system. Then in terms of bosons \(\hat{\alpha}\) and \(\hat{\beta}\) the initial state is just \(|2S + 1, 0\rangle\), where \(S\) is the size of the spin. In other words the wave function is a product of two Fock states one having \(2S + 1\) particles and one \(0\) particles. The corresponding Wigner transform is then (Gardiner and Zoller, 2004; Polkovnikov, 2003a):

\[
W(\alpha, \alpha^*, \beta, \beta^*) = 2 e^{-2|\alpha|^2 - 2|\beta|^2} L_{2S+1}(4|\alpha|^2),
\]

where \(L_N(x)\) is the Laguerre’s polynomial of order \(N\). At large \(S\) the Laguerre polynomial is a rapidly oscillating function and the Wigner transform is strongly localized near \(|\alpha|^2 = 2S + 1/2\) (see Ref. (Polkovnikov, 2003a)). So in this case to a very good accuracy (up to \(1/S^2\)) one can use

\[
W(\alpha, \alpha^*, \beta, \beta^*) \approx \sqrt{2} e^{-2|\beta|^2} \delta(|\alpha|^2 - 2S - 1/2).
\]

At the same time the fluctuations in \(\beta\) are usually much more important since they represent fundamental uncertainty between \(\hat{S}_z\) and the transverse components of the spin. Reexpressing the Wigner transform (91) in terms of spin components then we get

\[
W(s_z, s_\perp) = \frac{2}{\pi s} e^{-4s} L_{2S+1}(4|s_z + s|),
\]

where \(s_\perp = \sqrt{s_x^2 + s_y^2}\) and \(s = \sqrt{s_z^2 + s_\perp^2}\) represent transverse component and the total magnitude of the classical spin respectively. The Wigner function is normalized in such a way that

\[
\int_{-\infty}^{\infty} ds_z \int_0^{\infty} s_\perp ds_\perp \int_0^{2\pi} d\phi W(s_z, s_\perp) = 1,
\]
where $\phi$ is the polar angle of the spin in the $xy$ plane. When $S$ is large we have $s_z \approx s$ strongly peaked around $S$ and then Eq. (93) reduces to

$$W(s_z, s) \approx \frac{1}{\pi S} e^{-s_s^2 / S} \delta(s_z - S).$$  \hspace{1cm} (95)

This Wigner function has a transparent interpretation. If the quantum spin points along the $z$ direction, because of the uncertainty principle, the transverse spin components still fluctuate due to zero point motion so that

$$\langle s_z^2 \rangle = \langle s_y^2 \rangle = \frac{S}{2}. \hspace{1cm} (96)$$

This is indeed the correct quantum-mechanical result. Clearly from Eq. (93) one can derive the Wigner function for a spin with an arbitrary orientation by the appropriate rotation of the coordinate axes.

For more complicated correlated spin systems the trick with aligning all spins along a particular axis does not work. In this case one can always rely on the Schwinger representation to get the Wigner function and then reexpress this function through the spin components. Alternatively one can directly work with the spin coherent states (Takahashi and Shibata, 1975) and compute the Wigner transform without referring to the bosonic representation of spins. An example of such computation for two spin one half particles can be found in Ref. (Cohen and Scully, 1986).

Quantum corrections. Let us consider only the situation with two spin interactions of the form:

$$\hat{H}_f = \sum_{i,j} J_{i,j}^{a,b} \hat{s}_{a,i} \hat{s}_{b,j}, \hspace{1cm} (97)$$

where $a, b = x, y, z$. The corrections to the TWA can be again characterized by quantum jumps. These jumps can be recast in the form of nonlinear response so that within the first order in $1/S$ we have the following expression for the expectation value of an arbitrary observable:

$$\langle \hat{\Omega}(t) \rangle = \int ds_0 W(s_0) \left[ \frac{1}{8} \int_0^t d\tau \sum_{i,j} J_{i,j}^{a,b} [s_i(\tau) \times \nabla_i]_a \langle 2 (s_j(\tau) \cdot \nabla_j) \nabla_{b,j} - s_{b,j}(\tau) \nabla_j^2 \rangle \right] \Omega_W(s(t), t),\hspace{1cm} (98)$$

where $\nabla_j = \partial / \partial s_j(\tau)$ and $\nabla_{b,j} = \partial / \partial s_{b,j}(\tau)$. This expression should be understood in the same way as e.g. Eq. (75) for the coherent state evolution: at the moment $\tau$ the spins undergo infinitesimal jumps $s_j(\tau) \rightarrow s_j(\tau) + \delta s_j$ and at the end one evaluates the nonlinear response of the observable to these jumps. From the equation above it is clear that $1/S$ serves as the expansion parameter determining the strength of quantum fluctuations. Actually the small parameter is $1/S^2$ since the classical limit is achieved when $S \rightarrow \infty$, $J \rightarrow 0$ such that $JS =$const.
IV. APPLICATIONS

Let us now discuss applications of the formalism described in the previous section to a number of sample problems starting from a single-particle moving in a harmonic potential and then gradually increasing complexity towards interacting many-particle systems. For implementing TWA and quantum corrections one essentially needs two ingredients: calculating the initial Wigner function and solving corresponding classical equations of motion. For complicated initial states finding the Wigner function can be a very challenging task by itself. Since in this paper we are mostly concerned with understanding various aspects of the dynamics we will put the discussion of finding initial Wigner function aside by starting from simple initial states, which correspond to equilibrium in systems with a quadratic Hamiltonian. In many situations complications associated with finding the initial Wigner function can be avoided by either doing various approximations to the initial state like the Bogoliubov’s approximation (Blakie et al., 2008) or by starting from a simple initial state and then adiabatically evolving the Hamiltonian in time so that the couplings reach the desired values (Polkovnikov and Wang, 2004). This method is closely related to experimental procedures used in cold atoms, where one usually cools the system first and then adiabatically drives the system towards the desired regime e.g. by turning on optical lattice (Bloch et al., 2008). This method is also closely related to quantum annealing algorithms (Das and Chakrabarti, 2005; Farhi et al., 2001; Kadowaki and Nishimori, 1998; Santoro et al., 2002). If the evolution is sufficiently slow then one moves along the constant entropy curve. As long as one remains in the regime of small quantum fluctuations this method of adiabatically evolving the Hamiltonian is very reliable (Bistritzer and Altman, 2007; Polkovnikov and Wang, 2004). Though we would like to note that in some low dimensional systems the adiabatic limit can be achieved at anomalously slow rates (Polkovnikov and Gritsev, 2008). After the desired initial parameters of the Hamiltonian are reached via this procedure one can start real dynamical simulations.

A. Single particle in a harmonic potential.

As the first example let us consider a single particle moving in a harmonic potential. The advantage of starting from this simple situation is that all calculations can be done explicitly analytically. The Hamiltonian of a single harmonic oscillator is

\[ \hat{H}_0 = \frac{\hat{p}^2}{2m} + \frac{m\omega^2}{2}\hat{x}^2 = \hbar\omega(\hat{\psi}^\dagger\hat{\psi} + 1/2), \]  

(99)
where the coordinate and momentum operators $\hat{x}$ and $\hat{p}$ are related to creation and annihilation operators $\hat{\psi}$ and $\hat{\psi}^\dagger$ in a standard way:

$$\hat{\psi} = \sqrt{\frac{m\omega}{2\hbar}} \left( \hat{x} + \frac{i}{m\omega} \hat{p} \right), \quad \hat{\psi}^\dagger = \sqrt{\frac{m\omega}{2\hbar}} \left( \hat{x} - \frac{i}{m\omega} \hat{p} \right). \quad (100)$$

Now suppose that the particle is prepared in the ground state and we are suddenly applying a linear potential $V(x) = -\lambda x$. So that the Hamiltonian becomes

$$\hat{\mathcal{H}} = \hat{\mathcal{H}}_0 - \lambda \hat{x} \quad (101)$$

Next we compute various observables as a function of time.

**Coordinate-momentum representation.** First we will solve this problem using the coordinate-momentum representation. The ground state wave function for a harmonic oscillator is:

$$\psi_0(x) = \frac{1}{(2\pi)^{1/4} \sqrt{a_0}} e^{-x^2/4a_0^2}, \quad (102)$$

where $a_0 = \sqrt{\hbar/2m\omega}$ is the oscillator length (Landau and Lifshitz 1981). According to Eq. (5) the Wigner transform corresponding to this wave function is

$$W(x_0, p_0) = \int d\xi \psi^*(x_0 + \xi/2)\psi(x_0 - \xi/2)e^{ip\xi/\hbar} = 2 \exp \left[ -\frac{x_0^2}{2a_0^2} - \frac{p_0^2}{2q_0^2} \right], \quad (103)$$

where $q_0 = \hbar/2a_0 = \sqrt{m\omega\hbar/2}$. In this case $W(x_0, p_0)$ is positive definite and can be straightforwardly interpreted as the probability distribution of the initial coordinate and momentum. Next we need to solve the classical equations of motion:

$$\frac{dp}{dt} = -m\omega^2 x + \lambda, \quad \frac{dx}{dt} = \frac{p}{m} \quad (104)$$

satisfying the initial conditions $x(0) = x_0, p(0) = p_0$. Clearly the solution is

$$x(t) = x_{cl}(t) + x_0 \cos(\omega t) + \frac{p_0}{m\omega} \sin(\omega t), \quad (105)$$

where $x_{cl}(t) = \lambda/m\omega^2 (1 - \cos(\omega t))$ is a classical result describing the motion of the particle which is initially set to rest. Then we need to substitute this solution to the observable corresponding to the quantum operator of interest and find the average over the initial conditions.

For the expectation value of the position we trivially find $\langle \hat{x}(t) \rangle = x_{cl}(t)$, which is just a particular case of the Ehrenfest’s principle (Shankar 1994). Similarly we find

$$\langle \hat{x}^2 \rangle = x^2(t) = x_{cl}^2(t) + a_0^2. \quad (106)$$

This is of course also the correct result, which can be easily obtained from the solution of the Schrödinger equation.
Next let us show how to compute a non-equal time correlation function. In particular, \( \langle \hat{x}(t)\hat{x}(t') \rangle \) with \( t < t' \). In this case according to Eq. (46) we need to substitute \( x(t) \rightarrow x(t) + i\hbar/2\partial/\partial p \) and proceed with the classical calculation. This substitution is equivalent to an infinitesimal quantum jump in the momentum: \( p(t) \rightarrow p(t) + \delta p \). At the later moment \( t' \) we need to evaluate the response of the coordinate to this jump. Then we find

\[
\langle \hat{x}(t)\hat{x}(t') \rangle = \left( x_{cl}(t) + x_0 \cos(\omega t) + \frac{p_0}{m\omega} \sin(\omega t) + \frac{i\hbar}{2} \frac{\partial}{\partial \delta p} \right) \times \left( x_{cl}(t) + x_0 \cos(\omega t') + \frac{p_0}{m\omega} \sin(\omega t') + \frac{\delta p}{m\omega} \sin(\omega(t' - t)) \right) = x_{cl}(t)x_{cl}(t') + a_0^2 \cos(\omega(t - t')) + ia_0^2 \sin(\omega(t' - t)).
\]

Note that this correlation function is complex because it does not correspond to the expectation value of a Hermitian operator. Similarly for the correlator with the opposite ordering of \( t \) and \( t' \) we find

\[
\langle \hat{x}(t')\hat{x}(t) \rangle = x_{cl}(t)x_{cl}(t') + a_0^2 \cos(\omega(t - t')) - ia_0^2 \sin(\omega(t' - t))
\]

Therefore the symmetric part of the correlator corresponding to the result of a classical measurement (Clerk et al., 2008) is given by

\[
\frac{\langle \hat{x}(t')\hat{x}(t) + \hat{x}(t)\hat{x}(t') \rangle}{2} = x_{cl}(t)x_{cl}(t') + a_0^2 \cos(\omega(t - t'))
\]

and the quantum antisymmetric part is

\[
\langle \hat{x}(t)\hat{x}(t') - \hat{x}(t')\hat{x}(t) \rangle = 2ia_0^2 \sin(\omega(t' - t)).
\]

The quantum part vanishes in the limit \( \hbar \rightarrow 0 \) as it should.

**Coherent state representation.** Now we will illustrate how the same results can be obtained in the coherent state picture. In the second quantized form the Hamiltonian of the system reads

\[
\mathcal{H} = \hbar \omega (\hat{\psi}^\dagger \hat{\psi} + 1/2) - \lambda a_0 (\hat{\psi} + \hat{\psi}^\dagger).
\]

The classical equation of motion for the complex field \( \psi \) can be obtained from Eqs. (30) and (111):

\[
ih \frac{\partial \psi}{\partial t} = \hbar \omega \psi - \lambda a_0,
\]

which has the solution

\[
\psi(t) = \frac{\lambda a_0}{\hbar \omega} (1 - e^{-i\omega t}) + \psi_0 e^{-i\omega t}.
\]
Using Eq. (26) one can show that the Wigner transform of the initial vacuum state is

\[ W(\psi_0, \psi_0^*) = 2e^{-2|\psi_0|^2}. \]  

(114)

Now we can find the desired expectation values

\[ \langle \hat{x}(t) \rangle = a_0(\psi(t) + \psi^*(t)) = \frac{2a_0^2\lambda}{\hbar \omega}(1 - \cos(\omega t)) = x_{cl}(t). \]  

(115)

Similarly

\[ \langle \hat{x}^2(t) \rangle = a_0^2(\psi^2(t) + (\psi^*(t))^2 + 2\psi(t)\psi^*(t)) = x_{cl}^2(t) + a_0^2. \]  

(116)

We obviously got the same answers as before. Similarly one can verify the result for the non-equal time correlation function. Of course it is not surprising that both methods give identical exact results for harmonic systems. However, it is important to realize that once we deal with more complicated interacting models the correct choice of the phase space can significantly simplify the problem. Moreover the expansions around the two possible classical limits are very different. Thus for a system of noninteracting particles moving in some external potential TWA in the coordinate-momentum representation is only approximate unless the potential is harmonic. At the same time TWA in the coherent state representation is exact.

**B. Single particle in a Mexican-hat potential.**

Let us now move to a somewhat more complicated problem, where we will still deal with a single-particle physics but in a quartic potential so that the Hamiltonian is:

\[ \hat{H}(t) = \frac{\hat{p}^2}{2m} + \frac{m\omega^2}{2} (\kappa(t)x^2 + \lambda \dot{x}^4). \]  

(117)

We assume that initially \( \kappa(0) = 0 \) and the particle is in the ground state. Then \( \kappa(t) \) changes in time according to

\[ \kappa(t) = \begin{cases} 
1 - \delta t & 0 < t \leq 2/\delta \\
-1 & t > 2/\delta 
\end{cases} \]  

(118)

At the moment when \( \kappa(t) \) becomes negative classical equilibrium becomes unstable and the particle should move to one of the new minima (see the inset in Fig. 1). The parameter \( \delta \) in Eq. (118) controls the rate of the change of the Hamiltonian. Note that classically the particle with the initial conditions \( x = 0, p = 0 \) will always remain at the same position. However, zero point fluctuations allow the particle to fall down to one of the minima and form the “Schrödinger cat” state. In
FIG. 1 Time dependence of the variance of the displacement of a particle initially prepared in the ground state of the Hamiltonian \( H_1 \) with \( \kappa = 1 \) and \( \lambda = 0 \). Then the potential evolves according to Eq. (118) with \( \delta = 0.1 \). The other parameters are \( \lambda = 0.1, m = 10, \omega_0 = 1 \). We work with the units where \( \hbar = 1 \). The solid black curve represents the exact solution of the Schrödinger equation and the dashed red line represents the result of TWA. The inset shows the evolution of the shape of the potential with time.

Fig. 1 we plot the variance of the coordinate as a function of time for the parameters \( \delta = 0.1, \lambda = 0.1, m = 10, \) and \( \omega_0 = 1 \). It is easier to work with the units, where \( \hbar = 1 \). Then it is the inverse mass which plays the role of the quantum parameter: instead of \( \hbar = 1 \) and \( m = 10 \) we could choose \( \hbar = 0.1 \) and \( m = 1 \) and get identical results up to rescaling of units. As it is clear from the figure, the motion near \( x = 0 \) indeed becomes unstable after \( \kappa(t) \) becomes negative and \( \langle x^2(t) \rangle \) rapidly increases. Then at a certain point \( t = 2/\delta \) the potential becomes stationary and the particle oscillates around one of the two new minima. Clearly in this case we find the perfect agreement between the exact and the TWA solutions for considerably long times.

For a sudden quench \( \delta \to \infty \) the classical equations of motion governing the dynamics determined by the Hamiltonian \( H_1 \) can be solved explicitly:

\[
x(t) = \sqrt{2\alpha} \cs\left( \sqrt{1 + \lambda(\omega t + \beta)} \left| \frac{2\alpha}{1 + \sqrt{1 + 2\lambda \beta}} \right. \right),
\]

where \( \cs(u|m) \) is the elliptic function and \( \alpha \) and \( \beta \) are the free parameters determined by the initial
FIG. 2 Same as in Fig. 11 but for a sudden change of the parameter $\kappa$ from 1 to $-1$. It is clear that the TWA accurately describes the first oscillation of $\langle \dot{x}^2(t) \rangle$ but then starts to deviate from the exact result.

conditions. If the parameter $\lambda$ in Eq. (117) is small then at short times the quartic term in the Hamiltonian is irrelevant and Eq. (119) simplifies to

$$x(t) \approx \sqrt{2\alpha} \sinh(\beta + \omega t)$$

so that

$$x_0 \approx \sqrt{2\alpha} \sinh \beta, \quad p_0 \approx \sqrt{2\alpha \omega/m} \cosh(\beta).$$

(121)

These relations allow one to express the unknown constants $\alpha$ and $\beta$ through initial conditions and then average an observable of interest over these initial conditions with the Wigner function. In particular, at short times when the approximation (120) still holds (or when $x^2 \ll 1/\lambda$) we find that

$$\langle x^2 \rangle \approx \frac{\hbar}{2m\omega} \cosh 2\omega t$$

(122)

From this expression we can estimate the time it takes the particle to reach one of the minima of the mexican hat potential

$$t^* \approx \frac{1}{2\omega} \ln \left[ \frac{2m\omega}{\hbar \lambda} \right].$$

(123)
FIG. 3 Same as in Fig. 2. The additional blue line represents the first quantum correction evaluated according to Eq. (53) with $\Delta \tau = 0.25$. Despite this value of the time step is quite large, we checked that the results are insensitive to this particular choice. It is clear that the quantum correction extends the agreement of TWA with the exact solution to a longer time.

This result can be of course obtained by more elementary methods. Using properties of the elliptic functions one can analyze corrections to Eq. (122). Our goal here is, however, to understand the limits of applicability of the semiclassical approach and analyze the lowest quantum corrections to the dynamics. For this purpose we will proceed with numerical results.

In Fig. 2 we plot the results of the semiclassical (TWA) and exact calculations for the variance of the displacement of the particle after a sudden quench. It is clear that TWA describes very well the initial spread of the wave packet representing the particle and its following collapse. However, at later times the exact and semiclassical curves start to depart from each other and the quantitative agreement is lost. In Fig. 3 we show the same plot on a shorter time scale with an additional line representing the first quantum correction evaluated according to Eq. (53). This correction extends the validity of TWA, however, always remaining relatively small and thus failing to indicate where TWA breaks down. As we will see in the next example the situation can be quite different and the quantum correction can accurately predict where TWA stops being valid. Note that for evaluating the correction formally one needs to take the limit $\Delta \tau \to 0$. However, in
practice we used a relatively big time step $\Delta \tau = 0.25$ and yet got accurate results, which do not change if $\Delta \tau$ becomes smaller. From this simple example it is evident that the quantum diffusion gives very robust results similarly to the classical Langevin type diffusion and thus can be used for practical calculations. We note that the formal evaluation of the response according to Eq. (52) gives very poorly converging integrals because of the unstable classical dynamics near $x = 0$ and thus it is not suitable for numerical purposes.

C. Sine-Gordon model.

Further increasing the complexity of the system in this section we will show how the formalism can be applied to the sine-Gordon (SG) model, which is described by the following Hamiltonian (Giamarchi, 2004):

$$\hat{H} = \int \frac{dx}{2} \left[ \hat{n}^2(x) + (\partial_x \hat{\phi}(x))^2 - 2V \cos(\beta \hat{\phi}(x)) \right],$$

(124)

where $\hat{n}(x)$ and $\hat{\phi}(x)$ are conjugate variables with canonical commutation relations (like coordinate and momentum) and $\beta$ is the parameter, which characterizes the strength of quantum fluctuations and plays the role of $\hbar$. This model has numerous applications in different areas of physics. Both classical and quantum SG models are integrable (Lukyanov and Zamolodchikov, 1997). The discrete version of the SG model, where $\partial_x \phi \rightarrow \phi_{j+1} - \phi_j$, is known under the name of the Frenkel-Kontorova model (Chaikin and Lubensky, 1995). Its Hamiltonian is

$$\hat{H} = \sum_j \left[ \hat{n}_j^2 + \frac{1}{2a^2} (\hat{\phi}_j - \hat{\phi}_{j+1})^2 - V \cos(\beta \hat{\phi}_j) \right].$$

(125)

Here $a$ is the lattice constant with $a \rightarrow 0$ corresponding to the continuous SG model. The model above has identical low-energy properties as the SG model. We will use the Frenkel-Kontorova model in actual numerical simulations and will set $a = 1$.

If the SG model represents commensurate bosons in an optical lattice potential then $\beta = 2\sqrt{\pi/K}$, where $K$ is the Luttinger-liquid parameter (Büchler et al., 2003). For $\beta < 2\sqrt{2\pi}$ the cosine potential is relevant in equilibrium and for $\beta > 2\sqrt{2\pi}$ it is irrelevant (Giamarchi, 2004). This means that in the former case even for the infinitesimal value of $V$ the system opens a gap in the spectrum (Donohue and Giamarchi, 2001; Mathey et al., 2008). In this regime the structure of the

---

3 There is some controversy in the literature in defining either the Luttinger-Liquid parameter or its inverse enters the expression for $\beta$. We use the convention discussed in e.g. Refs. (Cazalilla, 2004; De Grandi et al., 2008), where large $K$ corresponds to weak interactions.
spectrum of the SG model is quite rich. Thus at $\beta \leq 2\sqrt{\pi}$ the elementary excitations, solitons, can bind together to form new quasiparticles $B_1$ breathers. Then at $\beta \leq \sqrt{2\pi}$ $B_1$ breathers can bind to form $B_2$ breathers and so on (Gritsev et al., 2007a,b). Details of the spectrum of the excitations are important for understanding non-equilibrium dynamics. In particular, it was shown that for $\beta < 2\sqrt{\pi}$ quench in the SG model can lead to damped or undamped oscillations at frequencies corresponding to the breather’s masses (Gritsev et al., 2007a). For large $\beta$, where the cosine term is irrelevant and the spectrum is gapless, one can expect strong damping of the oscillations or no oscillatory behavior at all.

For the purpose of this paper it is important to realize that $\beta$ plays the role of the Planck’s constant. This can be seeing, for example, from the rescaling $\phi \rightarrow \phi/\beta$ and noticing that $1/\beta$ becomes the saddle point parameter of the quantum evolution operator. Thus for $\beta \ll 1$ we expect that the semiclassical description is valid and for $\beta \gg 1$ it fails. To simulate the time evolution in the SG model we chose a particular dependence of the coupling $V$ on time: $V(t) = 0.1 \tanh(0.2t)$. For a system of commensurate bosons this corresponds to turning on an optical lattice (De Grandi et al., 2008). We will be interested in the expectation value of $\cos(\beta \dot{\phi})$ as a function of time. On general grounds we anticipate a large response for small $\beta$, where the potential is strongly relevant, and conversely a small response at large $\beta$.

First let us assume that the system is initially prepared in the ground state. The latter corresponds to the product of ground states of harmonic oscillators corresponding to different momenta $q$. Thus the Wigner function of this state is a product of Gaussians. In particular, for the Frenkel-Kontorova model with $a = 1$ we have

$$W(\phi^0_q, n^0_q) = \prod_q \exp \left[ -\frac{|\phi^0_q|^2}{2\sigma^2_q} - 2\sigma^2_q |n^0_q|^2 \right],$$

(126)

where $\sigma_q = 1/\sqrt{2\omega_q}$, $\omega_q = 2\sin(q/2)$, and $q = 2\pi n/L$ with $n = 0, 1, ..L - 1$ ($L$ is the system size). We note that the zero momentum mode is characterized by $n_q = 0$ and random $\phi_q$. From this distribution we can generate the initial values for $\phi^0_j$ and $n^0_j$ in real space:

$$\phi^0_j = \frac{1}{\sqrt{L}} \sum_q \text{Re} (\phi^0_q e^{iqj}), \quad n^0_j = \frac{1}{\sqrt{L}} \sum_q \text{Re} (n^0_q e^{iqj})$$

(127)

Within TWA we need to solve the classical equations motion:

$$\frac{d^2 \phi_j}{dt^2} = (\phi_{j+1} + \phi_{j-1} - 2\phi_j) - \beta V(t) \sin(\beta \phi_j)$$

(128)

subject to the random initial conditions $\phi_j(t = 0) = \phi^0_j$, $\dot{\phi}_j(t = 0) = n^0_j$ distributed according to Eqs. (126) and (127). The first quantum correction to the semiclassical approx-
imation can be evaluated according to Eq. (53), where the third derivative of the potential 
\( V_{3,j}(\tau_i) = -V(\tau_i)\beta^3 \sin(\beta \phi_j(\tau_i)). \)

Before showing numerical results we would like to emphasize the difference between expanding
 evolution in quantum fluctuations (\( \beta \)) and in the strength of interaction \( V \). Note that since for
 noninteracting problems TWA is exact the expansion in \( \beta \) is also the expansion in \( V \). However
 these two expansions are very different. The expansion in \( \beta \) requires solving nonlinear classical
 equations of motion taking into account \( V \) at the classical level in all orders of perturbation theory.
 Conversely linear response (and higher order corrections in \( V \)) assumes that the potential is a weak
 perturbation but treats all orders in \( \beta \) exactly. It is clear that the perturbative expansion in \( V \)
 should work better at large values of \( \beta \) where the cosine potential is less relevant. Conversely the
 expansion in \( \beta \) should work better when \( \beta \) is small and the cosine potential is strongly relevant.

The expectation value of \( \cos(\beta \hat{\phi}) \) within the linear response theory is given by (Abrikosov et al.,
1965):

\[
\langle \cos(\beta \hat{\phi}(t)) \rangle \approx i \int_0^t dt \int_0^L dx V(t') \left\langle \left[ \cos(\beta \hat{\phi}(x,t')), \cos(\beta \hat{\phi}(0,t)) \right] \right\rangle_0,
\]

where the index “0” indicates that the averaging is taken over the initial state with the evolution
given by the unperturbed Hamiltonian (without the cosine term). The correlation function above
is related to the imaginary part of the retarded correlation function (Abrikosov et al., 1965), which
can in turn be evaluated by analytic continuation of the corresponding imaginary time correlation
function (Giamarchi, 2004) to the real time axis. Then we find:

\[
\langle \cos(\beta \hat{\phi}(t)) \rangle \approx \int_0^t d\tau V(t-\tau) \sum_j \exp \left\{ -\frac{\beta^2}{2L} \sum_{q=0}^{L-1} \frac{1 - \cos(qj) \cos(\omega_q \tau)}{\omega_q} \right\} \sin \left\{ \frac{\beta^2}{2L} \sum_{q=0}^{L-1} \frac{\cos(qj) \sin(\omega_q \tau)}{\omega_q} \right\}.
\]

We note that the \( q = 0 \) mode here has to be included in the expression above with the 0/0
uncertainty evaluated according to the L’Hospital’s rule.

We can also evaluate the analytical expression for the linear response within the semiclassical
truncated Wigner approach:

\[
\langle \cos(\beta \hat{\phi}(t)) \rangle_{sc} \approx \int_0^t d\tau V(t-\tau) \sum_j \exp \left\{ -\frac{\beta^2}{2L} \sum_{q=0}^{L-1} \frac{1 - \cos(qj) \cos(\omega_q \tau)}{\omega_q} \right\} \left[ \frac{\beta^2}{2L} \sum_{q=0}^{L-1} \frac{\cos(qj) \sin(\omega_q \tau)}{\omega_q} \right].
\]

The expressions (130) and (131) almost coincide except for the last multiplier. Clearly in the limit of
small \( \beta \) the argument of the sine function in the exact expression is small and the difference between
the two results vanishes. Therefore within the linear response the TWA result is accurate up to the terms $O(\beta^6)$. Comparison between Eqs. (130) and (131) also shows that TWA gives accurate results at short times even if $\beta$ is not small. This is in accord with our general expectations that TWA is asymptotically exact at small $t$. Whether TWA always remains accurate or diverges at long times is on the other hand highly non-universal. For example if the sum over momenta $q$ in the argument of the sine function in Eq. (130) is bounded at all times, which would be the case in higher dimensions, then the difference between Eqs. (130) and (131) remains small at all times provided that $\beta \ll 1$. One can expect that in this situation TWA remains accurate for infinitely long times even beyond the linear response approximation.

Next we compare the results for the expectation value of $\cos(\beta \hat{\phi})$ within TWA and the additional quantum correction with the full linear response calculations for different values of $\beta$. As we mentioned above we take $V(t) = 0.1 \tanh(0.2t)$ so that the potential always remains small and the linear response is justified at least for relatively short times. Thus we can use the linear response analysis to determine the accuracy of the semiclassical approach and the quantum corrections at short times.
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**FIG. 4** Time dependence of $\langle \cos(\beta \hat{\phi}) \rangle$ for the discretized SG model described by the Hamiltonian (124) with the system size $L = 20$, $\beta = 2\sqrt{\pi}$, and the cosine potential turning on as $V(t) = 0.1 \tanh(0.2t)$. The three plots correspond to the TWA, TWA with the first quantum correction, and the linear response.
In Fig. 4 we show time dependence of $\langle \cos(\beta \hat{\phi}) \rangle$ for $\beta = 2\sqrt{\pi}$ and $L = 20$. The three plots correspond to the semiclassical approximation, the first quantum correction evaluated according to Eq. (53) with $\Delta \tau = 0.2$ (see Appendix A for additional details), and the linear response. While the cosine potential is relevant in this regime the linear response is remains valid for sufficiently long times and thus gives an accurate prediction for the exact result. It is clear from the plot that TWA is valid only at very short times and then rapidly breaks down. The first quantum correction significantly extends the TWA approach and unambiguously shows where TWA breaks down.

![Graph showing time dependence of $\langle \cos(\beta \hat{\phi}) \rangle$ for $\beta = 2\sqrt{\pi}$ and $L = 20$.](image)

**FIG. 5** Same as in Fig. 4 but for $\beta = \sqrt{2\pi}$.

The situation changes dramatically if we consider smaller values of $\beta$, i.e. if we go closer to the classical limit. Thus in Fig. 5 we plot $\langle \cos(\beta \hat{\phi}) \rangle$ for $\beta = \sqrt{2\pi}$, i.e. a factor of $\sqrt{2}$ smaller than in Fig. 4. Despite this is a relatively small change in the parameter $\beta$ the results are quite different. First the linear response is clearly valid for much shorter times $t \lesssim 5$. After that the linear response calculation is not reliable leading to a spurious divergence of $\langle \cos(\beta \hat{\phi}) \rangle$. Second the accuracy and the time domain of validity of the semiclassical approximation is significantly improved compared to the previous case. The first quantum correction again clearly extends the domain of applicability of the semiclassical approach. And finally in Fig. 6 we plot the same dependences for even smaller $\beta = \sqrt{\pi}$. Now the linear response result shows a very good agreement with the TWA calculation for
FIG. 6 Same as in Fig. (4) but for $\beta = \sqrt{\pi}$.

relatively short times $t \lesssim 5$. The first quantum correction makes this agreement almost ideal. At longer times the linear response clearly breaks down, however the first quantum correction to the semiclassical result continues to be small. Thus we can expect that the semiclassical approximation is very accurate here. It is interesting that by changing the parameter $\beta$ (which plays the role of $\hbar$) by only a factor of two we expand the regime of validity of TWA by at least two orders of magnitude.

Instead of starting from the ground state one can consider a situation, where the system is initially prepared at finite temperature $T$. The Wigner function for the thermal density matrix can be straightforwardly evaluated using Eq. (148) (see also the supplementary information of Ref. (Polkovnikov and Gritsev, 2008)):

$$W(\phi_0^q, n_0^q) = \prod_q \exp \left[ -|\phi_0^q|^2 - \frac{2\sigma_q^2}{r_q} n_0^q \right],$$

(132)

where $r_q = \coth(\omega_q/(2T))$. In the limit $T \ll \omega_q$ we have $r_q \to 1$ and we recover the zero temperature result (126). In the opposite limit $T \gg \omega_q$ we get

$$W(\phi_q^0, n_q^0) \to \prod_q \exp \left[ -\left|\frac{|\phi_q^0|^2}{2\omega_q} + \frac{n_q^0}{2T} \right| \right],$$

(133)
which is nothing but the Boltzmann’s distribution. We note that for any nonzero temperature the
distribution of the zero momentum mode \((q = 0)\) is always Boltzmann’s because there is no zero
point energy associated with this mode, which simply describes translation of the whole chain.
It is interesting to observe that the uncertainty between conjugate variables \(\phi^0_q\) and \(n^0_q\) at finite
temperatures satisfies:

\[
\delta|\phi^0_q|\delta|n^0_q| = \frac{1}{2}r^2_q.
\]

Thus we recover the minimum uncertainty relation at \(T \to 0\) and \(\delta|\phi^0_q|\delta|n^0_q| \sim 2T^2/|\omega_q|^2 \gg 1\) at
large \(T\).

It is also straightforward to generalize Eq. (130) to the case of nonzero temperatures:

\[
\langle \cos \beta \hat{\phi}(t) \rangle \approx \int_0^t d\tau V(t-\tau)
\times \sum_j \exp \left[ -\frac{\beta^2}{2L} \left( \sum_{q=1}^{L-1} \frac{1 - \cos(qj) \cos(\omega_q \tau)}{\omega_q \tanh(\omega_q/2T)} + T\tau^2 \right) \right] \sin \left[ \frac{\beta^2}{2L} \sum_{q=0}^{L-1} \frac{\cos(qj) \sin(\omega_q \tau)}{\omega_q} \right].
\]

(135)

\[\text{FIG. 7 Same as in Fig. (4) but for } \beta = \sqrt{2\pi} \text{ and initial temperature } T = 0.2.\]

The results of the TWA simulations, the first quantum correction as well as the linear response
calculations for \(T = 0.2\) and \(\beta = \sqrt{2\pi}\) are plotted in Fig. [7]. Perhaps a somewhat unexpected
feature of the simulations is that even at finite initial temperatures the semiclassical approximation still shows significant deviations from the exact result. As in the zero temperature case the first quantum correction considerably extends the time domain of the applicability of the semiclassical approximation. We want to stress again that the small parameter of the theory is $\beta$. In simulations we used $\beta = \sqrt{2\pi}$ corresponding to the regime of relatively strong quantum fluctuations. We intentionally used this regime to emphasize the significance of the quantum correction. For smaller value of $\beta$ the accuracy of TWA improves dramatically like in Fig. 6.

D. Dynamics in the coherent state representation.

In this section we will address various problems in the coherent state phase space. We will review both examples discussed in some earlier works and present a couple of new ones. Most of the examples here have direct relevance to the cold atom experiments. We want to emphasize that the main goal of this section is to verify accuracy of the formalism discussed here. So some of the problems discussed here will be somewhat artificial. A detailed overview of applying TWA to experimentally relevant situations in cold atom systems can be found in the review (Blakie et al., 2008) and in more recent works (Fang et al., 2009; Hipolito and Polkovnikov, 2010; Martin and Ruostekoski, 2009; Mathey and Polkovnikov, 2009; Sau et al., 2009).

1. Collapse of a coherent state

The first example we will briefly review here deals with the evolution of the initial coherent state with on average $N$ particles per site subject to the Hamiltonian containing only the interaction term (see Ref. (Polkovnikov, 2003a) for more details):

$$\hat{H} = \frac{U}{2} \hat{\psi}^\dagger \hat{\psi}(\hat{\psi}^\dagger \hat{\psi} - 1).$$  \hspace{1cm} (136)

This problem is closely related the collapse-revival experiment by M. Greiner et. al. (Greiner et al., 2002). Because the problem does not have a kinetic term it can be easily solved analytically. In particular, the expectation value of the annihilation operator is given by (Polkovnikov, 2003a):

$$\langle \hat{\psi}(t) \rangle = \sqrt{N} \exp\left[ N(e^{-itU} - 1) \right].$$  \hspace{1cm} (137)

This result can be obtained by expanding the coherent state in the Fock basis:

$$|\psi_0\rangle = e^{-N/2} \sum_n \frac{\sqrt{N^n}}{\sqrt{n!}} |n\rangle$$  \hspace{1cm} (138)
and then trivially propagating this state in time. The classical limit is achieved here taking the limit $N \rightarrow \infty$, $U \rightarrow 0$ while keeping the product $UN = \lambda$ fixed. The exact evolution shows a rapid collapse of the coherent state at time $t_c \sim 1/UN = 1/\lambda$ and then the consequent revival at time $t_r \sim 1/U = N/\lambda$ (see Fig. 8). In the classical limit $t_r \rightarrow \infty$ thus the revival is a purely quantum phenomenon.

Next we solve the problem using TWA and quantum corrections. For doing this we need the Weyl symbol for the Hamiltonian (136):

$$\mathcal{H}_W(\psi^*, \psi) = \frac{U}{2} |\psi|^2 (|\psi|^2 - 2) + \frac{U}{4},$$

which yields the following classical equation of motion

$$i \frac{\partial \psi(t)}{\partial t} = U (|\psi(t)|^2 - 1) \psi(t).$$

This equation can be trivially solved using that $|\psi(t)|^2 = |\psi_0|^2$ is the integral of motion. The solution should be supplemented by random initial conditions distributed according to the Wigner function (Gardiner and Zoller, 2004; Polkovnikov, 2003a):

$$W(\psi_0, \psi_0^*) = 2 \exp[-2|\psi_0 - \sqrt{N}|^2].$$
Using the explicit analytic solution of Eq. (140) and the Wigner function above one can analytically calculate both the TWA result ($\psi_0(t)$) and the first (and higher) quantum correction ($\psi_1(t)$) (Polkovnikov, 2003a):

$$\psi_0(t) = \sqrt{N} \exp \left[ -\frac{iUNt}{1 + iUt/2} \right] \exp[iUt] \frac{1}{(1 + iUt/2)^2},$$

(142)

$$\psi_1(t) = \psi_0(t) \frac{U^2t^2}{4} \left( 1 - \frac{iUNt}{3(1 + iUt/2)^2} - \frac{iUt}{3(1 + iUt/2)} \right).$$

(143)

It can be explicitly checked that the Taylor expansion of the exact result for $\langle \hat{\psi}(t) \rangle$ in powers of $1/N$ (at a fixed $\lambda = UN$) coincides with the similar expansion of the TWA result $\psi_0(t)$ up to the terms of the order of $1/N^2$ and with the expansion of $\psi_0(t) + \psi_1(t)$ up to the terms of the order of $1/N^4$. To illustrate these dependences we plot the real part of the expectation value of $\langle \hat{\psi}(t) \rangle$ versus time in Fig. 8 for the parameters $U = 0.5$ and $N = 4$ (corresponding to $\lambda = 2$). It is clear that at short times TWA gives a very good approximation to the exact result and the next quantum correction improves it even further. However, both TWA and the correction fail to describe the revival phenomena which have a purely quantum origin. From Eq. (137) one can see that in order to correctly describe the revival one needs to include exponentially large number of terms. Mathematically this happens because the functions of the type $\exp[\exp[ix]]$ have very bad convergence of the Taylor expansion at large $x$.

2. Evolution towards the Schrödinger cat state.

Next we will consider an example largely following Ref. (Polkovnikov, 2003b) dealing with dynamics of the system of bosons in a double well potential. We assume that the only two lowest single-particle (vibrational) states are relevant so the system can be described by the Bose-Hubbard Hamiltonian (see Ref. (Trotzky et al., 2008) for discussion of applicability of the Bose-Hubbard model to cold atoms in optical lattices):

$$\hat{H} = -J \sum_j \left( \hat{\psi}^\dagger_j \hat{\psi}_{j+1} + \hat{\psi}^\dagger_{j+1} \hat{\psi}_j \right) + \frac{U(t)}{2} \hat{\psi}^\dagger_j \hat{\psi}_j (\hat{\psi}^\dagger_j \hat{\psi}_j - 1),$$

(144)

where $j = 1, 2$, $J$ is the tunneling matrix element and $U$ is the interaction constant. We assume that initially the system of $2N$ particles is prepared in the noninteracting ground state and then slowly attractive interactions are ramped up. We note that alternatively one can initially prepare the system in the most excited state and then turn on repulsive interactions (Polkovnikov, 2003b). Beyond some critical strength the classical symmetric equilibrium, where both wells are equally
populated, becomes unstable and the system evolves towards the “Schrödinger cat” state. As in the previous example the classical limit is achieved when the average number of particles per site $N$ becomes large while the product $UN$ is kept fixed. The corresponding classical (Gross-Pitaevskii) equations read

$$i \frac{\partial \psi_1(t)}{\partial t} = -J \psi_2(t) + U(t) \left( |\psi_1(t)|^2 - 1 \right) \psi_1(t)$$  \hspace{1cm} (145)

$$i \frac{\partial \psi_2(t)}{\partial t} = -J \psi_1(t) + U(t) \left( |\psi_2(t)|^2 - 1 \right) \psi_2(t).$$  \hspace{1cm} (146)

As in Eq. (140) extra “−1” in Eqs. (145) and (146) appear because of the Weyl ordering of the Hamiltonian. Since these terms only result in the overall phase of the wave function they can be dropped. We assume that initially the noninteracting system of $2N$ particles is prepared in the ground state and then one slowly introduces an attractive interaction:

$$U(t) = -\frac{1}{N} \frac{\tanh(\delta t)}{1 - \delta t},$$  \hspace{1cm} (147)

where $\delta$ is the parameter controlling the ramp speed. We have chosen such dependence of $U(t)$ so that at time $t = 1/\delta$ the ratio of the interaction to the tunneling becomes infinite. Physically this corresponds to linearly shutting down the tunneling between the two sites since only the ratio $J/U$ is physically important. The parameter $\delta$ in Eq. (147) controls the speed of the ramp. We note that this problem is very closely related to the motion of the particle in the Mexican hat potential if we use number imbalance $\hat{n} = \hat{\psi}_1^\dagger \hat{\psi}_1 - \hat{\psi}_2^\dagger \hat{\psi}_2$ as an effective coordinate (see Refs. [Hipolito and Polkovnikov, 2010; Polkovnikov, 2003b; Polkovnikov et al., 2002] for details). At sufficiently weak interactions the particles evenly distributed between the two wells and the effective potential has a minimum at $n = 0$. As interactions exceed some critical value $U_c \sim J/N$ the equilibrium $n = 0$ becomes unstable and the particles prefer to concentrate in one of the wells. For large number of particles the total number constraint is not important and the initial state is almost equivalent to the product of coherent states, for which the Wigner function reads (Polkovnikov, 2003b):

$$W(\psi_j, \psi_j^\ast) = \prod_j 2 \exp \left[ -2|\psi_j - \sqrt{N} \exp(i\phi)|^2 \right].$$  \hspace{1cm} (148)

The overall site independent phase $\phi$ here is arbitrary and we choose $\phi = 0$. For the initial state where the number of bosons is fixed the Wigner function is also readily obtained (see Eq. (43) in Ref. [Polkovnikov, 2003b]), however it contains highly oscillating component and is thus much harder to deal with. In large systems the difference between coherent state and fixed number symmetric state is not important. In Fig. 9 we show the dependence of the number variance on
FIG. 9 Dependence of the normalized number variance \( \delta n = \sqrt{\langle \hat{n}^2 \rangle} / 2N \) on the interaction strength. The number of particles per cite is \( N = 32 \) and the interaction depends on time according to Eq. (147). The solid black line represents the exact solution and the dashed blue line is the result of the semiclassical approximation (TWA). This plot is taken from Ref. [Polkovnikov, 2003b].

the interaction strength for three different ramp rates \( \delta \). It is clear that the semiclassical approach gives very accurate predictions for slowest and fastest rates with small deviations occurring only at the intermediate rate.

3. Turning on interactions in a system of lattice bosons.

Let us now consider a process of heating bosonic atoms due to non-adiabatic changes of the coupling in time. As in Sec. IV.D.2 we assume that the system is described by the Bose-Hubbard model but with more than two sites: \( j = 1, \ldots, M \). For simplicity we chose periodic boundary conditions. We analyze a process where one starts from the ground state in the noninteracting regime and then ramps on now repulsive interactions according to

\[
U(t) = U_0 \tanh(\delta t). \tag{149}
\]

The classical Gross-Pitaevskii equations of motion are straightforward multi-site generalization of Eqs. (146). To avoid dealing with highly oscillating Wigner function, describing the initial
conditions, it is convenient to start from the coherent state rather than the state with fixed number of particles. Then the Wigner function is given by Eq. (148). To see the effects of quantum corrections we intentionally choose parameters corresponding to strong quantum fluctuations: $J = 1$, $U_0 = 1$ and on average one particle per site. As in Ref. [Polkovnikov and Gritsev, 2008] we will analyze the energy density (or the energy per site) in the system.

First we consider a small periodic one-dimensional chain consisting from eight sites so that we can do comparisons with exact results obtained by directly solving the Schrödinger equation. In

![Graph](image.png)

**FIG. 10** Dependence of the energy density on the product $\delta t$ (see Eq. (149)) for a periodic Bose-Hubbard chain consisting of eight sites with on average one particle per site. The hopping amplitude $J = 1$ and interaction changes in time according to Eq. (149) with $U_0 = 1$. Initially the system is assumed to be in the coherent zero-momentum state. The two sets of curves correspond to two different ramping rates $\delta = 0.5$ (solid symbols and a solid line) and $\delta = 2.5$ (open symbols and a dashed line). Red circles correspond to TWA and blue squares include the first quantum correction evaluated according to Eq. (75). Black lines represent exact results obtained by direct solution of the Schrödinger equation.

Fig. 10 we show comparison between exact results as well as TWA and TWA + first correction (evaluated according to Eq. (75)) for the two values of ramping rate: $\delta = 0.5$ and $\delta = 2.5$. We discuss details of numerical implementation of the quantum correction in the Appendix A. It is evident that TWA gives rather accurate results even though the system ends up in the strongly interacting regime. The first quantum correction significantly improves the accuracy of TWA
making the results practically indistinguishable from the exact ones. This example highlights again that the quantum correction can be used not only to significantly improve the accuracy of TWA but also as a method to find where TWA starts to deviate from the exact result.

Next we will consider the same setup in a two-dimensional system of $32 \times 32$ sites. This system is far beyond the limits of exact quantum simulations. Moreover this parameter regime corresponds to relatively strong interactions and significant heating. However, it can be readily simulated using the phase space methods discussed here. In Fig. 11 we plot energy per site for the ramp with $\delta = 1$, $J = 1$, on average one particle per site. The solid lines correspond to $U_0 = 2$ while the dashed lines do to $U_0 = 1$. As before red circles represent TWA and blue squares describe TWA + first quantum correction.

E. Thermalization within the Bose-Hubbard model.

Let us now analyze the applicability of TWA to a very important issue of thermalization. We will again focus on the Bose-Hubbard model discussed above. As a specific situation we assume that initially all atoms are placed into one of the sites and then they are allowed to spread over.
Since the system is nonintegrable one can expect that it will thermalize at long times. However, there is a famous example of the Fermi-Pasta-Ulam problem (Fermi et al., May 1955), which shows that the thermalization is not necessarily guaranteed even on nonintegrable systems. Overall the issue of thermalization in closed Hamiltonian systems attracted recently a lot of theoretical attention (Kollath et al., 2007; Reimann, 2008; Rigol, 2009; Rigol et al., 2008). Because of lack of available tools to address dynamics in nonintegrable systems one either has to rely on exact simulations like in Ref. (Rigol et al., 2008) or on DMRG and related methods like in Ref. (Kollath et al., 2007). The former can deal only with small system sizes, while the latter have long time limitations and generally applicable only to systems close to equilibrium. From this prospect phase space methods, in particular TWA, provide a very natural framework to study thermalization dynamics. In particular, TWA and further corrections give asymptotically accurate results at short times. At long times, if the system thermalizes, quantum fluctuations become subdominant if the temperature characterizing the steady state is not small. Then quantum fluctuations should remain subdominant and TWA results are expected to continue to be valid. While this discussion is somewhat speculative and requires further thorough analysis we will show here that these simple ideas are valid for our simple toy example. Thermalization within the phase space approach was also analyzed in Refs. (Bistritzer and Altman, 2007; Hipolito and Polkovnikov, 2010; Mathey and Polkovnikov, 2009; Polkovnikov and Gritsev, 2008; Polkovnikov and Wang, 2004; Wright et al., 2008) and others. We assume that the system is initially prepared in the coherent state in a single site with an average number of atoms $N$. In Fig. 12 we show the dependence of the occupancy of the zero momentum state for such initial conditions for a periodic chain of six sites.

The classical simulations show very little sign of thermalization. In this sense this problem is very analogous to the Fermi-Pasta-Ulam problem with the main difference that the initial state is localized in the coordinate rather than momentum state. Once we include quantum fluctuations already at the level of TWA we clearly see that the system approaches a steady state. Comparing these results with those of the exact diagonalization we see that TWA gives extremely accurate predictions. Obviously for the situation shown the quantum corrections are negligible (and this indeed can be checked numerically). It can be checked that at longer times the exact quantum simulations show revival of the initial state due to a small system size. As in earlier examples TWA misses that quantum revival. We expect that these revivals disappear as we go to larger system sizes. Since the goal of this paper is to review quantum dynamics using the phase space methods, we will set aside the question whether the steady state seen in Fig. 12 corresponds to the thermal equilibrium and address it in a separate publication.
FIG. 12 Dependence of the occupancy of the zero momentum state on time for the initial state where all particles populate a coherent state in a single site. The total number of sites is 6, the average number of particles is $N = 18$, the interaction strength is $U = 0.15$, and the tunneling is $J = 1$. The blue curve describes the classical (Gross-Pitaevskii) simulations, which show no sign of thermalization. The black curve is the result of exact simulations and the red curve corresponds to TWA.

We can easily extend TWA and classical GP-simulations to larger arrays, where the exact integration of the Schrödinger equation is no longer possible. In Fig. 13 we show the evolution of the zero momentum occupancy for the initial array of coherent states having the same phase and occupying each tenth site. (We start from coherent states because they correspond to the well defined classical initial conditions). TWA again clearly indicates very fast thermalization while the classical curve shows non ergodic behavior.

F. Spin dynamics in a linearly changing magnetic field: multi-level Landau-Zener problem.

In this section we will illustrate how phase space methods can be applied to another exactly solvable problem. Namely we will consider a motion of an arbitrary spin $S$ in a linearly changing magnetic field:

$$\mathcal{H} = 2h_z(t)s^z + 2gs^x,$$  \hspace{1cm} (150)
FIG. 13 Same as in Fig. 12 but for an array of 60 sites. The initial state is such that each tenth site is in a coherent state with 18 particles on average and the same phase. The two curves show the results of the semiclassical (TWA) and the classical GP simulations. The TWA apparently predicts rapid thermalization, while the classical evolution is clearly non-ergodic.

where \( h_z(t) = \delta t \). We assume that the system is initially prepared in some state or superposition of states at \( t = -t_0 \) and we will be interested in finding expectation values of various observables at \( t = t_0 \), where \( t_0 \) is large so that \( h_z(t_0) \gg g \).

As we discussed in Sec. III.C one can map the time evolution of noninteracting spins to the evolution of noninteracting bosons using the Schwinger representation. Therefore TWA is exact in this case. Using Eqs. (84) the Hamiltonian (150) becomes:

\[
H = h_z(t)(\alpha^\dagger \alpha - \beta^\dagger \beta) + g(\alpha^\dagger \beta + \beta^\dagger \alpha). \tag{151}
\]

The classical equations of motion corresponding to this Hamiltonian are

\[
\frac{d\alpha}{dt} = \delta t \alpha + g \beta, \tag{152}
\]

\[
\frac{d\beta}{dt} = g \alpha - \delta t \beta. \tag{153}
\]

These equations should be supplemented by the initial conditions distributed according to the Wigner transform of the initial wave function (or the density matrix).
Note that Eqs. (152) and (153) map exactly to the equations describing the conventional Landau-Zener problem. Then the evolution can be described by a unitary $2 \times 2$ matrix:

$$
\begin{align*}
\alpha_\infty &= T\alpha_0 + \text{Re}^i\phi \beta_0, \\
\beta_\infty &= -\text{Re}^{-i}\phi \alpha_0 + T\beta_0,
\end{align*}
\tag{154}
$$

where (see Refs. [Keeling and Gurarie, 2008; Zener, 1932])

$$
T = e^{-\pi \gamma}, \quad R = \sqrt{1 - T^2}, \quad \phi = \gamma [\ln(\gamma) - 1] - 2\gamma \ln(\sqrt{2}\delta T),
\tag{155}
$$

and $\gamma = g^2/(2\delta)$ is the Landau-Zener parameter.

Finally we need to reexpress different spin components at $t = \infty$ through the initial values of the spins. Thus we have

$$
\begin{align*}
\hat{s}_z^\infty &= (T^2 - R^2)\frac{\alpha_0^*\alpha_0 - \beta_0^*\beta_0}{2} + \alpha_0^*\beta_0 RT e^{i\phi} + \alpha_0\beta_0^* RT e^{-i\phi} \\
&= (T^2 - R^2)s_0^z + 2RT \cos(\phi) s_0^y - 2RT \sin(\phi) s_0^y, \tag{156}
\end{align*}
$$

Now using these expressions and the results of Sec. III.C we can compute expectation values of various quantities. For simplicity we assume that initially the spin is prepared in the eigen state of $\hat{s}_z$. On the language of bosons this corresponds to the Fock state $|S - n, n\rangle$, where a particular value of $n$ corresponds to the state with $s_z = S - n$. Let us give a few specific examples:

$$
\begin{align*}
\langle \hat{s}_z^\infty \rangle &= (T^2 - R^2)s_0^z \\
\langle (\hat{s}_z^\infty)^2 \rangle &= [T^4 + R^4 - 4T^2 R^2] (s_0^z)^2 + 2T^2 R^2 s(s + 1), \\
\langle \hat{s}_z^\infty \hat{s}_x^\infty + \hat{s}_x^\infty \hat{s}_z^\infty \rangle &= 2RT(T^2 - R^2) \cos(\phi) [s(s + 1) - 3((s_0^z)^2)]. \tag{157}
\end{align*}
$$

Note that for the conventional Landau-Zener problem corresponding to the spin $s = 1/2$ the last two equations become trivial: $\langle (\hat{s}_z^\infty)^2 \rangle = 1$ and $\langle \hat{s}_z^\infty \hat{s}_x^\infty + \hat{s}_x^\infty \hat{s}_z^\infty \rangle = 0$. But for larger values of the spin these correlation functions are nontrivial with e.g. $\langle \hat{s}_z^\infty \hat{s}_x^\infty + \hat{s}_x^\infty \hat{s}_z^\infty \rangle$ being an oscillating function of the total time $t_0$ and the Landau-Zener parameter $\gamma$.

G. Dicke model.

As a final illustration of the phase space approach to quantum dynamics we will consider the Dicke model (or more accurately the Jaynes-Cummings model), which maps to the bosonic mode
interacting with a large spin:

\[ \hat{H} = -\lambda \hat{b} \hat{b}^\dagger + \frac{g}{\sqrt{2S}} \left( \hat{b} \hat{S}^+ + \hat{b}^\dagger \hat{S}^- \right), \]  

(158)

where \( \hat{b} \) is the bosonic annihilation operator and \( \hat{S}^+, \hat{S}^- \) are the raising and lowering spin operators (see Ref. \( \text{Altland et al., 2009} \) for additional discussions). Here \( S \) is the value of the spin and the classical limit is achieved at \( S \to \infty \). We will specifically consider a setup where one starts at \( \lambda \) large and negative in the state where bosonic mode is unoccupied and the spin is polarized along the \( z \)-axis. This problem was analyzed in Ref. \( \text{Altland et al., 2009} \) using various methods including TWA. Here we will repeat the details of TWA analysis to this problem because it illustrates the power of phase space methods to describe all aspects of quantum dynamics. This problem also illustrates the possibility of mixing different phase space representations together, namely the coherent state phase space describing the bosonic mode and the \( SO(3) \) vector describing the spin degree of freedom. This problem is particularly important also in view that using the Anderson mapping \( \text{Anderson, 1958} \) the Hamiltonian \( \text{(158)} \) describes the system of degenerate fermions interacting with a bosonic mode \( \text{Altland et al., 2009} \). Thus the dynamics in this case represents a simplified version of the dynamics through the BEC-BCS crossover in cold atoms (see E.g. Ref. \( \text{Regal, 2006} \)). Under this mapping in the classical limit (which is equivalent to the mean-field approximation in the BCS model) the dynamics of the system can be fully mapped to the system of classical equations of motion analyzed in Refs. \( \text{Andreev et al., 2004; Barankov et al., 2004} \) for a more general case with the dispersion. TWA and corrections show the way to go beyond the purely classical limit and indicate that the whole approach of this paper can be extended to interacting fermionic systems at least in certain situations. We note that the model \( \text{(158)} \) also appears in various other contexts in optics, condensed matter and atomic physics.

We choose a specific process where \( \lambda \) changes linearly in time: \( \lambda = 2\delta t \). Initially at \( t \to -\infty \) there are no bosons and the spin points along the \( z \) direction: \( \langle \hat{S}^z \rangle = S \). As the time increases the bosonic mode becomes resonant with the spin forcing it to rotate. Eventually when time becomes large and positive the bosonic mode becomes off resonant again. For \( S = 1/2 \) this problem is identical to the Landau-Zener problem. For larger values of the spin it becomes a particular generalization of the Landau-Zener problem to multiple energy levels. However, unlike in the previous example, this generalization results in an interacting quantum problem which has very nontrivial adiabatic (\( \delta \to 0 \)) limit \( \text{Altland and Gurarie, 2008; Altland et al., 2009} \). Using Eqs. \( \text{(92)} \) and \( \text{(158)} \) with \( N = 0 \) we find that the Wigner distribution of the initial conditions for
large $S$ can be well approximated by

$$W(b^*, b, S_x, S_y, S_z) \approx 2e^{-2|b|^2} \frac{1}{\pi S} e^{-(S_x^2+S_y^2)/S} \delta(S_z - S).$$

(159)

The classical equations of motion corresponding to the Hamiltonian (158) read:

$$\frac{i}{\partial t} = -\lambda(t) b + \frac{g}{\sqrt{2S}} S^-,$$

$$\frac{\partial S}{\partial t} = \frac{2g}{\sqrt{2S}} B \times S,$$

(160)

where $B = (\Re b, \Im b, 0)$ is the effective magnetic field acting on the spin.

FIG. 14 Average relative number of bosons $n_b = \langle \hat{b}^\dagger \hat{b} \rangle / 2S$ created during the process as a function of the rate of change of the chemical potential $\delta$. Initially the bosonic level is empty and the spin points in the positive $z$ direction. Shown are the semiclassical and exact results for two values of spin $S = 32$ and $S = 64$. The inset shows the difference between exact and semiclassical results multiplied by a factor of 100. The parameters of the model for the simulations are identical to those in Ref. (Altland et al., 2009)

In the purely classical limit the initial conditions are $b = 0, S_z = S, S_x = S_y = 0$. It is easy to see that the solution $b(t) \equiv 0, S_z(t) \equiv S$ satisfies both the classical equations of motion and the initial conditions. It is thus necessary to include quantum fluctuations to see the nontrivial dynamics. In Ref. (Altland et al., 2009) it was shown that using conservation laws Eqs. (160) can
be simplified further and be reduced to a single second order differential equation. The latter
in turn can be approximately solved using either methods of adiabatic invariants (Altland et al.,
2009) or more accurately using the exact solution of the Painlevé equation (Itin and Törnä, 2009).
This solution indicates a very nontrivial adiabatic limit for large values $S$. Since our goal here is
to understand the validity of the TWA we will stop short of discussing details of this solution and
focus on the comparison between the results of exact simulations and TWA. In Fig. 14 we show
the average relative number of created bosons $n_b = \langle \hat{b}^{\dagger} \hat{b} \rangle / 2S$ during the process described above
as a function of the rate $\delta$. Slow rates correspond to the adiabatic limit and thus to nearly 100%
conversion efficiency (nearly maximum possible number of bosons in the final state). We plot the
exact and TWA results for two values of spin $S = 32$ and $S = 64$. The accuracy of the semiclassical
calculation in the whole range of $\delta$ does not exceed 1% for $S = 32$ and is about a factor of two less
for $S = 64$ (see the inset in Fig. 14).

![Graph showing fluctuations of the relative number of bosons as a function of $\delta$.]

FIG. 15 Fluctuations of the relative number of bosons $\delta n_b = \sqrt{\langle \hat{b}^{\dagger} \hat{b} \rangle^2 - \langle \hat{b}^{\dagger} \hat{b} \rangle^2 / 2S}$ as a function of $\delta$. The
parameters are the same as in Fig. 14 with total spin $S = 32$. This plot is taken from Ref. (Altland et al.,
2009).

We can also check that the semiclassical approximation is accurate for other observables. For
example in Fig. 15 we plot fluctuations of the relative number of bosons at $t \to \infty$ as a function of $\delta$. 
The number fluctuations are small both in the limit of large $\delta$ where almost no bosons are created and in the limit of small $\delta$, where there is almost 100% conversion. However, at intermediate rates the fluctuations are large, exceeding 50% of the mean number of bosons. We see from the graph that again the agreement between the exact and semiclassical curves is excellent and we expect it to be better for larger values of $S$. Moreover, one can show that the whole distribution function of the boson occupation number, which interpolates between the exponential distribution for fast quenches and the Gumbel distribution at slow quenches, is accurately reproduced by TWA (Altland et al., 2009; Kiegel, 2009).

V. DERIVATION OF THE RESULTS WITHIN THE PATH INTEGRAL FORMALISM.

A convenient framework connecting quantum and classical dynamics is given by the Feynman’s path integral representation of the time evolution. Then classical trajectories appear in the form of the saddle point of the action in the path integral (Shankar, 1994). As it is well known from the standard quantum mechanics the classical limit is naturally recovered in the Heisenberg representation, where operators corresponding to various observables depend on time, while the wave function (or the density matrix) only describes the initial state of the system (Landau and Lifshitz, 1981). In this section we will show how combining path integrals and the Heisenberg representation reproduces all the results of the previous sections. The formalism here will be somewhat resembling the one used in the derivation of the Keldysh diagrammatic technique (Kamenev, 2002, 2005; Kamenev and Levchenko, 2009). However, there are important differences. Namely the Keldysh technique is usually derived in the Schrödinger representation and the elementary objects there are the single-particle Green’s functions. Also the majority of applications of the Keldysh technique deal with steady state situations, where the initial conditions are unimportant (Kamenev and Levchenko, 2009). While here we will work in the Heisenberg representation directly with the phase space variables and the initial conditions are of primary importance to us. The Heisenberg representation has another advantage over the Schrödinger representation that one does not have to calculate the density matrix, which is a tremendously complicated object in many-particle interacting systems containing exponentially large amount of information. Within the Heisenberg picture we aim to calculate expectation values of particular observables.

Partially the results of Sec. III were obtained in literature earlier analyzing the von Neumann’s equation for the density matrix in the Wigner form. We will briefly review this approach in the next section. The path integral formalism, in our opinion, gives a more natural and complete way to
obtain these results. Besides these earlier approaches failed to reproduce the structure of quantum corrections and non-equal time correlation functions. Another important goal of this section is to show that the Wigner function, Weyl ordering, Bopp operators and other related concepts naturally emerge in the path integral representation of time evolution without the need to make any extra assumptions or justify usage of these concepts a-posteriori. To keep the discussion relatively short we will outline only the key steps in the derivations skipping unessential intermediate details.

A. Coordinate-momentum representation.

1. Truncated Wigner Approximation.

Let us start from a simple situation, where we are interested in the time evolution of the expectation value of some single-particle observable \( \hat{\Omega}(\hat{p}, \hat{x}, t) \). According to general rules of quantum mechanics the latter is given by

\[
\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle = \text{Tr} \left[ \hat{\rho} T_\tau e^{i/\hbar \int_0^t \hat{H}(\tau) \, d\tau} \hat{\Omega}(\hat{x}, \hat{p}, t) e^{-i/\hbar \int_0^t \hat{H}(\tau) \, d\tau} \right],
\]

(161)

where \( \rho \) is the (time independent) density matrix, \( T_\tau \) stands for the Keldysh time ordering (Kamenev, 2002), where later moments in time always appear closer to the observable \( \Omega \).

Next we split the evolution operator into the product:

\[
T_\tau e^{i/\hbar \int_0^t \hat{H}(\tau) \, d\tau} \approx N \prod_{i=1}^N e^{i/\hbar \hat{H}(\tau_i) \Delta \tau},
\]

(162)

where \( \Delta \tau = t/N \) and \( \tau_i = i \Delta \tau \). Finally we insert the resolution of identity \(|p_i\rangle\langle p_i| \langle x_i| \langle x_i|\) between all the terms in the product. At the end we will take the limit \( N \to \infty \). We use the standard convention for the overlaps between the coordinate and momentum basis states:

\[
\langle x_i|p_i \rangle = \exp[ip_i x_i/\hbar], \quad \langle p_i|x_i \rangle = \frac{1}{2\pi\hbar} \exp[-ip_i x_i/\hbar].
\]

In this way we map the quantum evolution to the path integral over propagating classical phase space variables: \( x_i \equiv x(\tau_i) \) and \( p_i \equiv p(\tau_i) \). Because we have two exponents in the path integral we have to introduce two sets of phase space variables: \((x_{fi}, p_{fi})\) and \((x_{bi}, p_{bi})\), where indices \( f \) and \( b \) imply “forward” and “backward”. It is intuitively clear (see also Refs. (Kamenev, 2002; Kamenev and Levchenko, 2009; Polkovnikov, 2003a)) that the symmetric combination of the phase space variables: \( x_i = (x_{fi} + x_{bi})/2 \) and \( p_i = (p_{fi} + p_{bi})/2 \) correspond to the classical coordinate and momentum, while their differences \( \xi_i = x_{fi} - x_{bi} \) and \( \eta_i = p_{fi} - p_{bi} \) describe quantum fluctuations.

Indeed in the classical limit there is a unique trajectory corresponding to the fixed initial conditions,
while quantum mechanically one has to sum over all possible trajectories. Our goal is thus to develop a systematic expansion of \( \langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle \) in \( \xi_i \) and \( \eta_i \), while treating classical variables \( x_i \) and \( p_i \) exactly. After inserting the complete basis and changing the variables to \( x_i, \xi_i, p_i, \eta_i \) Eq. (161) assumes the form:

\[
\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle = \int \int dx_0 dp_0 W_0(p_0, x_0) \int \int Dx(\tau) Dp(\tau) D\xi(\tau) D\eta(\tau) \left[ \exp \left\{ \frac{i}{\hbar} \int_0^t d\tau \left[ \xi(\tau) \frac{\partial p(\tau)}{\partial \tau} - \eta(\tau) \frac{\partial x(\tau)}{\partial \tau} + W_p(p(\tau), \frac{\eta(\tau)}{2}, x(\tau) + \frac{\xi(\tau)}{2}, \tau) \\ - W_p(p(\tau) - \frac{\eta(\tau)}{2}, x(\tau) - \frac{\xi(\tau)}{2}, \tau) \right] \right\} \Omega_W(x(t), p(t), t) \right],
\]

(163)

where \( W_p(p(\tau), x(\tau), \tau) \) is the Weyl symbol of the Hamiltonian \( \hat{H}(\hat{x}, \hat{p}, \tau) \). The derivation of this expression is straightforward and very similar to the one described in Ref. [Polkovnikov, 2003a] in the coherent state basis. The expression in the brackets is nothing but the difference between forward \( (S_f) \) and backward \( (S_b) \) classical actions appearing in the path integral of the evolution operator \( \langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle \):

\[
S_{f,b} = i \int_0^t d\tau x_{f,b}(\tau) \frac{dp_{f,b}(\tau)}{d\tau} + \mathcal{H}(x_{f,b}(\tau), p_{f,b}(\tau), \tau).
\]

(164)

There are two subtle points in this derivation. First, one needs to carefully follow the boundary terms at \( \tau = 0 \) and \( \tau = t \). This can be straightforwardly done by working with the discrete time steps in the functional integral and taking the continuum limit at the very end (see Ref. [Polkovnikov, 2003a] for the analogous discussion in the coherent state basis). One can check that integrating over \( \xi(0) \) and \( \eta(0) \) yields the Wigner transform of the density matrix (given by Eq. (5)), which is interpreted as the distribution function of the classical initial conditions \( x_0 \) and \( p_0 \). Integrating over \( \xi(t) \) and \( \eta(t) \) results in the emergence of the Weyl symbol of the operator \( \hat{\Omega}(\hat{x}, \hat{p}, t) \): \( \Omega_W(x(t), p(t), t) \), which is given by Eq. (14). Remarkably both the Wigner function and the Weyl symbol appear automatically in the path integral. The second subtle point refers to the Weyl ordering of coordinates and momenta in the Hamiltonian in the exponent of Eq. (163). For the Hamiltonians of the type of (11) which split into the sum of kinetic and potential energies, this issue is not important because the Weyl ordering does not produce any additional terms. However, in a more general situation, where the Hamiltonian can contain cross-products like \( \hat{x}^2 \hat{p}^2 \) the issue of the correct ordering becomes relevant. Naively in this case one should use the “normal” ordering where \( \hat{x} \) operators appear on the left of \( \hat{p} \) operators because in this case \( \langle x_i | \exp[i \hat{H}(\hat{x}, \hat{p}, \tau_i) \Delta \tau] | p_i \rangle \approx \exp[i \mathcal{H}_n(x_i, p_{i+1}, \tau_i) \Delta \tau] \), where \( n \) emphasizes that quantum-classical correspondence is taken in the Hamiltonian written in the normal form. However, this turns out
to be not accurate. The fact that the time indices in \(x\) and \(p\) in the Hamiltonian are not the same (or more precisely that the momentum \(p\) is evaluated at a slightly later time than the coordinate \(x\)) introduces the correction to the classical Hamiltonian \(H_n\) modifying it to \(H_W\). We will discuss this issue in detail in the Appendix B.

Expression (163) has in fact very transparent interpretation. The first integral is taken over all possible initial values of the classical coordinate and momentum \(x_0\) and \(p_0\) weighted with the Wigner function. The latter thus plays the role of the probability distribution of the initial conditions. Next in Eq. (163) there is a functional integral over classical and quantum fields with classical fields satisfying the initial conditions \(x(t = 0) = x_0\) and \(p(t = 0) = p_0\). And finally \(\Omega_W(x(t), p(t), t)\) is the Weyl symbol of the operator \(\hat{\Omega}(\hat{x}, \hat{p}, t)\), which expectation value is computed.

As written, Eq. (163) is formally exact. However, to make use of this representation one needs to find an efficient way of computing the functional integral over all trajectories. In this work we are focusing in expanding this integral in quantum fluctuations near the classical limit. In principle one can consider other expansions, e.g. in the interaction strength. The action in Eq. (163) can also have other non-classical saddle points, which potentially describe such phenomena as tunneling (Kamenev and Levchenko, 2009). The latter can not be understood through the analytic expansion of the dynamics in powers of \(\hbar\). We already argued that \(\eta(\tau)\) and \(\xi(\tau)\) are responsible for the quantum fluctuations, so it is useful to expand the integrand in Eq. (163) in powers of \(\eta\) and \(\xi\). In the leading order we have

\[
H_W \left[ \frac{\eta(\tau)}{2}, x(\tau) + \frac{\xi(\tau)}{2}, \tau \right] - H_W \left[ \frac{\eta(\tau)}{2}, x(\tau) - \frac{\xi(\tau)}{2}, \tau \right] \approx \\
\approx \eta(\tau) \frac{\partial H_W(p, x, \tau)}{\partial p(\tau)} + \xi(\tau) \frac{\partial H_W(p, x, \tau)}{\partial x(\tau)}. \tag{165}
\]

The derivatives of the Hamiltonian with respect to canonical coordinate and momentum are just the classical Poisson brackets (Landau and Lifshitz, 1982):

\[
\frac{\partial H_W(p, x, \tau)}{\partial x(\tau)} = \{H_W(p, x, \tau), p\}, \quad \frac{\partial H_W(p, x, \tau)}{\partial p(\tau)} = -\{H_W(p, x, \tau), x\}. \tag{166}
\]

If we stop at this order of the expansion in \(\eta(\tau)\) and \(\xi(\tau)\) then the functional integral in Eq. (163) is trivial. Indeed, integrating out \(\eta(\tau)\) and \(\xi(\tau)\) gives the \(\delta\)-function constraint on \(p(\tau)\) and \(x(\tau)\):

\[
\frac{dx}{d\tau} = \{x, H_W\}, \quad \frac{dp}{d\tau} = \{p, H_W\}. \tag{167}
\]

Thus taking the functional integral over the classical fields \(x(\tau)\) and \(p(\tau)\) becomes equivalent to simply solving the Hamiltonian equations of motion. Only the integral over the initial conditions
remains. So in the leading order in quantum fluctuations we recover the semiclassical (truncated Wigner) approximation given by Eq. (14). Straightforward generalization of this derivation to many-particle system immediately gives the same result with the only difference that now integration is taken over coordinates and momenta of all particles in the system.

2. Nonequal time correlation functions.

Above we described how one can determine the expectation value of a single-time observable \( \hat{\Omega}(\hat{x}, \hat{p}, t) \). We saw that one needs to use the Weyl symbol for the observable, which corresponds to first symmetrically ordering operators \( \hat{x} \) and \( \hat{p} \) and then substituting quantum operators by the corresponding classical variables. Now we will be interested in a more general case of finding the expectation value of the product of two (or more) observables evaluated at different times:

\[
\langle \hat{\Omega}_1(\hat{x}, \hat{p}, t_1)\hat{\Omega}_2(\hat{x}, \hat{p}, t_2) \rangle.
\] (168)

Let us first assume that \( t_1 \leq t_2 \). Later we will generalize our results to multiple time correlation functions and other types of ordering of the operators. In the coherent state picture the non-equal time correlation functions were analyzed in Refs. [Berg et al., 2009; I. Plimak et al., 2001a] using related but somewhat different approach.

Before proceeding with a formal derivation let us discuss where the potential complications come from. Classically the expectation value (168) can be understood as average of the result of a joint measurement of first the quantity \( \Omega_1 \) and then \( \Omega_2 \). At the classical level (the ideal) measurement itself does not have any effect on the consequent dynamics thus one can write

\[
\overline{\Omega}_1(x, p, t_1)\Omega_2(x, p, t_2) = \int \int dx_0 dp_0 W_{cl}(x_0, p_0)\Omega_1(x(t_1), p(t_1), t_1)\Omega_2(x(t_2), p(t_2), t_2)
\]

\[
= \int \int d\omega_1 d\omega_2 \omega_1 \omega_2 P(\omega_1, t_1)P(\omega_2, t_2|\omega_1, t_1),
\] (169)

where we use overline for the classical averaging to distinguish it from the quantum expectation value,

\[
P(\omega_1, t_1) = \int \int dx_0 dp_0 W_{cl}(x_0, p_0)\Omega_1(x(t_1), p(t_1), t_1)\delta(\omega_1 - \Omega_1(x(t_1), p(t_1), t_1))
\] (170)

is the probability that at the time \( t_1 \) the measurement of \( \Omega_1 \) will give the value \( \omega_1 \). Similarly \( P(\omega_2, t_2|\omega_1, t_1) \) is the conditional probability that the measurement of \( \Omega_2 \) at the moment \( t_2 \) will give the value \( \omega_2 \) given the measurement of \( \Omega_1 \) at \( t_1 \) gave the value \( \omega_1 \). Equation (169) can be interpreted that the result of the measurement of \( \Omega_1 \) simply restricts the possible initial conditions
defined as: phase space representation without connecting them to actual measurement procedures. We will just discuss how one can compute the correlation functions of the type (168) within the context of the discussed situation. This discussion goes beyond the scope of this paper; it is available in literature for various specific situations (see e.g. Refs. (Clerk et al., 2008; Nazarov and Kindermann, 2003)).

We will just discuss how one can compute the correlation functions of the type (168) within the phase space representation without connecting them to actual measurement procedures.

According to Eq. (4) the Weyl symbol corresponding to the product of two operators is formally defined as:

\[
(\Omega_1(t_1)\Omega_2(t_2))_W = \int \frac{d\xi d\eta}{4\pi} \left< x(t_1) + \xi/2, t_1 \right| \Omega_1(\hat{x}, \hat{p}, t_1) T_\tau e^{i\hbar \int_{t_1}^{t_2} H(\tau) d\tau} \times \hat{\Omega}_2(\hat{x}, \hat{p}, t_2) e^{-i\hbar \int_{t_1}^{t_2} H(\tau) d\tau} \left| p(t_1) - \eta/2, t_1 \right> \exp \left[ -\frac{i}{\hbar} \left( p(t_1) x(t_1) + \frac{\xi p(t_1) - \eta x(t_1)}{2} \right) \right].
\] (171)

It is easy to check that if \( \Omega_2 \equiv 1 \) this expression indeed becomes equivalent to Eq. (4). The equation (171) can be further analyzed similarly to Eq. (161). The result of this analysis is that at the moment \( t_1 \) the phase space variables \( x(t) \) and \( p(t) \) become discontinuous acquiring jumps \( \delta x_1 \) and \( \delta p_1 \) with the probability distribution, which depends on details of the operator \( \hat{\Omega}_1 \). If the latter is written in the ordered form where all \( \hat{x} \) operators appear on the left of \( \hat{p} \) operators the probability distribution of these jumps assumes the following form:

\[
W_{\Omega_1}(\delta x_1, \delta p_1) = \int \int \frac{d\xi d\eta}{(2\pi)^2} e^{2i\delta p_1 \delta x_1 / \hbar} e^{i\xi \delta p_1 / \hbar + i\eta \delta x_1 / \hbar} \Omega_1(x(t_1) + \xi/2, p(t_1) - \eta/2),
\] (172)

where we put the subindex \( \Omega_1 \) to highlight that these jumps depend on the form of the operator \( \hat{\Omega}_1 \). If \( \hat{\Omega}_1 \) is the identity operator then the integral becomes a product of two \( \delta \)-functions enforcing \( \delta x_1 \) and \( \delta p_1 \) to be equal to zero. Then there is no jump in either \( x(t_1) \) or \( p(t_1) \) as it should be. If the operator \( \hat{\Omega} \) is written as a product of powers of \( \hat{x} \) and \( \hat{p} \): \( \hat{\Omega}_{nm} = \hat{x}^n \hat{p}^m \), then the probability of the corresponding jump can be found using the generating function:

\[
R(\alpha, \beta, \delta x, \delta p) = \int \int \frac{d\xi d\eta}{2\pi} e^{-2i\alpha(x + \xi/2) + 2i\beta(p - \eta/2)} e^{2i\delta p \delta x / \hbar} e^{i\xi \delta p / \hbar + i\eta \delta x / \hbar}.
\] (173)

To shorten notations we dropped explicit time indices for phase space variables \( x \) and \( p \). Then

\[
W_{n,m}(\delta x, \delta p) = \left. \frac{i^{n-m} \partial^n_{\alpha} \partial^m_{\beta} R(\alpha, \beta, \delta x, \delta p)}{2^{n+m}} \right|_{\alpha, \beta = 0}.
\] (174)
The integral in Eq. (173) can be easily evaluated and we find

$$R(\alpha, \beta, \delta x, \delta p) = e^{-2i\alpha x + 2i\beta p + 2i\delta x\delta p / \hbar} \delta(\delta p - \alpha \hbar) \delta(\delta x - \beta \hbar).$$

(175)

There are two particularly important cases $n = 1, m = 0$ corresponding to the coordinate operator ($\hat{\Omega}_{1,0} = \hat{x}$) and $n = 0, m = 1$ corresponding to the momentum operator ($\hat{\Omega}_{0,1} = \hat{p}$). In the former case we find

$$W_{1,0}(\delta x, \delta p) = e^{2i\delta x\delta p / \hbar} \left( x - i\hbar \frac{\partial}{\partial \delta p} \right) \delta(\delta p) \delta(\delta x).$$

(176)

Using standard rules of manipulating with $\delta$-functions and noting that the derivative acting on the first exponent does not give any contribution we find

$$W_{1,0}(\delta x, \delta p) = \delta(\delta p) \delta(\delta x) \left( x + i\hbar \frac{\partial}{\partial \delta p} \right).$$

(177)

This expression is in turn equivalent to the representation (16):

$$\hat{x}(t_1) \to x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial \delta p(t_1)}.$$ 

(178)

From Eq. (176) it is clear that the derivative here is understood as the response of the operator $\hat{\Omega}_2$ to the infinitesimal jump $p(t_1) \to p(t_1) + \delta p(t_1)$. In Eq. (16) we used $\partial / \partial p$ instead $\partial / \partial \delta p$ to shorten notations. In the same way we find:

$$W_{0,1}(\delta x, \delta p) = \delta(\delta p) \delta(\delta x) \left( p - \frac{i\hbar}{2} \frac{\partial}{\partial \delta x} \right)$$

(179)

leading to the substitution (17):

$$\hat{p}(t_1) \to p(t_1) - \frac{i\hbar}{2} \frac{\partial}{\partial \delta x(t_1)}.$$ 

(180)

In the same spirit one can obtain the expression for the product $\hat{x}\hat{p}$:

$$W_{1,1}(\delta x, \delta p) = e^{2i\delta x\delta p / \hbar} \left( x - \frac{i\hbar}{2} \frac{\partial}{\partial \delta p} \right) \left( p - \frac{i\hbar}{2} \frac{\partial}{\partial \delta x} \right) \delta(\delta p) \delta(\delta x).$$

(181)

Now there is an additional subtlety that integrating $\delta$-functions by parts we will get a nonzero contribution from the exponent coming from taking the double derivative with respect to $\delta x$ and $\delta p$ so the result is (16):

$$\hat{x}\hat{p} \to xp + \frac{i\hbar}{2} \frac{\partial}{\partial \delta x} + \frac{i\hbar}{2} \frac{\partial}{\partial \delta p} + \frac{\hbar^2}{4} \frac{\partial^2}{\partial \delta x \partial \delta p}.$$ 

(182)

In a similar fashion one can obtain representation of higher powers of $\hat{x}$ and $\hat{p}$. However, there is a much simpler way to do this using just Eqs. (178) and (180). Note that in the derivation of the
representation of \( \hat{\Omega}_1 \) we never used any information about the second operator \( \hat{\Omega}_2 \). In particular, the same representation will be true if we have product of arbitrary number of operators ordered such that later time appears on the right e.g. \( \hat{\Omega}_1(t_1)\hat{\Omega}_2(t_2)\hat{\Omega}_3(t_3) \) with \( t_1 \leq t_2 \leq t_3 \) and so on. One simply needs to understand derivatives appearing in Eqs. (178), (180), and (182) as acting on all operators appearing later in time (or on the right) of \( \hat{\Omega}_1 \). Then we can recover expression (182) from Eqs. (178) and (180) noting that

\[
\hat{x}(t_1)\hat{p}(t_1) = \hat{x}(t_1)\hat{p}(t_1+)\rightarrow \left( x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) \left( p(t_1+) - \frac{i\hbar}{2} \frac{\partial}{\partial x(t_1+)} \right), \tag{183}
\]

where \( t_1+ \) stands for time approaching to \( t_1 \) from above. Moving the derivative with respect to \( \delta p \) to the right and noting that we will pick up additional constant term \( i\hbar/2 \) we recover Eq. (182). Similarly one can get the representation of other products of operators. E.g. \( \hat{p}\hat{x} = \hat{x}\hat{p} - i\hbar \). So the representation of \( \hat{p}\hat{x} \) is given by Eq. (182) with the negative sign in front of \( i\hbar/2 \). The same result is also recovered by multiplying Eqs. (180) and (178) in this order. We want to emphasize again that the same rule applies even in the case when \( \hat{\Omega}_2 \) is the identity operator. Then all derivative terms in Eqs. (178), (180) and (182) drop and as a result we recover the Weyl symbol of the operator \( \hat{\Omega}_1 \). This can be indeed checked by comparing the results of integration in Eq. (4) and applying Eqs. (178) and (182) to specific operators. Thus for equal time correlation functions we just recover Bopp representation of the coordinate and the momentum which automatically reproduce Weyl symbols of arbitrary operators as we discussed in Sec. II (see also Refs. (Bopp, 1961; Hillery et al., 1984; Kubo, 1964)). It is notable that the Bopp representation automatically emerges from the path integral with the interpretation of the derivative terms as a response of future observables to the quantum jumps.

In analyzing the correlation function (168) we actually never used the fact that \( t_1 < t_2 \): the time index in the path integral can increase or decrease since it is only the label for different phase space variables. So the correspondence (169) and (177) works if we are interested in correlation functions with the opposite ordering of times to (168), namely

\[
\langle \hat{\Omega}_2(\hat{x}, \hat{p}, t_2)\hat{\Omega}_1(\hat{x}, \hat{p}, t_1) \rangle. \tag{184}
\]

It is convenient to assume again that \( t_1 < t_2 \) but change the actual order of the operators so that the earlier one appears on the right. In this case using previous results one can reach the time \( t_2 \) and then simply propagate the equations of motion backwards in time until the moment \( t_1 \). However, this representation is clearly not casual: quantum jumps at the later time \( t_2 \) affect the observable \( \Omega_1 \) evaluated at an earlier time \( t_1 \). It turns out that the causality can be restored by
rewriting Eq. (171) in the following form

\[
\langle \Omega_2(t_2) \Omega_1(t_1) \rangle_W = \int \frac{d\xi d\eta}{4\pi} \left\langle x(t_1) + \xi/2 \right\rangle \left[ T_\tau e^{i/h} \int_{t_1}^{t_2} H(\tau) d\tau \right] \hat{\Omega}_2(\hat{x}, \hat{p}, t_2) e^{-i/h} \int_{t_1}^{t_2} H(\tau) d\tau \\
\times \hat{\Omega}_1(\hat{x}, \hat{p}, t_1) \left| p(t_1) - \frac{\eta}{2} \right\rangle e^{-ip(t_1)x(t_1)/(2\hbar) + ipx(t_1)/(2\hbar)}. \tag{185}
\]

This equation can be analyzed similarly to Eq. (171) and the result is identical to (172) with the only change that \( \delta x_1, \delta p_1 \rightarrow -\delta x_1, -\delta p_1 \). In turn this leads to the change in sign in the derivatives in the representations (178) and (180). This change in sign is most easily interpreted as a result of simple calculus. Indeed the derivative with respect to \( \delta x_1 \) and \( \delta p_1 \) now acts on the operator \( \Omega_2 \), which is on the left of \( \Omega_1 \). So Eqs. (178) and (180) have to be integrated by parts. We can combine the result for both types of orderings using the notations of left and right derivatives as in Eqs. (46) and (47). The choice of the left or right derivative is arbitrary. However, it is unique if we want to preserve the casuality of our description. If earlier time appears on the left like in Eq. (168) then we should use right derivatives in the representation of \( \hat{\Omega}_1 \) and conversely in the ordering like in (184) we have to use left derivatives.

These results can be further generalized to multi-time correlation functions. At each moment of time we use one of the representations (46) or (47) depending on the convenience. As we saw in the case of the two-time correlation functions the choice of the representation is not unique. However, it becomes unique if we insist on the casuality. In general there are two special types of correlation functions (i) those which do not require any jumps so that one can use a simple quantum classical correspondence \( \hat{x} \rightarrow x, \hat{p} \rightarrow p \) and (ii) correlations which have casual representation. The first type of correlations can be directly calculated in TWA. The second type of correlations is very important, because only such correlations should appear in physical observables if we insist on casuality of the phase space representation of the quantum evolution, i.e. on that this representation is physical.

The first type of correlations correspond to special, time symmetric, ordering of coordinate and momentum operators, which was first introduced in Refs. (Pлимак et al., 2001a,b) under a somewhat different name and later used in Ref. (Berg et al., 2009). Let us first point that for two operators the time-symmetric ordering simply coincides with the symmetric ordering. Indeed if we are interested in the correlation functions of the type

\[
\langle \hat{x}(t_1) \hat{x}(t_2) + \hat{x}(t_2) \hat{x}(t_1) \rangle, \tag{186}
\]


where we again assume \( t_1 < t_2 \), then according to Eq. (16) we should use the following substitution

\[
\langle \hat{x}(t_1)\hat{x}(t_2) + \hat{x}(t_2)\hat{x}(t_1) \rangle \rightarrow \left( x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) x(t_2) + \left( x(t_1) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) x(t_2) = \left( x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) x(t_2) + \left( x(t_1) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) x(t_2).
\]

Similarly one can check that the symmetric combination of \( \hat{x} \) and \( \hat{p} \) operators does not acquire any jumps:

\[
\hat{x}(t_1)\hat{p}(t_2) + \hat{p}(t_2)\hat{x}(t_1) \rightarrow 2x(t_1)p(t_1).
\]

This result can be straightforwardly generalized to larger number of operators noting that

\[
\hat{x}(t_1)\hat{A} + \hat{A}^T\hat{x}(t_1) \rightarrow x(t_1)(\hat{A} + \hat{A}^T),
\]

where \( \hat{A} \) is an arbitrary combination of \( \hat{x}(t_j) \) and \( \hat{p}(t_j) \), \( \hat{A}^T \) is the transposed operator where the same combination of operators \( \hat{x}(t_j) \) and \( \hat{p}(t_j) \) appears in the reverse order. E.g. if \( \hat{A} = \hat{x}(t_2)\hat{p}(t_3) \) then \( \hat{A}^T = \hat{p}(t_3)\hat{x}(t_2) \). Equation (189) is still true if instead of \( \hat{x}(t_1) \) we will use \( \hat{p}(t_1) \). To avoid jumps appearing in the representation of \( \hat{A} \), the latter should have similar structure i.e. \( \hat{A} = \hat{x}(t_2)\hat{B} + \hat{B}^T\hat{x}(t_2) \) or \( \hat{A} = \hat{p}(t_3)\hat{B} + \hat{B}^T\hat{p}(t_3) \). The operator \( \hat{B} \) should again have this form and so on. Following Refs. (Berg et al., 2009; I.Plimak et al., 2001a) we can define time-symmetric ordering symbol according to the following recursion relation:

\[
T[\xi(t_1)\xi(t_2)\ldots\xi(t_n)] = \frac{1}{2} \left[ \xi(t_1)T[\xi(t_2)\ldots,\xi(t_n)] + T[\xi(t_2),\ldots,\xi(t_n)]\xi(t_1) \right],
\]

where \( \xi \) stands for either \( \hat{x} \) or \( \hat{p} \). We would like to emphasize that in Ref. (Berg et al., 2009) time-symmetric ordering was defined with the additional requirement that \( t_1 \leq t_2 \leq \ldots \leq t_n \). As we will show next this enforces the causality of the time evolution. Note that even though the operators \( \hat{x}(t) \) and \( \hat{p}(t) \) map to numbers \( x(t) \) and \( p(t) \) in the time-symmetrically ordered operators for arbitrary order of times \( t_1, \ldots, t_n \), one can not still reorder them i.e. the average of \( x(t_1)x(t_2)x(t_3) \) is not equivalent to the average of \( x(t_2)x(t_1)x(t_3) \). The reason is that the full representation of quantum evolution (beyond TWA) contains quantum jumps, which are sensitive to the ordering of \( x(t_j) \). Only within the semiclassical (TWA) approximation are such permutations allowed because for each initial condition the classical trajectory is unique and one can arbitrarily reorder classical numbers.

Now suppose that we are interested in a non-symmetrized correlation function of the type

\[
\langle \xi(t_1)\xi(t_2)\ldots\xi(t_n) \rangle,
\]

(191)
We want to understand for which orderings of time one can represent this correlator through quantum jumps in a casual way, i.e. in a way that jumps in \( x \) or \( p \) at moments \( t_\alpha \) only affect observables appearing at later moments in time. We saw above that if there are only two times involved then such representation is always possible. However, if we have a multi-time correlation function this is no longer true. Indeed let us consider a particular situation of a three time correlation function, e.g.

\[
\langle \hat{x}(t_1) \hat{x}(t_2) \hat{x}(t_3) \rangle
\]  

(192)

Then for \( t_1 \leq t_2 \leq t_3 \) there is an obvious casual representation where we use right derivatives in representation of both \( \hat{x}(t_1) \) and \( \hat{x}(t_2) \):

\[
\hat{x}(t_1) \hat{x}(t_2) \hat{x}(t_3) \rightarrow \left( x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) \left( x(t_2) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_2)} \right) x(t_3).
\]  

(193)

We note that in the leading order in \( \hbar \) the jumps in the momentum at \( t_1 \) and \( t_2 \) are additive. In the next order in \( \hbar^2 \) there is a double jump appearing in the form of the second order response of \( x(t_3) \) to \( p(t_1) \rightarrow p(t_1) + \delta p(t_1) \) and \( p(t_2) \rightarrow p(t_2) + \delta p(t_2) \). Similarly for the opposite ordering of times \( t_3 \leq t_2 \leq t_1 \) one should use left derivatives resulting in

\[
\hat{x}(t_1) \hat{x}(t_2) \hat{x}(t_3) \rightarrow \left( x(t_3) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t_3)} \right) \left( x(t_2) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t_2)} \right) x(t_1),
\]  

(194)

where we reordered times in the casual way and removed arrows over the derivatives.

There are two additional orderings for which there is a casual representation where one has to use combination of left and right derivatives. Thus if \( t_1 \leq t_3 \leq t_2 \) we should use

\[
\hat{x}(t_1) \hat{x}(t_2) \hat{x}(t_3) \rightarrow \left( x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) \left( x(t_3) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t_3)} \right) x(t_2),
\]  

(195)

and finally for \( t_3 \leq t_1 \leq t_2 \) the causal representation gives

\[
\hat{x}(t_1) \hat{x}(t_2) \hat{x}(t_3) \rightarrow \left( x(t_3) - \frac{i\hbar}{2} \frac{\partial}{\partial p(t_3)} \right) \left( x(t_1) + \frac{i\hbar}{2} \frac{\partial}{\partial p(t_1)} \right) x(t_2),
\]  

(196)

Note that the two remaining orderings where \( t_2 \) is the earliest time do not have any casual representation. Indeed whether we use the right derivative for \( \hat{x}(t_1) \) or left derivative for \( \hat{x}(t_3) \) we will necessarily have to calculate the response of \( \hat{x}(t_2) \) to the jump occurring at a later time.

It is now straightforward to generalize this discussion to arbitrary multi-time correlation functions of type (191). Casual representation exists only if the earlier time is never sandwiched between two later times. It is clear that there are 2\(^n\) orderings of times \( t_1, t_2, \ldots, t_n \) satisfying this condition of casualty (compared to \( n! \) of total number of orderings). Indeed to avoid sandwiching
the earliest time should appear either first or last in the sequence so there are only two distinct possibilities: either \( t_1 \) or \( t_n \) is the earliest time. Suppose that it is \( t_1 \). Then there are only two possibilities for either \( t_2 \) or \( t_n \) being the next earliest time (if \( t_n \) is the earliest time then either \( t_1 \) or \( t_{n-1} \) should be the next earliest time) and so on. Interestingly only the orderings of correlation functions allowed by the casualty (so called Schwinger-Keldysh orderings) appear in the quantum theory of measurements (Clerk et al., 2008; Nazarov and Kindermann, 2003) (see e.g. Eqs. (22) and (23) in Ref. (Nazarov and Kindermann, 2003)). This suggests that there are potentially deep connections between casualty of the representation of the multi-time correlation function in the phase space and the possibility of measuring them. I.e. it is likely that only casual correlation functions are physical.

3. Beyond truncated Wigner approximation.

So far treating the exact expression (163) for the evolution we considered only the leading linear terms in quantum fields \( \xi(\tau) \) and \( \eta(\tau) \) (see Eq. (165)). These terms resulted in the semiclassical (truncated Wigner) approximation. To get further quantum corrections one needs to include higher powers in the Taylor expansion of the Hamiltonian in quantum fields. For the quadratic (harmonic) Hamiltonians the higher order terms are absent and thus Eq. (165) and TWA are exact. For conventional non-relativistic Hamiltonians (41) the kinetic energy is quadratic in \( p \). Therefore higher order powers of quantum fields come only from the expansion in \( \xi \). If one is interested in e.g. quantum corrections to the time evolution of a relativistic system, where the kinetic energy is of the form \( \sqrt{m^2 + p^2} \), then it is necessary to consider higher order terms in the field \( \eta \) in a similar fashion. Expanding Eq. (165) to the third order in \( \xi \) and substituting this expansion into Eq. (163) we find

\[
\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle \approx \int \int dx_0 dp_0 W_0(x_0, p_0) \int \int Dx(\tau) D\xi(\tau) \\
\exp \left\{ \frac{i}{\hbar} \int_0^t d\tau \left[ \xi(\tau) \frac{\partial p(\tau)}{\partial \tau} + \xi(\tau) \frac{\partial H}{\partial x(\tau)} + \frac{1}{24} \xi^3(\tau) \frac{\partial^3 V(x)}{\partial^3 x(\tau)} \right] \right\} \Omega_W(x(t), p(t), t). \tag{197}
\]

For the Hamiltonian (41) the momentum \( p(\tau) \) still satisfies the classical Hamiltonian equation of motion \( p(\tau) = m \dot{x}(\tau) \) (because there are no cubic terms in \( \eta \)) and thus the functional integral in Eq. (197) is taken only over coordinates. This integral can not be evaluated exactly. However, one can find it perturbatively by expanding the exponent containing the third power of \( \xi \) into the
Taylor series:

\[
\exp\left(\frac{i}{24\hbar} \int_0^t d\tau \xi^3(\tau) \frac{\partial^3 V(x)}{\partial x(\tau)^3}\right) \approx 1 + \frac{i}{24\hbar} \int_0^t d\tau \xi^3(\tau) \frac{\partial^3 V(x)}{\partial x(\tau)^3} + \ldots
\] (198)

Combining Eqs. (197) and (198) and noting that

\[
\int \frac{dx}{2\pi} x^3 \exp(i\alpha x) = \frac{1}{i^3 \alpha^3} \left[\delta(\alpha) - \frac{1}{i^3} \delta(\alpha) \frac{\partial^3}{\partial \alpha^3}\right]
\]

we find

\[
\langle \Omega(x, \hat{p}, t) \rangle \approx \int \int dx_0 dp_0 W_0(p_0, x_0) \left(1 - \int_0^t d\tau \frac{i\hbar^3}{24i^3} \frac{\partial^3 V(x)}{\partial x(\tau)^3} \frac{\partial^3}{\partial \delta p(\tau)^3}\right) \Omega_W(x(t), p(t), t).
\] (199)

This expression is understood in the following sense. At some moment \(\tau\) the momentum \(p\) undergoes an infinitesimal quantum jump \(p(\tau) \to p(\tau) + \delta p(\tau)\). Then the evolution proceeds according to the classical equations of motion. At the end one evaluates the nonlinear response of the observable to this quantum jump. Note that this jump indeed represents the quantum correction since it is accompanied by a factor of \(\hbar^2\). It is straightforward to generalize Eq. (199) to include higher order terms in \(\hbar\). In particular, one can either have more quantum jumps occurring at different moments of time or one can have higher order quantum jumps corresponding to higher order terms in the Taylor expansion of Eq. (165). For example up to the fourth order in \(\hbar\) one recovers Eq. (52).

We can observe that formally Eq. (199) can be rewritten through the quantum diffusion (see Eq. (53), which we repeat here for completeness):

\[
\langle \Omega(x, \hat{p}, t) \rangle \approx \int \int dx_0 dp_0 W_0(x_0, p_0)
\]

\[
\left\{\Omega_W(x(t), p(t), t) + \frac{\hbar^2}{4} \sum_{T_i} \left[\frac{\partial^3 V(x_i)}{\partial x_i^3}\right] \int d\xi F_3(\xi) \Omega_W\left[x(t), p(t), t, \delta p_i = \xi \sqrt{\Delta \tau}\right]\right\},
\] (200)

where \(\tau_i = \frac{it}{N}\), \(\Delta \tau = t/N\), \(x_i, p_i = x(\tau_i), p(\tau_i)\). Formally we need to take the limit \(N \to \infty\) or \(\Delta \tau \to 0\). Equations (199) and (200) are equivalent if the function \(F_3(\xi)\), which can be interpreted as the probability distribution for the jumps, satisfies the following conditions:

\[
\int_{-\infty}^{\infty} F_3(\xi) d\xi = 0, \quad \int_{-\infty}^{\infty} \xi F_3(\xi) d\xi = 0, \quad \int_{-\infty}^{\infty} \xi^2 F_3(\xi) d\xi = 0, \quad \int_{-\infty}^{\infty} \xi^3 F_3(\xi) d\xi = 1.
\] (201)

The equivalence between the two representations of the correction (199) and (200) can be seen by expanding the observable \(\Omega_W\) in Eq. (200) into Taylor series in \(\delta p_i\):

\[
\Omega_W\left[x(t), p(t), t, \delta p_i = \xi \sqrt{\Delta \tau}\right] \approx \Omega_W\left[x(t), p(t), t\right] + \frac{\partial \Omega_W}{\partial \delta p_i} \left[x(t), p(t), t, \delta p_i\right] \xi \sqrt{\Delta \tau} + \frac{1}{2} \frac{\partial^2 \Omega_W}{\partial \delta p_i^2} \left[x(t), p(t), t, \delta p_i\right] \xi^2 \sqrt{\Delta \tau^2} + \frac{1}{6} \frac{\partial^3 \Omega_W}{\partial \delta p_i^3} \left[x(t), p(t), t, \delta p_i\right] \xi^3 \Delta \tau + O(\Delta \tau^{4/3}).
\] (202)
Here all the derivatives are evaluated at $\delta p_i = 0$. Now let us observe that the first three terms in this equation vanish upon integrating over $\xi$ weighted by $F_3(\xi)$ because the moments of $\xi$ up to the second are equal to zero (see Eq. (201)). The terms containing powers of $\Delta \tau$ higher than one vanish in the limit $\Delta \tau \to 0$. So the only term contributing to Eq. (200) from the Taylor expansion is the one containing the third order derivative with respect to $\delta p_i$. Combining this observation with the last of Eqs. (201) we see that Eq. (200) is indeed equivalent to Eq. (199). Clearly the requirements (201) do not define the distribution function $F_3(\xi)$ uniquely. One possible choice would be a Gaussian multiplied by a cubic polynomial (see Eq. (57)). Another possible choice for $F_3(\xi)$ satisfying Eqs. (201) is the combination of $\delta$-functions:

$$F_3(\xi) = \frac{\delta(\xi - 2) - \delta(\xi + 2) - 2\delta(\xi + 1) + 2\delta(\xi + 1)}{12}$$ (203)

This representation of $F_3(\xi)$ explicitly reduces Eq. (200) to the finite difference representation of Eq. (199).

Similarly one finds that for the higher order jumps the distribution function must satisfy

$$\int_{-\infty}^{\infty} \xi^m F_{2n+1}(\xi) d\xi = 0, \ m < 2n,$$

$$\int_{-\infty}^{\infty} \xi^{2n+1} F_{2n+1}(\xi) d\xi = 1.$$ (204)

and the expansion takes the form of Eq. (52) where higher order corrections in $\hbar$ either come from higher order jumps or from having several low order jumps.

**Multidimensional many-particle generalization.** The expression of quantum evolution through response to infinitesimal jumps can be straightforwardly generalized to the situation where we deal with many degrees of freedom. For example instead of Eq. (199) we should use Eq. (58), which we repeat here for completeness:

$$\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle \approx \int \int dx_0 dp_0 W_0(p_0, x_0)$$

$$\left( 1 - \int_0^t d\tau \frac{1}{3!} \frac{\hbar^2}{2^2} \frac{\partial^3 V(x)}{\partial x_\alpha \partial x_\beta \partial x_\gamma} \frac{\partial^3}{\partial p_\alpha(\tau) \partial p_\beta(\tau) \partial p_\gamma(\tau)} + \ldots \right) \Omega W(x(t), p(t), t).$$ (205)

Here indices $\alpha, \beta, \gamma$ can run over different spatial and particle indices. For example for $N$ particles in three dimensions they take the values $x_1, y_1, z_1, x_2, y_2, z_2, \ldots x_N, y_N, z_N$. This expression can be again rewritten through stochastic quantum jumps yielding Eq. (59):

$$\langle \hat{\Omega}(\hat{x}, \hat{p}, t) \rangle \approx \int \int dx_0 dp_0 W_0(x_0, p_0)$$

$$\left[ 1 + \frac{\hbar^2}{4} \sum_j \int \prod_m d\xi_m \sum_{\sigma(\alpha, \beta, \gamma)} \frac{\partial^3 V(x_j)}{\partial x_\alpha \partial x_\beta \partial x_\gamma} F_{\alpha, \beta, \gamma}(\xi) \right] \Omega W(x(t), p(t), t).$$ (206)
where $\sigma(\alpha, \beta, \gamma)$ stands for all inequivalent combinations of indices $\alpha, \beta, \gamma$ (e.g. all combinations with $\alpha \leq \beta \leq \gamma$) and $F_{\alpha,\beta,\gamma}(\xi)$ is a function which should satisfy the conditions that all its moments smaller than two vanish and
\[
\int \int \prod_m d\xi_m \xi_\alpha \xi_\beta \xi_\gamma F_{\alpha,\beta,\gamma}(\xi) = 1. \tag{207}
\]
A possible choice for the function $F_{\alpha,\beta,\gamma}$ is given by Eqs. (61)-(63):
\[
F_{\alpha,\alpha,\alpha}(\xi) = \frac{1}{2\sqrt{2\pi}} \left( \frac{\xi_\alpha^3}{3} - \xi_\alpha \right) e^{-\xi_\alpha^2/2} \prod_{m \neq \alpha} \delta(\xi_m), \tag{208}
\]
\[
F_{\alpha,\alpha,\beta}(\xi) = \frac{(\xi_\beta^2 - 1) \xi_\beta}{4\pi} e^{-(\xi_\beta^2 + \xi_\alpha^2)/2} \prod_{m \neq \alpha,\beta} \delta(\xi_m), \tag{209}
\]
\[
F_{\alpha,\beta,\gamma}(\xi) = \frac{\xi_\alpha \xi_\beta \xi_\gamma}{(2\pi)^{3/2}} e^{-(\xi_\alpha^2 + \xi_\beta^2 + \xi_\gamma^2)/2} \prod_{m \neq \alpha,\beta,\gamma} \delta(\xi_m). \tag{210}
\]
Here the different labels $\alpha, \beta,$ and $\gamma$ stand for different indices.

The equivalence between representations of quantum corrections (59) and (58) (or Eqs. (206) and (205)) can be established by Taylor expanding Eq. (206) in powers of $\delta p_\alpha(\tau_j)$ like in the single-particle case. A simple observation shows that only third order derivatives survive both the integration of $\xi_\alpha$ and the limit $\Delta \tau \to 0$. Using that the functions $F_{\alpha,\beta,\gamma}$ satisfy the property (207) we recover that indeed Eq. (206) reduces to Eq. (205) in the limit $\Delta \tau \to 0$. The sum over non-equivalent permutations of indices $\alpha, \beta, \gamma$ in Eq. (206) ensures that we avoid double counting of identical terms.

B. Coherent state representation

In this section we will show details of derivation of the results of Sec. (III.B). The derivation closely mimics the one shown above in the number-phase representation. However, there are some distinct features as well.

1. Truncated Wigner approximation

First let us consider a single time expectation value of some operator $\hat{\Omega}(\hat{\psi}, \hat{\psi}^\dagger, t)$. To shorten notations we will skip the single-particle indices in the bosonic fields $\hat{\psi}$ and $\hat{\psi}^\dagger$ and reinsert them only when needed. The derivation essentially repeats that of the previous section. Partially the results were published previously in Ref. [Polkovnikov, 2003a]. In the Heisenberg representation
this expectation value reads

\[ \langle \hat{\Omega}(\psi, \psi^*, t) \rangle = \text{Tr} \left[ \rho T_\tau e^{i \int_0^t \hat{H}(\tau)d\tau} \hat{\Omega}(\psi, \psi^*, t) e^{-i \int_0^t \hat{H}(\tau)d\tau} \right], \quad (211) \]

Because in the coherent state picture the Planck’s constant plays the mere role of conversion between time and energy units we set \( \hbar = 1 \) throughout this section to simplify notations. Next we split the integral over time into a product as in Eq. (162) and insert the resolution of identity between different terms in this product. Then we get (cf. Eq. (163)):

\[ \langle \hat{\Omega}(\psi, \psi^*, t) \rangle = \int d\psi_0d\psi^*_0 W_0(\psi_0, \psi^*_0) \int \int D\psi(\tau)D\psi^*(\tau)D\eta(\tau)D\eta^*(\tau) \exp \left\{ \int_0^t d\tau \left[ \eta^*(\tau) \frac{\partial \psi(\tau)}{\partial \tau} - \eta(\tau) \frac{\partial \psi^*(\tau)}{\partial \tau} + iH_W \left( \psi(\tau) + \frac{\eta(\tau)}{2}, \psi^*(\tau) + \frac{\eta^*(\tau)}{2}, \tau \right) - iH_W \left( \psi(\tau) - \frac{\eta(\tau)}{2}, \psi^*(\tau) - \frac{\eta^*(\tau)}{2}, \tau \right) \right] \right\} \Omega_W(\psi(t), \psi^*(t), t), \quad (212) \]

where \( \int d\psi d\psi^* \cdots = \int d\psi \, d\psi^*/\pi \cdots \) Here \( W_0(\psi_0, \psi^*_0) \) is the Wigner transform of the initial density matrix (see Eq. (26)):

\[ W_0(\psi_0, \psi^*_0) = \frac{1}{2} \int d\eta_0 d\eta \left\langle \psi_0 - \frac{\eta_0}{2} \right| \rho \left| \psi_0 + \frac{\eta_0}{2} \right\rangle e^{-|\psi_0|^2 - \frac{1}{2} |\eta_0|^2} e^{\frac{i}{2}(\eta^*_0 \psi_0 - \eta \psi^*_0)}. \quad (213) \]

The quantities \( \Omega_W(\psi(t), \psi^*(t), t) \) and \( H_W(\psi(\tau), \psi^*(\tau), \tau) \) are the Weyl symbol of the operator \( \hat{\Omega} \) and the Hamiltonian \( \hat{H} \) (see Eqs. (21) and (25)). The emergence of the Weyl ordering of the Hamiltonian in Eq. (213) is somewhat subtle (see related discussion in the coordinate-momentum representation after Eq. (163)). We will discuss this issue in Appendix. In the leading order in quantum fluctuations we expand the integrand in Eq. (212) up to the linear terms in \( \eta \). Then the functional integral over \( \eta(t) \) enforces the \( \delta \)-function Gross-Pitaevskii constraint on the classical field \( \psi(t) \):

\[ i\partial_t \psi = \frac{\partial H_W(\psi(t), \psi^*(t), t)}{\partial \psi^*(t)} \equiv \{ \psi(t), H_W(\psi(t), \psi^*(t), t) \}_c \quad (214) \]

and we recover the semiclassical (truncated Wigner) approximation (21).

2. Non-equal time correlation functions.

The discussion for finding non-equal time correlation functions in the coherent state representation closely mimics that of Sec. V.A.2 in the coordinate-momentum representation. So we will

---

4 We note that in Ref. (Polkovnikov, 2003a) the issue of the Weyl rather than normal ordering of the Hamiltonian was overlooked. As we discussed in Sec. (11.13) see Eq. (69), for the Hamiltonians with two-body uniform interactions this difference only affects the overall phase.
only give a brief review of the derivation. We note that the results presented in this section were discussed in Ref. [Berg et al., 2009] using somewhat different derivation.

As in Sec. V.A.2 we start from considering a two-time correlation function:

$$\langle \hat{\Omega}_1(\hat{\psi}, \hat{\psi}^\dagger, t_1)\hat{\Omega}_2(\hat{\psi}, \hat{\psi}^\dagger, t_2) \rangle. \quad (215)$$

Assuming that $t_1 < t_2$ and repeating the discussion of Sec. V.A.2 we find that at the moment $t_1$ the classical fields $\psi(t_1)$ and $\psi^*(t_1)$ undergo quantum jumps: $\psi(t_1) \rightarrow \psi(t_1) + \delta \psi_1$, $\psi^*(t_1) \rightarrow \psi^*(t_1) + \delta \psi_1^*$. The probability distribution which can be deduced from the generating function

$$R(\delta \psi, \delta \psi^*, \epsilon, \epsilon^*) = \pi \exp\left[\epsilon \frac{\partial}{\partial \delta \psi} + \epsilon^* \frac{\partial}{\partial \delta \psi^*} - \frac{\epsilon^2}{2}\right] \delta(\Re \delta \psi) \delta(\Im \delta \psi). \quad (216)$$

In this way $\hat{\Omega}_{nm} = (\hat{\psi}^\dagger)^n \hat{\psi}^m$ produces the following probability distribution for the jumps

$$W_{nm}(\delta \psi, \delta \psi^*) = \delta^n \partial^n N R(\delta \psi, \delta \psi^*, \epsilon, \epsilon^*) \bigg|_{\epsilon=0}. \quad (217)$$

As before the two most important cases are $\hat{\Omega}_{1,0} = \hat{\psi}^\dagger$ corresponding to

$$W_{1,0}(\delta \psi, \delta \psi^*) = \pi \left(\psi^* + \frac{1}{2} \frac{\partial}{\partial \delta \psi}\right) \delta(\Re \delta \psi) \delta(\Im \delta \psi), \quad (218)$$

and $\hat{\Omega}_{0,1} = \hat{\psi}$ corresponding to

$$W_{0,1}(\delta \psi, \delta \psi^*) = \pi \left(\psi - \frac{1}{2} \frac{\partial}{\partial \delta \psi^*}\right) \delta(\Re \delta \psi) \delta(\Im \delta \psi). \quad (219)$$

For the number density $\hat{\Omega}_{1,1} = \hat{\psi}^\dagger \hat{\psi}$ we find

$$W_{1,1}(\delta \psi, \delta \psi^*) = \pi \left[|\psi|^2 - \frac{1}{2} \left(\psi^* \frac{\partial}{\partial \delta \psi^*} - \psi \frac{\partial}{\partial \delta \psi}\right) - \frac{1}{4} \frac{\partial^2}{\partial \delta \psi \partial \delta \psi^*} - \frac{1}{2}\right] \delta(\Re \delta \psi) \delta(\Im \delta \psi). \quad (220)$$

As in the coordinate momentum case one can note that it is sufficient to establish the correspondence between operators and classical fields based on expressions for $W_{1,0}$ and $W_{0,1}$ and using the property of the $\delta$-function: $\delta'(x) = -\delta(x) d/dx$:

$$\hat{\psi}^\dagger \rightarrow \psi^* - \frac{1}{2} \frac{\partial}{\partial \delta \psi}, \quad \hat{\psi} \rightarrow \psi + \frac{1}{2} \frac{\partial}{\partial \delta \psi^*}, \quad (221)$$

These are nothing but the coherent state Bopp operators (33) and (34) where the derivatives are understood as a response to the infinitesimal quantum jumps. If we reinsert the time label $t_1$ in the fields $\psi$ and $\psi^*$ we will recover Eqs. (72) and (73). As we discussed earlier for finding a single time expectation value Bopp representation of $\hat{\psi}$ and $\hat{\psi}^\dagger$ can be used to reproduce the Weyl symbol of an arbitrary operator.
The analysis of the correlation function with opposite time ordering, where the earlier time appears on the right, goes along the same lines as in Sec. V.A.2. We thus will not repeat the derivation and only quote the final result that in this case one can use right derivatives with opposite signs as it is indicated in Eqs. (72) and (73). This correspondence gives the casual phase space representation of the expectation value of $\hat{\Omega}_2(t_2)\hat{\Omega}_1(t_1)$ for $t_1 < t_2$.

Generalization of two-time correlation functions to multi-time correlation functions also goes completely along the lines of the discussion given in the previous section for the coordinate-momentum representation. In particular, the correspondence is very simple, $\hat{\psi} \rightarrow \psi$, $\hat{\psi}^\dagger \rightarrow \psi^*$, for time-symmetrically ordered correlation functions given by Eq. (190), where now $\hat{\xi}$ stands for either $\hat{\psi}$ or $\hat{\psi}^\dagger$. For example:

$$\frac{1}{4} \left[ \hat{\psi}^\dagger(t_1), \left[ \hat{\psi}(t_2), \hat{\psi}(t_3) \right] \right]_+ \rightarrow \psi^*(t_1)\psi(t_2)\psi(t_3),$$

where $[\hat{A}, \hat{B}]_+$ stands for the anti-commutator of the operators $\hat{A}$ and $\hat{B}$. Formally this substitution works for any ordering of times $t_1, t_2, t_3$. However, only when $t_1 \leq t_2 \leq t_3$ the casuality of the description is preserved and one does not have to propagate equations of motion backwards in time. Generally (like in the coordinate momentum case) the casuality is preserved for operators appearing according to the Schwinger-Keldysh ordering, where the operator corresponding to an earlier time can never appear between the two operators evaluated at a later time. The casuality then corresponds to a particular choice of left or right derivatives at different times. For example for $t_1 \leq t_2 \leq t_3$ we have

$$\hat{\psi}^\dagger(t_1)\hat{\psi}(t_2)\hat{\psi}(t_3) \rightarrow \left( \psi^*(t_1) - \frac{1}{2} \frac{\partial}{\partial \psi(t_1)} \right) \left( \psi(t_2) - \frac{1}{2} \frac{\partial}{\partial \psi^*(t_2)} \right) \psi(t_3),$$

(223)

while

$$\hat{\psi}^\dagger(t_1)\hat{\psi}(t_2)\hat{\psi}(t_3) \rightarrow \left( \psi^*(t_1) - \frac{1}{2} \frac{\partial}{\partial \psi(t_1)} \right) \left( \psi(t_2) + \frac{1}{2} \frac{\partial}{\partial \psi^*(t_2)} \right) \psi(t_3).$$

(224)

C. Beyond the truncated Wigner approximation.

Calculating quantum corrections to Eq. (71) also follows along the lines of the previous section. We need to expand the Hamiltonian in Eq. (212) to higher orders in the quantum field $\eta$. Note that for the noninteracting systems TWA is exact. For the Hamiltonians with two-body interaction (64) only the third power of $\eta$ appears in the expansion. To simplify the discussion we will focus on the derivation of quantum corrections in the system described by the Hubbard model with the
Hamiltonian \( (66) \):

\[ \hat{H}_{\text{hub}} = -J \sum_{\langle i,j \rangle} (\hat{\psi}_i \hat{\psi}_j + \psi_i^\dagger \psi_j) + \sum_j V_j \psi_j^\dagger \psi_j + \frac{1}{2} \sum_{\langle i,j \rangle} U_{ij} \psi_i^\dagger \psi_j \psi_i. \]  

(225)

Then Eq. \( (212) \) assumes the following form:

\[
\langle \Omega(\hat{\psi}, \hat{\psi}^\dagger, t) \rangle = \int \int d\psi_0 d\psi_0^* W_0(\psi_0, \psi_0^*) \int \int D\psi(\tau) D\psi^*(\tau) D\eta(\tau) D\eta^*(\tau) \]

\[
\exp \left\{ i \int_0^t d\tau \left[ \sum_j \eta_j^\dagger(\tau) \left( -i \frac{\partial \psi_j(\tau)}{\partial \tau} + \frac{\partial H_W}{\partial \psi_j^*}(\tau) \right) + \eta_j(\tau) \left( i \frac{\partial \psi_j^*(\tau)}{\partial \tau} + \frac{\partial H_W}{\partial \psi_j}(\tau) \right) \right] + \frac{1}{4} \sum_{\langle i,j \rangle} U_{ij} [\eta_i^\dagger(\tau) \psi_i(\tau) + \eta_i(\tau) \psi_i^*(\tau)] \right\} \Omega_W(\psi(t), \psi^*(t), t). \]

(226)

Next we expand the exponent containing cubic terms in \( \eta_j \) and to the leading order we find

\[
\langle \Omega(\hat{\psi}, \hat{\psi}^\dagger, t) \rangle \approx \int \int d\psi_0 d\psi_0^* W_0(\psi_0, \psi_0^*) \int \int D\psi(\tau) D\psi^*(\tau) D\eta(\tau) D\eta^*(\tau) \]

\[
\left( 1 + \frac{i}{4} \int_0^t d\tau \sum_{\langle i,j \rangle} U_{ij} [\eta_i^\dagger(\tau) \psi_i(\tau) + \eta_i(\tau) \psi_i^*(\tau)] |\eta_j(\tau)|^2 \right) \exp \left\{ i \int_0^t d\tau \left[ \sum_j \eta_j^\dagger(\tau) \left( -i \frac{\partial \psi_j(\tau)}{\partial \tau} + \frac{\partial H_W}{\partial \psi_j^*}(\tau) \right) + \eta_j(\tau) \left( i \frac{\partial \psi_j^*(\tau)}{\partial \tau} + \frac{\partial H_W}{\partial \psi_j}(\tau) \right) \right] \right\} \Omega_W(\psi(t), \psi^*(t), t). \]

(227)

The functional integral over \( \eta \) and \( \eta^* \) can now be taken formally by introducing source terms into the path integral \( (227) \):

\[
S = \exp \left\{ \sum_j \sum_{\tau_\alpha=0}^t (s_j^\dagger(\tau_\alpha) \eta_j(\tau_\alpha) - s_j(\tau_\alpha) \eta_j^*(\tau_\alpha)) \right\}, \]

(228)

where to avoid dealing with functional derivatives we discretized the time: \( \tau_\alpha = \alpha \Delta \tau, \alpha = 0, 1, \ldots t/\Delta \tau \). As usual in the end we will take the limit \( \Delta \tau \to 0 \). Then we have

\[
\eta_j^*(\tau_\alpha) = -\frac{\partial}{\partial s_j^\dagger(\tau_\alpha)} S, \quad \eta_j(\tau_\alpha) = \frac{\partial}{\partial s_j(\tau_\alpha)} S, \]

(229)
where all the derivatives are evaluated at \( s_j(\tau) = 0 \). Then we can rewrite Eq. (227) in the following way:

\[
\langle \tilde{\Omega}(\psi, \psi^\dagger, t) \rangle = \int \int d\psi_0 d\psi_0^* W_0(\psi_0, \psi_0^*) \int \int D\psi(\tau) D\psi^*(\tau) D\eta(\tau) D\eta^*(\tau) \left( 1 - \frac{i}{4} \sum_{\tau_\alpha=0}^{t} \Delta \tau \sum_{(i,j)} U_{ij} \left[ \psi_i(\tau_\alpha) \frac{\partial}{\partial \psi_i^*(\tau_\alpha)} - \psi_i^*(\tau_\alpha) \frac{\partial}{\partial \psi_i(\tau_\alpha)} \right] \right) \times \exp \left\{ i \sum_{\tau_\alpha=0}^{t} \Delta \tau \left[ \sum_j \eta_j(\tau_\alpha) \left( \frac{-\psi_j(\tau_\alpha + \Delta \tau) - \psi_j(\tau_\alpha) - s_j(\tau_\alpha)}{\Delta \tau} + \frac{\partial H_W}{\partial \psi_j^*(\tau_\alpha)} \right) \right) \right\} \Omega_W(\psi(t), \psi^*(t), t).
\]

The source terms \( s_j(\tau) \) should be set to zero in the end of the calculation. Now one can integrate over \( \eta(\tau) \) and \( \eta^*(\tau) \). As a result we get that the classical fields \( \psi_j(\tau) \) satisfy the Gross-Pitaevskii equations of motion with additional source terms, which play the role of infinitesimal shift of \( \psi_j(\tau) \):

\[
\psi_j(\tau) \to \psi_j(\tau) + s_j(\tau).
\]

Changing notations \( s_j(\tau_\alpha) = \delta \psi_j(\tau_\alpha) \), taking the continuum limit \( \Delta \tau \to 0 \), and using the property of \( \delta \)-function \( \partial_\alpha \delta(s) = -\delta(s) \partial_\alpha \) we find that Eq. (231) reduces to

\[
\langle \tilde{\Omega}(\psi, \psi^\dagger, t) \rangle \approx \int \int d\psi_0 d\psi_0^* W_0(\psi_0, \psi_0^*) \left( 1 - \frac{i}{4} \int_0^t d\tau \sum_{(i,j)} U_{ij} \left[ \psi_i^*(\tau) \frac{\partial}{\partial \psi_i^*(\tau)} - \psi_i(\tau) \frac{\partial}{\partial \psi_i(\tau)} \right] \right) \Omega_W(\psi(t), \psi^*(t), t),
\]

where at the time \( \tau \) the classical fields \( \psi_i(\tau) \) and \( \psi_j(\tau) \) undergo infinitesimal jumps \( \delta \psi_i(\tau) \) and \( \delta \psi_j(\tau) \) and later at the time \( t \) the nonlinear response of the observable \( \Omega \) is evaluated with respect to these jumps. Note that Eq. (231) coincides with Eq. (75) for a particular choice of the interaction \( u_{ijkl} = U_{ij} \delta_{kj} \delta_{il} \). Similarly higher quantum corrections to TWA appear in the form of multiple quantum jumps.

As in the coordinate momentum case one can represent nonlinear response through stochastic quantum jumps. Then one arrives to Eq. (76). It is straightforward to check that indeed Eq. (76) is equivalent to Eq. (75) by Taylor expanding Eq. (76) in the powers of \( \xi_j \) and noting that the terms up to the second order in this expansion give zero contribution to the integral because of the requirement \( \xi_i \). The fourth and higher order derivative terms disappear in the limit \( \Delta \tau \to 0 \). So the only terms in the Taylor expansion contributing to Eq. (76) are the ones containing third order derivatives. These terms precisely reproduce Eq. (75) because of the condition \( \xi_i \). As it is straightforward to check the functions \( \xi_i \) give a possible choice for the distribution of jumps satisfying the conditions \( \xi_i \).
VI. DERIVATION OF THE TRUNCATED WIGNER APPROXIMATION FROM THE VON NEUMANN’S EQUATION.

The results of the previous section can be partially recovered directly analyzing the von Neumann equation for the density matrix (see Ref. [Hillery et al., 1984] for details):

\[ i\hbar \dot{\rho} = [\hat{H}, \rho]. \]  

(232)

Taking the Weyl transform of both sides of the equation and using Eq. (12) for the Moyal bracket we find that in the coordinate-momentum representation this equation becomes:

\[ \dot{W} = \{\mathcal{H}_W, W\}_{MB} = \frac{-2}{\hbar} \mathcal{H}_W \sin \left( \frac{2}{\hbar} \Lambda \right) W. \]  

(233)

If we expand the Moyal bracket in the powers of \( \hbar \) and stop in the leading order then the Moyal bracket reduces to the Poisson bracket and the von Neumann’s equation (233) reduces to the classical Liouville equation for the Wigner function:

\[ \dot{W} \approx \{\mathcal{H}_W, W\}, \]  

(234)

where the Wigner function plays the role of the classical probability distribution. The semiclassical (truncated Wigner) approximation is recovered by noting that the classical trajectories are the characteristics of Eq. (234) along which the Wigner function is conserved. Noting that the expectation value of any operator is equal to the average of the corresponding Weyl symbol weighted with the Wigner function [Hillery et al., 1984] we indeed recover that Eq. (234) is equivalent to Eq. (44). The interpretation of each trajectory in TWA, unlike in the purely classical limit, is not very straightforward for the reason that the Wigner function is not positive definite and can not be interpreted as a probability of a particular realization of the initial conditions. So the individual trajectory does not immediately represent a possible outcome of a single experiment corresponding to a particular realization of the initial conditions.

The quantum corrections to Eq. (234) appear because of the higher order terms in expansion of the Moyal bracket in powers of \( \hbar \). Thus to the order of \( \hbar^2 \) we find (see also Ref. [Zurek, 2003])

\[ \dot{W} = \{\mathcal{H}, W\} - \frac{\hbar^2}{2^23!} \sum_{j,k,l} \frac{\partial^3 U}{\partial x_j \partial x_k \partial x_l} \frac{\partial W^3}{\partial p_j \partial p_k \partial p_l} + \ldots \]  

(235)

This partial differential equation is much harder to solve than the classical Liouville equation since the method of characteristics does not apply. One can attempt to solve it in the case of say a single degree of freedom, but then there is no advantage in this method over the direct solution of
the Schrödinger equation. Another possibility is to write the evolution operator for this equation in the path integral form (see Ref. [Berg et al., 2009]) and try to treat this term perturbatively. In this case one should recover the results obtained in this paper. There are no other methods of efficiently simulating Eq. (235) known in the literature.

The truncated Wigner approximation also was independently developed in quantum optics as an approximate solution of the quantum Liouville equation for the Wigner function written in the coherent state basis (Gardiner and Zoller, 2004; Walls and Milburn, 1994). This approximation later was extended to the systems of interacting bosons (Steel et al., 1998) and recently found many applications to cold atom systems (see e.g. Ref. [Blakie et al., 2008]). TWA immediately follows from the application of the coherent state Moyal brackets (32) to the von Neumann’s equation for the density matrix (232):

\[
i \hbar \dot{W} = \{H_W, W\}_{MBC} = 2H_W \sinh \left( \frac{1}{2} \Lambda_c \right) W.
\]

Expanding this Moyal bracket in the powers of \( \Lambda_c \) (which is equivalent in the expansion in \( 1/N \)) to the leading order we find

\[
i \hbar \dot{W} \approx \{H_W, W\}_C
\]

recovering the classical Liouville equation for the density matrix. This equation can be solved using the method of characteristics which exactly coincide with the classical Gross-Pitaevskii equations:

\[
i \hbar \dot{\psi}_j = \frac{\partial H_W}{\partial \psi^*_j(t)}
\]

These characteristics again represent trajectories along which the Wigner function is approximately conserved.

If we go beyond TWA then we need to expand the coherent state Moyal bracket up to the third order in \( \Lambda_c \). Then we recover a third order partial differential equation analogous to Eq. (235):

\[
i \hbar \dot{W} = \{H_W, W\}_c + \frac{1}{8} \sum_{\alpha,\beta,\gamma} \frac{\partial^3 H_W}{\partial \psi^*_\alpha \partial \psi^*_\beta \partial \psi^*_\gamma} \frac{\partial^3 W}{\partial \psi^*_\alpha \partial \psi^*_\beta \partial \psi^*_\gamma} - \frac{\partial^3 H_W}{\partial \psi^*_\alpha \partial \psi^*_\beta \partial \psi_\gamma} \frac{\partial^3 W}{\partial \psi^*_\alpha \partial \psi^*_\beta \partial \psi^*_\gamma}.
\]

For the Hamiltonians with two-body interactions (or generally with not necessarily number conserving interactions involving no more than quartic terms in the fields \( \hat{\psi} \) and \( \hat{\psi}^\dagger \)) there are no higher than third order terms in the expansion of Eq. (236) in powers of \( \Lambda_c \) and thus Eq. (239) is exact (see also Refs. [Blakie et al., 2008; Steel et al., 1998]). As in the coordinate-momentum representation this equation is hard to solve because the method of characteristics does not apply.
We note that the (probably unfortunate) name truncated Wigner approximation appeared in the literature for Eq. (237) (which is also equivalent to Eq. (71)) because at this level of approximation one truncates the Liouville equation (239) to the linear order in derivatives with respect to \( \psi \) and \( \psi^* \). Thus this terminology is akin terming the Poisson bracket as the truncated Moyal bracket.
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Appendix A: Implementation of quantum corrections for the sine-Gordon and Bose Hubbard models.

In this section we give some details of how one can implement quantum corrections in practice. First let us consider the sine-Gordon model (see Sec. IV.C), which is described by the Hamiltonian (125). At the semiclassical level one has to solve the equations of motion (128) subject to random initial conditions distributed according to the Wigner function (126). In the chosen setup the Wigner function is gaussian both at zero and at finite temperatures and there is no problem in sampling over the initial conditions.

In order to implement the quantum correction in this case we used quantum jumps given by the second term in the brackets of Eq. (53) proportional to \( h^2 \). The function \( F_3(\xi) \) is given by Eq. (57). To implement this jump in practice at each step of the Monte-Carlo sampling over the initial conditions we also select a random time \( \tau \) and a random position \( j \) of the jump. Then at this time we evaluate 
\[
V_{3,j} = -V(\tau)\beta^3 \sin(\beta \phi_j(\tau)),
\]
randomly choose \( \xi \) from a Gaussian distribution with zero mean and unit variance and the rest of the function \( F_3(\xi) \), namely \( 1/2(\xi^3/3 - \xi) \), we multiply by \( V_{3,j} \) and \( h^2/2 \). And finally we transform \( \delta n_j \rightarrow \delta n_j + \xi_j \sqrt{\Delta \tau} \). Here \( \Delta \tau \) is a sufficiently small interval which can be adjusted to improve the efficiency of the simulation: larger \( \Delta \tau \) corresponds to faster convergence but worse accuracy. We checked that the results for \( \Delta \tau = 0.1 \) and \( \Delta \tau = 0.2 \) are practically indistinguishable.

Then the quantum correction term to the expectation value of say \( \hat{\Omega} = \cos(\beta \phi_0(t)) \) is evaluated
as the average over many runs of the following quantity:

\[
\left\langle -\frac{tMV(\tau)\beta^3}{8} \sin(\beta\phi_j(\tau))(\xi^3/3 - \xi) \cos(\beta\phi_0(t)) \right\rangle,
\]

(A1)

where \( \tau \) is a random time uniformly distributed in \([0, t]\), \( j \) is the random position of the jump: \( j \in [0, M - 1] \), \( M \) is the spatial size of the system (\( M = 20 \) for our particular example), \( \xi \) is the randomly distributed Gaussian variable with zero mean and unit variance. At the moment \( \tau \) we shift the density \( n_j(\tau) \rightarrow n_j(\tau) + \xi \sqrt{\Delta \tau} \). At each Monte Carlo run we also randomly choose initial conditions distributed according to the Wigner function.

Next let us describe implementation of the quantum corrections in terms of the nonlinear response, which we used in the problem of turning on interactions in the system of bosons in optical lattice (see Sec. IV.D.3). In principle, the two implementations of corrections in terms of quantum jumps and nonlinear response are equivalent. We arbitrarily decided to use jumps for the sine-Gordon model and nonlinear response for the Hubbard model to illustrate that both methods work. Which one is more numerically efficient in which situation still remains to be investigated.

As in the previous case TWA is obtained by solving the classical discrete Gross-Pitaveskii equations with the initial conditions distributed to the Gaussian distribution (148). The Weyl symbol for the Hamiltonian can be obtained e.g. by using Eqs. (73) and (72):

\[
\hat{H}_W(t) = -J \sum_{\langle j,k \rangle} (\psi_j^*(t)\psi_k(t) + \psi_k^*(t)\psi_j(t)) + \frac{U(t)}{2} \sum_j \left[ (|\psi_j(t)|^2 - 1)^2 - \frac{1}{2} \right],
\]

(A2)

where the first sum is taken over all nearest neighbor pairs.

To find the first quantum correction to the TWA result we use Eq. (75), which in the case of Hubbard model takes the form

\[
\langle \hat{H}(t) \rangle_1 = - \int D\psi_{0,j}^* D\psi_{0,j} W(\psi_{0,j}^*, \psi_{0,j}) \sum t' \int_0^t dt' \frac{U(t')}{16} \left[ \Re \psi_i(t') \frac{\partial}{\partial \epsilon_1} - \Re \psi_i(t') \frac{\partial}{\partial \epsilon_2} \right] \left[ \frac{\partial^2}{\partial \epsilon_1^2} + \frac{\partial^2}{\partial \epsilon_2^2} \right] \hat{H}_W(t, \epsilon_1, \epsilon_2),
\]

(A3)

where \( \epsilon_1 \) and \( \epsilon_2 \) represent the real and imaginary parts of an infinitesimal jump of \( \psi_i \) at the moment \( t' \):

\[
\psi_i(t') \rightarrow \psi_i(t') + \epsilon_1 + i\epsilon_2;
\]

(A4)

\( \hat{H}_W(t, \epsilon_1, \epsilon_2) \) depends on \( \epsilon_1 \) and \( \epsilon_2 \) through the fields \( \psi_j(t) \). To get Eq. (A3) from Eq. (75) we used relations (74) because in practice it is easier to manipulate with real rather than complex numbers.
Evaluation of the correction according to Eq. (A3) requires computing third order derivatives. This can be done using finite differences. E.g. for an arbitrary function $\Omega(\epsilon_1, \epsilon_2)$ we have

\[
\frac{\partial^3 \Omega(\epsilon_1, \epsilon_2)}{\partial \epsilon_1^3} \approx \frac{\Omega(2\epsilon_1, 0) - \Omega(-2\epsilon_1, 0) - 2\Omega(\epsilon_1, 0) + 2\Omega(-\epsilon_1, 0)}{2\epsilon_1^3}
\]

(A5)

\[
\frac{\partial^3 \Omega(\epsilon_1, \epsilon_2)}{\partial \epsilon_1 \partial \epsilon_2^2} \approx \frac{\Omega(\epsilon_1, \epsilon_2) + \Omega(\epsilon_1, -\epsilon_2) - \Omega(-\epsilon_1, \epsilon_2) - \Omega(-\epsilon_1, -\epsilon_2) - 2\Omega(\epsilon_1, 0) + 2\Omega(-\epsilon_1, 0)}{2\epsilon_1 \epsilon_2^2}
\]

(A6)

where $\epsilon_1$ and $\epsilon_2$ are small. As in the previous example the actual values of $\epsilon_1$ and $\epsilon_2$ should be determined by the compromise: larger values give faster convergence but smaller accuracy. Similar expressions can be used to evaluate the remaining two derivatives. In practice one can evaluate this differences by time-evolving the original fields $\psi_j$ as well as twelve additional perturbed fields which obtained by shifting $\psi_i(t)$ in different ways:

\[
\psi_{i,1}(t) = \psi_i(t) + \epsilon_1, \quad \psi_{i,2}(t) = \psi_i(t) - \epsilon_1,
\]

\[
\psi_{i,3}(t) = \psi_i(t) + 2\epsilon_1, \quad \psi_{i,4}(t) = \psi_i(t) - 2\epsilon_1,
\]

\[
\psi_{i,5}(t) = \psi_i(t) + i\epsilon_2, \quad \psi_{i,6}(t) = \psi_i(t) - i\epsilon_2,
\]

\[
\psi_{i,7}(t) = \psi_i(t) + 2i\epsilon_2, \quad \psi_{i,8}(t) = \psi_i(t) - 2i\epsilon_2,
\]

\[
\psi_{i,9}(t) = \psi_i(t) + \epsilon_1 + i\epsilon_2, \quad \psi_{i,10}(t) = \psi_i(t) - \epsilon_1 + i\epsilon_2,
\]

\[
\psi_{i,11}(t) = \psi_i(t) + \epsilon_1 - i\epsilon_2, \quad \psi_{i,12}(t) = \psi_i(t) - \epsilon_1 - i\epsilon_2,
\]

Then one can obtain desired finite differences using appropriately displaced solutions of the Gross-Pitaevskii equations (according to Eqs. (A3), (A5), and (A6)). As in the sine-Gordon case we can evaluate time integral and the sum by randomly choosing time $t' \in [0, t]$ and position at each Monte-Carlo run and then multiply the result by the product of $t$ and the number of sites.

**Appendix B: Emergence of the Weyl ordering of the Hamiltonian in the path integral representation of the evolution operator.**

The emergence of the Weyl form of the Hamiltonian both in Eq. (163) and (212) is somewhat subtle because usually path integrals are based on the normal ordering of operators (Negele and Orland, 1988). In the coherent state picture the normal ordering corresponds to creation operators appearing on the left of annihilation operators. In the coordinate momentum representation by the normal ordering we will understand the one corresponding to the coordinate operators appearing on the left of the momentum operators. Note that usually the Hamiltonian is the sum of kinetic and potential energies the former being a function of momenta only and the latter
being the function of the coordinates. Then the issue of ordering never arises because normal and Weyl orderings are identical. This issue will become important if the Hamiltonian has cross terms like \( \hat{x}^2 \hat{p} \) which will emerge e.g. in the systems with nontrivial vector potential. In the coherent state picture the choice of the correct ordering can be very important. Even for the Hamiltonians with two-body interactions like (64) the Weyl compared to normal ordering introduces additional terms (see Eq. (68)). As we argued in Sec. III.B for spatially uniform two-body density-density interactions the Weyl ordering introduces an additional term proportional to the total number of particles, which is conserved in time and only affects an overall phase in the density matrix (and can be removed by a global gauge transformation). Such phase is usually unimportant unless we are interested in various interference phenomena between different systems. However, if the interaction between particles is spatially dependent due to some external potential, the additional term in the Hamiltonian can not be eliminated by a simple gauge transformation and have to be taken into account. At the end of this Appendix we will illustrate this point with an explicit example.

Let us discuss the emergence of the Weyl ordering in the coherent state representation. The discussion in the coordinate-momentum representation would be completely analogous. In the path integral representation of the Hamiltonian we have to deal with the evolution operator written as an infinite product (see Sec. V.B):

\[
\prod_{\alpha} \exp[\pm i \hat{H}(\psi^\dagger, \psi, \tau) \Delta \tau].
\]  

(B1)

For simplicity we suppressed all spatial indices. The two signs correspond to the forward and backward evolution. It is convenient to proceed with the Hamiltonian written in the normal-ordered form. Then by introducing the resolution of the identity as \( |\psi(\tau)\rangle \langle \psi(\tau)| \exp[-|\psi(\tau)|^2] \) at each time step we end up with the products of the type:

\[
\prod_{\alpha} \exp \left[ \pm \sum_{\alpha} \psi(\tau) \left( \psi^*(\tau+1) - \psi^*(\tau) + i \mathcal{H}_n(\psi^*(\tau), \psi(\tau+1), \tau) \right) \Delta \tau \right].
\]  

(B2)

Here the subindex \( n \) emphasizes that the substitution \( \hat{\psi}^\dagger \to \psi^* \) and \( \hat{\psi} \to \psi \) is taken in the normal ordered Hamiltonian. The key observation we have to make is that the field \( \psi^* \) appears in the earlier time than the field \( \psi \). As we argued earlier, when we discussed non-equal time correlation functions, the path integral automatically produces Bopp operators for the fields \( \hat{\psi} \) and \( \hat{\psi}^\dagger \) in any observable. The same situation happens in the Hamiltonian, which can be formally seen by treating the term \( \exp[i \mathcal{H}_n(\psi^*(\tau), \psi(\tau+1), \tau) \Delta \tau] \) at each time step as an observable. Then we have to use the substitution in the Hamiltonian, \( \hat{\psi}^\dagger \to \psi^* - \frac{i}{2} \partial_\psi \). We remind that the derivative term comes from integrating over the quantum field \( \eta \) (see Sec. V.B). for the details. As we
discussed in that section the derivative terms acting on the observables appearing at later times give raise to various quantum jumps. However, there is also an additional contribution from the jumps in $\psi$ on the Hamiltonian itself coming from the fact that in the normal ordered form $\psi$ appears at an infinitesimally later time than $\psi^*$ (see Eq. (B2)). As we discussed in Sec. III.B these derivative terms produce the Weyl symbol of the Hamiltonian. In other words the Weyl symbol of the Hamiltonian is produced by the self-action of the quantum jumps on the Hamiltonian. The same argument shows that the Weyl ordering should be used in the coordinate-momentum representation.

![Energy dependence on the product δt](image)

**FIG. 16** Energy (per site) dependence on the product $\delta t$ for a periodic Bose-Hubbard chain consisting of eight sites with the modulated interaction potential (see the text for details). The black solid curve is the result of the exact calculation. Red circles correspond to TWA with the Weyl form of the Hamiltonian used in the time evolution and and blue squares show the result of TWA where the normal ordered Hamiltonian is used instead.

To illustrate the importance of the Weyl ordering we will consider an explicit example as in Sec. IV.D.3 but with slight modification that the atoms are only interacting in off cites:

$$\hat{H} = -J \sum_j (\hat{\psi}_j^\dagger \hat{\psi}_{j+1} + \hat{\psi}_{j+1}^\dagger \hat{\psi}_j) + \frac{U(t)}{2} \sum_{j=\text{even}} \hat{\psi}_j^\dagger \hat{\psi}_{j+1}^\dagger \hat{\psi}_{j+1} \hat{\psi}_j. \quad (B3)$$

The classical normal-ordered counterpart of this Hamiltonian appears by simply substituting $\hat{\psi}^\dagger \rightarrow$
FIG. 17 Same as in Fig. 16 except for $\delta = 1$. The black line is the exact result. The red circles and blue squares represent TWA and TWA + first quantum correction evaluated using the Weyl form of the Hamiltonian.

$\psi^*$ and $\hat{\psi} \rightarrow \psi$ in the Hamiltonian above. The Weyl symbol for this Hamiltonian contains an additional term:

$$H_W = -J \sum_j (\psi_j^* \psi_{j+1} + \psi_{j+1}^* \psi_j) + \frac{U(t)}{2} \sum_{j=\text{even}} |\psi_j^*|^4 - U(t) \sum_{j=\text{even}} |\psi_j|^2. \quad (B4)$$

The extra term now does not commute with the Hamiltonian and gives rise to the physical difference in the time evolution.

As in the example considered in Sec. IV.D.3 we will start in the noninteracting case and assume that $U(t) = U_0 \tanh \delta t$. We will use the same parameters as in Fig. 10 i.e. eight sites, on average one particle per site, $J = 1$, $U_0 = 1$ and $\delta = 2.5$. In Fig. 16 we show the comparison of the exact calculation and TWA with the Hamiltonian in the Weyl and normal-ordered forms. Clearly the Weyl representation (red circles) gives much better accuracy. In addition to a larger mistake using normal-ordered Hamiltonian also yields an unphysical result where the energy is not conserved even when the interaction almost stops changing in time. In Fig. 17 we show that as in Fig. 10 the first quantum correction significantly improves the accuracy of TWA. We use a slightly smaller value of $\delta = 1$ in Fig. 17 compared to Fig. 16 to introduce a larger mistake in TWA so that the effect of the correction is more visible.
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