Decay and dephasing of image-state electrons induced by Cs adsorbates on Cu(100) at intermediate coverage
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A theoretical study of the influence of Cs adsorbates on the dynamics of Cu(100) image states is reported. It is applied to the coverage range where the Cs adsorbates are randomly adsorbed on the surface. In contrast to an earlier study based on a single adsorbate scattering approach and thus limited to the very low adsorbate coverages, the present work considers the image-state electron scattered by a given adsorbate in the presence of all the others. This allows the treatment of the intermediate coverage range. The core of the present approach consists of defining a coverage dependent potential representing the average interaction between the electron and the adsorbate layer together with a local perturbing potential centered on each adsorbate. A time-dependent study of electron scattering associated to a many-body treatment of inelastic interactions with bulk electrons yields the rates for population and coherence decay of the image-state electron. This leads to a discussion of the coverage dependence of the decay and dephasing rates, which exhibit a complex variation due to the simultaneous interactions of the image-state electron with many adsorbates on the surface.
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I. INTRODUCTION

Excited electronic states on surfaces are a subject of thorough theoretical and experimental research due to their fundamental and practical importance.1–4 Among different excited states, the image potential states have received a lot of interest and form an appealing model system for studying the fundamental and practical importance.1–4 Among different excited states, the image potential states have received a lot of interest and form an appealing model system for studying the dynamics of electronic excitation at surfaces. Image potential states (ISs) appear on various surfaces as a consequence of the attraction between an electron located in vacuum and its image charge in the solid. Whenever electron penetration into the bulk is forbidden by the surface projected band gap, the image states form a Rydberg series converging to the vacuum level.5–8 The electron motion in an image state is bound in the direction perpendicular to the surface and it is quasifree in the direction parallel to the surface. Thus the image states form two-dimensional continua and their energy is given by

\[ E_n = -\frac{1}{32(n + a)^2} + \frac{k_z^2}{2m}, \]

where \( a \) is a quantum defect of the IS series, \( k_z \) is the electron momentum parallel to the surface, and \( m^* \) is an effective mass for the electron motion in the IS unless stated otherwise, atomic units (a.u.) are used, i.e., \( e^2 = \hbar = m_e = 1 \). Because of the weak coupling of the IS with the bulk, the effective mass for these states is very close to the free-electron mass.9–12 Within the one-electron approximation the image states are stationary, i.e., they exhibit an infinitely long lifetime. However, in real materials the IS lifetime is finite due to inelastic interactions of the IS electron with the electrons in the solid. Since the wave functions of the ISs are mainly localized outside of the solid, the decay of an IS via electron-electron (e-e) interaction is rather slow.13,14

Due to their localization outside the solid surface, the ISs are substantially influenced by the quality of the surface. They are very sensitive to the presence of various surface defects. In particular, adsorbates, adatoms, vacancies, or steps can very efficiently scatter electrons in the image states. Along with intrinsic surface states, ISs can then be considered as useful tools to test the quality of a surface. The first observations of the influence of the presence of adsorbates on the characteristics of the surface localized states were reported by Kevan,15 who used photoemission to study the occupied surface state on Cu(111) perturbed by potassium adsorbates. The broadening of the surface-state line in the emitted electron energy spectrum was found to vary linearly with the K adsorbate at low coverage. This was interpreted as the proof of the surface-state electron being scattered by adsorbates randomly distributed on the surface and an estimate of the scattering cross section by a single potassium adsorbate could be deduced. Effect of the adsorbates on the image states has been studied with two-photon photoemission spectroscopy. As a rule, ISs are empty at equilibrium. The first photon excites a metal electron into an IS and the second photon ejects the electron from this state into vacuum where both its energy and emission angle can be measured. Linear broadening of the IS spectral linewidth with increasing adsorbate coverage has been reported for several systems.16–19

The development of the femtosecond lasers created a broad research field with two-photon pump-and-probe experiments, in particular, for excited electronic states at surfaces such as ISs.20,23 In these time-resolved two-photon
photoemission (TR-2PPE) studies, the first (pump) laser pulse excites an electron into an IS, and the second (probe) pulse ejects it into the continuum with a variable time delay. The spectra of ejected electrons are measured for various time delays. Thus the characteristics of the electron dynamics in the IS can be studied directly in the time domain. A number of pump-probe experiments of this type have been reported for ISs on adsorbate coated surfaces, where the change of the IS decay and dephasing times has been studied as a function of the adsorbate coverage. Particularly detailed studies are available for Cu/Cu(100) and CO/Cu(100) systems.\textsuperscript{22,24-26} This makes important and timely the development of a deep theoretical understanding of how various properties of a surface can influence the IS characteristics.

Recently a theoretical treatment of the IS electron scattering by a set of adsorbates randomly distributed on the surface has been developed. It considers that the IS electron is scattered independently and incoherently by the various adsorbates. It thus describes the IS dynamics via the scattering properties of a single adsorbate on the surface. It has been applied to a few different adsorbates: alkalis, Ar, and Cu.\textsuperscript{27-31} Two different scattering processes of the IS electron have been identified: interband and intraband scattering. If the recoil of the adsorbate is neglected, both scattering processes are energy conserving. In an interband scattering process, the IS electron is scattered into a band of electronic states different from the initial one (another IS, bulk band, or surface state if available); this corresponds to a population decay of the image state. Intraband scattering corresponds to the scattering of the image-state electron inside an IS continuum, i.e., to a mere change of direction of $k_i$. It leads to the pure dephasing process. These two processes can be linked to the parameters $T_1$, $T_2$, and $T_3$ entering optical Bloch equations\textsuperscript{32} commonly used to analyze TR-2PPE experimental data.\textsuperscript{2} The population decay process involving interband scattering determines the $T_1$ decay time. The coherence decay process involving intraband scattering determines the pure dephasing time $T_2$. Both processes contribute to the total line broadening given by $1/T_2$. In the limit of low adsorbate coverage of the surface, one can assume that the IS electron is scattered independently and incoherently by each adsorbate; this leads to population and coherence decay rates of the IS that vary linearly with the adsorbate coverage (see the discussion in Ref. 28). In this case, the scattering potential is the one induced by a single adsorbate. This approach, which leads to the linear variation of dephasing and broadening rates as functions of the coverage, is termed the “single adsorbate approach” below. One can stress that such a scattering approach relies on a random distribution of adsorbates on the surface. The situation would be quite different in the case of adsorbate clustering into islands. Then, scattering of the IS electrons by the adsorbate clusters and/or the island edges has to be considered.

The practical implementation of the single adsorbate approach, relying upon the independent scattering of an IS electron by a single adsorbate, is limited to the low coverage cases. For higher coverages this simple theory has to be revised. Let us consider the case of alkali adsorbates studied below.

Electron transfer from a single alkali adsorbate to the metal substrate together with the screening of the resulting charge results in a strong dipole field outside the surface. This field can influence ISs over a large region of space surrounding the adsorbate. When the coverage is not so small, the fields from different adsorbates overlap and one cannot consider that the IS electron is scattered independently by each adsorbate and collective effects appear. The dipole fields of all the adsorbates influence collectively the IS electron, though each adsorbate still acts as a scattering center. It is the aim of the present work to develop a theoretical approach of the IS dynamics that can be applied to the intermediate adsorbate coverage range. This approach takes into account (i) the collective effect of the long-range dipolar fields of all the adsorbates above the surface, and (ii) electron scattering by the short-range part of the potential around individual adsorbates.

The paper is organized as follows. In Sec. II we detail our theoretical approach. Results of the calculations for the IS decay and dephasing rates are presented in Sec. III. Finally, Sec. IV is devoted to summary and conclusions.

II. METHOD

An approach suitable for intermediate coverages has to consider the effects from all the adsorbates collectively. A first step in this direction has been performed in Ref. 33. An effective potential $V_{\text{eff}}(z)$ has been defined, which represents the mean interaction between an electron and all the alkali adsorbates. Computed from the dipoles located on each adsorbate, $V_{\text{eff}}(z)$ is a function of only $z$, the distance along the surface normal. It is independent of $\vec{r}$, the position vector parallel to the surface. In the limit of very large $z$, this effective potential is equal to $\Delta \Phi$, the change of the surface work function induced by the alkali adsorbates. Including the averaged effective potential $V_{\text{eff}}(z)$ in the Schrödinger equation describing the IS, one redefines “dressed” image states on the averaged adsorbate-modified surface. The average potential changes the IS energies adjusting them automatically to the work function of the adsorbate-modified surface. This approach was found\textsuperscript{33} to account very well for the energy of the IS in the Na/Cu(111) system as a function of the adsorbate coverage measured by Fischer et al.\textsuperscript{34} The maxima of the dressed IS wave functions were found to shift away from the surface as the alkali coverage is increased.\textsuperscript{33} Together with the change of the energy of the ISs that places them deeper into the projected band gap of Cu(111), the shift of the maxima of the IS wave functions leads to a decrease of the IS penetration inside the bulk. Consequently, this should lead to a decrease of the IS decay rate due to inelastic interactions with the Fermi sea of bulk electrons.

The dressed image states are defined through the $V_{\text{eff}}(z)$ potential. However, the complete potential corresponding to the electron interaction with all the adsorbates on the surface can still lead to scattering of the IS electrons, induced by the difference between the complete potential and the average $V_{\text{eff}}(z)$ potential. Since the long-range dipolar part of the electron-adsorbate interaction is taken care of by $V_{\text{eff}}(z)$, the effective scattering potential becomes a sum of very weakly overlapping short-range potentials $V_{Sc}$ localized around each adsorbate. This is quite different from the interaction with a
single adsorbate, where the scattering potential presents a long-range dipolar part. Together with a noticeable shift of the maximum of the IS electron wave function into the vacuum side, this makes the reduced interaction between the IS electron and adsorbed atom much weaker. The above redefinition of the scattering potential for the dressed image states opens the way to the treatment of the dynamics of ISs at intermediate coverage on the base of single-scattering theory developed earlier for very low adsorbate coverage. Indeed, the single-scattering approach relies on the independent scattering from individual adsorbates so that the scattering cross section cannot exceed the mean distance between adsorbates. Note, however, that the present approach is computationally very demanding. For each adsorbate coverage one has to (i) obtain \( V_{\text{eff}}(z) \), and a scattering potential \( V_{\text{sc}}(\rho) \); (ii) obtain the dressed states as the unperturbed scattering states defined by the \( V_{\text{eff}}(z) \) potential; (iii) finally, calculate the scattering of the dressed image-state electron by \( V_{\text{sc}}(\rho) \). The results of the present approach should smoothly join the earlier single adsorbate scattering results as the coverage decreases. At the same time, one expects that this treatment will reveal a new behavior of the IS decay and dephasing processes as functions of adsorbate coverage, different from the linear behavior found at very low coverage.

In the following, we consider the case of the IS on a Cu(100) surface perturbed by Cs adsorbates. The reason for choosing this system is twofold: (i) Cs adsorbates are very efficient scatterers and thus collective effects should appear easily; (ii) there is a complete Rydberg series of the ISs on Cu(100) and their dynamics is not affected by the proximity of the upper projected band-gap edge. At the \( \Gamma \) point, the projected band gap of Cu(100) (X gap) extends from -3.11 to +2.98 eV (all the energies are given with respect to the vacuum level). Therefore a complete Rydberg series of ISs converging to the vacuum level exists with the energies \( E_1 = -0.573 \) eV, \( E_2 = -0.177 \) eV, \( E_3 = -0.084 \) eV, etc. There is no surface state on the (100) surface of Cu at the \( \Gamma \) point, but there is a surface resonance at approximately -3.5 eV. The above energies are obtained with the model potential used in the present study and are very close to the experimental data for the clean Cu(100) surface.

### A. Definition of the potentials

When a single alkali atom is adsorbed on a metal, its valence electron is transferred into the substrate. The resulting charge is screened by the metal leading to the formation of a dipolar field around the adsorbate. The presence of the screening charge makes it difficult to define the charge state of an adsorbate, the total system being neutral (see a discussion in Scheffler et al.). However, both two-photon-photoemission experiments and theoretical studies on alkali adsorbates reveal an unoccupied adsorbate-induced resonance with an energy well above the Fermi level. This resonance has been shown to originate from the valence orbital of the alkali atom. One can thus consider a single alkali atom to be ionized on a metal surface and to be accompanied by its screening charge. When coverage is increased, depolarization of the adsorbates sets in, reducing the dipole local-ized on each adsorbate. The equilibrium adsorption height of Cs/Cu(100) is \( Z_{\text{ads}} = 3.0 \) a.u. measured from the image reference plane as can be deduced from low-energy electron diffraction (LEED) experiments or extracted from the coverage dependence of the surface work function. In our study limited to the coverage range where the work function varies linearly with coverage, we assumed the adsorbate charge and adsorption distance to be constant. The work-function shift induced by the adsorbate layer is \( \Delta \Phi = -4 \pi q \eta q Z_{\text{ads}} \), where \( q \) is the charge of the adsorbate and \( \eta = 1.1 \) in the present study). The surface density of adsorbates, \( \eta \), can be related to the coverage \( \theta = \eta / \eta_0 \), where \( \eta_0 \) is the surface density of Cu atoms.

We use cylindrical coordinates with the \( z \) axis perpendicular to the surface and going through the center of a given adsorbate. Positive values of \( z \) correspond to the electron being in vacuum. The potential describing the electron interaction with a single adsorbate is defined as

\[
U_{\text{ads}}(\rho, z) = U_0(\rho, z - Z_{\text{ads}}) - \frac{1}{\sqrt{\rho^2 + (z - Z_{\text{ads}})^2}} + \frac{1}{\sqrt{\rho^2 + (z + Z_{\text{ads}})^2}},
\]

where the electron radius vector is \( \vec{r} = (\rho, z) \), and \( Z_{\text{ads}} \) is the distance between the adsorbate and the image plane located at \( z = 0 \). The adsorbate potential is assumed to be completely screened inside the metal. The pseudopotential \( U_0(\rho, z) \) has been obtained from the \( l \)-dependent potential introduced by Bardsley to describe alkali atoms. It contains local and nonlocal terms in the Kleinman-Bylander form (see Ref. for an explicit definition). The Coulomb contribution from the positive core is absent from \( U_0(\rho, z) \) and represented by a separate term (second term in the equation). Therefore \( U_0(\rho, z) \) is a short-range potential. The third term stands for the interaction of the electron with the electrostatic image of the adsorbate core. The sum of the second and third terms results in the long-range dipolar potential induced by the alkali adsorbate.

The total potential induced by the adsorbate layer is obtained as the sum of the electron interactions with individual adsorbates:

\[
U_T(\vec{r}, z) = \sum_{\text{ads}} U_{\text{ads}}(\vec{r} - \vec{r}_j, z),
\]

where \( \vec{r}_j \) give the positions of randomly distributed adsorbates. \( U_T(\vec{r}, z) \) depends on the distribution of the adsorbates over the surface, but \( U_T(\vec{r}, z = \infty) \) is equal to the change of the surface work function \( \Delta \Phi \). At low and moderate coverage (below about two-thirds of the saturation coverage), there is no long-range order in the Cs adsorbates, both at low and at room temperature, and the Cs adatoms are distributed as an isotropic fluid with short-range order.

It is very difficult to take into account the stochastic distribution of the adsorbates in a real situation and we resorted to a model approach. The model is defined both by the sys-
tem considered and by the averaging procedure used to generate the effective potential below. The best model of the adsorbate distribution over the surface should be chosen through minimizing the square of the fluctuations of some physical quantities averaged over an ensemble of stochastically sampled adsorbates. However, this formidable task is much beyond the scope of the present paper. In the present work, we use a potential \( V_{\text{Ad}}(\rho, z) \) resulting from an average of the total potential created by the dipoles associated with alkali adsorbates at the surface. Inside the Wigner-Seitz cell surrounding an adsorbate, we performed averages over circles of radius \( \rho \) centered at the adsorbate [the radius \( \rho \) is then smaller than the Wigner-Seitz radius \( \rho_{\text{WS}} = (\pi \eta)^{-1/2} \)]:

\[
V_{\text{Ad}}(\rho, z) = U_0(\rho, z - Z_{\text{Ad}}) + V_{\text{Dip}}(\rho, z),
\]

(3)

where

\[
V_{\text{Dip}}(\rho, z) = \sum_j \left( \frac{1}{\sqrt{(\rho - \rho_j)^2 + (z - Z_{\text{Ad}})^2}} - \frac{1}{\sqrt{(\rho - \tilde{\rho}_j)^2 + (z + Z_{\text{Ad}})^2}} \right),
\]

(4)

Thus the averaging in Eq. (3) is performed using only the dipolar part of the electron interaction potential with a single adsorbate. Considering that the \( U_0(\rho, z - Z_{\text{Ad}}) \) contributions from different adsorbates are short ranged and that the dipolar part is long range, one can conclude that the potential \( V_{\text{Ad}}(\rho, z) \) is close to what one would expect from the average of the total potential \( U_f(\rho, z) \) inside the Wigner-Seitz cell. In our computations, we assumed that the adsorbates are sampled on a hexagonal lattice, and the averaging procedure corresponds to averaging over all the configurations obtained by rotation around the \( z \) axis which passes through the selected adsorbate.

The next step is to define the effective potential \( V_{\text{eff}}(z) \). Following earlier work, we define it as the one-dimensional potential \( V_{\text{eff}}(z) = V_{\text{Dip}}(\rho_{\text{WS}}, z) \). It represents the average action of the adsorbate layer and, at infinity, it joins the correct asymptote of the total adsorbate-layer induced potential \( V_{\text{eff}}(z) = \Delta \Phi \) and \( V_{\text{eff}}(z \approx 0) = 0 \). Note that a few possible ways of constructing \( V_{\text{eff}}(z) \) have been considered in earlier work. In particular, we compared the energies and wave functions of the ISs obtained with different effective potentials: (i) the total potential averaged over the Wigner-Seitz circle in a hexagonal lattice, (ii) the potential above the central hollow position in a hexagonal lattice, and (iii) the potential above the central hollow point in a square lattice. These various definitions of the average potential appeared to lead to extremely similar results and this gives confidence in the present procedure using an average over a hexagonal lattice. One can stress that the effective potential only relies on the dipoles associated with the adsorbates. It obviously depends on the specific adsorbate considered via the value of the equilibrium adsorption height \( Z_{\text{Ad}} \).

We can then rewrite the average potential given in Eq. (3) to explicitly include the effective potential:

\[
V_{\text{Ad}}(\rho, z) = U_0(\rho, z - Z_{\text{Ad}}) + \left[ V_{\text{Dip}}(\rho, z) - V_{\text{eff}}(z) \right] + V_{\text{eff}}(z)
\]

where \( V_{\text{eff}}(z) \) is the model potential describing the electron interaction with the clean Cu(100) surface. It has been introduced by Chulkov et al. and adjusted to the experimental properties of the Cu(100) surface at the \( \bar{\Gamma} \) point. This potential is only a function of the electron coordinate perpendicular to the surface thus a free-electron motion parallel to the surface is assumed. The present approach does not include the relaxation of the substrate induced by the alkali adsorption and its possible effect on a scattering of the IS electrons.

The model potential given by Eq. (6) describes the following scattering process. The dressed image state appears as an eigenstate of the Hamiltonian for electron motion perpendicular to the surface:

\[
\mathcal{H}_{\perp} = -\frac{1}{2} \frac{d^2}{dz^2} + V_{\text{Surf}}(z) + V_{\text{eff}}(z).
\]

The electron within the two-dimensional (2D) continuum of the dressed image state is moving parallel to the surface and is scattered by the short-range adsorbate-induced potential \( V_{\text{Surf}}(\rho, z) = U_0(\rho, z - Z_{\text{Ad}}) + \Delta V(\rho, z) \). This scattering process leads to the decay and dephasing of the dressed image state. Since the effective scattering potential is localized in both \( \rho \) and \( z \) directions, one can attempt to compute the broadening and decay of the new dressed image states within the one-center approximation. Observe that, for each coverage, the asymptotic scattering channels given by ISs have to be redefined together with the adsorbate-induced scattering potential. In particular, the energy positions of the ISs become coverage dependent.

Figure 1 presents the results obtained for the energies of the first three ISs on Cu(100) as functions of Cs coverage on the surface. The general behavior of the eigenstates and eigenfunctions is described in Ref. 33. In particular, it was shown that, in the case of Na adsorbates on Cu(111), the present approach only using the effective potential \( V_{\text{eff}}(z) \) accurately reproduces the experimental IS energies for work function decreases up to 0.7 eV. In the present study, we take the same limit for the work-function change (0.7 eV).
DECAY AND DEPHASING OF IMAGE-STATE ELECTRONS

Briefly, the damping rate due to inelastic scattering, bulk wave functions of an electron characterized by energy $E$, is obtained in the “on the energy-shell” approximation when $K_{xc}$ is set equal to zero in both Eqs. (10) and (11). In Eq. (11) $\chi^0(r, r'; \omega)$ is the density response function of the noninteracting electron system:

$$\chi^0(r, r'; \omega) = 2 \sum_{i,j} \frac{\theta(E_F - \epsilon_{i,q}) - \theta(E_F - \epsilon_{j,q})}{\epsilon_{i,q} - \epsilon_{j,q} + (\omega + i\eta)} \times \phi_i(r)\phi_j^*(r')d_{r'}^0(r').$$

This equation $\eta$ is an infinitesimally small positive constant and in the present calculations has been put equal to 1 meV. The summation over $i,j$ also includes image states. We assume that the one-electron energies $\epsilon_{i,q}$ have the parabolic form:

$$\epsilon_{i,q} = \epsilon_i + q_i^2/2m_i$$

with band index $i$ dependent effective masses to reproduce bulk projected electronic structure of Cu(100) surface. The further calculation details can be found in Ref. 44.

B. Multielectron interactions

The dressed states computed in the previous section vary with coverage. In particular, the maxima of the corresponding wave functions move toward vacuum as the adsorbate coverage is increased. The change of the wave functions of the ISs together with the change of their energy leads to the decrease of the IS penetration inside the bulk Cu.33 One can then expect a decrease of the IS decay due to inelastic interactions with bulk electrons. This problem has been addressed within the framework of many-body theory. The essential details of this approach can be found in Refs. 3 and 14. Briefly, the damping rate due to inelastic scattering, $\Gamma^e_n$, of an electron characterized by energy $E_n > E_F$ and wave function $\chi_n$ is obtained in the “on the energy-shell” approximation as the projection of the imaginary part of the nonlocal self-energy operator onto the electron state itself (see, for instance, Refs. 14 and 43):

$$\Gamma^e_n = -2 \int dr \int dr' \chi^*_n(r)\text{Im} \Sigma(r, r'; E_n)\chi_n(r').$$

(8)

Here, the wave functions of the image states $\chi_n$ as well as the bulk wave functions $\phi_j(z)$ have been obtained as the eigenfunctions of the Hamiltonian given by Eq. (7), which incorporates the effective potential of the adsorbate layer. In the so-called GW approximation for the self-energy, the first term in the series expansion in terms of the screened Coulomb interaction $W(r, r'; \omega)$ is retained only. Then $\text{Im} \Sigma$ is evaluated in terms of $W$ and of the final states $\phi_j(r)$ allowed for the decay process:

$$\Sigma(r, r'; E_n) = \sum_{E_F < E_n < E_{n+1}} \phi_j^*(r')\text{Im} W(r, r'; E_n - E_j)\phi_j(r).$$

(9)

Here the summation is performed over the final-state energies which are between the initial state and the Fermi energy. The screened interaction $W$ is given in linear-response theory by the equation (in short notation)

$$W = v + (v + K_{xc})\chi,v,$$

(10)

where $v$ is the bare Coulomb potential and $\chi(r, r'; \omega)$ is the linear density response function for the interacting electron system. The latter is obtained from the following integral equation (in short notation):

$$\chi = \chi^0 + \chi^0(v + K_{xc})\chi.$$  

(11)

The kernel $K_{xc}$ entering Eqs. (10) and (11) accounts for the reduction of the electron-electron interaction due to exchange and correlation effects. Present calculations have been performed in the so-called random-phase approximation when $K_{xc}$ is set equal to zero in both Eqs. (10) and (11).

C. Scattering by the adsorbates

The next step is to study the scattering of an electron initially in the asymptotic state associated with the $n_{th}$ dressed image state by the axially symmetric potential $V_{sc}(\rho, z)$. This problem is addressed using the scattering approach developed in Refs. 27–29, of which we only give a brief overview here. Scattering of the IS electron by an adsorbate can be described with the following stationary Schrödinger equation:

$$E\psi(\vec{r}, z; E) = \left(-\frac{1}{2}\Delta + V(\rho, z)\right)\psi(\vec{r}, z; E),$$

(14)

where $V(\rho, z)$ is given by Eq. (6). The asymptotic behavior of $\psi(\vec{r}, z; E)$ at $\rho \to \infty$ is given by

$$\psi(\vec{r}, z; E) \sim \exp(ik_{n,0}\rho)\chi_n(z) + \sum_{n=1} A_{n_{th}}(k_{n,0}, \varphi) \exp(C_{n,0}\varphi)\chi_n(z)$$

$$+ \int d\varphi A_{n_{th}}(k_{n,0}, \varphi) \exp(ik_{n,0}\varphi)\chi_n(z).$$

(15)

Here $\varphi$ is the azimuthal angle ($\varphi = 0$ is along the direction of the incident electron parallel to the surface); $\chi_n(z)$ is the eigenfunction of the $n$th dressed IS, i.e., the eigenfunction of the incident electron parallel to the surface.
the Hamiltonian given by Eq. (7). The total energy \( E \) is the sum of the eigenenergy of the dressed IS, \( \epsilon_m \), and of the translational energy of the IS electron parallel to the surface, \( k_{0}^{2}/2 \). In the incident channel \( E = \epsilon_{n_{0}} + k_{0}^{2}/2 \). In the asymptotic region, summation over \( n \) includes the open IS channels, i.e., such that \( \epsilon_{n} \leq E \). The integral term corresponds to the possible transitions into the bulk states. Obviously, the functions \( \chi_{n}(z) \) in Eq. (15) obey outgoing (into the bulk) boundary conditions. Equations (14) and (15) are written under the implicit assumption that the adsorbate is immobile during the scattering process, i.e., adsorbate recoil is neglected. This is justified by the very large mass ratio between the adsorbate and the scattered electron, which makes the energy transfer very small. As a consequence, electron scattering by the adsorbate is always elastic (energy conserving).

Due to the axial symmetry of the problem, the component of the electron angular momentum normal to the surface \( m \) is a good quantum number and the wave function can be expanded as

\[
\Psi(\rho, z; \varphi) = \sum_{m = -\infty}^{\infty} \psi_{m}(\rho, z; \varphi)e^{im\varphi}. \tag{16}
\]

The problem (14) becomes then a set of independent 2D scattering problems for various values of \( m \):

\[
E\psi_{m}(\rho, z; \varphi) = \left( -\frac{1}{2\rho} \frac{\partial}{\partial \rho} \rho \frac{\partial}{\partial \rho} + \frac{m^{2}}{2\rho^{2}} + V(\rho, z) \right) \psi_{m}(\rho, z; \varphi); \tag{17}
\]

with the asymptotic behavior at \( \rho \to \infty \),

\[
\psi_{m}(\rho, z; \varphi) \approx \frac{1}{2} \left( H_{m}^{(2)}(k_{0}\rho)\chi_{n_{0}}(z) \right) - \sum_{n} B_{n_{0} \to n}^{(m)}(k_{n})H_{m}^{(1)}(k_{n}\rho)\chi_{n}(z), \tag{18}
\]

where \( H_{m}^{(1)}(x) \) [\( H_{m}^{(2)}(x) \)] are the Hankel function of first (second) kind. The scattering amplitude \( A_{n_{0} \to n}(k, \varphi) \) is given by

\[
A_{n_{0} \to n}(k, \varphi) = \frac{1}{\sqrt{2\pi k_{nm}}} \sum_{m = -\infty}^{\infty} (B_{n_{0} \to n}^{(m)}(k_{n}) + \delta_{n_{0},n})e^{im\varphi}. \tag{19}
\]

The 2D-scattering problem has been solved with a nonstationary method\textsuperscript{27,35} where the time-dependent Schrödinger equation with Hamiltonian \( H_{m} \) is solved on a grid of points in cylindrical coordinates. The time evolution of a wave packet \( \Psi_{m}(\rho, z; t) \) is thus obtained for an initial wave function given by the Gaussian wave packet:

\[
\Psi_{m}(\rho, z; t = 0) = e^{-ik_{0}\rho}e^{-[(\rho - \alpha)/\gamma]^{2}}\chi_{n_{0}}(z). \tag{20}
\]

A single run allows us to extract the scattering properties within a given energy range. The latter is adjusted with parameters \( k_{0}, \alpha, \) and \( \gamma \). Provided the time-dependent solution \( \Psi_{m}(\rho, z; t) \) is known, the quantities \( B_{n_{0} \to n}^{(m)}(k_{n}) \) are obtained in the asymptotic region of space. The virtual detector method is used\textsuperscript{27,28,46} For a fixed coverage, the nonstationary computations are to be run for each value of \( m \) and for all the ISs of interest.

From the calculated \( B_{n_{0} \to n}^{(m)}(k_{n}) \) we can now determine decay and dephasing rates. Inter-band transitions between ISs correspond to \( n \neq n_{0} \). These transitions contribute to the decay of the \( n_{0} \) IS. The corresponding rate constant \( \gamma_{n \to n_{0}} \), the product of the scattering cross section by the initial velocity of the electron in the IS, is given by

\[
\gamma_{n_{0} \to n} = \sum_{m = -\infty}^{\infty} |B_{n_{0} \to n}^{(m)}(k_{n})|^{2}, \quad n \neq n_{0}. \tag{21}
\]

Partial rate constants corresponding to a given \( m \) value can also be defined by only retaining one term in the summation in Eq. (21). It is noteworthy that, when written in atomic units, this quantity corresponds to a scattering probability. The decay rate of the IS due to the \( n_{0} \to n \) transition is given by

\[
\Gamma_{n_{0} \to n} = \eta \gamma_{n_{0} \to n} + \Gamma_{n_{0} \to n}^{\text{rate}}, \quad n \neq n_{0}, \tag{22}
\]

where \( \eta \) is the surface density of adsorbates. The first part is the adsorbate scattering contribution and the second one is the contribution of inelastic electron-electron interactions. Note that Eq. (22) links the two quantities, “rate constants” and “rates,” which are discussed below.

The total decay rate of the IS should be computed by summing the interband transitions to all possible final states. Such a direct computation is difficult because of the transitions to the continuum of the bulk states. The unitarity relation provides a more convenient way for finding the total decay rate constant \( \gamma_{n_{0}} \) and the total decay rate \( \Gamma_{n_{0}}^{\text{decay}} \).

\[
\gamma_{n_{0}} = \sum_{m = -\infty}^{\infty} [1 - |B_{n_{0} \to n_{0}}^{(m)}(k_{n})|^{2}], \tag{23}
\]

\[
\Gamma_{n_{0}}^{\text{decay}} = \eta \sum_{m = -\infty}^{\infty} [1 - |B_{n_{0} \to n_{0}}^{(m)}(k_{n})|^{2}] + \Gamma_{n_{0}}^{\text{rate}}. \tag{24}
\]

Similarly we define the rate constant for intraband transitions, i.e., for elastic scattering of the electron inside the \( n_{0} \)-th image state continuum:

\[
\gamma_{n_{0} \to n_{0}} = \sum_{m = -\infty}^{\infty} |1 + B_{n_{0} \to n_{0}}^{(m)}(k_{n})|^{2}. \tag{25}
\]

In this process the electron is remaining in the same IS, but changes its direction of motion parallel to the surface. The population of the IS is not changed by such a transition, but the quantal state of the electron is changed within the same continuum (change of direction of \( k \)). Alternatively, one can say that intraband scattering corresponds to the broadening of an initial plane wave into a distribution in momentum space. This intraband scattering process thus corresponds to a decay of the coherence of the IS, i.e., to the pure dephasing process. One can stress that in a quantum-mechanical framework, elastic scattering is associated with an additional phase (usually called the phase shift) to the quantal state, acquired
TABLE I. Contribution of inelastic electron-electron interactions to the decay rate $\Gamma_n^{\sigma-e}$ of the $n=1$ and $n=2$ ISs. The calculations are performed at the $\Gamma$ point for various values of the work function change $\Delta \Phi$ induced by the Cs adsorbates. $P_n$ is the penetration probability of the $n$th IS inside bulk Cu. For $n=2$, $\Gamma_2^{\sigma-e}$ is the partial decay rate associated to the inter-IS band transitions (from $n=2$ to $n=1$).

| $\Delta \Phi$, eV | $P_1$ | $\Gamma_1^{\sigma-e}$, meV | $\Gamma_1^{\sigma-e}/P_1$, meV | $P_2$ | $\Gamma_2^{\sigma-e}$, meV | $\Gamma_2^{\sigma-e}/P_2$, meV |
|------------------|------|-----------------|----------------|------|-----------------|----------------|
| 0.0              | 0.052 | 16.11           | 310            | 0.0093 | 3.58            | 0.46           | 385 |
| −0.05            | 0.051 | 15.82           | 310            | 0.0082 | 3.14            | 0.40           | 383 |
| −0.1             | 0.050 | 15.30           | 306            | 0.0072 | 2.73            | 0.34           | 379 |
| −0.2             | 0.046 | 13.93           | 303            | 0.0062 | 2.29            | 0.26           | 369 |
| −0.3             | 0.041 | 12.43           | 303            | 0.0060 | 2.14            | 0.22           | 357 |
| −0.4             | 0.036 | 10.84           | 301            | 0.0060 | 2.08            | 0.20           | 347 |
| −0.5             | 0.032 | 9.29            | 290            | 0.0061 | 2.05            | 0.18           | 337 |
| −1.0             | 0.015 | 3.95            | 263            | 0.0056 | 1.66            | 0.12           | 296 |

in the collision, that motivates the term of dephasing (see discussions in Refs. 28 and 47). The total broadening rate due to both decay and dephasing is then obtained as

$$\Gamma_n^{(\text{broadening})} = \eta \gamma_n^{\sigma-e} + \Gamma_n^{(\text{decay})}.$$  \hspace{1cm} (26)

Within the single adsorbate approach, one makes the assumption that electron scattering by a given adsorbate is independent of scattering by all the others, so that the various rates are proportional to the adsorbate surface density. This approach is limited to the case when the scattering cross section is smaller than the distance between two adsorbates (see discussion in Refs. 27–29). In the present alkali adsorbate case, the scattering cross sections by a single adsorbate are quite large, restricting the validity domain of the single-scattering approach to very small coverages. The present development remedies this difficulty by redefining both the IS and the scattering potential. The latter is confined inside the Wigner-Seitz cell surrounding a given adsorbate, so one can expect that, at least classically, the cross section is smaller than the average distance between adsorbates. In this framework, scattering by each adsorbate is localized and can be computed independently from the others. One thus obtains rates given by Eqs. (22), (24), and (26) that contain the adsorbate density as a factor. However, due to the coverage dependence of the scattering process, the dependence of the rates on the coverage is nontrivial.

One then expects the present “dressed IS” approach to remedy the problems of the “single adsorbate” approach, though retaining a scattering formalism. Two consistency checks are discussed below: (i) comparison of the scattering cross sections with their geometrical limit given by the average adsorbate-adsorbate distance; (ii) comparison of the present results with those of the single-scattering approach in the limit of very low coverage. The limitation of the present dressed IS approach comes from the definition of the $V_{\text{eff}}(z)$ and $V_{\text{d}}(\rho,z)$ potentials it relies upon. In the present work, they are derived from the pseudopotential of an individual unperturbed adsorbate, together with its screening charge. When the adsorbate coverage increases, adsorbates influence each other, leading, e.g., to the depolarization of the layer and to a decrease of the adsorbate dipole. In this case, our approach would have to be modified to accommodate this change of the electron interaction with individual adsorbate. In practice, this limits our approach to the coverage range where the adsorbate-induced work function change varies linearly with coverage.

III. RESULTS

Table I presents the results for the contribution of inelastic electron-electron interactions in the bulk to $\Gamma_n^{\sigma-e}$, the decay rate of the $n=1$, and $n=2$ ISs. The calculations are performed at the $\Gamma$ point, i.e., at the bottom of the IS continuum and for various values of the work function change $\Delta \Phi$ induced by the Cs adsorbates. The contribution of the inter-IS band transitions (from $n=2$ to $n=1$) is shown for the decay of the $n=2$ IS. As follows from the present results, the inter-IS transitions appear to contribute to around 10% to the decay of the $n=2$ IS. We took this study as an opportunity to further check the link between penetration and decay induced by inelastic interactions in the bulk. Within a simple model, \(^6\) the inelastic decay rate of the ISs should be proportional to the probability to find the IS electron inside bulk Cu (penetration probability) given by $P_n = \int_{-\infty}^{\infty} \chi_n^2 (z) dz$. As seen in Table I from the ratio $\Gamma_n^{\sigma-e}/P_n$, the width $\Gamma_n^{\sigma-e}$ is not exactly proportional to the penetration factor. Though the deviation remains rather limited (at most 17% for the $n=1$ IS), and the penetration approximation thus yields a reasonable estimate in this case.

As expected, with increasing Cs coverage, or, equivalently, with decreasing work function the penetration of the ISs inside bulk Cu drops. This results in a significant decrease of the $\Gamma_n^{\sigma-e}$ decay rate. This is a direct consequence of the change of the IS binding energy induced by the Cs adsorbates: on the average, the IS electron is moving further away from the Cs/Cu(100) surface and thus interacts less efficiently with the bulk electrons. The sensitivity of the decay rates for the two $n=1$ and $n=2$ IS on Cs coverage is quite similar.

Figures 2 and 3 present some results of the scattering calculations and illustrate the change of the Cs scattering properties as a function of the surface coverage. The results
in Fig. 2 span a range of work-function change between 0.05 and 0.4 eV, corresponding to a Wigner-Seitz radius \( R_W \) between 80.8 and 28.6 \( a_0 \). Figure 2 presents the partial rate constants for intraband and interband scattering for the \( n=1 \) IS in the \( m=0 \) and \( m=1 \) symmetry. The rate constants are shown as functions of the kinetic energy of the electron motion parallel to the surface, i.e., with respect to the bottom of the \( n=1 \) continuum. Because of prohibitively large computing time for studying very low-energy scattering within the non-stationary approach, see, e.g., Ref. 27, the present results are limited to the energies above 15 meV. Similarly, the high-frequency oscillations visible in partial rate constants close to the thresholds for the higher \( n \) IS are artifacts due to the finite wave-packet propagation time that introduces some inaccuracies in the treatment of the slow electron outgoing in the higher \( n \) IS channels.

As a first remark, the changes in the scattering properties when the coverage increases are significant, in particular for intraband scattering. The general idea is that the procedure described in Sec. II A results in a weakening of the scattering potential as the coverage increases. In addition, the range of action of the scattering potential, \( V_{Sc}(z) = U_0(z-Z_{Ads}) + \Delta V(p,z) \), is strongly limited to the Wigner-Seitz cell and as a consequence it decreases with increasing coverage. The main features of the rate constant as a function of the electron kinetic energy have been discussed in Ref. 27. The various structures are due to the opening or closing of the higher-lying IS channels and due to quasistationary states of the system. The latter are a consequence of the two-dimensional character of the IS continuum perturbed by an adsorbate-induced scattering potential. Indeed, in two dimensions, a potential that is attractive on average is always able to carry a bound state in the \( m=0 \) symmetry. Its binding energy is exponentially small, if the potential is weak. The present problem is not purely two dimensional, and therefore this mathematical statement is not rigorously valid here. However, loosely bound states associated with 2D localization around adsorbed species were found in various similar.
systems both in theoretical approaches\textsuperscript{49–53} and experimental scanning tunnel microscopy (STM) and photoemission studies.\textsuperscript{53–56} Due to the actual 3D nature of the problem, these states arising from the localization of 2D continua appear as quasistationary states since they can decay into the 3D-bulk continuum. The localization effect turns out to be a common feature in the alkali-adsorbate–noble-metal systems. For example, in the intraband scattering in $m=0$ symmetry in Fig. 2, the peak around 0.33 eV for $\Delta \Phi = 0.05$ eV is due to such a quasistationary state. It appears as a bound state for the $n=2$ IS continuum (it is located below the energy of $n=2$ IS at $\Gamma$) and can decay into the $n=1$ IS continuum and into the bulk states, influencing scattering of $n=1$ IS electrons. As the Cs coverage increases, the corresponding peak in Fig. 2 decreases in intensity and shifts down in energy, while remaining below the $n=2$ threshold. This is not surprising, since when the coverage increases, the effective potential around an adsorbate weakens and the bound state becomes more weakly bound. The peak at zero energy in the intraband scattering in $m=0$ symmetry was also attributed\textsuperscript{27} to such a quasistationary state hidden below the $n=1$ IS threshold. In that case, it arises from the $n=1$ IS localization. The importance of this state in the scattering process is also seen to weaken as the Cs coverage increases.

The strong and sharp structure in the intraband rate constant in the $m=1$ symmetry near the $n=2$ threshold deserves to be mentioned. In this case, a repulsive centrifugal potential $m^2/2r^2$ exists, but the attractiveness of the Cs adsorbate is strong enough for the localization of a bound state below the $n=2$ continuum. This quasistationary state disappears as the coverage increases, it transforms into a resonance in the $n=2$ continuum, which appears to be too broad to influence scattering.

In contrast to the intraband scattering induced by the long-range part of the scattering potential, the interband scattering is mainly due to the short-range part of the scattering potential (see discussion in Refs. 28 and 29). This appears very clearly in the single adsorbate case where the $m$ convergence of interband transition probability is much faster than that of intraband scattering.\textsuperscript{28,29} In the present study the range of the scattering potential is limited inside the Wigner-Seitz cell. The reduction of the range of the scattering potential with increasing coverage is well illustrated in Fig. 3 which shows the rate constant for intraband scattering of $n=1$ electrons in the $m=2$ symmetry. Note that in this case, due to the strong centrifugal potential, there is no quasistationary state. The rate constant at low energy quickly decreases as coverage increases. Scattering in a high $m$ angular wave, such as $m=2$, is mainly sensitive to the long-range part of the potential resulting in this fast drop. This feature is not visible for the $m=0$ and $m=1$ waves, which are able to penetrate deeply into the potential and experience the effect of short-range forces (as, e.g., illustrated by the $n=2$ localization found in $m=1$ symmetry). The weaker sensitivity of the interband rate constant to the presence of Cs adsorbates has also to be linked to the weak dependence of the short-range part of the scattering potential on the Cs coverage in the present approach.

The total, i.e., summed over $m$, rate of the $n=1$ IS decay induced by scattering on Cs adsorbates is presented in Fig. 4 as a function of the electron energy with respect to the $n=1$ image-state band bottom. Results are shown for different values of the work-function change. One can see that globally the IS decay rate induced by scattering is increasing as the Cs coverage increases, though its evolution is complex: its increase is not homogeneous and depends on the electron kinetic energy. As the main visible feature, one can mention the structure below the $n=2$ threshold reflecting the localization of the $n=2$ continuum in the $m=0$ symmetry. For low coverage, the quasistationary state induces a broad dip in the
The energy is 0.015 eV above the bottom of the continuum. Population decay rates: total decay rate (blue full line and full circles), contribution from electron-electron interactions (short-dashed black line and open circles), decay induced by scattering on the adsorbates (dotted red line and open circles). Total broadening rate: black full line with full diamonds. Geometric limit for the total broadening rate: dash-dotted line. The two long dashed lines present the linear behavior of the decay and broadening rates obtained in the single adsorbate scattering approximation.

Using the above results on inelastic electron-electron interactions and on Cs scattering, we can now derive the total rates for population decay, dephasing, and broadening of the ISs in the presence of Cs adsorbates. These rates are, e.g., the ones used in optical Bloch equation analysis of a time-resolved photoemission experiment. Besides their interest as the actual quantities governing the IS dynamics, the total rates also provide the basis for a consistency check of our treatment: comparison with the single adsorbate approach results and with the geometrical limit. In Fig. 5 results of the present calculations for the \( n=1 \) IS continuum are shown for the energies close to \( \overline{\Gamma} \). (For computational reasons, the scattering terms have been actually evaluated at 15 meV above the continuum bottom.) Let us first consider the population decay rate (circles): the scattering contribution (red dotted-line with open circles) is seen to increase with the Cs coverage whereas the inelastic electron-electron interaction contribution (black dashed line with open circles) is decreasing. As a result, the population decay rate of the \( n=1 \) IS (blue full line with full circles) appears to be roughly constant with coverage. Figure 5 also shows the estimate obtained in the single adsorbate approach; the corresponding straight line (blue dashed line) agrees with the present finite coverage results only at very small coverages. In this case, the upper limit of validity of the single adsorbate approach can be estimated to be in the range of \( 10^{-3} \) monolayers (MLs), corresponding to a work-function change of \( \Delta \Phi \approx -0.04 \) eV. The full black line with diamonds corresponds to the total broadening rate obtained in this study for the \( n=1 \) IS. Similarly to the decay rate, the present result for broadening is much smaller than what would be predicted by an extrapolation of the single adsorbate results. The validity of the single adsorbate approach is again seen to be restricted to the \( 10^{-3} \)-ML range. However, if one only considers the scattering contribution, it appears that the effect of the redefinition of the scattering potential for the dressed ISs is stronger on the broadening rate than on the decay rate. This confirms once more that the present redefinition of the scattering potential as a function of Cs coverage is mainly influencing the long-range part of the potential and thus the dephasing of the ISs rather than the decay of their population.

Figure 5 presents another consistency check of the present approach. A scattering description of the effect of adsorbates on the IS is only valid as long as the scattering cross section is smaller than the distance between two adsorbates. The geometrical limit for the broadening rate is then obtained as

\[
\Gamma_{\text{lim}}^{\text{broadening}} = k_i \sqrt{\eta} + \Gamma_n^{e-e}.
\]  

(27)

This geometrical limit (dashed-dotted line in Fig. 5) is seen to be of the order of magnitude of the calculated broadening rate. This confirms \textit{a posteriori} the consistency of our approach. In the present case, broadening rates above the geometrical limit can be attributed to quantal effects: a quantal scattering cross section can be larger than the geometrical size of the scattering potential. It follows from the geometrical limit, that, in the present system, the \( n=1 \) total broadening rate at the bottom of the continuum cannot increase much compared to its value on the clean surface. This is exactly the result found in the present scattering approach.

Figure 6 presents a further illustration of the effect of the geometrical limit. It shows the rates of the adsorbate-induced decay and broadening of the \( n=1 \) IS for 100-meV kinetic energy of the IS electron motion parallel to the surface (the...
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FIG. 7. (Color online) Rates for the evolution of the \( n=1 \) and \( n=2 \) image states on Cu(100) in the presence of Cs adsorbates. The rates are presented as a function of the work-function change induced by the Cs adsorbates. The energy is 0.015 eV above the bottom of the \( n=1 \) continuum. Circles: decay rate; diamonds: broadening rates. Full line and full black symbols: \( n=1 \) state. Dashed line and open red symbols: \( n=2 \).

contribution from inelastic electron-electron interactions is not included). The decay rate induced by scattering increases almost linearly with coverage, again due to the weak dependence of the short-range forces on coverage. As for the broadening rate, the results of the scattering calculations are very close to the geometrical limit. However, in this case, the geometrical limit allows a significant increase of the broadening rate with coverage.

Figure 7 presents a comparison for the population decay and broadening rates for the \( n=1 \) and \( n=2 \) ISs at the bottom of the corresponding IS continua. Results are shown as a function of the work-function change induced by Cs adsorbates. The rates for the \( n=2 \) IS appear to be much more sensitive to Cs coverage than the ones for the \( n=1 \) IS. In particular, the decay rate exhibits an almost linear dependence on the adsorbate coverage. This is very close to the behavior predicted in the single adsorbate approximation (not shown here) for \( |\Delta \Phi| \) smaller than 0.2 eV. The difference between the coverage dependence of \( n=1 \) and \( n=2 \) decay rates is mainly due to the \( \Gamma_{n}^{a} \) contribution: it is weaker for \( n=2 \) and its variation cannot balance that of the scattering contribution. Similarly, the broadening rate for \( n=2 \) is increasing by around a factor 7 in the studied work-function range, i.e., a significant increase compared to the weak increase for the \( n=1 \) IS. One can stress that the geometrical limit is the same for all the different ISs and, the decay and broadening rates for \( n=2 \) are smaller than those for \( n=1 \) on a clean surface, but they both reach the same magnitude for \( \Delta \Phi = -0.5 \) eV.

To our knowledge, no experimental results are available for the IS in the Cs/Cu(100) system. However, another alkali-metal–noble-metal system, Na/Cu(111) has been studied by 2PPE.\(^{19,34}\) The coverage dependence of the IS energy computed in the present approach nicely accounts for the detailed measurements of Fischer et al.\(^{34}\) (see in Ref. 33). No time-dependent measurements were performed and only linewidths have been reported. Fischer et al.\(^{34}\) reported an IS linewidth roughly constant with coverage and a factor 2 larger than that on the clean surface. In contrast, Wang et al.\(^{35}\) reported a linewidth quickly increasing with coverage, the IS disappearing above 0.012 ML. Though a detailed comparison is impossible, we can notice that the linear behavior observed for \( n=1 \) in the present results at low coverage (\( |\Delta \Phi| < 0.05 \) eV) is of the order of 9 eV/ML, i.e., of the same order of magnitude as the linewidth variation reported by Ref. 19, 12 eV/ML for Na/Cu(111) at \( \bar{F} \). The results obtained for Na/Cu(111) in the single adsorbate scattering approach are slightly smaller of the order of 4–5 eV/ML.\(^{28}\) In addition, one can also stress that the Cs/Cu(100) and Na/Cu(111) systems might lead to different behaviors: Na adsorbates are less efficient scatterers than Cs and the position of the upper edge of the Cu projected band gap inside the IS spectrum on (111) surfaces influences their variation.

At this point, we can go back to the various approximations involved in the present study. First, the dressed image states are obtained from the effective average potential, \( V_{\text{eff}}(z) \). The derivation of the latter makes use of a hexagonal adsorbate ordering on the surface, which is not expected to be always the case. However, detailed tests have shown that different assumptions for the alkali lattice lead to very similar \( V_{\text{eff}}(z) \) potentials and to very similar IS energies,\(^{33}\) giving confidence in the present approach. Second and more importantly, the inhomogeneities in the distribution of adsorbates on the surface can lead to an inhomogeneous broadening of the ISs because of mesoscopic fluctuations in their energy positions. This can be also expected to lead to other scattering processes, the IS being scattered by a more or less local inhomogeneity of \( V_{\text{eff}}(z) \). These inhomogeneities can appear both in the distribution of adsorbates on the surface and in the distribution of adsorbate heights. Short-range inhomogeneities can be expected to contribute to dephasing more effectively than the decay of the IS. Indeed, decay occurs by short-range scattering on an individual adsorbate and it is thus independent of the global phase of the wave function accumulated on a large piece of the surface. It could, however, depend on the adsorption height. On the contrary, dephasing can be enhanced by the stochastic phase accumulation in collisions with a number of adsorbate atoms. To our knowledge, the contribution of these inhomogeneities to the IS dynamics has not been addressed in the literature.

IV. CONCLUDING SUMMARY

We have reported a theoretical study of the dynamics of the image potential states on the adsorbate coated metal surface. The rates of the adsorbate-induced decay and dephasing of the ISs were calculated for variable Cs coverage on the Cu(100) surface. While earlier treatments were based on a single adsorbate scattering approach\(^{27}\) and thus limited to the very low adsorbate coverage range, the present approach enables us to address the case of intermediate coverages. It takes into account the effect of all the other adsorbates on the scattering properties of a given adsorbate. The basic idea of our method is to define an average smooth potential resulting from the action of all the adsorbates and to study scattering...
induced by the difference between the total potential and this smooth average potential. In a way, we define dressed IS taking into account the presence of an adsorbate layer and compute the scattering by an individual adsorbate. This has also the advantage of including the surface work-function change induced by the adsorbates. The method is applied to the case of Cu(100) surface coated with Cs adsorbates, the latter being very efficient scattering centers for the ISs.

The main results follow:

Similarly to the clean metal surface case, image states on a metal surface with adsorbates decay by inelastic many-body electron-electron interactions. However, an additional decay channel opens due to elastic interband scattering of the IS electron on the adsorbates. Intraband scattering on the adsorbates leads to the loss of the coherence of the ISs.

The penetration inside bulk Cu of the dressed image states decreases as the adsorbate coverage increases. This leads to a significant decrease of the many-body inelastic decay rate of the ISs.

The present scattering results are quite different from the ones obtained in the single adsorbate approach. This effect is particularly strong in the present system due to the scattering efficiency of Cs adsorbates. The variation of the decay and dephasing rates of the IS with the adsorbate coverage deviates very quickly from the linear behavior found in the single adsorbate approach (for the $n=1$ IS the deviation appears in the $10^{-3}$-ML coverage range).

Decay and mainly dephasing rates induced by scattering on the adsorbates are found to be reduced by the introduction of dressed image states. The variation of the decay and dephasing rates with the adsorbate coverage is much slower than the linear behavior exhibited at very low coverage. Nevertheless, very quickly as the Cs coverage increases, the IS broadening is dominated by the scattering processes, contrary to the clean surface case where inelastic electron-electron interactions dominates.

In a scattering approach, the IS total scattering cross section has to be smaller than the average distance between adsorbates. This leads to a geometrical limit of the IS broadening induced by scattering on the adsorbates. The present results do fulfill this condition. Actually, for the $n=1$ IS, this severely limits the increase of the IS broadening with Cs coverage.

For a given adsorbate, one then expects decay and dephasing rates to vary linearly with coverage in the low coverage range; this linear variation saturates above a certain limit, when collective effects appear. The limit between the two regimes (single adsorbate and dressed IS scattering) depends on the scattering properties of the adsorbates. Weak scatterers like Cu adatoms on Cu(100) allow for a linear variation of the IS rates over a large coverage range, which can be well described in the single adsorbate approach. Similarly, CO adsorbates on Cu(100) also exhibit a linear variation of decay and dephasing rates over a significant coverage range; in this case, a saturation of the decay and dephasing rates as functions of coverage has been observed around 0.15 ML. In contrast, efficient scatterers like Cs are associated to a low limit and theoretical studies at finite coverage [above around $10^{-3}$ ML range for $n=1$ IS in the case of Cs adsorbates on Cu(100)] have to take into account the collective effect of all the adsorbates present on the surface when considering electron scattering by a given adsorbate.
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