We develop a quantum effective action for scalar-tensor theories of gravity which is both space-time diffeomorphism invariant and field reparameterisation (frame) invariant beyond the classical approximation. We achieve this by extending the Vilkovisky–DeWitt formalism, treating both the scalar fields and the components of the gravitational tensor field as coordinates describing a manifold, which we name the grand field space. By using tensors covariant under diffeomorphisms of this manifold, we show that scalar-tensor theories can be written in a form that is manifestly frame invariant at both classical and quantum levels. We term this formalism grand covariance.

In the same context, we show that in order to maintain manifest frame invariance, we must modify the Feynman rules of theories with a non-trivial grand field space. We show that one such theory is General Relativity by demonstrating explicitly that it has a non-zero grand field-space Riemann tensor. Thus, when constructing theories of quantum gravity, we must deal not only with curved spacetime, but also with a curved field space. Finally, we address the cosmological frame problem by tracing its origin to the existence of a new model function that appears in the path integral measure. Once this function is fixed, we find that frame transformations have no effect on the quantisation of the theory. Therefore, the grand covariant formalism ensures that our improved quantum effective action is truly unique.
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I. Introduction

The laws of nature should not depend on the way we choose to describe them. This seemingly obvious fact has historically had far-reaching consequences. For example, imposing that the laws of physics not care about the way we label space and time leads inevitably to Einstein’s celebrated theory of relativity [1]. In this paper, we shall take this principle (which we shall refer to throughout as the invariance principle) as a guiding light, and develop a formalism to construct theories that obey it manifestly.

When we measure a quantity, what we are really doing is comparing it to a particular unit, which is an entirely arbitrary quantity that we use as a standard. It can come from a physical artefact (such as the platinum-iridium cylinder at the International Bureau of Weights and Measures that was used to define the kilogram up until May this year) or an experimental measurement (the duration of 9,192,631,770 periods of the radiation corresponding to the transition between the two hyperfine levels of the ground state of the caesium 133 atom, used to define the second). Expressing the measurement of a quantity mathematically, requires exactly two ingredients: its numerical value with respect to some unit, and the definition of the unit itself. For instance, the length $\ell$ of a stick is expressed as

$$\ell = l \times \ell_0,$$  \hspace{1cm} (I.1)

where $\ell_0$ is the unit for length (such as the length of the King’s foot) and $l$ is a dimensionless number describing the relative magnitude of the measured quantity with respect to that unit.

Of course, we could use a different unit, such as the distance travelled by light in $1/299,792,458$ of a second. In this case, the length of the stick can be expressed as

$$\ell = \tilde{l} \times \tilde{\ell}_0.$$  \hspace{1cm} (I.2)

The invariance principle tells us that our choice of units will not affect the physical length $\ell$ and thus we can write

$$\ell_0 = (\tilde{l}/l) \times \ell'_0.$$  \hspace{1cm} (I.3)

This is simply a conversion between units, with $C \equiv \tilde{l}/l$ acting as the conversion factor. It might appear, for instance, as $1 \text{ ft} = 0.3048 \text{ m}$.

For spacetime independent changes of units, the invariance principle is made manifest by use of the Buckingham-$\pi$ theorem [2]. This theorem states that any physically meaningful equation involving dimensionful quantities can always be rewritten in terms of the dimensionless ratios $\pi_i$ of those quantities. Since such ratios are independent of the system of units, it follows that laws written in such a non-dimensionallised manner will automatically be invariant under spacetime independent changes of units.

The situation becomes more subtle, however, when we consider changes of units that
depend on spacetime. In this case, the invariance principle becomes less transparent. Any
derivatives in the theory will now act not only on the dimensionless ratios, but also on
the conversion factors and therefore extreme care must be taken to transform all quantities
appropriately. Invariance under this more general change of units was first advocated by
Weyl [3] and later by Dicke [4].

In the usual formulation of Quantum Field Theories (QFTs), invariance under such space-
time dependent changes of units is far from manifest. Making such a change of units corre-
sponds to performing a Weyl transformation

\[ X \rightarrow \tilde{X} = C^D(x)X \]

(I.4)
to all dimensionful quantities. Here \( C \) is the (spacetime dependent) conversion factor, \( X \)
is a dimensionful quantity in the theory and \( D \) is its dimension. Unless the theory is a
specifically Weyl invariant theory, it will look very different after the transformation (I.4).

There have been several previous attempts to make invariance under local changes of
units manifest. One method [5, 6] involves adding a new scalar field that transforms in a
way that compensates the effects of (I.4) in a process similar to the well-known Stueckelberg
trick [7]. Alternatively [8, 9], one can rewrite the action in terms of a conformally covariant
derivative that cancels out all terms proportional to \( dC/dx \).

However, invariance under a change of units is just one form of reparameterisation. When
writing down a QFT, we must define a set of quantum fields in which to express it. We are
always free to re-express the same theory in terms of a different set of fields. This is known
as a change of frame.

There has been much debate in the literature [10–27] as to whether such a change of frame
represents an observable change to the theory or merely a change of description. From the
above discussion, it appears that it is just a reparameterisation and therefore should not
affect any physical observables according to the invariance principle. However, it has been
shown that in the ordinary formulation of QFTs, one can get different predictions at the
quantum level depending on whether one quantises before or after changing frame. This
has become known as the cosmological frame problem. For a historical overview of the issue
see [28].

Our aim is therefore to develop a new formalism that does not suffer from the cosmo-
logical frame problem. In such a formalism, invariance under any reparameterisation of our
theory, including local changes of units, spacetime diffeomorphisms, and frame transforma-
tions, will be manifest at both the classical and the quantum levels. This will allow for a
clear distinction to be drawn between the content of the theory (the physical phenomena it
predicts) and its representation (how we have chosen to write it down).

In this paper we shall focus on scalar-tensor theories of quantum gravity [29–35] with
a field content that consists of a spin-2 graviton field \( g_{\mu\nu} \) and a set of scalar fields \( \phi^A \)
(collectively denoted as $\phi$) and with an action of the form

$$S \equiv \int d^4x \sqrt{-g} \mathcal{L} = \int d^4x \sqrt{-g} \left[ -\frac{f(\phi)}{2}R + \frac{1}{2}g^{\mu\nu}k_{AB}(\phi)\partial_\mu \phi^A \partial_\nu \phi^B - V(\phi) \right],$$

(I.5)

where $g \equiv \det(g_{\mu\nu})$. Here $f(\phi)$, $k_{AB}(\phi)$ and $V(\phi)$ are the effective Planck mass, the scalar field-space metric and the potential, respectively. We shall refer to these three functions as model functions and together they fully define our theory at the classical level.

In the context of such theories, there are two types of transformations that amount to nothing more than a change of description – spacetime diffeomorphisms and field reparameterisations. We must ensure that our theory is invariant under both of these in order to obey the invariance principle.

Spacetime diffeomorphisms consist of a changing the coordinates of spacetime:

$$x^\mu \to \tilde{x}^\mu = \tilde{x}^\mu(x^\mu).$$

(I.6)

This is just a relabelling of the points on the spacetime manifold and thus should not affect any physical observables. Diffeomorphism invariance is the backbone of General Relativity and, as such, has been much studied in the literature. We will therefore not focus on it here.

Field reparameterisations involve changing the definition of the fields of the theory by making the transformation

$$g_{\mu\nu} \to \tilde{g}_{\mu\nu} = \tilde{g}_{\mu\nu}(g_{\rho\sigma}, \phi),$$

$$\phi^A \to \tilde{\phi}^A = \tilde{\phi}^A(g_{\rho\sigma}, \phi).$$

(I.7)

Again, this is just a relabelling of the degrees of freedom in the theory and should not have a physical effect.

Spacetime diffeomorphism invariance restricts the class of field redefinitions that we have to consider. When performing the transformation (I.7), we must maintain the spacetime covariant structure of the fields and should not introduce any new spacetime tensors. This restricts the admissible set of transformations to those of the form

$$g_{\mu\nu} \to \tilde{g}_{\mu\nu} = \Omega^2(\phi)g_{\mu\nu},$$

$$\phi^A \to \tilde{\phi}^A = \tilde{\phi}^A(\phi).$$

(I.8)

We will refer to these transformations as a conformal transformation and a scalar field reparameterisation, respectively. Together, they constitute a frame transformation. Under such a frame transformation, the model functions in (I.5) transform as

$$f \to \tilde{f} = \Omega^{-2} f,$$

$$k_{AB} \to \tilde{k}_{AB} = \left(k_{CD} - 6f \Omega^{-2} \Omega_{,C} \Omega_{,D} + 3\Omega^{-1}f_{,C} \Omega_{,D} + 3\Omega^{-1} \Omega_{,C} f_{,D} \right) K^C_A K^D_B,$$

$$V \to \tilde{V} = \Omega^{-4} V,$$

(I.10)

(I.11)

(I.12)
where a comma \( \partial_A \equiv \partial/\partial \phi^A \) denotes differentiation with respect to the field \( \phi^A \) and 
\( K^A_B \equiv \partial \phi^A / \partial \tilde{\phi}^B \) is the Jacobian of the scalar field reparameterisation.

We must also consider unit redefinitions of the form (1.4). However, the only units that are physically meaningful are those that are set by some physical observable. For such units, the conversion factor can depend on spacetime only through the fields in our theory so that 
\( \mathcal{C}(x) = \mathcal{C}[^\phi(x)] \). In this case, (1.4) is merely a subclass of (1.8) and (1.9). Thus, building a theory that is frame invariant and spacetime diffeomorphism invariant is already sufficient to fully obey the invariance principle.

In this paper, we will show an explicit construction of such a theory using the well-known technique of field-space covariance [36–39], whose relevance to resolving the cosmological frame problem was first pointed out in [40]. We treat both the scalar fields and the components of the graviton field as coordinates describing a manifold, which we call the grand field space. Frame transformations of the form (I.7) are then simply diffeomorphisms of this manifold. Provided we construct our theory out of objects that are both spacetime and grand field-space tensors, and then fully contract any indices, the theory will manifestly obey the invariance principle.

With this technique, the theory of General Relativity (which is just a scalar-tensor theory without the scalars) can also be expressed in terms of a grand field-space manifold. This manifold is separate from the spacetime manifold and comes with its own Riemann tensor, Ricci tensor and Ricci scalar. As we will see in Section VI, all these curvature invariants are non-zero. Thus, when studying quantum theories of gravity, we must necessarily deal not only with curved spacetime, but with a curved field space as well.

We shall express our frame invariant theory using the quantum effective action [41–44]. All predictions of the theory can be obtained from this effective action and thus defining it is sufficient to fully define the theory. However, as we shall see in Section III, the ordinary construction of the effective action depends on our choice of parametrisation and thus disobeys the invariance principle.

If we can treat gravity as a classical background, the Vilkovisky–DeWitt (VDW) formalism [45, 46], reviewed in Section IV, is enough to solve this problem. However, if we wish to treat gravity as a field and place it on the same footing as the other fields in our theory, we encounter ambiguities, which inevitably lead to the cosmological frame problem.

As we shall show, these ambiguities arise from a frame-dependent choice that must be made in the standard approach to scalar-tensor theories of gravity. The graviton field \( g_{\mu\nu} \) is normally identified as the metric of spacetime. However, \( g_{\mu\nu} \) transforms under a frame transformation (I.7) whereas the metric of spacetime does not. This identification is therefore only valid in a particular frame [25] and thus the frame invariance of the VDW formalism is ruined.

In this paper we overcome the cosmological frame problem by defining the metric of spacetime in a frame invariant manner. We achieve this through the introduction of a new model function, \( \ell = \ell[^\phi(x)] \), so that the metric of spacetime is given by \( \tilde{g}_{\mu\nu} = g_{\mu\nu} / \ell^2 \). We are therefore able to construct, for the first time, a fully frame and spacetime diffeomorphism
invariant quantum effective action for scalar-tensor theories of gravity.

In practice, the quantum effects of a theory are usually calculated using Feynman diagrams. However, as we shall see in Section V, the usual way in which these diagrams are calculated crucially depends on the frame in which they are evaluated. Feynman rules, when calculated in the usual way, are not covariant field-space tensors and thus different parameterisations of the fields will yield different sets of rules. We will show how the Feynman rules must be modified in the presence of a non-trivial field space in order to preserve reparameterisation invariance.

We adopt the following conventions throughout this paper. Lowercase Greek letters ($\mu$, $\nu$ etc.) will be used for spacetime indices and repeated indices will imply summation in accordance with the Einstein summation convention. Upper case Latin letters ($A$, $B$ etc.) will be used for field-space indices with repeated indices again implying summation. Lowercase Latin letters ($a$, $b$ etc.) will be used for configuration-space indices and will thus simultaneously represent both a discrete field-space index and a point in spacetime. For such indices we shall use the Einstein–DeWitt notation [47] in which repeated configuration-space indices imply summation over the discrete index and integration over spacetime, e.g.

$$J_a \phi^a \equiv \int d^D x_A \sqrt{-g} \sum_A J_A(x_A) \phi_A(x_A), \quad (I.13)$$

where $D$ is the number of spacetime dimensions and $g_{\mu\nu}$, with determinant $g$, is the metric of spacetime.

This paper is laid out as follows. We begin in Section II by reviewing the construction of the field and configuration spaces for scalar field theories. We then review the effective action formalism in Section III explicitly demonstrating that it is dependent on the parametrisation of the fields, therefore violating the invariance principle. We show in Section IV how Vilkovisky and DeWitt’s reformulated effective action resolves these issues when gravity can be treated as a background. In Section V we show the effect of reparameterisations on ordinary quantum calculations using Feynman diagrams and develop a method for calculating Feynman rules in a reparameterisation-invariant manner.

We show how the same geometric approach of Vilkovisky and DeWitt can be applied to gravity in Section VI, explicitly constructing the field space for General Relativity. We add scalar fields to the theory in Section VII showing that when we do, there is an ambiguity in the definition of the spacetime metric, which is responsible for the cosmological frame problem. In Section VII we construct a grand field space for the scalar and tensor fields and use it to enforce manifest invariance under a frame transformation (I.7). We then incorporate the spacetime dependence of the fields in order to construct a grand configuration space in Section VIII. This allows us to construct a fully frame and spacetime diffeomorphism invariant path integral measure, which we can then use to quantise the theory in a frame invariant way. We provide a concise description of our grand covariant formalism in Section IX before discussing our findings in Section X.
II. Covariance in Scalar Field Theories

Let us begin by reviewing the construction of the field space for scalar field theories without gravity. Such theories have actions of the form

$$S \equiv \int d^{D}x \sqrt{-g} \mathcal{L} = \int d^{D}x \sqrt{-g} \left[ \frac{1}{2} g^{\mu\nu} k_{AB}(\phi) \partial_{\mu} \phi^{A} \partial_{\nu} \phi^{B} - V(\phi) \right], \quad (\text{II.1})$$

where $D$ is the dimension of spacetime. In this section we will take the metric of spacetime $g_{\mu\nu}$ to be fixed and will not consider any redefinitions of the form (I.8). We will relax this assumption in Section VII.

As discussed in the Introduction, we could just as easily describe this theory in terms of a different set of fields $\tilde{\phi}$ and, according to the invariance principle, the transformation

$$\phi^{A} \rightarrow \tilde{\phi}^{A} = \tilde{\phi}^{A}(\phi) \quad (\text{II.2})$$

is just a change of description should therefore not affect any calculations. In order to make this fact explicit, we will construct a manifold known as the field space \cite{8, 9, 36–39} and treat the fields $\phi$ as coordinates describing that manifold. With such a construction, the transformation (II.2) is simply a diffeomorphism of the field space. We can then construct a theory that is explicitly reparameterisation invariant by simply building it out of field-space covariant objects.

The field space is a Riemannian manifold, and so it is equipped with a metric. Such a metric needs to satisfy the following three properties \cite{45}:

1. It should transform as a symmetric rank 2 tensor under (II.2).
2. It should be determined from the classical action (II.1).
3. It should be Euclidean for a canonically normalised theory.

The only quantity that satisfies these conditions is the model function $k_{AB}(\phi)$ and so that is what is used in the literature.

In this paper we want to introduce a new expression for the field-space metric; one that is constructive, rather than relying on the identification of a particular term in Lagrangian. We will thus define the field-space metric to be

$$G_{AB} \equiv \frac{g_{\mu\nu}}{D} \frac{\partial^{2} \mathcal{L}}{\partial (\partial_{\mu} \phi^{A}) \partial (\partial_{\nu} \phi^{B})}. \quad (\text{II.3})$$

Notice that for the theory described by (II.1), this new prescription still gives $G_{AB} = k_{AB}$. However, this new prescription is now constructive and can thus be applied to any field theory – even, for example, those with higher derivative terms.\footnote{In the case of a higher derivative theory, (II.3) would lead to a Finslerian metric \cite{48} – one that depends on both the fields and their derivatives. We will not discuss such theories here, but will save them for future work.}
ensures that the field space metric is unique for a given theory.

With the field-space metric thus defined, we can straightforwardly define a connection on the field-space manifold:

\[ \Gamma^A_{BC} \equiv \frac{1}{2} G^{AD} \left[ \frac{\partial G_{BD}}{\partial \phi^C} + \frac{\partial G_{DC}}{\partial \phi^B} - \frac{\partial G_{BC}}{\partial \phi^D} \right], \]

where \( G^{AB} \) is the inverse of \( G_{AB} \). We can also define a field-space covariant derivative

\[ \nabla_C X^A = \frac{\partial X^A}{\partial \phi^C} + \Gamma^A_{CD} X^D, \quad \nabla_C X_A = \frac{\partial X_A}{\partial \phi^C} - \Gamma^D_{CA} X_D, \quad \text{etc.} \]

When quantising the theory, the field-space manifold alone is not sufficient. In the path integral formalism, we must integrate not just over the fields, but over all configurations of the fields. In order to construct this integral in a covariant manner, we define an infinite dimensional configuration-space manifold. Each direction on this manifold represents a different configuration of the fields and thus we can describe it using coordinates

\[ \phi^a \equiv \phi^A(x_A). \]

The lowercase Latin index \( a = \{ A, x_A \} \) is a continuous index that runs over all points in spacetime in addition to all the scalar fields in the theory, as described in the Introduction.

In order to define a metric for the configuration space, we need to add one more property to the list above. The configuration-space metric should be ultra-local, i.e. it should be proportional to a Dirac delta function only and contain no derivatives of the fields. We therefore define the configuration-space metric as

\[ G_{ab} \equiv \frac{g_{\mu\nu}}{D} \frac{\delta^2 S}{\delta (\partial_\mu \phi^a) \delta (\partial_\nu \phi^b)} = G_{AB} \delta^{(D)}(x_A - x_B), \]

where \( D \) is the number of spacetime dimensions. Here we have normalised the Dirac delta function so that

\[ \int d^D x \sqrt{-g} \delta^{(D)}(x) = 1. \]

Such a definition allows \( \delta^{(D)}(x) \) to be diffeomorphism invariant.

The connection on the configuration-space manifold is as follows:

\[ \Gamma^a_{bc} \equiv \frac{1}{2} G^{ad} \left[ \delta \frac{G_{bd}}{\delta \phi^c} + \delta \frac{G_{dc}}{\delta \phi^b} - \delta \frac{G_{bc}}{\delta \phi^d} \right] = \Gamma^A_{BC} \delta^{(D)}(x_A - x_B) \delta^{(D)}(x_A - x_C), \]

and thus the configuration-space covariant functional derivative is

\[ \nabla_c X^a = \frac{\delta X^a}{\delta \phi^c} + \Gamma^a_{cd} X^d, \quad \nabla_c X_a = \frac{\delta X_a}{\delta \phi^c} - \Gamma^d_{ca} X_d, \quad \text{etc.} \]
With the configuration-space manifold defined, it is straightforward to construct theories that are reparameterisation invariant. We simply need to build our theory out of configuration-space tensors and ensure that all indices are fully contracted.

It is also easy to identify quantities that are not reparameterisation invariant. Two examples of non-invariant objects are the quantum effective action and Feynman diagrams, as we shall show in the following sections.

### III. Non-Covariance of the Ordinary Effective Action

The ordinary effective action formalism \[41–44\] fundamentally stems from the one-particle irreducible (1PI) approach in QFT. Through its application, it is possible to define an action that inherently incorporates all quantum effects beyond tree level, in principle allowing us to study radiative corrections non-perturbatively.

The starting point for the derivation of the effective action is the generating functional

\[
\mathcal{Z}[\mathcal{J}] \equiv \exp \left( \frac{i}{\hbar} \mathcal{W}[\mathcal{J}] \right) = \int [\mathcal{D}\phi] \, \mathcal{M}[\phi] \exp \left[ \frac{i}{\hbar} \mathcal{S}[\phi] + \mathcal{J}_a \phi^a \right],
\]

(III.1)
defined in the presence of an external source field \( \mathcal{J}_a \equiv \mathcal{J}_A(x_A) \) (also collectively denoted as \( \mathcal{J} \)). Here the functional integral element is \([\mathcal{D}\phi] \equiv \mathcal{D}\phi^1(x_1) \ldots \mathcal{D}\phi^n(x_n)\) and the \(\mathcal{M}[\phi]\) is the measure of the configuration space for the quantum fields \(\phi^a\). We have also introduced the reduced Planck constant \(\hbar\) as a means of keeping track different orders of quantum loops. The generating functional is reminiscent of the partition function in statistical mechanics, which is a weighted sum of Boltzmann factors over the different microstates of the system. In a similar vein, the generating functional is defined as a weighted integral over all possible configurations of the quantum fields \(\phi^a\) of the system.

From the generating functional, it is possible to arrive at the effective action via the Legendre transformation

\[
\Gamma[\phi] = \mathcal{W}[\mathcal{J}] + i\hbar \, \mathcal{J}_a \phi^a,
\]

(III.2)
where the \(\phi^a\) (collectively denoted as \(\phi\)) are the mean fields and \(\mathcal{J}_a = \mathcal{J}_a[\phi]\) is considered to be a functional of \(\phi\). In the presence of the source terms \(\mathcal{J}_a\), the mean fields and the sources are related by

\[
\phi^a = -i\hbar \frac{\delta \mathcal{W}[\mathcal{J}]}{\delta \mathcal{J}_a}, \quad \mathcal{J}_a = -\frac{i}{\hbar} \frac{\delta \Gamma[\phi]}{\delta \phi^a}.
\]

(III.3)
The usefulness of the effective action is thus that extremising it generates the quantum-corrected equations of motion.

Already at this point, it is possible to observe that this construction lacks covariance. Since \(\phi^a\) is not a configuration-space vector, \(\mathcal{J}_a \phi^a\) is a frame-dependent expression and
thus all three equations (III.1)-(III.3) are sensitive to the way in which we parametrise the fields in our theory. This is a major drawback for this approach and one we shall try to overcome in the rest of the paper. Nonetheless, let us proceed in order to illustrate how the ordinary effective action is usually derived and pave the way for the derivation of the covariant expression.

The effective action $\Gamma[\phi]$ satisfies the following implicit functional integro-differential equation:

$$\exp \left( \frac{i}{\hbar} \Gamma[\phi] \right) = \int [D\phi] \mathcal{M}[\phi] \exp \left\{ \frac{i}{\hbar} \left[ S[\phi] + \frac{\delta \Gamma[\phi]}{\delta \phi^a} (\phi^a - \phi^a) \right] \right\}. \quad \text{(III.4)}$$

Equation (III.4) may be derived by substituting (III.2) and (III.3) in (III.1). Evidently, solving (III.4) exactly is prohibitively hard. Fortunately, it is possible to solve for $\Gamma[\phi]$ in a perturbative loop-wise expansion with the help of the background field method [49], where we split the quantum field $\phi^a$ into a background component, which we treat classically, and a quantum perturbation. Similarly, we expand $\Gamma[\phi] = S_0[\phi] + \hbar \Gamma^{(1)}[\phi] + \hbar^2 \Gamma^{(2)}[\phi] + \cdots$. At each loop order, the path integral can be evaluated explicitly. In detail, at one and two-loop order, we have

$$\Gamma^{(1)}[\phi] = i \ln \mathcal{M}[\phi] - \frac{i}{2} \ln \det S_{ab}[\phi], \quad \text{(III.5)}$$

$$\Gamma^{(2)}[\phi] = \frac{1}{8} \Delta^{ab} \Delta^{cd} S_{abcd} - \frac{1}{12} \Delta^{ab} \Delta^{cd} \Delta^{ef} S_{ace} S_{bdf}, \quad \text{(III.6)}$$

where a comma $a \equiv \delta/\delta \phi^a$ indicates a functional derivative with respect to the field $\phi^a$ and

$$\Delta^{ab} \equiv \left( \frac{\delta^2 S}{\delta \phi^a \delta \phi^b} \right)^{-1} \quad \text{(III.7)}$$

is the propagator.

As we shall explore in detail in Section V (III.6) can be represented graphically by the Feynman diagrams

$$\Gamma^{(2)}[\phi] = \begin{array}{c}
\text{Feynman Diagram}
\end{array} \quad \text{(III.8)}$$

Note that $\Gamma^{(2)}[\phi]$ contains only 1PI graphs. Other possible one-particle reducible diagrams, such as

$$\text{Diagram}
\begin{array}{c}
\text{(III.9)}
\end{array}$$

evaluate to zero and so do not contribute to the final expression (III.8).

For our theory to be fully frame invariant, we require that the effective action be a scalar under reparameterisations of the mean fields

$$\phi^a \rightarrow \tilde{\phi}^a = \tilde{\phi}^a(\phi). \quad \text{(III.10)}$$
We saw above that the explicit dependence of the generating functional on the fields $\varphi^a$ spoils the covariance, and as a result, such a transformation will not leave (III.5) and (III.6) invariant. This occurs because the difference $\varphi^a - \phi^a$ does not transform as a vector in configuration space, spoiling the covariance of the term $\frac{\delta \Gamma[\varphi]}{\delta \varphi^a}(\varphi^a - \phi^a)$ in (III.4). Similarly, the presence of ordinary functional derivatives in (III.5) and (III.6) induces extra terms in the expression for $\Gamma^{(1)}$ and $\Gamma^{(2)}$, which means that the expression for the effective action is not a configuration-space scalar.

IV. Vilkovisky and DeWitt’s Solution: The Covariant Effective Action

The so-called Vilkovisky–DeWitt (VDW) effective action formalism [36, 45, 46, 50–52] was originally developed in order to address the problems of non-covariance of the ordinary effective action that were outlined in the previous section. Unlike the conventional approach, this formalism does not unduly privilege a particular frame. In this section, we review the key results of the VDW formalism.

As noted in Section III, the non-invariance of the ordinary effective action stems from the term $\frac{\delta \Gamma[\varphi]}{\delta \varphi^a}(\varphi^a - \phi^a)$ in (III.4), which is not a configuration-space scalar. Vilkovisky’s proposal [45] was therefore to replace the difference $\varphi^a - \phi^a$ with a two-point quantity $\Sigma^a[\varphi, \phi]$ that transforms as a vector with respect to the mean field $\varphi$, a scalar with respect to the quantum field $\phi$ and satisfies $\Sigma^a[\phi, \phi] = 0$. Making this replacement in (III.4) gives

$$
\exp \left( \frac{i}{\hbar} \Gamma[\varphi] \right) = \int [D\phi] \mathcal{M}[\phi] \exp \left\{ \frac{i}{\hbar} \left[ S[\phi] + \frac{\delta \Gamma[\varphi]}{\delta \varphi^a} \Sigma^a[\varphi, \phi] \right] \right\}.
$$

(IV.1)

There are no frame-dependent terms in (IV.1) and therefore this newly defined action is fully frame invariant.

Vilkovisky’s original proposal was to use $\Sigma^a[\varphi, \phi] = \sigma^a[\varphi, \phi]$, where $\sigma^a[\varphi, \phi]$ is the tangent vector to the geodesic connecting $\varphi$ and $\phi$ evaluated at $\varphi$. The affinely normalised tangent vector can be found by solving

$$
\sigma^b[\varphi, \phi] \nabla_b \sigma^a[\varphi, \phi] = \sigma^a[\varphi, \phi],
$$

(IV.2)

along with the boundary conditions

$$
\sigma^a[\varphi, \phi] \big|_{\varphi=\phi} = 0, \quad \nabla_b \sigma^a[\varphi, \phi] \big|_{\varphi=\phi} = \delta^A_B \delta^{(D)}(x_A - x_B) \equiv \delta^a_b, \quad (IV.3)
$$

where $\nabla_a$ is the covariant derivative as defined in (II.10) and is taken to act on the first argument $\varphi$. It is possible to expand $\sigma^a[\varphi, \phi]$ in terms of the configuration-space connection $\Gamma^a_{bc}[\varphi]$ as

$$
-\sigma^a[\varphi, \phi] = -(\varphi^a - \phi^a) + \frac{1}{2} \Gamma^a_{bc}[\varphi](\varphi^b - \phi^b)(\varphi^c - \phi^c) + \cdots.
$$

(IV.4)
However, $\sigma^a$ is not the only possible choice of two-point quantity that satisfies the required properties to make the action frame invariant. In fact, any superposition of tangent vectors $\Sigma^a[\varphi, \phi] = (C^{-1}[\varphi])^a_b \sigma^b[\varphi, \phi]$ (IV.5) will do. We therefore need to introduce another requirement to fix the matrix $C^a_b$. For theories with a flat configuration space we can always go to a frame in which the metric is Euclidean and all the connections vanish. In such a frame there should be no non-trivial field-space effects and thus the VDW effective action should agree with the ordinary effective action calculated in the previous section. It can be shown [53] that this requirement forces us to choose $C^a_b = \delta^a_b$ for such theories. However, for theories with non-zero configuration-space curvature, no such frame exists and so a different condition is required to fix $C^a_b$.

The choice made by DeWitt [46] is the condition of vanishing tadpoles

$$\langle \Sigma^a[\varphi, \phi] \rangle = 0,$$

(IV.6)

where the expectation value is defined as

$$\langle F[\varphi, \phi] \rangle = \exp \left(-\frac{i}{\hbar} \Gamma[\varphi] \right) \int [D\phi] M[\phi] F[\varphi, \phi] \exp \left\{ \frac{i}{\hbar} \left[ S[\phi] + \frac{\delta \Gamma[\varphi]}{\delta \phi^a} \Sigma^a[\varphi, \phi] \right] \right\}.$$

(IV.7)

This choice was made for two main reasons. First, it allows the effective action to be calculated perturbatively as a sum of 1PI Feynman diagrams [54]. Second, when the formalism is extended to gauge theories, (IV.6) is vital in ensuring that the resulting effective action is independent of the choice of gauge-fixing conditions [50, 53].

In order to satisfy (IV.6), we find that we require

$$C^a_b[\varphi] = \langle \nabla_b \sigma^a[\varphi, \phi] \rangle = \langle \delta^a_b - \frac{1}{3} R^a_{cbd}[\varphi] \sigma^c[\varphi, \phi] \sigma^d[\varphi, \phi] + \ldots \rangle.$$

(IV.8)

Here $R^a_{cbd}$ is the Riemann tensor of the configuration-space manifold. Notice that the Riemann tensor for a flat manifold is $R^a_{cbd} = 0$ and thus we recover Vilkovisky’s original proposal in this case.

We can use the background field method to expand (IV.1) perturbatively, exactly as we did for the ordinary effective action (III.4). This gives us the following equations for the one and two-loop corrections to the VDW effective action [53]

$$\Gamma^{(1)}[\varphi] = -\frac{i}{2} \ln \det \nabla^a \nabla_b S,$$

(IV.9)

$$\Gamma^{(2)}[\varphi] = \frac{1}{8} \Delta^{ab} \Delta^{cd} \nabla_a \nabla_b \nabla_c \nabla_d S - \frac{1}{12} \Delta^{ab} \Delta^{cd} \Delta^{ef} \left( \nabla_a \nabla_c \nabla_b \nabla_d S \right) \left( \nabla_b \nabla_d \nabla_f S \right),$$

(IV.10)

where $\Delta^{ab} = (\nabla_a \nabla_b S)^{-1}$ is the covariant propagator and the parentheses $(\ldots)$ denote symmetrisation with respect to the indices enclosed. Notice that $\Gamma^{(1)}$ and $\Gamma^{(2)}$ are both now
invariant under a frame transformation (III.10) as expected.

It is important to note that, on shell, we have \[ \frac{\delta \Gamma}{\delta \phi^a} = 0, \] in which case the expressions for the ordinary effective action (III.4) and the VDW effective action (IV.1) are identical. Thus, we are guaranteed to get the same results for on-shell observables regardless of whether we use the ordinary effective action (III.4) or the VDW effective action (IV.1). This also means that any parametrisation dependence that arises when using the ordinary effective action must vanish when the calculations are performed on shell. We show some examples of this in Appendix A.

The fact that the VDW formalism remains covariant off-shell is important for a few reasons, even if off-shell quantities will never appear in observables. First, from a geometric point of view, we expect covariance to be satisfied for the entirety of the configuration space, not just the geodesics. The ordinary approach is parametrisation-independent only for a severely restricted subspace (the on-shell region), and so the VDW approach is required to restore covariance for the whole configuration space. Second, off-shell formulations of QFTs have many important applications, such as in supersymmetry [55] and the analysis of quantum anomalies [56]. Finally, inflationary observables are often computed in the slow-roll approximation [57]. Such an approximation forces us to perform calculations in the off-shell regime.

V. Covariant Feynman Rules

In the previous section, we showed how the quantum effective action can be constructed in a fully covariant way. However, in practice, radiative corrections are often calculated perturbatively with the help of Feynman diagrams. As we will show in this section, usual Feynman diagrams are also inherently non-covariant. As such, their form depends on the parametrisation used to calculate them. Since this violates the invariance principle, we will develop an alternative method of calculating Feynman rules that is fully covariant.

We first review how ordinary Feynman diagrams may be employed to calculate correlation functions (as well as S-matrix elements through the LSZ reduction formula [58]). The derivation can be found in most textbooks on QFT (see, e.g., [59]), but our treatment here most closely follows [60] and [61].

In the path integral formulation of QFT, a correlation function in the presence of a source \( J \), is given by

\[
\langle \phi^a \phi^b \ldots, J \rangle = \frac{\int [D\phi] \mathcal{M}[\phi](\phi^a \phi^b \ldots) e^{\frac{i}{\hbar} S[\phi_0 + \phi] + J_a \phi^a}}{\int [D\phi] \mathcal{M}[\phi] e^{\frac{i}{\hbar} S[\phi_0 + \phi] + J_a \phi^a}}, \tag{V.1}
\]

where \( \phi_0 \) is an arbitrary point around which we quantise – usually taken to be the classical vacuum. This can be calculated using the generating functional \( Z[J] \) defined in (III.1).
terms of this generating functional, the correlation function becomes

\[
\langle \phi^a \phi^b \ldots, J \rangle = \frac{1}{Z[J]} \left( \frac{\delta}{\delta J_a} \frac{\delta}{\delta J_b} \ldots \right) Z[J],
\]

where \( E \) is the number of external particles.

In order to perform perturbative calculations, we use a Taylor series expansion of the action

\[
S[\phi_0 + \phi] = \sum_N S^{(N)}_{a_1 \ldots a_N} \phi^{a_1} \ldots \phi^{a_N}
\]

where

\[
S^{(N)}_{a_1 \ldots a_N} = \frac{1}{N!} \frac{\delta^N S}{\delta \phi^{a_1} \ldots \delta \phi^{a_N}} \bigg|_{\phi_0}.
\]

The constant term \( S^{(0)} \) gives factors which cancel out in (V.1) and therefore we will therefore it. We will also take \( \phi_0 \) to be the classical vacuum so that we have \( S^{(1)}_{a} = 0 \). The lowest order non-trivial term in our expansion is therefore

\[
S[\phi_0 + \phi] \approx S^{(2)}_{ab} \phi^a \phi^b,
\]

about which we shall expand the generating functional \( Z[J] \).

We must also Taylor expand the path integral measure. Using Vilkovisky’s suggestion of \( \mathcal{M}[\phi] = \sqrt{\text{det} G_{ab}} \) we find

\[
\mathcal{M}[\phi_0 + \phi] = 1 + \delta^{(D)}(0) \int d^D x \sqrt{-g} \text{Tr} \ln G_{AB}[\phi(x)] + \delta^{(D)}(0)(\ldots).
\]

From this expansion, we see that all non-trivial effects of the measure are proportional to \( \delta^{(D)}(0) \). This is a simple divergence equal to the total volume of the spacetime manifold and, as such will be removed by our regularisation procedure. Therefore, the functional form of the measure will have no impact on perturbative results and so we can set \( \mathcal{M} = 1 \).

With this knowledge, and the expansion given in (V.4), we can write

\[
Z[J] = \exp \left( \frac{i}{\hbar} \sum_{N>2} S^{(N)}_{a_1 \ldots a_N} \frac{\delta}{\delta J_{a_1}} \ldots \frac{\delta}{\delta J_{a_N}} \right) \int [D\phi] e^{\frac{i}{\hbar} S^{(2)}_{ab} \phi^a \phi^b + J_a \phi^a},
\]

The functional integral is now Gaussian and so can be calculated explicitly. The result is

\[
Z[J] = \mathcal{N} \exp \left( \frac{i}{\hbar} \sum_{N>2} S^{(N)}_{a_1 \ldots a_N} \frac{\delta}{\delta J_{a_1}} \ldots \frac{\delta}{\delta J_{a_N}} \right) \exp \left( -i\hbar J_a \Delta^{ab} J_b \right),
\]

where \( \Delta^{ab} \) is the inverse of \( S^{(2)}_{ab} \), often known as the propagator, and \( \mathcal{N} \) is an irrelevant normalisation factor.
Expanding out the two exponentials, we see that the correlation function (V.2) is

$$\langle \phi^a \phi^b \ldots, J \rangle = \frac{N}{Z[J]} \left( \frac{\delta}{\delta J_a} \frac{\delta}{\delta J_b} \ldots \prod_{N>2} \sum_{V_N=0}^{\infty} \frac{1}{V_N!} \left( \frac{i}{\hbar} S_{a_1\ldots a_N}^{(N)} \frac{\delta}{\delta J_{a_1}} \ldots \frac{\delta}{\delta J_{a_N}} \right)^{V_N} \right) \times \sum_{P=0}^{\infty} \frac{1}{P!} (-i\hbar J_c \Delta_{cd} J_d)^P.$$  

(V.9)

Feynman diagrams [62] are a beautiful graphical way to keep track of the non-zero terms in (V.9). If we represent each propagator by a line,

$$a \leftrightarrow b = \Delta^{ab},$$  

(V.10)

and each term of the expansion (V.3) with a vertex,

$$a_2 \bigcirc a_3 = N! \frac{S_{a_1\ldots a_N}^{(N)}}{\delta \phi^{a_1} \ldots \delta \phi^{a_N}} \bigg|_{\phi_0},$$  

(V.11)

then each term in (V.9) can be expressed as a diagram with $P$ propagators and $V_N$ vertices of order $N$. Calculating the correlation function then simply amounts to summing up all possible diagrams with the correct of external legs. Finally, it can easily be shown that the prefactor $N\frac{Z[J]}{Z}$ on the RHS of (V.9) has the effect of removing all diagrams that are not fully connected.

The above derivation is very elegant and has been used extensively in QFT calculations. However, it is not frame invariant. This is because, as we have seen, the quantity $\phi^a$ is not a configuration-space vector. Therefore, it will not transform in a covariant manner and cannot be contracted to form reparameterisation invariant quantities.

This means that the individual terms on the RHS of (V.3) will change under a field redefinition. Although the full sum will remain invariant (since the LHS is a configuration-space scalar), the individual terms will mix into each other and hence any finite truncation of the sum will not be invariant. Moreover, the term $J_a \phi^a$ in (III.1), as well as the definition of the correlation function (V.1) are not field covariant. As such, their form is dependent on our choice of parametrisation. Some examples of the parametrisation dependence of ordinary Feynman calculations are shown in Appendix A.

It is therefore clear that a new, covariant approach to Feynman diagrams is required if we are to construct a fully covariant QFT. The simplest way to achieve such invariance is to replace the coordinate $\phi^a$ with a configuration-space vector, much like we did in Section IV. However, in contrast to the previous section, we will employ Vilkovisky’s original choice and choose it to be the tangent vector in configuration space $\sigma^a[\phi_0, \phi_0 + \phi]$. We shall therefore
calculate the covariant correlation functions
\[ \langle \sigma^a \sigma^b \ldots, J \rangle_\sigma = \frac{\int [\mathcal{D} \sigma] (\sigma^a \sigma^b \ldots) e^{\frac{i}{\hbar} S[\phi_0 + \phi] + J_\sigma \sigma^a}}{\int [\mathcal{D} \sigma] e^{\frac{i}{\hbar} S[\phi_0 + \phi] + J_\sigma \sigma^a}}. \quad (V.12) \]

Notice that \([\mathcal{D} \phi] \mathcal{M}[\phi] = [\mathcal{D} \sigma]\) and thus the measure is trivial in this case.

We note that \(\sigma^a[\phi_0, \phi_0 + \phi] = \delta^a + O(\phi^2)\) and therefore the correlation functions \((V.1)\) and \((V.12)\) have the same pole structure. This means that the renormalised on-shell S matrix elements
\[ \prod_{I=1}^{E} \lim_{k_I^2 \to m_I^2} \frac{k_I^2 - m_I^2}{Z_I^2} \langle \sigma^a(k_1) \sigma^b(k_2) \ldots, 0 \rangle_\sigma = \prod_{I=1}^{E} \lim_{k_I^2 \to m_I^2} \frac{k_I^2 - m_I^2}{Z_I^2} \langle \phi^a(k_1) \phi^b(k_2) \ldots, 0 \rangle \quad (V.13) \]
are identical \([63]\). Here \(E\) is the number of external fields in the correlation function and \(m_I\) and \(Z_I\) are the (renormalised) mass and wavefunction renormalisation of particle \(I\), respectively. Off shell, however, the correlation functions \((V.1)\) and \((V.12)\) will not be equal in general. Note that we should continue to use the correlation functions \((V.12)\) to calculate S-matrix elements even in the presence of field-space curvature. The correlation functions of DeWitt’s modified two-point quantity \(\Sigma\) give only linear combinations of \((V.13)\), as can be seen from \((IV.5)\), and therefore should not be used.

Let us modify the definition of the generating function to make it frame invariant:
\[ \tilde{Z}[J] = \int [\mathcal{D} \sigma] e^{\frac{i}{\hbar} S[\phi_0 + \phi] + J_\sigma \sigma^a}. \quad (V.14) \]

We then find that the correlation functions are given by
\[ \langle \sigma^a \sigma^b \ldots, J \rangle_\sigma = \frac{1}{\tilde{Z}[J]} \left( \frac{\delta}{\delta J_a} \frac{\delta}{\delta J_b} \ldots \right) \tilde{Z}[J]. \quad (V.15) \]

Finally, we consider an alternative, but equivalent, covariant expansion of the action \([45]\), given by
\[ S[\phi_0 + \phi] = \sum_\mathcal{N} \tilde{S}^{(N)}_{a_1 \ldots a_n} \sigma^{a_1}[\phi_0, \phi_0 + \phi] \ldots \sigma^{a_n}[\phi_0, \phi_0 + \phi], \quad (V.16) \]
\[ \text{where} \]
\[ \tilde{S}^{(N)}_{a_1 \ldots a_n} = \frac{1}{N!} \nabla_{a_1} \ldots \nabla_{a_n} S|_{\phi_0}. \quad (V.17) \]

Now, since \(\sigma^a\) is a genuine field-space vector, all \(\tilde{S}^{(N)}\) are fully covariant field-space tensors and every term in \((V.16)\) is independently reparameterisation invariant.

We can repeat the same derivation as above to calculate the correlation functions graphically by using Feynman diagrams. Now, however, the Feynman rules must be calculated covariantly with the propagator being given by
\[ a \leftrightarrow b = (\nabla_a \nabla_b S)^{-1}, \quad (V.18) \]
and the vertex factor given by

\[ \nabla_{(a_1} \cdots \nabla_{a_n)} S \big|_{\phi_0}. \]  \hfill (V.19)

Notice that the Feynman rule is symmetrised over its indices. This is because only the symmetrised version of \((V.17)\) appears in \((V.16)\). For \((V.11)\), this symmetrisation had no effect since the ordinary functional derivative is already symmetric. However, for theories with curved field space, covariant functional derivatives do not commute and as a result, this symmetrisation is vital in fixing the order of differentiation.

In Appendices A, B, and C we perform some explicit calculations using the covariant Feynman approach, demonstrating its relation to results obtained in the ordinary approach.

### VI. The Geometric Structure of Gravity

So far we have treated gravity as a background and have not considered the metric \(g_{\mu\nu}\) to be a field. However, the Vilkovisky–DeWitt covariant approach explored in the previous sections can be readily applied to tensor fields. Doing so will lead us to the construction of the field space for gravitational theories. This space is a Riemannian manifold and is distinct from the manifold of spacetime. The goal of this section is to illustrate the geometrical features of gravity as described by General Relativity.

We begin by examining the action for General Relativity, described by the Einstein–Hilbert action,

\[ S = -\frac{1}{2} \int d^D x \sqrt{-g} R. \]  \hfill (VI.1)

We use the standard definitions

\[ \Gamma^\alpha_{\mu\nu} = \frac{g^{\alpha\beta}}{2} \left( g_{\beta\nu,\mu} + g_{\mu\beta,\nu} - g_{\mu\nu,\beta} \right), \]  \hfill (VI.2)

\[ R^\alpha_{\mu\beta\nu} = \Gamma^\alpha_{\nu\mu,\beta} - \Gamma^\alpha_{\beta\mu,\nu} + \Gamma^\gamma_{\beta\gamma,\nu} \Gamma^\gamma_{\gamma,\mu} - \Gamma^\gamma_{\beta\gamma,\mu} \Gamma^\gamma_{\gamma,\nu}, \quad R_{\mu\nu} = R^\alpha_{\mu\alpha\nu}, \quad R = g^{\mu\nu} R_{\mu\nu}, \]  \hfill (VI.3)

for the spacetime Christoffel symbols, Riemann tensor, Ricci tensor and Ricci scalar, respectively.

For \(D\)-dimensional gravity, the \(D(D + 1)/2\) degrees of freedom of the field space will be represented by an unordered pair of spacetime indices \((\mu\nu)\). In order to maintain consistency with the position of the indices, we take the fundamental field to be \(g^{\mu\nu}\). This means that \(\delta g^{\mu\nu}\) is a contravariant vector in field space and \(\delta g_{\mu\nu}\) is a covariant vector. \(^2\)

\(^2\) Diffeomorphism invariance reduces the physical number of degrees of freedom by \(D\). Nonetheless, even when the gauge is taken into account, the gravitational field \(g_{\mu\nu}\) is commonly expressed in terms of both the physical and gauge degrees of freedom. The effect of gauge freedom on the field space was studied in more detail in [45, 50, 52] and we shall return to it in future work.
As discussed in Section II, the field-space metric can be explicitly calculated from the classical action (VI.1) by using (II.3). However, there is a subtlety with gravity, stemming from its gauge freedom. This freedom requires us to add to the action a gauge fixing term of the form

\[
S_{GF} = -\frac{1}{2} \int d^D x \gamma \sqrt{-g} \chi^\mu g_{\mu\nu} \chi^\nu. \quad (VI.4)
\]

Here, \( \chi^\nu = 0 \) is the gauge fixing condition and \( \gamma \) is a non-negative constant. When we apply (II.3) to the sum of (VI.1) and (VI.4), we get the metric

\[
G_{(\mu\nu)(\rho\sigma)} = \frac{1}{2} \left( g_{\mu\rho} g_{\sigma\nu} + g_{\mu\sigma} g_{\rho\nu} - \alpha g_{\mu\nu} g_{\rho\sigma} \right), \quad (VI.5)
\]

where \( \alpha = \alpha(\chi^\mu, \gamma) \) is a constant that depends on the gauge fixing condition \( \chi^\mu \) and the constant \( \gamma \). For example, in de Donder gauge \( g^{\sigma\rho} \Gamma^\mu_{\rho\sigma} = 0 \), we have \( \alpha = 2 - \gamma \).

Fortunately, we have another condition that we can impose to further restrict the form of the metric. Given that \( G_{(\mu\nu)(\rho\sigma)} \) must also transform as a spacetime tensor, the inverse metric should be simply given by

\[
G^{(\mu\nu)}_{(\rho\sigma)} = g^{\alpha\mu} g^{\beta\nu} g^{\kappa\rho} g^{\lambda\sigma} G_{(\alpha\beta)(\kappa\lambda)}, \quad (VI.6)
\]
i.e. by simply raising the indices of (VI.5). However, the inverse metric can also be calculated by requiring

\[
G_{(\mu\nu)(\rho\sigma)} G^{(\rho\sigma)}_{(\kappa\lambda)} = \frac{1}{2} (\delta^\mu_\rho \delta^\nu_\sigma + \delta^\mu_\sigma \delta^\nu_\rho). \quad (VI.7)
\]
The definition (VI.7) leads to the following expression for the inverse metric:

\[
G^{(\mu\nu)}_{(\rho\sigma)} = \frac{1}{2} \left( g^{\mu\rho} g^{\nu\sigma} + g^{\mu\sigma} g^{\rho\nu} - \frac{2\alpha}{D\alpha - 2} g^{\mu\nu} g^{\rho\sigma} \right). \quad (VI.8)
\]
Consistency between (VI.6) and (VI.8) implies:

\[
\alpha = \frac{4}{D}. \quad (VI.9)
\]
Thus, in four dimensions, (VI.5) reduces to

\[
G_{(\mu\nu)(\rho\sigma)} = P_{\mu\nu\rho\sigma} = \frac{1}{2} (g_{\mu\rho} g_{\sigma\nu} + g_{\mu\sigma} g_{\rho\nu} - g_{\mu\nu} g_{\rho\sigma}), \quad (VI.10)
\]
where \( P_{\mu\nu\rho\sigma} \) is Vilkovisky’s metric for gravity, derived in [45] by different considerations.

Note that this differs from the DeWitt metric [64], which imposes a time slicing condition.

3 Note that we can also arrive at (VI.5) up to an irrelevant normalisation simply by enforcing that \( G_{(\mu\nu)(\rho\sigma)} \) transforms as a spacetime tensor and is symmetric under \( \mu \leftrightarrow \nu \) and \( \rho \leftrightarrow \sigma \).

4 The solution \( \alpha = 0 \) also allows for consistency between the two equations. However, we choose to use the solution in (VI.9), since it agrees with Vilkovisky’s original calculation [45] in \( D = 4 \), as well as other results in the literature [65, 66].
and focuses only on the spatial part of the spacetime metric. In contrast, our calculation considers all components of the spacetime metric equally. This allows the metric (VI.10) to transform as a tensor under diffeomorphisms of the full spacetime.

We are now equipped to determine the curvature of the field space for gravity. This is a cumbersome but straightforward task. The expressions for the curvature tensors are exactly the same as those for the usual spacetime curvature tensors, except the indices are replaced with field-space indices. For example, the field-space Christoffel symbols and Riemann tensor are given as

\[ \Gamma^{\alpha\beta}_{\mu\nu\rho\sigma} = \frac{1}{2} P^{\alpha\beta\gamma\delta} \left( \partial_{(\mu\nu)} P_{\gamma\delta\rho\sigma} + \partial_{(\rho\sigma)} P_{\mu\nu\gamma\delta} - \partial_{(\gamma\delta)} P_{\mu\nu\rho\sigma} \right), \]  

(VI.11)

\[ R^{\alpha\beta\gamma\delta}_{(\mu\nu)(\rho\sigma)} = \partial_{(\rho\sigma)} \Gamma^{(\mu\nu)}_{(\gamma\delta)(\alpha\beta)} - \partial_{(\gamma\delta)} \Gamma^{(\mu\nu)}_{(\rho\sigma)(\alpha\beta)} + \Gamma^{(\mu\nu)}_{(\rho\sigma)(\kappa\lambda)} \Gamma^{(\kappa\lambda)}_{(\gamma\delta)(\alpha\beta)} - \Gamma^{(\mu\nu)}_{(\gamma\delta)(\kappa\lambda)} \Gamma^{(\kappa\lambda)}_{(\rho\sigma)(\alpha\beta)}, \]  

(VI.12)

respectively, where \( \partial_{(\mu\nu)} \equiv \partial / \partial g^{\mu\nu} \). Correspondingly, the field-space Ricci tensor and Ricci scalar for gravity are given by

\[ R^{\alpha\beta}_{(\gamma\delta)} = R^{(\mu\nu)}_{(\alpha\beta)(\gamma\delta)}, \quad R = P^{\alpha\beta\gamma\delta} R^{(\alpha\beta)(\gamma\delta)}. \]  

(VI.13)

To cope with the complexity of this calculation, we employed the symbolic computer algebra system Cadabra2 \[67, 68\]. In this way we find the following explicit forms for the Riemann tensor \( R^{(\mu\nu)}_{(\alpha\beta)(\rho\sigma)(\gamma\delta)} \) (shown in Appendix D), the Ricci tensor

\[ R_{(\mu\nu)(\rho\sigma)} = \frac{1}{4} g_{\mu\nu} g_{\rho\sigma} - \frac{D}{8} g_{\mu\rho} g_{\nu\sigma} - \frac{D}{8} g_{\mu\sigma} g_{\nu\rho}, \]  

(VI.14)

and the Ricci scalar

\[ R = \frac{D}{4} - \frac{D^2}{8} - \frac{D^3}{8}. \]  

(VI.15)

These tensors are all non-zero (except, as expected, when \( D = 1 \)). Therefore this shows that gravity has a genuinely curved field space. Indeed, we can see from (VI.15) that the field space is always negatively curved. It would be interesting to explore whether this negative curvature is the origin for the non-convergence of the path integral for pure gravity.

VII. The Cosmological Frame Problem in Scalar-Tensor Theories

After studying scalar field theories and gravitational theories separately, we now wish to combine the methods of the previous sections and look at theories with both scalar fields and gravity. In the following two sections, we will therefore construct a covariant formalism for scalar-tensor theories with an action of the form (I.5).

However, before we do so, we must address the cosmological frame problem. As discussed in the Introduction, in the standard formulation of scalar-tensor theories, one must choose a “preferred frame” in which to quantise the theory. In this case, the theoretical predictions
will depend, at the quantum level, on which frame is chosen \[25\]. This appears to violate the invariance principle and thus we must understand its origin if we are to construct a fully frame invariant formalism.

The problem stems from a subtlety regarding spacetime diffeomorphism invariance in scalar-tensor theories. Diffeomorphism invariance is normally achieved by identifying the graviton field \( g_{\mu\nu} \) as the metric of spacetime and then constructing the theory out of co-variant tensors of the spacetime manifold. However, this identification is frame dependent. Specifically, making a frame transformation (1.7) will change the definition of \( g_{\mu\nu} \), but should not change the metric of spacetime. One must therefore choose a particular frame in which to make this identification and this choice leads to the cosmological frame problem.

In order to avoid the cosmological frame problem, we shall use a different, frame invariant, definition of the metric of spacetime. The most general such definition that does not require the introduction of any new spacetime tensors is

\[
\bar{g}_{\mu\nu} \equiv \frac{g_{\mu\nu}}{\ell^2(\phi(x))} \tag{VII.1}
\]

where \( \bar{g}_{\mu\nu} \) is the metric of spacetime and \( \ell \) is a (generally spacetime dependent) length scale. In this paper, we will restrict ourselves to the case where \( \ell \) depends on \( x \) only through the scalar fields \( \phi \) in which case \( \ell(\phi) \) represents another non-singular model function in our theory.

Provided that \( \ell \) transforms as

\[
\ell \rightarrow \tilde{\ell} = \Omega \ell \tag{VII.2}
\]

under conformal transformations (1.8) and does not transform under scalar field redefinitions (1.9), then \( \bar{g}_{\mu\nu} \) is frame invariant. Thus, we may define a spacetime line element

\[
ds^2 = \bar{g}_{\mu\nu}dx^\mu dx^\nu \tag{VII.3}
\]

which is both frame and diffeomorphism invariant. This line element is also dimensionless, in contrast to the standard definition, and therefore qualifies as an observable according to the Buckingham-\( \pi \) theorem \[2\]. Previous authors \[17, 69–71\] have defined similar frame invariant line elements, but have assumed a particular form of \( \ell \). To the best of our knowledge, we are the first to identify \( \ell(\phi) \) as a freely selectable model function that must be specified when defining a scalar-tensor theory.

At first glance, it may appear that \( \ell \) has no physical meaning. After all, it does not appear anywhere in the classical action (1.5), and so will have no effect on any classical observable. However, as we will show below, \( \ell \) does appear in the functional measure of the path integral and therefore the choice of \( \ell \) will have an observable impact at the quantum level.

Specifying a particular form of \( \ell(\phi) \) is equivalent to specifying a “preferred frame” in

---

Note that if we do not make this assumption, then \( \ell(x) \) would act as a new field in the theory and we would have to quantise it accordingly.
the ordinary approach. The frame in which the metric of spacetime is $\bar{g}_{\mu\nu} = g_{\mu\nu}$ is the one in which $\ell(\phi) = 1$, which we shall refer to as the metric frame. However, this frame is no more “preferred” than any other in our new formalism and thus we are able to construct a scalar-tensor theory of gravity without ever singling out a particular frame. Note that in general the Einstein frame and the metric frame are different, and it is not always possible to choose a frame both with minimal coupling $f(\phi) = 1$, and with $\ell(\phi) = 1$.

VIII. The Grand Field Space

In this section, we will construct an augmented field-space manifold (the grand field space) that incorporates both the scalar fields $\phi^A$ and the gravitational tensor field $g^{\mu\nu}$ [25, 72]. To this end, we shall define the following coordinate chart:

$$\Phi^I = \begin{pmatrix} g^{\mu\nu} \\ \phi^A \end{pmatrix},$$

(VIII.1)

where $I = \{\mu\nu, A\}$.

As mentioned in the Introduction, the invariance principle tells us that any theory should be invariant under reparameterisations of the fields. Such reparameterisations are nothing but diffeomorphisms of the grand field space. In fact, the transformations (I.7) can be re-expressed in this notation as

$$\Phi^I \to \tilde{\Phi}^I(\Phi).$$

(VIII.2)

Again, as discussed in the Introduction, not all grand field-space diffeomorphisms are allowed. Invariance under spacetime diffeomorphisms restricts us to conformal transformations (I.8) and scalar field redefinitions (I.9).

We now equip our grand field space with a metric. We wish to define the metric in such a way that both spacetime and grand field-space diffeomorphism invariance remains manifest. To do so, we first define the invariant Lagrangian

$$\bar{L} = \ell^D \mathcal{L}$$

(VIII.3)

such that

$$S = \int d^D x \sqrt{-\bar{g}} \mathcal{L} = \int d^D x \sqrt{-\bar{g}} \bar{\mathcal{L}}.$$  

(VIII.4)

This definition allows $\bar{\mathcal{L}}$ to be invariant under both spacetime diffeomorphisms and grand field redefinitions. This is in contrast to the standard Lagrangian $\mathcal{L}$, which picks up a conformal factor under the conformal transformation (I.8).

We can now define the grand field-space metric in a way analogous to (II.3). Explicitly, we have

$$G_{IJ} = \frac{\bar{g}_{\mu\nu}}{D} \frac{\partial^2 \bar{\mathcal{L}}}{\partial(\partial^\mu \Phi^I)\partial(\partial^\nu \Phi^J)}.$$  

(VIII.5)
It is important to note that the effective Planck length $\ell$ is now part of the definition of the field-space metric, since it appears in the definition of $\bar{g}_{\mu\nu}$.

For the scalar-tensor theory described by (I.5) in four dimensions the grand field space metric is

$$G_{I,J} = \left( \frac{1}{2} \ell^2 f P_{\mu\rho\sigma} - \frac{1}{2} \ell^2 f B g_{\mu\nu} \right),$$

where $P_{\mu\rho\sigma}$ is defined in (VI.10).

This metric can be used to define a frame-invariant field-space line element, given by

$$d\sigma^2 = G_{I,J} d\Phi^I d\Phi^J.$$  

By construction, this line element is both spacetime-diffeomorphism invariant and frame invariant. We can also define the grand field-space connection as

$$\Gamma^I_{JK} = \frac{1}{2} G^{IL} \left[ \partial_J G_{LK} + \partial_K G_{JL} - \partial_L G_{JK} \right],$$

where $\partial_I \equiv \partial/\partial \Phi^I$. The form of the connection can then be used to construct the grand field-space covariant derivative

$$\nabla_J X^I = \frac{\partial X^I}{\partial \Phi^J} + \Gamma^I_{JK} X^K, \quad \nabla_J X_I = \frac{\partial X_I}{\partial \Phi^J} - \Gamma^K_{JI} X_K, \quad \text{etc.}$$

Anything constructed out of grand field-space tensors and the grand field-space covariant derivative will be invariant under (VIII.2) provided all indices are properly contracted.

**IX. The Grand Configuration Space**

We now wish to extend the geometric construction of the grand field space in order to take into account the spacetime dependence of the fields. This means that each coordinate now comes with a spacetime argument,

$$\Phi^i \equiv \Phi^I(x_I).$$

As in section II, the lowercase Latin index $i = \{x_I, I\}$ is a continuous index and runs over all points in spacetime as well as all the fields in our theory.

In order to maintain both manifest diffeomorphism and frame invariance, we will make use of the invariant spacetime metric (VII.11) and define the spacetime line element as in (VII.3). We will also use the corresponding invariant volume element when performing spacetime integrals and from now on, integrations of repeated configuration space indices
will be performed as

\[ X_a Y^a \equiv \int d^D x_A \sqrt{-\bar{g}} \sum_A X_A(x_A) Y^A(x_A). \tag{IX.2} \]

This choice of spacetime metric directly affects the definition of both the functional derivative and the functional determinant, and we will be explicit in defining them such that their dependence on the metric is made clear.

With the help of the spacetime metric \( \bar{g}_{\mu\nu} \), we can define functional differentiation as follows:

\[ \frac{\delta F[\Phi(x)]}{\delta \Phi(y)} \equiv \lim_{\epsilon \to 0} \frac{F[\Phi(x) + \epsilon \delta^{(D)}(x - y)] - F[\Phi(x)]}{\epsilon}, \tag{IX.3} \]

where we have defined

\[ \delta^{(D)}(x) \equiv \ell^{\mu} \delta^{(D)}(x) \tag{IX.4} \]

such that

\[ \int d^D x \sqrt{-\bar{g}} \delta^{(D)}(x) = 1. \tag{IX.5} \]

With the definition \( \text{(IX.4)} \), \( \delta^{(D)} \) is both diffeomorphism and frame invariant. As a result, functional derivatives defined as in \( \text{(IX.3)} \) will inherit their transformation properties from the functional \( F \) and field \( \Phi \).

The choice of metric \( \bar{g}_{\mu\nu} \) also affects how we take the functional determinant, since for an infinite dimensional matrix, the determinant involves an integral over the continuous degrees of freedom. We must therefore explicitly choose which volume measure we will use to count them. Using the invariant volume element derived from \( \text{(VII.3)} \), the functional determinant is given by

\[ \overline{\text{det}}(M(x, y)) \equiv \exp \left[ i \int d^D x \sqrt{-\bar{g}} \ln(M(x, x)) \right], \tag{IX.6} \]

which by construction, is both diffeomorphism and frame invariant.

Notice that we have written both the functional derivative and the functional determinant with an overbar to emphasise that these are defined with respect to the metric \( \bar{g}_{\mu\nu} \). Using any other metric (e.g. \( g_{\mu\nu} \)) would lead to a non-equivalent definition and, in general, would not maintain diffeomorphism and frame invariance.

These definitions allow us to define the metric of the grand configuration space as follows:

\[ \mathcal{G}_{ij} \equiv \frac{\bar{g}_{\mu\nu}}{\delta^2 S} \overline{\delta(\partial_\mu \Phi)} \overline{\delta(\partial_\nu \Phi)} = G_{IJ}(x_I) \delta^{(D)}(x_I - x_J). \tag{IX.7} \]

The uniqueness of the configuration-space metric was questioned by DeWitt (see discussion in Section 14 of [46]). Indeed, without the introduction of the model function \( \ell \), there would be an ambiguity as to which spacetime metric should be used in the definition \( \text{(IX.7)} \). In our prescription, however, \( \ell \) is a fundamental part of the theory, no less important than \( f \), \( k_{AB} \) or \( V \). Therefore, for a given theory, \( \ell \) must have a fixed functional form and hence
the definition (IX.7) is unique.

With the help of the grand configuration space metric, we may write down the grand configuration-space line element as

\[ D\Sigma^2[\Phi] = G_{ij}D\Phi^iD\Phi^j \]
\[ = \int d^Dx\sqrt{-\bar{g}} G_{IJ}(x)D\Phi^I(x)D\Phi^J(x) . \]  

(IX.8)

We can also construct the configuration-space connection, given by the Christoffel symbols

\[ \Gamma^i_{jk} \equiv \frac{1}{2}G^{il} \left[ \frac{\delta G_{jl}}{\delta \Phi^k} + \frac{\delta G_{lk}}{\delta \Phi^j} - \frac{\delta G_{jk}}{\delta \Phi^l} \right] = \Gamma^I_{JK}[\delta(D)(x_I - x_J)\delta(D)(x_I - x_K)]. \]  

(IX.9)

Finally, since we have an invariant configuration-space line element, we can use it to accordingly construct an invariant path-integral volume element, i.e.

\[ \sqrt{\det (G_{ij})}[D\Phi]. \]  

(IX.10)

Note that the volume element (IX.10) is, by construction, fully diffeomorphism and frame invariant. Thus, it may be used it to define a fully grand covariant effective action:

\[ \exp \left( \frac{i}{\hbar} \Gamma[\phi] \right) = \int \sqrt{\det (G_{ij})}[D\Phi] \exp \left[ \frac{i}{\hbar} \left( S[\Phi] + \frac{\delta \Gamma}{\delta \Phi^i} \Sigma^I[\phi, \Phi] \right) \right] . \]  

(IX.11)

Given that \( \det(G_{ij}) \) depends crucially on the definition of \( \bar{g}_{\mu\nu} \) through the model function \( \ell(\phi) \), there will be a non-trivial effect on quantum corrections arising from the measure (IX.10). This effect leads to the cosmological frame problem if the transformation of \( \ell(\phi) \) is not properly accounted for.

Note that in our approach, the choice of measure does not introduce an ambiguity in the definition of the effective action. Instead, it is part of the theory itself. Therefore, theories with different measures will have different but unique effective actions.

We will now comment on the meaning of the effective Planck length term \( \ell \) and its significance in the unambiguous specification of a theory. We know that \( \ell \) is irrelevant classically, as it does not appear in the classical action (I.5). However, we know that \( \ell \) will have an effect beyond the tree level. Let us therefore explicitly calculate the effect of the model function \( \ell \) on the radiative corrections by comparing (IX.11) to a theory with a different set of model functions \( \hat{\ell}, \hat{f}, \hat{k}_{AB} \) and \( \hat{V} \). The effective action for such a theory is

\[ \exp \left( \frac{i}{\hbar} \hat{\Gamma}[\phi] \right) = \int \sqrt{\det (\hat{G}_{ij})}[D\Phi] \exp \left[ \frac{i}{\hbar} \left( \hat{S}[\Phi] + \frac{\delta \hat{\Gamma}}{\delta \Phi^i} \hat{\Sigma}^I[\phi, \Phi] \right) \right] . \]  

(IX.12)

Here we have defined \( \hat{\det} \) and \( \hat{\delta}/\hat{\delta} \Phi^i \) by replacing \( \bar{g}_{\mu\nu} \) with \( \hat{g}_{\mu\nu} = g_{\mu\nu}/\hat{\ell}^2 \) in the definitions (IX.3) and (IX.6).
From (IX.7), we can see that the two grand configuration space metrics are related by

\[ \hat{G}_{ij} = \left( \frac{\ell}{\hat{\ell}} \right)^{-D-2} G_{ij}. \]  

(IX.13)

By carefully following through all the relations between the hatted and barred quantities, we can rewrite (IX.12) as

\[ \exp \left( \frac{i}{\hbar} \hat{\Gamma}[\varphi] \right) = \int \sqrt{\det (G_{ij})} \left[ D\Phi \right] \exp \left[ \frac{i}{\hbar} \int d^D x \sqrt{-g} \left\{ \left( \frac{\ell}{\hat{\ell}} \right)^D \hat{\Delta}[\Phi] + \frac{\delta \hat{\Gamma}}{\delta \Phi^I} \Sigma^I[\varphi, \Phi] 
+ \frac{\hbar}{2} N(D + 2) \ln \left( \frac{\ell}{\hat{\ell}} \right) + \frac{\hbar}{2} \left[ \left( \frac{\ell}{\hat{\ell}} \right)^D - 1 \right] \text{Tr} \ln(\hat{G}_{IJ}) \right\} \right] \]

(IX.14)

where \( N \) is the number of degrees of freedom in the theory and \( \text{Tr} \) denotes the trace over the field space.

It is now important to observe that if we consider

\[ f = \hat{f}, \quad k_{AB} = \hat{k}_{AB}, \]

\[ V = \hat{V} - \frac{\hbar}{2} \frac{N(D + 2)}{\ell^D} \ln \left( \frac{\ell}{\hat{\ell}} \right) + \frac{\hbar}{2} \left( \frac{1}{\ell^D} - \frac{1}{\hat{\ell}^D} \right) \text{Tr} \ln(\hat{G}_{IJ}), \]

(IX.15)

then the effective action (IX.14) will become identical to (IX.12). Thus, the effect of \( \ell \) can be entirely captured by the potential given in (IX.15). In fact, we could even consider a theory for which \( \hat{V} = 0 \), in which case the form of the potential would be determined entirely by \( \ell \).

We emphasise here that this is not a perturbative result, and so holds exactly to all orders.

X. Summary of the Grand Covariant Formalism

In this section, we summarise our grand covariant formalism for scalar-tensor theories. To fully specify a scalar-tensor theory, we require four model functions:

1. the effective Planck mass \( f \),
2. the scalar field-space metric \( k_{AB} \),
3. the scalar potential \( V \),
4. the effective Planck length \( \ell \).

In detail, with these model functions, the classical action is given by

\[ S = \int d^D x \sqrt{-g} \left[ -\frac{f}{2} R + \frac{1}{2} g^{\mu\nu} k_{AB} \partial_\mu \phi^A \partial_\nu \phi^B - V \right]. \]

(X.1)
We can then extract the metric of the grand configuration space, $G_{ij}$, from the classical action using

$$G_{ij} = \frac{\bar{g}_{\mu\nu}}{D} \frac{\delta^2 S}{\delta (\partial_\mu \Phi_I(x_I)) \delta (\partial_\nu \Phi_J(x_J))},$$

where $\bar{g}_{\mu\nu} = g_{\mu\nu}/\ell^2$ is the metric of spacetime as given in (VII.1). Therefore, the configuration space metric (and therefore the action) is fully determined by the content of the theory.

We can calculate the quantum effects of this theory in two equivalent ways. One way is to use the VDW action $\Gamma[\Phi]$. This can be calculated from the implicit equation

$$\exp\left(\frac{i}{\hbar} \Gamma[\varphi]\right) = \int \sqrt{\det (G_{ij})} \left[ D\Phi \right] \exp\left[ \frac{i}{\hbar} \left( S + \frac{\delta\Gamma}{\delta \Phi^i} \Sigma^i[\varphi, \Phi] \right) \right],$$

where $\Sigma^i[\Phi, \varphi]$ is defined in Section [V] and $\det$ and $\delta/\delta \Phi^i$ are defined in Section [IX].

An alternative way in which quantum corrections can be calculated is through the use of covariant Feynman diagrams as described in Section [V]. In this approach, Feynman rules are calculated in a covariant manner with the propagators given by

$$i \longleftrightarrow j = (\nabla_i \nabla_j S)^{-1}$$

and the vertices given by

$$= \nabla_{(i_1 \ldots \n)} S.$$  

Feynman diagrams can then be calculated in the usual way.

Both of the above approaches agree with the standard calculation for on-shell observables, but they additionally preserve frame invariance off shell. Moreover, the calculation of cosmological observables, which is based on the slow-roll approximation, requires us to calculate the effective potential, which is an off-shell quantity. Therefore, we should use the grand covariant effective action (X.3) instead of (III.4) for calculations such as the tensor-to-scalar ratio, spectral indices etc.

XI. Conclusions

We have developed a grand covariant formalism for scalar-tensor theories of quantum gravity. By extending the Vilkovisky–DeWitt effective action and the geometric structure of the grand configuration space, we have constructed a Quantum Field Theory that is manifestly frame and spacetime diffeomorphism invariant and thus explicitly satisfies the invariance principle.

This is in contrast to the usual approach, which requires us to identify a “preferred frame” in which the expression for the ordinary effective action (III.4) holds. The non-covariance
of (III.4) leads to an inequivalence in the standard (ordinary) approach between theories with different choices of preferred frame. This is the root of the cosmological frame problem.

Our formalism resolves this issue by identifying a new model function $\ell(\phi)$ that transforms covariantly under a change of frame. This model function relates the spacetime metric $\bar{g}_{\mu\nu}$ and the gravitational tensor field $g_{\mu\nu}$, which are equal only in the particular frame where $\ell = 1$, which we call the metric frame. Choosing the form of $\ell(\phi)$ in our formalism is equivalent to choosing a preferred frame in the conventional approach but does not unduly privilege a particular frame.

Our formalism draws a clear dividing line between two often confused concepts: the content of a theory and its representation. Once we have picked a particular form for the model functions $f, k_{AB}, V,$ and $\ell$, we have uniquely specified our QFT, and therefore all of its physical predictions. However, we may still change the representation of the theory by performing a frame transformation (VIII.2). The model functions will be different after this change of frame, but the QFT as defined by $\Gamma[\phi]$ will still have the same functional form and will make the same predictions.

The freedom of choosing the frame in which the theory is quantised still exists in our formalism, as it does in the conventional approach. However, it is now explicitly part of the content of the theory, captured by the model function $\ell$, as opposed to being expressed in terms of a particular parametrisation (the preferred frame). After all, the relation between the tensor field $g_{\mu\nu}$ and the metric of spacetime $\bar{g}_{\mu\nu}$ is a physical one and not just a convention. Two theories between which this relation differs (with all else being equal) cannot be related by a frame transformation (VIII.2), and they will give rise to different quantum predictions.

Since the covariant quantum effective action (X.3) is frame invariant and the ordinary effective action (III.4) is not, it is clear that they can only agree in at most one frame. This frame is the one in which $\ell = 1$ and additionally all the scalar fields are canonically normalised. However, such a canonical frame does not exist for theories with intrinsic field-space curvature. Thus, for such theories, the usual approach is not suitable in any frame and we must adopt the formalism developed in this paper in order to obey the invariance principle.

The above observation may be important for the development of a UV-complete quantum theory of gravity. As we have shown in Section VII, the field space of gravity is necessarily curved. This means that a quantum theory of gravity should be built in a way that respects this field-space curvature.

The transformation rules given in (IX.15) show that it is possible to capture the degree of freedom encoded in $\ell$ by simply redefining the potential. Although the scalar-tensor Lagrangian is specified by four model functions, the observables of the theory will depend only on three combinations. This means that we could, for example, consider only theories with $\ell = 1$ and, provided we consider all possibilities for $f, k_{AB}$ and $V$, we would still be able to capture the entire space of physically distinct scalar-tensor theories. However, for some theories, it may be more convenient to choose a non-trivial form of $\ell$, since this may make the potential (or other model functions) simpler.
Even if we set $\ell = 1$, there is still a redundancy in our description of scalar-tensor theories. Since our formulation of scalar-tensor theories is fully frame invariant, we can always transform to the Einstein frame where $f = 1$ and specify the rest of the content of our theory there. Thus, we can actually fully specify our theory using only the field-space metric in the Einstein frame $\hat{k}_{AB}$ and the potential $\hat{V}$.

By identifying the model function $\ell$, we have identified the source of the cosmological frame problem. Any frame transformation that does not take into account the transformation of $\ell$ will lead to a different theory with different quantum predictions. This implies that the classical action is not sufficient to fully define a QFT. One must, in addition, specify the form of $\ell$. As a consequence, the classical action corresponding to a particular QFT is not unique. In fact, one can obtain an infinite set of classical actions from a given QFT by performing redefinitions of the form (IX.15).

In this paper, we have taken the invariance principle as a fundamental guiding principle. We argue that a theory should not depend on the way it is parametrised, and therefore Lagrangians related by a frame transformation are different expressions of the same underlying theory. Based on this principle, we have developed a formalism that gives the same predictions for a given theory regardless of its parametrisation. Our formalism can be used to derive a quantum effective action that is manifestly invariant under frame transformations that include $\ell$. Therefore, once this additional degree of freedom is taken to be a model function, the quantum effective action becomes truly unique.
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6 It may even be possible to reduce the number of model functions required to fully specify our theory even further. The Eisenhart lift [73, 74] allows the effects of the potential to be incorporated into an extended field-space metric. However, this has only been shown at the classical level so far.
Appendices

A. Theory with a Complex Scalar Field

As an example to highlight the parametrisation dependence of the standard formulation of QFTs, we consider the example of a single complex scalar field $\phi$ with action

$$S = \int d^4x \left[ \partial_\mu \phi \partial^\mu \phi - m^2 |\phi|^2 - \lambda |\phi|^4 \right].$$

(A.1)

We choose our parameters with $m^2 < 0$ so that the vacuum is

$$\langle \phi \rangle = \frac{1}{\sqrt{2}} \rho_0 \equiv \sqrt{\frac{-m^2}{2\lambda}}.$$  

(A.2)

This theory has $U(1)$ symmetry $\phi \rightarrow e^{i\theta} \phi$, which is spontaneously broken by the vacuum (A.2). Therefore, the perturbations will have two modes, a massive Higgs mode and a massless Goldstone mode.

For simplicity we will assume a flat, static, background spacetime with Minkowski metric $\eta_{\mu\nu} = \text{diag} (1, -1, -1, -1)$.

a. Standard Approach: Linear Parametrisation

The complex field $\phi$ contains two real degrees of freedom, which we can parametrise in terms of its real and imaginary parts as

$$\phi = \frac{\phi_1 + i\phi_2}{\sqrt{2}}.$$ 

(A.3)

In this parametrisation, the action (A.1) is

$$S = \int d^4x \left[ \frac{1}{2} \partial_\mu \phi_1 \partial^\mu \phi_1 + \frac{1}{2} \partial_\mu \phi_2 \partial^\mu \phi_2 - \frac{1}{2} m^2 (\phi_1^2 + \phi_2^2) - \frac{\lambda}{4} (\phi_1^2 + \phi_2^2)^2 \right],$$

(A.4)

and the vacuum (A.2) is

$$\langle \phi_1 \rangle = \rho_0, \quad \langle \phi_2 \rangle = 0.$$ 

(A.5)

As stated before, the perturbations consist of a massive Higgs mode, corresponding to perturbations of $\phi_1$, and a massless Goldstone mode corresponding to perturbations of $\phi_2$. 
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(i). Effective Potential

Let us start by calculating the one-loop correction to the effective action via (III.5). The inverse propagator for this theory is

\[
\frac{\delta^2 S}{\delta \phi^A(x) \delta \phi^B(y)} = \begin{pmatrix}
-\partial^2 - m^2 - 3\lambda \phi_1^2 & -2\lambda \phi_1 \phi_2 \\
-2\lambda \phi_1 \phi_2 & -\partial^2 - m^2 - 3\lambda \phi_2^2 - \lambda \phi_1^2
\end{pmatrix} \delta^{(4)}(x-y). \tag{A.6}
\]

Without loss of generality, we can use the $U(1)$ symmetry to set $\phi_2 = 0$. Thus, the one-loop effective action evaluated for a static configuration (the effective potential) in the $\overline{\text{MS}}$ renormalisation scheme is

\[
V_{\text{eff}}(\varphi) \equiv -\frac{1}{V_4} \Gamma[\phi_1 = \varphi, \phi_2 = 0] = V(\varphi) - \frac{i}{2} \ln \det G_{AB} + \frac{i}{2} \ln \det [\partial^2 + m^2 + 3\lambda \varphi^2] + \frac{i}{2} \ln \det [\partial^2 + m^2 + \lambda \varphi^2] \\
= \frac{1}{2} m^2 \varphi^2 + \frac{1}{4} \lambda \varphi^4 + \frac{1}{64\pi^2} \left\{ (m^2 + 3\lambda \varphi^2)^2 \left[ \ln \left( \frac{m^2 + 3\lambda \varphi^2}{\mu^2} \right) - \frac{3}{2} \right] \right. \\
\left. + (m^2 + \lambda \varphi^2)^2 \left[ \ln \left( \frac{m^2 + \lambda \varphi^2}{\mu^2} \right) - \frac{3}{2} \right] \right\}, \tag{A.7}
\]

where $V_4$ is the total four-volume of spacetime. Notice that, for a static configuration, $\ln \det G_{AB} = 0$ in dimensional regularisation.

(ii). Feynman Rules and Renormalisation

The standard calculation (V.11) leads to the following Feynman rules:

\[
\begin{align*}
\begin{array}{c}
\text{solid line} \\
\text{dashed line}
\end{array} & = \frac{i}{p^2 - m_1^2}, & & \frac{i}{p^2}, \\
\begin{array}{c}
\text{solid line} \\
\text{double line}
\end{array} & = -6i\lambda \rho_0, & -2i\lambda \rho_0, \\
\begin{array}{c}
\text{double line} \\
\text{double line}
\end{array} & = -6i\lambda, & -6i\lambda, & -2i\lambda,
\end{align*}
\tag{A.8}
\]

where

\[
m_1^2 \equiv m^2 + 3\lambda \rho_0^2 = -2m^2 \tag{A.9}
\]

is the mass of the Higgs mode. Here we represent the Higgs mode $\phi_1$ by a solid line and the Goldstone mode $\phi_2$ by a dashed line.

Let us use these Feynman rules to calculate the renormalisation of the Higgs mass. At
one loop order we have

\[ i\Gamma_{\phi_1\phi_1}(p) = \quad + \quad + \quad + \quad = i(p^2 - m_1^2) + \frac{3i\lambda}{(4\pi)^2} A(m_1^2) + \frac{i\lambda}{(4\pi)^2} A(0) + 18i \frac{\lambda^2\rho_0^2}{(4\pi)^2} B_0(p^2, m_1, m_1) \]

\[ + 2i \frac{\lambda^2\rho_0^2}{(4\pi)^2} B_0(p^2, 0, 0) - 18i \frac{\lambda^2\rho_0^2}{(4\pi)^2 m_1^2} A(m_1^2) - 6i \frac{\lambda^2\rho_0^2}{(4\pi)^2 m_1^2} A(0). \] (A.10)

Here we have defined the following two integrals

\[ A(m^2) \equiv \int \frac{d^4k}{i\pi^2} \frac{1}{k^2 - m^2}, \] (A.11)

\[ B_0(p^2, m_1, m_2) \equiv \int \frac{d^4k}{i\pi^2} \frac{1}{k^2 - m_1^2 (p + k)^2 - m_2^2}, \] (A.12)

which we can perform using dimensional regularisation scheme to give

\[ A(m^2) = m^2 \left[ C_{UV} + 1 - \ln \left( \frac{m^2}{\mu^2} \right) \right], \] (A.13)

\[ B_0(p^2, m_1, m_2) = C_{UV} - \int_0^1 dx \ln \left( \frac{m_1^2(1-x) + m_2^2x - x(1-x)p^2}{\mu^2} \right), \] (A.14)

where \( \mu \) is the renormalisation scale and

\[ C_{UV} = \frac{2}{4 - D} - \gamma_E + \ln(4\pi) \] (A.15)

is the UV divergence that is cancelled by counterterms in the \( \overline{\text{MS}} \) renormalisation scheme. Here \( D = 4 - 2\epsilon \), and \( \gamma_E = 0.577 \ldots \) is the Euler–Mascheroni constant. We therefore have

\[ \Gamma_{\phi_2\phi_2}(p) = (p^2 - m_1^2) + \frac{\lambda m_1^2}{4\pi^2} \ln \left( \frac{p^2}{\mu^2} \right) \]

\[ - \frac{\lambda m_1^2}{(4\pi)^2} \left[ -4C_{UV} + 4 + 9 \int_0^1 dx \ln \left( \frac{x(x-1)p^2 + m_1^2}{\mu^2} \right) \right]. \] (A.16)

Note that \( A(0) = 0 \) and thus the third and final diagrams in (A.10) give no contribution.

From (A.16) we see that there is no wavefunction renormalisation, as expected, and the beta function of the Higgs mass is

\[ \beta_{m_1^2} = -\mu \frac{\partial \tilde{\Gamma}_2}{\partial \mu} = \frac{\lambda m_1^2}{2\pi^2}. \] (A.17)
We can also calculate the Goldstone self energy. At one loop we have

\[ i \Gamma_{\phi_2 \phi_2}(p) = \quad + \quad + \quad + \quad + \quad + \quad + \]

\[ = ip^2 + \frac{i \lambda}{(4\pi)^2} A(m_1^2) + \frac{3i}{(4\pi)^2} \lambda A(0) \]

\[ + 4i \frac{\lambda^2 \rho_0^2}{(4\pi)^2} B_0(p^2, m_1, 0) - 6i \frac{\lambda^2 \rho_0^2}{(4\pi)^2 m_1^2} A(m_1^2) - 2i \frac{\lambda^2 \rho_0^2}{(4\pi)^2 m_1^2} A(0) \]

\[ = ip^2 - \frac{2i \lambda m_1^2}{16\pi^2} \int_0^1 dx \ln \left(1 - \frac{x p^2}{m_1^2}\right). \quad \text{(A.18)} \]

Since (A.18) has no dependence on \( \mu \), the Goldstone mass is not renormalised and remains zero in accordance with Goldstone’s theorem.

Finally, let us compute the coupling renormalisation using the Callan Symanzic equation \[75, 76\]

\[ \left[ \mu \frac{\partial}{\partial \mu} + \beta_\lambda \frac{\partial}{\partial \lambda} + \beta_{m^2} \frac{\partial}{\partial m^2} \right] \tilde{V}_{\text{eff}} = 0. \quad \text{(A.19)} \]

where

\[ \tilde{V}_{\text{eff}}(\varphi) = V_{\text{eff}}(\varphi) - V_{\text{eff}}(0) \quad \text{(A.20)} \]

is the modified effective potential. From the expression for \( V_{\text{eff}} \) in (A.7) we have, at leading order,

\[ - \frac{(m^2 + 3 \lambda \varphi^2)^2 + (m^2 + \lambda \varphi^2)^2 - 2m^4}{32\pi^2} + \frac{1}{4} \beta_\lambda \varphi^4 - \frac{1}{4} \beta_{m^2} \varphi^2 = 0, \quad \text{(A.21)} \]

where we have used the identity \( \beta_{m^2} = -2 \beta_{m^2} \), which derives from (A.9).

Rearranging, and using the expression for \( \beta_{m^2} \) from (A.17) we see that the beta function for the coupling renormalisation, evaluated at the vacuum \( \varphi = \rho_0 \), is

\[ \beta_\lambda = \frac{5}{4\pi^2} \lambda^2. \quad \text{(A.22)} \]

b. Standard Approach: Non-Linear Parametrisation

Alternatively we could have used a non-linear parametrisation of the complex field

\[ \phi = \frac{1}{\sqrt{2}} \rho e^{i \sigma}. \quad \text{(A.23)} \]
In this parametrisation the action (A.1) is

\[ S = \int d^4x \left[ \frac{1}{2} \partial_\mu \rho \partial^\mu \rho + \frac{1}{2} \left( \frac{\rho}{\rho_0} \right)^2 \partial_\mu \sigma \partial^\mu \sigma - \frac{1}{2} m^2 \rho^2 - \frac{\lambda}{4} \rho^4 \right] \]  

(A.24)

and the vacuum (A.2) is

\[ \langle \rho \rangle = \rho_0, \quad \langle \sigma \rangle = 0. \]  

(A.25)

In this parametrisation the Higgs mode is in the direction of \( \rho \) and the Goldstone mode is in the direction of \( \sigma \).

(i). Effective Potential

Let us calculate the one-loop effective action in this parametrisation using (III.5). The inverse propagator in this parametrisation is

\[ \frac{\delta^2 S}{\delta \phi^a(x) \delta \phi^b(y)} = \begin{pmatrix} -\partial^2 + \partial_\mu \sigma \partial^\mu \sigma - m^2 - 3\lambda \rho^2 & -2\partial_\mu \rho \partial^\mu \sigma - 2\rho \partial^2 \sigma - 2\rho \partial_\mu \sigma \partial^\mu & -2\rho \partial_\mu \rho \partial^\mu - \rho^2 \partial^2 \\ -2\partial_\mu \rho \partial^\mu \sigma - 2\rho \partial^2 \sigma - 2\rho \partial_\mu \sigma \partial^\mu & -2\partial_\mu \rho \partial^\mu \sigma - 2\rho \partial^2 \sigma - 2\rho \partial_\mu \sigma \partial^\mu & -2\rho \partial_\mu \rho \partial^\mu - \rho^2 \partial^2 \\ -2\partial_\mu \rho \partial^\mu \sigma - 2\rho \partial^2 \sigma - 2\rho \partial_\mu \sigma \partial^\mu & -2\partial_\mu \rho \partial^\mu \sigma - 2\rho \partial^2 \sigma - 2\rho \partial_\mu \sigma \partial^\mu & -2\rho \partial_\mu \rho \partial^\mu - \rho^2 \partial^2 \end{pmatrix} \delta^{(4)}(x-y). \]  

(A.26)

As before we can, without loss of generality, use the U(1) symmetry to set \( \sigma = 0 \). Again, we will consider a static configuration in order to calculate the effective action. In the \( \overline{\text{MS}} \) scheme, this is given by

\[ V_{\text{eff}}(\varphi) \equiv -\frac{1}{V_4} \Gamma[\rho = \varphi, \sigma = 0] \]

\[ = \frac{1}{2} m^2 \varphi^2 + \frac{\lambda}{4} \varphi^4 - \ln \det [\partial^2 + m^2 + 3\lambda \varphi^2] - \ln \det [\varphi^2 \partial^2] \]

\[ = \frac{1}{2} m^2 \varphi^2 + \frac{\lambda}{4} \varphi^4 + \frac{1}{64\pi^2} \left( m^2 + 3\lambda \varphi^2 \right)^2 \ln \left( \frac{m^2 + 3\lambda \varphi^2}{\mu^2} \right) - \frac{3}{2}. \]  

(A.27)

Notice that (A.7) and (A.27) differ off shell, highlighting the parametrisation dependence of the standard effective action. However, on shell when \( \varphi = \rho_0 = \sqrt{-m^2/\lambda} \), the two expressions agree.

Note that if we had instead taken \( m^2 > 0 \), the vacuum would lie at \( \varphi = 0 \). Surprisingly, in this case (A.7) and (A.27) do not agree even on shell. This is due to a peculiarity with the particular coordinate chart (A.23). The point \( \phi = 0 \) is multiply covered by this chart and therefore represents a coordinate singularity – a point where the chart cannot be trusted.

To rectify this problem we can define an offset parametrisation \( \phi = \frac{1}{\sqrt{2}} \left( \rho e^{i\delta} - \delta \right) \) so that the vacuum \( \phi = 0 \) is no longer at the singular point. In the offset parametrisation, the
effective potential is
\[
V_{\text{eff}}(\tilde{\rho} = \tilde{\varphi}, \tilde{\sigma} = 0) = \frac{1}{2}m^2(\tilde{\varphi} - \delta)^2 + \frac{\lambda}{4}(\tilde{\varphi} - \delta)^4
+ \frac{(m^2 + 3\lambda(\tilde{\varphi} - \delta)^2)^2}{64\pi^2} \left[ \ln \left( \frac{m^2 + 3\lambda(\tilde{\varphi} - \delta)^2}{\mu^2} \right) - \frac{3}{2} \right]
+ \frac{1}{64\pi^2} \frac{\delta^2}{\tilde{\varphi}^2} (m^2 + \lambda(\tilde{\varphi} - \delta)^2)^2 \left[ \ln \left( \frac{\delta m^2 + \lambda(\tilde{\varphi} - \delta)^2}{\varphi^2} \right) - \frac{3}{2} \right], \tag{A.28}
\]
which we can see does agree with (A.7) at \(\tilde{\varphi} = \delta\). Thus, in order to calculate the effective action (A.27) at \(\varphi = 0\), we should take the limit \(\tilde{\varphi} \to \delta \to 0\) in (A.28), which gives us
\[
V_{\text{eff}}(0) = \frac{2m^2}{64\pi^2} \left[ \ln \left( \frac{m^2}{\mu^2} \right) - \frac{3}{2} \right] \tag{A.29}
\]
in agreement with (A.7). This expression will be needed for the Callan–Symanzic equation.

(ii). Feynman Rules and Renormalisation

The standard Feynman rules from (V.11) in this parametrisation are:
\[
\parbox{1cm}{\begin{picture}(1,1)
\put(0,0){\line(1,0){1}}
\put(0,0){\line(0,1){1}}
\put(0,0){\line(1,1){0.5}}
\end{picture}} = \frac{i}{p^2 - m_1^2}, \quad \parbox{1cm}{\begin{picture}(1,1)
\put(0,0){\line(-1,0){1}}
\put(0,0){\line(0,1){1}}
\put(0,0){\line(-1,1){0.5}}
\end{picture}} = \frac{i}{p^2},
\]
\[
\parbox{1cm}{\begin{picture}(1,1)
\put(0,0){\line(1,0){1}}
\put(0,0){\line(0,-1){1}}
\put(0,0){\line(1,-1){0.5}}
\end{picture}} = -6i\lambda \rho_0, \quad \parbox{1cm}{\begin{picture}(1,1)
\put(0,0){\line(1,0){1}}
\put(0,0){\line(0,-1){1}}
\put(0,0){\line(1,-1){0.5}}
\put(-0.1,0.1){\makebox[0cm][c]{\(k_1\)}}
\put(0.1,-0.1){\makebox[0cm][l]{\(k_2\)}}
\end{picture}} = -\frac{2i}{\rho_0} k_1 \cdot k_2,
\]
\[
\parbox{1cm}{\begin{picture}(1,1)
\put(0,0){\line(-1,0){1}}
\put(0,0){\line(0,-1){1}}
\put(0,0){\line(-1,-1){0.5}}
\end{picture}} = -6i\lambda, \quad \parbox{1cm}{\begin{picture}(1,1)
\put(0,0){\line(-1,0){1}}
\put(0,0){\line(0,-1){1}}
\put(0,0){\line(-1,-1){0.5}}
\put(-0.1,0.1){\makebox[0cm][c]{\(k_1\)}}
\put(0.1,-0.1){\makebox[0cm][l]{\(k_2\)}}
\end{picture}} = -\frac{2i}{\rho_0} k_1 \cdot k_2. \tag{A.30}
\]
As before, the solid line represents the Higgs mode and the dashed line represents the Goldstone mode. As expected these Feynman rules are different from (A.8), showing explicitly the parametrisation non-invariance of this approach.
If we calculate the Higgs mass renormalisation with this parametrisation, we will find

\[
\begin{align*}
  i\Gamma_\rho(p) &= \frac{3i\lambda}{(4\pi)^2} A(m_1^2) + \frac{2i}{\rho_0} \int \frac{d^4k}{(2\pi)^4} + 18i \frac{\lambda^2 \rho_0^2}{(4\pi)^2} B_0(p^2, m_1, m_1) \\
  &+ \frac{i}{2(4\pi)^2} p^4 B_0(p^2, 0, 0) - 18i \frac{\lambda^2 \rho_0^2}{(4\pi)^2 m_1^2} A(m_1^2) + 6i \frac{\lambda^2 \rho_0^2}{m_1^2} \int \frac{d^4k}{(2\pi)^4} \\
  &= i(p^2 - m_1^2) + \frac{3i\lambda m_1^2 + \lambda p^4}{(4\pi)^2} \ln \left( \frac{p^2}{\mu^2} \right) \\
  &+ \frac{i\lambda m_1^2}{(4\pi)^2} \left[ \left( 3 + \frac{p^4}{m_1^4} \right) C_{UV} - 6 + 2 \frac{p^4}{m_1^4} - 9 \int_0^1 dx \ln \left( \frac{(x-1)p^2 + m_1^2}{\mu^2} \right) \right].
\end{align*}
\]

We see that, as expected, this differs from (A.16) off shell. In fact, due to the presence of the \( p^4 \) divergence, this theory is naively non-renormalisable. However, if we only consider on-shell momentum, so that \( p^2 = m_1^2 \) the two expressions, (A.16) and (A.31) are equal. As a result, the beta function will be given by (A.17).

We can also calculate the Goldstone mass renormalisation

\[
\begin{align*}
  i\Gamma_\sigma(p) &= \quad + \quad + \quad + \\
  &= i(p^2 - m_1^2) + \frac{ip^2}{(4\pi)^2 \rho_0^2} A(m_1^2) + 6i \frac{\lambda p^2}{(4\pi)^2 m_1^2} A(m_1^2) \\
  &- 2i \frac{p^2}{\rho_0^2} \int \frac{d^4k}{(2\pi)^4} + \left[ \frac{i3p^2 - m_1^2}{(4\pi)^2 \rho_0^2} A(m_1^2) + i \frac{(p^2 - m_1^2)^2}{(4\pi)^2 \rho_0^2} B_0(p^2, m_1, 0) \right] \\
  &= ip^2 + \frac{5p^2 - m_1^2}{16\pi^2 \rho_0^2} m_1^2 \left[ C_{UV} + 1 - \ln \left( \frac{m_1^2}{\mu^2} \right) \right] \\
  &+ \frac{i(p^2 - m_1^2)^2}{16\pi^2 \rho_0^2} m_1^2 \left[ C_{UV} - \int_0^1 dx \ln \left( \frac{(1-x)m_1^2 - x(1-x)p^2}{\mu^2} \right) \right].
\end{align*}
\]

As before, this expression differs from the expression obtained using the linear parametrisation (A.18) and also contains non-renormalisable terms. However, on-shell, when \( p^2 = 0 \), we have

\[
\Gamma_\sigma(p^2 = 0) = 0
\]

in agreement with (A.18) and the Goldstone mass is not renormalised as expected by Goldstone’s theorem.
Finally we look at the coupling renormalisation, which we shall calculate through the Callan-Symanzic equation (A.19) as before. Using the expression (A.27) for the effective action gives us

\[- \frac{(m^2 + 3\lambda\varphi^2)^2 - 2m^4}{32\pi^2} + \frac{1}{4}\beta_\lambda \varphi^4 - \frac{1}{4}\beta_{m^4} \varphi^2 = 0. \tag{A.34}\]

On shell when \(\varphi = \rho_0\), this becomes identical to (A.21), which means that the beta function for the coupling renormalisation is

\[\beta_\lambda = \frac{5}{4\pi^2}\lambda^2 \tag{A.35}\]

as before.

Although the two approaches led to several differences in the intermediate, off-shell results, as the above calculation demonstrates all physical observables are the same regardless of the parametrisation.

c. Covariant Approach

We have shown in the main text how to alleviate the parametrisation dependence of quantum calculations by using an explicitly covariant formalism. Let us now repeat the above calculations using this formalism to show how parametrisation invariance is maintained.

For the linear parametrisation (A.3), the field-space is trivial, and so there is no difference between the covariant approach and the standard (ordinary) approach. Thus, the VDW effective potential will be (A.7), the covariant Feynman rules will give (A.8), and the renormalisation group calculations will be identical to those in Section A.a.

We will therefore focus on the non-linear parametrisation (A.23). In this parametrisation, the configuration-space metric (II.7) is

\[G_{ab} = \begin{pmatrix} 1 & 0 \\ 0 & (\rho/\rho_0)^2 \end{pmatrix} \delta^{(4)}(x_a - x_b) \tag{A.36}\]

and the non-zero configuration-space Christoffel symbols can be calculated as

\[\Gamma^{\rho(z)}_{\sigma(x)\sigma(y)} = -\frac{\rho(z)}{\rho_0^2} \delta^{(4)}(z - x)\delta^{(4)}(z - y), \tag{A.37}\]

\[\Gamma^{\sigma(z)}_{\rho(x)\sigma(y)} = \frac{1}{\rho(z)} \delta^{(4)}(z - x)\delta^{(4)}(z - y). \tag{A.38}\]

\footnote{Note that we had to use (A.28) to calculate \(V_{\text{eff}}(\varphi = 0)\). Had we used (A.27) instead, the two results would not have agreed. As stated earlier, this is because the parametrisation (A.23) features a coordinate singularity at \(\rho = 0\) and so cannot be trusted there.}
(i). Vilkovisky DeWitt Effective Potential

Let us first calculate the Vilkovisky DeWitt effective action for this theory using (IV.9). The covariant $2 \times 2$ inverse propagator is

$$\nabla_a \nabla_b S = \begin{pmatrix} -\partial^2 + \partial_\mu \sigma \partial^\mu \sigma - m^2 - 3\lambda \rho^2 & \rho \partial_\mu \sigma \partial^\mu \\ \rho \partial_\mu \sigma \partial^\mu & -\rho \partial_\mu \rho \partial^\mu - \rho^2 \partial^2 + \rho^2 \partial_\mu \sigma \partial^\mu \sigma - m^2 \rho^2 - \lambda \rho^4 \end{pmatrix} \delta(x_I - x_J),$$

where $\phi^a = (\rho, \sigma)$. As before, we can use the $U(1)$ symmetry to set $\sigma = 0$ without loss of generality. We will also consider a static configuration as before. Therefore, the one-loop VDW effective potential in the $\overline{\text{MS}}$ scheme reads

$$V_{\text{eff}}(\phi) \equiv -\frac{1}{V_4} \Gamma[\rho = \phi, \sigma = 0] = \frac{1}{2} m^2 \varphi^2 + \frac{\lambda}{4} \varphi^4 - \ln \det \left[ \partial^2 + m^2 + 3\lambda \varphi^2 \right] - \ln \det \left[ \partial^2 + m^2 + \lambda \varphi^2 \right] - \ln(\varphi^2) + \ln \det[G_{ab}]$$

$$= \frac{1}{2} m^2 \varphi^2 + \frac{\lambda}{4} \varphi^4 + \frac{1}{64\pi^2} \left\{ (m^2 + 3\lambda \varphi^2)^2 \left[ \ln \left( \frac{m^2 + 3\lambda \varphi^2}{\mu^2} \right) - \frac{3}{2} \right] \right\},$$

where $V_4$ is the four-volume. Observe that the expression (A.40) is identical to (A.7). As expected, the Vilkovisky DeWitt effective action is independent of parametrisation.

(ii). Covariant Feynman Rules and Renormalisation

With the help of (V.19), we can calculate the covariant Feynman rules for this theory. We find them to be

$$\begin{array}{c}
\text{\tiny \includegraphics[width=0.2\textwidth]{C1.png}} = \frac{i}{p^2 - m_1^2}, & \text{\tiny \includegraphics[width=0.2\textwidth]{C2.png}} = \frac{i}{p^2}, \\
\text{\tiny \includegraphics[width=0.2\textwidth]{C3.png}} = -6i\lambda \rho_0, & \text{\tiny \includegraphics[width=0.2\textwidth]{C4.png}} = -2i\lambda \rho_0, \\
\text{\tiny \includegraphics[width=0.2\textwidth]{C5.png}} = -6i\lambda, & \text{\tiny \includegraphics[width=0.2\textwidth]{C6.png}} = -6i\lambda, & \text{\tiny \includegraphics[width=0.2\textwidth]{C7.png}} = -2i\lambda.
\end{array}$$

By construction, these Feynman rules are identical to (A.8) and thus all RG calculation are identical both on and off shell.
We wish to consider a simple toy model with genuine field-space curvature in order to study the effect this has on the quantum observables. Since it is impossible to have curvature in one dimension, we consider a theory with two fields $\rho$ and $\sigma$, and take $\sigma$ to be an angular variable with a shift symmetry. In order to avoid ghosts, the metric of the field space must be positive-definite. Consequently, we take our field-space metric to be

$$G_{AB} = \begin{pmatrix} 1 & 0 \\ 0 & (\rho/\rho_0)^{2n} \end{pmatrix}. \tag{B.1}$$

The non-zero Christoffel symbols of this metric are easily calculated

$$\Gamma^\rho_{\sigma\sigma} = -n\frac{\rho^{2n-1}}{\rho_0^{2n}}, \quad \Gamma^\sigma_{\rho\sigma} = \frac{n}{\rho}. \tag{B.2}$$

From these, we obtain the non-zero components of the field-space Riemann tensor

$$R^\rho_{\sigma\rho\sigma} = \frac{n(n-1)}{\rho^2} \frac{\rho^{2n}}{\rho_0^{2n}}, \quad R^\rho_{\sigma\sigma\rho} = \frac{n(n-1)}{\rho^2} \frac{\rho^{2n}}{\rho_0^{2n}}, \quad R^\sigma_{\rho\rho\sigma} = \frac{n(n-1)}{\rho^2}, \quad R^\sigma_{\rho\sigma\rho} = -\frac{n(n-1)}{\rho^2}. \tag{B.3}$$

We see that provided $n \neq 0, 1$, the Riemann tensor is non-zero and thus the field space is curved. Notice that $n = 0$ and $n = 1$ correspond to the two flat field space examples we have looked at already in Appendix A.a and A.b respectively.

The simplest model with curvature is therefore the case $n = 2$, which has the Lagrangian

$$\mathcal{L} = \frac{1}{2} \partial_\mu \rho \partial^\mu \rho + \frac{1}{2} \left( \frac{\rho}{\rho_0} \right)^4 \partial_\mu \sigma \partial^\mu \sigma - \frac{1}{2} m^2 \rho^2 - \frac{\lambda}{4} \rho^4. \tag{B.4}$$

We will consider the symmetry-broken vacuum

$$\langle \rho \rangle = \rho_0 \equiv \sqrt{-\frac{m^2}{\lambda}}, \tag{B.5}$$

as we have done before.
a. Standard Approach

We start by calculating the renormalisation group flow in the standard way by looking at the standard Feynman rules \([V.11]\). For the Lagrangian \([B.4]\), these are given by

\[
\frac{i}{p^2 - m_1^2}, \quad \frac{i}{p^2}, \\
-6i\lambda_0, \quad -4i\frac{k_1 \cdot k_2}{\rho_0}, \\
-6i\lambda, \quad -12i\frac{k_3 \cdot k_4}{\rho_0^2},
\]

(B.6)

where \(m_1^2 \equiv m^2 + 3\lambda_0^2\) as before. Higher order interactions also exist, however they will not be necessary for the one-loop calculations we will perform.

First, we will calculate the self-energy of the \(\rho\) field. This is given by

\[
\Gamma_{\rho\rho}(p) = \frac{i}{p^2 - m_1^2} + \frac{3i\lambda}{(4\pi)^2} A(m_1^2) + 18i\frac{\lambda^2\rho_0^2}{(4\pi)^2} B_0(p^2, m_1, m_1) - 18i\frac{\lambda^2\rho_0^2}{(4\pi)^2 m_1^2} A(m_1^2)
\]

\[
+ 12\frac{\lambda}{m_1^2} \int \frac{d^4k}{(2\pi)^4} - 6\frac{1}{\rho_0^2} \int \frac{d^4k}{(2\pi)^4} + \frac{2ip^4}{(4\pi)^2 \rho_0^2} B_0(p^2, 0, 0)
\]

\[
=i(p^2 - m_1^2) + \frac{3i\lambda}{(4\pi)^2} A(m_1^2) + 18i\frac{\lambda^2\rho_0^2}{(4\pi)^2} B_0(p^2, m_1, m_1) - 18i\frac{\lambda^2\rho_0^2}{(4\pi)^2 m_1^2} A(m_1^2)
\]

\[
+ 12\frac{\lambda}{m_1^2} \int \frac{d^4k}{(2\pi)^4} - 6\frac{1}{\rho_0^2} \int \frac{d^4k}{(2\pi)^4} + \frac{2ip^4}{(4\pi)^2 \rho_0^2} B_0(p^2, 0, 0)
\]

\[
= i(p^2 - m_1^2) + \frac{3i\lambda m_1^2}{(4\pi)^2} \left[ 3 + 4\frac{p^4}{m_1^4} \right] C_{\text{UV}} + 6 \ln \left( \frac{m_1^2}{\mu^2} \right) - 4\frac{p^4}{m_1^4} \ln \left( \frac{p^2}{\mu^2} \right)
\]

\[
- 9 \int_0^1 dx \ln \left( \frac{m_1^2 - x(1-x)p^2}{\mu^2} \right) - 6 + 8\frac{p^4}{m_1^4} \right]. \quad \text{(B.7)}
\]

As expected, the non-renormalisability of the theory leads to a UV-divergent term proportional to \(p^4\), which cannot be absorbed into a counterterm. In order to compare to the covariant approach, we calculate the on-shell self energy as follows:

\[
\Gamma_{\rho\rho}(p^2 = m_1^2) = \frac{\lambda m_1^2}{(4\pi)^2} \left[ -7C_{\text{UV}} - 7 \ln \left( \frac{m_1^2}{\mu^2} \right) + 20 - 3\sqrt{3}\pi \right]. \quad \text{(B.8)}
\]
We now compare to the Goldstone self-energy. This is given by

\[ i \Gamma_{\sigma\sigma}(p) = \quad \quad + \quad + \]

\[ = i p^2 + \frac{6i p^2}{(4\pi)^2 \rho_0^2} A(m_1^2) - 12i \frac{p^2 \lambda}{(4\pi)^2 m_1^2} A(m_1^2) \]

\[ - 16 \frac{p^2}{\rho_0^2 m_1^2} \int \frac{d^4 k}{(2\pi)^4} + 4i \left\{ \frac{3p^2 - m_1^2}{(4\pi)^2 \rho_0^2} A(m_1^2) + \frac{(p^2 - m_1^2)^2}{(4\pi)^2 \rho_0^2} B_0(p^4, m_1, 0) \right\} \]

\[ = i p^2 + 4i \frac{3p^2 - m_1^2}{(4\pi)^2 \rho_0^2} m_1^2 \left[ C_{UV} + 1 - \ln \left( \frac{m_1^2}{\mu^2} \right) \right] \]

\[ + 4i \frac{(p^2 - m_1^2)^2}{(4\pi)^2 \rho_0^2} \left[ C_{UV} + 1 - \int_0^1 dx \ln \left( \frac{x p^2 - m_1^2}{\mu^2} \right) \right] . \quad (B.9) \]

As before, due to the non-renormalisability of the theory, this expression contains divergences that cannot be absorbed by a counterterm. However, on-shell we have \( p^2 = 0 \) and the expression reduces to

\[ \Gamma_{\sigma\sigma}(p^2 = 0) = 0, \quad (B.10) \]

implying that the Goldstone boson receives no correction to its mass as expected.

Finally, it is instructive to calculate the tree-level S-matrix element for \( \rho \rho \rightarrow \sigma \sigma \). Taking into account the contributing diagrams, find

\[ i M(\rho \rho \rightarrow \sigma \sigma) = \]

\[ = -6i \frac{s}{\rho_0^2} - 6i \frac{s m_1^2}{\rho_0^2 (s - m_1^2)} - 4i \frac{(m_1^2 - t)^2}{\rho_0^2 t} - 4i \frac{(m_1^2 - u)^2}{\rho_0^2 u} \]

\[ = -2i \frac{\rho_0^2}{\rho_0^2} \left[ 3 \frac{s^2}{s - m_1^2} + 2 \frac{(m_1^2 - t)^2}{t} + 2 \frac{(m_1^2 - u)^2}{u} \right] , \quad (B.11) \]

where \( s = (k_1 + k_2)^2, t = (k_1 - k_3)^2, u = (k_1 - k_4)^2 \) are the standard Mandelstam variables. Note that in the high energy limit, \( M(\rho \rho \rightarrow \sigma \sigma) \propto -2s/\rho_0^2 \).
b. Covariant Approach

We now perform analogous calculations in the covariant formalism using (V.19). Here we show a limited set of the covariant Feynman rules for this theory

\[
\begin{align*}
\hline & = \frac{i}{p^2 - m_1^2}, & \hline & = \frac{i}{p^2}, \\
\hline & = -6i\lambda \rho_0, & \hline & = -4i\lambda \rho_0, \\
\hline & = -6i\lambda, & \hline & = -24i\lambda.
\end{align*}
\]

(B.12)

There are also an infinite set of higher order vertices, which we do not calculate since they do not affect the one-loop calculations we make in this section.

Finally, there is the \(\rho\rho\sigma\sigma\) vertex. Due to the curvature of the field space there is an ambiguity in the order in which the covariant derivatives are taken when calculating this vertex. In Section V we argued that the correct approach was to symmetrise over all possible orderings. Nevertheless, we calculate each ordering explicitly. We have

\[
\begin{align*}
\begin{tikzpicture}
\begin{feynman}
\vertex (a) at (1,0);
\vertex (b) at (0,0);
\vertex (c) at (0,1);
\vertex (d) at (1,1);
\diagram [edges={->}, every loop/.style={min distance=7cm}]
{ (a) -- (b) -- (c) -- (d) -- (a),
  (a) -- (c) -- (b) -- (d) -- (a),
  (a) -- (d) -- (c) -- (b) -- (a),
  (b) -- (d) -- (c) -- (a) -- (b),
  (b) -- (c) -- (d) -- (a) -- (b),
  (c) -- (d) -- (a) -- (b) -- (c),
  (d) -- (a) -- (b) -- (c) -- (d)
};
\end{feynman}
\end{tikzpicture}
\end{align*}
\]

\[
\begin{align*}
\begin{tikzpicture}
\begin{feynman}
\vertex (a) at (1,0);
\vertex (b) at (0,0);
\vertex (c) at (0,1);
\vertex (d) at (1,1);
\diagram [edges={->}, every loop/.style={min distance=7cm}]
{ (a) -- (b) -- (c) -- (d) -- (a),
  (a) -- (c) -- (b) -- (d) -- (a),
  (a) -- (d) -- (c) -- (b) -- (a),
  (b) -- (d) -- (c) -- (a) -- (b),
  (b) -- (c) -- (d) -- (a) -- (b),
  (c) -- (d) -- (a) -- (b) -- (c),
  (d) -- (a) -- (b) -- (c) -- (d)
};
\end{feynman}
\end{tikzpicture}
\end{align*}
\]

\[
\begin{align*}
\begin{tikzpicture}
\begin{feynman}
\vertex (a) at (1,0);
\vertex (b) at (0,0);
\vertex (c) at (0,1);
\vertex (d) at (1,1);
\diagram [edges={->}, every loop/.style={min distance=7cm}]
{ (a) -- (b) -- (c) -- (d) -- (a),
  (a) -- (c) -- (b) -- (d) -- (a),
  (a) -- (d) -- (c) -- (b) -- (a),
  (b) -- (d) -- (c) -- (a) -- (b),
  (b) -- (c) -- (d) -- (a) -- (b),
  (c) -- (d) -- (a) -- (b) -- (c),
  (d) -- (a) -- (b) -- (c) -- (d)
};
\end{feynman}
\end{tikzpicture}
\end{align*}
\]

\[
\begin{align*}
\begin{tikzpicture}
\begin{feynman}
\vertex (a) at (1,0);
\vertex (b) at (0,0);
\vertex (c) at (0,1);
\vertex (d) at (1,1);
\diagram [edges={->}, every loop/.style={min distance=7cm}]
{ (a) -- (b) -- (c) -- (d) -- (a),
  (a) -- (c) -- (b) -- (d) -- (a),
  (a) -- (d) -- (c) -- (b) -- (a),
  (b) -- (d) -- (c) -- (a) -- (b),
  (b) -- (c) -- (d) -- (a) -- (b),
  (c) -- (d) -- (a) -- (b) -- (c),
  (d) -- (a) -- (b) -- (c) -- (d)
};
\end{feynman}
\end{tikzpicture}
\end{align*}
\]

where the ordering is denoted by the indices after the diagram. In the above, we did not display the other orderings of the two individual \(\rho\) and \(\sigma\) particles when calculating these rules, which may be obtained by exchanging \(k_1 \leftrightarrow k_2\) and/or \(k_3 \leftrightarrow k_4\).

It is interesting to calculate the form of the vertices when taking all external particles to be on-shell. We set

\[
\begin{align*}
k_1^2 = k_2^2 = m_1^2 = 2\lambda \rho_0^2,
\quad k_3^2 = k_4^2 = 0.
\end{align*}
\]

(B.14)
Conservation of momentum then implies that
\[ 0 = k_1 + k_2 + k_3 + k_4, \quad k_1 \cdot k_2 = k_3 \cdot k_4 - m_1^2, \quad k_1 \cdot k_3 = k_2 \cdot k_4, \quad k_1 \cdot k_4 = k_2 \cdot k_3. \] (B.15)

Employing these relations, we see that on-shell, all six orderings are equal
\[
\begin{align*}
\kappa_1 \kappa_2 \kappa_3 \kappa_4 &\quad \rho \rho \sigma \sigma = \kappa_1 \kappa_2 \kappa_3 \kappa_4 = \kappa_2 \kappa_3 \kappa_4 \rho \sigma \sigma = \kappa_2 \kappa_3 \kappa_4 \sigma \rho \rho = \kappa_2 \kappa_3 \kappa_4 \sigma \rho \sigma = \kappa_3 \kappa_4 \kappa_1 \kappa_2 \rho \rho \sigma \\
&= 4i\lambda - 4i\frac{k_3 \cdot k_4}{\rho_0^2}. \quad \text{(B.16)}
\end{align*}
\]

Notice that the expression on (B.16) is invariant under \( k_1 \leftrightarrow k_2 \) and \( k_3 \leftrightarrow k_4 \).

We have found that ordering does not matter when the particles are on shell. However, any quantum calculation will involve off-shell particles and for these, the ordering will make a difference. It is therefore important to use the fully symmetrised rule
\[
\begin{align*}
\kappa_1 \kappa_2 \kappa_3 \kappa_4 &\quad \rho \rho \sigma \sigma = \frac{2i\lambda}{3} - \frac{2i}{3}\left(\frac{(k_1 - k_3) \cdot (k_2 - k_4) + (k_1 - k_4) \cdot (k_2 - k_3)}{\rho_0^2}\right), \quad \text{(B.17)}
\end{align*}
\]
as discussed in Section V.

Let us now calculate the \( \rho \rho \) and \( \sigma \sigma \) self-energy as we did above. For the \( \sigma \sigma \) self-energy, we obtain
\[
\begin{align*}
i\Gamma_{\rho \rho}(p) &\quad = i(p^2 - m_1^2) + \frac{3i\lambda}{(4\pi)^2} A(m_1^2) + 18i\frac{\lambda^2 \rho_0^2}{(4\pi)^2} B_0(p^2, m_1, m_1) - 18i\frac{\lambda^2 \rho_0^2}{(4\pi)^2 m_1^2} A(m_1^2) \\
&\quad - 12i\frac{\lambda^2 \rho_0^2}{(4\pi)^2 m_1^2} A(0) + 8i\frac{\lambda^2 \rho_0^2}{(4\pi)^2} B_0(p^2, 0, 0) \\
&\quad + i\frac{1}{2}\left[\frac{3\lambda + p^2}{(4\pi)^2} \frac{1}{\rho_0^2} A(0) + \frac{1}{\rho_0^2} \int d^4k(2\pi)^4\right] \\
&\quad = i(p^2 - m_1^2) + \frac{i\lambda m_1^2}{(4\pi)^2} \left[ 7C_{\text{UV}} + 6 \ln \left(\frac{m_1^2}{\mu^2}\right) + 4 \ln \left(\frac{p^2}{\mu^2}\right) - 2 + 9 \int_0^1 dx \ln \left(\frac{m_1^2 - x(1-x)p^2}{\mu^2}\right) \right]. \quad \text{(B.18)}
\end{align*}
\]

Notice that in the covariant approach, there is no non-renormalisable divergence. If we set
the particle on-shell, we get

\[
\Gamma_{\rho\rho}(p^2 = m_1^2) = \frac{\lambda m_1^2}{(4\pi)^2} \left[ 7C_{\text{UV}} - 7 \ln \left( \frac{m_1^2}{\mu^2} \right) + 20 - 3\sqrt{3}\pi \right]. \tag{B.19}
\]

This is in agreement with (B.8).

In the previous calculation, only the final diagram of (B.18) depends on the ordering of the Feynman rule and it vanishes regardless of the ordering. As such, the ordering was not really tested in this calculation. Let us instead calculate the self-energy of the \(\sigma\) field, which will test the ordering. This is given by

\[
i \Gamma_{\sigma\sigma}(p) = \begin{array}{c}
\bullet \\
\end{array}
= \begin{array}{c}
\circ \\
\end{array} + \begin{array}{c}
\circ \\
\end{array} + \begin{array}{c}
\circ \\
\end{array} + \begin{array}{c}
\circ \\
\end{array} + \begin{array}{c}
\circ \\
\end{array} + \begin{array}{c}
\circ \\
\end{array}. \tag{B.20}
\]

Before completing this calculation, let us focus on the last diagram, which is the only one in which the ordering makes a difference. Although we will eventually symmetrise over all possible orderings, let us first consider them all individually:

\[
\begin{align*}
\rho\rho\sigma & = -\frac{2i\lambda}{(4\pi)^2} A(m_1^2), \\
\rho\sigma\rho & = -\frac{2i\lambda}{(4\pi)^2} A(m_1^2), \\
\rho\sigma\rho & = -\frac{2i\lambda}{(4\pi)^2} A(m_1^2), \\
\sigma\rho\rho & = -\frac{2i\lambda}{(4\pi)^2} A(m_1^2), \\
\sigma\rho\rho & = -\frac{2i\lambda}{(4\pi)^2} A(m_1^2).
\end{align*} \tag{B.21}
\]

Note that the different orderings of the above diagrams lead to different results. However, these results converge to a single expression when the external particles are taken to be on-shell, i.e \(p^2 = 0\), despite the fact that the particle in the loop is off-shell. For the diagram with off-shell external particles, we will use the symmetrised Feynman rule, which gives

\[
= -\frac{2i\lambda}{(4\pi)^2} A(m_1^2). \tag{B.22}
\]
In this way, we find
\[
\Gamma_{\sigma\sigma} = p^2 + \frac{12\lambda}{(4\pi)^2} A(0) + 16 \frac{\lambda^2 \rho_0^2}{(4\pi)^2} B_0(p^2, m_1^2, 0)
\]
\[
- 12 \frac{\lambda^2 \rho_0^2}{(4\pi)^2} A(m_1^2) - 8 \frac{\lambda^2 \rho_0^2}{(4\pi)^2} m_1^2 A(0) - \frac{2\lambda}{(4\pi)^2} \left( 1 + \frac{1}{6} \frac{p^2}{m_1^2} \right) A(m_1^2)
\]
\[
= p^2 \left( 1 - \frac{\lambda}{3} C_{UV} \right) + 8 \lambda m_1^2 \left[ \ln \left( \frac{m_1^2}{\mu^2} \right) - \int_0^1 dx \ln \left( \frac{m_1^2 - x p^2}{\mu^2} \right) \right] + \frac{1}{24} \frac{p^2}{m_1^2} \left( \ln \left( \frac{m_1^2}{\mu^2} \right) - 1 \right).
\]

For on-shell Goldstone particles, we have
\[
\Gamma_{\sigma\sigma}(p^2 = 0) = 0 \quad \text{(B.24)}
\]
in agreement with (B.10).

As in Appendix B.a, we calculate the tree-level S matrix element for \(\rho \rightarrow \sigma\sigma\) in the covariant approach. The contributing diagrams are

\[
i M(\rho \rightarrow \sigma\sigma) = \frac{k_1}{k_3} \frac{k_2}{k_4} = \frac{k_1}{k_2} \frac{k_3}{k_4} + \frac{k_1}{k_3} \frac{k_2}{k_4} + \frac{k_1}{k_2} \frac{k_3}{k_4} + \frac{k_1}{k_3} \frac{k_2}{k_4}.
\]

As discussed earlier, the ordering in the first diagram does not matter when all particles are on shell. Therefore, we have
\[
M(\rho \rightarrow \sigma\sigma) = 2 \left( 2\lambda - \frac{s}{\rho_0^2} \right) - 24\lambda^2 \rho_0^2 \frac{1}{s - m_1^2} - 16\lambda^2 \rho_0^2 \frac{1}{t} - 16\lambda^2 \rho_0^2 \frac{1}{u}
\]
\[
= -2 \frac{s^2}{\rho_0^2} \left[ \frac{3}{s - m_1^2} + 2 \frac{(m_1^2 - t)^2}{t} + 2 \frac{(m_1^2 - u)^2}{u} \right]. \quad \text{(B.26)}
\]
This result coincides with (B.11).

\section*{C. Example with Linear Potential}

We now consider an example with Lagrangian
\[
\mathcal{L} = \frac{1}{2} \partial_\mu \rho \partial^\mu \rho + \frac{1}{2} \left( \frac{\rho}{\rho_0} \right)^2 \partial_\mu \sigma \partial^\mu \sigma - t_{\rho \rho} - \frac{1}{2} m_1^2 \rho^2.
\]
This has a flat field space – the kinetic part on its own is just a reparameterisation of two canonical kinetic terms. Additionally, the potential has no interaction terms between the \(\rho\) and \(\sigma\) fields. However, as we shall see, the theory described by (C.1) is nonetheless interacting.
The theory has a symmetry-broken vacuum, which we parametrise as

\[ \langle \rho \rangle = \rho_0 \equiv -t_\rho/m^2, \quad \langle \sigma \rangle = 0. \] (C.2)

We can then calculate the covariant Feynman rules for this theory using (V.19).

The propagators are

\[ = \frac{i}{p^2 - m^2}, \quad = \frac{i}{p^2}, \] (C.3)

where a solid line represents the Higgs mode \( \rho \) and a dashed line represents the Goldstone mode \( \sigma \).

The three-, four-, five-, and six-point interactions are:

\[ = \frac{it_\rho}{\rho_0^2}, \quad = -2i \frac{t_\rho}{\rho_0^2}, \quad = 3i \frac{t_\rho}{\rho_0^2}, \quad = 6i \frac{t_\rho}{\rho_0^2}, \quad = -9i \frac{t_\rho}{\rho_0^2}, \] (C.4)

\[ = -24i \frac{t_\rho}{\rho_0^2}, \quad = 36i \frac{t_\rho}{\rho_0^2}, \quad = 45i \frac{t_\rho}{\rho_0^2}. \]

Notice that there is an infinite series of higher-point vertices, which are proportional to \( t_\rho \). Moreover, these infinite series include interactions that are absent in the standard approach.

To better understand why this theory has an infinite tower of interactions, we switch to a canonical parametrisation and define

\[ \phi_1 = \rho \cos \left( \frac{\sigma}{\rho_0} \right), \quad \phi_2 = \rho \sin \left( \frac{\sigma}{\rho_0} \right). \] (C.5)

Then, (C.1) takes the form

\[ \mathcal{L} = \frac{1}{2} \partial_\mu \phi_1 \partial^\mu \phi_1 + \frac{1}{2} \partial_\mu \phi_2 \partial^\mu \phi_2 - \frac{1}{2} m^2 (\phi_1^2 + \phi_2^2) - t_\rho \sqrt{\phi_1^2 + \phi_2^2}. \] (C.6)

With this parametrisation, the field space metric becomes manifestly Euclidean and thus ordinary and covariant Feynman rules will be identical. The final term in (C.6) is non-polynomial and thus has an infinite Taylor series expansion. This term therefore leads to an infinite tower of Feynman rules as presented.
D. Field-Space Riemann Tensor for General Relativity

In Section VI we have only presented the field-space Ricci tensor and Ricci scalar, but not the full expression for the Riemann tensor $\mathcal{R}^{(\mu\nu)}_{(\alpha\beta)(\rho\sigma)(\gamma\delta)}$ due to its length. In this appendix, we explicitly display $\mathcal{R}^{(\mu\nu)}_{(\alpha\beta)(\rho\sigma)(\gamma\delta)}$. With the aid of the symbolic computer algebra system Cadabra2 \cite{77,78}, we find that the field-space Riemann tensor for General Relativity reads

\[
\mathcal{R}^{(\mu\nu)}_{(\alpha\beta)(\rho\sigma)(\gamma\delta)} = -\frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\gamma\delta} g_{\alpha\beta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\alpha\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\alpha\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\sigma\gamma} g_{\alpha\delta} \\
- \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\sigma\gamma} g_{\alpha\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\sigma\gamma} g_{\beta\delta} \\
- \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\sigma\gamma} g_{\beta\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} - \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\sigma\gamma} g_{\beta\delta} \\
+ \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\alpha\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} \\
+ \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\alpha\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} \\
+ \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\alpha\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} + \frac{1}{32} \delta^\mu_\rho \delta^\nu_\sigma g_{\rho\gamma} g_{\beta\delta} \\
+ \frac{1}{4D} g_{\rho\gamma} g^{\mu\nu} g_{\sigma\beta} g_{\alpha\delta} + \frac{1}{4D} g_{\rho\delta} g^{\mu\nu} g_{\sigma\beta} g_{\alpha\gamma} + \frac{1}{4D} g_{\rho\gamma} g^{\mu\nu} g_{\sigma\beta} g_{\gamma\delta} + \frac{1}{4D} g_{\rho\sigma} g^{\mu\nu} g_{\delta\beta} g_{\gamma\delta} \\
+ \frac{1}{4D} g_{\rho\gamma} g^{\mu\nu} g_{\sigma\alpha} g_{\beta\delta} + \frac{1}{4D} g_{\rho\delta} g^{\mu\nu} g_{\sigma\alpha} g_{\gamma\delta} + \frac{1}{4D} g_{\rho\gamma} g^{\mu\nu} g_{\sigma\delta} g_{\alpha\gamma} + \frac{1}{4D} g_{\rho\delta} g^{\mu\nu} g_{\sigma\gamma} g_{\alpha\delta} \\
- \frac{1}{4D} g^{\mu\nu} g_{\rho\delta} g_{\sigma\gamma} g_{\beta\delta} - \frac{1}{4D} g^{\mu\nu} g_{\rho\gamma} g_{\sigma\delta} g_{\beta\gamma} - \frac{1}{4D} g^{\mu\nu} g_{\rho\gamma} g_{\sigma\beta} g_{\alpha\delta} - \frac{1}{4D} g^{\mu\nu} g_{\rho\beta} g_{\sigma\gamma} g_{\alpha\delta}. \tag{D.1}
\]

We note that this tensor vanishes for $D = 1$. This is to be expected since the field space of gravity in one dimension cannot be anything other than trivial.

Note that these results differ from those reported in \cite{77}, where the DeWitt metric was used instead.
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