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Abstract

We present a family of algorithms for computing the Galois group of a polynomial defined over a $p$-adic field. Apart from the “naive” algorithm, these are the first general algorithms for this task. As an application, we compute the Galois groups of all totally ramified extensions of $\mathbb{Q}_2$ of degrees 18, 20 and 22, tables of which are available online.

1 Introduction

In this article we consider the following problem, the $p$-adic instance of the forward Galois problem: given a $p$-adic field $K$ and a polynomial $F(x) \in K[x]$ over that field, what is its Galois group $G := \text{Gal}(F/K)$?

Over any field for which polynomial factorization algorithms are known, the forward Galois problem can always be solved with the naive algorithm: explicitly compute the splitting field of $F$ by repeatedly adjoining a root of it to the base field, and then explicitly compute the automorphisms of the splitting field. To date, there is no general solution to the $p$-adic forward Galois problem other than the naive algorithm.

This article presents a general algorithm. In practice, it can for example quickly determine the Galois group of most irreducible polynomials of degree 16 over $\mathbb{Q}_2$ and has been used to compute some non-trivial Galois groups at degree 32. It has been tested on polynomials defining all extensions of $\mathbb{Q}_2$, $\mathbb{Q}_3$ and $\mathbb{Q}_5$ of degree up to 12, all extensions of $\mathbb{Q}_2$ of degree 14, and all totally ramified extensions of $\mathbb{Q}_2$ of degrees 18, 20 and 22, the latter three being new. See Section 8.

Our implementation is publicly available [10] and pre-computed tables of Galois groups are available from here also.
1.1 Overview of algorithm

Our algorithm uses the “resolvent method”. We now describe a concrete instance.

Suppose $F(x) \in \mathbb{Q}_p[x]$ is irreducible of degree $d$, and therefore defines an extension $L/\mathbb{Q}_p$ of degree $d$.

The ramification filtration of this extension is a tower $L_t = L/\ldots/L_0 = \mathbb{Q}_p$. Let $F_1(x) \in \mathbb{Q}_p[x]$ be a defining polynomial for $L_1/\mathbb{Q}_p$. By Krasner’s lemma, any polynomial in $\mathbb{Q}[x]$ sufficiently close to $F_1$ is also a defining polynomial, so we may take $F_1 \in \mathbb{Q}_p[x]$. It is irreducible and so defines the number field $L_1/L_0 = \mathbb{Q}$ which has a unique completion embedding into $L_1$. Repeating this procedure up the tower, we obtain the tower of number fields $L = L_t/\ldots/L_0 = \mathbb{Q}$ such that $L$ embeds uniquely into $L$. We call $L/\mathbb{Q}$ a global model of $L/\mathbb{Q}_p$.

Let $d_i := (\mathcal{L}_i : \mathcal{L}_{i-1}) = (L_i : L_{i-1})$, then $\text{Gal}(\mathcal{L}_i/\mathcal{L}_{i-1}) \leq S_{d_i}$ and therefore $\text{Gal}(L/\mathbb{Q}) \leq W := S_{d_1} \wr S_{d_2} \wr \cdots \wr S_{d_t}$. Observe also that naturally $\text{Gal}(L/\mathbb{Q}_p) \leq \text{Gal}(L/\mathbb{Q})$ since the left hand side is a decomposition group of the right hand side.

Suppose $\alpha_1 \in \mathcal{L}$ generates $\mathcal{L}/\mathbb{Q}$, and let $\alpha_2, \ldots, \alpha_d \notin \mathbb{Q}$ be its $\mathbb{Q}$-conjugates. Suppose we choose some subgroup $U \leq W$, find an invariant $I \in \mathbb{Z}[x_1, \ldots, x_d]$ such that $\text{Stab}_W(I) = U$ and compute the resolvent

$$R(x) = \prod_{wU \in W/U} (t - wU(I)(\alpha_1, \ldots, \alpha_d)) \in \mathbb{Z}[t]$$

by finding sufficiently precise complex approximations to $\alpha_1, \ldots, \alpha_d$, giving a complex approximation to $R$, whose coefficients we can then round to $\mathbb{Z}$.

One can show that $\text{Gal}(R/\mathbb{Q}) = q(\text{Gal}(\mathcal{L}/\mathbb{Q}))$ and hence $\text{Gal}(R/\mathbb{Q}_p) = q(\text{Gal}(L/\mathbb{Q}_p)) = q(\text{Gal}(F/\mathbb{Q}_p))$ where $q : W \to S_{W/U}$ is the action of $W$ on the cosets of $U$.

In particular, if we define $s(G)$ to be the multiset of the sizes of orbits of the permutation group $G$, and we let $S$ be the multiset of the degrees of the factors of $R$ over $K$, then $s(q(\text{Gal}(F/\mathbb{Q}_p))) = S$.

We compute the set $\mathcal{G}$ of all transitive subgroups of $W$, so that $\text{Gal}(F/\mathbb{Q}_p) \in \mathcal{G}$. If $|\mathcal{G}| > 1$, we search through the subgroups $U \leq W$ in index order until we find one such that $\{s(q(G)) : G \in \mathcal{G}\}$ contains at least two elements. We then compute the corresponding resolvent $R(t) \in \mathbb{Z}[t]$, factorize it over $\mathbb{Q}_p$, and let $S$ be the multiset of degrees of factors, and replace $\mathcal{G}$ by $\{G \in \mathcal{G} : s(q(G)) = S\}$. Observe that $\mathcal{G}$ is now strictly smaller than it was before, and we still have $\text{Gal}(F/\mathbb{Q}_p) \in \mathcal{G}$.

We repeat this process until $|\mathcal{G}| = 1$, at which point this single group is the Galois group and we are done.

In Section 2.4 we describe our precise formulation of this algorithm.

We have described one method of producing a global model, which results in the group $W$ (relative to which we compute resolvents) being a
wreath product of symmetric groups. It is better for \( W \) to be as small as possible, since this will reduce the index \((W : U)\) required, and hence also reduce \( \text{deg} R \). In Section 4 we discuss some other constructions. The best constructions take advantage of the simple structure of the Galois group of a “singly ramified” extension, something like \( C_d \) for unramified extensions, \( C_d \rtimes (\mathbb{Z}/d\mathbb{Z})^\times \) for tame extensions and \( C_p^k \rtimes H \) for wild extensions. We can also produce global models for reducible \( F \) using global models for its factors.

In this example, we deduced the Galois group by enumerating the set \( \mathcal{G} \) of all possibilities and then eliminating candidates. This is the “group theory” part of the algorithm. We have other methods which avoid enumerating all subgroups of \( W \), and instead work down the graph of subgroups of \( W \). These are discussed in Section 5.

The function \( s \) taking a group and returning the multiset of sizes of its orbits is a “statistic”, and there are other choices. These are discussed in Section 6. Some statistics provide more information than others, and therefore can result in smaller indices \((W : U)\) being required, but this comes at the expense of taking longer to compute.

We search for \( U \) by enumerating all the subgroups of \( W \) of each index in turn until we find one which is useful. There are other methods which try to avoid computing all of these subgroups, of which there may be many. One method restricts to a special class of subgroups. These are given in Section 7.

1.2 Previous work

Over \( p \)-adic fields, there are some special cases where Galois groups can be computed.

- It is well known that the unramified extensions of \( K \) of degree \( d \) are all isomorphic, Galois and have cyclic Galois group \( C_d \). Hence if the irreducible factors of \( F(x) \) all define unramified extensions, then the splitting field of \( F(x) \) is unramified, Galois and cyclic with degree \( \text{lcm}\{\text{deg} g : g \in \text{Factors}(F)\} \).

- Suppose \( L/K \) is tamely ramified. Then it has a maximal unramified subfield \( U \), and \( L/U \) is totally (tamely) ramified. It is well known that \( L = U(\sqrt[d]{\zeta^r \pi}) \) where \( e = (L : U) \) for some uniformizer \( \pi \in K \), \( \zeta \) a root of unity generating \( U \) and \( r \in \mathbb{Z} \). In this special form, it is straightforward to write down the splitting field and Galois group of \( L/K \). Furthermore, it is easy to compute the compositum of tame extensions, and hence if each irreducible factor of \( F(x) \) defines a tamely ramified extension, we can compute its Galois group. See [11, Ch. II, §2.2] for an exposition.
Greve and Pauli have studied **singly ramified** extensions, that is extensions whose ramification polygon has a single face, giving an explicit description of their splitting field and Galois group \([15, \text{Alg. 6.1}]\). So in particular if \(F(x)\) is an Eisenstein polynomial whose ramification polygon has a single face, then we can compute its Galois group. An explicit description of this algorithm appears in Milstead’s thesis \([17, \text{Alg. 3.23}]\).

In his thesis, Greve extends this to an algorithm for **doubly ramified** extensions \([14, \S 6.3]\), that is whose ramification polygon has two faces. Essentially this uses the singly ramified algorithm for the bottom part, and class field theory and group cohomology to deal with the elementary abelian top part.

Jones and Roberts \([16]\) have computed all extensions of \(\mathbb{Q}_p\) of degree up to 12, including their Galois group and some other invariants. These are available online in the Local Fields Database (LFDB). Some of the methods they use to compute Galois groups will feature in our general algorithm.

Awtrey et al. have also considered degree 12 extensions of \(\mathbb{Q}_2\) and \(\mathbb{Q}_3\) \([2]\); degree 14 extensions of \(\mathbb{Q}_2\) \([5]\); degree 15 extensions of \(\mathbb{Q}_5\) \([4]\); and degree 16 Galois extensions of \(\mathbb{Q}_2\) \([3]\). The main new idea in these articles is the **subfield Galois group content** of an extension \(L/K\): the set of Galois groups of all proper subfields of \(L/K\). This invariant of \(\text{Gal}(L/K)\) is useful in distinguishing between possible Galois groups, and is possible to compute given a database of all smaller extensions.

The difficult case appears to be when the factors of \(F\) define wildly ramified extensions whose ramification polygons have many faces.

Recently Rudzinski has developed techniques for evaluating linear resolvents \([20]\) and Milstead has used a combination of these techniques with the ones mentioned above to compute some Galois groups in this difficult class \([17]\).

### 1.3 Mathematical notation

Roman capital letters \(K, L, \ldots\) denote \(p\)-adic fields. The ring of integers of \(K\) is denoted \(\mathcal{O}_K\), a uniformizer is denoted \(\pi_K\) and the residue class field is denoted \(\mathbb{F}_K = \mathcal{O}_K/(\pi_K)\). If \(u \in \mathcal{O}_K\) then \(\bar{u} = u + (\pi_K) \in \mathbb{F}_K\) is its residue class. We denote by \(v_K\) the valuation of \(\bar{Q}_p\) such that \(v_K(\pi_K) = 1\).

Calligraphic capital letters \(K, \mathcal{L}, \ldots\) denote number fields. The ring of integers of \(K\) is \(\mathcal{O}_K\).

If \(U \leq W\) is a subgroup then \(q_U : W \to S_{W/U}\) denotes the action of \(W\) on the left cosets of \(U\).
As introduced in Section 6, $s$ denotes a function whose input is a permutation group or a polynomial and whose output is anything. There is an equivalence relation $\sim$ on outputs such that if $F(x) \in K[x]$ then $s(\text{Gal}(F)) \sim s(F)$. There may also be a partial ordering $\preceq$ on outputs such that if $H \leq G$ are groups then $s(H) \preceq s(G)$.

We may omit subscripts from the notation if they are clear from context.

1.4 A note on conjugacy

Recall that the Galois group of a polynomial $G = \text{Gal}(F)$ is defined to be the group of automorphisms of the splitting field of $F$. Usually, we represent this as a permutation group $G \leq S_d$ where $d = \deg(F)$, such that writing the roots of $F$ as $\alpha_1, \ldots, \alpha_d$ in some order, then $G$ acts as $g(\alpha_i) = \alpha_{g(i)}$.

Since the order of the roots was arbitrary, $G$ is only really defined up to conjugacy in $S_d$.

Sometimes, we may know more about the roots of $F$. For instance, if $F$ is reducible, then $G$ has multiple orbits. If we explicitly factorize $F = \prod_i F_i$, and let $d_i = \deg(F_i)$, then we can specify that the first $d_1$ roots $\alpha_1, \ldots, \alpha_{d_1}$ are the roots of $F_1$, the next $d_2$ are the roots of $F_2$ and so on. Letting $W = S_{d_1} \times S_{d_2} \times \ldots$ then $G \leq W \leq S_d$ is defined up to conjugacy in $W$. We shall see more examples in Section 4.

Almost everywhere in our exposition, when we talk of a group, we actually mean the conjugacy class of the group inside some understood larger group. When we talk of the collection of all groups with some property, we mean all the conjugacy classes whose groups have that property. This is to simplify the exposition.

In the implementation, a conjugacy class is usually represented by a representative group. An algorithm which returns all conjugacy classes with some property may actually return several representatives for the same class. Finding which groups generate the same class in order to remove duplicates can be computationally difficult, and so whether or not to do this, and how, is usually parameterised. The default is not to remove duplicates. See [11, Ch. II, §11] for details.

Henceforth, we shall typically only mention conjugacy when we have specific strategies to deal with conjugate groups.

1.5 Compendium

Most of the rest of this article describes in full detail the possible parameters to our algorithm, of which there are many. We now list the sections with the most important or novel contributions.

- Section 2.4 Describes the resolvent method, the main focus of this article.
• Sections 3 and 4. Methods for producing “global models” for \( p \)-adic fields, which are used to evaluate resolvents. Our constructions are more general than previous similar efforts and so can produce more efficient models.

• Sections 5.1 and 5.3. The main two ways we perform the group theory part of deducing the Galois group. The former is to write down all possibilities and then eliminate until one remains; the latter works down the graph of possible groups using the notion of “maximal preimages of statistics” to efficiently move down the graph without blowing up the number of possibilities.

• Section 6.5. The main “statistic” of a resolvent we compute is the multiset of degrees of its factors. This is compared to the multiset of sizes of orbits of potential Galois groups to deduce which are possible.

• Section 7.3. Methods to produce groups from which to compute resolvents which empirically are both fast to compute and give low-degree resolvents.

• Section 8. The implementation, timings, performance notes, etc.

2 Galois group algorithms

This article is mainly concerned with the resolvent method, introduced in Section 2.4. However, the algorithm is recursive, in that it may compute other Galois groups along the way, and it may suffice to use other algorithms for this purpose. Therefore, we briefly describe the other algorithms available in our implementation.

2.1 Naive

This explicitly computes a splitting field for \( F(x) \) and explicitly computes its automorphisms.

This is the algorithm currently implemented in Magma for \( p \)-adic polynomials, called \texttt{GaloisGroup}. Since the splitting field is computed explicitly, this is only suitable when the Galois group is known in advance to be small, such as because the degree is small.

2.2 Tame

As explained in the introduction, if the irreducible factors of \( F(x) \) all generate tamely ramified extensions of \( K \), then its Galois group can be computed directly.
2.3 SinglyRamified

This computes the Galois group of $F(x)$ provided it is irreducible and defines an extension whose ramification filtration contains a single segment. Such an extension is called **singly ramified**.

When the extension is tamely ramified, we can use the Tame algorithm. Otherwise the extension is totally wildly ramified and we use an algorithm due to Greve and Pauli [15, Alg. 6.1]. An explicit description is given by Milstead [17, Alg. 3.23].

2.4 ResolventMethod

The resolvent method is the focus of the remainder of this article and is based on the following simple lemma.

**Lemma 2.1.** Suppose $G := \text{Gal}(F) \leq W \leq S_d$ where $d = \deg F$, and take any $U \leq W$. Now $S_d$ acts on $\mathbb{Z}[x_1, \ldots, x_d]$ by permuting the variables, so suppose $I \in \mathbb{Z}[x_1, \ldots, x_n]$ such that $\text{Stab}_W(I) = U$ (we say $I$ is a **primitive** $W$-relative $U$-invariant). Letting $\alpha_1, \ldots, \alpha_d$ be the roots of $F$, define $\beta_{wU} = wU(I)(\alpha_1, \ldots, \alpha_n)$ (this is well-defined since $I$ is fixed by $U$) and define the **resolvent** $R(t) := \prod_{wU \in W/U} (t - \beta_{wU})$. Then $R(t) \in K[t]$. If $R$ is squarefree, then its Galois group corresponds to the coset action of $G$ on $U$. That is, letting $q : W \to S_{W/U}$ be the coset action, then identifying $wU \leftrightarrow \beta_{wU}$ we have $\text{Gal}(R) = q(G)$.

**Proof.** Writing $R(t) := \tilde{R}(\alpha_1, \ldots, \alpha_d; t)$ where

$$\tilde{R}(x_1, \ldots, x_d; t) := \prod_{wU \in W/U} (t - wU(I)(x_1, \ldots, x_d))$$

then the $t$-coefficients of $\tilde{R}$ are fixed by $W$ (the action of $W$ re-orders the product) and hence by $G$. We conclude that the $t$-coefficients of $R$ are fixed by $G$ too, and hence by Galois theory $R(t) \in K[t]$.

If $R$ is squarefree, then there is a 1-1 correspondence between the cosets $\{wU\}$ of $W/U$ and the roots $\{\beta_{wU}\}$ of $R$. Take $g \in G$, then

$$g(\beta_{wU}) = g(wU(I)(\alpha_1, \ldots, \alpha_d)) = wU(I)(g(\alpha_1), \ldots, g(\alpha_d)) = wU(I)(\alpha_{g(1)}, \ldots, \alpha_{g(d)}) = gwU(I)(\alpha_1, \ldots, \alpha_d) = \beta_{gwU}$$

so the action of $G$ on the roots of $R$ corresponds to the coset action, as claimed. \qed
Therefore, if we have some $W$ containing $G$ and a means to compute resolvents $R$ for $U \leq W$, then since $\text{Gal}(R) = q(G)$ is a function of $G$, we can deduce information about $G$ by finding some information about $\text{Gal}(R)$. Specifically how we compute resolvents and deduce information about $G$ is controlled by two parameters.

Firstly, a resolvent evaluation algorithm (Section 3) selects a fixed group $W \leq S_d$ such that $G \leq W$, and thereafter is responsible for evaluating the resolvents $R(t)$ from selected $U \leq W$ and invariants $I \in \mathbb{Z}[x_1, \ldots, x_d]$.

Secondly, a group theory algorithm (Section 5) is responsible for deducing the Galois group $G$ by choosing a suitable $U$, and then using the resolvent $R$ returned by the resolvent evaluation algorithm to gather information about $G$.

**Algorithm 2.2** (Galois group: resolvent method). Given a polynomial $F(x) \in K[x]$, returns its Galois group.

1. Initialize the resolvent evaluation algorithm.
2. Initialize the group theory algorithm.
3. If we have determined the Galois group, then return it.
4. Let $U$ be a subgroup of $W$.
5. Let $I$ be a primitive $W$-relative $U$-invariant.
6. Let $R$ be the resolvent corresponding to $I$.
7. Use $R$ to deduce information about the Galois group.
8. Go to step 3.

The resolvent algorithm controls steps 1 and 6. The group theory algorithm controls steps 2, 3, 4 and 7. Step 5 could also be parameterised, but we find it is sufficient to use the algorithm due to Fieker and Klüners [12, §5], implemented as the intrinsic RelativeInvariant in Magma.

**Remark 2.3.** Using resolvents to compute Galois groups is not new. Stauduhar’s method [23] for polynomials over $\mathbb{Q}$ computes resolvents relative to $S_d$ by computing complex approximations to the roots. This was improved by Fieker and Klüners [12] to a “relative resolvent method” which allows the overgroup $W$ to be made smaller at each iteration until it equals $G$. Over $\mathbb{Q}_p$, a resolvent method has been used by Jones and Roberts [16] to compute the Galois group of fields of degree up to 12, computing resolvents in $W = S_{d_2} \wr S_{d_1}$ corresponding to a subfield of degree $d_1$.

### 2.5 Sequence

This algorithm takes as parameters a sequence of other algorithms to compute Galois groups. It tries each algorithm in turn until one succeeds. This is mainly useful to deal with special cases first (e.g. Tame or SinglyRamified) before applying a general method (e.g. ResolventMethod).
3 Resolvent evaluation algorithms

These are used as part of the ResolventMethod algorithm for computing Galois groups. They are responsible for selecting an overgroup $W$ such that $G \leq W$ and thereafter evaluating resolvents relative to $W$.

Currently there is one option, Global, described here.

**Definition 3.1.** A global model for a $p$-adic field $K$ is an embedding $i : K \to K$ where $K$ is a global number field such that $K$ is a completion of $\mathbb{K}$ and $i$ is the corresponding embedding.

If $L/K$ is an extension of $p$-adic fields, and $i : K \to K$ is a global model for $K$, then a global model for $L/K$ extending $i$ is a global model $j : L \to L$ of $L$ such that $j|_{K} = i$.

Similarly a global model for $F(x) \in K[x]$ extending $i$ is $j_{k} : L_{k} \to L_{k}$ are global models for $L_{k}/K$ extending $i$, and $L_{k} \cong K(x)/(F_{k}(x))$.

We shall often refer to $K$ itself as the global model, instead of the embedding $i$.

The Global algorithm computes a global model $K$ for $K$ and a global model $F(x) \in K[x]$ for the input $F(x) \in K[x]$ extending $K$. At the same time, it computes the required overgroup $W$ such that $G \leq \text{Gal}(F/K) \leq W$.

A parameter (a global model algorithm, Section 4) specifies how to produce a global model for $F(x)$.

**Remark 3.2.** Note that this implies that $\deg F = \deg F = d$. In fact, our algorithm more generally computes an overgroup embedding $e : W \to \mathbb{W}$ such that $G \leq W$, $\text{Gal}(F/K) \leq W$ and $e(G)$ is the corresponding decomposition group. Hence $\deg F > d$ is allowed. This usually arises as a global model $L/K'/K$ for $L/K$ where $K'$ is also a global model for $K$ and $(L : K') = d$, in which case we refer to $(K' : K)$ as the index of the global model. In our exposition we shall assume $W = \mathbb{W}$ for simplicity and leave the details to [11, Ch. II].

The algorithm then can evaluate resolvents as follows. For each complex embedding $c : K \to \mathbb{C}$, we compute the roots of $c(F)$ to high precision. Letting $\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{d'}$ be these roots, we compute

$$\tilde{R}_{c}(t) := \prod_{wU \in W/U} (t - wU(I)(\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{d'}))$$

which is an approximation to $c(R(t)) \in \mathbb{C}[t]$.

We can always arrange for $F(x)$ to be monic and integral, so that its roots are integral, and therefore $R(t) \in \mathcal{O}_{K}[t]$. Firstly, suppose that $K = \mathbb{Q}$ (so $K = \mathbb{Q}_{p}$), then we know $R(t) \in \mathbb{Z}[t]$ and therefore assuming we have
computed \( \tilde{R}(t) \) sufficiently precisely, then we can compute \( R(t) \) by rounding its coefficients to the nearest integer.

More generally, for each coefficient \( R_i \) of \( R(t) \) we take the vector \( (\tilde{R}_{c,i})_c \) which should be a close approximation to \( (c(R_i))_c \). Since \( R_i \) are integral, \( (c(R_i))_c \) is an element of the Minkowski lattice \( \prod_c c(\mathcal{O}_K) \), which is discrete, and therefore we can deduce \( R_i \) by rounding \( (\tilde{R}_{c,i})_c \) to the nearest point in the lattice. This can be done using lattice basis reduction techniques such as LLL.

**Algorithm 3.3** (Resolvent: Global). Given a global model \( \mathcal{F}(x) \in \mathcal{K}[x] \) and subgroup \( U \leq W \), returns the corresponding resolvent \( R(t) \).

1: Choose a Tschirnhaus transformation \( T \in \mathbb{Z}[x] \) (see Rmk. 3.4).
2: Choose a complex floating point precision, \( k \) decimal digits (see Rmk. 3.5).
3: Compute complex approximations to the roots of \( c(\mathcal{F}) \) for each complex embedding \( c : \mathcal{K} \rightarrow \mathbb{C} \).
4: Compute \( \tilde{R}_c(t) = \prod_{wU \leq W/U} (t - wU(I)(\tilde{\alpha}_1), \ldots, T(\tilde{\alpha}_d')) \).
5: Round \((\tilde{R}_{c,i})_i\) to the nearest point of the Minkowski lattice of \( \mathcal{O}_K \), and let \( R_i \) be the corresponding element of \( \mathcal{O}_K \).
6: If \( R(t) \in \mathcal{K}[t] \) is not squarefree, go to Step 1.
7: Return \( R(t) \).

**Remark 3.4.** In Step 1, a Tschirnhaus transformation is any randomly selected polynomial in \( \mathbb{Z}[x] \). Its purpose is to ensure that \( R(t) \) is squarefree. Indeed, if \( R(t) \) is not squarefree, then there is some coincidence between its roots, and therefore some unintended structure between the roots of \( F \). By transforming the roots, we should destroy this structure.

Such a transformation always exists [13]. In practice, it suffices to use \( T(x) = x \) initially, and thereafter to choose a random polynomial of small degree and coefficients, increasing the degree and coefficient bound at each iteration.

**Remark 3.5.** It is important in Step 2 that we choose a complex floating point precision \( k \) such that the rounding step produces the correct answer. We do this as follows.

First, we find an upper bound on the absolute valuations of the roots of \( c(\mathcal{F}) \) for each complex embedding \( c \). In principle this could be done by analyzing the polynomials which define the global model and bounding their roots in terms of the coefficients, but in our current implementation we instead compute the complex roots to some default precision (30 decimal digits) and take the size of the largest root as our bound. It is possible although unlikely that the latter approach introduces enough precision error that this bound is incorrect, and hence this part of the implementation does not yield proven results.
Using this upper bound, we can follow through the computation of $\tilde{R}_c$ to get upper bounds on its coefficients. By increasing the bounds by a small fraction at each computation, we can absorb the effect of any complex precision error. We then select a precision so that the absolute errors on the coefficients $\tilde{R}_{c,i}$ are less than half the shortest distance between two elements of the Minkowski lattice. We then add a generous margin to the precision (say 20 decimal digits) so that we can check in the code that we are in fact very close (say within 10 decimal digits) of an integer point.

Remark 3.6. The choice to approximate the roots of $F$ in the complex field $\mathbb{C}$ is somewhat arbitrary. We could instead pick a prime $\ell$ such that $F$ has a small splitting field over $\mathbb{Q}_\ell$ and approximate the roots $\ell$-adically. Making such a change usually improves the reliability and precision requirements. The theory of the Minkowski lattice carries over into this setting.

4 Global model algorithms

Given a polynomial $F(x) \in K[x]$ and a global model $i : K \to K$, a global model algorithm computes a global model $F(x)$ for $F(x)$ extending $K$. It also computes an overgroup $W$ such that $G \leq \text{Gal}(F/K) \leq W$.

Remark 4.1. As presented, these constructions assume the global model index (Remark 3.2) is 1, but do generalize. See [11, Ch. II, §4] for details.

4.1 Symmetric

Given irreducible $F(x) \in K[x]$, this finds a polynomial $F(x) \in K[x]$ sufficiently close to $F(x)$ that they have the same splitting field over $K$. Generically we expect that $\text{Gal}(F/K) = S_d$, since we are not imposing any further restriction of $F$, and therefore the corresponding overgroup is taken to be $W = S_d$.

To find such a polynomial, we pick some precision parameter $k \in \mathbb{N}$. We take some polynomial $F(x) \in K[x]$ such that $i(F(x)) - F(x)$ has coefficients of valuation at least $k$, and then we check that $F$ is a global model. If not, we increase $k$. By keeping $k$ small, we limit the size of the coefficients of $F$, which in turn limits the precision required in the complex arithmetic later.

4.2 Factors

This factorizes $F(x) = \prod_k F_k(x)$ into irreducible factors over $K$, produces a global model $F_k(x)$ for each factor, and then the global model is $F(x) = \prod_k F_k(x)$. The overgroup is the direct product $W = \prod_k W_k$ of overgroups for each factor.

A parameter determines how to compute a global model for each factor.
4.3 RamTower

Assuming $F(x)$ is irreducible and defines an extension $L/K$, this finds the ramification filtration $L = L_d/L_{d-1}/\ldots/L_0 = K$ of $L/K$. For each segment $L_k/L_{k-1}$, it produces a global model extending the global model of the segment below it. Then the global model is the final model in this iteration. The overgroup is the wreath product $W = W_1 \wr \cdots \wr W_1$ of overgroups of each segment.

A parameter determines how to compute a global model for each segment.

4.4 RootOfUnity

Assuming the splitting field $L$ of $F$ over $K$ is unramified, and therefore generated by a primitive $n$th root of unity $\zeta$, we define the global model to be $L = K(\zeta)$. We naturally identify $W = \text{Gal}(L/K)$ with a subgroup of $(\mathbb{Z}/n\mathbb{Z})^\times$, identifying $i \mod n$ with $\zeta \mapsto \zeta^i$. The subgroup $W = \langle q \rangle \leq W$ is the decomposition group, i.e. $\text{Gal}(L/K)$. If $W = W$ then this is our overgroup (otherwise $W$ is an overgroup for a model of higher index [11, Ch. II, §4.5]).

By default, we use $n = q^d - 1$. A parameter can change this to use the smallest divisor of $q^d - 1$ not dividing $q^c - 1$ for any $c < d$.

Another parameter controls whether to search for a complement to $W$ — i.e. a subgroup $H \leq W$ such that $H \cap W = 1$ — of smallest index possible, and then replace $L$ by the fixed field of $H$. By design, this still has a completion to $L$, but is of smaller degree. If $\langle H, W \rangle = W$ then $H$ is a perfect complement and $W = W/H$ is our overgroup (otherwise $W/H$ is an overgroup for a model of higher index).

Remark 4.2. The complement option usually finds a perfect complement. For example, suppose $K = \mathbb{Q}$ and $K = \mathbb{Q}_p$, $p \leq 7$ and $d \leq 50$, then there is a perfect complement unless: $p = 2$ and $8 \mid d$; or $p = 3$ and $d = 9$; or $p = 7$ and $d \in \{5, 8\}$.

Remark 4.3. The Grunwald–Wang theorem of class field theory [11 Ch. X, §2] implies that if $K$ is a completion $\mathcal{K}$, and $L/K$ is cyclic, degree $d$, then there is $\mathcal{L}/\mathcal{K}$ cyclic of degree $d$ which completes to $L$. There is an exception at primes $p \mid 2$ and degrees $8 \mid d$, for which $(\mathcal{L} : \mathcal{K}) = 2d$ is sometimes necessary.

4.5 RootOfUniformizer

Assuming $F$ is irreducible of degree $d$ over $K$ and defines a totally tamely ramified extension $L/K$, then $L = K(\sqrt[d]{\pi})$ for some uniformizer $\pi \in K$. Taking a sufficiently precise approximation to $\pi$, we may assume that $\pi \in K$,
and we define the global model to be \( \mathcal{L} = \mathcal{K}(\sqrt[p]{\pi}) \). The embedding \( \mathcal{K} \to \mathbb{K} \) extends uniquely to \( \mathcal{L} \to \mathbb{L} \).

Letting \( \zeta \) be a primitive \( d \)th root of unity, then clearly \( \mathcal{K}(\sqrt[p]{\pi}, \zeta) \) is the normal closure and its Galois group \( W \) (which is a function of \( \text{Gal}(\mathcal{K}(\zeta)/\mathbb{K}) \) which may be computed explicitly) acts faithfully on the \( d \) elements \( \sqrt[p]{\pi}, \zeta \sqrt[p]{\pi}, \ldots, \zeta^{d-1} \sqrt[p]{\pi} \).

4.6 SinglyWild

Suppose \( F(x) \in K[x] \) defines a singly wildly ramified extension \( L/K \) of degree \( d = p^k \). That is, a totally wildly ramified extension whose ramification polygon has a single face.

Suppose also \( p = 2 \) and \( L/K \) is Galois, then \( \text{Gal}(L/K) \cong C_2^k \) and so \( L = K(\sqrt{a_1}, \ldots, \sqrt{a_k}) \) for some \( a_i \in K \). By taking sufficiently precise approximations, we may further assume \( a_i \in \mathcal{K} \). Then \( \mathcal{L} = \mathcal{K}(\sqrt{a_1}, \ldots, \sqrt{a_k}) \) is our global model with overgroup \( W = C_2^k \).

Remark 4.4. Using Kummer theory, an averaging argument, and a result of Greve [13, Thm. 7.3], this method generalizes to \( p \neq 2 \) and non-Galois \( L/K \) [11, Ch. II, §4.7]. This has not yet been implemented.

4.7 Select

This selects between several different global model algorithms, depending on \( F \). For example, we can select between \text{RootOfUnity}, \text{RootOfUniformizer} or \text{SinglyWild} depending on whether \( F \) defines an unramified, tame, or wild extension.

5 Group theory algorithms

The job of a group theory algorithm is to decide, given the overgroup \( W \), which subgroups \( U \leq W \) to form resolvents from, and to use those resolvents to deduce the Galois group \( G \leq W \).

We recommend now reading the definition of statistic at the start of Section 6. A statistic is our means of comparing groups with resolvents.

5.1 All

This algorithm proceeds by writing down all possible Galois groups \( G \) (up to \( W \)-conjugacy), and then eliminating possibilities until only one remains.

There are two parameters, a statistic algorithm \( s \) (Section 6) which determines which properties of the Galois groups \( G \) and resolvents \( R \) to compare, and a subgroup choice algorithm (Section 7) which determines how we choose a subgroup \( U \).
The subgroup choice algorithm is used to choose a subgroup $U$. Then, given a resolvent $R$, we compute the statistic $s(R)$ and see for which $G$ in the list of possible Galois groups this equals $s(q(G))$ where $q$ is the coset action of $W$ on $W/U$. We eliminate the $G$ for which the statistics differ. We are done when only one $G$ remains.

Remark 5.1. The parameters must be chosen correctly to ensure that the algorithm terminates, otherwise it is possible that the subgroup choice algorithm cannot find a useful subgroup for the given statistic. Lemma 5.2 below implies the algorithm terminates for the HasRoot statistic (or any more precise statistic such as FactorDegrees) and any subgroup choice algorithm which considers all groups.

**Lemma 5.2.** $G$ is congruent to a subgroup of $U$ if and only if the corresponding resolvent $R$ has a root.

**Proof.** $G \leq U$ if and only if $q(G)$ has a fixed point, where $q : W \to S_{W/U}$ is the coset action. Since $\text{Gal}(R) = q(G)$, this occurs if and only if $R$ has a root. \hfill \Box

### 5.2 Maximal

This algorithm avoids the need to enumerate all possible Galois groups. We start at the top of the directed acyclic graph of subgroups of $W$ and work our way down, at each stage either proving that a current group under consideration is not the Galois group, and so moving on to its maximal subgroups, or proving that the Galois group is not a subgroup of some of the maximal subgroups of a group under consideration.

Specifically, at all times we have a set $\mathcal{P}$ of subgroups of $W$ such that we know that the Galois group is contained in at least one of them. We call this the pool. Initially we have $\mathcal{P} = \{W\}$. If for some resolvent $R$ and $P \in \mathcal{P}$ we find that their statistics do not agree, i.e. $s(R) \not\sim s(q(P))$, then we record that $G \neq P$. We also test if the statistic is consistent with the Galois group being a subgroup of $P$. If this latter test fails, i.e. $s(R) \not\preceq s(q(P))$, then we remove $P$ from the pool. We also perform the same tests on all maximal subgroups $Q < P \in \mathcal{P}$.

Having processed a resolvent in this way, we may decide to modify $\mathcal{P}$ further. For example, as soon as there is some $P \in \mathcal{P}$ such that the Galois group is not $P$, replace $P$ by its maximal subgroups. Or instead, when all $P \in \mathcal{P}$ are known not to be the Galois group, replace the whole pool by the set of maximal subgroups of its elements. This behaviour is parameterised.

We have determined the Galois group when $\mathcal{P}$ contains one group, and we have deduced that the Galois group is not contained in any of its maximal subgroups.

The question remains of which subgroups $U \leq W$ are useful in the sense that a resolvent formed from $U$ will provide information. Unlike the
All algorithm, it is not possible to determine for certain if a given group $U$ will allow us to make progress or not. There is a necessary condition, but this does not guarantee progress, and there is a sufficient condition, but it is not guaranteed there there exists a group with this condition. We parameterise this choice, but in the next section give an improved method without this issue.

5.3 Maximal2

Note that a shortcoming of the Maximal algorithm is that it is not always possible to tell if a subgroup $U \leq W$ will provide any information, and so its behaviour is more heuristic than principled. Another problem is that it only ever rules groups out of consideration which cannot contain the Galois group, and therefore all groups $P$ with $G \leq P \leq W$ will be considered in the pool $\mathcal{P}$ at some point; if there are many such groups, this can get inefficient. The Maximal2 algorithm avoids both of these problems by positively identifying groups which do contain the Galois group.

As before, we have a pool $\mathcal{P}$ of subgroups, at least one of which contains the Galois group. Suppose there is a group $U \leq W$ such that $s(q(P)) \not\simeq s(q(Q))$ for some $P \in \mathcal{P}$ and maximal $Q < P$ (such a group is useful) and we form the corresponding resolvent $R$. There are two possibilities.

If $s(R) \simeq s(q(P))$ then $s(q(Q)) \prec s(R)$, so $s(R) \not\preceq s(q(Q))$, so $G \not\leq Q$, and so we can rule $Q$ out of consideration.

Otherwise $s(R) \not\simeq s(q(P))$ and so $G \neq P$. In the Maximal algorithm at this point we would do something like replace $P$ in the pool by its maximal subgroups. Instead, we find the set $X''$ of subgroups $Q'' < q(P)$ which are maximal among those such that $s(Q'') \sim s(R)$; we refer to these as the maximal preimages in $q(P)$ of $s(R)$. Then we let $X = \{P \cap q^{-1}(Q'') : Q'' \in X''\}$. By construction, if $G \leq P$ then $G \leq Q'$ for some $Q' \in X$ and so we can replace $P$ in the pool by $X$. Typically $X$ is much smaller than the number of maximal subgroups of $P$.

Suppose now that we have eliminated all maximal subgroups of all $P \in \mathcal{P}$ from consideration. Then we know that $G = P$ for some $P \in \mathcal{P}$. We are now in the scenario of the All algorithm, and so can now eliminate groups from the pool by finding $U \leq W$ such that $s(q(P_1)) \not\simeq s(q(P_2))$ for some $P_1, P_2 \in \mathcal{P}$. Such a $U$ is also said to be useful.

We have deduced the Galois group when the pool contains a single group, and we have ruled all of its maximal subgroups out of consideration.

We can use any statistic which has an equivalence relation (as required for All) and a partial ordering (as required for Maximal) and an algorithm for computing maximal preimages. For the latter, in general we have a “naive” algorithm, which simply works down the subgroups of $P$ until ones with the correct statistic are found.
Algorithm 5.3 (Maximal preimages: Naive). Given a group $P$, a statistic $s$ and a value $v$ of $s$, returns the maximal preimages of $v$ in $P$.

1: if $v \sim s(P)$ then
2:    return \{P\}
3: else if $v \prec s(P)$ then
4:    return $\bigcup_{\text{maximal } Q < P} \text{maximal preimages of } v \text{ in } Q$
5: else
6:    return $\emptyset$
7: end if

However, only using the naive algorithm would not provide an improvement over Maximal. The real efficiency gain comes from the existence of more efficient algorithms for particular statistics, in particular HasRoot (Section 6.1) and FactorDegrees (Section 6.5).

5.4 Sequence

This takes as parameters a sequence of group theory algorithms. Each one is used in turn until either the Galois group is deduced or the subgroup choice algorithm runs out of subgroups to try.

If the same algorithm appears consecutively with different parameters, then the state of the algorithm (such as the pool of possible Galois groups) is maintained so that information is not lost.

This allows us, for example, to first use a cheap statistic on a limited number of subgroups — aiming to deduce easy Galois groups quickly — before trying a more expensive statistic.

6 Statistic algorithms

A statistic algorithm is a means of comparing the Galois group of a polynomial with a permutation group. Specifically it is a function which takes as input a permutation group or a polynomial and outputs some value. There must be an equivalence relation on these values, which we denote $\sim$. A statistic function $s$ must satisfy the following property: $s(R) \sim s(\text{Gal}(R))$ for all polynomials $R$. For most statistics, $\sim$ is equality.

Using this, if we are given a polynomial $R(x)$ (such as a resolvent) and a permutation group $G$ and we find that $s(R) \not\sim s(G)$, then we know that $\text{Gal}(R) \neq G$. This is the basis of the All (Section 5.1) group theory algorithm.

Optionally, statistics can also support a partial ordering, denoted $\preceq$, which must respect the partial ordering due to subgroups. Specifically, the following must hold: for all groups $G, H$, if $H \leq G$ then $s(H) \preceq s(G)$. Statistics supporting this operation may be used in the Maximal (Section 5.2) and Maximal2 (Section 5.3) group theory algorithms.
Optionally, ordered statistics can also provide a specialised algorithm to compute maximal preimages, as defined in Section 5.3.

6.1 HasRoot

$s(G)$ is true if it has a fixed point, and otherwise is false. Correspondingly, $s(R)$ is true if it has a root (in its base field $K$).

If $H \leq G$ and $G$ has a fixed point, then so does $H$, so we define $v_1 \preceq v_2$ to be $v_2 \implies v_1$.

The maximal subgroups with a fixed point are point stabilizers. Two point stabilizers are conjugate if they stabilize a point in the same orbit, and so we deduce the following algorithm to compute maximal preimages.

**Algorithm 6.1.** (Maximal preimages: HasRoot) Given a group $P$ and a value $v \in \{\text{true}, \text{false}\}$, returns the maximal preimages of $v$ in $P$.

1: if $v = \text{true}$ then
2: \hspace{1em} return \{Stab$_P(x)$ for some $x \in o : o \in \text{Orbits}(P)$\}
3: else
4: \hspace{1em} return \{P\}
5: end if

6.2 NumRoots

$s(G)$ is the number of fixed points of $G$. Correspondingly, $s(R)$ is the number of roots of $R$.

If $H \leq G$ then $H$ has at least as many fixed points as $G$, so $\preceq$ in this case is the usual $\leq$ on integers.

6.3 Factors

This takes a parameter, which is another statistic $s'$. Then $s(G)$ is the multiset $\{s'(G')\}$ where $G'$ runs over the images of $G$ acting on each of its orbits (so the degree of $G'$ is the size of the corresponding orbit). Correspondingly, $s(R)$ is the multiset $\{s'(R')\}$ where $R'$ runs over the irreducible factors of $R$.

6.4 Degree

$s(G)$ is the degree of the permutation group $G$ and $s(R)$ is the degree of $R$.

If $H \leq G$, then they are permutation groups of equal degree, so $v_1 \preceq v_2$ is $v_1 = v_2$.

6.5 FactorDegrees

$s(G)$ is the multiset of sizes of orbits of $G$. Correspondingly, $s(R)$ is the multiset of degrees of irreducible factors of $R$.
This is equivalent to Factors with the Degree parameter, but is more efficient because it does not require the explicit computation of the orbit images of $G$ on its orbits.

Additionally, it supports ordering as follows: we know that if $H \leq G$ then the orbits of $H$ form a refinement of the orbits of $G$; that is, the orbits of $G$ are unions of orbits of $H$. Hence, given two multisets $v_1$ and $v_2$ of orbits sizes, we check combinatorially if one is a refinement of the other.

We provide an algorithm to compute maximal preimages of this statistic.

First, in case the group $G$ is intransitive, we embed $G$ into a direct product $D$ and find maximal preimages there. For each preimage $H$, and $d \in D$ we see if any $H \cdot G$ is a preimage. Observing that if $n \in N_D(H)$ and $g \in G$ then $H \cdot d \cdot g \cdot G = (H \cdot d) \cdot g$, it suffices to only consider coset representatives of $N_D(H) \backslash D / G$.

**Algorithm 6.2** (Maximal preimages: $\text{FactorDegrees}$). Given a group $G$ of degree $d$ and a multiset $v$ of integers such that $\sum v = d$, returns all maximal preimages of $v$ in $G$ up to conjugacy.

1: $S \leftarrow \emptyset$
2: Embed $G \subset D = G_1 \times \ldots \times G_r$
3: for maximal preimages $H$ of $v$ in $D$ (Algorithm 6.3) do
4:   for double coset representatives $d$ of $N_D(H) \backslash D / G$ do
5:     $H' \leftarrow H \cdot d \cdot G$
6:     if $H'$ has orbits of sizes $v$ then
7:       $S \leftarrow S \cup \{H'\}$
8:   end if
9: end for
10: end for
11: return $S$

To find maximal preimages in direct products, we first find all the ways in which $v$ may be written as a union, with each component corresponding to a direct factor. Then by Lemma 7.3, the maximal preimages in $D$ are direct products of the maximal preimages in each (transitive) factor.

**Algorithm 6.3** (Maximal preimages: $\text{FactorDegrees}$: Direct products). Given a direct product $G = G_1 \times \ldots \times G_r$ and $v$ as above, returns all maximal preimages of $v$ in $G$ up to conjugacy.

1: $S \leftarrow \emptyset$
2: for multisets $(v_1, \ldots, v_r)$ of integers such that $\sum v_i = \deg G_i$ and $\bigcup_i v_i = v$ do
3:   for $i = 1, \ldots, r$ do
4:     $S_i \leftarrow$ maximal preimages of $v_i$ in $G_i$ (Algorithm 6.4)
5:   end for
6: for $(H_1, \ldots, H_r) \in \prod_i S_i$ do
7:   $S \leftarrow S \cup \{H_1 \times \ldots \times H_r\}$
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To find maximal preimages in transitive groups, we embed $G$ into a wreath product $W$, and solve the problem there. As with Algorithm 6.2, a loop over coset representatives lifts these to all preimages in $G$.

**Algorithm 6.4** (Maximal preimages: FactorDegrees: Transitive). Given a transitive group $G$ and $v$ as above, returns all maximal preimages of $v$ in $G$ up to conjugacy.

```plaintext
1: $S \leftarrow \emptyset$
2: Embed $G \subset W = G_r \wr \ldots \wr G_1$
3: for maximal preimages $H$ of $v$ in $W$ (Algorithm 6.6) do
4:   for double coset representatives $w$ of $N_W(H)\backslash W/G$ do
5:     $H' \leftarrow H^w \cap G$
6:     if $H'$ has orbits of sizes $v$ then
7:       $S \leftarrow S \cup \{H'\}$
8:     end if
9:   end for
10: end for
11: return $S$
```

**Remark 6.5.** Sometimes, if the wreath product $W$ is very large compared to $G$, the number of double cosets to check makes Algorithm 6.4 infeasible. In this case, we use the naive algorithm instead.

For wreath products, we work recursively so that we only need to consider a single wreath product $A \wr B$. By Lemma 7.5, the maximal preimages correspond to choosing a partition $\mathcal{X}$ for $B$, and for each $X \in \mathcal{X}$ a partition $\mathcal{Y}_X$ for $A$, with $v = \{ |X| | Y | : Y \in \mathcal{Y}_X, X \in \mathcal{X} \}$. We can think of $v$ as the areas of a $d \times e$ rectangle which has a series of vertical cuts (corresponding to the sizes of $\mathcal{X}$), and each piece $(X)$ having a further series of horizontal cuts (corresponding to the sizes of $\mathcal{Y}_X$). We call this a “rectangle division” (see Figure 1). For each such division, we find all possible corresponding partitions of $A$ and $B$, and take all combinations to construct the partitions for $A \wr B$.

**Algorithm 6.6.** Given a wreath product $G = W_r \wr \ldots \wr W_1$ and $v$ as above, returns all maximal preimages of $v$ in $G$ up to conjugacy.

```plaintext
1: if $r = 0$ then
2:   return $\{G\}$
3: end if
4: $A \leftarrow W_r \wr \ldots \wr W_2$
5: $B \leftarrow W_1$
6: $S \leftarrow \emptyset$
```
We use the naive algorithm to find the maximal preimages of transitive and primitive groups. Since we are mainly dealing with groups close to $p$-groups, we expect that they have plenty of block structure and therefore the factors in any such wreath product are small enough to use the naive algorithm.

6.6 NumAuts

$s(G)$ is the index $(N_G(S) : S)$ where $S := \text{Stab}_G(1)$, assuming $G$ is transitive. $s(R)$ is the number of automorphisms $|\text{Aut}(L/K)|$ where $R$ is irreducible and defines the extension $L/K$.

Observe that if $G = \text{Gal}(R/K)$, then $S = \text{Gal}(R/L)$, $N_G(S)$ is (by definition) the largest subgroup of $G$ in which $S$ is normal, and hence its
fixed field is the smallest subfield $M$ of $L/K$ such that $L/M$ is normal. Hence $\text{Gal}(L/M)$ is $\text{Aut}(L/K)$, and so $\text{Aut}(L/K) \cong N_G(S)/S$.

As we shall see in Lemma 6.7, if $H \leq G$ then $s(G) \mid s(H)$. Hence $v_1 \preceq v_2$ is $v_2 \mid v_1$.

### 6.7 AutGroup

$s(G)$ is the group $N_G(S)/S$ where $S := \text{Stab}_G(1)$ as a regular permutation group of degree $(N_G(S) : S)$; it requires $G$ to be transitive. Correspondingly, $s(R)$ requires $R$ to be irreducible, and is $\text{Aut}(L/K)$ where $L$ is the field defined by $R$.

$v_1 \sim v_2$ iff $v_1$ and $v_2$ are groups of the same degree and are conjugate in the symmetric group of this degree.

The test for ordering uses the following lemma, which says that as the Galois group gets smaller, the automorphism group gets larger. Hence $v_1 \preceq v_2$ is defined as follows: $v_1$ must have degree at least the degree of $v_2$, and $v_2$ must be conjugate to a subgroup of $v_1$.

#### Lemma 6.7. Suppose $G' \leq G$ acts transitively on a set $X$. Fix $x \in X$ and define $S := \text{Stab}_G(x)$, $N := N_G(S)$, $A := N/S$ and define $S'$, $N'$, $A'$ similarly with respect to $G'$. Then $A$ is naturally isomorphic to a subgroup of $A'$.

**Proof.** By definition

$$N = \{ n \in G : s \in S \implies s^n \in S \} = \{ n \in G : s \in S \implies (s^n)(x) = x \} = \{ n \in G : s \in S \implies s(n(x)) = n(x) \} = \{ n \in G : s \in S \implies s \in \text{Stab}_G(n(x)) \} = \{ n \in G : S \subseteq \text{Stab}_G(n(x)) \} = \{ n \in G : S = \text{Stab}_G(n(x)) \} \text{ by orbit-stabilizer theorem} = \{ n \in G : n(x) \in \text{Fix}(S) \} = \{ n \in G : n(y) \in \text{Fix}(S) \} \text{ for any } y \in \text{Fix}(S) \text{ by symmetry} = \{ n \in G : y \in \text{Fix}(S) \implies n(y) \in \text{Fix}(S) \} = \text{Stab}_G \text{ Fix}(S)$$

is the group of elements of $G$ which permute the fixed points of $S := \text{Stab}_G(x)$.

Since $G$ is transitive, for each $y \in \text{Fix}(S)$ there exists $n \in G$ such that $n(x) = y$, and hence $n \in N$. We deduce that $N$ acts transitively on $\text{Fix}(S)$, and in particular the orbit-stabilizer theorem implies that

$$|A| = (N : S) = |\text{Fix}(S)|.$$
Similarly, since $G'$ is also transitive then $N \cap G' = \text{Stab}_{G'} \text{Fix}(S)$ acts transitivity on $\text{Fix}(S)$, and so the orbit-stabilizer theorem implies

$$|N \cap G'| = |\text{Stab}_{N \cap G'}(1)||\text{Fix}(S)|,$$

but noting that the stabilizer is actually $S'$ then we deduce

$$(N \cap G' : S') = (N : S).$$

The isomorphism theorems imply

$$(N \cap G')/(S \cap G') \cong (N \cap G')S/S \leq N/S,$$

but noting that $S' = S \cap G'$ then the previous paragraph implies that we have equality, and hence naturally

$$(N \cap G')/(S \cap G') \cong N/S =: A.$$

Finally, note that

$$N \cap G' = \text{Stab}_{G'} \text{Fix}(S) \leq \text{Stab}_{G'} \text{Fix}(S') =: N'$$

so that

$$(N \cap G')/(S \cap G') \leq N'/S' =: A'.$$

6.8 Tup

This statistic takes as a parameter a tuple $(s_1, \ldots, s_k)$ of statistic algorithms. Then $s(G) = (s_1(G), \ldots, s_k(G))$ and similarly for $s(R)$. Also $v_1 \sim v_2$ iff $v_{1,i} \sim v_{2,i}$ for all $i$, and similarly for $\preceq$.

7 Subgroup choice algorithms

A subgroup choice algorithm decides, given the current state of a group theory algorithm (Section 5) for the resolvent method, which subgroup $U \leq W$ to form a resolvent from next.

Currently we use one method Tranche which generates a sequence $\mathcal{U}_1, \mathcal{U}_2, \ldots$ of sets of subgroups of $W$ one at a time, which we call tranches. Given the current tranche, $\mathcal{U}$, we inspect each element $U$ in turn to test if it is useful by some measure (see Remark 7.1). If so, we use one such $U$. If there is no such $U$, we declare the tranche useless and move on to the next one.

The idea is that we avoid enumerating all possible subgroups $U \leq W$, and only generate them until we find a useful one.
Remark 7.1 (On usefulness). In the All group theory algorithm, we have a pool $\mathcal{P}$ of all possible Galois groups, and therefore we know all of the possible outcomes of using the group $U$ to form a resolvent: i.e. the resolvent has one of the Galois groups $\{q(P) : P \in \mathcal{P}\}$ and so we measure the statistic values $\mathcal{S} = \{s(q(G)) : P \in \mathcal{P}\}$. If $\mathcal{S}$ contains multiple elements, then $U$ is useful because we will certainly cut down the list $\mathcal{P}$. Usefulness for Maximal and Maximal2 is defined in Sections 5.2 and 5.3.

The rest of this section describes some possible methods for producing tranches.

7.1 All

Produces a single tranche containing all subgroups of $W$.

7.2 Index

For each divisor $n | |W|$, produces a tranche containing all the subgroups of $W$ of index $n$.

There are algorithms to produce the subgroups of a group with a given index. For example, the Subgroups intrinsic in Magma has a IndexEqual parameter for this purpose.

7.3 OrbitIndex

Definition 7.2. For $U \leq W \leq S_d$, the orbit index of $U$ in $W$ is the index $(W : U')$ where

$$U' = \text{Stab}_W \text{Orbits}(U) = \{w \in W : X \in \text{Orbits}(U), x \in X \implies w(x) \in X\}$$

and is denoted $(W : U)^{\text{orb}}$. The remaining orbit index of $U$ in $W$ is $(W : U)/(W : U)^{\text{orb}} = (U' : U)$. If $\mathcal{X}$ is a partition of $\{1, \ldots, d\}$, then it is a subgroup partition for $W$ if there exists $U \leq W$ such that $\mathcal{X} = \text{Orbits}(U)$. The index $(W : \mathcal{X})$ of a subgroup partition $\mathcal{X}$ is $(W : \text{Stab}_W(\mathcal{X}))$.

For each divisor $n | |W|$ and $r | n$, produces a tranche containing all the subgroups of $W$ of index $n$ and of remaining orbit index $r$.

We find empirically that restricting to small $r$, such as $\text{val}_p(r) \leq 1$, typically results in an algorithm which still terminates, and does so more quickly because it generates many fewer groups.

To produce the tranche corresponding to a given $(n, r)$, we compute the subgroup partitions $\mathcal{X}$ of $\{1, \ldots, d\}$ such that $(W : \text{Stab}_W(\mathcal{X})) = m := \frac{n}{r}$, and then compute the subgroups of $\text{Stab}_W(\mathcal{X})$ of index $r$. To efficiently compute the subgroup partitions of $W$ of a given index, we use the special form of $W$. If $W$ is a wreath product, direct product, or symmetric group,
then we can use the algorithms in the rest of this section to reduce the problem to computing subgroup partitions of smaller groups. For these smaller groups, we compute the subgroup partitions by explicitly enumerating all the subgroups.

**Lemma 7.3** (Partitions of direct products). Suppose \( W_i \leq S_{d_i} \) for \( i = 1, \ldots, k \) (each symmetric group acting on a disjoint set) and \( W = W_1 \times \cdots \times W_k \). If \( X_i \) is a partition for \( W_i \) of orbit index \( m_i \) then \( \bigcup_i X_i \) is a partition for \( W \) of orbit index \( \prod_i m_i \). Every partition for \( W \) is of this form.

**Proof.** By definition \( m_i = (W_i : \text{Stab}_{W_i}(X_i)) \). Now

\[
\text{Stab}_W(\bigcup_i X_i) = \prod_i \text{Stab}_{W_i}(X_i)
\]

and the result follows. Take any \( U \leq W \), and consider its projections \( U_i \) to \( W_i \), and let \( X_i = \text{Orbits}(U_i) \), then clearly \( X = \bigcup_i X_i \).

**Algorithm 7.4** (Partitions of direct products). Given \( W_i \leq S_{d_i} \) for \( i = 1, \ldots, k \) and an integer \( m \mid \prod_i |W_i| \), this returns all the partitions for \( W = W_1 \times \cdots \times W_k \) of index \( m \).

1: if \( k = 0 \) then
2: return \( \{\emptyset\} \)
3: end if
4: \( S \leftarrow \emptyset \)
5: for all \( m_1 \mid \text{gcd}(m, |W_1|) \) do
6: \( S_1 \leftarrow \) partitions of \( W_1 \) of index \( m_1 \)
7: \( S_2 \leftarrow \) partitions of \( W_2 \times \cdots \times W_k \) of index \( m_2 = \frac{m}{m_1} \)
8: \( S \leftarrow S \cup \{X_1 \cup X_2 : X_1 \in S_1, X_2 \in S_2\} \)
9: end for
10: return \( S \)

**Lemma 7.5** (Partitions of wreath products). Suppose \( A, B \) are permutation groups, let \( \mathcal{X} \) be a subgroup partition for \( B \), and for each \( X \in \mathcal{X} \) let \( \mathcal{Y}_X \) be a subgroup partition for \( A \). Then \( \mathcal{Z} = \{X \times Y : X \in \mathcal{X}, Y \in \mathcal{Y}_X\} \) is a subgroup partition for \( W = A \wr B \), its index is \( (B : \mathcal{X}') \prod_{X \in \mathcal{X}} (A : \mathcal{Y}_X)^{|X|} \), and all subgroup partitions are of this form up to conjugacy.

**Proof.** If \( A \) acts on \( \{1, \ldots, d\} \) and \( B \) acts on \( \{1, \ldots, e\} \), then elements of \( A \wr B \) can be defined as elements of the cartesian product \( A^e \times B \) acting on \( \{1, \ldots, e\} \times \{1, \ldots, d\} \) as

\[
(a_1, \ldots, a_e, b)(x, y) = (bx, a_xy).
\]

This implies the group operation is

\[
(a_1', \ldots, a_e', b')(a_1, \ldots, a_e, b) = (a_1'b_1a_1', \ldots, a_1'd_{ad}a, b'b).
\]
Algorithm 7.6 (Partitions of wreath products). Given $A \leq S_d, B \leq S_e$ and an integer $m \mid |A|^m |B|$, this returns all the partitions for $A \wr B$ of index $m$ up to conjugacy.

1: $S \leftarrow \emptyset$
2: for all $m' \mid m$ do
3: \hspace{1em} $S' \leftarrow$ partitions for $B$ of index $m'$
4: \hspace{1em} for all $X \in S'$ do
5: \hspace{2em} for all factorizations of $m'$ of the form $\prod_{X \in X'} m_X^{[X]}$ do
6: \hspace{3em} for all $X \in X'$ do
7: \hspace{4em} $S_X \leftarrow$ partitions for $A$ of index $m_X$
end for
9: for all $(\mathcal{Y}_X)_X \in \prod_X S_X$ do
10: include $\{X \times Y : X \in \mathcal{X}, Y \in \mathcal{Y}_X\}$ in $S$
11: end for
12: end for
13: end for
14: end for
15: return $S$

Remark 7.7. The preceding algorithm may produce multiple representatives per conjugacy class. With a little more care, we can return just one as follows.

Having chosen $\mathcal{X}$, we partition it into $B$-conjugacy classes $X_i = \{X_{i,j}\}$. Then we consider all factorizations of $m/m'$ of the form $\prod_{X_i} m_i^{[X_i,1]}$, and then all factorizations of $m_i$ of the form $\prod_{X_{i,j} \in X_i} m_{X_{i,j}}$ with $m_{i,1} \leq m_{i,2} \leq \ldots$. Hence we have a factorization of $m/m'$ of the form $\prod_{X \in \mathcal{X}} m_X^{[X]}$ as above. Note that this includes all factorizations of this form exactly once up to reordering conjugate blocks $X \in \mathcal{X}$.

For such a factorization, we partition $X_i$ further into classes $X_{i,j} = \{X_{i,j,k}\}$ such that $m_{i,j} := m_{X_{i,j,k}}$ is constant within a class. Similarly to before, we let $S_{i,j} = \{Y_{i,j,t}\}$ be all partitions for $A$ of index $m_{i,j}$, and consider all $(\mathcal{Y}_{i,j,t})_{i,j,k} \in \prod_{i,j,k} S_{i,j}$ with $\ell_1 \leq \ell_2 \leq \ldots$. Note that this includes all $(\mathcal{Y}_X)_X \in \prod_X S_X$ as above precisely once up to reordering conjugate blocks $X \in \mathcal{X}$.

Letting $Z = \{X_{i,j} \times Y : Y \in \mathcal{Y}_{i,j,\ell}\}$ be the corresponding partition, then all such $Z$ are not conjugate in $A \wr B$, and they cover all conjugacy classes up to reordering conjugate blocks of $\mathcal{X}$. Define $S \leq S_d \wr S_e$ to be the group isomorphic to $1_d \wr \prod_{i,j} S_{i,j}$ which reorders conjugate blocks of $\mathcal{X}$, where $1_d$ denotes the trivial subgroup of $S_d$. Then we find all $Z$ up to $A \wr B$ conjugacy by finding all $S$-conjugates of $Z$ up to $A \wr B$ conjugacy as follows.

Let $H_0 = \text{Stab}_{A \wr B}(Z)$, then we want all $S$-conjugates of $H_0$ up to $A \wr B$ conjugacy. Note that if $n \in N_S(H_0)$ and $g \in A \wr B$ then $H_0^{n g} \sim_{A \wr B} H_0^g$ so it suffices to consider double coset representatives $s$ of $N_S(H_0) \setminus S/(A \wr B) \cap S$. Compute $H_0^s$ for all such $s$ and dedupe by $A \wr B$-conjugacy.

Lemma 7.8 (Partitions of symmetric groups). Any partition $\mathcal{X}$ of $\{1, \ldots, d\}$ is a subgroup partition for $S_d$ and it has orbit index $d! / \prod_{X \in \mathcal{X}} |X|!$.

Proof. Indeed $\text{Stab}_{S_d}(\mathcal{X}) = \prod_{X \in \mathcal{X}} S_X$. \hfill $\square$

Algorithm 7.9 (Partitions of symmetric groups). Given integers $d \geq 0$, $m \mid d!$, returns all partitions for $S_d$ of index $m$ up to conjugacy.
1: if $d = 0$ then
2: return $\{\emptyset\}$
3: end if
4: $S \leftarrow \emptyset$
5: for all $d_1 = 0, \ldots, d$ do
6: if $d!/(d_1! (d - d_1)) | m$ then
7: $S_2 \leftarrow$ partitions of $S_{d-d_1}$ of index $md_1!(d-d_1)!/d!$ up to conjugacy
8: $S \leftarrow S \cup \{\{1, \ldots, d_1\} \cup X_2 : X_2 \in S_2\}$
9: end if
10: end for
11: return $S$

8 Implementation and results

These algorithms have been implemented [10] for the Magma computer algebra system [6]. Our main GaloisGroup routine takes two arguments: a polynomial over a $p$-adic field, and a string describing the parameterization of the algorithm to use.

Our algorithm is by design highly modular, with each piece of the parameterization as independent as possible from the rest. This means that if one has a new algorithm for evaluating resolvents for instance, one simply needs to implement this algorithm satisfying a particular interface, and then add a line of code to the parameterization parser.

The main omission from our implementation is that the SinglyWild global model algorithm is not available in full generality, which means that for wild extensions our global model will usually use symmetric groups. Over $\mathbb{Q}_2$ with a $2 \times \ldots \times 2$ ramification filtration this is not a problem, but for coarser filtrations, $S_8$ is much larger than $C_3^2$ for example, and $S_7$ is much larger than $C_7$, and so our global models are far from optimal. A special case of SinglyWild has been implemented and is discussed specifically in Section 8.9.

All experiments reported on in this section were performed on a 2.7GHz Intel Xeon. Any timings are given in core-seconds. Tables of Galois groups have been produced from all runs in this section and are available from the implementation website [10].

Unless otherwise stated, all experiments use the “exact” $p$-adic polynomial type made available by the ExactpAdics package [7]. This uses infinite-precision arithmetic and its routines are designed to give provably correct results (modulo coding errors) and hence our algorithm also yields provably correct results except for Remark 3.5.

See [11, Ch. II, §13] for a more detailed account.

8.1 Some particular parameterizations

Six parameterizations we will consider are named A0, B0, A1, B1, A2 and B2. These parameterizations all try three algorithms in turn: Tame
SinglyRamified (Section 2.3) and ResolventMethod (Section 2.4). The resolvent method evaluates resolvents using a global model which first factorizes the polynomial, then finds the ramification tower of the field defined by each factor, then finds a global model for each segment of the tower. For the A parameterizations, this global model is Symmetric. For the B parameterizations, we use the RootOfUnity, RootOfUniformizer or Symmetric global model, depending on whether the segment is unramified, tame or wild.

The number part of the parameterization name controls the group theory part of the algorithm. For A0 and B0, we enumerate All possible Galois groups, then eliminate candidates based on the FactorDegrees statistic for resolvents of all subgroups. For A1 and B1, we do the same except using the OrbitIndex method to only generate resolvents for subgroups whose remaining orbit index \( r \) satisfies \( v_p(r) \leq 1 \). For A2 and B2, instead of enumerating all possible Galois groups, we work down the graph of possibilities using Maximal2.

We shall also consider the parameterization 00, which is the same as A0, but which uses a Symmetric global model for each factor and the RootsMaximal group theory algorithm [11, Ch. II, §5.4] which mimics Stauduhar’s original absolute resolvent method [23].

8.2 Up to degree 12 over \( \mathbb{Q}_2, \mathbb{Q}_3 \) and \( \mathbb{Q}_5 \)

The local fields database (LFDB) [16] tabulates data about all extensions of degree up to 12 over \( \mathbb{Q}_p \) for all \( p \) including a defining polynomial, residue and ramification degrees, Galois and inertia groups, and the Galois slope content which summarizes the ramification polygon of the Galois closure.

We have run our algorithm with the eight parameterizations Naive, 00 and A0 to B2 on all defining polynomials from the LFDB of degrees 2 to 12 over \( \mathbb{Q}_2, \mathbb{Q}_3 \) and \( \mathbb{Q}_5 \). We also ran with the parameterization A0 but using Magma’s default inexact polynomial representation, which does not guarantee correctness, which we denote A0*. In all cases, the Galois group agrees with that reported in the LFDB.

The mean run times of these are given in Tables 1, 2 and 3. In each case, the times within 10% of the smallest are shown in bold. Counts marked with an asterisk (*) represent a random sample of all possibilities. Times marked with a numeric superscript mean that the algorithm failed to find the Galois group for this many polynomials; these are not included in the mean. A dash (—) means the corresponding algorithm was not tried. A cross (×) means the corresponding runs were prohibitively slow. Times preceded by \( \approx \) are the mean of a small number of runs, the rest being prohibitively slow. This notation is reused in subsequent tables.

Over \( \mathbb{Q}_2 \), we have also run the algorithm on a selection of reducible polynomials whose irreducible factors have a given set of degrees. For ex-
Table 1: Mean run times for some parameterizations on polynomials defining fields of given degrees over $\mathbb{Q}_2$.

| Degree | #   | Run time (seconds) |
|--------|-----|--------------------|
|        | Naive 00 A0* | A0   | B0   | A1   | B1   | A2   | B2   |
| 2      | 7    | 0.03              | 0.07 | 0.07 | 0.07 | 0.07 | 0.06 | 0.07 |
| 3      | 2    | 0.08              | 0.15 | 0.10 | 0.14 | 0.15 | 0.16 | 0.16 |
| 4      | 59   | 0.05              | 0.16 | 0.09 | 0.19 | 0.23 | 0.19 | 0.23 |
| 2 + 2 = 4 | 28   | —                 | —    | —    | —    | 0.20 | 0.23 | 0.19 |
| 5      | 2    | 0.08              | 0.15 | 0.10 | 0.15 | 0.15 | 0.16 | 0.16 |
| 6      | 47   | 1.32              | 0.28 | 0.13 | 0.24 | 0.28 | 0.25 | 0.27 |
| 4 + 2 = 6 | 413  | —                 | —    | —    | —    | 0.34 | 0.39 | 0.34 |
| 3 + 3 = 6 | 3    | —                 | —    | —    | —    | 0.12 | 0.13 | 0.13 |
| 7      | 2    | 0.09              | 0.18 | 0.12 | 0.15 | 0.15 | 0.16 | 0.15 |
| 8      | 1823 | ≈ 100             | ≈ 50 | 0.45 | 0.59 | 0.65 | 0.65 | 0.69 |
| 6 + 2 = 8 | 329  | —                 | —    | —    | —    | 0.43 | 0.47 | 0.43 |
| 4 + 4 = 8 | 1770 | —                 | —    | —    | —    | 0.57 | 0.65 | 0.58 |
| 9      | 3    | 0.15              | 0.15 | 0.08 | 0.12 | 0.12 | 0.12 | 0.12 |
| 10     | 158  | 0.32              | 0.43 | 0.47 | 0.44 | 0.48 | 0.49 | 0.48 |
| 11     | 2    | 0.46              | 0.17 | 0.10 | 0.15 | 0.16 | 0.15 | 0.15 |
| 12     | 5493 | 1.26              | 1.31 | 1.18 | 1.21 | 1.11 | 1.23 |
| 8 + 4 = 12 | 1000* | —                 | —    | —    | —    | 10.97 | 11.19 | 10.31 |
| 6 + 6 = 12 | 1128 | —                 | —    | —    | —    | 2.56  | 1.74  | 2.54 |
| 14u    | 78   | 3.97              | 5.89 | 4.05 | 4.62 |
| 14t    | 510  | 3.05              | 1.19 | 1.73 | 1.19 | 1.98 | 1.14 |
| 16a    | 64*  | 53.65             | 54.54 | 17.47 | 18.21 | 7.25 | 7.59 |
| 16b    | 253* | 304.97            | 288.25 | 42.37 | 34.90 | 25.47 | 29.40 |
| 16c    | 130* | 133.29 | ×  | 150.83 | 185.59 | 215.38 | 185.03 |
| 18     | 2046 | —                 | —    | —    | —    | 10.30 | 9.75 | 11.17 |
| 20     | 511318 | —         | —    | —    | —    | 10.70 |
| 22     | 8190 | —                 | —    | —    | —    | 2.90  | 2.77 | 2.90 |

(used several parameterizations; see Section 8.6)
Table 2: Mean run times for some parameterizations on polynomials defining fields of given degrees over $\mathbb{Q}_3$. There were 11 polynomials of degree 12 for which $A_0$, $A_1$ and $A_2$ did not succeed due to a bug in Magma; these are not included in timings.

| Deg | # | Run time (seconds) |
|-----|---|-------------------|
|     |   | Naive 00 A0* A0 B0 A1 B1 A2 B2 |
| 2   | 3 | 0.04 0.11 0.07 0.10 0.11 0.12 0.12 0.11 0.11 |
| 3   | 10| 0.05 0.07 0.04 0.06 0.06 0.06 0.06 0.05 0.06 |
| 4   | 5 | 0.10 0.10 0.05 0.08 0.08 0.08 0.12 0.09 0.09 |
| 5   | 2 | 0.08 0.16 0.10 0.15 0.16 0.15 0.16 0.14 0.16 |
| 6   | 75| 0.66 0.29 0.13 0.31 0.33 0.34 0.32 0.30 0.32 |
| 7   | 2 | 0.12 0.17 0.10 0.15 0.18 0.19 0.15 0.16 0.17 |
| 8   | 8 | 0.10 0.09 0.06 0.09 0.08 0.09 0.08 0.08 0.08 |
| 9   | 795| $\approx$ 400 $\approx$ 100 | 0.63 0.64 0.67 0.66 0.66 0.73 |
| 10  | 6 | 0.14 0.09 0.08 0.09 0.09 0.09 0.09 0.09 0.10 |
| 11  | 2 | 0.15 0.16 0.11 0.17 0.17 0.18 0.19 0.21 0.20 |
| 12  | 785| × × | 1.52 1.57 1.90 2.24 2.21 2.54 |

Table 3: Mean run times for some parameterizations on polynomials defining fields of given degrees over $\mathbb{Q}_5$.

| Deg | # | Run time (seconds) |
|-----|---|-------------------|
|     |   | Naive 00 A0* A0 B0 A1 B1 A2 B2 |
| 2   | 3 | 0.04 0.11 0.07 0.12 0.28 0.11 0.11 0.12 0.11 |
| 3   | 2 | 0.09 0.14 0.10 0.15 0.15 0.15 0.15 0.20 0.16 |
| 4   | 7 | 0.03 0.07 0.04 0.07 0.07 0.08 0.07 0.09 0.08 |
| 5   | 26| 0.12 0.05 0.02 0.05 0.06 0.05 0.06 0.05 0.06 |
| 6   | 7 | 0.07 0.09 0.05 0.08 0.08 0.08 0.09 0.08 0.08 |
| 7   | 2 | 0.12 0.17 0.10 0.15 0.16 0.16 0.16 0.15 0.21 |
| 8   | 11| 0.07 0.09 0.05 0.08 0.07 0.08 0.08 0.07 0.09 |
| 9   | 3 | 0.12 0.11 0.09 0.15 0.13 0.13 0.13 0.13 0.13 |
| 10  | 258| $\approx$ 100 | 2.09 1.93 3.00 2.76 16.02 11.87 |
| 11  | 2 | 0.15 0.17 0.11 0.18 0.17 0.17 0.19 0.18 0.44 |
| 12  | 17| 0.16 0.08 0.09 0.08 0.08 0.08 0.08 0.08 0.08 |
ample, we consider all pairs \( F_1, F_2 \in K[x] \) of quadratic polynomials defining quadratic fields over \( \mathbb{Q}_2 \) and run the algorithm on \( F(x) = F_1(x)F_2(x + 1) \). Note that the offset \( x + 1 \) ensures that \( F(x) \) is squarefree in case \( F_1 = F_2 \). Mean run times are given in Table 1 where for example degree “\( 2 + 2 = 4 \)” means products of quadratics.

Observe that \( A0^* \) is generally faster than \( A0 \), suggesting there is some overhead due to using exact arithmetic. However, this overhead is around a factor of two in the worst case and usually less, so not too significant.

There is little variation in timings between the six parameterizations \( A0 \) to \( B2 \). This suggests that for small degrees, there is little overhead in writing down all possible Galois groups \( G \leq W \), or in enumerating all subgroups of \( W \) of a given index.

Unsurprisingly, the run time increases in both the degree \( d \) and in \( v_p(d) \), the latter being the number of wild ramification breaks possible.

Not displayed in the table is that the variance in these run times is low. In particular, the maximum run time is always within a factor of 3 of the mean, and is usually less.

For small degrees, the simple parameterization \( 00 \) is comparable to the other parameterizations. However it quickly becomes infeasible as the degree increases, taking for example about 50 seconds at degree 8 over \( \mathbb{Q}_2 \).

The same is true for the Naive algorithm. Indeed, for small degrees this is often the fastest but becomes infeasibly slow above degree about 10.

### 8.3 Degree 14 over \( \mathbb{Q}_2 \)

There are two types of wildly ramified extensions \( L/K = \mathbb{Q}_2 \) of degree 14: those with \( e(L/K) = 2 \) and those with \( e(L/K) = 14 \). In the former case, \( L \) is a ramified quadratic extension of the unique unramified extension \( U/K \) of degree 7. In the latter case, \( L \) is a ramified quadratic extension of the unique (tamely) ramified extension \( T = K(\sqrt[7]{2})/K \) of degree 7. We refer to these as Type 14u and Type 14t respectively.

Using the AllExtensions intrinsic in Magma we have generated all such extensions up to \( K \)-conjugacy, and have run our algorithm on all of these. The timings are given in Table 1 separately for the two types.

As a point of comparison, [5] uses a degree 364 resolvent relative to \( W = S_{14} \) and a few other invariants to compute the same Galois groups, taking around 20 hours per polynomial whereas our algorithm takes around 2 seconds. Our results are consistent with [5, Table 3].

We see that for Type 14t, using a more sophisticated global model RootOfUniformizer for \( T/K \) in the B parameterizations instead of Symmetric in the A parameterizations makes a marked improvement to the run-time. Even when we do use Symmetric, we get an improvement for using more sophisticated group theory, comparing A0, A1 and A2.
In contrast, for Type 14u using a more sophisticated global model \texttt{RootOfUnity} actually made the run time worse. In this case, with parameterization B0, most of the run time is spent computing complex approximations to resolvents, despite generally using fewer resolvents and using a lower complex precision. This suggests that the implementation of \texttt{RootOfUnity} needs to be optimized.

8.4 Degree 16 over $\mathbb{Q}_2$

Recall (e.g. [19] or [8]) that to an extension of $p$-adic fields, we can attach a ramification polygon, which is an invariant of the extension. By attaching further residual information such as the residual polynomials of each face of the ramification polygon, we can form a finer invariant.

Using the \texttt{pAdicExtensions} package [9], which implements these invariants, we generated all possible equivalence classes of the finest such invariant, called the fine ramification polygon with residues and uniformizer residue in [8], for totally ramified extensions of degree 16 of $\mathbb{Q}_2$.

For each class, we selected at random one Eisenstein polynomial generating a field with this invariant, giving us a sample of 447 polynomials. We divide these polynomials into three types. Writing $L = L_t/L_{t-1}/\ldots/L_0 = K = \mathbb{Q}_2$ for the ramification filtration of the field they generate, then Type 16a polynomials have $(L_i : L_{i-1}) = 2$ for all $i$ (and hence $t = 4$), Type 16b polynomials are those remaining with $(L_i : L_{i-1}) | 4$ for all $i$, and Type 16c are the rest (so $(L_i : L_{i-1}) = 8$ or 16 for some $i$). There are 64, 253 and 130 polynomials of each type respectively.

In total, there are 4,008,960 degree 16 extensions of $\mathbb{Q}_2$ inside $\overline{\mathbb{Q}}_2$ of Type 16a, 1,857,120 of Type 16b and 155,024 of Type 16c [22].

Per an earlier remark, we do not have \texttt{SinglyWild} global models fully implemented and so use the less efficient \texttt{Symmetric} instead. We expect run times for Types 16b and 16c to be worse than Type 16a, since the former will work relative to groups like $W = S_4 \wr S_4$ or $S_2 \wr S_8$ which are larger than $W = S_2 \wr S_2 \wr S_2 \wr S_2$ of the latter. We expect that with \texttt{SinglyWild} fully implemented, the overgroup for Types 16b or 16c will be smaller not larger than for Type 16a, and that Types 16b and 16c will therefore actually become the easier classes. See Section 8.9 for some evidence supporting this claim.

Our algorithm has been run on these polynomials with the 6 parameterizations A0 to B2. Table 4 summarizes the results, with the polynomials grouped by type. Mean timings are also given in Table [1] for comparison. Some of these runs failed to find the Galois group, because the parameterization ran out of resolvents to try; the number of failures is given in the table. The timings only include successful runs. To give an idea of the variance in run time, we report the median and maximum time as well as the mean.

The run times are significantly higher at degree 16 than lower degrees,
Table 4: Run times in seconds for a selection of parameterizations on a sample of polynomials defining fields of degree 16 over $\mathbb{Q}_2$ divided into three types.

| Type 16a (64 polynomials) | A0   | B0   | A1   | B1   | A2   | B2   |
|---------------------------|------|------|------|------|------|------|
| Number failed             | 0    | 0    | 4    | 4    | 4    | 4    |
| Mean run time             | 53.65| 54.54| 17.47| 18.21| 7.25 | 7.59 |
| Median run time           | 27.87| 28.64| 16.69| 17.00| 6.06 | 6.34 |
| Maximum run time          | 311.86| 252.39| 31.57| 56.59| 22.99| 21.76|

| Type 16b (253 polynomials) | A0   | B0   | A1   | B1   | A2   | B2   |
|---------------------------|------|------|------|------|------|------|
| Number failed             | 0    | 0    | 7    | 7    | 7    | 7    |
| Mean run time             | 304.97| 288.25| 42.37| 34.90| 25.47| 29.40|
| Median run time           | 18.20| 14.77| 12.25| 10.38| 8.02 | 7.65 |
| Maximum run time          | 4016.19| 3721.84| 432.85| 1182.44| 1063.16| 1616.56|

| Type 16c (130 polynomials) | A0   | B0   | A1   | B1   | A2   | B2   |
|---------------------------|------|------|------|------|------|------|
| Number failed             | —    | —    | 23   | 23   | 4    | 23   |
| Mean run time             | —    | —    | 133.29| 195.59| 115.38| 150.83|
| Median run time           | —    | —    | 10.50| 1.58 | 1.43 | 1.36 |
| Maximum run time          | —    | —    | 2502.06| 7949.19| 12432.12| 4368.25|

and there are now pronounced differences between the parameterizations, with A0 and B0 being the slowest and numbered A2 and B2 being the fastest.

As predicted, Type 16a polynomials are the fastest. For this type, the median is usually close to the mean and the maximum is not much larger, indicating this is a low-variance regime. Elsewhere, the median is smaller and the maximum is a lot higher, so the variance is greater.

### 8.5 Degree 18 over $\mathbb{Q}_2$

Using the pAdicExtensions package [9], we have generated all ramification polygons of totally ramified extensions $L/\mathbb{Q}_2$ of degree 18. These have vertices of the form

$$(1, J), (2, 0), (18, 0)$$

where the discriminant valuation is $18 + J - 1$. Note that these extensions are of the form $L/T/\mathbb{Q}_2$ where $T/\mathbb{Q}_2$ is the unique tame extension of degree 9 and $L/T$ is quadratic.

For each polygon, we have generated a set of polynomials generating all extensions with this ramification polygon, and run our algorithm on them all with parameterizations A0 to B2. There are 2046 polynomials in total.

Mean timings are given in Table 1. Note that the B parameterizations are far quicker than A as a result of using the RootOfUniformizer global model instead of Symmetric for $T/\mathbb{Q}_2$.  
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Table 5: Totally ramified Galois groups of degree 18 over $\mathbb{Q}_2$.

| $J$ | # | Groups |
|-----|---|--------|
| 1   | 2 | 433, 434 |
| 3   | 4 | 98, 101, 588, 592 |
| 5   | 8 | 433$^2$, 434$^2$, 588$^2$, 592$^2$ |
| 7   | 16 | 433$^4$, 434$^4$, 588$^4$, 592$^4$ |
| 9   | 32 | 45$^2$, 147$^2$, 512$^{14}$, 656$^{14}$ |
| 11  | 64 | 433$^8$, 434$^8$, 512$^{16}$, 588$^8$, 592$^8$, 656$^{16}$ |
| 13  | 128 | 433$^{16}$, 434$^{16}$, 512$^{32}$, 588$^{16}$, 592$^{16}$, 656$^{32}$ |
| 15  | 256 | 98$^2$, 101$^2$, 147$^4$, 588$^{62}$, 592$^{62}$, 656$^{124}$ |
| 17  | 512 | 433$^{32}$, 434$^{32}$, 512$^{64}$, 588$^{96}$, 592$^{96}$, 656$^{192}$ |
| 18  | 1024 | 45$^4$, 147$^{12}$, 512$^{252}$, 656$^{756}$ |
| Total | 2046 | 45$^6$, 98$^3$, 101$^3$, 147$^{18}$, 433$^{64}$, 434$^{64}$, 512$^{178}$, 588$^{189}$, 592$^{189}$, 656$^{1134}$ |

In Table 5 we give the number of polynomials for each ramification polygon (parameterized by $J$) and the count of the T-numbers of their Galois groups.

Noting that $L/T$ is Galois and $T/\mathbb{Q}_2$ has only the trivial automorphism, then $\text{Aut}(L/\mathbb{Q}_2) \cong C_2$ and so each $L/\mathbb{Q}_2$ has 9 conjugates inside $\mathbb{Q}_2$. The number of polynomials generated times 9 is equal to the number of extensions of degree 18 in $\overline{\mathbb{Q}_2}$, from which we deduce we have exactly one polynomial per isomorphism class.

8.6 Degree 20 over $\mathbb{Q}_2$

As in Section 8.5, we have generated all ramification polygons of totally ramified extensions $L/\mathbb{Q}_2$ of degree 20. For each we have produced a set of generating polynomials, 511,318 in total.

We have computed the Galois groups of all of these polynomials $F(x)$, which required several parameterizations of our algorithm to cover all cases. This also occasionally required computing $\text{Gal}(F/K)$ where $K = \mathbb{Q}_2(\sqrt[3]{2}, \zeta_3)$, for which we can compute a more efficient global model than $F/\mathbb{Q}_2$, at the expense of some more group theory computation.

By [18, Theorem 1] there are 259,968 isomorphism classes of such extensions $L/\mathbb{Q}_2$ so we have over-counted by a factor of about 2.

Average timings are given in Table II and counts of Galois groups are given in Table 6.
Table 6: Totally ramified Galois groups of degree 20 over $\mathbb{Q}_2$.

| # Groups | 511,318 |
| --- | --- |
| 16$^4$, 18$^8$, 19$^6$, 20$^8$, 42$^{18}$, 61$^3$, 68, 77$^{15}$, 80$^{15}$, 129$^{18}$, 131$^{90}$, 132$^{78}$, 137$^{90}$, 173$^{30}$, 186$^{120}$, 189$^{120}$, 194$^{180}$, 195$^{114}$, 196$^{180}$, 261$^{720}$, 282$^{90}$, 305$^{120}$, 306$^{105}$, 309$^{240}$, 312$^{48}$, 317$^{440}$, 330$^{45}$, 332$^{240}$, 338$^{140}$, 351$^{120}$, 406$^{630}$, 411$^{1440}$, 416$^{1440}$, 417$^{1440}$, 419$^{1440}$, 420$^{1440}$, 422$^{630}$, 434$^{720}$, 435$^{1440}$, 437$^{1440}$, 441$^{1440}$, 444$^{562}$, 448$^{720}$, 449$^{562}$, 451$^{85}$, 471$^{85}$, 472$^{225}$, 510$^{1920}$, 511$^{2880}$, 512$^{1920}$, 514$^{1920}$, 515$^{2880}$, 516$^{2880}$, 517$^{1920}$, 518$^{2880}$, 519$^{1920}$, 520$^{1920}$, 523$^{1920}$, 524$^{1920}$, 526$^{1396}$, 528$^{840}$, 529$^{1920}$, 530$^{1920}$, 632$^{11520}$, 633$^{11520}$, 634$^{11520}$, 678$^{255}$, 683$^{675}$, 847$^{5760}$, 850$^{5760}$, 851$^{5760}$, 854$^{5760}$, 906$^{42240}$, 910$^{122240}$, 911$^{134560}$, 946$^{161280}$ |

8.7 Degree 22 over $\mathbb{Q}_2$

As in Section 8.5, we have generated all ramification polygons of totally ramified extensions $L/\mathbb{Q}_2$ of degree 22, these have vertices of the form 

$$(1, J), (2, 0), (22, 0),$$

and for each we have produced a set of generating polynomials. Again, we have precisely one polynomial per isomorphism class, 8190 in total.

Timings with parameterizations B0 to B2 are given in Table 1 and counts of Galois groups are given in Table 7.

8.8 Degree 32 over $\mathbb{Q}_2$

Our algorithm can compute some non-trivial Galois groups of order 32. For example, consider $F(x) = x^{16} + 32x + 2$ which is Eisenstein with Galois group $16T1638$ of index $2^3$ in $C_2^d$. Using A2, we find the Galois group of $F(x^2)$ is $32T2583443$ of index $2^{10}$ in $C_2^{15}$. This took about 125 seconds, which breaks down as follows.

| Run time (seconds) | Share of run time |
| --- | --- |
| Start resolvent algorithm | 23.28 | 18.6% |
| Choose subgroup | 91.44 | 73.0% |
| Compute resolvent | 1.39 | 1.1% |
| Process resolvent | 6.84 | 5.5% |
| Other | 2.37 | 1.9% |
| Total | 125.32 | |

Here, “start resolvent algorithm” includes initially factorizing the polynomial, finding the extensions defined by the factors, finding their ramification filtrations, and computing a corresponding global model. “Choose
Table 7: Totally ramified Galois groups of degree 22 over $\mathbb{Q}_2$.

| $J$ | # Groups |
|-----|----------|
| 1   | 2 34, 35 |
| 3   | 4 34$^2$, 35$^2$ |
| 5   | 8 34$^4$, 35$^4$ |
| 7   | 16 34$^8$, 35$^8$ |
| 9   | 32 34$^{16}$, 35$^{16}$ |
| 11  | 64 6$^2$, 37$^{62}$ |
| 13  | 128 34$^{32}$, 35$^{32}$, 37$^{64}$ |
| 15  | 256 34$^{64}$, 35$^{64}$, 37$^{128}$ |
| 17  | 512 34$^{128}$, 35$^{128}$, 37$^{256}$ |
| 19  | 1024 34$^{256}$, 35$^{256}$, 37$^{512}$ |
| 21  | 2048 34$^{512}$, 35$^{512}$, 37$^{1024}$ |
| 22  | 4096 6$^4$, 37$^{4092}$ |
| Total | 8190 6$^6$, 34$^{1024}$, 35$^{1024}$, 37$^{6136}$ |

“subgroup” means time spent by the subgroup choice algorithm choosing a subgroup $U \leq W$ from which to form a resolvent. “Compute resolvent” is the time spent computing a resolvent $R(x)$ given an invariant for the subgroup $U$. “Process resolvent” is the time spent by the group theory algorithm deducing information about the Galois group from a resolvent, and so in particular includes finding the degrees of the factors of the resolvent and computing maximal preimages. “Other” is everything else, including initialing the group theory algorithm and computing invariants.

This used 104 resolvents in total: 82 of degree 2, 9 of degree 4, 7 of degree 8, 2 of degree 16 and 4 of degree 32. The maximum complex precision used was 4056 decimal digits.

The run time is dominated by time spent choosing subgroups $U \leq W$, suggesting that this should be the focus for future improvement. The next most dominant part is time spent starting the resolvent algorithm, but this part is essentially independent of the Galois group. Very little time is spent actually computing resolvents, which is perhaps surprising given that this is the part spent using complex embeddings of global models.

### 8.9 A special case of SinglyWild

We have implemented SinglyWild in the special case $p = 2$ for totally wildly ramified extensions $L/K$ which are Galois. Hence $\text{Gal}(L/K) \cong C_2^k$ where $(L : K) = p^k$.

We now define three more parameterizations C0, C1 and C2 which are the same as B0, B1 and B2 except that the Symmetric global model on the wild part is replaced by SinglyWild.

It is well-known (e.g. [21] Ch. IV, §2, Prop. 7) that for such an
Table 8: Mean run times for a selection of parameterizations on polynomials defining fields of the form $L/U/\mathbb{Q}_2$ where $U/\mathbb{Q}_2$ is unramified and $L/U$ is singly wildly ramified with Galois group $C_2^k$. At degree 32, there were four polynomials which did not succeed due to a bug in Magma; these are not included in the mean.

| Deg |  |  | Run time (seconds) |
|-----|---|---|-------------------|
|     | A0 | B0 | C0 | A1 | B1 | C1 | A2 | B2 | C2 |
| 8   | 2  | 4  | 0.53 | 0.56 | 0.61 | 0.57 | 0.57 | 0.66 | 0.62 | 0.58 | 0.68 |
| 12  | 2  | 28 | 2.36 | 2.34 | 0.71 | 3.41 | 3.73 | 0.64 | 4.57 | 4.79 | 0.66 |
| 16  | 2  | 140 | × | × | 1.23 | 80.02 | 23.27 | 0.95 | × | × | 0.98 |
| 24  | 3  | 8  | × | × | 12.55 | × | × | 12.75 | × | × | 12.42 |
| 32  | 3  | 120 | — | — | 40.49 | — | — | 31.34 | — | — | 23.68 |

For example when $k = 2$ and $(U: \mathbb{Q}_2) = 4$, then the global model in C0 gives the overgroup $W = C_2^2 \wr C_4$ of order $2^{10}$, which is somewhat smaller than the overgroup $W = S_4 \wr C_4$ of order $2^{14} \cdot 3^4$ from B0.

We have run our algorithm with the 9 parameterizations A0 to C2 on these polynomials. Mean timings are given in Table 8.

Except at degree 8, the C parameterizations are by far the quickest.
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