Parijoto Fruits Classification using K-Nearest Neighbor Based on Gray Level Co-Occurrence Matrix Texture Extraction
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Abstract. Parijoto fruit is a typical fruit that grows around Muria Mountain, Kudus Regency and Mount Merapi in Yogyakarta, Indonesia. This fruit has many health benefits, especially for pregnant women. This fruit production is not much because of its limited growth around Mount Muria. So parijoto fruit is made into powder drink products and syrup, so that it can be consumed in a longer period of time and not only during the harvest. To get a good processed product requires good quality ingredients. Parijoto fruit needs to be sorted and classified. Current technology allows classification to be done by digital image processing. The Gray Level Co-occurrence Matrix (GLCM) method is proposed to extract the texture features from the parijoto fruit and then classify them using the K-Nearest Neighbor (KNN) method. GLCM can describe a spatial linear relationship of the frequency at which gray values are determined by other gray values in one area of investigation. It can simply use the statistical approach of appearance or histogram of the image matrix. In this way, information will be easily relative position of neighboring pixels that are suitable for the classification process using KNN. KNN was chosen because this method was proven to be used for relatively few datasets, but a normalization process was needed to increase accuracy. Based on the results of the implementation of the GLCM and KNN methods for parijoto fruit classification the classification accuracy was 80%.

1. Introduction
Parijoto Fruit is one of the typical fruits that grow around Muria Mountain, Kudus Regency and Mount Merapi in Yogyakarta, Indonesia. Parijoto fruit has a sour and bitter taste that has the benefits of fruit and leaves. Parijoto fruit contains nutrients that are good for pregnant women to consume for fertility. Parijoto fruit and leaves can also be used as a drug for thrush, sore throat, antibacterial, and diarrhea because they contain antimicrobial activity against Escherichia coli and Staphylococcus aureus[1,2]. So that Parijoto fruit can be consumed in a longer period of time, much Parijoto fruit is processed to be made into powder drink products or in the form of syrup. With the processing of Parijoto fruit and its limited number, the economic value of Parijoto fruit is quite high and is used as a source of income for the local community around Mount Muria. The quality of the Parijoto fruit will affect the quality of the product, so the Parijoto fruit needs to be sorted by quality to get good product quality.

Current technology can be used to help humans classify fruit quality[3–5] and of course, it can also be implemented on Parijoto fruit. Some classification methods that are widely applied in digital image processing such as K-Nearest Neighbor (KNN)[5–8], Support Vector Machine (SVM)[9–11], and Naïve Bayes (NB)[12,13]. Of the several classification methods, KNN is a relatively simplest method and has several advantages, which can overcome the probability density, consolidate the calculation results by
determining the number of neighbors (k) and still powerful for calculations with few parameters[5,6,14,15]. While SVM can work effectively in a high-dimensional space, but can efficiently memory because it uses a subset of training points and uses several kinds of kernels [9]. Whereas Naïve Bayes works with superior probability methods without the need for numerical optimization and can be used in a variety of binary, polynomial or other data set types. [12,15].

To carry out the classification process, image features that are extracted are needed first. One method of feature extraction that is widely used in various studies is the Gray Level Co-occurrence Matrix (GLCM)[7–10,16–19]. GLCM is an extraction feature of image textures that is very powerful for use in the image classification process. GLCM can describe a spatial linear relationship of the frequency at which gray values are determined by other gray values in one area of investigation. It can simply use the statistical approach of appearance or histogram of the image matrix. In this way, information will be easily relative position of neighboring pixels which is useful for the classification process later[16]. Classification using the KNN method by extracting GLCM features in various objects in digital images has been proven to have very good accuracy [4,5,7,8,20]. KNN is suitable because it is effective in the classification of a few data sets, but to produce optimal accuracy the data set must be preprocessed for data normalization[15]. So in this research, the KNN method will be applied to classify the GLCM features from the Parijoto fruit image data set. The results of the verification will be measured by a confusion matrix to determine the accuracy of the image classification.

2. Research Method

In this study, the image of parijoto fruit was classified into three different classes, namely good, defect, and rotten. The image is first acquired and then labeling is carried out based on three conditions.

Figure 1. Research method

The next step is preprocessing which consists of resizing and converting to grayscale to normalize. The image data is then divided into two, namely training data and test data. The next step is to convert all
images to grayscale. Then the image texture feature is extracted using the GLCM method. The results of the extraction of the training data feature are used to train the system, while the results of the extraction of the data testing feature are used to test the system using the KNN classifier. Finally, to calculate the level of accuracy used confusion matrix. Fig. 1 describes the method used in this study.

2.1. Image Acquisition and Labelling
At this stage, the image was acquired by taking the image of the Parijoto using the Samsung Galaxy J7 Prime's smartphone camera with a resolution of 13 megapixels. The number of images taken was 105 images which consisted of 35 images of Parijoto fruits each in good condition, defect condition, and rotten condition. Fig. 2 is a sample of Parijoto fruit in different conditions.

![Figure 2](image.png)

Figure 2. Parijoto fruit {(a) good condition (b) rotten condition (c) defects conditions}

2.2. Preprocessing
At this stage the image is resized using the imresize() function on Matlab, the image is resized to 480 × 480 pixels. The results of the resize process are then converted to a grayscale image with the rgb2gray() function. The sample image conversion results are in Fig. 3. After the entire image has been finished processing, the image is divided into two data groups, namely 75 training data and 30 testing data.

![Figure 3](image.png)

Figure 3. Sample of preprocessing results

2.3. GLCM Extraction
GLCM is one of the methods of feature extraction in texture and is included in the second-order statistics as a technique for obtaining values by calculating the probability of a neighboring relation of two pixels at a specified distance (d) and angle (θ) as shown in Fig. 4. The features taken are contrast, correlation, energy, and homogeneity[3,5,19].

![Figure 4](image.png)

Figure 4. The angle of GLCM extraction

Contrast is a calculation that relates to the amount of diversity of grayscale intensity in the image, contrast can be calculated with the formula (1).
\[ \text{corr} = \sum_{x} \sum_{y} (x - \mu_x) (y - \mu_y) \frac{p(x, y)}{\sigma_x \sigma_y} \]  

(2)

Energy can determine the intensity of gray with a certain concentration of pairs in the image matrix, energy can be calculated by the formula (3).

\[ \text{corr} = \sum_{x} \sum_{y} p(x, y)^2 \]  

(3)

Homogeneity is the number of gray levels that will get higher if the uniform and inverse GLCM are high, homogeneity can be calculated by the formula (4).

\[ \text{corr} = \sum_{x} \sum_{y} \frac{p(x, y)}{1 + |x - y|} \]  

(4)

Where \( x \) is the row value in the co-occurrence matrix; \( y \) is the column value in the co-occurrence matrix; \( p(x, y) \) are row (x) and column (y) values in the co-occurrence matrix; \( \mu_x \) is the average value of the line (x) calculated by \( \sum_{x} \sum_{y} x p(x, y) \); \( \mu_y \) is the average column value (y) calculated by \( \sum_{y} \sum_{x} y p(x, y) \); \( \sigma_x \) is the variance in the matrix (x) which can be calculated with \( \sqrt{\sum_{x} \sum_{y} (x - \mu_x)^2 p(x, y)} \); \( \sigma_y \) is the variance in the matrix (y) which can be calculated with \( \sqrt{\sum_{x} \sum_{y} (y - \mu_y)^2 p(x, y)} \). From the extraction, results are used as data to be classified at a later stage.

### 2.4. KNN Classification

Image classification is the stage where the process of grouping image types based on their class of training image data that has been known to extract texture results using GLCM with input from test sample image data. The KNN algorithm is used to classify the image/data ready for testing based on the training data image which is a reference of the KNN algorithm to determine the class of test data images using k values. The k value is a reference to the number of closest neighbors in determining the type of class in the test data image. The training image data and test image data are in the form of GLCM calculation results. After determining the k value, then do the distance calculation to determine the proximity of the sample training image data and test image data. Proximity distance calculation can use Euclidean Distance which can be calculated with the formula (5).

\[ d(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \]  

(5)

Where \( d \) = distance; \( x \) = training data; \( y \) = testing data; \( i \) = number of nearest neighbors; and \( n \) = number of images

### 2.5. Confusion Matrix Accuracy Measurement

The level of accuracy is the result of determining image classification data based on classifications. Calculation of the accuracy test can be done with the Confusion Matrix can be written using the formula (6).
\[ acc = \frac{TP + TN}{TP + FN + FP + TN} \times 100\% \]  

(6)

Where TP is a number of true positives; TN is a number of true negatives; FN is a number of false positives; FP is a number of false negatives.

3. Implementation and Results

At this stage, the image classification is carried out according to the proposed method where the image is extracted by the GLCM method. The resulting features are contrast, correlation, energy and homogeneity at angles 0°, 45°, 90°, 135°. As for the classification process, the KNN method is used with values K = 1, 3, 5, 7, and 9. From the classification results, the best accuracy value obtained is 80% at an angle of 90°. In detail, the results of the GLCM feature extraction for each angle with a value of K = 1 are presented in Fig. 5 to Fig. 8.

Figure 5. GLCM extraction results in 0° where K=1

Figure 6. GLCM extraction results in 45° where K=1
Figure 7. GLCM extraction results in 90° where K=1

Figure 8. GLCM extraction results in 135° where K=1

Actually, the GLCM method can produce five features, one feature that is not used is entropy, this feature is not used to speed up the computing process because in some studies these features are not used and in research conducted by Irawan et al.[6] evidenced the results of image classification without entropy features do not have a significant effect. In Fig.5 to Fig. 7 presented a GLCM feature value of 75 training images, where image no 1-25 image of parijoto fruit with good condition (T1), image no. 26-50 are parijoto fruit images with rotten conditions (T2) and image no 51-75 are parijoto fruit with a defective condition (T3). While the results of the classification test are presented in Table 1.

Table 1. Classification results

| Image   | Target results | Classification θ results |
|---------|----------------|--------------------------|
|         |                | 0° | 45° | 90° | 135° |
| T1 (1).jpg | Good          | Good | Good | Good | Good |
| T1 (2).jpg | Good          | Good | Good | Good | Good |
| T1 (3).jpg | Defect        | Defect | Defect | Defect | Defect |
| T1 (4).jpg | Good          | Defect | Good | Good | Good |
The results presented in Table 1 are then calculated using a confusion matrix. Confusion matrix calculations are performed at each angle 0˚, 45˚, 90˚, 135˚.

Table 2. Confusion matrix results on 0˚

| Target Results | Good | Rotten | Defect |
|----------------|------|--------|--------|
| Good           | 5    | 1      | 4      |
| Rotten         | 0    | 10     | 0      |
| Defect         | 0    | 4      | 6      |

Then the accuracy value obtained from Table 2 is $Acc = \frac{5+10+6}{30} \times 100\% = 70\%$

Table 3. Confusion matrix results on 45˚

| Target Results | Good | Rotten | Cacat |
|----------------|------|--------|-------|
| Good           | 6    | 1      | 3     |
| Rotten         | 0    | 10     | 0     |
| Defect         | 1    | 4      | 5     |

Then the accuracy value obtained from Table 3 is $Acc = \frac{6+10+5}{30} \times 100\% = 70\%$
Table 4. Confusion matrix results on 90°

| Target Results | Good | Rotten | Defect |
|----------------|------|--------|--------|
| Good           | 8    | 1      | 1      |
| Rotten         | 0    | 10     | 0      |
| Defect         | 0    | 4      | 6      |

Then the accuracy value obtained from Table 4 is \( Acc = \frac{8+10+6}{30} \times 100\% = 80\% \)

Table 5. Confusion matrix results on 135°

| Target Results | Good | Rotten | Defect |
|----------------|------|--------|--------|
| Good           | 6    | 3      | 1      |
| Rotten         | 0    | 10     | 0      |
| Defect         | 0    | 4      | 6      |

Then the accuracy value obtained from Table 4 is \( Acc = \frac{6+10+6}{30} \times 100\% = 73.33\% \)

4. Conclusions

This research implements the GLCM and KNN methods to classify parijoto fruit. Parijoto fruit with good quality has a smoother texture compared to parijoto fruit that is noted or rotten, therefore the GLCM method was chosen. While the KNN Method is sufficient with a little training data. Based on the results of implementation and testing, this method has an accuracy rate of 80%, this accuracy is good enough, but in subsequent studies, it can be combined with color feature extraction to optimize accuracy.
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