Self Regulated Learning Mechanism for Data Efficient Knowledge Distillation
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Abstract—Existing methods for distillation use the conventional training approach where all samples participate equally in the process and are thus highly inefficient in terms of data utilization. In this paper, a novel data-efficient approach to transfer the knowledge from a teacher model to a student model is presented. Here, the teacher model uses self-regulation to select appropriate samples for training and identifies their significance in the process. During distillation, the significance information can be used along with the soft-targets to supervise the students. Depending on the use of self-regulation and sample significance information in supervising the knowledge transfer process, three types of distillations are proposed - significance-based, regulated, and hybrid, respectively. Experiments on benchmark datasets show that the proposed methods achieve similar performance as other state-of-the-art methods for knowledge distillation while utilizing a significantly less number of samples.

I. INTRODUCTION

Deep learning models have shown remarkable performance in several fields such as image classification [1], object detection [2], etc. However, deploying them on edge devices such as mobile phones and an on-board computer is not feasible due to their larger memory footprint. Therefore several methods have been proposed in the literature to address model compression without compromising generalization performance. Based on their assumption about knowledge representation, the methods can be divided into model compression-based methods and knowledge distillation based methods.

Model compression-based methods assume that knowledge is contained in the model’s weights and reduce the redundancies present in deep models. LeCun introduced neural network pruning in his paper on Optimal Brain Damage [3]. Various other methods for compressing neural networks have been proposed in the literature [4]–[8]. Model compression-based methods involve iterative pruning and fine-tuning of networks and are often time-consuming processes.

On the other hand, knowledge distillation based methods assume that the knowledge of a model is captured in its intermediate activations and outputs. Hence, smaller models known as students receive supervision from larger models called teachers and the ground truths. The probabilities assigned by the teacher to the incorrect classes constitute ‘dark knowledge,’ and it has been shown to improve the generalization ability of student models [9]. Based on the type of knowledge being transferred, knowledge distillation methods fall into one of two families - response-based and feature-based. Response based methods [9]–[12] transfer the knowledge from the teacher to the student by matching the outputs of their last layers, whereas feature-based methods [13]–[15] supervise the students by matching the activations of the intermediate layers of the teacher and the student models. [9] uses the original training data to perform distillation, [10]–[12], [16] propose methods to construct synthetic samples for distillation. These methods are based on the conventional way of training models where all the samples participate equally in learning the input-output mapping. Due to their inability to discriminate between samples based on their importance towards learning, these methods are very inefficient in terms of data usage and require large amounts of data.

However, in machine learning literature, it has been shown that metacognitive neural network achieve better generalization by employing self-regulation to select appropriate training samples for learning from stream-of-training data [17]–[19]. The heuristic strategies help in accounting for the different levels of knowledge present in different samples resulting in improved overall generalization and data-efficiency.

In this work, we address the data-efficiency issue of current state-of-the-art distillation methods by employing self-regulation. The teacher network uses an adaptive threshold to maximize the inter-class posterior probability difference during training. In this process, the samples on which it learns faster get filtered out from further training. The participation of each sample in training is monitored and is used to compute its significance value, which is a measure of its contribution to the teacher model’s knowledge. During knowledge transfer, the student model’s learning is driven by applying the computed sample significance information (sample significance based distillation), or by self-regulation alone (regulated distillation), or by a combination of both (hybrid distillation). The proposed methods (summarized in Figure 1) are data-efficient as they utilize significantly fewer training samples than other methods for knowledge distillation. The proposed distillation methods are evaluated on three benchmark data sets - MNIST, Fashion-MNIST, and CIFAR10. The results establish the data efficacy of the proposed distillation methods and their competitive performance with current state-of-the-art results reported in
the literature.

The main contributions of the paper is summarized below:

- For the first time in distillation literature, the data-efficiency issue is addressed.
- Self-regulation is proposed as a technique to improve data-efficiency as it accounts for the different levels of knowledge present in different samples.
- Three types of data-efficient approaches for knowledge transfer are proposed - sample significance based, regulated and hybrid. In sample significance based distillation, the significance information computed during teacher training is used to guide the student model’s learning. In regulated distillation, the student model employs self-regulation to learn from the soft targets produced by the teacher. In the hybrid strategy, both the above mechanisms are combined to guide the student.
- The proposed distillation schemes are evaluated on the benchmark datasets - MNIST, Fashion-MNIST, and CIFAR10. The proposed methods achieve similar or slightly better generalization performance than the current state-of-the-art distillation methods while utilizing much less data samples in the process.

II. RELATED WORKS

The idea of distillation was proposed in [20] and gained momentum in [9]. The student model is found to generalize better if supervised by the soft targets obtained at a high temperature from a bigger teacher model instead of the conventional way of training. This provides an easy method for transferring most of the generalization capacity of larger models to smaller models. Research in distillation is motivated by this observation. Apart from model compression, distillation has been successfully used in other applications as well. Recently, distillation has been applied in face recognition [21], cross-modal hashing [22] and collaborative learning [23]. Several methods have been proposed for distillation and, a comprehensive review is provided in [24].

A. Knowledge Distillation

[20] was one of the first papers to be proposed in knowledge distillation literature. It proposed to use the original training data as the transfer set for distillation. In addition to learning from the ground truths, the student also receives supervision from the teacher model in the form of soft targets computed at a high softmax temperature. Subsequently, [10], [12], [16] proposed methods for knowledge transfer wherein the transfer set was not available. [10] models the softmax space of the teacher network using a Dirichlet distribution and constructs synthetic data instances by inverting samples drawn from this distribution. [12] uses the teacher model as a fixed discriminator and trains a generator to produce synthetic samples. [16] relies on the availability of activation statistics of the teacher model and uses these as metadata for constructing a synthetic transfer set through inversion. In these works, a synthetic transfer set is constructed from the teacher model and it is used for knowledge transfer. The process of distillation is the same as in [9]. [25] proposed a conditional distillation mechanism. It incorporates the fact that the teacher model can sometimes be wrong in its predictions and only in that case the student must learn from the ground truths.

[13] propose to guide the feature extraction process in students by using supervision from intermediate layers of a teacher model. In case the output sizes of the layers involved in the transfer process do not match, a learnable convolutional regressor network is used to match the sizes. [14] propose to transfer the activations of the hidden neurons rather than the actual response values. They show that the generalization ability is better encoded by the decision boundaries formed by the hidden neurons rather than the actual response magnitudes. [15] propose to transfer knowledge between teacher and student models by matching their attentions instead of activations. They define different types of attentions for CNNs. These are computed at certain layers for the teacher and student models and are matched by minimizing the $L_p$ norm of their difference.

[26] propose to use the same network as the teacher and the student models and name the process as self distillation. The model from the previous epoch is used as the teacher. The proposed work is different from self distillation methods as teacher and student models are different networks of different sizes. Hence, self distillation methods are not used as baselines for comparison.

B. Self Regulation

In the conventional deep neural network training and knowledge distillation methods, all the training samples participate equally in capturing the input-output relationship. However, in machine learning literature, it has been shown that regulating the sample participation during training can lead to better generalization [17]–[19]. The conventional method for training disregards the relative importance of each sample in the dataset towards the knowledge of the model. Different samples contain different levels of knowledge. For example, some portions of a book are easier to grasp than others. The reader spends more time on those portions that he finds difficult and less on those portions that he finds easy. Self-regulation emulates this aspect of human learning in neural network training. In this way, the self-regulated learning process is much more efficient in terms of data usage than the conventional training method.

III. METHODS

In this section, the underlying mathematical and algorithmic details of the proposed data efficient knowledge distillation methods are described.

A. Self-Regulated Training and Sample Significance Computation

1) Self-Regulated Teacher Training: Training is made more data-efficient by controlling the participation of samples on which the model is able to learn faster. For this purpose, the regulation strategy proposed in [27] is modified.
While employing self-regulation, the model need not learn on a sample again if it is already too confident on it. So the model is able to distinguish between easy and hard samples based on an epoch dependent threshold and discards the easy samples from the process. In this way, the model learns to focus more on the difficult samples (which contribute more to its knowledge) than easy ones. The self-regulation process is explained below.

Given a dataset \( \mathbb{D} \) containing labeled samples \((x, y)\) and a model \(M\), the following quantities are monitored for all samples in all epochs \(N\):

- The predicted label, \(\hat{y}\):
  \[\hat{y} = \arg \max_x M(x)\]
- The difference between the maximum and the second maximum predicted probabilities, \(\delta\):
  \[\delta = \max_x M(x) - \max\{s \in M(x), s \neq \max M(x)\}\]

As the model learns to classify properly, the difference \(\delta\) gradually increases with the number of epochs \(n\). A sample is included in training if the predicted class is incorrect or if \(\delta\) is less than an epoch dependent adaptive threshold, \(\eta\). \(\delta\) will increase faster for easy samples compared to difficult samples. The purpose of the epoch dependent threshold function \(f(n)\) is to filter out such samples from training. Since \(\delta\) is the difference between the maximum and the second maximum probabilities, it is in the range \([0, 1]\). So the function \(f(n) : \mathbb{N} \rightarrow [0, 1]\) must be an increasing function of \(n\). So \(f(n) = 1 - \exp(-\alpha n)\) is chosen as threshold predictor, where \(\alpha\) is a hyperparameter. It maximizes the difference in the predicted posterior probabilities by allowing samples with a smaller growth rate of \(\delta\) to participate more in training. The method is shown in Figure 2.

2) Computation of Sample Significance: As explained earlier, all the samples in the dataset will not contribute equally to the knowledge of the model. The training process must distinguish samples accordingly to enhance generalization ability of the model. Self-regulation introduced in the previous subsection is a method of doing this. In the conventional training scheme, all the samples present in the dataset \(\mathbb{D}\) participate equally. That is, if the model is trained for \(N\) epochs, then each sample participates exactly \(N\) times in the training. However, with self-regulation, each sample participates \(\leq N\) times in the process, with the difficult ones participating more often than the easy ones. In such a scheme, the number of times a sample participates in the training process can be seen as a measure of its contribution to the knowledge of the model.

The significance of a sample is defined its class-wise min-max normalized participation. It is a number between 0 and 1. Let the significance of a sample be denoted by \(\hat{n}\) and the number of times it participates in the training be \(n\). Let \(S_i\) denote the subset of samples in the dataset \(\mathbb{D}\) that belong to the class \(i\) out of a total of \(C\) classes. That is,

\[S_i = \{x | (x, y) \in \mathbb{D}, \text{ and } y = i, i \in \{0, 1, ..., C - 1\}\} \quad (1)\]

For a given sample \((x, y)\), the significance \(\hat{n}\) is defined by:

\[\hat{n} = \frac{n - \min_{x \in S_i} n}{\max_{x \in S_i} n - \min_{x \in S_i} n} \quad (2)\]

The sample significance information is computed during the self-regulated training of the teacher model. It serves as a measure of the importance of the sample to the teacher’s knowledge and is used during distillation to transfer the different levels of knowledge present in the different samples.

The self-regulated teacher training and the sample significance computation processes are described in algorithms 1 and 2 respectively.

B. Data Efficient Distillation Methods

1) Sample Significance Based Knowledge Distillation: In conventional knowledge distillation, the soft targets computed from the teacher model at a temperature \(\tau\) are used. Given a teacher network \(T\) parametrized by \(\theta_T\) and a student network \(S\) parametrized by \(\theta_S\), distillation minimizes the following objective over all samples \((x, y)\) in the transfer set \(\mathbb{D}\):

\[\eta = f(n) = 1 - \exp(-\alpha n)\]

\[n = 0, 1, 2, \ldots, N - 1\]
Algorithm 1 Teacher model training with self-regulation

Input: Teacher network $T$, with parameters $\theta_T$ (without output softmax), dataset $\mathcal{D} = \{(x_i, y_i)\}_{i=1}^t$, epochs $N$, parameter $\alpha$ for self-regulation

Output: Parameters of trained Teacher network $\theta_T$, array of sample participations $\nu$, size of $\nu$ is same as $|\mathcal{D}| = t$

1: Initialize participations $\nu$
2: for $k$ in range($t$) do
3: $\nu[k] = 0$
4: end for
5: Train teacher and record participations
6: for $i$ in range($N$) do
7: $\eta = 1 - \exp(\alpha i)$
8: for $j$, $(x, y) \in \text{enumerate}(\mathcal{D})$ do
9: $z_T = T(x)$
10: $\hat{y}_T = \text{softmax}(z_T)$
11: $\hat{y} = \arg\max y_T$
12: compute $\delta$ from $y_T$
13: if $\hat{y} \neq y$ or ($y == y$ and $\delta < \eta$) then
14: $L = L_{CE}(y, \hat{y})$
15: update teacher’s parameters: $\theta_T' = \theta_T - \nabla_{\theta_T} L$
16: $\theta_T = \theta_T'$
17: $\nu[j] = \nu[j] + 1$
18: else
19: continue
20: end if
21: end for
22: end for
23: return $\theta_T, \nu$

Algorithm 2 Computation of Sample Significance

Input: Sample Participation Statistics recorded during teacher training $\nu$, The Dataset $\mathcal{D} = \{(x_i, y_i)\}_{i=1}^t$ for which the participation is recorded. Dataset $\mathcal{D}$ has a total of $C$ classes labeled as $0, 1, ..., C - 1$

Output: Sample significance vector $\hat{\nu}$. The sizes of $\hat{\nu}, \nu$ and $\mathcal{D}$ are the same.

1: for $i$ in range($t$) do
2: $(x, y) = \mathcal{D}[i]$
3: $n = \nu[i]$
4: compute $\hat{n}$ from equation (2)
5: $\hat{\nu}[i] = \hat{n}$
6: end for
7: return $\hat{\nu}$

$$L = \sum_{(x,y) \in \mathcal{D}} L_{KD}(S(x, \theta_S, \tau), T(x, \theta_T, \tau)) + \lambda L_{CE}(\hat{y}_S, y)$$ (3)

where, $L_{KD}$ is the distillation loss which is minimized at a temperature $\tau$. It can be the cross entropy loss for classification or the $L_2$ loss for regression. $L_{CE}$ is the cross entropy loss which is minimized at a temperature of $1$. $\hat{y}_S$ is the prediction of the student network on the sample $x$ and $\lambda$ is a hyperparameter to balance the two losses.

In sample significance based distillation, the sample significance information computed above is used to direct the student model’s learning along with the soft targets. The loss function thus becomes sample specific and accounts for the different levels of knowledge to be transferred from the teacher model for the different samples in the dataset. The loss incurred on each sample is scaled by its significance computed during teacher training. For sample significance based distillation, the sample significance $\hat{n}$ is also included as a part of the dataset. The loss function is given by:

$$L_{new} = \sum_{(x,y,\hat{n}) \in \mathcal{D}} \hat{n} L_{KD}(S(x, \theta_S, \tau), T(x, \theta_T, \tau)) + \lambda \hat{n} L_{CE}(\hat{y}_S, y)$$ (4)

In this distillation process, the student receives maximum guidance from the teacher - in the form of soft targets and the sample significance information. As the teacher model is of larger capacity than the student model, it is expected that the samples which were difficult for the teacher will be difficult for the student model as well. So the student must put more focus on such samples during the knowledge transfer process.

2) Regulated Knowledge Distillation: The student model is trained by using the self-regulation strategy proposed in the first subsection but it does not use the sample significance information. In this scheme, the student model is given freedom to discriminate between the samples on its own through self-regulation just like the teacher model. The student model may find a different set of easy and difficult samples compared to the teacher model. The teacher is used to supervise the student through soft targets just like in conventional distillation [9].

3) Hybrid Knowledge Distillation: The student model is trained by using the sample significance information as well as by using the proposed self-regulation strategy. In this scheme, two effects are taking place simultaneously. The student model is trying to learn independently through self-regulation and at the same time it receives additional guidance in the form of sample significance information to focus more on the samples that the teacher model found tough during its training. Algorithm 3 shows the implementation of these distillation methods. The distillation methods are summarized in Figure 1.

IV. EXPERIMENTS

This section describes the implementation of the proposed algorithms. The generalization performance and sample efficiency of the proposed methods are evaluated. The MNIST,
Algorithm 3 Distillation Algorithms

Input: Pre-trained Teacher network \( T \), Student network \( S \) with parameters \( \theta_S \) (without output softmax), dataset \( \mathbb{D} = \{(x_i, y_i)\}_{i=1}^N \), epochs \( N \), parameter \( \alpha \) for self-regulation, temperature \( \tau \) for distillation, hyperparameter \( \lambda \), distillation mode - significance, regulated, hybrid, sample significance information (in case of significance based distillation) \( \hat{v} \)

Output: Parameters of trained Student network \( \theta_S \)

1: for \( i \) in range(\( N \)): do
2: \( \eta = 1 - \exp(\alpha i) \)
3: for \( j, (x, y) \in \text{enumerate}(\mathbb{D}) \): do
4: \( z_T, z_S = T(x), S(x) \)
5: \( \hat{y}_T, y_S = \text{softmax}(z_T/\tau), \text{softmax}(z_S/\tau) \)
6: \( \hat{y}_S = \text{softmax}(z_S) \)
7: \( \hat{y} = \arg \max y_S \)
8: compute \( \delta \) from \( y_S \)
9: \( \hat{n} = \hat{v}[j] \)
10: if mode == regulated: then
11:   if \( \hat{y} \neq y \) or (\( \hat{y} == y \) and \( \delta < \eta \)): then
12:     \( L = L_{KD}(\hat{y}_T, \hat{y}_S) + \lambda \hat{n} L_{CE}(y, y'_S) \)
13:     update student’s parameters:
14:     \( \theta'_S = \theta_S - \nabla \theta_S L \)
15:     \( \theta_S = \theta'_S \)
16:   else
17:     continue
18: end if
19: if mode == significance: then
20:     \( L = \hat{n} L_{KD}(\hat{y}_T, \hat{y}_S) + \lambda \hat{n} L_{CE}(y, y'_S) \)
21:     update student’s parameters:
22:     \( \theta'_S = \theta_S - \nabla \theta_S L \)
23:     \( \theta_S = \theta'_S \)
24: end if
25: if mode == hybrid: then
26:   if \( \hat{y} \neq y \) or (\( \hat{y} == y \) and \( \delta < \eta \)): then
27:     \( L = \hat{n} L_{KD}(\hat{y}_T, \hat{y}_S) + \lambda \hat{n} L_{CE}(y, y'_S) \)
28:     update student’s parameters:
29:     \( \theta'_S = \theta_S - \nabla \theta_S L \)
30:     \( \theta_S = \theta'_S \)
31:   else
32:     continue
33: end if
34: end for
35: return \( \theta_S \)

FashionMNIST, and the CIFAR10 datasets are used for the experiments. The batch size is set to 512, the distillation temperature \( \tau \) is set to 20, the normal temperature is set to 1, the hyperparameter \( \lambda \) is set to 0.3. The Adam optimizer [28] is used to train the models. Models are evaluated at the normal temperature. The algorithms are evaluated based on their accuracy on the test set. All implementations are done in pytorch. Two NVIDIA GeForce RTX 2080Ti cards are used for the experiments. The following sections describe the experiments and the results.

A. Self-Regulated Teacher Training and Data Efficient Distillations

1) Training Teacher Model with Self-Regulation: First, the teacher models are trained. The results are shown in Table 1. Conventionally training the models is equivalent to setting \( \alpha = \infty \) in algorithm 1. It is observed that the self-regulated training performs comparably to the conventional method of training. In the Fashion-MNIST case, the self-regulated training performs better than the conventional training method for all values of \( \alpha \) considered.

2) Distillation Results on MNIST: It is a dataset of handwritten digits. Each sample is a 28 x 28 grayscale image. The training set has 60000 labeled samples and the test set has 10000 labeled samples. Lenet-5 model [29] is used as the teacher network and Lenet-5 half model as the student network. The models are trained for 200 epochs. The teacher model is trained with a learning rate of 0.001 and \( \alpha = 0.02 \) at the normal temperature. A learning rate of 0.01 is used for distillation. The same value of \( \alpha \) is used in the ‘regulated’ and ‘hybrid’ distillation processes. Table 2 compares the results of the proposed methods against other response based knowledge distillation methods available in the literature.
3) Distillation Results on FashionMNIST: It is a dataset of 10 fashion items. Each sample is a 28×28 grayscale image. The training set has 60000 labeled samples and the test set has 10000 labeled samples. Lenet-5 model [29] is used as the teacher network and Lenet-5 half model as the student network. The models are trained for 200 epochs. The teacher model is trained with a learning rate of 0.001 and α = 0.04 at the normal temperature. A learning rate of 0.01 is used for distillation. The same value of α is used in the ‘regulated’ and ‘hybrid’ distillation processes. Table 3 compares the results of the proposed methods against other response based knowledge distillation methods available in the literature.

4) Distillation Results on CIFAR10: It is a dataset of 10 items as classes and each class contains 6000 samples. Each sample is a 32×32 colour image. The training set contains 50000 labeled samples and the test set contains 10000 labeled samples. Alexnet [1] model is used as the teacher network and Alexnet half model as the student network. The models are trained for 1000 epochs. The teacher model is trained with a learning rate of 0.001 and α = 0.04 at the normal temperature. A learning rate of 0.001 is used for distillation. The same value of α is used in the ‘regulated’ and ‘hybrid’ distillation processes. Table 4 compares the results of the proposed methods against other response based knowledge distillation methods available in the literature.

On simpler datasets such as MNIST, there isn’t much difference in performance across the distillation methods. On more realistic datasets like CIFAR10, hybrid distillation might perform slightly better than others. Regulated and hybrid distillations are expected to perform better on realistic scenarios because the student model is given the freedom to discriminate between the samples from the dataset through self-regulation. In this way, it can learn in a better way. The proposed methods perform better than most of the state-of-the-art methods (Tables 2-4). However, [9] performs better than the proposed methods because it uses all the samples available in the dataset. The advantage of the proposed methods is that they do not use all the samples. They are highly efficient in terms of data usage, as explained in the next section.

B. Evaluation of Sample Efficiency

To establish the data efficiency of the proposed self-regulated training method, the sample significance ˆn extracted during teacher training is visualized as a histogram for each class. Figures 3-5 show these. These numbers are used as weights in the ‘significance based distillation’ and the ‘hybrid distillation’ processes.

Most samples are insignificant towards learning as indicated by the large frequency bars in the 0.0-0.25 bin on each plot. This is because the teacher model learns fast on these samples, so they participate less often in training. For the FashionMNIST dataset, we observe that classes 0, 2, 4, and 6 have a similar shape of the sample significance histograms. These class indices correspond to T-Shirt, Coat, Pullover, and Shirt classes. Since these objects have similar appearances, the model needs to see them more often to be able to classify them properly.

Since the ‘significance based distillation’ process is similar to the conventional distillation process [9], its data efficiency is not evaluated. The total sample participation across all epochs for the ‘regulated distillation’ and the ‘hybrid distillation’ processes are reported. It is also reported as a percentage of all samples available for distillation across all epochs. This helps to compare the data efficiency of the proposed methods relative to the conventional distillation process [9]. The results are tabulated in Table 3. Sample participation is relatively higher for the hybrid method. This is because the student model does not learn in the same way through self-regulation as the teacher model and the sample significance data ˆn, used as weights) are obtained during teacher training. Mathematically, the sample efficiency ζ is defined as:

\[
\zeta = \frac{\sum_{i=1}^{t} v[i]}{N/|D|} = \frac{\sum_{i=1}^{t} v[i]}{N_t}
\]

where v is the array of sample participations used in Algorithms 1 and 2.

For example, we observe that the total sample participation across all epochs is 85528 for the MNIST dataset in the ‘regulated distillation’ process. However, we perform distillation for 200 epochs and 60000 samples are available for it in every epoch, making a total of 12000000 samples. This would be the total sample participation across all epochs for a normal distillation process [9]. So, we report 85528 as a percentage of 12000000. This is the sample efficiency ζ.

In addition to being data-efficient, the proposed methods perform comparable to other state-of-the-art data-free methods (as shown in Tables 2-4) for distillation. The original training data is used as the transfer set and the sample participation shows that the proposed methods use much less data (<20%) for distillation and training in general while achieving similar or better performance compared to other state-of-the-art methods.
Fig. 3. MNIST: Classwise sample significance extracted during teacher training with self regulation at $\alpha = 0.02$. x axis denotes the sample significance $\hat{n}$ and y axis denotes the frequency.

Fig. 4. FMNIST: Classwise sample significance extracted during teacher training with self regulation at $\alpha = 0.04$. x axis denotes the sample significance $\hat{n}$ and y axis denotes the frequency.

Fig. 5. CIFAR10: Classwise sample significance extracted during teacher training with self regulation at $\alpha = 0.04$. x axis denotes the sample significance $\hat{n}$ and y axis denotes the frequency.
TABLE V
SAMPLE EFFICIENCY θ OF PROPOSED DISTILLATIONS. THE FIRST NUMBER
DENOTES THE TOTAL SAMPLE PARTICIPATION IN THE DISTILLATION
PROCESS ACROSS ALL EPOCHS. THE SECOND NUMBER DENOTES ALL THE
SAMPLES AVAILABLE FOR DISTILLATION ACROSS ALL EPOCHS. THE
NUMBER IN THE PARENTHESES IS THE FIRST NUMBER EXPRESSED AS A
PERCENTAGE OF THE SECOND NUMBER.

| Dataset | Regulated Distillation | Hybrid Distillation |
|---------|------------------------|---------------------|
| MNIST   | (~0.713%)              | (~2.085%)           |
| FMNIST  | (~11.54%)              | (~17.474%)          |
| CIFAR10 | (~9.106%)              | (~9.211%)           |

V. CONCLUSIONS

Existing methods for knowledge distillation are not efficient in terms of data utilization, whether it is data from the original training set or synthetically constructed. Self regulated training mechanism was proposed for training the teacher model to identify the samples which contributed significantly to its knowledge. It is observed that self-regulation results in data-efficient training and achieves similar or better generalization performance than the conventional method of training models. Based on the sample significance information computed during teacher training and self-regulation, three types of distillation schemes are proposed. It is observed that regulated and hybrid variants of distillation are better suited to the knowledge transfer process in more realistic scenarios as the student has the freedom to learn on its own through self-regulation. Experiments on benchmark datasets establish the data efficacy of the proposed distillation methods (these use < 20% of the training data during distillation) and their competitive performance with other state-of-the-art distillation methods.
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