A new time–space attention mechanism driven multi-feature fusion method for tool wear monitoring
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Abstract
In order to accurately monitor the tool wear process, it is usually necessary to collect a variety of sensor signals during the cutting process. Different sensor signals can provide complementary information in the feature space. In addition, monitoring signals are time series data, which also contains a wealth of time dimension tool degradation information. However, how to fuse multi-sensor information in time and space dimensions is a key issue that needs to be solved. In this paper, a new time–space attention mechanism driven multi-feature fusion method is proposed for tool wear monitoring and residual useful life (RUL) prediction. A time–space attention mechanism is innovatively introduced into the tool wear monitoring model, and features are weighted from two dimensions of space and time. It can more accurately capture the complex spatio-temporal relationship between tool wear values and features, so that the model can accurately predict wear values even if it gives up cutting force signals with good trends. The experimental results show that the correlation of the predicted wear and the actual wear is greater than 0.95, and the relative accuracy of the RUL predicted by the predicted wear combined with the particle filter can also be around 0.78. Compared with other feature fusion models, the proposed method realizes the tool wear monitoring more accurately and has better stability.
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1 Introduction
Numerical control machine tool is the fundamental device in smart manufacturing systems, which plays a significant role in the overall production system [1, 2]. Cutting tool as the tooth of the numerical control machine tool, even a small tool failure will have a great negative impact on product quality [3, 4]. More seriously, it may even cause unscheduled downtime. Therefore, the accurate tool RUL prediction and appropriate maintenance of the tool is meaningful for promoting processing efficiency and reducing production cost [5]. The prediction accuracy of tool RUL mainly depends on the reliability of tool wear condition monitoring method. Therefore, this is the research focus of tool prognostics health management (PHM).

Among numerous tool wear monitoring methods, the data-driven indirect method monitors tool wear by establishing the correlation model between tool wear and sensor signals (such as cutting force, vibration, acoustic emission, and current) [6], which has been widely investigated because of convenience and lower cost. The steps of this method are as follows: collecting appropriate sensor signals, selecting appropriate methods to process the signals, extracting features sensitive to the tool wear, and establishing the predictive model [5]. At the same time, selecting effective evaluation criteria is indispensable for evaluating the performance of the model [7].

With the rapid development of sensing and computing technologies, numerous studies have found that the amount of information represented by the fusion of multiple features from different sensor signals is much larger...
than that of single sensor features. Multi-feature fusion can overcome the problem that single sensor features are difficult to accurately describe the condition of the machine in advanced manufacture [8–11]. However, how to fuse multi-sensor information is a key issue that needs to be solved of current indirect tool wear monitoring methods. Lee et al. [12] proposed a generic fuzzy logic algorithm for validation and fusion of uncertain sensor data. Equeter et al. [13] used gamma process monitoring tool wear for providing tool RUL at several cutting speeds. Sun et al. [14] proposed a nonlinear Wiener-based prediction model. On the basis of Bayesian model, tool wear monitoring and RUL prediction are realized by force, vibration, and acoustic emission signals. These methods are based on statistical models, which are difficult to apply to the actual processing production, because they require a large number of complex mathematical operations and has weak anti-noise ability.

As a very popular method in recent years, machine learning does not require complicated mathematical calculations and has good noise immunity. Thus, fusing features by machine learning is increasingly applied to tool wear monitoring. Hotait et al. [15] proposed a methodology of the real-time monitoring (IRT-OPTICS) for the detection of defect by fusing three domain features (time, frequency, and scale). Srinivasan et al. [16] integrated vibration and acoustic sensor to tool condition monitoring by linear support vector machines. Wu et al. [17] proposed a multi-sensor information fusion system for online RUL prediction of tools. The system used adaptive network-based fuzzy inference system to fuse features. However, it is difficult for traditional machine learning to directly extract effective information from a large number of original features [18]. To achieve accurate wear monitoring, some complex preprocessing of features, such as principal component analysis (PCA) and empirical mode decomposition (EMD), are needed to be carried out.

Deep neural network (DNN) is a good solution to the above problem [19–21]. In reference [22], convolutional neural network (CNN) was used to extract the hidden information of features from spatial dimensions to realize tool wear monitoring and residual life prediction. In addition, the sensor signal is time series data, and the time scale also contains the tool wear degradation information. A special recurrent neural network (RNN), named long short-term memory (LSTM), can find the temporal dependency among data [23], so as to realize the feature fusion in the time dimension. These methods achieve feature fusion in spatial and temporal dimensions to some extent, but they do not consider the different contributions of different features to tool degradation at different time steps.

Attention mechanism is a state-of-the-art technology widely used in natural language processing (NLP) [24, 25]. It can instruct the DNN to pay more attention to the relevant information and ignore the irrelevant information, so as to extract the potential information in the data at a deeper level. In this paper, we propose a new multi-feature fusion model for tool wear monitoring based on time–space attention mechanism. It makes up for the shortcomings of the aforementioned methods well. Signals during cutting were obtained from different sensors first. After preprocessing and preliminary selecting, the pre-selected features are fused using feature fusion model. The importance weights of multiple features are assigned from time and space dimensions by attention mechanism to predict tool wear accurately. Finally, particle filter-based digital-analog linkage method is used to predict the RUL of the tool. The major contributions of this paper are summarized as follows:

1. In order to avoid the problem that the dynamometer, which is used for cutting force monitoring, has high cost and negative impact on machining system rigidity. We abandon the cutting force signal with good trendability. Only vibration, current, and sound signals are used to construct multiple features in the time domain, frequency domain, and time–frequency domain, respectively.

2. A time–space attention mechanism based multi-feature fusion model is established to capture the complex spatio-temporal relationship between tool wear and features. Channel attention mechanism pays attention to more meaningful channel information in the feature space by using inter-channel relationship of features. The hidden state attention mechanism assigns attention weights to the hidden state of different time steps, and the most relevant information in the input sequence is stressed in the time dimension to predict the tool wear. The superior performance of the proposed method is verified through an experiment and compared with other feature fusion networks.

3. The predicted tool wear is used to realize tool RUL accurately by digital-analog linkage method based on particle filtering. Meanwhile, aiming at the difficulty in determining the initial parameters of particle filter algorithm, curve fitting is used to dynamically set initial parameters.
This paper is organized as follows. Section 1 introduces literature reviews on tool wear monitoring and RUL prediction methods based on feature fusion. Section 2 describes the proposed wear prediction method in detail. In Sect. 3, we compare the proposed model with other methods to verify its superiority by experimental study, which is followed by concluding remarks in Sect. 4.

2 The proposed method

As shown in Fig. 1, the proposed tool wear monitoring method mainly includes three stages: preprocessing raw signals and constructing features, establishing the feature fusion model, and predicting RUL by a digital-analog linkage method. The details of each stage are introduced as follows.

2.1 Multi-feature construction

In order to characterize the degradation trend of tools more clearly, we construct and select features preliminary after obtaining raw signals from different sensors.

2.1.1 Data obtaining and preprocessing

Usually, cutting force signals, spindle motor current signals, vibration signals, and acoustic emission signals in the milling process are collected to characterize the cutter degradation process. However, the dynamometer, which is used for cutting force monitoring, is not suitable for practical application due to its high cost and negative impact on the rigidity of the machining system [25]. Therefore, we use only vibration, current, and sound signals to establish cutter degradation features.
The data that come from different sensors are with some noise, and directly feeding the raw sensor readings with high variance to the machine learning models may hinder the learning process and affect the model performance. To avoid this issue, outliers and interpolate missing values are removed.

2.1.2 Feature construction and preliminary selection

After preprocessing, large amounts of features from time domain, frequency domain, and time–frequency domain are extracted to comprehensively reflect the cutter wear process.

In the time domain, we extracted 5 dimensional features and 6 dimensionless features. In the frequency domain, a data sequence is constructed by a full frequency spectrum and four sub-band frequency spectra. We calculate the mean value, standard deviation, root mean square, skewness factor, and kurtosis factor of every spectrum and its shape and also calculate the spectrum entropy. In addition, time and frequency resolution of wavelet analysis is able to change adaptively depending on the frequency of the signals [26, 27]. Hence, in time–frequency domain, we generate features by performing haar wavelet packet transform with a three-level decomposition. In the end, the original feature set of each channel contains 11 time-domain features, 55 frequency-domain features of a full frequency spectrum and four sub-band frequency spectra, and 8 time–frequency domain features obtained through haar wavelet packet transform. The original feature set has a total of 74 × 5 = 370 features.

However, some original features may be not informative for the degradation processes or even have a negative influence on the fusion result. Therefore, it is necessary to select original features preliminarily before conducting fusion. In this paper, we calculate the Pearson correlation coefficient between the original feature and the tool wear value to select the features. The equation of the Pearson correlation coefficient is defined as:

\[
R_x(x_i, y) = \frac{\text{cov}(x_i, y)}{\sigma_x \sigma_y} \tag{1}
\]

where \(x_i\) is the \(i\)th extracted statistics feature, \(y\) is the tool wear level, and \(\sigma_x\) and \(\sigma_y\) indicate standard deviation of \(x_i\) and \(y\), respectively. The features with correlation coefficient > 0.6 or < −0.6 were selected as sensitive features.

2.2 Multi-feature fusion model construction

Deep learning is able to adapt feature learning and nonlinear function approximation. In this paper, we construct a time–space attention mechanism driven multi-feature fusion model based on the deep learning framework. It can extract the hidden characteristics of tool wear state in space dimension and improve prediction accuracy of time dimension at the same time.

2.2.1 Network framework

CNN is a depth-feedback neural network with convolution kernels of unit width. It connects each neuron to the feature maps of the upper layer through weight matrix (convolution kernel) sparsely. Therefore, it is able to extract spatial information effectively and shares weights [28]. In this model, a one-dimensional CNN layer is used to obtain high-level features from the preliminary selected features. Then, the pooling layer is utilized after each 1D-CNN layer to compress the feature space and extract the significant local feature maps. The equation for this process is as follows:

\[
c_{i,k} = \text{ReLU}(W_k * x_i + b_k), \tag{2}
\]

\[
p_{n,k} = \text{pool}(c_{i,k}), \tag{3}
\]

where \(\ast\) indicates the convolution operation, \(c_{i,k}\) represents the learned feature corresponding to the filter kernel \(W_k\) on the sample sequence \(x_i\), \(\text{ReLU}(\cdot)\) means the ReLU activation function, and \(\text{pool}(\cdot)\) is the pooling rule. In addition, in order to stress the significant features in space dimension, a channel attention mechanism is introduced. Finally, in order to accelerate convergence, we use the strategy of batch normalization (BN) after every layer.

To solve the problem of CNN ignoring the temporal dependency among data points in a given input sequence when dealing with the sequence data and the limitation of receptive field size. We build an RNN network after CNN further extracting features to realize the tool wear monitoring in the time dimension. A special type of RNN named LSTM which models the dynamics of sequences by introducing the memory cells is used in this network. It can effectively ease the vanishing gradient problem of traditional RNN [29]. Its updating equations are given as follows:

\[
i_t = \sigma(W_x x_t + V_t h_{t-1} + b_t). \tag{4}
\]
where at each time step \( t \), hidden state \( h_t \) is updated by the current data at the same time step \( x_t \), the hidden state at the previous time step \( h_{t-1} \), the input gate \( i_t \), the forget gate \( f_t \), the output gate \( o_t \), and a memory cell \( c_t \).

\[
f_t = \sigma(W_f x_t + V_f h_{t-1} + b_f),
\]

\[
o_t = \sigma(W_o x_t + V_o h_{t-1} + b_o),
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot \tanh(W_c x_t + V_c h_{t-1} + b_c),
\]

\[
h_t = o_t \odot \tanh(c_t),
\]

where at each time step \( t \), hidden state \( h_t \) is updated by the current data at the same time step \( x_t \), the hidden state at the previous time step \( h_{t-1} \), the input gate \( i_t \), the forget gate \( f_t \), the output gate \( o_t \), and a memory cell \( c_t \).

of all time steps are returned. In order to further enhance the prediction ability of the model, a hidden state attention mechanism is used to assign weights to hidden states in time dimension. The weighted hidden states are input to the next layer of LSTM. Finally, the wear prediction is completed through a fully connected layer. The structure of the proposed model is detailed as shown in Fig. 2.

2.2.2 Time–space attention mechanism

(A) Channel attention mechanism

The feature maps obtained from the above convolutional operation have different importance. Therefore, the importance degrees of informative feature maps are enhanced by using a channel attention mechanism after the pooling layer. As shown

Fig. 2 The structure of time–space attention model

Fig. 3 Channel-attention weight
in Fig. 3, the channel attention mechanism assigns different importance to each channel feature map by introducing an attention function. Firstly, the state space information is aggregated through global average pooling (GAP), which greatly improves the expression ability of the network. Then, two fully connected layers are used to generate the attention weights. It is computed as:

\[ M = \sigma(W_1(W_0 \ast F_{avg} + b_0) + b_1), \quad (9) \]

where \( \sigma \) is the sigmoid function, \( W_0, W_1, b_0, b_1 \) are the weight and bias of the first and second fully-connected layers respectively, and \( F_{avg} \) represents squeezed state maps from GAP. Finally, the weighted feature maps and the outputs come from 1D-CNN are multiplied and as the inputs of the next layer.

\[ F' = M \otimes F, \quad (10) \]

where \( F \) and \( F' \) represent the input and refined output of channel-attention mechanism layer, respectively. \( \otimes \) denotes multiplication where the channel attention weights are broadcasted along the spatial dimension.

(B) Hidden state attention mechanism

Actually, not all hidden states contribute equally to the task of tool wear prediction. Therefore, hidden state attention mechanism is introduced to assign attention weights to the hidden states output by the LSTM layer. The structure is shown in Fig. 4. We input the hidden states obtained from the LSTM layer into a dense layer with Softmax activation function to generate the attention weight vector \( a_t \). Then, the weight values of different channels are averaged in the same time step for weight sharing. Subsequently, the hidden state vector \( h_t \) is multiplied with the weight vector \( a_t \) to realize the attention assignment in the time dimension. The model is computed as:

\[ a_t = f_a(h_t) = softmax(W_{a}h_t + b_{a}), \quad (11) \]
\[ a'_t = \text{avg}(a_t), \quad (12) \]
\[ h'_t = a'_t \otimes h_t. \quad (13) \]

The output of the attention mechanism model is used as the input of the next LSTM layer to complete the tool wear prediction.

### 2.3 Residual useful life prediction

After obtaining the predicted tool wear, its reliability is verified in tool RUL prediction by using the particle filter-based digital-analog linkage method.

#### 2.3.1 Tool degradation model

The predicted wear values are used as the observation values for tool health indicators. According to the reference [30], combined with the degradation law of CNC machine tools, a double exponential model was established as the observation equation, which can be expressed as follows:

\[ Y = ae^{bk} + ce^{dk} + n_k, \quad (14) \]

where \( Y \) denotes the health state of the cutter at time \( k; \ a, b, c, \) and \( d \) are the model parameters; and \( n_k \) represents the observation noise.

#### 2.3.2 Particle filter

Then, particle filter algorithm is used to update model parameters and predict the tool failure curve. Particle
filtering is based on Bayesian theory and introduces Monte Carlo sampling to replace the complex integral operations in Bayesian filtering with sample mean \([31, 32]\). The posterior probability density function of the system state is calculated as follows:

\[
p(x_k|y_{1:k}) \approx \sum_{i=1}^{M} w^i_k \delta(x_k - x^i_k),
\]

where \(x^i_k\) and \(w^i_k\) denote the state and normalized weight of \(i\) th particle at time \(k\), respectively, and \(\delta(\cdot)\) is the Dirac delta function.

In practical application, it is difficult to extract \(x^i_k\) directly from the posterior probability distribution. Therefore, the importance sampling density \(q(x_0:k|z_{1:k})\) is used to extract samples to overcome this problem. In general, we take the prior distribution of the system state as the importance probability density function, as shown in Eq. (16):

\[
q(x_k|x_{k-1}, z_k) = p(x_k|x_{k-1}).
\]

Based on the latest observation information \(y_k\), the updated particle weights will be calculated through the likelihood function,

\[
w^i_k = w^i_{k-1} p(x_k|x^i_k).
\]

In addition, the setting of the initial parameter set \(\{x^i_0\}_{i=1}^{M}\) of the model has a great influence on the final prediction result. We dynamically determine the initial parameter set of the model by curve fitting according to the observed values. It realizes the real-time accurate prediction of the remaining life.

### 2.3.3 RUL prediction

When the curve reaches the failure threshold \(D\), the tool failure is judged. The time from the predicted starting point \(k\) to the point of failure is the remaining life of the tool \(L_k\). The residual life calculation process is shown in the formula:

\[
L_k = \inf \{ l_k : Y(k + l_k) \geq D, k > 0 \},
\]

where \(\inf \{ \cdot \} \) represents the lower limit of the variable and \(l_k\) is the time required from the current time \(t\) to the tool failure point.

In the end, the probability density function of \(N\) particles is used to express the time distribution of health indicator reaching the failure threshold.

The detailed procedure of RUL is shown as follows:

**Pseudo code: RUL prediction**

**Input:** The wear values \(y\) predicted by multi-feature fusion model, and the degradation model

**Curve fitting:** Obtained the initial parameter set of the tool degradation model \(a_0, b_0, c_0, d_0\) by curve fitting of the obtained wear value \(y\)

**Particle filter:**

**Particle set initialization:** when \(k = 0\)

for \(i = 1, 2, \ldots, M\) do

**Generating sampling particle:** Generated sample particle \(\{x^i_0\}_{i=1}^{M}\) from \(p(x_0)\)

end

for \(k = 1, 2, \ldots, D\) do

**Importance sampling:**

for \(i = 1, 2, \ldots, M\) do

**Sampling particle generation:** Generated sampling particle \(\{x^i_k\}_{i=1}^{M}\)

from the importance probability density

**Particle weights calculation:** Calculate and normalize \(w^i_k\)

end

**Resampling:** Resampling the particle set \(\{x^i_k, w^i_k\}\) results in \(\{x^i_k, 1/M\}\)

**Output:** Calculate the state estimate \(\hat{x}_k = \sum_{i=1}^{M} x^i_k w^i_k\) at time \(k\)

end

**RUL prediction:** After obtaining the observed system state value \(y_k\) at time \(k\) and the estimated model parameter value \(a_k, b_k, c_k, d_k\), \(L_k\) is obtained according to the life calculation formula

\[
L_k = \inf \{ l_k : Y(k + l_k) \geq D, k > 0 \}
\]

**Output:** tool residual useful life \(L_k\) at time \(k\)

### 3 Experimental study and prediction result

In this section, the performance of the proposed method has been verified by a milling cutter experiment. The tool life cycle data is collected by multi-sensors. The prognostic wear results will be shown in Sect. 3.3. And the RUL prediction results are in Sect. 3.4.

#### 3.1 Experiment introduction

We use DAHENG VMC850 5-axis CNC to carry out the life cycle wear experiment of milling cutter. APMT1135 carbide milling cutters are used to mill 45# steel workpieces. During the experiment, we collect relevant signals through the triaxial accelerometer PCB 356A15, the current sensor CSA201-P030T01, and the free-field microphone Bruel & Kjaer 4966. The detailed information of the sensors is shown in Table 1. The sensor placement is shown in Fig. 5. The triaxial accelerometer is installed on the spindle of the machine tool and measures the vibration.

| Sensor type   | Sensor model     | Sampling frequency | Sampling duration |
|---------------|------------------|--------------------|-------------------|
| Accelerometer | PCB 356A15      | 10 kHz             | > 10 s            |
| Current sensor| CSA201-P030T01   |                    |                   |
| Microphone    | Bruel & Kjaer 4966|                    |                   |

Table 1: Sensor information
of the spindle in the X, Y, and Z directions due to milling. The current sensor is installed on the U phase of the spindle motor. And the free-field microphone is installed on the worktable on the right side of the workpiece to avoid affecting the milling. After a tool cutting is completed, we disassemble the tool and measure the wear width with a vision microscope. The obtained tool wear statuses are shown in Fig. 6. According to the milling cutter life criterion in GBT16460-1996, when the wear width (average wear width) of flank face $\geq 300 \, \mu m$, the tool is judged to have failed.

### 3.2 Dataset establishment and model design

As shown in Table 2, the signals of the first 4 tools collected under condition 1 are used as the training dataset, and the cutter 5 and 6 are used as the verification dataset. Meanwhile, the robustness of the model was also verified by the data of the cutting tools under condition 2. Only 10 s of data under stable cutting condition is collected during each cutting process, and each piece of data is taken as a sample.

Figure 7 shows the current signal, Y-axis vibration signal, and sound signal of C1_1 in its whole life cycle. It can be observed in this figure that almost all the signals have no trendability, especially the current signal.

After features extracting and preliminary selecting, the feature number extracted by each sensor is shown in Table 3.

Some features of different sensing signals in time domain, frequency domain, and time frequency domain are shown in Fig. 8. Through the preliminary selection of correlation analysis, some features that have no trendability at all, such as Fig. 8b, c, can be removed. However, not all selected features have a good correlation with the wear value as (f). In order to accurately characterize the tool degradation trend and predict the wear value, features need to be fused to further extract the hidden information of time and space dimensions.

In order to obtain more useful temporal information to improve the prediction performance [33], a fixed-size time window is used to segment the features. As shown in Fig. 9, W represents the width of the time window, S is the shifting size, and n is the number of features. Following the references [34, 35], S is set to be 1. By comparing the prediction results of different W = 1, 10, 20, and 30, we find that the larger the W, the higher the prediction accuracy. However, an excessively large W will generate high-dimensional input, requiring more memory and computing time. Considering comprehensively, we set W to 20. In the end, the whole dataset is divided into the training dataset, validation dataset, and test dataset.
As introduced in Sect. 2.2, the proposed time–space attention mechanism model is composed of CNN-based spatial attention mechanism and LSTM-based temporal attention mechanism. The CNN-based spatial attention mechanism consists of a convolutional layer, a maximum pooling layer with a pooling size of 2, a global average pooling layer, and two fully connected layers, Dense1 and Dense2; otherwise, two batch normalization layers follow after the convolutional layer and maximum pooling layer. The stride of the convolutional layer is 5. The LSTM-based temporal attention mechanism includes two LSTM layers, LSTM1 and LSTM2. Besides, the hidden state attention mechanism consists of two fully connected layers (Dense3 and Dense4) and a weight sharing module. Finally, the model gets the final prediction result through a fully connected layer Dense5. The complete structure of the model is shown in Table 4, in which F means the number of filters, K represents the kernel size, and P denotes the parameters in each layer.

The training dataset and validation dataset are fed into the monitoring model proposed above to train model. Multiple features are input to the model, while wear values are used as the output. The mean square error (MSE) between the outputs and the correct results was chosen as the training loss and sets Adam as the optimizer. The initial learning rate is set to 0.01, and the mini-batch size was 64. Each training epoch was monitored by the loss on the validation set. If the loss does not decrease after 4 epochs, the learning rate will be reduced; if the loss does not drop after 10 epochs, the training will be finished early.

Figure 10a, b are the features after the spatial dimension information extraction. Compared with the pre-selected

| Cutting condition | Spindle speed | Feed rate (radial)/(radial) | Depth of cut (axial)/(axial) | Cutters |
|-------------------|--------------|-----------------------------|----------------------------|---------|
| Condition 1       | 4600 rpm     | 400 mm/min                  | 1.5 mm                     | C1_1    |
|                   |              |                             |                            | C1_2    |
|                   |              |                             |                            | C1_3    |
|                   |              |                             |                            | C1_4    |
|                   |              |                             |                            | C1_5    |
|                   |              |                             |                            | C1_6    |
| Condition 2       | 3500 rpm     | 300 mm/min                  | 1.75 mm                    | C2_1    |

Fig. 7 Monitoring signals of C1_1 during the whole operating life. (a) Current. (b) Y-axis vibration. (c) Sound
features in Fig. 8, the trendability is enhanced but has severe fluctuation, which still cannot characterize the tool degradation trend. However, it is found in Fig. 10c, d that the features, which are obtained after the time dimension extraction, have more obvious trendability, lower fluctuation, and strong correlation with the tool wear value. And there is a strong correlation with the tool wear value. It indicates that extracting the hidden information of features in time and space dimensions simultaneously can effectively represent the tool degradation trend.

3.3 Tool wear prediction results and comparison analysis

In order to illustrate the effectiveness of the proposed time–space attention mechanism in the tool wear monitoring model, we compared it with the other three models. We denote our proposed method as time–space attention model, and the comparison methods are denoted as hidden state attention model [36], channel attention model, and without attention model [37], respectively.

The tool wear prediction results of the cutter C1_5 and C1_6 by using four different models are shown in Fig. 11a, b, respectively. It can be seen that although the predicted results fluctuate locally, all the models can monitor the overall trend of tool wear, which proves the feasibility of the multi-feature fusion model integrated with CNN and RNN proposed in this paper. Furthermore, the network with the time–space attention mechanism has obvious advantages in the accuracy and stability of the prediction. By comparison, it can be seen that the model with the hidden state attention mechanism can better fit the tool wear trend in the early stage, but when the tool wear suddenly changes in the late stage, its prediction ability decreases obviously.

Table 3 Feature number of each sensor

| Channel   | Vibration_x | Vibration_y | Vibration_z | Current | Sound |
|-----------|-------------|-------------|-------------|---------|-------|
| Total number | 13 | 14 | 12 | 17 | 6 |
| Time domain | 1 | 0 | 1 | 3 | 1 |
| Frequency domain | 9 | 11 | 9 | 13 | 4 |
| Time–frequency domain | 3 | 3 | 2 | 1 | 1 |

Fig. 8 Tool wear and extracted features: (a) Wear curve, (b and c) features without trendability at all, (d and e) features have some trendability, and (f) feature have good trendability.
The channel attention mechanism just makes up for this defect, and it enhances the ability of model to extract spatial dimension information. Therefore, in the late stage of degradation, the time–space attention model can also accurately monitor the tool wear.

At the same time, the data of C2_1 are fed into monitoring model. In Fig. 12, we can see that although under the different working condition, the model can still achieve the monitoring of tool wear value well. This proves that the model has good robustness.

For the sake of quantitatively and visually assessing the prediction performance of the proposed model, MAE, RMSE, and correlation factor are introduced to evaluate the prediction accuracy of model. The peak-to-peak value (p-p value) is used to evaluate the stability of the model. The four criteria are as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |l_i - p_i|
\]  

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (l_i - p_i)^2}
\]  

\[
\text{Correlation factor} = \frac{\sum_{i=1}^{n} (p_i - \bar{p})(l_i - \bar{l})}{\sqrt{\sum_{i=1}^{n} (p_i - \bar{p})^2 \sum_{i=1}^{n} (l_i - \bar{l})^2}}
\]

where \(l\) is the actual wear value, \(p\) is the prediction result, \(e\) is the relative error, and \(\text{norm}_2\) is the 2-norm.

The criteria of the four networks are tabulated in Fig. 13. It can be clearly seen that the tool wear monitoring network based on the time–space attention mechanism is better than the attention mechanism using time or space dimension alone and the network without attention mechanism in terms of accuracy and stability of prediction. Moreover, after using the attention mechanism, the correlation between the predicted results and the real wear value is significantly improved, which further demonstrated that the attention mechanism proposed in this paper inhibits useless information, enhances the key information, and improves the feature fusion ability of model.

### 3.4 RUL prediction result

Take cutter C1_5 as an example. As shown in Fig. 14a, when the curves of 1000 particles reach the failure threshold D, the tool failure is judged. It can be found that in Fig. 14b, the distribution of the predicted RULs of 1000 particles is approximately normally distributed. Hence, we calculate the mean of the particle RUL distribution at each moment as the predicted value at this moment.

The tool RUL prediction results are shown in Fig. 15. As can be seen from the above results, at the beginning of the prediction

| Table 4 | Time–space attention mechanism model architecture |
|---------|--------------------------------------------------|
| Layer   | Spatial attention | P | Layer | Temporal attention | P |
| Conv    | 64 | 5 | 19,904 | LSTM1 | 32 | 12,416 |
| Pooling1| Maximum pooling   | - | 2080 | Dense3 | 32 | 110 |
| Pooling2| GAP                | - | 2112 | Dense4 | 32 | 110 |
| Dense1  | 32 | - | Weight sharing | LSTM2 | 32 | 8320 |
stage, the prediction has a large deviation from the true RUL. This is because there is less data accumulation in the beginning and the model cannot be adequately trained. As time went on, the observed data increase, and the predicted results tend to be stable and gradually approach the truth. In general, it is feasible to use the tool wear curve established by the method proposed in this paper to predict the tool RUL, and it generally has a good downward trend. Especially in the later period of tool degradation, the prediction accuracy is greatly improved, which is of great significance to prevent serious tool wear and reduce economic loss.

Fig. 10 The features fused by time-space attention mechanism fusion model: (a and b) features after spatial dimension information extraction and (c and d) features after time dimension information extraction

Fig. 11 Tool wear prediction results of (a) C1_5 and (b) C1_6
We also evaluated the performance of the four networks. After comparing the significance of different criteria [7], we choose relative accuracy and standard deviation ($\sigma$) of error as the criteria, which are given by:

$$\text{Relative accuracy} = 1 - \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\text{RUL}_i - \text{RUL}'_i}{\text{RUL}_i} \right|,$$

(23)

where $\text{RUL}_i$ and $\text{RUL}'_i$ denote the predictive RUL and ground truth RUL at time $i$, respectively.

As shown in Table 5, the network based on time–space attention mechanism is superior to other networks in both accuracy and stability.

$$\sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (e_i - \bar{e})^2},$$

(24)

Fig. 12 Tool wear prediction results of C2_1

Fig. 13 Tool wear performance estimation results of four different prognostics networks. (a) C1_5. (b) C1_6
Fig. 14 RUL prediction result. (a) Particle distribution. (b) Particle RUL distribution

Fig. 15 RUL prediction result
Table 5 RUL performance estimation results of four different prognostics networks

|                        | Relative accuracy | Standard deviation |
|------------------------|-------------------|--------------------|
| Time–space attention   | 0.7890            | 0.4432             |
| Hidden attention       | 0.7495            | 0.4917             |
| Channel attention      | 0.6873            | 0.4925             |
| Without attention      | 0.7458            | 0.4964             |

The [bold] means to highlight the best performing method (the method proposed in the article) among the four methods.

4 Conclusion

In this paper, a multi-feature fusion method for tool condition monitoring is proposed. This method collects signals from different sensors and establishes multiple features. Then, based on the self-attention mechanism, the features are extracted from the space and time dimensions to obtain the tool wear prediction values. Finally, the RUL is predicted by the digital-analog linkage method based on particle filtering. The performance of the proposed method is verified through the tool life cycle experiment and shows the following conclusions:

1. The channel attention mechanism and hidden state attention mechanism, used in the method, assign importance to features from space and time dimensions. Even if the cutting force signal with a good trendability is abandoned, it can also effectively extract the hidden information in signals to achieve accurate prediction of tool wear.
2. Using the predicted wear value, the RUL can be accurately predicted by the digital-analog linkage method based on the particle filter. Especially in the later stage of tool degradation, with the increase of observation data, the accuracy is greatly improved.
3. The comparative analysis with channel attention model, hidden state attention model [36], and without attention model [37] were respectively conducted. The comparison results show that the proposed time–space attention model has greater advantages both in the accuracy and stability of tool wear monitoring and RUL prediction. At the same time, the model is applied to the tool data under different working conditions, which verifies that the model has good robustness.

Although the proposed method can accurately predict the wear value and RUL of the milling cutter under different working conditions in the experiment, how to enhance the robustness of this method under actual processing conditions such as lack of data and variable working conditions remains to be further studied. In our future study, we would like to further explore more effective multi-feature fusion methods, introduce reliability analysis of tool RUL, and establish a complete tool health monitoring system to tackle a variety of emerging real-world problems of tool RUL prediction.
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