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Abstract

Discretization of the equations of Viscous Plastic and Elastic Viscous Plastic (EVP) sea ice dynamics on triangular meshes can be done by placing discrete velocities at vertices, cells or edges. Since there are more cells and edges than vertices, the cell- and edge-based discretizations simulate more linear kinematic features at the same mesh than the vertex discretization. However, the discretization based on cell and edge velocities suffer from kernels in the strain rate or stress divergence operators and need either special strain rate computations as proposed here for cell velocities, or stabilization as proposed earlier for edge velocities. An elementary Fourier analysis clarifies how kernels are removed, and also shows that cell and edge velocity placement leads to spurious branches of stress divergence operator with large negative eigenvalues. Although spurious branches correspond to fast decay and are not expected to distort sea ice dynamics, they demand either smaller internal time steps or higher stability parameters in explicit EVP-like methods.

1 Introduction

Sea-ice, located at high-latitudes and at the boundary between ocean and atmosphere, plays an important role in the climate system. Modelling the complex mechanical and thermodynamical behaviour of sea-ice at a broad range of spatio-temporal scales poses a manifold of challenges. Freezing sea water forms a composite of pure ice, liquid brine, air pockets and solid salt. The details of this formation depend on the laminar or turbulent environmental conditions.
2 Introduction

Currently almost all sea ice models treat sea ice as a viscous-plastic material either in the framework of the viscous plastic (VP) rheology of [10] or by using the elastic viscous plastic (EVP) formulation introduced by [11].

Even though the use of VP rheology at a grid spacing of the size of a single sea ice floe is questioned (e.g. [3, 7]), recent work of [22] and [13] indicates that sea ice models based on VP rheology simulate many highly localized deformation features that are observed by Synthetic Aperture Radars (SAR). These features, which are referred to as linear kinematic features (LKFs), start to appear in simulation with a grid spacing of about 4 km ([22]). While the effect of simulated LKFs on the exchange between the ocean and atmosphere is an emerging topic for further research, a question also arises on how the simulated LKFs are related to discretization of sea ice dynamical equations. The study of [17] compares several discretizations on quadrilateral and triangular meshes, showing that the placement of the sea ice velocity plays a major role in defining the number of simulated LKFs for a given mesh resolution.

The discretization of sea-ice dynamics was traditionally done on quadrilateral meshes assuming Arakawa B- or C-grid placement ([1]) for sea ice velocities and scalar variables. The appearance of global ocean circulation models formulated on unstructured meshes such as FESOM ([23], [6]), MPAS-O ([20]) and ICON-O ([15]), as well as the need for a sea ice component in coastal ocean models ([8]) raised a question on reformulating the discrete equations of sea ice dynamics on unstructured (triangular or dual hexagonal) meshes. This task was also considered by [12] for general polygonal meshes and [16] for triangular meshes outside the framework of a specific ocean model.

The three recent basic approaches to discretize sea ice dynamics on triangular and hexagonal meshes differ by the placement of discrete degrees of freedom. The sea-ice component of FESOM ([21, 6]) relies on vertex placement of ice velocities and scalars (e.g. sea ice concentration and thickness), and was implemented using $P_1$ linear continuous finite elements. It corresponds to A-grid discretization, and can be also seen as a finite-volume discretization for median-dual control volumes around mesh vertices. [12] place horizontal velocities and scalars on mesh cells. [8] also take sea ice velocity vectors on cells, but use vertex-based scalars, which is an analog of B-grid (because of staggering and full velocity vectors). The MPAS-O discretization as described in [19] is analogous to triangular B-grid. Finally [16] and recently [18] propose to use the edge placement of sea ice velocity vectors, treated with linear non-conforming (Crouzeix–Raviart (CR)) finite elements. The scalars are constant on cells in both cases. This placement corresponds to a CD-grid type staggering.

On large triangular meshes the numbers of vertices, cells and edges are related as 1:2:3. This is why setups with discrete velocities placed on triangles or edges have more velocity degrees of freedom (DoF) than setups based on vertex velocities. They may ensure a better spatial resolution on the same mesh. Indeed, [17] demonstrated that on triangular meshes the number of simulated LKFs is the highest for discretizations placing velocity vectors on edges (CD-grid), followed by the placement on cell centers (B-grid). They both outperform the vertex-based collocated discretization (A-grid).

However, in contrast to the A-grid discretization, the cell and edge placements support numerical modes related to the geometry of triangular mesh. Furthermore, strain rates or stress divergence for the cell and edge placements may possess kernels, i.e. be zero.
for non-trivial discrete velocities. The intention of present work is to clarify the origin
of numerical modes and kernels, and discuss measures allowing to handle them. They
will be referred to as stabilization. They have already been used in FESOM in the
benchmark comparison of [17], but without theoretical analysis.

The instability of a CD-grid discretization of the sea ice dynamics on triangular meshes
was recently mentioned by [18] who proposed a stabilization that controls oscillations
by removing the kernel in discrete stress divergence. Although the instabilities accom-
panying the cell placement of velocity on triangular meshes were not documented in the
literature cited above, the discretizations proposed in [12] and [8] as well as a triangular-
mesh analog of the discretization in [19] have kernels either in discrete strain rates or
stress divergence. We explain how kernels are created in this case and propose a stable
B-grid discretization. We also show that numerical modes supported on B- and CD-grids
correspond to anomalously large negative eigenvalues of stress divergence operator, which
has implications for explicit time stepping in the EVP method or its modified version
mEVP ([2]).

We use a standard Fourier analysis in section 3 as a basic tool to analyze the behavior of
A-, B- and CD-grid discretizations. Our analysis is therefore limited to regular triangular
meshes and linear (viscous) regimes. Despite these limitations, we hope that it adds to
the understanding of the core difficulties. A test case proposed in [17] is used in section
4 to illustrate the absence of spurious oscillations in the stabilized setups and to analyze
the time step restriction of different discretizations. The equations of VP, EVP and
mEVP dynamics can be found in papers cited above (e.g., [4]).

3 Fourier analysis of stress divergence

3.1 Velocity representation

The analysis focuses on the vertex, cell and edge placements for discrete sea ice velocities
on triangular meshes. The three options correspond to the velocity staggering of the A-
grid, B-grid and CD-grid discretizations respectively.

We consider mesh made of equilateral triangles and introduce a coordinate system
with axes $x$ and $y$. We may select two triangles, one with vertices at $(0, 0)$, $(a, 0)$ and
$(a/2, h)$, and the other one with vertices at $(a, 0)$, $(3a/2, h)$ and $(a/2, h)$. Here $a$
is the side of triangle and $h = \sqrt{3}a/2$ is the height. All mesh triangles are obtained by
translations of these two along their sides, i.e., by the displacements

$$q = n_1(1, 0)a + n_2(1/2, \sqrt{3}/2)a,$$

where $n_1$ and $n_2$ are integers. We will refer to triangles of the first type as $u$ (pointing
up) triangles, and to triangles of the second type as $d$ (pointing down) triangles. The
mesh is the union of two sets $C^u$ and $C^d$ of triangles.

Although sea ice stresses $\sigma$ of VP rheology ([10]) depend nonlinearly on velocities, this
dependence becomes linear in the viscous regime. This is the only case which allows a
Fourier analysis. We assume for the rest of this section that we are in the viscous regime,
i.e. we deal with constant viscosities $\eta$ and $\zeta$ in the expression for the components of $\sigma$:

$$\sigma_{ij} = 2\eta(\dot{\epsilon}_{ij} - \frac{1}{2}\delta_{ij}\dot{\epsilon}_{nn}) + \zeta\delta_{ij}\dot{\epsilon}_{nn} - \delta_{ij}\frac{P}{2}, \quad \dot{\epsilon}_{ij} = \frac{1}{2}(\partial_i u_j + \partial_j u_i), i, j = x, y,$$
where \( \mathbf{u} = (u_x, u_y) = (u, v) \) is the sea ice velocity, \( P \) is the ice strength, \( \delta_{ij} \) is the Kronecker delta and summation is implied over repeating coordinate indices. In the VP rheology, \( \eta = \zeta / e_{VP}^2 \), with \( e_{VP} \) the ratio of major to minor axes of the elliptical yield curve, and \( \zeta = P / (2 \max(\Delta, \Delta_{min})) \). Here \( \Delta = ((\dot{\varepsilon}_{xx} + \dot{\varepsilon}_{yy})^2 + (1/e_{VP}^2)((\dot{\varepsilon}_{xx} - \dot{\varepsilon}_{yy})^2 + 4\dot{\varepsilon}_{xy}^2))^{1/2}, \) and \( \Delta_{min} \) is the parameter defining transition between plastic and viscous regimes. The viscous regime takes place if \( \Delta > \Delta_{min} \). We will assume \( P = \text{const} \) to ensure the constancy of \( \eta, \zeta \). In this case the \( P \) term will not contribute to the stress divergence.

We will be interested in the behavior of discrete divergence of stresses:

\[
\nabla \mathbf{u} = \nabla \cdot \mathbf{\sigma}.
\]

(1)

In the continuous case, taking \( \mathbf{u} = (\mathbf{\pi}, \mathbf{v}) e^{i\mathbf{k} \cdot \mathbf{x}} \), where \( \mathbf{\pi} \) and \( \mathbf{v} \) are the amplitudes of \( x \) and \( y \) components of velocity, and inserting in \([1]\), we see that the Fourier symbol of \( \nabla \mathbf{u} \) is a 2 by 2 matrix which returns the amplitudes of \( \nabla \mathbf{u} \) if applied to the vector of velocity amplitudes \((\mathbf{\pi}, \mathbf{v})^T\). The eigenvalues of this matrix are \(-\eta(k^2 + l^2)\) and \(-\eta - \zeta)(k^2 + l^2)\), where \( k \) and \( l \) are the \( x \)- and \( y \)-components of the wavevector \( \mathbf{k} \). The eigenvalues correspond, respectively, to the transverse and longitudinal (with respect to \( \mathbf{k} \)) modes. We will discuss further the extent to which these eigenvalues are modeled by discrete solutions. Although in the case of VP rheology the ratio \( z = \zeta / \eta = e_{VP}^2 \), with \( e_{VP} = 2 \), we will use \( z = 1 \) in this section to make the eigenvalues closer to each other in graphical representation.

The form of the Fourier solution in the discrete case depends on the placement of velocities. Since mesh vertices are invariant to the set of translations \( \mathbf{q} \), the discrete vertex velocities will be taken in the form

\[
\mathbf{u}_v = \mathbf{\Pi} e^{i\mathbf{k} \cdot \mathbf{x}_v}, \quad v \in \mathcal{V},
\]

where \( \mathbf{\Pi} \) is the vector of amplitudes, \( \mathbf{x}_v \) is the vector drawn to vertex \( v \), and \( \mathcal{V} \) is the set of mesh vertices. In the case of cell velocities the set of translations \( \mathbf{q} \) connects only subsets of \( u \) and \( d \) triangles. We need, therefore, separate vectors of amplitudes for \( u \) and \( d \) triangles, and we search for discrete solutions in the form

\[
\mathbf{u}_c^u = (\mathbf{\Pi}^u, \mathbf{v}^u) e^{i\mathbf{k} \cdot \mathbf{x}_c}, \quad c \in \mathcal{C}^u,
\]

\[
\mathbf{u}_c^d = (\mathbf{\Pi}^d, \mathbf{v}^d) e^{i\mathbf{k} \cdot \mathbf{x}_c}, \quad c \in \mathcal{C}^d.
\]

Here \( \mathbf{x}_c \) is the vector drawn to the center of triangle \( c \). Finally, three vectors of amplitudes will be needed in the case of edge velocities

\[
\mathbf{u}_e^a = (\mathbf{\Pi}^a, \mathbf{v}^a) e^{i\mathbf{k} \cdot \mathbf{x}_e}, \quad e \in \mathcal{E}^a,
\]

\[
\mathbf{u}_e^b = (\mathbf{\Pi}^b, \mathbf{v}^b) e^{i\mathbf{k} \cdot \mathbf{x}_e}, \quad e \in \mathcal{E}^b,
\]

and

\[
\mathbf{u}_e^c = (\mathbf{\Pi}^c, \mathbf{v}^c) e^{i\mathbf{k} \cdot \mathbf{x}_e}, \quad e \in \mathcal{E}^c,
\]

where \( \mathbf{x}_e \) is the vector drawn to the center of edge \( e \). Here the set \( \mathcal{E} \) of mesh edges is split into the three subsets \( \mathcal{E}^a, \mathcal{E}^b \) and \( \mathcal{E}^c \) of edges oriented as \((a, 0), (a/2, \sqrt{3}a/2)\) and \((-a/2, \sqrt{3}a/2)\) respectively. The Fourier symbol of \( \nabla \mathbf{u} \) will be a 2 \times 2 matrix in
the case of vertex velocities, because there are only two Fourier amplitudes, as in the 
continuous case. It will be a \(4 \times 4\) matrix in the case of cell placement, acting on the vector \((\pi^u, \pi^w, \pi^d, \pi^t)^T\), and a \(6 \times 6\) matrix in the case of edge velocities, acting on the 
vector \((\pi^a, \pi^b, \pi^h, \pi^e, \pi^c)^T\). There will be, respectively, four and six branches in the 
cell and edge cases instead of two. Commonly the presence of extra branches implies 
that some of them will be spurious, and the analysis below indicates that it is indeed so 
for cell and edge velocities.

### 3.2 Vertex velocities

We use finite-element discretization (see [6]) and compute the discrete \((\mathbf{V}\mathbf{u})_v\) writing

\[
\int \mathbf{N}_v \cdot (\mathbf{V}\mathbf{u})dS = - \int \nabla\mathbf{N}_v : \mathbf{\sigma}dS,
\]

where \(\mathbf{N}_v = \mathbf{w}_v\mathbf{N}_v\) is the vector test function, with the amplitude equaled to amplitude 
of \(\mathbf{w}_v\) at vertex \(v\), and \(\mathbf{N}_v\) the standard \(P_1\) linear function equal to 1 at vertex \(v\), decaying 
linearly to 0 at neighbor vertices and being 0 outside the stencil of triangles containing 
\(v\). The discrete sea ice velocities and stress divergence are expressed as

\[
\mathbf{u} = \sum_{v' \in \mathcal{V}} N_{v'} \mathbf{u}_{v'}, \quad \mathbf{V}\mathbf{u} = \sum_{v' \in \mathcal{V}} N_{v'} (\mathbf{V}\mathbf{u})_{v'}.
\]

If the mass matrix \(\int N_{v'} N_{v''}dS\) appearing on the left hand side of (2) is lumped, its 
diagonal \(v\)-entry \(A_v\) is the area of median-dual control volume around vertex \(v\), i.e.,
\(A_v = \sum_{c \in \mathcal{C}(v)} A_c/3\). Here, \(\mathcal{C}(v)\) is the set of triangles containing \(v\) and \(A_c\) is the area 
of triangle \(c\). \(A_v\) is twice the triangle area if the mesh is uniform. For mesh patch in Fig. 
[1] the stress divergence \((\mathbf{V}\mathbf{u})_v\) at \(v = v_1\) will be defined by contributions from triangles 
\(c_1 - c_6\) if the mass matrix is lumped.

For cell-wise linear velocities, velocity derivatives (and hence strain rates and stresses) 
are constant on triangles. Although these constant values are related to the entire 
triangles, we will interpret them as located at centers of triangles, which is second-
order accurate. This is done only to have a rule to compute the phase multiplier in the 
expression like

\[
(\nabla \mathbf{u})_c = (\nabla \mathbf{u}) e^{ik\cdot \mathbf{x}_c} = \sum_{v \in \mathcal{V}(c)} u_v \nabla N_v = \left( \sum_{v \in \mathcal{V}(c)} \mathbf{u}_v e^{ik(\mathbf{x}_v - \mathbf{x}_c)} \nabla N_v \right) e^{ik\cdot \mathbf{x}_c} = (\mathbf{G}^u \pi) e^{ik\cdot \mathbf{x}_c}
\]

for \(c \in \mathcal{C}^u\), and likewise for the \(v\) component. Here, \(\mathcal{V}(c)\) is the set of vertices of triangle 
c, and

\[
\mathbf{G}^u = (g_x, g_y) = -\frac{1}{2\hbar} \left( (\sqrt{3}, 1)\alpha_1 + (-\sqrt{3}, 1)\beta_1 + (0, -2)\gamma_1 \right),
\]

where \(\alpha_1 = e^{-ik_2/2i\hbar/3}, \beta_1 = e^{ika/2i\hbar/3}, \gamma_1 = e^{2ikh/3}\). For \(c \in \mathcal{C}^d\), we will deal with 
\(\mathbf{G}^d = -(g_x', g_y')\), the star implies complex conjugation. It can be readily seen that 
the Fourier symbols \(g_x\) and \(g_y\) only include phase differences between the vertices of triangle 
and its center, and that these differences depend on the kind \((u\ or\ d)\) of triangle. As the 
consequence, we can compute matrices of Fourier symbols for strain rates and stresses on \(u\ and \(d\) triangles. The strain rate amplitudes are connected to velocity amplitudes
Figure 1: Schematic of mesh geometry. For $P_1$ vertex velocities, strain rates and stresses are computed at triangles (e.g., $u_{v_1}$, $u_{v_2}$ and $u_{v_3}$ define the strain rates at $c_1$) and stress divergence returns the result to vertices according to (2). For cell velocities, in case V, strain rates and stresses are computed at vertices using Gauss’ theorem for median-dual control volumes around vertices. A median-dual control volume shown for vertex $v_1$ is formed by joining centers of triangles containing $v_1$ with centers of edges containing $v_1$ (thin lines). The divergence of stresses is computed on triangles assuming that the stresses are linear on triangles. In case C strain rates are computed at cells using least squares linear fit over neighbors (e.g. $c_1, c_2, c_6$ and $c_{10}$ for $c_1$). Stresses are computed on cells and then averaged to edges (e.g. the stresses at $e_1$ are the half sum of stresses at $c_1$ and $c_6$). Stress divergence is computed by applying Gauss’ theorem to triangles. For edge velocities strain rates are at triangles, and the divergence of stresses is at edges (e.g., strain rates at $c_1$ get contributions from $e_1, e_2$ and $e_3$, and the strain divergence at $e_1$ gets contribution from $c_1$ and $c_6$ in the absence of stabilization).

as

$$
\begin{pmatrix}
\dot{\epsilon}_{xx}, \dot{\epsilon}_{xy}, \dot{\epsilon}_{yy}, \dot{\epsilon}_{xx}, \dot{\epsilon}_{xy}, \dot{\epsilon}_{yy}
\end{pmatrix}^T = E \begin{pmatrix}
\pi
\end{pmatrix} = \begin{pmatrix}
g_x & 0 \\
g_y/2 & g_x/2 \\
0 & g_y \\
-g_x^* & 0 \\
-g_y^*/2 & -g_x^*/2 \\
0 & -g_y^*
\end{pmatrix} \begin{pmatrix}
\pi
\end{pmatrix}.
$$

The expression connecting the strain rates and stresses corresponds to the matrix

$$
Z = \begin{pmatrix}
S & 0 \\
0 & S
\end{pmatrix}, \quad S = \eta \begin{pmatrix}
1 + z & 0 & -1 + z \\
0 & 2 & 0 \\
-1 + z & 0 & 1 + z
\end{pmatrix}.
$$

Finally, the divergence of stresses on the right hand side of (2), is the sum of contributions from six triangles. One readily sees that the contributions from $u$ triangles come with
The eigenvalues of the Fourier symbol of \( a^2 \eta^{-1} \nabla \cdot \sigma \) (thick gray lines) for vertex velocity placement as a function of dimensionless wavenumber \( |k|a \) for the wavevector oriented at \( \pi/6 \) to the \( x \)-axis and \( \zeta = \eta \). The thin black lines plot the dimensionless eigenvalues \(- (k^2 + l^2)a^2\) and \(-2(k^2 + l^2)a^2\) of the continuous case. Left panel: lumped mass matrix, Right panel: consistent mass matrix.

opposite sign and phases compared to \( g_x \) and \( g_y \) (the centers of \( u \)-triangles around vertex \( v \) form a \( d \) triangle), giving

\[
D = \frac{1}{2} \begin{pmatrix}
-g_x^* & -g_y^* & 0 & g_x & g_y & 0 \\
0 & -g_x^* & -g_y^* & 0 & g_x & g_y
\end{pmatrix}.
\]

\( D \) already incorporates the division by \( A_v \) so that \( DZE \) is the Fourier symbol of \( V \) if the mass matrix is lumped. The Fourier symbol of consistent mass matrix is

\[
A_v M = A_v \begin{pmatrix} m & 0 \\ 0 & m \end{pmatrix}, \quad m = 1/2 + (\cos(ka) + \cos(ka/2 + lh) + \cos(-ka/2 + lh))/6,
\]

leading to the expression \( M^{-1}DZE \) for the Fourier symbol of \( V \).

The left panel of Fig. 2 presents the eigenvalues of \( a^2 \eta^{-1}DZE \) as a function of \( |k|a \) for \( k \) directed at \( \pi/6 \) to the \( x \)-axis. The boundary of the first Brillouin zone for a triangular mesh composed of equilateral triangles in this direction is at \( |k|a = 2\pi/\sqrt{3} \) (see, e.g., [4]). It defines the largest resolvable wavenumber. The eigenvalues are close to the theoretically predicted ones if wavenumbers are sufficiently small. This behavior is preserved for all directions of the wavevector, with some spread of curves only in the region of largest wavenumbers. One readily sees that the operator is sufficiently accurate at scales larger than \( 3h \). From the right panel, which shows the eigenvalues for the consistent mass matrix, one may conclude that the accuracy is not improved if a consistent mass matrix is used, the error only changes the sign. This means that using a lumped mass matrix is fully appropriate for vertex velocities.

### 3.3 Cell velocities

First described by [12] for arbitrary polygonal meshes, the cell placement of sea ice velocities on triangular meshes is used in FVCOM ([8]). Its analog on hexagonal meshes
is the B-grid discretization in MPAS-O ([19]), where the circumcenters of triangular cells are the corners of hexagons of dual mesh. This placement was also explored for FESOM2 setup ([5]), but found to be leading to noise and was abandoned in favor of older vertex placement. [12] and [8] compute strain rates on cells centers using a least squares fit on the stencil of nearest cells, with subsequent averaging to edges. [19] computed the strain rates at centers of hexagonal cells, which correspond to vertices on triangular meshes, using a variational approach. The cell and vertex computation of strain rates will be referred to as C and V cases (see Fig. 1). Unfortunately, both face instabilities on triangular (or dual) meshes related to the mesh geometry, and need adjustments.

### 3.3.1 Strain rate computation

We begin with the V case. Using the generalized form of Gauss’ theorem, the velocity derivative \( \partial_x u \) can be computed as

\[
A_v(\partial_x u)_v = \sum_{s \in S(v)} \ell_s u_s (n_x)_s,
\]

and similarly for the remaining components. In this expression, \( s \) denotes segments of the boundary of median-dual control volume around vertex \( v \) (or the boundary of hexagonal cell with center \( v \)) as shown schematically in Fig. 1. \( S(v) \) is the set of such segments for particular \( v \), \( \ell_s \) is the length of segment, \( (n_x)_s \) is the \( x \)-component of the segment outer normal. On general meshes, the median-dual control volumes will differ from the cells of dual mesh, but they coincide on the regular equilateral mesh. Since the boundary of the control volume around \( v \) passes through the cell centers, the attribution of cell velocities to segments is trivial.

The velocity derivatives are used to compute the components \( \dot{\epsilon}_{ij} \) of symmetric strain rate tensor. If a mesh is made of \( N \) vertices, there are approximately \( 2N \) triangles if the mesh is large enough to neglect the effect of boundaries, and hence \( 4N \) degrees of freedom in sea ice velocities. However, strain rates and stresses on vertices have only \( 3N \) degrees of freedom. The rank of the \( 4N \times 4N \) matrix expressing the discrete divergence of stresses in terms of velocities is not larger than \( 3N \), i.e., a nontrivial null-space is created. Since the null-space is created by computing strain rates, it will persist beyond the linear viscous regime.

In case C (see schematic in Fig. 1), stresses (and strain rates) are computed at triangles and then averaged to edges before computing the stress divergence. On uniform meshes, the contributions from the nearest triangles drop out from the expression for the stress divergence in this procedure, allowing a mode in velocities. In Fig. 1 stress divergence at \( c_1 \) will miss the contributions from velocities at \( c_2, c_6 \) and \( c_{10} \). The implicit computation of gradients at edges in [12] hints at the method that can be used to eliminate the mode.

We now illustrate this with the Fourier analysis, explaining also an approach that is free of difficulties.

### 3.3.2 Fourier analysis for cell velocities

For the analysis we associate the cell velocities with cell centers because V and C cases assume this to compute stresses. In case V the same geometry of cells and vertices is involved as in the computations of stress divergence for the vertex velocities in section...
The strain rates will be defined by the velocities at three $u$ and three $d$ triangles meeting at $v$ ($c_1, c_3, c_5$ and $c_2, c_4, c_6$ for $v_1$ in Fig. 1). We will get

$$\tilde{\epsilon}_{xx} = (1/2)(-g_x^*, 0, g_x, 0)(\tilde{\pi}^u, \tilde{\pi}^u, \tilde{\pi}^d, \tilde{\pi}^d)^T$$

for the amplitude of $\dot{\epsilon}_{xx}$, and similarly for the other strain rate components. The matrix

$$E = \frac{1}{2} \begin{pmatrix} -g_x^* & 0 & g_x & 0 \\ -g_y^*/2 & -g_x^*/2 & g_y/2 & g_x/2 \\ 0 & -g_y^* & 0 & g_y \\ \end{pmatrix}$$

is the Fourier symbol of strain rates connecting the vector of their amplitudes $(\tilde{\epsilon}_{xx}, \tilde{\epsilon}_{xy}, \tilde{\epsilon}_{yy})^T$ with the velocity amplitudes $(\tilde{\pi}^u, \tilde{\pi}^u, \tilde{\pi}^d, \tilde{\pi}^d)^T$. The amplitude of stresses are connected to the amplitudes of strain rates by the matrix $S$ in (3) and the divergence of stresses is given by

$$D = \begin{pmatrix} g_x & g_y & 0 \\ 0 & g_x & g_y \\ -g_x^* & -g_y^* & 0 \\ 0 & -g_x^* & -g_y^* \\ \end{pmatrix}.$$

It differs from its counterpart in section 3.2 because here it acts from vertices to cells. The system matrix is the product $DSE$. The eigenvalues of $a^2\eta^{-1}DSE$ are shown in the left panel of Fig. 3. It can be seen that the two physical eigenvalues (gray lines) are indeed reproduced if $|k|a$ is small enough, and that they are slightly more accurate than in the case of vertex velocities (Fig. 2 left panel). However, in addition, there are two modes with zero eigenvalues (coinciding thick black lines). These modes are spurious. Their eigenvectors are spanning the null space of $DSE$, which is the consequence of kernel in strain rates. They correspond to a grid-scale pattern of oscillations between $u$ and $d$ velocities and occur because $u$ and $d$ triangles are different.
Case C is analyzed similarly. First, velocity derivatives are computed at triangles. For a $u$ triangle the components of velocity gradient are defined by three $d$ velocities on neighboring triangles, and vice versa. One readily sees that $-g_x^*$ and $-g_y^*$ will be involved in computations of strain rates on $u$ triangles, and $g_x$ and $g_y$ on $d$ triangles. The stresses are averaged to mid-edges and then divergence theorem is applied separately on $u$ and $d$ triangles to compute stress divergence. We omit further details here except for pointing out that case C shares the drawback of case V, and has less accurate physical branches, despite the fact that the dimension of the space where strain rates are first computed is twice as large as in case V.

To eliminate the null space the strain rates and stresses need to be computed directly at edges such that no averaging is involved. This can be done in the least squares way. Alternatively, the strain rates of the case V (or C), averaged to edges, need to be 'corrected' to increase the weight of neighbor velocities. The following algorithm has been adopted. First, the velocity derivatives are computed at vertices and averaged to edges by taking, for every edge $e$, a half sum of values at its two vertices $v_1$ and $v_2$,

$$\left(\partial_t u_j\right)^*_e = \frac{1}{2}\left((\partial_t u_j)_{v_1} + (\partial_t u_j)_{v_2}\right).$$

The 'corrected' edge velocity derivatives $(\partial_t u_j)_e$ are sought by minimizing

$$J = ((\partial_t u_j)_e^* - (\partial_t u_j)_e)^2 + \lambda(r_i(\partial_t u_j)_e - [u_j]_e). \tag{4}$$

Here, $\lambda$ is the Lagrange multiplier, $r$ is the vector connecting the centers of triangles sharing $e$ and $[u]_e$ is the difference of velocities between these centers in the direction of $r$. In Fig. 3 for edge $e_1$, $r$ is the vector drawn from $c_6$ to $c_1$ and $[u]_{e_1} = u_{c_1} - u_{c_6}$. Solving this minimization problem gives

$$(\partial_x u)_e = (\partial_x u)_e^* - \frac{r_x}{||r||^2}(r_x(\partial_x u)_e^* + r_y(\partial_y u)_e^* - [u]_e),$$

$$(\partial_y u)_e = (\partial_y u)_e^* - \frac{r_y}{||r||^2}(r_x(\partial_x u)_e^* + r_y(\partial_y u)_e^* - [u]_e),$$

for the derivatives of $u$ and similarly for the derivatives of $v$. The result reveals the motivation behind the correction: we replace the projection of velocity gradient on the vector $r$ connecting velocity points across edge $e$ with its local estimate, i.e., the difference of velocity divided by the distance, $[u]_e/||r||$.

After the derivatives are corrected and strain rates and stresses are computed at mid-edges, the stress divergence is computed in the finite-volume sense on triangles. The result is shown in the right panel of Fig. 3. A dramatic difference between the right and the left panels of Fig. 3 is that the modes with zero eigenvalue in the left panel are replaced by the modes whose eigenvalues do not tend to zero at $|k|a \to 0$ (black lines). These modes are still spurious because they do not tend to zero in the limit of small wavenumbers. In contrast to cases C and V, these modes are not expected to distort sea-ice dynamics because they have anomalously high negative eigenvalues even if $|k|a \to 0$ and will decay fast. However, this has implications for the stability of internal time stepping in explicit methods such as EVP or mEVP as discussed in section 4 below.

Note that despite the presence of spurious modes the accuracy of the representation of physical modes is improved compared to the case of vertex velocities (compare Fig 3 and Fig. 2).
3.4 Edge placement of velocities

As proposed in [18], the finite element method is used to represent velocities,

$$u = \sum_{e \in \mathcal{E}} N_e u_e,$$

where $N_e$ is the non-conforming linear (Crouzeix–Raviart) basis function that equals 1 at edge $e$ and $-1$ at the vertex opposing $e$, and $\mathcal{E}$ is the set of mesh edges. Since the basis functions are linear, strain rates are constant on triangles. We associate their locations with triangle centers. For a $u$-triangle, the Fourier amplitude of velocity gradient $\nabla u$ is

$$\nabla u = \frac{1}{h} [\alpha(0, -2)\mathbf{u}^d + \beta(-\sqrt{3}, 1)\mathbf{u}^b + \gamma(\sqrt{3}, 1)\mathbf{u}^c],$$

where the phase multipliers are $\alpha = e^{-i\pi/3}$, $\beta = e^{-i\pi a/4 + i\pi/6}$ and $\gamma = e^{i\pi a/4 + i\pi/6}$. The phase differences featuring in $\alpha, \beta, \gamma$ correspond to phase shifts between the mid-edges and center of a $u$-triangle. They are twice smaller than the phase shifts in $\gamma^*, \beta^*, \alpha^*$ of section 3.2, which already indicates that one might get a better approximation in this case compared to the cases of vertex and cell velocities.

The matrix connecting the vector of strain rate amplitudes $(\dot{\epsilon}_{xx}, \dot{\epsilon}_{xy}, \dot{\epsilon}_{yy}, \dot{\epsilon}_{xx}^d, \dot{\epsilon}_{xy}^d, \dot{\epsilon}_{yy}^d)^T$ with the vector of velocity amplitudes $(u^a, v^a, u^b, v^b, u^c, v^c)^T$ is written as

$$E = \begin{pmatrix} E^u & - (E^u)^* \end{pmatrix}; \quad E^u = \frac{1}{h} \begin{pmatrix} 0 & 0 & -\sqrt{3} \beta & 0 & \sqrt{3} \gamma & 0 \\ -\alpha & 0 & \beta/2 & -\sqrt{3} \beta/2 & \gamma/2 & \sqrt{3} \gamma/2 \\ 0 & -2\alpha & 0 & \beta & 0 & \gamma \end{pmatrix}.$$

We will get Fourier amplitudes of stresses by multiplying the strain rate amplitudes with $Z$ from (3).

The divergence of stresses is computed in a weak sense as (see also [18])

$$\int N_e \cdot (\nabla u) dS = - \int \nabla N_e : \sigma dS - \varepsilon \left( 2\eta/\ell_e \right) \int [N_e] \cdot [u] dl. \quad (5)$$

Here, $N_e = w_e N_e$ is the non-conforming linear test function with the amplitude equaled to amplitude of $w_e$, and $\ell_e$ is the length of edge $e$. The stress divergence $\nabla u$ is expanded as

$$\nabla u = \sum_{e' \in \mathcal{E}} N_{e'}(\nabla u)_{e'}.$$

The mass matrix with entries $\int N_e N_{e'} dS$ appearing on the left hand side of (5) is diagonal. Its diagonal entry is the area $A_e$ associated to edge $e$. For an equilateral triangular mesh it equals 2/3 of triangle area, and is three times smaller than the area of median-dual control volume in the case of vertex velocities. The second term on the right hand side is the stabilization proposed in [18] with $\varepsilon$ the stabilization parameter. This form of stabilization has been introduced by [9] for a linear elastic problem. The quantities in the square brackets are jumps across edges in the direction normal to the edges. The result is independent of the normal vectors, but the same orientation should be used while computing both differences.

We will consider the contributions from two terms on the right hand side of (5) separately. To compute the first one, we need the matrix of the divergence operator, which
Figure 4: The physical (thick gray lines) and spurious (thick black lines) eigenvalues of the Fourier symbol of \( a^2 \eta^{-1} \nabla \cdot \sigma \) for edge velocity placement as a function of \(|k|a\) for \( \varepsilon = 0.2 \) (left panel) and \( \varepsilon = 1.0 \) (right panel). The wavevector is at \( \pi/6 \) to the \( x \)-axis, and \( \zeta = \eta \). The thin black lines plot \(- (k^2 + l^2) a^2\) and \(-2(k^2 + l^2) a^2\).

is written as

\[
D = -\frac{3}{2h} \begin{pmatrix}
0 & -2\alpha^* & 0 & 0 & 2\alpha & 0 \\
0 & 0 & -2\alpha^* & 0 & 0 & 2\alpha \\
-\sqrt{3}\beta^* & \beta^* & 0 & \sqrt{3}\beta & -\beta & 0 \\
0 & -\sqrt{3}\beta^* & \beta^* & 0 & \sqrt{3}\beta & -\beta \\
\sqrt{3}\gamma^* & \gamma^* & 0 & -\sqrt{3}\gamma & -\gamma & 0 \\
0 & \sqrt{3}\gamma^* & \gamma^* & 0 & -\sqrt{3}\gamma & -\gamma
\end{pmatrix}.
\]

It already contains the division by \( A_e \) so that the matrix \( DZ \) corresponds to the Fourier symbol for unstabilized \( V \). The stabilization will add the matrix \( \varepsilon T \),

\[
T = \frac{2\eta}{ah} L^2, \quad L = \begin{pmatrix}
0 & 0 & c_1 & 0 & -c_2 & 0 \\
0 & 0 & 0 & c_1 & 0 & -c_2 \\
-c_1 & 0 & 0 & 0 & c_3 & 0 \\
0 & -c_1 & 0 & 0 & 0 & c_3 \\
c_2 & 0 & -c_3 & 0 & 0 & 0 \\
c_2 & 0 & -c_3 & 0 & 0 & 0
\end{pmatrix},
\]

where \( c_1 = 2 \cos(-ka/4+lh/2) \), \( c_2 = 2 \cos(ka/4+lh/2) \) and \( c_3 = 2 \cos(ka/2) \). Although the stabilization term \( T \) has a structure of a discrete Laplacian operator, it has no 'physical' eigenvalues. Two of its branches have zero eigenvalues, and the others have finite eigenvalues even in the limit of vanishing wavenumbers, implying that the stabilization term works to couple edge velocities at grid scales.

We begin with noting that while the operators \( \eta \Delta u \) and \( \nabla \cdot \sigma \) coincide in the continuous case for \( \zeta = 0 \), this does not happen in the case of non-conforming linear functions. If \( \varepsilon = 0 \), the eigenvalues of \( \nabla \cdot \sigma \) (not shown) contain zero branches reflecting the presence of a non-trivial kernel in \( E \). However, the remaining branches do not approximate \(-\eta(k^2+l^2)\), whereas the discrete \( \eta \Delta u \) approximates them. The lack of approximation persists for \( \zeta \neq 0 \). This behavior is related to a too compact stencil of the divergence operator.
Table 1: Minimum values of the mEVP stabilization parameters $\alpha, \beta$ to achieve stable simulations

| Velocity placement | A-grid | B-grid | CD-grid |
|--------------------|--------|--------|---------|
| $\alpha = \beta$   | 500    | 1200   | 1500    |

the first term in (5) accounts only for the derivative in the direction normal to edge for elementwise-constant stresses.

The situation changes when stabilization is added, and the central point here is the magnitude of the stabilization coefficient. If the coefficient $\varepsilon$ is small, the physical branches of $V$ start to emerge, as is seen in the left panel of Fig. 3 for $\varepsilon = 0.2$ (the gray curves). However, they are accurate only for the small part of the range of resolved wavenumbers. The thick black curves correspond to spurious branches. They have similar origin as in the case of cell velocities: Only subsets of edges are invariant with respect to mesh translations, so there are modes that correspond to grid-scale oscillations. They will decay fast in viscous regime of sea ice dynamics because their eigenvalues are large in magnitude. Similarly to the case of cell velocities, there is an implication for the stability of time stepping of EVP-like methods (see below).

The accuracy increases substantially if $\varepsilon$ is increased, as can be concluded from the right panel of Fig. 4, which correspond to $\varepsilon = 1$. There is some sensitivity to the orientation of $k$, however up to $\varepsilon$ about 0.5 the gray curves approach asymptotically the theoretical curves (thin black lines) over an increasing range of wavenumbers if $\varepsilon$ increases. Further increase of $\varepsilon$ extends the range of wavenumbers where the curves are close to the theoretical ones, however the accuracy might be limited, as seen in Fig 4 for the lower gray branch for $|k|\alpha$ exceeding 2. In the end, the operator $DZE + \varepsilon T$ is stable and its physical branches provide a good approximation of the Fourier symbol of continuous operator. Comparing the right panels of Fig. 3 and 4 we can conclude that the eigenvalues can be more accurate than for the cell velocities if the stabilization parameter is properly selected. Counterintuitively, the accuracy of physical branches of $DZE + \varepsilon T$ increases if $\varepsilon$ is increased to $\varepsilon > 0.5$ or even higher. The rather accurate representation of physical branches does not imply that one can rely on the results of simulations on grid scales because spurious branches intersect with physical ones at $|k|\alpha$ between 2 and 3; they will contaminate solutions.

4 Test case illustrations

We use the test case described in [17] to illustrate the behavior of vertex-, cell- and edge-placed velocities and to show that their resolving capacity with respect to LKFs largely follows the insight derived from the analysis above. The test case explores the reaction of thin ice in a rectangular box to a cyclone moving along a box diagonal. Ice breaks and multiple LKFs are formed during the 2 days of simulations. The simulations are performed with the mEVP method (2) on a mesh made of equilateral triangles with the side of 2 km covering a square area 512 by 512 km in size. The sea-ice component of FESOM is used, extended for triangular B- and CD-grid discretizations.

We begin with a brief discussion of the time step limitation. According to [14], for
numerical stability the parameters $\alpha$ and $\beta$ of mEVP should be selected such that

$$\alpha \beta \gg \Lambda^2 \Delta t / m,$$

(6)

where $-\Lambda^2$ is the largest negative eigenvalue of the Fourier symbol of $\eta^{-1} \nabla \cdot \sigma$ operator and $m$ is the ice mass per unit area. As can be concluded by comparing the left panel of Fig. 2 to the right panel of Fig. 3, the maximum of $\Lambda^2$ for cell velocities exceeds that for vertex velocities by a factor around 3.5. The maximum for edge velocities (not shown in Fig. 4) is about 7 times higher. Although all conclusions of linear analysis above, as well as the stability analysis in [14], cannot be accurate in a full nonlinear case, they remain qualitatively correct, as illustrated below. The larger $\Lambda^2$ implies that either the external time step $\Delta t$ must be reduced, or $\alpha$ and $\beta$ must be increased for stability if cell and edge velocities are used compared to the case of vertex velocities.

To illustrate qualitative agreement with theory we performed simulations on A- and CD-grids selecting $\alpha = \beta = 1000$ and $N_{EVP} = 100$, and varying the external time step $\Delta t$. For A-grid, runs with $\Delta t = 2, 4, 7.5$, min showed no traces of noise, but weak noise started to appear for $\Delta t = 15$ min. For the CD-grid run with $\Delta t = 3$ min showed strong noise. The noise became weak for $\Delta t = 2$ min and almost (but not fully) disappeared for $\Delta t = 1.5$ min. Relating the cases with weak noise or just no noise we see that the ratio of external time steps is about 5–7, which agrees with [14] and the eigenvalue increase predicted by the Fourier analysis.

In practice the external time step will be defined by an ocean model, and the time step about $\Delta t = 2$ min will be expected on a mesh with 2 km cells. In a line with [6] it has been found that the simulation is stable for the edge velocities if $\alpha = \beta = 1500$, whereas they could be reduced to 1200 and 500 respectively for cell and vertex velocities. The choice of $\alpha, \beta$ is collected in Table 1. For the CD-grid we tested that the sensitivity of the LKF pattern to the magnitude of $\alpha, \beta$ in the range (1500-2500) and the number of substeps $N_{EVP}$ in the range 100-2000 is rather weak compared to the differences created by using different locations for velocities. Similar weak sensitivity is observed for other discretizations. Larger $\alpha, \beta$ imply that mEVP solutions may further diverge from VP solutions unless $N_{EVP}$ is high enough.

Figure 5 presents the patterns of sea ice concentration and shear defined as $(\varepsilon_{11} - \varepsilon_{22})^2 + 4 \varepsilon_{12}^2)^{1/2}$, simulated in the test case of [17] with A-, B- and CD-grid discretizations using $\alpha, \beta$ defined in Table 1. On qualitative level, it is seen that the number of simulated LKFs increases together with an increase in the number of degrees of freedom in the velocity field, which also correlates with improved accuracy of representing the eigenvalues of linear operator of stress divergence by cell and edge discretizations.

The patterns of sea ice concentration are commonly smooth, and the performance of particular discretization in the context considered here should be judged by the behavior of strain rates which amplify grid-scale noise. The pattern of shear for vertex velocities (bottom left panel) is clean, as expected. But such patterns contain no obvious noise also for cell and edge discretizations. This indicates that the stabilization proposed in [18] for edge velocities and the one proposed here for cell velocities are efficient in removing the kernels in strain rates or stress divergence and that spurious modes do not create problems other than time step limitation.

Some minor issues can still be seen on closer inspection. The middle bottom panel shows weak small-amplitude grid-scale noise in box western corners where sea ice velocities are nearly zero. This noise originates from boundaries and is by all probability
related to the fact that no-slip boundary conditions are implemented only approximately because all velocity points are inside the box. It weakens if replacement pressure is not used, which is the case in the middle column of Fig. 5. We hope that taking boundary at velocity points will eliminate this behavior.

For edge velocities, some of the LKFs seen in the strain field are only one grid cell apart, which are not the scales one may rely on. This signals that further fine-tuning of the amplitude of stabilization might be needed, which was not attempted here.

5 Discussions

Cell (B-grid) and edge (CD-grid) placement of sea ice velocities results in a higher number of simulated LKFs compared to the vertex (A-grid) placement. This correlates with a larger number of DoF on B- and CD-grids as there are more triangles and edges than vertices on triangular meshes. This also correlates with a higher accuracy of the discrete operators on B- and CD-grids as demonstrated in section 3. However, neither cell nor edge sea ice velocity placement leads to a straightforward discretization. Both need special measures to avoid a kernel in the discrete strain rate or stress divergence operators. The kernels are eliminated if appropriate measures are taken. The Fourier analysis, despite its obvious limitations, demonstrates the consequences of these measures.

For cell velocities, the strategy of eliminating a kernel in stress divergence becomes clear after learning that the kernel is created either through rank deficiency (case V, vertex locations of strain rates) or averaging (case C, cell location of strain rates). The remaining choice is between direct computation or correction of strain rates on edges. We used a correction. Its key element is the increase in the contribution from the differences between across-edge velocities. The idea is analogous to an implicit discretization of gradients suggested in expression (18) of [12]. The Fourier analysis directly shows that
this not only eliminates the kernel, but also improves accuracy. The strong constraint in the minimization problem (4), introduced though the Lagrangian multiplier $\lambda$, can be relaxed to a weak constraint $(w/|r|)^2(r_i(\partial_i u_j)c - [u_j]_c)^2$, where $w$ is the dimensionless weight. We, however, found that only rather large weights ensure noise-free behavior, so that the strong constraint in (4) seems to be a more reliable option.

For edge velocity an important insight from the Fourier analysis is that the stabilization ensures approximation: without it the first term in (5) not only has a kernel, but is also not able to approximate the eigenvalues of continuous problem. Common appreciation is that stabilization has to be kept as weak as possible in order not to affect physical branches. Here it has to be kept sufficiently strong in order to ensure that the physical branches are recovered. In the EVP or mEVP methods, the stresses $\sigma$ in (5) differ from those of the VP method, because they are computed in a time stepping or iterative procedure. This raises a new question on the suitable amplitude of $\epsilon$ (see [18] for a practical choice). Furthermore, the stabilization term in (5) becomes an additional factor influencing numerical stability of EVP-like methods and taking $\epsilon$ that is too large may affect it. The insight that it should be sufficiently large remains valid, but the selection of optimal $\epsilon$ for EVP and mEVP methods requires additional studies.

Both cell and edge velocity placements maintain spurious modes. These modes acquire anomalously large negative eigenvalues when kernels in operators are eliminated, as illustrated in Fig. 3 and partly in Fig. 4. Their origin is rooted in the geometry of triangular meshes, as has been briefly explained above (see [4] for more detail). Because one half or two thirds of modes are spurious, respectively, for discretizations based on cell and edge velocities, there might be an impression that the velocity DoF are used suboptimally in these cases. However, despite spurious modes, these discretizations ensure a much improved accuracy of the representation of physical modes compared to the A-grid physical modes, which correlates with their substantially increased resolving capability. An interesting question for future studies is how the A-grid discretization would compare to B- and CD-grid discretizations on meshes with a matching number of DoF.

The only apparent consequence of spurious modes seen in our test case simulations is their impact on the stability of explicit EVP-like methods. The stability conditions are tighter for cell and edge velocities because spurious modes are characterized by anomalously high negative eigenvalues. We hope that this will be the only consequence in realistic configurations, but it remains to be seen.

6 Conclusions

Elimination of kernels in discrete stress divergence is a key requirement for numerical stability of discretizations of sea ice dynamics on triangular meshes using cell- or edge-based velocities. This is achieved through the stabilization proposed by [18] for edge velocities and the procedure proposed here for cell velocities.

In both cases the consequence of stabilization is that dimensionless eigenvalues of spurious modes, supported on B- and CD-grids, take large negative values. As a result, spurious modes are not expected to distort solutions; if excited, they will decay faster than physical branches. However, this will impact stability of time stepping in explicit methods, as discussed in section 4. It should be expected that B- and CD-grids will require smaller internal time steps in EVP or larger stability parameters in mEVP.
Summing up, the cell- and edge-based sea ice velocities seem to be a promising alternative to the vertex placement for discretizing equations of sea ice dynamics on triangular meshes. They ensure an improved accuracy in representing physical modes of stress divergence operator and higher effective resolution. It remains to be seen how well cell- and edge-based discretizations perform in realistic conditions, how sea ice dynamics are affected by the placement of scalar degrees of freedom and what is an optimal stabilization for the edge velocities in explicit time integration methods.

It is hoped that insights provided by the simple approach in this work will be helpful for modelers working with sea ice dynamics on unstructured triangular (or their dual) meshes.
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