Time-resolved quantum process tomography using Hamiltonian-encoding and observable-decoding
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Abstract. The Hamiltonian encoding observable decoding (HE-OD) technique is experimentally demonstrated for process tomography of laser-induced dynamics in atomic Rb vapor. With the assistance of a laser pulse truncation method, a time dependent reconstruction of the quantum evolution is achieved. HE-OD can perform full as well as partial process tomography with appropriate measurements to characterize the system. The latter feature makes HE-OD tomography suitable for analyzing quantum processes in complex systems.
1. Introduction

Quantum tomography is a diverse field of research directed toward extracting quantum states [1–4], processes [3, 5–8], and Hamiltonians [9, 10]. Considering the needs of quantum computation, communication, and metrology, most efforts have focused on complete state/process reconstruction at a fixed time. However, such approaches designed for extracting full information are demanding on the quantity and quality of experimental measurements [4] and generally do not scale well with system complexity. There are a number of important situations (e.g. dynamics in photosynthesis, plasmas, nano systems, etc) when all the required measurements needed to completely characterize the quantum dynamics are not feasible to perform; thus, extracting well defined partial system information would be desirable, but this goal is difficult to achieve by traditional quantum tomography methods. Motivated by these challenges, the Hamiltonian encoding observable decoding (HE-OD) [11, 12] technique was recently developed to allow for full as well as partial reconstruction of quantum dynamics driven by a laser field.

The foundations of HE-OD can be appreciated by considering state-to-state population transfer. Given multiple pathways connecting the final and initial states, the population in the final state arises from quantum mechanical interference, which is sensitive to the relative phase of the amplitude associated with each pathway. Since the transitions are induced by an applied laser pulse, the relative phases in the pulse at the frequencies driving the transitions affect the pathway amplitudes, thereby controlling the final state population. HE-OD provides a general methodology for reconstructing the complex-valued pathway amplitudes by measuring the populations’ dependence on the laser phases (details are given in section 2). In contrast with standard quantum process tomography, HE-OD is based on performing measurements...
sensitive to selected pathway amplitudes instead of aiming to estimate the full process matrix (i.e., the map between all possible inputs and all possible outputs). Although it is possible to use HE-OD to obtain the amplitudes of all the participating pathways, HE-OD is most useful as a systematic procedure for extracting selected pathway amplitudes of interest, therefore focusing the effort only where it is needed. Another attractive feature of HE-OD is that it requires minimal alteration to the experimental setups already available in laboratories with laser pulse shaping capabilities.

After first presenting the foundations of HE-OD, we employ the technique to experimentally retrieve time-dependent process tomographic information from laser induced transitions in gas phase atomic Rb. To achieve temporal resolution of the control process, a novel method for laser pulse truncation is utilized. These experiments also provide the basis for performing partial dynamical tomography of quantum processes in complex systems.

The paper is structured as follows. Section 2 contains a detailed presentation of HE-OD for time-resolved reconstruction of multiple pathway amplitudes. In section 3, we describe HE-OD’s experimental implementation for partial tomography of laser induced dynamics in Rb. Concluding remarks are presented in section 4.

2. Theoretical background

2.1. Hamiltonian encoding observable decoding (HE-OD)

We present the HE-OD technique for a $N$-level quantum system undergoing unitary dynamics driven by a laser field $E(t)$ [13]. The system’s Hamiltonian is considered to be of the form $H = H_0 - \mu E(t)$, where $H_0$ is the unperturbed Hamiltonian with eigenvalues $\epsilon_n$ and eigenstates $|n\rangle$ ($n = 1, 2, \ldots, N$), and $\mu$ denotes the dipole moment operator. The system dynamics are governed by the evolution operator $U(t)$ satisfying the time-dependent Schrödinger equation in the interaction representation:

$$i\hbar \frac{dU(t)}{dt} = V_I(t)U(t),$$  

(1)

where

$$V_I(t) = -\exp\left(-\frac{i}{\hbar} H_0 t\right) \mu \exp\left(\frac{i}{\hbar} H_0 t\right) E(t)$$  

(2)

and $U(0) = I$. The solution of equation (1) can be expressed in terms of the Dyson expansion [14]

$$U(T) = I + \left(-\frac{i}{\hbar}\right) \int_0^T V_I(t_1)dt_1 + \left(-\frac{i}{\hbar}\right)^2 \int_0^T V_I(t_2) \int_0^{t_2} V_I(t_1)dt_1 dt_2 + \cdots,$$  

(3)

where $T$ is the time when an observation is performed. The convergence of the series in equation (3) in the case of realistic pulses can be readily established [11]. The HE-OD formalism can be applied to the expectation value of any observable operator $O$ [12] given by $\langle O \rangle = \text{Tr}(\rho O)$, where $\rho$ is the density matrix of the system. For clarity, we treat the particular case of a system undergoing unitary evolution with $\rho(0) = |a\rangle \langle a|$ and $O = |b\rangle \langle b|$. In this circumstance $\langle O(T) \rangle = |U_{ba}(T)|^2$, with $U_{ba}(T) = \langle a|U(T)|b\rangle$. After identifying a control field (optimal or otherwise), the first step in HE-OD is to encode the field and thus the dynamics. To understand
the role of encoding in HE-OD, consider the expansion of the population transfer amplitude from equation (3)

\[ U_{ba}(T) = \sum_{n, l_1} U_{ba}^{n_1, l_2, ..., l_{n-1}}(T), \]

where

\[ U_{ba}^{n_1, l_2, ..., l_{n-1}}(T) = \left( \frac{-i}{\hbar} \right)^n \int_0^T \mu_{bl_{n-1}} e^{-i\omega_{bl_{n-1}} t} E(t_n) \int_0^{t_n} \mu_{l_{n-1}l_{n-2}} e^{-i\omega_{l_{n-1}l_{n-2}} t} E(t_{n-1}) \int_0^{t_{n-1}} \cdots \times \cdots \int_0^{t_1} \mu_{l_1l_2} e^{-i\omega_{l_1l_2} t} E(t_2) \int_0^{t_2} \mu_{l_1l_0} e^{-i\omega_{l_1l_0} t} E(t_1) \ dt_1 \ dt_2 \cdots \ dt_{n-1} \ dt_n, \]

with \( \omega_{ij} = (\epsilon_j - \epsilon_k) / \hbar \), and \( \mu_{jk} = \langle j | \mu | k \rangle \). Equation (5) gives the pathway amplitude \( U_{ba}^{n_1, l_2, ..., l_{n-1}}(T) \) for the transition from \( |a\rangle \) to \( |b\rangle \) through a sequence of \( n \) steps \( |a\rangle \to |l_1\rangle \to |l_2\rangle \to \cdots \to |l_{n-1}\rangle \to |b\rangle \), which constitutes one of many possible \( n \)th order pathways for the quantum system to reach state \( |b\rangle \) from state \( |a\rangle \). In the present analysis, \( |a\rangle \), \( |b\rangle \), and \( \{|l_i\rangle\} \) are all considered as eigenstates of \( H_0 \); the same analysis follows for other bases, but the choice of \( \{|l_i\rangle\} \) can alter the physical interpretation of the pathway amplitudes extracted from the experiments. The goal of HE-OD in this context is to perform tailored experiments (i.e. by encoding the field and then decoding of the measurements) to extract the pathway amplitudes in equation (4).

The encoding in HE-OD can be done by introducing phases into selected spectral components of the input field \( E(t) \), which may be accomplished in the laboratory by a pulse shaper [12]. The process requires a sequence of \( m \) experiments in which the added phases take on distinct values. Consider a field \( E(t) \) of the form

\[ E(t) = C_0(t) e^{i\omega_0 t} + \sum_{k=1}^M C_k(t) e^{i\omega_k t} + \text{c.c.}, \]

where \( C_0, \ldots, C_M \) are slowly varying functions of time, \( \omega_0 \) is the ultrafast pulse carrier frequency, and the \( M \) selected frequencies \( \omega_k \neq 0 \) are within the laser bandwidth. Now consider an encoded field \( E_\epsilon(t) \) of the form

\[ E_\epsilon(t) = C_0(t) e^{i\omega_0 t} + \sum_{k=1}^M C_k(t) e^{i(\omega_k t + f_k(s))} + \text{c.c.}, \]

where we have added a phase \( f_k(s) \) to each field frequency component \( \omega_k, k = 1, \ldots, M \), and each phase \( f_k(s) \) is a function of the encoding variable \( s \). In practice, freedom exists to encode any portion of the field as implied by equation (6), where \( C_0(t) \) is now understood to include all un-encoded frequency components. This versatility is an important feature for extracting partial tomographic information in complex systems.

If the frequencies \( \omega_k \) for \( k = 1, \ldots, M \) (where the encoding is applied) are tuned close to the transition frequencies, e.g. \( \omega_{ll'} \) corresponding to the \( |l\rangle \to |l'\rangle \) transition, then inserting the encoded field of equation (6) into equation (5) and keeping only the resonant terms in the integrands, gives a modulated pathway amplitude of the form

\[ U_{ba}^{n_1, l_2, ..., l_{n-1}}(s, T) = \exp \left[ i \sum_{k=1}^M n_k f_k(s) \right] \times U_{ba}^{n_1, l_2, ..., l_{n-1}}(T), \]
where \( n_k \) represents the number of occurrences of transitions with energies close to \( h\omega_k \) in the pathway \(|a⟩ \rightarrow |l_1⟩ \rightarrow |l_2⟩ \rightarrow \cdots \rightarrow |l_{n-1}⟩ \rightarrow |b⟩\).

Let \(|n⟩\) denote the \( M \)-tuple of integers \( n_1, \ldots, n_M \). A modulating function of \( s \) is defined as

\[
h(|n⟩; s) \equiv \exp \left[ i \sum_{k=1}^{M} n_k f_k(s) \right].
\]

The effects of encoding are clearly seen in equation (7), where each original pathway amplitude \( U^{n_{l_1,l_2,\ldots,l_{n-1}}}_{ba}(T) \) is multiplied by the function \( h(|n⟩; s) \). Several pathways may have the same \(|n⟩\), i.e. there may be more than one pathway crossing \( n_k \)-times through transitions with energies close to \( h\omega_k \) for \( k = 1, \ldots, M \). For example, if transitions \(|1⟩ \rightarrow |5⟩\) and \(|5⟩ \rightarrow |9⟩\) are encoded with \( f_1(s) \) and \( f_2(s) \), respectively, then pathway \(|1⟩ \rightarrow |5⟩ \rightarrow |9⟩\) will have the same modulation \( \exp[if_1(s) + f_2(s)] \) as \(|1⟩ \rightarrow |5⟩ \rightarrow |1⟩ \rightarrow |5⟩ \rightarrow |9⟩\), since the modulating functions cancel out (i.e. \( f_1(s) - f_1(s) = 0 \)) in the intermediate step \(|5⟩ \rightarrow |1⟩ \rightarrow |5⟩\). In the following, all the transitions collectively modulated by the same function \( h(|n⟩; s) \) will have their amplitudes added together to form a composite pathway amplitude \( U^{[n]}_{ab}(T) \) [11].

In terms of composite pathways, the total modulated transition amplitude can be compactly written as

\[
U_{ba}(s, T) = \sum_{|n⟩} h(|n⟩; s) \times U^{[n]}_{ba}(T).
\]

The goal of HE-OD in this context is to find the set of composite pathway amplitudes \( U^{[n]}_{ab}(T) \) [11] that are above the noise level. As an illustration, the observable considered here is the population transfer given by

\[
\langle O(s, T) \rangle = |U_{ba}(s, T)|^2
\]

\[
= \sum_{|n⟩, |n'⟩} h(|n⟩ - |n'⟩; s) \times U^{[n]}_{ba}(T)U^{[n']}_{ba}\ast(T).
\]

A series of experiments are performed to obtain \( \langle O(s, T) \rangle \) as a function of \( s \). In practice \( s \) will be discretized to have integer values \( s = 1, \ldots, m \) (see section A.1) which label the sequence of encoded experiments. To find the pathways contributing to \( \langle O(s, T) \rangle \), we define the scalar product between two functions of the set as

\[
h(|n⟩; s) \circ h(|n'⟩; s) \equiv \frac{1}{N} \sum_{s=1}^{m} h(|n⟩; s) \times h\ast(|n'⟩; s), \quad \forall \{n\}, \{n'\}. \tag{10}
\]

If the encoding functions \( f_k(s), k = 1, \ldots, M \) are chosen such that all members of the set \( \{h(|n⟩; s), \forall \{n\}\} \) are orthonormal (see section A.1), then \( \langle O(s, T) \rangle \) produces well defined relations between the pathway amplitudes and projections \( P(|\tilde{n}); T) \) that can be extracted from the data as

\[
P(|\tilde{n}); T) \equiv \langle O(s, T) \rangle \circ h(|\tilde{n}); s) \tag{11}
\]

\[
= \sum_{|n⟩, |n'⟩} h(|n⟩ - |n'⟩; s) \circ h\ast(|\tilde{n}); s) \times U^{[n]}_{ba}(T)U^{[n']}_{ba}\ast(T), \tag{12}
\]

\[
= \sum_{|n⟩} U^{[n]}_{ba}(T)U^{[n]−[\tilde{n}]}_{ba}\ast(T). \tag{13}
\]
Since the projections $P(\{n\}; T)$ can be experimentally evaluated by first measuring $\langle O(s, T) \rangle$ and then using equation (11), the pathway amplitudes $U_{ba}^{[n]}(T)$ may be obtained by solving the system of quadratic algebraic equations (13). In practice, ratios of various projections $P(\{n\}; T)$ can suffice to give desired process tomography information.

2.2. Time-resolved HE-OD

The temporal evolution of the amplitudes $U_{ba}^{[n]}(T)$ may be determined by applying the methods of section 2.1 to measurements of the modulated observable $\langle O(s, T) \rangle$ at varying times $T$. The expectation value of any observable measured at time $T$ is determined by the evolution operator expansion in equation (3). A measurement at time $T$ is characterized by a truncation at $T$ of all the outer integrals on the right hand side (rhs) of equation (3). For the state-to-state observable treated here an equivalent procedure is to keep the measurement time $T$ constant while truncating the laser field at different times $\tau < T$ [15]. Consider this procedure with a truncated field defined as

$$E(t, \tau) = \begin{cases} E(t), & t \leq \tau, \\ 0, & t > \tau, \end{cases}$$

where $E(t)$ is the unaltered field. Field truncation results in a truncated potential

$$V_{I}(t, \tau) = -\exp \left( -\frac{i}{\hbar} H_{0} t \right) \mu \exp \left( \frac{i}{\hbar} H_{0} t \right) E(t, \tau).$$

Substituting equation (15) into equation (2) and then into equation (3) gives the expansion for the evolution operator $U(T, \tau)$ corresponding to dynamics driven by the truncated field $E(t, \tau)$ and with a measurement performed at time $T$

$$U(T, \tau) = I + \left( -\frac{i}{\hbar} \right) \int_{0}^{T} V(t_{1}, \tau) \, dt_{1} + \left( -\frac{i}{\hbar} \right)^{2} \int_{0}^{T} V(t_{2}, \tau) \int_{0}^{T} V(t_{1}, \tau) \, dt_{1} \, dt_{2} + \cdots$$

$$= I + \left( -\frac{i}{\hbar} \right) \int_{0}^{\tau} V(t_{1}) \, dt_{1} + \left( -\frac{i}{\hbar} \right)^{2} \int_{0}^{\tau} V(t_{2}) \int_{0}^{\tau} V(t_{1}) \, dt_{1} \, dt_{2} + \cdots$$

$$= U(\tau).$$

Thus, when the truncated field $E(t, \tau)$ is employed, a measurement of the state-to-state observable $O$ at a time $T > \tau$ yields the same expectation value as the measurement of $O$ at time $\tau$, $\langle O(\tau) \rangle$. The encoded field $E_{I}(t)$ can be truncated to form $E_{I}(t, \tau)$ at varying times $\tau$ to measure the temporal dependence of $\langle O(s, \tau) \rangle$, which then allows for the extraction of the temporally-resolved pathway amplitudes $U_{ba}^{[n]}(\tau)$ using the methods of section 2.1.

A truncated field $E(t, \tau)$ can be obtained by multiplying the original field $E(t)$ by a time-domain step function

$$E(t, \tau) = E(t) \times h(t - \tau),$$

where $h(t) = 1$ for $t \leq 0$, and $h(t) = 0$ for $t > 0$. In the frequency domain

$$E(\omega, \tau) = \int_{-\infty}^{+\infty} E(\omega') \times H_{t}(\omega - \omega') \, d\omega',$$

where $\omega$ is the angular frequency, and $E(\omega)$ and $H_{t}(\omega)$ are the Fourier transforms of $E(t)$ and $h(t - \tau)$, respectively. A sudden truncation of $E(t)$ is experimentally unattainable. A practical
approximation to \( E(t, \tau) \) can be produced by rapidly turning-off \( E(t) \). In the experiments we used

\[
h(t) = \frac{1}{2} \text{erfc}(t/\Delta t),
\]

where \( \text{erfc} \) is the complementary error function, and \( \Delta t \) defines the turn-off time.

In a discrete frequency representation, the truncated field is given by

\[
E(\omega_j, \tau) \approx \sum_{k=1}^{N} E(\omega_k) H_\tau(\omega_j - \omega_k),
\]

where \( N \) is the number of spectral components. In the laboratory the field is more conveniently represented in terms of wavelength \( \lambda \)

\[
E(\lambda_j, \tau) \approx \sum_{k=1}^{N} E(\lambda_k) H_\tau(\lambda_j - \lambda_k),
\]

and the following transformation yields the truncated field \( E(\lambda, \tau) \) from the original field \( E(\lambda) \):

\[
E(\lambda_j, \tau) = M(\lambda_j, \tau) \times E(\lambda_j),
\]

where

\[
M(\lambda_j, \tau) = \frac{\sum_{k=1}^{N} E(\lambda_k) H_\tau(\lambda_j - \lambda_k)}{E(\lambda_j)}. \quad (23)
\]

Numerical simulations showed that the truncated field \( E(t, \tau) \) is very sensitive to the phase but not to the amplitude shape of \( E(\lambda) \) (for a constant pulse energy). Equation (23) was employed to calculate spectral masks to experimentally turn off laser fields at desired times \( \tau \). A similar procedure for truncating ultrafast laser pulses was introduced in [15].

2.3. Dynamical transition widths

When an ultrafast pulse \( E(t) = \int_{\Omega} E(\omega) \cos(\omega t) d\omega \) (where \( \Omega \) is the field’s frequency bandwidth) is employed, spectral components of \( E(\omega) \) over a frequency window can contribute to each electronic transition, which cease to be sharp resonances. To see this behavior, consider the first-order amplitude

\[
U_{ab}(\Delta t) = \int_{0}^{\Delta t} \mu_{ab} e^{-i\omega_{ab}t} E(t) dt
\]

\[
= \mu_{ab} \int_{\Omega} E(\omega) G(\omega, \Delta t) d\omega,
\]

where \( \omega_{ab} > 0 \), and

\[
G(\omega, \Delta t) = 2 e^{i(\omega - \omega_{ab}) \Delta t/2} \sin[(\omega - \omega_{ab}) \Delta t/2] \quad / \omega - \omega_{ab}.
\]

(25)

The rotating wave approximation was used to obtain equation (25). For long times \( \Delta t \), \( G(\omega, \Delta t) \) approximates the delta function \( \delta(\omega - \omega_{ab}) \). For short times \( \Delta t \), it can be seen from equations (24) and (25) that not only \( \omega_{ab} \) but also other spectral components near \( \omega_{ab} \) contribute to \( U_{ab}(\Delta t) \). Thus, for ultrafast applied fields \( E(t) \) there is a relatively broad frequency band
The energy level diagram for atomic Rb is shown in figure 2.4. Application to atomic Rb 'widening' of the energy levels involved at those times. For instance, the field may have a large part of its bandwidth concentrated at certain times, temporal evolution of the energy level widths through the shape of its frequency–time profile. Larger is \( \Delta t \Delta \epsilon \) (i.e. the time in which amplitude is transferred from one state to another) with a corresponding energy uncertainty \( \Delta \epsilon \). The faster the transition, the smaller is \( \Delta t \) and the larger is \( \Delta \epsilon \). This view is related to equations (24) and (25) since the transition widths follow the changes caused by the pulse’s temporal profile, e.g. for \( E(t) \) corresponding to a multi-pulse sequence, there is a \( \Delta t \) associated with each pulse of the sequence, since for a sequence of well separated pulses the integral in equation (24) can be separated into a summation of integrals whose integrands take significant values at different times. Similar effects will be induced by more complex field shapes. As a consequence, the field \( E(t) \) can exert control over the temporal evolution of the energy level widths through the shape of its frequency–time profile. For instance, the field may have a large part of its bandwidth concentrated at certain times, inducing fast population transfers over selected transitions, which we consequently refer to as ‘widening’ of the energy levels involved at those times.

2.4. Application to atomic Rb

The energy level diagram for atomic Rb is shown in figure 1. The Rb states of interest are the five energy eigenstates \( |k\rangle \), \( k = 1, \ldots, 5 \). After laser pulse excitation, the final population of level \( |4\rangle \) decays to level \( |0\rangle \) emitting the observed 421.55 nm fluorescence. This fluorescence is the observable signal \( \langle O(T) \rangle \), which is proportional to the population of \( |4\rangle \) at the measurement time \( T \) long after the excitation pulse \( E(t) \) is over

\[
\langle O(T) \rangle \propto |U_{41}(T)|^2. \tag{26}
\]

From equations (4) and (5) as well as the fact that a minimum of two photons is needed to induce the transition from \( |1\rangle \) to \( |4\rangle \), \( U_{41}(T) \) can be approximated by its two lowest-order expansion terms

\[
\langle 4|U(T)|1 \rangle = U_1(T) + U_2(T), \tag{27}
\]

where

\[
U_1(T) = \int_0^T \mu_{42} e^{-i\omega_{42}t_2} E(t_2) \int_0^{t_2} \mu_{21} e^{-i\omega_{21}t_1} E(t_1) \, dt_1 \, dt_2, \tag{28}
\]

\[
U_2(T) = \int_0^T \mu_{43} e^{-i\omega_{43}t_2} E(t_2) \int_0^{t_2} \mu_{31} e^{-i\omega_{31}t_1} E(t_1) \, dt_1 \, dt_2, \tag{29}
\]

with \( \omega_{jk} \) and \( \mu_{jk} \) being the transition frequency and dipole moment between states \( |j\rangle \) and \( |k\rangle \), for \( j, k = 1, \ldots, 5 \). The experiments were carried out at low intensity such that second-order processes were dominant (see also discussion in section 2.5). The amplitudes \( U_1 \) and \( U_2 \) represent the double transitions \( |1\rangle \rightarrow |2\rangle \rightarrow |4\rangle \) and \( |1\rangle \rightarrow |3\rangle \rightarrow |4\rangle \), which are referred to as pathways 1 and 2, respectively, in figure 1(a). Thus, the formulation of section 2.1 can be directly utilized with \( |n\rangle = n_1, n_2 \).
Figure 1. (a) Energy level diagram and transitions for atomic Rb. States \( |1\rangle, |2\rangle, |3\rangle, |4\rangle, |5\rangle \) and \( |O\rangle \) correspond to the levels \( 5S_{1/2}, 5P_{1/2}, 5P_{3/2}, 5D_{3/2}, 5D_{5/2} \) and \( 6P_{1/2} \), respectively. Other Rb states were not reachable at our intensities and due to negligible laser spectral power at and below 740 nm. Initially, only the ground state \( |1\rangle \) is populated, and the laser pulse excites the upper levels. After the laser pulse is over, the final population of level \( |4\rangle \) decays to level \( |O\rangle \) which, in turn, decays back to \( |1\rangle \) emitting fluorescence at 421.55 nm. This fluorescence line is measured and taken as the signal \( \langle O\rangle \), which is proportional to the final population of state \( |4\rangle \). The green-background plots inserted over transitions \( |1\rangle \rightarrow |2\rangle \) and \( |3\rangle \rightarrow |4\rangle \) illustrate the encoding implemented over \( m \) measurements. In measurement \( s \), with \( s = 1, 2, \ldots, m \), the phases of the spectral components of \( E(t) \) around 780 and 762 nm were encoded by adding in \( f_1(s) \) and \( f_2(s) \) to modulate path 1 (orange-dotted arrows) and path 2 (pink-dashed arrows), respectively. Level \( |5\rangle \) is also populated, but it does not contribute to the measured fluorescence, and it can be omitted from the analysis as only second-order pathways are significantly involved. Not shown is the path for fluorescence at 420 nm associated with states \( |4\rangle \) and \( |5\rangle \). (b) Spectrum of the laser pulse used in the experiments (solid line). The center of the Rb transitions are shown as vertical dashed lines, and the orange and pink areas under the spectrum indicate the position of the encoding. Due to transition overlaps, the encoding over transition \( |1\rangle \rightarrow |2\rangle \) was located to the right of the transition center (780 nm) in order to reduce the encoding over the nearby transition \( |2\rangle \rightarrow |4\rangle \) (776 nm).
Here we consider an encoding equivalent to the one employed in the experiments described in section 3. There is wide flexibility for choosing the encoding, and practical considerations for Rb dictated the following circumstances. Spectral components close to $\omega_{21}$ and $\omega_{43}$ were encoded with $f_1(s)$ and $f_2(s)$, respectively. Additionally, the encoding around $\omega_{43}$ is wide enough to cover the entire transition width, and the encoding over $\omega_{21}$ was chosen much narrower than the encoding over $\omega_{43}$ (see figure 1(b)). Thus, the encoded field in equation (6) now has the specific form

$$E_s(t) = e^{i\omega_{21}t}C_0(t) + e^{i\omega_{43}t}C_0''(t) + e^{i\omega_{21}t}C_0(t) + e^{i\omega_{21}t}C_1(t) + e^{i\omega_{43}t}C_1(t) + e^{i\omega_{21}t}C_1''(t)$$

$$+ e^{i\omega_{21}t}C_2(t) + e^{i\omega_{43}t}C_2'(t) + \text{c.c.},$$

(30)

where $C_0'(t), \ldots, C_2'(t)$ are slowly-varying functions. Since the encoding was applied close to $\omega_{21}$ and $\omega_{43}$, the encoding over $\omega_{21}$ is narrow, and considering as well the spectral profile in figure 1(b), we have

$$C_2(t), C_0'(t), C_0''(t), C_0'(t) > C_1(t) \gg C_1'(t), C_1'(t), C_2'(t).$$

(31)

The terms in equation (30) involving $C_1'(t)$, $C_1'(t)$, and $C_2'(t)$ account for weak overlaps between neighboring transitions: $|1\rangle \rightarrow |2\rangle$ with $|2\rangle \rightarrow |4\rangle$; $|1\rangle \rightarrow |2\rangle$ with $|1\rangle \rightarrow |3\rangle$; $|2\rangle \rightarrow |4\rangle$ with $|3\rangle \rightarrow |4\rangle$, respectively. Substituting equation (30) into equation (28), and neglecting small terms and those far from resonance gives

$$U_1(s, T) \approx U_{1ne}(T) + U_{1e}(T)e^{i\omega f_1(s)} + U_{12}(T)e^{i\omega (f_1(s)+f_2(s))} + U_{1ee}(T)e^{i2\omega f_1(s)},$$

(32)

where

$$U_{1ne}(T) = \int_0^T C_0'(t_2) \int_0^{t_2} C_0''(t_1) \, dt_1 \, dt_2,$$

$$U_{1e}(T) = \int_0^T C_0'(t_2) \int_0^{t_2} C_1(t_1) \, dt_1 \, dt_2,$$

$$U_{12}(T) = \int_0^T C_0'(t_2) \int_0^{t_2} C_1(t_1) \, dt_1 \, dt_2,$$

$$U_{1ee}(T) = \int_0^T C_0'(t_2) \int_0^{t_2} C_1(t_1) \, dt_1 \, dt_2.$$  

(33)

(34)

(35)

(36)

The subscript notation of the various amplitudes describes their physical origin. The amplitudes $U_{1ne}$ and $U_{1e}$ correspond to the non-encoded and modulated-by-$\exp[i\omega f_1]$ parts of pathway 1, respectively. Only overlaps between neighboring transitions are considered here. $U_{1ee}$ is the part of pathway 1 modulated by $\exp[i2\omega f_1]$ that arises from the overlap between the two transitions of pathway 1 ($|1\rangle \rightarrow |2\rangle$ and $|2\rangle \rightarrow |4\rangle$). The latter overlap (accounted for in the field of equation (30) by the term depending on $C_1(t)$) causes part of the integral over $t_2$ in equation (28) to be modulated by $\exp[i\omega f_1(s)]$, which combines with the modulation applied to the integral over $t_1$ (i.e. $\exp[i\omega f_1(s)]$) producing the term modulated as $\exp[i2\omega f_1(s)]$ in equation (32). Similarly, $U_{12}$ is the part of pathway 1 modulated by $\exp[i(f_1+f_2)]$ arising from the overlap between transition $|1\rangle \rightarrow |2\rangle$ (which belongs to pathway 1) and $|1\rangle \rightarrow |3\rangle$ (which belongs to pathway 2). Analogously, we have for $U_2$

$$U_2(s, T) \approx U_{2e}(T)e^{i\omega f_2(s)} + U_{21}(T)e^{i(\omega f_1(s)+f_2(s))},$$

(37)
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where

\[
U_{2e}(T) = \int_0^T C_2(t_2) \int_0^{t_2} C'_0(t_1) \, dt_1 \, dt_2, 
\]

\[
U_{21}(T) = \int_0^T C_2(t_2) \int_0^{t_2} C'_1(t_1) \, dt_1 \, dt_2.
\]

(38)

(39)

The amplitudes \( U_{2e} \) and \( U_{21} \) correspond to the parts of pathway 2 modulated by \( \exp[\imath f_2] \) and \( \exp[\imath(f_1 + f_2)] \), respectively. \( U_{21} \) arises from the overlap between the transitions \(|1\rangle \rightarrow |3\rangle \) (pathway 2) and \(|1\rangle \rightarrow |2\rangle \) (pathway 1). Since the entirety of pathway 2 was encoded, \( U_{2ne} = 0 \). From equation (31) it follows that

\[
|U_{1ne}|, |U_{2e}| > |U_{1e}| \gg |U_{12}|, |U_{21}|, |U_{1ee}|.
\]

(40)

Substituting equations (32) and (37) into equations (27) and (26) gives the modulated signal

\[
\langle O(s, T) \rangle \propto |U_{1e}(s) + U_{2}(s)|^2
\]

\[
\propto DC + U_{1e}U_{1ne}^* e^{\imath f_1(s)} + U_{1e}U_{2e}^* e^{\imath(f_1(s) - f_2(s))} + U_{2e}U_{1ne}^* e^{\imath f_2(s)}
\]

\[
+ (U_{12} + U_{21}) U_{1ne}^* e^{\imath(f_1(s) + f_2(s))} + U_{1ee}U_{1ne}^* e^{\imath 2f_1(s)} + U_{2e}U_{1ee}^* e^{\imath(2f_1(s) - f_2(s))} + c.c.,
\]

(41)

where DC is the sum of all terms not modulated by the encoding, * denotes complex conjugate, and equation (40) was used to keep only leading-order products of amplitudes in each term. Equation (41) illustrates how the output signal is affected by the encoding: each term is multiplied by a distinct modulating function \( h(n_1, n_2; s) \), in accordance with the general analysis of section 2.1. Providing that the set of functions \( \{h(n_1, n_2; s)\} \) is orthogonal (which may be arranged, as proven in section (A.1)) and using equation (11), the following projections can be extracted from the observed modulated signal \( \langle O(s, T) \rangle \)

\[
P(1, 0; T) \propto U_{1e}(T)U_{1ne}^*(T),
\]

(42)

\[
P(0, 1; T) \propto U_{2e}(T)U_{1ne}^*(T),
\]

(43)

\[
P(1, -1; T) \propto U_{1e}(T)U_{2e}^*(T),
\]

(44)

\[
P(1, 1; T) \propto (U_{12}(T) + U_{21}(T)) U_{1ne}^*(T),
\]

(45)

\[
P(2, 0; T) \propto U_{1ee}(T)U_{1ne}^*(T),
\]

(46)

\[
P(2, -1; T) \propto U_{2e}^*(T)U_{1ee}(T).
\]

(47)

Due to the c.c. terms in equation (41), for each projection \( P(n_1, n_2; T) \) in equations (42)–(47) there is a projection \( P(-n_1, -n_2; T) \) which is equal to \( P^*(n_1, n_2; T) \).

From equation (40) it is expected that

\[
|P(1, 0; T)|, |P(0, 1; T)| > |P(1, -1; T)|, |P(1, 1; T)|, |P(2, 0; T)| > |P(2, -1; T)|.
\]

(48)
Ratios of pathway amplitudes can be extracted from the experimental data using equations (42)–(47). In particular,

\[
\frac{U_1(T)}{U_2(T)} = \frac{P(1, 0; T)}{P(0, 1; T)} + \frac{P(1, 0; T)^*}{P(1, -1; T)^*}
\]

and

\[
\frac{U_{1ee}(T)}{U_{12}(T) + U_{21}(T)} = \frac{P(2, 0; T)}{P(1, 1; T)}
\]

In equation (49), we used equation (40) to approximate the total pathway amplitudes as \( U_1 \approx U_{1e} + U_{1ee} \) and \( U_2 \approx U_{2e} \).

As seen above, \( U_{12}, U_{21}, \) and \( U_{1ee} \) are measures of transition overlaps. Recall that transitions \(|1⟩ \rightarrow |2⟩\) and \(|2⟩ \rightarrow |4⟩\) belong to pathway 1, and transitions \(|1⟩ \rightarrow |3⟩\) and \(|3⟩ \rightarrow |4⟩\) belong to pathway 2. Larger overlaps are due to wider transitions, dynamically induced by the field \( E(t) \) (see section 2.3). The ratio \(|U_{1ee}/(U_{12} + U_{21})|\) is larger when the transitions of pathway 1 are broad (increasing their overlap, and hence \( U_{1ee} \)) while the transitions of pathway 2 stay narrow (decreasing their overlap with pathway 1’s transitions, and hence reducing \( U_{12} \) and \( U_{21} \)). Consider the frequency–time representation of the applied field \( E(t) \). As discussed in section 2.3, a wider transition at a given time \( t \) implies that a greater portion of the field’s frequency bandwidth is around the transition’s center at time \( t \). Thus, the projection ratio \(|P(2, 0; t)/P(1, 1; t)|\) provides information about the field’s frequency content around the transitions at time \( t \), since it maps the time dependence of pathway 1’s transition widths relative to those of pathway 2. This information will be used in section 3 for interpreting optimally controlled dynamics.

2.5. Rabi flopping

Rabi flopping is possible at the laser intensity used in the experiments (see section 3). In the context of population transfer in Rb from state \(|1⟩\) to state \(|4⟩\), Rabi flopping requires at least a fourth-order process, e.g.

\[
|1⟩ \rightarrow |2⟩ \rightarrow |1⟩ \rightarrow |2⟩ \rightarrow |4⟩.
\]

A large presence of fourth- or higher-order processes could produce a wealth of high-order projections [16]. This situation was not observed in the experiments, where the projections were limited to second-order (see section 3.5). Higher-order processes can nevertheless perturbatively affect the dynamics dominated by second-order pathways. The effects of flopping can appear in the first- or second-order projections, depending on where the transition frequencies lie in relation to the encoding. For instance, if in the fourth-order pathway of equation (51) all the three transitions \(|1⟩ \rightarrow |2⟩ \rightarrow |1⟩ \rightarrow |2⟩\) were excited by the encoded portion of the field around \(|1⟩ \rightarrow |2⟩\) (i.e. encoded spectral components around 780 nm in figure 1(b)), it would give rise to an extra term in equation (27) modulated by \( \exp[i(f_1 - f_1 + f_1)] = \exp[i f_1] \) (see also the definition of composite pathways in section 2.1), which would contribute to the projection \( P(1, 0) \). If the first and last of the three transitions \(|1⟩ \rightarrow |2⟩ \rightarrow |1⟩ \rightarrow |2⟩\) were excited by the encoded portion of the field (with the remaining transition \(|2⟩ \rightarrow |1⟩\) being excited by a non-encoded spectral component), this would give rise to an extra term in equation (27) modulated by \( \exp[i(f_1 + f_1)] = \exp[i 2 f_1] \) which would contribute to \( P(2, 0) \). Given that the encoded portion of transition \(|1⟩ \rightarrow |2⟩\) was much smaller than its non-encoded part (see
figure 1(b)), the most likely scenario is to have only one encoded field spectral component in $|1\rangle \rightarrow |2\rangle \rightarrow |1\rangle \rightarrow |2\rangle$, which would result in a Rabi flopping contribution to $P(1,0)$. In summary, as performed in the experiments, we expect Rabi flopping to mainly affect the value of projection $P(2,0)$ and, more importantly, $P(1,0)$. As a consequence, Rabi flopping could cause interference-driven variations of $P(1,0)$ due to the pathway amplitude ratio $|U_1/U_2|$ oscillating as a function of time $\tau$ at the Rabi frequency. This was observed experimentally, as shown below. These arguments can be easily generalized to higher than fourth-order pathways. A full delineation of these various Rabi flopping pathways could be obtained, for instance, by a sequence of HE-OD experiments where different portions of the $|1\rangle \rightarrow |2\rangle$ spectral transition bandwidth are encoded separately with the functions $f_{1a}, f_{1b}, \ldots$.

3. Experimental implementation

3.1. Experimental setup

The experimental setup is shown in figure 2. HE-OD was applied to a gas phase sample of atomic Rb in a cell at 100°C. A laser pulse creates excitation into states $|4\rangle$ and $|5\rangle$ (see figure 1(a)). The final population of state $|4\rangle$ relaxes through spontaneous microwave emission to state $|O\rangle$ and subsequently decays back to $|1\rangle$ emitting fluorescence at 421.55 nm. The latter emission was then imaged to an Ocean Optics HR-2000 (400 nm) spectrometer and integrated to become the output signal $\langle O \rangle$, which is proportional to the final population of state $|4\rangle$. The experiments utilized a coherent Ti:sapphire femtosecond laser consisting of a Mira oscillator and a 1 kHz legend amplifier. The amplified pulses had a fluence at the sample spot of $\sim 6$ mJ cm$^{-2}$. The laser spectrum is shown as a solid line in figure 1(b) and had a full width at half maximum (FWHM) of $\sim 40$ nm centered at $\sim 790$ nm, corresponding to a transform-limited temporal pulse width of $\sim 30$ fs FWHM. Under these conditions laser-induced ionization of the Rb atoms was negligible. Phase modulation was performed with a 4-f configuration pulse shaper having a liquid crystal display with 640 pixels (Cambridge Research Instruments-Spatial Light Modulator (CRI-SLM)), as shown in figure 2. The phase of $E(\omega)$ was obtained from genetic algorithm optimization of the 421.55 nm fluorescence [17]. The resultant optimal field $E(\omega)$ created quantum dynamics in Rb which was then subject to HE-OD process tomography. Before entering the Rb cell, a small portion of the laser beam was sent to a beta barium borate (BBO) crystal to generate a second harmonic signal, which was also measured in order to monitor the pulse intensity at each truncation time $\tau$.

3.2. Encoding

The phases of the laser spectral components of $E(\omega)$ in the intervals $782.5 \leq \lambda \leq 783.2$ nm and $752.9 \leq \lambda \leq 768$ nm were encoded by adding in $f_1(s)$ and $f_2(s)$, respectively. The encoded positions of the spectrum are marked by orange and pink in figure 1(b). The encoding functions $f_1(s)$ and $f_2(s)$ are of the form defined in section A.1 with $m = 100$, which allows for resolving projections $P(n_1, n_2; T)$ with $|n_1| + |n_2| \leq 5$. Due to the transition overlaps, the encodings over transitions $|1\rangle \rightarrow |2\rangle$ and $|3\rangle \rightarrow |4\rangle$ also weakly affected their neighboring transitions (see section 2.4). The encoding over $|3\rangle \rightarrow |4\rangle$ approximately covers its entire width. These experimental conditions were taken into account in the theoretical model of section 2.4. The encoding for $|1\rangle \rightarrow |2\rangle$ was located at the right of the
Figure 2. Setup for the time-resolved HE-OD experiments. A shaped laser pulse interacts with a sample, producing an output signal that is fed back to a computer. Information about the participating pathways is obtained through the HE-OD encoding–decoding procedure where special perturbations are added to the field $E(t)$ through encoding masks in the pulse shaper, and the effect of the encoded field $E_s(t)$ on the output signal is decoded to reveal the amplitudes of the various quantum pathways induced by $E(t)$. The lower part of the figure illustrates how the encoding perturbations are implemented by systematically changing the phase of the circled pixels in each mask over a sequence of $m$ separate measurements. To temporally resolve the signal, the SLM mask was further modified to truncate the field $E_s(t)$ at time $\tau$, as described in the text.

transition center (780 nm) in order to reduce encoding in $|2\rangle \rightarrow |4\rangle$ (due to the overlap between $|1\rangle \rightarrow |2\rangle$ and $|2\rangle \rightarrow |4\rangle$).

3.3. Field truncation

The encoded field truncated at time $\tau$, $E_s(t, \tau)$, was generated by cutting the encoded field $E_s(t)$. The appropriate SLM mask was calculated by substituting $E_s(\lambda)$ into equation (23) with a truncation time of $\Delta t = 100$ fs that was much smaller than the temporal width of $E(t)$ which span $\sim 4$ ps (see figure 3(b)). Since the truncated field depends only weakly on the shape of the spectral amplitude (see section 2.2), $|E(\lambda)|$ was taken as a Gaussian centered at $\lambda_c = 790$ nm and a FWHM of $\Delta \lambda = 40$ nm.
Figure 3. (a) SHG signal as a function of truncation time $\tau$. (b) $|E(t)|$ calculated from the field’s spectral profile and the measured fluence.

Figure 4. Pseudo-color plot of the time-resolved modulated signal. The ordinate shows the value of the encoding parameter $s$, whereas the abscissa shows the time $\tau$ at which the modulated field $E_s(t, \tau)$ was truncated. The color indicates the value of the measured fluorescence signal. The signal shown here is the average over 14 scans.

As indicated in section 3.1, to monitor the pulse’s intensity for every truncation time $\tau$, the SHG signal produced by a portion of the laser beam was also measured, and the SHG($\tau$) data are presented in figure 4(a). Figure 4(b) shows the pulse’s temporal profile $|E(t)|$ calculated from the field’s spectral profile $E(\omega)$ and the measured fluence. $|E(t)|$ spans $\sim$4 ps, in agreement with the measured SHG($\tau$), and reaches values of $\sim$0.007 V Å.
Figure 5. Pseudo-color plots of the projection amplitudes $|P(n_1, n_2; \tau)|$ extracted from the modulated signal. The abscissa is the truncation time $\tau$ in fs, and each increment in the ordinate corresponds to a particular projection $|P(n_1, n_2; \tau)|$ whose indices $n_1$ and $n_2$ are indicated. The color bar indicates the value of each projection amplitude which was obtained by averaging the projection values extracted from 14 separate measurements of the modulated signal. The set of significant projections indicate that second-order processes are dominant.

3.4. Time-resolved modulated signal

The 421.55 nm Rb fluorescence signal was measured for $m = 100$ modulation points (see section A.1) with the truncation time $\tau$ varying from 0 to 4000 fs with a 100 fs step, producing a two-dimensional data set $\langle O(s, \tau) \rangle$. The data set was repeatedly measured 14 times. The average of $\langle O(s, \tau) \rangle$ over the 14 runs is shown in figure 4. The oscillatory behavior of $\langle O(s, \tau) \rangle$ versus $s$ approximately follows the variations over $s$ of the encoding functions $f_1(s)$ and $f_2(s)$. The temporal dependence of $\langle O(s, \tau) \rangle$ shows $\sim 500$ fs oscillations and a slight time-dependent phase shift (i.e. reflected in the slight non-horizontal features in figure 4) during the first half of the dynamics ($0 < \tau < 2000$ fs).

3.5. Decoding

The modulated signal for each truncation time $\tau$ was decoded using equation (11), yielding the projections $P(n_1, n_2; \tau)$. The averages of the projection amplitudes over the total 14 experimental runs are shown in figure 5. Figure 6 displays selected projections. In agreement with the analysis of section 2.4, the projections with the largest amplitude are $P(1, 0; \tau)$ and $P(0, 1; \tau)$ with values well above the noise level. There is also a marginal presence
of $P(1, -1; \tau)$, $P(2, 0; \tau)$ and $P(1, 1; \tau)$. The amplitude of projection $P(2, -1; \tau)$ (i.e. the smallest projection predicted in section 2.4) did not exceed the noise level. The absence of projections for $|n_1| + |n_2| > 2$ confirms that second-order processes are dominant and validates the theoretical model of section 2.4, although a higher order Rabi flopping signal shows up through interference (see below).

3.6. Extracted pathway ratios

Two pathway amplitude ratios were extracted from the projections with the help of equations (49) and (50). The results are displayed in figure 7. Oscillations in $|U_1/U_2(\tau)|$ of period $\Delta \tau \approx 500$ fs are present during approximately the first half of quantum evolution ($0 < \tau < 2000$ fs, see figure 7(a)) as well as in the temporal dependence of some projections (see figure 6). During the first half of the dynamics, $|U_{1ee}/(U_{12} + U_{21})| < 1$ (except for two noisy points around $\tau = 1000$ fs); whereas, the opposite, $|U_{1ee}/(U_{12} + U_{21})| \geq 1$, takes place in the second half ($2000 < \tau < 4000$ fs, see figure 7(b)).

The results shown in figure 7(a) establish a final pathway ratio of $|U_1/U_2| \sim 5$, implying that pathway 1 is favored over pathway 2 in the optimization of the population transfer to state $|4\rangle$. This value can be understood if the laser spectrum’s position with respect to the Rb transitions (see figure 1(b)) is taken into account. According to equations (28) and (29), a rough estimate of the pathway ratio is given by

$$|U_1/U_2| \approx \frac{\mu_{12} E(780 \text{ nm}) \times \mu_{42} E(776 \text{ nm})}{\mu_{13} E(762 \text{ nm}) \times \mu_{43} E(795 \text{ nm})} \approx \frac{S(780 \text{ nm}) \times S(776 \text{ nm})}{S(762 \text{ nm}) \times S(795 \text{ nm})} \approx 4,$$

Figure 6. Selected projections versus truncation time $\tau$. 
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Figure 7. Amplitude ratios $|U_1/U_2|$ (a) and $|U_{1ee}/(U_{12} + U_{21})|$ (b) obtained from the extracted projections and using equations (49) and (50).

where $S(\lambda)$ is the spectral power at wavelength $\lambda$, and here we took into account that the Rb dipole moments satisfy $\mu_{12} \mu_{42} \approx \mu_{13} \mu_{43}$. The estimated pathway ratio in equation (52) agrees well with the measured value.

The $\sim 500$ fs oscillations in $|U_1/U_2|$ (see figure 7(a)) may be due to Rabi flopping. Indeed, Rabi oscillations with a period of $\Delta t \approx 500$ fs and dipole moment $\mu \sim 1$ Å e Å (where $e$ is the electron charge) correspond to a field amplitude of $\sim 0.008$ V Å$^{-1}$, which is similar to the 0.007 V Å$^{-1}$ estimated for our experiments (see figure 3(b)). The beats in figure 7(a) can be thought of as an ‘internal’ heterodyne process interfering the Rabi amplitude with the background dominant $|1\rangle \rightarrow |2\rangle \rightarrow |4\rangle$ and $|1\rangle \rightarrow |3\rangle \rightarrow |4\rangle$ amplitudes. Since the field $E(t)$ maximizes the final population of state $|4\rangle$, the temporal structure of $|U_1/U_2|$ reveals the following optimal population transfer mechanism: the first half of the pulse ($0 < \tau < 2000$ fs)
induces Rabi oscillations that are subsequently suppressed by the second half of the laser pulse \(2000 < \tau < 4000\) fs, allowing the population of state \(|4\rangle\) to build up.

Further physical insight can be gained from the ratio \(\frac{|U_{1ee}|}{(U_{12} + U_{21})}\) since it reflects the applied field’s frequency–time content around the transitions (see section 2.4). The evolution of \(\frac{|U_{1ee}|}{(U_{12} + U_{21})}\) shown in figure 7(b) demonstrates that for the first half of the pulse (with the exception of two noisy points around \(\tau = 1000\) fs) the applied field has less spectral content around pathway 1 than during the second half of the pulse. Focusing on pathway 1 at the end of the pulse increases the final population transfer because pathway 1 is dominant, as was demonstrated above.

4. Future prospects for HE-OD tomography

Based on simultaneously controlling the phases of individual pathways contributing to an observed signal, the HE-OD technique was developed to retrieve quantum pathway amplitudes from a special set of modulation experiments. By combining HE-OD with a laser pulse truncation procedure, time-resolved quantum process tomography was demonstrated on atomic Rb. A fundamental feature of temporally resolved HE-OD is its capability of providing either full or partial process reconstruction. HE-OD is applicable to a broad variety of systems since it relies solely on the system’s response to laser pulse phases, and the general laboratory setup does not depend on particular details of the system’s Hamiltonian. These attributes make HE-OD a promising tool for investigating quantum dynamics in complex systems relevant to quantum computation, nanotechnology, quantum biology, chemistry, etc. For example, HE-OD has recently been applied to the analysis of laser–plasma interactions during supercontinuum generation [16].

Further applications to complex systems may require simultaneously probing a large number of pathways, scaling up the demand for measurements. Nevertheless, it is possible to reduce the required amount of data in multiple ways: (i) utilizing advanced algorithms to decode the projections [18]; (ii) performing random sampling [12] to take advantage of efficient Monte Carlo integration (projection) of high-dimensional functions; (iii) reducing the complexity of the problem by combining HE-OD with high-dimensional model representation (HDMR) [19]. HDMR is a universal tool for exploring the functional dependencies of observations that draw on large numbers of variables. In particular, HDMR can break down the high-dimensional space of encoding parameters into a natural hierarchy to guide experiments and estimate the outcome of yet unmeasured encoding masks in an iterative manner [19]. Hamiltonian identification [9] can also incorporate HE-OD as an explorative tool for model generation. For a quantum system with known spectral lines (information that can be easily obtained from standard spectroscopy), it is possible to encode the transition frequencies (or portions of their bandwidths) corresponding to the spectral lines, while measuring a suitable output signal (e.g. fluorescence, optical absorption, etc). Decoding the modulated output signal provides a wealth of information that can be used to construct a model of the unknown Hamiltonian. For instance, in this work, from the absence of high-order projections we concluded that the second-order processes were dominant and constructed a physical model that explained the observed set of projections, with higher-order contributions appearing only as modifications of the overall dynamics. The qualitative model can then be used as an input to a quantitative Hamiltonian inversion algorithm again utilizing modulation data. The model itself need not be limited to unitary dynamics. HE-OD experiments can be adapted to the study of open systems or even non-quantum systems, since there is full
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freedom in the nature of the physical model underlying the observed projections. In particular, resolving the temporal evolution of the various pathway amplitudes, as demonstrated in this work, could aid in determining the role of decoherence in open quantum systems. We expect that the results reported in this paper as well as on-going developments will make HE-OD an efficient and flexible quantum tomography tool.
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Appendix

A.1. Orthogonal set of modulating functions

To generate an orthogonal set of modulating functions \( \{ h(r, q; s) \} \), we begin by sampling an array \( \{ \phi_j \} \) of regularly spaced phases in the interval \([0, 2\pi]\)

\[
\phi_j = 2\pi j / R, \quad j = 0, \ldots, R - 1,
\]

where \( R \) is a positive integer. The encoding functions \( f_1(s) \) and \( f_2(s) \) are constructed from a Cartesian product of two-phase arrays \( \{ \phi_j \} \):

\[
\begin{align*}
f_1(1) = \cdots = f_1(R) &= \phi_0, \\
f_1(R + 1) = \cdots = f_1(2R) &= \phi_1, \\
\vdots \\
f_1(m - R + 1) = \cdots = f_1(m) &= \phi_{R-1}.
\end{align*}
\]

And

\[
\begin{align*}
f_2(1) &= \phi_0, \quad f_2(2) = \phi_1, \ldots, \quad f_2(R) = \phi_{R-1}, \\
f_2(R + 1) &= \phi_0, \quad f_2(R + 2) = \phi_1, \ldots, \quad f_2(2R) = \phi_{R-1}, \\
\vdots \\
f_2(m - R + 1) &= \phi_0, \quad f_2(m - R + 2) = \phi_1, \ldots, \quad f_2(m) = \phi_{R-1},
\end{align*}
\]

where \( m = R^2 \).

Substituting \( f_1(s) \) and \( f_2(s) \), as defined above into the scalar product equation (10), gives

\[
h(r, q; s) \circ h(r', q'; s) = \frac{1}{m} \sum_{s=1}^{m} e^{i(r-r')f_1(s)+i(q-q')f_2(s)}
\]

\[
= \frac{1}{R^2} \sum_{j,k=1}^{R} e^{i(r-r')\phi_j+q-q'\phi_k}
\]

\[
= \frac{1}{R^2} \left( \sum_{j=1}^{R} e^{i(r-r')\phi_j} \right) \times \left( \sum_{k=1}^{R} e^{i(q-q')\phi_k} \right)
\]

\[
= \frac{1}{R^2} \left( \sum_{j=1}^{R} e^{i(r-r')2\pi j / R} \right) \times \left( \sum_{k=1}^{R} e^{i(q-q')2\pi k / R} \right). \tag{A.2}
\]
If $r = r'$ and $q = q'$, then the terms in the summations on the rhs of equation (A.2) are all equal to 1, and therefore $h(r, q; s) \circ h(r', q'; s) = 1$. Suppose instead that $r \neq r'$, then

$$
\sum_{j=1}^{R} e^{i(r-r')2\pi j/R} = e^{i(r-r')2\pi /R} (1 - e^{i(r-r')2\pi /R}) = 0,
$$

for $|r|, |r'| \leq R/2$. The same holds for $q$, and $q'$. We conclude that the set $\{h(r, q; s)\}$ is orthonormal

$$
h(r, q; s) \circ h(r', q'; s) = \delta_{r,r'} \delta_{q,q'}
$$

for $|r| + |r'|, |q| + |q'| \leq R/2$.

As a consequence of this analysis, note that it may be possible to unambiguously resolve a projection $P(r, q; T)$ from the experimental data only if $|r|, |q| \leq R/2$. Thus, the number of points $R$ of the generating array $\{\phi_j\}$ has to be chosen so that the desired highest-order projections are resolvable.
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