Single atom edge-like states via quantum interference
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We demonstrate how quantum interference may lead to the appearance of robust edge-like states of a single ultracold atom in a two-dimensional optical ribbon. We show that these states can be engineered either within the manifold of local ground states of the sites forming the ribbon, or of states carrying one unit of angular momentum. In the former case, we show that the implementation of edge-like states can be extended to other geometries, such as tilted square lattices. In the latter case, we suggest to use the winding number associated to the angular momentum as a synthetic dimension.

PACS numbers: 03.75.Lm, 67.85.-d

I. INTRODUCTION

Ultracold atoms in optical lattices provide an ideal playground for studying condensed matter phenomena in a highly controlled and tunable manner [1, 2]. In recent years, the realization of artificial gauge fields [3–12] has opened the possibility to use these systems to explore physics of strong magnetic fields [13–19]. In particular, edge states predicted in the context of the quantum Hall effect have been observed both with bosons [18] and fermions [19] in one-dimensional (1D) optical lattices extended in a synthetic dimension by taking profit of the internal atomic degrees of freedom [20]. The robustness of these states makes them useful for instance for quantum information purposes [21, 22].

Here, we propose a scheme to generate robust edge-like states (ELS) in two-dimensional (2D) arrangements of discrete sites without the need to create synthetic gauge fields. The method is based on the use of spatial dark states (SDS), which appear on tunneled-coupled three-site systems due to quantum interference [23] and are the basis for spatial matter-wave passage techniques [24]. We focus on single atoms or non-interacting Bose-Einstein condensates.

SDS can be realized using states carrying orbital angular momentum (OAM) \( l \in \mathbb{Z} \). In this work we focus on the use of states with \( l = 0 \) and \( l = 1 \). In the \( l = 0 \) case, quantum interference effects are solely due to phase differences in the local states of the sites, allowing to create ELS in a large variety of geometrical configurations of sites. These arrangements of sites could be realized using, for instance, painting potentials [25–28] or spatial light modulators [29, 30]. In the \( l = 1 \) case, quantum interference is also due to complex tunneling amplitudes, whose phases are modulated by the relative orientation between sites [31]. The manifold of \( l = 1 \) states, which has been object of intensive study in recent years [32–42], offers the additional possibility of using the winding number as a synthetic dimension. This could open the door to the quantum simulation of non-trivial topologies [43, 44], with the advantage that complex tunneling amplitudes appear naturally.

The paper is organized as follows. First, in Sec. II we describe the physical system in which we shall implement the ELS, and we argue that the dynamics of a single atom can be studied separately for each manifold of OAM states. Then, in Sec. III we discuss the form and the properties of the ELS, both for the manifold of \( l = 0 \) states (Sec. III A) and that of \( l = 1 \) states (Sec. III B). Finally, in Sec. IV we expose some conclusions.

II. PHYSICAL SYSTEM

A simple system in which we can take advantage of quantum interferences to implement single atom ELS is shown in Fig. 1. It is a 2D ribbon constructed by placing side by side five-site cells consisting of a square with a site at each corner plus a central site laying at a distance \( d \) from the other four. Thus, a lattice with \( n \) cells has a total of \( N = 3n + 2 \) sites. We assume that each site hosts a harmonic trap of identical frequency \( \omega \). If the sites are separated enough, their local eigenfunctions can be used as a basis of the total Hilbert space associated to the lattice. Moreover, the total set of eigenstates can be split into manifolds of total OAM \( l \), each containing \( N \cdot (l+1) \) degenerate states corresponding to the eigenstates with \( z \) component of the OAM \( m = -l, -l+2, ..., l-2, l \) in each site. Therefore, under this assumption the dynamics of the system can be studied separately for each OAM manifold, leading to a total Hamiltonian

\[
\hat{H}_{\text{ribbon}} = \sum_{l=0}^{\infty} \hat{H}_l,
\]

where \( \hat{H}_l \) is a few-state Hamiltonian describing the tunneling dynamics within the manifold of OAM \( l \).
III. EDGE-LIKE STATES

A. \( l = 0 \) manifold

Let us consider the \( l = 0 \) manifold. Its basis is formed by the set of ground states of each site, which we denote as \( \{ |j\rangle \} \), where the index \( j = 1, ..., N \) labels the sites according to Fig. 1. Since the ground state wave functions have no angular dependence, the tunneling couplings are always real and only depend on the separation between sites, typically showing a fast decay as it is increased. Thus, it is a very good approximation to consider that only the central site of each cell is tunnel-coupled to its four nearest neighbours, with a tunneling rate \( J \). Introducing the tunneling operators \( \hat{a}^\dagger_k \hat{a}_j |h\rangle = |k\rangle \delta_{j,k} \), where \( k,j \) are labels denoting sites, the Hamiltonian for the \( l = 0 \) manifold of a ribbon with \( n \) cells can be written as

\[
\hat{H}_0 = -\hbar J \sum_{i=1}^n \left( [\hat{a}^\dagger_{3i-2} \hat{a}_{3i} + \hat{a}^\dagger_{3i-1} \hat{a}_{3i+1}] + [\hat{a}^\dagger_{3i+1} \hat{a}_{3i} + \hat{a}^\dagger_{3i+2} \hat{a}_{3i+3}] + h.c. \right). \tag{2}
\]

To derive expressions for the ELS of the ribbon, we first consider a system of three sites \( L,C,R \) (from left, central and right), with their ground states \( |L\rangle \) and \( |R\rangle \) equally coupled to \( |C\rangle \) and decoupled between each other. This system has an eigenstate of 0 energy \( |D\rangle = \frac{1}{\sqrt{2}}(|L\rangle + e^{i\pi} |R\rangle) \), the SDS, which is decoupled from the state \( |C\rangle \). In a ribbon of \( n \) cells, ELS can be found by combining three-site SDS with population only on the edge sites. Thus, after setting them as initial states, the central sites \( \{ |3i\rangle \} \) \( (i = 1, ..., n) \) will remain unpopulated along the time evolution. In a single five-site cell there are 3 independent possibilities for such combinations, which correspond to the different ways in which the wave function at two of the outer sites can have a \( \pi \) phase difference with respect to the other two. For \( n \) cells there are \( 2^n + 1 \) possible ELS with equal population in the external sites,

\[
|D_k\rangle_{l=0} = \frac{1}{\sqrt{2(n+1)}}(|1\rangle + e^{i\pi} |2\rangle + \sum_{j=1}^n (-1)^{B_j(k)}(|3j + 1\rangle + e^{i\pi} |3j + 2\rangle)); k = 0, ..., 2^n - 1
\]

\[
|D_{2^n}\rangle_{l=0} = \frac{1}{\sqrt{2(n+1)}} \sum_{j=0}^n e^{-j\pi i}(|3j + 1\rangle + |3j + 2\rangle), \tag{3}
\]

where \( B_j(k) \) is the \( j \)th digit (starting from the left) of the binary representation of \( k \) using a total of \( n \) digits. For instance, \( B_7(n = 4) = 0111 \) and \( B_7(n = 4) = 0 \). It can be checked that all the states \( (3) \) are eigenstates of \( \hat{H}_0 \) with 0 energy.

To numerically check the existence of the ELS predicted with the few-state model of the \( l = 0 \) manifold \( (2) \), we consider the following trial state in a ribbon of 2 cells

\[
|\Psi(\varphi)\rangle_{l=0} = \frac{1}{\sqrt{6}} \sum_{j=0}^2 (|3j + 1\rangle + e^{i\varphi} |3j + 2\rangle) \tag{4}
\]

as initial state and find its time evolution both with the few-state model and by direct integration of the 2D Schrödinger equation. We then compute the average value of the populations of the central sites over the total time \( T \), \( \tilde{\rho}_{l=0}(\varphi) = \frac{1}{T} \int_0^T dt \left| \langle 3i| e^{-i\hat{H}t/\hbar} |\Psi(\varphi)\rangle_{l=0} \right|^2 \). We have performed the calculations taking a distance between tunnel-coupled sites \( d = 5\sigma \), with \( \sigma = \sqrt{\hbar/m\omega} \) (\( m \) is the mass of the atom). The results are shown in Fig. 2 (a). As predicted by the model, the average population of the central sites has a broad resonance at \( \varphi = \pi \), since then the trial state is \( |D_0\rangle_{l=0} \). For a range of phase differences \( \Delta\varphi_{l=0} = 0.4\pi \) around the minimum, the average population of the central sites remains below 0.05. Thus, the ELS is robust against variations of the relative phases in the initial state. We also find that there is an excellent agreement between the model and the numerical integration.

We have also checked the robustness of the ELS against local perturbations. In order to do so, we consider a ribbon of \( n = 100 \) cells and set as initial states \( |1\rangle \), \( |00\rangle_{l=0} \) and this latter state with a defect, i.e. site 1 empty, which we denote as \( |D_0\rangle_{l=0} \). In Fig. 2 (b) we plot the time evolution of the populations of the initial states. While the single site state decays, the ELS with a defect maintains its population almost equal to 1 all along the time evolution, just like the original ELS. Thus, we conclude that the ELS is robust against local perturbations.

The implementation of the ELS \( (3) \), restricted to a single cell for simplicity, is illustrated and supported by numerical simulations in Fig. 3 (a),(b). Initially, only the central site is populated \( (A) \). When left to evolve, the
ELS would be created. In this case, during the Rabi-type oscillations, one could create equally weighted superpositions of different initial states \( |\Psi_0\rangle \) under the action of \( \hat{H}_0 \) in a ribbon of 100 cells.

An atom undergoes Rabi-type oscillations in which the population is transferred equally and with the same phase to the four outer sites (B). The populations of the different sites during this process are shown in Fig. 3 (b). When all the population has been transferred to the outer sites (C), one can apply a laser pulse of area \( 2\pi \) that induces a \( \pi \) change of phase in the states localized in all the sites of either the upper or the lower row, as shown in the leftmost panel of Fig. 3 (c). In this way, the system will be transferred to an ELS and remain there. Once the system has been prepared in this initial ELS, by applying localized \( 2\pi \) pulses to a given row or column of the ribbon, and thus switch from one ELS to another, as shown in Fig. 3 (c). Thus, these phase-change processes allow to explore the whole \( l = 0 \) ELS subspace. Also, by applying \( \pi \) pulses to pairs of sites, one could create equally weighted superpositions of ELS. This kind of ELS can also be implemented in more complex geometries, as shown in Fig. 5 (a). By populating equally all the edge sites but the four corners and setting \( \pi \) phase differences between local states of adjacent edge sites, quantum interference would prevent population transfer to any tunnel-coupled site and an ELS would be created.

We now consider the \( l = 1 \) manifold of the 2D ribbon shown in Fig. 1. The basis of this manifold is formed by the set of first excited eigenstates of each site with winding number \( m = \pm 1 \), denoted as \( \{ |j, +\rangle, |j, -\rangle \} \), which could be implemented according to [35]. Their wave functions are of the form \( \sqrt{2\pi} \sim \Psi(j\phi_j e^{\pm (\phi_j - \phi_0)} \rangle \), where \( (\phi_j, r_j) \) are the polar coordinates with origin at the position of the \( j \)th site and \( \phi_0 \) is a free phase parameter. Because of the angular dependence of the wave functions, the couplings between the different states depend both on the distance between sites and on their relative orientation, and can in general take complex values. Using symmetry considerations, it can be shown [31] that for a given separation between two sites \( j, k \) there are only three independent coupling rates: a self-coupling rate between the two eigenstates of a site, \( J_1 \sim |\langle j, \pm |\hat{H}|j, \mp \rangle| \), and two cross-coupling rates between the eigenstates of different sites with equal or different winding number, \( J_2 \sim |\langle j, \pm |\hat{H}|k, \mp \rangle| \) and \( J_3 \sim |\langle j, \pm |\hat{H}|k, \mp \rangle| \). The phases of the complex tunneling amplitudes depend on \( \phi_0 \) and the winding numbers of the states involved in the coupling. As for \( l = 0 \), the coupling rates decay fast with the inter-site separation, so again we will consider that only the central sites are tunnel-coupled to their neighbours. By setting \( \phi_0 = -\pi/4 \), all the couplings between the sites \( 3i - 2 \leftrightarrow 3i \) and \( 3i \leftrightarrow 3i + 2 \) are real, whereas between the sites \( 3i - 1 \leftrightarrow 3i \) and \( 3i \leftrightarrow 3i + 1 \) the couplings involving winding number...
change acquire $\pi$ phases [31]. By defining the tunneling operators $\hat{a}_{j,k}^\dagger \hat{a}_{k,l}$, where $\alpha = \pm$ is the winding number, the Hamiltonian of a ribbon with $n$ cells reads

$$\hat{H}_1 = -\hbar \sum_{i=1}^n \sum_{\alpha,\alpha' = \pm 1} (U_1)_{\alpha\alpha'} (\hat{a}_{3i,\alpha}^\dagger \hat{a}_{3i+1,\alpha'} + \hat{a}_{3i,\alpha}^\dagger \hat{a}_{3i+1,\alpha'})$$

$$-\hbar \sum_{i=1}^n \sum_{\alpha,\alpha' = \pm 1} (U_2)_{\alpha\alpha'} (\hat{a}_{3i,\alpha}^\dagger \hat{a}_{3i+2,\alpha'} + \hat{a}_{3i,\alpha}^\dagger \hat{a}_{3i+2,\alpha'})$$

$$-\hbar \sum_{\alpha,\alpha'} (S_1)_{\alpha\alpha'} (\hat{a}_{1,\alpha}^\dagger \hat{a}_{1,\alpha'} + \hat{a}_{N-1,\alpha}^\dagger \hat{a}_{N-1,\alpha'})$$

$$-\hbar \sum_{\alpha,\alpha'} (S_2)_{\alpha\alpha'} (\hat{a}_{2,\alpha}^\dagger \hat{a}_{2,\alpha'} + \hat{a}_{N,\alpha}^\dagger \hat{a}_{N,\alpha'}) + h.c.,$$

with coupling matrices

$$U_1 = \begin{pmatrix} J_2 & J_3 e^{-i\pi} \\ J_3 e^{i\pi} & J_2 \end{pmatrix}, \quad U_2 = \begin{pmatrix} J_3 & J_2 \\ J_3 & J_2 \end{pmatrix}$$

$$S_1 = \begin{pmatrix} 0 & J_1 \\ J_1 & 0 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 0 & J_1 e^{i\pi} \\ J_1 e^{i\pi} & 0 \end{pmatrix}.$$ (6b)

Note that the complex number sum rule for the contributions to the self-coupling makes this term vanish at all the sites but the four corners of the ribbon [31]. In addition, $|J_2| \approx |J_3|$ and $|J_1| \ll |J_2|, |J_3|$, so in a first approximation the self-couplings can be neglected [31]. Within this approximation, a system of three in-line sites $L$, $C$ and $R$ ($L$ and $R$ equally separated from $C$) with $l = 1$ occupied edge sites. We have checked that in the longest $l = 1$ case: the average population of the central sites remains under 0.05 for the first excited states are more extended than the ground state ones. Among the many possibilities to do so, two are particularly interesting because the orientation of the nodal lines of the wavefunction gives rise to global chirality, as shown in Fig. 4. These two ELS read

$$|D_1\rangle_{l=1} = \frac{1}{\sqrt{4(n+1)}} \sum_{j=0}^n \left[(|3j+1, +\rangle + |3j+1, -\rangle) + e^{i\pi}(|3j+2, +\rangle + |3j+2, -\rangle)\right]$$

$$|D_2\rangle_{l=1} = \frac{1}{\sqrt{4(n+1)}} \sum_{j=0}^n \left[(|3j+1, +\rangle - |3j+1, -\rangle) + e^{i\pi}(|3j+2, +\rangle - |3j+2, -\rangle)\right].$$ (7a)

To test the ELS (7), we consider the following trial state in a ribbon of 2 cells

$$|\Psi(\varphi)\rangle_{l=1} = \frac{1}{\sqrt{12}} \sum_{j=0}^2 \left[(|3j+1, +\rangle |3j+1, -\rangle) + e^{i\varphi}(|3j+2, +\rangle + |3j+2, -\rangle)\right]$$

and compute the average population of the central-site states $\bar{\rho}_{l=1}(\varphi)$, see Fig. 2 (a). As expected, $\bar{\rho}_{l=1}(\varphi)$ has a resonance at $\varphi = \pi$, where it becomes 0, whose width is even larger than in the $l = 0$ case: the average population of the central sites remains under 0.05 for $\Delta \varphi_{l=1} = 0.5\pi$. Thus, the ELS constructed from combinations of $l = 1$ SDS are also robust. We have taken a longer separation between sites $d = 6\sigma$ because the wave functions of the first excited states are more extended than the occupied edge sites. We have checked that in the longest time scale of the system, typically $2\tau \sim 10^4\omega^{-1}$, these oscillations decay as the number of cells in the ribbon increases. Hence, they may be considered as finite-size effects due to the corners of the ribbon, with no relevance in the limit of large number of cells. Following the same procedure as in the case of the $l = 0$ manifold, we have

FIG. 4. Density profile of the two ELS (7) of the $l = 1$ manifold restricted to one cell of a ribbon with $d = 6\sigma$. For each state, the wave function has a nodal line with the same orientation at all sites, giving rise to global chirality.

FIG. 5. (a) ELS constructed from SDS of $l = 0$ on a tilted square lattice, with all edge sites but the corners equally populated. As indicated by the alternating orange and green colourings, the atomic states at adjacent sites have $\pi$ relative phases. Double arrows indicate nearest neighbour tunneling couplings, with the ones involved in the SDS highlighted in black. (b) Schematics of the extension of the optical ribbon into the synthetic dimension given by the winding number in the $l = 1$ case. Each red dot can host only one state, and tunneling-coupling (represented by the double arrows) can occur through sites in the same or different winding number planes.
checked that the $l=1$ ELS are also robust against local perturbations.

So far, we have considered the winding number associated to the OAM as a degree of freedom that increases the number of states per site. However, one could also conceive it as a synthetic dimension, see Fig. 5 (b). In this picture, the 2D ribbon splits into two layers, each containing only states with a well-defined winding number. Within each layer, the central sites are connected to their nearest neighbours through $J_2$ cross-couplings. The two layers are connected by cross-couplings $\pm J_3$ between central and edge sites, and at the four corners there are vertical connections between edge sites corresponding to self-couplings $\pm J_1$. This approach could open the possibility of using 2D optical lattices to simulate three-dimensional systems, in which the high variety of possible closed paths could yield non-abelian artificial gauge fields [11].

**IV. CONCLUSIONS**

In this work we have shown that quantum interference effects can be used to generate robust single atom ELS in arbitrarily large optical ribbons. These ELS may be built within the manifolds of local eigenstates with total OAM $l=0$ or $l=1$. For $l=0$, the different ELS could be easily coupled with laser pulses, allowing to induce oscillations between global eigenstates of the ribbon. Also, the versatility of the three-site SDS in which the ELS are based could be used to implement similar states in other geometries. For $l=1$, conceiving the winding number as an extra synthetic dimension could lead to quantum-simulate exotic three-dimensional lattices or synthetic gauge fields. A possible extension of this work is the study of the role of the nonlinearity in similar configurations.
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