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Abstract
In this paper, we study the symmetry properties of nondegenerate critical points of shape functionals using the implicit function theorem. We show that, if a shape functional is invariant with respect to some one-parameter group of rotations, then its nondegenerate critical points (bounded open sets with smooth enough boundary) share the same symmetries. We also consider the case where the shape functional exhibits translational invariance in addition to just rotational invariance. Finally, we study the applications of this result to the theory of one/two-phase overdetermined problems of Serrin-type. En passant, we give a simple proof of the fact that, under suitable smoothness assumptions, the ball is the only nondegenerate critical point of the Lagrangian associated to the maximization problem for the torsional rigidity under a volume constraint. We remark that the proof does not rely on either the method of moving planes or rearrangement techniques.
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1 Introduction: “The Answer is the Ball”

This was a recurring joke among the students of Professor Sakaguchi’s Lab. No matter the question, the answer always seemed to be the ball. Indeed, among many, the ball is the solution to the following problems:

(a) The ball minimizes the first Dirichlet eigenvalue of the Laplacian among open sets of a given volume (the “Faber-Krahn inequality”, [14, 21], see also [19]). A physical interpretation of this problem in two dimensions reads: “the disk exhibits the lowest principal frequency among all plane membranes of the same area”.

(b) The ball maximizes the ratio $\lambda_2/\lambda_1$ of the first two Dirichlet eigenvalues of the Laplacian (the “Payne-Pólya-Weinberger conjecture”, proven by [3]).

(c) The ball maximizes the second Neumann eigenvalue of the Laplacian among open sets of a given volume (proven by [29] in dimension 2, by [33] in any dimension).

(d) The ball maximizes the second Steklov eigenvalue of the Laplacian among open sets of a given volume (proven by [35] in dimension 2, by [4] in any dimension).

(e) The ball maximizes the volume among open sets of given surface area, or equivalently, minimizes the surface area among open sets of given volume (the “isoperimetric inequality”: although this is considered to be one of the oldest problems in shape optimization one has to wait until the second half of the last century for a rigorous proof in all dimensions, see [5, 11] for some history). This geometrical property of the ball explains the physical reason behind the spherical shape of soap bubbles: compare also with problem (g).

(f) The ball maximizes the torsional rigidity, that is, the integral of the solution to the boundary value problem

$$-\Delta u = 1 \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial\Omega$$

(1.1)

among open sets $\Omega$ of given volume (the “Saint-Venant inequality”, conjectured by [12] and proven in full generality by [30]). A physical interpretation of this result coming from the theory of linear elasticity says that (infinitely) long beams with circular cross-sections are the most resistant to torsional stress among beams with a given cross-sectional area.

(g) The ball is the unique bounded domain with constant mean curvature (“Aleksandrov’s soap bubble theorem”, due to [1]).

(h) The ball is the unique domain $\Omega$ such that the solution of (1.1) also satisfies $|\nabla u| \equiv \text{const}$ on $\partial\Omega$ (“Serrin’s overdetermined problem”: see [26] for the original proof when $\partial\Omega$ is of class $C^2$ and $u \in C^2(\overline{\Omega})$, based on the method of moving planes and a refined version of Hopf’s boundary lemma; see also [34] for an alternative proof that makes use of integral identities). Notice that, although his problem is strictly related to (f), Serrin chooses to give the following physical (fluid-dynamical) interpretation of this result: “the tangential stress on the pipe wall is the same at all points of the wall if and only if the pipe has a circular cross-section” (see [26]).
(i) The ball is the unique bounded open set $\Omega$ such that $\mathbb{R}^N \setminus \overline{\Omega}$ is connected and the solution of the boundary value problem

$$-\Delta u = 0 \quad \text{in} \; \mathbb{R}^N \setminus \overline{\Omega}, \quad 0 \leq u < 1 \; \text{in} \; \mathbb{R}^N \setminus \overline{\Omega}, \quad u = 1 \; \text{on} \; \partial \Omega$$

also satisfies $|\nabla u| \equiv const$ on $\partial \Omega$ (see [16, 24] for two different proofs and generalizations of the above result).

Notice that all the problems above share a common structure. They all take into consideration the critical shapes $\Omega$ (in many cases, maximizers or minimizers) of some shape functional $J = J(\Omega)$. In particular, we remark that the overdetermined conditions of $g)$ and $h)$ translate to the necessary conditions for the optimizers of problems $e)$ and $f)$ respectively.

Another feature shared by all of the problems above is rotational invariance. Notice that, if $\Omega$ is a solution to a rotationally invariant problem, then any rotation $\tilde{\Omega}$ of $\Omega$ is also a solution to the same problem. Furthermore, if the problem only had one solution, then one would conclude that $\Omega = \tilde{\Omega}$ and, thus, that the solution $\Omega$ is radially symmetric. Unfortunately, in most applications, one deals with problems that are invariant with respect to a larger group of transformations (for instance, including translations). In principle, such problems have infinitely many solutions (whenever they have at least one) and thus the same naive reasoning cannot be applied directly to obtain radial symmetry. In this paper, we aim to give some necessary conditions to get “local uniqueness” for solutions (maybe up to some group of transformations depending on the case at hand). Now, once “local uniqueness” is shown, one can reason along the same lines as before and conclude that $\Omega = \tilde{\Omega}$ for all sufficiently small rotations $\tilde{\Omega}$ of $\Omega$, thus showing that the solution $\Omega$ is radially symmetric.

2 Main Results

As briefly mentioned in the introduction, we will consider the critical shapes $\Omega$ of some shape functional $J = J(\Omega)$. The “right” condition that implies “local uniqueness” is given by the so-called non-degeneracy of the critical shape $\Omega$. The precise definitions of criticality and non-degeneracy will be given in Sect. 4.

Let us first introduce some notation. Let $\mathbb{N}$ denote the set of positive integers. For $k \in \mathbb{N} \cup \{0\}$ and $\alpha \in [0, 1]$, let $C^{k,\alpha}$ denote the collection of bounded open sets of $\mathbb{R}^N$ ($N \geq 2$) whose boundary is of class $C^{k,\alpha}$ (here $C^{k,0} = C^k$ simply stands for the collection of bounded open sets of class $C^k$).

Let us also recall the definition of a one-parameter group of rotations. We say that a subgroup $\{ R_\theta \}_{\theta \in \mathbb{R}}$ of the special orthogonal group $SO(N)$ is a one-parameter group of rotations if $\theta \mapsto R_\theta$ is a continuous mapping from $\mathbb{R}$ to $SO(N)$ that satisfies

$$R_{s+t} = R_s \circ R_t \quad \text{for all} \; s, t \in \mathbb{R}.$$
for all \( \vartheta \in \mathbb{R} \) and \( \omega \in \mathcal{C}^{m,\alpha} \). Analogously, we say that an open set \( \omega \in \mathcal{C}^{m,\alpha} \) is invariant with respect to \( \{R_\vartheta\}_{\vartheta \in \mathbb{R}} \) if \( R_\vartheta(\omega) = \omega \) for all \( \vartheta \in \mathbb{R} \).

In what follows, we will state the main theorem of this paper, which shows the link between non-degeneracy and symmetry.

**Theorem I** Let \( m \in \mathbb{N} \) and \( \alpha \in [0, 1] \). Moreover, let \( J : \mathcal{C}^{m,\alpha} \to \mathbb{R} \) be a shape functional that is invariant with respect to some one-parameter group of rotations \( \{R_\vartheta\}_{\vartheta \in \mathbb{R}} \). If \( \Omega \in \mathcal{C}^{m+2,\alpha} \) is a non-degenerate critical point of \( J \) (see Definition 4.1), then \( \Omega \) is also invariant with respect to \( \{R_\vartheta\}_{\vartheta \in \mathbb{R}} \). In particular, if \( J \) is invariant with respect to the whole rotation group \( SO(N) \), then \( \Omega \) is radially symmetric.

The same result holds true under some natural modifications if the shape functional \( J \) is also translation-invariant. To this end, we will consider the restriction of \( J \) to the space \( \mathcal{C}^{m,\alpha}_* \), defined as

\[
\mathcal{C}^{m,\alpha}_* := \{ \omega \in \mathcal{C}^{m,\alpha} : \text{Bar}(\omega) = 0 \}
\]

for all \( m \in \mathbb{N} \), where \( \text{Bar}(\omega) := \frac{\int_\omega x \, dx}{|\omega|} \) is the barycenter of \( \omega \).

**Theorem II** Let \( m \in \mathbb{N} \) and \( \alpha \in [0, 1] \). Moreover, let \( J : \mathcal{C}^{m,\alpha}_* \to \mathbb{R} \) be a shape functional that is invariant with respect to some one-parameter group of rotations \( \{R_\vartheta\}_{\vartheta \in \mathbb{R}} \). If \( \Omega \in \mathcal{C}^{m+2,\alpha}_* \) is a non-degenerate critical point of \( J \) (see Definition 4.2), then \( \Omega \) is also invariant with respect to \( \{R_\vartheta\}_{\vartheta \in \mathbb{R}} \). In particular, if \( J \) is invariant with respect to the whole rotation group \( SO(N) \), then \( \Omega \) is radially symmetric.

**Remark 2.1** Notice that rotational symmetry in the case where \( \Omega \) is a nondegenerate local minimizer (or maximizer) can be shown by making use of the quantitative stability results of [10] under some structural assumptions on the shape functional. On the other hand, the definition of nondegenerate critical shape used in this paper is general enough to deal with saddle shapes. In particular, this is necessary in order to give a symmetry result in Theorem 7.3 concerning the two-phase Serrin’s overdetermined problem, for which it is known that, unlike the classical one-phase setting, saddle-shape solutions exist (see [6, 8]).

This paper is structured as follows. In Sect. 3, we introduce the concept of shape derivative. There, we also recall a famous result by Novruzi–Pierre [22, Lemma 3.1] that states that every small enough perturbation of a set can be rewritten in terms of a perturbation of the boundary along the normal direction. In Sect. 4, we give the definition of nondegenerate critical shape for parametrized shape functional (that may or may not be translation-invariant). Here we introduce the key Lemmas I–II, which, roughly speaking, state that, in a neighborhood of a given nondegenerate critical shape, the set of critical shapes forms a smooth branch, whose elements are uniquely identified by the value of the given parameter. Lemma I has been proved in [7], while Lemma II is a new result and will be proved in Sect. 5. Section 6 is devoted to the proof of Theorems I–II. Here, we combine the results of the previous sections to give a rigorous justification of the intuitive approach given in the introduction. Finally, in Sect. 7, we show how these results relate to the theory of one/two-phase overdetermined problems of Serrin-type and show symmetry results that, in some sense, bridge the gap between problems \( f \) and \( h \).
3 The Theory of Shape Perturbation and the Structure of Shape Derivatives

Let $m \in \mathbb{N}$ and $\alpha \in [0, 1]$ and set

$$G^{m,\alpha} := \left\{ \theta \in C^{m,\alpha}(\mathbb{R}^N, \mathbb{R}^N) : \|\theta\|_{C^{m,\alpha}} < \infty \right\}.$$

Notice that the function space above is a Banach space with respect to the corresponding Hölder norm. We can define a perturbation of an open set $\omega \in C^{m,\alpha}$ as

$$(\text{Id} + \theta)(\omega) := \{ x + \theta(x) : x \in \omega \}, \text{ for } \theta \in G^{m,\alpha} \quad (3.1)$$

Notice that, if $\theta$ is small enough, the set defined in (3.1) also belongs to $C^{m,\alpha}$ and is homeomorphic to $\omega$. The one defined in (3.1) is not the only way of perturbing a given set. Another classical way is given by the so-called normal (or Hadamard) perturbations of the boundary. For fixed open set $\omega \in C^{m+1,\alpha}$, let $n_\omega$ denote its outward unit normal vector. Moreover, let

$$E : C^{m,\alpha}(\partial \omega) \to C^{m,\alpha}(\mathbb{R}^N, \mathbb{R}^N) \quad (3.2)$$

be a bounded linear “extension operator” that satisfies the following

$$(E\xi)|_{\partial \omega} = \xi n_\omega.$$

For a construction of $E$, we refer to [17, Lemma 6.38] and the remarks in [7, Appendix]. For $\xi \in C^{m+1,\alpha}(\partial \omega)$ small enough, notice that the following set $\omega_\xi$ is a well-defined element of $C^{m,\alpha}$:

$$\omega_\xi := (\text{Id} + E\xi)(\omega). \quad (3.3)$$

It is known that, under sufficient smallness and regularity assumptions, both kinds of perturbations are equivalent, that is, they describe the same sets. This assertion is rigorously justified by the following lemma.

**Lemma A** (Reparametrization lemma, [22, Lemma 3.1]) Let $\omega \in C^{m+1,\alpha}$ and set

$$C^{m,\alpha}(\partial \omega, \partial \omega) := \left\{ G \in C^{m,\alpha}(\partial \omega, \mathbb{R}^N) : G(\partial \omega) \subset \partial \omega \right\}.$$

Then, there exist an open neighborhood $\mathcal{U}$ of $0 \in G^{m+1,\alpha}$ and a unique pair of $C^1$ functions

$$\Psi : \mathcal{U} \to C^{m,\alpha}(\partial \omega), \quad G : \mathcal{U} \to C^{m,\alpha}(\partial \omega, \partial \omega)$$

such that for all $\theta \in \mathcal{U}$,

$$(\text{Id} + \theta) \circ G(\theta) = \text{Id} + \Psi(\theta) n_\omega \text{ on } \partial \omega.$$
Moreover, the Fréchet derivative of \( \Psi \) at \( \theta = 0 \) is given by

\[
\Psi'(0)[\theta] = \theta |_{\partial \omega} \cdot n_\omega \text{ for any } \theta \in \Theta^{m+1,\alpha}.
\]

**Remark 3.1** (On the regularity) Lemma A was originally stated only for \( \alpha = 0 \). The proof relied on the use of some auxiliary function \( \zeta_0 \in C^{m+1}(\mathbb{R}^N, \mathbb{R}) \) with support in an open set \( \omega_0 \supset \partial \omega \) that satisfies

\[
\partial \omega = \{ x \in \omega_0 : \zeta_0(x) = 0 \}, \quad \nabla \zeta_0 \neq 0 \text{ on } \partial \omega.
\]

The case \( \alpha \in (0, 1] \) follows by a slight modification. Indeed, we can construct a function \( \zeta_0 \) of class \( C^{m+1,\alpha} \) with the same properties by taking \( \zeta_0 \) to be the oriented (or signed) distance function to \( \partial \omega \) (see [22, Remark 3.3] and [13, Theorem 8.2, (iii)]). The rest of the proof then follows verbatim from that of [22, Lemma 3.1].

Lemma A implies the existence of a small enough neighborhood \( \mathcal{U} \) of \( 0 \in \Theta^{m+1,\alpha} \) such that for all \( \theta \in \mathcal{U} \) there exists a function \( \Psi(\theta) \in C^{m,\alpha}(\partial \omega) \) for which the perturbed set \( \omega/\Psi(\theta) \) (defined as in (3.3)) coincides with the perturbed set \( (G(\theta)(\omega))_\theta \) (defined as in (3.1)). The following Proposition shows that, when \( \theta \) is small enough, \( G : \partial \omega \rightarrow \partial \omega \) is indeed a bijection and thus \( \omega_\theta = \omega/\Psi(\theta) \) holds.

**Proposition 3.2** For \( \theta \in \mathcal{U} \) small enough, the map \( G(\theta) : \partial \omega \rightarrow \partial \omega \) is a bijection.

**Proof** We will first show that there exists a natural number \( n \in \mathbb{N} \) such that if \( \|\theta\| < 1/n \) then the map \( G(\theta) : \partial \omega \rightarrow \partial \omega \) is surjective. Assume, for the sake of contradiction, that for all \( n \in \mathbb{N} \) there exists an element \( \theta_n \in \Theta \) with \( \|\theta\| < 1/n \) but such that \( G(\theta_n) \) is not surjective. In particular, there exists a sequence of points \( x_n \in \partial \omega \) such that

\[
x_n \notin G(\theta_n)(\partial \omega), \quad (3.4)
\]

Since \( \partial \omega \) is compact, we can extract a subsequence of \( x_n \) converging to some point \( x \in \partial \omega \). Now, since \( \partial \omega \) is of class \( C^{m,\alpha} \), up to a change of coordinates, we can assume that \( x = (0, \ldots, 0, x_N) \) and find a small neighborhood \( V \) of \( x \), an \( N-1 \) dimensional open ball \( B \) centered at the origin of \( \mathbb{R}^{N-1} \) and a function \( f \in C^{m,\alpha}(\mathbb{R}^{N-1}) \) such that

\[
\partial \omega \cap V = \{ (\hat{x}, x_N) \in \mathbb{R}^{N-1} \times \mathbb{R} : \hat{x} \in B, x_N = f(\hat{x}) \}.
\]

For arbitrary \( \hat{x} \in \mathbb{R}^{N-1} \) and \( x_N \in \mathbb{R} \), set \( \pi(\hat{x}, x_N) := \hat{x} \) and \( \psi(\hat{x}) := (\hat{x}, f(\hat{x})) \) (notice that \( \pi \circ \psi = \text{Id} \) and \( \psi \circ \pi |_{\partial \omega \cap V} = \text{Id} |_{\partial \omega \cap V} \)). Now, consider the following function:

\[
F : B \times \mathcal{U} \rightarrow B \times \mathcal{U}
\]

\[
(y, \theta) \mapsto (\pi \circ G(\theta) \circ \psi(y), \theta).
\]

We will show that \( F \) is locally invertible in a neighborhood of \( (0, 0) \in B \times \mathcal{U} \) and this will lead to a contradiction. To this end, first notice that \( F \) is well defined and Fréchet.
differentiable in a neighborhood of \((0, 0) \in B \times U\). Moreover, its (total) Fréchet derivative at \((0, 0)\) in the direction \((y, \theta)\) is given by

\[
F'((0, 0))[y, \theta] = \partial_y F((0, 0))[y] + \partial_\theta F((0, 0))[\theta] = (y, 0) + (-\pi \circ \theta_t(x), \theta).
\]

We remark that the above computation easily follows from the equalities below

\[
G(0) = \text{Id}, \quad \pi'(0) = \pi, \quad \psi(0) = x, \quad G'((0)[\theta] = -\theta_t := -\theta + (\theta \cdot n_\omega) n_\omega,
\]

and we refer to [22, (3.11)] for the proof of the last equality. It follows that \(F'(0, 0)\) has a continuous inverse given by

\[
(y, \theta) \mapsto (y + \pi \circ \theta_t(x), \theta).
\]

Therefore, by the inverse function theorem (also known as the “local inversion theorem”, see [2, Theorem 1.2]), there exists an open neighborhood \(V\) of \((0, 0) \in B \times U\) such that the restriction \(F|_V : V \to F(V)\) is invertible and its inverse is of class \(C^1\). In particular, the set \(F(V)\) is an open neighborhood of \((0, 0) = F(0, 0)\). This implies the existence of some \(\varepsilon > 0\) such that \((\hat{x}, \theta) \in F(V)\) whenever \(|\hat{x}| + ||\theta|| < \varepsilon\). By construction, if \(|\hat{x}| + ||\theta|| < \varepsilon\), then there exists a point \(y \in B\) such that \((y, \theta) \in V\) and

\[
F(y, \theta) = (\hat{x}, \theta).
\]

In particular, for \(n \in \mathbb{N}\) sufficiently large, we can take \(\hat{x} = \pi(x_n)\) and \(\theta = \theta_n\) in the above. Thus, there exists a point \(y_n \in B\) such that

\[
F(y_n, \theta_n) = (\pi(x_n), \theta_n) \implies \pi \circ G(\theta_n) \circ \psi(y_n) = \pi(x_n).
\]

Now, applying \(\psi\) on both sides of the second equality above yields \(G(\theta_n) \circ \psi(y_n) = x_n\). Finally, since \(\psi(y_n) \in \partial \omega\) by construction, this contradicts the assumption (3.4). In other words, we have shown that the map \(G(\theta_n)\) is surjective for \(n\) large enough. By analogous reasoning, one can show that \(G(\theta_n)\) is injective for \(n\) large enough. \( \square \)

As a consequence of Lemma A and Proposition 3.2, we can state the following result.

**Corollary 3.3** (Small rotations can be represented as Hadamard perturbations) Let \(\omega \in C^{m+1, \alpha}\) and let \(\{R_\theta\}_{\theta \in \mathbb{R}}\) be a one-parameter group of rotations. Then, there exist a threshold \(\varepsilon > 0\) and a \(C^1\) map \(\Psi : (-\varepsilon, \varepsilon) \to C^{m, \alpha}(\partial \omega)\) such that, for all \(\theta \in (-\varepsilon, \varepsilon)\), we have

\[
R_\theta(\omega) = \omega \Psi(\theta).
\]

Given a shape functional \(J : C^{m, \alpha} \to \mathbb{R}\) and an open set \(\omega \in C^{m+1, \alpha}\), set

\[
I(\theta) := J((\text{Id} + \theta)(\omega)), \quad j_\omega(\xi) := J(\omega_\xi)
\]

for all \(\theta \in \mathcal{O}^{m+1, \alpha}\), \(\xi \in C^{m+1, \alpha}(\partial \omega)\) small enough. Then, for small \(\theta \in \mathcal{O}^{m+1, \alpha}\), Lemma A yields

\[
I(\theta) := J((\text{Id} + \theta)(\omega)) = J(\omega \Psi(\theta)) = j_\omega(\Psi(\theta))
\]
where in the second equality we employed the fact that \((\text{Id} + \theta)(\partial \omega) = (\text{Id} + \theta) \circ G(\theta)(\partial \omega)\) because \(G(\theta)\) is a bijection on \(\partial \omega\). As a result, if \(j_\omega\) is Fréchet differentiable at \(0 \in C^{m,\alpha}(\partial \omega)\), then \(I\) is Fréchet differentiable at \(0 \in C^{m+1,\alpha}\). Now, differentiating the above at \(\theta = 0\) yields

\[
I'(0)[\theta] = j'_\omega(0) \left[ \Psi'(0)[\theta] \right] = j'_\omega(0) \left[ \theta|_{\partial \Omega} \cdot n \right], \quad \text{for all } \theta \in \Theta^{m+1,\alpha}.
\]

The above identity can be interpreted as follows: the result of shape differentiation with respect to domain perturbations of the form \((\text{Id} + \theta)(\omega)\) only depends on the normal component of the restriction of the perturbation field \(\theta\) on \(\partial \omega\); moreover, it does so in a linear fashion. This is the so-called structure theorem for (first-order) shape derivatives ([22, Theorem 2.1, (i)]).

In the following sections, we will also make use of the following corollary, simply obtained by the chain rule:

**Corollary 3.4** Let \(t \mapsto \Phi(t)\) be a \(C^1\) map from a small open interval \((-\varepsilon, \varepsilon)\) to \(\Theta^{m+1,\alpha}\). If \(\Phi(t)\) admits the following Taylor expansion in \(\Theta^{m+1,\alpha}\) for some \(\varphi \in \Theta^{m+1,\alpha}\)

\[
\Phi(t) = \text{Id} + t\varphi + o(t) \quad \text{as } t \to 0,
\]

then

\[
\left. \frac{d}{dt} J(\Phi(t)(\omega)) \right|_{t=0} = j'_\omega(0) \left[ \varphi|_{\partial \omega} \cdot n_\omega \right].
\]

4 The Perturbation Theory for the Critical Points of a Shape Functional

Let \(m \in \mathbb{N}\) and \(\alpha \in [0, 1]\). Moreover, let \(\Lambda\) be (an open subset of) a Banach space (that we will think of as the space of “parameters”). First of all, we will consider a *parametrized* shape functional \(J : C^{m,\alpha} \times \Lambda \to \mathbb{R}\). Notice that the case of a “non-parametrized” shape functional \(J : C^{m,\alpha} \to \mathbb{R}\) is trivially included by setting \(J(\omega, \lambda) := J(\omega)\) for all \(\lambda \in \Lambda\).

Now, suppose that, for \(\omega \in C^{m+1,\alpha}\), the map

\[
j_\omega : \quad C^{m,\alpha}(\partial \omega) \times \Lambda \to \mathbb{R},
\]

\[
(\xi, \lambda) \mapsto J(\omega \xi, \lambda)
\]

is well-defined and Fréchet differentiable in a neighborhood \(X \times \Lambda\) of \((0, 0) \in C^{m,\alpha}(\partial \omega) \times \Lambda\). By the structure theorem for first-order shape derivatives (see [28, Theorem 2.27], [22, Theorem 2.1, (i)]) for a general version of this result in the case of shape derivatives with respect to perturbations of the type \((3.1)\), for any \(\omega \in C^{m+1,\alpha}\), there exists a distribution \(T_{\omega,\lambda}\) of order at most \(m + 1\) concentrated at \(\partial \omega\) such that the shape derivative of \(J(\cdot, \lambda)\) at \(\Omega\) in the direction \(\xi\) can be expressed as \(\{T_{\omega,\lambda}, \xi\}\).
In what follows we will assume that for all \( \omega \in C^{m+1,\alpha} \) and \( \lambda \in \Lambda \), the distribution \( T_{\omega,\lambda} \) can be expressed as a function
\[
g_{\omega}(\lambda) \in L^1(\partial \omega). \tag{4.2}\]

In other words, we assume that the partial Fréchet derivative of \( j_{\omega} \) with respect to the first variable is given by
\[
\partial_x j_{\omega}(0, \lambda)[\xi] = \int_{\partial \omega} g_{\omega}(\lambda) \xi \quad \text{for all } \xi \in C^{m,\alpha}(\partial \omega) \text{ and } \lambda \in \Lambda. \tag{4.3}\]

We remark that, in most applications, the function \( g_{\omega}(\lambda) \) will be far more regular.

We say that an open set \( \omega \in C^{m+1,\alpha} \) is a critical shape for \( J(\cdot, \lambda) \) if
\[
\partial_x j_{\omega}(0, \lambda)[\xi] = 0 \quad \text{for all } \xi \in C^{m,\alpha}(\partial \omega), \tag{4.4}\]
that is, \( g_{\omega}(\lambda) = 0 \). Let \( \Omega \in C^{m+2,\alpha} \) be a critical shape for \( J(\cdot, \lambda) \) and let \( n \) denote the outward unit normal vector at \( \partial \Omega \). Moreover, suppose that for, some Banach space \( Y \subset L^1(\partial \Omega) \), the mapping \( h : C^{m+1,\alpha}(\partial \Omega) \times \Lambda \to Y \)
\[
(\xi, \lambda) \mapsto g_{\Omega}(\lambda)(\xi, \lambda) \circ (\text{Id} + \xi n) \tag{4.5}\]
is well-defined and Fréchet differentiable in a neighborhood \( X \times \Lambda \) of \( (0,0) \in C^{m+1,\alpha}(\partial \Omega) \times \Lambda \). Then, by composition, the mapping \( j_{\Omega} : X \times \Lambda \to \mathbb{R} \) is twice Fréchet differentiable at \( \xi = 0 \) and there exists a bounded linear operator \( Q : C^{m+1,\alpha}(\partial \Omega) \to Y \) such that
\[
\partial^2_{xx} j_{\Omega}(0,0)[\xi, \eta] = \int_{\partial \Omega} Q(\xi) \eta \quad \text{for all } \xi, \eta \in C^{m+1,\alpha}(\partial \Omega). \tag{4.6}\]

Now, employing the function \( g_{\Omega}(0) \) and the operator \( Q \) constructed above, we can give the following definition of nondegenerate critical shapes.

**Definition 4.1 (Nondegenerate critical shape)** Employing formulas (4.3) and (4.6), we say that \( \Omega \in C^{m+2,\alpha} \) is a nondegenerate critical shape for \( J : C^{m,\alpha} \times \Lambda \to \mathbb{R} \) at \( \lambda = 0 \) if the following two conditions hold:

(i) \( \partial_x j_{\omega}(0,0)[\cdot] \equiv 0 \). In other words, \( g_{\Omega}(0) \equiv 0 \) on \( \partial \Omega \) (criticality);

(ii) the mapping \( Q : C^{m+1,\alpha}(\partial \Omega) \to Y \) is a bijection (nondegeneracy).

The following result ([7, Theorem I]) shows the link between nondegeneracy and the existence of a uniquely defined parametrized family of critical shapes for small \( \lambda \).

**Lemma I** Suppose that \( \Omega \in C^{m+2,\alpha} \) is a nondegenerate critical shape (according to Definition 4.1) for a shape functional \( J : C^{m,\alpha} \times \Lambda \to \mathbb{R} \) at \( \lambda = 0 \). Then, there exist open neighborhoods \( X' \) of \( 0 \in C^{m+1,\alpha}(\partial \Omega) \) and \( \Lambda' \) of \( 0 \in \Lambda \), and a Fréchet
differentiable map \( \tilde{\xi} : \Lambda' \to X' \) such that the set \( \Omega_{\tilde{\xi}(\lambda)} \) is a critical shape for the shape functional \( \mathcal{J}(\cdot, \lambda) \). Moreover, for \((\xi, \lambda) \in X' \times \Lambda'\), the set \( \Omega_{\xi} \) is a critical shape for \( \mathcal{J}(\cdot, \lambda) \) if and only if \( \xi = \tilde{\xi}(\lambda) \).

In what follows we will discuss how to modify Definition 4.1 and Lemma I to deal with parametrized shape functionals of the form \( \mathcal{J} : C^{m,\alpha}_* \times \Lambda \to \mathbb{R} \). For any given \( \omega \in C^{m+1,\alpha}_* \), and \( \xi \in C^{m+1,\alpha}((\partial \omega)) \), set
\[
b_\omega(\xi) := \text{Bar}(\omega_\xi) = \frac{\int_{\omega_\xi} x \, dx}{|\omega_\xi|}.
\]

It is well known that the function \( b_\omega \) is well-defined and Fréchet differentiable in a neighborhood of \( 0 \in C^{m+1,\alpha}((\partial \omega)) \). For any given \( \omega \in C^{m+1,\alpha}_* \), we define the space of perturbations \( C^{m+1,\alpha}_*((\partial \omega)) \) that do not alter the barycenter of \( \omega \) at first order:
\[
C^{m+1,\alpha}_*((\partial \omega)) := \ker b_\omega'(0) = \left\{ \xi \in C^{m+1,\alpha}((\partial \omega)) : b_\omega'(0)[\xi] = 0 \right\}.
\]

We stress that the elements of \( C^{m+1,\alpha}_*((\partial \omega)) \) only satisfy the barycenter constraint at first order. In other words, for \( \xi \in C^{m+1,\alpha}_*((\partial \omega)) \), the perturbed set \( \omega_\xi \) does not necessarily belong to \( C^{m,\alpha}_* \). Therefore, in order to define the shape derivative of a shape functional \( \mathcal{J} : C^{m,\alpha}_* \times \Lambda \to \mathbb{R} \), we will first need to project \( \omega_\xi \) back to the constraint space \( C^{m,\alpha}_* \) by
\[
\omega \mapsto \omega - \text{Bar}(\omega)
\]

By the construction above, any given shape functional \( \mathcal{J} : C^{m,\alpha}_* \times \Lambda \to \mathbb{R} \) admits (and is uniquely identified by) a translation-invariant extension (here, denoted by the same letter) \( \mathcal{J} : C^{m,\alpha}_* \times \Lambda \to \mathbb{R} \), defined as
\[
\mathcal{J}(\omega, \lambda) := \mathcal{J}(\omega - \text{Bar}(\omega), \lambda) \quad \text{for} \quad \omega \in C^{m,\alpha}_* \setminus C^{m,\alpha}_*.
\]

In particular, for \( \omega \in C^{m+1,\alpha}_* \), we can define the map \( j_\omega : C^{m+1,\alpha}((\partial \omega)) \times \Lambda \to \mathbb{R} \) as in (4.1). Analogously, assume that \( j_\omega \) is well-defined and Fréchet differentiable in a neighborhood of \((0, 0) \in C^{m+1,\alpha}((\partial \omega)) \times \Lambda \) and define the map \( g_\omega : \Lambda \to L^2((\partial \omega)) \) as in (4.2)–(4.3). Finally, suppose that the mapping \( h \) defined in (4.5) is well-defined and Fréchet differentiable and let \( Q : C^{m+1,\alpha}((\partial \Omega)) \to Y \) denote the bounded linear operator defined as in (4.6).

We are now ready to state the definition of nondegenerate critical shape for shape functionals of the form \( \mathcal{J} : C^{m,\alpha}_* \times \Lambda \to \mathbb{R} \) as follows.

**Definition 4.2** (Nondegenerate critical shape for restricted shape functionals) Let the notation be as above. We say that \( \Omega \in C^{m+2,\alpha}_* \) is a nondegenerate critical shape for \( \mathcal{J} : C^{m,\alpha}_* \times \Lambda \to \mathbb{R} \) at \( \lambda = 0 \) if the following two conditions hold:

(i) \( \partial_\lambda j_\Omega(0, 0)[\xi] = 0 \) for all \( \xi \in C^{m+1,\alpha}_*((\partial \Omega)) \). In other words, the function \( g_\Omega(0) \) belongs to the orthogonal complement of \( C^{m+1,\alpha}_*((\partial \Omega)) \) in \( L^2((\partial \Omega)) \) (criticality);
(ii) the restriction \( Q|_{C^{m+1,\alpha}(\partial \Omega)} : C^{m+1,\alpha}(\partial \Omega) \to Y \) is a bijection (nondegeneracy).

The following result shows the link between nondegeneracy and the existence of a uniquely defined parametrized family of critical shapes for small \( \lambda \).

**Lemma II** Suppose that \( \Omega \in C^{m+2,\alpha}_+ \) is a nondegenerate critical shape (according to Definition 4.2) for a shape functional \( \mathcal{J} : C^{m,\alpha}_+ \times \Lambda \to \mathbb{R} \) at \( \lambda = 0 \). Then, there exist open neighborhoods \( X' \) of \( 0 \in C^{m+1,\alpha}_+ \) and \( \Lambda' \) of \( 0 \in \Lambda \) and a Fréchet differentiable map \( \tilde{\xi} : \Lambda' \to X' \) such that the set \( \Omega_{\tilde{\xi}(\lambda)} \) belongs to \( C^{m+1,\alpha}_+ \) and is a critical shape for the shape functional \( \mathcal{J}(\cdot, \lambda) \). Moreover, for any pair \( (\xi, \lambda) \in X' \times \Lambda' \) such that \( \text{Bar}(\Omega_{\xi}) = 0 \) (that is, \( \Omega_{\xi} \in C^{m+1,\alpha}_+ \)), the set \( \Omega_{\xi} \) is a critical shape for \( \mathcal{J}(\cdot, \lambda) \) if and only if \( \xi = \tilde{\xi}(\lambda) \).

**Remark 4.3** The definition of nondegeneracy of a critical point given in Definitions 4.1–4.2 can be thought of as a generalization of that used by Smale, Palais and Tromba in [23, 27, 31]. Moreover, by considering \( Y \) to be a (possibly) larger space than \( C^{m+1,\alpha}_+(\partial \Omega) \) (respectively \( C^{m+1,\alpha}_+ \)), we can take into account the “derivative loss” that usually occurs when dealing with shape derivatives.

**Remark 4.4** If equations

\[
Q(\xi) = \eta, \quad Q|_{C^{m+1,\alpha}(\partial \Omega)}(\xi) = \eta
\]

for \( \xi, \eta \) in the appropriate Banach spaces, satisfy the Fredholm alternative (as it is often the case when one considers shape functionals that depend on the solutions of elliptic boundary value problems), then the nondegeneracy assumptions (ii) of Definitions 4.1–4.2 simply become \( \ker Q = \{0\} \) and \( \ker Q|_{C^{m+1,\alpha}_+(\partial \Omega)} = \{0\} \) respectively.

In practice, the following result will be a useful tool to show the nondegeneracy of a critical shape \( \Omega \).

**Proposition 4.5** Let \( X \) denote either \( C^{m+1,\alpha}_+(\partial \Omega) \) or \( C^{m+1,\alpha}_+ \). Suppose that \( X \) is compactly embedded in \( Y \) via the inclusion mapping \( \iota : X \hookrightarrow Y \) and that for some \( \mu \in \mathbb{R} \) the map \( Q + \mu \iota : X \to Y \) is a bijection. Then the following hold.

(i) Let \( S \subset \mathbb{R} \) denote the set of all real numbers \( \lambda \) such that the following equation admits a nontrivial solution \( u \neq 0 \) in \( X \):

\[
Qu = \lambda u. \tag{4.9}
\]

Then \( S \) is a countable set \( \{\lambda_n\}_n \), \( \lim_{n \to \infty} |\lambda_n| = \infty \), and the space of solutions of (4.9) is finite-dimensional for all \( \lambda = \lambda_n \in S \).

(ii) \( \Omega \) is non-degenerate (according to either Definition 4.1 or 4.2) if and only if \( 0 \notin S \).

**Proof** Let us first show (i). Consider the operator \( K := (Q + \mu \iota)^{-1} : Y \to X \). By construction, \( K \) is a compact operator from \( Y \) into itself. Thus, by the spectral theorem [17, Theorem 5.5], \( K \) possesses a countable set of eigenvalues \( \{\Lambda_n\}_{n \in \mathbb{N}} \) with 0 as an accumulation point, and the corresponding eigenspaces are finite-dimensional.
In other words, there exists a sequence of nonzero functions \( \{u_n\}_{n \in \mathbb{N}} \) in \( X \setminus \{0\} \) such that \( Ku_n = \Lambda_n u_n \). Recalling that \( K = (Q + \mu I)^{-1} \) and rearranging the terms in this equation yield the desired

\[
Qu_n = \left( \frac{1}{\Lambda_n} - \mu \right) u_n, \quad \Rightarrow \lambda_n
\]

which holds for all \( \Lambda_n \neq 0 \).

Let us now show \((ii)\). To this end, we will first show that the equation \((\text{Id} - \mu K)u = 0\) has a nonzero solution \( u \in Y \setminus \{0\} \) if and only if \( 0 \in S \). Indeed, for \( u \in Y \setminus \{0\} \) we have:

\[
u = \mu Ku \iff (\mu + Q)u = \mu u \iff Qu = 0 \iff 0 \in S.
\]

The above can be rephrased as follows: \( 0 \notin S \) if and only if \( u = 0 \) is the only solution to \((\text{Id} - \mu K)u = 0\) in \( Y \). Thus, by the Fredholm alternative (Riesz–Schauder theory) [17, Theorem 5.3], \( 0 \notin S \) if and only if \( \text{Id} - \mu K \) admits a continuous inverse \( T : Y \to Y \).

Now, for \( u, y \in Y \) we have

\[
Qu = y \iff \mu u + Qu = \mu u + y \iff u = K(\mu u + y) \iff (\text{Id} - \mu K)u = Ky \iff u = TKy.
\]

In other words, \( 0 \notin S \) if and only if \( Q : X \to Y \) admits a continuous inverse, which is given by \( Q^{-1} = TK \). \(\square\)

## 5 Proof of Lemma II

Lemmas I–II are one of the main ingredients in the proof of Theorems I–II. The result of Lemma I was originally stated and proved in [7, Theorem I], so, here, we will just give a proof of Lemma II.

Before proving Lemma II, some preliminary work is needed. In what follows, let us consider a fixed open set \( \Omega \in C^{m+2,\alpha}_{*} \) and a parametrized shape functional \( J : C^{m,\alpha}_{*} \times \Lambda \to \mathbb{R} \) (when no confusion arises, \( J \) will also denote its translation-invariant extension to \( C^{m,\alpha}_* \times \Lambda \)). For simplicity, let \( \beta : C^{m+1,\alpha}(\partial \Omega) \to \mathbb{R}^N \) denote the Fréchet derivative at \( \xi = 0 \) of the barycenter function \( \xi \mapsto b_\Omega(\xi) \) defined in (4.7), that is

\[
\beta(\xi) := b'_\Omega(0)[\xi] = \frac{1}{|\Omega|} \int_{\partial \Omega} x^\xi(x) \, dS_x, \quad \text{for all } \xi \in C^{m+1,\alpha}(\partial \Omega).
\]

Making use of \( \beta \), we define the following projection mapping:

\[
\pi_*(\xi) := \xi - \beta(\xi) \cdot n.
\]

We have the following result concerning \( \pi_* \):

\(\square\) Springer
Proposition 5.1 The mapping \( \pi_\ast : C^{m+1,\alpha}(\partial \Omega) \to C^{m+1,\alpha}_\ast(\partial \Omega) \) is a bounded linear projection.

Proof Linearity and boundedness (that is, continuity) immediately follow from the definition of \( \pi_\ast \). It just remains to show that, for all \( \xi \in C^{m+1,\alpha}(\partial \Omega) \), \( \beta(\pi_\ast(\xi)) = 0 \). To this end, take an arbitrary point \( y_0 \in \mathbb{R}^N \). Now, for \( t \in \mathbb{R} \), we have

\[
\text{Bar}(\Omega + ty_0) = ty_0.
\]

Differentiating both members with respect to \( t \) at \( t = 0 \) (using Corollary 3.4 for the left hand side) yields

\[
\beta(y_0 \cdot n) = y_0. \tag{5.1}
\]

Finally, by the linearity of \( \beta \) and (5.1) with \( y_0 = \beta(\xi) \), we conclude that

\[
\beta(\pi_\ast(\xi)) = \beta(\xi - y_0 \cdot n) = \beta(\xi) - \beta(y_0 \cdot n) = \beta(\xi) - y_0 = 0,
\]

which is what we wanted to show. \( \square \)

Recall that, according to Definition 4.2, if \( \Omega \) is a critical shape of a restricted shape functional \( J \), the function \( g_\Omega(0) \) must belong to the complement of \( C^{m+1,\alpha}_\ast(\partial \Omega) \) in \( L^2(\Omega) \). The following result shows that the translation invariant extension of \( J \) indeed satisfies \( g_\Omega(0) \equiv 0 \) on \( \partial \Omega \).

Proposition 5.2 Let \( \Omega \in C^{m+2,\alpha}_\ast \) be a critical shape (according to Definition 4.2) for the parametrized shape functional \( J : C^{m,\alpha}_\ast \times \Lambda \to \mathbb{R} \). Then \( g_\Omega(0) \equiv 0 \) on \( \partial \Omega \).

Proof Let \( \xi \in C^{m+1,\alpha}(\partial \Omega) \). We will compute the Fréchet derivative \( \partial_x j(0, 0)[\xi] \) as a Gâteaux derivative. We have

\[
\int_{\partial \Omega} g_\Omega(0) \xi = \partial_x j(0, 0)[\xi] = \frac{d}{dt} \bigg|_{t=0} j(t \xi, 0) = \frac{d}{dt} \bigg|_{t=0} J(\Omega_{t\xi}, 0) = \frac{d}{dt} \bigg|_{t=0} J(\tilde{\Omega}_{t\xi}, 0),
\]

where we have set \( \tilde{\Omega}_{t\xi} := \Omega_{t\xi} - \text{Bar}(\Omega_{t\xi}) \). Notice that \( \partial \tilde{\Omega}_{t\xi} = \Phi(t)(\partial \Omega) \), where \( \Phi(t) : \mathbb{R}^N \to \mathbb{R}^N \) is a smooth map such that

\[
\Phi(t)|_{\partial \Omega} = \text{Id} + t \xi n - t \beta(\xi) + o(t) \quad \text{as } t \to 0.
\]

Furthermore, notice that the normal component of the first order term of the perturbation above is given by \( \varphi := \xi - \beta(\xi) \cdot n = \pi_\ast(\xi) \). In particular, \( \varphi \in C^{m+1,\alpha}_\ast(\partial \Omega) \) by Proposition 5.1. Thus, Corollary 3.4 implies

\[
\frac{d}{dt} \bigg|_{t=0} J(\tilde{\Omega}_{t\xi}, 0) = j'_\Omega(0, 0)[\pi_\ast(\xi)] = 0,
\]

where, in the last equality, we made use of the fact that \( j'_\Omega(0, 0)[\cdot] \equiv 0 \) in \( C^{m+1,\alpha}_\ast(\partial \Omega) \) by hypothesis (criticality). Since \( \xi \in C^{m+1,\alpha}(\partial \Omega) \) is arbitrary, the claim follows. \( \square \)
The following result gives an explicit representation of the bounded linear operator \( Q \), defined in (4.6), in terms of \( h \).

**Proposition 5.3** For all \( \xi \in C^{m+1,\alpha}(\partial \Omega) \), we have \( Q(\xi) = \partial_x h(0, 0)[\xi] \).

**Proof** By hypothesis, the mapping \( (\xi, \lambda) \mapsto j_\Omega(\xi, \lambda) \) is Fréchet differentiable in a neighborhood of \((0, 0) \in C^{m,\alpha}(\partial \Omega) \times \Lambda \). Computing the partial derivative with respect to the first variable at the point \((\xi, \lambda) \in C^{m+1,\alpha}(\partial \Omega) \times \Lambda \) in the direction \( \eta \in C^{m+1,\alpha}(\partial \Omega) \) with Corollary 3.4 at hand yields

\[
\partial_x j(\xi, \lambda)[\eta] = \frac{d}{dt} \bigg|_{t=0} j(\xi + t\eta, \lambda) = \int_{\partial \Omega_\xi} g_{\Omega_\xi}(\lambda) \left( (\eta n) \circ (\text{Id} + \xi n)^{-1} \cdot n_\xi \right),
\]

where \( n_\xi \) denotes the outward unit normal vector to \( \partial \Omega_\xi \). By a change of variables, the expression above can be rewritten as

\[
\partial_x j(\xi, \lambda)[\eta] = \int_{\partial \Omega} h(\xi, \lambda) m(\xi) \eta,
\]

where

\[
h(\xi, \lambda) := g_{\Omega_\xi}(\lambda) \circ (\text{Id} + \xi n), \quad m(\xi) := J_\tau(\xi) n_\xi \circ (\text{Id} + \xi n) \cdot n,
\]

and \( J_\tau(\xi) \) denotes the tangential Jacobian associated to the map \( \text{Id} + \xi n \) (see [18, Definition 5.4.2 and Proposition 5.4.3]). It is known (see [18, Proposition 5.4.14 and Lemma 5.4.15]) that both the normal vector and the tangential Jacobian are Fréchet differentiable with respect to perturbations of class \( C^1 \). Moreover, by hypothesis, we know that the mapping

\[
(\xi, \lambda) \mapsto g_{\Omega_\xi}(\lambda) \circ (\text{Id} + \xi n) := h(\xi, \lambda) \in Y
\]

is well-defined and Fréchet differentiable in a neighborhood of \((0, 0) \in C^{m+1,\alpha}(\partial \Omega) \times \Lambda \). By composition, both \( h(\cdot, \cdot) \) and \( m(\cdot, \cdot) \) are Fréchet differentiable in a neighborhood of \((0, 0) \in X \times \Lambda \). In particular, this implies that, for fixed \( \eta \), also \( \partial_x j(\cdot, \cdot)[\eta] \) is Fréchet differentiable in a neighborhood of \((0, 0) \in C^{m+1,\alpha}(\partial \Omega) \times \Lambda \). Differentiating now (5.2) with respect to the first variable one more time at the point \((0, 0) \) yields

\[
\partial^2_{x\xi} j(0, 0)[\xi, \eta] = \int_{\partial \Omega} (\partial_x h(0, 0)[\xi] m(0, 0) + h(0, 0) \partial_x m(0, 0)[\xi])
\]

where we have made use of the following identities:

\[
h(0, 0) = g_{\Omega}(0) = 0, \quad m(0, 0) = 1.
\]
In other words, the bounded linear operator $Q$ defined in (4.6) is nothing but $\partial_x h(0, 0)$, as claimed. \hfill $\square$

Later in our computations, we will make use of the following property of $Q$, which in turn follows from the translational invariance of $J$.

**Lemma 5.4** For all $x_0 \in \mathbb{R}^N$, the following holds:

$$Q(x_0 \cdot n) = 0.$$  

**Proof** Fix $\xi_0 \in \mathbb{R}^N$, $\eta \in C^{m+1,\alpha}(\partial\Omega)$ and for small $t$, let $\Psi(t) \in C^{m+1,\alpha}(\partial\Omega)$ and $G(t) \in C^{m+1,\alpha}(\partial\Omega, \partial\Omega)$ be the functions given by Lemma A that satisfy

$$\left(\text{Id} + tx_0\right) \circ G(t) = \text{Id} + \Psi(t)n \quad \text{on}\ \partial\Omega, \quad \Psi'(0) = x_0 \cdot n \quad (5.4)$$

Since $\Omega_\eta + tx_0 = (\Omega + tx_0)_{\eta \circ (\text{Id} + tx_0)}$, we have the following expansion as $\eta \to 0$ in $C^{m+1,\alpha}(\partial\Omega)$:

$$J(\Omega_\eta + tx_0, 0) = J(\Omega, 0) + \int_{\partial\Omega} g_{\Omega_\eta + tx_0}(0) \eta \circ (\text{Id} - tx_0) + o(\eta)$$

$$J(\Omega_\eta + tx_0, 0) = J(\Omega, 0) + \int_{\partial\Omega} g_{\Omega_\eta + tx_0}(0) \eta \circ (\text{Id} - tx_0) + o(\eta) = J(\Omega, 0)$$

$$J(\Omega_\eta + tx_0, 0) = J(\Omega, 0) + \int_{\partial\Omega} h(\Psi(t), 0) \eta \circ G(t) J_\tau(t) + o(\eta),$$

where we made use of (5.4) in the last equality and let $J_\tau(t)$ denote the tangential Jacobian associated to the change of variables in the surface integral. A further change of variables, this time with respect to the mapping $G^{-1}(t) : \partial\Omega \to \partial\Omega$, yields

$$J(\Omega_\eta + tx_0, 0) = J(\Omega, 0) + \int_{\partial\Omega} h(\Psi(t), 0) \circ G^{-1}(t) \eta \tilde{J}_\tau(t) + o(\eta), \quad (5.5)$$

where $\tilde{J}_\tau(t)$ is the combined tangential Jacobian associated to the two previous changes of variables.

On the other hand, since $J(\cdot, 0)$ is translation-invariant by construction, the following expansion as $\eta \to 0$ holds true as well

$$J(\Omega_\eta + tx_0, 0) = J(\Omega_\eta, 0) = J(\Omega) + \int_{\partial\Omega} g_{\Omega_\eta}(0) \eta + o(\eta). \quad (5.6)$$

Comparing the first order terms in (5.5)–(5.6) and recalling that the function $\eta \in C^{m+1,\alpha}(\partial\Omega)$ was arbitrary yield

$$h(\Psi(t), 0) \circ G^{-1}(t) \tilde{J}_\tau(t) = g_{\Omega}(0) = 0 \quad \text{on}\ \partial\Omega.$$
Therefore, since \( \tilde{J}_\tau (t) \) is strictly positive on \( \partial \Omega \) and \( G^{-1}(t) \) is a bijection, the identity above implies

\[
h(\Psi(t), 0) \equiv 0 \quad \text{on } \partial \Omega, \quad \text{for } |t| \text{ small.}
\]

Finally, differentiating the above by \( t \) at \( t = 0 \), Proposition 5.3 and the second identity in (5.4) imply the desired identity

\[
0 = \partial_x h(0, 0) \left[ \Psi'(0) \right] = Q(x_0 \cdot n).
\]

\( \Box \)

In what follows we will give a proof of Lemma II. One of the main ingredients is the following version of the implicit function theorem for Banach spaces (see [2, Theorem 2.3, page 38] for a proof).

**Theorem B** (Implicit function theorem) Let \( \mathcal{H} \in C^k(X \times \Lambda, Z) \), \( k \geq 1 \), where \( Z \) is a Banach space, \( X \) is an open set of a Banach space \( \tilde{X} \) and \( \Lambda \) is an open set of a Banach space \( \tilde{\Lambda} \). Suppose that \( \mathcal{H}(x^*, \lambda^*) = 0 \) and that the partial derivative \( \partial_x \mathcal{H}(x^*, \lambda^*) \) is a bounded invertible linear transformation from \( X \) to \( Z \).

Then, there exist neighborhoods \( \Lambda' \) of \( \lambda^* \) in \( \tilde{\Lambda} \) and \( X' \) of \( x^* \) in \( \tilde{X} \), and a map \( \xi \in C^k(\Lambda', X') \) such that the following hold:

1. \( \mathcal{H}(\xi(\lambda), \lambda) = 0 \) for all \( \lambda \in \Lambda \),
2. If \( \Psi(x, \lambda) = 0 \) for some \( (x, \lambda) \in X' \times \Lambda' \), then \( x = \xi(\lambda) \),
3. \( \xi'(\lambda) = -\left( \partial_x \mathcal{H}(p) \right)^{-1} \circ \partial_\lambda \mathcal{H}(p) \), where \( p = (\xi(\lambda), \lambda) \) and \( \lambda \in \Lambda' \).

**Proof of Lemma II** The proof follows by applying the implicit function theorem (Theorem B) to the following functional defined in a small enough neighborhood \( X \times \Lambda \) of \( (0, 0) \in C^{m+1, \alpha}(\partial \Omega) \times \Lambda \):

\[
\mathcal{H} : X \times \Lambda \longrightarrow Y \times \mathbb{R}^N,
\]

\[
(\xi, \lambda) \mapsto (h(\xi, \lambda), \text{Bar}(\Omega_\xi)).
\]

The functional \( \mathcal{H} \) verifies \( \mathcal{H}(0, 0) = (0, 0) \) by construction and is clearly Fréchet differentiable in a neighborhood of \( (0, 0) \in X \times \Lambda \) because both its components are. Moreover, its partial Fréchet derivative with respect to the first variable is given by the map \( \xi \mapsto (Q(\xi), \beta(\xi)) \). It now suffices to show that this map is a bijection. To this end, take an arbitrary pair \( (\eta, y_0) \in Y \times \mathbb{R}^N \) and consider the equation

\[
Q(\xi) = \eta, \quad \beta(\xi) = y_0.
\]  (5.7)

The function \( \xi \) can be decomposed as the sum \( \xi_* + \xi_\perp \), where \( \xi_* := \pi_*(\xi) \in C^{m+1, \alpha}(\partial \Omega) \) and \( \xi_\perp := \beta(\xi) \cdot n \). By the linearity of \( Q \) and Lemma 5.4 with \( x_0 = \beta(\xi) \), Eq. (5.7) can be rewritten as

\[
Q(\xi_*) = \eta, \quad \beta(\xi) = y_0.
\]
Thus, since the restriction $Q|_{C_m^{\alpha+1,\alpha}(\partial \Omega)} \to Y$ is a bijection by hypothesis, the equation above is uniquely solvable and its solution is given by

$$\xi = \xi_\star + \xi_\perp = Q^{-1}(\eta) + y_0 \cdot n.$$  

The claim now follows from the implicit function theorem.  

\[\Box\]

### 6 Putting All Pieces Together: Proof of Theorems I–II

Let $\Omega \in C^{m+2,\alpha}_*$ (respectively, $C^{m+2,\alpha}_*$) be a nondegenerate critical point for a shape functional $J : C^{m,\alpha} \to \mathbb{R}$ (respectively, $J : C^{m,\alpha}_* \to \mathbb{R}$). Moreover, suppose that $J$ is invariant with respect to some one-parameter group of rotations $\{R_\vartheta\}_{\vartheta \in \mathbb{R}}$. We can now define a parametrized shape functional by setting $J(\omega, \vartheta) := J(R_\vartheta(\omega))$ for all $\vartheta \in \mathbb{R}$ and $\omega \in C^{m,\alpha}_*(\partial \Omega)$ (respectively $C^{m,\alpha}_*(\partial \Omega)$). Furthermore, if the shape functional $J$ is defined only in $C^{m,\alpha}_*(\partial \Omega)$, then we will consider its extension (and still call it $J$) to the whole $C^{m,\alpha}_* \times \Lambda$ as done in (4.8).

Fix some $\vartheta \in (-\varepsilon, \varepsilon)$. By hypothesis, $\Omega$ is a critical shape for $J(\cdot, 0)$. We claim that $\Omega$ is a critical shape for $J(\cdot, \vartheta)$ (that is, $g_{\Omega}(\vartheta) \equiv 0$) as well. Indeed, for any $\xi \in C^{m+1,\alpha}_*(\partial \Omega)$ the following chain of equalities holds true:

$$\int_{\partial \Omega} g_{\Omega}(\vartheta) \xi = \frac{d}{dt} \bigg|_{t=0} J(\Omega_{t\xi}, \vartheta)$$

$$= \frac{d}{dt} \bigg|_{t=0} J(R_\vartheta(\Omega_{t\xi})) = \frac{d}{dt} \bigg|_{t=0} J(\Omega_{t\xi}) = \int_{\partial \Omega} g_{\Omega}(0) \xi = 0,$$

where, in the third equality, we used the fact that $J$ is invariant with respect to the group of rotations $\{R_\vartheta\}_{\vartheta \in \mathbb{R}}$. Since $\xi$ was arbitrary, $g_{\Omega}(\vartheta) \equiv 0$ as claimed. On the other hand, $R_{-\vartheta}(\Omega)$ is also a critical shape for $J(\cdot, \vartheta)$. Indeed, for all $\xi \in C^{m+1,\alpha}(R_{-\vartheta}(\partial \Omega))$ we have

$$(R_{-\vartheta}(\Omega))_{t\xi} = R_{-\vartheta} \left( \Omega_{t\xi \circ (R_{-\vartheta})} \right).$$

In turn, this implies that

$$\int_{R_{-\vartheta}(\partial \Omega)} g_{R_{-\vartheta}(\Omega)}(\vartheta) \xi = \frac{d}{dt} \bigg|_{t=0} J \left( (R_{-\vartheta}(\Omega))_{t\xi}, \vartheta \right) = \frac{d}{dt} \bigg|_{t=0} J \left( R_{-\vartheta} \left( \Omega_{t\xi \circ (R_{-\vartheta})} \right), \vartheta \right)$$

$$= \frac{d}{dt} \bigg|_{t=0} J \left( \Omega_{t\xi \circ (R_{-\vartheta})} \right) = \int_{\partial \Omega} g_{\Omega}(0) \xi \circ (R_{-\vartheta}) = 0.$$

Again, by the arbitrariness of $\xi$, we conclude that $g_{R_{-\vartheta}(\Omega)}(\vartheta) \equiv 0$, as claimed.

Let us briefly summarize what we have shown. For any $\vartheta \in \mathbb{R}$, we have found two critical shapes for the shape functional $J(\cdot, \vartheta)$, namely $\Omega$ and $R_{-\vartheta}(\Omega)$. By
Corollary 3.3, if $|\vartheta|$ is small enough, there exists a small function $\Psi(\vartheta) \in C^{m+1,\alpha}(\vartheta \Omega)$ such that

$$R_{-\vartheta}(\Omega) = \Omega_{\Psi(\vartheta)}.$$ 

Furthermore, by Lemma I (respectively Lemma II) there exist an open neighborhood $X'$ of $0 \in C^{m+1,\alpha}(\partial \Omega)$, a small positive real number $\varepsilon > 0$ and a $C^1$ map $\tilde{\xi} : (-\varepsilon, \varepsilon) \to X'$ such that the set $\Omega_{\tilde{\xi}(\vartheta)}$ is a critical shape for the shape functional $J(\cdot, \vartheta)$. Moreover, for $(\tilde{\xi}, \vartheta) \in X' \times (-\varepsilon, \varepsilon)$, the set $\Omega_{\tilde{\xi}}$ is a critical shape for $J(\cdot, \vartheta)$ if and only if $\xi = \tilde{\xi}(\vartheta)$. In other words, for $|\vartheta| < \varepsilon$, $\Omega_{\tilde{\xi}(\vartheta)}$ is the only critical shape for $J(\cdot, \vartheta)$. In turn, this implies that

$$\Omega = \Omega_{\tilde{\xi}(\vartheta)} = \Omega_{\Psi(\vartheta)} = \Omega_{R_{-\vartheta}} \quad \text{for} \quad |\vartheta| < \varepsilon.$$ 

Finally, for all $\vartheta > 0$, there exist $k \in \mathbb{N} \cup \{0\}$ and $\vartheta_1 \in (0, \varepsilon/2)$ such that $\vartheta = k \varepsilon + \vartheta_1$. Thus,

$$R_{\vartheta}(\Omega) = R_{\varepsilon/2} \circ \cdots \circ R_{\varepsilon/2} \circ R_{\vartheta_1}(\Omega) = \Omega.$$ 

The case $\vartheta < 0$ then follows. We just showed that $\Omega$ is invariant with respect to the subgroup $\{R_{\vartheta}\}_{\vartheta \in \mathbb{R}}$, as claimed.

7 An Alternative Take on Serrin’s Overdetermined Problem and the Saint-Venant Inequality

Let $E(\omega)$ denote the torsional rigidity of the open set $\omega$, that is $E(\omega) := \int_{\omega} |\nabla u|^2$, where $u$ is the solution to the following boundary value problem:

$$-\Delta u = 1 \quad \text{in} \quad \omega, \quad u = 0 \quad \text{on} \quad \partial \omega. \quad (7.1)$$

This defines a shape functional $E : C^{1,\alpha} \to \mathbb{R}$. Moreover, it is known that the associated functional $e_{\omega}(\xi) := E(\omega \xi)$ is well defined and Fréchet differentiable in a neighborhood of $0 \in C^{1,\alpha}(\partial \omega)$ for each $\omega \in C^{2,\alpha}$. Let now $J : C^{2,\alpha} \to \mathbb{R}$,

$$J(\omega) := E(\omega) - \mu(|\omega| - V_0). \quad (7.2)$$

This is the Lagrangian associated to the constrained maximization problem $f$ (here $V_0$ is the value of the volume constraint and $\mu$ is the associated Lagrange multiplier). Moreover, if we set $j_{\omega}(\xi) := J(\omega \xi)$ as before, a standard computation with the aid of the Hadamard formula ([18, Theorem 5.2.2]) yields

$$j'_{\omega}(0)[\xi] = \int_{\partial \omega} \left( |\nabla u|^2 - \mu \right) \xi. \quad (7.3)$$
In other words, if $\Omega$ is a critical shape for $J$, then we must have $|\nabla u|^2 \equiv \mu$ on $\partial \Omega$, and thus $\Omega$ is a solution to Serrin’s overdetermined problem $h$). It is known that, when the solution $u$ of (7.1) also satisfies $|\nabla u| \equiv \text{const}$ on $\partial \Omega$ even in some weak sense, then $\partial \Omega$ is an analytic surface (see [15, 20, 32]), so, in what follows, we will not care much about the regularity assumptions.

Let us now compare problems $f)$ and $h)$ in light of (7.2)–(7.3). If we set aside the assumptions on the regularity of $\Omega$ we get:

(1) Saint-Venant inequality: “The ball (of volume $V_0$) is the only maximizer for the constrained maximization problem with Lagrangian $J$ among open sets.”

(2) Serrin’s overdetermined problem: “The ball (of volume $V_0$) is the only critical shape of $J$ among domains.”

In other words, 1) requires very strong assumptions on the variational behavior of $J$ at $\Omega$ (namely, non-local ones, since it requires $\Omega$ to be a global maximizer), but makes no a priori assumptions on the connectedness of $\Omega$. On the other hand, 2) just requires $\Omega$ to be a critical shape, but connectedness is imposed. Indeed, as shape derivatives are local in nature, the family of critical shapes is closed under finite disjoint unions. In other words, the disjoint union of balls of volume $V_0$ is still a critical shape of $J$. In this sense, we can state that the connectedness assumption in (2) is sharp. As the following theorem shows, the same cannot be said for the assumption of $\Omega$ being a global maximizer of (1).

**Theorem 7.1** Let $\Omega \in C^{3,\alpha}$ (in particular, $\Omega$ is not necessarily connected) be a non-degenerate critical shape for the Lagrangian $J : C^{1,\alpha}_\ast \rightarrow \mathbb{R}$. Then $\Omega$ is a ball.

**Proof** By Theorem II, $\Omega$ must be spherically symmetric. That is $\Omega$ can be written as a (potentially infinite) disjoint union as follows

$$B \cup \bigcup_{i \in I} A_i,$$

where the $A_i$’s are annuli (spherical shells) centered at the origin and $B$ is either a ball centered at the origin or the empty set. We claim that $I = \emptyset$, that is, $\Omega = B$ is a ball. To this end, assume that $I$ is not empty and consider a connected component $A_i$ of $\Omega$. Since $A_i$ is an annulus, say $A_i = B_R \setminus B_r (0 < r < R)$, the solution to (7.1) can be computed explicitly. One can check that, for no positive value of the two radii $r < R$, the function $|\nabla u|$ attains the same value on the two connected components $\partial B_R$ and $\partial B_r$ of $\partial A_i$. This is a contradiction. We conclude that $I$ must be empty and, thus, $\Omega$ is a ball as claimed. $\square$

**Remark 7.2** An analogous result can be given linking problems $e)$ and $g)$ by considering the Lagrangian $J(\omega) := |\omega| - \mu(|\partial \omega| - P_0)$.

In what follows, we will discuss how this theory applies to the two-phase Serrin’s problem (see [8, 9] for a local analysis of the family of nontrivial solutions to the two-phase Serrin’s problem near concentric balls). Let us briefly recall the notation. Let $D, \omega$ be two bounded open sets of $\mathbb{R}^N$ that satisfy $\overline{D} \subset \omega$. Moreover, set $\sigma := \sigma_c X_D + X_{\mathbb{R}^N \setminus D}$, where $\sigma_c > 0$ is a given positive constant.
Along the same lines as before, let \( E_D(\omega) \) denote the two-phase torsional rigidity of the pair \((D, \omega)\). That is, 
\[
E_D(\omega) := \int_\omega \sigma |\nabla u_D|^2,
\]
where \( u_D \) is the solution to the following boundary value problem:
\[
- \text{div}(\sigma \nabla u_D) = 1 \quad \text{in} \ \omega, \quad u = 0 \quad \text{on} \ \partial \omega.
\] (7.4)

As before, let \( J_D : C^{1,\alpha} \to \mathbb{R}, J_D(\omega) := E_D(\omega) - \mu(\|\omega\| - V_0) \) be the Lagrangian associated to the problem of maximizing \( E_D \) under volume constraint. It is known that \( \Omega \) is a critical shape for \( J_D \) if and only if \( u_D \) also satisfies the following overdetermined condition:
\[
|\nabla u| \equiv \mu \quad \text{on} \ \partial \Omega.
\] (7.5)

We will refer to the overdetermined problem (7.4)–(7.5) as the two-phase Serrin’s problem.

Let \((D, \Omega)\) be a solution to the two-phase Serrin’s problem. In what follows we will discuss how the geometries of \(D\) and \(\Omega\) are related. A first noteworthy result in this direction is due to Sakaguchi (proven, in a more general setting in [25, Theorem 5.1]):

**Theorem C** Let \( B \subset \mathbb{R}^N \) be a ball centered at the origin. Moreover, let \( D \in C^2 \) be an open set with finitely many connected components and let \( B \setminus \overline{D} \) be connected. If \((D, B)\) is a solution to the two-phase Serrin’s problem, then \(D\) and \(B\) are concentric balls.

The “converse” does not hold. Indeed, when \(D\) is a ball, it is known (see [9]) that there exist symmetry-breaking solutions of the two-phase Serrin’s problem for a discrete set of values of \(\sigma_c\). Moreover, the computations done in [6] show that these values are precisely the ones for which the ball \(\Omega_0\) is a degenerate critical shape for \(J_D\). We remark that the symmetry-breaking solutions \(\Omega\) found in [8] are not radially symmetric but only invariant with respect to a strictly smaller subgroup of rotations \(\Gamma \subset SO(N)\), that is, \(\Omega\) only partially inherits the symmetry of \(D\). The following direct application of Theorem I states that the converse holds as well.

**Theorem 7.3** Let \(D \in C^{0,1}\) and let \(\Omega \in C^{3,\alpha}\) be a nondegenerate critical shape for the Lagrangian \(J_D\). If \(D\) is invariant with respect to a one-parameter group of rotations \(\{R_\theta\}_{\theta \in \mathbb{R}}\), then \(\Omega\) is also invariant with respect to \(\{R_\theta\}_{\theta \in \mathbb{R}}\). In particular, if \(D\) is a ball, then \(\Omega\) is also a ball concentric with \(D\).
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