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Abstract—People always desire an embodied agent that can perform a task by understanding language instruction. Moreover, they also want to monitor and expect agents to understand commands the way they expected. But, how to build such an embodied agent is still unclear. Recently, people can explore this problem with the Vision-and-Language Interaction benchmark ALFRED, which requires an agent to perform complicated daily household tasks following natural language instructions in unseen scenes. In this paper, we propose LEBP — Language Expectation with Binding Policy Module to tackle the ALFRED. The LEBP contains a two-stream process: 1) it first conducts a language expectation module to generate an expectation describing how to perform tasks by understanding the language instruction. The expectation consists of a sequence of sub-steps for the task (e.g., Pick an apple). The expectation allows people to access and check the understanding results of instructions before the agent takes actual actions, in case the task might go wrong. 2) Then, it uses the binding policy module to bind sub-steps in expectation to actual actions to specific scenarios. Actual actions include navigation and object manipulation. Experimental results suggest our approach achieves comparable performance to currently published SOTA methods and can avoid large decay from seen scenarios to unseen scenarios.

I. INTRODUCTION

People have always wanted an agent to understand and execute the instructions given by natural language. More importantly, people also want to monitor and expect agents to understand their commands the way they think, such as checking if the agent picks the right cup for coffee. This is crucial in human-agent interaction scenarios, such as housekeeper robots [Shridhar et al., 2020], virtual assistants[Szlam et al., 2019], etc. While, how to build such an embodied agent remains an open problem. Recently, people have proposed a vision-and-language interaction benchmark ALFRED, which we can benefit from exploring this problem. ALFRED proposes a new task that requires an agent to perform complicated daily household tasks following natural language instructions in a virtual interactive environment [Kolve et al., 2017]. To complete a task, agents need to understand and ground language into the scene, navigate (e.g., Move and Turn) and manipulate an object (e.g., Pick, Put, and Toggle). Moreover, the agent needs to be evaluated in an unseen scenario instead of scenarios where it is trained. Currently, published methods attempt to solve this with Seq2Seq methodology [Sutskever et al., 2014], mainly taking language instructions and vision frames (RGB images) as input sequences and directly mapping them into output action sequences to execute tasks. Further improvements either focus on applying advanced methods like BERT [Devlin et al., 2018], designing modular multi-modal modules for better state capturing [Suglia et al., 2021] or proposing episodic modules for a transformer to catch key memory frames [Pashevich et al., 2021]. Although these approaches show clear progress, there are still issues that cause our concern. First, the Seq2Seq methodology may be difficult to overcome from the diversity of object texture, agent location, and camera angle of the scene. Second, before the agent performs actual actions, it is unclear how to check if the agent understands the instruction correctly as people expected until it makes a mistake. This is unacceptable for human-robot interaction.

In this paper, we propose a two-stream framework: Lan-
language Expectation & Binding Policy (LEBP) to separate the language understanding and action execution in an embodied agent. Our approach is inspired by the human process in understanding language and executing tasks (see Fig1). Instead of performing actions immediately, our agent model first conducts a language expectation module to generate an expectation describing how to perform tasks by understanding the language instruction. The expectation consists of a sequence of sub-steps for the task (e.g., Pick an apple). The expectation allows people to access and check the understanding results of instructions before the agent takes actual actions, in case the task might go wrong. Then, we use the binding policy module to bind sub-steps in expectation to actual actions to specific scenarios. Actual actions include navigation and object manipulation.

To evaluate our approach, we test it on the ALFRED benchmark. Experimental results suggest our approach achieves comparable performance to currently published SOTA methods. The results also suggest that LEBP can alleviate the potential overfitting of the strong correlation between language instructions and visual detail (e.g., RGB, texture, etc.) of scenarios from training trajectories. Thus, our method can avoid large decay from seen scenarios to unseen scenarios. Moreover, LEBP is more conducive to directly injecting environment prior information and introducing spatial structure. Therefore, since LEBP can improve interactivity via language expectation and meanwhile the overall performance, we argue that it provides reasonable insights for the future solution of this task.

II. RELATED WORK

In the past two years, Embodied AI has attracted more and more attention\footnote{https://embodied-ai.org/} [Kiela et al., 2016], [Das et al., 2018], [Weihs et al., 2021], [Shen et al., 2021], [Xia et al., 2020]. Among Embodied AI tracks, Vision-and-Language Interaction is a very challenging problem. Recently, people have proposed ALFRED to explore this direction [Shridhar et al., 2020], which requires language and vision understanding, interaction mode design. Moreover, it is a preview of the in-house agent. In ALFRED, the agent is asked to perform corrective actions to complete the task described in language instruction by navigation and manipulation. The baseline system for the ALFRED benchmark employs a Seq2Seq framework [Shridhar et al., 2020] containing an attention module and progress monitoring, mapping the goal-instruction language and visual observation into actions. Most further studies follow this paradigm and make progress via introducing a pre-trained vision module to generate object masks [Nottingham et al., 2021], designing a modular architecture to independently predict objects and actions [Singh et al., 2020], or applying an advanced transformer-based model [Suglia et al., 2021], [Pashevich et al., 2021], [Zhang and Chai, 2021]. However, [Kim et al., 2021] suggests that a long sequence in inputs and trivial actions in outputs increase the difficulty for the Seq2Seq model to capture the state of agents and the risk of over-fitting in training scenarios is rather high. To assist the process of a long task, [Blukis et al., 2021] predicts the sub-goal of the current state and utilizes it as auxiliary information for further task execution.

Meanwhile, the core idea of these works seems to ignore the basic needs of human-agent interaction: interactivity and interpretability. Specifically, in a real-world application, humans need to understand and monitor the behavior of the autonomous agent in case it performs the task in the wrong way. However, current methodology support such demands badly, since prevailing end-to-end neural-based architecture (e.g., reinforcement learning [Sutton and Barto, 2018], Seq2Seq [Sutskever et al., 2014]) always work in black-box style and treats task as one-time pass. Then, we believe it is necessary to introduce structures to improve interactivity and interpretability.

III. METHOD

LEBP utilizes a two-stream framework shown in Figure 2, containing language expectation (stream I) and binding policy (stream II). In stream (I): language expectation module generate sub-steps of expectation based on the whole task described in language instruction. With step-by-step instructions, this module injects the scene prior knowledge which is induced through environment exploration into the Seq2Seq model called BART [Lewis et al., 2019] to generate the sub-step sequence and object sequence related to each sub-step. For example, object Apple related to sub-step PickUpObject. Stream (II) refers to the binding policy in LEBP, which executes each sub-step with actual actions including navigation and manipulation. For navigation, we construct the scene map dynamically from initial exploration and plans the route for the agent to reach locations. For object manipulation, the binding policy module arranges the corresponding set of basic actions according to the manipulation type (e.g. the Heat manipulation consists of six atomic actions: Open, Close, PickUp, Put, ToggleOn, and ToggleOff). The object sequence here gives a specific needed object in each sub-step, indexing object location for navigation and pixel-level mask for manipulation. Thus, we can complete a task step-by-step.

A. Language Expectation

As mentioned above, we use the language expectation module to generate expectation, where we desire agents the ability to understand instructions and plan steps in a specific environment to break down the task. The language expectation module utilizes the BART structure to handle two Seq2Seq tasks: sub-step sequence and object sequence, taking step-by-step language instruction as the input. Specifically, We first concatenate the step-by-step instructions and derive token embedding $L$.

To adapt the instructions to the environment, we extract the scene prior information via an embedding vector $O_p = \{o_1, o_2, \ldots, o_n\}$, where $o_i$ represents the object embedding
Fig. 2. Overview of the LEBP framework. LEBP consists of a two-stream framework where stream I) the language expectation module decouples the whole task into sub-steps and II) the binding policy part successively executes sub-steps following language expectation sequences. The sub-step is summarised as two types: navigation and object manipulation. For navigation, a 2D obstacle map $V_t$ is constructed and updated dynamically in the exploration process with a semantic point cloud generated from the depth and segmentation frames, which are predicted by learned modules. Meanwhile, point cloud in specific object labels is clustered to get the center coordinate, which is memorized as object location. The manipulation part designs a corresponding set of basic actions to execute specific manipulation steps, just as Manipulation Task Heat (red box) shows.

vector in the current scene $^2$ after the exploration. Thus, the prior scene information serves as an auxiliary embedding to help avoid planning nonexistent objects. Then we join the word tokens embedding $L$ and scene embedding $O_p$ together and feed it into the BART module to finish the Seq2Seq task:

$$A = BART_1([L; O_p])$$
$$O = BART_2([L; O_p])$$

where $[;]$ denotes concatenation, $A = \{a_1, a_2, ..., a_l\}$ denotes the sub-step sequence, and $O = \{o_1, o_2, ..., o_l\}$ denotes the object sequence.

The language expectation module performs an important role in the whole framework. It breaks down the whole task and enables the agent to understand instructions and plan steps, which provides a foresee of what agents will do to enhance the human-agent manipulation ability.

B. Map Construction and Scene Exploration

After breaking down the whole task into sequences, we tend to design modular architectures to realize corresponding sub-step functions: navigation and object manipulation.

We believe that when the agent enters an unknown scene, it needs to first find the object to be operated on, and then execute tasks e.g. cleaning or heating the object. These operations all need a preliminary exploration of the environment, such as obtaining the approximate location of objects and finding the location of possible obstacles in the room, so as to avoid obstacles in the implementation of executing tasks. In this work, we construct a 2D navigation map and propose an initial exploration process in the scene to detect objects and memory their locations.

1) Map Construction: In general, the agent will build up the 2D map $V_t$ dynamically in the process of exploration to help it better understand the scene and execute the next tasks. Specifically, the interval of $V_t$ is 0.25, matching the grid length in the simulator. Each value in $V_t$ is 0/1 to represent obstacles and the size of the map equals the room size. At each time $t$, the agent egocentric RGB observation $I_t$ is passed into a learned semantic segmentation model and depth frame $I^D_t$. The predicted depth frame is processed to generate the point cloud $^3$ $C_t = \{p_1, p_2, ..., p_N\}$, where each point $p_i \in C_t$ contains a 3D coordinate $(x_i, y_i, h_i)$ and a semantic label $o_i$. Then each value in map $V_t$ is calculated

$^2$There are 120 different scenes in the ALFRED benchmark and each scene is a household room containing a different set of objects.

$^3$the point cloud is transformed by the camera extrinsic parameters, which can be found in Ai2thor [Kolve et al., 2017] webset.
as:
\[ V_t(i, j) = E\left( \sum_{k} E(0 < h_k < H) \right) \]

where \( H \) denotes the height of the agent and \( E \) denotes indicator function projecting height to 0-1 discrete data. This means if all points at \((i, j)\) are higher than the agent, it values 0 and represents a passable grid. For each observed object category \( o \), we cluster its points’ coordinates by the DBSCAN [Ester et al., 1996] algorithm and memory the cluster center as its location \( p_o \).

2) Scene Exploration: Initial exploration in the scene is adapted when performing new tasks. In the beginning, we split the coordinates in the 2D map \( V_t \) into two sets: the explored set \( P_e \) and unknown set \( P_u \). We constantly sample coordinates in \( P_u \) and explore the unknown area, updating the 2D map and the object location memory concurrently at each time step. The exploration ends when all coordinates in the unknown set are explored (i.e. the coordinate is seen by the agent). After exploration, the map and location memory is relatively complete for upcoming binding policy execution.

C. Binding Policy

The binding policy is well designed for sub-step execution summarised as two categories: navigation and object manipulation. In the whole LEBP framework, the binding policy serves as the down-streaming modular parts for the language expectation module, whose relationship is like an agent’s limb and brain.

1) Navigation Based on Fast Marching Method: For human beings, after entering a completely unknown environment, with the help of instructions, they will obtain the information of nearby scenes through observation, and construct a general path to the destination in their mind, which can be corrected on the way, such as finding a closer way. While for the agent, because the basic information of the scene has been obtained through preliminary exploration, the language expectation converts the instructions into the task sequence that the agent can understand. Based on the dynamic 2D map \( V_t \), the agent can quickly find the appropriate path of the target position \( P_t = \{p_{t_1}, p_{t_2}, ..., p_{t_n}\} \) through the Fast Marching Method (FMM) [Sethian, 1996] according to its position \( p_r \), and the position of the object to be operated \( p_o \):

\[ P_t = \text{FMM}(p_r, p_o, V_t) \]

In addition, in the navigation process, the agent will constantly update the map according to the existing situation and obtain the information of surrounding objects, which is conducive to the further implementation of subsequent tasks. Therefore, at each step \( t \), the model will use the Fast Marching Method to obtain a new path to the target location.

2) Determined Manipulation Policy: For object manipulation, we design a corresponding determined set of atomic actions to execute a specific manipulation step. For example, After a navigation step to the microwave, the heating step always contains actions of toggling on and off the microwave, putting the object in, and then picking it up, opening the wave, and closing it. These standard step-by-step actions can be unified into action sets to execute sub-steps. In this way, multiple simple actions are generalized as one determined policy, which we think can avoid unnecessary mistakes.

IV. EXPERIMENTS AND RESULTS

To evaluate LEBP, we conduct experiments on the ALFRED benchmark. Compared with other methods, our method does not use additional data (e.g., additional language instructions [Pashevich et al., 2021] and visual distortion [Kim et al., 2021]).

A. Experimental Setup

1) Environment & Dataset: The ALFRED benchmark [Shridhar et al., 2020] combines household task demonstrations with language instructions in 3D simulated rooms [Kolve et al., 2017] and consists of seven task types: Pick & Place, Stack & Place, Pick 2 & Place, Heat & Place, Cool & Place, Clean & Place, Examine. It contains 21,023 train, 1,642 validation, and 3,062 test tasks. The validation set and test set include Seen and Unseen scenarios, in which Seen scenario is included in the training set, while the Unseen scenario for evaluation is an unknown new environment. There are 8,055 expert demonstrations and 25,743 language instructions in the dataset. The expert demonstration includes the observations and actions at each step, and the language instructions mainly include high-level goal instructions and low-level step-by-step instructions, e.g. for the goal instruction examine the book under the light, low-level step-by-step instructions will guide the agent how to get the book, pick up the book, go to the FloorLamp, turn on the light and examine it.

2) Metrics: Success Rate (SR) is the fraction of whether all sub-goal was completed. The goal-condition success (GC) is the fraction of goal conditions completed across all tasks.

3) Implementation Details: The experiments are conducted on a server with a Dual 12-core 3.2GHz Intel Xeon and utilized 8 NVIDIA Tesla V100 with 32GB running on CUDA version 10.1. LEBP is implemented using PyTorch [Paszke et al., 2019], skfmm, scikit-learn [Pedregosa et al., 2011], Huggingface-Transformers [Wolf et al., 2019]. For the language expectation module, we trained for 200 epochs with a batch size of 16 and We used the Adam optimizer with a learning rate of $5e^{-5}$. For the depth module, we trained for 100 epochs with a batch size of 32 and learning rate of $1e^{-4}$ and the semantic segmentation module, we trained for 250 epochs with a batch size of 32 and learning rate of $2e^{-1}$. After training, we fix the weight of the above modules, and then let the agent execute the tasks.

B. Results

Table I shows test and validation results. LEBP achieves competitive performance across both seen and unseen environments in the setting. The primary leaderboard metric is the unseen SR, measuring the model’s generalization abilities. LEBP achieves 3.99% absolute (19.68% relative)...
| Method                     | Leaderboard Test Performance | Valid Performance |
|---------------------------|-------------------------------|-------------------|
|                           | Seen Unseen                   | Seen Unseen       |
|                           | SR GC                         | SR GC             |
| Seq2Seq [Shridhar et al., 2020] | 3.98 9.42              | 0.39 7.03        |
| MOCA [Singh et al., 2020]  | 22.05 28.29                  | 5.30 14.28       |
| ET [Pashevich et al., 2021]| 38.42 45.44                  | 8.57 18.56       |
| LWIT [Nguyen et al., 2021] | 30.92 40.53                  | 9.42 20.91       |
| HiTUT [Zhang and Chai, 2021]| 21.27 29.97                   | 13.87 20.31      |
| ABP [Kim et al., 2021]     | 44.55 51.13                  | 15.43 24.76      |
| EmBERT [Suglia et al., 2021]| 31.77 39.27                   | 7.52 16.33       |
| FILM [Min et al., 2021]    | 27.67 38.51                  | 26.49 36.37      |

**Goal Description Only**

| Method                     | Seen Unseen                   | Seen Unseen       |
|---------------------------|-------------------------------|-------------------|
|                           | SR GC                         | SR GC             |
| HiTUT G [Zhang and Chai, 2021]| 18.41 25.27                   | 10.23 20.27       |
| LAV [Nottingham et al., 2021]| 13.35 23.21                   | 6.38 17.27        |
| HLSM [Blukis et al., 2021] | **29.94 41.21**               | 20.27 30.31       |

**Step-by-Step Instructions Only**

| Method | Seen Unseen | Valid Performance |
|--------|-------------|-------------------|
|       | SR GC       | SR GC             |
| LEBP (ours) | 25.53 32.35 | 24.26 30.49       |

**Table I.** The results on test seen/unseen and valid seen/unseen splits. The top section methods use both the step-by-step instructions and goal description. The middle section uses only goal description. The bottom section uses only step-by-step instructions, whereas our method is the unique one utilizing instructions only. Best results using only single language guidance (goal description or step-by-step instructions) and using both are highlighted.

| Method | Seen Unseen | Valid Performance |
|--------|-------------|-------------------|
|       | SR GC       | SR GC             |
| LEBP   | 27.6 35.8   | 22.4 29.6         |

**Table II.** The performance in each task type on the validation splits.

Our approach performs competitively even compared to methods that require both step-by-step instructions and goal description. Compared to FILM, we achieve 2.26% absolute (12.44% relative) improvement in SR on Valid Unseen over HLSM, which shows that under the condition of using only single language guidance, our performance is the best.

Our approach performs competitively even compared to methods that require both step-by-step instructions and goal description. Compared to FILM, we achieve 2.26% absolute (12.44% relative) improvement in SR on Valid Unseen over HLSM, which shows that under the condition of using only single language guidance, our performance is the best.

To confirm the impact of the visual module on our approach, we consider ablation on the base model, with ground split, indicating risks of overfitting to the Seen split.

Table II show development results. To analyze the advantages and disadvantages of LEBP in different task types, we divide the results on the validation splits according to task types. We can see that our approach performs well on the “Examine”, with high SR and GC. However, for “Clean & Place”, “Cool & Place” and “Heat & Place”, GC is much higher than SR, which indicates that there may often be a subtask that fails, failing in the whole task.

To confirm the impact of the visual module on our approach, we consider ablation on the base model, with ground split, indicating risks of overfitting to the Seen split.

Table II show development results. To analyze the advantages and disadvantages of LEBP in different task types, we divide the results on the validation splits according to task types. We can see that our approach performs well on the “Examine”, with high SR and GC. However, for “Clean & Place”, “Cool & Place” and “Heat & Place”, GC is much higher than SR, which indicates that there may often be a subtask that fails, failing in the whole task.

To confirm the impact of the visual module on our approach, we consider ablation on the base model, with ground split, indicating risks of overfitting to the Seen split.
truth visual input. Table III shows ablations on the validation splits. Ground truth segmentation (+gt seg.) provides 18.0%/11.8% absolute improvement in Seen/Unseen scenes, while ground truth depth (+gt depth) provides 1.8%/1.7% absolute improvement in Seen/Unseen scenes, which indicates that segmentation is the main bottleneck affecting the performance. Compared with the ablation results of other models, the performance of LEBP is competitive, showing the superiority of the language expectation module.

V. CONCLUSION

We proposed a method Language Expectation & Binding Policy (LEBP), a well-designed two-stream framework to separate the language understanding and action execution in an embodied agent where (1) contains a language expectation module, generating expectation to describe how the agent will execute tasks in sub-steps based on the prior knowledge of the scenario. (2) Binding policy addresses sub-steps in generated expectation into actual actions including navigation and object manipulation sub-step. Experimental results show that the ALFRED benchmark, LEBP achieves comparable performance to currently published SOTA methods. Our method provides a two-stream framework that can be adopted by ALFRED and beyond, and has better language interaction insight with humans via expectation. We believe our work provides inspiration and concepts for future embodied studies.
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