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\textbf{Abstract}

Exponential Moving Average (EMA or momentum) is widely used in modern self-supervised learning (SSL) approaches, such as MoCo, for enhancing performance. We demonstrate that such momentum can also be plugged into momentum-free SSL frameworks, such as SimCLR, for a performance boost. Despite its wide use as a basic component in the modern SSL frameworks, the benefit caused by momentum is not well understood. We find that its success can be at least partly attributed to the stability effect. In the first attempt, we analyze how EMA affects each part of the encoder and reveal that the portion near the encoder’s input plays an insignificant role while the latter parts have much more influence. By monitoring the gradient of the overall loss with respect to the output of each block in the encoder, we observe that the final layers tend to fluctuate much more than other layers during backpropagation, i.e. less stability. Interestingly, we show that using EMA to the final part of the SSL encoder, i.e. projector, instead of the whole deep network encoder can give comparable or preferable performance. Our proposed projector-only momentum helps maintain the benefit of EMA but avoids the double forward computation.
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1. Introduction

Self-supervised learning (SSL) is known for its capability to learn representation with unlabeled data. SSL has been widely applied in NLP \cite{1, 2, 3, 4, 5} and computer vision \cite{6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}. We find that multiple seminal SSL frameworks, MoCo \cite{10, 17, 18}, BYOL \cite{19}, DINO \cite{20}, and ReSSL \cite{21} all use momentum to form a teacher-student paradigm where the teacher encoder is updated from the student model with exponential moving average (EMA). To avoid any confusion, we use either “EMA” or “momentum” interchangeably when mentioning the EMA \cite{22}.

In the literature, EMA encoder has been motivated mainly for two purposes: (a) to generate consistent representations for negative pairs \cite{10, 17, 21}; and (b) avoid collapse in negative-free SSL frameworks \cite{20, 19}. These motivations have been challenged by the claims in follow-up works \cite{15, 11}. For example, a large number of negative samples might not be necessary, rendering the EMA unnecessary from the perspective of negative samples \cite{15}. SimSiam \cite{11} also shows that EMA is not necessary for preventing a collapse in the negative-free SSL frameworks. This motivates a need for understanding EMA from a new perspective for explaining its empirical benefit in boosting performance.

We investigate and find that such a performance boost can be partly explained by the stability effect. In practice, unfortunately, this benefit of the stability effect does not come free in the sense that it doubles the forward computation resources. Note that the core of SSL lies in learning an augmentation-invariant representation, thus the optimization goal is often designed to make two images augmented from the same image have a similar representation. Specifically, the representation of another image augmented from the same image is used as the target for optimizing the network. Applying momentum on the teacher encoder requires additional forward computation resources as well as memory for obtaining the target representation.

To this end, we investigate the influence of momentum on different parts of the encoder. Specifically, we disentangle the momentum in the teacher network encoder into different parts and investigate the effect of momentum for each stage (block) of the whole encoder network. We find that the benefit of momentum differs massively at different stages of the encoder. The EMA in the early stages (close to the input) has an insignificant role, while that in the latter stages (close to the output) is much more significant. We find that this can be attributed to much higher yet fluctuating gradient values which
cause more instability. Interestingly, we find that only applying EMA to the final projector of the encoder is sufficient enough to yield a comparable or sometimes preferable performance, especially when its momentum coefficient is set to be more aggressive. A merit of applying EMA only on the projector is that the forward propagation on the backbone can be shared, which only causes double forward propagation on the light projector.

Compared with the forward computation on the backbone, the computation overhead on the projector is negligible. Therefore, in this work, we suggest projector-only momentum as Fig. 1b) for maintaining the benefit of EMA but avoiding the double forward computation overhead. To the best of our knowledge, we are the first to investigate the impact of the momentum encoder given the recent progress of SSL.

Overall, the contributions of our work are summarized as follows:

1. Recognizing that the existing motivations for introducing momentum into the SSL frameworks are refuted by follow-up works, we investigate with experiments and show that its empirical benefit for boosting performance can be partly attributed to the stability effect.

2. We explore and reveal an intriguing observation that the benefit of applying momentum in the later stages of the encoder is significantly higher than that in the early stage. Moreover, we provide a gradient analysis to justify this phenomenon.

3. We note that the benefit of momentum comes at the cost of causing double forward computation. Motivated by the above observation, we propose a projector-only momentum for maintaining the pros of momentum while mitigating its cons.

2. Background

2.1. Full EMA in Self-Supervised Learning

Given an unlabeled image $x_1$, two random augmentations $x_1^1$ and $x_1^2$ are generated and formed as a positive pair. We consider an encoder $E_\theta$ which includes backbone $b(.)$ and an MLP projector $g(.)$ for SSL frameworks in general [11, 20, 11, 23, 24, 21], and plus an additional MLP predictor $h(.)$ for BYOL [19] or SimSiam [23] as illustrated in Fig. 1a). With the input image $x_1$ and $x_2$, the representations after backbone $b(.)$ are as follows:

$$f_1 = b(x_1), f_2 = b(x_2).$$ (1)
Figure 1: Comparing traditional EMA updates to the whole target network (a) and EMA updates on a final part of the target network (b). We investigate the EMA effect on each separate part of the entire encoder. Fig. b) shows the case when EMA is applied on the projector, all other parts are kept sharing for online and target network. Here, \(x_1\) and \(x_2\) are two random augmentations of the same image.

And outputs for the momentum backbone \(b_m(.)\) are computed by:

\[
f_{1m} = b_m(x_1), f_{2m} = b_m(x_2).
\]

Note that, subscript ‘m’ denotes the momentum version. Similarly, we feed \(f_1, f_2, f_{1m}, f_{2m}\) to projector \(g(.)\), \(g_m(.)\) to have the projected outputs:

\[
\begin{align*}
z_1 &= g(f_1), z_2 = g(f_2), z_{1m} = g_m(f_{1m}), z_{2m} = g_m(f_{2m}).
\end{align*}
\]

Finally, the predictor is applied to the projections of the online network \(h(.)\) only, i.e. no momentum version for the predictor:

\[
p_1 = h(z_1), p_2 = h(z_2).
\]

For other SSL frameworks such as Moco, DINO, and ReSSL the projections \(z_1, z_2\) will be used for the objective function. Here BYOL loss is taken into account for example, where additional predictor outputs are used for computing the objective loss. With the distance between the anchor \(p^i_1\) (or \(p^i_2\)) and the target \(z^i_{2m}\) (or \(z^i_{1m}\)) measured by cosine similarity with operator \((\cdot)\), the objective function of BYOL \[19\] within a mini-batch \(N\) samples is defined as follows:

\[
\mathcal{L} = -\frac{1}{2} \left( \frac{1}{N} \sum_{i=1}^{N} (p^i_1 \cdot z^i_{2m}) + \frac{1}{N} \sum_{i=1}^{N} (p^i_2 \cdot z^i_{1m}) \right),
\]
where $p^i_1$ and $z^m_1$ denote the output of the predictor $h(.)$ and output at the moment projector $g(.)$ of the augmented image $x^1_1$, respectively. In the same way, $p^i_2$ and $z^m_2$ denote the notations for the second augmented image $x^1_2$. Note that here each augmented image is fed into the full momentum encoder, \textit{i.e.} both momentum backbone ($b_m$) and projector ($g_m$).

It is also worth noticing that all $p^i_1, p^i_2, z^m_1, z^m_2$ are $l_2$-normalized, and BYOL uses a symmetric loss as default. It is also worth to note that $z^m_1$ and $z^m_2$ here are the outputs of the \textit{momentum} encoder in BYOL (or stop gradient in SimSiam [23]), the subscript $m$ is put beside index $i$ to indicate it is momentum output.

Obviously, the BYOL loss only allows the gradient through $p^i_1$ and $p^i_2$, not $z^i_1$ and $z^i_2$. Follow [19], we term \textit{online} network for the branch that allows the gradient update [25] and \textit{target} network for the branch that is updated with EMA. It can also be referred to as \textit{student} and \textit{teacher} network [20], respectively. The \textit{online} network is specified by the parameters $\theta$ which allows updating gradient with back-propagation during training [25], and the \textit{target} network is modeled by the parameters $\xi$.

The momentum update rule for the parameters $\xi$ as follows [19]:

$$\xi \leftarrow \beta \xi + (1 - \beta) \theta,$$

where a constant $\beta \in [0, 1]$ is the momentum coefficient, which is often chosen with value of 0.99 for short training (200 epochs). In longer training, \textit{i.e.} 1000 epochs, SSL methods often use the higher momentum value, \textit{i.e.} $\beta = 0.996$ for BYOL [19, 23] and DINO [20], or $\beta = 0.999$ for MoCo [10, 17].

### 2.2. EMA Projector in Self-Supervised Learning

In this new setting, instead of using backbone momentum outputs $f^i_1, f^i_2$, the outputs of the \textit{online} backbone $f_1, f_2$ are used to feed into the moment projector $g_m(.)$:

$$z_1^m = g_m(f_1), z_2^m = g_m(f_2).$$

The final objective loss formula is kept the same as the baselines, \textit{i.e.} Eq. [5]. For the other frameworks, the \textit{EMA projector} is performed the same as described above.

### 3. Towards Understanding Momentum in SSL

#### 3.1. Momentum Brings Performance Boost

We bring four widely used momentum-based SSL methods including BYOL [19], ReSSL [21], MoCo v2 [17], and DINO [20] to conduct comprehensive
experiments to analyse the EMA encoder effect. Furthermore, to generalize our findings, we also inject the momentum on two non-momentum-based frameworks, SimCLR [11] and SimSiam [23].

We conduct two experiments to compare the influence of momentum on the quality of the representations learned by the SSL encoders. First, the experiments are conducted for each method that uses the momentum with optimal parameters, and second, we remove the momentum by setting the momentum coefficient $\beta = 0$ given stop gradient [23] which means sharing the weight between online and target network.

We measure the performance using top-1 accuracy (%) on the test set as the common protocol in SSL, i.e. BYOL [19]. Tab. 1 shows that without momentum encoder, all momentum-based methods dramatically drop performance (BYOL, DINO, MoCo v2, and ReSSL). Besides, non-momentum-based frameworks, i.e. SimSiam and SimCLR get improvement with the existence of momentum.

Specifically, when the momentum of the target network is removed, i.e. $\beta = 0$, MoCo v2, DINO, and ReSSL are not able to train, their accuracy is trivial ($\sim 2\%$, not better than a random guess) while BYOL can be able to train but with the visible degradation on accuracy (43.48%) comparing to the baseline that uses EMA (62.01%).

Table 1: Effect of EMA in various SSL frameworks. We use ResNet-18 on CIFAR-100, train for 200 epochs. Plugging momentum consistently improves the performance compared to the version without it. We report top-1 accuracy. Notations, CE: cross-entropy, CL: contrastive learning.

| Method   | Architecture / Loss | Momentum | Coefficient $\beta$ | Remarks  | Acc (%) | $\Delta$acc (%) |
|----------|---------------------|----------|---------------------|----------|---------|-----------------|
| BYOL [19] | Asymmetric / Non-CL | ✓        | $\beta = 0.99$     | Baseline | 62.01   | -               |
|          |                     | ×        | $\beta = 0$        | Remove   | 43.48   | −18.53          |
| SimSiam [23] | Asymmetric / Non-CL | ×        | $\beta = 0$        | Baseline | 51.41   | -               |
|          |                     | ✓        | $\beta = 0.99$     | Add      | 53.66   | +2.25           |
| DINO [20] | Symmetric / CE      | ✓        | $\beta = 0.99$     | Baseline | 58.12   | -               |
|          |                     | ×        | $\beta = 0$        | Remove   | 1.08    | −57.04          |
| ReSSL [21] | Symmetric / CL      | ✓        | $\beta = 0.99$     | Baseline | 54.66   | -               |
|          |                     | ×        | $\beta = 0$        | Remove   | 1.56    | −53.10          |
| MoCo v2 [17] | Symmetric / CL      | ✓        | $\beta = 0.99$     | Baseline | 62.34   | -               |
|          |                     | ×        | $\beta = 0$        | Remove   | 2.22    | −60.12          |
| SimCLR [11] | Symmetric / CL      | ×        | $\beta = 0$        | Baseline | 60.45   | -               |
|          |                     | ✓        | $\beta = 0.90$     | Add      | 61.97   | +1.52           |
Note that, BYOL without momentum can be considered same as SimSiam framework given some different configurations in projector and predictor [23]. With a careful design, SimSiam [23] presented a special case of BYOL where $\beta = 0$ that works fine however it cannot be comparable with BYOL in performance [19] [23]. We ran SimSiam using [26] and found its accuracy is 51.41% which significantly outperforms the version without momentum in the BYOL framework whose accuracy is 43.48% (Tab. [1]). However, compared to the BYOL baseline that uses momentum (accuracy 62.01%), SimSiam is far lower to catch up. By default, SimSiam [23] and SimCLR [11] do not have EMA in its architecture. We performed experiments by adding EMA to their target encoder and find that EMA boosts SimSiam from 51.41% to 53.66% (+2.25%) and improves SimCLR from 60.45% to 61.97% (+1.52%) as shown in Tab. [1]

The analysis in this section demonstrates the significance of EMA in guaranteeing learning and boosting the performance of a wide range of network architectures. But, how can EMA help in SSL?

3.2. How Does Momentum Improve Performance?

Prior motivations. The use of EMA in the CL-based frameworks [10], [17], [21] is for creating consistent negative-pairs representations, and avoiding collapsing in the Non-CL-based frameworks [20], [19]. Their motivations have been refuted by the follow-up works [15], [11] as the earlier discussion. This motivates us with a new perspective for the empirical benefit of EMA as the hypothesis below.

Hypothesis. Momentum helps the encoder learn from the past to make the training more stable.

Empirical Analysis. To demystify the hypothesis that momentum can help to stabilize the training by learning from the past, we monitor and visualize the student and teacher weight when using momentum compared to the weight that is not trained with momentum. BYOL [19] is chosen for experiments. We use the ResNet-18 backbone, CIFAR-100, to train in 200 epochs. By default, with BYOL is implemented in [26], the projector in the encoder has two FC layers: FC1(512,4096), BN, ReLU, FC2(4096,256). To be able to visualize the weight, we design the final FC layer of the encoder in BYOL to have two dimensions. To this end, we change the hidden layer from 4096 to 2, i.e. FC1(512,2), BN, ReLU, FC2(2,256), and all other settings are kept intact.
Figure 2: Effect of the momentum to the weights (filters) of FC2. Filters are visualized in 3D space. Without momentum, we observe the “abnormal point” at step around 10k out of 40k (green line). The axis y, and z are weight 1 and weight 2, respectively.

Figure 3: Performance with EMA effects on CIFAR-100. The abnormal accuracy around epoch 50 out of 200 (w/o momentum) happens when weights (filters) have suddenly fluctuated at step 10k in Fig. Fig. 2. With momentum, this instability is successfully prevented (black and blue lines).
At first, we conduct experiment without momentum ($\beta = 0$). Second, we perform EMA ($\beta = 0.9$, and $\beta = 0.99$) to only FC2 of the target projector (Fig. 1b). Our goal is to observe what happens to the network weight w/ and w/o momentum in the part that can be visualized. Note that, FC2(2,256) in pytorch means input_dim = 2, output_dim = 256, and weight w has shape of $256 \times 2$. In other words, FC2 has a total of 256 filters with dim = 2 that can be visualized.

Tab. 2 shows that without momentum, the top-1 linear and KNN-1 test accuracy are 20.01% and 10.01%, respectively. With momentum, it can significantly boost the top-1 linear accuracy to 25.76% and KNN-1 to 14.17%. Interestingly, it reveals that momentum actually has an effect even though EMA is applied to a tiny part (FC2) of the target encoder. How can it help? We find that with EMA ($\beta = 0.9$), the weight of the online network is much more stable than training w/o EMA as clearly shown in Fig. 2.

Here we plot five lines, green line denotes no momentum $\beta = 0$; blue and red lines show the student and teacher with momentum $\beta = 0.9$; black and orange lines illustrate the student and teacher with momentum $\beta = 0.99$.

We visualize FC2 weights in 3D Fig. 2 where these weights are recorded in 200 epochs with a total of 40k steps. Fig. 3 shows the corresponding top-1 linear accuracy with no momentum, momentum $\beta = 0.9$, and momentum $\beta = 0.99$. We observe a sudden change of the weight in Fig. 2 which strongly corresponds to the accuracy drop in Fig. 3.

More visualizations of filters (weights) are provided in Appendix. These experiments show that using EMA into FC2 (shape $256 \times 2$) whose weights have only two dimensions can have a great influence on the stability in training and thus increases performance by a large margin (+5.75%). Note that in optimal setting [26], FC2 has 4096 dimensions ($256 \times 4096$) which is much more powerful than that in our visualization experiments.

This phenomenon motivates us to investigate the EMA effect in the other parts of the encoder which have different capacities and parameters. To this end, we dig into the main concern of the paper with two questions: 1) How does the EMA affect each part of the network encoder? and 2) Does the EMA update to the whole network or EMA update in some certain parts of the
4. Impact of Partial EMA Update on Different Encoder Stages

Partial EMA Update. ResNet-18 [27] is a convolutional neural network with 18 layers whose design has four blocks. Note that, in ResNet-18, there has a convolutional layer before the four residual blocks as illustrated in Fig. 1a). We inject EMA to each separate block to see how it influences the final performance. BYOL [19] is chosen to investigate. All these experiments are conducted in CIFAR-100 with 200 epochs and all evaluation protocols are followed as [19].

The whole network of BYOL includes 1) backbone (ResNet-18), 2) Projector, and 3) Predictor. By default, the target encoder network of BYOL is updated EMA for entire encoder, i.e. both backbone and projector.

We split backbone into different blocks as its design: Conv1, Block1, Block2, Block3, and Block4 as shown in Fig. 1a). We decompose the parameters set $\theta$ of the whole online network into a set of consequential parameters $\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6$ and $\xi$ in the target network to separate parameters $\xi_1, \xi_2, \xi_3, \xi_4, \xi_5, \xi_6$ for different parts of the encoder in Fig. 1a).

Note that each block contains four convolutional layers followed by a batch normalization layer and ReLU [27]. We use EMA with $\beta = 0.99$ as default library [26] for each block of the target network while keeping all other parts sharing weight with the corresponding parts of the online network, i.e. $\beta = 0$.

We also consider a case of applying EMA to a very small part at the beginning of the whole network, here we choose the first convolutional layer of backbone namely Conv1. Interestingly, we find that the portion near the input of the encoder gives the least impact on performance, while the latter parts of the encoder have much more influence.

As shown in Fig. 4a), EMA in Conv1, the first part of the network gives an accuracy of 43.07% which is almost similar to the case not applying EMA with the accuracy of 43.48%. The impact of EMA keeps increasing to the final layers. Here, applying EMA to the final layer, i.e. projector which has only two FC layers can bring significant improvement from 43.48% to 59.61% which is nearly comparable to baseline which updates EMA in the whole deep encoder with 62.01%.

This phenomenon can be attributed to the fact that the earlier parts of the network share the weight with the online network which updates faster to help learn the latest information from the input and the latter final parts
need to slow down the network update for training more stable. We elaborate on this phenomenon by analyzing the gradient for each block below. We also investigate the EMA influence of each combination of some parts of the encoder. Applying EMA on Block4+projector works comparable to EMA on projector. Combining Conv1 and four blocks (equal to backbone) can give the comparable accuracy to the baseline (whole Network), i.e. 62.17% vs. 62.01%, respectively, Fig. 4 b).

Overall, momentum/EMA on the final part of the SSLs encoder (i.e. projector) has the most important influence on the performance in the classification downstream task. For the SSL methods such as DINO, MoCo v2, and ReSSL, EMA in the final part of the encoder is even more critical compared to the BYOL as shown in Tab. 3 and Fig. 4.

A natural question is raised: why does EMA apply in the final parts have more influence compared to the earlier parts of the encoder?

Gradient Analysis. Amongst SSL frameworks, we take a negative-free method, such as BYOL [19] to perform gradient analysis for simplicity. We monitor the gradient to each part of the network encoder to find some clues to elaborate on why EMA has no or minor effect on the earlier but latter parts. For visual observation, we record the $l_\infty$—norm gradient magnitude of the overall loss with respect to the output of each block for the case shown in Fig. 2 with $\beta = 0$ where the abnormal point shows the strong instability.
during the training.

Fig. 5 clearly shows that the magnitude gradient in the final part of the encoder i.e. projector has the most significance and is most fluctuated. The earlier part such as block 4 has a much smaller gradient magnitude and is more stable. And, the very beginning blocks such as block 1, block 2, and block 3 have the smallest magnitude gradients and are most stable.

This empirical observation explains why applying EMA (Eq. 6) to the final part of the network encoder has the most influence compared to the previous stages of the network encoder. In other words, making the weight in the final stages learned from the past to stabilize the training can have the most effects on the entire deep network encoder.

Based on the above observation, we can also use additionally 1) a simple technique such as BN [28] to the output of the projector and block 4 or 2) freezing the target projector to stabilize the training to improve performance [18]. We show the results when using EMA in the final stage projector (without EMA to the deep backbone) with BN in the output of projector and/or block 4 can match the baseline BYOL [19] in the Appendix.

5. Projector-only Momentum in SSL

Double Propagation of Momentum. The benefit of momentum comes at the cost of causing double forward computation [19] [10] [20] [21] compared to non-momentum-based frameworks [11] [23]. Motivated by our previous analysis, we propose the projector-only momentum for SSL frameworks which applies EMA only to the projector, while sharing parameters for deep backbone as an example in Fig. 1 b) for BYOL. Our method causes only double propagation on the light projector whose computation is negligible compared to that of the backbone (i.e. ResNet-18 and ResNet-50).

Implementation Details. The implementation is based on the open library solo-learn for SSL [26]. To investigate the momentum/EMA, we
consider different SSL methods, datasets, and ResNet backbone architectures. Three widely used benchmark datasets are considered including: CIFAR-100 [29], ImageNet-100 [30], and ImageNet-1K [31]. Different deep backbones (ResNet-18, ResNet-50) are considered. We follow the common protocol for evaluation the SSL [19].

Training and Evaluation. The encoder is pre-trained in an unsupervised manner on the training set of each dataset without labels. The transfer capability is measured by the classification downstream task [19][10]. To be specific, we evaluate the pre-trained representations by training a linear classifier on frozen representations with the corresponding test set [26]. Classification accuracy is used as the performance metric. More details and setups for SSL are provided in the Appendix.

Projector-only Momentum SSLs. We investigate the effect of EMA to each part of the EMA-based frameworks including DINO [20], MoCo v2 [17], ReSSL [21], and BYOL [19]. Tab. 3 shows that, unlike BYOL, all other frameworks perform poorly if EMA updates on the backbone only. By contrast, Tab. 3 reveals that EMA applying on the final part of the target network, i.e. projector, all SSL frameworks perform competitively with baselines.

Interestingly, with DINO, performing EMA only to the projector (3 layers) can give the same performance as the baseline which needs to update EMA for every layer in the whole deep encoder, 21 and 53 layers for ResNet-18, ResNet-50, respectively. It suggests that EMA to the final part of the DINO encoder is sufficient and it helps to reduce half of the parameter needed to store in the memory for the deep momentum backbone and save half forwards while still exploiting the benefit of the momentum via a shallow projector (3 layers). Different from BYOL [19], EMA updates only to backbone of the other SSLs witnesses the significant drop on performance as shown in Tab. 3.

Large-Scale Dataset. We conduct the experiments of partial update
Table 4: DINO with ImageNet-1K, 200 epochs using ResNet-50 backbone. Here “ep” stands for the epoch, and “Fwd” denotes the number of forward to ResNet-50 of each image.

| Method       | # EMA layers | Params (MB) | #Fwd | Time (min/ep) | Top-1 (%) | Top-5 (%) |
|--------------|--------------|-------------|------|---------------|-----------|-----------|
| DINO [20]    | 53           | 47.0        | 2    | 56.5          | 67.9      | 88.3      |
| EMA projector| 3            | 23.5        | 1    | 38.5          | 67.8      | 88.2      |

EMA in the larger scale dataset, *i.e.* ImageNet-100 [32] (Tab. 6) and ImageNet-1K [31] (Tab. 4) whose image size is 224 x 224. All methods are trained in 200 epochs. ResNet-18 and ResNet-50 are used for ImageNet-100 and ImageNet-1K, respectively. Tab. 6 shows that results are consistent as the ones in CIFAR-100 dataset. Specifically, we observe that for the large-scale dataset of ImageNet-100, with $\beta = 0.99$ applying EMA to only projector gives slightly a decrease in accuracy while keeping competitive performance with $\beta = 0.9995$ for all SSL frameworks.

Applying EMA to the projector in DINO keeps the competitive performance of 74.22% compared to the baseline of 74.16%. Consistently for the larger scale dataset, with highly aggressive EMA, *i.e.* $\beta = 0.9995$, all methods witness a dramatic drop whereas EMA projector-only has a slight drop and still keeps the competitive performance. Result on ImageNet-1K is consistent for DINO whose accuracy is maintained without EMA on deep backbone (Tab. 4). This suggests that for DINO with ResNet, EMA on the projector is sufficient. Based on the learning curve, if training longer, *i.e.* 1000 epochs for ImageNet-1K, the gap between DINO baseline and DINO with EMA on projector reaches zero. We provide the training trend SSL frameworks in Appendix.

**Deeper Backbone with ResNet-50.** We keep the same projector and consider a deeper backbone, *i.e.* ResNet-50 (3 times deeper than ResNet-18). Two datasets are used: CIFAR-100, and ImageNet-1K. All methods are trained with 200 epochs, $\beta = 0.99$. With ImageNet-1K, we conduct experiments for DINO [20]. As shown in Tab. 5 for a deeper backbone (ResNet-50), SSL
Table 6: The EMA is applied to whole encoder or projector for each SSL framework with baseline $\beta = 0.99$ and more aggressive update with $\beta = 0.9995$. We report top-1 accuracy (%). All SSL frameworks are run for 200 epochs with ResNet-18 on ImageNet-100, “_” denotes sharing weight. Our method is less sensitive to the change of $\beta$ compared to baselines.

| Method    | EMA Backbone | EMA Projector | $\beta = 0.99$ (%) | $\beta = 0.9995$ (%) | $\Delta_{acc}$ (%) |
|-----------|--------------|---------------|--------------------|----------------------|--------------------|
| BYOL [19] | ✓            | ✓             | 76.60              | 71.18                | −5.42              |
|           | -            | ✓             | 75.02              | 75.52                | +0.50              |
| DINO [20] | ✓            | ✓             | 74.16              | 63.78                | −10.38             |
|           | -            | ✓             | 74.22              | 72.02                | −2.20              |
| ReSSL [21]| ✓            | ✓             | 74.02              | 61.48                | −12.54             |
|           | -            | ✓             | 69.12              | 65.81                | −3.31              |
| MoCo v2 [17]| ✓       | ✓             | 74.48              | 69.86                | −6.62              |
|           | -            | ✓             | 74.31              | 72.06                | −2.25              |

frameworks such as BYOL [19], MoCo v2 [17], and ReSSL [21] show the consistent results as the backbone ResNet-18 which are investigated above where EMA to the projector can give the competitive performance no matter how deep backbone is (18 and 50 layers).

Interestingly, for DINO [20] in CIFAR-100, baseline updates EMA to whole deep encoder (backbone + projector) performs inferior than the case updates EMA just to the projector, i.e. 53.04% vs. 56.54%. In ImageNet-1K, Tab. 4 shows their performance are almost comparable (67.9% vs. 67.8% in top-1 accuracy) where DINO needs to update EMA for total of 53 layers (backbone + projector) compared to EMA on projector with only three layers in depth.

6. Computation and Processing Time

Amongst SSL frameworks, we find that DINO is the most stable method when training with the EMA projector. Therefore, we focus on DINO in the setting with ImageNet-1K, and the common use backbone is ResNet-50. We measure the processing time per epoch based on two GPUs NVIDIA RTX A6000.

As shown in Tab. 4, our method EMA projector just needs half of the parameters for the backbone (just reduce half forward computational overhead) and shows significant efficiency in terms of process time per epoch while achieving the same performance compared to DINO [20].
Concretely, the proposed EMA projector updates EMA only for 3 layers of the projector and gets rid of the need for the forward to the backbone i.e. ResNet-50 (with 50 layers in depth) which is an advantage compared to the traditional DINO. Note that the core of SSL lies in learning representation with multiple augmentations, and the total processing time may quickly become a burden. Our analysis suggests a potential paradigm for future research in self-supervised learning to solve the computational bottleneck, especially for the labs with low hardware resources.

7. Discussion

**Momentum Coefficient.** It is expected that SSL frameworks give undesired performance if the EMA update is very slow. However, we show that even with the extremely slow update, EMA still can be maximally exploited to keep competitive performance. We consider two scenarios: 1) EMA updates for the whole network in a conventional way, and 2) EMA partially updates to the only final part of the network encoder, i.e. projector. And we set $\beta = 0.9995$ for all SSL baselines, which is slow enough to observe the differences. We find that with the highly aggressive update of EMA, all SSL frameworks drop dramatically in performance as shown in Fig. 6(a), and Fig. 6(b). Specifically, ReSSL [21] degrades 12.20% (from 54.66% to 42.46%),

(a) $\beta = 0.99$

(b) $\beta = 0.9995$

Figure 6: Compare EMA updating to the whole encoder (baseline) and partial update EMA in two cases: (a) with the optimal parameter of momentum coefficient $\beta$ it shows that EMA in the projector can give the competitive accuracy compared to baseline, and (b) with a more aggressive update, only updating EMA to the projector (ours) performs much better than baselines of all the considered frameworks, especially ReSSL and DINO give a big gap lower than our scheme.
DINO [20] impairs 19.63% compares to baseline (from 58.12% to 38.49%), BYOL [19] decreases 7.20% (from 62.01% to 54.81%), and MoCo v2 [17] drops 9.30% (from 62.34% to 53.04%).

By contrast, the proposed partial EMA update witnesses the slightly drop on the final accuracy such as ReSSL, DINO, BYOL, and MoCo v2 only decrease 3.33%, 4.36%, 2.07%, and 4.78%, respectively. The dramatically dropped performance of the conventional EMA because of the fact that a very high $\beta$ causes the network to learn very slowly so that the encoder cannot retrieve the new information from the new input augmentations promptly.

By contrast, with the new scheme, EMA updates only to the projector, while keeping the backbone of the teacher’s weight the same as student which can leverage the encoder to learn quickly in the first stages while making sure the entire target encoder not updated too fast which helps to stabilize the final part to improve performance.

Note that, given the highly aggressive EMA only to projector, the accuracy slightly decreases from baseline but still is much higher than the cases using EMA to the whole network. This shows that with the new scheme, EMA is still exploited to get its benefit in extreme cases which the traditional EMA approach cannot.

These experiments also show that the EMA projector is less sensitive to the hyper-parameters of momentum coefficient compared to the traditional SSL approaches.

**Learning Rate.** The SSL encoders work with the appropriate small learning rate, i.e. BYOL [19] uses $\eta = 1.0$ as the optimal parameter in setting of [26]. With larger learning rate, i.e. $\eta = 4.0$, BYOL’s performance drops from baseline 62.01% to 58.01% (−4%) as shown in Tab. 7. With our analysis above, the most instability in the encoder comes from the final part, i.e. the projector. We keep the projector of the target network freeze during training, i.e. $\beta = 1.0$, while sharing parameters in backbone. We find that the encoder can learn well with a much larger learning rate. As shown in Tab. 7 with $\eta = 4.0$ keeping projector fixed can boost accuracy from 60.27% to 62.32% (+2.05%) which is slightly better than BYOL. Note that BYOL requires a cost of double forward propagation to the backbone momentum compared to ours that shares backbone but fixed projector.

| Method | W/ predictor $\eta = 1.0$ | $\eta = 4.0$ |
|--------|---------------------------|--------------|
| BYOL [19] | 62.01 | 58.01 |
| Fixed $g(.)$ | 60.27 | **62.32** |
8. Related Works

**Exponential Moving Average.** EMA/Momentum has been studied deeply for smoothing the original sequence signal \([33, 34, 35]\). It becomes the widely used technique in practices for most of fields ranging from optimization \([36, 37, 38]\), reinforcement learning \([39, 40, 41]\), knowledge distillation \([30, 42]\), recent semi-supervised learning frameworks \([22, 43, 44, 45]\), and self-supervised learning methods \([19, 10, 20, 46]\). Momentum is interpreted as an average of consecutive \(q\)-functions in reinforcement learning \([39]\), or is used in SSL frameworks preventing model collapse \([20, 19, 47]\).

**Self-Supervised Learning.** Recently, SSL has been extensively studied in many filed applications \([48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 13, 58, 59, 60, 61, 62, 63, 64]\). SSL recently becomes an emerging paradigm and key research field thanks to its unique advantages over the traditional supervised learning approaches that does not require any human manual supervision and costly labelling process while showing the superior capability in learning representations for downstream tasks such as classification, segmentation, and object detection \([11, 65, 10, 17, 18, 20, 19, 66, 24, 67]\).

Amongst those seminal works, MoCo \([17, 18]\), DINO \([20]\), ReSSL \([21]\), and BYOL \([19]\) are the state-of-the-art SSL frameworks that use the EMA technique in the target encoder. There are several SSL frameworks such as SimCLR \([11]\), SimSiam \([23]\), and Barlow Twin \([68]\) do not use EMA in its architecture.

Although those non-momentum-based methods exhibit the inferior performance in classification \(i.e.\) in ImageNet-1K \([31]\) or other downstream tasks compared to the momentum-based approaches \([17, 65, 20]\), they are still considered in practice for certain cases due to their simpler design, \(i.e.\) without the need for storing parameters and forward of the momentum encoder \([12]\).

9. Conclusion

In this paper, we investigate a new perspective on the benefit of momentum and show that its empirical benefit for boosting performance can be at least partly attributed to the stability effect. We reveal an intriguing observation that the benefit of applying momentum in the later stages of the SSL encoder is significantly higher than that in the early stage and provide a gradient analysis to justify the phenomenon. We note that the benefit of momentum comes at the cost of causing double forward computation. Motivated by the above observation, we propose a projector-only momentum method for
maintaining the pros of momentum while mitigating its cons in the SSL frameworks, which is a potential direction for future research in solving the bottleneck of SSL in terms of computational cost.

Nevertheless, in this work, we focus on analyzing the behaviour of momentum with the ResNet backbones for image classification. The other complicated backbones such as ViT as well as other modalities such as text, audio, and video are also interesting to investigate. We let it for future work.

Appendix A. Experimental Details

We directly clone the official code from the open library for SSL [26] and keep everything as default settings such as augmentation settings, projectors, predictors, and hyper-parameters in the bash files.

For datasets CIFAR-10, and CIFAR-100, we use a single GPU of NVIDIA TITAN Xp with batch size 256. For ImageNet-100, we use two GPUs of NVIDIA TITAN Xp with batch size 128 for each GPU. For ImageNet-1K, we use two GPUs of NVIDIA RTX A6000, batch size 128 for each GPU. Except for other notices, all experiments are conducted for 200 epochs.

We use a cosine learning rate schedule with the warm-up in 10 first epochs [19]. All methods are trained without using labels. The representation quality is evaluated by training an online linear classifier with the label on the train set (frozen on backbone features) and evaluated with the label on the test set. As shown in the solo-learn [26] frameworks, the performance gap between online and offline linear evaluation is not significant. For the convenience to avoid the need of retraining a linear classifier after the encoder pre-training, we directly report top-1 accuracy (%) on the test dataset with the online linear evaluation. This also facilitates observing the performance during the training.

For one experiment with ImageNet-1K [31], it took 7 days 16h 56m 36s to train DINO [20] with ResNet-50 backbone for 200 epochs (2 NVIDIA RTX A6000 GPUs). For ImageNet-100, it took 19h 33m 58s to train DINO with ResNet-18 backbone for 200 epochs (2 NVIDIA TITAN Xp GPUs).

Appendix B. Code for Momentum-only Projector

For all SSL methods, instead of using the momentum output of the momentum backbone as baselines, we use the output from the online backbone (with stop gradient). It helps to reduce half of the forward propagation to
the backbone which has more computation overhead compared to a light projector. Therefore, our proposed projector-only momentum help maintain the pros of momentum while mitigating its cons. Below we attach a PyTorch pseudo-code for BYOL [19] with our projector-only momentum, in Alg. 1. Other SSL methods can be done in the same way.

Algorithm 1 Pytorch-like Pseudo-code: Projector-only Momentum

```python
# f: backbone (ResNet)
# g, g_m: online and target projector
# h: predictor

for x in loader: # load a minibatch x with n samples
    x_1, x_2 = aug(x), aug(x) # augmentations
    f_1, f_2 = f(x_1), f(x_2) # backbone features
    z_1, z_2 = g(f_1), g(f_2) # online projections
    z_1m, z_2m = g_m(f_1), g_m(f_2) # momentum projections
    p_1, p_2 = h(z_1), h(z_2) # predictions
    L = D(p_1, z_2m)/2 + D(p_2, z_1m)/2 # loss
    L.backward() # back-propagate
    update(f, g, h) # SGD update
    ema_update(g_m) # update parameters of the momentum projector, g_m := beta*g_m + (1-beta)*g

def D(p, z):
    z = z.detach() # stop gradient
    p = normalize(p, dim=1) # l2-normalize
    z = normalize(z, dim=1) # l2-normalize
    return -(p*z).sum(dim=1).mean() # negative cosine similarity
```

Appendix C. Learning Curves

Learning Curves of DINO on ImageNet-1K. For ImageNet-1K, we train DINO With 200 epochs, using ResNet-50 as the backbone. We ran the DINO baseline that uses EMA for the entire target encoder and ran DINO with EMA only to the projector similar to Alg. 1. We report the top-1 and top-5 test accuracy for the val set. For both cases, EMA applied on the projector (3 layers) is almost comparable.

Due to the resource constraint, we did not run for 1000 epochs, however, we believe, the gap for the longer training is almost zero as the trend in Fig.
C.7 shows that using EMA in the deep backbone is unnecessary, but EMA on the projector is sufficient.

![Figure C.7: ImageNet-1K classification accuracy.](image)

(a) Linear train accuracy  
(b) Linear test accuracy

Figure C.7: **ImageNet-1K classification accuracy.** Linear accuracy (top-1 %) for DINO and projector-only EMA in DINO. The accuracy gap is almost close to zero. It is best viewed in color.

**Learning Curves of BYOL on CIFAR-100.**

We show the case when applying projector-only momentum in the BYOL framework. As the analysis in the main paper, the final parts of the encoder have more fluctuation and less stability. We can use additionally a technique as BN to the output of block 4 or projector to help training more stable. As shown in Fig. C.8, with no momentum (orange line) there always has the unstable point and showing the worst accuracy. Using BN to the final layers (block 4 + projector) can help to stabilize the training as the green line that improves 6.7% compared to the version without BN and EMA.

Our proposed projector-only EMA can help to stabilize and boost performance to be competitive with baseline BYOL to a smaller gap. Adding BN to the output of block 4 and the output of the projector can make projector-only EMA (purple line) almost match the BYOL baseline as clearly shown in Fig. C.8. In this figure, EMA projector + BN means that BN is applied to both block 4 and the projector.

Tab. C.8 shows a more detail about the important of making the block 4 or projector stable with BN. It demonstrates that our proposed projector-only EMA can match the BYOL baseline while avoiding the double forward computation overhead to the deep backbone. It shows more evidence for our analysis in the main paper that the final layers (block 4, projector) have much more fluctuation, i.e. less stability. Making the final layers learn from the
past (with EMA) to stabilize the training is crucial, and a simple technique such as BN can further help.

![Graphs showing linear train and test accuracy](image)

(a) Linear train accuracy  
(b) Linear test accuracy

Figure C.8: Increasing stability with BN. Linear accuracy (top-1 %) for BYOL and projector-only EMA in CIFAR-100. Here BN is applied to both outputs of block 4 and projector. It is best viewed in color.

**Appendix D. More Results on CIFAR-10**

We show more results on CIFAR-10 where BYOL is compared with our projector-only momentum. Tab. D.9 shows that our method can also match baseline without using EMA to the deep backbone that can maintain the benefit of EMA while avoiding the double computation overhead to the backbone as the traditional method.

Table D.9: Linear classification accuracy on CIFAR-10. We train all SSL methods for 200 epochs, with the ResNet-18 backbone. “-” denotes sharing weight. BN1, BN2 denote the BN applying to the output of block 4 and projector, respectively. We report top-1 accuracy on the test set.

| Method                  | Backbone Momentum (18 layers) | Projector Momentum (2 layers) | Acc (%) |
|-------------------------|-------------------------------|-------------------------------|---------|
| BYOL (baseline)         | ✓                             | ✓                             | 88.37   |
| w/o momentum           | -                             | -                             | 80.34   |
| EMA Projector          | -                             | ✓                             | 87.73   |
| EMA Projector + BN1    | -                             | ✓                             | 87.91   |
| EMA Projector + BN2    | -                             | ✓                             | 88.03   |
| EMA Projector + BN1 + BN2 | -                       | ✓                             | 88.45   |
Appendix E. More Visualizations of Filters

Beyond the filters that are visualized in the main paper, we also presented 16 more filters in 2D and 3D visualizations out of 256 filters (weights) for the experiments in section 3.2 where EMA is applied only to the final FC layer of the target encoder. Here, start point, end in the figures meaning that are the beginning and final point of the training process (a total of 40k steps), respectively.

Appendix E.1. 3D visualization

We show more 3D visualizations where green line denotes no momentum $\beta = 0$; blue and red lines show the student and teacher with momentum $\beta = 0.9$; black and orange lines illustrate the student and teacher with momentum $\beta = 0.99$. We can see several filters are stable for both curves and there are filters that have the unstable point (at step around 10k) for the no momentum line, such as filter 001, 002, 005, 008, 011, 013, 014 (Fig. 3 - Fig. 10). We also provide 2D plots (Fig. 11 - Fig. 18) below which can show more clearly than some cases of 3D plots.

We observe that if using momentum, all filters show a mostly stable curve, i.e. no ‘spike’ or abnormal point suddenly changes as the case no momentum.

![Filter 001](image1.png)

![Filter 002](image2.png)

Figure E.9
Figure E.10
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Appendix E.2. 2D visualization

We also plot filters in 2D where the time dimension (*training step*) is omitted for the more simple view as shown in Fig. 11 - Fig. 18 below. The 2D plots also show clearly that the green line of *no momentum* exhibits the unstable learning curves, such as Filter 001, 002, 007, 010, 011, 014. By contrast, learning with EMA shows much more stable trends for every filter.

![Filter 001](image1)
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**Figure E.14**
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