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Abstract

This paper presents the problem of lateral interception by a Dubins car of a target that moves along an a priori known trajectory. This trajectory is given by two coordinates of a planar location and one angle of a heading orientation, every one of them is a continuous function of time. The optimal trajectory planning problem of constructing minimum-time trajectories for a Dubins car in the presence of a priorly known time-dependent wind vector field is a special case of the presented problem. Using the properties of the three-dimensional reachable set of a Dubins car, it is proved that the optimal interception point belongs to a part of an analytically described surface in the three-dimensional space. The analytical description of the surface makes it possible to obtain 10 algebraic equations for calculating parameters of the optimal control that implements the minimum-time lateral interception. These equations are generally transcendental and can be simplified for particular cases of target motion (e.g. resting target, straight-line uniform target motion). Finally, some particular cases of the optimal lateral interception validate developments of the paper and highlight the necessity to consider each of 10 algebraic equations in general case.

Key words: Dubins vehicle; Moving target; Minimum-time interception; Analytic Design; Application of Nonlinear Analysis and Design.

1 Introduction

Missions for autonomous ground, aerial and marine vehicles are extremely diverse. In most scenarios, the mission involves a mobile vehicle path/trajectory planning (PP/TP) problem to be solved. Formalization of the problem requires choosing a model of system dynamics that satisfies several requirements at once. First of all, reference trajectories given by model dynamics should be close to feasible ones in practice. Secondly, the computing of these trajectories should be a time-rapid and memory-efficient process for an onboard computer. The analytical results obtained from such models tend to speed up computing of trajectories and reduce memory usage.

Dubins car is a popular model of a non-holonomic vehicle that moves only forward on the plane along trajectories of bounded curvature. The optimal PP-problem of finding a minimum-length path with bounded curvature was for the first time considered by Markov in context of railway track construction [22]. In [13], Dubins solved a similar problem, when the orientation of the line is fixed at both ends, in contrast to Markov’s statement, where it is arbitrary at the final point and given at the starting one. In [17] Isaacs considered pursuit-evasion games, and in one of the problems he used equations of dynamics that correspond to the motion with a constant velocity and bounded maneuverability. Isaacs probably was the first who introduced the term ”car” for such a model. In modern literature, such a model is called ”Dubins car”. A complete analytical solution of the Dubins problem is obtained in [30,6]. In the case when the distance between initial and terminal points is relatively large it is possible to construct a logical classification scheme for time-rapid computation of the optimal control [33]. A large number of modifications to the Dubins problem has been considered in literature. For example, recent studies devoted to the Dubins PP-problem deal with the case when the trajectory necessarily passes through a fixed intermediate point [10]. Also recently the problems of constructing the shortest path to a circle [9] and the shortest path via a circular boundary [18] for Dubins car have been solved. These analytical results make it affordable to implement efficient onboard algorithms.

The Dubins’ model study is not limited to the PP/TP problems. Some theoretically important works are de-
voted to the study of the Dubins car reachable set. A detailed analysis of the planar evolution of the Dubins car reachable set is given in [11]. The evolution of a three-dimensional reachable set was studied in [29], and in [28], where a partial analytical description of the evolution of boundary set was obtained. From a practical point of view the reachable sets can be used, for example, to recover the vehicle trajectory from inaccurate measurements [5] and also in the collision avoidance problem [31]. An analytical description of the planar reachable set made it possible to solve the problem of intercepting a moving target by a Dubins car at an unspecified interception angle [8,36], as well as to clarify necessary conditions for interception along a geodetic line (relaxed Dubins path) [26].

This paper solves the problem of minimum-time lateral interception of a moving target by Dubins car when the planar coordinates and the course angles of the target and Dubins car must coincide at the interception moment. The case of unlimited maneuverability, where the criterion of optimality is the sum of the time and the energy spent on maneuvers, is analyzed in [14]. A large number of works deal with the problem of achieving the final state in the presence of wind instead of intercepting a moving target problem. The case of the presence of constant wind and the case of the straight-line uniform motion of the target are equivalent in the sense that there is a coordinate transformation in which one case passes into another [24]. Some properties of the constant wind case solution are investigated in [23]. The construction of a numerical scheme for computing the case of time-variable wind can be found in [25]. The first analytical results for the constant wind case were obtained in the assumption of a sufficient relative distance between the target and Dubins car when considering a selection of aerobiological samples mission [35]. Later, the same authors obtained analytical results for the general case of the initial target location [34]. The main result of these papers is that for some configurations there are explicit expressions for calculating the parameters of optimal control, and for other scenarios, in the worst case, it is necessary to solve a system of two transcendental algebraic equations with two unknowns. A numerical method for solving a similar system of transcendental equations for cars was considered in [2]. It is shown in [3] that the system can be simplified to a transcendental equation with one unknown. Analytical results of the problem of achieving by Dubins car the desired state in the presence of constant wind are summarized in [4]. In recent paper [27], it was shown that by losing optimality, admissible control can be obtained without solving transcendental equations for the constant wind case.

Direct addressing the problem of lateral interception of a target with straight-line uniform motion can be found in [15]. This article deals only with the case of intercepting a target at a right angle under the assumption of a large enough initial distance between the target and Dubins car. The paper [16] generalizes this problem to the case of an arbitrary given angle of interception. The paper [21] provides a solution to a similar problem, but for the case of a target moving in a circle. It is assumed that the intercepting velocity vectors should become collinear. A more complex case of a target moving along racetrack path is discussed in [20].

The statement of the problem considered in this paper generalizes all of the above statements. No restrictions are imposed on the target movement, except for the continuity of the trajectory on time. The area of the practical application of such developments is significantly wide. It includes the tasks of constructing reference trajectories for various controllable moving plants in the presence of wind [32,12], the task of refueling an aircraft and other vehicles [7,21], the task of landing UAVs on a moving platform [1]. The same task can be solved, including wind presence, in military applications [15], such as tasks of interception and destruction of targets, moving along program trajectories.

This paper is organized as follows: Section 2 provides the mathematical statement of the problem of lateral interception of a moving target by a Dubins car and the implied terminology. Next Section 3 describes the position of the optimal interception point and refines some properties of the three-dimensional reachable set. Then Section 4 is devoted to obtaining equations for calculating the optimal interception time moment and determining all parameters of the optimal control by the time moment. Section 5 addresses considering some examples of the optimal interception. Finally, Section 6 gives conclusions and future work.

2 Problem formulation

In this section, we formulate the problem of lateral interception of a moving target as an optimal control problem. The subscript $E$ used throughout this paper refers to the target configuration (endpoint for Dubins car). We use the notation $P \in \mathbb{R}^2 \times S$ for a configuration, which is a planar position and orientation triplet. The space $S$ consists of the real numbers, but the equality on $S$ differs from the equality on $\mathbb{R}$. For every $\phi, \psi \in S$ the equality $\phi = \psi$ holds on $S$ when there exists a number $k \in \mathbb{Z}$ such that the equality $\phi = \psi + 2\pi k$ holds on $\mathbb{R}$. We also suppose that the absolute value of $\phi \in S$ is calculated according to the next rule

$$|\phi| = \min(\text{mod}(\phi, 2\pi), 2\pi - \text{mod}(\phi, 2\pi)).$$

Modulo operation is supposed to be a remainder of division: $\text{mod}(a, b) = a - b[a/b]$. 


2.1 Dubins’ model

Dubins’ model describes a vehicle planar motion with constant-speed and limited maneuverability [6]. We suppose that time and length scales are chosen in such a way that the velocity and the minimum turn-radius of the Dubins car are units. That is, the Dubins car motion is described by the system of equations

\[
\begin{align*}
\dot{x} &= \cos \varphi, \\
\dot{y} &= \sin \varphi, \\
\dot{\varphi} &= u,
\end{align*}
\]

where \((x(t), y(t)) \in \mathbb{R}^2\) are car Cartesian coordinates (see Fig. 1), \(\varphi(t) \in S\) is the heading of forward velocity (we use counterclockwise system and suppose that x-axis is a reference direction), \(u(t) \in [-1, 1]\) is the control input at the time \(t\). Without loss of generality, we assume that every considered scenario starts at the time moment \(t = 0\) with the initial configuration of the Dubins car being

\[
(x(0), y(0), \varphi(0)) = (0, 0, \pi/2).
\]

2.2 Minimum-time lateral interception

The configuration of the target is declared by a continuous vector-function \(E = (x_E, y_E, \varphi_E)\), where \((x_E(t), y_E(t)) \in \mathbb{R}^2\) are the target Cartesian coordinates (see Fig. 1), \(\varphi_E(t) \in S\) is the target orientation. Generally speaking, the heading of the target velocity should not be the same as the target orientation. Moreover, the target velocity value may not exist when \((x_E, y_E)\) is not differentiable. Such description of target motion allows considering exotic cases of movement. For example, a resting and rotating point can be described by \(E(t) = (x_0, y_0, \alpha t)\).

The lateral interception occurs when car and target configurations coincide with each other

\[
(x(T), y(T), \varphi(T)) = (x_E(T), y_E(T), \varphi_E(T)),
\]

where \(T \in \mathbb{R}_0^+\) is an interception time.

We examine the optimal-control problem, where the goal of the Dubins car control is to minimize the interception time \(T\), as it is pointed below

\[
J[u] \overset{\text{def}}{=} \int_0^T dt \rightarrow \min.
\]

According to Theorem 1 in [11], the piecewise-constant control functions are enough to produce interception trajectories in the considered problem. The conditions on the target trajectory for a successful interception will be established further.

2.3 Background

Throughout this paper, we use the common notation and some known results relating to the Dubins’ model. Similar to [6] we suppose that \(C\) denotes an arc of a unit circle and \(S\) denotes a straight line segment. Sequences CSC, CCC are assigned to the trajectory consisting only of \(C\), \(S\) consecutive parts. For definiteness, the controls raising these trajectories are supposed to be right-continuous piecewise-constant functions [29]. If \(C\) corresponds to a clockwise or counterclockwise turn, it will be replaced by \(R\) or \(L\) respectively. So \(L\) corresponds to the control \(u(t) = 1\) and \(R\) corresponds to \(u(t) = -1\), but \(S\) matches the control action \(u(t) = 0\).

Further analysis significantly uses the reachable set properties. Let \(R(t)\) be the three-dimensional reachable set of the Dubins car at time \(t \in \mathbb{R}_0^+\). It means that for any point \(P \in R(t)\) there exists an admissible control, the usage of which leads to the point \(P\) at time \(t\). We note that \(R : \mathbb{R}_0^+ \rightarrow \mathbb{R}^2 \times S\) is a multi-valued mapping. According to general results of optimal control theory
[19] the set \( \mathcal{R}(t) \) is closed and bounded. \( \mathcal{B}(t) \) denotes a boundary of the set \( \mathcal{R}(t) \). The main result of [29] is that CSC- and CCC- trajectories are enough to reach any point of \( \mathcal{B}(t) \) at time \( t \), but not all trajectories of these types lead to \( \mathcal{B}(t) \), some of them lead to the internal points of \( \mathcal{R}(t) \). Let \( \mathcal{E}(t) \) be a set of all possible terminations of CSC- and CCC- trajectories at time \( t \). It follows from above that

\[
\mathcal{B}(t) \subset \mathcal{E}(t) \subset \mathcal{R}(t)
\]

at any time moment \( t \in \mathbb{R}_0^+ \). Further, we use the partition \( \mathcal{E}(t) = \mathcal{E}_{\text{CSC}}(t) \cup \mathcal{E}_{\text{CCC}}(t) \), where \( \mathcal{E}_{\text{CSC}}(t) \) corresponds to the CSC-trajectories terminal points and \( \mathcal{E}_{\text{CCC}}(t) \) consists of the CCC-trajectories terminal points.

### 3 Optimal interception point

This section addresses new properties of mappings \( \mathcal{B} \), \( \mathcal{E} \), \( \mathcal{R} \) and contains the analytical description of the mapping \( \mathcal{E} \). These properties allow to determine the optimal interception point configuration and to reduce the space of optimal trajectory candidates.

#### 3.1 Reduction of CSC-, CCC- trajectory classes

First of all, we have to succinctly describe controls that allow reaching points of \( \mathcal{E}(t) \). Let \( \mathcal{B} = \{-1, 1\} \) be a binary set.

**Lemma 1** Let \( s, \sigma \in \mathcal{B} \), \( \tau_1 \in [0, 2\pi) \), \( \tau_2 \in [\tau_1, +\infty) \). Then any point of \( \mathcal{E}_{\text{CSC}}(t) \) is attainable using the control

\[
u_{\text{CSC}}^s(\tau_1, \tau_2) = \begin{cases} s, & t \in [0, \tau_1), \\ 0, & t \in [\tau_1, \tau_2), \\ \sigma, & t \in [\tau_2, +\infty), \end{cases} \tag{4}
\]

and any point of \( \mathcal{E}_{\text{CCC}}(t) \) is attainable using the control

\[
u_{\text{CCC}}^s(\tau_1, \tau_2) = \begin{cases} s, & t \in [0, \tau_1), \\ -s, & t \in [\tau_1, \tau_2), \\ s, & t \in [\tau_2, +\infty), \end{cases} \tag{5}
\]

where \( \tau_2 - \tau_1 \in [0, 2\pi) \) for the CCC-trajectory case.

The times \( \tau_1, \tau_2 \) are called the first and the second switch times. The binary values \( s, \sigma \) characterize the turning directions. For example, values \( s = 1, \sigma = -1 \) for the control (4) correspond to the LSR-trajectory and \( s = -1 \) for the control (5) corresponds to the RLR-trajectory. Since the car has a unit velocity the values \( \tau_1, \tau_2 - \tau_1 \) equal to the lengths of the first and second parts of a path.

**Proof.** Assume initially that a CSC-trajectory terminating at some point \( P \in \mathcal{E}_{\text{CSC}}(t) \) has cycles at the first circle arc. Consider a new trajectory obtained from the previous trajectory by shifting these cycles to the last circle arc. The new trajectory corresponds to the control (4) and terminates at the point \( P \). The same reasoning is applicable when we consider the case of CCC-trajectories with possible cycles. These cycles have to be shifted from the first and second circle arcs to the last one. Such a new trajectory corresponds to the control (5) and terminates at the same point as the previous one does.

Using this lemma, now we may obtain the analytical description of the set \( \mathcal{E}(t) \). According to this lemma, for any point \( P_{\text{CSC}}^s(\tau_1, \tau_2) \in \mathcal{E}_{\text{CSC}}(t) \) there exists a control (4) such that corresponding trajectory terminates at this point at time \( t \). Now let’s integrate equations (1) using the initial conditions (2) and the control (4). It gives the following values

\[
\begin{align*}
x_{\text{CSC}}^s(\tau_1, \tau_2) &= s(\cos \tau_1 - 1 - (\tau_2 - \tau_1) \sin \tau_1) \\
y_{\text{CSC}}^s(\tau_1, \tau_2) &= \sin \tau_1 + (\tau_2 - \tau_1) \cos \tau_1 \\
\varphi_{\text{CSC}}^s(\tau_1, \tau_2) &= \pi/2 + s\tau_1 + (s(t - \tau_2)),
\end{align*}
\]

where we consider that

\[
P_{\text{CSC}}^s(\tau_1, \tau_2) \equiv (x_{\text{CSC}}^s(\tau_1, \tau_2), y_{\text{CSC}}^s(\tau_1, \tau_2), \varphi_{\text{CSC}}^s(\tau_1, \tau_2)) \in \mathbb{R}^2 \times \mathbb{S}.
\]

Therefore, introducing domains of parameters \( s, \sigma, \tau_1, \tau_2 \) we obtain that

\[
\mathcal{E}_{\text{CSC}}(t) = \{P_{\text{CSC}}^s(\tau_1, \tau_2) : \tau_1 \in [0, 2\pi), \tau_2 \in [\tau_1, t], (s, \sigma) \in \mathbb{B}^2\}.
\]

This reasoning is valid also for the analytical description of \( \mathcal{E}_{\text{CCC}}(t) \). Let \( P_{\text{CCC}}^s(\tau_1, \tau_2) \in \mathcal{E}_{\text{CCC}}(t) \). Then the integrating of the system (1) using the initial conditions (2) and the control (5) gives

\[
\begin{align*}
x_{\text{CCC}}^s(\tau_1, \tau_2) &= s(2\cos \tau_1 - 1 - 2\cos(2\tau_1 - \tau_2) + \cos(2\tau_1 - 2\tau_2 + t)), \\
y_{\text{CCC}}^s(\tau_1, \tau_2) &= 2\sin \tau_1 + 2\sin(2\tau_1 - \tau_2) + \sin(2\tau_1 - 2\tau_2 + t), \\
\varphi_{\text{CCC}}^s(\tau_1, \tau_2) &= \pi/2 + s(2\tau_1 - 2\tau_2 + t),
\end{align*}
\]

where we also suppose that

\[
P_{\text{CCC}}^s(\tau_1, \tau_2) \equiv (x_{\text{CCC}}^s(\tau_1, \tau_2), y_{\text{CCC}}^s(\tau_1, \tau_2), \varphi_{\text{CCC}}^s(\tau_1, \tau_2)) \in \mathbb{R}^2 \times \mathbb{S}.
\]
Finally we obtain that

\[ \mathcal{E}_{CCC}(t) = \{ P^s_{CCC}(t; \tau_1, \tau_2) : \tau_1 \in [0, 2\pi), \tau_2 \in [\tau_1, t], \tau_2 - \tau_1 \in [0, 2\pi), s \in \mathbb{R} \}. \]

### 3.2 Properties of \( \mathcal{E}(t) \)

The analytical description of \( \mathcal{E}(t) \) allows to state the following lemma.

**Lemma 2** \( \mathcal{E}(t) \) is a closed set at any moment of time \( t \in \mathbb{R}^+ \).

**Proof.** Since \( P^s_{CCC}(t; \tau_1, \tau_2) \), \( P^s_{CCC}(t; \tau_1, \tau_2) \) depend continuously on \( \tau_1, \tau_2 \), only strict inequalities in the analytical descriptions of \( \mathcal{E}_{CCC}(t) \), \( \mathcal{E}_{CCC}(t) \) may break the closeness of \( \mathcal{E}(t) \). Let’s prove that \( \mathcal{E}_{CCC}(t) \) is closed. A strict inequality is used only for \( \tau_1 \in [0, 2\pi) \) in the explicit expression of \( \mathcal{E}_{CCC}(t) \). Let \( \tau_1 = 2\pi, \tau_2 \in [\tau_1, t], t \geq 2\pi \), then, calculations give

\[ P^s_{CCC}(t; 2\pi, \tau_2) = P^s_{CCC}(t; 0, \tau_2 - 2\pi) \in \mathcal{E}_{CCC}(t). \]

Now, let’s show that \( \mathcal{E}_{CCC}(t) \) is closed. Strict inequalities are used only for \( \tau_1 \in [0, 2\pi) \) and \( \tau_2 - \tau_1 \in [0, 2\pi) \) in the analytical description of \( \mathcal{E}_{CCC}(t) \). If \( \tau_1 = 2\pi, \tau_2 \in [\tau_1, t], t \geq 2\pi, \) then

\[ P^s_{CCC}(t; 2\pi, \tau_2) = P^s_{CCC}(t; 0, \tau_2 - 2\pi) \in \mathcal{E}_{CCC}(t). \]

If \( \tau_1 = 2\pi, \tau_2 \in [\tau_1, t], \tau_2 - \tau_1 = 2\pi, t \geq 4\pi, \) then

\[ P^s_{CCC}(t; 2\pi, 4\pi) = P^s_{CCC}(t; 0, 0) \in \mathcal{E}_{CCC}(t). \]

If \( \tau_1 \in [0, 2\pi), \tau_2 \in [\tau_1, t], \tau_2 - \tau_1 = 2\pi, t \geq \tau_1 + 2\pi, \) then

\[ P^s_{CCC}(t; \tau_1, \tau_1 + 2\pi) = P^s_{CCC}(t; \tau_1, \tau_1) \in \mathcal{E}_{CCC}(t). \]

For the further purposes we formulate some key definitions related to closed multi-valued mappings.

**Definition 3** A closed multi-valued mapping \( \mathcal{M} \) is said to be lower semicontinuous at the time moment \( t_0 \) when for any sufficiently small \( \varepsilon > 0 \) and any point \( P_0 \in \mathcal{M}(t_0) \) there exists \( \delta > 0 \) such that for any \( t : |t - t_0| < \delta \) there exists a point \( P \in \mathcal{M}(t) \) such that \( \rho(P, P_0) < \varepsilon \).

**Definition 4** A closed multi-valued mapping \( \mathcal{M} \) is said to be upper semicontinuous at the time moment \( t_0 \) when for any sufficiently small \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for any \( t : |t - t_0| < \delta \) and any point \( P \in \mathcal{M}(t) \) there exists a point \( P_0 \in \mathcal{M}(t_0) \) such that \( \rho(P, P_0) < \varepsilon \).

**Definition 5** If a closed multi-valued mapping \( \mathcal{M} \) is lower and upper semicontinuous at the time moment \( t_0 \), then it is continuous at time \( t_0 \).

The continuity of the multi-valued mapping \( \mathcal{R} \) is an established property [19], but a some multi-valued mapping \( \mathcal{M} \) may not be continuous even if \( \mathcal{M}(t) \subset \mathcal{R}(t) \) remains for any time \( t \in \mathbb{R}_+^\ast \). For example, the evolution of the boundary of the Dubins car planar reachable set is not continuous at the some time moment [8].

**Lemma 6** The multi-valued mapping \( \mathcal{E} \) is continuous at any time moment \( t_0 > 0 \).

**Proof.** Let’s prove that \( \mathcal{E} \) is lower semicontinuous. For any point \( P_0 = P^s_{CCC}(t_0; \tau_1, \tau_2) \in \mathcal{E}_{CCC}(t_0) \) we suppose that if \( \tau_2 < t_0 \), then \( P = P^s_{CCC}(t; \tau_1, \tau_2) \), if \( \tau_2 = t_0 \) and \( \tau_1 < t_2 \), then \( P = P^s_{CCC}(t; \tau_1, t_2) \), if \( \tau_2 = t_1 = t_0 \), then \( P = P^s_{CCC}(t; t, t) \). Let’s suppose \( \delta = \varepsilon /\sqrt{2} \). Now, if \( \tau_2 < t_0 \) or \( \tau_2 = \tau_1 = t_0 \), then

\[ \rho(P, P_0) \leq \sqrt{2} - 2 \cos(t_0 - t) + (t - t_0)^2 \leq 2|t - t_0| < \delta \sqrt{2} = \varepsilon. \]

and if \( \tau_2 = t_0 \) and \( \tau_1 < t_2 \), then

\[ \rho(P, P_0) \leq |t - t_0| < \delta < \varepsilon. \]

For any \( P_0 = P^s_{CCC}(t_0; \tau_1, \tau_2) \in \mathcal{E}_{CCC}(t_0) \) we suppose that if \( \tau_2 < t_0 \), then \( P = P^s_{CCC}(t_0; \tau_1, t_2) \); if \( \tau_2 = t_0 \) and \( \tau_1 < t_2 \), then \( P = P^s_{CCC}(t_0; t_1, t_2) \); if \( \tau_2 = t_1 = t_0 \), then \( P = P^s_{CCC}(t_0; t_0, t_0) \). For any point \( P = P^s_{CCC}(t_0; \tau_1, \tau_2) \in \mathcal{E}_{CCC}(t_0) \) we suppose that if \( \tau_2 < t_0 \), then \( P_0 = P^s_{CCC}(t_0; \tau_1, \tau_2) \); if \( \tau_2 = t_0 \) and \( \tau_1 < t_2 \), then \( P_0 = P^s_{CCC}(t_0; \tau_1, t_0) \); if \( \tau_2 = t_1 = t_0 \), then \( P_0 = P^s_{CCC}(t_0; t_0, t_0) \). By the same way we conclude that \( \rho(P, P_0) < \varepsilon \).

### 3.3 Location of the optimal interception point

The listed above statements allow to prove the main theorem of this section. This theorem describes the configuration of the optimal interception point lying on the target trajectory.
Theorem 7 If the minimum-time lateral interception of the moving target by a Dubins car is possible, then the optimal interception time \( T \) is finite, and the optimal interception point \( E(T) \in \tilde{B}(T) \), where

\[
\tilde{B}(T) \overset{\text{def}}{=} \{ P' \in \mathcal{E}(T) : \lim_{t \to T-0} \min_{P \in \mathcal{E}(t)} \rho(P, P') = 0 \}.
\]

PROOF. Let \( \mathcal{M} \) be an arbitrary continuous multi-valued mapping, such that \( \mathcal{M}(t) \) is a closed set. Let

\[
\rho_{\mathcal{M}}(t) \overset{\text{def}}{=} \min_{P \in \mathcal{M}(t)} \rho(P, E(t)).
\]

Since the vector-function \( E \) is continuous then \( \rho_{\mathcal{M}} \) is a continuous function. Therefore, \( \rho_{\mathcal{R}}, \rho_{\mathcal{E}} \) are continuous, but \( \rho_{\mathcal{B}} \) is not necessarily continuous. For any time \( t > 0 \) the following inequalities hold

\[
\rho_{\mathcal{R}}(t) \leq \rho_{\mathcal{E}}(t) \leq \rho_{\mathcal{B}}(t),
\]

since \( \mathcal{B}(t) \subset \mathcal{E}(t) \subset \mathcal{R}(t) \). According to the definition of the minimum-time interception it holds at any time \( t \in [0, T) \), that \( E(t) \notin \mathcal{R}(t) \) and \( E(T) \in \mathcal{R}(T) \). It implies that \( \rho_{\mathcal{R}}(t) > 0 \) at any time \( t \in [0, T) \) and \( \rho_{\mathcal{R}}(T) = 0 \). Since \( \mathcal{R}(t) \) is closed, \( E(t) \notin \mathcal{R}(t) \), and \( \mathcal{B}(t) \) is a boundary of \( \mathcal{R}(t) \), we deduce that \( \rho_{\mathcal{R}}(t) = \rho_{\mathcal{B}}(t) \) at any time \( t \in [0, T) \). Now we conclude that

\[
\lim_{t \to T-0} \rho_{\mathcal{E}}(t) \leq \lim_{t \to T-0} \rho_{\mathcal{B}}(t) = \lim_{t \to T-0} \rho_{\mathcal{R}}(t) = 0.
\]

From the continuity of \( \rho_{\mathcal{E}} \) we get \( \rho_{\mathcal{E}}(T) = 0 \), so \( E(T) \in \mathcal{E}(T) \). According to the \( \tilde{B}(T) \) definition we obtain that \( E(T) \in \tilde{B}(T) \), since \( \rho_{\mathcal{B}}(T - 0) = 0 \).

Thus the analytical description \( \mathcal{E}(T) \supset \tilde{B}(T) \) gives the desired algebraic equations which solution allows to determine the optimal control parameters. But it is still possible to reduce the space of optimal control candidates. Consider the next mapping for the following purposes:

\[
S_{\tau}(x, y, \varphi) = (x + \tau \cos \varphi, y + \tau \sin \varphi, \varphi).
\]

Note that if the Dubins car is located at the point \( P_0 = (x_0, y_0, \varphi_0) \in \mathcal{R}(t_0) \) at the time moment \( t_0 \) and its control \( u(t) = 0 \) for any \( t \geq t_0 \), then the Dubins car is located at the point \( S_{t-t_0}(P_0) \in \mathcal{R}(t) \) at time \( t \).

Lemma 8 If a point \( P_0 = (x_0, y_0, \varphi_0) \) is an internal point of \( \mathcal{R}(t_0) \), then for any time moment \( t > t_0 \) there exists \( \delta_0 > 0 \) such that for any \( \delta \in [0, \delta_0) \) the point \( S_{t-t_0}(P_0) \) is an internal point of \( \mathcal{R}(t - \delta) \).

PROOF. Since \( P_0 \) is an internal point, there exists a ball \( B_{\delta_0}(P_0) = \{ P \in \mathbb{R}^2 \times \mathbb{S} : \rho(P, P_0) < \delta_0 \} \) which is a subset of \( \mathcal{R}(t_0) \). Let’s demand that \( \delta_0 < t - t_0 \) and consider an arbitrary \( \delta \in [0, \delta_0) \). According to properties of the mapping \( S_{t-t_0} \):

\[
S_{t-t_0}(B_{\delta_0}(P_0)) \subset \mathcal{R}(t - \delta).
\]

It is obvious that \( S_{\delta}(P_0) \in B_{\delta_0}(P_0) \) since

\[
\rho(S_{\delta}(P_0), P_0) = \delta < \delta_0.
\]

Moreover, \( S_{\delta}(P_0) \) is an internal point of \( B_{\delta_0}(P_0) \). The mapping \( S_{t-t_0-\delta} \) is a continuous mapping. Hence, an image \( S_{t-t_0-\delta}(B_{\delta_0}(P_0)) \subset \mathcal{R}(t - \delta) \) is an open set and the point \( S_{t-t_0-\delta}(S_{\delta}(P_0)) = S_{t-t_0}(P_0) \) is an internal point of the image.

Lemma 9 Let \( \tau_1 \geq 2 \pi \) and \( \tau_2 - \tau_1 > 0 \). If one of the inequalities \( \tau_1 > 0 \) or \( \tau_2 > 2 \pi \) is fulfilled, then \( P_{CSC}^{\pi,\sigma}(t; \tau_1, \tau_2) \notin \tilde{B}(t) \).

PROOF. According to \( \tilde{B}(t) \) definition it is sufficient to prove that there exists \( \delta_0 \) such that for any \( \delta \in [0, \delta_0) \) the point \( P_{CSC}^{\pi,\sigma}(t; \tau_1, \tau_2) \) holds an internal point for \( \mathcal{R}(t - \delta) \). Suppose that \( \tau = (\tau_2 - \tau_1)/2 \) and consider a point

\[
P_{CSC}^{\pi,\sigma}(t - \tau; \tau_1, \tau_2 - \tau) \in \mathcal{R}(t - \tau).
\]

This point can be attained using the trajectory that contains a cycle. This cycle could be shifted to any part of the trajectory and according to Lemma 4 from \([29]\) the point \( P_{CSC}^{\pi,\sigma}(t - \tau; \tau_1, \tau_2 - \tau) \) is an internal point of \( \mathcal{R}(t - \tau) \). Hence, according to Lemma 8 we conclude that \( P_{CSC}^{\pi,\sigma}(t; \tau_1, \tau_2) \) holds an internal point for \( \mathcal{R}(t - \delta) \) since

\[
S_{\tau}(P_{CSC}^{\pi,\sigma}(t; \tau_1, \tau_2)) = P_{CSC}^{\pi,\sigma}(t; \tau_1, \tau_2).
\]

The following lemma allows to avoid a case with two cycles when we consider an interception problem.

Lemma 10 The configuration \((0, 0, \pi/2) \notin \tilde{B}(4\pi)\).

PROOF. According to the definition of \( \tilde{B} \) it is enough to prove that there exists \( \delta_0 > 0 \) such that for any \( \delta \in [0, \delta_0) \) the point \((0, 0, \pi/2) \) is an internal point of \( \mathcal{R}(4\pi - \delta) \). Let’s consider the control given by

\[
u(t) = \begin{cases} 
0, & t \in [0, \pi/2 + \chi), \\
2/3 + \xi, & t \in [\pi/2 + \chi, 2\pi + \chi), \\
0, & t \in [2\pi + \chi, 5\pi/2 + \chi), \\
2/3 + \eta, & t \in [5\pi/2 + \chi, +\infty).
\end{cases}
\]
Integration of the system (1) with this control function and the initial conditions given by (2) leads to
\[
x = \left(\frac{\eta - \xi}{\xi + \eta}\right) \cos\left(\pi \left(1 + \frac{3\xi}{2}\right)\right) - \frac{\pi}{2} \sin\left(\pi \left(1 + \frac{3\xi}{2}\right)\right)
\]
\[
+ \frac{\cos\left(\pi \left(1 + \frac{3\xi}{2}\right) + \left(\frac{4}{3} + \eta\right) \left(t - \frac{5\pi}{2} - \chi\right)\right)}{\frac{4}{3} + \eta} - \frac{1}{2} + \frac{\chi}{3},
\]
\[
y = \left(\frac{\eta - \xi}{\xi + \eta}\right) \sin\left(\pi \left(1 + \frac{3\xi}{2}\right)\right) + \frac{\pi}{2} \cos\left(\pi \left(1 + \frac{3\xi}{2}\right)\right)
\]
\[
+ \frac{\sin\left(\pi \left(1 + \frac{3\xi}{2}\right) + \left(\frac{4}{3} + \eta\right) \left(t - \frac{5\pi}{2} - \chi\right)\right)}{\frac{4}{3} + \eta} + \frac{\pi}{2} + \chi,
\]
\[
\varphi = \frac{3\pi}{2} \left(1 + \chi\right) + \left(\frac{2}{3} + \eta\right) \left(t - \frac{5\pi}{2} - \chi\right),
\]
at time \( t > 5\pi/2 + \chi \). If \( t = 4\pi, \xi = 0, \eta = 0, \chi = 0 \), then the point \((x, y, \varphi) = (0, 0, 5\pi/2) = (0, 0, \pi/2) \in \mathcal{R}(4\pi)\). The calculation of the Jacobi matrix determinant leads to the following value
\[
\left| \frac{\partial(x, y, \varphi)}{\partial(\xi, \eta, \chi)} \right|_{\xi=0} = \frac{18+3\pi^2}{4} - \frac{9}{2} = -\frac{27\pi}{2} - \frac{9\pi^3}{8} \neq 0.
\]
Since this value does not vanish and the corresponding mapping of \((\xi, \eta, \chi)\) to \((x, y, \varphi)\) is continuous for small enough \(\delta_0 > 0\) at any time \( t \in (4\pi - \delta_0, 4\pi + \delta_0) \), this mapping transforms any small enough neighborhood of \((\xi, \eta, \chi) = (0, 0, 0)\) to the neighborhood of \((x, y, \varphi) = (0, 0, \pi/2)\). The constructed control is admissible and determined completely by \((\xi, \eta, \chi)\). It implies that the neighborhood of \((x, y, \varphi) = (0, 0, \pi/2)\) is a subset of \(\mathcal{R}(t)\) at any time \( t \in (4\pi - \delta_0, 4\pi + \delta_0) \). Therefore, the point \((0, 0, \pi/2)\) is an internal point of \(\mathcal{R}(4\pi - \delta)\) for any \(\delta \in [0, \delta_0)\).

Now it is possible to prove a statement which is a generalization of [34, Lemma 2]. According to Lemma 10 and Theorem 7 the point \((0, 0, \pi/2)\) is not an optimal interception point at time \( t = 4\pi \). Moreover, Lemma 9 excludes some trajectories with cycles. We use it for the optimal control candidates reduction in the following theorem.

**Theorem 11** For attaining any point \( P_0 \in \mathcal{B}(t_0) \) at time \( t_0 \in \mathcal{R}^0 \) it suffices to use the controls (4), (5) with \( t_0 - \tau_2 \in [0, 2\pi) \) or the controls (4), (5) with \( \tau_1 = 0, t_0 - \tau_2 = 2\pi \).

**PROOF.** Suppose that the controls (4), (5) with \( t_0 - \tau_2 \geq 4\pi \) lead to the point \( P_0 \in \mathcal{B}(t_0) \). According to the Bellman’s principle these controls remain optimal from the time \( t_0 - 4\pi \) to \( t_0 \). Considering the new time-optimal interception problem from the time \( t_0 - 4\pi \) raises a contradiction with Lemma 10 and Theorem 7 since the new problem interception point is located at \((0, 0, \pi/2)\) at time \( t = 4\pi \). So, the controls (4), (5) with \( t_0 - \tau_2 \geq 4\pi \) are redundant.

Now, let’s suppose that the control (4) with \( t_0 - \tau_2 \geq 2\pi \) leads to the point \( P_0 = P_{\text{CSC}}^{\pi}(t_0; \tau_1, \tau_2) \in \mathcal{B}(t_0) \). We associate the case when \( \tau_2 - \tau_1 = 0 \) with CCC-trajectories and consider it further. If Lemma 9 cases hold, then \( P_0 \notin \mathcal{B}(t_0) \). Otherwise, \( \tau_1 = 0 \) and \( t_0 - \tau_2 = 2\pi \).

Next, let’s suppose that the control (5) with \( t_0 - \tau_2 \geq 2\pi \) leads to the point \( P_0 = P_{\text{CSC}}^{\pi}(t_0; \tau_1, \tau_2) \in \mathcal{B}(t_0) \). Consider the case when \( \tau_1 > 0 \). According to [29, Lemma 2] if
\[
\tau_1 + (t_0 - \tau_2) > \tau_2 - \tau_1,
\]
then \( P_0 \) is an internal point of \( \mathcal{R}(t_0) \). Consider this lemma for a terminal point at time \( t \in (t_0 - \tau_1/2, t_0) \). It follows that the terminal point holds internal for \( \mathcal{R}(t) \) since
\[
\tau_1 + t - \tau_2 > \tau_1 + t_0 - \frac{\tau_1}{2} - \tau_2 = \frac{\tau_1}{2} + t_0 - \tau_2 > 2\pi > \tau_2 - \tau_1.
\]

Therefore, \( P_0 \notin \mathcal{B}(t_0) \). Now suppose that \( \tau_1 = 0 \) and \( \tau_2 - \tau_1 > 0 \). Let’s consider a new control \( u_{\text{CSC}}^{\pi}(\cdot; \tau_1', \tau_2') \) with \( \tau_1' = \tau_2, \tau_2' - \tau_1' = t_0 - \tau_2 - 2\pi \) which leads to the same point \( P_0 \). For the arbitrary \( t \in (t_0 - \tau_1'/2, t_0) \) the corresponding terminal point also holds internal for \( \mathcal{R}(t) \) since
\[
\tau_1' + t - \tau_2' > \frac{\tau_1'}{2} + t_0 - \tau_2' = \frac{\tau_1'}{2} + 2\pi > 2\pi > \tau_2' - \tau_1'.
\]

If \( \tau_1 = 0 \) and \( \tau_2 - \tau_1 = 0 \), then the control \( u_{\text{CSC}}^{\pi}(\cdot; \tau_1', \tau_2') \) with \( \tau_1' = 0, t_0 - \tau_2' = 2\pi \) leads to the point \( P_0 \).

### 4 Optimal control synthesis

In this section, we consider some scenarios of the optimal interception. These scenarios are enough to completely solve the problem. Finally, an algorithm of the optimal control selection is described.

#### 4.1 Optimal CSC-trajectory

According to Theorem 7 the optimal interception point \( E(T) \in \mathcal{B}(T) \subset \mathcal{E}(T) \). Suppose that the using of the CSC-trajectory is optimal. It follows from (3) that
\[
E(T) = P_{\text{CSC}}^{\pi}(T; \tau_1, \tau_2).
\]
Next, we use the equations given by (6) and infer that
\[
\zeta_{\text{CSC}}(T) = \frac{s_x \varphi_E(T) + 1 - s \sigma \sin \varphi_E(T)}{\eta_{\text{CSC}}(T)} = (1 - s \sigma) \cos \tau_1 - (\tau_2 - \tau_1) \sin \tau_1,
\]
\[
\eta_{\text{CSC}}(T) = \frac{(1 - s \sigma) \cos \varphi_E(T) + \sigma}{\eta_{\text{CSC}}(T)} = (1 - s \sigma) \sin \tau_1 + (\tau_2 - \tau_1) \cos \tau_1,
\]
\[
\varphi_E(T) = \pi \frac{2}{s + s \tau_1 + \sigma(T - \tau_2) + 2\pi k}, \quad k \in \mathbb{Z}.
\]

Consider a new function given by
\[
\rho_{\text{CSC}}(T) = \left(\zeta_{\text{CSC}}(T)\right)^2 + \left(\eta_{\text{CSC}}(T)\right)^2 = (1 - s \sigma)^2 + (\tau_2 - \tau_1)^2.
\]

According to Lemma 1 we suppose that \(\tau_2 \geq \tau_1\). It gives the following equation
\[
\tau_2 - \tau_1 = \sqrt{\rho_{\text{CSC}}(T) - (1 - s \sigma)^2}.
\]

Now we substitute the value \(\tau_2 - \tau_1\) to the first and second equations of (8) and after some algebra it provides the following
\[
C_{\text{CSC}}(T) = \frac{\eta_{\text{CSC}}(T)}{\rho_{\text{CSC}}(T)} \sqrt{\rho_{\text{CSC}}(T) - (1 - s \sigma)^2} + (1 - s \sigma) \zeta_{\text{CSC}}(T) = \cos \tau_1,
\]
\[
S_{\text{CSC}}(T) = -\frac{\xi_{\text{CSC}}(T)}{\rho_{\text{CSC}}(T)} \sqrt{\rho_{\text{CSC}}(T) - (1 - s \sigma)^2} + (1 - s \sigma) \eta_{\text{CSC}}(T) = \sin \tau_1.
\]

For the further purposes we use the next function:
\[
\arctan_2(y, x) \equiv \begin{cases} 
\arccos \frac{x}{\sqrt{x^2 + y^2}}, & y \geq 0, \\
2\pi - \arccos \frac{x}{\sqrt{x^2 + y^2}}, & y < 0.
\end{cases}
\]

The previous equations and \(\tau_1 \in [0, 2\pi)\) provide the values
\[
\tau_1 = \theta_{\text{CSC}}^1(T) = \arctan_2(C_{\text{CSC}}(T), S_{\text{CSC}}(T)),
\]
\[
\tau_2 = \theta_{\text{CSC}}^2(T) = \theta_{\text{CSC}}^1(T) + \sqrt{\rho_{\text{CSC}}(T) - (1 - s \sigma)^2}.
\]

The third equation of (8) and \(T \geq \tau_2\) give the following problem:
\[
\begin{align*}
\varphi_E(T) &= \frac{\pi}{2} - s \theta_{\text{CSC}}^1(T) - \sigma(T - \theta_{\text{CSC}}^2(T)) = 2\pi k, \\
T &\geq \rho_{\text{CSC}}(T), \quad k \in \mathbb{Z}.
\end{align*}
\]

The additional constraint from the Theorem 11 restricts the value of \(T - \tau_2 < 2\pi\) in the cycle-free case. Therefore, the optimal interception time \(T\) is subject to
\[
F_{\text{CSC}}(T) = -T + \sigma^2 \theta_{\text{CSC}}^2(T) + \mod \left(\sigma \left(\varphi_E(T) - \frac{\pi}{2}\right) - \sigma \theta_{\text{CSC}}^1(T), 2\pi\right) = 0.
\]

Hence, we have four equations (9) since the trajectory configuration \((s, \sigma) \in \mathbb{B}^2\) is not established. For each configuration \((s, \sigma)\) we should find a minimal non-negative solution \(T_{\text{CSC}}\) of the algebraic equation (9) which is transcendental in general case. If this equation does not have a solution for some configuration \((s, \sigma) \in \mathbb{B}^2\), then we suppose that \(T_{\text{CSC}} = +\infty\). The optimal control \(u_{\text{CSC}}(\tau_1, \tau_2)\) is defined by (4) with the following choice of parameters:
\[
(s, \sigma) = \arg \min_{(s, \sigma) \in \mathbb{B}^2} T_{\text{CSC}}^\ast, \quad \tau_1 = \theta_{\text{CSC}}^1(T_{\text{CSC}}^\ast), \quad \tau_2 = \theta_{\text{CSC}}^2(T_{\text{CSC}}^\ast).
\]

For the optimal configuration \((s, \sigma)\) we suppose that the optimal interception time is \(T_{\text{CSC}} = T_{\text{CSC}}^\ast\) in the considered case of the cycle-free CSC-trajectories.

If there is a cycle in the optimal CSC-trajectory and a non-vanished S-part, then according to Theorem 11 \(\tau_1 = 0, T - \tau_2 = 2\pi\). In this case the optimal interception time \(T\) is subject to
\[
F_{\text{SC}}(T) = \rho(E(T), (0, T - 2\pi, \pi/2)) = 0.
\]

We should find a minimal solution \(T_{\text{SC}} \geq 2\pi\) of the algebraic equation (11) which is transcendental in general case. If this equation does not have a solution \(T_{\text{SC}} \geq 2\pi\), then we suppose that the optimal interception time \(T_{\text{SC}} = +\infty\). The optimal control \(u_{\text{SC}}(\tau_1, \tau_2)\) is defined by (4) with the arbitrary choice of parameters \((s, \sigma) \in \mathbb{B}^2\) and \(\tau_1 = 0, \tau_2 = T_{\text{SC}} - 2\pi\).

If the S-part in the optimal CSC-trajectory vanishes, then we relate this case to the CCC-trajectory case which is considered further.

4.2 Optimal CCC-trajectory

Let’s consider that the using of the CCC-trajectory is optimal. The line of reasoning is similar to the CSC-trajectory case. It follows from (3) that
\[
E(T) = P_{\text{CCC}}^\ast(T; \tau_1, \tau_2).
\]
Next, we use the equations given by (7) and infer that
\[ \xi^{s\mu}_{\text{CCC}}(T) \overset{\text{def}}{=} (sx(E(T) + 1 - \sin \varphi_E(T))/2 = (1 - \cos(\tau_2 - \tau_1)) \cos \tau_1 - \sin(\tau_2 - \tau_1) \sin \tau_1, \]
\[ \eta^{s\mu}_{\text{CCC}}(T) \overset{\text{def}}{=} (ye(E(T) + s \cos \varphi_E(T))/2 = (1 - \cos(\tau_2 - \tau_1)) \sin \tau_1 + \sin(\tau_2 - \tau_1) \cos \tau_1, \]
\[ \varphi_E(T) = \pi/2 + s(2\tau_2 - 2\tau_2 + T) + 2\pi k, \quad k \in \mathbb{Z}. \]

The third equation of (12) and \( T \geq \tau_2 \) give the following problem:
\[ \begin{aligned}
\varphi_E(T) &- \frac{\pi}{2} - 2s\theta^{1,s\mu}_{\text{CCC}}(T) + 2s\theta^{2,s\mu}_{\text{CCC}}(T) - sT = 2\pi k, \\
T &\geq \theta^{2,s\mu}_{\text{CCC}}(T), \quad k \in \mathbb{Z}.
\end{aligned} \]

Consider a new function given by
\[ \rho^{2,s}_{\text{CCC}}(T) \overset{\text{def}}{=} (\xi^{s\mu}_{\text{CCC}}(T))^2 + (\eta^{s\mu}_{\text{CCC}}(T))^2 = 2 - 2\cos(\tau_2 - \tau_1). \]

It follows that
\[ \cos(\tau_2 - \tau_1) = 1 - \frac{\rho^{2,s}_{\text{CCC}}(T)}{2}, \]
\[ \sin(\tau_2 - \tau_1) = \mu \sqrt{1 - \left(1 - \frac{\rho^{2,s}_{\text{CCC}}(T)}{2}\right)^2}, \]
where \( \mu \in \mathbb{B} \). According to Lemma 1 we suppose that \( \tau_2 - \tau_1 \in [0, 2\pi] \). If \( \mu = 1 \) then the length of the second circle arc of the CCC-trajectory is \( \tau_2 - \tau_1 \in [0, \pi] \). Otherwise, if \( \mu = -1 \) then \( \tau_2 - \tau_1 \in (\pi, 2\pi) \). Therefore,
\[ \tau_2 = \tau_1 - \pi(\mu - 1) + \mu \arccos \left(1 - \frac{\rho^{2,s}_{\text{CCC}}(T)}{2}\right). \]

Now we substitute the values \( \cos(\tau_2 - \tau_1) \) and \( \sin(\tau_2 - \tau_1) \) to the first and second equations of (12) and after some algebra it provides the following
\[ C^{s\mu}_{\text{CCC}}(T) \overset{\text{def}}{=} \frac{\eta^{s\mu}_{\text{CCC}}(T)}{\rho^{2,s}_{\text{CCC}}(T)} \sqrt{1 - \left(1 - \frac{\rho^{2,s}_{\text{CCC}}(T)}{2}\right)^2} + \xi^{s\mu}_{\text{CCC}}(T)/2 = \cos \tau_1, \]
\[ S^{s\mu}_{\text{CCC}}(T) \overset{\text{def}}{=} -\frac{\xi^{s\mu}_{\text{CCC}}(T)}{\rho^{2,s}_{\text{CCC}}(T)} \sqrt{1 - \left(1 - \frac{\rho^{2,s}_{\text{CCC}}(T)}{2}\right)^2} + \eta^{s\mu}_{\text{CCC}}(T)/2 = \sin \tau_1. \]

The previous equations and \( \tau_1 \in [0, 2\pi] \) provide the values
\[ \tau_1 = \theta^{1,s\mu}_{\text{CCC}}(T) = \arctan_2(S^{s\mu}_{\text{CCC}}(T), C^{s\mu}_{\text{CCC}}(T)), \]
\[ \tau_2 = \theta^{2,s\mu}_{\text{CCC}}(T) = \theta^{1,s\mu}_{\text{CCC}}(T) - \pi(\mu - 1) + \mu \arccos \left(1 - \frac{\rho^{2,s}_{\text{CCC}}(T)}{2}\right). \]

The additional constraint from the Theorem 11 restricts the value of \( T - \tau_2 < 2\pi \) in the cycle-free case. Therefore, the optimal interception time \( T \) is subject to
\[ F^{s\mu}_{C}(T) \overset{\text{def}}{=} -T + \theta^{2,s\mu}_{\text{CCC}}(T) = \mod(s(\varphi_E(T) - \pi/2) - 2\theta^{1,s\mu}_{\text{CCC}}(T) + \theta^{2,s\mu}_{\text{CCC}}(T), 2\pi) = 0. \]

Hence, we have four equations (13) since the trajectory configuration \( (s, \mu) \in \mathbb{B}^2 \) is not established. For each configuration \( (s, \mu) \) we should find a minimal non-negative solution \( T^{s\mu}_{\text{CCC}} \) of the algebraic equation (13) which is transcendental in general case. If this equation does not have a solution for some configuration \( (s, \mu) \in \mathbb{B}^2 \), then we suppose that \( T^{s\mu}_{\text{CCC}} = +\infty \). The optimal control \( u^{s\mu}_{\text{CCC}}(:, \tau_1, \tau_2) \) is defined by (5) with the following choice of parameters:
\[ (s, \mu) = \arg \min_{(s, \mu) \in \mathbb{B}^2} T^{s\mu}_{\text{CCC}}, \quad \tau_1 = \theta^{1,s\mu}_{\text{CCC}}(T^{s\mu}_{\text{CCC}}), \quad \tau_2 = \theta^{2,s\mu}_{\text{CCC}}(T^{s\mu}_{\text{CCC}}). \]

For the optimal configuration \( (s, \mu) \) we suppose that the optimal interception time is \( T_{\text{CCC}} = T^{s\mu}_{\text{CCC}} \) in the considered case of the cycle-free CCC-trajectories.

If there is a cycle in the optimal CCC-trajectory, then according to Theorem 11 the first circle arc is vanished \( \tau_1 = 0 \) and \( T - \tau_2 = 2\pi \). In this case, the optimal interception time \( T \) is subject to
\[ F_{\text{CCC}}(T) \overset{\text{def}}{=} \rho(E(T), ((1 - \cos T) \sgn x_E(T)) \sin T, \pi/2 - T \sin x_E(T))) = 0. \]

We should find a minimal solution \( T_{\text{CCC}} \geq 2\pi \) of the algebraic equation (15) which is transcendental in general case. If this equation does not have a solution \( T_{\text{CCC}} \geq 2\pi \), then we suppose that the optimal interception time \( T_{\text{CCC}} = +\infty \). The optimal control \( u^{s\mu}_{\text{CCC}}(:, \tau_1, \tau_2) \) is defined by (5) with the parameters \( s = \sgn x_E(T) \), \( \tau_1 = 0 \), \( \tau_2 = T_{\text{CCC}} - 2\pi \).

### 4.3 Optimal control

The definition of \( \tilde{B}(T) \) allows to consider that any point of \( \tilde{B}(T) \) is attainable using either CSC- or CCC-trajectories. We consider the brute force algorithm of
searching of the optimal control. This algorithm calculates minimal roots of 10 equations and compares them.

It supposes that the non-negative minimal root $T_{CSC}^{s,\sigma}$ of the equation (9) is defined by some root-finding algorithm for each $(s, \sigma) \in \mathbb{B}^2$. The corresponding optimal cycle-free CSC-trajectory is defined by the parameters (10) and the interception time is $T_{CSC}$. If $T_{CSC} = +\infty$, then the equation (9) does not have non-negative roots for each $(s, \sigma) \in \mathbb{B}^2$. It means that the minimum time interception along any cycle-free CSC-trajectory is impossible. The CSC-trajectory with a cycle and non-zero S-part is examined by solution $T_{SC} \geq 2\pi$ of the algebraic equation (11).

The algorithm also supposes that the non-negative minimal root $T_{CCC}^{s,\sigma}$ of the equation (13) is defined by some root-finding algorithm for each $(s, \mu) \in \mathbb{B}^2$. The corresponding optimal cycle-free CCC-trajectory is defined by the parameters (14) and the interception time is $T_{CCC}$. If $T_{CCC} = +\infty$, then the equation (13) does not have non-negative roots for each $(s, \mu) \in \mathbb{B}^2$. The cycled CCC-trajectory is examined by solution $T_{CC} \geq 2\pi$ of the algebraic equation (15). The final step of the algorithm is comparison of $T_{CSC}, T_{SC}, T_{CCC}$ and $T_{CC}$ values. If at least one of these values is finite then lateral interception is possible. The following theorem determines the brute force algorithm.

**Theorem 12** Let the minimum-time lateral interception of the moving target by the Dubins car be possible and $T^* = \min(T_{CSC}, T_{SC}, T_{CCC}, T_{CC})$. If $T^* = T_{CSC}$, then $u = u_{CSC}^{s,\sigma}; \tau_1, \tau_2$ is an optimal control, where $s, \sigma, \tau_1, \tau_2$ are defined by (10). If $T^* = T_{SC}$, then $u = u_{SC}^{s,\sigma}; \tau_1, \tau_2$ is an optimal control, where $(s, \sigma) \in \mathbb{B}^2$, $\tau_1 = 0, T_{SC} = 2\pi$. If $T^* = T_{CCC}$, then $u = u_{CCC}^{s,\sigma}; \tau_1, \tau_2$ is an optimal control, where $s, \tau_1, \tau_2$ are defined by (14). If $T^* = T_{CC}$, then $u = u_{CC}^{s,\sigma}; \tau_1, \tau_2$ is an optimal control, where $s = \text{sgn} x_E(T_{CC}), \tau_1 = 0, \tau_2 = T_{CC} - 2\pi$.

5 Examples

This section provides a set of optimal interception examples. The main goal of these examples is to highlight the necessity of considering all 10 algebraic equations in general case. Also, we demonstrate an application of the proposed brute force algorithm.

The Dubins car reachable set has a plane of symmetry $x = 0$ in $\mathbb{R}^2 \times \mathbb{S}$. For the CSC-optimal trajectory case it means that if there exists an example when the optimal interception of the target $E(t) = (x_E(t), y_E(t), \varphi_E(t))$ proceeds using the CSC-trajectory and the control $u_{CSC}^{s,\sigma}; \tau_1, \tau_2$ is optimal, then the other target

$$E^*(t) = (-x_E(t), y_E(t), \pi - \varphi_E(t))$$  (16)

could be optimally intercepted using the mirror control $u_{CSC}^{s,\sigma}; \tau_1, \tau_2$. The same situation occurs when the control $u_{CCC}^{s,\sigma}; \tau_1, \tau_2$ is optimal. The target $E^*$ could be optimally intercepted using the control $u_{CCC}^{s,\sigma}; \tau_1, \tau_2$.

This symmetry allows considering only 6 cases for the demonstration that it is necessary to solve each of 10 equations in general case.

Here and further in figures, the target orientation on its Cartesian plane path is presented by the light triangles and Dubins car velocity direction by filled black ones. At the interception moment, the black triangular coincides with the light one. The continuous line demonstrates an optimal interception path on the plane.

5.1 CSC-optimal examples

![Fig. 2. RSR-optimal interception case $(s = -1, \sigma = -1)$.](image-url)

Consider the case of the circular movement of the target as shown in Fig. 2 by a dashed line. The analysis of the equations (9), (13) is presented in Figs. 3, 4. In these figures one can see that $t = \pi + 1$ is a minimal time moment when the function $F_{CSC}^{1,1}$ becomes equal to zero. The other function graphs in the figures do not cross the horizontal axis zero level on the section $[0, \pi + 1]$. Since $T = \pi + 1 < 2\pi$ we should not analyse the cases of the presence of a cycle. Hence, the RSR-trajectory $(s = -1, \sigma = -1)$ is an optimal trajectory. The mirror symmetry allows to state that the LSL-trajectory $(s = +1, \sigma = +1)$ is able to be optimal for the $E^*$ target trajectory.

Next, consider the case of the uniform rectilinear movement of the target (see Fig. 5). The analysis of the equations (9), (13) in Figs. 6, 7 demonstrates that the function $F_{CSC}^{1,1}$ becomes equal to zero at $t = \pi + 1$ and the other functions in the figures do not similarly, since
Finally, consider the case of the circular movement of the target (see Fig. 8). The analysis of the equations (9), (11), (13), (15) in Figs. 9, 10 reveals that the function $\tau = \pi / 2$, $\tau_2 = \pi / 2 + 1$, $T = \pi + 1$.

Since the SC-trajectory ($s = +1$, $f = +1$) is an optimal trajectory. The mirror symmetry allows to state that the RSL-trajectory ($s = -1$, $f = +1$) is able to be optimal for the $E'$ target trajectory.

$T = \pi + 1 < 2\pi$ we should not analyse the cases of the presence of a cycle. Hence, the LSR-trajectory ($s = +1$, $\sigma = -1$) is an optimal trajectory. The mirror symmetry allows to state that the RSL-trajectory ($s = -1$, $\sigma = +1$) is able to be optimal for the $E'$ target trajectory.

Finally, consider the case of the circular movement of the target (see Fig. 8). The analysis of the equations (9), (11), (13), (15) in Figs. 9, 10 reveals that the function $F_{SC}$ becomes equal to zero at $t = 2\pi + 1$ and the other functions do not. In this case all 10 candidates have to be analysed since $T = 2\pi + 1 > 2\pi$. As it is seen in Fig. 8, the optimal interception trajectory of the Dubins car contains a cycle and so as it is mentioned above the parameters $(s, \sigma)$ may be arbitrary chosen.

### 5.2 CCC-optimal examples

Consider the other case of the uniform rectilinear movement of the target (see Fig. 11). The analysis of the equations (9), (13) in Figs. 12, 13 demonstrates that the function $F_{CCC}$ becomes equal to zero at time $t = 2\pi$ and the other functions in the figures do not. Since the target is not located at $(0, 0, \pi / 2)$ at time $t = 2\pi$ we should not analyse the cases of the presence of a cycle. Therefore, the RLR-trajectory $(s = -1, \mu = -1)$ is an
optimal trajectory. The mirror symmetry allows to state that the LRL-trajectory \((s = +1, \mu = -1)\) is able to be optimal for the \(E^*\) target trajectory.

Next, consider the case of the uniform rectilinear movement of the target (see Fig. 14). The target orientation \(\varphi_E(t)\) changes clockwise, uniformly and starts from \(\varphi_E(0) = \pi/2\). The analysis of the equations (9), (13) in Figs. 15, 16 demonstrates that the function \(F_{CCC}^{1,1}\) becomes equal to zero at time \(t = 5\pi/4\) and the other functions in the figures do not. Since \(T = 5\pi/4 < 2\pi\) we may analyse only the cycle-free cases. Hence, the RLR-trajectory \((s = -1, \mu = +1)\) is an optimal trajectory. The mirror symmetry allows to state that the LRL-trajectory \((s = +1, \mu = +1)\) is able to be optimal for the \(E^*\) target trajectory.

Finally, consider the case of the uniform rectilinear movement of the target that is shown in Fig. 17. The analysis of the equations (9), (11), (13), (15) in Figs. 18, 19 demonstrates that the function \(F_{CCC}^{1,1}\) be-
6 Conclusions

For the problem of the time-minimal lateral interception of a predefined moving target by the Dubins car we obtained algebraic equations, the solution of which allows one to calculate all the parameters of the optimal control. Since the target movement is specified in the form of an arbitrary continuous vector-function $\vec{E} = (x_E, y_E, \varphi_E)$, the obtained analytical results are suitable for a wide range of cases of the target movement. Moreover, the obtained results are applicable to the problem of the time-minimal achievement of the desired state for the Dubins car moving under time-depended wind-conditions.

Instead of the maximum principle application, we used another methodological approach which deals with geometric properties of the reachable set $R(t)$ and the corresponding multi-valued mapping. This technique can be useful for considering interception problems by mobile vehicles whose dynamics differ from the dynamics of
the Dubins car. Theorem 7 determines the optimal interception location on the reachable set, and the analytical description of the multi-valued mapping $E$ makes it possible to reduce the initial problem to solving algebraic equations. Theorem 11 gives the additional constraints on the parameters of the optimal control without losing the optimality of the solution and reduces the number of algebraic equations required for consideration to 10.

The described examples prove the necessity to consider all 10 equations in general case.

Topics to be addressed in future work include an investigation of effective numerical methods for solving the obtained algebraic transcendental equations. These algebraic equations are discontinuous and not defined on the entire number line, which raises a sophisticated challenge for the standard numerical methods.
Fig. 19. Graphs of functions $F_{-1,-1}^{CCC}(t)$, $F_{1,+1}^{CCC}(t)$, $F_{-1,-1}^{SC}(t)$, $F_{1,+1}^{SC}(t)$, CC-optimal interception case.

References

[1] M. Aljiani and A. Osman. Autonomous landing of uav on moving platform: A mathematical approach. In 2020 International Conference on Control, Automation and Diagnosis (ICCAD), pages 1–6. IEEE, 2020.

[2] B. Ayhan and C. Kwan. Time-constrained extremal trajectory design for fixed-wing unmanned aerial vehicles in steady wind. Journal of Guidance, Control, and Dynamics, 41(7):1569–1576, 2018.

[3] E. Bakolas and P. Tsiotras. Time-optimal synthesis for the zermelo-markov-dubins problem: the constant wind case. In Proceedings of the 2010 American Control Conference, pages 6163–6168, Baltimore, MD, USA, June-July 2010. IEEE.

[4] E. Bakolas and P. Tsiotras. Optimal synthesis of the zermelo-markov-dubins problem in a constant drift field. Journal of Optimization Theory and Applications, 156(2):469–492, 2013.

[5] D.A. Bedin, V.S. Patsko, A.A. Fedotov, A.V. Belyakov, and K.V. Strokov. Restoration of aircraft trajectory from inaccurate measurements. Automation and Remote Control, 71(2):185–197, 2010.

[6] X.-N. Bui, J. Boissonnat, P. Soueres, and J. Laumond. Shortest path synthesis for dubins non-holonomic robot. In Proceedings of the 1994 IEEE International Conference on Robotics and Automation, volume 1, pages 2–7, San Diego, CA, USA, May 1994. IEEE.

[7] B. Burns, P. Blue, and M. Zollars. Simulation of a real-time trajectory generator for automated aircraft refueling with a required time of arrival. In AIAA Modeling and Simulation Technologies Conference and Exhibit, 2007.

[8] M.E. Buzikov and A.A. Galyaev. Time-minimal interception of a moving target by dubins car. Automation and Remote Control, 82(4), 2021.

[9] Z. Chen. On dubins paths to a circle. Automatica, 117:108996, 2020.

[10] Z. Chen and T. Shima. Shortest dubins paths through three points. Automatica, 105:368–375, 2019.

[11] E.J. Cockayne and G. W. C. Hall. Plane motion of a particle subject to curvature constraints. SIAM Journal on Control, 13(1):197–220, 1975.

[12] M. Coombes, W.-H. Chen, and P. Render. Landing site reachability in a forced landing of unmanned aircraft in wind. Journal of Aircraft, 54(4):1415–1427, 2017.

[13] L.E. Dubins. On curves of minimal length with a constraint on average curvature, and with prescribed initial and terminal positions and tangents. American Journal of Mathematics, 79(3):497–516, 1957.

[14] V.Y. Glizer. Optimal planar interception with fixed end conditions: Closed-form solution. Journal of Optimization Theory and Applications, 88(3):503–539, 1996.

[15] A. Gopalan, A. Ratnoo, and D. Ghose. Time-optimal guidance for lateral interception of moving targets. Journal of Guidance, Control, and Dynamics, 39(3):510–525, 2016.

[16] A. Gopalan, A. Ratnoo, and D. Ghose. Generalized time-optimal impact-angle-constrained interception of moving targets. Journal of Guidance, Control, and Dynamics, 40(8):2115–2120, 2017.

[17] R. Isaacs. Differential games. John Wiley and Sons, Inc., New York, 1965.

[18] B. Jha, Z. Chen, and T. Shima. On shortest dubins path via a circular boundary. Automatica, 121:109192, 2020.

[19] E.B. Lee and L. Markus. Foundations of optimal control theory, chapter 4, pages 239–259. Robert E. Krieger Publishing Company, Inc., 1986.

[20] S.G. Manyam and D.W. Casbeer. Intercepting a target moving on a racetrack path. In 2020 International Conference on Unmanned Aircraft Systems (ICUAS), pages 799–806, Athens, Greece, September 2020. IEEE.

[21] S.G. Manyam, D.W. Casbeer, A. Von Moll, and Z. Fuchs. Optimal dubins paths to intercept a moving target on a circle. In 2019 American Control Conference (ACC), pages 828–834, Philadelphia, PA, USA, July 2019. IEEE.

[22] A.A. Markov. Some examples of the solution of a special kind of problem on greatest and least quantities. Soobshch. Karkovsk. Mat. Obshch., 1:250–276, 1889.

[23] T.G. McGee and J.K. Hedrick. Optimal path planning with a kinematic airplane model. Journal of Guidance, Control, and Dynamics, 30(2):629–633, 2007.

[24] T.G. McGee, S. Stry, and J.K. Hedrick. Optimal path planning in a constant wind with a bounded turning rate. In AIAA Guidance, Navigation, and Control Conference and Exhibit, San Francisco, CA, USA, August 2005. AIAA.

[25] R.L. McNeely, R.V. Iyer, and P.R. Chandler. Tour planning for an unmanned air vehicle under wind conditions. Journal of Guidance, Control, and Dynamics, 30(5):1299–1306, 2007.

[26] Y. Meyer, P. Isaiah, and T. Shima. On dubins paths to intercept a moving target. Automatica, 53:256–263, 2015.

[27] K. Mittal, J. Song, S. Gupta, and T.A. Wettergren. Rapid path planning for dubins vehicles under environmental currents. Robotics and Autonomous Systems, 134, (in press).

[28] V.S. Patsko and A.A. Fedotov. Analytic description of a reachable set for the dubins car. Trudy Instituta Matematiki i Mekhaniki URO RAN, 26(1):182–197, 2020.

[29] V.S. Patsko, S.G. Pyatko, and A.A. Fedotov. Three-dimensional reachability set for a nonlinear control system. Journal of Computer and Systems Sciences International, 42(3):320–328, 2003.

[30] T. Pecsvaradi. Optimal horizontal guidance law for aircraft in the terminal area. IEEE Transactions on Automatic Control, 17(6):763–772, 1972.
[31] L.R. Sahawneh, J. Mackie, J. Spencer, R.W. Beard, and K.F. Warnick. Airborne radar-based collision detection and risk estimation for small unmanned aircraft systems. *Journal of Aerospace Information Systems*, 12(12):756–766, 2015.

[32] S. Schopferer and T. Pfeifer. Performance-aware flight path planning for unmanned aircraft in uniform wind fields. In *2015 International Conference on Unmanned Aircraft Systems (ICUAS)*, pages 1138–1147, Denver, CO, USA, June 2015. IEEE.

[33] A.M. Shkel and V. Lumelsky. Classification of the dubins set. *Robotics and Autonomous Systems*, 34(4):179–202, 2001.

[34] L. Techy and C.A. Woolsey. Minimum-time path planning for unmanned aerial vehicles in steady uniform winds. *Journal of Guidance, Control, and Dynamics*, 32(6):1736–1746, 2009.

[35] L. Techy, C.A. Woolsey, and D.G. Schmale. Path planning for efficient uav coordination in aerobiological sampling missions. In *2008 47th IEEE Conference on Decision and Control*, pages 2814–2819, Cancun, Mexico, December 2008. IEEE.

[36] Y. Zheng, Z. Chen, X. Shao, and W. Zhao. Time-optimal guidance for intercepting moving targets by dubins vehicles. *Automatica*, 128, 2021.