Artificial Intelligence Applications in the Imaging of Epilepsy and Its Comorbidities: Present and Future
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Abstract
Artificial intelligence (AI) is increasingly used in medical image analysis and has accelerated scientific discoveries across fields of medicine. In this review, we highlight how AI has been applied to neuroimaging in patients with epilepsy to enhance classification of clinical diagnosis, prediction of treatment outcomes, and the understanding of cognitive comorbidities. We outline the strengths and shortcomings of current AI research and the need for future studies using large datasets that test the reproducibility and generalizability of current findings, as well as studies that test the clinical utility of AI approaches.
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Summary
- Big data neuroimaging studies in epilepsy using artificial intelligence (AI) and its sub-fields machine learning (ML) and deep learning (DL) are increasing substantially.
- AI applications are powerful tools for classification and predictions using multimodal imaging data with varying degrees of direct human interaction.
- ML and DL using different imaging modalities have shown early promise for automatic classification of patients with focal and generalized epilepsies from healthy controls, detecting lesions, and predicting seizure outcomes.
- However, the reproducibility and generalizability of these preliminary results and their clinical validity are still to be determined. Further neuroimaging AI studies are needed to predict cognitive outcomes following epilepsy surgery and determine the risk for cognitive decline over time.

Introduction
An incomplete but straightforward definition of artificial intelligence (AI) has combined computer science and data science that enables big data problem-solving.1 AI includes the sub-fields of machine learning (ML) and deep learning (DL), terms that are often used interchangeably but have a different meaning.1,2 While ML is more data-driven, involves statistical models, and depends on human intervention, DL uses multiple layers of neural networks, eliminating some human intervention (Figure 1).2,3

Although conventional statistics and ML may be used for both prediction and inference, ML methods are better suited for predictions.4 These approaches can also be described along a continuum of data analyses in two axes: in one axis, they extend from an entirely human-dependent to a fully human-independent interaction. The other axis extends from data-training dependent to data-training independent.2,5 For example, AI applications can now automatically segment...
calculate the volume or shape of brain structures on MRI with little or no human intervention.6

Advances in computer science and faster hardware enabling big data analyses has transformed modern life in many ways, including search engines, marketing, entertainment, and how science is conducted.7 Many complex questions about diseases and brain function can now be investigated using big data sets.2,8,9 However, attention should be taken to avoid the overuse of AI methods simply because they are new and powerful.10 As with any new technique, AI, ML, and DL are sometimes used for applications where they not entirely justified, overlooking methodological limitations and overemphasizing results easily obtained by straightforward statistical analyses.10,11 However, when performed correctly, well-powered studies using ML have led to important advances in medicine, which could be translated to epilepsy in the near future.

Driven in part by the promise of ML, collaborative studies using multicenter neuroimaging big data have increased substantially.12 One successful example is the Enhancing Neuroimaging Genetics through Meta-analysis (ENIGMA) brain imaging consortium that has revealed associations between brain imaging, genetic variations, and cognition in both healthy subjects and different diseases, including epilepsy.13–16 Another is the multicenter epilepsy lesion detection (MELD) project.17 These datasets include hundreds to thousands of MRI and clinical data in patients with epilepsy and are ripe for AI applications.

Artificial intelligence Applications for Epilepsy Diagnosis and Management

In recent years, ML algorithms using multimodal MRI have been shown to lateralize hippocampal pathology in patients with temporal lobe epilepsy (TLE) and hippocampal sclerosis (HS).18,19 A recent ENIGMA-Epilepsy study investigated the performance of ML and DL algorithms using structural MRI and diffusion MRI (dMRI) to classify controls vs patients with TLE with HS and MRI-negative TLE.13 This study revealed that structural MRI and dMRI-based models had similar accuracy and that models for TLE-HS were more accurate than for MRI-negative TLE.13 While the ability of automatic quantification methods may not currently exceed visual inspection of MRIs by imaging experts in all situations, AI algorithms and tools provide important support tools and may become of great importance when such expertise is not available. Some AI tools have already been integrated into clinical care for epilepsy,20 but it will remain important for clinicians and AI-experts to remain in close dialog for newer ML and DL approaches to be adapted for clinical use.2

Focal cortical dysplasia (FCD) is one of the most common causes of pharmacoresistant focal epilepsy. However, FCDs are often undetected on conventional MRI and the pre-surgical diagnosis depends heavily on the expertise of the examiner.21 Several MRI post-processing techniques have been used to improve the detection of subtle FCDs.22–25 A recent multicenter-validated study showed that DL using multimodal MRI data could reliably identify previous MRI-negative FCD lesions, suggesting that DL shows promise for assisting non-expert clinicians in this challenging diagnosis.26

AI methods can also combine imaging and clinical data to build models for predicting clinical outcomes in patients with epilepsy.27 For example, automated volumetric MRI measurements incorporated into statistical models help to predict postoperative seizure outcomes in TLE and frontal lobe epilepsy (FLE), revealing that subtle cortical atrophy beyond the surgical resection influences seizure outcome.28,29 DL applied to whole-brain connectomes can also help to predict postoperative seizure control in patients with TLE.30,31

Another application of AI has been implemented by the MELD project—a retrospective multicenter cohort of 580 patients with FCD.17 Here, AI was not used for lesion detection. Rather, the MELD team trained logistic regression models to...
test for associations between clinical data and the location of FCD lesions that were delineated on T1-weighted MRI scans by imaging experts. Their data-driven atlas validated smaller independent studies which showed a non-uniform distribution of FCDs with higher concentrations in the superior frontal sulcus, frontal pole, temporal pole, and superior temporal gyrus. Lesions in primary sensory areas were associated with earlier age of epilepsy onset whereas lesions in association cortices were associated with a later epilepsy onset. The likelihood of seizure freedom decreased with a longer duration of epilepsy.17

Finally, AI, including ML and DL, has been applied to neuroimaging data for predicting clinical diagnosis, that is, clinical phenotyping from imaging,32,33 and predicting response to antiseizure medications.34 For example, dMRI measures and connectome profiles may identify patients with juvenile myoclonic epilepsy32 and distinguish patients with focal epilepsy vs healthy controls.33 However, these studies are few in number and larger studies that are validated in external datasets are needed to determine the reproducibility and generalizability of current findings.

Artificial intelligence Applications for Understanding Cognitive Comorbidities

The application of AI to neuroimaging data for understanding cognitive comorbidities in epilepsy is in its infancy, with only a handful of studies published to date. Most studies have focused on classifying cognitive impairment based on whole-brain dMRI or resting-state functional MRI (rsfMRI), with only one study incorporating features from multimodal imaging. Four studies have employed machine learning to classify or predict language impairments,35–38 three to predict IQ,39–41 two to predict memory,42,43 and one to predict embodied cognition (i.e., action-concept deficits) in epilepsy.44 Although most have focused on adults with TLE, studies are also emerging in children with epilepsy and patients with other epilepsy syndromes. These studies are briefly summarized, along with the challenges and opportunities that lie ahead for AI in the future.

Language: Language is among the most frequently impaired cognitive domains in epilepsy, with the richness and distributed nature of the language network making it both vulnerable to injury and attractive for AI applications. In a study designed to determine the degree to which white matter networks contribute to language impairment, Kaestner et al. (2020)40 applied a gradient boosted decision trees (XGBoost) to individualized structural links, the structural connectome, based on dMRI. Using XGBoost, the structural connectome correctly classified 79% of patients as language-impaired vs non-impaired, outperforming a model that included pre-selected long-range association tracts. The higher classification accuracy of the structural connectome relative to the tract-based model may reflect its ability to capture the vast extent of the language network, which included traditional language association tracts (e.g., arcuate fasciculus) as well as interhemispheric connections important for language. Recent studies have also used AI for both feature selection and prediction of language impairment in epilepsy. Munsell et al.35 used a multi-task machine learning approach for dMRI connectome feature selection, followed by support vector regression (SVR) to predict language impairment in TLE. Similar to the previous study, SVR identified a distributed, bilateral white matter network that contributed to naming performance. A measure of regional network integration (nodal centrality) predicted 60% of the variance in naming scores, and nodes with the highest importance were bilaterally distributed, involving both medial and lateral temporal lobe connections. Random forest regression has been used to identify white matter tracts that predict language impairment in children with malformations of cortical development.37 This method has also been applied to demonstrate functional networks that contribute to verbal fluency impairments in adults with TLE.38 Collectively, these data-driven approaches have identified a broad and dynamic network of regions that contribute to language impairment in epilepsy, with features extending far beyond the traditional peri-sylvian network that remains the focus in hypothesis-driven studies.

Global cognitive ability: Three studies have used random forest applied to whole-brain rs-fMRI data to understand individual network features that contribute to global cognitive ability (i.e., IQ) in children with focal epilepsy.39–41 All three studies derived graph theory metrics from functional connectivity data and reported high prediction accuracy using measures of global network topology. Clustering coefficient (a measure of segregation) and path length (a measure of integration) emerged as the most important features across studies, with higher clustering coefficient and path length associated with higher IQ in one study,39 but higher clustering coefficient and lower path length associated with higher IQ in another.41 Thus, although measures of a global network architecture may be robust predictors of global intellectual ability (up to 49% of variance explained using random forest regression), what these measures mean biologically and their clinical relevance in the context of focal epilepsy remains to be established.

Memory: Two studies have used ML to classify or predict memory impairments in epilepsy—one applied to whole-brain dMRI and the other to rs-fMRI. Balachandra et al.42 applied XGBoost to a structural connectome based on dMRI in TLE. A temporal sub-network (i.e., temporal to extra-temporal connections) correctly classified patients as memory-impaired vs not impaired with 76% accuracy, achieving better classification accuracy than models that included only clinical variables or hippocampal volume. The model that achieved the best performance (81% accuracy) included both long-range association tracts, as well as short-range fibers within the bilateral temporal lobe that likely increase local cortico-cortical connectivity. A second study using SVR applied to whole-brain rsfMRI data demonstrated high prediction accuracies of global and local network metrics (r’s = .62–.76) across verbal and nonverbal memory scores in adults with TLE.43 Importantly, the authors noted that measures of local network topology (degree centrality and betweenness centrality) predicted the severity of memory impairment in the cohort and that the contribution of local network measures did not follow material-specific lateralization patterns (i.e., the assumption that left temporal regions contribute to verbal memory...
whereas right temporal regions contribute to visual memory). As with language, important features in both studies included bilateral and extra-temporal regions not traditionally implicated in hypothesis-driven studies of memory performance.

Action comprehension: In the only study incorporating multimodal imaging data, Moguiner et al. applied XGBoost to dMRI and rs-fMRI data to determine whether motor system dysfunction selectively impairs action-concept deficits, or problems grasping words and pictures denoting bodily movements, in patients with FLE and posterior cortex epilepsy. XGBoost regressions revealed that both structural (cortico-spinal tract, anterior thalamic radiations, and uncinate fasciculus) and functional (M1-parietal/supramarginal connectivity) motor system features emerged as the most important predictors of action-concept impairments in FLE, which may support the concept of embodied cognition, that is, that action-semantic information may be grounded in motor circuits.

In summary, studies using AI to characterize the neural substrates of cognitive impairment in epilepsy have provided new insights into the vast extent of network dysfunction underlying cognitive comorbidities and align with research challenging region-specific theories of cognitive dysfunction. These studies have leveraged the power of whole-brain analyses, employing feature selection strategies to reduce the dimensionality of imaging data and improve prediction accuracy. However, no studies have used large, external datasets to test the reproducibility and generalizability of the results. In addition, no studies have used AI to predict cognitive outcomes following epilepsy surgery or to determine the risk for cognitive decline over time. Thus, the application of AI to cognitive networks in epilepsy remains in the discovery phase, with its clinical utility yet to be established.

Conclusion

The application of AI to medical image analyses has exponentially increased over the past decade and has the potential to reshape our approach to clinical diagnosis, prediction of treatment outcomes, and management of cognitive comorbidities in epilepsy. However, despite the promise of AI, the majority of studies applying ML to epilepsy have been modest in sample size, raising concerns for overfitting and limiting the application of DL models that require thousands of patient samples (e.g., convolutional neural networks). Such barriers will hopefully be lifted in the future as more powerful AI methods are developed and imaging and cognitive data are aggregated across centers and harmonized in the context of big data efforts.

Declaration of conflicts of interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: FC: disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: Grants from the Sao Paulo Research Foundation (FAPESP) grant #2013/07559-3, and from the National Council for Scientific and Technological Development (CNPq) Brazil, grants #311231/2019-5 and #465346/2014-6: CRM: Funding from the National Institutes of Health NINDS R01NS120976; R01NS122827; R01NS065838; and R21NS107739.

ORCID iD

Fernando Cendes https://orcid.org/0000-0001-9336-9568
Carrie R. McDonald https://orcid.org/0000-0002-0721-5640

References

1. McCarthy J. What is artificial intelligence? 2004; Available at: http://www-formal.stanford.edu/jmc/whatisai.pdf. http://www-formal.stanford.edu/jmc/whatisai.pdf.
2. Beam AL, Kohane IS. Big Data and Machine Learning in Health Care. JAMA. 2018;319:1317-1318. DOI: 10.1001/jama.2017.18391.
3. Gulshan V, Peng L, Coram M, Stumpe MC, Wu D, Narayanaswamy A, et al. Development and Validation of a Deep Learning Algorithm for Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA. 2016;316:2402-2420. DOI: 10.1001/jama.2016.17216.
4. Bzdok D, Altman N, Krzywinski M. Statistics versus machine learning. Nat Methods. 2018;15:233-234. DOI: 10.1038/nmeth.4642.
5. Sidey-Gibbons JAM, Sidey-Gibbons CJ. Machine learning in medicine: a practical introduction. BMC Med Res Methodol. 2019;19:64. DOI: 10.1186/s12874-019-0681-4.
6. Focke NK, Yogarajah M, Symms MR, Gruber O, Paulus W, Duncan JS. Automated MR image classification in temporal lobe epilepsy. Neuroimage. 2012;59:356-362. DOI: 10.1016/j.neuroimage.2011.07.068.
7. Kriegeskorte N, Douglas PK. Cognitive computational neuroscience. Nat Neurosci. 2018;21:1148-1160. DOI: 10.1038/s41593-018-0210-5.
8. Sejnowski TJ, Churchland PS, Movshon JA. Putting big data to good use in neuroscience. Nat Neurosci. 2014;17:1440-1441. DOI: 10.1038/nn.3839.
9. Smolyansky ED, Hakeem H, Ge Z, Chen Z, Kwan P. Machine learning models for decision support in epilepsy management: A critical review. Epilepsy Behav. 2021;123:108273. DOI: 10.1016/j.yebeh.2021.108273.
10. Adali T, Trussell HJ, Hansen LK, Calhoun VD. The Dangers of Following Trends in Research: Sparsity and Other Examples of Hammers in Search of Nails. Proc IEEE. 2018;106:1014-1018. DOI: 10.1109/JPROC.2018.2823428.
11. Ciucci F. Deep Learning Is Not the AI Future; 2017. [online]. Available at: https://www.kdnuggets.com/2017/08/deep-learning-not-ai-future.html.
12. Poldrack RA, Gorgolewski KJ. Making big data open: data sharing in neuroimaging. Nat Neurosci. 2014;17:1510-1517. DOI: 10.1038/nn.3818.
13. Gleichgerrcht E, Munsell BC, Alhusaini S, Alvim MKM, Bargalló N, Bender B. Artificial intelligence for classification of temporal...
lobe epilepsy with ROI-level MRI data: A worldwide ENIGMA-Epilepsy study. *Neuroimage: Clinical*. 2021;31:102765. DOI: 10.1016/j.nicl.2021.102765.

14. Thompson PM, Jahanshad N, Ching CRK, Salminen LE, Thomopoulos SI, Bright J. ENIGMA and global neuroscience: A decade of large-scale studies of the brain in health and disease across more than 40 countries. *Transl Psychiatry*. 2020;10:100. DOI: 10.1038/s41398-020-0705-1.

15. Larivière S, Rodríguez-Cruces R, Royer J, Caligiuri ME, Gambardella A, Concha L. Network-based atrophy modeling in the common epilepsies: A worldwide ENIGMA study. *Sci Adv*. 2020; 6. DOI: 10.1126/sciadv.abc6457.

16. Sisodiya SM, Whelan CD, Hatton SN, Huynh K, Altmann A, Ryten M, et al. The ENIGMA-Epilepsy working group: Mapping disease from large data sets, *Human Brain Mapping*; 2020. DOI: 10.1002/hbm.25037.

17. Wagstyl K, Whitaker K, Raznahan A, Seidlitz J, Vertes PE, Foldes S, et al. Atlas of lesion locations and postsurgical seizure freedom in focal cortical dysplasia: a MELD study. *Epilepsia*. 2021; in press.

18. Caldairou B, Foit NA, Mutti C, Fadaie F, Gill R, Lee HM, et al. MRI-Based Machine Learning Prediction Framework to Lateralyze Hippocampal Sclerosis in Patients With Temporal Lobe Epilepsy. *Neurology*. 2021;97:e1583-e1593. DOI: 10.1212/wnl.0000000000012699.

19. Beheshti I, Sone D, Maikusa N, Kimura Y, Shigemoto Y, Sato N, et al. Accurate lateralization and classification of MRI-negative 18F-FDG-PET-positive temporal lobe epilepsy using double inversion recovery and machine-learning. *Comput Biol Med*. 2021; 137:104805. DOI: 10.1016/j.compbiomed.2021.104805.

20. Louis S, Morita-Sherman M, Jones S, Vegh D, Bingaman W, Blumcke I, et al. Hippocampal Sclerosis Detection with Neuroradiologists. *Am J Neuroradiol*. 2020; 41:591-597. DOI: 10.3174/ajnr.A6454.

21. Blümcke I, Coras R, Busch RM, Morita-Sherman M, Lal D, Prayson R. Toward a better definition of focal cortical dysplasia: An iterative histopathological and genetic agreement trial. *Epilepsia*. 2021;62:1416-1428. DOI: 10.1111/epi.16899.

22. El Tahry R, Santos SF, Vrielynck P, de Tourchaninoff M, Duprez T, Vaz GR, et al. Additional clinical value of voxel-based morphometric MRI post-processing for MRI-negative epilepsies: a prospective study. *Epileptic Disorder*. 2020;22:156-164. DOI: 10.1684/epid.2020.1152.

23. Kini LG, Gee JC, Litt B. Computational analysis in epilepsy neuroimaging: A survey of features and methods. *Neuroimage: Clinical*. 2016;11:515-529. DOI: 10.1016/j.nicl.2016.02.013.

24. Deemerath T, Rubendsdörfer L, Schwarzwald R, Schulze-Bonhage A, Altenmüller D-M, Kaller C, et al. Morphometric MRI Analysis: Improved Detection of Focal Cortical Dysplasia Using the MP2RAGE Sequence. *Am J Neuroradiol*. 2020;41:1009-1014. DOI: 10.3174/ajnr.A6579.

25. Adler S, Wågestål K, Gunny R, Ronan L, Carmichael D, Cross JH, et al. Novel surface features for automated detection of focal cortical dysplasias in paediatric epilepsy. *Neuroimage: Clinical*. 2017;14:18-27. DOI: 10.1016/j.nicl.2016.12.030.

26. Gill RS, Lee H-M, Caldairou B, Hong S-J, Babar C, Deleo F, et al. Multicenter Validation of a Deep Learning Detection Algorithm for Focal Cortical Dysplasia. *Neurology*. 2021;97:e1571-e1582. DOI: 10.1212/wnl.0000000000012698.

27. Jehi L. Algorithms in clinical epilepsy practice: Can they really help us predict epilepsy outcomes?. *Epilepsia*. 2021;62 Suppl 2(suppl 2):S71-s77. DOI: 10.1111/epi.16649.

28. Morita-Sherman M, Li M, Joseph B, Yasuda C, Vegh D, De Campos BM, et al. Incorporation of quantitative MRI in a model to predict temporal lobe epilepsy surgery outcome. *Brain Communications*. 2021;3:fcb164. DOI: 10.1093/braincomms/fcb164.

29. Whiting AC, Morita-Sherman M, Li M, Vegh D, Machado de Campos B, Cendes F, et al. Automated analysis of cortical volume loss predicts seizure outcomes after frontal lobectomy. *Epilepsia*. 2021;62:1074-1084. DOI: 10.1111/epi.16877.

30. Gleichgerrcht E, Munsell B, Bhatia S, Vandergrift WA, 3rd, Rorden C, McDonald C, et al. Deep learning applied to whole-brain connectome to determine seizure control after epilepsy surgery. *Epilepsia*. 2018;59:1643-1654. DOI: 10.1111/epi.14528.

31. Gleichgerrcht E, Keller SS, Drane DL, Munsell BC, Davis KA, Kaestner E, et al. Temporal Lobe Epilepsy Surgical Outcomes Can Be Inferred Based on Structural Connectome Hubs: A Machine Learning Study. *Ann Neurol*. 2020;88:970-983. DOI: 10.1002/ana.25888.

32. Lee DA, Ko J, Kim HC, Shin KJ, Park BS, Kim IH, et al. Identifying juvenile myoclonic epilepsy via diffusion tensor imaging using machine learning analysis. *J Clin Neurosci*. 2021;91:327-333. DOI: 10.1016/j.jocn.2021.07.035.

33. Lee DA, Lee HJ, Kim BJ, Park BS, Kim SE, Park KM. Identification of focal epilepsy by diffusion tensor imaging using machine learning. *Acta Neurologica Scandinavica*. 2021;143:637-645. DOI: 10.1111/ane.13407.

34. Wang X, Hu T, Yang Q, Jiao D, Yan Y, Liu L. Graph-theory based degree centrality combined with machine learning algorithms can predict response to treatment with antiepileptic medications in children with epilepsy. *J Clin Neurosci*. 2021;91:276-282. DOI: 10.1016/j.jocn.2021.07.016.

35. Munsell BC, Wu G, Fridriksson J, Thayer K, Mofrad N, Desisto N, et al. Relationship between neuronal network architecture and naming performance in temporal lobe epilepsy patients. *Acta Neurologica Scandinavica*. 2021;145:2637-2645. DOI: 10.1111/ane.13407.

36. Kaestner E, Balachandara AR, Bahrami N, Reyes A, Lalani SJ, Macari AC, et al. The white matter connectome as an individualized biomarker of language impairment in temporal lobe epilepsy. *Brain*. 2019;193:45-57. DOI: 10.1093/brain/awy269.

37. Paldino MJ, Golriz F, Zhang W, Chu ZD. Normalization enhances brain network features that predict individual intelligence in pediatric epilepsy patients. *Neuroimage: Clinical*. 2020;25:102125. https://doi.org/10.1016/j.nicl.2019.102125.
children with epilepsy. *PLoS One*. 2019;14:e0212901. DOI: 10.1371/journal.pone.0212901.

40. Zhang W, Muravina V, Azencott R, Chu ZD, Paldino MJ. Mutual Information Better Quantifies Brain Network Architecture in Children with Epilepsy. *Computational and mathematical methods in medicine*. 2018;2018:6142898. DOI: 10.1155/2018/6142898.

41. Paldino MJ, Zhang W, Chu ZD, Golriz F. Metrics of brain network architecture capture the impact of disease in children with epilepsy. *Neuroimage: Clinical*. 2017;13:201-208. DOI: 10.1016/j.nicl.2016.12.005.

42. Balachandra AR, Kaestner E, Bahrami N, Reyes A, Lalani S, Macari AC, et al. Clinical utility of structural connectomics in predicting memory in temporal lobe epilepsy. *Neurology*. 2020;94:e2424-e2435. DOI: 10.1212/wnl.0000000000009457.

43. Mazrooyisebdani M, Nair VA, Garcia-Ramos C, Mohanty R, Meyerand E, Hermann B, et al. Graph Theory Analysis of Functional Connectivity Combined with Machine Learning Approaches Demonstrates Widespread Network Differences and Predicts Clinical Variables in Temporal Lobe Epilepsy. *Brain Connectivity*. 2020;10:39-50. DOI: 10.1089/brain.2019.0702.

44. Moguilner S, Birba A, Fino D, Isoardi R, Huetagoyena C, Otoya R, et al. Structural and functional motor-network disruptions predict selective action-concept deficits: Evidence from frontal lobe epilepsy. *Cortex*. 2021;144:43-55. DOI: 10.1016/j.cortex.2021.08.003.

45. Hermann BP, Struck AF, Busch RM, Reyes A, Kaestner E, McDonald CR. Neurobehavioural comorbidities of epilepsy: towards a network-based precision taxonomy. *Nat Rev Neurol*. 2021;17(12):731-746. DOI: 10.1038/s41582-021-00555-z.

46. Abbasi B, Goldenholz DM. Machine learning applications in epilepsy. *Epilepsia*. 2019;60:2037-2047. DOI: 10.1111/epi.16333.

47. Sinha N, Davis KA. Mapping Epileptogenic Tissues in MRI-Negative Focal Epilepsy. *Neurology*. 2021;97:754-755. DOI: 10.1212/wnl.0000000000012696.

48. Sone D, Beheshti I. Clinical Application of Machine Learning Models for Brain Imaging in Epilepsy: A Review. *Front Neurosci*. 2021;15:684825. DOI: 10.3389/fnins.2021.684825.