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Abstract

Let \( \mathbb{F}_q \) be a finite field of size \( q \) and \( \mathbb{F}_q^* \) the set of non-zero elements of \( \mathbb{F}_q \). In this paper, we study a class of twisted generalized Reed–Solomon code \( C_\ell(D, k, \eta, \mathbf{v}) \subset \mathbb{F}_q^n \) generated by the following matrix

\[
\begin{pmatrix}
  v_1 & v_2 & \cdots & v_n \\
  v_1 \alpha_1 & v_2 \alpha_2 & \cdots & v_n \alpha_n \\
  \vdots & \vdots & \ddots & \vdots \\
  v_1 \alpha_1^{\ell-1} & v_2 \alpha_2^{\ell-1} & \cdots & v_n \alpha_n^{\ell-1} \\
  v_1 \alpha_1^{k-1} & v_2 \alpha_2^{k-1} & \cdots & v_n \alpha_n^{k-1}
\end{pmatrix}
\]

where \( 0 \leq \ell \leq k - 1 \), the evaluation set \( D = \{\alpha_1, \alpha_2, \cdots, \alpha_n\} \subset \mathbb{F}_q^* \), scaling vector \( \mathbf{v} = (v_1, v_2, \cdots, v_n) \in (\mathbb{F}_q^*)^n \) and \( \eta \in \mathbb{F}_q^* \). The minimum distance and dual code of \( C_\ell(D, k, \eta, \mathbf{v}) \) will be determined. For the special case \( \ell = k - 1 \), a sufficient and necessary condition for \( C_{k-1}(D, k, \eta, \mathbf{v}) \) to be self-dual will be given. We will also show that the code is MDS or near-MDS. Moreover, a complete classification when the code is near-MDS or MDS will be presented.
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1 Introduction

Let $\mathbb{F}_q$ be a finite field of size $q$. It is well-known that parameters $[n, k, d]$ of any linear code over the finite filed $\mathbb{F}_q$ obey the Singleton bound $d \leq n - k + 1$. A linear code with parameters $[n, k, d]$ is called maximum distance separable (MDS) if the parameters satisfy $d = n - k + 1$. For the near-optimal case $d = n - k$, the linear code is called almost-MDS. Moreover, if a linear code and its dual code are almost-MDS at the same time, then the linear code is called near-MDS. Since MDS codes and near-MDS codes play important roles in coding theory and have many applications, the study of MDS codes and near-MDS codes, including classification problem, constructions and those with self-dual property, has attracted a lot of attention [3, 5, 6, 9–11, 13, 14, 18, 21–23, 28–31]. Generalized Reed-Solomon (GRS) codes form a very important class of MDS codes. Due to the easy encoding and fast decoding for few burst errors, they are used in many communication systems. The decoding performance of GRS codes is always a very important issue in the theoretical computer science. In recent years, constructions of self-dual MDS codes via GRS codes become a hot topic [7, 8, 19, 25, 32, 33].

After the twisted GRS (TGRS) codes were introduced in [1], the properties of TGRS codes have attracted a lot of attention [3, 5, 6, 9–11, 13, 14, 18, 21–23, 28–31]. Generalized Reed-Solomon (GRS) codes are MDS codes. Let $G_k(D, v)$ be defined by

$$G_k(D, v) = \begin{pmatrix} v_1 & v_2 & \cdots & v_n \\ v_1 \alpha_1 & v_2 \alpha_2 & \cdots & v_n \alpha_n \\ \vdots & \vdots & \ddots & \vdots \\ v_1 \alpha_1^{k-1} & v_2 \alpha_2^{k-1} & \cdots & v_n \alpha_n^{k-1} \end{pmatrix},$$

over the finite field $\mathbb{F}_q$. It is not hard to prove that GRS codes are MDS codes. Let $G(x) = \prod_{a \in D} (x - \alpha) \in \mathbb{F}_q[x]$. Denote by $G'(x)$ the formal derivative of $G(x)$, i.e., $G'(x) = \sum_{i=1}^{n} \prod_{j \neq i} (x - \alpha_j)$. Let $u = (u_1, u_2, \ldots, u_n) \in (\mathbb{F}_q^*)^n$ be defined by $u_i = \frac{1}{G'(\alpha_i)}$. Then the dual of the GRS code $GRS(D, k, v)$ is another GRS code [17, 27] with generator matrix $G_{n-k}(D, u \odot v^{-1})$ where

$$u \odot v^{-1} = \left( \frac{u_1}{v_1}, \frac{u_2}{v_2}, \ldots, \frac{u_n}{v_n} \right).$$

Equivalently, we have equalities $\sum_{i=1}^{n} u_i \alpha_i^j = 0$ for all $j = 0, 1, \ldots, n - 2$.

In [1], the authors generalized the definition of GRS codes to TGRS codes. In this paper, we consider the following TGRS codes. For any vector $v = (v_1, v_2, \ldots, v_n) \in (\mathbb{F}_q^*)^n$, any subset $D \subseteq \mathbb{F}_q^*$ of size $n$, any integer $2 \leq k \leq n - 1$, any integer $0 \leq \ell \leq k - 1$ and any $\eta \in \mathbb{F}_q^*$, the TGRS code $C_{\ell}(D, k, \eta, v)$ is generated by the following matrix

$$G_{k, \ell}(D, \eta, v) = \begin{pmatrix} v_1 & v_2 & \cdots & v_n \\ v_1 \alpha_1 & v_2 \alpha_2 & \cdots & v_n \alpha_n \\ \vdots & \vdots & \ddots & \vdots \\ v_1 \alpha_1^{k-1} & v_2 \alpha_2^{k-1} & \cdots & v_n \alpha_n^{k-1} \\ v_1 \alpha_1^{\ell} & v_2 \alpha_2^{\ell} & \cdots & v_n \alpha_n^{\ell} \\ v_1 \alpha_1^{\ell+1} & v_2 \alpha_2^{\ell+1} & \cdots & v_n \alpha_n^{\ell+1} \\ \vdots & \vdots & \ddots & \vdots \\ v_1 \alpha_1^{k-1} & v_2 \alpha_2^{k-1} & \cdots & v_n \alpha_n^{k-1} \\ v_1 (\alpha_1^{\ell + \eta \alpha_1^{-2}}) & v_2 (\alpha_2^{\ell + \eta \alpha_2^{-2}}) & \cdots & v_n (\alpha_n^{\ell + \eta \alpha_n^{-2}}) \end{pmatrix}.$$
Note that if $\eta = 0$ in the above generator matrix, then the corresponding linear code is the GRS code $GRS(D, k, v)$. So we choose non-zero $\eta$ in the definition of the TGRS code. The main task in this paper is to study the properties of the TGRS code $C_\ell(D, k, \eta, v)$ such as the minimum distance, the dual code, conditions to be self-dual and near-MDS or MDS.

We make a convention that all the notations above apply to the whole paper.

The rest of this paper is organized as follows. In Sect. 2, the dual code of the TGRS code $C_\ell(D, k, \eta, v)$ is given explicitly and the self-dual property for the case $\ell = k - 1$ is completely characterized. In Sect. 3, the minimum distance of the TGRS code $C_\ell(D, k, \eta, v)$ is computed. Based on the computation, the TGRS code $C_{k-1}(D, k, \eta, v)$ is near-MDS or MDS if and only if certain subset product problem on the finite field is solvable or not. In Sect. 4, we conclude this paper.

## 2 The Dual Code of the TGRS code $C_\ell(D, k, \eta, v)$

In this section, we determine the dual code of the TGRS code $C_\ell(D, k, \eta, v)$. Generally, the TGRS code $C_\ell(D, k, \eta, v)$ is not self-dual. A sufficient and necessary condition is given for the TGRS code $C_{k-1}(D, k, \eta, v)$ being self-dual.

**Theorem 1** Let $b_0 = 1$ and $b_1, b_2, \ldots, b_{k-\ell-1} \in \mathbb{F}_q$ be defined by the following recursion

$$b_j = -\sum_{r=0}^{j-1} b_r \sum_{i=1}^{n} u_i \alpha_i^{n+j-1-r} \sum_{i=1}^{n} u_i \alpha_i^{j-1}, \quad j = 1, 2, \ldots, k - \ell - 1. \quad (1)$$

The TGRS code $C_\ell(D, k, \eta, v)$ has a parity-check matrix

$$\begin{pmatrix}
\frac{u_1}{v_1} f(\alpha_1) & \frac{u_2}{v_2} f(\alpha_2) & \cdots & \frac{u_n}{v_n} f(\alpha_n) \\
G_{n-k-1}(D, u \circ v^{-1} \circ \alpha)
\end{pmatrix}$$

where $f(x) = x^{n-\ell-1} + b_1 x^{n-\ell-2} + \cdots + b_{k-\ell-1} x^{n-k} - \sum_{i=1}^{n} u_i \alpha_i^{n-1}$.

**Remark 1** The denominators $\sum_{i=1}^{n} u_i \alpha_i^{-1}$, $\sum_{i=1}^{n} u_i \alpha_i^{n-1}$ in the above theorem are non-zero, so the fractions above do make sense.

If $\sum_{i=1}^{n} u_i \alpha_i^{-1} = 0$, then $(u_1, u_2, \ldots, u_n)$ is a solution of the system of linear equations

$$\begin{pmatrix}
\alpha_1^{-1} & \alpha_2^{-1} & \cdots & \alpha_n^{-1} \\
1 & 1 & \cdots & 1 \\
\alpha_1 & \alpha_2 & \cdots & \alpha_n \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^{n-2} & \alpha_2^{n-2} & \cdots & \alpha_n^{n-2}
\end{pmatrix} X^T = 0.$$

The coefficient matrix is non-degenerated by Vandermonde determinant formula. So the system has only zero solution, which contradicts to that $(u_1, u_2, \ldots, u_n)$ is non-zero. So $\sum_{i=1}^{n} u_i \alpha_i^{-1} \neq 0$. By using the same argument, one can show that $\sum_{i=1}^{n} u_i \alpha_i^{n-1} \neq 0$.

**Proof** Note that

$$GRS(D, \ell, v) \subseteq C_\ell(D, k, \eta, v) \subseteq GRS(D, k + 1, v \circ \alpha^{-1})$$
where $\alpha = (\alpha_1, \alpha_2, \cdots, \alpha_n)$. So we have

\[ GRS(D, k + 1, v \otimes \alpha^{-1})^\perp \subseteq C_{\ell}(D, k, \eta, v)^\perp \subseteq GRS(D, \ell, v)^\perp. \]

The code $GRS(D, k + 1, v \otimes \alpha^{-1})^\perp$ has a generator matrix

\[
G_{n-k-1}(D, u \otimes v^{-1} \otimes \alpha) = \begin{pmatrix}
\frac{u_1}{v_1} \alpha_1 & \frac{u_2}{v_2} \alpha_2 & \cdots & \frac{u_n}{v_n} \alpha_n \\
\frac{u_1}{v_1} \alpha_1 & \frac{u_2}{v_2} \alpha_2 & \cdots & \frac{u_n}{v_n} \alpha_n \\
\vdots & \vdots & \ddots & \vdots \\
\frac{u_1}{v_1} \alpha_{n-k-1} & \frac{u_2}{v_2} \alpha_{n-k-1} & \cdots & \frac{u_n}{v_n} \alpha_{n-k-1}
\end{pmatrix}.
\]

It is easy to see that $GRS(D, k + 1, v \otimes \alpha^{-1})^\perp$ has codimension 1 in $C_{\ell}(D, k, \eta, v)^\perp$. Since $C_{\ell}(D, k, \eta, v)^\perp \subseteq GRS(D, \ell, v)^\perp = GRS(D, n - \ell, u \otimes v^{-1})$, we may consider non-zero polynomials of the form $f(x) = b_0 x^{n-1-\ell} + b_1 x^{n-\ell-2} + \cdots + b_{k-\ell-1} x^{n-k} + b \in \mathbb{F}_q[x]$ (here, the terms $x^{n-k-1}, x^{n-k-2}, \cdots, x$ are absorbed in $GRS(D, k + 1, v \otimes \alpha^{-1})^\perp$) where $b_0, b_1, \ldots, b_{k-\ell-1}$ and $b$ are to be determined.

On one hand, the vector $\left( \frac{u_1}{v_1} f(\alpha_1), \frac{u_2}{v_2} f(\alpha_2), \cdots, \frac{u_n}{v_n} f(\alpha_n) \right)$ does not belong to $GRS(D, k + 1, v \otimes \alpha^{-1})^\perp$. If not, there is a polynomial $A(x) = a_1 x + a_2 x^2 + \cdots + a_{n-k-1} x^{n-k-1} \in \mathbb{F}_q[x]$ such that $\frac{u_i}{v_i} f(\alpha_i) = \frac{u_i}{v_i} A(\alpha_i)$ for all $i = 1, 2, \ldots, n$ which implies that the polynomial $f(x) - A(x)$ has at least $n$ different roots. But the degree of $f(x) - A(x)$ is at most $n - 1 - \ell \leq n - 1$. So as polynomials, $f(x) = A(x)$ which is impossible!

On the other hand, the vector $\left( \frac{u_1}{v_1} f(\alpha_1), \frac{u_2}{v_2} f(\alpha_2), \cdots, \frac{u_n}{v_n} f(\alpha_n) \right)$ belongs to $C_{\ell}(D, k, \eta, v)^\perp$ if and only if the following system of equalities holds

\[
\frac{\sum_{i=1}^{n} u_i}{v_i} f(\alpha_i) v_i \alpha_i^j = 0, \quad j = 1, 2, \ldots, n - 2
\]

Since $\alpha_i \in \mathbb{F}_q^n$, we have $\alpha_i^{q-2} = \alpha_i^{-1}$ for all $i = 1, 2, \ldots, n$. So it follows from the equalities

\[
\sum_{i=1}^{n} u_i \alpha_i^j = 0, \quad \forall j = 0, 1, \ldots, n - 2
\]

that

\[
\left\{
\begin{aligned}
b_0 \sum_{i=1}^{n} u_i \alpha_i^0 & + b_1 \sum_{i=1}^{n} u_i \alpha_i^{-1} = 0 \\
b_0 \sum_{i=1}^{n} u_i \alpha_i^1 & + b_1 \sum_{i=1}^{n} u_i \alpha_i^{-2} = 0 \\
\vdots & \\
b_0 \sum_{i=1}^{n} u_i \alpha_i^{n-k-2} & + b_1 \sum_{i=1}^{n} u_i \alpha_i^{n-k-3} + \cdots + b_{k-\ell-1} \sum_{i=1}^{n} u_i \alpha_i^{n-1} = 0 \\
b_0 \sum_{i=1}^{n} u_i \alpha_i^{n} & + b_1 \sum_{i=1}^{n} u_i \alpha_i^{-1} = 0.
\end{aligned}
\right.
\]

Note that $b_0 \neq 0$, so we can assume $b_0 = 1$ by linearity. If $b_0 = 0$, then it follows from the first and last equalities that $b_1 = b = 0$ since $\sum_{i=1}^{n} u_i \alpha_i^{-1} \neq 0, \sum_{i=1}^{n} u_i \alpha_i^{-1} \neq 0$ and $\eta \neq 0$. As a consequence of $b_0 = b_1 = 0$, we have $b_2 = 0$ from the second equality. Similarly, we can get $b_3 = \cdots = b_{k-\ell-1} = 0$ and hence $f(x) = 0$ which contradicts to the assumption that $f(x)$ is non-zero.

\[ \textcircled{S} \text{Springer} \]
So by solving the above system of equations and by assumption \( b_0 = 1 \), we can obtain that elements \( b_1, b_2, \cdots, b_{k-\ell-1} \) indeed satisfy the recursive condition (1) and

\[
b = - \frac{1}{\eta} \sum_{i=1}^{n} u_i \alpha_{i}^{n-1}.
\]

\[\square\]

**Corollary 1** The dual of the TGRS code \( C_{k-1}(D, k, \eta, \nu) \) is another TGRS code \( C_{n-k-1}(D, n-k, \eta', u \odot \nu^{-1} \odot \alpha) \) where \( \eta' = -\frac{1}{\eta} \sum_{i=1}^{n} u_i \alpha_{i}^{n-1} \).

**Proof** By Theorem 1, the dual of the TGRS code \( C_{k-1}(D, k, \eta, \nu) \) has a generator matrix of the following form

\[
\begin{pmatrix}
\frac{u_1}{v_1} (\alpha_{1}^{n-k} + \eta') & \frac{u_2}{v_2} (\alpha_{2}^{n-k} + \eta') & \cdots & \frac{u_n}{v_n} (\alpha_{n}^{n-k} + \eta') \\
\frac{u_1}{v_1} \alpha_1 & \frac{u_2}{v_2} \alpha_2 & \cdots & \frac{u_n}{v_n} \alpha_n \\
\vdots & \vdots & \ddots & \vdots \\
\frac{u_1}{v_1} \alpha_{n-k-2} & \frac{u_2}{v_2} \alpha_{n-k-2} & \cdots & \frac{u_n}{v_n} \alpha_{n-k-2} \\
\left(\frac{u_1}{v_1} (\alpha_{1}^{n-k-1} + \eta' \alpha_{1}^{-1}) \right) & \left(\frac{u_2}{v_2} (\alpha_{2}^{n-k-1} + \eta' \alpha_{2}^{-1}) \right) & \cdots & \left(\frac{u_n}{v_n} (\alpha_{n}^{n-k-1} + \eta' \alpha_{n}^{-1}) \right)
\end{pmatrix},
\]

where \( \eta' = -\frac{1}{\eta} \sum_{i=1}^{n} u_i \alpha_{i}^{n-1} \). We can rewrite the above generator matrix as following

\[
\begin{pmatrix}
\frac{u_1}{v_1} \alpha_1 & \frac{u_2}{v_2} \alpha_2 & \cdots & \frac{u_n}{v_n} \alpha_n \\
\vdots & \vdots & \ddots & \vdots \\
\left(\frac{u_1}{v_1} (\alpha_{1}^{n-k-1} + \eta' \alpha_{1}^{-1}) \right) & \left(\frac{u_2}{v_2} (\alpha_{2}^{n-k-1} + \eta' \alpha_{2}^{-1}) \right) & \cdots & \left(\frac{u_n}{v_n} (\alpha_{n}^{n-k-1} + \eta' \alpha_{n}^{-1}) \right)
\end{pmatrix}.
\]

Since \( \alpha_i \in \mathbb{F}_q^n \), we have \( \alpha_{i}^{-1} = \alpha_{i}^{q-2} \) for all \( i = 1, 2, \cdots, n \). So the dual of the TGRS code \( C_{k-1}(D, k, \eta, \nu) \) is the TGRS code \( C_{n-k-1}(D, n-k, \eta', u \odot \nu^{-1} \odot \alpha) \).

\[\square\]

Now, we can determine when the TGRS code \( C_{k-1}(D, k, \eta, \nu) \) is self-dual.

**Theorem 2** For \( n = 2k \), the TGRS code \( C_{k-1}(D, k, \eta, \nu) \) is self-dual if and only if the following two conditions hold:

1. There exists some \( \lambda \in \mathbb{F}_q^k \) such that \( v_i^2 = \lambda u_i \alpha_i \), \( \forall i = 1, 2, \cdots, n; \)
2. \( \eta^2 = -\frac{1}{\eta} \sum_{i=1}^{n} u_i \alpha_{i}^{n-1} \).

**Proof** (The necessary direction \( \implies \)) Recall that the TGRS code \( C_{k-1}(D, k, \eta, \nu) \) and its dual have generator matrices

\[
\begin{pmatrix}
v_1 & v_2 & \cdots & v_n \\
v_1 \alpha_1 & v_2 \alpha_2 & \cdots & v_n \alpha_n \\
\vdots & \vdots & \ddots & \vdots \\
v_1 \alpha_{k-2} & v_2 \alpha_{k-2} & \cdots & v_n \alpha_{k-2} \\
v_1 (\alpha_{1}^{k-1} + \eta \alpha_{1}^{q-2}) & v_2 (\alpha_{2}^{k-1} + \eta \alpha_{2}^{q-2}) & \cdots & v_n (\alpha_{n}^{k-1} + \eta \alpha_{n}^{q-2})
\end{pmatrix}.
\]
respectively, where $\eta' = -\sum_{i=1}^{n} u_i \alpha_i^{-1}$. So if the TGRS code $C_{k-1}(D, k, \eta, v)$ is self-dual, then

- there exists $(a_0, a_1, \cdots, a_{k-1}) \in \mathbb{F}_q^k$ such that
  $$u_i^2 = a_0 (\alpha_i^k + \eta') + a_1 \alpha_i + \cdots + a_{k-1} \alpha_i^{k-1}, \quad i = 1, 2, \cdots, n;$$
- there exists $(b_0, b_1, \cdots, b_{k-1}) \in \mathbb{F}_q^k$ such that
  $$u_i^{k-2} = b_0 (\alpha_i^k + \eta') + b_1 \alpha_i + \cdots + b_{k-1} \alpha_i^{k-1}, \quad i = 1, 2, \cdots, n.$$
Proof
In order to prove the second statement, we give a new proof of the first statement.

Corollary 2 Let \( \mathbb{F}_q \) be a finite field of characteristic 2. Let \( D = \{ \alpha_1, \alpha_2, \ldots, \alpha_n \} \subset \mathbb{F}_q^* \) be any subset of size \( n = 2k \) and denote by \( u_i = \frac{1}{\prod_{j \neq i} (\alpha_i - \alpha_j)} \) and by \( v_i = \sqrt{u_i} \alpha_i \) for \( i = 1, 2, \ldots, n \). Denote by \( \eta = \sqrt{\sum_{i=1}^{n} u_i \alpha_i^{-1}} \in \mathbb{F}_q^* \). Then the TGRS code \( C_{k-1}(D, k, \eta, v) \) over \( \mathbb{F}_q \) is self-dual.

3 Minimum distances of \( C_{k}(D, k, \eta, v) \) and its dual

In this section, we investigate the minimum distances of the TGRS code \( C_{k}(D, k, \eta, v) \) and its dual code \( C_{k}(D, k, \eta, v)^\perp \).

For any subset \( S \subset \mathbb{F}_q \) of size \( k \) and for any integer \( 1 \leq l \leq k \), we denote by \( \sigma_l(S) = \sum_{T \subset S, \#T = l} \prod_{\beta \in T} \beta \) the \( l \)-th elementary symmetric polynomial on \( S \).

Theorem 3 Notations as above. We have the following:

1. The TGRS code \( C_{k}(D, k, \eta, v) \) is MDS or almost-MDS.
2. The TGRS code \( C_{k}(D, k, \eta, v) \) is MDS if and only if there does not exist any subset \( S \subset D \) of size \( k \) such that \( \eta = (-1)^{k+1} \frac{\sigma_k(S)}{\sigma_{k-1}(S)} \).

Proof
For the first statement, it is easy to see that any \( k \)-dimensional subspace of an \( [n, k+1] \)-MDS code is MDS or almost-MDS. And the TGRS code \( C_{k}(D, k, \eta, v) \) is a \( k \)-dimensional subspace of GRS code \( GRS(D, k+1, v \otimes \alpha^{-1}) \), so \( C_{k}(D, k, \eta, v) \) is MDS or almost-MDS. In order to prove the second statement, we give a new proof of the first statement.

Let \( d \) be the minimum distance of the TGRS code \( C_{k}(D, k, \eta, v) \). Since the action \( r \mapsto r \otimes v \) is Hamming-distance-preserving, we have

\[
d = \min_{(a_0, a_1, \ldots, a_{k-1}) \in \mathbb{F}_q^k \setminus \{0\}} \# \{ \alpha \in D \mid a_0 + a_1 \alpha + \cdots + a_{k-1} \alpha^{k-1} + \eta a_l \alpha^{-1} \neq 0 \} = n - \max_{(a_0, a_1, \ldots, a_{k-1}) \in \mathbb{F}_q^k \setminus \{0\}} \# \{ \text{zeros of } a_0 + a_1 x + \cdots + a_{k-1} x^{k-1} + \eta a_l x^{-1} \text{ in } D \} \geq n - k
\]

(2)

where the last inequality follows from \( \deg(\eta a_l + a_0 x + a_1 x^2 + \cdots + a_{k-1} x^k) \leq k \).

On the other hand, by the Singleton bound, we have \( d \leq n - k + 1 \). So

\[
d \in \{ n - k, n - k + 1 \}.
\]

In other words, the TGRS code \( C_{k}(D, k, \eta, v) \) is almost-MDS or MDS.

Note that the equality holds in the inequality (2) if and only if

\[
\max_{(a_0, a_1, \ldots, a_{k-1}) \in \mathbb{F}_q^k \setminus \{0\}} \# \{ \text{zeros of } \eta a_l + a_0 x + a_1 x^2 + \cdots + a_{k-1} x^k \text{ in } D \} = k,
\]

which is equivalent to that there exists a subset \( S \subset D \) of size \( k \) such that

\[
\eta a_l + a_0 x + a_1 x^2 + \cdots + a_{k-1} x^k = a_{k-1} \prod_{\alpha \in S} (x - \alpha).
\]
The last condition is equivalent to that there exists a subset $S \subset D$ of size $k$ such that
\[
\eta = (-1)^{\ell+1} \frac{\prod_{\alpha \in S} \alpha}{\sum_{T \subseteq S, \#T=k-\ell-1} \prod_{\beta \in T} \beta}.
\]

In general, one can not replace almost-MDS by near-MDS. For the special case $\ell = k - 1$, we have the following corollary.

**Corollary 3**  
1. The TGRS code $C_{k-1}(D, k, \eta, \nu)$ is MDS or near-MDS.  
2. The TGRS code $C_{k-1}(D, k, \eta, \nu)$ is near-MDS if and only if there exists a subset $S \subset D$ of size $k$ such that $\eta = (-1)^{k} \prod_{\alpha \in S} \alpha$.

**Proof** By Theorem 3, the TGRS code $C_{k-1}(D, k, \eta, \nu)$ is almost-MDS or MDS. Note that the dual code $C_{k-1}(D, k, \eta, \nu)^\perp$ which is also a TGRS code by Corollary 1. So by the same argument above, the dual code $C_{k-1}(D, k, \eta, \nu)^\perp$ is almost-MDS or MDS. It is well-known that the dual code of any MDS code is still MDS. So the TGRS code $C_{k-1}(D, k, \eta, \nu)$ and its dual code are almost-MDS or MDS simultaneously. That is, $C_{k-1}(D, k, \eta, \nu)$ is near-MDS or MDS.

The second statement follows from Theorem 3 and the first statement of this corollary.\qed

**Remark 2** In [16], the authors showed that the code constructed there is near-MDS if and only if certain subset sum problem has a solution. Here, in our construction, the code is near-MDS if and only if the following subset product problem

\[
\text{find a subset } S \subset D \text{ of size } k \text{ such that } \eta = (-1)^{k} \prod_{\alpha \in S} \alpha
\]

has a solution.

**Corollary 4** The following statements are equivalent.  
1. The TGRS code $C_{k-1}(D, k, \eta, \nu)$ is near-MDS.  
2. There exists a subset $S \subset D$ of size $k$ such that $\eta = (-1)^{k} \prod_{\alpha \in S} \alpha$.  
3. There exists a subset $T \subset D$ of size $n - k$ such that $-\frac{\sum_{i=1}^{n} u_i \alpha_i^{n-1}}{\eta \sum_{i=1}^{n} u_i \alpha_i} = (-1)^{n-k} \prod_{\alpha \in T} \alpha$.

Next, we give an example to illustrate the above theorems.

**Example 1** Suppose the finite field $\mathbb{F}_q$ has odd characteristic. Take the evaluation set $D = \mathbb{F}_q^n \subset \mathbb{F}_q^2$. In this case,
\[
\sum_{i=1}^{n} u_i \alpha_i^{n-1} = \sum_{i=1}^{n} u_i \alpha_i^{q-2} = \sum_{i=1}^{n} u_i \alpha_i^{-1}.
\]

Let $\eta \in \mathbb{F}_q^2$ be such that $\eta^2 = -1$. Moreover, elements $u_i \alpha_i (\forall \alpha_i \in D)$ are squares in $\mathbb{F}_q^2$, i.e., there exist $v_i \in \mathbb{F}_q^2$ such that $v_i^2 = u_i \alpha_i$, $i = 1, 2, \cdots, q - 1$. By Theorem 2, the TGRS code $C_{q-2}(\mathbb{F}_q^2, \frac{q-1}{2}, \eta, \nu)$ is a self-dual code over $\mathbb{F}_q^2$.

If $q \equiv 3 \pmod{4}$, then the subset product problem

\[
\text{find a subset } S \subset \mathbb{F}_q^n \text{ of size } k = \frac{q-1}{2} \text{ such that } \eta = (-1)^{k} \prod_{\alpha \in S} \alpha
\]

has no solution as $\eta \in \mathbb{F}_q^2 \setminus \mathbb{F}_q$. By Corollary 3, $C_{q-2}(\mathbb{F}_q^n, \frac{q-1}{2}, \eta, \nu)$ over $\mathbb{F}_q^2$ is MDS.

If $q \equiv 1 \pmod{4}$, then the subset product problem

\[
\text{find a subset } S \subset \mathbb{F}_q^n \text{ of size } k = \frac{q-1}{2} \text{ such that } \eta = (-1)^{k} \prod_{\alpha \in S} \alpha
\]
A class of twisted generalized Reed–Solomon codes has a solution. Indeed, let \( \zeta \in \mathbb{F}_q^* \) be a primitive element of \( \mathbb{F}_q \) and \( \eta = \zeta^{\frac{q-1}{4}} \) a square root of \(-1\). Then the above subset product problem is equivalent to finding a subset \( S \subset \{0, 1, \cdots, q - 2\} \) of size \( \frac{q-1}{2} \) satisfying \( \sum_{s \in S} s \equiv \frac{3(q-1)}{4} \pmod{q-1} \). It is sufficient by taking
\[
S = \begin{cases} 
\{1, 2, \cdots, \frac{q-1}{2}\}, & \text{if } q \equiv 5 \pmod{8}; \\
\{0, 1, \cdots, \frac{q-3}{2}\}, & \text{if } q \equiv 1 \pmod{8}.
\end{cases}
\]
By Corollary 3, \( C_{q-3} \left( \mathbb{F}_q^*, \frac{q-1}{2}, \eta, v \right) \) over \( \mathbb{F}_q^2 \) is near-MDS.

### 4 Conclusion

In this paper, a class of TGRS codes were studied. The properties such as self-dual, near-MDS, MDS of the codes were considered. It is interesting that some special TGRS codes are near-MDS or MDS if and only if certain subset product problem is solvable or not. The subset sum problem on finite fields has attracted a lot of attention in the last decades, including theoretical aspect and applications in cryptography and coding theory, etc. Although the subset product problem on finite fields \( \mathbb{F}_q \) is equivalent to the subset sum problem on the residue class ring \( \mathbb{Z}/(q-1)\mathbb{Z} \) by taking discrete logarithm, their computational hardness might be slightly different as discrete logarithm problem over finite fields is generally hard. It might be interesting to study the subset product problem on finite fields directly.
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