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Abstract

We introduce a global scheme on the $n$-torus of a controlled auto-controlled incompressible Navier-Stokes equation in terms of a coupled controlled infinite ODE-system of Fourier-modes with smooth data. We construct a scheme of global approximations related to linear partial integro-differential equations in dual space which are uniformly bounded in dual Sobolev spaces with polynomially decaying modes. Global boundedness of solution can be proved using an auto-controlled form of the scheme with damping via a time dilatation transformation. The scheme is based on some infinite matrix algebra related to weakly singular integrals, and a Trotter-product formula for dissipative operators which leads to rigorous existence results and uniform global upper bounds. For data with polynomial decay of the modes (smooth data) global existence follows from the preservation of upper bounds at each time step, and a compactness property in strong dual Sobolev spaces (of polynomially decaying Fourier modes). The main difference to schemes considered in [10, 11, 12, 13, 14, 15, 16] is that we have a priori estimates for solutions of the iterated global linear partial integro-differential equations. Furthermore, the external control function is optional, controls only the non-dissipative zero modes and is, hence, much simpler. The analysis of the scheme leads to an algorithmic scheme of the Navier-Stokes equation on the torus for regular data based on the Trotter-type product formula for specific dissipative operators. The infinite systems are written also in a real sinus and cosinus basis for numerical purposes. The main intention here is to define an algorithm which uses the damping via dissipative modes and which converges in strong norms for arbitrary viscosity constants $\nu > 0$. Finally, we discuss some notions of the concept of 'turbulence', which may be a concept to be described by dynamical properties, as has been suggested by other authors for a long time (cf. [2, 3, 4]). An appendix contains a detailed analysis of Euler type Trotter product schemes and criteria of convergence. In this latest version of the paper convergence is reconsidered in detail in the appendix.
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1 Introduction

The formal transformation of partial differential equations to infinite systems of ordinary differential equations via representations in a Fourier basis may be useful if the problem is posed on a torus. Formal representations of solutions are simplified at least if the equations are linear. Well, even nonlinear infinite ODE-representations may be useful in order to define solution schemes. However, in order to make sense of an exponential function of an infinite matrix applied to an infinite vector the sequence spaces involved have to be measured in rather strong norms. Schur [23] may have been the first who provided necessary and sufficient conditions such that infinite linear transformations make sense. His criteria were in the sense of $l^1$-sequence spaces and are far too weak for our purposes here. However, dealing with the incompressible Navier-Stokes equation we shall assume that the initial vector-valued data function $h = (h_1, \cdots, h_n)^T$ satisfies

$$h_i \in C^\infty(T^n),$$

where $T^n$ denotes the $n$-torus (maybe the only flat compact manifold of practical interest when studying the Navier-Stokes equation). In the following let $Z$ be the set of integers, let $N$ be the set of natural numbers including zero, let $\mathbb{R}$ denote the field of real numbers, and let $\alpha, \beta \in Z^n$ denote multiindices of the set $Z^n$ of $n$-tuples of integers. Differences of multiindices $\alpha - \beta \in Z^n$ are built componentwise, and as usual for a multiindex $\gamma$ with nonnegative entries we denote $|\gamma| = \sum_{i=1}^{n} |\gamma_i|$. Consider a smooth function $h = (h_1, \cdots, h_n)^T$ with $h_i \in C^\infty(T^n_l)$, where $T^n_l = \mathbb{R}^n/\mathbb{Z}^n$ is the torus of dimension $n$ and size $l > 0$. Note that the smoothness of the functions $h_i$ means that there is a polynomial decay of the Fourier modes, i.e., for a torus of size $l = 1$ for the modes of multivariate differentials of the function $h_i$ we have

$$D^\gamma h_{i\alpha} := \int_{T^n} D^\gamma_{\alpha} h_i(x) \exp(-2\pi i \alpha x) \, dx$$

$$= (-1)^{|\gamma|} \int_{T^n} h_i(x) \Pi_{i=1}^{n} (2\pi i \alpha_i)^{\gamma_i} \exp(-2\pi i \alpha x) \, dx$$

$$= \Pi_{i=1}^{n} (2\pi i \alpha_i)^{\gamma_i} h_{i\alpha},$$

where as usual for a multiindex $\gamma$ with nonnegative entries $\gamma_i \geq 0$ the symbol $D^\gamma_{\alpha}$ denotes the multivariate derivative with respect to $x$ and of order $\gamma_i$ with respect to the $i$th component of $x$. Here $h_{i\alpha}$ is the $\alpha$th Fourier mode of the function $h_i$, and $D^\gamma h_{i\alpha}$ is the $\alpha$th Fourier mode of the function $D^\gamma_{\alpha} h_i$. Since $D^\gamma_{\alpha} h_i$ is smooth this function has a Fourier decomposition on $T^n$. The sequence $(D^\gamma_{\alpha} h_{i\alpha})_{\alpha \in Z^n}$ of the associated $\alpha$-modes exists in the space of square integrable sequences $l^2(Z^n)$. Hence, we have polynomial decay of the modes $h_{i\alpha}$ as $|\alpha| \uparrow \infty$. This polynomial decay is important in the following in order to make sense of certain matrix operations with certain multiindexed infinite...
matrices and multiplications of these matrices with infinite vectors, because we are interested in regular solutions. In the following we have in mind that a multiindexed vector

\[ u^F := (u_\alpha)^T_{\alpha \in \mathbb{Z}^n} \]

(the superscript T meaning ’transposed’) with (possibly complex) constants \( u_\alpha \) (although we consider only real solutions in this paper) which decay fast enough as \( |\alpha| \uparrow \infty \) corresponds to a function

\[ u \in C^\infty (\mathbb{T}^n), \]

where

\[ u(x) := \sum_{\alpha \in \mathbb{Z}^n} u_\alpha \exp \left( \frac{2\pi i \alpha x}{l} \right). \]

We are interested in real functions, and real Fourier systems will be considered along with complex Fourier systems. The advantage of complex Fourier systems is that the notation is more succinct, and they lead to real solutions as well. However, form the numerical point of view it may be an advantage to control the error on real spaces. Therefore it make sense to deal with complex Fourier systems and compare them to real Fourier systems on an algorithmic or numerical level at decisive steps where in order to ensure that the approximative solution constructed is real or that the error of the approximative solution is real. More precisely, if the latter representation can be rewritten with real functions \( \cos \left( \frac{2\pi i \alpha x}{l} \right) \) and \( \sin \left( \frac{2\pi i \alpha x}{l} \right) \) and with real coefficients of these functions, then the function in (4) has values in \( \mathbb{R} \), and this is the case we have in mind in this paper. Later we shall write a system in the basis

\[ \{ \sin \left( \frac{\pi \alpha x}{l} \right) \cos \left( \frac{\pi \alpha x}{l} \right) \}_{\alpha \in \mathbb{N}^n}, \]

where \( \mathbb{N} \) denotes the set of natural numbers including zero, i.e., we have \( 0 \in \mathbb{N} \). We shall see that the analysis obtained in the complex notation can be transferred to real analysis with respect to the basis (1).

We say that the infinite vector \( u^F \) is in the dual Sobolev space of order \( s \in \mathbb{R} \), i.e.,

\[ u^F \in h^s (\mathbb{Z}^n) \]

in symbols, if the corresponding function \( u \) defined in (4) is in the Sobolev space \( H^s (\mathbb{T}^n) \) of order \( s \in \mathbb{R} \). We may also define the dual space \( h^s \) directly defining

\[ u^F \in h^s (\mathbb{Z}^n) \leftrightarrow \sum_{\alpha \in \mathbb{Z}^n} |u_\alpha|^2 \langle \alpha \rangle^{2s} < \infty, \]

where

\[ \langle \alpha \rangle := \left( 1 + |\alpha|^2 \right)^{1/2}. \]

The two definitions are clearly equivalent.
Note that being an element of the function space in (7) for nonnegative s means that we have some decay of the \( \alpha \)-modes. The less the order of decay the less regularity we have. For example for constant \( \alpha \)-modes the corresponding function in classical \( H^s \)-space

\[
\sum_{\alpha \in \mathbb{Z}^n} C \exp\left(\frac{2\pi i \alpha x}{l}\right)
\]

is a formal expression of \( C \) times the \( \delta \) distribution and we have

\[
\delta \in H^s \quad \text{if} \quad s < -\frac{n}{2}.
\]

Now we may rephrase the ideas in [10], [11], [12], [14], and [15] in this context. We shall deviate from these schemes as we simplify the control function and define an iterated scheme of global equations corresponding to linear partial integro-differential equations approximating the (controlled) incompressible Navier-Stokes equation. We also apply the auto-control transformation in order to sharpen analytical results and get global smooth solutions which are uniformly bounded in time. Note that the latter idea can be made consistent with efficiency if we consider stepsizes of size \( 0^\frac{1}{2} \) in the time dilatation transformation considered below, which then stretches a time interval \([0,0,5]\) to a time interval of length \([0,1/\sqrt{2}]\) which is a small increment of amount in time compared to the advantage of a strong potential damping term stabilizing the scheme. Formally, the modes \((v_{i\alpha})_{\alpha \in \mathbb{Z}^n}, 1 \leq i \leq n, \) of the velocity function \( v_i, 1 \leq i \leq n, \) of the incompressible Navier-Stokes equation satisfy the infinite ODE-system (derivation below)

\[
\frac{dv_{i\alpha}}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi^2 \alpha_j^2}{l^2} \right) v_{i\alpha} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi \gamma_j}{l} v_{j(\alpha - \gamma)} v_{i\gamma}
+ 2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \sum_{k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi^2 \gamma_j (\alpha_k - \gamma_k) v_{j\gamma} v_{k(\alpha - \gamma)}}{4 \sum_{i=1}^{n} 4\pi^2 \alpha_i^2},
\]

where the modes \( v_{i\alpha} \) depend on time \( t \) and such that for all \( 1 \leq i \leq n \) and all \( \alpha \in \mathbb{Z}^n \) we have

\[
v_{i\alpha}(0) = h_{i\alpha}.
\]

In the infinite system and for fixed \( \alpha \) we call the equation in (12) with left side \( \frac{dv_{i\alpha}}{dt} \) the \( \alpha \)-mode equation. Some simple but important observations are in order here. First note that the damping

\[
\sum_{j=1}^{n} \nu \left( -\frac{4\pi^2 \alpha_j^2}{l^2} \right)
\]

is not equal to zero unless \( |\alpha| = \sum_{i=1}^{n} |\alpha_i| = 0. \) Hence we have damping except for the zero-modes \( v_{i0} \) (where the subscript 0 denotes the n-tuple
of zeros). Second, note that the zero modes \( v_{i0} \) contribute to the \( \alpha \)-mode equation for \( \alpha \neq 0 \) only via the convection terms. This is because for the second term on the right side of (489) only the term with \( \gamma = \alpha \), i.e., the summand

\[
- \sum_{j=1}^{n} \frac{2\pi i \alpha_j}{l} v_{j0} v_{i\alpha}
\]

(15)
contains a zero mode. Third, note that the pressure term in (489) has no zero mode summands since

\[
2\pi i \alpha_1 \{ \alpha \neq 0 \} \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}} \frac{4\pi^2 \alpha_j^2}{\alpha \gamma} v_{j\gamma} v_{k(\alpha - \gamma)}
\]

(16)

More precisely, note that the 0-mode equation consists only of terms corresponding to convection terms, i.e., we have

\[
\frac{dv_{i0}}{dt} = - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z} \setminus \{0\}} \frac{2\pi i \gamma_j}{l} v_{j(-\gamma)} v_{i\gamma}.
\]

(17)
Furthermore we observe that in (17) we have no zero modes on the right side but only non zero-modes of coupled equations. Furthermore all non-zero modes involve a damping term, because \( \nu \left( - \frac{4\pi^2 \alpha_j^2}{\nu^2} \right) < 0 \) for \( \nu > 0 \) and \( |\alpha| \neq 0 \). Note that this damping becomes stronger as the order of the modes \( |\alpha| \neq 0 \) increases - an important difference to the incompressible Euler equation, where we have no viscosity damping indeed. This is also a first hint that it may useful to define a controlled incompressible Navier-Stokes equation on the torus where a simple control function controls just the zero modes. In order to sharpen analytical results we shall consider extended auto-controlled schemes where we introduce a damping term via time dilatation similar as in [10]. This is a time transformation at each time step, and as at each local time step we deal with time-dependent operators this additional idea fits quite well with the scheme on a local level. On a global time-level it guarantees the preservation of global upper bounds. This idea is implemented in local time where we may consider the coordinate transformation

\[
(\tau(t), x) = \left( \frac{t}{\sqrt{1 - t^2}}, x \right)
\]

(18)
which is a time dilatation effectively and leaves the spatial coordinates untouched. Then on a time local level, i.e., for some parameter \( \lambda > 0 \) and \( t \in [0, 1) \) the function \( u_i \), \( 1 \leq i \leq n \) with

\[
\lambda(1 + t) u_i(\tau, x) = v_i(t, x),
\]

(19)
carries all information of the velocity function on this interval, and satisfies
\[
\frac{\partial}{\partial t} v_i(t, x) = \lambda u_i(\tau, x) + \lambda(1 + t) \frac{\partial}{\partial \tau} u_i(\tau, x) \frac{d\tau}{dt},
\]
where
\[
\frac{d\tau}{dt} = \frac{1}{\sqrt{1 - t^2}}.
\]
We shall choose \(0 < \lambda < 1\) in order to make the nonlinear terms smaller on the time interval compared to the damping term (they get an additional factor \(\lambda\). The price to pay are larger initial data but we shall observe that we can compensate this in an appropriate scheme.

Remark 1.1. Alternatively, we can use localized transformations of the form
\[
\lambda(1 + (t - t_0))u_i^{t_0}(\tau, x) = v_i(t, x), \mu > 0
\]
for \(t_0 \geq 0\) and where
\[
(\tau(t), x) = \left(\frac{t - t_0}{\sqrt{1 - (t - t_0)^2}}, x\right),
\]
\[
\frac{\partial}{\partial t} v_i(t, x) = \lambda u_i(\tau, x) + \lambda(1 + t - t_0) \frac{\partial}{\partial \tau} u_i(\tau, x) \frac{t - t_0}{\sqrt{1 - (t - t_0)^2}}.
\]
Using this localized term we can avoid a weaker damping as time increases. In the following we get the equations for the transformations of the form \((22)\) if we replace \(t\) by \(t - t_0\) in the coefficients.

We denote the inverse of \(\tau(t)\) by \(t(\tau)\). For the modes of \(u_i\), \(1 \leq i \leq n\) we get the equation
\[
\frac{du_{i\alpha}}{d\tau} = \sqrt{1 - t(\tau)^2} \sum_{j=1}^{n} \nu \left(\frac{-4\pi\alpha_i^2}{\nu}\right) u_{i\alpha} - 
\]
\[
\lambda(1 + t(\tau))\sqrt{1 - t(\tau)^2} \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 2\pi i\gamma_j u_{j(\alpha - \gamma)} u_{i\gamma} + 
\]
\[
\lambda(1 + t(\tau))\sqrt{1 - t(\tau)^2} \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi^2 \gamma_j (\alpha_k - \gamma_k) u_{j\gamma} u_{k(\alpha - \gamma)}
\]
\[
- \sqrt{1 - t(\tau)^2} (1 + t(\tau))^{-1} u_{i\alpha}.
\]
Note that in the latter equation the nonlinear terms have the factor \(\lambda\) (which may be chosen to be small) while the damping potential term has no factor \(\rho\) and may dominate the nonlinear terms. Note that \(\lambda > 0\) is another scaling factor. Especially, in the transformation above the Laplacian has no coefficient \(\lambda > 0\). Using a time dilatation transformation at each time step it becomes easier to prove the existence of global upper bounds. On the
other hand, used in the present form, at each time step we blow up a time step interval of size 1 to size infinity, and this is certainly more interesting from an analytical than from a numerical or computational point of view. Well, in general it may be useful to have stability of computations and also in this situation it may be interesting to use time dilatation transformations in order to obtain stability via damping and pay the price of additional computation costs for this stability. So it seems prima facie. However on closer inspection we observe that we may use a time dilatation algorithm on a smaller interval (not on unit time intervals \([l-1, l]\) but on half unit time intervals \([l-1, l-\frac{1}{2}]\) for example and repeat the subscheme twice. The time step size does not increase very much then (by the nature of the time transformation) but we have a damping term now. We shall discuss this more closely in the section about algorithms.

Next we make this idea of our schemes more precise by defining the schemes for computing the modes. We forget the time dilatation for a moment since this is a local operation and consider the global equation in time coordinates \(t \geq 0\) again. For purposes of global existence it can make sense to start with the the multivariate Burgers equation, because we know that we have a unique global regular solution for this equation on the \(n\)-torus. As we shall see below in more detail starting with an assumed solution or the multivariate Burgers equation is also advantageous from an analytical point of view as we know the existences of regular solutions (polynomial decay of modes) and we have to take care only of the additional Leray projection term. On the other hand, and from a numerical point of view we have no explicit formula for solutions of multivariate Burgers equation (except in special cases) and, hence, in a numerical scheme we should better construct the solution. The existence of global solutions \(u^b\) can be derived by the a priori estimates

\[
\frac{\partial}{\partial t} \|u^b(t, .)\|_{H^s} \leq \|u^b(t, .)\|_{H^{s+1}} \sum_{i,j} \sum_{|\alpha|+|\beta| \leq s} \|D^\alpha u^b_i D^\beta u_j\|_{L^2} - 2\|\nabla u^b\|_{H^s},
\]

which hold on the \(n\)-torus, or by the arguments which we discussed in \[13\] and \[14\]. In our context this means that for positive viscosity \(\nu > 0\) and smooth data (at least formally) we have a global regular solution for the system for \(1 \leq i \leq n\) and \(\alpha \in \mathbb{Z}^n\) of the form

\[
\frac{du^b_i}{dt} = \sum_{j=1}^n \nu \left( -\frac{4\pi \alpha^2_j}{\nu} \right) u^b_{i\alpha} - \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i\gamma}{2\pi i\gamma} u^b_{j(\alpha-\gamma)} u^b_{i\gamma},
\]

where \(u^b_{i\alpha}\) depend on time \(t\) and such that for all \(1 \leq i \leq n\) and all \(\alpha \in \mathbb{Z}^n\) we have

\[
u^b_{i\alpha}(0) = h_{i\alpha}.
\]

This suggests the following first approach concerning a (formal) scheme for the purpose of global existence. We compute first \(u^0_{i\alpha} = u_{i\alpha}\) for \(1 \leq i \leq n\)
and $\alpha \in \mathbb{Z}^n$ and then iteratively

$$v_i^k := v_i^0 + \sum_{p=1}^k \delta v_{i\alpha}^p,$$

(29)

where $\delta v_{i\alpha}^p := v_{i\alpha}^p - v_{i\alpha}^{p-1}$ for all $1 \leq i \leq n$ and $\alpha \in \mathbb{Z}^n$ and for $p \geq 1$ we have

$$\frac{dv_{i\alpha}^p}{dt} = \sum_{j=1}^n \nu \left( \frac{4\pi \alpha^2}{l^2} \right) v_{i\alpha}^p - \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi \gamma_j}{i} v_{j(\alpha - \gamma)} v_{i\gamma}^p$$

$$+ 2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \sum_{j,k=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k - \gamma_k) v_{j(\alpha - \gamma)} v_{i\gamma}^{p-1}}{i \gamma_i}$$

$$+ \sum_{i=1}^n \frac{4\pi \alpha_i}{i} v_{i\alpha}^{p-1},$$

(30)

where $v_{i\alpha}$ depend on time $t$ and such that for all $1 \leq i \leq n$ and all $\alpha \in \mathbb{Z}^n$ we have

$$v_{i\alpha}(0) = h_{i\alpha}.$$  

(31)

Alternatively, we may start with the initial data $h_i$ and their modes $h_{i\alpha}$ as first order coefficients of the first approximating equation. In this case we have for an iteration number $p \geq 0$ the approximation at the $p$th stage via the linear equation

$$\frac{dv_{i\alpha}^p}{dt} = \sum_{j=1}^n \nu \left( \frac{4\pi \alpha^2}{l^2} \right) v_{i\alpha}^p - \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi \gamma_j}{i} v_{j(\alpha - \gamma)} v_{i\gamma}^p$$

$$+ 2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \sum_{j,k=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k - \gamma_k) v_{j(\alpha - \gamma)} v_{i\gamma}^{p-1}}{i \gamma_i}$$

$$+ \sum_{i=1}^n \frac{4\pi \alpha_i}{i} v_{i\alpha}^{p-1},$$

(32)

where again for all $1 \leq i \leq n$ and all $\alpha \in \mathbb{Z}^n$ we have

$$v_{i\alpha}(0) = h_{i\alpha}.$$  

(33)

For $p = 0$ we then have $v_{j(\alpha - \gamma)}^{p-1} = v_{j(\alpha - \gamma)}^{-1} := h_{j(\alpha - \gamma)}$. The latter equation in (32) still corresponds to a partial integro-differential equation. However, this scheme has the advantage that we can built an algorithm on it via a Trotter product formula for infinite matrices (because we know the data $h_{i\alpha}$ and for $p \geq 1$ the data $v_{i\alpha}^{p-1}$ from the previous iteration step).

**Remark 1.2.** The equation in (32) corresponds to a linear integro-differential equation in classical space and differs in this respect from the approximations we considered in [14] and [15] and also in [16, 12, 11] (although we mentioned this type of global scheme in [11]). The analysis in all these papers was based on local equations because a priori estimates are easier at hand - as is the trick with the adjoint. In dual spaces of Fourier basis representation considered in this paper spatially global equations are easier to handle. We
could also use the corresponding local equations. The corresponding system is

\[
\frac{dv_i^p}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha^2}{p^2} \right) v_i^p - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 2\pi i \gamma_j \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi \gamma_j (\alpha_k - \gamma_k) v_i^p v_j^p v_k^{p-1} v_{k(\alpha - \gamma)}^{p-1} \sum_{j=1}^{n} 4\pi \alpha_j^2. \tag{34}
\]

but there is no real advantage analyzing (34) instead of (32). Note that may even 'linearize' the Burgers term and substitute the Burger's term (34) by the term \(\sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 2\pi i \gamma_j \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi \gamma_j (\alpha_k - \gamma_k) v_i^p v_j^p v_k^{p-1} v_{k(\alpha - \gamma)}^{p-1} \sum_{j=1}^{n} 4\pi \alpha_j^2\). We considered this in [15] in classical spaces in order to avoid the use of the adjoint of fundamental solutions and work with estimates of convolutions directly. Again, there is no great advantage to do the same in dual spaces, and it is certainly not preferable from an algorithmic point of view.

Note that the 'global' term in (30) and (32) is of the form

\[
2\pi i \alpha_1 \{\alpha \neq 0\} \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi \gamma_j (\alpha_k - \gamma_k) v_i^p v_j^p v_k^{p-1} v_{k(\alpha - \gamma)}^{p-1} \sum_{j=1}^{n} 4\pi \alpha_i^2. \tag{35}
\]

and it looks more like its 'local' companions (especially the Burgers term) in this discrete Fourier-based representation than is the case for representations in classical spaces. Formally, for all \(1 \leq i \leq n\) and \(\alpha \in \mathbb{Z}^n\) and for \(p \geq 1\) for \(\delta v_i^p = v_i^p - v_i^{p-1}, \alpha \in \mathbb{Z}^n\) we have

\[
\frac{dv_i^p}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha^2}{p^2} \right) v_i^p - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 2\pi i \gamma_j \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi \gamma_j (\alpha_k - \gamma_k) v_i^p v_j^p v_k^{p-1} v_{k(\alpha - \gamma)}^{p-1} \sum_{j=1}^{n} 4\pi \alpha_j^2. \tag{36}
\]

where \(v_{i\alpha}\) depend on time \(t\) and such that for all \(1 \leq i \leq n\) and all \(\alpha \in \mathbb{Z}^n\) we have

\[
\delta v_{i\alpha}(0) = 0. \tag{37}
\]

It is well-known that the viscosity parameter may be chosen arbitrarily. This fact facilitates the analysis a bit, but for the proof of global existence it is not essential. It is important that the viscosity is strictly positive \((\nu > 0)\). We need this for the Trotter product formula below, and without it the arguments breaks down.
Remark 1.3. In order to have a certain contraction property of iterated weakly singular elliptic integrals for all modes and in order to have a stronger diffusion damping we consider parameter transformations of the form

\[ v_i(t, x) = r^\lambda v_i^*(r^\nu_0 t, r^\mu x), \quad p(t, x) = r^\delta p^*(r^\nu' t, r^\mu x) \]  

(38)

long with \( \tau = r^\nu t \) and \( y = r^\mu x \) for some positive real number \( r > 0 \) and some positive real parameters \( \lambda, \mu, \nu_0, \nu' \). We have (using Einstein notation for spatial variables)

\[ \frac{\partial}{\partial \tau} v_i(t, x) = r^{\lambda + \nu_0} \frac{\partial}{\partial \tau} v_i^*(\tau, y), \quad v_{i,j}(t, x) = r^{\lambda + \mu} v_{i,j}^*(\tau, y), \]  

(39)

\[ v_{i,j,k}(t, x) = r^{\lambda + 2\mu} \frac{\partial^2}{\partial x_j \partial x_k} v_i^*(\tau, y), \quad p_{i}(t, x) = r^{\delta + \mu} p_{i}^*(\tau, y). \]

Hence

\[ r^{\lambda + \nu_0} \frac{\partial}{\partial \tau} v_i^*(\tau, y) = \nu r^{\lambda + 2\mu} \Delta v_i^*(\tau, y) - \sum_{j=1}^{n} r^{2\lambda + \mu} v_j^*(\tau, y) \frac{\partial v_i^*}{\partial x_j}(\tau, y) - r^{\delta + \mu} p_{i}^*, \]  

(40)

or

\[ \frac{\partial}{\partial \tau} v_i^*(\tau, y) = \nu r^{\lambda + 2\mu - \lambda - \nu_0} \Delta v_i^*(\tau, y) \]

(41)

\[ - \sum_{j=1}^{n} r^{2\lambda + \mu - \lambda - \nu_0} v_j^*(\tau, y) \frac{\partial v_i^*}{\partial x_j}(\tau, y) - r^{\delta + \mu - \lambda - \nu_0} p_{i}^*, \]

which (for example) for the parameter constellations

\[ \mu, \nu, \lambda, \delta \text{ with } \lambda + \mu - \nu_0 = 0 \text{ and } \delta + \mu - \lambda - \nu_0 = 0 \]  

(42)

becomes

\[ \frac{\partial}{\partial \tau} v_i^*(\tau, y) = \nu r^{2\mu - \nu_0} \Delta v_i^*(\tau, y) - \sum_{j=1}^{n} r^{\lambda + \mu - \nu_0} v_j^*(\tau, y) \frac{\partial v_i^*}{\partial x_j}(\tau, y) - r^{\delta + \mu - \lambda - \nu_0} p_{i}, \]  

(43)

\[ = \nu r^{2\mu - \nu_0} \Delta v_i^*(\tau, y) - \sum_{j=1}^{n} v_j^*(\tau, y) \frac{\partial v_i^*}{\partial x_j}(\tau, y) - p_{i}. \]

Note that we may choose (for example) \( 2\mu - \nu' \in \mathbb{R}_+ \) (\( \mathbb{R}_+ \) being the set of strictly positive real numbers) freely and still satisfy the conditions (42). Note that we can take \( \nu' = \nu_0 = \nu \). Especially, we are free to assume any viscosity \( \nu > 0 \). Note that the Leray projection term is determined via the relation \( \Delta p^* = \sum_{j,m} (v_{j,m}^* v_{m,j}^*) \), and for some parameter constellations it gets the same parameter coefficient as the the burgers term (cf. Appendix). Furthermore, choosing \( \lambda = \delta = 0 \) and \( \mu < \nu_0 < 2\mu \) with \( \mu \) large viscosity damping coefficient becomes large compared to the parameter coefficients of the nonlinear terms as we get the equation

\[ \frac{\partial}{\partial \tau} v_i^*(\tau, y) = \nu r^{2\mu - \nu_0} \Delta v_i^*(\tau, y) - \sum_{j=1}^{n} r^{\lambda + \mu - \nu_0} v_j^*(\tau, y) \frac{\partial v_i^*}{\partial x_j}(\tau, y) - r^{\mu - \nu_0} p_{i}. \]  

(44)
Indeed for large $\mu$ we have a strong viscosity damping and small coefficients of the Burgers and the Leray projection term. Especially for large $\mu$ in this parameter constellation we have a contraction property of elliptic integrals which serve as natural upper bounds of the nonlinear growth terms. For example, in natural iteration schemes we may use the relation

$$\sum_{\beta \in \mathbb{Z}^n \setminus \{0, \alpha\}} \frac{C}{|\alpha - \beta|^s} \frac{C}{\beta^r} \leq \frac{cC^2}{1 + |\alpha|^{r+s-n}}$$  \hspace{1cm} (45)$$

in order to estimate the growth contribution of the Leray projection term at one time step, where for $r \geq n$ and $s \geq n + 1$ we have $r + s - n \geq n + 2$. The $c$ in (45) depends only on the dimension, in with $\mu$ large enough we obtain a contraction property for all modes $\alpha$ different from 0. For the numerical and computational analysis it is useful to refine this a bit and consider in addition certain bi-parameter transformation with respect to the viscosity constant $\nu > 0$ and with respect to the diameter $l$ of the $n$-torus. From an analytic perspective we may say that it is sufficient to prove global existence for specific parameters $\nu > 0$ and $l > 0$. Let us consider coordinate transformations with parameter $l > 0$ first. If $v^1, p^1$ is solution on the domain $[0, \infty) \times \mathbb{T}^n_1$, then the function pair $(t, x) \to v^1(t, x)$, and $(t, x) \to p^1(t, x)$ on $[0, \infty) \times \mathbb{T}^n_1$ along with

$$v^l(t, x) := \frac{1}{l} v^1 \left( \frac{t}{l^2}, \frac{x}{l} \right),$$  \hspace{1cm} (46)$$

and

$$p^l(t, x) := \frac{1}{l^2} p^1 \left( \frac{t}{l^2}, \frac{x}{l} \right)$$  \hspace{1cm} (47)$$

is a solution pair on the $n$-torus of size $l > 0$ with initial data

$$h^l(x) := \frac{1}{l} h^1 \left( \frac{x}{l} \right) \text{ on } \mathbb{T}^n_1.$$  \hspace{1cm} (48)$$

Hence if we can construct solutions to the Navier-Stokes solution for $h_1 \in C^\infty(\mathbb{T}^n_1)$ without further restrictions on the data $h_1$, then we can construct global solutions for the problem in $\mathbb{T}^n_1$ with $h = h_1 \in C^\infty \subseteq (\mathbb{T}^n_1)$ with factor $l$ as in (48). We only need to produce a fixed number $l > 0$ such that arbitrary data are allowed. Second if $v^i, 1 \leq i \leq n$ is a solution to the incompressible Navier-Stokes equation with parameter $\nu > 0$ then via the time transformation

$$v_i(t, x) := (\nu)^{-1} v^i((\nu)^{-1} t, x), \quad p(t, x) := (\nu)^{-2} p^i((\nu)^{-1} t, x)$$  \hspace{1cm} (49)$$

(for all $t \geq 0$) we observe that $v_i$ is solution of the incompressible Navier-Stokes equation with viscosity parameter which may be chosen. Concatenation of the previous transformations shows that we can indeed choose specific
values for \( \nu > 0 \) and \( l > 0 \), and this may be useful for designing algorithms. For example, it is useful to observe that in (50) the modulus of the diagonal coefficients

\[
\sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{l^2} \right)
\]

becomes large for \(|\alpha| \neq 0\) if \( \nu \) is large or \( l \) is small in comparison to the other terms of the iteration in (36), but it is even more interesting that we may choose \( \nu \) large and \( l > 0 \) large on a scale such that the convection terms are small in comparison to the diagonal damping terms in (50).

As we observed in other articles for the time-local solution of the Navier-Stokes equation we may set up a scheme involving simple scalar linear parabolic equations of the form (51) below (cf. [10, 11, 12, 13, 14, 15, 16]). We maintained that in classical space a global controlled scheme for an equivalent equation can be obtained if in a time-local scheme the approximate functions in a functional series (evaluated at arbitrary time \( t \)) inherit the property of being in \( C^k \cap H^k \) for \( k \geq 2 \) together with polynomial decay of order \( k \). This is remarkable since you will not expect this from standard local a priori estimates of the Gaussian. For the equivalent controlled scheme in [15] we only needed to prove this for the higher order correction terms of the time-local scheme. There it is true for some order of decay because the representations involve convolution integrals with products of approximative value functions where each factor is inductively of polynomial decay. The growth of the Leray projection term for the scheme in [15] is linearly bounded on a certain time scale. In [10, 11, 12, 16] we proposed auto-controlled schemes and more complicated equivalent controlled schemes with a bounded regular control function which controls the growth of the controlled solution function such that solutions turn out to be uniformly bounded for all time. Actually, the simple schemes may be reconsidered in terms of the Trotter product formula representations of solutions to scalar parabolic equations of the form

\[
\frac{\partial u}{\partial t} - \nu \Delta u + W u = g,
\]

with initial data \( u(0, x) = f \in \cap_{s \in \mathbb{R}} H^s \) and some dynamically generated source terms \( g \), and where \( W = \sum_{i=1}^{n} w_i(x) \frac{\partial}{\partial x_i} \) is a vector field with bounded and uniformly Lipschitz continuous coefficients. The \( w_i \) then are replaced by approximative value function components at each iteration step of course. Local application of the Trotter product formula leads to representations of the from

\[
\exp \left( t (\nu \Delta + W) \right) f = \lim_{k \to \infty} \left( \exp \left( \frac{t}{k} W \right) \exp \left( \frac{t}{k} \nu \Delta \right) \right)^k f.
\]

Then in a second step having obtained time-local representations of solutions to the incompressible Navier-Stokes equation one can use this reduction from
a system to a scalar level and apply the Trotter product formula on a global
time scale. Time dilatation transformations as in [10] may be used to prove
the existence of upper bounds. From this point of view the local contraction
results considered in [15] or in [13, 14, 16] (with the use of adjoint equations)
are essential. In dual spaces the use of a Trotter product formula seems to
be not only useful but mandatory in two respects. First, consider the infinite
matrix
\[
D := (d_{\alpha\beta})_{\alpha,\beta \in \mathbb{Z}^n} := \left( \delta_{\alpha\beta} \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{l^2} \right) \right)_{\alpha,\beta \in \mathbb{Z}^n}
\]  
with the infinite Kronecker delta function \( \delta_{\alpha\beta} \), i.e,
\[
\delta_{\alpha\beta} = \begin{cases} 
1 & \text{if } \alpha = \beta \\
0 & \text{if } \alpha \neq \beta.
\end{cases}
\]  

If we measure regularity with respect to the degree of decay of entries as
the order of the modes increases, then this matrix lives in a space of rather
weak regularity. Worse then this, iterations of the matrix, i.e., matrices of
the form
\[
D^2 := DD =: \left( d_{\alpha\beta}^{(2)} \right)_{\alpha,\beta \in \mathbb{Z}^n} := \left( \sum_{\gamma \in \mathbb{Z}^n} d_{\alpha\gamma} d_{\gamma\beta} \right)_{\alpha,\beta \in \mathbb{Z}^n}
\]
\[
D^m := DD^{m-1} =: \left( d_{\alpha\beta}^{(m)} \right)_{\alpha,\beta \in \mathbb{Z}^n} := \left( \sum_{\gamma \in \mathbb{Z}^n} d_{\alpha\gamma} d_{\gamma\beta}^{(m-1)} \right)_{\alpha,\beta \in \mathbb{Z}^n}
\]
live in matrix spaces of lower and lower regularity as \( m \) increases (if we
measure regularity in relation to decay with respect to the order of modes).
However, since the matrix \( D \) has a minus sign we may make sense of the
matrix
\[
\exp(D) = (\delta_{\alpha\beta} \exp(d_{\alpha\beta}))_{\alpha,\beta \in \mathbb{Z}^n} = \left( \delta_{\alpha\beta} \exp \left( \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{l^2} \right) \right) \right)_{\alpha,\beta \in \mathbb{Z}^n}
\]
and this matrix makes perfect sense in terms of the type of regularity men-
tioned, i.e., the type of regularity expressed by dual Sobolev spaces which
measure the order of polynomial decay of the modes. Since we consider
infinite ODEs involving a Leray projection term we shall have correlations
between the components \( 1 \leq i \leq n \) even at each approximation step. Hence
matrices which correspond to linear approximations of the Navier Stokes
equations will involve big diagonal matrices of the form
\[
(\delta_{ij} \exp(D))_{1 \leq i,j \leq n},
\]
where \( \delta_{ij} \) denotes the usual Kronecker \( \delta \) for \( 1 \leq i, j \leq n \) and \( \exp(D) \) is as in (56) above. However, the idea that such a dissipative matrix lives in a
regular (≡ ‘polynomially decaying modes as the order of modes increases’) infinite matrix space is the same. So much for the diffusion term. Note that we have some linear growth with respect to the modes of a matrix related to the convection term, and there may be some concern that iteration of this matrix lead to divergences. However, the initial data at each time step have sufficient decay such that they can serve as analytic vectors, and weakly elliptic integrals will show that these decay properties are preserved by the scheme. If the data at each substep are sufficiently regular (where ‘sufficiency’ may be determined by upper bounds obtained via weakly singular elliptic integrals, cf. below), then on a time local level algorithms via Trotter product formula approximate limits of alternate local solutions on \([t_0, t_1] \times h^s (\mathbb{Z}^n)\) of subproblems of the form

\[
\begin{align*}
\frac{dv_p^0}{dt} &= \sum_{j=1}^n \nu \left(-\frac{4\pi^2 j^2}{l^2}\right) v_{0j\alpha}^p, \\
v_{0j\alpha}^p (t_0) &= v_{j\alpha}^p (t_0), \quad \alpha \in \mathbb{Z}^n
\end{align*}
\] (58)

and

\[
\begin{align*}
\frac{dv_{1\alpha}^p}{dt} &= -\sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} 2\pi i \nu_j v_{1j(\alpha - \gamma)}^p + 2\pi i \nu_{1j(\alpha - \gamma)}^p, \\
v_{1\alpha}^p (t_0) &= v_{\alpha}^p (t_0), \quad \alpha \in \mathbb{Z}^n
\end{align*}
\] (59)

and where for \(p = 1\) we may have \(v_{1\alpha}^{p-1} = v_0^\alpha = v_{\alpha}^0 (t_0)\). Here, for \(\alpha \in \mathbb{Z}^n\) and \(1 \leq i \leq n\) the time dependent functions \(v_{i\alpha}\) are the modes of the vector \(v_i\) which is assumed to be known for time \(t_0\) (by a previous time step or by the initial data at time \(t_0 = 0\)). If we can ensure that a certain regularity of the data \(v_{i\alpha}^p (t_0)\), say \(v_i (t_0) \in h^s (\mathbb{Z}^n)\) for \(s > n + 2\) then we shall observe that \(v_i^p (t) \in \tilde{h}^s (\mathbb{Z}^n)\) for some \(s > n + 2\) and time \(t \in [t_0, t]\). The inheritance of this regularity then leads to a sequence of solutions \(v_i^p \in h^s (\mathbb{Z}^n)\) with \(s > n + 2\), where the limit solves the local incompressible Navier Stokes equation. Writing (59) in the form

\[
\begin{align*}
\frac{dv_i^p}{dt} &= B v_i^p, \\
v_i^p (t_0) &= v_i (t_0)
\end{align*}
\] (60)

where \(v_i^p = (v_{i1}^p, \ldots, v_{in}^p)^T\) and \(v (t_0) = (v_1(t_0), \ldots, v_n(t_0))^T\) are lists of infinite vectors and \(B\) is a \(n\mathbb{Z}^n \times n\mathbb{Z}^n\) matrix such that the system (60) is equivalent to the system in (59). Note that the matrix \(B\) depends only on data which are known from the previous iteration step \(p - 1\). For this
the vectors (natural time-local solution scheme. Consider the first step in our scheme for

\[ \sum_{m=1}^{\infty} \int_0^1 ds_1 \int_0^1 ds_2 \cdots \int_0^1 ds_m T_m (B(t_1)B(t_2) \cdots B(t_m)) v(t_0), \]

where for \( m = 2 \) we define

\[ T_2 (B(t_1)B(t_2)) = \begin{cases} B(t_1)B(t_2) & \text{if } t_1 \geq t_2 \\ B(t_2)B(t_1) & \text{if } t_2 > t_1, \end{cases} \]

and for \( m > 2 \) the time order operator \( T_m \) may be defined recursively. Let \( \mathcal{T}_m : \{t_1, \cdots, t_m | t_i \geq 0 \text{ for } 1 \leq i \leq m \} \). Having defined \( T_m \) for some \( m \geq 2 \) for \( m + 1 \geq 3 \) we first define

\[ T_{m+1, \leq t_{m+1}} (B(t_1)B(t_2) \cdots B(t_{m+1})) = T_k \left( B_{t_{k_i}}, \cdots, B_{t_{k_j}} \right), \]

where \( \{t_{k_i}, \cdots, t_{k_j}\} := \{t_i \in \mathcal{T}_m | t_i \leq t_m \text{ and } i \neq m\} \), and

\[ T_{m+1, > t_{m+1}} (B(t_1)B(t_2) \cdots B(t_{m+1})) = T_l \left( B_{t_{l_i}}, \cdots, B_{t_{l_i}} \right), \]

where \( \{t_{l_i}, \cdots, t_{l_i}\} := \{t_p \in \mathcal{T}_m | t_i > t_m \} \). Then

\[ T_{m+1} (B(t_1)B(t_2) \cdots B(t_{m+1})) = T_{m+1, \leq t_{m+1}} (B(t_1)B(t_2) \cdots B(t_{m+1})) \times \]

\[ \times B(t_{m+1}) T_{m+1, > t_{m+1}} (B(t_1)B(t_2) \cdots B(t_{m+1})). \]

We shall observe that for data \( v_i(t_0) \in h^s (\mathbb{Z}^n) \) for \( s > n + 2 \) and \( 1 \leq i \leq n \) a natural iteration scheme preserves regularity in the sense that \( v_i^p \in h^s (\mathbb{Z}^n) \) for all \( 1 \leq i \leq n \) and \( p \geq 1 \). Next we define some more basic parts of a natural time-local solution scheme. Consider the first step in our scheme for the vectors \( v^p^0)_{\alpha \in \mathbb{Z}^n} \). For \( p = 0 \) the modes \( (v^0^0)_{\alpha \in \mathbb{Z}^n} \) are equal to the modes of the (auto-)controlled scheme we describe below and the corresponding equation can be written in the form

\[
\frac{dv^0}{dt} = \sum_{j = 1}^{\alpha} \nu \left( -\frac{4\pi \alpha^2}{l^2} \right) v^0_{\alpha j} - \sum_{j = 1}^{\alpha} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma}{\alpha} h_{j(\alpha-\gamma)} v^0_{\gamma j} + 2\pi i \sum_{\alpha \neq 0} \sum_{j = 1}^{\alpha} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi i \gamma (\alpha_k - \gamma_k) v^0_{\alpha j} h_{k(\alpha-\gamma)}}{4\pi i \gamma}.
\]

If we consider the n-tuple \( v^F = (v^F_1, \cdots, v^F_n)^T \) as an infinite vector with \( v^F_i := (v_{i\alpha})_{\alpha \in \mathbb{Z}^n} \), then with the usual identifications the equation (66) is equivalent to an infinite linear ODE

\[
\frac{dv^0}{dt} = A_0 v^{0,F},
\]
where the matrix $A_0$ is implicitly defined by (66) and will be given explicitly in our more detailed description below. Together with the initial data

$$v^{0,F}(0) = h^F(0)$$

(68)

this is an equivalent formulation of the equation for the first step of our scheme. We shall define a dissipative diagonal matrix $D_0$ and a matrix $B_0$ related to the convection and Leray projection terms such that $A_0 = D_0 + B_0$, and prove a Trotter product formula which allows us to make sense of the formal solution

$$v^{0,F}(t) = \exp(A_0 t)h^F$$

(69)

Here $P_{M_l}$ denotes a projection to the finite modes of order less or equal to $l > 0$. Here and in the following we may consider some order of the multiindices and assume that this order is preserved by the projection operators. Note that at this first stage the modes $h^\alpha$ are not time-dependent. Hence $A_0$ is defined as a matrix which is independent of time, and we have no need of a Dyson formalism at this stage. For the higher stages of approximation we have to deal with time dependence of the related infinite matrices $A_p$ which define the infinite ODEs at iteration step $p \geq 0$ for the modes $v^p_i^\alpha$ and $v^{r,p}_i^\alpha$ in the presence of a control function $r$. The formula (52) makes clear why strong contraction estimates of the time-local expressions

$$\exp\left(\frac{t}{k} W\right) \exp\left(\frac{t}{k} \nu \Delta\right) f$$

(70)

are important. As we said, we pointed out this in [14] and [15] from a different point of view. In dual spaces we may approximate such expressions via matrix equations of finite modes (projections of expressions of the form (70) to approximating equations of finite modes). For the finite mode approximation of the first approximation sequence $v^{0}_i^\alpha$, $\alpha \in \mathbb{Z}^n$ first order coefficients are time independent and we may use the Baker-Campbell-Hausdorff formula for finite matrices $A$ and $B$ of the form

$$\exp(A) \exp(B) = \exp(C),$$

(71)

where

$$C = A + B + \frac{1}{2} [A, B] + \frac{1}{12} [A, [A, B]] + \frac{1}{72} [[A, B], B]$$

(72)

+ higher order terms.

Here $[.,.]$ denote Lie brackets and the expression 'higher order terms' refers to all terms of multiple commutators of $A$ and $B$. We shall see that for dissipative operators as in the case of the incompressible Navier-Stokes equation
and its linear approximations we can prove extensions of the formula in (71), or we can apply the formula in (71) considering limits to infinite matrices applied to infinite vectors with polynomial decay of some order, where we restrict our investigation to the special cases which fit for the analysis of some infinite linear ODEs approximating the incompressible Navier-Stokes equation written in dual space. Note that for higher order approximations $v_{i\alpha}^p$, $\alpha \in \mathbb{Z}^n$, $1 \leq i \leq n$ with $p \geq 1$ we have time dependence of the coefficients and this means that we have to apply a time order operator as in Dyson’s formalism in order to solve the related linear approximating equations formally. Using our observations on well defined infinite matrix operations for function spaces with appropriate polynomial decay these formal Dyson formalism solutions can be justified rigorously. Note that (72) is closely connected to the Hörmander condition, and this was one of the indicators which lead to the expectation in [12] that global smooth existence is true if the Hörmander condition is satisfied. We considered this [16].

In this paper we shall see that we can simplify the schemes formulated in classical spaces in our formulation on dual spaces in some respects. The first simplification is that we may define an iteration scheme on a global time scale, where the growth of the scheme may be estimated via an autocontrolled subscheme, i.e., a scheme where damping potential terms are introduced via time dilatation. The second simplification is that the estimates in dual spaces become estimates of discrete infinite sums which can be done on a very elementary level. Furthermore, it is useful to have a control function which ensures that the scheme for the controlled equation is a scheme for non-zero modes (ensuring that the damping factors associated with strictly positive viscosity or dissipative effects are active for all modes of the controlled scheme). For numerical and analytical purposes we may choose specific $\nu$ and $l$ and define a controlled scheme for a controlled incompressible Navier-Stokes equation such that the diagonal matrix elements corresponding to the Laplacian terms become dominant and such that there exists a global iteration in an appropriate function space. For analytical purposes it is useful to estimate the growth via comparison with a time dilated systems iteratively and locally in time. The control function is a scalar univariate function and is much simpler than the control functions considered in [11] and [12]. Indeed, the control function in the present paper will only control the zero modes $v_{i0}$ of the value function modes.

Next we define a controlled scheme and an extended controlled scheme with an autocontrol. We may start with one of the two possibilities mentioned above. We may start with the solution scheme for the multivariate Burgers equation, which is given in dual representation by the infinite ODE

$$\frac{du_{i\alpha}}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha^2}{l^2} \right) u_{i\alpha} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma j}{l} u_{j(\alpha - \gamma)} u_{i\gamma},$$

(73)

where the modes $u_{i\alpha}$ depend on time $t$ and such that for all $1 \leq i \leq n$ and
all $\alpha \in \mathbb{Z}^n$ we have
\[ u_{i\alpha}(0) = h_{i\alpha}. \] (74)

This is a slight variation of the linearized scheme mentioned above. Indeed for algorithmic purposes we may start with a linearization of (73) and call this $u_{i\alpha}$ as well. It does not really matter for analytical purposes such as existence and regularity. Anyway, we may define $v^0_{i\alpha} = u_{i\alpha}$ for $1 \leq i \leq n$ and $\alpha \in \mathbb{Z}^n$ and then iteratively
\[ v^k_{i\alpha} := v^0_{i\alpha} + \sum_{p=1}^{k} \delta v^p_{i\alpha}, \] (75)

where for $p \geq 1$ we define $\delta v^p_{i\alpha} := v^p_{i\alpha} - v^{(p-1)}_{i\alpha}$ for all $1 \leq i \leq n$ and $\alpha \in \mathbb{Z}^n$ such that
\begin{align*}
\frac{d\delta v^p_{i\alpha}}{dt} &= \sum_{j=1}^{n} \nu \left( -\frac{4\pi\alpha^2}{t^2} \right) \delta v^p_{i\alpha} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{\alpha\}} \frac{2\pi i \gamma}{j(\alpha - \gamma)} \delta v^p_{i\gamma} \\
&- \sum_{j=1}^{n} \frac{2\pi i \alpha}{t} \delta v^{p-1}_{j0} v^p_{i\alpha} \\
&- \sum_{j=1}^{n} \frac{2\pi i \alpha}{t} \delta v^{p-1}_{j0} v^{p-1}_{i\alpha} \\
&+ 2\pi i \alpha 1_{\{\alpha \neq 0\}} \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k - \gamma_k) \delta v^p_{j\gamma}}{\sum_{i=1}^{n} 4\pi \alpha_i^2} \\
&+ 2\pi i \alpha 1_{\{\alpha \neq 0\}} \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k - \gamma_k) \delta v^{p-1}_{j\gamma}}{\sum_{i=1}^{n} 4\pi \alpha_i^2} 
\end{align*}
(76)

(where for $p = 0$ and $p = -1$ we define $\delta v^p_{i\alpha} = 0$). Note that we extracted the zero modes from the sums in (76). The reason is that we want to extend this scheme to a controlled scheme which is equivalent but has no zero modes. The present local scheme suggests this because the Leray projection terms do not contain zero modes. Note that for all $1 \leq i \leq n$ and all $\alpha \in \mathbb{Z}^n$ we have
\[ \delta v^p_{i\alpha}(0) = 0. \] (77)

Global smooth existence at stage $p$ of the construction means that the $v^p_{i\alpha}$ are defined for all time $\mathbb{R}_+ = \{ t \in \mathbb{R} | t \geq 0 \}$, and such that polynomial decay of the modes is preserved throughout time. Next we introduce the idea of a simplified control function was introduced in [11] and [12], and [15] in a simplified but still complicated form. Here we introduce a control function for the zero modes. We define
\[ v^{r,p}_{i\alpha}(t) = v^p_{i\alpha}(t) + r^p_0(t), \] (78)
where
\[ r^p_0 : [0, \infty) \rightarrow \mathbb{R} \] (79)
is defined by
\[ r_0^p(t) = -v_{i0}^p(t). \] (80)

We have to show then that \( r_0 : [0, \infty) \to \mathbb{R} \) is well-defined (especially bounded), i.e., we have to show that there is a limit
\[ r_0(t) := \lim_{p \to \infty} r_0^p(t) = r_0^0(t) + \sum_{p=1}^{\infty} \delta r_0^p(t) \] (81)
along with \( \delta r_0^p(t) = r_0^p(t) - r_0^{p-1}(t) \). This leads to the following scheme. We start with the solution for the multivariate Burgers equation, or a linearized version of the scheme with first order coefficients related to the initial data.

Then we annihilate the zero modes, i.e. we define
\[ v_{i\alpha}^{r,0} = v_{i\alpha}^0 = u_{i\alpha} \] (82)
for \( \alpha \neq 0 \) and
\[ v_{i0}^{r,0} = v_{i0}^0 + r_0^0 = 0, \] (83)
where for all \( t \geq 0 \)
\[ r_0^0(t) = -u_{i0}(t). \] (84)

For \( p \geq 1 \) and for \( 1 \leq i \leq n \) and \( \alpha \in \mathbb{Z}^n \setminus \{0\} \) we define
\[ v_{i\alpha}^{r,k} = v_{i\alpha}^{r,0} + \sum_{p=1}^{k} \delta v_{i\alpha}^{r,p}, \] (85)
where \( \delta v_{i\alpha}^{r,p} := \delta v_{i\alpha}^p + r_{i\alpha}^p \) for all \( 1 \leq i \leq n \) and \( \alpha \in \mathbb{Z}^n \setminus \{0\} \), and
\[
\frac{d \delta v_{i\alpha}^{r,p}}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{t^2} \right) \delta v_{i\alpha}^{r,p} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{\alpha\}} \frac{2\pi i \gamma_j}{t} v_{j(\alpha-\gamma)}^{r,p-1} \delta v_{i\alpha}^{r,p}
- \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{\alpha\}} \frac{2\pi i \gamma_j}{t} \delta v_{j(\alpha-\gamma)}^{r,p-1} v_{i\alpha}^{r,p-1}
+ 2\pi i \alpha_1 \delta v_{i\alpha}^{r,p}(0) = 0. \] (86)

Furthermore, for all \( 1 \leq i \leq n \) and \( \alpha = 0 \) we shall ensure that
\[ \delta v_{i0}^{r,p}(0) = 0. \] (87)

Note that in the equation (86) the terms
\[
- \sum_{j=1}^{n} \frac{2\pi i \alpha_j}{t} v_{j0}^{p-1} \delta v_{i0}^{r,p} - \sum_{j=1}^{n} \frac{2\pi i \alpha_j}{t} \delta v_{j0}^{r,p-1} v_{i0}^{r-1}
\] (88)
on the right side of (76) are cancelled. This is because we define the control function $r_0$ such that the zero modes become zero. This is done as follows. First we note that for $p = 0$ and $p = -1$ we may define $\delta v_{i0}^{*,r,p} = 0$ for all $\alpha \in \mathbb{Z}^n$. For $\alpha = 0$ we define first the increment $\delta v_{i0}^{*,r,p}$ for $p \geq 1$ via the equation

$$\frac{d\delta v_{i0}^{*,r,p}}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha^2_j}{l^2} \right) \delta v_{i0}^{*,r,p} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{\alpha\}} 2\pi i \gamma_j \delta v_{i\gamma}^{*,r,p-1} \delta v_{i\gamma}^{*,r,p}$$

$$- \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{\alpha\}} 2\pi i \gamma_j \delta v_{i\gamma}^{*,r,p-1} \delta v_{i\gamma}^{*,r,p-1}.$$  

(89)

Then we define

$$\delta v_{i0}^p(t) = -\delta v_{i0}^{*,r,p},$$  

(90)

closing the recursion. Note that this ensures

$$\delta v_{i0}^{r,p} = 0$$  

(91)

at all stages $p \geq 1$ for the zero modes (provided that we can ensure that $r_0^p$ is globally well-defined). The introduction of the control function for the zero modes makes the system ‘autonomous’ for the modes $\alpha \in \mathbb{Z}^n \setminus \{0\}$. This means that all modes have damping factors (involving $\nu > 0$), i.e., we have the stabilizing diagonal factor terms

$$\delta_{\alpha\beta} \nu \left( -\sum_{j=1}^{n} \frac{4\pi \alpha^2_j}{l^2} \right),$$  

(92)

which contribute for

$$\sum_{j=1}^{n} \alpha^2_j \neq 0, \text{ or } \alpha_i \neq 0 \forall 1 \leq i \leq n.$$  

(93)

We observed that the parameter $\nu > 0$ may be large without loss of generality. This alone may indicate that the matter of global smooth existence should be detached from the subject of turbulence as simulation indicate turbulent phenomena for high Reynold numbers. Solutions of each approximation step of the scheme can be represented in terms of fundamental solutions of scalar equations, where each iteration step of higher order involves fundamental solutions of linear scalar parabolic equations. This is an idea which we considered earlier in [13], [14], [12], and [11]. In this paper we consider ‘fundamental solutions’ in a dual space of Fourier modes. They may be called ‘generalized $\theta$-functions’ but in general they live only in distributional space of negative Sobolev norm. However, we shall see that for certain initial data we can make sense of the related analytic vectors, and show that there spatial convergence radius is global (holds for the full size of the $n$-torus).
In this paper we observe that for all data $h = (h_1, \cdots, h_n)$ along with $h_i \in C^\infty$ and all positive real numbers $\nu > 0$ the global extended iteration scheme converges globally to a solution of an infinite ODE system equivalent to a controlled Navier-Stokes equation in a strong norm, i.e. for all $t \geq 0$ the sequences $v_{ia}^r$, $\alpha \in \mathbb{Z}^n$ converge in the dual Sobolev space $h^s(\mathbb{Z}^n)$ for $s \geq n + 2$, where the choice $n + 2$ corresponds naturally to certain requirements of infinite matrix operations. Clearly and a fortiori, the sequences converge also in $h^s$ for $s \leq 2$ (as we noted in a former version of this paper). Moreover, the control function is a globally well-defined univariate bounded differentiable function such that controlled incompressible Navier-Stokes equation is equivalent to the usual incompressible Navier-Stokes equation system. More precisely, we have

**Theorem 1.4.** Given real numbers $l > 0$ and $\nu > 0$ such for all $1 \leq p \leq n$ and data $h \in [C^\infty (T^p)]^n$ for all $s \in \mathbb{R}$ we have

$$v_{ia}^r ((t))_{\alpha \in \mathbb{Z}^n} = \lim_{m \to \infty} (v_{ia}^r (m) (t))_{\alpha \in \mathbb{Z}^n} \in h^s (\mathbb{Z}^n).$$

for the scheme described in the introduction. Moreover, $t \to (v_{ia}^r(t))_{\alpha \in \mathbb{Z}^n}$ satisfies the infinite ODE system in (76). This implies that $v_{ia}^r(t) = v_{ia}^r(t) - \delta_{\alpha 0} r_0(t)$ satisfies the infinite ODE-system corresponding to the incompressible Navier-Stokes equation, where $\delta_{\alpha 0} = 0$ if $\alpha \neq 0$ and $\delta_{\alpha 0} = 1$ if $\alpha = 0$, i.e., the function

$$v_j := \sum_{\alpha \in \mathbb{Z}^n} v_{ja} \exp (2\pi i \alpha x), \quad 1 \leq j \leq n,$$

is a global classical solution of the Navier Stokes equation system [97] below. Note that $v_{ja}$, $\alpha \in \mathbb{Z}^n$ are functions of time as is $v_j$ in (95). Moreover the modes $v_{ja}$ in (97) are real, i.e. the solution in (97) has a representation

$$v_j := \sum_{\alpha \in \mathbb{N}^n} (v_{sja} \sin (2\pi \alpha x) + v_{cja} \cos (2\pi \alpha x)), \quad 1 \leq j \leq n,$$

where $v_{sja}(t) \in \mathbb{R}$ and $v_{cja}(t) \in \mathbb{R}$ for all $t \geq 0$. Furthermore the solution scheme implies that for regular data $h_i \in H^s$ for $s \geq n + 2 + r$ and all $1 \leq i \leq n$ we have global regular solutions $v_i \in H^s$, $1 \leq i \leq n$ of the incompressible Navier Stokes equation with the same $s \geq n + 2 + r$.

Note that in the latter statement this degree of regularity is the optimal regularity iff we consider the data as part of the solution. Furthermore, we say that $v = (v_1, \cdots, v_n)^T$ is a global classical solution of the incompressible Navier-Stokes equation system

$$\begin{align*}
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla) v &= -\nabla p, \quad t \geq 0, \\
\nabla \cdot v &= 0, \quad t \geq 0, \\
v(0, x) &= h(x),
\end{align*}$$

(97)
on some domain Ω (which is the n-torus $T^n$ in this paper) if $v$ solves the equivalent Navier-Stokes equation system in its Leray projection form, where $p$ is eliminated by the Poisson equation

$$- \Delta p = \sum_{j,k=1}^{n} v_{j,k} v_{k,j}. \quad (98)$$

Note that $v_{j,k}$ denotes the first partial derivative of $v_j$ with respect to the component $x_k$ etc. (Einstein notation). This means that we construct a solution to an equation of the form

$$\begin{cases}
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla)v = \sum_{j=1}^{n} \int \nabla K_{T^n}(x-y)v_{j,k}v_{k,j}(t,y)dy, \\
v(0,x) = h(x),
\end{cases} \quad (99)$$

along with (98). Here $K_{T^n}$ is a kernel on the torus which can be determined via Fourier transformation. For a fixed function $v$ which solves (99) with (98) the Cauchy problem for divergence

$$\begin{aligned}
\frac{d}{dt} \text{div} v - \nu \Delta \text{div} v + \sum_{j=1}^{n} v_j \text{div} v + \sum_{j,k=1}^{n} v_{j,k} v_{k,j} &= -\Delta p \\
\text{div} v(0,.) &= 0
\end{aligned} \quad (100)$$

simplifies to

$$\begin{aligned}
\frac{d}{dt} \text{div} v - \nu \Delta \text{div} v + \sum_{j=1}^{n} v_j \text{div} v &= 0 \\
\text{div} v(0,.) &= 0
\end{aligned} \quad (101)$$

yielding $\text{div} v = 0$ as the unique solution of (101). For this reason it suffices to solve the Navier-Stokes equation in its Leray projection form (as is well-known). In the next Section we look at the structure of the proof of the main theorems. Then in Section 3 we prove theorem 1.4.

**Corollary 1.5.** The statements of (1.5) hold for all numbers $l > 0$ and $\nu > 0$. Furthermore, the solution is unique in the function space

$$F_{ns} = \left\{ g : [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n | g_i \in C^1 ([0, \infty), H^s (\mathbb{R}^n)) \& g_i (0,.) = h_i \right\},$$

where $g = (g_1, \cdots, g_n)^T$ and $h_i \in H^s$ for $s > n + 2 \geq 3$.

**Remark 1.6.** For the assumptions of (1.5) the methods of this paper lead directly to contraction results. Concerning uniqueness the regularity assumptions of the initial data may be weakened, of course.

If the viscosity converges to zero, then we get the incompressible Euler equation. A Trotter product formula does not hold but we can apply the Dyson formalism for infinite regular matrix operations (in the sense defined in this paper) directly. However we lose uniqueness for $n \geq 3$ and for $n \geq 3$ there exist singular solutions as well.
Corollary 1.7. For any dimension $n$ there exists a global regular solution branch of the incompressible Euler equation for data $h_i \in h^s (\mathbb{Z}^n), 1 \leq i \leq n$ along with $s > n + 2$.

Here, by a global regular solution branch we mean a global solution where valuations of the $i$th component for $1 \leq i \leq n$ at time $t \geq 0$ exist in $h^s (\mathbb{Z}^n)$ for all time $t \geq 0$. Note that an analogous result holds on the whole domain with spatial part on $\mathbb{R}^n$ where viscosity limits for contraction results of the Navier Stokes equation can be used. However, here we consider a different direct approach via a Dyson formalism. A viscosity limit approach via a Trotter product formula seems to be not appropriate in this case.

Corollary 1.8. For dimension $n \geq 3$ there exist singular solutions of the incompressible Euler equation for regular data $0 \neq h_i \in h^s (\mathbb{Z}^n), 1 \leq i \leq n$ along with $s > n + 2$.

The lower bound $n = 3$ for singular solutions is related to the fact that the class of singular solutions which can be constructed has no analogue in dimension $n \leq 2$. The constructive ansatz of the solution collapses to the trivial solution.

2 Structure and ideas of the proof of theorem 1.4 and corollary 1.5

In the proof of theorem 1.4 in section 3 below we first recall that the incompressible Navier-Stokes equation is formally equivalent to a system of $n$ infinite ODE-systems

$$\frac{dv_i(t)}{dt} = \nu \sum_{j=1}^{n} \left( -\frac{4\pi \alpha_j^2}{l^2} \right) v_{i\alpha} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma_j}{l} v_{j(\alpha-\gamma)} v_{i\gamma}$$

$$+ 2\pi i \alpha_i \mathbf{1}_{\{\alpha \neq 0\}} \sum_{j,k=1}^{n} \sum_{\gamma,\gamma' \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k-\gamma_k) v_{j\gamma} v_{k(\alpha-\gamma)}}{\sum_{\gamma=1}^{n} 4\pi \alpha_l^2},$$

where $\alpha \in \mathbb{Z}^n$, and where the initial data $v_i^F(0) = (v_{i\alpha}(0))_{\alpha \in \mathbb{Z}^n}$ for $1 \leq i \leq n$ and $\alpha \in \mathbb{Z}^n$ are given by $n$ infinite vectors

$$v_i^F(0) = h_i^F = (h_{i\alpha})^T.$$  \hspace{1cm} (104)

Operations such as $\sum_{\gamma \in \mathbb{Z}^n} v_k(\alpha-\gamma) v_{j\gamma}$ are interpreted as infinite matrix-vector operations. We also consider the equivalent representation with respect to the real basis

$$\left\{ \sin \left( \frac{2\pi \alpha}{l} \right), \cos \left( \frac{2\pi \alpha}{l} \right) \right\}_{\alpha \in \mathbb{N}^n}. \hspace{1cm} (105)$$

In this case we use the notation

$$v_i^{re,F}(0) = h_i^{re,F} = (h_{i\alpha})^T$$ \hspace{1cm} (106)
for the initial data in order to indicate that we are referring to data in the real basis. The structure is quite similar but for each multiindex $\alpha$ we have one equation for the cosine modes and one equation for the sinus modes (cf. 494) below. For both types of modes we have operations of the form $\sum_{\gamma \in \mathbb{Z}^n} v_{k(\alpha-\gamma)} v_{j\gamma}$ which can both be considered as equivalent infinite matrix vector operations. The estimates of these operations via weakly singular elliptic integrals are the same and the transition from the complex system to the real system and vice versa is straightforward. Comparison to the real system makes sure that the procedure written in the more succinct complex notation leads to real solutions. This is clear from an analytical point of view anyway, but from a computational point of view errors of computation should be compared to the real system in order to extract the optimal real approximative solutions of a solution with a possibly complex error. For numerical purposes considered later it is also useful to observe the dependence of the different terms on the viscosity $\nu$ and the size of the torus. The representation in (105) is more convenient than a representation with respect to the real data but we shall see at every step of the argument that an analogous argument also holds for the representation of the infinite ODE systems with respect to the real basis in (105). The entries $h_{i\alpha}$ of the infinite vector in (104) denote the Fourier modes of the functions $h_i$ along with $h \in [C^\infty (\mathbb{T}_n)]^n$. Smoothness of $h$ translates to polynomial decay of the modes $h_{i\alpha}$. Here we may say that the modes $h_{i\alpha}$ have polynomial decay of order $m > 0$ if

$$|\alpha|^m h_{i\alpha} \downarrow 0 \text{ as } |\alpha| = \sum_{i=1}^{n} |\alpha_i| \uparrow \infty$$

for a fixed positive integer $m$, and the modes $h_{i\alpha}$ have polynomial decay if they have polynomial of any order $m > 0$. We may use the terms ’modes of solution have polynomial decay’ and ’solution is smooth’ interchangeably in our context. We may rewrite the equation (103) in the form

$$\frac{d\mathbf{v}^F}{dt} = A^{NS} (\mathbf{v}) \mathbf{v}^F,$$

where $\mathbf{v}^F = (v_1^F, \cdots, v_n^F)^T$. Furthermore $A^{NS} (\mathbf{v})$ is a $n\mathbb{Z}^n \times n\mathbb{Z}^n$-matrix

$$A^{NS} (\mathbf{v}) = (A^{NS}_{ij} (\mathbf{v}))_{1 \leq i, j \leq n},$$

where for $1 \leq i, j \leq n$ the entry $A^{NS}_{ij} (\mathbf{v})$ is a $\mathbb{Z}^n \times \mathbb{Z}^n$-matrix. We define

$$A^{NS} (\mathbf{v}) \mathbf{v}^F = \left( \sum_{j=1}^{n} A^{NS}_{1j} (\mathbf{v}) v_j^F, \cdots, \sum_{j=1}^{n} A^{NS}_{nj} (\mathbf{v}) v_j^F \right)^T,$$
where for all $1 \leq i \leq n$

$$
\sum_{j=1}^{n} A_{ij}^{NS}(v) v_j^F = \left( \sum_{j=1}^{n} \sum_{\beta \in \mathbb{Z}} A_{i\alpha j\beta}^{NS}(v) v_{j\beta}^F \right)_{\alpha \in \mathbb{Z}^n}. \quad (111)
$$

The entries $A_{i\alpha j\beta}^{NS}(v)$ of $A^{NS}(v)$ are determined by the equation in $(103)$ of course. On the diagonal, i.e., for $i = j$ we have the entries

$$
\delta_{ij} A_{i\alpha j\beta}^{NS}(v) = \delta_{ij\alpha\beta} \sum_{\nu=1}^{n} \nu \left( -\frac{4\pi \alpha^2}{l^2} \right) - \delta_{ij} \frac{2\pi i (\alpha_j - \beta_j)}{l} v_i(\alpha - \beta)
$$

where $\delta_{ij} = 1$ iff $i = j$, $\delta_{ij\alpha\beta} = 1$ iff $i = j$ and $\alpha = \beta$, and zero else denotes the Kronecker $\delta$-function, and off-diagonal we have for $i \neq j$ the entries

$$
(1 - \delta_{ij}) A_{i\alpha j\beta}^{NS}(v) = \frac{2\pi i (\alpha_j - \beta_j)}{l} v_i(\alpha - \beta)
$$

and

$$
2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \sum_{k=1}^{n} 4\pi \beta_j (\alpha_k - \beta_k) v_k(\alpha - \beta) / \sum_{i=1}^{n} 4\pi \alpha_i^2.
$$

Here, we remark again that the $i$ in the context $2\pi i$ denotes the complex number $i = \sqrt{-1}$, while the other indices $i$ are integer indices. The next step is to define a controlled system according to the ideas described in the introduction. The additional idea of an auto-control is useful in order to get better upper bounds of the solution. We postpone this and consider first the idea of a simple external control in dual space (which is simple compared to control functions in classical spaces we considered in [15] and elsewhere).

Recall the main idea: the control function cancels the zero modes in an iterative scheme. If this is possible and a regular limit exists, then it cancels the zero modes in the limit as well. In the real basis $(105)$ we may rewrite the equation $(103)$ in the form

$$
\frac{d v^{re,F}}{dt} = A^{re,NS}(v^{re}) v^{re,F}, \quad (114)
$$

where $v^{re,F} = (v^{re,F}_1, \ldots, v^{re,F}_n)^T$. Furthermore $A^{re,NS}(v^r)$ is a $2n\mathbb{N} \times 2n\mathbb{N}$-matrix

$$
A^{re,NS}(v) = \left( A^{re,NS}_{ij}(v^{re}) \right)_{1 \leq i,j \leq n} \quad (115)
$$

where for $1 \leq i, j \leq n$ the entries $A^{re,NS}_{ij}(v^{re})$ can be obtained easily from $A^{NS}_{ij}(v)$ or derived independently - we shall do this in the proof below.

Consider the representation in $(103)$. The zero modes do not appear in the dissipative term related to the Laplacian, and we have observed that we
may represent the Leray projection term without zero mode terms as well. Hence, for the zero modes \( v_{i0} \) in the equation in (103) we have for \( \alpha = 0 \)
\[
\frac{dv_{i0}}{dt} = - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma_j}{i} v_{j(-\gamma)} v_{i\gamma}.
\] (116)

Assuming that the function \( t \to v_{i0}(t) \) is bounded it is natural to define
\[
r_0^0(t) := -v_{i0}(t).
\] (117)

Formally, this leads to the controlled equation for \( v_{i\alpha}^r, \alpha \in \mathbb{Z}^n \setminus \{0\} = \mathbb{Z}^n,0 \)
of the form
\[
\frac{dv_{i\alpha}^r}{dt} = \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{\rho^2} \right) v_{i\alpha}^r - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{0,\alpha\}} \frac{2\pi i \gamma_j}{i} v_{j(\alpha-\gamma)} v_{i\gamma}^r
\]
\[
+ 2\pi i \alpha_1 \sum_{\{\alpha \neq 0\}} \frac{\sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{0,\alpha\}} 4\pi \gamma_j (\alpha_k - \gamma_k) v_{j\gamma}^r v_{k(\alpha-\gamma)}}{\sum_{j=1}^{n} 4\pi \alpha_j^2},
\] (118)

where the initial data \( v_{i\alpha}^{r,F}(0) = (v_{i\alpha}^{r,F}(0))_{\alpha \in \mathbb{Z}^n \setminus \{0\}} \) for \( 1 \leq i \leq n \) and \( \alpha \in \mathbb{Z}^n \setminus \{0\} \) are given by \( n \) infinite vectors
\[
v_{i\alpha}^{r,m,F}(0) = h_{i\alpha}^{r,F} = (h_{i\alpha})_{\alpha \in \mathbb{Z}^n \setminus \{0\}}.
\] (119)

Note that
\[
v_{i0} + r_0 = 0,
\] (120)
such that we may cancel the zero modes. The justification for this is obtained for each iteration step \( m \) below.

The idea for a global scheme is to determine \( v^{r,F} = \lim_{m \to \infty} v^{r,m,F} \) for a simple control function and a certain iteration
\[
\frac{dv^{r,m,F}}{dt} = A^{NS} \left( v^{r,m-1} \right) v^{r,m,F},
\] (121)

starting with \( \nu^{r,0} := h \) or with the information of a global solution of the multivariate Burgers equation. In the real basis we write (121) in the form
\[
\frac{dv^{r,e,m,F}}{dt} = A^{e,NS} \left( v^{r,e,m-1} \right) v^{r,m,F},
\] (122)

where we shall be more explicit below. The equations in (121) and in (122) are linear equations, which we can solve by Banach contraction principles in exponentially time weighted norms of time-dependent functions with values in strong Sobolev spaces, where the evaluation of each function component at time \( t \geq 0 \), i.e., \( v^{r,m,F}(t) \) lives in a Sobolev space with \( h^s(\mathbb{Z}^n) \) for \( s > n + 2 \). Spatial regularity of this order is observed if we have data of this order of regularity, where comparison with weakly singular elliptic intergals ensures that certain infinite matrix operations of a solution representations in terms of the data preserve this order of regularity. An exponential time weigh of the norm ensures that the representations are globally valid in time. Note
that the equation in (121) and its real form in (122) correspond to linear partial integro-differential equations. This linearity can be used. In order to fine the solution of the incompressible Navier Stokes equation iterations of this type of linear partial integro-differential equations are considered. We observe that for the functional increments

\[ \delta v_{r,e,m+1}^{r,e,r,m} := v_{r,e,m+1}^{r,e,r,m} - v_{r,e,m}^{r,e,r,m} \]  

for all \( m \geq 0 \) we have

\[ \frac{d}{dt} \delta v_{r,e,m+1}^{r,e,r,m} = A^{r,e,NS}(\delta v_{r,e,m}^{r,e,r,m}) + A^{r,e,NS}(v_{r,e,m}^{r,e,r,m}) v_{r,m}^{r,e,r,m}. \]  

Time discretization of the equations leads then to sequence of time-homogeneous equations which can be solved by Trotter product formulas. This is the most elementary method where we use Euler schemes. We also consider more sophisticated methods, where the Euler part of the equation is locally solved in time by a Dyson formalism. This leads to higher order schemes with respect to time straightforwardly. In order to derive Trotter product formulas we consider some multiplicative behavior of infinite matrix multiplications with polynomial decay (related to weakly singular integrals). Limits, where the time step size goes to zero, lead to Dyson type formulas for time dependent approximating linearized infinite ODEs. The simplest method in order to implement this program is an Euler time discretization above. There are refinements and higher order schemes and generalisations of the Trotter product formula. Note that the dissipative terms (corresponding to the Laplacian) are not time-dependent even for generalized models with spatially dependent viscosity, and we can integrate the 'Euler part' locally via a Dyson formula. More precisely, if \( E^m = E^m(t) \) denotes the matrix of the Euler part of a linearized approximating equation at iteration stage \( p \geq 1 \) (an equation such as in (121) with viscosity \( \nu = 0 \)), then for given regular data \( v_{m-1}^{m,E}(t_0), v_{m-1}^{m,E}(t_0) \) at initial time \( t_0 \geq 0 \) we have a well defined time-local solution

\[ v_{m,E}(t) = v_{m,E}(t_0) + \sum_{p=1}^{\infty} \frac{1}{p!} \int_0^t ds_1 \int_0^{s_1} ds_2 \cdots \int_0^{s_{p-1}} ds_p T_p \left( E^{m-1}(t_1)^{m-1}(t_2) \cdots E^{m-1}(t_p) \right) v_{m,E}(t_0), \]

where the data \( v_{m-1}^{m,E}(t_0) \) appear in the matrices \( E^{m-1}(t_i) \). For linear equations with globally regular matrices \( E^{m-1}(t_p) \) this representation is even globally valid in time, but without viscosity we loose uniqueness for the nonlinear Euler solution limit for dimension \( n \geq 3 \) (we shall come back to the reasons for this). This formula for the Euler part can be used for higher order numerical schemes. Note however, that the Euler scheme which we used in a former incarnation of this work is sufficient in order to prove global existence with polynomial decay of the data if the data have polynomial
decay. The series of Dyson type solutions leads to contraction results in appropriate time-weighted function spaces of functions dependent of time and with values in some function spaces of infinite sequences of modes with a certain appropriate order of polynomial decay. Indeed in the simplest version of a global existence proof we define Trotter product formulas for certain linear infinite equations with time independent coefficients, and then we define a time discretization in order to apply these Trotter product formula. Even the time-dependent linear approximations are then solved by double limits. For each finite approximating system of modes less or equal to some \( l > 0 \) the Trotter product limit considered is first a time discretization limit where the order of modes remains fixed. This leads to a sequence of Dyson type formula limits where we have a polynomial decay of some order in the limit. We give some more details.

In order to define a global solution scheme for this system of coupled infinite nonlinear ODEs we may start with the solution of the (viscous) multivariate Burgers equation (where we know that a unique global smooth solution exists), i.e., the solution of

\[
\frac{dv^B_i}{dt} = \nu \sum_{j=1}^{n} \left( -\frac{4\pi\alpha_j^2}{l^2} \right) v^B_i \alpha_j - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i\gamma_j}{l} v^B_{j(\alpha - \gamma)} v^B_{\gamma},
\]

where \( \alpha \in \mathbb{Z}^n \), and where the initial data \( v^B_i(0) = (v^B_{i\alpha}(0))_{\alpha \in \mathbb{Z}^n} \) for \( 1 \leq i \leq n \) and \( \alpha \in \mathbb{Z}^n \) are given by \( n \) infinite vectors

\[
v^B_i(0) = h_i^F = (h_{i\alpha})^T.
\]

We know that the solution \( (v^B_i)_{\alpha \in \mathbb{Z}^n, 1 \leq i \leq n} \) is in \( h^s(\mathbb{Z}^n) \) for all \( s \in \mathbb{R} \) for all time \( t \geq 0 \). However, without assuming knowledge about the multivariate Burgers equation we may also start with

\[
\frac{dv^0_i}{dt} = \nu \sum_{j=1}^{n} \left( -\frac{4\pi\alpha_j^2}{l^2} \right) v^0_i \alpha_j - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i\gamma_j}{l} v^0_{j(\alpha - \gamma)} v^0_{\gamma}
\]

\[
+ 2\pi i\alpha_1 \mathbf{1}_{\{\alpha \neq 0\}} \sum_{j=1}^{n} \sum_{\alpha, \gamma \in \mathbb{Z}^n} \frac{4\pi\gamma_j (\alpha_j - \gamma_j)}{4\pi \alpha_j^2} v^0_{j(\alpha - \gamma)} h_{k(\alpha - \gamma)},
\]

where \( \alpha \in \mathbb{Z}^n \), and where the initial data \( v^0_i(0) = (v^0_i(0))_{\alpha \in \mathbb{Z}^n} = (h_{i\alpha})_{\alpha \in \mathbb{Z}^n} \) for \( 1 \leq i \leq n \). In the equation (128) and for \( \nu > 0 \) the zero modes \( (|\alpha| = 0) \) are the only modes where the damping (viscous) term

\[
\nu \sum_{j=1}^{n} \left( -\frac{4\pi\alpha_j^2}{l^2} \right) v^0_i \alpha_j
\]

(129)
cancels. The same holds for the equation in (128) of course. Therefore we introduce the first approximation of a control function \( r^0_{i\alpha} : [0, \infty) \to \mathbb{R} \)
for each $1 \leq i \leq n$ such the scheme for $v_{i,0}^{r,F} = v_{i,0}^{0,F} + e_{0}^{r,i0}$, $1 \leq i \leq n$ becomes a system of nonzero modes. At each stage we have to prove that this is possible, of course, i.e., that the solution of the linear approximative problem exists. Here, $v_{i,0}^{0,F} + e_{0}^{r,i0} = (v_{0}^{0})_{\alpha \in \mathbb{Z}^{n}} = (v_{\alpha}^{0})_{\alpha \in \mathbb{Z}^{n}} + r_{0}^{0}$ is a vector with

$$v_{\alpha}^{r,0} := \begin{cases} v_{0}^{0} & \text{if } \alpha \neq 0, \\
v_{0}^{0} + r_{0}^{0} & \text{else.} \end{cases}$$

(130)

Hence, the control function is constructed such that it cancels the zero modes of the original system at each stage of the construction. More precisely, it is constructed as a series $(r_{m,0})_{m}$ where the convergence as $m \uparrow \infty$ follows from properties of the controlled approximative solution functions $v^{r,m,F}$. Note that it has to be shown that the control function is a) finite at each stage, and b) that it is finite in the limit of all stages. Note that the Leray projection term does not contribute to the zero modes in (128), and this may already indicates this finiteness. The next step is to analyze the scheme formally defined in the introduction starting from (78) to (90). The effect of this formal scheme is that it is autonomous with respect to the nonzero modes, i.e., only the modes with $|\alpha| \neq 0$ are dynamically active. The fact that the suppression of the zero modes via a control function is possible, i.e., that the controlled system is well-defined, is shown within the proof.

Then we get into the heart of the proof. The iteration leads to a sequence $(v_{i,m,F}(t))_{m \in \mathbb{N}} = (v_{i}^{r,m,F}(t))_{1 \leq i \leq n, m \in \mathbb{N}}$ with

$$v_{i}^{r,m,F}(t) := T \exp (A_{m}^{r,F} t) h_{i}^{r,F},$$

(131)

where $T$ is a time order operator (as in Dyson’s formalism), and the restrictive dual function spaces together with the dissipative features of the operator $A_{m}^{r}$ will make sure that at each time step $m$ the approximation (132) (corresponding to a linear equation) really makes sense. In the real basis we have an analogous sequence $(v_{i}^{r,e,r,m,F}(t))_{m \in \mathbb{N}} = (v_{i}^{r,e,r,m,F}(t))_{1 \leq i \leq n, m \in \mathbb{N}}$ with

$$v_{i}^{r,e,r,m,F}(t) := T \exp (A_{m}^{e,r,F} t) h_{i}^{r,e,r,F}.$$  

(132)

In the following we use the complex notation. In the proof below, we shall supplement the related notation in the real basis and show why the argument holds also in the real basis. Concerning dissipation features note that we may choose $\nu > 0$ arbitrarily as is well-known and as we pointed out in the introduction. Fortunately, we do not need this which indicates that the algorithm can be extended to models with variable positive viscosity- which is desirable from a physical point of view. However, from an algorithmic perspective for the model with constant viscosity it may be useful do consider appropriate constellations of viscosity $\nu > 0$ and torus size $l > 0$. Note that
we have a time-order operator $T$ for all stages $m \geq 1$ since the the infinite matrices $A^\infty_m$ depend on time $t$ for $m \geq 1$. In order to make sense of matrix multiplication of infinite unbounded matrices we consider the matrices involved in the computation of the first approximation $v^{r, 0, F}_i(t) = P_0 v^{0, F}_i(t)$ (where $P_0$ is the related projection operator which eliminates the zero mode) as an instructive example. We may rewrite (128) in the form

$$\frac{dv^0}{dt} = \nu \sum_{j=1}^{n} \left(-\frac{4\pi \alpha_j^2}{\nu^2}\right) v^0_{\alpha j} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi \alpha_j}{4\pi \alpha_j^2} h_{j(\alpha - \gamma)} v^0_{\gamma}$$

$$+ 2\pi \alpha_1 \sum_{\alpha \neq 0} \sum_{k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k - \gamma_k) h_k(\alpha - \gamma)}{4\pi \alpha_j^2} v^0_{\gamma}$$

$$+ \sum_{j=1, j \neq i}^{n} \sum_{\alpha \neq 0} \sum_{k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi \gamma_j (\alpha_k - \gamma_k) h_k(\alpha - \gamma)}{4\pi \alpha_j^2} v^0_{\gamma} (133)$$

Hence this infinite linear system can be written in terms of a matrix $A^0 = A_0$ with $n \times n$ infinite matrix entries. More precisely, we have

$$A_0 = \left( A^0_{ij} \right)_{1 \leq i, j \leq n},$$

where for $1 \leq i, j \leq n$ we have

$$A^0_{ij} = \delta_{ij} D^0 + \delta_{ij} C^0 + L^0_{ij}$$

along with the Kronecker $\delta$-function $\delta_{ij}$, and with the infinite matrices

$$D^0 := \left( -\nu \delta_{\alpha \beta} \sum_{j=1}^{n} \frac{4\pi \alpha_j^2}{\nu^2} \right)_{\alpha, \beta \in \mathbb{Z}^n},$$

$$C^0_{ij} := \left( -\sum_{j=1}^{n} \frac{2\pi i (\alpha_i - \beta_j)}{4\pi \alpha_j^2} h_i(\alpha - \beta) \right)_{\alpha, \beta \in \mathbb{Z}^n},$$

$$L^0_{ij} := \left( (2\pi i) \alpha_1 \sum_{\alpha \neq 0} \sum_{k=1}^{n} \frac{4\pi \beta_j (\alpha_k - \gamma_k) h_k(\alpha - \gamma)}{4\pi \alpha_j^2} \right)_{\alpha, \beta \in \mathbb{Z}^n},$$

(135)

corresponding to the the Laplacian, the convection term, and the Leray projection terms respectively. Strictly speaking, we have defined a $n \times n$ matrix of infinite matrices where the Burgers equation terms and the linearized Leray projection terms exist also off diagonal. It is clear how the matrix multiplication may be defined in order to reformulate (133) and we do not dwell on these trivial formalities. We note that

$$\frac{\partial v^{0, F}}{\partial t} = A_0 v^{0, F},$$

(137)

along with the vectors $v^{F} = (v^F_1, \ldots, v^F_n)^T$ and $h^{F} = (h^F, \ldots, h^F)^T$. Note that we have off-diagonal terms only because we consider global equations,
i.e., equations, which correspond to linear partial integro-differential equations. Note that the matrices $D_i^0, C_i^0, L_i^0$ are unbounded even for regular data $h_i$ with fast decreasing modes (for the the matrix $C_i^0$ consider constant $\alpha - \beta$ and let $\beta_j$ go to infinity for some $j$). The difficulty to handle unbounded infinite matrices in dual space becomes apparent. However, multiplications of these matrices with the data $h$ are regular, and because of the special structure of the matrices involved we have matrix-data multiplication which inherits polynomial decay and hence leads to a well-defined iteration of matrices (even in the Euler case). In the case of an incompressible Navier Stokes equation at this point we can take additional advantage of the dissipative nature of the operator which is indeed the difference to the Euler equation. This is a major motivation for the dissipative Trotter product formula. We describe it here in the complex notation. We shall supplement this with similar observations in the case of a real basis below.

For two matrices $M = (m_{\alpha \beta})_{\alpha, \beta \in \mathbb{Z}^n}$ and $N = (n_{\alpha \beta})_{\alpha, \beta \in \mathbb{Z}^n}$ we may formally define the product $P = (p_{\alpha \gamma})_{\alpha, \gamma \in \mathbb{Z}^n}$ via

$$p_{\alpha \gamma} = \sum_{\beta \in \mathbb{Z}^n} m_{\alpha \beta} n_{\beta \gamma}$$

for all $\alpha, \gamma \in \mathbb{Z}^n$. There are natural spaces for which this definition makes sense (and which we introduce below). In order to apply this natural theory of infinite matrices developed below the next step is to observe that for $k \geq 0$ matrices such as

$$\exp(D^0) \left( C_i^0 \right)_j^k = \left( \exp \left( -\nu \sum_{j=1}^n \frac{4\pi \alpha^2 j^2}{l^2} \right) \left( \sum_{j=1}^n \frac{2\pi i (\alpha_j - \beta_j)}{l} h_i (\alpha - \beta) \right)_{\alpha, \beta \in \mathbb{Z}^n} \right)^k ,$$

$$\exp(D^0) \left( L_i^0 \right)_j^k = \left( \exp \left( -\nu \sum_{j=1}^n \frac{4\pi \alpha^2 j^2}{l^2} \right) \times \right. \left. \left( 2\pi i \alpha_1 1_{\{\alpha \neq 0\}} \frac{\sum_{k=1}^n 4\pi \beta_j (\alpha_k - \beta_k) h_k (\alpha - \beta)}{\sum_{i=1}^n 4\pi \alpha_i^2} \right)^k \right)_{\alpha, \beta \in \mathbb{Z}^n}$$

have indeed bounded entries if the modes $h_i \beta$ decreases sufficiently. More importantly, we shall see that with regular data $h_i \in \mathbb{Z}^n$ related iterated infinite matrix multiplications applied to the data $h_i$, $1 \leq i \leq n$, $h_i \in h^s (\mathbb{Z}^n)$, $s > n + 2$ lead to well defined sequences of vectors where evaluations at time $t \geq 0$ live in strong Sobolev spaces $h^s (\mathbb{Z}^n)$, $s > n + 2$. Note that for the reasons mentioned it is difficult to define a formal fundamental solution

$$\exp \left( (\delta_j D^0 + C_i^0 + L_i^0) t \right)$$

even at stage zero of the approximation (where we do not need a time-order operator). However for regular data $h^F$ the solution $v_i^{0,F}$ of the first
approximation, i.e., the expression
\[ \exp \left( (\delta_{ij} D^0 + C^0_{ij} + L^0_{ij}) t \right) \h F \]  \hspace{1cm} (141)
can be defined directly. We do not even need this. We may consider projections of infinite vectors to finite vectors with modes of order less than \( l > 0 \), i.e., projections \( P_{\psi} \) which are defined on infinite vectors \( (g_\alpha)^T_{\alpha \in \mathbb{Z}^n} \) by
\[ P_{\psi} (g_\alpha)^T_{\alpha \in \mathbb{Z}^n} := \left( g_\alpha \right)^T_{|\alpha| \leq l} \]  \hspace{1cm} (142)
and projections \( P_{M^t} \) of infinite matrices \( (m_{\alpha\beta})_{\alpha\beta \in \mathbb{Z}^n} \) to finite matrices with
\[ P_{M^t} (m_{\alpha\beta})^T_{\alpha\beta \in \mathbb{Z}^n} := \left( m_{\alpha\beta} \right)^T_{|\alpha| \leq l} \]  \hspace{1cm} (143)
and prove Trotter product formulas for finite dissipative systems, and then consider limits. This will lead us to the crucial observation then of a product formula of Trotter-type of the form
\[
\lim_{l \to \infty} \exp \left( (\delta_{ij} P_{M^t} D^0 + P_{M^t} C^0_{ij} + P_{M^t} L^0_{ij}) t \right) P_{\psi} \h F = \\
= \lim_{l \to \infty} \lim_{k \to \infty} \left( \exp (\delta_{ij} P_{M^t} D^0 \frac{t}{k}) \exp \left( (P_{M^t} C^0_{ij} + P_{M^t} L^0_{ij}) \frac{t}{k} \right) \right)^k P_{\psi} \h F, \]  \hspace{1cm} (144)
where \( (\delta_{ij} D^0 + C^0_{ij} + L^0_{ij}) \), i.e., the argument of the projection operator \( P_{M^t} \), denote 'quadratic' matrices with \((n \times \mathbb{Z}^n)\) rows and \((n \times \mathbb{Z}^n)\) columns and \( h \) is some regular function. This means that for finite \( l > 0 \) we can prove a Trotter type relation and in the limit the left side equals the solution \( v^{0,F} \) of the equation above and is defined by the right side of (144). In the last step the regularity of the data \( \h F \) comes into play. In this form this formula is useful only for the stage 0 where the coefficient functions do not depend on time. For stages \( m > 0 \) of the construction we have to take time dependence into account. However, we may define a Euler-type scheme and define substages which produce the approximations of stage \( m \) in the limit. As we indicated above we may even set up higher order schemes using a Dyson formalism or use the Dyson formalism in order to compute an Euler equation limit for short time (in this case we have no fundamental solution at all and need the application to the data). The formula (144) depends on an observation which uses the diagonal structure of \( D^0 \) (and therefore \( \exp(D^0) \)). Here the matrix \( C^0_{ij} + L^0_{ij} - \left( C^0_{ij} + L^0_{ij} \right)^T \), i.e., the deficiencies of symmetry in the matrices \( C^0_{ij} + L^0_{ij} \), factorize with the correction term of an infinite analog of a special form of a CBH-type formula. It is an interesting fact that this deficiency is in a natural matrix space, we are going to define next.

Concerning the natural matrix spaces, in order to make sense of formulas as in (132) for \( s > n + 2 \) for a matrix \( M = (m_{\alpha\beta})_{\alpha,\beta \in \mathbb{Z}^n} \) we say that
\[ M \in M_n^s \]  \hspace{1cm} (145)
if for all $\alpha, \beta \in \mathbb{Z}^n$

$$|m_{\alpha\beta}| \leq \frac{C}{1 + |\alpha - \beta|^{2s}}$$

(146)

for some $C > 0$. For $s > n$ and a vector $w = (w_\alpha)_{\alpha \in \mathbb{Z}^n} \in h^s(\mathbb{Z})$ we define the multiplication of the infinite matrix $M$ with $w$ by $Mw = (Mw_\alpha)_{\alpha \in \mathbb{Z}^n}$ along with

$$Mw_\alpha := \sum_{\beta \in \mathbb{Z}^n} m_{\alpha\beta}w_\beta.$$ 

(147)

Indeed we observe that for $r, s > n \geq 2$ we have

$$\sum_{\beta \in \mathbb{Z}^n \setminus \{0, \alpha\}} \frac{1}{|\alpha - \beta|^s} \leq \frac{C}{1 + |\alpha|^r + s - n}$$

(148)

such that for $s > n$ and $M \in M^s_n$ we have indeed $Mw \in h^r(\mathbb{Z}^n)$ if $w \in h^r(\mathbb{Z}^n)$. This implies that for $s > n$, $M \in h^s(\mathbb{Z}^n \times \mathbb{Z}^n)$ and $w \in h^r(\mathbb{Z}^n)$

$$M^1w := Mw, \ M^{k+1}w = M \left( M^k \right) w$$

(149)

is a well defined recursion for $k \geq 1$. Hence for a matrix $M$ which is not time-dependent the analytic vector

$$\exp (Mt) w := \sum_{k \geq 0} \frac{M^kw}{k!}$$

(150)

is well defined (even globally). The reason that we use the stronger assumption $s > n + 2$ is that we have additional mode factors in the matrices which render such that we need slightly more regularity to have inheritance of a certain regularity (inheritance of a certain order of polynomial decay). For a time dependent matrix $A = A(t)$ we formally define the time-ordered exponential 'à la Dyson' to be

$$T \exp(At) := \sum_{m=0}^{\infty} \frac{1}{m!} \int_{[0,t]} dt_1 \cdots dt_m TA(t_1) \cdots A(t_m)dt_1 \cdots dt_m$$

(151)

$$:= \sum_{m=0}^{\infty} \int_0^t dt_1 \int_0^{t_1} dt_2 \cdots \int_0^{t_{m-1}} A(t_1) \cdots A(t_m).$$

However, in the situation above of the Navier Stokes operator this is just a formal definition which lives in an extremely weak function space (we are not going to define), while especially for the Euler part $E(t) := A(t)|_{\nu=0}$ the expression

$$T \exp(Et)f := \sum_{m=0}^{\infty} \frac{1}{m!} \int_{[0,t]} dt_1 \cdots dt_m TE(t_1) \cdots E(t_m)dt_1 \cdots dt_m$$

(152)

$$:= \sum_{m=0}^{\infty} \int_0^t dt_1 \int_0^{t_1} dt_2 \cdots \int_0^{t_{m-1}} E(t_1) \cdots E(t_m)f.$$
makes perfect sense for regular data \( f \), i.e. data of polynomial decay of order \( s > n + 2 \). At least this is true for local time while for global time we need the viscosity term in order to establish uniqueness. Combining such a representation for linearized equations at each stage of approximation with a Trotter product formula which adds another damping term via a negative exponential weight we get a natural scheme for the incompressible Navier Stokes equation. Note that the operator \( T \) is the usual Dyson time-order operator which may be defined recursively using the Heaviside function. Note that in this paper the symbol \( T \) will sometimes also denote the time horizon but it will be clear from the context which meaning is intended. Note furthermore that schemes with explicit use of the Heaviside functions may make matters a little delicate if stronger regularity with respect to time derivatives is considered - this is another advantage of the simple Euler time discretization. Well, you may check that matrices are smooth on the time diagonals such that these complications of higher order schemes using a Dyson formalism are more of a technical nature. However, you have to be careful at this point and the Euler scheme simplifies the matter a bit. In any case, at each stage \( m > 0 \) of the construction we shall define a scheme based on the Trotter product formula such that in the limit the linear approximation expressed formally by

\[
\mathbf{v}^{r,m,F}(t) := T \exp (A_{r}m t) \mathbf{h}^F,
\]

gets a strict sense. This holds also for the uncontrolled linear approximation

\[
\mathbf{v}^{m,F}(t) := T \exp (A_{m}t) \mathbf{h}^F,
\]

where we shall see that these expressions can be well-defined for data with \( h_{i} \in h^s(\mathbb{Z}) \) for \( s > n + 2 \) and for \( t \geq 0 \). Note that proving the existence of a global limit of the the iteration with respect to \( m \) in a regular space also requires \( \nu > 0 \). In order to prove the existence of a limit there are basically three possibilities then. One is to prove the existence of a uniform bound

\[
\sup_{t \geq 0} \left| \mathbf{v}^{r,m,F}(t) \right|_{h^s} + \sup_{t \geq 0} \left| \frac{\partial}{\partial t} \mathbf{v}^{r,m,F}(t) \right|_{h^s} \leq C
\]

for some \( C > 0 \) independent of \( m \), and then proceed with a compactness arguments a la Rellich. A weaker form of (155) without the time derivative and a strong spatial norm (large \( s \)) is another variation for this alternative since product formulas for Sobolev norms with \( s > \frac{1}{2}n \) and a priori estimates of Schauder type lead to an independent proof of the existence of a regular time derivative in the limit \( m \uparrow \infty \). Maybe the latter variation is the most simple one. An alternative is a contraction argument on a ball of an appropriate function space with exponential time weight. Clearly, the radius of the ball will depend on the initial data, dimension and viscosity. This dependence can be encoded in a time weight of a time-weighted norm- as it is
known from ODE theory for finite equations. Contraction arguments have
the advantage that they lead to uniqueness results naturally. In order to
strengthen results concerning the time dependence of regular upper bounds
we shall consider auto-controlled schemes, where another time discretization
is used and a damping term is introduced via a time dilatation transforma-
tion. This latter procedure has the advantage that linear upper bounds and
even global uniform upper bounds can be obtained, and it can be combined
with both of the former possibilities. In any case but concerning the second
possibility of contraction especially for \((t \to w(t)) \in C([0, \infty) \times h^s_*(\mathbb{Z}^n))\),
we may define for some \(C > 0\) (depending only on \(\nu > 0\), the dimension
\(n > 0\), and the initial data components \(h_i \in C^\infty([0, \infty) \times h^s_*(\mathbb{Z}^n)))\) the norm
\[
|w|_{h^s_*,C} := \sup_{t \in [0,\infty)} \exp(-Ct)|w(t)|_{h^s_*},
\]
and the norm
\[
|w|_{h^s_*,C}^{\exp,1} := \sup_{t \in [0,\infty)} \exp(-Ct)(|w(t)|_{h^s_*} + |D_t w(t)|_{h^s_*}),
\]
where \(D_t w(t) := \left(\frac{d}{dt} w(t)_\alpha\right)_{\alpha \in \mathbb{Z}^n}\) denotes the vector of componentwise deriva-
tives with respect to time \(t\). Then a contraction property
\[
\left(\delta v_{i}^{r,m,F}\right)_{1 \leq i \leq n} = \left(v_{i}^{r,m,F}(t) - v_{i}^{r,m-1,F}\right)_{1 \leq i \leq n}
\]
for all \(1 \leq i \leq n\) with respect to both norms and for \(s > n + 2\) ad \(1 \leq i \leq n\)
can be proved. Summarizing we have the following steps:

i) In the first step we do some matrix analysis. First, the multiplication of
infinite matrices \(A_0\) and \(A_m\) with infinite vectors \(h^F\) at approxima-
tion stage \(m \geq 0\) is well defined. Second matrix multiplication in the matrix
space \(M_{s,n}^m\) is well-defined for \(s > n \geq 2\) as is \(\exp(M)\) for \(M \in M_{s,n}^m\).
Then we prove a dissipative Trotter product formula for finite systems
and apply the result to the first infinite approximation system with
solution \(v^{0,F}\) at stage \(m = 0\) which is related to a linear integro-partial
differential equation.

ii) In the second step we set up an Euler-type scheme based on the
Trotter-product formula which shows that for some \(\nu > 0\) and \(s > n + 2\)
the exponential
\[
v_{i}^{r,m,F}(t) := (T \exp(A_m^r t) h^F)_i
\]
is well-defined for all \(1 \leq i \leq n\), where \(v_{i}^{r,m,F}(t) \in h^s_*(\mathbb{Z}^n)\) for \(t \geq 0\)
and \(1 \leq i \leq n\) for all \(m\), i.e., that the linearized equations for \(v_{i}^{r,m,F}\)
which are equivalent to a linear partial integro-differential equation
have a global solution. Here \((.)_i\) indicates that we project to the \(i\)th
component of the \(n\) infinite entries of the solution vector at the first
stage of construction.
iii) for $\nu > 0$ as in step ii) the limit

$$v_i^{r,F}(t) := (T \exp (A^\infty_\nu t) h^F)_i$$

exists, where

$$v_i^{r,F}(t) := \lim_{m \uparrow \infty} v_i^{m,F}(t)$$

$$= (T \exp (A^\infty_\nu t) h^F)_i := \lim_{m \uparrow \infty} (T \exp (A^m_\nu t) h^F)_i \in h^s_0 (\mathbb{Z}^n). \quad (161)$$

This limit can be obtained by compactness arguments and by a contraction results in time-weighted regular function spaces. The latter result leads to uniqueness of solutions in the time-weighted function space. In the third step we consider also stronger results for global upper bound for auto-controlled schemes.

Concerning the third step (iii) we note that for all $t \geq 0$ and $x \in T^n$ we have

$$v^{r,m}_j(t, x) := \sum_{\alpha \in \mathbb{Z}^n} v^{r,i}_\alpha(t) \exp (2\pi i \alpha x) \quad (162)$$

for all $1 \leq j \leq n$. Hence, in classical Sobolev function spaces we have a compact sequence $\left(v^{r,m}_j(t,.)\right)_{m \in \mathbb{N}}$ in higher order Sobolev spaces $H^r$ with $r > s$ by the Rellich embedding theorem on compact manifolds for fixed $t \geq 0$. In this context recall that

**Theorem 2.1.** For any $q > s$, $q, s \in \mathbb{R}$ and any compact manifold $M$ the embedding

$$j : H^q(M) \rightarrow H^s(M) \quad (163)$$

is compact.

For any $t \geq 0$ we have a limit $v_j(t,.) \in H^s(\mathbb{T}^n) \subset C^m$ for $s > m + \frac{q}{2}$ and the fact that the control function $r$ is well-defined and continuous implies

$$v_j(t,.) = v_j^r(t,.) - r(t) \in C^m \quad (164)$$

for fixed $t \geq 0$ and all $m \in \mathbb{N}$. Finally we verify that $v_j$ is indeed a classical solution of the original Navier-Stokes equation using the properties we proved for the vector $v^{r,F}$ in the dual formulation. One possibility to do this is to plug in the approximations of the solutions and estimate the remainder pointwise observing that it goes to zero in the strong norm $\|w\|_{H^s, C}$ for an appropriate constant $C > 0$. Using an auto-controlled scheme we can strengthen the results and prove global uniform upper bounds without exponential weights with respect to time. Note that for any of the alternative schemes the modes $v^{r,i}_\alpha$, $1 \leq i \leq n$, $\alpha \in \mathbb{Z}^n$ determine classical (controlled) velocity functions $v^{m,i}_i$, $1 \leq i \leq n$ ( $v^{r,m,i}_i$, $1 \leq i \leq n$) which can be plugged...
into the incompressible Navier Stokes equation in order to verify that the limit $m \uparrow \infty$ is indeed the solution (’the’ as we have strictly positive viscosity). If we plug in the approximation of stage $m \geq 0$ we may use the fact that this approximation satisfies a linear partial integro differential equation with coefficients determined in term of the velocity function of the previous step of approximation. This implies that we have for $1 \leq i \leq n$

$$\frac{\partial v_i^m}{\partial t} - \nu \Delta v_i^m + \sum_{j=1}^{n} v_j^m \frac{\partial v_i^m}{\partial x_j},$$

$$-\sum_{j,k=1}^{n} K_i(x-y)v_j^m v_k^m(t,y)dy$$

$$= -\sum_{j=1}^{n} \left(v_j^m - v_j^{m-1}\right) \frac{\partial v_i^m}{\partial x_j}$$

$$-\sum_{j,k=1}^{n} K_i(x-y)\left(v_j^m v_k^m - v_j^{m-1} v_k^{m-1}\right) v_k^m(t,y)dy,$$

such that a construction of a Cauchy sequence $v_i^m$, $1 \leq i \leq n$, $m \geq 0$ with $v_i^m(t,.) \in H^s$ for $s > n + 2$ with a uniform global upper bound $C$ in $H^s$ leads to global existence. Here Sobolev estimates for products may be used.

3 Proof of theorem [1.4]

We consider data $h_i \in C^\infty(T^n)$ for $1 \leq i \leq n$. The special domain of a $n$-torus has the advantage that we may represent approximations of a solution evaluated at a given time $t \geq 0$ in the form of Fourier mode coefficients with respect to a Fourier basis

$$\left\{ \exp \left(\frac{2\pi i \alpha x}{l}\right) \right\}_{\alpha \in \mathbb{Z}^n},$$

i.e., with respect to an orthonormal basis of $L^2(T^n)$. We consider a real basis below, but let us stick to the complex notation first. We shall see that the considerations of this proof can always be translated to analogous considerations in the real basis. It is natural to start with an expansion of the solution $v = (v_1, \cdots, v_n)^T$ in the form

$$v_i(t, x) = \sum_{\alpha \in \mathbb{Z}^n} v_{i\alpha} \exp \left(\frac{2\pi i \alpha x}{l}\right),$$

$$p(t, x) = \sum_{\alpha \in \mathbb{Z}^n} p_{\alpha} \exp \left(\frac{2\pi i \alpha x}{l}\right),$$

where the modes $v_{i\alpha}$, $\alpha \in \mathbb{Z}^n$ and $p_{\alpha}$, $\alpha \in \mathbb{Z}^n$ depend on time. Here we have an index $1 \leq i \leq n$ which gives rise to some ambiguity with the complex number $2\pi i$, but the latter $i$ always occurs in the context of $\pi$ such that no confusion should arise. Plugging this ansatz into the Navier-Stokes
equation system (97) we formally get \( n \) coupled infinite differential equations of ordinary type for the modes, i.e., for all \( 1 \leq i \leq n \) we have for all \( \alpha \in \mathbb{Z}^n \)

\[
\frac{dv_{i\alpha}}{dt} = \nu \sum_{j=1}^{n} \left( -\frac{4\pi^2 \alpha^2}{l^2} \right) v_{i\alpha} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 2\pi i_{\gamma l} v_{j(\alpha-\gamma)} v_{i\gamma} - 2\pi i_{\alpha p_{\alpha}} \tag{168}
\]

where for each \( 1 \leq i \leq n \) and each \( \alpha \in \mathbb{Z}^n \)

\[
v_{i\alpha} : [0, \infty) \to \mathbb{R} \tag{169}
\]

are some time-dependent \( \alpha \)-modes of velocity, and

\[
p_{\alpha} : [0, \infty) \to \mathbb{R} \tag{170}
\]

are some time-dependent \( \alpha \)-modes of pressure to be determined in terms of the velocity modes \( v_{i\alpha} \). Here, \((\alpha - \gamma)\) denotes the subtraction between multiindices, i.e.,

\[
(\alpha - \gamma) = (\alpha_1 - \gamma_1, \ldots, \alpha_n - \gamma_n) \tag{171}
\]

where brackets are added for notational reasons in order to mark separate multiindices. Next we may eliminate the pressure modes \( p_{\alpha} \) using Leray projection, which shows that the pressure \( p \) satisfies the Poisson equation

\[
\Delta p = -\sum_{j,k} v_{j,k} v_{k,j} \tag{172}
\]

where we use the Einstein abbreviation for differentiation, i.e.,

\[
v_{j,k} = \frac{\partial v_j}{\partial x_k} \text{ etc.} \tag{173}
\]

The Poisson equation in (172) is re-expressed by an infinite equation system for the \( \alpha \)-modes of the form

\[
p_{\alpha} \sum_{i=1}^{n} \frac{-4\pi^2 \alpha_i^2}{l^2} = \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi^2 \gamma_j (\alpha_k - \gamma_k)v_{j\gamma} v_{k(\alpha-\gamma)}}{l^2} \tag{174}
\]

with the formal solution (w.l.o.g. \( \alpha \neq 0 \) -see below)

\[
p_{\alpha} = -1_{\{\alpha \neq 0\}} \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi^2 \gamma_j (\alpha_k - \gamma_k)v_{j\gamma} v_{k(\alpha-\gamma)}}{\sum_{i=1}^{n} 4\pi^2 \alpha_i^2} \tag{175}
\]

for \( \alpha \neq 0 \), which is indeed independent of the size of the torus \( l \). This means that this term becomes large compared to the second order terms and the convection term for large tori (\( l > 0 \) large while viscosity \( \nu > 0 \) stays fixed).
This may happen for approximations of Cauchy problems by equations for large tori for purpose of simulation. Note that

\[ 1_{\{\alpha \neq 0\}} := \begin{cases} 1 & \text{if } \alpha \neq 0, \\ 0 & \text{else.} \end{cases} \quad (176) \]

Note that we put \( p_0 = 0 \) for \( \alpha = 0 \) in (175). We are free to do so since \((v, p + C)\) is a solution of (177) if \((v, p)\) is.

Plugging into (168) we get for all \(1 \leq i \leq n\), and all \(\alpha \in \mathbb{Z}^n\)

\[
\frac{dv_i}{dt} = \sum_{j=1}^{n} \nu \left( \frac{-4\pi^2}{l^2} \right) v_{i\alpha} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma_j}{l} v_j(\alpha - \gamma) v_{i\gamma} + 2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \sum_{l, k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi^2 \gamma_j (\alpha_k - \gamma_k) v_j v_k(\alpha - \gamma) \sum_{i=1}^{n} 4\pi^2 \alpha_i^2. \quad (177)\]

For \(1 \leq i \leq n\), this is a system of nonlinear ordinary differential equations of 'infinite dimension', i.e., for infinite modes \(v_{i\alpha}\) and \(p_{\alpha}\) along with \(\alpha \in \mathbb{Z}^n\).

Next we rewrite the system in the real basis for torus size \(l = 1\), i.e the basis

\[
\cos(2\pi \alpha x), \sin(2\pi \alpha x), \alpha \in \mathbb{N}^n, \quad (178)\]

where \(\mathbb{N}\) denotes the set set of nonnegative integers, i.e., \(0 \in \mathbb{N}\). In this variation of representation on \([0, l]^n\) with periodic boundary condition we start with an expansion of the solution \(v^{re} = (v_1^{re}, \cdots, v_n^{re})^T\) in the form

\[
v_i^{re}(t, x) = \sum_{\alpha \in \mathbb{N}^n} v_{ci\alpha}^{re} \cos(2\pi i \alpha x) + \sum_{\alpha \in \mathbb{N}^n} v_{si\alpha}^{re} \sin(2\pi i \alpha x),
\]

\[
p_i^{re}(t, x) = \sum_{\alpha \in \mathbb{N}^n} p_{ci\alpha}^{re} \cos(2\pi i \alpha x) + \sum_{\alpha \in \mathbb{N}^n} p_{si\alpha}^{re} \cos(2\pi i \alpha x), \quad (179)\]

where the modes \(v_{ci\alpha}^{re}, v_{si\alpha}^{re}, \alpha \in \mathbb{N}^n\) and \(p_{ci\alpha}^{re}, p_{si\alpha}^{re}, \alpha \in \mathbb{N}^n\) depend on time. The lower indices \(c\) and \(s\) indicate that the mode is a coefficient in a cosine series and a sinus series respectively. The size \(l = 1\) is just in order to simplify notation and for numerical purposes we can write the real system with respect to arbitrary size of the torus as well, of course. Plugging this ansatz into the Navier-Stokes equation system (177) we formally get again \(n\) coupled infinite differential equations of ordinary type for the modes, but this time we get products of sinus functions and cosine functions from the nonlinear terms in a first step which we then re-express in cosine terms. For
all $1 \leq i \leq n$ we have for all $\alpha \in \mathbb{N}^n$

$$\frac{dv^e_{c\alpha}}{dt} \cos(2\pi \alpha x) + \frac{dv^e_{s\alpha}}{dt} \sin(2\pi \alpha x) = \nu \sum_{j=1}^{n} \left( -\frac{4\pi^2 \alpha_j^2}{l^2} \right) v^e_{s\alpha} \cos(2\pi \alpha x)$$

$$\frac{dv^e_{c\alpha}}{dt} \sin(2\pi \alpha x) + \nu \sum_{j=1}^{n} \left( -\frac{4\pi^2 \alpha_j^2}{l^2} \right) v^e_{s\alpha} \sin(2\pi \alpha x)$$

$$- \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} 2\pi \gamma_j v^e_{c\alpha_j(\alpha - \gamma)} \frac{1}{2} \sin(2\pi \alpha x)$$

$$- \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \geq 0} 2\pi \gamma_j v^e_{c\alpha_j(\alpha + \gamma)} \frac{1}{2} \sin(2\pi \alpha x)$$

$$+ \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} 2\pi \gamma_j v^e_{s\alpha_j(\alpha - \gamma)} \frac{1}{2} \cos(2\pi \alpha x)$$

$$- \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \geq 0} 2\pi \gamma_j v^e_{s\alpha_j(\alpha + \gamma)} \frac{1}{2} \cos(2\pi \alpha x)$$

$$+ \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} 2\pi \gamma_j v^e_{s\alpha_j(\alpha - \gamma)} \frac{1}{2} \sin(2\pi \alpha x)$$

$$+ \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \geq 0} 2\pi \gamma_j v^e_{s\alpha_j(\alpha + \gamma)} \frac{1}{2} \sin(2\pi \alpha x)$$

$$+ 2\pi \alpha_i p^e_{c\alpha} \sin(2\pi x) - 2\pi \alpha_i p^e_{s\alpha} \cos(2\pi x),$$

where we assume that in the sum ‘$\leq$’ denotes an appropriate ordering (for example the lexicographic) of $\mathbb{N}^n$, and where we use

$$\sin(2\pi \beta x) \cos(2\pi \gamma x) = \frac{1}{2} \sin(2\pi(\beta + \gamma)x) + \frac{1}{2} \sin(2\pi(\beta - \gamma)x), \quad (181)$$

$$\sin(2\pi \beta x) \sin(2\pi \gamma x) = -\frac{1}{2} \cos(2\pi(\beta + \gamma)x) + \frac{1}{2} \cos(2\pi(\beta - \gamma)x), \quad (182)$$

and

$$\cos(2\pi \beta x) \cos(2\pi \gamma x) = \frac{1}{2} \cos(2\pi(\beta + \gamma)x) + \frac{1}{2} \cos(2\pi(\beta - \gamma)x). \quad (183)$$

In order to get a system with respect to the full real basis. Note that for each $1 \leq i \leq n$ and each $\alpha \in \mathbb{Z}^n$

$$v^e_{c\alpha} : [0, \infty) \to \mathbb{R}, \quad v^e_{s\alpha} : [0, \infty) \to \mathbb{R} \quad (184)$$

are some time-dependent $\alpha$-modes of velocity, and

$$p^e_{c\alpha}, p^e_{s\alpha} : [0, \infty) \to \mathbb{R} \quad (185)$$
are some time-dependent $\alpha$-modes of pressure to be determined in terms of the velocity modes $v_{\alpha i}^re$ and $v_{s\alpha i}^re$.

Next we determine these real pressure modes $p_{\alpha i}^re$ and $p_{s\alpha i}^re$. The Poisson equation in (172) is re-expressed by an infinite equation system for the real $\alpha$-modes of the form

$$p_{\alpha i}^re = -\sum_{j,k=1}^n \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} \frac{4\pi^2 \gamma_j (\alpha_k - \gamma_k) v_{sj\gamma} v_{sk(\alpha - \gamma)}}{\sum_{i=1}^4 4\pi^2 \alpha_i^2}$$

for the cosine modes, and

$$p_{s\alpha i}^re = -1(\alpha \neq 0) \sum_{j,k=1}^n \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} \frac{4\pi^2 \gamma_j (\alpha_k - \gamma_k) v_{sj\gamma} v_{sk(\alpha - \gamma)}}{\sum_{i=1}^4 4\pi^2 \alpha_i^2}$$

for the sinus modes, and for all $\alpha \neq 0$. Note that $p_{\alpha i}^re$ and $p_{s\alpha i}^re$ are indeed independent of the size of the torus $l$. The equations in (188), (187), and (194) determine an equation for the infinite vector of real modes

$$(v_{\alpha i}^{re}, v_{s\alpha i}^{re})_{\alpha \in \mathbb{N}, 1 \leq i \leq n}$$

with alternating sinus (subscript $s$) and cosine (subscript $c$) entries. Let us consider the relation of this real representation to the complex representation.
which we use in the following because of its succinct form. This relation is one to one, of course, as both representations of functions and equations are dual representations of classical functions and equations. Especially we can rewrite every equation, function, and matrix operation in complex notation in the real notation. This ensures that the operations produce real solutions. There is one issue here, which should be emphasized: the estimates for matrix operations in the complex notation transfer directly to analogous estimates for the corresponding matrix operations related to the real system above, although the matrix operation look partly different. Consider the last to terms in (188) for example. We can interpret these terms as finite and infinite matrix operations

\[ \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} m_{ck \alpha \gamma} v_{cj \gamma} \]  

(190)

and

\[ \sum_{\gamma \in \mathbb{N}^n, \gamma \geq 0} m_{ck \alpha \gamma}^+ v_{cj \gamma}, \]  

(191)

where the matrix elements in (190) and (191) are defined by equivalence of the matrix-vector multiplication with the pressure terms in

\[ \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{N}^n, \gamma \leq \alpha} \frac{4 \pi^2 \gamma_i (\alpha_k \gamma_k - \gamma_k) v_{cj \gamma} v_{ck \gamma}}{\sum_{i=1}^{n} 4 \pi^2 \alpha_i^2} \]  

(192)

respectively. The upper bounds estimates for the infinite matrix operations are similar as the infinite matrix operations in complex notation. Note that the matrix operations can be made equivalent indeed by recounting. Furthermore, the finite matrix operations do not alter any convergence properties of the modes for one matrix operation. For iterated matrix operations they can be incorporated naturally in the Trotter product formulas below.

We may take (177) as a shorthand notation for an equivalent equation with respect to the full real basis. The equations written in the real basis have structural features which allow us to transfer certain estimates observed for the equations in the complex notation to the equations in the real basis notation. Each step below done in the complex notation is easily transferred to the real notation. However, the complex notation is more convenient, because we do not have two equations for each mode. Therefore, we use the complex notation, and remark that the real systems has the same relevant features for the argument below. Note that the equation (177) has the advantage that this approach leads to more general observations concerning the relations of nonlinear PDEs and infinite nonlinear ODEs. However, it is quite obvious that a similar argument holds for the real system above as well such that we can ensure that we are constructing real solutions, although
our notation is complex. This means that we construct real solutions \( v_{i\alpha} \) with \( v_{i\alpha}(t) \in \mathbb{R} \). Note that it suffices to prove that there is a regular solution to (177) and to the corresponding system explicitly written in the real basis, because this translates into a classical regular solution of the incompressible Navier-Stokes equation on the \( n \)-torus, and this implies the existence of a classical solution of the incompressible Navier-Stokes equation in its original formulation, i.e., without elimination of the pressure. We provided an argument of this well-known implication at the end of section 1. This is not the controlled scheme which we considered in the first section. However, this scheme is identical with the controlled scheme at the first stage \( m = 0 \), so we start with some general considerations which apply to this first stage first and introduce the control function later. So let us look at the simple scheme in more detail now. The first approximation is the system

\[
\frac{dv_i^0}{dt} = \sum_{j=1}^{n} \left( -\nu \frac{4\pi \alpha_i^2}{\pi^2} \right) v_{i\alpha}^0 - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma_j}{t} h_{j(\alpha-\gamma)} v_{i\gamma}^0 \\
+ 2\pi i \alpha_i \mathbf{1}_{\{\alpha \neq 0\}} \frac{\sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi^2 \gamma_j (\alpha_k - \gamma_k) v_{i\gamma}^0} {\sum_{i=1}^{n} 4\pi^2 \alpha_i^2}. \tag{193}
\]

Let

\[
v_{i}^{0,F} = (v_{i1}^{0,F}, \ldots, v_{in}^{0,F})\quad v_i^{0,F} := (v_{i\alpha}^0)^T_{\alpha \in \mathbb{Z}^n}. \tag{194}
\]

Formally, we consider \( v_i^{0,F} \) as an infinite vector, where the upper script \( T \) in the componentwise description indicates transposition. Then equation (193) may be formally rewritten in the form

\[
\frac{dv_i^{0,F}}{dt} = A_i^{0} v_i^{0,F} + \sum_{j \neq i} L_{ij}^{0} v_j^{0,F}, \tag{195}
\]

with the infinite matrix \( A_i^{0} = \left( a_{\alpha\beta}^{0} \right)_{\alpha,\beta \in \mathbb{Z}^n} \) and the entries

\[
a_{\alpha\beta}^{0} = \delta_{\alpha\beta} \nu \left( -\sum_{j=1}^{n} \frac{4\pi \alpha_j^2}{\pi^2} \right) - \sum_{j=1}^{n} \frac{2\pi \beta_j h_{j(\alpha-\beta)}}{t} + L_{i\alpha\beta}, \tag{196}
\]

and where

\[
L_{i\alpha\beta}^{0} = \mathbf{1}_{\{\alpha \neq 0\}} \frac{2\pi i \alpha_i \sum_{k=1}^{n} 4\pi^2 \beta_j (\alpha_k - \beta_k) h_{k(\alpha-\beta)}} {\sum_{i=1}^{n} 4\pi^2 \alpha_i^2} \tag{197}
\]

for all \( 1 \leq i, j \leq n \) denote coupling terms related to the Leray projection term. As we observed in the preceding section you may write (198) in the form

\[
\frac{dv_i^{0,F}}{dt} = A_i^{0} v_i^{0,F}, \tag{198}
\]
where

\[
A_0 v^{0,F} := \left( \sum_{j \in \{1, \ldots, n\}, \beta \in \mathbb{Z}^n} \left( (\delta_{ij} a_{i\alpha}^0) + \overline{\beta}_{ij} L_{ij\alpha\beta}^0 v_{j\beta}^0 \right) \right)_T T_{\alpha \in \mathbb{Z}^n}^{1 \leq i \leq n},
\]  

where we have to insert

\[
\overline{\beta}_{ij} = (1 - \delta_{ij}),
\]

since the diagonal terms \(L_{ii}^0\) are in \(a^0\) already, and where \(A_0 = (A_{ij}^0)\) can be considered as a quadratic matrix with \(n^2\) infinite matrix entries

\[
A_{ij}^0 = A_{ij}^0 \quad \text{for} \quad i = j,
\]

and

\[
A_{ij}^0 = L_{ij}^0 \quad \text{for} \quad i \neq j.
\]

Note that these matrices which determine the first linear approximation matrix \(A_0\) are not time-dependent. The modes \(a_{i\alpha}^0, v_{i\beta}^0\), or at least one set of these modes, have to decay appropriately as \(|\alpha|, |\beta| \uparrow \infty\) in order that the definition in (199) makes sense, i.e., leads to finite results in appropriate norms which show that the infinite set of modes in \(A_0 v^{0,F}\) belong to a regular function in classical space. Since the matrix \(A_0\) has constant entries, the formal solution of (195) is

\[
v^{0,F} = \exp (A_0 t) h^F.
\]

As we have positive viscosity \(\nu > 0\) for the Navier Stokes equation even the fundamental solution (fundamental matrix)

\[
\exp (A_0 t)
\]

can be defined rigorously by a Trotter product formula for regular input \(h^F\) in the matrix \(A_0\) by the Trotter product formula. Note that the rows of a finite Trotter approximation of the fundamental matrix are as in (203) below, and such that every row of this approximation lives in a regular space \(h^s(\mathbb{Z}^n)\) for \(s \geq n + 2\) if the data \(h^F\) of the matrix \(A_0\) are in that space. This behavior is preserved as we go to the Trotter product limit. However, for the sake of global existence the weaker observation that we can make sense of (203) is essential. Note here that for fixed \(\alpha\) and regular \(h_j\) (i.e., \(h_j\) has polynomially decaying modes) expressions proportional to

\[
\exp \left( -\nu \sum_{i=1}^{n} \alpha_i^2 t \right) \exp (\gamma_j h_{j(\alpha - \gamma)}) \to \exp \left( -\nu \sum_{i=1}^{n} \alpha_i^2 t \right) \quad \text{as} \quad |\gamma| \uparrow \infty,
\]

such that the matrix multiplication with regular data in \(h^s(\mathbb{Z}^n)\) for \(s > n + 2\) inherits regularity of this order. Hence it makes sense to use the dissipative
feature on the diagonal terms and a Trotter-type product formula (otherwise we are in trouble because the modulus of diagonal entries increases with the order of the modes, as we remarked before). Well, in this paper we stress the constructive point of view and the algorithmic perspective, and by this we mean that we approximation infinite model systems by finite systems on the computer where analysis shows how limits behave. This gives global existence and a computation scheme at the same time. We have seen various ingredients of analysis which allow us to observe how close we are to the ‘real’ limit solution. One aspect is the polynomial decay of modes and it is clear that finite ODE approximating systems approximate the better the stronger the polynomial decay is. Infinite matrix multiplication is related to weakly singular elliptic integrals and controls the quality of this approximation. Another aspect is the time approximation. Here we may use the Dyson formalism for the Euler part of the equation (in the Trotter product) in order to obtain higher order schemes. For the first approximation we may solve the equation (203) by approximations via systems of finite modes, i.e., via

$$P_{v_{l}} v_{i}^{0,F,*} = \exp \left( P_{M_{l}} A_{l0} t \right) P_{v_{l}} h^{F}$$

(206)

where $P_{v_{l}}$ and $P_{M_{l}}$ denote projections of vectors and matrices to finite cut-off vectors and finite cut-off matrices of modes of order less or equal to $l$, i.e. modes with multiindices $\alpha = (\alpha_{1}, \ldots, \alpha_{n})$ which satisfy $|\alpha| = \sum_{i=1}^{n} \alpha_{i} \leq l$.

Note that we used the notation

$$P_{v_{l}} v_{i}^{0,F,*}$$

(207)

with a star upperscript of the velocity approximation $v_{i}^{0,F,*}$ since the projection of the solution of the infinite system is not equal to the solution of the finite projected system in general. The latter is an approximation of the former which becomes equal in the limit as the projection of the infinite system become identity. Indeed it is the order of polynomial decay of the modes and some properties of infinite matrix times vector multiplications related to the growth behavior of weakly singular integrals which makes it possible to show that

$$v_{i}^{0,F} = \lim_{l \uparrow \infty} P_{v_{l}} v_{i}^{0,F,*} = \lim_{l \uparrow \infty} \lim_{k \uparrow \infty} \left( \exp \left( P_{M_{l}} \left( \delta_{ij} D^{0_{l0}} \right) \frac{t}{k} \right) \times \right.$$

\begin{equation}
\times \exp \left( \left( P_{M_{l}} \left( \delta_{ij} C^{0} + L_{ij}^{0} \right) \right) \frac{k}{l} \right) \right)^{k} P_{v_{l}} h^{F}.
\end{equation}

Note that we even have $\exp \left( \left( \delta_{ij} D^{0_{l0}} \right) \frac{t}{k} \right) \exp \left( \left( \delta_{ij} C^{0} + L_{ij}^{0} \right) \frac{k}{l} \right) \in M_{n}^{s}$ (although we do not need this strong behavior). Here the symbol $\left( \right)_{ij}$ indicates projection onto the infinite $\mathbb{Z}^{n} \times \mathbb{Z}^{n}$-block at the $i$th row and the $j$th
column of the matrix $A_0$. The right side of (208) is well-defined anyway as due to the matrix exp $\left( \left( \delta_{ij} D^0 \right) \right)$ which has the effect of an multiplication of each row by a function which is exponentially decreasing with respect to time and with respect to the order of the modes, and due to the regularity (order of polynomial decay) of the vector $h_{i}^F$. The more delicate thing is to prove that the Trotter-type approximation converges to the (approximative) solution at the higher order stages $m \geq 1$ of the iterative construction, where we have time dependent convection and Leray projection terms. We come back to this later in the proof of the dissipative Trotter product formula.

Let us start with the description of the other stages. At stage $m \geq 1$ having computed $v_i^{m-1,F} = (v_{i\alpha}^{m-1})_{\alpha \in \mathbb{Z}^n}$ the $m$th approximation is computed via the system

$$\frac{d v_i^{m}}{d t} = \sum_{j=1}^{n} \left( -\frac{4\pi \alpha_i^2}{i} \right) v_{i\alpha}^{m} - \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i \gamma}{i (\alpha - \gamma)} v_{i\gamma}^{m-1} + 2\pi i \alpha_i \sum_{\gamma \in \mathbb{Z}^n} \sum_{k=1}^{n} 4\pi^2 \gamma_j (\alpha_k - \gamma_k) v_{i\gamma}^{m-1} \sum_{\alpha_i = 1}^{n} 4\pi^2 \alpha_i^2$$

(209)

with the same initial data, of course. We have

$$v_i^{m,F} := (v_{i\alpha}^{m})_{\alpha \in \mathbb{Z}^n},$$

(210)

and the equation (209) may be formally rewritten in the form

$$\frac{d v^{m,F}}{d t} = A_m v^{m,F},$$

(211)

with the infinite matrix $A_m = (A_{ij}^{m})_{\alpha, \beta \in \mathbb{Z}^n}$ and the (time-dependent!) entries $A_m = (A_{ij}^{m})_{\alpha, \beta \in \mathbb{Z}^n}$, and along with $A_{ii} = D^0 + C_{ii}^{m} + L_{ii}^{m}$ for all $1 \leq i \leq n$, and $A_{ij}^{m} = L_{ij}^{m}$ for $i \neq j$, $1 \leq i, j \leq n$, where for all $i \neq j$ we have

$$L_{ij}^{m} = 2\pi i \alpha_i \sum_{\alpha_i = 1}^{n} 4\pi^2 \beta_j (\alpha_k - \gamma_k) v_{i\gamma}^{m-1} \sum_{\alpha_i = 1}^{n} 4\pi^2 \alpha_i^2$$

(212)

The matrix $C_{ii}^{m}$ related to the convection term $- \sum_{\gamma \in \mathbb{Z}^n} \sum_{\gamma_i \in \mathbb{Z}^n} \frac{2\pi i \gamma_i}{i (\alpha - \gamma)} v_{i\gamma_i}^{m}$ is defined analogously as in the first stage but with coefficients $v_{i\alpha}^{m-1}$ instead of $h_{i\alpha}$. Again, the equation (210) makes sense for regular data and inductively assumed regular coefficient functions $v_i^{m-1}$, because polynomially decay of the modes $h_{i\alpha}$ and $v_{i\alpha}$ compensate that encoded quadratic growth due to derivatives. For a solution however we have to make sense of exponential functions with exponent $a_{ij}^{m}$ defined in terms of modes $v_i^{m-1}$ and applied to data $h_i^F$. Again we shall use a dissipative Trotter product formula in order to have appropriate decay as $|\alpha|, |\beta| \uparrow \infty$ in order for the solution $v_i^{m}$. However, this time we have time-dependent coefficients and we need a
subscheme at each stage $m$ of the construction in order to deal with time-dependent coefficients. Or, at least, a subscheme is a solution to this problem. An alternative is a direct time-local application of the Dyson formalism of the Euler part (equation without viscosity) including the regular data. Note that we need the regular data then because there is no fundamental matrix for the Euler equation. Furthermore we are better time-local since solutions of the Euler equation are globally not unique (and can be even singular). These remarks remind us of the advantages of a simple Euler scheme where we do not meet these problems. The formal solution of (211) is

$$v^{m,F} = T \exp(A_m t) h^F, \quad (213)$$

where $T \exp(.)$ is a Dyson-type time-order operator $T$ defined above. Note that for all $m \geq 1$ the functions $v^{m,F}_i$, $1 \leq i \leq n$ represent formal solutions of partial integro-differential equation if we rewrite them in the original space. Again in order to make sense of them we shall use the dissipative feature and a Trotter-type product formula at each substage which is a natural time-discretization. It seems that even at this stage we need viscosity $\nu > 0$ in order to obtain solutions for these linear equation in this dual context. This assumption is also needed when we consider the limit $m \uparrow \infty$. We shall estimate at each stage $m$ of the construction

$$v^{m,F} = T \exp(A_m t) h^F \quad (214)$$

based on the Trotter product formula where we set up an Euler-type scheme in order to deal with time-dependent infinite matrices in the limit of substages at each stage $m$. Then we shall also discuss the alternative of a direct application of the Dyson formalism for the Euler part. Higher order time discretization schemes can be based on this, but this is postponed to the next section on algorithms.

Next we go into the details of this plan. Let us consider some linear algebra of time-independent infinite matrices with fast decaying entries (which can be applied directly at the stage $m = 0$). We consider the complex situation first. The relevant structural conditions of the real systems are analogous and are stated as corollaries. The matrices of the 'complex' scheme considered above are $(n \times \mathbb{Z}^n) \times (n \times \mathbb{Z}^n)$-matrices, but - for the sake of simplicity of notation - we shall consider some matrix-algebra for $\mathbb{Z}^n \times \mathbb{Z}^n$-matrices. The considerations can be easily adapted to the formally more complicated case. First let $D = (d_{\alpha \beta})_{\alpha \beta \in \mathbb{Z}^n}$ and $E = (d_{\alpha \beta})_{\alpha \beta \in \mathbb{Z}^n}$ be two infinite matrices, and define (formally)

$$D \cdot E = (f_{\alpha \beta})_{\alpha \beta \in \mathbb{Z}^n}, \quad (215)$$

where

$$f_{\alpha \beta} = \sum_{\gamma \in \mathbb{Z}^n} d_{\alpha \gamma} c_{\gamma \beta}. \quad (216)$$
Next we define a space of matrices such that (215) makes sense. For \( s \in \mathbb{R} \) we define
\[
M^s_n := \left\{ D = (d_{\alpha \beta})_{\alpha \beta \in \mathbb{Z}^n} \mid d_{\alpha \beta} \in \mathbb{C} \land \exists C > 0 : |d_{\alpha \beta}| \leq \frac{C}{1 + |\alpha - \beta|^s} \right\}.
\]
(217)

In the following we consider rather regular spaces where \( s \geq 2 + n \). Some results can be optimized with respect to regularity, but our purpose here is full regularity in the end. Next we have

**Lemma 3.1.** Let \( D \in M^s_n \) and \( E \in M^r_s \) for some \( s, r \geq n + 2 \). Then
\[
D \cdot E \in M^{r+s-n}_n
\]
(218)

**Proof.** For some \( c > 0 \) we have for \( \alpha \neq \beta \)
\[
|f_{\alpha \beta}| = \left| \sum_{\gamma \in \mathbb{Z}^n} d_{\alpha \gamma} e_{\gamma \beta} \right|
\leq c + \sum_{\gamma \notin \{\alpha, \beta\}} \frac{C}{|\alpha - \gamma|^s} \frac{C}{|\gamma - \beta|^r}
\leq c + \frac{C}{|\alpha - \beta|^{s+r}}
\]
(219)
The latter inequality is easily obtained by comparison with the integral
\[
\int_{\mathbb{R}^n \setminus B_{\alpha \beta}} \frac{dy}{|\alpha - y|^s |y - \beta|^r}
\]
where \( B_{\alpha \beta} \) is the union of balls of radius \( 1/2 \) around \( \alpha \) and around \( \beta \). Partial integration of these integrals in polar coordinate form in different cases leads to the conclusion. We observe here that there is some advantage here in the analysis compared to the analysis in classical space because we can avoid the analysis of singularities in discrete space. This advantage can be used to get related estimates via
\[
\sum_{\gamma \notin \{\alpha, \beta\}, \alpha \neq \beta} \frac{C}{|\alpha - \gamma|^s} \frac{C}{|\gamma - \beta|^r} = \sum_{\gamma' \neq 0, \alpha \neq \beta} \frac{C}{|\gamma'|^{s+r}} \frac{C|\gamma'|'}{|\alpha - \beta|^r}
\leq \sum_{\gamma' \neq 0, \alpha \neq \beta} \frac{C|\gamma'|'}{|\alpha - \beta|^r}
\]
(221)
which leads to upper bounds of the form
\[
c + \min \left\{ \frac{cC}{|\alpha - \beta|^r}, \frac{cC}{|\alpha - \beta|^s} \right\}
\]
(222)
for some generic constants \( c, C \). This line of argument is an alternative. \( \square \)

In the real case the matrices of the scheme are \((2n \times \mathbb{N}^n) \times (2n \times \mathbb{N}^n)\)-matrices. Again the essential multiplication rules may be defined for \( \mathbb{N}^n \times \mathbb{N}^n \).
matrices, where the considerations can be easily adapted to the formally more complicated case by renumeration. Hence it is certainly sufficient to consider \((n \times N^n) \times (n \times N^n)\) matrices instead of\((2n \times N^n) \times (2n \times N^n)\). First let \(D = (d_{\alpha\beta})_{\alpha\beta \in \mathbb{N}^n}\) and \(E = (d_{\alpha\beta})_{\alpha\beta \in \mathbb{N}^n}\) be two infinite matrices, and define (formally)

\[
D \cdot E = (f_{\alpha\beta})_{\alpha\beta \in \mathbb{N}^n},
\]

where

\[
f_{\alpha\beta} = \sum_{\gamma \in \mathbb{N}^n} d_{\alpha\gamma} e_{\gamma\beta}.
\]

The space of matrices such that \((223)\) makes sense is analogous as before. For \(s \in \mathbb{R}\) we define

\[
M_{n}^{r,s} := \left\{ D = (d_{\alpha\beta})_{\alpha\beta \in \mathbb{N}^n} \middle| d_{\alpha\beta} \in \mathbb{R} \& \exists C > 0 : |d_{\alpha\beta}| \leq \frac{C}{1 + |\alpha - \beta|^s} \right\}.
\]

In the following we consider rather regular spaces where \(s \geq 2 + n\). Some results can be optimized with respect to regularity, but our purpose here is full regularity in the end. Next we have

**Corollary 3.2.** Let \(D \in M_{n}^{r,s}\) and \(E \in M_{s}^{r,r}\) for some \(s, r \geq n + 2\). Then

\[
D \cdot E \in M_{n}^{r,r+s-n}.
\]

For \(r = s \geq n + 2\) this behavior allows us to define iterations of matrix multiplications recursively according to the matrix rules defined in \((215)\) and \((216)\), i.e., we may define by recursion

\[
A^0 = I, \quad A^1 = A, \quad A^{k+1} = A \cdot A^k.
\]

Similar definitions can be considered in the real case, of course. In the matrix space \(M_{n}^{s}\) (resp. \(M_{n}^{r,s}\)) we may define exponentials. For our problem this space is too 'narrow' to apply this space directly. However, it is useful to note that we have exponentials in this space.

**Corollary 3.3.** Let \(D \in M_{n}^{s}\) (resp. \(D \in M_{n}^{r,s}\)) for some \(s \geq n + 2\). Then

\[
\exp(D) = \sum_{k=0}^{\infty} \frac{D^k}{k!} \in M_{n}^{s} \quad \text{(resp. } M_{n}^{r,s}).
\]

Well what we need is an estimate for the approximative solutions. In this context we note
Corollary 3.4. Let $D \in M_s^n$ (resp. $D \in M^{r,e,s}_n$) for some $s \geq n + 2$ and let $h^F \in h^s(\mathbb{Z}^n)$ (resp. $h^F \in h^s(\mathbb{N}^n)$). Then

$$\exp(D)h^F \in h^s(\mathbb{Z}^n) \quad (\text{resp. } \in h^s(\mathbb{N}^n)).$$

(229)

Proof. Let

$$F = \exp(D), \quad F = (f_{\alpha\beta})_{\alpha,\beta \in \mathbb{Z}^n},$$

(230)

and let

$$g_\alpha = \sum_{\beta \in \mathbb{Z}^n} f_{\alpha\beta} h_{\beta}.$$  

(231)

Then for some $C, c > 0$

$$|g_\alpha| = \left| \sum_{\gamma \in \mathbb{Z}^n} f_{\alpha\beta} h_{\beta} \right| \leq \sum_{\beta \in \mathbb{Z}^n \setminus \{0\}} \frac{C}{|\alpha - \beta|^s |\beta|^s} \leq \frac{cC}{1 + |\alpha|^s},$$

(232)

Analogous observations hold in the real case. \qed

We cannot apply the preceding lemmas directly due to the fact that the diagonal matrix with entries $-\nu \delta_{ij} \sum_{k=1}^{n} \frac{4\pi^2}{k^2} \alpha_i^2$ is not bounded. Neither is the the matrix related to the convection term. However the multiplication of the dissipative exponential with iterative multiplications of the convection term matrix stay in a regular matrix space such that a multiplication with regular data of polynomial decay lead to regular results. If we want to have a fundamental matrix or uniqueness, then the dissipative term - the smoothing effect of which is obvious in classical space - makes the difference. At first glance, iterations of the matrix lead to matrices which live in weaker and weaker spaces, and we really need the dissipative feature if we do not take the application of the data into account, i.e., the minus signs in the diagonal in mathematical terms, in order to detect the smoothing effect in the exponential form. The irregularity related to a positive sign reminds us of the fact that heat equations cannot be solved backwards in general. However, due to its diagonal structure and its negative sign we can prove a BCH-type formula for infinite matrices. The following has some similarity with Kato’s results for semigroups of dissipative operators (cf. [19]). However Kato’s results (cf. [19]) usually require that the domain of the dissipative operator includes the domain of the second operator summand, and this is not true in our formulation for the incompressible Navier-Stokes equation, because the diagonal operator related to the Laplacian, i.e., the diagonal terms $(-\delta_{\alpha\beta} \nu \sum_{i=1}^{n} \alpha_i^2)_{\alpha,\beta \in \mathbb{Z}^n \setminus \{0\}}$, increase quadratically with the order of the modes $\alpha$. So it seems that the result cannot be applied directly. Anyway we continue with the constructive (algorithmic) view, which means that we consider the behavior of finite mode approximations and then we go to the limit of infinite mode systems later. We have
Lemma 3.5. Let \( g^F_l \) be finite vectors of modes of order less or equal to \( l > 0 \) (not to be confused with the torus size which we consider to be equal to 1 w.l.o.g.). Then for any finite vector \( f^F_l = (f^F_l)_|\alpha|\leq l \) with finite entries \( f^F_l \), and in the situation of Lemma 3.8 below we have
\[
| \left( \exp \left( C^l t \right) g^F_l - \exp \left( (A^l + B^l)t \right) g^F_l \right)_\alpha | \leq |f^F_l|t^2|, \tag{233}
\]
where \((.)_\alpha\) denotes the projection to the \( \alpha \)th component of an infinite vector, and \( \exp (C^l t) = \exp (A^l t) \exp (B^l t) \).

This is what we need in the following but let us have a closer look at the Trotter product formula. The reason is that we represent solutions in a double limit where the inner limit is a Trotter product time limit. The polynomial decay behavior of the data and the matrix entries of the problems then ensure that the spatial limits are well-defined (as the upper bound of the modes \( l \) goes to infinity). In the following we use the 'complex' notation and formulate results with respect to \( \mathbb{Z}^n \). The considerations can be transferred immediately to real systems with multiindices in \( \mathbb{N}^n \). First we define

Definition 3.6. A diagonal matrix \((\delta_{\alpha\beta}d_{\alpha\beta})_{\alpha,\beta \in \mathbb{Z}^n}\) is called strictly dissipative of order \( m > 0 \) if \( d_{\alpha\alpha} < -c|\alpha|^m \) for all \( \alpha \in \mathbb{Z}^n \) and for some constant \( c > 0 \). It is called dissipative if it is dissipative of some order \( m \).

This is a very narrow definition which we use as we consider constant viscosity, but this is sufficient for the purposes of this paper while the generalisation to variable viscosity is rather straightforward. In order to state the Trotter-product type result we introduce some notation.

Definition 3.7. For all \( m \geq 1 \) let \( \gamma^m = (\gamma^m_1, \ldots, \gamma^m_m) \) denote multiindices with \( m \) components and with nonnegative integer entries \( \gamma^m_i \) for \( m \geq 1 \) and \( 1 \leq i \leq m \). For each \( m \geq 1 \) we denote the set of \( m \)-tuples with nonnegative entries by \( \mathbb{N}^m_0 \).

Let \( B = (b_{\alpha\beta})_{\alpha,\beta \in \mathbb{Z}^n} \) denote a quadratic matrix, and let \( B^T = (b_{\beta\alpha})_{\alpha,\beta \in \mathbb{Z}^n} \) be its transposed, and \( E \) be some other infinite matrix of the same type. For \( m \geq 1 \) and \( m \)-tuples \( \gamma^m = (\gamma^m_1, \ldots, \gamma^m_m) \) with nonnegative entries \( \gamma^m_j, 1 \leq j \leq n \), we introduce some abbreviations for certain iterations of Lie brackets operations of matrices. These are iterations of the matrix \( \Delta B := B - B^T \) and either the matrix \( B \) or the matrix \( B^T \) in arbitrary order. This gives different expressions dependent on the matrix with which we start, and we define \( I_{\gamma^m} \) (starting with \([\Delta B, B]\)) and \( I^T_{\gamma} \) (starting with \([\Delta B, B^T]\)) accordingly. First we define \( I_{\gamma^1} (\Delta B, B) = I_{(\gamma^1)} (\Delta B, B) \) (starting with \([\Delta B, B^T]\) for \( \gamma^1 \geq 0 \) recursively). Let
\[
[E, B]_T = EB - B^T E, \tag{234}
\]
which is a Lie-bracket type operation with the transposed. For \( \gamma^1 = 0 \) define
\[
I_{(\gamma^1)} [\Delta B, B] := \Delta B, \tag{235}
\]
and for $\gamma_1 > 0$ define

$$I_{(\gamma_1)} [\Delta B, B] := [I_{\gamma_1-1} [\Delta B, B], B]_T. \quad (236)$$

Having defined $I_{\gamma_{m-1}}$ and if $\gamma_m = 0$ then

$$I_{\gamma_m} [\Delta B, B] = I_{\gamma_{m-1}} [\Delta B, B] + I_{\gamma_{m-1}} [\Delta B, B^T] \quad (237)$$

Finally, if $\gamma_m > 0$, then define

$$I_{\gamma_m} [\Delta B, B] = [I_{\gamma_{m-1}} [\Delta B, B], B]_T. \quad (238)$$

Similarly, for $\gamma_1 = 0$ define

$$I^T_{(\gamma_1)} [\Delta B, B] := \Delta B, \quad (239)$$

and for $\gamma_1 > 0$ define

$$I^T_{(\gamma_1)} [\Delta B, B] := [I_{\gamma_1-1} [\Delta B, B^T], B]_T. \quad (240)$$

Having defined $I_{\gamma_{m-1}}$ and if $\gamma_m = 0$ then

$$I^T_{\gamma_m} [\Delta B, B] = I^T_{\gamma_{m-1}} [\Delta B, B] + I^T_{\gamma_{m-1}} [\Delta B, B^T] \quad (241)$$

Finally, if $\gamma_m > 0$, then define

$$I^T_{\gamma_m} [\Delta B, B] = [I^T_{\gamma_{m-1}} [\Delta B, B], B^T]_T. \quad (242)$$

Next we prove a special CBH-formula for finite matrices. We do not need the full force of the lemma 3.8 below for our purpose, but it has some interest of its own. The reader who is interested only in the global existence proof may skip it and consider the simplified alternative considerations in order to see that how a Trotter product result can be applied. The results may be generalized but our main purpose in this article is to define a converging algorithm for the incompressible Navier-Stokes equation which provides also a constructive approach to global existence. We show

**Lemma 3.8.** Define the set of finite modes

$$Z^n_l := \{\alpha \in \mathbb{Z}^n ||\alpha|| \leq l\}. \quad (243)$$

Let $A^l$ be the cut-off of order $l$ of the dissipative diagonal matrix of order 2 related to the Laplacian and let $B^l = (b_{\alpha\beta})_{\alpha\beta \in Z^n_l}$ be the cut-off of some other matrix. Next for an arbitrary finite quadratic matrix $N^l = (n_{\alpha\beta})_{||\alpha||,||\beta|| \leq l}$ let

$$\exp_m (N) = \exp (N) - \left( \sum_{k=0}^{m-1} \frac{N^k}{k!} \right). \quad (244)$$
Then the relation
\[ \exp(A^l) \exp(B^l) = \exp(C^l), \]
holds where \( C^l \) is of the form
\[ C^l = A^l + B^l + \frac{1}{2} \exp(2A^l) \Delta B^l + \sum_{m \geq 1} \exp_m (A^l) \times \]
\[ \times \left( c_{\beta m} I_{\beta m} \left[ \Delta B^l, B^l \right] + c_{T \beta m} I^T_{\beta m} \left[ \Delta B^l, B^l \right]_T \right) \]
for some constants \( c_{\beta m}, c_{T \beta m} \) such that the series
\[ \sum_{m \geq 1} c_{\beta m} t^m \]
and the series
\[ \sum_{m \geq 1} c_{T \beta m} t^m \]
converges absolutely for all \( t \geq 0 \).

Proof. For simplicity of notation we suppress the upper script \( l \) in the following. All matrices \( A, B, C, \cdots \) are finite multiindexed matrices of modes of order less or equal to \( l \). The matrix \( C = \sum_{i=1}^{\infty} C_i \) is formally determined via power series
\[ C(x) = \sum_{i=1}^{\infty} C_i x^i, \quad C'(x) = \sum_{i=1}^{\infty} iC_i^l x^{i-1} \]
by the relation
\[ \sum_{k=0}^{\infty} R^k \left[ C'(x), C(x) \right] = A + B + \sum_{k \geq 1} R^k \left[ A, B \right] \frac{x^k}{k!}, \]
where for matrices \( E, F \) \( [E, F] = EF - FE \) denotes the Lie bracket and
\[ R^1 [E, F] = [E, F], \quad R^{k+1} [E, F] = \left[ R^k [E, F], F \right] \]
recursively (Lie bracket iteration on the right). Comparing the terms of different orders one gets successively for the first \( C \)-terms
\[ C_1 = A + B, \quad C_2 = \frac{1}{2} \left[ A, B \right], \]
\[ C_3 = \frac{1}{12} \left[ A, [A, B] \right] + \frac{1}{12} \left[ [A, B], B \right], \]
\[ C_4 = \frac{1}{48} \left[ A, [[[A, B], B], B] \right] + \frac{1}{48} \left[ [A, [A, B]], B \right] \]
\[ C_5 = \frac{1}{120} \left[ A, [[[A, [[A, B], B]], B] + \frac{1}{120} \left[ [A, [[[A, B], B]], B \right] \right. \]
\[ - \frac{1}{360} \left[ A, [[[A, B], B], B] \right] - \frac{1}{360} \left[ [A, [A, B]], B \right] \]
\[ - \frac{1}{720} \left[ A, [A, [[[A, B], B]], B] \right] - \frac{1}{720} \left[ [[[[A, B], B], B], B \right] \cdots . \]
Iterated Lie brackets simplify if $A$ is a diagonal matrix. First we define left Lie-bracket iterations, i.e.,

$$L^1[E, F] = [E, F], \quad L^{k+1}[E, F] = \left[ E \left[ L^k[E, F] \right] \right]$$  \hspace{1cm} (253)$$

recursively. Next we study the effect of alternative applications of iterations of the left and right Lie-bracket operation for this specific $A$. We have

$$[A, B] = A\Delta B,$$  \hspace{1cm} (254)$$

with $\Delta B = B - B^T$, and

$$L^k[A, B] = A^k2^{k-1}\Delta B,$$  \hspace{1cm} (255)$$

Next we have

$$R^k[A, B] = AR^{k-1}[\Delta B, B]^T$$  \hspace{1cm} (256)$$

Next

$$LR^k[A, B] = A^2R^{k-1}\left( [\Delta B, B]^T + [\Delta B, B^T]^T \right)$$  \hspace{1cm} (257)$$

Induction leads to the observation that other summands than $A + B$ of the series for $C$ can be written in terms of expressions of the form

$$(A)^k I_\beta m \left[ \Delta B, B \right]^T$$  \hspace{1cm} (258)$$

and in terms of expressions of the form

$$(A)^k I_\beta m^T \left[ \Delta B, B \right]^T$$  \hspace{1cm} (259)$$

For each order $p = k + m$ we have a factor $\frac{1}{p!}$ with $\leq 2^p$ summands. This leads to global convergence of the coefficients $c_{\beta m}, c_{\beta m}^T$.

We continue to describe consequences in a framework which is very close to the requirements of the systems related to the incompressible Navier-Stokes equation. As a simple consequence of the preceding lemma we have

**Lemma 3.9.** Let $g^F_l$ be a finite vector of modes of order less or equal to $l > 0$. In the situation of Lemma 3.8 we have

$$\lim_{k \to \infty} \left( \exp \left( A^l \frac{t}{k} \right) \exp \left( B^l \frac{t}{k} \right) \right)^k g^F_l = \exp \left( (A^l + B^l) t \right) g^F_l.$$  \hspace{1cm} (260)$$

It is rather straightforward to reformulate the latter result for equations with matrices of type $P_M A_0, P_M A_0^r$, i.e. finite approximations of order $l$ of the $n\mathbb{Z}^n \times n\mathbb{Z}^n$-matrices $A_0, A_0^r$. Strictly speaking, the matrix of the controlled system is in $\mathbb{Z}^n \setminus \{0\} \times \mathbb{Z}^n \setminus \{0\}$, but me we add zeros and treat it formally in the same matrix space. We have
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Corollary 3.10. Let $B_{b}^{0,l} = \left( P_{M}, \left( C^{0}_{i} + L^{0}_{ij} \right)_{ij} \right)$ and
\[ B_{b}^{r,l,0} = \left( P_{M}, \left( C^{r}_{ij} + L^{r}_{ij} \right)_{ij} \right) \]
such that $A_{0}^{l} = D_{b}^{0,l} + B_{b}^{0,l}$, $A_{0}^{r,l} = D_{b}^{0,l} + B_{b}^{r,l}$.
Then the Trotter product formula
\[ \lim_{k \uparrow \infty} \left( \exp \left( D_{b}^{0,l} \frac{t}{k} \right) \exp \left( B_{b}^{0,l} \frac{t}{k} \right) \right)^{k} = \exp \left( A_{0}^{l} t \right), \tag{261} \]
and the Trotter product formula
\[ \lim_{k \uparrow \infty} \left( \exp \left( D_{b}^{r,l,0} \frac{t}{k} \right) \exp \left( B_{b}^{r,l,0} \frac{t}{k} \right) \right)^{k} = \exp \left( A_{0}^{r,l} t \right) \tag{262} \]
hold.

Next note that iterations of $B_{b}^{0,l}$ of order $k \geq 1$ have at most linear growth for constellations of multindexes where $\alpha - \gamma$ is constant (with the order of the modes as $l \uparrow \infty$). Let is have a closer look at this. Note that $B_{b}^{0,l}$ is a $nZ^{n} \times nZ^{n}$ matrix. However, it is sufficient to consider the subblocks $B_{b,ij}^{0,l}$ for fixed $1 \leq i, j \leq n$, which are matrices in $Z^{n} \times Z^{n}$ in order to estimate the growth behavior of iterations of $B_{b}^{0,l}$. We have
\[ B_{b,ij,\alpha\beta}^{0,l} = - \sum_{n=1}^{\infty} \frac{2\pi i\beta_{j}}{t} j_{\alpha-\beta} + 2\pi i \alpha_{1} 1_{\{\alpha \neq 0\}} \frac{\sum_{k=1}^{n} 4\pi i (\alpha_{k} - \beta_{k}) j_{k(\alpha-\beta)}}{\sum_{i=1}^{n} 4\pi i \alpha_{i}}. \tag{263} \]

We consider the entries for the square. We have
\[ \sum_{\beta \in Z^{n}} B_{b,ij,\alpha\beta}^{0,l} B_{b,ij,\beta\gamma}^{0,l} = 
\left( - \sum_{n=1}^{\infty} \frac{2\pi i\beta_{j}}{t} j_{\alpha-\beta} + 2\pi i \alpha_{1} 1_{\{\alpha \neq 0\}} \frac{\sum_{k=1}^{n} 4\pi i (\alpha_{k} - \beta_{k}) j_{k(\alpha-\beta)}}{\sum_{i=1}^{n} 4\pi i \alpha_{i}} \right) \tag{264} \]
\[ \left( - \sum_{n=1}^{\infty} \frac{2\pi i\beta_{j}}{t} j_{\beta-\gamma} + 2\pi i \beta_{1} 1_{\{\beta \neq 0\}} \frac{\sum_{k=1}^{n} 4\pi i (\beta_{k} - \gamma_{k}) j_{k(\beta-\gamma)}}{\sum_{i=1}^{n} 4\pi i \beta_{i}} \right). \]

Expanding the latter product and inspecting the four terms of the expansion we observe that two of these four terms are entries of matrices in the regular matrix space. Only the mixed products of convection terms entries and Leray projection terms entries lead to expressions which are a little less regular. We define an appropriate matrix space
\[ M_{n}^{s,\text{lin}} := \{ D = (d_{\alpha\beta})_{\alpha\beta \in Z^{n}} \mid d_{\alpha\beta}^{*} \in \mathbb{C} \land \exists C > 0 \forall l : |d_{\alpha\beta}^{*}| \leq \frac{C + C(|\alpha| + |\beta|)}{1 + |\alpha - \beta|^{s}} \}. \tag{265} \]

By induction we have
Lemma 3.11. Given $1 \leq i, j \leq n$ for all $k \geq 1$ we have

$$
\left( B^{0,l}_{b,ij\alpha\beta} \right)^k \in M^s_{n, \text{lin}}
$$

Hence the statement of lemma 3.11 is true also for the exponential of $B^{0,l}_{bij}$. We note

Lemma 3.12. If $D$ is a strictly dissipative diagonal matrix of order 2, then for given $1 \leq i, j \leq n$ we have

$$
\exp(D) \exp \left( B^{0,l}_{b,ij\alpha\beta} \right) \in M^s_{n}. \quad (267)
$$

In order to establish Trotter product representations for our iterative linear approximations $v^{r,m,F}$ of a controlled Navier-Stokes equation we consider a matrix space for sequences of finite matrices $(D^l)_l$ where each $D^l$ has modes of order less or equal to $l$. We have already observed that the systems related to the approximations of incompressible Navier Stokes equation operator are matrices in a $n\mathbb{Z}^n \times n\mathbb{Z}^n$ space. In order to prove convergence of Trotter product formulas for these equations it may be useful to define an appropriate matrix space.

$$
M^s_{n \times n} := \left\{ D = (D_{ij})_{1 \leq i,j \leq n} = (d_{ij\alpha\beta})_{\alpha\beta \in \mathbb{Z}^n, 1 \leq i,j \leq n} \right\} \quad (268)
$$

Next we define a space of sequences $\left( \left( D^l_{ij} \right)_{1 \leq i,j \leq n} \right)_l$ of finite matrices which approximate matrices $M^s_{n \times n}$. We define

$$
M^{s,\text{fin}}_{n \times n} := \left\{ \left( \left( D^l_{ij} \right)_{1 \leq i,j \leq n} \right)_l = (d^l_{ij\alpha\beta})_{\alpha\beta \in \mathbb{Z}^n_l, 1 \leq i,j \leq n} \right\} \quad (269)
$$

Here for each $l \geq 1$ the set $\mathbb{Z}^n_l$ denotes the set of modes of order less or equal to $l$. For our dissipative matrix $D^{0,l}_b$, it follows that for all $t, k$ and

$$
\left( \exp \left( D^{0,l}_b \frac{t}{k} \right) \exp \left( B^{0,l}_b \frac{t}{k} \right) \right)_l^k \in M^{s,\text{fin}}_{n \times n} \quad (270)
$$

for $s \geq n$, i.e., the finite approximations of the Trotter product formula are regular matrices indeed. Hence

$$
\lim_{l \uparrow \infty} \lim_{k \uparrow \infty} \left( \exp \left( D^{0,l}_b \frac{t}{k} \right) \exp \left( B^{0,l}_b \frac{t}{k} \right) \right)_l^k \in M^s_{n \times n} \quad (271)
$$
Now consider finite approximations of the problem \([198]\), i.e., cut-offs of this problem, i.e., a set of problems of finite modes with modes of order less or equal to \(l\) with

\[
\frac{d v^{0,F}_l}{dt} = A_l^0 v^{0,F}_l. \tag{272}
\]

For each \(l\) the solution

\[
v^{0,F}_l = \exp \left( A_l^0 t \right) h^F_l \tag{273}
\]

is globally well-defined via the dissipative Trotter product formula. Our infinite linear algebra lemmas above imply that the sequence \((v^{0,F}_l)_l\) is a Cauchy sequence for \(s > n\) if \(h^F_i \in h^s(\mathbb{Z}^n)\) for all \(s \in \mathbb{R}\) and \(1 \leq i \leq n\). Hence we have

**Lemma 3.13.** We consider the torus of length \(l = 1\) w.l.o.g.. Let \(h^F \in h^s(\mathbb{Z}^n)\) for all \(s \in \mathbb{R}\).

\[
v^{0,F}_l = \left( \exp \left( A^0 t \right) h^F \right)_i \tag{274}
\]

whenever \(h^F_i \in h^s(\mathbb{Z}^n)\) for \(s > n\) for \(1 \leq i \leq n\).

For the same reason

**Corollary 3.14.** Consider the same situation as in the preceding lemma.

\[
v^{r,0,F}_l = \left( \exp \left( A^0 t \right) h^F \right)_i \tag{275}
\]

whenever \(h^F_i \in h^s(\mathbb{Z}^n)\) for \(s > n\) for \(1 \leq i \leq n\).

**Proof.** Let \(A^0_l = P_M A^0_0\) denote the projection of the matrix \(A^0_0\) to the finite matrix of modes less or equal to modes of order \(l\). For finite vectors \(v^{r,0,F}_{i,l}\) with

\[
v^{r,0,F}_i = \lim_{l \uparrow \infty} v^{r,0,F}_{i,l} \tag{276}
\]

we have

\[
v^{r,0,F}_{i,l} = \left( \exp \left( A^r_{0,l} t \right) h^F \right)_i \tag{277}
\]

whenever \(h^F_i \in h^s(\mathbb{Z}^n)\) for \(s > n\) for \(1 \leq i \leq n\).
Note that
\[
\lim_{k \to \infty} \left( \exp \left( D r, 0, l^t \frac{t}{h} \right) \exp \left( B r, 0, l^t \frac{t}{h} \right) \right)^k h^F_i
\]
is a Cauchy sequence in \( M_{n \times n}^k \). Hence, the left side of (276) is a limit of a Cauchy sequence in \( M_{n \times n}^k \).

The stage \( m = 0 \) is special as the matrix \( B r, 0, l^t \) does not depend on time. For this reason we get similar Trotter formulas for time derivatives using the damping of the dissipative factor \( \exp \left( D r, 0, l^t \right) \). We shall use first order time derivatives formulas for linear problems with time-independent coefficients later when we approximate time dependent linear problems via time discretizations. We have

**Corollary 3.15.** Recall that \( A^0_r l = P_{M^l} A^0_r \) denotes the projection of the matrix \( A^0_r \) to the finite matrix of modes less or equal to modes of order \( l \).

\[
\frac{d}{dt} v^r, 0, F = \frac{d}{dt} \left( \exp \left( A^0_r t \right) h^F \right)_i
\]

\[
= \lim_{t \to \infty} \left( A^r, l \lim_{k \to \infty} \left( \exp \left( D r, 0, l^t \frac{t}{h} \right) \exp \left( B r, 0, l^t \frac{t}{h} \right) \right)^k h^F_i \right)_i \in h^s \left( \mathbb{Z}^n \right)
\]

whenever \( h^F_i \in h^s \left( \mathbb{Z}^n \right) \) for \( s > n \) for \( 1 \leq i \leq n \).

Next at stage \( m \geq 1 \) we cannot apply the results above directly in order to define

\[
(v^{m, F}) = T \exp \left( A_m t \right) h^F,
\]
or in order to define

\[
(v^{r, m, F}) = T \exp \left( A^r_m t \right) h^F.
\]

The main difference of the stages \( m \geq 1 \) to the stage \( m = 0 \) is the time dependence of the coefficients formally expressed by the operators \( T \) \([280]\) and \([281]\) above. We have already mentioned various methods in order to deal with matter. In principle there are two alternatives: either we may solve the Euler part of the equation separately using a Dyson formalism or we may set up an Euler scheme and prove a Trotter product formula for a subscheme with time-homogeneous subproblems. There are variations for each alternative, of course, but these are the basic possibilities. We first consider the simpler Euler scheme (second alternative) and postpone the treatment of the Dyson formalism for the Euler part and related higher order schemes to the end of this section and to the next section on algorithms respectively. The second difference is that we need to control the zero modes if we want to establish a global scheme. For the latter reason, next we consider the controlled scheme (the considerations apply to the uncontrolled
scheme as well for one iteration step). In each iteration step we construct the solution of an infinite linear ODE in dual space which corresponds to a linear partial integro-differential equation in the original space. For each iteration step we need some subiterations in order to deal with the time-dependence of the coefficients. In order to apply our observations concerning linear algebra of infinite systems and the Trotter product formula, we consider time-discretizations. The time dependent formulas in (280) and (281) have rigorous definition via double limits (with respect to time and with respect to modes) of Trotter product formulas for finite systems. There are basically two possibilities to define a time-discretized scheme based on this form of a Trotter product formula. One possibility is to consider the successive linearized global problems at each stage $m$ of the construction, where the matrices $A_r^m$ are known in terms of the entries of the infinite vector $v^{r,m-1,F}$ which contains information known from the previous step. According to the dissipative Trotter product formula we expect a time-discretization error of order $O(h)$ where $h$ is an upper bound of the time step sizes. The other possibility is to apply the dissipative Trotter product formula locally and establish a time local limit $\lim_{m \to \infty} v^{r,m,F}$ at each time step proceeding by the semi-group property.

Next we observe that for each stage of approximation the solution $(v^{m,F}) = T \exp (A_r^m t) h^F$, (282)
of the linear equation

$$(v^{r,m,F}) = T \exp (A_r^m t) h^F.$$ (283)
can be computed rather explicitly if we assume $v^{r,m,F}_i \in h^s(\mathbb{Z}^n)$ for $s > n + 2$ inductively. Define the approximative Euler matrix of order $p$ corresponding to the approximation Euclidean part of the equation of order $p$, i.e., on the diagonal $i = j$ define

$$\delta_{ij} E_{\alpha \alpha \beta}^{r,p-1,F}(v^{r,p-1,F}) = -\delta_{ij} \sum_{j=1}^n \frac{2\pi \beta_j}{4\pi i} v^{r,p-1,F}_j \frac{I}{\alpha - \beta}$$

$$+ \delta_{ij} 2\pi i \alpha_1 \frac{\sum_{k=1}^n 4\pi \beta_j (\alpha_k - \beta_k) v^{r,p-1,F}_k}{\sum_{i=1}^n 4\pi \alpha_i^2},$$ (284)

and off-diagonal, i.e. for $i \neq j$, define the entries

$$(1 - \delta_{ij}) E_{\alpha \alpha \beta}^{r,p-1,F}(v^{r,p-1,F}) = 2\pi i \alpha_1 \frac{\sum_{k=1}^n 4\pi \beta_j (\alpha_k - \beta_k) v^{r,p-1,F}_k}{\sum_{i=1}^n 4\pi \alpha_i^2}. $$ (285)

Similar for the uncontrolled Euler system, where we have to include the zero modes. For the Euler system the control makes no difference as we have no viscosity terms. For this reason we consider the uncontrolled Euler
system in the following and denote the corresponding uncontrolled Euler matrix, i.e., the matrix corresponding the the incompressible Euler equation just by \( E(t) \) for the sake of brevity. Similar the matrix of the iterative approximation of stage \( p \) is denoted by \( E_p(t) \) in the following. The Euler system is more difficult to solve since we have no fundamental matrix which lives in a space of reasonable regularity. We are interested in two issues: a) whether the approximative Euler system can be solved rather explicitly such that this solution can serve for proving a Trotter product formula solution for approximative Navier Stokes equation systems (and hence for the definition of higher order schemes), and b) whether the solution of the Euler equation is possible for \( n \geq 3 \) or whether solution of this equation are generically singular (have singularities). First we observe that the approximative uncontrolled Euler system with data
\[
\mathbf{v}^{p-1,E}(t_0) = (\mathbf{v}^{p-1,E}(t_0)_1, \ldots, \mathbf{v}^{p-1,E}(t_0)_n)^T,
\]
for some initial time \( t_0 \geq 0 \) has a solution for some time \( t > 0 \) of Dyson form
\[
\mathbf{v}_1^{p,E} = v(t_0) + \sum_{m=1}^{\infty} \frac{1}{m!} \times \int_0^t ds_1 \int_0^{s_1} ds_2 \cdots \int_0^{s_{m-1}} ds_m T_m \left( E^{p-1}(t_1)E^{p-1}(t_2) \cdots E^{p-1}(t_m) \right) \mathbf{v}^{p-1,E}(t_0),
\]
where the time order operator is defined as above. The matrices \( E^{p-1}(t_m) \) depend on \( \mathbf{v}^{p-1,E} \) at higher stages \( p \) of approximation and on \( \mathbf{v}^{p-1,F}(t_0) \) at the first stage of approximation, and having \( \mathbf{v}_i^{p-1,E}(t_0) \in h^s(\mathbb{Z}^n) \), for \( 1 \leq i \leq n \), \( s > n+2 \), we get
\[
T_m \left( E^{p-1}(t_1)E^{p-1}(t_2) \cdots E^{p-1}(t_m) \right) \mathbf{v}^{p-1,E}(t_0) \in [h^s(\mathbb{Z}^n)]^n
\]
for \( s > n+2 \) by the upper bounds for matrix vector multiplications considered above. Furthermore, we get the upper bounds \( C^m t^m \) for the term in (288) for some constant \( C > 0 \), and it follows that the solution to the approximative equation in (287) is well-defined for \( t \geq 0 \). We denote
\[
T \exp \left( E^p(t) \right) v(t_0) := v(t_0) + \sum_{m=1}^{\infty} \frac{1}{m!} \times \int_0^t ds_1 \int_0^{s_1} ds_2 \cdots \int_0^{s_{m-1}} ds_m T_m \left( E^{p-1}(t_1)E^{p-1}(t_2) \cdots E^{p-1}(t_m) \right) \mathbf{v}^{p-1,E}(t_0).
\]
It is then straightforward to prove the following Trotter product formula for the approximation of order \( p \) of the solution of the Navier Stokes equation system.
Corollary 3.16. The solution $\mathbf{v}^{p,F}$ of the linear approximative incompressible Navier stokes equation at stage $p \geq 1$ has the representation

$$
\mathbf{v}^{p,F}(t) = \lim_{k \to \infty} \left( \exp \left( \left( \delta_{ij} \left( \delta_{\alpha\beta} \sum_{j=1}^{n} \alpha_j^2 \right) \right)_{1 \leq i,j \leq n} \right) \frac{T}{k} \right)^k \left( E^p \left( \frac{t}{k} \right) \right)
$$

(290)

A similar formula holds for the controlled Navier Stokes equation system. We come back to this formula below in the description of an algorithm. Next concerning issue b) we first observe that we get a contraction result for the approximations of order $p$ for the Euler equation. We write

$$
E^{p-1}(t) =: E(\mathbf{v}^{p-1,E}(t))
$$

(291)

in order to emphasize the dependence of the Euler matrix at time $t \geq 0$ of order $p$ of the approximative Euler velocity $\mathbf{v}^{p-1,E}(t)$ at stage $p - 1$. First we consider the approximative Euler initial data problem of order $p$, i.e., the problem

$$
\frac{d\mathbf{v}^{p,E}}{dt} = E(\mathbf{v}^{p-1,E}(t))\mathbf{v}^{p,E}, \quad \mathbf{v}^{p,E}(0) = \mathbf{h}^E
$$

(292)

for data $\mathbf{h}^E$ with components $\mathbf{h}^E_i \in h^s(\mathbb{Z}^n)$ for $1 \leq i \leq n$. We get

$$
\mathbf{v}^{p,E}(t) - \mathbf{v}^{p-1,E}(t) = \int_0^t \left( E(\mathbf{v}^{p-1,E}(s))\delta \mathbf{v}^{p,E}(s) \right)\mathbf{v}^{p-1,E}(s) \, ds,
$$

(293)

where $\delta \mathbf{v}^{p,E}(s) = \mathbf{v}^{p,E}(s) - \mathbf{v}^{p-1,E}(s)$. We denote

$$
E(\delta \mathbf{v}^{p-1,E}(s)) =: \left( E(\delta \mathbf{v}^{p-1,E}(s))_{i\alpha j\beta} \right)_{1 \leq i,j \leq n, \alpha, \beta \in \mathbb{Z}^n}.
$$

(294)

We have a Lipschitz property for the terms on the right side of (296), i.e., for a Sobolev exponent $s \geq n + 2$ we have for $0 \leq t \leq T$ (some horizon $T > 0$)

$$
\sum_{j,\beta} E(\mathbf{v}^{p-1,E}(t))_{i\alpha j\beta} \delta \mathbf{v}^{p-1,E}(t)
$$

$$
\leq \sum_{\beta} C_{|\beta|} \sup_{0 \leq u \leq T} \left| \delta \mathbf{v}^{p,E}(u) \right|_{h^s}
$$

(295)

$$
\leq \frac{C}{1+|\alpha|^{n+2}} \sup_{0 \leq u \leq T} \left| \delta \mathbf{v}^{p,E}(u) \right|_{h^s}
$$

The estimate for the $\alpha$-modes of the second term on the right side of (296) is similar such that we can sum over $\alpha$ and get for some generic $C > 0$ the
estimate
\[ \sup_{t \in [0,T]} \left| \nu^{p,E}(t) - \nu^{p-1,E}(t) \right|_{h^s} \leq CT \sup_{0 \leq u \leq T} \left| \delta \nu^{p,E}(u) \right|_{h^s} \]
\[ + C T \sup_{0 \leq u \leq T} \left| \delta \nu^{p-1,E}(u) \right|_{h^s}. \]
(296)

For \( T > 0 \) small enough we have \( CT \leq \frac{1}{3} \) we get contraction with a contraction constant \( c = \frac{1}{2} \). Hence we have local time contraction, and this implies that we have local existence on the interval \([0, \frac{1}{T}]\).

Why is it not possible to extend this argument and iterate with respect to time using the semi-group property in order to obtain a global solution of the Euler equation? Well, it is possible to obtain global solutions of the Euler equation, i.e., for the nonlinear equation
\[
\frac{d \nu^E}{dt} = E(\nu^E(t)) \nu^E, \quad \nu^E(0) = h^F
\]
(297)
but uniqueness is lost for dimension \( n \geq 3 \). This seems paradoxical as contraction results lead to uniqueness naturally. However, the problem is that we cannot control a priori the coefficient \( \nu^E(t) \) in the Euler matrix \( E(\nu^E(t)) \) globally. We can control it locally in time but not globally. A proof of this is that we may consider the ansatz
\[
\nu^E(t) := \frac{u^E(\tau)}{1-t}
\]
(298)
along with
\[
\tau = -\ln (1-t)
\]
(299)
for the Euler equation. This leads to
\[
\frac{d u^E}{dt} = \frac{u^E(\tau)}{1-t} + \frac{\frac{\partial u^E(\tau)}{\partial \tau}}{1-t} dB_t,
\]
(300)
where \( \frac{dt}{d\tau} = \frac{1}{1-t} \), such that
\[
\frac{\partial u^E}{\partial \tau} = E(u^E(\tau))u^E - u^E,
\]
(301)
where the equation for \( t \in [0,1) \) is transformed to an equation for \( \tau \in [0, \infty) \).

Note that for this ansatz we have used
\[
\frac{E(u^E(\tau))u^E(\tau)}{(1-t)^2} = E(\nu^E(\tau)) \nu^E.
\]
(302)
Note that the equation for \( u^E \) has a damping term which helps in order to prove global solutions. Note that any solution of \( 307 \) which is well defined
on the whole domain (corresponding to the domain \( t \in [0,1] \) in original coordinates, and which satisfies
\[
u^E(1) \neq 0
\] (303)
corresponds to a solution of the Euler equation which becomes singular at time \( t = 1 \). Can such a solution be obtained. It seems difficult to observe this from the equation for \( u^E \) as it stands, but consider a related transformation
\[
v^E(t) \equiv \frac{u^{\mu,E}(\tau^\mu)}{\mu - t}
\] (304)
along with
\[
\tau^\mu = -\ln \left(1 - \frac{t}{\mu}\right)
\] (305)
for the Euler equation. This leads to
\[
\frac{dv^E(t)}{dt} = \frac{u^{\mu,E}(\tau^\mu)}{(\mu - t)^2} + \frac{du^{\mu,E}(\tau^\mu)}{d\tau} \frac{d\tau}{d\tau dt},
\] (306)
where \( \frac{d\tau}{dt} = \frac{1 - \frac{1}{\mu} - \frac{1}{\mu - t}}{\mu - t} = \frac{1}{\mu - t} \), such that we get a formally identical equation
\[
\frac{du^E}{d\tau} = E(u^{\mu,E}(\tau)) u^{\mu,E} - u^{\mu,E},
\] (307)
but now the equation for \( t \in [0, \rho] \) is transformed to an equation for \( \tau \in [0, \infty) \). Now if data at time \( t = 0 \) are different from zero, we can always choose \( \rho \) small enough such that any regular velocity function solution evaluated at time \( t = \rho \) is different from zero at time \( t = \rho \), i.e., \( v^E(\rho) \neq 0 \) (use a Taylor formula and the equation for the original velocity vector). This shows that singular solutions are generic and proves the Corollary about singular equations. On the other hand we can obtain local time contraction result for the Euler equation in exponentially time weighted norms and repeat this argument. This leads to a global solution branch, i.e., a global solution which is not unique.

Next, let us be a little bit more explicit about the Euler scheme (the lowest time order scheme we propose). In any case, we define a time-discretized subscheme at each stage \( m \geq 1 \) and use the Trotter product formula for dissipative operators above locally in time in order to show that we get a converging subscheme. The convergence can be based on compactness arguments, and it can be based on global contraction with respect to a time-weighted norm introduced above. In the latter case we need more regularity (stronger polynomial decay) as we shall see. Another possibility is to establish a time-local contraction at each stage \( m \geq 1 \), i.e. in order to establish a
solution \( v^{r,m,F} \) at stage \( m \). The time-local contraction can be iterated due to the semi-group property of the operator such that the subscheme becomes global in time. At each iteration step \( m \) the time-discretized scheme for each global linear equation works for the uncontrolled scheme and the controlled scheme if we know that the data \( v^{m-1,F} \) (resp. \( v^{r,m-1,F} \)) computed at the preceding step are bounded and regular, i.e., \( v^{r,m-1,F}(t) \in h^s(\mathbb{Z}^n) \) for \( s \geq n + 2 \) with \( n \geq 3 \). Both subschemes have a limit with and without control function. It is in the limit with respect to the stage \( m \) that the control function \( r \) becomes useful. It also becomes useful for designing algorithms. Next we write down the subscheme for the uncontrolled subscheme and the controlled subschemes. Later we observe that the control function is globally bounded in order to prove that there is a limit as \( m \uparrow \infty \). For each step \( m \) of the construction, however, the arguments for the controlled and the uncontrolled scheme are on the same footing. We describe the global linearized scheme, i.e., the scheme based on global linear equations which are equivalent to partial integro-differential equations in the original space.

The procedure is defined recursively. For \( T > 0 \) arbitrary we define a scheme which converges on \([0, T]\) to the approximative solution \( v^{r,m,F} \). Having defined \( v^{m-1,F} \) at stage \( m \geq 1 \) we define a series \( v^{r,m,F,p} \), \( p \geq 1 \), where \( p \) is a natural number index which refers to a global time discretization \( t^p \), \( p \geq 1 \) and where \( q \in \{1, \cdots, 2^p\} \) along with \( t^q_p - t^q_{p-1} = T2^{-p} \) for all \( p \geq 1 \), and \( t_0 := 0 \), such that we get a contractive scheme with respect to a certain time-weighted Sobolev norm. Next for given \( p \geq 1 \) and \( q \in \{1, \cdots, 2^p\} \) we define the equation for \( v^{r,m,F,p,q} \) on the interval \([t^q_p-1, t^q_p] \), and where the initial data are given by

\[
v^{r,m,F,p,q-1}\left(t^q_{p-1}\right),
\]

(308)

Here for \( q = 1 \) we have the initial data

\[
v^{r,m,F,p,0}\left(t^p_0\right) = h^{r,F}.
\]

(309)

Note that the vector \( h^{r,F} \) equals the initial data \( h^F \), but without the zero modes, i.e.,

\[
h^{r,F} = \left(h^{r,F}_1, \cdots, h^{r,F}_n\right)^T,
\]

(310)

where for \( 1 \leq i \leq n \) we have

\[
h^{r,F}_i = (h_{i\alpha})_{\alpha \in \mathbb{Z}^n \setminus \{0\}}.
\]

(311)

Next we define for each \( p \geq 1 \) the sequence of local equations for \( v^{r,m,F,p,q} \). This leads to a global sequence \( (v^{r,m,F,p,q})_{p \geq 1} \) defined on \([0, T]\) for arbitrary \( T > 0 \). The next goal is to obtain a contraction result with respect to the iteration number \( p \) in order to establish the existence of global regular solutions \( v^{r,m,F} \) for the approximative problems

\[
\frac{dv^{r,m,F}}{dt} = A^{r,NS} (v^{r,m-1}) v^{r,m,F},
\]

(312)
where \( \mathbf{v}^{r,m,F} = (\mathbf{v}^{r,m,F}_1, \ldots, \mathbf{v}^{r,m,F}_n)^T \) and where for each \( m \geq 1 \) the initial data are given by \( \mathbf{h}^{r,F} \). Here we look at \( \mathbf{A}^{r,NS} \) defined above as an operator such that \( \mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}) \) is obtained by applying this operator to the argument \( \mathbf{v}^{r,m-1} \) instead of \( \mathbf{v}^{r} \). We shall give the details for the iterations steps \( p,q \geq 1 \). First we have to obtain \( \mathbf{v}^{r,m,F,p,q} \) for each \( p \geq 1 \) and \( q \in \{1, \ldots, 2^p\} \). On the time interval \( \left[t^p_{q-1}, t^p_q\right] = \left[\frac{q-1}{2^p}T, \frac{q}{2^p}T\right] \) we have the local Cauchy problem

\[
\frac{d\mathbf{v}^{r,m,F,p,q}}{dt} = \mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}),
\]

where \( \mathbf{v}^{r,m,F,p,q} = (\mathbf{v}^{r,m,F,p,q}_1, \ldots, \mathbf{v}^{r,m,F,p,q}_n)^T \) and where for each \( m \geq 1 \) the initial data are given by \( \mathbf{v}^{r,m,F,p,q-1}(t^p_{q-1}) \). Next we explicitly describe the matrix \( \mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1,p,q}) \) which is a \( n(\mathbb{Z}^n \setminus \{0\}) \times n\mathbb{Z}^n \setminus \{0\} \)-matrix with

\[
\mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}) = (\mathbf{A}^{r,NS}_{ij}(\mathbf{v}^{r,m-1}))_{1 \leq i,j \leq n},
\]

where for \( 1 \leq i, j \leq n \) the entry \( \mathbf{A}^{r,NS}_{ij}(\mathbf{v}^{r,m-1}) \) is a \( \mathbb{Z}^n \setminus \{0\} \times \mathbb{Z}^n \setminus \{0\} \)-matrix. We have

\[
\mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}) \mathbf{v}^{r,m,F,p,q} =
\]

\[
\left(\sum_{j=1}^n \alpha^r_{ij} \mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}) \mathbf{v}^{r,m,F,p,q}_j, \ldots, \sum_{j=1}^n \alpha^r_{nj} \mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}) \mathbf{v}^{r,m,F,p,q}_n\right)^T,
\]

where for all \( 1 \leq i \leq n \)

\[
\sum_{j=1}^n \alpha^r_{ij} \mathbf{A}^{r,NS}(\mathbf{v}^{r,m-1}) \mathbf{v}^{r,m,F,p,q}_j =
\]

\[
\left(\sum_{j=1}^n \sum_{\beta \in \mathbb{Z}^n} \alpha^r_{ij \alpha j \beta} \left(\mathbf{v}^{r,m-1}_j, \mathbf{v}^{r,m,F,p,q}_j\right)_{\alpha \in \mathbb{Z}^n}\right)_{1 \leq i \leq n}.
\]

The entries \( \alpha^r_{ij \alpha j \beta} \) are determined by the equation as follows. On the diagonal, i.e., for \( i = j \) and for \( \alpha, \beta \neq 0 \) we have the entries

\[
\delta_{ij} \alpha^r_{ij \alpha j \beta}(\mathbf{v}^{r,m-1}) = \delta_{ij} \sum_{j=1}^n \nu \left(\frac{-4\pi^2 k^2}{\nu^2}\right) - \delta_{ij} \sum_{j=1}^n \frac{2\pi i \beta_j}{\nu} \mathbf{v}^{r,m-1}_{j,1}
\]

\[
+ \delta_{ij} 2\pi i \alpha_1 1_{\{\alpha \neq 0\}} \frac{\sum_{k=1}^n 4\pi \beta_j (\alpha_k - \beta_k) \mathbf{v}^{r,m-1}_{k,1}}{\sum_{j=1}^n 4\pi \alpha_j^2},
\]

where for \( \alpha = \beta \) the terms of the form \( \mathbf{v}^{r,m-1}_{k,1} \) are zero (such that we do not need to exclude these terms explicitly). Furthermore, off-diagonal we have for \( i \neq j \) the entries

\[
(1 - \delta_{ij}) \alpha^r_{ij \alpha j \beta}(\mathbf{v}) = 2\pi i \alpha_1 1_{\{\alpha \neq 0\}} \sum_{k=1}^n \frac{4\pi \beta_j (\alpha_k - \beta_k) \mathbf{v}^{r,m-1}_{k,1}}{\sum_{j=1}^n 4\pi \alpha_j^2}.
\]
The idea for a global scheme is to determine \( v^{r,F} = \lim_{m \to \infty} v^{r,m,F} \) for a simple control function (the one which cancels the zero modes at stage \( m \) of the iteration) and a certain iteration \( \frac{\partial v^{r,m,F}}{\partial t} = A^{NS} (v^{r,m-1}) v^{r,m,F} \) (319)
staring with a time-independent matrix \( A^{NS} (v^{r,0}) := A^{NS} (h) \) for \( m = 0 \).

We shall use the abbreviation \( A^r_m := A^{NS} (v^{r,m-1}) \), (320)
which is time-dependent for \( m \geq 1 \). The proof of global regular existence of the incompressible Navier Stokes equation can be obtained the sequence \( (v^{r,m,F})_{m \geq 1} \) is a Cauchy sequence in \( C^1 ([0, T), (h^s (Z^n), \cdots, h^s (Z^n))) \) with the natural norm (supremum with respect to time). An alternative is a contraction result. Contraction results have the advantage that they lead to uniqueness results with respect to the related Banach space. The disadvantage is that we need more regularity (order of polynomial decay) in general if we want to have contraction. However, in a first step we have to ensure the existence of the solutions \( v^{r,m,F} \) of the linearized problems in appropriate Banach spaces. Next we define a Banach space in order to get a contraction result for the subscheme \( (v^{r,m,F,p})_{p \geq 1} \) where the index \( p \) is related to the time discretization of size \( T^{2^p} \) we mentioned above. Note that for each \( p \geq 1 \) the problem for \( v^{r,m,F,p} \) on \([0, T] \) is defined by \( 2^p \) recursively defined subproblems for \( v^{r,m,F,p,q} \) for \( 1 \leq q \leq 2^p \) which are defined on the interval \( [t_{q-1}^p, t_q^p] \) where the data for the problem for \( q \geq 2 \) are defined by the final data of the subproblem for \( v^{r,m,F,p,q-1} \) evaluated at \( t_{q-1}^p \).

Next consider the function space
\[
B^{n,s} := \left\{ t \to u^F (t) = (u^F_1, \cdots, u^F_n)^T | \forall t \geq 0 : u^F_i (t) \in h^s (Z^n \setminus \{0\}) \right\}
\] (321)

Note that we excluded the zero modes because this Banach space is designed for the controlled equations. For \( u^F \in B^{n,s} \) define
\[
\left| u^F \right|_{h^s,C} := \sup_{t \in [0, T]} \exp (\sum_{i=1}^n \exp (-Ct) \left| u^F_i (t) \right|_{h^s}).
\] (322)

In the following we abbreviate
\[ A^r_m = A^{NS} (v^{r,m-1,F}) \] (323)
Especially the evaluation of the right side of (323) at time \( t \) is denoted by \( A^r_m (t) \). Recall that
\[ Z^{n,0} := Z^n \setminus \{0\} \] (324)
At each substep \( p \) we apply the Trotter product representation of the subproblems for \( \mathbf{v}^{r,m,F,p,q} \) for \( 1 \leq q \leq 2^p \) \( 2^p \)-times. Note that at each stage of the construction we know that the Trotter product formula is valid in regular function spaces as the coefficients are not time dependent for each of these \( 2^p \) subproblems. For \( s > 0 \) let us assume that

\[
t \to \mathbf{v}^{r,m-1,F}_i(t) \in C^k \left( [0,T], h^s \left( \mathbb{Z}^n,0 \right) \right) \quad \text{for} \quad 1 \leq i \leq n. \tag{325}
\]

Here \( C^k \left( [0,T], h^s \left( \mathbb{Z}^n,0 \right) \right) \) is the function space of time dependent function vectors with image in \( \mathbb{Z}^n,0 \) which have \( k \)-times differentiable component functions \( t \to v^{r,m-1}(t) \) for \( 1 \leq i \leq n \) and \( \alpha \in \mathbb{Z}^n \setminus \{0\} \). Note that there is no need here to be very restrictive with respect to the degree of the Sobolev norm \( s \). We should have \( s > n \) in order to prove the existence of anything which exists in a more than distributional sense, of course, and we stick to our assumption \( s > n + 2 \). Assuming sufficient regularity at the previous stage \( m - 1 \) of the function \( \mathbf{v}^{r,m-1,F} \), we have the Taylor formula

\[
\mathbf{v}^{r,m-1,F}(t + h) = \sum_{0 \leq p \leq k-1} D^p_t \mathbf{v}^{r,m-1,F}(t) h^p + \frac{h^p}{(k-1)!} \int_0^1 (1 - \theta)^{k-1} D^p_t \mathbf{v}^{r,m-1,F}(t + \theta h) d\theta
\]

for \( t \in [0,T-h] \) and \( h > 0 \). Here,

\[
D^p_t \mathbf{v}^{r,m-1,F}(t) := \left( \frac{d^p}{d\theta} v^{r,m-1}_{i\alpha} \right)_{1 \leq i \leq n, \alpha \in \mathbb{Z}^n,0}. \tag{326}
\]

In the following we assume that \( \mathbf{h}^{r,F}_i, \mathbf{v}^{r,m-1,F}_i \in h^s \left( \mathbb{Z}^n,0 \right) \) for \( s = n + 2 \) and \( 1 \leq i \leq n \), because this property is inherited for \( \mathbf{v}^{r,m,F}_i \) as we go from stage \( m - 1 \) to stage \( m \). Note that the matrix-valued function \( t \to A^r_m(t + h) - A^r_m(t) = A^{r,NS} \left( \mathbf{v}^{r,m-1,F}(t + h) \right) - A^{r,NS} \left( \mathbf{v}^{r,m-1,F}(t) \right) \) applied to the data \( \mathbf{h}^{r,F} \) is Lipschitz with respect to a \( \| \cdot \|_{h^s} \)-norm, i.e., for some finite Lipschitz constant \( L > 0 \) we have

\[
\left| \left( A^{r,NS} \left( \mathbf{v}^{r,m-1,F}(t + h) \right) - A^{r,NS} \left( \mathbf{v}^{r,m-1,F}(t) \right) \right) \mathbf{h}^{r,F} \right|_{h^s} \leq L \| \mathbf{v}^{r,m-1,F}(t + h) - \mathbf{v}^{r,m-1,F}(t) \|_{h^s}. \tag{328}
\]

Here, we use the regularity (polynomial decay) of the initial data \( \mathbf{h}^{r,F} \) and the assumed regularity (polynomial decay) of \( \mathbf{v}^{r,m-1,F}(t) \) in order to compensate have to compensate for quadratic terms in the Leray projection term approximation above, i.e., the quadratic multiindex terms related to the multiindices \( \beta \) in the Leray projection term and to linear multiindex terms related to the convection term. Here the initial data for the subproblems for \( \mathbf{v}^{r,m,F,p,q} \) inherit sufficient regularity in order to preserve the Lipschitz property. Let us have a closer look at this. At stage \( m \) of the global
iteration we solve an equation of the form (312). Let us describe this for a unit time interval $[0, 1]$, i.e., with time horizon $T = 1$ for a moment without loss of generality. The generalization of the description for any finite time horizon $T > 0$ is straightforward (we do this below). We do this by a series of time discretizations at time points

$$
t_i \in \left\{ \frac{k}{2^p} = \frac{t_p^1}{2^p} \mid 0 \leq k \leq 2^p - 1 \right\}
$$

in order to apply Trotter product formulas at each substep. The approximation at stage $p$ is denoted by $v^{r,m,F,p}$ and is determined recursively by $2^p$ time-homogeneous problems on time intervals $[t_p^k, t_p^{k+1}]$. At substep $1 \leq q \leq 2^p$ we have computed $v^{r,m,F,p}(t_p^q)$. We then evaluate the matrix in (312) at time $t_p^{q-1}$ and have the problem

$$
dv^{r,m,F,p,q} = A_{m}^{r} \left( t_p^{q-1} \right) v^{r,m,F,p,q},
$$

on $[t_p^{q-1}, t_p^{q}]$, where we take the data from the previous time substep $t_p^{q-1}$ at stage $m$, i.e.,

$$
v^{r,m,F,p,q}(t_p^{q-1}) = v^{r,m,F,p,q-1}(t_p^{q-1}).
$$

The problem described in (330) and (331) can then be solved by a Trotter product formula. Now compare this with with the set of problems at the next stage $p + 1$. On the time interval $[t_p^{q-1}, t_p^{q}]$ we have two subproblems at stage $p + 1$. Note that $t_p^{q+1}_{2(q-1)} = t_p^{q-1}$. On the time interval $[t_p^{q-1}, t_p^{q+1}]$ we have to solve for

$$
dv^{r,m,F,p+1,q}_{2(q-1)} = A_{m}^{r} \left( t_p^{q-1} \right) v^{r,m,F,p+1,2q-1},
$$

with the initial data from the previous time step, i.e.,

$$
v^{r,m,F,p+1,2q-1}(t_p^{q-1}) = v^{r,m,F,p+1,2q-2}(t_p^{q+1}_{2(q-1)}),
$$

and where we use

$$
A_{m}^{r} \left( t_p^{q-1} \right) = A_{m}^{r} \left( t_p^{q+1}_{2(q-1)} \right).
$$

We then have a second subproblem on the time interval $[t_p^{q+1}_{2q-1}, t_p^{q+1}_{2q}]$, where we have to solve for

$$
dv^{r,m,F,p+1,2q} = A_{m}^{r} \left( t_p^{q+1}_{2q-1} \right) v^{r,m,F,p+1,2q},
$$

with the initial data

$$
v^{r,m,F,p+1,2q}(t_p^{q+1}_{2(q-1)}).
$$
The regular spaces with polynomial decaying modes makes it possible to generalize observation well known for Euler scheme for finite dimensional systems quite straightforwardly. Especially, a global $O(h)$ (time stepsize $h$) error is a straightforward consequence of the Taylor formula considered above. This may also be used to estimate the difference of solutions $v^{r,m,F,p+1,2q-1}$ together with $v^{r,m,F,p+1,2q-2}$ compared to $v^{r,m,F,p,q}$. Indeed using the infinite linear algebra lemmas above we observe

**Lemma 3.17.** Let $s > n + 2$ and $T > 0$ be given. For $k = 2$ assume that $v^{r,m-1,F}$ is regular as in (327). Then for some finite $C > 0$

$$\sup_{u \in [0,T]} \exp(-Cu) v^{r,m,F,p}(u) - v^{r,m,F,p-1}(u) \leq \frac{1}{h^s}.$$  \quad (337)

**Proof.** For notational reasons the size of the torus is assumed to be one. We remark that for general time horizon $T > 0$

$$t^p_{2(q-1)} = 2(q-1)2^{-p} T = (q-1)2^{-(p-1)}T = t^{p-1}_{q-1},$$  \quad (338)

and accordingly

$$A^p_m(t^p_{2(q-1)}) = A^p_m(t^{p-1}_{q-1})$$  \quad (339)

For some vector $C^{h,p}_q \in h^s (\mathbb{Z}^n)$ for $s \geq n + 2$ we postulate the difference

$$v^{r,m,F,p,q-1}(t^p_{2(q-1)}) - v^{r,m,F,p-1,q-1}(t^{p-1}_{q-1}) = C^{h,p}_q,$$  \quad (340)

and we consider some properties which the vector $C^{h,p}_q$ inherits from $C^{h,p}_{q-1}$. Next at stage $p \geq 1$ consider the initial data $v^{r,m,F}(t^{p-1}_{q-1})$ of the problem at substep $1 \leq q \leq 2^{p-1}$. We have $t \in [t^p_{2(q-1)}, t^p_{2q}] = [t^{p-1}_{q-1}, t^{p-1}_{q}]$, where it makes sense to consider the subintervals $[t^p_{2(q-1)}, t^p_{2q-1}]$ and $[t^p_{2(q-1)}, t^p_{2q}]$.

We may consider $t \in [t^p_{2q-1}, t^p_{2q}]$ w.l.o.g. because the following estimate simplifies $t \in [t^p_{2q-2}, t^p_{2q-1}]$. For $t \in [t^p_{2q-1}, t^p_{2q}]$ we have

$$\left|v^{r,m,F,p,2q}(t) - v^{r,m,F,p-1,q}(t)\right| \leq \left|v^{r,m,F,p,2q}(t) - v^{r,m,F,p,2q}(t_{2q-1}) - \left(v^{r,m,F,p-1,q}(t) - v^{r,m,F,p-1,q}(t_{2q-1})\right)\right|,$$

$$+ \left|v^{r,m,F,p,2q-1}(t_{2q-1}) - v^{r,m,F,p-1,q}(t_{2q-1})\right|.$$  \quad (341)
where we use $v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) = v_{i}^{r,m,F,p,2q-1}(t_{2q-1}^{p})$. Since $t_{2q-1}^{p} = t_{q-1}^{p-1}$ and with (340) above for the last term in (342) we have
\[
\left| v_{i}^{r,m,F,p,2q-1}(t_{2q-1}^{p}) - v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) \right|_{h^{s}}
= \left| \exp \left( A_{m}^{r}(t_{2q-1}^{p}) \right) \left( t_{2q-1}^{p} - t_{2q-1}^{p} \right) \right| v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) - \left( v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) - v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) \right)_{h^{s}}
\]
\[
\leq \left| \exp \left( A_{m}^{r}(t_{2q-1}^{p}) \right) \left( t - t_{2q-1}^{p} \right) \right| v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) - \left( v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) - v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) \right)_{h^{s}}
\]
for some finite $C > 0$, which depends only on data known at stage $m - 1$. Furthermore, for the first term on the right side of (342) we may use the rough estimate
\[
\left| v_{i}^{r,m,F,p,2q}(t) - v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) \right|_{h^{s}}
\leq \left| \exp \left( A_{m}^{r}(t_{2q-1}^{p}) \right) \left( t - t_{2q-1}^{p} \right) \right| v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) - \left( v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) - v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) \right)_{h^{s}}
\]
\[
(343)
\]
The right side of (342) we observe with (342)
\[
\left| \exp \left( A_{m}^{r}(t_{2q-1}^{p}) \right) \left( t - t_{2q-1}^{p} \right) \right| v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) - \left( v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) - v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) \right)_{h^{s}}
\]
\[
+ \left| v_{i}^{r,m,F,p,2q}(t_{2q-1}^{p}) - v_{i}^{r,m,F,p-1,q}(t_{2q-1}^{p}) \right|_{h^{s}}
\]
\[
\leq 2 \left| \exp \left( \frac{2C}{h^{p}} \right) C_{q-1}^{h,p} \right|_{h^{s}}
\]
(344)
As for each $p \geq 1$ the entries of the sequence $C_{q}^{h,p}$ are in $O(h^{2})$ where $h$ denotes the maximal time step size (which is $2^{-p}$ with our choice) the difference to be estimated is in $O(h)$ and we are done.

The preceding lemma shows that we have a Cauchy sequence
\[
(\nu_{i}^{r,m,F,p})_{p \geq 1}
\]
(345)
with respect to a regular (time weighted) norm and with a limit \( \mathbf{v}^{r,m,F} \) with
\[
\mathbf{v}^{r,m,F}_i(t) \in h^s \left( \mathbb{Z}^n \right)
\] (346)
for all \( t \in [0,T] \). Since we have a dissipative term (damping exponential) in the Trotter product formula, similar observations can be made for the time derivative sequence
\[
\left( \frac{d}{dt} \mathbf{v}^{r,m,F,p}_i \right)_{p \geq 1} .
\] (347)

Note, however, that the order of regularity \( s \geq n + 2 \geq 5 \) can be chosen to be as large as we want, and this can be exploited in order to prove regularity with respect to time \( t \) for each \( \mathbf{v}^{r,m,F} \) via the defining equation of the latter function. We even do not need estimates for products of functions in Sobolev spaces which may be borrowed from classical Sobolev space analysis. Using the lemma above for large \( s > 0 \) we may instead use the regularity implied by infinite matrix products as pointed out above. As a consequence of the preceding lemma we note

Lemma 3.18. For all \( m \geq 1 \) and \( s > n + 2 \geq 5 \) the function
\[
\left( \mathbf{v}^{r,m,F} \right)_i = \left( T \exp \left( A_m^r t \right) \mathbf{h}^{r,F}_i \right) \in h^s_i \left( \mathbb{Z}^n \right),
\] (348)
is well-defined, whenever \( \mathbf{h}^{F}_i \in h^s_i \left( \mathbb{Z}^n \right) \).

The same holds for the uncontrolled approximations, of course. We note

Corollary 3.19. For all \( m \geq 1 \) and \( s > n + 2 \) the function
\[
\left( \mathbf{v}^{m,F} \right)_i = \left( T \exp \left( A_m t \right) \mathbf{h}^{F}_i \right) \in h^s_i \left( \mathbb{Z}^n \right)
\] (349)
is well-defined, whenever \( \mathbf{h}^{F}_i \in h^s_i \left( \mathbb{Z}^n \right) \).

However, it is essential to get a uniformly bounded sequence
\[
\left( \mathbf{v}^{r,m,F} \right)_{m \in \mathbb{N}} = \left( T \exp \left( A_m^r t \right) \mathbf{h}^{F}_i \in h^s_i \left( \mathbb{Z}^n \right) \right)_{m \in \mathbb{N}}.
\] (350)
for some \( \nu > 0 \) (some \( \nu \) is sufficient thus we get the bounded sequence for all \( \nu \) which is useful for rather straightforward generalised models with spatially dependent viscosity) . We remarked in the introduction that we can even choose \( \nu > 0 \). Indeed, we observed that we can choose it arbitrarily large (as is also well-known). However this was not needed so far and we shall not need it later on. It is just an useful observation in order check algorithms in the most simple situation via equivalent formulations with rigorous damping. At this point it is useful to consider the controlled sequence \( \left( \mathbf{v}^{r,m,F}_i \right)_{m \in \mathbb{N}, 1 \leq i \leq n} \).

Recall that the functions \( \mathbf{v}^{r,m,F} \) are designed such that the zero modes are zero \( v^{r,m}_i = 0 \). The control function is just defined this way. Next we show
that a uniformly bounded controlled sequence \( (v_{r,m,F}^i)_{m \in \mathbb{N}, 1 \leq i \leq n} \) implies uniformly boundedness of the uncontrolled sequence \( (v_{i,m}^m)^{m \in \mathbb{N}, 1 \leq i \leq n} \). In order to observe this we go back to (30). At stage \( m \geq 1 \) it is assumed that \( v_{i,0}^{r,m-1} = 0 \). The controlled approximating equation at stage \( m \) is obtained from (30) by elimination of the zero modes. We have for \( 1 \leq i \leq n \) and \( \alpha \neq 0 \) the equation

\[
\frac{dv_{r,m}^i}{dt} = \sum_{j = 1}^{n} \nu
\left(-\frac{4\pi\alpha^2}{l^2}\right)v_{i,\alpha}^{r,m} - \sum_{j = 1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{0,\alpha\}} \frac{2\pi i\nu_j^{r,m-1}}{l}v_{j,\gamma}^{r,m} + 2\pi i\alpha_1 \{\alpha \neq 0\} \sum_{j,k = 1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{0,\alpha\}} \frac{4\pi\gamma_j^{(\alpha_k - \gamma_k)}v_{j,\gamma}^{r,m-1}v_{k,\gamma}^{r,m}}{\sum_{i = 1}^{n} 4\pi\alpha_i^2}.
\]

(351)

We considered the controlled equation systems as autonomous systems of non-zero modes. However, in order to compare the controlled system with the original one we may define

\[
\frac{dv_{i,0}^{r,m}}{dt} = -\sum_{j = 1}^{n} \sum_{\gamma \in \mathbb{Z}^n \setminus \{0,\alpha\}} \frac{2\pi i\nu_j^{r,m-1}}{l}v_{j,\gamma}^{r,m}.
\]

(352)

Note that \( v_{i,0}^{r,m-1,F}, v_{i,0}^{r,m,F} \in h^s(\mathbb{Z}^n,0) \) for \( s > n \) implies that the right side of (352) is bounded by constant finite \( C > 0 \). Hence we have

**Lemma 3.20.** If the sequence \( (v_{r,m,F}^i)_{m \geq 1} \) has an upper bound \( c > 0 \) with respect to the \( \|\cdot\|_s = \sum_{i = 1}^{n} \|\cdot\|_{h^s} \) norm, we have for some finite \( C > 0 \)

\[
|r_0(t)| \leq \exp(Ct)
\]

(353)

for all \( t \geq 0 \).

It remains to show that for some finite \( C > 0 \) such that for all \( 1 \leq i \leq n \) and \( m \geq 0 \) we have

\[
|v_{i}^{r,m,F}(t,\cdot)|_{h^s_t} \leq C
\]

(354)

Based on the arguments so far there are several ways to get an uniform bound for the sequence \( (v_{r,m,F}^i)_{m \geq 1} \). One possibility is to observe that we have upper bounds

\[
\sup_{t \in [0,T]} |v_{i}^{r,m,F}(t)|_{h^s} \leq C^m
\]

(355)

for some \( s > n \) and all \( 1 \leq i \leq n \). This implies that we have contraction on the interval \([0,T]\) with respect to the norm \( \|\cdot\|_{h^s,C}^{\exp,T} \) (with appropriate generic constant \( C > 0 \)). The result in (355) is obtained by time discretization of (352). Then approximations \( (v_{r,m,F,p,q}(\cdot))_{1 \leq q \leq 2^p} \) as in the construction of the solutions \( v_{r,m,F}(t) \) above can be considered. If for \( 1 \leq i \leq n \)
\( v^{r,m,F,p}(\cdot) : [0, T] \to h^s(\mathbb{Z}^n) \) denotes the function which equals the function \( v^{r,m,F,p,q}(\cdot) \) on the intervals \([t^p_q, t^p_{q+1}]\) then we get with the

\[
\sup_{t \in [0, T]} |v^{r,m,F,p}(t)|_{h^s} \leq C^n
\]  

(356)

for a constant \( C > 0 \) independent of the stage \( p \) such that (355) is satisfied.

Another way is via contraction results on certain balls in appropriate function spaces. The radius of such a ball clearly depends on the size of the initial data and on the size of the horizon. However it is sufficient that for each dual Sobolev norm index \( s > 0 \) and for each data size \( |h^s_F| \) and each horizon size \( T > 0 \) we find a contraction result on an appropriate ball for a related time weighted function space. Let’s look at the details. For arbitrary \( T > 0 \) consider two smooth vector-valued functions on the \( n \)-torus, i.e., functions of the form

\[
f, g \in [C^\infty([0, T], T^n)]^n. \tag{357}
\]

Consider the equations

\[
\frac{d v^{r,f,F}}{dt} = A^{r,NS}(f) v^{r,f,F},
\]  

(358)

along with \( v^{r,f,F}(0) = h^{r,F} \), and

\[
\frac{d v^{r,g,F}}{dt} = A^{r,NS}(g) v^{r,g,F},
\]  

(359)

along with \( v^{r,g,F}(0) = h^{r,F} \). Here we denote \( v^{r,f,F} = (v^{r,f,F}_1, \ldots, v^{r,f,F}_n)^T \) and similarly for the function \( v^{r,g,F} \). As in or notation above the matrix \( A^{r,NS}(f) \) is a \( n\mathbb{Z}_0^n \times n\mathbb{Z}_0^n \)-matrix, where we abbreviate \( \mathbb{Z}_0^n = \mathbb{Z} \setminus \{0\} \), and where

\[
A^{r,NS}(f) = \left( A^{r,NS}_{ij}(f) \right)_{1 \leq i, j \leq n}
\]  

(360)

where for \( 1 \leq i, j \leq n \) the entry \( A^{r,NS}_{ij}(f) \) is a \( \mathbb{Z}^n \times \mathbb{Z}^n \)-matrix. We define

\[
A^{r,NS}(f) v^{r,f,F} = \left( \sum_{j=1}^n A^{r,NS}_{ij}(f) v^{r,f,F}_j, \ldots, \sum_{j=1}^n A^{r,NS}_{nj}(f) v^{r,f,F}_n \right)^T
\]  

(361)

where for all \( 1 \leq i \leq n \)

\[
\sum_{j=1}^n A^{r,NS}_{ij}(f) v^{r,f,F}_j = \left( \sum_{j=1}^n \sum_{\beta \in \mathbb{Z}^n} A^{r,NS}_{i\alpha j\beta}(f) v^{r,f,F}_{\alpha j\beta} \right)_{\alpha \in \mathbb{Z}^n}
\]  

(362)
The entries $A_{r,NS}^{i\alpha j\beta}(f)$ of $A_{r,NS}(v)$ are determined as follows. On the diagonal, i.e., for $i = j$ we have the entries for $\alpha, \beta \neq 0$

$$
\delta_{ij} A_{r,NS}^{i\alpha j\beta}(f) = \delta_{ij} \sum_{j=1}^{n} \nu \left( -\frac{4\pi^2 \alpha_j^2}{\nu^2} \right) - \delta_{ij} \sum_{j=1}^{n} \frac{2\pi i\beta_j}{\nu} f_{j(\alpha-\beta)} + \delta_{ij} 2\pi i\alpha_i \sum_{n=1}^{\nu} \frac{4\pi \beta_j (\alpha_k - \beta_k) f_{k(\alpha-\beta)}}{\sum_{n=1}^{\nu} 4\pi \alpha_i^2}.
$$

(363)

where for $\alpha = \beta$ the terms of the form $f_{k(\alpha-\beta)}$ are zero (such that we do not need to exclude these terms explicitly). Furthermore, off-diagonal we have for $i \neq j$ the entries

$$(1 - \delta_{ij}) A_{r,NS}^{i\alpha j\beta}(f) = 2\pi i\alpha_i \sum_{n=1}^{\nu} \frac{4\pi \beta_j (\alpha_k - \beta_k) f_{k(\alpha-\beta)}}{\sum_{n=1}^{\nu} 4\pi \alpha_i^2}.
$$

(364)

The definition of $A_{r,NS}^{i\alpha j\beta}(g)$ is analogous. Next for functions

$$
u^{r,F} = \left( u_1^{r,F}, \cdots, u_n^{r,F} \right)
$$

and for $s \geq n + 2$ consider the norm

$$
|\nu^{r,F}|_{h^s,C}^{T,exp} := \sum_{i=1}^{n} |u_i^{r,F}|_{h^s,C}^{T,exp}.
$$

(365)

Consider a ball of radius $2|\nu^{r,F}|_{h^s,C}^{T,exp}$ around the origin, i.e., consider the ball

$$B_2|\nu^{r,F}|_{h^s,C}^{T,exp} := \left\{ \nu^{r,F} | |u_i^{r,F}|_{h^s,C}^{T,exp} \leq 2|\nu^{r,F}|_{h^s,C}^{T,exp} \right\}.
$$

(366)

For $s \geq n + 2$ and for data $\nu^{r,F} \in h^s(\mathbb{Z}^n \setminus \{0\})$ the considerations above shows that the Cauchy problem

$$
d\nu^{r,F} = A_{r,NS}(f) \nu^{r,F},
$$

(367)

along with $\nu^{r,F}(0) = \nu^{r,F}$ has a regular solution $\nu^{r,f,F}$ with $\nu^{r,f,F}(t) \in h^s(\mathbb{Z}^n \setminus \{0\})$. Next we observe that for fixed $u^{r,F}$ in this ball the linear operator

$$(f - g) \rightarrow \left( A_{r,NS}^{i\alpha j\beta}(f) \right) u^{r,F} - \left( A_{r,NS}^{i\alpha j\beta}(g) \right) u^{r,F}
$$

(368)

is Lipschitz with some Lipschitz constant $L$. Note that we have

$$
A_{r,NS}^{i\alpha j\beta}(f) - A_{r,NS}^{i\alpha j\beta}(g)
$$

$$
= -\delta_{ij} \sum_{j=1}^{n} \frac{2\pi i\beta_j}{\nu} \left( f_{j(\alpha-\beta)} - g_{j(\alpha-\beta)} \right)
$$

(369)

$$
+ 2\pi i\alpha_i \sum_{n=1}^{\nu} \frac{4\pi \beta_j (\alpha_k - \beta_k) (f_{k(\alpha-\beta)} - g_{k(\alpha-\beta)})}{\sum_{n=1}^{\nu} 4\pi \alpha_i^2}.
$$
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Furthermore, for \( g^{r,F} \in B_{2|h^{r,F}|_{T,\exp}} \), we may assume w.l.o.g. that the Lipschitz constant \( L \) is chosen such that

\[
\sup_{g^{r,F} \in B_{2|h^{r,F}|_{T,\exp}}} \left| \left( \delta_{ij} A^{r,NS}_{\alpha \beta} (g) \right) u^{r,F} \right|_{h^s, C} \leq L \left| u^{r,F} \right|_{h^{s-2}, C} \tag{370}
\]

where the weaker norm on the right side of (370) is due to the fact that we have to compensate the first term on the right side of

\[
\delta_{ij} A^{r,NS}_{\alpha \beta} (g) = \delta_{ij} \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha^2}{l^2} \right) - \delta_{ij} \sum_{j=1}^{n} \frac{2\pi i\beta_j}{l} g_j (\alpha - \beta) + 2\pi i\alpha_1 (\alpha \neq 0) \sum_{k=1}^{n} \frac{4\pi \beta_j (\alpha_k - \beta_k) g_k (\alpha - \beta)}{\sum_{i=1}^{n} 4\pi \alpha_i^2}.
\tag{371}
\]

**Lemma 3.21.** Let \( T > 0 \) be arbitrary, and let \( f^{r,F}, g^{r,F} \in B_{2|h^{r,F}|_{T,\exp}} \) for \( s \geq n + 3 \). For \( C \geq 3L \) we have

\[
\left| v^{r,f,F} - v^{r,g,F} \right|_{h^s, C} \leq \frac{1}{2} \left| f^{F} - g^{F} \right|_{h^s, C}.
\tag{372}
\]

For \( C \geq 6L \) we have

\[
\left| v^{r,f,F} - v^{r,g,F} \right|_{h^s, C} \leq \frac{1}{2} \left| f^{F} - g^{F} \right|_{h^s, C}.
\tag{373}
\]

**Proof.** For each \( t \in [0, T] \) we have

\[
\left| v^{r,f,F} (t) - v^{r,g,F} (t) \right|_{h^s}
\leq \left| \int_{0}^{t} A^{r,NS} (f) (u) v^{r,f,F} (u) du - \int_{0}^{t} A^{r,NS} (g) (u) v^{r,g,F} (u) du \right|_{h^s}
\leq \left| \left( \int_{0}^{t} A^{r,NS} (f) (u) - \int_{0}^{t} A^{r,NS} (g) (u) \right) v^{r,f,F} (u) du \right|_{h^s}
\]

\[
+ \left| \int_{0}^{t} A^{r,NS} (g) (u) \left( \left( v^{r,f,F} (u) - v^{r,g,F} (u) \right) ds - v^{r,g,F} (u) \right) du \right|_{h^s}
\leq LT \sup_{u \in [0,T]} \left| f^{F} (u) - g^{F} (u) \right|_{h^s}
\]

\[
+ LT \sup_{u \in [0,T]} \left| v^{r,f,F} (u) ds - v^{r,g,F} (u) \right|_{h^{s-2}}.
\tag{374}
\]
It follows that
\[
\left| v^{r,f,F}(t) - v^{r,g,F}(t) \right|_{h^s} \\
\leq L \left| f - g \right|_{h^s,C} \int_0^t \exp(Cu)du \\
+ L \left| v^{r,f,F} - v^{r,g,F} \right|_{h^{s-2},C}^{T,\exp} \int_0^t \exp(Cu)du
\]
\[
\leq \frac{L \exp(Ct)}{C} \left| f - g \right|_{h^s,C}^{T,\exp} \\
+ \frac{L \exp(Ct)}{C} \sup_{u \geq 0} \left| v^{r,f,F}(u) - v^{r,g,F}(\cdot) \right|_{h^{s-2},C}^{T,\exp}
\]  
\[
(375)
\]
Since
\[
\left| v^{r,f,F} - v^{r,g,F} \right|_{h^{s-2},C}^{T,\exp} \leq \left| v^{r,f,F} - v^{r,g,F} \right|_{h^s,C}^{T,\exp}
\]
\[
(376)
\]
it follows that
\[
\left| v^{r,f,F}(\cdot) - v^{r,g,F}(\cdot) \right|_{h^s,C}^{T,\exp} \\
\leq \left( \frac{1}{1 - \frac{L}{C}} \right) \left| f^F - g^F \right|_{h^s,C}^{T,\exp}
\]
\[
(377)
\]
For \( C = 3L \) the result follows. The reasoning for the stronger norm is similar.

It is clear that this contraction result leads to global existence and uniqueness. Note that for global smooth existence it is sufficient for each \( s \geq n + 2 \) and \( T > 0 \) we find a constant \( C > 0 \) such that
\[
\left| v^{r,m,F} \right|_{h^s,C}^{T,\exp} \leq C
\]
\[
(378)
\]
Uniform upper bounds for the approximative (controlled) solutions \( v^{r,m,F} \) lead to existence via compactness as well. Note that the infinite vectors \( v_i^{r,m,F}(t) = (v_{i\alpha}^{r,m}(t))_{\alpha \in \mathbb{Z}^{n,0}} \) are in 1-1 correspondence with classical functions
\[
v_i^{r,m}(t, x) = \sum_{\alpha \in \mathbb{Z}^{n,0}} v_{i\alpha}^{r,m} \exp \left( \frac{2\pi i \alpha x}{l} \right),
\]
\[
(379)
\]
where \( v_i^{r,m} \in H^s(\mathbb{T}^n) \) for \( s > n + 2 \). Recall that

**Theorem 3.22.** For \( r > s \) and for any compact Riemann manifold \( M \) (and especially for \( M = \mathbb{T}^n \)) we have a compact embedding
\[
\epsilon : H^r(M) \to H^s(M)
\]
\[
(380)
\]
This means that \((v^r,m)\) \(r,m \in \mathbb{N}\) has a convergent subsequence in \(H^r(T^n)\) for \(r > s\) which corresponds to converging subsequence in the corresponding Sobolev space of infinite vectors of modes. Hence, passing to an appropriate subsequence \(v^{r,m',F}(t)\) of \(v^{r,m,F}(t)\) we have a limit

\[
v^{r,F}_i(t) = \lim_{m' \to \infty} v^{r,m',F}_i(t) \in h^r(Z^n)
\]

for \(r < s\) (Rellich embedding). Since \(s\) is arbitrary this limit exists in \(h^r(Z^n)\) for all \(r \in \mathbb{R}\). Hence, for all \(1 \leq i \leq n\) we have a family \((v^{r,m',F}_i)_{m' \in \mathbb{N}}\) which satisfies

\[
- \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{l^2} \right) v^{r,m'}_{\beta \alpha} - \sum_{j=1}^{n} \sum_{\gamma \in Z^n \setminus \{0, \alpha\}} \frac{2\pi i \gamma}{l j(\alpha - \gamma)} v^{r,m'}_{j(\alpha - \gamma)} v^{r,m'}_{\gamma} + 2\pi i \alpha_i 1_{\alpha \neq 0} \sum_{j,k=1}^{n} \sum_{\gamma \in Z^n \setminus \{0, \alpha\}} \frac{4\pi i \gamma (\alpha_k - \gamma_k)}{l^2} v^{r,m'}_{j(\alpha_k - \gamma_k)} v^{r,m'}_{\gamma},
\]

If we can prove that the limit of infinite vectors \((\frac{dv^{r,m'}_i}{dt})_{\alpha \in \mathbb{Z}^n}\) is continuous in the sense that

\[
\lim_{m' \to \infty} \left( \frac{dv^{r,m'}_i}{dt} \right)_{\alpha \in \mathbb{Z}^n} \in C(Z^n)
\]

\[
:= \left\{ (g_\alpha) \mid \sum_{\alpha \in \mathbb{Z}^n} f_\alpha \exp \left( \frac{2\pi i \alpha x}{l} \right) \in C(Z^n) \right\},
\]

then we obtain a classical solution. Inspecting the terms on the right side the assumption that \(s > 2 + n\) and \(n \geq 2\) is more than sufficient in order to get

\[
\left( \sum_{j=1}^{n} \nu \left( -\frac{4\pi \alpha_j^2}{l^2} \right) v^{r,m'}_{\beta \alpha} \right)_{\alpha \in \mathbb{Z}^n} \in h^{s-2}(Z^n) \subset h^n(Z^n),
\]

such that with this assumption we may ensure that \((\frac{dv^{r,m'}_i}{dt})_{m' \in \mathbb{N}}(t)\) converges in \(C(Z^n) \subset h^r(Z^n)\) with \(r > \frac{1}{2} n\) if we can control the expressions for the convection term and for the Leray projection term appropriately. However, this is easily done with the help of the infinite linear algebra results above. We stick to \(s > n + 2\) and \(n \geq 2\). First for the convection term for each \(1 \leq i \leq n\) and all \(\alpha \in \mathbb{Z}^n\) we consider

\[
- \sum_{j=1}^{n} \sum_{\gamma \in Z^n \setminus \{\alpha\}} \frac{2\pi i \gamma}{l j(\alpha - \gamma)} v^{r,m'-1}_{j(\alpha - \gamma)} v^{r,m'}_{\gamma}.
\]
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We observe \(|\gamma_j v^{r,m'}_r|_{h^{s-1}(\mathbb{Z}^n)}| \leq C\) for some constant \(C > 0\) independent of \(m\), hence
\[
\left| \left( \sum_{\gamma \in \mathbb{Z}^n} \gamma_j v^{r,m'-1}_r \gamma_j v^{r,m'}_r \right) \right|_{\alpha \in \mathbb{Z}^n} \in h^{2s-1-n} \leq C \tag{386}
\]
for some \(C > 0\) independent of \(m\) such that the limit is in \(h^2(\mathbb{Z}^n)\). Hence \(\ref{82MS}\) and the limit for \(m' \uparrow \infty\) is in \(h^2(\mathbb{Z}^n)\). Similarly, the Leray projection term
\[
2\pi i \alpha \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi \gamma_j (\alpha_k - \gamma_k) v^{r,m'-1}_j v^{r,m'}_k (\alpha - \gamma) \sum_{i=1}^{n} 4\pi \alpha_i^2 \tag{387}
\]
is bounded by a product of two infinite vectors which have some uniform bound \(C > 0\) in \(h^{s-1}(\mathbb{Z}^n)\), such that the Leray projection term is safely in \(h^{2(s-1)-n}(\mathbb{Z}^n) \subset h^2(\mathbb{Z}^n)\) where we did not even take the \(|\alpha|^2\) in the denominator corresponding to the Laplacian kernel into account. We have shown

**Lemma 3.23.** For \(s > n + 2\) and \(n \geq 2\), and for the same \(\nu > 0\) as above there is a \(C > 0\) such that for all \(1 \leq i \leq n\) and \(m' \geq 0\) we have
\[
\left| \frac{d}{dt} v_i^{r,m',F}(t) \right|_{h_i^s} \leq C \tag{388}
\]
uniformly for \(t > 0\), and
\[
\frac{d}{dt} v_i^{r,F}(t) = \lim_{m' \uparrow \infty} \frac{d}{dt} v_i^{r,m',F}(t) \in h^r(\mathbb{Z}^n) \subset C(\mathbb{Z}^n) \subset h^2(\mathbb{Z}^n). \tag{389}
\]

We conclude

**Theorem 3.24.** The function
\[
v_i^{r,F}(t) = \lim_{m' \uparrow \infty} v_i^{r,m',F}(t), \ 1 \leq i \leq n \tag{390}
\]
satisfies the infinite nonlinear ODE equivalent to the controlled incompressible Navier-Stokes equation on the \(n\)-torus in a classical sense. Moreover, since the argument above can be repeated with arbitrary large \(s > 0\) we have that for all \(1 \leq i \leq n\) the infinite vector \(v_i^{r,F}(t)\) and its time derivative are in \(h^s(\mathbb{Z}^n)\). Higher order time derivatives also exist in a classical sense by an analogous argument for derivatives of the Navier-Stokes equation.

Finally we have

**Theorem 3.25.** Let \(h_i \in C^\infty(\mathbb{T}^n)\). For each \(\nu > 0\) and \(l > 0\) and for all \(1 \leq i \leq n\) and all \(t \geq 0\)
\[
v_i(t,.) \in C^\infty(\mathbb{T}_l^n). \tag{391}
\]
and
\[ v_i^F(t) \in h^s(\mathbb{T}_1^n). \] (392)

for arbitrary \( s \in \mathbb{R} \).

Proof. We have \( v_i^F(t) = v_i^{r,F}(t) - r(t) \in h^s(\mathbb{Z}^n) \) for all \( s \in \mathbb{R} \), because \( v_i^{r,F}(t) \in h^s(\mathbb{Z}^n) \) for all \( s \in \mathbb{R} \), and \( r(t) \) is a constant. The second part follows from Corollary above. Given \( s > 0 \) we can differentiate

\[ v_i(t,.) = \sum_{\gamma \in \mathbb{Z}^n} v_{i\gamma} \exp \left( \frac{2\pi i \gamma x}{l} \right), \] (393)

up to order \( m \), where \( m \) is the largest integer less than \( s \), and get a Fourier series which converges in \( L^2(\mathbb{T}_1^n) \). Hence,

\[ v_i(t,.) \in H^s(\mathbb{T}_1^n), \] (394)

for all \( t \geq 0 \). Since, this is true for all \( s > 0 \) we the first statement of this lemma is true.

Now for a fixed \( l > 0 \) and any \( h_i^F \in h^s(\mathbb{Z}^n) \) for \( s \geq pn + 2 \) we have

\[ \frac{d^p}{dt^p} v_i^m,F(t) \in h_{i_1^{s-pn}}(\mathbb{Z}^n) \] (395)

for all \( m \geq 0 \) from the uniform bound

\[ |v_i^m,F(t)|_{h_i^s} \leq C. \] (396)

Next let us sharpen the results. The arguments above can be improved in two directions. First we can derive upper bounds by considering time dilatation transformation which leads to damping terms which serve as an auto-control of the system. This leads to global upper bounds in time. The second improvement is that we can solve the Euler part in the equation at each time step locally by a Dyson formalism, and this leads to the extension of the Trotter product formula on a local time level. This approach also leads naturally to higher order schemes in time as is discussed in the next section.

First we consider the auto-control mechanism. Instead of considering a fixed time horizon \( T > 0 \) we consider a time discretization \( t_i, i \geq 1 \) of the interval \([0, \infty)\), where we may consider \( t_i = i \in \mathbb{N} \) for all \( i \geq 1 \) and \( t_0 := 0 \).

We sketched this idea from the equation in (401) on in the introduction. In order to get uniform global upper bounds in time we shall consider a variation of this idea. Assume that

\[ v_i^F(l - 1) \in h^s(\mathbb{Z}^n), 1 \leq i \leq n, s > n + 4 \] (397)
has been computed (or is given) for \( l \geq 1 \). We use the regularity order \( s > n + 3 \) because our upper bounds for matrix multiplication and the contraction result with exponentially weighted norms show that

\[
\mathbf{v}_i^F(t) \in h^s(\mathbb{Z}^n), 1 \leq i \leq n, \ s > n + 4
\]

(398)

for \( t \in [l - 1, l] \), or more precisely, that we have

\[
|v_{i\alpha}(t)| \leq \frac{C \exp(Ct)}{1 + |\alpha|^{n+6}}
\]

(399)

for some generic constant \( C > 0 \) if

\[
|v_{i\alpha}(0)| \leq \frac{C}{1 + |\alpha|^{n+4}}.
\]

(400)

This looks to be a stronger assumption than necessary, but we intend to simplify the growth estimate and therefore we need the stronger assumption.

**Remark 3.26.** For a more sophisticated growth estimate the assumption \( s > n + 2 \) would be enough. However, if we use the infinite ODE directly in order to estimate the growth then we need \( s > n + 4 \) as the matrix rules for the Leray projection term imply that we get regularity \( s > 2r - n - 2 \) if we start with regularity of order \( r > n + 2 \). Hence if we start with regularity of order \( r = n + 3 \), then we end up with regularity of order \( 2n + 6 - n - 2 = n + 4 \). Now, if we use the infinite mode equation directly, then we end up with regularity of order \( n + 2 \) (or slightly above) as we loose two orders of regularity by a brute force of the Laplacian. If we do a refined estimate with the fundamental matrix, then we can weaken this assumption, of course.

Then consider the transformation of the local time interval \([l - 1, l]\) with time coordinate \( t \) to the infinite time interval \([0, \infty)\) with time coordinated \( \tau \), where

\[
(\tau(t), x) = \left( \frac{t - (l - 1)}{\sqrt{1 - (t - (l - 1))^2}}, x \right)
\]

(401)

which is a time dilatation effectively and leaves the spatial coordinates untouched. Then on a time local level, i.e., for \( t \in [l - 1, l] \) the function \( u_i, 1 \leq i \leq n \) with

\[
\rho(1 + (t - (l - 1)))u_i(\tau, x) = v_i(t - (l - 1), x),
\]

(402)

carries all information of the velocity function on this interval. In the following we think of time \( t \) in the form

\[
t = t_0^{l-1} := t - (l - 1),
\]

(403)
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and then suppress the upper script for simplicity of notation. The following equations are formally identical with the equations in the introduction but note that we have \( t = t^{l-1} = t - (l - 1) \). Having this in mind we note

\[
\frac{\partial}{\partial t} v_i(t, x) = \rho u_i(\tau, x) + \rho (1 + t) \frac{\partial}{\partial \tau} u_i(\tau, x) \frac{d\tau}{dt},
\]

where

\[
\frac{d\tau}{dt} = \frac{1}{\sqrt{1 - t^2}}.
\]

Note that the factor \( 0 < \rho < 1 \) appears quadratically in the nonlinear and only once in the linear term such that these linear terms become smaller compared to the damping term (they get an additional factor \( \rho \)). We denote the inverse of \( \tau(t) \) by \( t(\tau) \). For the modes of \( u_i \), \( 1 \leq i \leq n \) we get the equation

\[
\frac{du_{i\alpha}}{d\tau} = \sqrt{1 - t(\tau)^2} \sum_{j=1}^{n} \nu \left( -\frac{4\pi\alpha_j^2}{\tau} \right) u_{i\alpha} - \\
\rho(1 + t(\tau)) \sqrt{1 - t(\tau)^2} \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} u_{j(\alpha - \gamma)} u_{i\gamma} + \\
\rho(1 + t(\tau)) \sqrt{1 - t(\tau)^2} \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} u_{j(\alpha - \gamma)} u_{k(\alpha - \gamma)} \\
- \sqrt{1 - t^2(\tau)^2} (1 + t(\tau))^{-1} u_{i\alpha}, \text{ t short for } t^{l-1, -} = t - (l - 1).
\]

We may consider this equation on the domain \([l - 1, l - \frac{1}{2}]\) in \( t \)-coordinates corresponding to a finite time horizon \( T \) which is not large, actually, i.e., it is of the size \( T = \frac{0.5}{0.75} = \frac{1}{\sqrt{3}} \) which is only slightly larger than 0.5. Note that we may use any \( t^{l-1, -} \in (0, 1) \) giving rise to any finite \( T > 0 \) in the following argument, but it is convenient that \( T \) can be chosen so small and we still have only two steps to go to get to the next time step \( l \) in original time coordinates \( t \)!. This makes the auto-control attractive also from an algorithmic perspective. We are interested in global upper bounds for the modes at integer times \( t = l \), i.e., we observe the growth of the modes from \( v_{i\alpha}(l - 1) \) to \( v_{i\alpha}(l) \) corresponding to the transition of modes from \( v u_{i\alpha}(0) \) to \( u_{i\alpha}(T) \) for all \( 1 \leq i \leq n \) and all \( \alpha \in \mathbb{Z}^n \). Note that we have

\[
t = t^{l-1, -} \in \left[ l - 1, l - 1 + \frac{1}{2} \right]
\]

corresponds to \( \tau \in [0, T] = \left[ 0, \frac{1}{\sqrt{3}} \right] \)

at each time step where we consider (406) on the latter interval. We integrate
the equation in (406) from 0 to \( T = \frac{1}{\sqrt{3}} \) and have for each mode \( \alpha 

u_{i\alpha}(T) = u_{i\alpha}(0) + \int_0^T \left( \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \nu \left( -\frac{4\pi\alpha^2}{t^2} \right) u_{i\alpha}(\sigma) d\sigma \right) \rho(1 + t(\sigma)) \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i\nu}{t} u_{j(\alpha - \gamma)}(\sigma) u_{\gamma}(\sigma) + \rho(1 + t(\sigma)) \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi|\gamma|^2}{t} u_{j(\alpha - \gamma)}(\sigma) u_{\gamma}(\sigma) u_{k(\alpha - \gamma)}(\sigma) \sum_{l=1}^{l(\sigma)} u_{i\alpha}(\sigma) \right) d\sigma, \text{ } t \text{ short for } t_{l-1} \right) = t - (l - 1). \tag{408} 

The relation in (402) translates into a relation of modes

\[
\rho(1 + (t - (l - 1))) u_{i\alpha} = v_{i\alpha}(t - (l - 1)), \tag{409}
\]

such that the assumption

\[
|v_{i\alpha}(l - 1)| \leq \frac{C}{1 + |\alpha|^4} \tag{410}
\]

implies that with \( C^o := \frac{C^o}{\sqrt{3}} \) we have

\[
|u_{i\alpha}(0)| \leq \frac{C^o}{1 + |\alpha|^4}. \tag{411}
\]

Now, by the contraction argument above, for generic \( C \) independent of local time \( t \in [l - 1 - l] \) we have for generic time-independent constants \( C, C^o > 0 \)

\[
|v_{i\alpha}(t)| \leq \frac{C \exp(Ct)}{1 + |\alpha|^3 + 4} \tag{412}
\]

implies that with \( C^o := \frac{C^o}{\sqrt{3}} \) we have for \( \tau \in [0, T] = [0, \frac{1}{\sqrt{3}}] \)

\[
|u_{i\alpha}(\tau)| \leq \frac{C^o \exp(C^o \tau)}{1 + |\alpha|^4 + 6} \tag{413}
\]

Next we look at each term on the right side of (408). The gain of two orders of regularity is useful if we want to apply simplified estimates. For the Laplacian term on the right side of (408) we have

\[
\left| \int_0^T \left( \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \nu \left( -\frac{4\pi\alpha^2}{t^2} \right) u_{i\alpha}(\sigma) d\sigma \right) \rho(1 + t(\sigma)) \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i\nu}{t} u_{j(\alpha - \gamma)}(\sigma) u_{\gamma}(\sigma) + \rho(1 + t(\sigma)) \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{4\pi|\gamma|^2}{t} u_{j(\alpha - \gamma)}(\sigma) u_{\gamma}(\sigma) u_{k(\alpha - \gamma)}(\sigma) \sum_{l=1}^{l(\sigma)} u_{i\alpha}(\sigma) \right) d\sigma, \text{ } t \text{ short for } t_{l-1} \right) = t - (l - 1). \tag{414}
\]

\[
\leq T \nu \sup_{\sigma \in [0, T]} \left| \frac{4\pi|\alpha|^2}{t^2} u_{i\alpha}(\sigma) \right| \leq T \nu \left| \frac{4\pi C^o \exp(C^o T)}{1 + |\alpha|^4 + 6} \right|.
\]
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Note that this is the only term where we need the stronger assumption of regularity order $s > n + 4$. This indicates that estimates with the fundamental matrix show that the weaker assumption of regularity order $s > n + 2$ is sufficient if we refine our estimates. Next consider the convection term.

\[
\left| \int_0^T \rho(1 + t(\sigma)) \sqrt{1 - t(\sigma)^2} \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i r_j}{\gamma} u_j(\alpha - \gamma)(\sigma) u_\gamma(\sigma) d\sigma \right|
\]

\[
\leq T \rho \frac{3}{2} \sup_{\sigma \in [0,T]} \left| \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i r_j}{\gamma} u_j(\alpha - \gamma)(\sigma) u_\gamma(\sigma) \right|
\]

\[
\leq T \rho \frac{3}{2} n \frac{2\pi}{T} \left| \frac{(C^m)^2 \exp(2C^mT)}{1 + |\alpha|^{n+4}} \right|,
\]

by the contraction argument. We shall choose $\rho > 0$ such that a lower bound of the damping term dominates the latter upper bound plus the upper bound of the Leray projection term we are going to estimate next. However there the situation is a little involved here as we need a lower bound of the damping term. Hence we postpone the choice of $\rho$ and consider the Leray projection term. We have the upper bound

\[
\left| \rho(1 + t(\sigma)) \sqrt{1 - t(\sigma)^2} \frac{2^2 \pi i a_{i(\alpha,\gamma)}}{\sum_{i=1}^n 4\pi a_{i}} \sum_{j,k=1}^n \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi i r_j}{\gamma} u_j(\alpha - \gamma_k) u_k(\alpha - \gamma)(\sigma) \right|
\]

\[
\leq \frac{3}{2} \rho 2\pi \sum_{j,k=1}^n \sum_{\gamma \in \mathbb{Z}^n} 4\pi r_j (\alpha_k - \gamma_k) u_j(\gamma) u_k(\alpha - \gamma)(\sigma)
\]

\[
\leq \frac{3}{2} \rho 8\pi^2 n^2 \left| \frac{(C^m)^2 \exp(2C^mT)}{1 + |\alpha|^{n+4}} \right|
\]

for the integrand, hence the upper bound

\[
T \frac{3}{2} \rho 8\pi^2 n^2 \left| \frac{(C^m)^2 \exp(2C^mT)}{1 + |\alpha|^{n+4}} \right|
\]

for the integral of the integrand from 0 to $T$.

Next we need a lower bound of the damping term. We have

\[
\left| \int_0^T \left( \sqrt{1 - T^2(\tau)^3} (1 + t(\tau)^{-1} u_\alpha(\sigma) \right) d\sigma \right| \geq \left| \left( \frac{1}{2} \int_0^T u_\alpha(\sigma) d\sigma \right) \right|
\]

anyway. According to these estimates we get from (108)

\[
|u_\alpha(T)| \leq |u_\alpha(0)| + T \nu \left| \frac{2^2 \pi i a_{i(\alpha,\gamma)}}{1 + |\alpha|^{n+4}} \right| + T \rho \frac{3}{2} n \frac{2\pi}{T} \left| \frac{(C^m)^2 \exp(2C^mT)}{1 + |\alpha|^{n+4}} \right|
\]

\[
T \frac{3}{2} \rho 8\pi^2 n^2 \left| \frac{(C^m)^2 \exp(2C^mT)}{1 + |\alpha|^{n+4}} \right| - \frac{1}{2} \int_0^T u_\alpha(\sigma) d\sigma,
\]

(419)
where we can use a lower bound of the modes in the damping term because of the minus sign. Note that start with an upper bound

\[ |u_{i\alpha}(0)| \leq \frac{C^\rho}{1 + |\alpha|^{n+4}}. \]  

(420)

for all \( 1 \leq i \leq n \) and all modes \( \alpha \), and it is sufficient to preserve this bound, i.e., to get

\[ |u_{i\alpha}(T)| \leq \frac{C^\rho}{1 + |\alpha|^{n+4}}. \]  

(421)

Now for time \( t \) consider all modes \( \alpha \in M_{t \leq 1/2} \) with

\[ M_{t \leq 1/2} := \left\{ \alpha \left| u_{i\alpha}(t) \right| \leq \frac{1}{2} \frac{C^\rho}{1 + |\alpha|^{n+4}} \right\}. \]  

(422)

and all modes \( \alpha \in M_{t > 1/2} \) with

\[ M_{t > 1/2} := \left\{ \alpha \left| u_{i\alpha}(t) \right| > \frac{1}{2} \frac{C^\rho}{1 + |\alpha|^{n+4}} \right\}. \]  

(423)

Now the estimates in (419) hold for a time discretization \( 0 = T_0 < T_1 < T_2 < \cdots T_m = T \), i.e., we have for \( 1 \leq l \leq m \)

\[ |u_{i\alpha}(T_{l+1})| \leq |u_{i\alpha}(T_l)| + (T_{l+1} - T_l) \nu \left| \frac{4\pi}{T_l} \frac{C^\rho \exp(C^\rho(T_{l+1} - T_l))}{1 + |\alpha|^{n+4}} \right| \]

\[ + (T_{l+1} - T_l) \rho^3 \frac{2n}{2} \left| \frac{(C^\rho)^2 \exp(2C^\rho(T_{l+1} - T_l))}{1 + |\alpha|^{n+4}} \right| \]

\[ + (T_{l+1} - T_l) \frac{3}{2} \rho 8\pi^2 n^2 \left| \frac{(C^\rho)^2 \exp(2C^\rho(T_{l+1} - T_l))}{1 + |\alpha|^{n+4}} \right| - \frac{1}{2} \int_{T_l}^{T_{l+1}} u_{i\alpha}(\sigma) \, d\sigma. \]  

(424)

We may use a time scale \( T_{l+1} - T_l \) which is fine enough such that

\[ \exp(C^\rho(T_{l+1} - T_l)) \leq 2, \]  

(425)

and have

\[ |u_{i\alpha}(T_{l+1})| \leq |u_{i\alpha}(T_l)| + (T_{l+1} - T_l) \nu \left| \frac{8\pi}{T_l} \frac{C^\rho}{1 + |\alpha|^{n+4}} \right| \]

\[ + (T_{l+1} - T_l) \rho 6n \frac{2\pi}{T_l} \left| \frac{(C^\rho)^2}{1 + |\alpha|^{n+4}} \right| + (T_{l+1} - T_l) 6\rho 8\pi^2 n^2 \left| \frac{(C^\rho)^2}{1 + |\alpha|^{n+4}} \right| \]

\[ - \frac{1}{2} \int_{T_l}^{T_{l+1}} u_{i\alpha}(\sigma) \, d\sigma. \]  

(426)

Note that on a small time scale the contraction argument implies that the modes do not change much depending on the time step size. Especially, as we have Lipschitz continuity for the modes in local time we have

\[ |u_{i\alpha}(T_{l+1}) - u_{i\alpha}(T_l)| \leq L(T_{l+1} - T_l) \]  

(427)
for some Lipschitz constant $L > 0$ where this Lipschitz constant can be preserved in the scheme along with the upper bound. For $\alpha \in M_{T_l-1}^{1/2}$,

$$
\rho \leq \frac{1}{C^\rho \left(24 \pi \frac{1}{n^2} + 96 \pi^2 n^2\right)}, \quad \text{and } T_l + 1 - T_l \leq \frac{1}{8L}, \quad \nu \frac{8\pi}{L^2} \leq \frac{1}{8}
$$

(428)

(we comment on the latter restriction below), we have (assuming $C^\rho \geq 2$)

$$
\left|u_{\alpha} (T_{l+1})\right| \leq \left|u_{\alpha} (T_{l})\right| + (T_{l+1} - T_{l}) \nu \left|\frac{8\pi}{C^\rho \left(1 + |\alpha|^{n+4}\right)}\right| + (T_{l+1} - T_{l}) \nu \frac{8\pi}{C^\rho \left(1 + |\alpha|^{n+4}\right)}
$$

(429)

$$
- \frac{1}{2} \left(\left(T_{l+1} - T_{l}\right) u_{\alpha} (T_{l}) - L (T_{l+1} - T_{l})^2\right) \leq \frac{C^\rho}{1 + |\alpha|^{n+4}}
$$

where we use

$$
\frac{1}{2} C^\rho \frac{1}{1 + |\alpha|^{n+4}} \leq u_{\alpha} (T_{l}) \leq \frac{C^\rho}{1 + |\alpha|^{n+4}}
$$

(430)

A similar estimate with an upper bound for the damping term of the form

$$
\left((T_{l+1} - T_{l}) u_{\alpha} (T_{l}) + L (T_{l+1} - T_{l})^2\right)
$$

(431)

holds for the modes with $\alpha \in M_{T_l}^{1/2}$. We mentioned the restriction $\nu \frac{8\pi}{L^2} \leq \frac{1}{8}$ which is a restriction due to the Laplacian and seems to be a restriction on the size (lower bound) of the modes (upper bound (high Reynolds numbers allowed). Well this is an artificial restriction as it comes from the linear term. As we have remarked, we could have avoided these restrictions if we have represented of the the modes $u_{\alpha} (T_{l})$ in terms of fundamental matrices or even in terms of fundamental matrices for the Laplacian (dual to the simple heat kernel) at the price of a slightly more involved equation. However we could even work directly with the equation for the modes as we have done and still avoid this restriction due to the Laplacian: if we start with the velocity modes $v_i^F$, and then use

$$
v_i^{\kappa, F} (t^\kappa) = v_i^F (t)
$$

(432)

with $\kappa t^\kappa = t$, then the ‘spatial terms’ of the related equation (analogous time transformation) for $u_i^{\kappa, F} (\tau) = \kappa v_i^F (t)$ get a small coefficient $\kappa$ while the damping terms does not. This implies that the damping term can dominate the Laplacian in the estimates above without further restrictions. The subscheme described for $t \in [l-1, l - \frac{1}{2}]$ is repeated twice in transformed time coordinates then. Note that all the estimates above are inherited where we can use the semigroup property in order to get global estimates straightforwardly.
The second improvement we mentioned concerns the direct calculation of the Euler part via a Dyson formalism in local time. This is also related to the corollaries of the main statements of this paper consider the Euler equation. As our considerations are closely linked to higher order schemes of the Navier Stokes equation (and of the Euler equation) with respect to time we consider the related properties of the Dyson formalism in the next section.

4 A converging algorithm

The detailed description of an algorithm with error estimates, the extension of the scheme to initial-value boundary problems and free boundary problems, and the extension of the to more realistic models with variable viscosity and to compressible models will be treated elsewhere. We only sketch some features of the algorithm which may be interesting to practitioners of simulation and from a numerical point of view. The constructive global existence proof above leads to algorithmic schemes which converge in strong norms. From an algorithmic point of view we observe that errors of solutions of finite cut-off systems of the infinite nonlinear infinite ODE representation of the incompressible Navier Stokes equation are controlled

i) spatially, i.e., with respect to the order of the modes, by converges of each Fourier representation of a velocity component in the dual Sobolev space \( h^s (\mathbb{Z}^n) \) for \( s > n + 2 \) (if the initial data are in this space). This convergence (the error) can be estimated by weakly singular elliptic integrals.

ii) An auto-control time dilatation transformation a time \( t \in [l - 1, l] \) of the form

\[
\tau = \frac{t - (l - 1)}{\sqrt{1 - (t - (l - 1))^2}}
\]

combined with a relation for \( t \in [l - 1, l] \) at each time step \( l \geq 1 \) of the form

\[
v^F(t) = (1 + (t - l - 1))u^F(\tau)
\]

produces damping term at each time step \( l \) for a locally equivalent equation for the modes of the infinite vector \( u^F \). At first glance it seems that the price to pay for this stabilization is that the time interval \([l - 1, l]\) is transformed to an infinite time interval \([0, \infty)\) such that the price for stabilization are infinite computation costs. However, this is not the case. At each time step we may use (436) on a substep interval \([l - 1, l - \frac{1}{2}]\) and this stretches the local time step size only from the length of

\[
[l - 1, l - \frac{1}{2}]
\]

to the length of

\[
[0, \frac{1}{\sqrt{3}}]
\].
which is a small increase of computation costs of a factor $\frac{2}{\sqrt{3}}$. Having computed the modes $v^F(t), u^F(t)$ (via controlled vectors $v^{r,F}(t), u^{r,F}(t)$), at time step $t = l - \frac{1}{2}$ we can consider a second transformation

$$t \rightarrow \tau = \frac{t - (l - \frac{1}{2})}{\sqrt{1 - (l - \frac{1}{2})^2}} \quad (436)$$

combined with a relation for $t \in [l - \frac{1}{2}, l]$ at each time step $l \geq 1$ of the form

$$v^F(t) = \left(1 + \left(t - \left(l - \frac{1}{2}\right)\right)\right) u^F(\tau) \quad (437)$$

In the following we describe algorithmic schemes without auto-control (damping). The damping mechanisms is a feature related exclusively to time, and can be treated separately as its main objective is to get stronger global upper bounds with respect to time. This does not touch the local description essentially. First, we remark that higher order schemes in time may be based on higher order approximations of the Euler part of the equation. It is interesting that we can solve the Euler part by an iterated Dyson formalism for regular data, although we cannot do this uniquely for dimension $n \geq 3$. We denote the recursively defined solution approximations of the Euler solution part of the controlled scheme by $v^{E,r,p}, p \geq 0$, where $v^{E,r,0} = h^{r} = (h_{i\alpha})_{1 \leq i \leq n, \alpha \in \mathbb{Z}^n \setminus \{0\}}$ denote the initial data of the controlled scheme. Consider the Euler part of the controlled matrix for the approximative system of order $p \geq 1$ in (317) above, i.e., the matrix with viscosity $\nu = 0$, which is defined on the diagonal by

$$\delta_{ij} E_{i\alpha j\beta}^{E,r,p-1} (v^E) = -\delta_{ij} \sum_{j=1}^{n} \frac{2 \pi i \beta_j}{4 \pi} v^{E,r,p-1} \quad (438)$$

and where we have off-diagonal, i.e. for $i \neq j$ we have the entries

$$(1 - \delta_{ij}) E_{i\alpha j\beta}^{r,E,p} (v^E) = 2 \pi i \alpha_1 \sum_{k=1}^{n} \frac{4 \pi \beta_j (\alpha_k - \beta_k)}{4 \pi \alpha_1} v^{E,r,p-1} \quad (439)$$

Then the approximative Euler system with data

$$v^{r,E}(t_0) = (v^{r,E}(t_0)_1, \cdots, v^{r,E}(t_0)_n)^T, \quad v^{r,E}(t_0) \in h^s(\mathbb{Z}^n), \quad s > n + 2 \quad (440)$$

for some initial time $t_0 \geq 0$ has a solution for some time $t > 0$ of Dyson form

$$v^{r,E}_l = v(t_0) + \sum_{m=1}^{\infty} \frac{1}{m!} s_1 f_1^l ds_2 f_2^l ds_3 \cdots f_m^l ds_m \quad (441)$$

$$T_m (E^{r,p-1}(t_1) E^{r,p-1}(t_2) \cdots E^{r,p-1}(t_m)) \quad \forall m \geq 0.$$
In algorithmic scheme we do this integration up to a certain order \( p \), and then use this formula in the Trotter product formula developed above. In algorithms we deal with finite cut-off of modes naturally. Let us be a bit more specific concerning these finite mode approximations.

The infinite ODE-system can be approximated by finite ODE systems of with modes of order less or equal to some positive integer \( k \) in the sense of a projection on the modes of order \( |\alpha| \leq k \). At a fixed time \( t \geq 0 \) this is a projection from the intersection \( \cap_{s \in \mathbb{R}} h^s(\mathbb{Z}^n) \) of dual Sobolev spaces into the space of (even globally) analytic functions (finite Fourier series). The Trotter product formula for dissipative operators considered above holds for the system of finite modes, of course. More importantly, the resulting schemes based on this Trotter product formula approximate the corresponding scheme of infinite modes if the limit \( k \uparrow \infty \) is considered. In this section we define this approximating scheme of finite modes. It is not difficult to show that the error of this scheme converges to zero as \( k \uparrow \infty \). Detailed error estimates which relate the maximal mode of the finite system and dimension \( n \) and viscosity \( \nu \) to the error in \( h^s \) norm are of interest in order to design algorithms. This deserves a closer investigation which will be done elsewhere.

In this section we define algorithms of of different approximation order in time via finite-mode approximations of the non-linear infinite ODEs which are equivalent to the incompressible Navier-Stokes equation. Furthermore some observations for the choice of parameters of the size of the domain \( l > 0 \) and the viscosity \( \nu > 0 \) are made, and we observe reductions to a cosine basis (symmetric data). We consider the controlled scheme which solves an equivalent equation for the sake of simplicity. From our description in the introduction it is clear how to compute an approximate solution of the incompressible Navier-Stokes equation from these data. Recall the representation of the controlled Navier-Stokes equation in terms of infinite matrices.

It makes sense to formulate an 'algorithm' first for the infinite nonlinear ODE system. Accordingly, in the following the use of the word 'compute' related to substeps in an infinite scheme is not meant in a strict sense. It may be defined in some more strict sense by use of transfinite Turing machines, but what we have in mind is the finite approximations of an infinite object such that schemes can be implemented eventually. This is not an algorithm in a strict sense (even the description is not finite), but the projection to a set of finite modes leads to the algorithm immediately once it is described in the infinite set-up. Consider the limit \( \mathbf{v}^{r,F} = (\mathbf{v}_{i\alpha}^r)_{\alpha \in \mathbb{Z}^n} \) of the construction of the last section, i.e., the global solution of the controlled infinite controlled ODE system, as given. Then we may write this function formally in terms of the Dyson formalism as

\[
\mathbf{v}_i^{r,F}(t) = T \exp(A^r t) \mathbf{h}_i^F \in h_i^F(\mathbb{Z}^n), \tag{442}
\]
where
\[ T \exp(A^t) := \sum_{m=0}^{\infty} \frac{1}{m!} \int_{[0,t]} dt_1 \cdots dt_k T A^r(t_1) \cdots A^r(t_k) dt_1 \cdots dt_k \]
\[ := \sum_{k=0}^{\infty} \int_0^t dt_1 \int_0^{t_1} dt_2 \cdots \int_0^{t_{k-1}} A^r(t_1) \cdots A^r(t_k), \]
where
\[ A^r(t_j) := (A^r)^{ij} \]
and for all \( 1 \leq i, j \leq n \) we have
\[ A^r = \left( \begin{array}{cc} a^r_{i,j} \\ \alpha, \beta \in \mathbb{Z}^n \end{array} \right), \]
where
\[ a^r_{i,j} = \delta_{ij} \left( v_i^r \right) \]
along with
\[ L_i^r = 2\pi i \alpha_i \sum_{k=1}^{n} \frac{1}{4\pi} \left( \alpha_k - \beta_k \right) v_i^r (\alpha - \beta), \]
Note that the modes \( v_i^r \) are time-dependent - for this reason the Dyson time-order operator appears in this formal representation. In order to construct a computable approximation of this formula we need a stable dissipation term for the second order part of the operator. We can achieve this if we may use the Trotter product formula above, because the factor \( \exp\left((\delta_{ij} D^r)\right) \) is indeed in the regular matrix space \( M_n^\alpha \) and it is a damping factor for the controlled system. In order to apply the Trotter product formula to the controlled Navier-Stokes system we may consider a time discretization and apply this formal time step by time step. Starting with \( v_i^r, t_0 := h_i \) let us assume that we have defined a scheme for \( 0 = T_0 < t_1 < \cdots < t_k \) and computed the modes \( v_i^r, t_k \) for \( 0 \leq l \leq t_k \) Then in order to define the scheme recursively on the interval \( [t_k, t_{k+1}] \) we first consider the natural splitting of the operator and define
\[ A^r(t_j) = (\delta_{ij} D) + (B^r, t_k), \]
where \( B^r = \left( \begin{array}{cc} b^r_{i,j} \\ \alpha, \beta \in \mathbb{Z} \end{array} \right) \) along with
\[ b^{r, t_k, i,j} = \left( - \sum_{j=1}^{n} \frac{2\pi i \beta_j v_i^r, t_k}{4\pi \alpha_i} \right) + L_i^r, \]
and
\[ L_i^r = 2\pi i \alpha_i \sum_{k=1}^{n} \frac{1}{4\pi} \left( \alpha_k - \beta_k \right) v_i^r, t_k (\alpha - \beta), \]
The most simple infinite scheme we could have in mind is then a scheme approximating $v^{r,F}(t) = (v^r_{\alpha}(t))_{\alpha \in \mathbb{Z}^n}$ for arbitrary given $t > 0$ in $m$ steps then is

$$
\left(\exp\left(\frac{1}{m} (\delta_{ij}D)\right) \exp\left(\frac{1}{k} (B^{r,ij}(t_m))\right)\right) \times
\left(\exp\left(\frac{1}{m} (\delta_{ij}D)\right) \exp\left(\frac{1}{k} (B^{r,ij}(t_0))\right)\right) \h \times
\cdots
$$

(451)

This is indeed a time-dependent Trotter-product type approximation of order $o \left(\frac{1}{m}\right)$ down to $m \uparrow \infty$, where $o$ denotes the small Landau $o$. Higher order approximations can be achieved taking account of some correction terms in the Trotter product formula. Indeed, consider 'truncations of order $q$' of the term defined in (246) above. For each $t_r$, $0 \leq r \leq m$ consider

$$
C^q(t_r) = (\delta_{ij}D) + (B^{r,ij}(t_r)) +
\sum_{p=1}^q \frac{1}{p!} \sum_{l \geq 1, \beta' \in \mathbb{N}_{l,0}, m'+|\beta'|=p, l \leq m'+1} (\delta_{ij}D)^{m'} \times
$$

(452)

$$
\times I_{\beta m'} \left[ \Delta \left( (B^{r,ij}(t_r)) , (B^{r,ij}(t_r)) \right) \right]_T.
$$

According to the Trotter product formula higher order schemes can be obtained if there is a correction term $E$ such that the replacement of $(B^{r,ij}(t_m))$ by $(B^{r,ij}(t_m)) + E$ cancels the correction of order $q$ at each time step which may be defined by

$$
C^q(t_r)_{\text{corr}} = C^q(t_r) - (\delta_{ij}D) + (B^{r,ij}(t_r))
$$

(453)

$$
= \sum_{p=1}^q \frac{1}{p!} \sum_{l \geq 1, \beta' \in \mathbb{N}_{l,0}, m'+|\beta'|=p, l \leq m'+1} (\delta_{ij}D)^{m'} \times
$$

$$
\times I_{\beta m'} \left[ \Delta \left( (B^{r,ij}(t_r)) , (B^{r,ij}(t_r)) \right) \right]_T.
$$

The explicit analysis of these schemes has a right in its own an will be considered elsewhere. For simulations we have to make a cut-off leaving only finitely many modes, of course. The formulas established remain true if we consider natural projections to systems of finite modes. We define

$$
\left(\exp\left(\frac{1}{m} P_{M^i} (\delta_{ij}D)\right) \exp\left(\frac{1}{k} P_{M^i} (B^{r,ij}(t_m))\right)\right) \times
\left(\exp\left(\frac{1}{m} P_{M^i} (\delta_{ij}D)\right) \exp\left(\frac{1}{k} P_{M^i} (B^{r,ij}(t_0))\right)\right) P_{\varphi}h^F,
$$

(454)

where the operator $P_{\varphi}$ is defined by

$$
P_{\varphi}h^F = (P_{1\varphi}h_1^F, \cdots, P_{n\varphi}h_n^F)
$$

(455)

such that for $1 \leq i \leq n$ and $h_i = (h_{\alpha})_{\alpha \in \mathbb{Z}^n}$ we define

$$
P_{i\varphi} = (v_{i\alpha})_{\alpha \in \mathbb{Z}^n}
$$

(456)
and for infinite matrices \( M = (M^{ij}) = \left( m^{ij}_{\alpha \beta} \right)_{\alpha,\beta \in \mathbb{Z}^n} \) we define
\[
P_M l M = (P_{ij,M} M^{ij}),
\]
(457)
where
\[
P_{ij,M} M^{ij} = \left( m^{ij}_{\alpha \beta} \right)_{|\alpha|,|\beta| \leq k}
\]
(458)
In both cases (vector- and matrix-projection) we understand that the order of the modes is preserved of course. Next it is a consequence of our existence constructive proof that

**Theorem 4.1.** Let \( h_i \in C^\infty(T_l) \), and let \( T > 0 \) be a time horizon for the incompressible Navier-Stokes equation problem on the \( n \)-torus. Let \( s \geq n + 2 \). Then the finite mode scheme defined in (454) converges for each \( 0 \leq t \leq T \) to the solution of incompressible Navier-Stokes equation in its infinite nonlinear ODE representation for the Fourier modes as \( m,l \uparrow \infty \).

Next recall that the parameter \( \nu > 0 \) can be chosen arbitrarily. A large parameter \( \nu > 0 \) increases damping and makes the computation more stable. However, in order to approximate a Cauchy problem (the initial value problem on the whole space) we need large \( l \) (length of the torus). Note that the damping terms in the computation scheme are of order \( \frac{1}{l} \), the convection terms are of order \( \frac{1}{l} \) and the Leray projection terms are independent of the length of the torus. They become dominant if the size \( l \) of the \( n \)-torus is large. From our constructive existence proof we have

**Corollary 4.2.** The Cauchy problem for the incompressible Navier-Stokes equation may be approximated by a computational approximation of order \( k \) on the \( n \)-torus \( T_l \) for \( l \) large enough where in a bi-parameter transformation of the original problem \( \nu > 0 \) should be chosen
\[
\nu \gtrsim l^2
\]
(459)
such that the damping term is not dominated by the Leray projection terms. Furthermore due to the quadratic growth of the moduli of diagonal (damping) terms with the order of the modes compared to linear growth of the convection term and the Leray projection term with the order of the modes the scheme remains stable for larger maximal order \( k \) if it is stable for lower maximal order \( k \). Furthermore the choice
\[
\nu \geq 2|h|^2_s
\]
(460)
for \( s \geq 2 + n \) leads to solutions which are uniformly bounded with respect to time.

For numerical and computational purposes it is useful to represent initial data in cos and sin terms (otherwise computational errors may lead to nonzero imaginary parts of the computational approximations). We have
**Lemma 4.3.** Functions on the $n$-torus $\mathbb{T}_l^n$ be represented by symmetric data, i.e. with the basis of even functions

\[
\left\{ \cos \left( \frac{2\pi \alpha x}{l} \right) \right\}_{\alpha \in \mathbb{Z}^n}.
\]

The reason for the statement of lemma 4.3 simply is that you may consider a $L^2$-function $f$ on the cube $[-l, l]^n$ (arbitrary prescribed on $[0, l]^n$) with periodic boundary conditions with respect to a general basis for $L^2(\mathbb{T}_l^n)$ such that

\[
f(x) = \sum_{\alpha \in \mathbb{Z}^n} f_\alpha \exp(2\pi i\alpha x / l),
\]

and then you observe that $f(\cdots, x_i, \cdots) = f(\cdots, -x_i, \cdots)$ imply that the sin-terms implicit in the representation (462) cancel. Hence on the $n$-torus which is built from the cube $[0, l]^n$ we may consider symmetric data without loss of generalization.

## 5 The concept of turbulence

In the context of the results above let us make some final remarks concerning the concept of turbulence. There are several authors (cf. [2] and [3] for example), who emphasized that the dynamical properties of the Navier-Stokes equation such as the existence of strange attractors, bifurcation behavior etc. rather than the question of global smooth existence may be important for the concept of turbulence. We share this view, and we want to emphasize from our point of view, why we consider the infinite dynamical systems of velocity modes to be the interesting object in order to start the study of turbulence. This concept is indeed difficult, and in a perspective of modelling it is always worth to follow this difficulty up to its origins on a logical or at least very elementary level. According to classical (pre-Fregean) logic, a concept is a list of notions, each of which is a list of notions and so on. This is not a definition but something to start with (the definition has some circularity as there is no sharp distinction between a concept and a notion, but this may be part of an inherent difficulty to define the concept of concept). According to Leibniz a concept is clear (german: ’klar’) if enough notions are known in order decide the subsumption of a given object under a concept, and a concept is conspicuous (german: ’deutlich’) if there is a complete list of notions of that concept. All this is relative to a ’cognoscens’ of course. Since Leibniz expected that even for empirical concepts like ’gold’ the list of notions may be infinite he expected a conspicuous cognition to be accessible only to an infinite mind and not to human beings. Anyway, according to this concept of concept we may say that our concept of the concept of turbulence may not even be clear. However, there is some agreement that some specific notions belong to the notions of ’turbulence’. Some aspects of fluid dynamics may
be better discussed with respect to more advanced modelling. For example for a realistic discussion of a 'whirl' we may better define a Navier-Stokes equation with a free boundary in one (upper) direction and a gravitational force in the opposite direction (pointing downwards). This free boundary may be analyzed by front fixing on a fixed half space as we did it in the case of an American derivative free boundary problem. Additional effects are created by boundary conditions (the shape of a river bed, for example). Indeed without boundary conditions dissipative features will dominate in the end. First we observe that it is indeed essential to study the dynamics of the modes. The Navier-Stokes equation is a model of classical physics (\(|v| \leq c\), where \(c > 0\) denotes the speed of light. Therefore physics should be invariant with respect to the Galilei transformation. If \(v = (v_i)_{1 \leq i \leq n}^T\) is a solution of the Navier Stokes equation then for a particle which is at \(x_0 = (x_{01}, \cdots, x_{0n})\) at time \(t_0\) we have the trajectory \(x(t), t \geq t_0\) determined by the equation

\[
\dot{x}(t) = v, \text{ i.e., } x_i(t) = x_{0i} + \int_{t_0}^{t} v_i(s)ds, \quad 1 \leq i \leq n, \tag{463}
\]

which means that for the modes we have

\[
x_{ai} + \int_{t_0}^{t} v_{ia}(s)ds, \quad 1 \leq i \leq n, \tag{464}
\]

Hence, rotationality, periodic behavior, or irregular dynamic behaviour due to a superposition of different modes \(v_{ia}\) which are 'out of phase' translates to an analogous dynamic behavior for the trajectories with a superposition of a uniform translative movement (which disappears in a moved laboratory and is physically irrelevant therefore. up to Galilei transformation dynamic behavior of the modes translates into equivalent. The dynamics of the modes is an infinite ODE which may be studied via bifurcation theory. Since we proved the polynomial decay of modes a natural question is wether a center manifold theorem and the existence of Hopf bifurcations may be proved. The quadratic terms of the modes in the ODE of the incompressible Navier Stokes equation in the dual formulation seem to imply this. Irregular behavior may also be due to several Hopfbifurcations with different periodicity. Bifurcation analysis may lead then to a proof of structural instability, sensitive behaviour and chaos (cf. \(\|\)). Global sensitive behavior and chaos may also be proved via generalisations or Sarkovskii’s theorem or via intersection theory of algebraic varieties as proposed in \(\|7\) and \(\|8\). Studying the effects of boundary conditions and free boundary conditions for turbulent behavior may also be crucial. For the Cauchy problem dissipative effects will take over in the long run. For a 'river' modelled by fixed boundary conditions for the second and third velocity components \(v_2\) and \(v_3\) (river bank) and a free boundary condition (surface) and a fixed boundary condition (bottom)
for the first velocity component $v_1$, and a gravitational force in the direction related to the first velocity component, complex dynamical behavior can be due to the boundary effects. It is natural to study such a boundary model by the front fixing method considered in [7]. It is likely that the scheme considered in [11] and [12] can be applied in order to obtain global existence results. Finally, we discuss some relations of the concept of turbulence, singular solutions of the Euler equation, and bifurcation theory from the point of view of the Dyson formalism developed in this article. We refer to an update of [9] for a deeper discussion which will appear soon. The qualitative description of turbulence in paragraph 31 of [21] gives a list of notions of the concept of turbulence associated to high Reynolds numbers which consists of

$\alpha$) an extraordinary irregular and disordered change of velocity at every point of a space-time area,

$\beta$) the velocity fluctuates around a mean value,

$\gamma$) the amplitudes of the fluctuations are not small compared to the magnitude of the velocity itself in general,

$\delta$) the fluctuations of the velocity can be found at a fixed point of time,

$\epsilon$) the trajectories of fluid particles are very complicated causing a strong mixture of the fluid. All these notions can be satisfied by proving the existence of Hopf bifurcations and Chenciner bifurcations for the infinite ODE equations of modes. Proving this seems not to be out of reach except for the notion in $\gamma$) as the usual methods of bifurcation theory prove the existence of such bifurcation via local topological equivalence normal forms where some lower order terms are sufficient to describe some dynamical properties.

Appendix

Convergence criteria of Euler type Trotter product schemes for Navier Stokes equations In this appendix nested Euler type Trotter product schemes of the Navier Stokes equation are defined, where limits of the schemes define regular solutions of the Navier stokes equation depending on the regularity of the data. The critical regularity of convergence for the scheme are data in a Sobolev space of order $n/2 + 1$, where algorithms do not converge for lower regularity indicating possible singularities. We support the conjecture that the equations have singular solutions for data which are only in a Sobolev space of order less than $n/2 + 1$. Observations of the sketch in [5] are simplified and sharpened, where explicit upper bound constants are found. This scheme has a first order error with respect to the time discretization size, where higher order schemes can be defined using a Dyson formalism above.
A Definition of an Euler-type Trotter-product scheme and statement of results

We consider global Euler type Trotter product schemes of the incompressible Navier Stokes equation on the $n$-dimensional Torus $\mathbb{T}^n$, where we start with an observation about function spaces. A function $g$ in the Sobolev space $H^s(\mathbb{T}^n)$ for $s \in \mathbb{R}$ can be considered in the analytic basis $\{\exp(2\pi i \alpha)\}_{\alpha \in \mathbb{Z}^n}$, where $\mathbb{Z}$ is the ring of integers as usual and $\mathbb{Z}^n$ is the set of $n$-tuples of integers. The information of the function $g$ is completely encoded in the list of Fourier modes $(g_\alpha)_{\alpha \in \mathbb{Z}^n}$. We say that the infinite vector $(g_\alpha)_{\alpha \in \mathbb{Z}^n}$ is in the dual Sobolev space $h^s = h^s(\mathbb{Z}^n)$ for $s \in \mathbb{R}$ if

$$\sum_{\alpha \in \mathbb{Z}^n} |g_\alpha|^2 \langle \alpha \rangle^{2s} < \infty,$$

(465)

where

$$\langle \alpha \rangle := (1 + |\alpha|^2)^{1/2}.$$

(466)

As we work on the torus for the whole time we suppress the reference to $\mathbb{T}^n$ and, respectively, to $\mathbb{Z}^n$ in the denotation of dual Sobolev spaces in the following. It is well-known that $g \in H^s$ iff $(g_\alpha)_{\alpha \in \mathbb{Z}^n} \in h^s$ for $s \in \mathbb{R}$. Next we relate this categorization of regularity by orders $s$ of dual Sobolev spaces to the regularity criteria of initial data for the Navier stokes equation. For the data $h_i$, $1 \leq i \leq n$ of an incompressible Navier Stokes equation the regularity condition of the scheme is

$$\exists C > 0 \forall \alpha \in \mathbb{Z}^n : |h_{i\alpha}| \leq \frac{C}{1 + |\alpha|^{n+s}} \text{ for some fixed } s > 1.$$

(467)

Furthermore for $r < \frac{n}{2} + 1$ there are data $h_i$, $1 \leq i \leq n$ $h_i \in h^r(\mathbb{Z}^n)$ such that the scheme diverges. This does not prove that there are singular solutions (although this may be so) but that the scheme does not work, i.e. has no finite limit. The case $s = 1$ is critical, but a certain contractive property of iterated elliptic integrals is lost. It seems that the algorithm defined below is still convergent but this critical case will be considered elsewhere. Note that for data as in $\text{[167]}$ we have

$$|h_{i\alpha}|^2 \leq \frac{C^2}{1 + |\alpha|^{2n+2s}} \Rightarrow h_i \in H^{\frac{n}{2} + s}(\mathbb{Z}^n).$$

(468)

On the other hand, if $h_i \in H^{\frac{n}{2} + s}(\mathbb{Z}^n)$ then

$$\sum_{\alpha \in \mathbb{Z}^n} |h_{i\alpha}|^2 (1 + |\alpha|^2)^{n+2s} < \infty,$$

(469)

which means that there must be a $C > 0$ such that the condition in $\text{[167]}$ holds. Here note that the sum over $\mathbb{Z}^n$ is essentially equivalent to an $n$-dimensional integral such that we need a decay of the modes $|h_{i\alpha}|$ with an
exponent which exceeds \( n + 2s \) by \( n \). Especially note that for \( n = 3 \) the critical regularity of the data for convergence is \( H^{2.5} \) (resp. \( h^{2.5} \) for the dual space). Concerning the reason for this specific threshold value \( \frac{n}{2} + s \) with \( s > 1 \) for convergence of Euler-type Trotter product schemes we first observe that for some constant \( c = c(n) \) depending only on the dimension \( n \) we certainly have

\[
\sum_{\beta \in \mathbb{Z}^n} \frac{C}{1 + |\alpha - \beta|^m} \frac{C}{1 + |\beta|^l} \leq \frac{cC^2}{1 + |\alpha|^{m+l-n}}. \tag{470}
\]

For factors as the Burgers term applied to initial data (which satisfy (467)) we have orders \( m > n + 1 \) (one spatial derivative) and \( l > n \) such that the right side has a order of decay \( > n + 1 \). Hence, the relation in (470) represents a contractive property for higher order modes \( |\alpha| \geq 2 \). It becomes contractive for all modes by some spatial scaling (cf. below). Similar for the Leray projection term (which has two spatial derivatives but behaves similar as the Burgers term concerning the decay with respect to modes due to the integration with the dual of first derivatives of the Laplacian kernel). We shall use the similar relation in (470) (among other spatial features of the operator), and shall observe that at any stage \( N \geq 1 \) of a Euler type product scheme \( v^N_{\alpha}(m\delta t(N)) \) we have an upper bound of the form

\[
|v^N_{\alpha}(m\delta t(N))| \leq \frac{C_0}{1 + |\alpha|^{n+s}} \tag{471}
\]

for all \( m \geq 1 \) for some finite \( C_0 > 0 \) depending only on the dimension \( n \), the viscosity \( \nu > 0 \) and the initial data \( \varphi_{i} \), \( 1 \leq i \leq n \), and on the time horizon \( T > 0 \). We also provide sharper arguments where we have independence of the upper bound constant \( C_0 \) of the time horizon \( T > 0 \). In general we shall have an upper bound as in (471) with \( C_0 > C \) if \( |\varphi_{i\alpha}| \leq \frac{C}{1 + |\alpha|^{2n+s}} \) for some \( s > 1 \) since we cannot prove a strong contraction property for the Navier Stokes operator. An other spatial effect of the operator that we use is that all nonlinear terms have a spatial derivative. For the spatial transformation

\[
v^r(t, y) = v_i(t, x), \ y_i = rx_i, \ 1 \leq i \leq n \tag{472}
\]

we get \( v_{i,j}(t, x) = v^r_{i,j}(t, y)r \) and \( v_{i,j,j}(t, x) = v^r_{i,j,j}(t, y)r^2 \) such that the Navier Stokes equation becomes

\[
\begin{align*}
\frac{\partial v^r}{\partial t} - \nu r^2 \sum_{j=1}^{n} v^r_{i,j,j} + r \sum_{j=1}^{n} v^r_j v^r_{i,j} &= f_i \\
+ r L_{\mathbb{T}^n} \left( \sum_{j,m=1}^{n} \left( v^r_{m,j} v^r_{j,m} \right) \left( \tau, \cdot \right) \right), \tag{473}
\end{align*}
\]

\[
v^r(0, \cdot) = \varphi_0.
\]
where $L_{\mathbb{T}^n}$ denotes the Leray projection on the torus. These are are natural upper bounds in the scheme related to Burgers terms, and similar relations hold for Leray projection terms. Since $2s - 1 > s$ we have a strong contraction property for higher order expansion of approximative solutions and this can be used (either directly via weighted norms or in a refined scheme with an auto-control function). In order to define a Trotter product scheme for the incompressible Navier Stokes equation models it is convenient to have a time-scaling as well. Note that for a time scale $\rho > 0$ with $t = \rho \tau$ where $\rho$ depends only on the initial data, the viscosity and the dimension the resulting Navier Stokes equation is equivalent. For a spatial scaling with parameter $r$ and a time scaling with parameter $\rho$, i.e., for the transformation $v_{i}^{\rho, r}(\tau, y) = v_{i}(t, x)$ with $t = \rho \tau$ and $y_{i} = r x_{i}$ we get

$$
\begin{align*}
\frac{\partial v_{i}^{\rho, r}}{\partial \tau} - \rho r^2 \nu \sum_{j=1}^{n} v_{i,j}^{\rho, r} + \rho r \sum_{j=1}^{n} v_{j}^{\rho, r} v_{i,j}^{\rho, r} &= f_{i} \\
+ \rho r L_{\mathbb{T}^n} \left( \sum_{j,m=1}^{n} \left( v_{m,j}^{\rho, r} v_{j,m}^{\rho, r} \right)(\tau, .) \right),
\end{align*}
$$
(474)

to be solved for $v^{\rho, r} = (v_{1}^{\rho, r}, \ldots, v_{n}^{\rho, r})^{T}$ on the domain $[0, \infty) \times \mathbb{T}^n$ is completely equivalent to the usual Navier Stokes equation in its Leray projection form. As

$$
v_{i,j} = \frac{\partial v_{i}^{\rho, r}}{\partial y_{j}} \frac{dy_{j}}{dx_{j}} = r v_{i,j}^{\rho, r}
$$
(475)

it is clear that the Burgers term gets a factor $r$ by the scaling and the relation $v_{i,j} = r^2 v_{i,j}^{\rho, r}$ implies that the viscosity term gets a factor $r^2$ upon the simple spatial scaling transformation. The scaling of the Leray projection term is less obvious. For $\rho = 1$ we write $v_{1}^{1, r} = v_{1}^{\rho, r}$. The pressure scaling $p_{1}^{1, r}(t, y) = p(t, x)$ the related Poisson equation (on the torus $\mathbb{T}^n$) in original coordinates

$$
\Delta p = \sum_{j,k=1}^{n} v_{j,k} v_{k,j}
$$
(476)

transforms to

$$
r^2 \Delta p_{1}^{1, r} = \sum_{j,k=1}^{n} r v_{j,k}^{1, r} v_{k,j}^{1, r} = \Delta p_{1}^{1, r} = \sum_{j,k=1}^{n} v_{j,k}^{1, r} v_{k,j}^{1, r}
$$
(477)

such that from

$$
p_{i} = r p_{i}^{1, r}
$$
(478)

we know that the Leray projection term gets a scaling factor $r$.

**Remark A.1.** Note that the spatial scaling factor behaves differently for some typical Cauchy problems with known singular solutions such as

$$
\frac{\partial w_{0}}{\partial t} - \nu \Delta w_{0} + w_{0}^{2}, \quad w(0) = w_{0}(0, .).
$$
(479)
Here, a transformation \( w^r_0(t, y) = w(t, x), \ y = rx \) leads to

\[
\frac{\partial w^r_0}{\partial t} - \nu r^2 \Delta w^r_0 + (w^r_0)^2, \ w^r_0(0, .) = g. \tag{480}
\]

A singular point \((t_s, x_s)\) of a solution \(w_0\) of (479) is transformed to a singular point \((t_s, rx_s)\) of a solution \(w^r_0\) of (480). A strong viscosity damping coefficient \(r^2\nu\) caused by large \(r\) pushes the singular point \((t_s, rx_s)\) towards spatial but it is there nevertheless. The example in (480) is a scalar equation but similar considerations hold for systems of equation as well, of course. Similarly, if the function \(w_1\) satisfies

\[
\frac{\partial w_1}{\partial t} - \nu \Delta w_1 + \langle \nabla w_1, \nabla w_1 \rangle, \ w_1(0, .) = g, \tag{481}
\]

then the function

\[
\frac{\partial w^r_1}{\partial t} - \nu r^2 \Delta w^r_1 + r^2 \langle \nabla w_1, \nabla w_1 \rangle, \ w_1(0, .) = g. \tag{482}
\]

Here the viscosity term and the nonlinear term have the same scaling coefficient \(r^2\). Again, a singular point \((t_s, x_s)\) of a solution \(w_1\) of (479) is transformed to a singular point \((t_s, rx_s)\) of a solution \(w^r_1\) of (480).

We shall observe that iterative elliptic integrals upper bounds as in (470) related to nonlinear terms of the Navier Stokes equation become contractive for each mode, i.e., the relation in (470) below becomes a contractive upper bound for nonlinear terms in the scheme in the sense that for \(s > 1\)

\[
\sum_{\beta \in \mathbb{Z}^n} \rho r^{(n + n^2)C} \frac{|\beta|C}{1 + |\alpha - \beta|^{n+s}} \frac{|\beta|^{n+s}}{1 + |\beta|^{n+s}} \leq \frac{\rho r^2 c_0 C^2}{1 + |\alpha|^{n+2s-1}}, \text{ where } n + 2s - 1 > n + s \tag{483}
\]

for some finite constant \(c_0 > 1\) which depends on the dimension.

Remark A.2. Note that the estimate in (483) is an estimate for the Burgers term prima facie. However, the Leray projection term has a similar estimates since the quadratic terms \((\alpha_k - \gamma_k)\gamma_j\) get a factor \(\sum_{i=1}^{\nu} \alpha_i / \sum_{i=1}^{\nu} \alpha_i\).

We remark that \(C > 1\) in (483) is a constant is an upper bound constant for the velocity modes which is observed to be inherited by the scheme. Note that the assumption \(C > 1\) is without loss of generality. There are several parameter choices which make viscosity damping dominant. Note that for the choice

\[
r = \frac{c_0^2 C^2}{\nu}, \ \rho = \frac{\nu}{2c_0^2 C^2} \tag{484}
\]

the viscosity coefficient \(\rho r^2 \nu\), i.e. the coefficient of the Laplacian in (474), becomes

\[
\rho r^2 \nu = \frac{c_0^2 C^2}{2} \tag{485}
\]
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and the parameter coefficient $\rho_r$ of the nonlinear terms in (474) satisfies

$$\rho_r = \frac{1}{2}.$$  \hfill (486)

Note that for $c_0C > 1$ the viscosity damping coefficient $\rho_r^2\nu$ in (485) becomes dominant compared to the coefficient of the nonlinear term $\rho_r = \frac{1}{2}$.

We mention that the scheme can be applied to models with external force terms which are functions of the functions $f_i : T^n \to \mathbb{R}$, $1 \leq i \leq n$ in $H^1$ (at least). For time-dependent forces the situation is more complicated, because force terms may cancel the viscosity term. In this paper we consider the case $f_i \equiv 0$ for all $1 \leq i \leq n$. First we define a solution scheme, and then we state some results concerning convergence and divergence. The main result about convergence is proved in section 2.

For $1 \leq i \leq n$ we write the velocity component $v_{\rho,r}^i = v_{\rho,r}^i(\tau, x)$ for fixed $\tau \geq 0$ in the analytic basis $\{\exp\left(\frac{2\pi i\alpha x}{l}\right), \alpha \in \mathbb{Z}^n\}$ such that

$$v_{\rho,r}^i(\tau, x) := \sum_{\alpha \in \mathbb{Z}^n} v_{\rho,r}^{i\alpha}(t) \exp\left(\frac{2\pi i\alpha x}{l}\right),$$  \hfill (487)

where $l > 0$ measures the size of the torus (sometimes we choose $l = 1$ without loss of generality). Then the initial value problem in (474) is equivalent to an infinite ODE initial value problem for the infinite time dependent vector function of velocity modes $v_{\rho,r}^{i\alpha}$, $\alpha \in \mathbb{Z}^n$, $1 \leq i \leq n$, where

$$\frac{dv_{\rho,r}^{i\alpha}}{d\tau} = \rho_r^2 \sum_{j=1}^n v_{\rho,r}^{j\alpha} - \rho_r^2 \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}^n} 2\pi i\alpha \sum_{k=1}^n 4\pi^2 \alpha^2_{j\gamma} \sum_{\alpha \in \mathbb{Z}^n} v_{\rho,r}^{j\gamma} v_{\rho,r}^{j\gamma}$$

$$+ \rho_r^2 \sum_{\alpha \neq 0} \frac{\sum_{\gamma \in \mathbb{Z}^n} 4\pi^2 \alpha^2_{j\gamma}(\alpha - \gamma)\gamma v_{\rho,r}^{j\gamma} v_{\rho,r}^{j\gamma}}{\sum_{\alpha \neq 0} 4\pi^2 \alpha^2_{j\gamma}},$$

for all $1 \leq i \leq n$, and where for all $\alpha \in \mathbb{Z}^n$ we have $v_{\rho,r}^{i\alpha}(0) = h_{i\alpha}$. We denote $v^{\rho,r,F} = (v^{\rho,r,F}_1, \ldots, v^{\rho,r,F}_n)^T$ with $n$ infinite vectors $v^{\rho,r,F}_i = (v^{\rho,r,F}_{i\alpha})_{1 \leq i \leq n \alpha \in \mathbb{Z}^n}$. The superscript $T$ denotes transposed in accordance to a usual convention about vectors and should not be confused with the time horizon which never appears as a superscript.

As remarked, in this paper we consider the case without force terms, i.e., the case where $f_i \equiv 0$ for all $1 \leq i \leq n$. For an arbitrary time horizon $T_0 > 0$, at stage $N \geq 1$ and with time steps of size $\delta t^{(N)}$ with $2^N \delta t^{(N)} = T_0$ we define an Euler-type Trotter product scheme with $2^N$ time steps

$$m \delta t^{(N)} \in \left\{0, \delta t^{(N)}, 2\delta t^{(N)}, \ldots, 2^N \delta t^{(N)} = T_0\right\}.$$  

We put upper script stage number $N$ in brackets in order to avoid confusion with an exponent as we intend to study time-errors of the scheme later.
First, at each stage \( N \geq 1 \) and at each time step number \( m \in \{0, \ldots, 2^N\} \) we consider the Euler step

\[
v^\rho_{\alpha,N}(m+1)\delta t(N) = v^\rho_{\alpha,N}(m\delta t(N)) +
\]

\[
\rho \nu \sum_{j=1}^{n} \nu \left( \frac{4\pi^2 \alpha_j^2}{l^2} \right) v^\rho_{\alpha,N}(m\delta t(N)) \delta t(N) -
\]

\[
\rho r \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \frac{2\pi \gamma_j}{l} v^\rho_{\alpha,N}(m\delta t(N)) \nu \gamma_j (m\delta t(N)) \delta t(N) +
\]

\[
2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \frac{\rho r \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi^2 \gamma_j (\alpha_k - \gamma_k) v^\rho_{\alpha,N}(m\delta t(N)) v^\rho_{\alpha,N}(m\delta t(N)) \delta t(N)}{\sum_{i=1}^{2\pi^2 \alpha_i^2}}.
\]  \( \text{(490) } \)

At each stage \( N \geq 1 \) and for all \( 1 \leq i \leq n \) and all modes \( \alpha \in \mathbb{Z}^n \) this defines a list of values

\[
v^\rho_{\alpha,N}(m\delta t(N)), \ m \in \{0, 1, \ldots, 2^N\}, \quad \text{for} \quad 0 \leq t \leq T^* \quad \text{(491)}
\]

such that the whole list of \( 2^N \) \( n \mathbb{Z}^n \)-vectors defines an Euler-type approximation of a possible solution of the Navier Stokes equation above (along with zero source term, i.e., \( f_i \equiv 0 \) for all \( 1 \leq i \leq n \)). For an arbitrary finite time horizon \( T^* > 0 \), and at each stage \( N \) we denote the (tentative) approximative solutions by

\[
v^\rho_{\alpha,N,F}(t) := \left( \left( v^\rho_{\alpha,N}(t) \right)_{\alpha \in \mathbb{Z}^n} \right)_{1 \leq i \leq n} \quad \text{(491)}
\]

for \( 0 \leq t \leq T^* \) (where the upper script \( T \) always refers to ‘transposed’ as the usual vector notation is vertical and not to the time horizon). The last two terms on the right side of \( \text{(489)} \) correspond to the spatial part of the incompressible Euler equation, where for the sake of simplicity of notation we abbreviate (after some renaming)

\[
e^\rho_{i,j,\alpha\gamma}(m\delta t(N)) = -\rho r \frac{2\pi \gamma_j (\alpha_k - \gamma_k)}{l} v^\rho_{\alpha,N}(m\delta t(N))
\]

\[
+ \rho r 2\pi i \alpha_i 1_{\{\alpha \neq 0\}} 4\pi^2 \sum_{k=1}^{n} \gamma_j (\alpha_k - \gamma_k) v^\rho_{\alpha,N}(m\delta t(N)) \delta t(N) \quad \text{(492)}
\]

Note that with this abbreviation \( \text{(489)} \) becomes

\[
v^\rho_{\alpha,N}(m+1)\delta t(N) = v^\rho_{\alpha,N}(m\delta t(N)) +
\]

\[
\rho \nu \sum_{j=1}^{n} \nu \left( \frac{4\pi^2 \alpha_j^2}{l^2} \right) v^\rho_{\alpha,N}(m\delta t(N)) \delta t(N) -
\]

\[
\rho r \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} v^\rho_{\alpha,N}(m\delta t(N)) \nu \gamma_j (m\delta t(N)) \delta t(N) +
\]

\[
2\pi i \alpha_i 1_{\{\alpha \neq 0\}} \frac{\rho r \sum_{j,k=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} 4\pi^2 \gamma_j (\alpha_k - \gamma_k) v^\rho_{\alpha,N}(m\delta t(N)) v^\rho_{\alpha,N}(m\delta t(N)) \delta t(N)}{\sum_{i=1}^{2\pi^2 \alpha_i^2}}.
\]  \( \text{(493) } \)

As in \( \text{[5]} \) we consider Trotter product formulas in order to make use of the damping effect of the diffusion term, which is not obvious in \( \text{[493]} \) where a
term with factor $|\alpha|^2$ appears which corresponds to an unbounded Laplacian. At each stage $N$ we get the Trotter product formula stating that for all $T = N\delta t^{(N)}$ we have
\[
\nu^{\rho,r,N,F}(T) = \Pi_{m=0}^{2N} \left( \delta_{ij,\alpha}\exp\left(-\rho r^2 \nu \sum_{i=1}^{n} \alpha_i^2 \delta t^{(N)}\right) \right) h^F,
\]  
and where $\hat{=}$ means that the identity holds up to an error $O(\delta t^{(N)})$, i.e. we have a linear error in $\delta t^{(N)}$ (corresponding to a quadratic error in $\delta t^{(N)}$ at each time step). Note that equation in (494) still makes sense as the viscosity converges to zero as the first factor on the right side of (494) becomes an infinite identity matrix. This leads to a approximation scheme which we denote by
\[
e^{\rho,r,N,F}(T) = \Pi_{m=0}^{2N} \left( \exp\left(\left(\left(\hat{e}_{ij,\alpha}^{\rho,r,N}(m\delta t^{(N)})\right)_{ij,\alpha}\delta t^{(N)}\right)\right) v^{\rho,r,N,F}(m\delta t^{(N)})\right). \tag{495}
\]  
We investigate whether the linear error for the Navier Stokes Trotter product scheme goes to zero as $N \uparrow \infty$ or if we have a blow-up. Note that in (494) the entries in $(\delta_{ij,\alpha})$ are Kronecker-$\delta$s which describe the unit $n\mathbb{Z}^n \times n\mathbb{Z}^n$-matrix. The formula in (494) is easily verified by showing that at each time step $m$
\[
\left(\delta_{ij,\alpha}\exp\left(-\rho r^2 \nu 4\pi^2 \sum_{i=1}^{n} \alpha_i^2 \delta t^{(N)}\right)\right) \left(\exp\left(\left(\left(\hat{e}_{ij,\alpha}^{\rho,r,N}(m\delta t^{(N)})\right)_{ij,\alpha}\delta t^{(N)}\right)\right) v^{\rho,r,N,F}(m\delta t^{(N)})\right)
\]  
(as an approximation of $\nu^{\rho,r,N,F}((m+1)\delta t^{(N)})$) solves the equation (494) with an error of order in $O\left((\delta t^{(N)})^2\right)$. Before we continue to describe the scheme we introduce the dual Sobolev spaces which we use in order to measure the the lists of modes at each stage $N \geq 1$ and the limit as $N \uparrow \infty$. Even the scheme above considered on the usual times scale $\rho = 1$ and for small spatial time scalar $r > 0$ leads to contraction result with exponentially weighted norms, but from the numerical or algorithmic point of view it is interesting to stabilize the scheme and prove time-independent regular upper bounds. Therefore, here we show that for parameters $\rho, r$ as in (536) and (485) for all stages $N$ and all $m \geq 1$ there is an upper bound constant $C$ (depending only on the initial data $h$, the dimension $n$, and the viscosity $\nu > 0$) such that
\[
|v^{\rho,r,N}_{\alpha}(m\delta t^{(N)})| \leq \frac{C}{1 + |\alpha|^{n+s}}. \tag{497}
\]  
An explicit upper bound constant is given below in the statement of Theorem $\text{A.4}$ below. This is shown directly for this scheme using viscosity damping,
but we mention that it can be shown also via comparison functions at each time step. This alternative scheme may be used in order to prove weaker results concerning global solution branches for inviscid limits. It is also interesting from a numerical point of view, since it introduces an additional damping term. At each time step, i.e., on the time interval \([t_0, t_0 + \alpha]\) for some \(\alpha \in (0, 1)\) we compare the value function \(v_{i,0}^{\rho, r, \lambda} : \left[0, \frac{\alpha}{\sqrt{1 - \alpha^2}} \right] \times \mathbb{T}^n \to \mathbb{R}, 1 \leq i \leq n\) along with

\[
\lambda(1 + \mu(\tau - t_0))u_{i,0}^{\rho, r, \lambda}(s, \cdot) = v_{i,0}^{\rho, r}(\tau, \cdot), \quad s = \frac{\tau - t_0}{\sqrt{1 - (\tau - t_0)^2}}. \tag{498}
\]

Note that in this definition of \(u_{i,0}^{\rho, r, \lambda}\) the function \(v_i\) is considered on the interval \([t_0, t_0 + \alpha]\) for each \(1 \leq i \leq n\). The upper script \(l\) indicates that the transformation in (498) is local in time. Alternatively, we may define a global time transformation

\[
\lambda(1 + \mu\tau)u_{i,0}^{\rho, r, \lambda}(s, \cdot) = v_{i,0}^{\rho, r}(\tau, \cdot), \quad s = \frac{\tau - t_0}{\sqrt{1 - (\tau - t_0)^2}}. \tag{499}
\]

Note that \(\tau\) becomes \(t\) for \(\rho = 1\). We write

\[
u_{i,0}^{*, \rho, r, \lambda}, \quad * \in \{l, g\},
\]

if we want to refer to both transformations at the same time. Similar comparison functions can be introduced for the incompressible Euler equation as well, of course. The incompressible Euler equation has multiple solutions in general, and even singular solutions. Comparison functions can be used to prove the existence of global solution branches, but also, with a slight modification to prove the existence of singular solutions. Uniqueness arguments have to be added to these techniques in order to show that some evolution equation is deterministic. As comparisons to the Euler equation are useful in any case, we introduce some related notation. The viscosity limit \(\nu \downarrow 0\) of the velocity component functions \(v_{i,0}^{\rho, r, \nu} \equiv v_i^{\rho, r}\) is denoted by \(e_i^{\rho, r} := \lim_{\nu \downarrow 0} v_{i,0}^{\rho, r, \nu}\) whenever this limit exists pointwise, and where we use the same parameter transformation \(e_i^{\rho, r}(\tau, y) = e_i(t, x)\) with \(t = t(\tau)\) and \(y_i = y(x_i)\) as above. Here \(e_i, 1 \leq i \leq n\) is a solution of the original Euler equation. We then may use the comparison

\[
\lambda(1 + \mu(\tau - t_0))u_{i,0}^{\rho, r, e, \lambda}(s, \cdot) = e_{i,0}^{\rho, r}(\tau, \cdot), \quad s = \frac{\tau - t_0}{\sqrt{1 - (\tau - t_0)^2}}. \tag{501}
\]

or

\[
\lambda(1 + \mu\tau)u_{i,0}^{\rho, r, e, \lambda}(s, \cdot) = e_{i,0}^{\rho, r}(\tau, \cdot), \quad s = \frac{\tau - t_0}{\sqrt{1 - (\tau - t_0)^2}}. \tag{502}
\]

in order to argue for global solution branches of the Euler equation for strong data. In general, it is possible to obtain global solution branches for
the incompressible Navier Stokes equation from global solution branches of
the incompressible Euler equation using the Trotter product approximations
inductively, as there is an additional viscosity damping at each time step in
the Trotter product formula for the Navier Stokes equation. The time step
size of the corresponding Euler scheme transforms as

$$
\delta s^{(N)} = \frac{\delta t^{(N)}}{\sqrt{1 - (\delta t^{(N)})^2}}
$$

(503)

The scheme for $u^{L,p,r,N,t_0}_{i\alpha}(1 \leq i \leq n)$ becomes at each stage $N \geq 1$

$$
u^{L,p,r,N,t_0}_{i\alpha}((m + 1)\delta s^{(N)}) = u^{L,p,r,N,t_0}_{i\alpha}(m\delta s^{(N)})
$$

$$
+ \rho r^2 \mu^0 \sum_{i=1}^n \nu \left(-\frac{4\pi^2\alpha^2}{\tau^2}\right) u^{L,p,r,N,t_0}_{i\alpha}(m\delta s^{(N)})\delta s^{(N)}
$$

(504)

$$
+ \sum_{i=1}^n \sum_{\gamma \in \mathbb{Z}^n} e^{L,p,r,N,u,\lambda,t_0}(m\delta s) u^{L,p,r,N,t_0}_{i\alpha}(m\delta t^{(N)})\delta s^{(N)}.
$$

where $\mu^0 = \sqrt{1 - (t - t_0)^2}$ is evaluated at $t_0 + m\delta t$, and

$$
e^{L,p,r,N,u,\lambda,t_0}(m\delta s^{(N)}) = -\rho r \lambda \mu^{L,1,t_0}_{i\alpha} \frac{2\pi \alpha (\alpha - \gamma)}{4\pi^2 \alpha^2} u^{L,p,r,t_0}_{i\alpha}(m\delta s^{(N)})
$$

(505)

$$
+ \rho r \lambda \mu^{L,1,t_0}_{i\alpha} \frac{2\pi \alpha (\alpha - \gamma)}{4\pi^2 \alpha^2} u^{L,p,r,t_0}_{i\alpha}(m\delta s^{(N)}) - \mu^{0,t_0}(m\delta s^{(N)})\delta s^{(N)}.
$$

along with $\mu^{L,1,t_0}_{i\alpha}(\tau) := (1 + \mu(\tau - t_0)) \sqrt{1 - (\tau - t_0)^2}$ and $\mu^{L,0,t_0}_{i\alpha}(\tau) :=

\frac{\mu_0\sqrt{1 - (\tau - t_0)^2}}{\mu_0\sqrt{1 - (\tau - t_0)^2}}$. Again we note that for $\rho = 1$ the transformed time coordinates

$\tau = \frac{\tau}{\rho}$ become equal to the original time coordinates $t$, a case we shall mainly
consider in the following. The last term in $[503]$ is related to the damping
term of the equation for the function $u^{L}_{i\alpha}$, $1 \leq i \leq n$. For times $0 < t_e$ and
with an analogous time discretization we get the Trotter product formula

$$
\begin{aligned}
\mathbf{u}^{L,p,r,N,F,t_0}(t_e) &\doteq \Pi_{m=0}^{N} \left( \delta s^{(N)} - \rho r^2 \nu \sum_{i=1}^n \alpha_i^2 \delta s^{(N)} \right) \\
&\times \left( \exp \left( \left( \left( e^{L,p,r,N,u,\lambda,t_0}_{i\alpha,\beta} \right)_{i\alpha,\beta} \delta s^{(N)} \right) \delta s^{(N)} \right) \right) \mathbf{u}^{L,p,r,N,F,t_0}(0).
\end{aligned}
$$

(506)

In the following remark we describe the role of the parameters.

Remark A.3. Even if $\rho = 1$ and one of the factor $r$ is small compared to
the parameter $\mu$ of the damping term $-\mu^{L,0,t_0}(m\delta s)\delta s^{(N)}$ in $[503]$,
then the damping term can dominate the growth of the nonlinear terms if a mode of
the value function exceeds a certain level. For higher modes and $\nu > 0$ the
viscosity damping becomes dominant anyway. Consider the transformation

103
in (??) above in the case $\rho = 1$. Then the transformation is with respect to original time coordinates. We consider this transformation
\[
\lambda(1 + \mu(t - t_0))u_i^{1, r, t_0}(s, \cdot) = v_i^{1, r}(t, \cdot), \quad s = \frac{t - t_0}{\sqrt{1 - (t - t_0)^2}}.
\] (507)
on a time interval $t \in [t_0, t_0 + a]$ corresponding to $s \in \left[0, \frac{a}{\sqrt{1 - a^2}}\right]$. Assume that $\mu = 1$. We have
\[
\frac{1}{\lambda} \left| v_i^{1, r}(t_0, \cdot) \right|_{\mathcal{H}_p} = \left| u_i^{1, r, t_0}(0, \cdot) \right|_{\mathcal{H}_p}.
\] (508)
The nonlinear growth is described by the nonlinear Euler terms. For each mode $\alpha$ and at time step number $m$ of stage $N$ the nonlinear Euler term growth minus the potential damping is described by (recall that we have chosen $\rho = \mu = 1$)
\[
\sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}_n} e_i^{1, r, N, u, \lambda, t_0}(m \delta s)_j^N (m \delta t(N)) \delta s(N) =
- \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}_n} r_\lambda u_i^{1, r, t_0} \frac{2 \pi (\alpha - \gamma)}{2} u_i^{1, r, t_0} (m \delta s(N))
+ r_\lambda u_i^{1, t_0} \frac{2 \pi \alpha}{2} \frac{1}{2} \sum_{j=1}^n 4 \pi^2 \gamma_j \delta s(N) u_i^{1, r, t_0} (m \delta s(N))
- \mu_0 t_0 (m \delta s(N)) u_i^{1, r, t_0} (m \delta t(N)) \delta s(N).
\] (509)
where for $\mu = 1$ and $\rho = 1$ we have $\mu_0 t_0 (t - t_0) := \frac{\sqrt{1 - (t - t_0)^2}}{1 + (t - t_0)^2}$ (with $t = t(s)$ the inverse of $s = s(t)$). The potential damping in (509) becomes relatively strong for example for small $\lambda = r^2 > 0$ with $r$ small. A small parameter $r > 0$ (keeping $\rho = 1$) is sufficient for a linear upper bound with respect to the time horizon $T$, via the global time transformation
\[
\lambda(1 + \mu t)u_i^{g, 1, r, t_0}(s, \cdot) = v_i^{1, r}(t, \cdot), \quad s = \frac{t - t_0}{\sqrt{1 - (t - t_0)^2}}.
\] (510)
Note that the scheme for the Euler equation comparison $u_i^{*, \rho, r, e, t_0}, \ 1 \leq i \leq n$ with * $\in \{l, g\}$ becomes at each stage $N \geq 1$
\[
u_i^{*, \rho, r, e, N, t_0}((m + 1) \delta s(N)) = u_i^{*, \rho, r, e, N, t_0}(m \delta s(N))
+ \sum_{j=1}^n \sum_{\gamma \in \mathbb{Z}_n} e_i^{*, \rho, r, u, \lambda, t_0}(m \delta t) u_i^{*, \rho, r, e, N, t_0}(m \delta s(N)) \delta s(N),
\] (511)and that we have an approximation
\[
u_i^{*, \rho, r, e, N, F, t_0}(t_e) = \Pi_{m=0}^{2N} \left( \exp \left( \left( e_i^{*, \rho, r, N, u, \lambda, t_0}(m \delta s(N)) \right) \delta s(N) \right) \right) u_i^{*, \rho, r, e, N, F, t_0}(0).
\] (512)
Note that for the original velocity component functions we have \( v_i = v_i^{1,1}, \)
i.e., \( \rho = 1 \) and \( r = 1 \) and we drop the parameter superscripts in this case. The following theorem hold for all dimensions \( n \geq 1 \), in the next section we prove

**Theorem A.4.** If for some constant \( C_0 > 0 \) (depending only on the dimension \( n \) and the viscosity \( \nu > 0 \)) we have

\[
\forall \alpha \in \mathbb{Z}^n : \left| h_{i\alpha} \right| \leq \frac{C_0}{1 + |\alpha|^{n+s}} \text{ for some } s > 1, \tag{513}
\]

then the limit \( v^F(t) = \lim_{n \to \infty} v^N,F(t) \) of the scheme \( v^N,F \) described above exists and describes a global regular solutions of the incompressible Navier Stokes equation on the torus, where a time independent constant \( C > 0 \) exists such that

\[
\sup_{t \geq 0} \left| v_i(t,.) \right|_{H^{n+s+1}} \leq C. \tag{514}
\]

Furthermore the constant \( C \) satisfies

From the proof of theorem A.4 we shall observe that the value \( s = 1 \) is critical. We have

**Theorem A.5.** If for some constant \( C > 0 \)

\[
\forall \alpha \in \mathbb{Z}^n : \left| h_{i\alpha} \right| \leq \frac{C}{1 + |\alpha|^{n+s}} \text{ for } s = 1, \tag{515}
\]

then the limit \( v^F(t) = \lim_{n \to \infty} v^N,F(t) \) of the scheme \( v^N,F \) described above exists and describes a global regular solutions of the incompressible Navier Stokes equation on the torus, where for any \( T > 0 \) there exists a constant \( C \equiv C(T) > 0 \) exists such that

\[
\sup_{t \leq T} \left| v_i(t,.) \right|_{H^{n+s+1}} \leq C. \tag{516}
\]

Finally, for \( s < 1 \) we have indication of divergence. We have

**Theorem A.6.** If for some constant \( C > 0 \)

\[
\forall \alpha \in \mathbb{Z}^n : \left| h_{i\alpha} \right| \geq \frac{C}{1 + |\alpha|^{n+s}} \text{ for } s < 1, \tag{517}
\]

then for some data in this class the scheme \( \{v^{N,F}(t)\}_{N \geq 1} \) diverges, indicating that singularities may occur.

**Remark A.7.** According to the theorem the critical regularity for global regular existence is \( h_i \in H^{\frac{7}{2}n+1} \) for all \( 1 \leq i \leq n \), where we have a uniform upper bound if \( h_i \in H^{\frac{7}{2}n+s} \) for \( s > 1 \) for all \( 1 \leq i \leq n \). Theorem A.6 only states the divergence of the scheme proposed which does not imply strictly
that there are singular solutions for some data $h_i \in H^{\frac{1}{2}n + s}$, $1 \leq i \leq n$ for all $s < 1$. However, the methods in [5] may be used in order to construct such singular solutions. We shall consider this elsewhere. Note that $H^{\frac{1}{2}n + 1}$ is a much stronger space than the hypothetical solution space $H^1$ which is proved to imply smoothness in [25]. It is also not identical with the data space $H^2 \cap C^2$ on the whole space $\mathbb{R}^n$, where it can be argued that this regularity is sufficient in order to have global regular space on the whole space.

This paper is a classical interpretation of the scheme considered in [5], where the different arguments are used, and the focus is more on the algorithmic perspective. The strong data space with $h_i \in H^s$ for $s > \frac{n}{2} + 1$ for all $1 \leq i \leq n$ needed for convergence indicates that the conjectures and proofs in [22] and [20] concerning the existence of singular solutions may be detected for weaker initial data spaces. In the next section we prove theorem A.4. It is a remarkable fact that $H^1$-regularity of the solution is sufficient for global smooth existence (cf. [25]), although it seems that we need stronger data to arrive at this conclusion. This may be related to the fact that many weak schemes fail to converge in spaces of dimension $n = 3$. Theorem A.5 and Theorem A.4 follow from analogous observations.

### B Proof of the Theorem A.4

In the following we mainly work with a direct scheme (without a time-delay transformation) in order to prove the main result described in Theorem A.4. Later we shall make some remarks concerning alternative arguments using time delay transformations.

Assume that $\rho, r > 0$ are positive numbers. We mention that at each stage $N \geq 1$ we have

$$\forall 1 \leq i \leq n \ \forall m \geq 1 \ \forall x : v^{\rho,r,N}_i((m\delta t(N), x) \in \mathbb{R}. \quad (518)$$

For the sake of simplicity concerning the torus size $l$ (and without loss of generality) we may consider the case $l = 1$ in the following. For any time $T > 0$ the limit in (494), i.e., the function

$$\lim_{N \to \infty} v^{\rho,r,N,F}(T) = \lim_{N \to \infty} \Pi_{m=0}^{2^N} \left( \delta_{ij\alpha\beta} \exp \left(-\rho r^2 \nu \sum_{i=1}^{n} \alpha_i^2 \delta t(N) \right) \right) h^F,$$

is a candidate for a regular solution at time $T > 0$ (for time $t \in (0, T)$ a similar formula with a number $\lfloor T2^N \rfloor$ describes the solution at time $t$, of course- here $\lfloor . \rfloor$ denotes the Gaussian floor). We consider functions

$$v^{\rho,r,F} := v^{\rho,r,F} = (v^{\rho,r,F}_i)_{a \in \mathbb{Z}^n}, \quad 1 \leq i \leq n. \quad (520)$$
Here, the list of velocity component modes is denoted by \( v_i^{p,r} = (v_{iα}^{p,r})_{α ∈ \mathbb{Z}^n} \) for all \( 1 ≤ i ≤ n \), where we identify \( n \)-tuples of infinite \( \mathbb{Z}^n \)-tuples of modes with \( n\mathbb{Z}^n \)-tuples in the obvious way. First for an arbitrary fixed time horizon \( T > 0 \) and \( 0 ≤ t ≤ T \), \( ρ, r > 0 \) \( C > 0 \) and order \( p \) of the dual Sobolev space we define

\[
|v_i^{p,r,F}|_{h^p}^{C,\exp} := \max_{1 ≤ i ≤ n} \sup_{0 ≤ t ≤ T} |v_i^{p,r}(t)|_{h^p} \exp(-Ct).
\]

Accordingly, for discrete time discretization we define

\[
|v_i^{p,r,N,F}|_{h^p}^{n,C,\exp} := \max_{1 ≤ i ≤ n} \max_{m ∈ \{0, · · · , 2^N\}} |v_i^{p,r}(mδt)^{(N)}(t)|_{h^p} \exp(-Cmδt)^{(N)}).
\]

For \( C = 0 \) we write

\[
|v_i^{p,r,N,F}|_{h^p}^{n} := \max_{1 ≤ i ≤ n} \max_{m ∈ \{0, · · · , 2^N\}} |v_i^{p,r}(mδt)^{(N)}(t)|_{h^p}.
\]

and, analogously, for continuous time

\[
|v_i^{p,r,F}|_{h^p} := \max_{1 ≤ i ≤ n} \sup_{t ∈ [0, T]} |v_i^{p,r}(mδt)^{(N)}(t)|_{h^p}.
\]

For the increment

\[
δv_i^{p,r,N,F} = v_i^{p,r,N,F} - v_i^{p,r,N-1,F}
\]

we define the corresponding norm on the next coarser time scale, i.e.,

\[
|δv_i^{p,r,N,F}|_{h^p}^{n} := \max_{1 ≤ i ≤ n} \max_{m ∈ \{0, · · · , 2^{N-1}\}} |δv_i^{p,r,N}(mδt)^{(N-1)}(t)|_{h^p}.
\]

The norms \( |δv_i^{p,r,N,F}|_{h^p}^{n, C, \exp} \) etc. are defined analogously with a time weight as in (522). The increment norm in (523) measures the maximal deviation of the scheme from a fixed point solution in a given arbitrary large interval \([0, T]\), and the weighted norm may be used in order to show that the scheme is contractive. However, convergence of the scheme follows from the weaker statement that there is a series of error upper bounds \( E_p^{N} \) of the values \( |δv_i^{p,r,N,F}|_{h^p}^{n} \) which converges to zero as \( N \to ∞ \). The argument is simplified by the observation that there is a uniform time-independent global regular upper bound at each stage \( N \) of the scheme. We summarize these two facts in Lemma B.1 and Lemma B.4 below which we prove next. First we have

**Lemma B.1.** Let \( T > 0 \) be an arbitrary given time horizon. Let \( p > \frac{n}{2} + 1 \) and \( \max_{1 ≤ i ≤ n} |h_i|_{h^p} =: C_h^p < ∞ \). Then for all \( N ≥ 1 \) there exists a \( C_N ≥ C_h^p \) such that for all

\[
\sup_{t ∈ [0, T]} |v_i^{p,r,N,F}(t, .)|_{h^p}^{n} ≤ C_N,
\]

where \( C_N \) is depends only the dimension and the viscosity \( ν \). Especially, for all \( N \) the constant \( C_N \) is independent of the time horizon \( T > 0 \).
Remark B.2. It is remarkable that at each stage \( N \) of the scheme a constant \( C_N \) can be chosen which is independent of the time horizon \( T > 0 \) as there is no viscosity damping for the zero modes. Indeed we shall first show that there is a linear time upper bound and then use special features if the scheme in order to construct an upper bound which is independent of the time horizon \( T > 0 \).

**Proof.** Since \( h_i \in H^p \) for \( p > \frac{n}{2} + s \) with \( s > 1 \) we have for all \( \alpha \in \mathbb{Z}^n \)

\[
|h_{i\alpha}| \leq \frac{C^{(p)}_{0h}}{1 + |\alpha|^{n+s}} \tag{528}
\]

for some finite \( C^{(p)}_{0h} > 0 \), where we assume

\[
C^{(p)}_{0h} \geq 1 \quad \text{w.l.o.g.}, \tag{529}
\]

From finite iterative application of upper bound estimates of the form (520) we have

\[
|h_{i\alpha}| \leq \frac{C^N_m}{1 + |\alpha|^{n+s}} \tag{530}
\]

for some finite constants \( C^N_m \) and for all \( 0 \leq m \leq 2^N \). We observe the growth (as \( N \uparrow \infty \)) of the finite constants

\[
C^N := \max_{0 \leq m \leq 2^N} C^N_m. \tag{531}
\]

At time step \( m + 1 \) one Euler-type Trotter product step is described by

\[
\psi^{\rho,r,N,F}((m+1)\delta t^{(N)}) := \left( \exp \left( n_{i\alpha} \left( e^{\rho,r,N}_{ij\alpha\gamma}(m\delta t^{(N)}) \right) \delta t^{(N)} \right) \right) \psi^{\rho,r,N,F}(m\delta t^{(N)}), \tag{532}
\]

where

\[
e^{\rho,r,N}_{ij\alpha\gamma}(m\delta t^{(N)}) = -\rho r 2\pi i(\alpha_j - \gamma_j) \mu^{\rho,r,N}_{ij(\alpha - \gamma)}(m\delta t^{(N)}) \tag{533}
\]

\[
+ \rho r 2\pi i\alpha_i \{ \alpha_i \neq 0 \} 4\pi^2 \sum_{k=1}^{n} \sum_{k=1}^{n} \frac{\gamma_k(\alpha_k - \gamma_k) e^{\rho,r,N}_{ik(\alpha - \gamma)}(m\delta t^{(N)})}{\sum_{i=1}^{n} \alpha_i^2}. \]

First observe: if an upper bound for a weakened viscosity term \( \nu_{i\alpha}(\alpha) \) replacing the original viscosity term factor \( 4\pi^2 \sum_{i=1}^{n} \alpha_i^2 \) in the viscosity term

\[
\exp \left( -\rho r 2\nu 4\pi^2 \sum_{i=1}^{n} \alpha_i^2 \delta t^{(N)} \right)
\]

for each mode \( \alpha \), where

\[
\forall \alpha \in \mathbb{Z}^n \quad 0 \leq \nu_{i\alpha}(\alpha) \leq \nu 4\pi^2 \sum_{i=1}^{n} \alpha_i^2 \tag{534}
\]
then this implies the existence an upper bound of the original system.

Second we observe that the statement of the Lemma 3.1 can be proved under the assumption that we have an upper bound for the zero modes, i.e., that we have a finite constant $C_0 > 0$ such that

$$|v_{0i}^{\rho, r, N}(m\delta t^{(N)})| \leq C_0 \text{ for all } 0 \leq m \leq 2^N. \quad (535)$$

**Remark B.3.** The statement in (535) can be verified, i.e., the assumption can be eliminated by introduction of an external control function for the zero modes which is the negative of the Burgers increment

$$- \sum_{j, \gamma \neq 0} 2\pi i(-\gamma_j) \frac{r}{l} v_{i(\gamma)}^{\rho, r, N}(m\delta t^{(N)}) v_{j\gamma}^{\rho, r, N}(m\delta t^{(N)}) \delta t^{(N)}$$

of the zero mode at each time step. This leads to an linear time upper bound. However, we shall eliminate the assumption in (535) in a more sophisticated way below such that we get an upper bound which is independent with respect to time.

For the choices of $\rho, r$ in (536) and (485) with $c = C_{h0}^{(p)}$, i.e., for

$$r = \frac{c_0^2}{\nu} \left( C_{h0}^{(p)} \right)^2, \quad \rho = \frac{\nu}{2c_0^2 \left( C_{h0}^{(p)} \right)^2} \quad (536)$$

we have $\rho r = \frac{1}{2}$. Then for

$$\delta t^{(N)} \leq \frac{1}{c(n) \left( C_{h0}^{(p)} \right)^2}, \quad c(n) = 4\pi^2 (n + n^2) c_0 \quad (537)$$

along with $c_0$ the constant in the product rule (470) (which is essentially the finite upper bound constant of an weakly singular elliptic integral) we get an upper bound estimate. Indeed, assuming inductively with respect to time that $C_m^N \leq C_{h0}^{(p)}$ at time step $m$ and for the $\alpha$-modes of the Euler term we have the estimate

$$\left| \left( \left( \exp \left( \left( \begin{array}{c} c^{\rho, r, N}_{ij\alpha\beta}(m\delta t^{(N)}) \\ \end{array} \right) \frac{\delta t^{(N)}}{\delta t^{(N)}} \right) \right) \right) v^{\rho, r, N, F}(m\delta t^{(N)}) \right|_{\alpha} \quad (538)$$

$$\leq 1 + \rho r \frac{c(n) \left( C_{h0}^{(p)} \right)^2}{1 + |\alpha|^{n+s}} \delta t^{(N)} + \left( \delta t^{(N)} \right)^2,$$

where $(\cdot)_{\alpha}$ denotes the projection function to the $\alpha$-mode of the $i$th component of the velocity mode vector. Next consider the inductive assumption

$$|v_{i\alpha}^{1, r, N, F}((m + 1)\delta t^{(N)})| \leq \frac{C_{h0}^{(p)}}{(1 + |\alpha|^{n+s})}. \quad (539)$$
For the parameter choices of $r$ and $\rho$ in (536) and the time size in (553) we compute

$$
|v_{i\alpha}^{1,r,N,F}((m + 1)\delta t(N))| \leq 
$$

$$
\exp \left( -\rho r^2 \nu 4\pi^2 \sum_{i=1}^{n} \alpha_i^2 \delta t(N) \right) v^{\rho,r,N,F}(m\delta t(N))_{i\alpha} \times 
$$

$$
\left( 1 + \rho \frac{e(n)}{1 + |\alpha|^n + s} \delta t(N) + (\delta t(N))^2 \right) \leq \frac{C^{(p)}_{h0}}{(1 + |\alpha|^n + s)},
$$

where in the last step we use the alternative that either

$$
|v^{\rho,r,N,F}(m\delta t(N))_{i\alpha}| \leq \frac{C^{(p)}_{h0}}{2(1 + |\alpha|^n + s)},
$$

or

$$
v^{\rho,r,N,F}(m\delta t(N))_{i\alpha} \in \left[ \frac{C^{(p)}_{h0}}{2(1 + |\alpha|^n + s)} \cdot \frac{C^{(p)}_{h0}}{1 + |\alpha|^n + s} \right].
$$

In order to eliminate the additional assumption concerning the zero modes, i.e., the assumption

$$
\forall 0 \leq m \leq 2^N \quad v^{\rho,r,N,F}(m\delta t(N))_{i0} = 0,
$$

we consider a related Trotter product scheme and show that the argument above can be applied for this extended scheme. We mentioned that the assumption in (543) is satisfied for a controlled system with an external control function which forces the zero modes to be zero. It is not difficult to show then that the control function itself is bounded on an arbitrary finite time interval $[0, T]$, and, hence, that a global regular upper bound exists for the uncontrolled system. However, the upper bound constant is then dependent on the time horizon $T > 0$. The extended Euler Trotter product schemes allows us to obtain sharper regular upper bounds which are independent of the time horizon $T > 0$.

We define

$$
\forall 1 \leq j \leq n : \ c_j(0) = h_{j0}.
$$

Having defined $c_{j(m)}$ and $v^{\rho,r,N,F,ext}(m\delta t(N))$ for $m \geq 0$ and $1 \leq j \leq n$ an extended Euler Trotter product step at time step number $m + 1$ is defined in two steps. First we define

$$
v^{\rho,r,N,F,ext,0}(m+1)\delta t(N) :=
$$

$$
(\delta_{ij\alpha\beta} \exp \left( -\rho r^2 \nu 4\pi^2 \sum_{i=1}^{n} \alpha_i^2 \delta t(N) \right) \exp \left( -\rho r^2 \nu i \sum_{i=1}^{n} \gamma_j c_m \delta t(N) \right)) \left( \exp \left( \left( e^{\rho,r,N,F,ext,(m\delta t(N))}_{ij\alpha\beta} \delta t(N) \right) \right) v^{\rho,r,N,F,ext}(m\delta t(N)) \right),
$$

(545)
where
\[
c_{\alpha\gamma}^{\rho, r, N, ext}(m\delta t(N)) = -\rho r^{2}\frac{2\pi i}{l}v_{i}^{\rho, r, N, ext}(m\delta t(N))
\]
\[
+ \rho r^{2}\frac{2\pi i}{l}v_{i}^{\rho, r, N, ext}(m\delta t(N))v_{j}^{\rho, r, N, ext}(m\delta t(N))\delta t(N).
\]
(546)

Then we define
\[
c_{m+1} = \sum_{j,\gamma}\frac{2\pi i}{l}v_{i}^{\rho, r, N, ext}(m\delta t(N))v_{j}^{\rho, r, N, ext}(m\delta t(N))\delta t(N)
\]
and
\[
v^{\rho, r, N, F, ext}((m + 1)\delta t(N))_{\alpha} = v^{\rho, r, N, F, ext}((m + 1)\delta t(N))_{\alpha}, \text{ if } \alpha \neq 0
\]
\[0, \text{ if } \alpha = 0.
\]
(548)

The argument above can then be repeated for the extended scheme.

Note that the relation
\[
D_{x}^{\alpha}v_{i}(t, \tau) = r^{\alpha}D_{x}^{\alpha}v_{i}^{\rho, r}(\tau, \tau)
\]
implies that an upper bound \(C_{(m)}\) of \(\max_{1 \leq i \leq n}\sup_{t \in [0, T_{\rho}]}|v_{i}^{\rho, r}(\tau, \tau)|_{H^{m}}\) implies that the norm \(\max_{1 \leq i \leq n}\sup_{t \in [0, T_{\rho}]}|v_{i}(t, \tau)|_{H^{m}}\) of the original velocity components has an upper bound \(\frac{C_{(m)}}{r^{m}}\). Converging error upper bounds stated in the next Lemma imply that for the constants \(C_{N}\) in [527] we have for \(m \geq \frac{n}{2} + 1\)
\[
\forall N \quad C_{N} \leq C = C_{(m)}^{(p)} \left(\frac{c(n)}{\nu}\right)^{2}\left(\frac{C_{h_{0}}^{p}}{C_{h_{0}}^{p}}\right)^{2},
\]
(550)
where
\[
c(n) = (n^{2} + n)\sum_{\beta \in \mathbb{Z}^{n}, \beta \neq \alpha}\frac{2\pi}{(\alpha - \beta)\beta}.
\]
(551)

In order to analyze the error we consider the difference
\[
\delta v^{\rho, r, N+1, F}(m\delta t(N)) = v^{\rho, r, N+1, F}(2m\delta t(N)) - v^{\rho, r, N, F}(m\delta t(N))
\]
on the coarser time grid of stage \(N\) of the scheme.

Lemma B.4. Let \(p > \frac{n}{2} + 1\) and \(\max_{1 \leq i \leq n}|h_{i}|_{H^{p}} =: C_{h} < \infty\). Given \(T_{\rho} > 0\) and the parameter choice \(r = \frac{c(n)^{2}(C_{h_{0}}^{p})^{2}}{\nu}\), \(\rho = \frac{\nu}{2c(n)^{2}(C_{h_{0}}^{p})^{2}}\) let \(N \geq 1\) be large enough such that the time step size \(\delta t(N)\) satisfies
\[
\delta t(N) = \frac{T_{\rho}}{2N} \leq \frac{1}{T_{\rho}C}, \text{ where } C \text{ is defined in [527].}
\]
(553)
Then we have a decreasing series of error upper bounds $E_{p_r,N,F}^{\rho,r,N}$ of the values $\delta v_{p_r,N,F}^{\rho,r,N}$, such that

$$
\lim_{N \to \infty} \sup_{m \in \{0, \ldots, 2^m\}} E_{p_r,N,F}^{\rho,r,N}(m\delta t(N)) \leq \lim_{N \to \infty} E_{p_r,N,F}^{\rho,r,N} = 0
$$

(554)

**Proof.** For given time $T_r > 0$ and at time $(m+1)\delta t(N+1) = 2m\delta t(N)$ we compare

$$
v_{p_r,N,F}^{1, r, N+1,F}(2m\delta t(N+1)) \quad \text{and} \quad v_{p_r,N,F}^{1, r, N,F}((m+1)\delta t(N)),
$$

(555)

where we assume that the error at time $m\delta t(N)$ the error has an upper bound of form

$$
|v_{p_r,N,F}^{1, r, N+1,F}((2m+1)\delta t(N)) - v_{p_r,N,F}^{1, r, N,F}((m+1)\delta t(N))| \leq \frac{C_{(e)m\delta t(N)}}{1 + |\alpha|^{n+s}}
$$

(556)

for $s > 1$ and for some finite Euler error constant $0 \leq C_{(e)m}$ which will be determined inductively with respect to $m \geq 0$ and $N \geq 0$. We have $C_{(e)m}^N = 0$. For the time step number $2m + 1$ we get

$$
v_{p_r,N,F}^{\rho,r,N+1,F}((2m+1)\delta t(N+1)) := \left( \delta_{ij} \exp \left( -c(n)^2 \left( \frac{C_{\rho,N}^e}{h}\right)^2 \sum_{n=1}^{\infty} a_n^2 \delta t(N+1) \right) \right)
$$

$$
\left( \exp \left( \left( \frac{C_{iFI}^{\rho,r,N}}{h} \right)_{ij} \delta t(N+1) \right) \right) v_{p_r,N,F}^{\rho,r,N+1,F}(2m\delta t(N+1)),
$$

(557)

where

$$
C_{ij}^{\rho,r,N}(2\delta t(N+1)) = -\frac{1}{2} \prod_{(\alpha \neq a)} \left( \frac{C_{\rho,N}^e}{h}\right)^2 \delta t(2m\delta t(N+1))
$$

$$
+ \pi i \alpha_1 \sum_{(\alpha \neq a)} \delta t(2m\delta t(N+1))
$$

(558)

Here we used the specific parameter choice for $r$ and $\rho$ above.

The size of one step on level $N$ equals the size of two steps on level $N + 1$. Using upper bound estimates of the form (470) we consider two steps and estimate

$$
|v_{p_r,N,F}^{\rho,r,N+1,F}((2m+2)\delta t(N+1)) - v_{p_r,N,F}^{\rho,r,N,F}(m\delta t(N))|
$$

$$
\leq \frac{c(n) C_{(e)m\delta t(N)}}{1 + |\alpha|^{n+s}}
$$

(559)

where $C$ is the constant in (550). Here we observe that It follows that for all $m \in \{0, \ldots, 2^N\}$

$$
\left( v_{p_r,N,F}^{\rho,r,N,F}(m\delta t(N)) \right)_{N \geq 1}
$$

is a Cauchy sequence and that there is an

$$
\square
$$
The argument above proves Theorem 4\textsuperscript{A}, where the constant $C > 0$ depends on the viscosity constant $\nu$. Next we consider variations of the argument which lead to related results which are not covered by the previous argument, and which use local and global time delay transformation with a potential damping term. In the case of a time global transformation we get dependence of the upper bound constant $C$ on the time horizon but independence of the upper bound of the viscosity constant. We also combine viscosity damping with potential damping via local time transformation. Using time horizons $\Delta$ of the local subschemes which are correlated to the viscosity $\nu$ we have another method in order to obtain global regular upper bounds. This method will be considered in more detail elsewhere.

Note the role of the spatial parameter $r > 0$ in the estimates above. For large $r > 0$ the parameter coefficient $pr^2$ of the viscosity damping term becomes dominant compared to the parameter coefficient $pr$ of the nonlinear term. This implies that the viscosity damping becomes dominant compared to possible growth caused by the nonlinear terms whenever a velocity mode exceeds a certain level. However in order to make potential damping dominant this parameter $r$ may be chosen to be small. Since the potential damping term does not depend on the parameter $r$, potential damping becomes dominant if $r$ is chosen small enough compared to a givane time horizon $T > 0$. In this simple case of a global time delay transformation we have dependence of the global upper bound on the time horizon $T > 0$, but the scheme is still global.

Although Euler equations have singular solutions in general, they may have global solution branches in strong spaces as well, and from (519). A detailed analysis is beyond the scope of this paper. Note that the viscosity limit $\nu \downarrow 0$ of (519) leads to an Euler scheme for the incompressible Euler equation with a solution candidate of the form

$$\lim_{N \to \infty} e^{\rho, r, N, F}(T) = \lim_{N \to \infty} \lim_{\nu \to 0} \Pi_{m=0}^{2N} \left( \delta_{ij \alpha \beta} \exp \left( -pr^2 \nu \sum_{i=1}^{n} \alpha_i^2 \delta t(N) \right) \right) h^F,$$

where upper bound estimates in a strong norm for the limit $\lim_{N \to \infty} e^{\rho, r, N, F}(T)$ in (561) imply the existence of regular upper bounds for the limit $\lim_{N \to \infty} v^{N, F}(T)$ of the Navier stokes equation scheme in the same strong norm. A global regular upper bound for a global regular solution branch of the incompressible Navier Stokes equation then leads to a unique solution via a well-known uniqueness result which holds on the torus as well, i.e., for the incompressible Navier Stokes equation a global regular solution branch $v_i$, $1 \leq i \leq n$. 113
with \( v_i \in C^0\left([0, T], H^n(\mathbb{T}^n)\right) \) for \( s \geq 2.5 \) leads - via Cornwall’s inequality - to uniqueness in this space of regularity. More precisely, if \( \tilde{v}_i \), \( 1 \leq i \leq n \) is another solution of the incompressible Navier Stokes equation, then we have for some constant \( C > 0 \) depending only on the dimension \( n \) and the viscosity \( \nu > 0 \) and some integer \( p \geq 4 \) we have

\[
|\tilde{v}(t) - v(t)|_{L^2}^2 \leq |\tilde{v}(0) - v(0)|_{L^2}^2 \exp\left(C \int_0^t \left(||v(s)||_{L^4}^p + ||v(s)||_{L^4}^2\right) ds\right).
\]

Here, the choice \( p = 8 \) is sufficient in case of dimension \( n = 3 \). Hence, there is no other solution branch with the same \( H^3 \) data for \( q \geq 2.5 \) which is the critical level of regularity. Note that (562) does not hold for the Euler equation.

Next we use viscosity damping in cooperation with potential damping via local and global time dilatation in order to prove related global upper bound results. The existence of a global regular upper bound for time delay transformation schemes follows from three facts: a) for some short time interval \( \Delta > 0 \) and some \( 0 < \rho, r, \lambda < 1 \) and for stages \( N \geq 1 \) such that time steps are smaller then \( \Delta > 0 \) we have a preservation of upper bounds in strong norms of the comparison functions \( u_{i}^{\ast,1,r,N,t_0} \), \( 1 \leq i \leq n \) for * \( \in \{l, g\} \) at each time step which falls into the time interval \([0, \Delta]\) with respect to transformed time \( s \)-coordinates, and b) we have a preservation of the upper bound in the limit \( N \uparrow \infty \), i.e., a preservation of an upper bound of the \( H^p \)-norm for \( p > \frac{n}{2} + 1 \) of the functions \( u_{i}^{\ast,1,r,N,t_0}(s, \cdot) = \lim_{N \uparrow \infty} u_{i}^{*, p,r,N,t_0}(s, \cdot) \), \( 1 \leq i \leq n \) for \( s \in [0, \Delta] \) for * \( \in l, g \), and c) in the case of a time local time delay transformation, i.e., * \( = l \) a upper bound preservation for strong norms can be transferred to the original velocity function components for some \( \rho, r, \lambda > 0 \) and where the time size \( \Delta > 0 \) of the subscheme is related to the viscosity \( \nu \). Here for \( t \in [t_0, t_0 + \Delta] \) we have \( v_{i}^{*, p,r}(t, \cdot) = \lim_{N \uparrow \infty} u_{i}^{1,r,N,t_0}(t, \cdot) \) satisfies the incompressible Navier Stokes equation on the time interval \([t_0, t_0 + a] \) (recall that \( t \in [t_0, t_0 + a] \) for \( a \in (0, 1) \) corresponds to \( s \in [0, \Delta] \) with \( \Delta = \frac{a}{\sqrt{1-a^2}} \)). Here, the potential damping causes a growth term of size \( O(\Delta^2) \) which can be offset by the viscosity damping by a choice of a time horizon \( \Delta \) of the subscheme which is small compared to \( \nu r^2 \). First we formalize the statements in a) and b) in

**Lemma B.5.** Let a time horizon \( T > 0 \) be given and consider a subscheme with local or global time delay transformation, i.e., let * \( \in \{l, g\} \). Given a time interval length \( \Delta \in (0, 1) \) and stages \( N \geq 1 \) large enough such that \( \delta t(N) \leq \Delta \), for \( m > \frac{n}{2} + 1 \) there is a constant \( C' > 0 \) (depending only on the viscosity and the size of the data) such that

\[
|u_{i}^{*, 1,r,N,F,t_0}(0)|_{h^m}^n \leq C' \Rightarrow |u_{i}^{*, 1,r,N,F,t_0}(s)|_{h^m}^n \leq C'
\]
\[
s \in \left\{ p \delta t^{(N)} \mid 0 \leq p \leq 2^N, \ s \leq \Delta \right\}, \]
where transformed time \( s \in [0, \Delta] \) corresponds to original time \( t \in [t_0, t_0 + a] \) with \( \Delta = \frac{a}{\sqrt{1 - a^2}} \). Here, we define
\[
\left| u_{1,r,N,F,t}(s) \right|_{h^m} = \max_{1 \leq i \leq n} \left| u_{1,r,N,F,t}(s) \right|_{h^m} \tag{564}
\]
for \( \ast \in \{l, g\} \). The statement holds in the limit \( N \uparrow \infty \) as well, i.e., for \( m > \frac{\Delta}{2} + 1 \) there exists a constant \( C' > 0 \) (depending only on the viscosity and the size of the data) such that for \( s \in \left[ 0, \frac{\Delta}{\sqrt{1 - a^2}} \right] \)
\[
\left| u_{1,r,N,F,t}(0) \right|_{h^m} \leq C' \Rightarrow \left| u_{1,r,N,F,t}(s) \right|_{h^m} \leq C' \tag{565}
\]
for \( \ast \in \{l, g\} \).

**Remark B.6.** Note that for \( s > 0 \) and \( \ast \in \{l, g\} \) the inequality
\[
\left| u_{i,\ast}^{1,r} \right| \leq \frac{c}{1 + |\alpha|^{n+s}} < \infty \tag{566}
\]
implies polynomial decay of order \( 2n + 2s \) of the quadratic modes, where the equivalence
\[
u_{i,\ast}^{1,r} \in H^m \equiv H^m (\mathbb{Z}^n) \iff \sum_{\alpha \in \mathbb{Z}^n} \left| u_{i,\ast}^{1,r} \right|^2 (1 + |\alpha|^{2m}) < \infty \tag{567}
\]
implies that \( u_{i,\ast}^{1,r} \in H^{\frac{n}{2} + s} \) an vice versa. According to the theorems stated above, \( H^{\frac{n}{2} + 1} \) is the critical space for regularity. This means that for theorem A.4 we assume that \( s > \frac{n}{2} + 1 \).

Next we sketch a proof for lemma B.5 in the case \( \ast = l \). The proof in the case of a global time delay transformation is similar with the difference that the spatial transformation parameter \( r \) may depend on the time horizon. The scheme for \( u_{i,\ast}^{1,p,r,t_0} \), \( 1 \leq i \leq n \) becomes at each stage \( N \geq 1 \)
\[
u_{i,\ast}^{1,p,r,N,t_0} \left((m + 1)\delta s(N)\right) = u_{i,\ast}^{1,p,r,N,t_0}(m\delta s(N))
+ \mu^0 \sum_{j=1}^n \rho r^2 \nu \left(-\frac{4\pi^2\alpha^2}{r^2}\right) u_{i,\ast}^{1,p,r,N,t_0}(m\delta s(N)) \delta s(N) \tag{568}
\]
\[
+ \sum_{\gamma \in \mathbb{Z}^n} \sum_{\gamma \in \mathbb{Z}^n} \nu_{i,\ast}^{1,p,r,N,u,\lambda,t_0}(m\delta s(N)) \delta s(N),
\]
where \( \mu^0 = \sqrt{1 - (\lambda - t_0)^2} \) is evaluated at \( t_0 + m\delta t(N) \), and
\[
u_{i,\ast}^{1,p,r,N,u,\lambda,t_0}(m\delta s(N)) = -\lambda \nu_{i,\ast}^{1,p,r,N,t_0}(m\delta s(N))
+ \lambda \mu \nu_{i,\ast}^{1,p,r,N,t_0}(m\delta s(N)) \delta s(N) \tag{569}
\]
along with \( \mu^{l,1,0}(t) := (1+\mu(t-t_0))\sqrt{1-(t-t_0)^2} \) and \( \mu^{l,0,0}(t) := \frac{\mu\sqrt{1-(t-t_0)^2}}{1+\mu(t-t_0)} \).

The last term in (505) is related to the damping term of the equation for the function \( u_i^{l,1,r,t_0} \), \( 1 \leq i \leq n \). For times \( 0 \leq t_e \) and with an analogous time discretization we get the Trotter product formula

\[
\nu^{l,\rho,N,F,t_0}(t_e) = \Pi_{m=0}^{2^N} \left( \delta_{i\alpha} \exp \left( -\rho r^2 \nu \sum_{i=1}^{n} \alpha_i^2 \delta_s(N) \right) \right) \times \\
\times \left( \exp \left( \left( \frac{e^{l,\rho,N,u,\lambda,t_0}}{ij_{\alpha\beta}} (m \delta s(N)) \right) \delta_s(N) \right) \right) \nu^{N,F,t_0}(0). \tag{570}
\]

The related comparison function for the Euler equation velocity satisfies

\[
\nu^{l,\rho,r,e,N,F,t_0}(t_e) = \\
\Pi_{m=0}^{2^N} \left( \exp \left( \left( \frac{e^{l,\rho,r,N,u,\lambda,t_0}}{ij_{\alpha\beta}} (m \delta s(N)) \right) \delta_s(N) \right) \right) \nu^{l,\rho,r,e,N,F,t_0}(0). \tag{571}
\]

The scheme for the Navier Stokes equation comparison function \( \nu^{l,\rho,r,N,F,t_0}(t_e) \) has an additional \( \left| \exp \left( -\rho r^2 \nu \sum_{i=1}^{n} \alpha_i^2 \delta_s(N) \right) \right| \leq 1 \) on the diagonal of the infinite matrix \( \left( \delta_{i\alpha} \exp \left( -\rho r^2 \nu \sum_{i=1}^{n} \alpha_i^2 \delta_s(N) \right) \right) \) which is effective at each time step of the Trotter scheme. Using this observation and induction with respect to the time step number we get

**Lemma B.7.** Let \( \lambda = 1 \) and \( \rho = 1 \) for simplicity. For all stages \( N \geq 1 \), and given \( 0 \leq t_e < 1 \) there exists \( r > 0 \) such that

\[
\left| \nu^{l,\rho,r,e,N,F,t_0}(0) \right|_{h^p} \leq C_h^p \Rightarrow \left| \nu^{l,\rho,r,e,N,F,t_0}(t_e) \right|_{h^p} \leq C_h^p \tag{572}
\]

We observe that the comparison function \( \nu^{l,\rho,r,e,N,F,t_0}(t_e) \) for the Euler equation scheme preserves certain upper bounds at one step within the time interval \([0,\Delta]\) for appropriately chosen parameters \( \lambda > 0 \) and \( \mu > \lambda \) depending on \( \Delta = \frac{\alpha}{\sqrt{1-a^2}} > 0 \), where \( \alpha \) is the size of the corresponding time interval in original coordinates. We mention here that the parameter \( \lambda \) can be useful inorder to strengthen the relative strength of potential damping. For \( r = \lambda^2 \) the nonlinear terms have a coefficient of order \( \sim \lambda^3 \) such that the nonlinear growth factor \( \sim \frac{1}{\lambda} \) of the scaled value functions is absorbed and the growth of the nonlinear terms is of order \( \lambda \) while the potential damping term gets a factor \( \frac{1}{\lambda} \) via the scaled value function which is elatively strong. However this it is not really needed in order to prove the existence of a global solution branch of the Euler equation. Assume inductively that for some finite constant \( C > 0 \) an for \( p > \frac{n}{2} + 1 \) and a given stage \( N \geq 1 \) with \( \delta s(N) \leq \Delta \) and \( m \geq 0 \) we have

\[
\left| \nu^{l,\rho,r,e,N,F,t_0}(m \delta s(N)) \right|_{h^p} \leq C_h^p \tag{573}
\]
The Euler equation scheme for the next time step is
\[
\begin{align*}
\text{for } t = t_0, t_0 + \Delta & \quad \text{ and } \quad t \in [t_0, t_0 + a], \text{ we get} \\
\left| u_l^{t_0, t_0 + \Delta}(m + 1)\right|^{\infty}_{h^p} & \leq \left| u_l^{t_0, t_0 + \Delta}(m)\right|^{\infty}_{h^p} \\
\end{align*}
\]
where we note that \( |t_0, t_0 + \Delta| \leq 1 \) and \( |t, t_0 + \Delta| \geq \frac{\mu V_\Delta^2}{1 + \mu \Delta} \).

Hence, the preservation of an upper bound at step \( m + 1 \) follows from
\[
\begin{align*}
\lambda(1 + \mu \Delta) \left| \sum_{j=1}^{n} \sum_{\gamma \in \mathbb{Z}^n} \left( - \frac{2\pi i(\alpha_j - \gamma_j)}{\lambda} u_l^{t_0, \gamma, N, t_0}(m) \right) \right|^{\infty}_{h^p} \\
\end{align*}
\]
According to the regularity (polynomial decay of the modes) of \( u_l^{t_0, t_0 + \Delta} \) and simple estimates as in (18) the left side of (576) has an upper bound
\[
\lambda r(1 + \mu \Delta)c(n)C^2
\]
for some constant \( c(n) \) which depends only on dimension \( n \) such that the inequality in (576) follows from
\[
\lambda r(1 + \mu \Delta)c(n)C^2 \leq \frac{\mu V_\Delta^2}{1 + \mu \Delta}C.
\]
Here, the number $C > 0$ is determined by the data at time $t_0$ and where $r, \lambda > 0$ can be chosen such that $|.|_{H^p}$ norms of comparison functions $u_{i}^{r,t_0}$, $1 \leq i \leq n$ are preserved. This does not imply preservation of the norm for the velocities $v_{i}^{r}$, $1 \leq i \leq n$ of course. Here the Euler equation scheme has a limit $N \uparrow \infty$ by standard arguments. Finishing item a) and item b) of the argument we get

**Lemma B.8.** For all $0 \leq t_e < 1$ and $p > \frac{n}{2} + 1$ and for some $r, \lambda > 0$ and $* \in l, g$ we get

$$
\left| u^{*,r,F,t_0}(0) \right|_{H^p}^n \leq C \Rightarrow \left| u^{*,r,F,t_0}(t_e) \right|_{H^p}^n \leq C,
$$

where $u^{*,r,F,t_0}(t_e) = \lim_{N \uparrow \infty} u^{*,r,N,F,t_0}(t_e)$.

Pure potential damping leads to a growth estimate for the original of the original velocity component functions of order $\Delta^2$ on the time interval $[t_0, t_0 + a]$. This growth can be offset even by a small viscosity damping for nonzero modes with the choice $\Delta = \nu r^2$. Again an extended scheme leads to global regular upper bounds.
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