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Abstract—Active distribution networks (ADN) have grown considerably in recent years. Distributed energy resources present in ADNs can provide flexibility to the power system through TSO/DSO coordination, i.e., at the interface node (feeder) between the transmission and distribution network. This paper addresses the issue of calculating multi-period flexibility regions of the ADNs. Flexibility regions are tightly dependent between periods and conditioned on the actual deployment of such flexibilities in real-time. The existing state-of-the-art has not provided a robust methodology for building multi-period flexible regions. We present a new mathematical framework based on a non-iterative formulation that considers the multi-period flexibility boundary points in a single optimization problem. The proposed methodology is evaluated on IEEE standard test networks and compared with the most widely used methods in the literature.

Index Terms—Distributed energy resources, Flexibility, Multi-period constraints, TSO/DSO interface, Active distribution grid.

NOMENCLATURE

Indices and Sets

\( (i, j) \), \( E \)  Index/set of lines.
\( h, H \)  Index/set of extreme points.
\( i, N \)  Index/set of nodes.
\( t, T \)  Index/set of time periods.

Parameters

\( \alpha_h \)  Exploration angle direction at \( h \).
\( \Delta t \)  Time interval.
\( \eta_{G}^{P}, \eta_{G}^{Q} \)  Charging/discharging efficiency of battery.
\( E_{i} \)  Capacity limit for energy storage
\( I_{ij} \)  Current limit in line from bus \( i \) to \( j \).
\( P_{i}^{G}, Q_{i}^{G} \)  Active power limits for generation at bus \( i \).
\( P_{i}^{BD}, Q_{i}^{BD} \)  Charging/discharging power limits for battery.
\( Q_{i} \)  Reactive power limits for generation at bus \( i \).
\( V_{i} \)  Voltage magnitude limits for bus \( i \).
\( P_{i, t}^{D}, Q_{i, t}^{D} \)  Active/reactive power demand in \( t \) at bus \( i \).
\( R_{i}^{up}, R_{i}^{dn} \)  Ramp up and ramp down limits.
\( R_{i,j}, X_{i,j} \)  Resistance/inductance of the line from bus \( i \) to \( j \).

Variables

\( e_{i, t} \)  Energy stored in battery at bus \( i \).
\( I_{ij, t} \)  Current magnitude at line from \( i \) to \( j \).
\( P_{G}^{BC}, P_{G}^{BD} \)  Active power for generation at bus \( i \) in \( t \).
\( p_{G}^{BC}, p_{G}^{BD} \)  Battery charging/discharging power input/output.
\( p_{ij, t} \)  Active power flow at line from \( i \) to \( j \).
\( q_{ij, t} \)  Reactive power flow at line from \( i \) to \( j \).
\( w_{c}^{i, h, t} \)  Binary variable for charging state of battery.
\( w_{d}^{i, h, t} \)  Binary variable for discharging state of battery.
\( v_{i, h, t} \)  Voltage magnitude at bus \( i \).

I. INTRODUCTION

Energy policies for reducing CO2 emissions are promoting the penetration of renewable energy sources. But the uncertainty of renewable sources and the decommitment of conventional plants creates a lack of flexibility in power systems [1]. One possible solution envisioned by the scientific community and industry sector for facing this problem is to exploit the flexibility that distributed energy resources (DER) can provide. However, integrating a large number of flexibility elements into electricity markets is an important matter, albeit a challenging task [2]. Some progress has been made. For instance, countries like Sweden and Finland support legislation where the DSO manages flexibility, but the TSO generally manages system security [3]. Thus, TSO-DSO coordination arises as an appealing solution for the aggregation of DERs to provide network flexibility services from distribution to transmission grids [4].

TSO-DSO coordination is a challenging task due to the large number of flexible resources connected. In recent years, grid-connected DERs have expanded rapidly, such as electric vehicles and inverter-based distributed generators (e.g., PV power plants and micro wind turbines). Electricity markets (such as Australia) have studied the need and urgency of DER integration to take advantage of their flexibility potential [5]. Flexibility estimation provided at the DSO interface should be studied at both the technical and regulatory levels. In this work, we focus on the technical level. The flexibility estimation at the boundary node of the two operators is one input of the TSO-DSO coordination. Identifying the flexibility ranges, the DSOs can support transmission network decisions and provide ancillary services [6], [7].

A. Literature review

The potential in the interaction of distribution and transmission operators has generated substantial research in this field. To date, different computational methods have been proposed to estimate the feasible operating region at the TSO-DSO interface [8]. Methods based on random sampling (Monte Carlo simulation) have been extensively used. However, these methods suffer from high computational requirements. Some studies have addressed the problem with deterministic methods, but the results are not always realistic [9].

II. RELATED WORK

The literature on the topic of flexibility estimation at the TSO-DSO interface is extensive, and a detailed review is beyond the scope of this paper. However, several works discuss the methods used to calculate the flexibility regions.

...
Carlo), point sum of feasible regions (Minkowsky) and algorithms based on iterative optimization are the methodological directions employed to aggregate operational flexibility in distribution networks.

The Minkowski technique is a good approximation of aggregated flexibility in the absence of network constraints. However, it does not consider operational limitations, such as line and voltage limits, so there is no accurate representation of the available flexibility. This technique can lead to an overestimate of the flexibility region [9].

In the Monte Carlo technique, power generation instances are run randomly; then, the infeasible points are discarded, and the remaining points represent the flexibility region. Although the Monte Carlo method is simple, it is limited by the large number of points required to obtain an accurate estimate [8].

The optimization techniques approach aims to find the flexibility region by considering network and DERs constraints. However, the size and complexity of the optimization problem grow with the size of the network and the number of DERs and can be computationally demanding [10].

B. Paper contributions and organization

The core contribution of this paper lies in the modeling aspects for the estimation of multi-period flexibility regions for TSO-DSO coordination. In addition, this paper contributes to the growing debate on the coordination between TSO and DSO driven by massive energy resources located in distribution networks. The main contributions of our work are specifically:

We propose a non-iterative formulation for the computation of the multi-period TSO-DSO feasible region. We estimate the polygon enclosing the flexibilities in an aggregate form. Contrary to the existing literature, we can provide flexible regions that both robust and not dependant on a reference dispatch. Thus, we guarantee that any realized flexibility deployment path within the generated regions will always be feasible realizable at every period. This fundamental concern is not secured when multi-period flexible regions are generated using a reference power dispatch [11].

The paper is organized as follows: Section II describes the modeling framework used, explains the definition of flexibility, and presents the model formulation. Section III shows the results obtained from evaluating the proposed model on test distribution networks. Section IV discusses multi-period flexible regions and their impact on TSO-DSO coordination and Section V concludes.

II. MODELING FRAMEWORK

A. Definition of the TSO-DSO flexibility region

TSOs and DSOs are responsible for the operation of the transmission and distribution networks, respectively. DSOs can provide flexibility to TSOs from the aggregated coordination of a set of local resources such as battery storage systems, demand response, electric vehicles, etc. That flexibility can be in the form of energy for trading in power markets or providing ancillary services for supporting the transmission grid.

A TSO-DSO flexibility region is defined as the active (P) and reactive (Q) power capacity area at the TSO-DSO interface, resulting into a realizable distribution grid operation. TSO-DSO flexibility regions represent additional degrees of freedom for the transmission grid operation. From the mathematical point of view, flexibility represents feasibility. In the context of mathematical modeling of TSO-DSO flexible regions, both terms are equivalent. We use both terms along the text to refer to the same object.

B. Preliminary considerations

The flexible TSO-DSO region at a particular time period $t$ is defined in the two-dimensional PQ-space by $R_t$. As customary by the state-of-the-art, [4], [10], [11], we characterize the region $R_t$ as convex hull typically given by the boundary on the convex hull points, i.e., $R_t = \{ (p^h_t, q^h_t), \forall h = 1, \ldots, |H| \}$. If the boundary operational points cannot fully be recovered, $R_t$ would represent an approximation to the original set. In our proposal, we will provide a predefined number of points that should form the convex hull $R_t$ for each period $t$. Figure 1 illustrates the nomenclature used in our formulation. Flexible region are constructed by the boundary points $h$ for every period $t$. Extreme points $h$ are needed to model the inter-temporal constraints between two periods.

![Multi-period flexibility region nomenclature. Example with 6 extreme points and 4 periods.](image.png)

C. Mathematical Formulation

We describe the formulation used to calculate the multi-period flexibility region. The model constraints are divided into four groups. The power flow constraints are associated with the network modeling. The engineering constraints are associated with the technical limits of the network. The restrictions of distributed flexible resources such as generation-like and storage-like devices. Finally, we describe the objective function implemented to calculate the multi-period region.

Network constraints: Distribution networks are typically operated using radial topology to supply the power demand of their users. There is a substation or feeder is the source of active power and ancillary services for passive distribution grids. In the active distribution grids, local resources can provide active power and some ancillary services. The branch power flow equations are described (3b)-(3e). This modeling of the distribution network is known as DistFlow and was first proposed in [12].
**Engineering constraints:** The voltage at each node in the system must be kept within operating limits dictated by regulation. The constraint \((3f)\) represents the limits of voltage magnitude squared. Typically, the range of allowable voltages is \([0.95, 1.05]\). On the other hand, constraint \((3g)\) represents the maximum permissible current squared on a transmission line. The current limits are defined by the maximum thermal capacity of each line.

**Generation-like distributed flexible resources:** One of the flexible elements considered in the distribution system is modeled as a distributed generator. The constraints \((3h)-(3i)\) represent the maximum active and reactive generation limits for each generator. While constraint \((3j)\) represents the ramping limits between two consecutive periods. Note that the ramp-up and ramp-down limits may be different.

**Storage-like distributed flexible resources:** Flexible storage resources are modeled as batteries in the distribution system. Constraint \((3k)\) shows the relationship of the binary variables to define the battery state of charge/discharge. Constraints \((3l)-(3n)\) show the maximum stored energy limits and the charge/discharge power limits per period. Finally, constraint \((3o)\) presents the relationship of the binary variables to define the battery state of charge/discharge.

**Objective function:** Deciding what objective function would be appropriate for the construction of the multi-period flexible region is not straightforward. For instance, some periods could be prioritized for flexibility provision due to several economic- and reliability-related issues. Such criteria should be driven by DSOs’ preferences. Without loss of generality, we select two criteria, namely maximum accumulated PQ area and maximum distance for given direction.

The first objective function, a natural interpretation of the maximal flexibility, is the maximization of the accumulated PQ area in all periods. We use the Surveyor formula [13] for calculating the area of a polygon. It is depicted in (1).

\[
f_1(p_{PCC}, q_{PCC}) = \sum_{t \in T} \left( \sum_{h=1}^{H-1} \left( \sum_{h=1}^{H-1} p_{PCC,h,t} q_{PCC,h+1,t} \right) \right) + \sum_{h=1}^{H-1} p_{PCC,H,t} q_{PCC,1,t} - \sum_{h=1}^{H-1} p_{PCC,h+1,t} q_{PCC,h,t} - p_{PCC,1,t} q_{PCC,H,t}\tag{1}
\]

The second objective function seeks to maximize \(P\) and \(Q\) for a given set of directions (2). It is inspired on the radial reconstruction method proposed previously for a single-period TSO-DSO flexible region [14]. As such, a given set of directions defined by the angle \(\alpha_h\) are predefined a priori. The larger the set of directions, the better the approximation to the maximal area objective.

\[
f_2(p_{PCC}, q_{PCC}) = \sum_{t \in T} \sum_{h \in H} \left( p_{PCC,h,t} \cos \alpha_h + q_{PCC,h,t} \sin \alpha_h \right)\tag{2}
\]

Notice the objective function (2) is linear, but it does not directly maximize the area of the enclosed polygon. In contrast the objective function (1) does maximize the area but has non-convex components due to the bilinear products between the active and reactive power variables.

**MODEL** Multi-period flexibility map estimation [NLP]

Objective:

\[
\max_{p_{PCC}, q_{PCC}} f(p_{PCC}, q_{PCC})\tag{3a}
\]

Subject to:

\[
\begin{cases}
p_{ijht} = p^D_{j,t} - p^G_{j,t} + p^BC_{ij,t} - p^BD_{ij,t} \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad + R_{ij}l_{ijht} + \sum_{k:(j,k) \in E} p_{jk} \\
q_{ijht} = Q^D_{j,t} - q^G_{j,t} + X_{ij}l_{ijht} + \sum_{k:(j,k) \in E} q_{jk} \\
v_{ijht} = v_{iht} - 2(R_{ij}p_{ijht} + X_{ij}q_{ijht}) \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad + \left( R^2_{ij} + X^2_{ij} \right) l_{ijht} \\
l_{ijht}v_{ijht} = p^2_{ijht} + q^2_{ijht} \\
\nu_i \leq v_{iht} \leq \nu_i \\
l_{ijht} \leq l_{ij} \\
P^G_i \leq p^G_{iht} \leq P^G_i \\
Q^G_i \leq q^G_{iht} \leq Q^G_i \\
-p^dn_i \leq p^d_{iht} - p^G_{iht} \leq R^up_i \\
e_{iht} = e_{iht-1} + \left( p^BC_{iht} \eta_i - \frac{p^BD_{iht}}{\eta_i} \right) \Delta t \\
0 \leq e_{iht} \leq E_i \\
0 \leq p^BC_{iht} \leq u_{iht} T^BC_i \\
0 \leq p^BD_{iht} \leq u_{iht} T^BD_i \\
u_{iht} + u_{dht} \leq 1
\end{cases} \forall t \in T, h \in H\tag{3o}
\]

We want to highlight that the optimization problem (3) provides the set of all realizable \((p_{PCC}, q_{PCC})\) paths at the TSO-DSO interface. At the same time, the model assumes a deterministic approach for the associated available flexibility from distributed resources. We leave this subject for future work.

**III. Numerical analysis**

This section presents the description of the test system, the case studies, and the results obtained.

A. **Illustrative example**

The presented model is evaluated on the modified 5-node system, as shown in Figure 2. The network characteristics, such as line impedance and load requirements, are taken from the original model presented in [15]. The network is modified by adding three distributed generators with a total installed capacity of 1.5 MW. In addition, two batteries with
a total energy capacity of 200 kWh are added. The net active and reactive power demand is 1.3 MW and 0.427 MVAR, respectively.

Fig. 2. IEEE 5-bus system.

B. Test cases

Four different test cases have been designed to analyze the estimation of the flexible region.

- **Case I** estimates the flexibility of the distribution system without considering inter-temporal relationships and network constraints.
- **Case II** considers a ramp for distributed generators of 5%, 30%, and 50% of the total installed capacity.
- **Case III** considers ramp constraints and network constraints such as thermal limits and voltage limits.
- **Case IV** considers ramp constraints, storage devices and network constraints such as thermal limits and voltage limits.

For a better understanding of the multi-period flexible region, we have plotted only two periods. The period \( t = 1 \) with the nominal system demand. The period \( t = 2 \) with the system demand multiplied by a factor of 1.1. The computational experiments were implemented in Julia with JuMP and executed on an Intel(R) Xeon(R) Gold 6148, CPU 2.40GHz, 2394 Mhz, 20 Core(s), 256 GB of RAM.

C. Analysis of flexibility regions

Figure 3 shows the results obtained from the multiperiod region for the 5-node system studied. To plot these flexible regions, we have used Surveyor formula in the objective function. In addition, we have defined a total of 8 points to describe the polygon enclosing the area in the PQ plane. For Case I, where there are no network or intertemporal constraints, the solution corresponds to the possible active and reactive power operating points that the DSO can have. The active power range is related to the maximum demand for that period and to the full power injection that the DERs can deliver. The same is valid for the reactive power limits.

In the central graph of Figure 3 (Case II) a ramp constraint corresponding to 30% of the nominal value of the installed power has been added to the model. For our case the ramp of the DERs in aggregate form is a total of 0.45 p.u. As can be seen, the new inter-temporal constraint significantly reduces the flexible area in each period. We can notice that the ramping constraint reduces the active power range. In contrast, the reactive power range is not modified because it does not have an associated inter-temporal limitation.

Finally, in Case III we have added the engineering constraints of voltage and thermal capacities. We can see that the network constraints modify the shape of the flexible regions. In this case, the upper part of the regions is constrained by the capacity of the transmission lines. This means that DERs cannot export all available reactive/active power due to the maximum currents per transmission line constraints.

D. Objective function comparison

| TABLE I | SURVEYOR VS. LINEAR OBJECTIVE FUNCTIONS. COMPARISON OF AREAS AND PERFORMANCE. |
|---------|---------------------------------------------------------------|
| **CASE I** | Surveyor OF | Linear OF |
| Area \((t = 1)\) | 2.924 (100%) | 2.924 (100%) | No Ramp |
| Area \((t = 2)\) | 3.078 (100%) | 3.074 (99.9%) | 50% Ramp |
| Performace \((s)\) | 26.32 | 8.98 |

| **CASE II** | Surveyor OF | Linear OF |
| Area \((t = 1)\) | 2.138 (73.1%) | 2.143 (73.3%) | Ramp: 50% |
| Area \((t = 2)\) | 2.292 (74.5%) | 2.289 (74.4%) | |
| Performace \((s)\) | 35.6 | 15.27 |

| **CASE III** | Surveyor OF | Linear OF |
| Area \((t = 1)\) | 1.215 (41.5%) | 1.195 (40.9%) | Ramp: 50% |
| Area \((t = 2)\) | 1.249 (40.6%) | 1.232 (40%) | |
| Performace \((s)\) | 225.3 | 12.24 |

| **CASE IV** | Surveyor OF | Linear OF |
| Area \((t = 1)\) | 1.341 (45.8%) | 1.464 (50.1%) | Ramp: 50% |
| Area \((t = 2)\) | 1.999 (64.9%) | 1.5 (48.7%) | |
| Performace \((s)\) | 1350 | 118.3 |

The proposed multiperiod model (3) uses a non-convex formulation of the power flow of a distribution network. We can observe the non-convexity in constraint (3e) where there is a bilinear product of the current and voltage variables. NLP solvers (i.e. Ilopt) can solve these bilinear products or Gurobi [16], which in its latest version can deal with this kind of non-convexities. Additionally, we have modeled two objective functions to maximize the area of the flexibility region. One function seeks to maximize the slopes of specific...
defined search directions—another objective function based on Surveyor formula to maximize the area.

Table I shows a comparison of the accuracy and performance of the two implemented objective functions. In Table I, we evaluate the four cases described in Section B. In the Table I, we report the area computed for each period using each objective function. We take as a reference the area calculated with the Surveyor formula without restrictions to determine the relative area in each case. As can be seen in Case I, the Surveyor formulation and the linear formulation have the same area of multiperiod flexibility. However, the non-convexities within the Surveyor formulation make the performance of this model slower.

For Case II, the areas calculated with the two formulations are comparable. We can conclude that the linear formulation is competitive when we consider ramp constraints. Furthermore, we can see that as the ramp becomes more restricted, the overall flexibility of the system is significantly reduced. Finally, in Case III, the entire model is analyzed with network constraints. Thus, we can conclude that the linear formulation misses some accuracy concerning the Surveyor formula. However, the performance of the linear function is significantly faster than the Surveyor formulation. For Case III, only the ramp levels of 50% and 30% were analyzed. In Case IV, it can be analyzed that the entry of batteries increases the flexibility region of the system compared to the area obtained in Case III. This increase in flexibility occurs for both constraint scenarios evaluated. However, storage device modeling significantly increases the complexity of the problem. We can notice that the solution times increase since the new model includes binary variables, making the model MINLP.

E. Multi-period flexibility region

The novelty of the proposed methodology lies in the ability to estimate the entire perimeter of the flexibility area through a non-iterative and multi-period approach. The model includes inter-temporal constraints and demand profiles over a given time horizon. Previously, we explained the modifications that the flexibility region experiences in an illustrative way due to changes in the model constraints. In this section, we fully evaluate the 5-node system. For this purpose, we create a synthetic demand profile. The demand profile is shown in Figure 4 and the marked values are factors by which the nominal demand is multiplied. This demand profile simulates an aggregate residential demand and a forecast horizon of 5 periods.

The result obtained from the model with batteries and distributed generators is shown in Figure 5. The solution flexibility map for the demand periods represents the possible operating points of the feeder substation. Each point in the PQ plane meets the engineering constraints, the inter-temporal constraints and the power balance. As can be seen when energy storage elements are introduced, the multi-period regions increase their flexibility, and their inter-temporal relationship becomes more complicated. The focus of our approach lies in the construction of flexibility maps which are the set of flexible areas across the analysis horizon.

Finally, we evaluate the scalability of the proposed model on the IEEE 141-node reference system. The distribution network topology and power demand data are the same as in [17]. The total system demand is 14,052 MW and 7,410 MVAR which corresponds to a power factor of 0.85. We have added a total of 10 randomly located flexibility elements to the system. We evaluated a total of 24 periods, and the result of the multiperiod flexible region is shown in Figure 6. The figure shows that every period has a flexible region that varies according to network constraints, DER constraints, and hourly demand conditions.

![Fig. 4. Multiplication factors of the synthetic demand profile.](image_url)

IV. DISCUSSION

DERs in an active distribution network increase flexibility and result in a larger area of operation for TSO/DSO coordination. The proposed model results in a set of flexibility regions
corresponding to different periods that we can call a flexibility map. The shape of the region changes depending on the PQ capabilities of the flexible resources. The multiperiod flexible region also depends on the ramp rates and the state of the participating DER at time instant $t$. If the DER constraints are not intertemporal, flexibility regions can accurately compute independently. However, the presence of multiperiod binding constraints impacts the total potential flexibility available at the TSO/DSO interface.

The information contained in the flexibility map can be an input to the TSO and used at the daily economic dispatch. The flexibility map estimates the scheduled operating points that the TSO may have. In addition, it shows the possible movements of operating points without violating any technical constraints. The flexibility regions present a set of feasible operations that can aid decision-making in day-to-day operations. It is important to note that the flexibility maps do not provide the combinations of flexibility (the set points of DERs) needed to achieve a specific operating variation. Instead, they show whether that variation can be achieved within the technical limits of the network and DERs.

V. CONCLUSIONES

The massive entry of DERs creates opportunities for the DSO to provide ancillary services to the TSO. In this paper, the multi-period flexibility region of DERs in an active distribution network is estimated. The model is based on the optimal power flow of distribution networks, and two objective functions are evaluated. The Surveyor formula calculates the maximum area of the multi-period flexible region but has a high computational cost. On the other hand, the maximal P-Q for given directions calculates a decent approximation of the maximum area with a manageable computational cost. An analysis of the impact of inter-temporal constraints on the flexibility region is performed, and it is concluded that they reduce the total flexible region. In comparison, the network constraints modify the region’s shape and can limit the flexibilities available in the DERs. The proposed model for calculating the multi-period flexible region is wholly evaluated in a five-node network with DERs (batteries + distributed generators). Finally, we conclude that the presence of DERs can increase the flexibility of the power system by leveraging the entry of renewable generation plants.
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