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Abstract: Presented in this study is a principal component analysis - artificial neural network based hybrid failure determination system that can make failure determination selectively and rapidly in asymmetrical external failures that might occur on the network side of a grid-connected induction generator. By creating asymmetrical external failures in the developed simulation model, analysis of noisy and unbalanced fluctuations that carry effects of positive, negative and zero sequence in currents were realized. The suggested model depends on entering data taken from the simulation into the artificial neural network model as a training data by being simplified with principal component analysis, in phase-phase, phase-ground and two phase-ground failures. The protection model makes correct classification with acceptable errors in case of above stated failures. However, in current fluctuations caused by sudden load changes and operation under an unbalanced load, it may remain insensitive by behaving selectively.
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1 INTRODUCTION

With the developing technology, energy prices are increasing due to the increasing energy needs of countries and energy production that cannot reach this speed. Most of the energy needed in the world is provided from fossil-based sources. Fossil fuels pollute the environment; global warming, decreasing reserves, increasing the dependencies of countries and increasing the demand for energy has led to an increase in renewable and alternative energy field. In this respect, researches are focused on renewable energy sources such as wind energy, hydraulic energy, solar energy, geothermal energy, which do not pollute the nature and environment and renew themselves continuously.

Generators used in wind turbines vary in time in parallel with technological developments. These generators are used to convert the mechanical energy produced by the wind turbine into electrical energy with minimum loss. It is possible to divide the generators used in wind turbines into 3 main groups.
- DC generator
- Synchronous generator
- Asynchronous generator (IG)

Direct current (DC) generators, which are widely used in small powerful systems, are replaced by alternating current generators with the development of technology. These generators can easily convert energy by using power electronics. Synchronous and asynchronous generators are more widely used in wind turbines that operate in parallel with the grid in medium and large power systems.

The asynchronous generators are widely used today in wind and mini hydroelectric power plants that have the highest increase rates in respect to installed power. These generators are especially preferred because of their significant advantages such as simple structures and their control advantages during speed changes in the grid connected to high powered wind turbines. Detailed comparisons of induction generators (IGs) used in the wind plants are made and related to parameters such as their voltage stability with the synchronous generator wind turbine systems, voltage wave shape, temporary state stability and short circuit levels [1].

During the start and network connection processes, soft-starting models and their effects on the system are examined [2]. Fix speed and double-fed IGs are compared in respect to noise effects they create on the network and their responses in case of network failures [3-5]. Specifically, double-fed IGs are preferred in high power turbines, and their behavioral models in sudden voltage fluctuations, parallel connection systems, symmetrical/asymmetrical short circuits and other mechanical and electrical failures become the subject matter of both simulation and experimental studies [6-10]. In stability analysis of IGs, requirement for a real-time mathematical calculation and measurement of rotor speed or its position can be eliminated by controlling voltage rotor speed and excitation current in load changes to regulate them [11]. In the variable speed wind turbines, end voltage can be controlled by the vector control technique [12].

The electro-mechanic failure determination systems in IGs have significant disadvantages as the spectrum of stator current does not contain the components produced by motor failures, nor does it contain distortions in supply voltage, air gap harmonics, in-conduit harmonics and load imbalances. In these machines, failure signals are masked by powerful background noise. The failure diagnosis system also receives temporary and non-stationary distorting effects coming from inside or outside of the motor. More than one failure may occur simultaneously. In case of different failures, establishment of harmonics and their period will change. In order to eliminate such negative situations, artificial intelligence techniques must be used to process the data in the failure determination point more accurately [13-15].

Minimizing the effects of external failures has an important place in designing protection systems because of their asymmetric structures, and because they are not previously experimentally simulated. The priority goal is to determine the location and character of failure as soon as it occurs. The protection system is directly in charge of that process. With data analysis coming from the protection system, failure points are determined and by planning necessary maintenance processes ahead of time, failures can be prevented. Here, all of the factors that may cause
failure are considered as data [16]. To determine the failures, protection systems must be reliable, fast and selective against temporary events other than failures [17, 18].

Asymmetric faults in the asynchronous generator which cause very dangerous and should be detected in the shortest time. Terminal faults such as phase-to-earth, phase-to-phase, open-circuit and winding short are the most common fault type for IGs and must be detected quickly. In this respect, this paper is the extended version of referenced paper of Authors [17] and analyses the terminal faults rather than internal faults in IGs.

In this study, responses of an IG that has the above-stated features to external failures are examined and a principal component analysis (PCA) -artificial neural network (ANN) based hybrid failure determination algorithm that analyzes these responses is developed. PCA-ANN based hybrid terminal fault detection algorithm for IGs can be seen in Fig. 1.

2 MATERIAL AND METHOD

Examining the behavior of a protection system is almost impossible by establishing the real-time short circuits on the network side. Presented in this study is a PCA-ANN based failure estimation model that can make classification in various external failure situations with IG simulation developed for a protection system algorithm that can determine asymmetric network failures.

2.1 Simulation Model

The established IG simulation is given in Fig. 2. In this study, phase-ground, phase-phase and phase-phase-ground short circuits are analyzed as external failures. In addition, the behavior system for sudden load changes on the network side is examined.

In the generator model, a three-phase source and load group representing the network, a three-phase error blog used to establish failure situations and the asynchronous machine model are seen. By assigning a negative value to the moment input ($T_m$) of the developed model, the generator switches to operation mode. This input also indicates the load situation of the machine. Three-phase current information is read on the $m$ outlet of an asynchronous machine model and kept in a variable called "zan". For this registering process, a triggered block is used because the model established in the simulation environment does not operate within a fixed time. The need for simulation to include transient and steady states leads to time intervals in the obtained data and its unconformity is compared to data obtained from other experiments. To prevent this, a pulse generator that produces 2000 pulses per second triggers the data register block and when each triggering signal arrives, existing current signals are registered to the variable in the working environment. The data obtained in this way were prepared to be treated. By using these parameters, each failure situation was established individually and the obtained current data were processed with PCA to calculate residue amplitudes of external failure situations.
2.2 Principal Component Analysis

PCA is a traditional linear feature determination method. PCA depends on the secondary statistical analysis of data, especially on eigenvalue analysis of the covariance matrix. In industrial applications, it is used for failure determination and controlling. Interrelated different measurements included in an operation process and many operation processes that have high noise, are nonlinear and change in time and have to be followed. With PCA applied to failure analysis, nonlinear correlations between different processes can be eliminated and the effect of noise in a failure system can be decreased. For this reason, in condition monitoring of a process or device, PCA is very practical.

In failure analysis with PCA, establishment of a data base consists of multi-variable data related to the general operating conditions of the system and a data monitoring infrastructure constitute the basis of the method.

Hotelling $T^2$ and SPE (Squared Prediction Error or $Q$) statistical methods set forth general characteristics of data in failure (error) analysis with PCA. By indicating the degree of differences between real time measurement values ($X$) and basic components ($Xp$), SPE follows the residue subspace. SPE or $Q$ method is defined with the following Eq. (1).

$$Q = EE^T = X^T (I - PP^T) X$$  \hspace{1cm} (1)

In this equation, $E$ refers to error matrix, $P$ to eigenvector matrix and $I$ to unit matrix.

The data variances that cannot be explained with basic components are defined with SPE. By taking the secondary total of score vectors, the Hotelling $T^2$ statistic used in this study scales the internal variances of PCA model. With this method, it becomes easy to monitor the basic component subspace in real time. Graphics showing the Hotelling $T^2$ statistical variances indicate the difference between each sampling point and model in respect to amplitude and direction of variances. The Hotelling $T^2$ approach for $X$ data matrix is expressed as:

$$T^2 = XPX^{-1}P^T X^T$$  \hspace{1cm} (2)

Here, $T$ refers to stock vector matrix obtained from basic components and $\lambda$ refers to diagonal matrix consisting of eigenvalues. As it is seen, $T^2$ has a scalar magnitude that is equal to the total of numerous variances. For this reason, it gives opportunity to follow multi-variable tracing processes through one variable. $T^2$ statistic method expresses the changes in multi-variable operation processes in terms of fluctuation in the basic component vector amplitudes in the PCA model [19, 20].

2.3 ANN Model

In the proposed study, PCA is used for extracting feature vectors by reducing the dimensions and ANN is used for classification algorithm. The PCA is said to be working as current signature analysis of the IG under analysis. The current samples (originally 40x3 matrix form) are preprocessed by PCA to dimension reduction and related eigenvectors are then supplied to ANN input for decision making i.e. the faulted and normal state residue data with PCA output obtained as a result of the experiments were used to train the ANN that was used in the failure determination phase. The network is created by the Matlab Neural Network Fitting Tool and is a feed-forward system and consists of three layers as input, hidden and output layers and contains a sigmoid transfer function in the hidden layer and a linear function in the output layer.

There are 12 neurons and the best performance is achieved by choosing that amount of neurons in the hidden layer and there is 1 neuron in the outlet layer as given in Fig. 3.

The number of neurons and the type of activation neurons in the hidden layer are simply selected according to the training performance to achieve the maximum testing performance. Momentum and learning rate are chosen as 'auto' which means attempting to move to the global minimum rather than local minimum. As a training method, Levenberg-Marquart is selected among the tested training algorithms (due to its presenting best performance).

The sampling frequency is chosen as 2000 Hz that corresponds to 40 samples per period for computer simulations. This means that the input data are the form of 40x3 matrix type for all phases. Since sliding-window is used for data processing, the ANN input always takes 40 samples per sampling period. The sampling time 0.5 ms is chosen and seen adequate to discriminate normal and faulty working conditions. For testing procedure, similarly 40x3 matrix is used and a decision between the normal and faulty operating conditions is made. The performance results of ANN are given in Table. As seen in Table, maximum deviation between the target and output value for all working conditions is around 1% which means the proposed protection algorithm is able to discriminate the faulty conditions.

The training step has many working conditions from the smallest one i.e. 10% to the largest one i.e. 120% to refrain from the unexpected outputs (especially wrong decisions) by ANN. Along with the several loading conditions, healthy (rated) working conditions are also taken into account to improve ANN performance. By the way, for training procedure the suggested ANN has been run several times to achieve the best training performance. Once the desired performance (greater than 90%) is
obtained, the testing data are supplied the input nodes of ANN.

Similar network types including adaptive neuro-fuzzy inference system (ANFIS), generalized regression neural network (GRNN) and multi-layer perceptron (MLP) can be found in literature [21-25].

The proposed network type given in Fig. 3 is able to discriminate the faulty and healthy conditions of the induction generator under testing.

3 RESULTS AND DISCUSSION

For the 0.3s period phase-ground, phase-phase and phase-phase-ground short circuits created at the outlets of the generator, the phase currents and changes of residue vectors calculated as a result of PCA were examined. The phase-ground failure was simulated by contacting one of the phases of the grid-connected generator to ground.

Fig. 4-a shows the effect of a phase-ground short circuit established between 0.1-0.4 seconds on the generator current. Though the failure is removed in 0.4 s, it is seen that fluctuations in the current continue. It is observed that generator currents become balanced approximately 0.2 s later. As seen in Fig. 4-b, the effect of imbalance that occurs when the short circuit situation is eliminated on the residue amplitudes is very low.

The generator current change caused by the phase-phase-ground short circuit on the side of the network is given in Fig. 6a. It is determined that failure currents reach levels that are 7-8 times of nominal value. The imbalance in phase currents is the basic characteristic of asymmetrical failures and can be clearly observed here. This imbalance and the forcing characteristic appear in variance graphs of the residue vectors (Fig. 6b). Specifically, sudden amplitude changes in the moment when failure begins have high values.

The steady state operation data of IG, for which responses in the failure situations were examined above, were also taken. The steady state defines ideal conditions that do not contain any failure and the generator undertakes nominal load. These data were also taken in a real time operation moment and used in training of ANN model. The elements of the residue matrix, demonstrating a selective
character and calculated as a result of PCA, were given as input data to ANN. By taking the mean of neural network outputs given in Fig. 7, their proximities to target output values determined by training data for each failure were analyzed.

Figure 7 ANN output for: a) phase-ground, b) phase-phase, c) phase-phase-ground failures

As seen in Tab. 1, the suggested protection model can make a failure definition with small errors. For the phase to phase fault study the target value is 2.2 but the ANN output produces 2.2221. For the 2 phase - ground fault the target value is 2.3 and the ANN output produces 2.2816. Although the graphical pattern looks similar, the ANN output can discriminate these faults. The biggest error rate (1%) occurred in the phase-phase short circuit.

Table 1 System outputs corresponding to the failure situations

| Failure type     | Target value | Avg. output value | Deviation (%) |
|------------------|--------------|-------------------|---------------|
| Steady-state     | 0.000        | 0.000             | 0.000         |
| Phase-Ground     | 2.100        | 2.095             | 0.252         |
| Phase-Phase      | 2.200        | 2.222             | -1.005        |
| Phase-Phase-Ground| 2.300        | 2.282             | 0.800         |

Fluctuations in the current data against this sudden change were reflected as one-period negative and positive changes at the system output (Fig. 8a). As seen in Fig. 8b, though ANN model produces high value strokes during the moments when load start-up/cut-out, the output mean is much lower than the failure values given in Tab. 1 and close to zero, which is accepted as firm value.

4 CONCLUSIONS

Protection systems are one of the main sub-systems of modern energy management organizations. Studies related to increasing the effectiveness of such systems require using artificial intelligence techniques and intelligent electronic devices together. These systems try to establish optimal balance conditions between two parameters — selectivity and speed — that affect each other the most in protection systems. The selectivity concept refers to the protection system that determines the failure region and range correctly and remains insensitive to network fluctuations not caused by failure. The speed is determined with the cut-out process of the failed network part in the shortest time and in the most reliable manner following determination of failure.

This study suggests a model that simulates the effects of asymmetric external failures that are almost impossible to establish in a laboratory environment or in the field. The failure data obtained through this model were entered into the PCA-ANN hybrid algorithm together with the steady
state operation data. The model trained for firm operations and faulty conditions may determine the kind of failure occurred in the established failure situations with very small deviations such as 0.25% for phase-ground failure, 1% for phase-phase failure and 0.8% for phase-phase-ground failure. As it can be figured out from these values, the accuracy of the proposed method is quite high.

The developed model also demonstrates selectivity in current fluctuations that occur during routine switching processes in which a good protection system is required to remain insensitive. In sudden load changes that occurred on the side of network, ANN did not make a failure definition.

The developed PCA-ANN based hybrid protection algorithm is advantageous because of its simple and low-cost structure. Its sensitivity prevents development of asymmetric short circuits that are accepted as external failures in the generator protection systems by recognizing them rapidly. In this way, it can increase the reliability coefficient of the protection system and its selectivity feature.
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