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On the other hand, cooperative diversity has been widely investigated in pursuit of combating multipath fading [3, 4]. Incorporating cooperation into cognitive radio networks results in substantial performance gains in terms of throughput and delay for both primary and secondary nodes [5]. The SUs help the PUs to transmit their data, and create opportunities for their own data transmission at the same time. The cooperation between the PUs and the SUs vary from just sharing information about queue states, channel state information (CSI), and primary packet transmission activity to the use of SUs as cognitive relays. Typically, relaying is carried out over orthogonal channels due to the half-duplex communication constraint at the relays [3]. However, some of the recent solutions overcome this limitation by accommodating simultaneous transmissions in a single slot [6, 7, 8]. This is achieved through space-time coding [6] or dirty-paper coding (DPC) [7, 8]. Conventionally, zero forcing and more recently prior zero forcing [9] has been employed to mitigate the SU signal interference with the PU signals. On the other side, for cooperative cognitive radio networks with multiple SUs with their own data transmission demands, employing DPC allows one SU to transmit new data while the other SU helps the PU by relaying its data. Thus, the spectral efficiency of the system is enhanced.

In literature, there is a rich volume of recent work focusing on cooperation in cognitive relay networks. The benefits of cooperative relaying has been discussed and analyzed in [10, 11, 12]. In [10], authors derive the maximum sustained throughput of a single SU to maintain a fixed throughput for PU with and without relaying. They used a dominant system approach to guarantee the queue stability of both SU and PU while overcoming the queues interaction. A cognitive system comprising a single PU and multiple SUs along with multiple relays is considered in [12], where a proportion of the secondary relays help the PU in communication while a relay selection is performed from the remaining relays to give simultaneous access to the SU. The authors show that there exists an optimal number of cooperating relays with the PU that achieve optimal outage performance. In [13], the authors also discuss a cognitive relay selection problem using optimal stopping theory. Reference [14] addresses a cognitive radio cooperation model where the SU can transmit its data along with primary transmission, but cooperates by deferring its transmission when the PU is transmitting. The authors in [15] address a cooperative cognitive relay network where both primary and secondary nodes use cognitive relays for data transmission. The relays help the PUs empty their queues fast and thereby, the throughput for the SUs increases...
as a result. SU throughput stability regions for cooperative cognitive networks have been derived for cooperative cognitive radio networks in different settings in [10, 16].

Krikidis et al. address different protocols for a cognitive cooperative network and the stable throughput for both primary and the secondary networks is derived. In this paper, we adopt the model presented in [7] and employ DPC. We consider a cognitive network with arbitrary number of SUs coexisting with a PU and sharing one common relay queue. We propose power allocation and scheduling policies that enhance the throughput of both primary and secondary links using the least possible energy expenditure. The summary of the main contributions of this work is as follows.

- We propose an energy-efficient adaptive power (AP) allocation scheme for the SUs that enhances the throughput of both primary and secondary links. Energy-efficient transmission is achieved via exploiting instantaneous CSI to adapt the transmission powers at all SUs.
- We introduce two SU scheduling policies, which prioritize primary or secondary throughput enhancement according to the network requirements. We analyze the performance of both policies in conjunction with equal and adaptive power allocation schemes.
- We develop a generic mathematical framework to derive closed-form expressions for both PU and SU throughput, and PU average delay. The mathematical analysis is performed for an arbitrary number of SUs coexisting with a PU. A detailed analysis is performed for each combination of power allocation and SU scheduling policies. We validate our theoretical findings via simulations. Results reveal that AP-based schemes yield superior performance compared to EP allocation proposed in [7], with significantly less energy cost.

The rest of this paper is organized as follows. Section II presents the information-theoretic background and preliminaries needed in the sequel. Section III introduces the system model and the proposed cooperation strategy. The opportunistic relay selection and power allocation strategies are presented in Section IV along with their mathematical analysis in Section V. Numerical results are then presented in Section VI. Finally, concluding remarks are drawn in Section VII.

II. BACKGROUND AND PRELIMINARIES

A. Dirty-paper coding

DPC was first introduced in [17] and we briefly state its implication. Consider a channel with output \( y = x + q + z \), where \( x \), \( q \) and \( z \) denote the input, interference, and noise, respectively. The input \( x \in \mathbb{C}^m \) satisfies the power constraint 

\[
\frac{1}{m} \sum_{i=1}^{m} |x_i|^2 \leq P_0.
\]

We assume that \( q \) and \( z \) are zero-mean Gaussian vectors with covariance matrices \( Q_m \) and \( N_0I_m \), respectively, where \( I_m \) denotes the \( m \times m \) identity matrix. If the interference \( q \) is unknown to both transmitter and receiver, the channel capacity is given by

\[
\log(1+P_0/(Q+N_0)) \quad \text{(bits/channel use)}.
\]

However, if \( q \) is known to the transmitter but not the receiver, the channel capacity is shown to be the same as that of a standard “interference free” Gaussian channel with signal-to-noise ratio \( P_0/N_0 \) using DPC. In other words, if the interference is known a priori at the transmitter, DPC renders the link between the transmitter and its intended receiver interference-free.

B. Channel outage

We present the basic definition of an outage event and the corresponding outage probability calculation. Consider a channel with output \( y = \sqrt{x}x + z \), where \( \sqrt{x} \) and \( x \) denote the fading coefficient and the input, respectively. Moreover, the noise \( z \) is modelled as zero-mean circularly symmetric complex Gaussian random variable with variance \( N_0 \). For a target transmission rate \( R_0 \), an outage occurs if the mutual information between the input and output is not sufficient to support that rate. The probability of such event, for a channel with average power constraint \( P_0 \), is

\[
\mathbb{P} \left[ h < \frac{2R_0 - 1}{P_0/N_0} \right].
\]

III. SYSTEM MODEL

We consider the cognitive radio system shown in Fig. 1. The system comprises a PU \( p \) that transmits its packets to a primary destination \( D_p \). A cognitive network consisting of an arbitrary number of SUs coexists with the primary network. The number of SUs is denoted by \( N \) and we refer to the set of SUs by \( S = \{s_i\}_{i=1}^{N} \). Each SU has its own data that requires to be delivered to a common secondary destination \( D_s \). All nodes are equipped with infinite capacity buffers. Time is slotted, and the transmission of a packet takes exactly one time slot. The duration of a time slot is normalized to unity and hence, the terms power and energy are used interchangeably in the sequel. We take into account the bursty nature of the source through modelling the arrivals at the PU as a Bernoulli process with rate \( \lambda_p \) (packets/slot).

In other words, at any given time slot, a packet arrives at the PU with probability \( \lambda_p < 1 \). The arrival process at the PU is independent and identically distributed (i.i.d.) across time slots. On the other hand, the SUs are assumed backlogged, i.e., SUs always have packets awaiting transmission. We assume that the SUs perfectly sense the PU’s activity, i.e., there is no chance of collision between the PU and any of the secondary users. A node that successfully receives a packet broadcasts
an acknowledgment (ACK) declaring the successful reception of that packet. ACKs sent by the destinations are assumed instantaneous and heard by all nodes error-free.

The channel between every transmitter-receiver pair exhibits frequency-flat Rayleigh block fading, i.e., the channel coefficient remains constant for one time slot and changes independently from one slot to another. The scalars \( h_r[n] \) and \( h_s[n] \) denote the absolute squared fading coefficient of the channels that connect the \( i \)-th SU to \( D_p \) and \( D_s \), respectively, at the \( n \)-th time slot. Similarly, the absolute squared fading coefficient of the channels that connect the PU to \( D_p \) and \( s_i \), at the \( n \)-th time slot, are denoted by \( h_p[n] \) and \( h_{ps}[n] \), respectively. According to the Rayleigh fading assumption, \( h_r[n] \), \( h_s[n] \), and \( h_{ps}[n] \) are exponential random variables with means \( \sigma^2 \), for all \( i = 1, \ldots, N \). We denote an exponential random variable with mean \( \sigma^2 \) by \( \exp(\sigma^2) \). All links are considered statistically equivalent except for the link \( p \to D_p \). We assume that \( \sigma^2_p < \sigma^2 \) to demonstrate the benefits of cooperation [18]. For the ease of exposition, we set \( \sigma^2 = 1 \) throughout the paper. All communications are subject to additive white Gaussian noise of variance \( N_0 \).

Next, we present the queuing model of the system followed by the description of the employed cooperation strategy.

### A. Queuing Model

The queues involved in the system analysis, shown in Fig. 1 are described as follows:

- \( Q_p \): a queue that stores the packets of the PU corresponding to the external Bernoulli arrival process with rate \( \lambda_p \).
- \( Q_s[i] \): a queue that stores the packets at the \( i \)-th SU, where \( i \in \{1, \ldots, N\} \).
- \( Q_D \): a queue that stores PU packets to be relayed to \( D_p \).

Having independent relay queues for all SUs makes exact performance analysis intractable with the increasing number of users. To address this complexity, Krikidis et al. introduced the idea of a common ‘fictitious’ relay queue \( Q_r \) in [7], which is maintained by a so-called cluster supervision block (CSB) that controls and synchronizes all the activities of the cognitive cluster. Along the lines of [7], we assume the existence of a common relay such that SUs can perfectly exchange information with the CSB with a negligible overhead. The channels \( S \to D_p, D_s \) are assumed known instantaneously at the CSB [19].

The instantaneous evolution of queue lengths is captured as

\[
Q_i[n+1] = (Q_i[n] - L_i[n])^+ + A_i[n], \; i \in \{p, r\} \cup S
\]

where \((x)^+ = \max(x, 0)\) and \(Q_i[n]\) denotes the number of packets in the \( i \)-th queue at the beginning of the \( n \)-th time slot. The binary random variables taking values either 0 or 1, \( L_i[n] \) and \( A_i[n] \), denote the departures and arrivals corresponding to the \( i \)-th queue in the \( n \)-th time slot, respectively.

### B. Cooperation Strategy

The employed cooperative scheme is described as follows.  
1) The PU transmits a packet whenever \( Q_p \) is non-empty.
2) If the packet is successfully decoded by \( D_p \), it broadcasts an ACK and the packet is dropped from \( Q_p \).
3) If the packet is not successfully received by \( D_p \) yet successfully decoded by at least one SU, an ACK is broadcasted and the packet is buffered in \( Q_r \) and dropped from \( Q_p \).
4) If \( D_p \) and \( S \) fail to decode the packet, it is kept at \( Q_p \) for retransmission in the next time slot.
5) When the PU is sensed idle, if \( Q_r \) is non-empty, two out of all SUs transmit simultaneously. One SU is selected to relay a packet from \( Q_r \) to \( D_p \) and is denoted by \( r^* \). Another SU is selected to transmit a packet of its own to \( D_s \) and is denoted by \( s^* \). Otherwise, if \( Q_r \) is empty, one SU is selected to transmit a packet to \( D_p \). The SUs’ selection policies are explained in Section IV-B.
6) If the packets transmitted by the SUs are successfully received by their respective destinations, ACKs are broadcasted and these packets exit the system. Otherwise, the packet that experiences unsuccessful transmission is kept at its queue for later retransmission.

### IV. Power Allocation and Node Selection

In this section, we introduce the adaptive power allocation and opportunistic relay selection strategies for an arbitrary number of SUs, \( N \geq 2 \). We propose a power allocation policy that minimizes energy consumption at each SU as compared to a fixed power allocation policy in [7]. In the sequel, node selection policy refers to the choice of the SU that relays a primary packet from \( Q_r \) to \( D_p \), and the SU that transmits a packet from its own queue to \( D_s \), i.e., the selection of \( r^* \) and \( s^* \). The availability of CSI for all the channels (and thereby incurred interference) at the CSB is exploited to perform power allocation and node selection online, i.e., every time slot.

#### A. Power Allocation

Whenever \( Q_p \) is non-empty, the PU transmits a packet with average power \( P_0 \). However, when the PU is idle and \( Q_r \) is non-empty, two SUs out of \( N \) transmit simultaneously by employing DPC [17]. One SU relays a primary packet to \( D_p \) while the other transmits a secondary packet to \( D_s \). Since all SUs can perfectly exchange information with the CSB, \( Q_r \) is accessible by both SUs selected for transmission. Therefore, the transmission of \( r^* \) is considered a priori known interference at \( s^* \). Accordingly, \( s^* \) adapts its signal to see an interference-free link to \( D_s \) using the result stated in Section II-A. On the other hand, \( s^* \) transmits a packet from its own queue which is not accessible by \( r^* \). Thus, the transmission of \( s^* \) causes an interference on the relay link, i.e., \( r^* \to D_p \). The achievable rate region on this \( Z \)-interference channel at the \( n \)-th time slot is given by

\[
R_{s^*}[n] = \max \left\{ \log \left( 1 + \frac{P_{s^*}[n]h_{s^*}[n]}{N_0} \right), \log \left( 1 + \frac{P_{s^*}[n]h_{s^*}[n]}{N_0 + P_{r^*}[n]h_{r^*}[n]} \right) \right\}
\]

\[1\]
\[
R_{r^*}[n] = \max \left\{ \log \left( 1 + \frac{P_{r^*}[n]h_{r^*}[n]}{N_0} \right), \log \left( 1 + \frac{P_{r^*}[n]h_{r^*}[n]}{N_0 + P_{r^*}[n]h_{r^*}[n]} \right) \right\}
\]

\[1\]

\[1\] Note that two SUs can be selected for transmission if \( Q_r \) is empty. However, this requires multi-packet reception capability at the secondary destination which is out of the scope of this paper.
where $P_{s}[n]$ and $P_{r}[n]$ denote the instantaneous transmit powers of $s^*$ and $r^*$, respectively. The instantaneous absolute squared fading coefficients of the secondary, relay, and interference links are denoted by $h_{s^*}[n]$, $h_{r^*}[n]$, and $h_{i}[n]$, respectively. We denote the links $s^* \rightarrow D_s$, $r^* \rightarrow D_p$, and $s^* \rightarrow D_b$ by the secondary, the relay, and the interference link, respectively. Hereafter, we omit the temporal index $n$ for simplicity. Nevertheless, it is implicitly understood that power allocation and node selection are done on a slot-by-slot basis. In this work, we focus on developing an adaptive power allocation scheme for the transmitting SUs that use a fixed transmission rate $R_0$. Specifically, our multi-criterion objective is to enhance primary and secondary throughput while minimizing the energy consumption at each SU. The rates given by (3) and (4) stimulate thinking about how power is allocated to both transmitting SUs.

Next, we investigate two different power allocation policies for the SUs, namely, equal power (EP) allocation and adaptive power (AP) allocation. It is worth noting that power allocation and node selection are performed for the SUs since we have no control on the PU. Thus, in the following lines, we focus on the slots in which the PU is idle.

1) Equal Power Allocation: This policy assigns equal transmission powers to the SUs as proposed in [7] and serves as a baseline scheme in this work. Whenever an SU transmits, it uses an average power $P_{\text{max}}$. Specifically, if an SU is transmitting alone, e.g., $Q_r$ is empty, it uses a power $P_{\text{max}}$. If two SUs transmit simultaneously, e.g., $Q_r$ is non-empty, $P_{s^*} = P_{r^*} = P_{\text{max}}$.

2) Adaptive Power Allocation: Unlike EP allocation, we exploit the CSI available at the CSB to propose an AP allocation scheme that minimizes the average power consumption at each SU. We use (3) and (4) along with (1) to derive conditions on $P_{s^*}$ and $P_{r^*}$ for successful transmission at a target transmission rate $R_0$. These conditions are

\begin{align*}
P_{s^*} & \geq \frac{(2R_0 - 1)N_0}{h_{s^*}}, \quad (5) \\
P_{r^*} & \geq \frac{(2R_0 - 1)[N_0 + P_{s^*}h_1]}{h_{r^*}}. \quad (6)
\end{align*}

A transmitter that violates the condition on its transmission power experiences a sure outage event. Furthermore, we impose a maximum power constraint at each SU, where $P_{s^*}, P_{r^*} \leq P_{\text{max}}$. It is worth noting that $P_{s^*}$ is computed first according to (5) followed by the computation of $P_{r^*}$ according to (6). In a given slot, if $P_{\text{max}}$ is less than the power required to guarantee a successful transmission for a given SU, i.e., $P_{\text{max}}$ is less than the right hand sides of either (5) or (6), the CSB sets the power of that SU to zero to avoid a guaranteed outage event. Clearly, this results in increasing the throughput of the PU due to reduction in the amount of interference caused by the transmission of $s^*$ on the relay link in the time slots where $s^*$ refrains from transmitting. Moreover, compared to EP allocation, energy wasted in slots where a sure outage event occurs is now saved.

B. Node Selection Policies

We consider a system that assigns full priority to the PU to transmit whenever it has packets. Therefore, the SUs continuously monitor the PU’s activity seeking an idle time slot. When the PU is sensed idle, the SUs are allowed to transmit their own and/or a packet from the common queue $Q_r$. Note that it is possible to transmit only one packet by the SUs in the following scenarios:

1) If $Q_r$ is empty, i.e., no primary packet to be relayed. Then, we select the SU with the best channel to $D_s$.

2) $Q_r$ is non-empty, but $r^*$ or $s^*$ is set silent by the CSB to avoid a guaranteed outage event on the $r^* \rightarrow D_p$ or $s^* \rightarrow D_s$ link. Note that CSI for transmission is assumed to be known at CSB and outage event (due to power limitation) can be predicted before transmission as discussed in Section [V-A2]. In this case, we choose the transmitting SU as the one with the best instantaneous link to the intended destination. For example, if $r^*$ is silent and $s^*$ is transmitting alone, the SU with the best link between $S \rightarrow D_s$ transmits.

The case for the simultaneous transmission of two SUs is the main topic for investigation in this paper. If the two transmissions occur simultaneously, the transmitting SUs are selected according to one of the following policies.

1) Best secondary link (BSL): In this policy, the utility function to be maximized is the SU throughput. Therefore, we choose the SU that transmits a packet of its own as the one with the best instantaneous link to $D_s$, i.e.,

\[ h_{s^*} = \max_{i \in \{1, \ldots, N\}} h_{s_i}. \quad (7) \]

Among the remaining $(N - 1)$ SUs, the one with the best instantaneous link to $D_p$ is chosen to be $r^*$.

2) Best primary link (BPL): In this policy, unlike BSL, the utility function to be maximized is PU throughput. Thus, we choose the SU that relays a primary packet from $Q_r$ as the one with the best instantaneous link to $D_p$, i.e.,

\[ h_{r^*} = \max_{i \in \{1, \ldots, N\}} h_{r_i}. \quad (8) \]

Among the remaining $(N - 1)$ SUs, the one with the best instantaneous link to $D_s$ is chosen to be $s^*$.

It is worth noting that all links $S \rightarrow D_p, D_s$ are statistically independent. Thus, at any given time slot, if a certain SU has the best instantaneous channel to a certain destination, e.g., $D_p$, we can not infer any information about its link quality to the other destination, e.g., $D_s$. Hence, $\forall i \in \{1, \ldots, N\}, s_i$ can have the best link to $D_p/D_s$ irrespective of the quality of its link to the other destination.

So far, we have introduced two policies for each of the power allocation and SU scheduling policies. Thus, we have four different cases arising from the possible combinations of these policies. Next, we proceed with the performance analysis of the system for each case.

V. THROUGHPUT AND DELAY ANALYSIS

In this section, we conduct a detailed analysis for the system performance in terms of throughput and delay. Towards this
objective, we derive the stability conditions on the queues with stochastic packet arrivals, namely, \( Q_p \) and \( Q_r \). The stability of a queue is loosely defined as having a bounded queue size, i.e., the number of packets in the queue does not grow to infinity \([18]\). Furthermore, we analyze the average queuing delay of the primary packets. We obtain a closed-form expression for this delay through deriving the moment generating function (MGF) of the joint lengths of \( Q_p \) and \( Q_r \). It is worth noting that the SUs’ queues are assumed backlogged and hence, no queuing delay analysis is performed for the secondary packets. In the next following lines, we provide a general result for the throughput of the primary and secondary links as well as the delay of primary packets. Then, we proceed to highlight the role of the proposed power allocation and node selection policies. We first introduce some notation. The probabilities of successful transmissions on the relay and secondary links are denoted by \( f_r^* \) and \( f_s^* \), respectively. A transmission on the link \( p \to D_p \) is successful with probability \( f_p^* \). In addition, the probability that at least one SU successfully decodes a transmitted primary packet is denoted by \( f_{ps}^* \).

**Theorem 1.** The maximum achievable PU throughput for the system shown in Fig. 2 under any combination of power allocation and node selection policies, is given by

\[
\lambda_p < \frac{f_r^*[f_p + (1 - f_p)f_{ps}]}{f_r^* + (1 - f_p)f_{ps}} \tag{9}
\]

while the throughput of the SU \( s_i \in \mathbb{S} \) is given by

\[
\mu_{si} = \frac{1}{N} \left[ 1 - \frac{\lambda_p}{f_p + (1 - f_p)f_{ps}} \right] f_{s_i}^*. \tag{10}
\]

**Proof:** We use Lloynes’ theorem \([20]\) to establish the stability conditions for \( Q_p \) and \( Q_r \). The theorem states that if the arrival and service processes of a queue are stationary, then the queue is stable if and only if the arrival rate is strictly less than the service rate. Therefore, for \( Q_p \) to be stable, the following condition must be satisfied

\[
\lambda_p < \mu_p \tag{11}
\]

where \( \mu_p \) denotes the service rate of \( Q_p \). A packet departs \( Q_p \) if it is successfully decoded by at least one node in \( \mathbb{S} \cup \{D_p\} \). Thus, \( \mu_p \) is given by

\[
\mu_p = f_p + (1 - f_p)f_{ps}. \tag{12}
\]

Similarly, \( Q_r \) is stable if

\[
\frac{\lambda_p}{\mu_p} (1 - f_p)f_{ps} < \left[ 1 - \frac{\lambda_p}{\mu_p} \right] f_r^*. \tag{13}
\]

A PU’s packet arrives at \( Q_r \) if \( Q_p \) is non-empty and an outage occurs on the direct link \( p \to D_p \) yet no outage occurs at least on one link between \( p \to \mathbb{S} \). From Little’s theorem \([21]\), we know that probability of \( Q_p \) being non-empty equals \( \lambda_p/\mu_p \). This explains the rate of packet arrivals at \( Q_r \) shown on the left hand side (LHS) of \(13\). The right hand side (RHS) represents the service rate of \( Q_r \). A packet departs \( Q_r \) if \( Q_p \) is empty and there is no outage on the link \( r^* \to D_p \). Rearranging the terms of \(13\), we obtain the maximum achievable PU throughput as given by \(9\) provided that \( \mu_p \) is given by \(12\). It is worth noting that \(9\) provides a tighter bound on \( \lambda_p \) than \(11\) due to the multiplication of \( \mu_p \) in \(9\) by a term less than one.

On the other hand, we compute the throughput of SUs by calculating the service rate of their queues since they are assumed backlogged. Due to the symmetric configuration considered, i.e., statistically equivalent links \( S \to D_s \), the throughput of all SUs is the same. For \( s_i \in \mathbb{S} \), a packet departs \( Q_s \), if \( Q_p \) is empty, \( s_i \) is selected to transmit a packet of its own and no outage occurs on the link \( s_i \to D_s \). Due to symmetry, at any time slot, all SUs have equal probabilities to be selected to transmit a packet from their own queues, i.e., \( P[s^* = s_i] = 1/N \forall i \in \{1, \ldots, N\} \). Therefore, the SUs’ throughput is given by \(10\) provided that \( \mu_p \) is given by \(12\).

Next, we develop a mathematical framework to analyze the average queuing delay for the PU’s packets.

**Theorem 2.** The average queuing delay encountered by the PU packets in the system shown in Fig. 7 under any combination of power allocation and node selection policies, is

\[
\tau = \frac{N_p + N_r}{\lambda_p} \tag{14}
\]

where \( N_p \) and \( N_r \), the average lengths of \( Q_p \) and \( Q_r \), respectively, are given by

\[
N_p = \frac{-\lambda^2_p + \lambda_p}{\mu_p - \lambda_p} \tag{15}
\]

\[
N_r = \frac{r\lambda^2_p + s\lambda_p}{\delta\lambda^2_p + \zeta\lambda_p + \eta} \tag{16}
\]

and

\[
r = f_{ps} (1 - f_p) \left[ \frac{f_r^* - f_p^*}{\mu_p} - f_r^* - f_{ps} (1 - f_p^*) \right] \tag{17}
\]

\[
s = f_{ps} (1 - f_p) \mu_p \tag{18}
\]

\[
\delta = f_r^* + f_{ps} (1 - f_p^*) \tag{19}
\]

\[
\zeta = \mu_p \left[ -2 f_r^* - f_{ps} (1 - f_p^*) \right] \tag{20}
\]

\[
\eta = \mu^2_p f_r^* \tag{21}
\]

while \( \mu_p \) is given by \(12\).

**Proof:** If a primary packet is directly delivered to \( D_p \), it experiences the queuing delay at \( Q_p \) only. This happens with a probability \( 1 - \epsilon = f_p/\mu_p \). However, if the packet is forwarded to \( D_p \) through the relay link, it experiences the total queuing delay at both \( Q_p \) and \( Q_r \). Thus, the average delay is

\[
\tau = (1 - \epsilon)\tau_p + \epsilon(\tau_p + \tau_r) = \tau_p + \epsilon\tau_r \tag{22}
\]

where \( \tau_p \) and \( \tau_r \) denote the average delays at \( Q_p \) and \( Q_r \), respectively. The arrival rates at \( Q_p \) and \( Q_r \) are given by \( \lambda_p \) and \( \epsilon\lambda_p \), respectively. Thus, applying Little’s law \([22]\) renders

\[
\tau_p = N_p/\lambda_p, \quad \tau_r = N_r/\epsilon\lambda_p. \tag{23}
\]

Substituting \(23\) in \(22\) renders \( \tau \) exactly matching \(14\).

Proceeding with computing \( N_p \), we make use of the fact that \( Q_p \) is a discrete-time \( M/M/1 \) queue with arrival rate \( \lambda_p \) and service rate \( \mu_p \). Thus, \( N_p \) is directly given by \(15\) through applying the Pollaczek-Khinchine formula \([22]\). However, the dependence of the arrival and service processes of \( Q_r \) on
the state of $Q_p$ necessitates using a MGF approach \[23\] to calculate $N_r$. The MGF of the joint lengths of $Q_p$ and $Q_r$ is defined as

$$G(x, y) = \lim_{n \to \infty} \mathbb{E}[x^{Q_p[n]} y^{Q_r[n]}]$$

(24)

where $\mathbb{E}$ denotes the statistical expectation operator. Following the framework in \[5, 24\], we get

$$G(x, y) = (\lambda_p x + 1 - \lambda_p) B(x, y) G(0, 0) + C(x, y) G(0, y) \frac{y D(x, y)}{y}$$

(25)

where

$$B(x, y) = x(y - 1) f_r^*$$

$$C(x, y) = x f_r^* - y f_p - y^2 f_{ps} (1 - f_p) + xy (\mu_p - f_r^*)$$

$$D(x, y) = x - (\lambda_p x + 1 - \lambda_p) [f_p + y f_{ps} (1 - f_p) + x (1 - \mu_p)].$$

(26)

First, we compute the derivative of \[23\] with respect to $y$ and then, take the limit of the result when $x$ and $y$ tend to 1. This verifies that $N_r$ is given by \[16\].

Theorems \[1\] and \[2\] provide closed-form expressions for the network performance metrics, throughput and delay. These expressions are mainly functions of the outage probabilities on various links in the network, namely, $f_p$, $f_{ps}$, $f_r^*$, and $f_s^*$. In the following lines, we quantify these outage probabilities for the different combinations of power allocation and node selection policies. It is worth noting that $f_p$ and $f_{ps}$ are related to the PU side. Therefore, they remain the same for all combinations of power allocation and relay selection policies which are performed at the SU side. Using \[1\], we have

$$f_p = \mathbb{P} \left[ h_p > \frac{Q_0 - 1}{P_0} \right] = e^{-\alpha / \sigma_p^2}$$

(27)

where $\alpha = \frac{Q_0 - 1}{P_0}$. This follows from the Rayleigh fading assumption that renders $h_p \sim \exp(\sigma_p^2)$. Similarly,

$$f_{ps} = \mathbb{P} \left[ \max_{i \in \{1, \ldots, N\}} h_{ps_i} > \alpha \right] = 1 - (1 - e^{-\alpha})^N.$$  

(28)

On the other hand, we shift our attention to the SU side to calculate $f_r^*$ and $f_s^*$. We analyze the four cases arising from the proposed power allocation and relay selection policies in the following order: (i) EP-BSL, (ii) EP-BPL, (iii) AP-BSL, and (iv) AP-BPL. Towards this objective, we first note that for each SU, its link qualities to $D_p$ and $D_s$ are statistically independent. Furthermore, these links are independent of the other $(N - 1)$ users' links. Thus, we are dealing with $2N$ i.i.d. random variables, $h_{r_i}$ and $h_{s_i}, i \in \{1, \ldots, N\}$. Each of these variables is exponentially distributed with mean 1 as a direct consequence of the Rayleigh fading model considered. We begin with an analysis of the distributions of the random variables involved in the derivations of $f_r^*$ and $f_s^*$, specifically, $h_{r_i}$, $h_1$, and $h_s^*$. Finding these distributions is fundamental to the mathematical derivations presented next. Obviously, the distributions are dependent on the node selection policy employed and hence, we present a separate analysis for BSL and BPL in Appendices \[A\] and \[B\] respectively.

For the ease of exposition, we define $a = \frac{2Q_0 - 1}{P_{max}/N_0}$, $b = (2Q_0 - 1)^{-1}$, and $\beta = 1 - e^{-a}$. The exponential integral function, $E_1[.]$, is defined as $E_1[x] = \int_0^\infty e^{-t}/t dt$.

**Lemma 3.** For EP-BSL, $f_r^*$ and $f_s^*$ are given by

$$f_r^* = 1 - \sum_{k=0}^{N-1} \binom{N-1}{k}(1-\gamma)^k(1+\gamma)$$

$$f_s^* = 1 - \beta^N.$$  

(29)

(30)

**Proof:** See Appendix \[C\].

**Lemma 4.** For EP-BPL, $f_r^*$ is given by

$$f_r^* = \frac{N}{N-1} \sum_{k=1}^{N-1} \binom{N-1}{k} [I_1 - I_2].$$

(31)

where

$$I_1 = \sum_{m=0}^{k-1} \binom{k-1}{m} \frac{(-1)^m}{(N-k+m+1)}$$

(32)

$$I_2 = \sum_{m=0}^{k-1} \sum_{\ell=0}^{N-\ell} \binom{k-1}{m} \binom{N-\ell}{\ell} \frac{(-1)^m \ell^\ell}{(N-k+m+\ell/b+1)}.$$  

(33)

On the other hand, $f_s^*$ is given by

$$f_s^* = (1 - \beta^{N-1}) + (1 - \gamma)(1 - \beta^N).$$

(34)

where

$$\gamma = \lambda_p (1 - f_p) f_{ps} / (\mu_p - \lambda_p f_r^*).$$

(35)

**Proof:** See Appendix \[D\].

**Lemma 5.** For AP-BSL, $f_r^*$ is given by

$$f_r^* = \beta^N (1 - \beta^N) + N \sum_{k=0}^{N-1} \binom{N-1}{k} (1-\gamma)^k e^{-a(k+1)} [I_3 - I_4].$$

(36)

where

$$I_3 = \frac{N-1}{k+1} \sum_{\ell=0}^{N-2} \binom{N-2}{\ell} \frac{(-1)^\ell e^{-a(\ell+1)}}{(\ell+1)}$$

(37)

$$I_4 = a e^{ab} (N-1) \sum_{\ell=0}^{N-2} \binom{N-2}{\ell} (-1)^\ell e^{a(1+b+\ell)/(k+1-\ell)}$$

$$\times E_1 \left[ \frac{a(1+b+\ell)(k+1)}{b} \right].$$

(38)

On the other hand, $f_s^*$ is given by \[30\].

**Proof:** See Appendix \[E\].

**Lemma 6.** For AP-BPL, $f_r^*$ is given by

$$f_r^* = \sum_{k=1}^{N-1} \sum_{\ell=0}^{N-2} \binom{N-1}{k} (N-\ell) (\ell) \left(1-\beta^N \right)$$

$$+ \beta^N (1 - \beta^N).$$

(39)
where
\[
I_5 = \frac{1}{(m+1)} \sum_{n=0}^{N-1} \binom{N-1}{n} (-1)^n e^{-a(n+1)/(n+1)}
\]  
and the terms \(t\) and \(c\) are
\[
t = b(N - k + \ell + 1) + n + 1
\]
\[
c = a \left[ \frac{m + 1}{b(N - k + \ell + 1)} - 1 \right].
\]

On the other hand, \(f_{\tau^*}\) is given by (34).

Proof: See Appendix F.

VI. NUMERICAL RESULTS

In this section, we validate the closed-form expressions derived in the paper via comparing theoretical and numerical simulation results. We investigate the system performance in terms of the primary and secondary throughput as well as the average primary packets’ delay. In addition, we quantify the average power consumption at the SUs. Furthermore, we conduct performance comparisons between the four strategies resulting from the proposed power allocation and SU selection policies. Accordingly, we draw insights about the benefit of employing the proposed power allocation schemes. We set \(P_0/N_0 = 10\) dB. Results are averaged over \(10^6\) time slots.

Theorems 1 and 2 provide closed-form expressions for primary and secondary throughput as well as average queueing delay for primary packets. Generic expressions have been provided that work for any combination of power allocation and node selection policies. These expressions are functions of the probabilities of successful transmissions on relay and secondary links, i.e., \(f_r\) and \(f_s\). This fact has been thoroughly addressed in the appendices, where the four different power allocation and node selection policies have been analyzed. We start by validating our theoretical findings through simulations. Towards this objective, the analytical expressions for \(f_{\tau^*}\), derived in Appendix E and F, are compared to their corresponding simulation results for both AP-BSL and AP-BPL in Fig. 2. We set a target rate \(R_0 = 1.5\) (bits/channel use) and we choose \(\sigma^2_p = 0.25\). Fig. 2(a) shows a perfect match of theoretical and simulation results for AP-BSL for any number of SUs, \(N\). However, for AP-BPL, Fig. 2(b) shows a slight deviation between both results. This difference is attributed to the relaxation of the constraint that \(h_1 < h_{\tau^*}\) in the derivation presented in Appendix F where we treat \(h_1\) and \(h_{\tau^*}\) as independent random variables. This constraint is an immediate consequence of the node selection policy presented in Section IV-B2. The relaxation has been done for the sake of mathematical tractability. Nevertheless, Fig. 2(b) shows that the constraint relaxation has a minor effect on the obtained closed-form expression for \(f_{\tau^*}\). This validates our theoretical findings. Fig. 2 show that \(f_{\tau^*}\) consistently increases as the number of SUs increases for both AP-based schemes. This behavior is also true for EP-based schemes and is attributed to multi-user diversity gains obtained through increasing \(N\).

We investigated the effect of varying \(N\) in Fig. 2. Without loss of generality, the rest of the results are presented for \(N = 2\), \(R_0 = 2\) (bits/channel use), and \(\sigma^2_p = 0.25\). We proceed with presenting the throughput of the PU and the SUs for all combinations of power allocation and node selection policies in Fig. 3. In Fig. 3(a) we plot the maximum achievable PU throughput, i.e., maximum achievable \(\lambda_p\) given by (9) in Theorem 1 versus \(P_{\text{max}}/N_0\). AP-BPL is shown to outperform all other schemes. Moreover, it is evident that AP-based schemes outperform EP-based schemes [7], irrespective of the node selection policy employed. In Fig. 3(b) we plot the SU throughput versus \(\lambda_p\) at \(P_{\text{max}}/N_0 = 7\) dB. For the same node selection policy, the throughput region of the AP-based schemes is shown to strictly contain that of the EP-based scheme. Furthermore, at every feasible \(\lambda_p\) for EP-BPL, higher SU throughput is attained by AP-BPL. Thus, power adaptation expands the stable throughput region. This shows the superiority of AP-based schemes in both PU and SU throughput over their EP-based counterparts.

In Fig. 4 we study the average delay encountered by the PU packets. We refrain from plotting the results corresponding to EP-BSL to get a clear view of the comparison. EP-BSL
yields much worse delay than the other three strategies. We plot the average primary packet delay versus $P_{\text{max}}/N_0$ in Fig. 4(a). As the available power resources increase, i.e., $P_{\text{max}}/N_0$ increases, delay decreases. We attain lower average delay through power adaptation. As expected, AP-BPL holds its position as the best scheme with respect to PU. Furthermore, we investigate the fundamental throughput-delay tradeoff in Fig. 4(b). We plot the average packet delay for the PU versus its throughput at $P_{\text{max}}/N_0 = 5$ dB. Intuitively, when a node needs to maintain a higher throughput, it loses in terms of the average delay encountered by its packets. Given that the system is stable, the node’s throughput equals its packet arrival rate. Thus, increased throughput means injecting more packets into the system resulting in a higher delay. Furthermore, Fig. 4(b) shows that strictly lower average PU delay is attained via AP-based schemes compared to EP allocation in [7]. It can also be noticed that AP-BPL is still in the leading position among all schemes in terms of both throughput and delay. Moreover, we validate the obtained closed-form expressions for average PU delay via simulations. Theoretical and simulation results for AP-BSL perfectly coincide. However, for AP-BPL, the slight deviation between theory and simulations is attributed to the relaxation of the constraint $h_1 < h_r$ discussed earlier.

Finally, we plot the average powers transmitted by the SUs in Fig. 5, i.e., average $P_{s*}$ and $P_{r*}$, normalized to $N_0$, versus $P_{\text{max}}/N_0$. Clearly, the AP-based schemes consume significantly less power than the EP assignment represented by the 45° line. For the average power transmitted on the link $s^* \rightarrow D_s$, the first intuition that comes to mind is that AP-BSL policy results in the minimum average power. However, this is only true at high $P_{\text{max}}/N_0$ values. It is noticed that the results corresponding to AP-BPL show slightly less power consumption than that of AP-BSL at low $P_{\text{max}}/N_0$ values. This behavior approximately holds till $P_{\text{max}}/N_0 = 10$ dB. This is attributed to the nature of the proposed AP policy which sets $s^*$ silent if its maximum power constraint is not sufficient to satisfy the condition of success [5]. Since in AP-BSL, $s^*$ always sees the best link to $D_s$, the number of slots in which it remains idle is less than that in AP-BPL. This yields a higher throughput at the expense of slightly higher average transmitted power. The same argument holds for comparing selection policies on the link $r^* \rightarrow D_p$.

A. Discussion on the Assumptions

The above system analysis is performed under the assumption of fully-backlogged SUs. The motivation behind this
assumption is two-fold. First, backlogged SUs represent the worst case scenario from the PU’s point of view. Since we consider cooperative communications, a portion of the PU’s data is delivered to its intended destination via the relay link, i.e., \( r^* \rightarrow D_p \). However, the transmission of secondary packets causes interference to the relay link as indicated earlier. This interference is persistent in case of backlogged packets. This renders the system mathematically intractable. Nevertheless, stochastic arrivals to the SUs’ queues can still be considered and queues interaction can be tackled using the dominant system approach originally introduced in Ref. [25]. However, this is out of the scope of the paper.

It is worth noting that in the derivations corresponding to BPL-based schemes, i.e., in Sections D and E of the Appendix, we consider \( h_1 \) and \( h_{s^*} \) independent random variables. However, they are coupled through the constraint \( h_1 < h_{s^*} \). This constraint is an immediate consequence of the BPL node selection policy. We relax this constraint to render the problem mathematically tractable. Nevertheless, we quantify the effect of relaxing this constraint on the obtained closed-form expressions for \( f_{r^*} \) through numerical simulation results presented in Section VII.

Finally, we assume that SUs perfectly sense the PU’s activity. This assumption has been made to avoid adding further complexity to the analysis which might distort the main message behind the paper. Nevertheless, imperfect sensing has been studied extensively in the literature. Reference [26] presents a comprehensive survey of spectrum sensing techniques in cognitive radio networks.

VII. CONCLUSION

We discuss a power allocation policy for cognitive radio networks with multiple relays and propose different relaying protocols depending on the network utility function. The effect of SU power adaptation on throughput and average delay is thoroughly investigated. We derive the closed-form expressions for the achieved throughput and average delay and validate the results through numerical simulations. Dynamically adapting the transmission powers at the SUs according to the channel conditions results in substantial improvement in primary and secondary throughput. The SUs under EP-based schemes always transmit at maximum power. This results in excessive interference on the relay link which is not the case for the AP-based schemes. Power adaptation is performed at the SUs to transmit with the minimum power required for the successful transmission. To further benefit the system, the SUs back-off if their maximum permissible power is not sufficient to yield a successful transmission and avoid guaranteed outage events. The back-off benefits the other transmitting SU by reducing the incurred interference and thereby, causes throughput increase. The AP-based schemes are shown to reduce the average queuing delay encountered by the PU packets compared to their EP-based counterparts. We perform mathematical analysis of the proposed schemes and show numerically that the AP-based schemes save energy; and achieve higher throughput and lower delay simultaneously.

APPENDIX A

DISTRIBUTIONS OF \( h_{s^*}, h_1, \) AND \( h_{r_i} \) FOR BSL

Referring to the policy described in Section IV-B1, we have\[ h_{s^*} = \max_{i \in \{1, ..., N\}} h_{s_i}, \] (44)

Therefore, the probability density function (PDF) of \( h_{s^*} \) is\[ P_{h_{s^*}}(h) = N e^{-h} (1 - e^{-h})^{N-1}, \quad h \geq 0. \] (45)

As indicated earlier, the fact that \( s^* \) has the best link to \( D_s \) gives absolutely no information about its link quality to \( D_p \) and hence,
\[ P_{h_1}(h) = e^{-h}, \quad h \geq 0. \] (46)

On the other hand,
\[ P_{h_{r_i}}(h) = (N-1) e^{-h} (1 - e^{-h})^{N-2}, \quad h \geq 0. \] (47)

We present a rigorous argument to prove that (47) is true. Consider the \( 2N \) random variables representing the link qualities of the \( N \) SUs to \( D_p \) and \( D_s \). The SU with the best link to \( D_s \) is selected to transmit a packet of its own. This leaves \( (N-1) \) possible candidates for relaying a primary packet to \( D_p \). Among the \( (N-1) \) random variables representing the link qualities of these candidates to \( D_p \), their maximum is selected. This maximum has one of the following two possibilities.

- It is the second maximum of \( \{h_{r_i}\}_{i=1}^{N} \). This occurs only when the same SU has the best link to both \( D_p \) and \( D_s \) simultaneously. A specific SU has the best link to both destinations simultaneously with probability \( 1/N^2 \). Taking into account \( N \) such possibilities, one for every SU, \( h_{r_i} \) is the second maximum of \( \{h_{r_i}\}_{i=1}^{N} \) with probability \( 1/N \).
- It is the maximum of \( \{h_{s_{i^*}}\}_{i=1}^{N} \). This occurs whenever \( s^* \) is not the SU having the best link to \( D_p \), which has a probability \( 1 - (1/N) \).

The average distribution corresponding to the two possibilities presented above with their respective probabilities is exactly the same as the distribution of a maximum of \( (N-1) \) i.i.d.
exponential random variables with means 1 each. This is an easy-to-show fact using order statistics arguments, omitted for brevity. The proof of (47) is then concluded.

APPENDIX B

DISTRIBUTIONS OF $h_{\ast\ast}, h_1$, AND $h_s$ FOR BPL

According to the policy described in Section IV-B2

$$h_{\ast\ast} = \max_{i \in \{1, \ldots, N\}} h_{r_i}. \quad (48)$$

Therefore, the PDF of $h_{\ast\ast}$ is

$$p_{h_{\ast\ast}}(h) = Ne^{-h}(1-e^{-h})^{N-1}, \quad h \geq 0. \quad (49)$$

On the other hand,

$$p_{h_{\ast\ast}}(h) = (N-1)e^{-h}(1-e^{-h})^{N-2}, \quad h \geq 0. \quad (50)$$

An argument similar to that used to derive the distribution of $h_{\ast\ast}$ in Appendix A is used to derive (50).

The SU with the best link to $D_p$ is selected to relay a primary packet. This eliminates the possibility that $s^\ast$ has the best link to $D_p$, i.e., $h_1$ can not be the maximum of $\{h_{r_i}\}_{i=1}^N$. In other words, $h_2$ can possibly be the $k$th order statistic of the $N$ random variables $\{h_{r_i}\}_{i=1}^N$ where $k = 1, \ldots, N - 1$. The $k$th order statistic is by convention the $k$th smallest random variable. It remains to note that after the selection of $r^\ast$, the remaining $(N-1)$ SUs possess equal probabilities of having the best link to $D_p$. Consequently, $h_1$ is equally likely to be any $k$th order statistic of $\{h_{r_i}\}_{i=1}^N$, $k = 1, \ldots, N - 1$. Then, the average distribution of these order statistics is given by

$$p_{h_1}(h) = \frac{1}{N-1}\sum_{k=1}^{N-1} \frac{1}{k!} e^{-h(k-1)}(1-e^{-h})^{k-1}, \quad h \geq 0. \quad (51)$$

APPENDIX C

DERIVATION OF $f_r^\ast$ AND $f_s^\ast$ FOR EP-BPL

Using (1) and (3) along with the description of power allocation and node selection policies provided in Sections IV-A1 and IV-B1, respectively, we have

$$f_r^\ast = P[h_{r^\ast} > a + \frac{h_1}{b}] \quad (52)$$

Then, total probability theory implies that

$$f_r^\ast = \int_0^\infty p_{h_{r^\ast}}(h) \frac{h}{b} dh \quad (53)$$

Thus, (53) is readily solved via substituting by the distributions of the random variables $h_{r^\ast}$ and $h_{r^\ast}$ provided in (46) and (47), respectively. We first note that

$$P[h_{r^\ast} > w] = 1 - (1 - e^{-w})^{N-1}, \quad w \geq 0 \quad (54)$$

and then use (54) with $w = a + \frac{h}{b}$ in (53) to get

$$f_r^\ast = \int_0^\infty \left[1 - \left(1 - e^{-\left(a + \frac{h}{b}\right)\frac{1}{N}}\right)^{N-1}\right]e^{-h} dh. \quad (55)$$

To solve this integration, we use the binomial theorem

$$\left[1 - e^{-\left(a + \frac{h}{b}\right)}\right]^{N-1} = \sum_{k=0}^{N-1} \binom{N-1}{k}(-1)^k e^{-k\left(a + \frac{h}{b}\right)}. \quad (56)$$

We substitute by (56) in (55). Then, the integral solution renders $f_r^\ast$ as in (59). At the SUs side, we depend on (1) and (3) to write

$$f_s^\ast = P[h_{s^\ast} > a] = 1 - \beta^N \quad (57)$$

which follows directly from (45). This verifies $f_s^\ast$ in (30).

APPENDIX D

DERIVATION OF $f_r^\ast$ AND $f_s^\ast$ FOR EP-BPL

We use the description of power allocation and node selection policies presented in Sections IV-A1 and IV-B2, respectively. Using (1) and (3), $f_r^\ast$ is given by (52) which is the same as (53) through total probability theory. The distributions of $h_{r^\ast}$ and $h_1$ given by (49) and (51), respectively, are used to solve the integral in (53) using similar steps to that presented in Appendix C. This renders $f_r^\ast$ as given in (51).

An SU transmits on the best link to $D_s$ only when $Q_r$ is empty. Therefore,

$$f_s^\ast = P[\tilde{O}_{s^\ast} | B] P[B] + P[\bar{O}_{s^\ast} | B] P[\bar{B}] \quad (58)$$

where $\bar{O}_{s^\ast}$ denotes the outage event on the secondary link, and $B$ denotes the event that $Q_r$ is non-empty. A bar over an event’s symbol denotes its complement. Little’s theorem (21) implies that

$$P[B] = \gamma \quad (59)$$

where $\gamma$ is given by (35). In (59), we use the arrival and service rates of $Q_r$ presented on both sides of (13), respectively. Next, we compute the probability of packet success on the secondary link when $Q_r$ is busy. From (1) and (3), we have

$$P[\tilde{O}_{s^\ast} | B] = P[h_{s^\ast} > a | B] = 1 - \beta^{N-1}. \quad (60)$$

This follows from the distribution of $h_{s^\ast}$ given by (50). On the other hand, if $Q_r$ is empty, $s^\ast$ transmits on the best link among $S \rightarrow D_s$, i.e., $h_{s^\ast} = \max_{i \in \{1, \ldots, N\}} h_{s_i}$. Thus, we have

$$P[\bar{O}_{s^\ast} | \bar{B}] = P[h_{s^\ast} > a | \bar{B}] = 1 - \beta^N. \quad (61)$$

We substitute by the results of (59), (60), and (61) in (58). This verifies that $f_s^\ast$ is given by (34).

APPENDIX E

DERIVATION OF $f_r^\ast$ AND $f_s^\ast$ FOR AP-BPL

Using total probability theory, we write

$$f_r^\ast = P[\tilde{O}_{r^\ast} | \tilde{O}_{s^\ast}] P[\tilde{O}_{s^\ast}] + P[\bar{O}_{r^\ast} | \bar{O}_{s^\ast}] P[\bar{O}_{s^\ast}] \quad (62)$$

where $\tilde{O}_{s^\ast}$ denotes the outage event on the relay link. In (62), we take into account the fact that $s^\ast$ remains silent if $F_{\text{max}}$ is not sufficient to satisfy $\tilde{f}_s$. Therefore, we compute the probability of a successful transmission on the relay link in both cases of $s^\ast$ activity, i.e., either active or silent. Thus, from (5), we have

$$P[\tilde{O}_{s^\ast}] = P[h_{s^\ast} < a] = \beta^N. \quad (63)$$

This can directly be verified using the distribution of $h_{s^\ast}$ presented in (45). In the event of a sure outage on the
secondary link, $s^*$ refrains from transmission. We then plug $P_{s^*} = 0$ into (6) and write

$$P[O_{s^*}|O_{s^*}] = P[h_{s^*} > a] = 1 - \beta^N.$$  

(64)

This result is explained as follows. When $s^*$ is silent, $r^*$ is selected to be the SU with the best link to $D_p$ to enhance the PU throughput. Thus, in this specific case, $h_{s^*}$ is the maximum of $N$ exponential random variables with means 1 each. This renders $P[h_{s^*} > a] = 1 - \beta^N$.

On the other hand, when $s^*$ is active, i.e., $h_{s^*} \geq a$, we choose $P_{s^*}$ to be the value that meets (5) with equality and plug it into (6). After some algebraic manipulation, we write

$$P[O_{s^*}|O_{s^*}] = P[h_{s^*} > b] = \frac{P[h_{s^*} > a]}{P[h_{s^*} \geq a]}.$$  

(65)

The first step towards solving (65) requires the computation of $P[h_{s^*} > a]$ for an arbitrary $a \geq 0$. Proceeding with that, we have

$$P[h_{s^*} > a] = \frac{P[h_{s^*} \geq a]}{P[h_{s^*} < a]}.$$  

(66)

The numerator of (66) can be computed as follows.

$$P[h_{s^*} \geq a] = \int_a^{\infty} P_{h_{s^*}}(x)dx$$  

(67)

The distributions of $h_1$ and $h_{s^*}$ are given by (46) and (45), respectively, and we use the fact that $h_1$ and $h_{s^*}$ are independent. This information, along with the binomial theorem, is used to solve the double integral in (67). Thus,

$$P[h_{s^*} \geq a] = N \sum_{k=0}^{N-1} \binom{N-1}{k} (-1)^k \frac{e^{-ak}}{k+1} \frac{e^{-az}}{z+1}.$$  

(68)

Furthermore, we know from (63) that

$$P[O_{s^*}] = P[h_{s^*} \geq a] = 1 - \beta^N.$$  

(69)

Then, we substitute by (68) and (69) in (66). Next, we use total probability theory to write (65) as

$$P[O_{s^*}|O_{s^*}] = \int_a^{\infty} P[h_{s^*} \geq a] P_{h_{s^*}}(w)dw$$  

(70)

where $P_{h_{s^*}}(.)$ is given by (47). We then substitute by the result of (66), with $z = b \left( \frac{a}{a-1} \right)$, in (70). The solution of the integral yields

$$P[O_{s^*}|O_{s^*}] = \frac{N}{1 - \beta^N} \sum_{k=0}^{N-1} \binom{N-1}{k} (-1)^k e^{-ak+1}[I_3 - I_4]$$  

(71)

where $I_3$ and $I_4$ are given by (37) and (38), respectively. The derivation of (38) depends on the fact that

$$\int_a^{\infty} e^{-tw} \frac{dw}{w+c} = e^{tc} E_1[t(a+c)]$$  

(72)

for any constants $t$ and $c$. Substituting by (37) and (38) in (71), and using (63), (64), (69), and (71) in (62), $f_r^*$ is shown to be given by (36).

For the SUs, $f_s^*$ is shown to be given by (57) following the same proof provided for the case of EP-BSL in Appendix C.

APPENDIX F

DERIVATION OF $f_{r^*}$ AND $f_{s^*}$ FOR AP-BPL

The derivation of $f_{r^*}$ for AP-BPL follows the same footsteps of the derivation presented in Appendix E. However, the difference in the node selection policies induces different distributions for the random variables of interest. We can write $f_{r^*}$ as in (62). First, we derive the first term in the RHS of (62) as follows.

$$P[O_{s^*}] = P[h_{s^*} < a] = \beta^{-1}.$$  

(73)

This follows from the distribution of $h_{s^*}$ presented in (50). When $s^*$ is silent, we plug $P_{s^*} = 0$ into (6) and write

$$P[O_{s^*}|O_{s^*}] = P[h_{s^*} > a] = 1 - \beta^N.$$  

(74)

where the distribution of $h_{s^*}$ is given by (49). Then, we shift our attention to the second term in the RHS of (62). When $s^*$ is active, i.e., $h_{s^*} \geq a$, we choose $P_{s^*}$ to be the value that meets (5) with equality and plug it into (6). Then, we compute the probability of success on the relay link given that $s^*$ is active as in (65). We solve (67) using the distributions of $h_{s^*}$ and $h_1$ in (50) and (51), respectively, along with the fact that they are independent to get

$$P[h_{s^*} \geq a] = \sum_{k=0}^{N-1} \binom{N-1}{k} \frac{e^{-ak}}{k+1} \frac{e^{-az}}{z+1} = \frac{N}{1 - \beta^N} \sum_{k=0}^{N-1} \binom{N-1}{k} (-1)^k e^{-ak+1}[I_3 - I_4]$$  

(75)

for $z \geq 0$. Next, we substitute by the result of (75), with $z = b \left( \frac{a}{a-1} \right)$, in (70) and solve the integral. After some algebraic manipulation, omitted for brevity, the second term in the right hand side of (62) is found to be equal to

$$\sum_{k=1}^{N-1} \sum_{m=0}^{N-2} \binom{N-1}{k-1} \binom{N-2}{m} (-1)^{k+m} e^{-an} N^2 \int_f (I_5 - I_6)$$  

(76)

where

$$I_5 = \frac{e^{-an}}{m + 1} \int_a^{\infty} e^{-w} \frac{dw}{w+c}$$  

(77)

and the terms $t$ and $c$ are given by (42) and (43), respectively. The solution of the integral in (77) proves that $I_5$ is given by (40). We use (72) to show that $I_6$ is given by (41). Then, (73), (74), and (76) shows that $f_{r^*}$ is given by (39).

On the other hand, $f_{s^*}$ is shown to be given by (34) following the same proof provided for the case of EP-BPL in Appendix D.
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