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Abstract: The scope of this paper is to summarize previous research pertaining to the use of digital elevation models (DEMs) and digital terrain models (DTMs) in the study of rockfalls and landslides. Research from 1983 to 2020 was surveyed in order to understand how the spatial resolution of DEMs and DTMs affects landslide detection, validation, and mapping. Another major question examined was the relationship between the DEM resolution and the extent of the rockfall or landslide event. It emerged from the study that, for landslides, the majority of researchers used DEMs with a spatial resolution of between 10 m and 30 m, while for rockfalls, they used DEMs with a spatial resolution of between 5 m and 20 m. We concluded that DEMs with a very high resolution (less than 5 m) are suitable for local-scale occurrences, while medium-resolution (from 20 m to 30 m) DEMs are suitable for regional-scale events. High resolution is associated with high accuracy and detailed structural characteristics, while medium accuracy better illustrates the topographic features. A low pixel size (more than 90 m) is not recommended for this type of research. Susceptibility maps, inventory maps, hazard risk zones, and vulnerability assessments are some of the main tools used in landslide/rockfall investigations, and topographic indexes, methods, models, and software optimize the reliability of the results. All of these parameters are closely related to DEMs and DTMs as the cell size affects the credibility of the final outcome.
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1. Introduction

In the last four decades, digital terrain models (DTMs) and digital elevation models (DEMs) have been introduced to research on landslides and rockfalls. DTM are defined as “digital representations of variables relating to a topographic surface, namely: digital elevation models (DEMs), digital models of gradient (G), aspect (A), horizontal (Kh) and vertical (Kv) land surface curvatures as well as other topographic attributes” [1], while a DEM is a generic term “covering digital topographic data in all its various forms as well as the method for interpreting implicitly of the elevations between observations” [2].

One of the first surveys was performed in 1983 and achieved a morphometric analysis of open rock basins in rockfalls in Canada by means of digital elevation data in combination with aerial data and stereoplotting [3]. In 1987, DTMs were developed from the contour lines of topographic maps for mapping snow, avalanche, and rockfall hazard zones in Norway [4]. Starting points and run-out distances were illustrated and calculated through these models. The importance of grid analysis was outlined, as it offers much more detailed terrain characteristics in lieu of x, y, and z values.

The introduction of spatial resolution started in the early 1990s. In 1993, a DEM with a spatial resolution of 24 m was constructed with the ultimate goal of analyzing potential landslides [5]. Five years later, the effect of a 10 m DEM for the evaluation of shallow landslides was analyzed [6]. DEMs of different resolutions have been used as inputs in rockfall software, with the accuracy of the export data being in line with the chosen resolution [7].
At the beginning of the 21st century, the necessity of high-resolution DEMs in geomorphological analysis for landslide transport was underlined [8]. The opportunity to use DEMs with multiple resolutions to study large-scale landslides in areas where an in situ observation would not be possible was outlined [9]. A few years later, it was reported that DEMs with a higher pixel size could detect the internal characteristics of landslides, which could not be measured through a field survey [10].

In the last decade, the calculation of terrain variation and sharper slope angles through high-resolution models was studied [11]. Additionally, high-resolution DEMs offer better capturing of morphology and accuracy in velocities than low-resolution DEMs [12]. DEMs with a higher accuracy export more detailed outcomes for the majority of landslide factors, but this is not the rule for every analysis [13].

Over the years, the resolution of DEMs and DTMs has increased, and many more researchers have tried to find an appropriate resolution for the scope of their study. This makes sense, as through these digital models, topographic indexes, methods, and software are applied, calculated, and illustrated. A literature analysis of DEMs/DTMs’ effect on rockfall and landslide indexes, parameters, factors, and software is the aim of this study.

2. Topographic Indexes

The topographic parameters derived from digital models play a crucial role in susceptibility mapping. Slope (angle, gradient, aspect) (SL) and curvature are extracted from DEMs and DTMs and offer important information regarding the stability of an area [6,9,10,12–41]. It was observed that slope angles in the field are larger than those produced by 0.5 m DEMs, and that in situ observation focuses on steep slope measurements, in contrast with DEMs [42]. It was also proven that DTMs derived from large-scale topographic maps led to more accurate outcomes, as the opposite (DTM from small-scale maps) led to a flattening of the topography of steeper slopes and a loss of crucial information [43]. On the other hand, sharper slope angles can be calculated by models of high resolution [11], as smaller grid sizes are more appropriate for providing detailed information on slope parameters [44]. DEMs’ accuracy affects lateral dispersion capture, as the lateral dispersion from a finer DEM increases with a slope inclination of 45° [45].

Digital models are also attached with a topographic position index (TPI) [17,18,20,29,30,46,47], topographic wetness index (TWI) [6,7,13,17,20,26,29,30,33–37,41,46–50], topographic roughness index (TRI) [13,17,18,20,21,23,29,30,33,36], compound topographic index (CTI) [21,32,40,51], sediment transport index (STI) [13,17,32,35,36,47], stream power index (SPI) [13,17,20,21,29,30,32–37,40,41,50,51], and normalized difference vegetation index (NDVI) [13,21,22,26,28,35,36,38,52–58]. An unmanned aerial vehicle (UAV) method for vegetation parameters was proposed, as it removes vegetation, offers high-resolution images, and is inexpensive [59]. DEMs with a high-resolution extract detailed information on the topography and, consequently, offer more reliable evaluation of the factors [18].

The frequency of the measurement of topographic indexes for landslide/rockfall studies is shown in the following pie chart, and is based on this literature review (Figure 1). According to the pie chart, the majority of the research focused on slope calculation at a rate of 30%. This was also confirmed by a previous study [17] in which it was underlined that the dominant factor for rockfall/landslide mapping was the slope angle, whose measurement was most affected by DEMs’ resolution. The factor of TWI was used at a rate of 17%, and NDVI and SPI at a rate of 14%. This is logical, as the wetness, vegetation, and stream power affect rockslide events. The indexes of TPI and TRI are in moderate use at rates of 7% and 8%, respectively, while STI and CTI are in low preference at rates of 6% and 4%, respectively.
Figure 1. Pie chart illustrating the most and least frequently calculated landslide indexes.

3. Methods

Landslide susceptibility maps, hazard risk zones, and vulnerability classification are some of the major goals in landslide/rockfall assessment. Two parameters are essential for reaching these goals. The first is the DEM with the appropriate resolution based on the offered data, while the second is related to the selected method. These two parameters are in conjunction with each other. For this study, a plethora of articles were selected from Scopus, Google Scholar, and Research Gate. The above selection was made according to their level of relationship with the area of interest, the chronology of the study, and the number of citations. The main subject is the spatial resolution of DEMs in each method. The gathered data were input into an Excel program and diagrams were extracted, showing the most and least used methods.

An analytical hierarchy process (AHP) [20,54,60–62], the probabilistic likelihood ratio (PLR) [20,60,61,63], a fuzzy method (FM) [31,36,56,60], and the hybrid likelihood approach (HL) [60,64] have been widely used for landslide susceptibility mapping, and the influence of DEMs has been described. Many researchers have applied more than one method in their research, aiming to compare the outcomes and decide on the most reliable method [20,60,63].

In addition, the neural network method contributes to landslide studies. Triangular irregular networks (TIN) [7,10,61,65,66] are interpolation techniques that lead to DEM production and, as a consequence, to rockfall investigation. On the other hand, artificial neural networks (ANN) [18,19,21,39,50,58,63,67] lead to direct landslide susceptibility map generation by exploiting topographic databases, and are indirectly connected with DEMs. One more neural network method is the feedforward back-propagation neural network (FBPNN) [18,33,39,58]. Furthermore, the area under the curve (AUC) model [21,30,33–37,39–41,46,50,58,68–70] and receiver operating characteristic (ROC) model [21,33,34,37,39–41,56,58,68] have been widely used in order to validate the analysis and mapping techniques. The first is a quantitative measure of prediction, and the second is a depiction of sensitivity.

Landslide/rockfall studies are also achieved with methods such as ground control points collection (GPS) [12,28,31,39,49,52,56,71–80], aerial photo interpretation (photogrammetry) (API) [7,9,10,14,16,28–32,37,40,44,47,49,50,56–59,61,66,67,71,72,76,79,81–95], and terrestrial photo interpretation (TPI) [71,90], in conjunction with field observations. These methods offer investigations either of local-scale events or at a regional level, where in situ observation is not always possible.

In addition to the traditional monitoring methods, satellite radar interferometry (InSAR) [12,48,74,77,79,87,96], satellite imagery (SI) [10,12,14,19,27,28,30,36,38,47,50,52,56–59,62,63,70,77,79,89,92–97], aerial laser scanning (ALS) [12,65,71,73,75], terrestrial laser
scanning (TLS) [59,64,65,67,71,73,98,99], and light detection and ranging (LiDAR) [10,18,21,23,24,26,59,60,64,65,72,73,78,83,100–104] techniques have been used for landslide detection, evaluation, and validation. These techniques contribute to the surveys by producing images that lead to detailed observation or to DEMs generation. The last process is crucial as DEMs at multiple spatial resolution can be created and then, if necessary, to resample in other resolutions.

Mathematical methods such as the kriging method (KM) [61,65,92,98,101,104] or lumped mass method (LM) [24,45,64,99,103,105–107] are based on an algorithm and linked with software for the detection of rockfall trajectories. Bivariate methods, such as the use of weights of evidence (WofE) [21,35,38,41,92], the frequency ratio (FR) [21,37,39,41,50,57,58,68,70,108], the certainty factor (CF) [18,47,70], and multivariate methods such as discriminant analysis (DA) [21] and logic regression (LR) [21,30,33,41,47,50,58,63,68,85,109], are commonly accepted for landslide susceptibility mapping.

Last but not least, through the matrix (MM) [29,86], random finite element (RFEM) [11,64], and sloping local base level (SLBL) methods [9,42,110], a structural analysis is feasible, while, with the Monte Carlo method (MCM) [24,46,111], an analytical rockfall simulation is possible. The appropriate DEM/DTM as input data, in any type of method, gives key information that ensures a reliable result.

Every model has its pros and cons. The ANN method offers better results than the LR and the FR [58]. Generally, neural network methods offer better results than the LR method, especially in high and very high zones [33]. The ANN model correctly estimates landslides’ potential areas but is not suitable for extracting detailed landslide susceptibility values [39]. By contrast, the LR method gave better results than the evidential belief function and support vector machine methods [30]. According to previous research [29], the matrix method offers the most accurate susceptibility map as the distribution of slope movements explained by this method. Maps’ credibility can be evaluated through AUC and ROC methods [41]. The selection of the appropriate models is also in conjunction with the morphology of the area of interest. The most reliable approach for mountainous areas is the weights of evidence (WOE) method, in contrast with the statistical index and index of entropy (IOE) methods [35]. It has proven that the FR method offered more credible landslide mapping than the WOE and LR and that the LR led to less accurate map production [41]. LiDAR DEM offers high accuracies in the HL and FM methods and moderate accuracy in the AHP, while ASTER GDEM and NED (National Elevation Dataset) DEMs range from low to moderate accuracy in these methods [60].

The frequency of the methods used for landslide/rockfall studies is shown in the following diagram and is based on this literature review (Figure 2). According to this diagram, most researchers preferred photogrammetric methods, API, SI, LiDAR, and GPS at a rate from 8% to 18%, which is logical as these offer detailed information on the topography as well as the opportunity to create new DEMs according to the demands of the respective research. The network methods (ANN, TIN, and FBPNN) have been sparingly used at a rate from 1.7% to 3.4%, with the ANN method producing a larger rate. The AUC and ROC models gave rates of 6.5% and 4%, respectively, and via them an evaluation of the credibility of the final maps was possible. The scanning methods, ALS, TLS, and InSAR, were moderately used at a rate of 3%. Additionally, the APH, KM, LM, WofE, FR, and LR methods were of moderate preference and many researchers used more than one in their study, aiming to compare the results and determine which was the most reliable. Of these methods, LR had the highest rate (4%). The rest of the models, PLR, FM, HL, TPI, CF, MM, RFEM, SLBL, and MCM, were used at a rate of less than 1.5%. This small percentage of preference may be due to model restrictions, which lead to implementation difficulties, or these models may be more appropriate for other types of study.
Figure 2. Diagram illustrating the most and least frequently used methods.

4. Software

Numerous types of software have been developed in order to produce 2D or 3D rockfall trajectory simulations through the use of DEMs/DTMs. Nowadays, the precision of trajectories’ calculation is at a very high level due to advanced numerical simulations [112]. ROCFALL software accomplishes 2D rockfall animation by calculating the kinetic energy, velocity, and bounce-height along a specified slope profile [14,104,113]. DEMs are useful tools for motion simulation, via Rockyfor3D [114,115] and GeoRock 2D and 3D [99,116,117] software, as they produce information on rockfall trajectories.

RAMMS 3D software computes runout trajectories and rockfall motion through the input DEMs and leads to more accurate results if the upload DEM is of high resolution [118]. In RAMMs software, the cell size does not affect the simulation outcomes in flattened areas but does in rough areas; for that reason, the use of finer resolution on this occasion is consistent [118]. Another type of software contingent on DEMs’ resolution is SINMAP, which focuses on the stability of a slope through grid-based data structures [7,102,119]. MATTEROCKING software uses DEMs to obtain the characteristics of discontinuities and detect rock slope instabilities [109,110,120,121].

STONE software offers a 3D simulation and evaluation of rockfall trajectories that is based on a lumped mass algorithm [45,64,66,82,89,99,105,106,122]. DEMs are required as input data and the advantage of this software is that the algorithm does not have spatial resolution limitations [107]. A similar program is the 3D HY-STONE simulation code, which offers a high-resolution 3D slope morphology illustration [64,82]. HY-STONE was applied and we observed that DEMs with lower accuracy led to a longer runout simulation [64]. The ROTOMAP 3D program is also based on a lumped mass algorithm, which requires a DEM to determine the block parameters [98,99,123].

COLPTOP3D is a 3D software in which DEMs are uploaded and the orientation of each single cell of the DEM is computed [16,42,110,124]. The histograms of slope angle, topographic analysis in 3D, residual and regional topography, and kinematic tests are some parameters that can be extracted from the DEM cell and integrated in the aforementioned program [16]. CONEFFECT software computes velocities and kinetic energies in conjunction with the runout areas and, with the aid of DEMs and DTMs, extracts rockfall activity details [101,102,109,110,125,126]. ILWIS software is suitable for general-scale rockfall events to calculate the velocities and distances of debris by developing a neighborhood analysis from counting close pixels through DTMs [43,49,127].

The frequency of the use of different software in landslide/rockfall investigation is shown in the following pie chart and is based on this literature review (Figure 3). According to this pie chart, most researchers preferred, at a rate of 25%, the 3D STONE software. This may be due to the lack of resolution restrictions, while HY-STONE software (which
is similar to 3D STONE) was preferred at a rate of 5%. The second most commonly used software was CONEFLALL, at a percentage of 17%, and the third was COLPTOP, at 11%, with both types of software offering detailed kinetic information on rockslides. MATTEROCKING was used by 8%, while ROCFALL, ILWIS, ROTOMAP, and SINMAP software were present in the studies but not as frequently as the above (8%). The less used software types were RAMMS, ROCKYFOR3D, and GEOROCK 2D and 3D, which analyze rockfall trajectories and were chosen at a rate of 3%. These three programs are newer than the others and have been gaining momentum in recent years. The low rate (3%) can be explained by this study containing data from a 30+-year period; hence, the older software types have already been used by a higher number of researchers.

Figure 3. Pie chart illustrating the most and least frequently used software.

5. Spatial Resolution
5.1. The Effect of Digital Elevation Model (DEM) Resolution on Landslides

Digital models have been widely used for landslide investigation. Multiple spatial resolutions have been used, over the years, by many researchers, aiming to obtain accurate results and illustrate reliable risk assessment zones and landslide susceptibility maps. The choice of DEM/DTM resolution depends on the landslide scale, which DEM/DTM is available, the cost, the time of acquisition, and the country where the survey was conducted, as every country has its own DEM/DTM, which is usually of a smaller pixel size than global DEMs. When a resolution is not appropriate, resampling [22, 60, 102] or degrading [102] in a new resolution is a solution that many researchers have benefited from. A literature review based on DEM/DTM resolution is given in the following pages, in chronological order:

Carrara et al. (1991) applied an interpretation method for landslide hazard evaluation [128]. A 25 m resolution DTM, derived from a 1:25,000 scale topographic map, aerial photographs, field surveys, and rainfall data collection, contributed to the cartography of a drainage basin in Central Italy and to the demonstration of landslide-triggering mechanisms.

Gao (1993) constructed a DEM with 24 m spatial resolution, with the ultimate goal of analyzing potential landslides in the mountains of Virginia, USA [5]. The distribution of landslides’ probability, combined with the slope orientation, elevation, slope gradient, and shape, was examined with the aid of the created DEM. He also utilized aerial photographs, taken in 1971, to acquire topographic information.

Borga et al. (1998) analyzed the effect of a 10 m DEM derived from a topographic map at a scale of 1:1000 and applied two hydrological models (TOPMODEL and WODITEM) for the evaluation of shallow landslides [6]. They took into account multiple parameters such as topography, slope instability, drainage system, runoff, etc. in order to estimate the stable and unstable areas in Cordon catchment in Italy. The results from the model computation and the in situ observations were captured and correlated.
Pack et al. (1998) used SINMAP software to categorize stable and unstable slope zones of Vancouver Island [7]. The groundwater conditions, the distance from the catchment area, and the water pressure affect the triggering of a landslide. Consequently, these water parameters were input in the aforementioned software to achieve a reliable inventory map. A DEM with a 10 m grid was also input in the program and they observed that the resolution of the input DEM was correlated with the results’ accuracy.

Guzzetti et al. (1999) achieved a landslide methodology cartography based on previous research in the areas of interest in Central Italy [88]. Grid cells, terrain units, unique condition units, slope units, and topographic units are some of the required mapping units in landslide hazard evaluation. They concluded that the mapping unit’s selection was influenced more by the chosen software than by the geological data. In this study, a DTM with 25 m resolution was input in the used software.

Agliardi et al. (2001) focused on the kinetic of slope gravitational deformation and landslide-triggering mechanisms in Italy [91]. Aerial photos were interpreted and a 10 m grid DEM derived from a 1:10,000 topographic map was used to investigate geomorphological settings, tectonic lineaments, gravitational morphostructures, and kinematic activity. The slope evolution was illustrated via a 2D numerical model.

Vanacker et al. (2003) presented the effects of deforestation on the instability of slopes and, by extension, on landslide events [49]. They calculated and evaluated multiple parameters (hydrological, flow accumulation, runoffs, slope movements, land uses, etc.) with the use of a 5 m-resolution DEM, aerial photographs, GPS points, ILWIS software, TOPOG mode, and a series of in situ observations. They divided the area of interest, in the Ecuadorian Andes, into landslide and no-landslide areas and compared the results of safety factors in both areas.

Jaboyedoff et al. (2004), in the second part of their research, investigated the base level of the slope in Randa’s rockfall, in Switzerland [9]. DEMs enabled the illustration of slope movements and the calculation of the volume of rock. With the use of DEMs, an abundance of information was gained in a minimum time, with limited expenses, and at a large scale. The assessment of landslide hazards was accomplished with DEM pixel processing. The typical Swiss DEM (Swisstopo) with a spatial resolution of 25 m and aerial photographs indicated potentially unstable slopes.

Gunther et al. (2004) observed slope stability and instability in Germany [76]. Geotechnical, hydrological, and meteorological data contributed to the susceptibility mapping of slopes by exploiting a DSM and a 5 m cell size DEM (ATKIS DGM5). Each pixel was calculated, analyzed, and integrated into raster and vector environments.

Pesci et al. (2004) observed the monitoring of landslides in Emilia-Romagna, Italy, via the construction of three DEMs [71]. One DEM was extracted by GPS points with 1 m resolution, the second by an airborne and terrestrial laser scanning technique with the same resolution, and the third by aerial photogrammetry with 0.3 m accuracy. More precisely, GPS techniques offer high accuracy with low cost. Digital photogrammetry expands the time, while the accuracy depends on the scale of the aerial photos, where the vegetation is taken into account. Terrestrial laser scanning is low cost and low accuracy, while aerial photogrammetry offers a high level of both. In the last technique, 3D RiScan software was used.

Lee et al. (2004) estimated the role of pixel size of DEMs in landslide susceptibility mapping. DEMs with 5 m, 10 m, 30 m, 100 m, and 200 m cell size, 40 aerial photographs, and numerous field surveys were performed for the computation of multiple landslide factors like the frequency ratio of slope aspect, curvature, soil (type, texture, drainage, material, effective thickness) forest (type, density), timber (diameter, age), lithology, lineament, and land use [108]. The results were satisfactory only from DEMs with a resolution of less than 30 m. In contrast, DEMs with resolutions of 100 m and 200 m gave unsatisfactory results in this type of research.

Nichol et al. (2005) identified landslides via SPOT and IKONOS satellite images [95]. The resolution of the aforementioned images was described as they wanted to achieve a detailed inventory map and the resolution affects the accuracy of the results. In order to
meet their goal, an orthorectification procedure was needed and was achieved through a 5 m pixel size DEM, derived from a contour map.

Yesilnacar et al. (2005) selected a logical regression and a feedforward back-propagation neural network approach to produce landslide susceptibility maps and compare and evaluate these maps according to their topographic indexes [33]. Morphometric and hydrological attributes of the terrain were extracted from a 25 m pixel size DEM derived from a 1:25,000 scale topographic map. They concluded that the neural network method offered better results than the logical regression method, especially in high and very high zones.

Lee et al. (2005) selected a probabilistic approach via a frequency ratio index in order to demonstrate landslide hazard zones in Malaysia [57]. Landsat Thematic Mapper and SPOT HRV satellite images, aerial photographs, and a 10 m DEM from a topographic map extracted useful data for landslide prediction.

Claessens et al. (2005) focused on how DEMs with dissimilar resolutions (10 m, 25 m, 50 m, and 100 m) affect the landslide hazard in shallow forms and the calculation of soil debris reallocation [129]. This reallocation was accomplished with the use of a LAPSUS-LS model, which is correlated with the runoff and the cultivated erosion. They proved that DEMs with a finer grid size better illustrate the topographical and hydrological conditions.

Lee et al. (2006) focused on the creation of a landslide susceptibility map in Korea [63]. Landslides were caused by heavy rainfall, and their study included data analysis and collection via satellite imagery, field survey, Matlab software, and a DEM derived from a topographic map with 10 m resolution. An artificial neural network was incorporated in their landslide analysis and provided valuable information.

Ardizzone et al. (2007) described the influence of rainfall on landslide triggering via 2 m and 10 m pixel size LiDAR DEMs [72]. They collected rainfall data, extracted morphological details, used multiple types of software, and analyzed the exported meteorological, geological, and topographical data. They found that areas with previous landslides were more easily identified from DEMs than the others, and the DEM with the higher resolution offers better mapping of the topography.

Gorsevski et al. (2008) chose a mathematical rough set approach to analyze the geographic characteristics in landslides [32]. Aerial photo interpretation, a 30 m resolution DEM, and multiple topographic indexes led to landslide susceptibility mapping. Additionally, road-related and non-road-related methodologies contributed to the mapping via a fuzzy approach.

Tarolli et al. (2009) pointed out that the morphological scale of an event should be taken into account in the landform recognition process by means of DTMs [100]. DTMs with 1 m, 3 m, 5 m, 10 m, 20 m, and 30 m resolution derived from LiDAR data were applied in the geomorphological parameters’ calculation. They found that a finer resolution than 10 m may give more precise landslide information as it better reflects the local conditions.

Jaboyedoff et al. (2009) concentrated their study of landslides on the Frank, in Alberta [42]. Through photogrammetric techniques, orthophotos and DEMs, with 0.5 m spatial resolution, were created with the aim of being uploaded to COLTOP-3D software and extracting each cell’s orientation for a further structural analysis. The aforementioned spatial accuracy minimizes the root mean square error and consequently offers more accurate results. Processing of these data leads to the identification of rock failure structures and the characterization of rockslide features. Conclusions extracted from this survey are that the slope angles in the field are larger than those produced from DEMs and that the in situ observation focuses on steep slope measurements in contrast with DEMs.

Kawabata et al. (2009) generated a landslide susceptibility map for unstable areas of Niigata Prefecture, Japan, via the use of two indexes [19]. The first was related to the artificial neural network and the second to two DEMs. These DEMs are ASTER DEM, which was extracted by satellite images with 15 m spatial resolution and 8.6 m root mean square error (RMSE) and a DEM that was produced by the Geographical Survey Institute of Japan with 55 m spatial resolution and 7.2 m RMSE. According to these researchers, this method has 90% accuracy regarding the prediction of possible
future rockfalls. The second DEM covers large-scale occurrences and, thus, results in high-accuracy data due to the fact that this pixel size do not take into account sudden data value changes.

Kasai et al. (2009) utilized a 1 m pixel size LiDAR DEM to analyze factors such as slope angle, eigenvalue ratio, landslide inventory, and data from in situ observations [23]. They recommended this DEM for small-scale events as it can produce fruitful information for possible future landslides that may cause fatalities and the destruction of land. At a large scale, DEMs with lower resolution are more appropriate.

Pradhan et al. (2010) calculated, via the use of a 10 m resolution DEM and satellite and aerial images, 11 landslide factors and then removed the factors that were less influential according to the extracted values [58]. In addition, the three methods, ANN, FR, and LR, were compared and they concluded that ANN offers the most reliable landslide susceptibility results.

Miner et al. (2010) produced DEMs from LiDAR datasets, with 1 m, 2 m, and 5 m pixel size, to achieve landslide recognition around Australia [10]. They determined that the most appropriate pixel size is 5–10 m for landslide feature detection; otherwise, these features could not be detected and identified. On the other hand, DEMs with a higher pixel size (1 m) can detect the internal characteristics of landslides that could not be measured through field observation.

Mancini et al. (2010) applied a logistic regression approach, in the Italian Apennines chain, to extract a landslide susceptibility map [85]. SPSS software and a DEM with a 40 m cell size created from aerial photographs were used. DEM resolution was taken into account as it affects the altitude accuracy, which is one of the main topographic factors and gives key information about morphometric causal factors.

Martha et al. (2010) semi-automatically detected landslides in the Himalayas via spectral, spatial, and morphometric information [28]. Satellite data and a DEM with 10 m resolution, generated from Cartosat-1 data, allowed for object classification and a hazard analysis. The landslides were classified into traditional, shallow traditional, rotational rockslides, and debris flow types.

Pradhan et al. (2010) used a neuro-fuzzy model to analyze landslide conditioning factors and generate susceptibility maps in Malaysia [56]. Aerial photographs, SPOT-5, IKONOS, RADARSAT satellite images, and a DEM with 10 m resolution derived from a topographic map at scale of 1:25,000 led to a landslide inventory map.

McLean (2011) focused her Master’s thesis on the investigation of landslide risk assessment in Chamonix, France and southwestern Norway [130]. She took advantage of GTOPO DEM and SRTM DEM, both with 30 m resolution, to calculate parameters such as the slope angle, slope failure, elevation, cohesion, averaging dimensions, etc. She found that the GTOPO DEM extracts less accurate results than SRTM DEM.

Keijesers et al. (2011) elaborated on the calibration and confirmation of landslide prediction with the LAPSUS-LS model [81]. DEMs with 9 m, 27 m, 54 m, and 81 m resolution were uploaded for the measurement of slope, rainfall, land-use, and hence, the stability or instability of a specific area of Taiwan. The percentage of the aforementioned prediction was reduced with the resolution mitigation as DEMs with lower accuracy flatten the topography’s roughness.

Gorum et al. (2011) mapped a landslide in Sichuan Province, China, which was triggered by an earthquake [79]. They focused on a series of mechanisms—hydrological, geological, and structural—to describe and prevent future landslides. The analysis was divided into pre-earthquake and post-earthquake periods and was accomplished via a 90 m DEM, derived from a topographic map, and ASTER, ALOS, SPOT-5, IKONOS, and CARTOSAT-1 satellite images of high resolution.

Jaboyedoff et al. (2012) wrote a chapter on rockfall and landslide susceptibility mapping [102]. They created a landslide database, then a stability map, and finally a susceptibility map for two areas in Switzerland. They used, for altitudes lower than 2000 m, a 1 m high-resolution DEM (HRDEM) and a 2 m DEM, both derived from aerial laser
scanning, and, for altitudes higher than 2000 m, a 25 m DEM that was created from a Swiss topographic map with a scale of 1:25,000. They took advantage of many types of software (e.g., Conefall, Ras), models (e.g., Flow-R, Sinmap), and tools (e.g., Histofit) in order to achieve this mapping.

Costanzo et al. (2012) developed two methods to achieve landslide susceptibility mapping in Granada, Spain [29]. The matrix method was applied and stable and unstable areas near Rio Beiro Basin were extracted by taking into account the type of landslide. Topographic and geological factors were obtained with a 10 m resolution DEM. According to them, the matrix method offers the most accurate susceptibility map and the distribution of slope movements is explained by this method.

Özdemir et al. (2013) measured landslide causative factors, such as topographic, geological, land use, and precipitation, with the aid of a 20 m resolution DEM generated from a topographic map with a scale of 1:25,000 [41]. Then, they collected the causative and dependent factors and implemented them in three different methods, FR, WOE, and LR, in order to create landslide susceptibility maps. The final maps were compared, and the most appropriate method, FR, was revealed.

Martha, et al. (2013) applied the weight of evidence method to demonstrate landslide hazard zones [38]. A DEM with 10 m resolution generated by Cartosat-1 data and satellite images of high resolution were used for topographic indexes’ calculation and, furthermore, for susceptibility estimation and validation.

Fenton et al. (2013) concentrated their study on landslide hazard assessment in Chamonix, France [11]. They evaluated the slope angle by using two DEMS: the first was GTOPO with 30 m resolution and the second was SRTM with 3 m resolution. Furthermore, they estimated the slope failure at a critical scale of 10 m. To this end, the Rslope2d program was used since it provides the probability of a slope failure. The resolution of DEMs plays a particular role as terrain variations and sharper slope angles can be calculated by models of high resolution.

Oh et al. (2013) generated a DEM from ASTER satellite imagery with 15 m × 15 m pixel size and approximately 25 m RMSE [52]. The scope was to extract landslide factors (slope, curvature, aspect, etc.) and calculate the landslide susceptibility index in the Boun area of, Korea. Forty black-and-white aerial photographs, taken in 1996–1999, were merged into a mosaic and used for landslide detection and mapping. The researchers concluded that the aforementioned ASTER DEM is appropriate for large-scale occurrences due to its spatial resolution.

Qin et al. (2013) tested two stochastic simulation methods, Monte Carlo and sequential Gaussian, for the observation of uncertainties in landslide mapping due to DEM errors [11]. For this scope, a DEM with 25 m pixel size was introduced and a fuzzy logic-based, logistic regression, and multivariate statistical approach were developed. They found that DEMs with high accuracy lead to more uncertainties, which can be decreased via spatial autocorrelation.

Chen et al. (2013) presented the effect of DEMs’ resolution on landslide information exportation and feature characterization [22]. For this scope, a DEM with 10 m spatial resolution and 2.31 m RMSE was used and was resampled to 20 m, 30 m, 60 m, and 90 m resolutions. These accuracies extracted multiple results, the most significant being that accuracies larger than 30 m are more appropriate in areas larger than 5000 m² and that, when the accuracy decreases, the topographic detection of features decreases as well.

Calvello et al. (2013) studied two landslide cases in southern Italy, aiming to illustrate distribution zones [25]. In the first case, with a scale of 1:25,000, a DEM with 25 m resolution was used and in the second case, with a scale of 1:100,000, a SRTM DEM with 95 m was used. They divided the areas of interest into zones, analyzed terrain units, took into account topographic characteristic (but not landslide features), using the DEMs, and created distribution zoning maps.

Chandra et al. (2013) studied landslides in the Himalayas via bivariate and multivariate methods [47]. The bivariate methods included a certainty factor and an index
of entropy model, while the multivariate methods included a logistic regression model. A 20 m resolution DEM was used for the calculation of landslide conditioning factors and, finally, a landslide inventory map was generated.

Fuchs et al. (2014) calculated slopes, cohesion, soil density, elevation, topographic position, wetness index, landslide distribution, and sensitivity analysis with the input of ASTER GDEM (30 m) and GeoElevation DEM (10 m spatial resolution) in order to estimate safety parameters in infinite slope cases [46]. The Monte Carlo simulation method was applied to compute uncertainties in landslides. The two DEMs extracted similar values, except in areas with remarkable relief. The advantage of ASTER GDEM is that it is free of charge, in contrast with GeoElevation DEM.

Dagdelenler et al. (2015) used the seed cell sampling strategy and ROC, AUC, and logistic regression methods for susceptibility evaluation [34]. The AUC and ROC of DEMs with 10 m, 12.5 m, and 25 m resolution were calculated and the extracted values compared. They found that a 50 m buffer was the most appropriate distance for seed cell production.

Ciampalini et al. (2015) developed a geodatabase with landslide data from Messina Province [48]. The ultimate goal was to create landslide susceptibility, inventory, hazard, and risk maps in order to prevent future fatalities and infrastructure damage. Auxiliary (analog and digital) and space-borne SAR data were extracted using the IGM DEM (20 m pixel size), orthophotos, and optical images.

Mandal et al. (2015) analyzed, in their book Semi-quantitative Approaches for Landslide Assessment and Prediction (specifically in chapter 2), landslides in Shivkhola Watershed, India [27]. A DEM with 25 m resolution, created from a topographic map at a scale of 1:50,000, was used for hypsometric analysis, lithological composition, slope angle, aspect, and curvature calculation. Soil and water characteristics, friction angle ($\phi$), and cohesion were also studied.

Huang et al. (2015) interpreted two pairs of ALOS/PALSAR satellite images via InSAR methods in order to create a 15 m grid size DEM and describe Donghekou landslide, in China, before and after the event [96]. In addition, a 90 = 0 m SRTM DEM was used as it disregards flattened areas, which is a restriction of this type of research. A 3D terrain simulation was accomplished and a hazard assessment extracted based on the before and after failure records.

Chang et al. (2016) studied multiple geological and structural factors (slope aspect, slope angle, elevation, curvature, etc.) that contribute to the extraction of landslide susceptibility mapping, aiming at preventing rockfalls near Sihjhong River, Taiwan [18]. They prepared two DEMs, the first a LiDAR DEM with 5 m spatial resolution and the second an ASTER DEM with 30 m spatial resolution, in order to evaluate the aforementioned factors. The results indicated that the DEM with the highest accuracy produced a detailed capture of the topography and, consequently, more reliable values of the factors. The artificial neural network was also taken into account for this mapping.

Pawluszek et al. (2016) developed three strategies to achieve successful landslide susceptibility mapping, via the use of a 5 m × 5 m cell size DEM, in Roznow Lake, Poland [20]. These strategies included landslide controlling factors (elevation, slope, morphological gradient, aspect, area of solar radiation, roughness, topographic position, wetness index, stream power index, shaded relief), lithological and environmental factors (distance from roads, distance from drainage, land use), and, finally, an analytical hierarchy process.

Mahalingam et al. (2016) processed LiDAR DEM with 10 m resolution for landslide susceptibility and hazard mapping, in Oregon, USA, and concluded that this DEM produces efficient and reliable results [21]. Their study consisted of four stages. The first stage was the preparation (landslide conditioning factors, training and test samples), the second was the analysis (frequency ratio, weights of evidence method, logistic regression, discriminant analysis, artificial neural network, support vector machine), the third was the production and finally, the validation (receiver operating characteristic, area under the curve, histogram analysis).
Ciampalini et al. (2016) used three DEMs in Italian landslide areas: IGM DEM with 20 m spatial resolution and ALS-LiDAR DEM with 1 m and 2 m resolution, to calculate elevation, compare velocities in the orientation of the sharpest slope, evaluate the role of DEMs accuracy, and estimate the landslide activation via the PSInSAR radar [12]. They also included SRTM DEM as it gives the precise position of the GPS points. They proved that high-resolution DEMs offer better capture of morphology and accuracy in velocities than those with low resolution; as a consequence, these are appropriate for landslide mapping and kinematic understanding.

Mahalingam et al. (2016) applied three processing methods, analytical hierarchical, fuzzy logic, and hybrid, to create landslide susceptibility maps in Oregon [60]. Three DEMs, ASTER, LiDAR, and NED, with multiple resolutions (10 m, 30 m, and 50 m), were taken into account in the above methods. The LiDAR DEM offered high accuracy in the hybrid and fuzzy methods and moderate accuracy in the analytical method. The other two DEMs ranged from low to moderate accuracy in all the methods.

Rasyid et al. (2016) achieved landslide susceptibility mapping, in Indonesia, through a frequency ratio and a logistic regression model [68]. The area of interest was trained and validated with the aid of Google Earth image interpretation and with a 30 m cell size ASTER DEM. They concluded that the aforementioned models are appropriate for the prediction of future landslides.

Wang et al. (2016) applied a statistical index and index of entropy models to generate susceptibility maps and evaluated the maps through the area under the curve (AUC) method [69]. A database was generated, and topographic factors were extracted via a 30 m ASTER DEM. The conditioning factors and the data exported from the models were correlated and validated. Both models reported similar outcomes.

Pradhan et al. (2017) applied DEMs with multiple resolutions to study the effect of accuracy on landslide susceptibility mapping [13]. These DEMs were LiDAR DEM (0.5 m, 1 m, 2 m, 3 m, 5 m, 10 m, 20 m, 30 m) and ASTER DEM (30 m spatial resolution). These were introduced for multicollinearity and sensitivity analysis, validation, and comparison. The results showed that DEMs with higher accuracy, for the majority of landslide factors, export more detailed outcomes, but this is not the case for every analysis.

Bianchini et al. (2017) produced a specific risk map using satellite data (SENTINEL-1 band images) and a 20 m pixel size DEM derived from TINITALY DEM [87]. Environmental factors, pre-existing maps, radar, and structure data were taken into account, aiming to develop a susceptibility map with hazard classes, an intensity map with intensity classes, and a vulnerability map with the corresponding classes.

Liu et al. (2018) applied three modeling approaches, statistical index (SI), index of entropy (IOE), and WOE, to achieve landslide hazard zoning in the Shangnan area in China [35]. A 30 m resolution DEM was exploited for topographic values’ calculation. The results showed that the most reliable approach for mountainous areas is the WOE method.

Zhu et al. (2018) selected four methods, two presence-only and two presence–absence, to create a landslide inventory map for Gansu Province, China [39]. Predisposing factors were studied with the aid of a 30 m resolution DEM derived from a topographic map scale of 1:50,000 and the stability and instability of the area of interest were extracted. Finally, they proved that the two presence–absence methods give better results than the other methods.

Juliev et al. (2019) presented a landslide risk management in Uzbekistan via three methods [70]. The first was the statistical index, the second was the frequency ratio (both are bivariate approaches), and the third was a certainty factor. Google Earth, GeoEye-1 satellite data, and a 30 m ASTER DEM contributed to the susceptibility mapping.

Dou et al. (2019) studied causative factors such as slope, CTL, SPI, and rainfall data, aiming to illustrate landslide-susceptible areas triggered by heavy rainfalls [40]. The calculation of these factors was accomplished with a 10 m pixel size DEM. The decision tree and
random forest methods contributed to the validation of the export hazard map via the use of the AUC and ROC indexes.

Kakavas et al. (2020) compared six freely available DSMs, aiming to select the most appropriate one for landslide studies [80]. One DSM with high-resolution (5 m) DSM from the Greek Cadastral, three DEMs with medium resolution (30 m), ASTER GDEM, SRTM DEM, ALOS AW3D30 DEM, and two DEMs with low resolution (90 m), TanDEM-X and SRTM DEM, were used and the 2D root mean square error (RMSE) was calculated. The results showed that the most reliable DEM for landslide research is the DSM from the Greek Cadastral, while the least reliable ones were TanDEM-X and SRTM DEM, with a 90 m resolution.

Table 1 includes the DEM and DTM used in the landslide investigation, with the relevant spatial analysis, presented in chronological order.

According to the statistical analysis (Figure 4), in landslide assessments the most-used resolution is 10 m, with a percentage of approximately 22%, and the second is 30 m, with a rate of 20%. This is because, at local scales, a finer resolution is more appropriate and a 10 m pixel size is reasonably widely used. However, at regional scales, a smaller resolution is more appropriate and a 30 m pixel size is logical. DEMs with a spatial resolution of over 40 m were present at a rate of less than 2%, except for the 90 m resolution, which presented at a rate of 5%. The higher frequency of the use of the 90 m pixel size may be due to the SRTM DEM, which has 30 m and 90 m resolutions and is a well-known DEM with global uses. Rates from 7.5% to 10% were observed at 1 m, 5 m, 20 m, and 25 m, and frequently these are derived from resampling as researchers are aiming to create the best accuracy based on their demand. The rest of the cell sizes were remotely extracted at a rate less than 5%.
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**Figure 4.** The frequency of spatial resolutions’ use in landslide investigations.
Table 1. Resolutions used in landslide investigation.

| Authors          | Reference No. | Date | Resolution (m) | DEM Generation                        | DEM Name          |
|------------------|---------------|------|----------------|---------------------------------------|-------------------|
| Carrara et al.   | [128]         | 1991 | 25             | 1:25,000 topographic map               | DTM               |
| Gao              | [5]           | 1993 | 24             | -                                     | DEM               |
| Borga et al.     | [6]           | 1998 | 10             | 1:10,000 contour map                  | DEM               |
| Pack et al.      | [7]           | 1998 | 10             | 1:45,000 photographs                 | DEM               |
| Guzzetti et al.  | [88]          | 1999 | 25             | 1:25,000 topographic map              | DTM               |
| Agliardi et al.  | [91]          | 2001 | 10             | 1:10,000 topographic map              | DEM               |
| Vanacker et al.  | [49]          | 2003 | 5              | 1:10,000 topographic map              | DEM               |
| Jaboyedoff et al.| [9]           | 2004 | 25             | 1:25,000 national map                 | SWISSTOPO DEM     |
| Gunther et al.   | [76]          | 2004 | 5              | -                                     | ATKIS DGM5        |
| Pesci et al.     | [71]          | 2004 | 0.3            | aerial photogrammetry                | Photogrammetric DEM|
|                  |               |      | 1              | laser scanning data                  | DEM               |
|                  |               |      | 1              | GPS data                             | DEM               |
| Lee et al.       | [108]         | 2004 | 5, 10, 30, 100, 200 | -                                     | DEM               |
| Nichol et al.    | [95]          | 2005 | 5              | 1:10,000 contour map                 | DEM               |
| Yesilnacar et al.| [33]          | 2005 | 25             | 1:25,000 topographic maps            | DEM               |
| Lee et al.       | [57]          | 2005 | 10             | 1:50,000 topographic map             | DEM               |
| Claessens et al. | [129]         | 2005 | 10, 25,50,100  | -                                     | DEM               |
| Lee et al.       | [63]          | 2006 | topographic map | -                                     | DEM               |
| Ardizzzone et al.| [72]          | 2007 | 2, 10          | ALSM                                  | LiDAR DEM         |
| Gorsevski et al. | [32]          | 2008 | 30             | -                                     | DEM               |
| Tarolli et al.   | [100]         | 2009 | 1, 3, 5, 10, 20, 30 | LiDAR data                           | LiDAR DTM         |
| Jaboyedoff et al.| [42]          | 2009 | 0.5            | air photo stereo pair at a scale of 1:12,000 | DEM               |
| Kawabata et al.  | [19]          | 2009 | 15             | ASTER satellite images               | ASTER DEM         |
|                  |               |      | 55             | Geographical Survey Institute (GSI) of Japan | DEM               |
| Kasai et al.     | [23]          | 2009 | 1              | -                                     | LiDAR-derived DEM |
| Authors                  | Reference No. | Date   | Resolution (m) | DEM Generation                  | DEM Name   |
|-------------------------|---------------|--------|----------------|---------------------------------|------------|
| Pradhan et al.          | [58]          | 2010   | 10             | -                               | DEM        |
| Miner et al.            | [10]          | 2010   | 1, 2, 5        | LiDAR datasets                  | LiDAR DEM  |
| Mancini et al.          | [85]          | 2010   | 40             | aerial images                   | DEM        |
| Martha et al.           | [28]          | 2010   | 10             | 2.5 m Cartosat-1 imagery        | DEM        |
| Pradhan et al.          | [56]          | 2010   | 10             | 1:25,000 topographic map        | DEM        |
| Mclean                  | [130]         | 2011   | -              | GTOPO DEM                       | DEM        |
| Keijesers et al.        | [81]          | 2011   | 9, 27, 54, 81  | -                               | DEM        |
| Gorum et al.            | [79]          | 2011   | 90             | 1:50,000 topographic map        | DEM        |
| Jaboyedoff et al.       | [102]         | 2012   | 1              | aerial laser scanning (ALS)     | HRDEM      |
|                         |               |        | 2              | aerial laser scanning (ALS)     | HRDEM      |
|                         |               |        | 25             | by a 1:25,000 national map      | SWISSTOPO DEM |
|                         |               |        | 15             | resolution from resampling      | LiDAR DEM  |
|                         |               |        | 10             | resolution from degrading       | HRDEM      |
| Costanzo et al.         | [29]          | 2012   | 10             | -                               | DEM        |
| Ozdemir et al.          | [41]          | 2013   | 20             | 1:25,000 topographic map        | DEM        |
| Martha et al.           | [38]          | 2013   | 10             | Cartosat-1 data                 | DEM        |
| Fenton et al.           | [11]          | 2013   | 3              | -                               | SRTM DEM   |
|                         |               |        | 30             | -                               | GTOPO DEM  |
| Oh et al.               | [52]          | 2013   | 15             | ASTER satellite images          | ASTER DEM  |
| Qin et al.              | [111]         | 2013   | 25             | 1:10,000 topographic map        | DEM        |
| Chen et al.             | [22]          | 2013   | 10, 20, 30, 60, 90 | 1:50,000 topographic map   | DEM        |
| Calvello et al.         | [25]          | 2013   | 25             | -                               | DEM        |
|                         |               |        | 95             | -                               | SRTM DEM   |
| Chandra et al.          | [47]          | 2013   | 20             | 1:25,000 topographic map        | DEM        |
| Authors                      | Reference No. | Date  | Resolution (m) | DEM Generation                      | DEM Name                        |
|------------------------------|---------------|-------|----------------|-----------------------------------|---------------------------------|
| Fuchs et al.                 | [46]          | 2014  | 10             | TerraSAR-X data stereo pairs      | GeoElevation10 DEM              |
|                              |               |       | 30             | -                                 | ASTER GDEM                      |
| Dagdelenler et al.           | [34]          | 2015  | 25             | 1:25,000 topographic map          | DEM                             |
|                              |               |       | 10, 12.5       | -                                 | DEM                             |
| Ciampalini et al.            | [48]          | 2015  | 20             | Italian Military Geographic Institute (IGM) | IGM DEM                         |
| Mandal et al.                | [27]          | 2015  | 25             | 1:50,000 topographic map          | DEM                             |
| Huang et al.                 | [96]          | 2015  | 15             | InSAR technique                  | DEM                             |
|                              |               |       | 90             | -                                 | SRTM DEM                        |
| Chang K.T. et al.            | [18]          | 2016  | 5              | LiDAR data                       | LiDAR DEM                       |
|                              |               |       | 30             | -                                 | ASTER DEM                       |
| Pawluszek et al.             | [20]          | 2016  | 5              | ISOK project                     | DEM                             |
| Mahalingam et al.            | [21]          | 2016  | 10             | LiDAR datasets                   | LiDAR DEM                       |
| Ciampalini et al.            | [12]          | 2016  | 1, 2           | ALS LiDAR data                   | ALS- LiDAR DEM                  |
|                              |               |       | 20             | Italian Military Geographic Institute (IGM) | IGM DEM                         |
| Mahalingam et al.            | [60]          | 2016  | 1, 3, 5,10, 30, 50 | some resolutions are from resampling | ASTER, LiDAR and NED DEM         |
| Rasyid et al.                | [68]          | 2016  | 30             | -                                 | ASTER DEM                       |
| Wang et al.                  | [69]          | 2016  | 30             | -                                 | ASTER DEM                       |
| Pradhan et al.               | [13]          | 2017  | 0.5, 1, 2, 3, 5, 10, 20, 30 | LiDAR datasets                  | LiDAR DEM                       |
|                              |               |       | 30             | ASTER satellite images           | ASTER DEM                       |
| Bianchini et al.             | [87]          | 2017  | 20             | TINITALY/01 DEM Project          | TINITALY DEM                    |
| Liu et al.                   | [25]          | 2018  | 30             | -                                 | DEM                             |
| Zhu et al.                   | [39]          | 2018  | 30             | 1:50,000 topographic map         | DEM                             |
| Juliev et al.                | [70]          | 2019  | 30             | -                                 | ASTER DEM                       |
| Dou et al.                   | [40]          | 2019  | 10             | -                                 | DEM                             |
| Authors       | Reference No. | Date  | Resolution (m) | DEM Generation | DEM Name                             |
|--------------|---------------|-------|----------------|----------------|--------------------------------------|
| Kakavas et al. | [80]          | 2020  | 5              | Greek Cadastral| DSM from the Greek Cadastral          |
|               |               |       | 30             | -              | ASTER GDEM                           |
|               |               |       | 30             | -              | ALOS AW3D30 DEM                      |
|               |               |       | 30             | -              | SRTM DEM                             |
|               |               |       | 90             | -              | SRTM DEM                             |
|               |               |       | 90             | -              | TanDEM-X                             |
5.2. The Effect of DEM Resolution on Rockfalls

DEMs/DTMs with small, medium, or large pixel sizes have also been used for rockfall detection and validation in regional or large-scale occurrences. The resampling of resolution is also applied in rockfall studies [15, 64, 84, 105, 107, 118]. A literature review according to the resolution of DEMs/DTMs in rockfalls is presented in the following paragraphs.

Acosta et al. (2002) created two rockfall maps, the first derived from morphometric assumptions and the second from aerial photo interpretation [89]. They achieved rockfall vulnerability mapping through a kinetic modeling approach in Aragona, Spain. STONE software offered a 3D simulation that was based on a lumped mass algorithm and edited as input data into a DEM with 25 m cell size.

Baillifard et al. (2003) analyzed five instability factors (fault, scree slope, rock cliff, steep slope, and road), aiming to produce a rockfall hazard map [44]. A DTM with 25 grid size was taken into account to extract the slope data. They concluded that a 25 m resolution does not provide detailed information on slope parameters and that a smaller grid size might be more appropriate.

Marquinez et al. (2003) assessed rockfall activity susceptibility in Northern Spain [131]. Rockfall conditioning factors, such as environmental and geological, and rockfall quantification factors, such as rockfall basin delimitation and rockfall activity indicators, were measured with the contribution of a 25 m resolution DEM created from a 1:25,000 topographic map. Finally, they mapped low- and high-activity zones in rock cliff units.

Agliardi et al. (2003) presented a 3D kinetic simulation approach through the STONE program with uploaded data from rockfalls in the Central Alps, Italy [105]. They input in the STONE software a 5 m DEM derived from a topographic map, 10 m and 20 m resolution DEMs that were resampled from the previous DEM, a 1 m DEM created from LiDAR techniques, and 5 m and 10 m resolution DEMs that were resampled from the LiDAR DEM. Multiresolution experiments provide basic information about accuracy at local or wider scales.

Guzzetti et al. (2003) surveyed rockfalls in Yosemite Valley, California, recording historical events over a period of 145 years, and computing rockfall hazards through the STONE program [106]. They achieved a 3D simulation approach by introducing, into STONE software, a 10 m DEM created from digitized contours on a 1:24,000-scale topographic map.

Crosta et al. (2003) applied a 3D modeling code from STONE software in regional and large-scale rockfalls in areas in Italy, aiming to achieve hazard assessment [107]. In the aforementioned program, DEMs are required as input data and the algorithm does not have spatial resolution limitations. Two DEMs were used, the first with 20 m resolution and the second with 5 m, which were resampled to 10 m and 20 m resolution. That resampling aimed to show how the resolution affected the hazard results; they concluded that the smaller cell size (5 m) gave an adequately detailed simulation of rockfall trajectories.

Guzzetti et al. (2004) accomplished rockfall risk assessment via the STONE program. They achieved the rockfall simulation by a lumped mass approach [66]. A DEM with 5 m pixel size, derived from a 1:10,000 scale topographic map, was input in the program. Finally, they concluded that in terrain that is very steep, DEMs created from topographic maps are not accurate, as the contour lines in these areas are not shown in topographic maps.

Crosta et al. (2004) evaluated rockfall trajectories via the use of STONE software, which accomplishes a 3D numerical modeling simulation [45]. Lateral dispersion, specifically macro- or microtopographic and dynamic factors and a kinematic module, were calculated and were illustrated with the use of four different DEMs with 1 m, 2 m, 3 m, and 4 m resolutions. They concluded that the DEMs’ accuracy affects the lateral dispersion capture as the lateral dispersion from finer DEM increases with a slope of 45°.

Jaboyedoff et al. (2004) detected and qualified discontinuities in Switzerland [121]. They measured discontinuity sets of parameters through Matterocking software and illustrated possible rockslide zones. The topography of the area of interest was studied in two parts. The first was before the rockslide event and the second was after. These parts
were compared with the aid of a 25 m resolution DEM that exported topographic details and, consequently, discontinuity points. Finally, they determined that a DEM with higher resolution would detect more discontinuities.

Derron et al. (2005) described the required procedure for rockfall risk mapping using a DEM with 5 m resolution, generated by 1:15,000 scale aerial photographs [110]. Features such as erosion, structure, hydrology, the direction of discontinuities, mass movement, and block propagation were extracted by the aforementioned DEM and Coltop3D, Matterrocking 2.0, and ConeFall software. The SLBL method was used for the measurement of the pressure exerted by the gravitational mass on the sloping local base plane.

Lan et al. (2006) simulated, in three dimensions, the kinetic process of a lumped mass, with the ultimate goal of mapping rockfall orbits [103]. A 1 m DEM derived from LiDAR data, aerial photographs, lumped mass, and Kriging methods extracted parameters such as surface morphology, topography, mass movements, velocities, etc. These procedures yielded a reliable rockfall risk assessment and a faithful 3D modeling approach.

Frattini et al. (2008) created a rockfall susceptibility map by using the 3D HY-STONE simulation code [82]. Aerial photographs were interpreted and a 10 m cell size DTM derived from contour lines was analyzed to develop an inventory map with stable, unstable, and unclassified areas. Geomorphological and empirical methods were integrated into the HY-STONE algorithm.

Loye et al. (2009) focused on the prediction of future rockfalls through the use of HRDEMs [15]. In situ observation and orthophotos analysis took place in the area of interest at Canton of Vaud, in Switzerland. The distribution of the slope angle that is derived from topographic and geological maps, in combination with GIS techniques and HRDEMs, has led to the desired goal. The cell size of the HRDEMs varied between 1 m to 25 m with a 5 m step, while the 25 m spatial resolution DEM constituted the typical Swiss DEM (Swisstopo). The researchers concluded that DEMs of higher resolution are more efficient for small-scale rockfalls, while for large-scale rockfalls, lower-resolution DEMs are more suitable.

Ravanel et al. (2010) gathered the characteristics of rockfalls at Mont Blanc Massif [84]. Some of the characteristics assessed were the site, date, location, elevation, slope, rocky type, aspect, deposit area, collapsed volume, maximum scar depth, permafrost occurrence, and ice seen in the scar. These were collected using aerial photographs at a scale of 1:20,000 and a 50 m DEM, which was resampled to 10 m resolution in the areas of occurrences to achieve higher accuracy.

Zieher et al. (2012) estimated three major rockfall parameters, disposal, orbit, and rubbing, for mass modeling and simulation [75]. They achieved their goal with the use of four DTMs (2.5 m, 5 m, 10 m, and 20 m) created from airborne laser scanning and found that a higher resolution is recommended for local-scale rockfalls, whereas lower is preferred for the regional scale due to the fact that the latter overestimates the slope angle values.

Palma et al. (2012) detected vulnerable areas in southern Italy and indicated rockfall hazard zones [99]. They achieved 2D and 3D rockfall simulation by taking advantage of the geomechanic characteristics of the area of interest. GeoRock 2D, Rotomap, and Stone 3D software were used for rockfall trajectory modeling. The 3D software exploited a DEM with 5 m resolution to accomplish the simulation.

Corona et al. (2013) achieved a 3D rockfall simulation by using RockyFor3D software [114]. In this program, a high-resolution DEM (2.5 m) derived from LiDAR data was input and potential rockfall areas were detected. The interaction of trees and rockfalls was discussed by studying an area in the Swiss Alps.

Frattini et al. (2013) took advantage of the HY-STONE code to achieve a 3D rockfall modeling calibration in Italian Alps [64]. They input, in this code, DEMs with different resolutions and observed the effect of the analysis on the results. More specifically, they used LiDAR DEM (1 m, 5 m, 10 m, and 20 m), TOPOGRID DEM (5 m, 10 m, and 20 m) and TIN-to-RASTER DEM (5 m, 10 m, and 20 m), which are derived from different algorithms.
and consequently need individual cell size parameter sets. DEMs with lower accuracy led to longer runout simulation as opposed to higher ones.

Nikolakopoulos et al. (2015) assessed the rockfall risk by estimating the engineering geological conditions [104]. They accomplished a 2D rockfall simulation with RocFall software and a stereographic projection illustration with DIPS software. Factors such as kinetic energy, slope, etc. were extracted by an airphoto mosaic with 25 m resolution and a 5 m DEM. Their goal was to come up with appropriate preventive measures for these occasions.

Bühler et al. (2016) presented a 3D simulation of rockfall movement via the application of the RAMMS and GIS software [118]. DEMs with 0.25 m, 0.5 m, 1 m, 2 m, 5 m, and 10 m cell size were uploaded in RAMMS for the extraction of rock action. They noticed that the cell size does not affect the simulation outcomes in flatter areas. Contrary to the above, the cell size affects the results in areas of roughness and, for that reason, the use of finer resolution is recommended on this occasion.

Žabota et al. (2019) examined the impact of DEMs’ resolution on the detection and validation of rockfalls’ creation, transportation, and deposition [101]. The software Conefall and five DEMs (1 m, 5 m, 12.5 m, 25 m, and 100 m) were taken into account in this procedure, while the area of interest, in Slovenia, was divided into two zones based on its lithology. The conclusions were that DEMs of 1 m and 5 m resolution are suitable for small-scale rockfall events, DEMs with 12.5 and 25 m are appropriate for large scales, and finally the DEM with 100 m is inappropriate for this type of study due to its very low accuracy.

Table 2 includes the DEM and DTM used for the rockfall investigation, with the relevant spatial analysis, in chronological order.

According to the statistical analysis (Figure 5), in rockfall assessments the most often used resolutions are 5 m and 10 m, at rates of 15% and 12%, respectively, and 20 m, with a rate of 8%. DEMs with 1 m and 25 m resolutions presented at rates of 7% and 6%, respectively, while the rest of the resolutions had a rate less than 2%. In rockfall investigations, we noticed the same trend as with landslides. In local-scale events, the use of a finer resolution was observed, which accounted for the 12% or higher rates at 5 m and 10 m. By contrast, at regional scales, a coarser resolution is preferred; this explains the frequent use of 20 m and 25 m resolutions.

Figure 5. The frequency of use of different spatial resolutions in rockfall investigations.
Table 2. Resolutions used for rockfall investigation.

| Authors                | Reference No. | Date  | Resolution (m) | DEM Generation                  | DEM Name                  |
|------------------------|---------------|-------|----------------|---------------------------------|---------------------------|
| Baillifard et al.      | [89]          | 1999  | 25             | 1:25,000 Swiss topographic maps | DTM                       |
| Acosta et al.          | [44]          | 2002  | 25             | -                               | DEM                       |
| Marquinez et al.       | [131]         | 2003  | 25             | 1:25,000 topographic map         | DEM                       |
| Agliardi et al.        | [105]         | 2003  | 5              | 1:5000 topographic map          | TOPO DEM                  |
|                        |               |       | 10, 20         | resolution from resampling      | DEM                       |
|                        |               |       | 1              | aerial laser scanning (ALS)     | LiDAR DEM                 |
|                        |               |       | 5, 10          | resolution from resampling      | DEM                       |
| Guzzetti et al.        | [106]         | 2003  | 10             | 1:24,000 topographic contour lines | USGS DEM                  |
| Crosta et al.          | [107]         | 2003  | 20             | 1:10,000 topographic map        | DEM                       |
|                        |               |       | 5              | 1:5000 topographic map          | DEM                       |
|                        |               |       | 10, 20         | resolution from resampling      | DEM                       |
| Guzzetti et al.        | [66]          | 2004  | 5              | 1:10,000 topographic map        | DEM                       |
| Crosta et al.          | [45]          | 2004  | 1, 2, 3, 5     | -                               | DEM                       |
| Jaboyedoff et al.      | [121]         | 2004  | 25             | -                               | DEM                       |
| Derron et al.          | [110]         | 2005  | 5              | 1:15,000 scale aerial photographs | DEM                       |
| Lan et al.             | [105]         | 2006  | 1              | LiDAR data                      | LiDAR DEM                 |
| Frattini et al.        | [82]          | 2008  | 5              | contour lines                   | DTM                       |
| Loye et al.            | [15]          | 2009  | 1, 5, 10, 15, 20, 25 | -                           | HRDEMs                    |
| Ravanel et al.         | [84]          | 2010  | 50             | -                               | DEM                       |
|                        |               |       | 10             | resolution from resampling      | DEM                       |
| Zieher et al.          | [75]          | 2012  | 2.5, 5, 10, 20 | by ALS                        | ALS DTM                   |
| Palma et al.           | [99]          | 2012  | 5              | -                               | DEM                       |
| Corona et al.          | [114]         | 2013  | 2.5            | LiDAR data                      | LiDAR DEM                 |
| Frattini et al.        | [64]          | 2013  | 1, 5, 10, 20   | -                               | LiDAR DEM                 |
|                        |               |       | 5, 10, 20      | -                               | TOPOGRID DEM              |
| Nikolakopoulos et al.  | [104]         | 2015  | 5              | -                               | DEM                       |
| Bühler et al.          | [118]         | 2016  | 0.25, 0.5, 1, 2, 5, 10 | -                           | DEM                       |
| Žabota et al.          | [101]         | 2019  | 1              | laser surface imaging          | LiDAR DEM                 |
|                        |               |       | 5, 12.5, 25, 100 | -                           | official DEMs of Slovenia |

6. Conclusions

In order to investigate landslide/rockfall phenomena, certain steps must be followed. Factors, models, software, and DEMs hold the key to successful vulnerability mapping and all of them are connected, either directly or indirectly. Over the years, the advancements of methods, software, and resolution mentioned above have given researchers the opportunity to choose the most suitable ones, based on the demands of the area and the goal. This study focused on the collection of scientific articles pertaining to DEMs’ resolution in landslide/rockfall surveys. This material was obtained mainly from the Google Scholar, Research Gate, and Scopus platforms, for composing a literature review of those most popular and most relevant to rockslide studies. Finally, a statistical analysis was accomplished via Excel software.

Causative, predictive, and topographic factors are points of reference regarding landslide studies as the stability of an area can be tested by these indexes. The effects of these factors vary and can affect the accuracy of the analysis [58]. According to this work, the most calculated topographic index, included in one-third of the investigations analyzed, is the slope, whose measurement is affected by DEMs’ resolution [17]. In addition, the veg-
etation index, NDVI, has been taken into account by many researchers as it affects the hazard risk zone. Furthermore, the topographic indexes TPI, TWI, TRI, CTI, STI, and SPI all play a significant role in landslide mapping [17], and their presence in a survey depends on the scope of each researcher. Given the above, the most commonly used index is TWI, which appeared at a rate of 17%.

Landslide susceptibility mapping can be achieved through the use of models and, thus, a large variety of different models have been developed. The most common method, based on a statistical analysis of the read papers, is API. The interferometry of aerial photos (API) is the key to present and future studies. Eighteen percent of the works included chose this method as the extraction of the previous condition of a vulnerable area can be obtained easily. The second most common is the satellite imagery (SI) method, with a rate of 12%. Landslide inventory maps can be created with the use of satellite images [95]. The DEM input affects the results of any method, and this restriction has been taken into consideration by researchers.

Nowadays, rockslide software is a useful tool due to the availability of multiple parameters of input data, as DEMs’ or DTMs’ resolution can be resampled, either in coarser or in finer resolution, to satisfy all the landslides’ or rockfalls’ requirements. A resampling can achieve a higher resolution and, consequently, a smaller cell size can better illustrate a detailed simulation of rockfall trajectories [107]. The most used software, with a rate of one-quarter of the surveys analyzed, is STONE, which simulates rockfall trajectories and has the advantage that its algorithm does not have spatial resolution limitations [107]. CONEFAIL software was used by 16% as it is a more suitable software for regional-scale rockfall propagation. Additionally, it is compatible with the GIS environment and produces credible results in a short time [126].

The necessity of DEMs in landslide/rockfall investigations, for prediction at either small or large scales, was underlined by many researchers [67,78,132]. Having accomplished this literature review, the necessity of DEMs in this type of research is undeniable, but some limitations should be taken into account. For example, in terrains that are very steep, the DEMs that can be created from topographic maps are not accurate, as contour lines in these areas are not shown on topographic maps [66]. Hence, DEMs with low accuracy flatten the topography’s roughness and, consequently, decrease the reliability of the prediction area [81]. In addition, DEMs with higher accuracy export more detailed outcomes for the majority of landslide factors, but this is not the case for every analysis [13].

Having studied more than 200 papers that analyze landslides and rockfalls (in terrestrial environments) with the use of DEMs/DTMs, the conclusion is that the spatial resolution affects the reliability of the results and depends on the scale. There is no “bad” or “good” resolution but just “appropriate” or “not appropriate” according to the landslide/rockfall goal that each researcher wants to achieve and to the pre-existing offered data. If the survey is of local-scale events, DEMs with a resolution of 5 m or 10 m are preferred at a rate of over 20%, while for regional-scale DEMs resolutions of 20 m or 30 m are preferred at a rate of less than 20%. This conclusion was also confirmed by a previous study that concluded that the most used DEMs according to their literature review had a spatial resolution of less than 25 m and that DEMs with 30 m resolution are appropriate for large-scale events and DEMs with 5 m are for coarse scale as they better capture the morphometric details [53]. Finally, DEMs with resolutions larger than 100 m are neither appropriate for rockfall nor for landslide detection; this explains the low rate of less than 2%.

The most acceptable grid size is around 10 m spatial resolution as it offers a detailed cartography of landslides/rockfalls. DEMs with very high resolution are quite expensive and thus it is difficult to cover large areas. DEMs with grid sizes such as 0.5 m, 1 m, 2 m, and 5 m are only suitable for large-scale mapping of very small areas. For larger areas, DEMs with coarse resolutions (e.g., 90 m or 100 m) are more often used; however, they do not provide an accurate representation of the relief. A DEM with 10 m spatial resolution is appropriate for any landslide/rockfall scale. Moreover, the grid size of DEMs does not
affect the time of simulation on rockfall software, so the resolution does not constitute a restriction for the choice of the input DEM.

7. Future Work

Rockslides are not only terrestrial but also extraterrestrial geomorphological phenomena. Various space agencies (NASA, ESA, ISRO, etc.) and private firms (SpaceX, Virgin Galactic, Blue Origin, etc.) have set the stage for a new space era that will involve the mining of other planetary bodies (among other goals) like Mars and the Moon. To this end, the prone-to-landslide areas upon the Martian and lunar surfaces must be clearly determined, since it would be quite risky for a prospective space mission to set up on such harsh and unstable areas. A HRSC DEM (with a grid cell of 50–150 m) and a MOLA DEM (with a grid cell of 463 m) have been used, aiming to extract morphometric parameters regarding Martian landslides, and a database of 3118 Martian landslides has been created [133]. It is concluded that slope angles are underestimated when a low-resolution DEM is applied. The physical and mechanical characteristics of the Martian and lunar soil (regolith) [134,135], are parameters closely connected with landslide mechanisms that affect their initiation. Hence, the more information that is gathered, the more data will be available for future extraterrestrial landslide investigations. As scientists focus on other planetary bodies through the years, an increasing number of DEMs will be developed for the susceptibility mapping of such hazardous (in terms of landslides) extraterrestrial surfaces, and that will be the beginning of a new era for interplanetary remote sensing.

Author Contributions: Conceptualization, M.P.K. and K.G.N.; methodology, M.P.K.; formal analysis, M.P.K.; resources, M.P.K. and K.G.N.; writing—original draft preparation, M.P.K.; writing—review and editing, K.G.N.; visualization, M.P.K.; supervision, K.G.N.; project administration, K.G.N.; funding acquisition, K.G.N. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by a grant (no. 80634) from the Research Committee of the University of Patras via the “C. Caratheodori” program.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We would like to thank the Research Committee of the University of Patras for funding via the “C. Caratheodori” program.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

| Acronyms | Meaning |
|----------|---------|
| MODELS   |         |
| DEM      | Digital Elevation Model |
| DTM      | Digital Terrain Model   |
| DSM      | Digital Surface Model   |
| INDEXES  |         |
| TPI      | Topographic Position Index |
| TWI      | Topographic Wetness Index |
| TRI      | Topographic Roughness Index |
| CTI      | Compound Topographic Index |
| STI      | Sediment Transport Index |
| SPI      | Stream Power Index |
| NDVI     | Normalized Difference Vegetation Index |
| SL       | Slope   |
METHODS

AHP Analytical Hierarchy Process
PLR Probabilistic Likelihood Ratio
FM Fuzzy Method
HL Hybrid Likelihood
TIN Triangular Irregular Networks
ANN Artificial Neural Networks
FBPNN Feedforward Back-Propagation Neural Network
AUC Area under the Curve
ROC Receiver Operating Characteristic
GPS Ground Position System
API Aerial Photo Interpretation
TPI Terrestrial Photo Interpretation
InSAR Satellite Radar Interferometry
SI Satellite Imagery
ALS Aerial Laser Scanning
TLS Terrestrial Laser Scanning
LiDAR Light Detection and Ranging
KM Kriging Method
LM Lumped Mass Method
WofE Weights of Evidence
FR Frequency Ratio
CF Certainty Factor
DA Discriminant Analysis
LR Logical Regression
MM Matrix Method
RFEM Random Finite Element Method
SLBL Sloping Local Base Level
MCM Monte Carlo Method

DEM/DTM
ALOS Advanced Land Observing Satellite
SRTM Shuttle Radar Topography Mission
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
TanDEM-X TerraSAR-X add-on for Digital Elevation Measurement
MOLA Mars Orbiter Laser Altimeter
HRSC High-Resolution Stereo Camera on Mars Express
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