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Abstract

Top-k sparsification method is popular and powerful for reducing the communication cost in Federated Learning (FL). However, according to our experimental observation, it spends most of the total communication cost on the index of the selected parameters (i.e., their position information), which is inefficient for FL training. To solve this problem, we propose a FL compression algorithm for convolution neural networks (CNNs), called SmartIdx, by extending the traditional Top-k largest variation selection strategy into the convolution-kernel-based selection, to reduce the proportion of the index in the overall communication cost and thus achieve a high compression ratio. The basic idea of SmartIdx is to improve the 1:1 proportion relationship between the value and index of the parameters to n:1, by regarding the convolution kernel as the basic selecting unit in parameter selection, which can potentially deliver more information to the parameter server under the limited network traffic. To this end, a set of rules are designed for judging which kernel should be selected and the corresponding packaging strategies are also proposed for further improving the compression ratio. Experiments on mainstream CNNs and datasets show that our proposed SmartIdx performs 2.5×–69.2× higher compression ratio than the state-of-the-art FL compression algorithms without degrading model performance.

1 Introduction

Federated Learning (denoted as FL) (McMahan et al. 2017; Konecný et al. 2016b) allows many clients to collaboratively train a model while keeping their private datasets in their local, and has become a popular privacy-preserving machine learning approach (Wei et al. 2019; Zheng et al. 2020; Ng et al. 2020; Liu et al. 2020a,b; Smith et al. 2017). Broadly speaking, the main processes of FL can be described as below: ① Clients download the current global model from the central parameter server. ② Clients train the downloaded global model on their private datasets in parallel, and generate a new local model. ③ Clients upload their new local model to the parameter server. ④ The server aggregates the received local models, and generates a new global model as the result of the current training round. When the server sends back the averaged global model to clients, and clients begin the next training round by continually training the received model with their private datasets. These four steps are iteratively performed between clients and server until the global reaches the required accuracy.

One of FL’s mainstream scenarios is that the server locates in a data center with good Internet resources, and clients are edge devices (e.g., smartphones, IoTs, or wearable devices) (Konecný et al. 2016a,b; McMahan et al. 2017; Sattler et al. 2020; Smith et al. 2017; Zheng et al. 2020) which are limited in low bandwidth and unstable network. Existing studies show that residential Internet connections tend to reach far higher download than upload speeds (Goga and Teixeira 2012; Konecný et al. 2016a; Kairouz et al. 2019; Cui et al. 2020; Zhang et al. 2021a, 2022), thus there exist a serious bottleneck in FL when a huge number of clients send their local model to the server, especially when the uploaded models are the complicated and large-scale convolution neural networks (CNNs).

To alleviate the communication bottleneck of FL, a natural idea is to compress the network traffic by reducing the total size of uploaded model parameters. Recently, Top-k sparsification-based compression techniques significantly reduce communication overheads of federated/distributed learning without sacrificing the training convergence speed and inference accuracy (Dryden et al. 2016; Strom 2015; Sattler et al. 2020; Sattler et al. 2019; Aji and Heafield 2017; Lin et al. 2018; Chen et al. 2018; Abdi and Fekri 2020; Zhang et al. 2020). In these approaches, instead of transmitting the whole local model, weight updates or gradients (denoted as parameters) with the largest variations after local training will be selected and uploaded to the selected parameters for reducing the network traffic. Here the selected parameters are regarded as individuals and they are usually organized in pairs (e.g., `<the value, the index>` of a selected parameter). The index is used to indicate a selected parameter’s position in the model (i.e., which parameter is selected), and the value is the specific numerical value of this parameter. In the server, the value will be used to update the previous global model’s parameters at the corresponding position according to the index. Thus only the value participants in model training while the index does not.

Many previous works attempt to employ quantization techniques (Aji and Heafield 2017; Dryden et al. 2016; Wen et al. 2017) and encoding schemes (Sattler et al. 2020; Strom...
pared with the traditional Top-k strategy in FL, the kernel achieves approximate training performance comparing with the whole unit of convolution when transmitting the same amount of parameters, this leads to the \textit{`index'} part takes an increasingly higher share of the network traffic. For example, according to our experimental observation, parameters with the whole unit of convolution kernels are regarded as a whole selecting unit (i.e., all the parameters in the convolution kernel are selected). Meanwhile, we find the \textit{2nd} key observation that when transmitting the same amount of parameters, this selecting parameters with the whole unit of convolution kernel achieves approximate training performance compared with the traditional Top-k strategy in FL (detailed in Section 3). More importantly, by exploiting the structures of convolution kernel in CNN models, we can let parameters in a convolution kernel share an index (i.e., one index for multiple values) after using this ‘kernel-based’ parameter selecting strategy, which significantly reduces the proportion of the index part. From another perspective, kernel-based selection strategy delivers more updated value to the server than traditional Top-k sparsification with the same communication cost, which is beneficial to prompting the FL training.

In this work, motivated by the above two key observations, we propose a novel FL compression algorithm (called SmartIdx) to significantly reduce communication cost in FL, which optimizes the 1:1 proportion of selected parameter pairs (i.e., <\textit{the value, the index}> to n:1 by regarding the convolution kernel as the parameter selecting unit in convolutional layers. More specifically, there are three steps for SmartIdx: ① Selecting Parameters: several ‘important’ parameters of a CNN model are selected according to their variations, which are used to select ‘important’ convolution kernels. ② Collecting Properties: the Size and Number properties of each selected parameter are recorded, which are used to determine the encoding strategy of convolution kernel candidates. ③ Packaging Parameter: combined with the collected properties, several rules are designed to encode the final uploaded parameters into three kinds of packages (i.e., Individual Package, Kernel Package, and Pattern Package) for transmission. In the encoded kernel/pattern packages, multiple parameters share one index to reduce the FL communication cost.

Generally, the contributions of this paper are four folds:

- We observe that there is a large proportion of communication cost spent on the index (i.e., indicating which parameters are selected) in mainstream Top-k sparsification based FL compression methods, which is useless for the model learning in FL. Thus the index cost is expected to be reduced for improving the FL compression ratio and training performance.
- Meanwhile, we experimentally verify that when transmitting the same amount of parameters (i.e., with the same sparse ratio), our proposed ‘Kernel-based’ selection strategy that regards parameters in the convolution kernel as a whole selecting unit, achieves an approximate Federated Learning training performance to the traditional ‘Top-k’ strategy that selects individual parameters.
- Based on the kernel-based selection strategy, we design a novel FL compression algorithm called SmartIdx. It allows ① parameters in a convolution kernel share one index, which can significantly reduce the index proportion in the total traffic of FL communication. And ② the selected kernels with the same sign will share one sign, which can further reduce the value cost in the total traffic.
- Experiments on typical CNN structures and datasets suggest that our proposed SmartIdx achieves $2.5 \times - 69.2 \times$ compression ratio when transmitting the same amount of parameters, and achieves higher test accuracy with the same network traffic limitation, than the state of arts.

## 2 Background and Related Work

Federated Learning (FL) is a particular case of distributed learning, which aims at casting off the collection of the private data from participants. However, the huge number of clients, the limited network resource of each client, and the increased size of the model make the communication problem becomes a bottleneck in practical FL.

To reduce the communication cost of FL, FedAvg algorithm proposed by (McMahan et al. 2017) to enlarge the communication interval, thus offloads the expensive bandwidth resource to the local computation. Based on FedAvg, sparsification, quantization, and encoding techniques are further exploited to reduce the size of the model weight updates/gradadients communicated between server and client. Broadly speaking, the sparsification strategy reduces the network overhead by communicating sparse local model that only include $k$ ‘important’ parameters (Chen et al. 2018; Lin et al. 2018). Quantization and encoding schemes can reduce the size of numerical value and position information of these $k$ ‘important’ parameters (Seide et al. 2014; Wen et al. 2017; Alistarh et al. 2017; Alistarh et al. 2017; Sattler et al. 2020; Hu et al. 2020).

Typically, a sparse Binary compression (SBC) framework (Sattler et al. 2019) reduces the communication cost in FL. In SBC, all weight-updates but the fraction $k$ with the highest magnitude will be set to zero (Top-k sparsification). Further, the sparse weight-updates are quantized to binary (quantization), the index of the non-zero elements will be encoded by optimal Golomb encoding (positions coding). Additionally, a Deep Gradients Compression (DGC) algorithm (Lin et al. 2018) uses Top-k sparsification to reduce the size of gradients, and run-length coding to com-
press the traffic of sparse gradient’s index. To ensure no loss of accuracy, DGC employs momentum correction and local gradient clipping on the Top-k sparsification. In addition, DGC also uses momentum factor masking and warmup training to overcome the staleness problem caused by the reduced communication. In Top-k sparsification based compression methods, a common and important step is to accumulate those unuploaded updates in local and add them to the next FL rounds, which has been proven to be essential to maintain the model performance during the training (Karimireddy et al. 2019; Alistarh et al. 2018; Strom 2015).

In this paper, we set the FedAvg algorithm as the baseline, and evaluate our proposed SmartIdx algorithm with the SBC and DGC in Section 5. More related work about FL compression approaches are introduced in supplementary1.

3 Observation and Motivation

Observation 1. As already described, the steps of traditional Top-k sparsification-based methods (Aji and Heafield 2017; Sattler et al. 2020; Lin et al. 2018; Strom 2015), are: ① Sorting all parameters in the model according to their variations in a local training round. ② Selecting Top-k (i.e., the largest k) ones in the sorted results, regarding them as individuals (i.e., independent units), and recording them in pairs as <the value, the index> of a selected parameter. Generally, the value and the index will be further compressed by quantization and coding technique in different methods. For the simplicity, assume that both the floating value and the integer index of each parameter need 32 bits to represent, we can define the compression ratio of value and index as:

$$CR_v = \frac{32k}{T_{Q(v)}} \quad CR_i = \frac{32k}{T_{C(i)}}$$  \hspace{1cm} (1)

$k$ is the number of selected parameters with large variation. $T_{Q(v)}$ and $T_{C(i)}$ denote the size of the quantized value and the coded index, respectively. Existing compression approaches (Alistarh et al. 2017; Wen et al. 2017; Sattler et al. 2020) quantize the floating value to 1–2 bits, which corresponding to the $CR_v$ is about 16–32. While the coding scheme (e.g., golomb coding) used to encode the integer index to 8-11 bits, which corresponding to the $CR_i$ is about 2–3 as suggested in approaches (Sattler et al. 2020; Sattler et al. 2019; Strom 2015). Obviously, $CR_i$ is much lower than $CR_v$, which causes the index to still takes a huge share of the total traffic after compression in these approaches. Compared with ‘the value’ part will be used to update global model in the central server, ‘the index’ part is only employed to indicate which parameters are selected. Excessive communication cost on index means a low efficiency in FL communication. In this paper, we define the transmitting efficiency $\sigma$ for FL compression methods:

$$\sigma = \frac{K}{T_v + T_i}$$  \hspace{1cm} (2)

$T_v$ and $T_i$ are communication cost (bit) of value and index, $K$ denotes the amount of uploaded parameters. Table 1 shows the communication cost composition and corresponding $\sigma$ of 4 typical Federated/Distributed Learning compression approaches, according to their detailed design methodologies. We find that most of the traffics are spent on transmitting the index, but not the value, and $\sigma$ of these approaches also quite low.

Observation 2. Top-k sparsification-based compression techniques achieve very promising performance in FL, and the theoretical analysis of the convergence has been proven by several existing studies (Alistarh et al. 2018; Karimireddy et al. 2019; Zheng, Huang, and Kwok 2019; Stich, Cordonnier, and Jaggi 2018), but the shortcoming about index cost in 1st observation inspire us to explore a communication-efficient parameter selection strategy.

It is well known that parameters in a convolution kernel always work together, and kernels are often used as a monolith to extract features in CNN structures. More importantly, we notice that this structured property helps to reduce the index proportion because only one index is needed to determine all parameter’s position in the same selected convolution kernel. Following this observation, we design a parameter collection strategy by regarding parameters in the convolution kernel as a whole selecting unit for sparsification. In doing so, the index proportion in the total traffic is reduced as the numbers of the index are dramatically decreased.

Intuitively, the training performance (i.e., convergence rate and test accuracy) of kernel-based selection should be approximate to the Top-k selection as they both consider the $L_{inf}$ norm as a measure of ‘importance’, otherwise any a block of continuous parameters are selected also need only

---

1https://github.com/wudonglei99/smartidx
one index and reduce the communication cost. Thus, the experiment of training performance is designed to empirically prove the reasonableness of kernel-based selection. Specifically, we employ three parameters selecting strategies (i.e., Top-k, Rand-k, Kernel-based) to reduce the communication cost in FL, and compare the training performance among these methods (as shown in Figure 1).

- ‘Top-k’ denotes that each client selects \(K\) parameters that are varied most for each training round;
- ‘Rand-k’ denotes that each client randomly selects \(K\) parameters for each training round;
- ‘Kernel-based’ (method of this paper) denotes that each client selects several convolution kernels where \(k\) varied-most parameters locate in. And there are total \(K\) parameters included (the detailed selection algorithm will be detailed in Section 4).

Three approaches use the same sparse ratio (SR), which is defined as the proportion of selected parameters per round. The close blue and green curves in Figure 1 suggests that ‘Kernel-based’ performs an approximate FL model training results as ‘Top-k’, which are significantly better than the Rand-k selection strategy. These experimental results are consistent with our expectation (More experiments of different CNNs are shown in supplementary).

Essentially, the kernel-based selection and Top-k selection both try to pick up some ‘important’ parameters in each round, and their difference is the selection granularity. Top-k regards a single weight as the basic unit while the kernel-based uses a convolution kernel as the basic unit.

In a nutshell, the above two key observations motivate us to propose an efficient FL compression algorithm that focuses on reducing the indexing cost by using ‘Kernel-based’ selection strategy, which will be detailed in the next section.

4 Design Methodologies

4.1 Overview

In this paper, we propose SmartIdx, an efficient FL compression approach that uses the ‘kernel-based’ selection strategy to reduce index cost while maintaining the FL training efficiency. As shown in Figure 2, SmartIdx has three key steps:

1. Selecting Parameters: Selecting these ‘important’ parameters of CNNs, i.e., those varied most in each FL training round, which will guide SmartIdx to further select the ‘important’ convolution kernels.

2. Collecting Properties: Analyzing and acquiring the selected parameters’ two properties corresponding to the convolution kernels: Size and Number, which will be used as the clues for judgement and packaging of parameters in the next steps.

3. Packaging Parameters: Classifying the selected parameters (in convolutional layers or others) to get the selected convolution kernels and other selected individual parameters (e.g., locating in full-connection layers), which will then be encoded into three packages, including individual package, kernel package, and pattern package. In this step, our packaging method performs a higher transmitting efficiency by reducing the index proportion.

4.2 Selecting Parameters

As discussed in Section 2, traditional Top-k sparsification-based techniques select parameters according to their absolute values of variations or gradients (Aji and Heafield 2017; Sattler et al. 2020; Strom 2015; Lin et al. 2018; Chen et al. 2018). Similarly, our approach follows them to select several parameters for further ‘Kernel-based’ selection.

Generally, clients usually run multiple training iterations in a FL training round. Specifically, assuming that the \(i^{th}\) parameter \(\omega_i\) in the local training is updated to \(\omega_i'\) after a training round, the \(i^{th}\) parameter’s variation degree is calculated as: \(\Delta_i = |\omega_i' - \omega_i|\).

We calculate \(\Delta\) values for all parameters after an FL training round, and then, the \(k\) largest \(\Delta\) values will be identified to select \(k\) parameters. Note that the hyper-parameter \(k\) decides the sparse ratio and the final compression ratio, which will be discussed in Section 5.3.

4.3 Collecting Properties

In this step, we traverse the selected parameters and collect two properties of them:

- **Size \(S\)**: This records whether a selected parameter locates in a convolution kernel. If the selected parameter locates in a convolution kernel, \(S\) is configured as the size of the kernel; Otherwise, \(S\) is set to the value ‘1’.
- **Number \(N\)**: If a selected parameter locates in a convolution kernel, and the size of this convolution kernel is \(s\),
4.4 Packaging Parameters

After collecting properties of the selected parameters, all the selected parameters and other parameters located in the related convolution kernel will be quantized: first averaged to the value $\mu$ according to their absolute values, and then simply represented by $+$ or $-$ (i.e., one bit each parameter along with their shared $\mu$), as other Top-k sparsification-based FL compression methods do (Strom 2015; Sattler et al. 2020). Next, these quantized parameters will be packaged as described in Algorithm 1.

Specifically, the selected and quantized parameters will be encoded into three packages:

- A parameter $w_i$ will be encoded into the Individual Package (IP) if $S_i = 1$, which means it locates in FC layer, bias layer, or just a $1 \times 1$ convolution kernel.

- A parameter $w_i$ will be encoded into the Kernel Package (KP), if it locates in a larger convolution kernel (i.e., $S_i \neq 1$), while there are less than $2^{S_i}$ convolution kernels in the CNN whose size is $S_i$.

- Otherwise, a parameter $w_i$ will be encoded into Pattern Package (PP), which means there are more than $2^{S_i}$ kernels in the CNN whose size is $S_i$.

Note that the Pattern Package can be considered as a further optimization on the Kernel Package, to achieve a higher compression ratio. More specifically, $2^S$ represents the number of all possible combinations of the $S$ signs (i.e., patterns ‘+’ or ‘−’) for all parameters in the convolution kernel with a size of $S$. When there are more than $2^S$ kernels with a size of $S$, there must be at least two convolution kernels with the same pattern (i.e., the same signs ‘+’ or ‘−’).

For example, for the $3 \times 3$ convolution kernels, there are $2^9$ patterns at most. If more than $2^9$ kernels are with the size of $3 \times 3$, there must be at least two convolution kernels with the same pattern. In this case, SmartIdx can further reduce the repeated transmission for the convolution kernels with the same pattern by (1) classifying the corresponding convolution kernels (i.e., $N_i > 2^{S_i}$ and $S_i > 1$) according to their patterns; and then (2) for those kernels have the same pattern, only recording one pattern and multiple indices of the selected kernels which belong to this pattern.

According to the above Algorithm 1, the index and value costs are both significantly reduced since (1) all the parameters in the same convolution kernel share a common index, and (2) the cost for transmitting repeated signs of different kernels could be saved. Moreover, as suggested by the studies (Strom 2015; Sattler et al. 2020), instead of communicating the absolute non-zero positions, communicating the distances between all indices can further save the communication cost of the index, so we employ Golomb encoding (Golomb 1966) to compress the index of parameters in each package in SmartIdx.

Algorithm 1: Packaging the Selected Parameters.

Input: The selected parameters & their properties: $w_i$, $\{S_i, N_i\}$; // $S_i$: Size of $w_i$ located unit; $N_i$: Number of $w_i$ located unit; $k_i$ is the convolution kernel containing $w_i$.

Output: Individual Package, Kernel Package, Pattern Package.

1: for $w_i$ and $\{S_i, N_i\}, b = 0, 1, 2, \ldots$ do
2:  if $S_i = 1$ then
3:     Individual Package $\leftarrow w_i$
4:  else if $S_i > 1, N_i < 2^{S_i}$ then
5:     Kernel Package $\leftarrow k_i$
6:  else if $S_i > 1, N_i > 2^{S_i}$ then
7:     Pattern Package $\leftarrow k_i$
8:  end if
9:  end for
10: return solution

4.5 Communication and Computation Cost

Discussion

Communication Cost: The communication costs of SmartIdx per round are composed of the cost of individual package $C_{ip}$, kernel package $C_{kp}$, pattern package $C_{pp}$, and metadata $M$:

$$C = W_{ip} + G(1_{ip}) + \sum_{i=0}^{K} S_i n_i + G(1_{kp}) + \sum_{j=0}^{P} S_j + G(1_{pp}) + M$$

where $G(\cdot)$ denotes the communication cost of the golomb encoded index. $W_{ip}$ denotes the number of parameters in IP, $S_i$ and $S_j$ denote the kernel size in KP and PP. In $kp$, $n_i$ denotes the quantity of kernel with the size of $S_i$. Metadata $M$ is used to mark some of the necessary information of each package, which only takes up a small part of traffic. Since all selected parameters are quantized to the mean of non-zero elements, we use 1 bit to record the sign of each value (i.e., 0 denotes negative value and 1 denotes positive value).

Computation Cost: As introduced in Section 4.1, there are mainly three steps in SmartIdx. Assume that the time complexity of Step 1 is $O(n_1)$, where $n_1$ is the number of total parameters in the CNN. The time complexities of Step 2 and Step 3 are both $O(n_2)$, where $n_2$ is the number of the selected parameters. Since $n_1 >> n_2$, the time complexity of SmartIdx is $O(n_1)$, which is nearly the same as the traditional Top-k compression method.

5 Experimental Evaluation

5.1 Experimental Setup

Models and Datasets: Referring to existing studies (Caldas et al. 2018; Sattler et al. 2020; Konecný et al. 2016a; Li et al. 2020; Lin et al. 2018), the local models used for this work are structure and size simplified Vgg11 (Simonyan and Zisserman 2015), Resnet18 (He et al. 2016), and Google- LeNet (Szegedy et al. 2015), which are named as vgg11*, resnet18*, GLnet*. The datasets used to training are IID
Figure 3: The relationship between hyper-parameters $k$ and (a) sparse ratio, (b) communication cost, with training different CNNs on Cifar10.

Configuration of FL: In this paper, the base FL configurations are set by referring to the existed studies (Konecny et al. 2016a; McMahan et al. 2017), there are total of 100 clients, 10 clients will be randomly selected to participate in each FL round. Each client conducts their local model training by using Adam optimizer (Kingma and Ba 2015) for 1 epoch, the local batch size is set to 10.

Hyper-parameters: The only hyper-parameter of SmartIdx is the numbers of selected parameters $k$, which is described in Section 4.2. Note that in the SmartIdx, the sparse ratio and communication cost are not strictly proportional to the hyper-parameters $k$, they are two pairs of positively correlated variables. Considering that the client training GLnet* on different datasets. Figure 3 suggests that both the sparse ratio and communication cost have almost achieved linear growth with the rising of $k$. It means that the sparse ratio and communication cost in FL can be adjusted by $k$ (results on more CNNs are shown in the supplementary for more illustrations). Based on this property, next experimental evaluations could be conducted on different configurations of compression ratio and communication cost of SmartIdx.

Baseline and Compared Algorithms: In our experiments, the baseline is set to the non-compressed and full precise vanilla Federated Averaging algorithm (FedAvg). To evaluate the performance of SmartIdx, we compare the SmartIdx to 2 Top-k sparsification based FL comparison algorithms: SBC (Sattler et al. 2019) and DGC (Lin et al. 2018), which are introduced in Section 2. For certain CNN and dataset, we will obtain the baseline of converged test accuracy $Acc_b$ by conducting the FedAvg with a certain round $R_b$.

5.2 Comparison of Compression Ratio with the Same Sparse Ratio
In this section, we compare SmartIdx with SBC and DGC in compression ratio with the same sparse ratio. As mentioned in Section 5.1, the sparse ratio of SmartIdx can be controlled by adjusting the hyper-parameters $k$. And there are similar hyper-parameters in SBC and DGC for controlling their sparse ratio (Sattler et al. 2019; Lin et al. 2018). According to their training performances upon various configurations of CNNs and datasets, we set a series of the same sparse ratios for each method to evaluate the communication costs (See supplementary for more illustrations). In doing so, the communication costs of three methods with the same sparse ratio are obtained, and their Compression Ratios (CR) can be calculated by the size of the raw CNNs divided by the communication cost. Table 2 shows that the SmartIdx achieves $2.5$×−$69.2$× more compression ratio than SBC and DGC by reducing the traffic of index. These results suggest that SmartIdx greatly saves communication resources by utilizing the inherent n:1 relationship between index and value of the uploaded convolution kernels. And this superiority is favorable to the FL client with limited bandwidth resources.

5.3 Convergence Rounds with the Same Communication Cost
As discussed in Section 2, sparsification- and quantization-based approaches (including our approach) reduce the traffic...
cost, but maybe decrease the valuable ‘information’ deliver, which incurs more training rounds to reach the required test accuracy and lower test accuracy. Thus there is a trade-off between the communication costs and training performance. In this section, we explore the training performance among SBC, DGC, and SmartIdx with the same communication cost. Similar to section 5.2, a series of communication costs of different configurations of CNN and dataset are set for SBC, DGC, and SmartIdx. With the same communication cost per round, we can compare the training performance of SBC, DGC, and SmartIdx.

Figure 4 shows the test accuracy curves of the FL global model on Resnet18* with 4 datasets. We learn that with the same communication cost per FL round, models trained by SmartIdx have higher test accuracy than SBC and DGC. Essentially, with the same communication cost, SmartIdx delivers more updates value to the server as most of the communication costs are spent on transmitting parameter’s value. This superiority is favorable to FL clients who take full advantage of communication resource (See supplementary for more results). In summary, compared with the SBC and DGC, SmartIdx reduces the communication cost with the same sparse ratio, or achieves better training performance with the same communication cost per round.

### 5.4 Comparison on Best Practices

In this subsection, we explore best practices among SBC, DGC, and SmartIdx. A best practice indicates the minimal sparse ratio $R_k$ of a particular approach, which could achieve the maximum compression ratio under an upper limit of FL learning rounds $R_b$ and the target accuracy $Acc_b$. $R_k$ and $Acc_b$ are referred to the performance of the baseline FedAvg as mentioned in Section 5.1.

We evaluate three methods on 2 datasets and 3 CNNs. Table 3 shows best practices about compression ratio $CR$, transmitting efficiency $\sigma$, highest test accuracy $acc$, and training rounds $r$ of them. Note that due to SBC and DGC cannot reach to the $A_2$ within $R_b$ in some cases, we select the results of these cases corresponding to the highest accuracy achieved by them. Table 3 suggests that the $\sigma$ of SmartIdx is $2.5 \times -65.8 \times$ higher than SBC and DGC, which are consistent with our intuition in Section 3. As a result, SmartIdx achieves $2.5 \times -36.2 \times$ higher compression ratio than SBC and DGC on their best practices (More comparisons of best practices are shown in the supplementary).

To further reveal the essence of the superiority of SmartIdx, we calculate the bit number consumed by index and value of SmartIdx in Individual Package (IP), Kernel Package (KP), and Pattern Package (PP), respectively. Additionally, Sparse Ratio (SR) and Compression Gain (CG) of each package are given. CG is calculated by the raw communication cost of a selected parameter divide by the communication cost of the compressed version of this parameter (i.e., the sum of coded index and quantized value), it reflects the final compression effect on a parameter. Figure 5 shows the details of best practices on Resnet18* and 4 datasets.

Figure 5 shows that the communication cost spent on the index is about $12.1 \times -31.7 \times$ that on the value in the (IP), which is similar to the traditional FL compression methods SBC and DGC. In the KP and PP, due to parameters in a convolution kernel share an index makes the n/1 proportion between value and index, the communication costs spent on the index are greatly reduced. In Figure 5 (b), due to the convolution kernels belong to the same pattern share one signs in the pattern kernel, the communication costs spent on the value are further saved. As the result, the highest CG is achieved by PP, and the lowest CG is achieved IP in (c) (See supplementary for results on more CNNs).

### 6 Conclusion

In this paper, we observe the transmitting efficiency of the selected parameters in the communication of the existing Top-k sparsification methods in FL is quite low, which is because indices take a huge share of traffic costs. Therefore, we propose SmartIdx that uses a convolution-Kernel-based selection strategy by exploiting the structure of CNNs, which significantly reduces the index cost in the whole FL communication. Compared with the traditional Top-k sparsification methods, experiments show our approach achieves a much higher compression ratio without degrading the model convergence and accuracy of Federated Learning.
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