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With the outbreak of today’s streaming data, the sequential recommendation is a promising solution to achieve time-aware personalized modeling. It aims to infer the next interacted item of a given user based on the historical item sequence. Some recent works tend to improve the sequential recommendation via random masking on the historical item so as to generate self-supervised signals. But such approaches will indeed result in sparser item sequence and unreliable signals. Besides, the existing sequential recommendation models are only user-centric, i.e., based on the historical items by chronological order to predict the probability of candidate items, which ignores whether the items from a provider can be successfully recommended. Such user-centric recommendation will make it impossible for the provider to expose their new items, failing to consider the accordant interactions between user and item dimensions.

In this paper, we propose a novel Dual Contrastive Network (DCN) to achieve mutual harmony between user and item provider, generating ground-truth self-supervised signals for sequential recommendation by auxiliary user-sequence from an item-centric dimension. Specifically, we propose dual representation contrastive learning to refine the representation learning by minimizing the Euclidean distance between the representations of a given user/item and historical items/users of them. Before the second contrastive learning module, we perform the next user prediction to capture the trends of items preferred by certain types of users and provide personalized exploration opportunities for item providers. Finally, we further propose dual interest contrastive learning to self-supervise the dynamic interest from the next item/user prediction and static interest of matching probability. Experiments on four benchmark datasets verify the effectiveness of our proposed method. Further ablation study also illustrates the boosting effect of the proposed components upon different sequential models. We have released the source code at: https://github.com/tsinghua-fib-lab/DCN.

CCS Concepts: • Information systems → Recommender systems; • Computing methodologies → Neural networks.
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Fig. 1. Illustration of item and user sequence. (a) Traditional sequential recommendation based on item sequence (next item prediction) aims to predict the probability of the target item that the target user will click. (b) Indeed, each interaction of item sequence inherently includes a user sequence, which can be exploited to predict the next user and is ignored by existing work.

1 INTRODUCTION

Widespread in today’s big data applications, recommender systems that vastly facilitate users’ soaking or purchasing behavior are vital for an online platform’s business success. Popularly studied in both industrial and academic recommendation, sequential recommendation \cite{44} is a promising approach to further model the dynamic interest of users.

As shown in Figure 1(a), traditional sequential recommendation is always user-centric, i.e., predicting a user’s next interacted item based on his/her historical item sequence. However, as shown in Figure 1(b), there is another user sequence from the item-centric dimension, which is ignored by almost all existing sequential recommendations. Ideally, a trustworthy recommender systems should achieve mutual harmony on both user and item-centric dimensions. Some advanced deep learning methods such as recurrent neural network \cite{6, 16, 28}, convolution neural network \cite{21} and attention network \cite{41} have been applied in modern sequential recommendation \cite{14, 18, 40, 59} to capture the high-order transition between the historical items. Despite the achievements of existing user-centric sequential recommendation models, they suffer from data sparsity issue \cite{45, 46}. To improve sequential recommendation models, some recent works \cite{37, 61} have attempted to exploit self-supervised learning \cite{15}. The existing self-supervised sequential recommendation mostly generates augmented data via dropout strategy. Such strategy indeed may lead to sparser sequential data and unreliable signals, especially when the user behavior sequence is short. To explore self-supervised signals from a new perspective, a session-based recommendation work \cite{48} exploits the inherent self-supervised signals from the session view and item view of one sequence. However, there is no session view for the traditional sequential recommendation. Here, session view means the session sequence of the user in the session-based recommendation. For example, if a user opens the app in the morning and afternoon, these the morning session and afternoon session can be linked together as a session sequence. But fortunately, as the user sequence and item sequence are
generated from the same interaction event, user sequence is an inherent self-supervised signal for item sequence. Thus it is an elegant way to improve the existing item sequential recommendation by incorporating user sequence based on contrastive learning. It not only can address the bottleneck of existing self-supervised sequential recommendation but also can extend it to further consider item-centric dimension, hitting two birds with one stone.

Indeed, user-centric item recommendation fails to recommend the potential users for the item providers. Besides, user-centric item recommendation tends to be overfitting on the exposed data and limited in the popular items, which makes the exposed items more and more popular [24, 34, 51], keeping new items from being exposed. These new items may be potentially popular and will be preferred by certain types of users in the future. Actually, if we provide some opportunities for the item providers to expose their new and cold items to potential users, the popular bias with over-recommendation of old popular items can be avoided. Therefore, the interactions between users and item providers are accordant and simultaneously meeting these two dimensions can promote each other.

Both users and item providers are two significant dimensions of recommender systems. Thus we should not only provide the opportunities for the users to actively consume the items but also for the item providers to actively expose their items [29, 35, 36]. That is to say, it is also important to take care of the item-centric dimension and capture the dynamic trend of user sequence to perform user recommendations for item providers. Indeed, such item-centric dimension tends to find users that are more likely to interact with particular items, which is also called “audience segmentation” in existing works [43, 56] for real-time bidding. Specifically, these works propose audience segmentation to promote the conversion of advertisements. Different from these real-time bidding works [43, 56], we propose user recommendation as a novel solution to self-supervise with the item recommendation. To extract the potential users for the new items, it is necessary to recommend users for the item providers. Note that we do not ignore the possibility of disturbance of item providers to the users, but we suppose a few users recommended to the item providers will be helpful to the exposure of new items. To achieve effective modeling from both user-centric and item-centric dimensions, there is also a work [26] deriving Recurrent Intensity Models (RIMs) as unifying extensions from item-centric session-based recommendation while we further incorporate the user sequence into the sequential recommendation. It is challenging to introduce user sequence. If we simply combine the sequential embeddings of item sequence and user sequence, it may be difficult for the model to distinguish them. Thus we need to design some contrastive learning methods to extract effective signals between user and item dimensions.

In this paper, we propose a novel solution named DCN (short for Dual Contrastive Network for Sequential Recommendation) based on auxiliary user sequence. In contrast to item sequence that reflects the dynamic interest of the given user, user sequence reflects the dynamic trend of a given item preferred by certain types of users. Thus, user sequence serves as a complementary role to a traditional sequential recommendation based on item sequence. Specifically, we first encode the user/item sequence for a given target item/user based on the user/item encoder, respectively. Then we treat the output of the user/item encoder as the representation of the given target item/user and perform contrastive learning to minimize the distance between it and the target item/user embedding, extracting self-supervised signals for representation learning. Finally, to capture the dynamic interest and static interest simultaneously, we perform contrastive learning on the next item prediction with the target user-item interaction prediction, as well as the next user prediction. Note that existing sequential recommendation is often user-centric and evaluated on item recommendation metric, failing to consider the item-centric dimension. If simply applying the next user prediction from an item-centric dimension, it will perform poorly in the evaluation metric and collected data by user-centric recommenders. Besides, if exploiting item and user
sequence to predict the next item and user independently, they will fail to augment each other. However, it will boost the performance if taking the user sequence as an auxiliary training signal. Our method improves existing sequential recommendations from a totally new perspective. We evaluate our proposed method not only on the traditional user-centric evaluation metric, i.e., item recommendation perspective, but also on a new item-centric evaluation metric, i.e., user recommendation perspective. To summarize, the contribution of this paper is as below.

- To the best of our knowledge, we approach the problem of sequential recommendation from a more systematic view, i.e., considering the accordant interactions between user and item dimensions simultaneously.
- We perform contrastive learning from both representation-aspect and interest-aspect, respectively, to refine the user-item representation learning and capture both the static and dynamic interest.
- We conduct experiments on four benchmark datasets where the results on both user-centric and item-centric evaluation metrics outperform the state-of-the-art models. Further experimental results of the ablation study will confirm the effectiveness of our designed self-supervision.

An early version of this work has been published as a 6-page short paper in SIGIR 2022 [22], compared with which we have the following new contributions: (1) We perform a representation transformation layer on the sequential embeddings, transforming the item sequence embeddings to user representation and the user sequence embeddings to item representation before performing dual representation contrastive learning; (2) We approach the problem of sequential recommendation from a more systematic view, further evaluating the proposed method from item-centric dimension, instead of solely user-centric dimension; (3) We conduct experiments on additional two benchmark datasets where the results on both item and user recommendations outperform the state-of-the-art models; (4) Further experimental results of the ablation study on additional datasets also well confirm the effectiveness of our designed self-supervision; (5) We also further perform a hyper-parameter study on the regularization parameter of contrastive loss.

The remaining part of this paper is organized as follows. Firstly, we formulate the problem user&item-centric recommendation in Section 3, comparing it with user-centric and item-centric recommendations, respectively. Then we illustrate the proposed method from the encoding layer, dual representation contrastive layer, mixed prediction layer, and dual interest contrastive layer in Section 4. In Section 5, we conduct experiments on both user-centric and item-centric evaluation to compare with the existing sequential recommendation baselines when further ablation and backbone studies illustrate the effectiveness of our proposed components. Finally, we draw a conclusion before prospecting future work.

2 RELATED WORK

2.1 Sequential Recommendation

One related work of our solution is Sequential Recommendation [44], which aims to predict the probability of the next interacted item based on the historical item sequence of the given target user. Widely researched in the academic institute, the sequential recommendation is also widely applied in industrial platforms [2, 4, 23, 30]. Markov chain is the most initial sequential model applied in the sequential recommendation, namely FPMC [33]. Subsequently, some sprouted deep learning models such as recurrent neural network [6, 16], convolution neural network [21] and attention network [41] are then applied in recommendation [14, 18, 40, 59, 60] to achieve better generalization. To further capture the short-term and long-term interest simultaneously, matrix factorization [20] is also adopted to achieve fancy performance [55, 57]. RIMs [26] connects personalized item recommendation and marketing user recommendation by dual decomposition to trade-off between recommendation relevance and item diversity. However, existing works of
sequential recommendation only consider the item sequence side without further considering the user sequence side. Indeed, item sequence reflects the dynamic interest of given user preferring items while user sequence reflects the dynamic trend of given item preferred by users.

2.2 Self-supervised Learning

Recently, self-supervised learning [15] is a popular machine learning method, which supervises the model via generated labels and promotes optimization via the generated self-supervised signals. In general, self-supervised learning often exploits the learned representation to generate the supervised signals, which can be applied in and promote the downstream task. Indeed, self-supervised learning has already achieved decent performance in the fields of natural language processing [7] and computer vision [1], based on the random dropout upon raw data information such as masking the sentence or rotating/clipping the image. Advanced self-supervised learning also focuses on graph representation learning and has achieved decent performance [17, 42, 47], where DGI [42] maximizes the mutual information between the local part (of the patch) and global part (of the graph) to generate ground-truth self-supervised signals and learn node representation within graph data. Another work about self-supervised learning for graphs, InfoGraph [38], represents each aspect of data by minimizing the distance between the substructure representations with node, edge, triangle scales, etc. Contrastive learning is also performed on the representation learning for the different graphs and node [10] views. There is also a work proposing a pre-training framework to learn the graph representation based on the discrimination of data and contrastive learning [31].

2.3 Self-supervised Learning in Sequential Recommendation

Recently, researchers have also integrated self-supervised learning [15] into the sequential recommendation [25, 50]. In the field of recommendation, more similar to natural language processing, Bert4Rec [37] predicts the random masked items in the sequence by dropout strategy to achieve better generalization. $S^3$-Rec [61] exploits pre-training to generate self-supervised signals and enhance the representation learning by extracting the ground-truth correlations among attributes, items, sequences, etc. There is also a work about data augmentation, which proposes three strategies to generate self-supervised signals for user pattern extraction and representation learning based on the history item sequences [49]. Based on the sequence-to-sequence training strategy, another work performs self-supervised learning and disentanglement on the user intention with history item sequence [25]. Besides, there are also some works applying self-supervised learning in general recommendation [52] and social recommendation [39, 54].

Though these self-supervised methods have been proved to be effective, they may not be capable for sequential recommendation because the random dropout strategy would generate sparser data and obscure self-supervision signals for sequential learning. Hence $S^2$-DHCN [48] conducts contrastive learning between representations of different hyper-graphs without random dropout, but its fixed ground truths restrict the improvements. CSLR [58] generates self-supervised signals via long-term and short-term interest but fails to further consider more effective signals. Besides, two works [48, 53] about social recommendation [39] and session-based recommendation [5, 13, 14, 27] address this problem by the self-supervised co-training framework.

Different from them, our work takes the first step to reflect sequential recommendations from both user-sequence and item-sequence perspectives based on self-supervised learning.

3 PROBLEM FORMULATION

We first introduce the symbols and then formulate the problem of user-centric, item-centric, and user&item-centric sequential recommendations to clarify the difference among them. We use $U_i$ and $I_u$ to denote the sets of historical users and items in chronological order for the given item.
and given user \( u \), respectively. Precisely, supposing \( u_t \in \mathcal{U}_{t+1} \) and \( i_t \in \mathcal{I}_{u+1} \) are the \( t \)-th user and item that a given target item \( i_{t+1} \) and target user \( u_{t+1} \) have interacted with. Then the historical sequences of users and items at time step \( t \) can be represented as \( \mathcal{U}_{t+1} = (u_1, u_2, \ldots, u_t) \) and \( \mathcal{I}_{u+1} = (i_1, i_2, \ldots, i_t) \), respectively. Note that at time step \( t \), each user or item is not necessary to interact with \( t \) items or users. Thus we pad the former number such as \( u_t \) or \( i_t \) with 0 (which can be treated as the index for the padding embeddings in the subsequent embedding layer).

**Sequential Recommendation with User-centric Dimension.** Given item sequence \( \mathcal{I}_{u+1} = (i_1, i_2, \ldots, i_t) \), the user-centric sequential recommendation aims to better predict the probability that given user \( u_{t+1} \) will click the target item i.e., \( i_{t+1} \). The user-centric sequential recommendation can be formulated as follows.

**Input:** Item sequence \( \mathcal{I}_{u+1} = (i_1, i_2, \ldots, i_t) \) for a given user \( u_{t+1} \).

**Output:** The recommender which predicts the probability that the given user \( u_{t+1} \) clicks item \( i_{t+1} \).

**Sequential Recommendation with Item-centric Dimension.** Given user sequence \( \mathcal{U}_{t+1} = (u_1, u_2, \ldots, u_t) \), the item-centric sequential recommendation aims to better predict the probability that the given item i.e., \( i_{t+1} \) will be clicked by the target user i.e., \( u_{t+1} \). The item-centric sequential recommendation can be formulated as follows.

**Input:** User sequence \( \mathcal{U}_{t+1} = (u_1, u_2, \ldots, u_t) \) for a given item \( i_{t+1} \).

**Output:** The recommender which estimates the probability that the given item \( i_{t+1} \) will be clicked by the target user \( u_{t+1} \).

**Sequential Recommendation with User&Item-centric Dimension.** Unlike the user-centric or item-centric sequential recommendation either focuses on the item or user sequence by the given user or item, the user&item-centric sequential recommendation considers them simultaneously. Given user sequence \( \mathcal{U}_{t+1} = (u_1, u_2, \ldots, u_t) \) and item sequence \( \mathcal{I}_{u+1} = (i_1, i_2, \ldots, i_t) \), the user&item-centric sequential recommendation aims to better predict the probability of interaction between the given user i.e., \( u_{t+1} \) and the given item i.e., \( i_{t+1} \).

**Input:** User sequence \( \mathcal{U}_{t+1} = (u_1, u_2, \ldots, u_t) \) and item sequence \( \mathcal{I}_{u+1} = (i_1, i_2, \ldots, i_t) \) for a given target item \( i_{t+1} \) and user \( u_{t+1} \).

**Output:** The recommender which estimates the probability of the interaction between the given target user \( u_{t+1} \) and item \( i_{t+1} \).

4 METHODOLOGY

4.1 Overview of DCN

Our DCN model is illustrated in Figure 2, enhancing the sequential recommendation with contrastive learning from the representation aspect and interest aspect based on the novel auxiliary user sequence. The proposed model mainly consists of the following four parts:

- **Sequential Encoding Layer.** We build a user encoder and item encoder to capture the user-to-user transition pattern and item-to-item transition pattern for the given target item and user.

- **Dual Representation Contrastive Layer.** Existing sequential recommendation only focuses on the user-centric view, which results in the overfitting of item representation in the item sequence. Thus we treat the outputs of the user encoder and item encoder as the representations for the target item and target user, respectively, and propose dual representation contrastive learning to self-supervise them with their embeddings to refine the representation learning.

- **Mixed Prediction Layer.** Here we tend to achieve the next item and user prediction tasks with additional traditional collaborative filtering. For the dynamic interest, we predict the next user (next item) by feeding the target user (item) embedding with the output of the user encoder (item embedding).
Table 1. Notation table of important symbols.

| Notations         | Descriptions                                                                 |
|-------------------|-----------------------------------------------------------------------------|
| \( n, m \)        | number of users, number of items                                            |
| \( T \)           | maximum length of item sequence                                             |
| \( U_{i_{t+1}} = (u_1, u_2, \ldots, u_T) \) | sequential user sets of the given item \( i_{t+1} \)                      |
| \( I_{u_{t+1}} = (i_1, i_2, \ldots, i_T) \) | sequential item sets of the given user \( u_{t+1} \)                        |
| \( u_t \in U_{i_{t+1}} \) | the \( t \)-th user that a given item \( i_{t+1} \) has been clicked      |
| \( i_t \in I_{u_{t+1}} \) | the \( t \)-th item that a given user \( u_{t+1} \) has clicked            |
| \( R \)           | training set                                                                |
| \( R^t \)         | test set                                                                    |
| \( y_{u_{t+1},i_{t+1}} \in \{0,1\} \) | \( 1 \) if user \( u_{t+1} \) clicks item \( i_{t+1} \) \( 0 \) if user \( u_{t+1} \) does not click item \( i_{t+1} \) |
| \( D \)           | number of latent dimensionality                                             |
| \( M^u \in \mathbb{R}^{n \times D} \) | user embedding matrix                                                       |
| \( M^i \in \mathbb{R}^{m \times D} \) | item embedding matrix                                                       |
| \( E^u, E^i \in \mathbb{R}^{T \times D} \) | the user and item embeddings for the model inputs                           |
| \( h^u_{i_{t+1}} \in \mathbb{R}^{1 \times D} \) | the hidden states for the user sequence of target item \( i_{t+1} \)    |
| \( h^i_{u_{t+1}} \in \mathbb{R}^{1 \times D} \) | the hidden states for the item sequence of target user \( u_{t+1} \)   |
| \( U^u_{i_{t+1}} \in \mathbb{R}^{1 \times D} \) | user representation under the item sequence of target user \( u_{t+1} \) |
| \( V^i_{u_{t+1}} \in \mathbb{R}^{1 \times D} \) | item representation under the user sequence of target item \( u_{t+1} \) |
| \( \lambda_e \)   | L2 regularization parameter for the representation contrastive learning    |
| \( \lambda_p \)   | L2 regularization parameter for the interest contrastive learning           |

encoder) into the prediction layer. For the static interest, we predict the interaction between the target user and the target item by feeding their embeddings into the prediction layer.

- **Dual Interest Contrastive Layer.** We tend to incorporate next-user prediction and collaborative filtering tasks for more supervised signals. Specifically, we propose dual interest contrastive learning to self-supervise the dynamic interest for next-item prediction with the static interest. Besides, we also self-supervise the predicted next user score with the predicted next item score.

In short, the user and item will interact in three modules. Firstly, in the Dual Representation Contrastive Layer, the item sequence will interact with the target user while the user sequence will interact with the target item. Secondly, in the Mixed Prediction Layer, the target user will interact with the target item. Finally, in the Dual Interest Contrastive Layer, the predicted next item score will interact with the predicted next user score.

### 4.2 Sequential Encoding Layer

#### 4.2.1 Embedding Layer

We create a user embedding matrix \( M^u \in \mathbb{R}^{n \times D} \) and an item embedding matrix \( M^i \in \mathbb{R}^{m \times D} \) where \( n \) and \( m \) denote the numbers of users and items, respectively. Here \( D \) denotes the latent dimensionality. Note that though we define all the hidden states and embeddings with the same dimension size \( D \), they are unnecessary to be with the same size. Here we do so to simplify the illustration following existing works [3, 18, 60]. Besides, experiments have shown that keeping them the same is beneficial to fair comparison with baselines. Given user sequence \( U_{i_{t+1}} = (u_1, u_2, \ldots, u_T) \) and item sequence \( I_{u_{t+1}} = (i_1, i_2, \ldots, i_T) \), we lookup the input embeddings
Fig. 2. Illustration of our DCN. (1) Item embeddings and user embeddings are looked up based on the item sequence and user sequence before being encoded by the item encoder and user encoder to capture the sequential transition patterns; (2) Dual Representation Contrastive Learning self-supervises the output of item encoder with the target user embedding and that of user encoder with the target item embedding; (3) Mixed Prediction Layer predicts the probabilities of next item prediction, static interest, and next user prediction; (4) Dual Interest Contrastive Learning self-supervises the dynamic interest of next item prediction with the target user-item interaction prediction and the next user prediction.

4.2.2 User Encoder and Item Encoder. The traditional sequential recommendation often exploits an item encoder solely to capture the item-to-item transition pattern of a certain item sequence, only considering the user-centric dimension. Here we additionally exploit the user encoder to further capture the user-to-user transition pattern, further considering the item-centric dimension and achieving mutual harmony. As we have obtained $E^u$ and $E^i$ from the above embedding layers, we then exploit two single sequential models as user encoder and item encoder to learn the sequential patterns for user sequence and item sequence, respectively, as follows,

$$
E^u = [M^u_{t_1}, M^u_{t_2}, \ldots, M^u_{t_t}],
$$

$$
E^i = [M^i_{t_1}, M^i_{t_2}, \ldots, M^i_{t_t}],
$$

(1)

where $E^u$ and $E^i \in \mathbb{R}^{T \times D}$ denote the user and item embeddings for the model inputs, respectively. Note that if the sequence length is less than $t$, we will pad them with zero embedding [18].
where $h_{i_{t+1}}^u$ and $h_{i_{t+1}}^i$ are the hidden states for the user sequence of target item $i_{t+1}$ and the item sequence of target user $u_{t+1}$, respectively. Here Encoder$_u$ and Encoder$_i$ are the sequential encoders for user sequence and item sequence, respectively, which can be GRU4REC [14], SASRec [18] and SLi-Rec [55] etc. Here take the GRU4REC backbone as an example, which can be defined as follows if applying it as a user encoder,

$$Z_i^u = \sigma \left( W_z^u [E_i^u, H_{i-1}^u] \right),$$

$$R_i^u = \sigma \left( W_r^u [E_i^u, H_{i-1}^u] \right),$$

$$\hat{H}_i^u = \tanh \left( W_h^u [E_i^u, R_i^u \odot H_{i-1}^u] \right),$$

$$H_i^u = (1 - Z_i^u) \odot H_{i-1}^u + Z_i^u \odot \hat{H}_i^u,$$  \hspace{1cm} (3)

when GRU4REC backbone is used as an item encoder, we can have:

$$Z_i^i = \sigma \left( W_z^i [E_i^i, H_{i-1}^i] \right),$$

$$R_i^i = \sigma \left( W_r^i [E_i^i, H_{i-1}^i] \right),$$

$$\hat{H}_i^i = \tanh \left( W_h^i [E_i^i, R_i^i \odot H_{i-1}^i] \right),$$

$$H_i^i = (1 - Z_i^i) \odot H_{i-1}^i + Z_i^i \odot \hat{H}_i^i,$$  \hspace{1cm} (4)

where $W_z^u, W_r^u$ and $W_h^u \in \mathbb{R}^{D \times 2D}$ and $W_z^i, W_r^i$ and $W_h^i \in \mathbb{R}^{D \times 2D}$ are parameters to be learned. Here $\odot$ is the Hadamard product.

Based on it, we obtain the hidden states $H^u$ and $H^i \in \mathbb{R}^{T \times D}$ which capture user sequential pattern and item sequential pattern, respectively. Given user sequence $U_{i_{t+1}} = (u_1, u_2, \ldots, u_t)$ and item sequence $I_{i_{t+1}} = (i_1, i_2, \ldots, i_t)$ for a given target item $i_{t+1}$ and target user $i_{t+1}$, we represent them as below.

$$h_{i_{t+1}}^u = H_{i_{t+1}}^u, h_{i_{t+1}}^i = H_{i_{t+1}}^i$$  \hspace{1cm} (5)

where $h_{i_{t+1}}^u$ and $h_{i_{t+1}}^i$ are the representations for the user sequence $U_{i_{t+1}} = (u_1, u_2, \ldots, u_t)$ and item sequence $I_{i_{t+1}} = (i_1, i_2, \ldots, i_t)$ for a given target item $i_{t+1}$ and target user $i_{t+1}$, respectively, as Eq.(2).

### 4.3 Dual Representation Contrastive Layer

As traditional sequential recommendation often relays on item sequence and overfits in a user-centric view, we tend to refine the representation learning with embeddings from an item-centric view. Specifically, in this section, we perform a contrastive learning layer from the representation aspect as the middle part of Figure 2. We design such a contrastive learning approach based on the intuition that an item sequence can be referred to as a user and a user sequence can be referred to as an item.

#### 4.3.1 Item Sequence to User Representation Transformation

Each item sequence of a given user can represent his/her specific preference or intention. Directly representing user by the item sequential embeddings may confuse the learning process as they will be leveraged to extract item sequential patterns subsequently. Thus we transform item sequential embeddings into a user representation space to represent the given user. Specifically, after obtaining the sequential embeddings $h_{i_{t+1}}^i$ under item sequence $I_{i_{t+1}} = (i_1, i_2, \ldots, i_t)$, we project them into the target user $u_{t+1}$ space by the following equation.

$$U_{i_{t+1}}^i = h_{i_{t+1}}^i W^i + b^i,$$  \hspace{1cm} (6)

where $W^i \in \mathbb{R}^{D \times D}$ and $b^i \in \mathbb{R}^{D}$ are parameters to be learned. We then treat $U_{i_{t+1}}^i$ as the representation for target user $u_{t+1}$.
4.3.2 **User Sequence to Item Representation Transformation.** Likewise, each user sequence of a given item can represent its specific preferred trend. Thus we transform user sequential embeddings into an item representation space to represent the given item. Specifically, after obtaining the sequential embeddings $\mathbf{h}_{i_{t+1}}^u$ under user sequence $\mathcal{U}_{i_{t+1}} = (u_1, u_2, \ldots, u_t)$, we project them into the target item $i_{t+1}$ space by the following equation.

$$
\mathbf{V}_{i_{t+1}}^u = \mathbf{h}_{i_{t+1}}^u \mathbf{W}^u + \mathbf{b}^u,
$$

where $\mathbf{W}^u \in \mathbb{R}^{D \times D}$ and $\mathbf{b}^u \in \mathbb{R}^D$ are parameters to be learned. We then treat $\mathbf{V}_{i_{t+1}}^u$ as the representation for target item $i_{t+1}$.

4.3.3 **Dual Representation Contrastive Learning.** This contrastive learning approach tends to refine the target user and item embeddings via the encoded sequential representations for the target user and target item, respectively. After obtaining the representations $\mathbf{V}_{i_{t+1}}^u$ and $\mathbf{U}_{i_{t+1}}^i$ for the target item and user, respectively, we further perform contrastive learning on them with the target item embedding $\mathbf{M}_{i_{t+1}}^i$ and target user embedding $\mathbf{M}_{i_{t+1}}^u$, as:

$$
\mathcal{L}^e = \lambda_e \left( (\mathbf{U}_{i_{t+1}}^i - \mathbf{M}_{i_{t+1}}^i)^2 + (\mathbf{V}_{i_{t+1}}^u - \mathbf{M}_{i_{t+1}}^u)^2 \right),
$$

where $\lambda_e$ is the L2 regularization parameter for contrastive representation learning. After the dual representation contrastive learning layer, we obtain refined representations for the item and user sequences.

4.4 **Mixed Prediction Layer**

As the problem formulation section illustrates, we can achieve the next item and user prediction from a user-centric and item-centric perspective, respectively, based on the history item and user sequence. Besides, in this section, we also predict the machining probability. These three predictions are achieved via different MLP towers and will be linked together to generate ground-truth self-supervised signals in the subsequent section. With the outputs from the user encoder and item encoder, we concatenate them together and feed them into the MLP-based prediction layer [59, 60], which can be formulated as follows,

$$
P (u_{t+1}|u_1, u_2, \ldots, u_t) = \text{MLP} \left( \mathbf{h}_{i_{t+1}}^u \| \mathbf{M}_{i_{t+1}}^u \right),
$$

$$
P (i_{t+1}|i_1, i_2, \ldots, i_t) = \text{MLP} \left( \mathbf{h}_{i_{t+1}}^i \| \mathbf{M}_{i_{t+1}}^i \right),
$$

$$
P (u_{t+1}, i_{t+1}) = \text{MLP} \left( \mathbf{h}_{i_{t+1}}^u \| \mathbf{h}_{i_{t+1}}^i \right),
$$

where $P (u_{t+1}|u_1, u_2, \ldots, u_t)$, $P (i_{t+1}|i_1, i_2, \ldots, i_t)$ and $P (u_{t+1}, i_{t+1})$ are the predicted scores (probabilities) of next user prediction, next item prediction and static interest. These prediction probabilities will be contrasted to generate self-supervised signals in the subsequent section.

4.5 **Dual Interest Contrastive Layer**

Extracting item sequential pattern only from user-centric view, existing sequential recommendation often aims to capture the dynamic interest of the specific user. However, it fails to capture the dynamic trend of the specific item being consumed. Thus we further perform the next user prediction in the previous section to capture the dynamic trend of the specific item. Apart from the next item and user predictions, we also predict the machining probability. We define these three prediction tasks as different interest modeling, e.g., next item and user predictions as dynamic interest and the machining probability as static interest. Performing contrastive learning on these three tasks can provide more self-supervised signals to the training process and address the problem of unreliable
supervised signals from sparse data for the traditional sequential recommendation. In this section, we tend to perform a contrastive layer at the interest (prediction probability) aspect. After the mixed prediction layer, we obtain the predicted scores of next user prediction, next item prediction, and static interest. We then tend to mix them further together for the same optimization objective.

4.5.1 Dual Interest Contrastive Learning. As the representation contrastive learning refines the item embeddings from a user-centric view with user embeddings from an item-centric view based on unsupervised contrastive learning, the traditional sequential recommendation is still short of supervised signals. Thus, apart from the contrastive representation learning, we further propose dual interest contrastive learning on the dynamic interest for next item prediction with the static interest as follows.

\[
L_p = \lambda_p \left( (P(i_{t+1}|i_1, i_2, \ldots, i_t) - P(u_{t+1}, i_{t+1}))^2 + (P(i_{t+1}|i_1, i_2, \ldots, i_t) - P(u_{t+1}|u_1, u_2, \ldots, u_t))^2 \right)
\]

(12)

where \(\lambda_p\) is the L2 regularization parameter for the interest contrastive learning. Here next user score is also self-supervised. With contrastive learning on the prediction probabilities, there will be more self-supervised signals for the backpropagation of the gradient.

4.5.2 Model Optimization. Following the popular next item prediction, we then utilize the widely-used LogLoss function [59, 60] as the main loss function, formulated as follows,

\[
L_i = -\frac{1}{|R|} \sum_{(u_{t+1}, i_{t+1}) \in R} \log P(i_{t+1}|i_1, i_2, \ldots, i_t) + (1 - y_{u_{t+1}, i_{t+1}}) \log (1 - P(i_{t+1}|i_1, i_2, \ldots, i_t)),
\]

(13)

where \(R\) is the training set. Here \(y_{u_{t+1}, i_{t+1}} = 1\) and \(y_{u_{t+1}, i_{t+1}} = 0\) denote the positive/negative training samples, respectively.

To jointly optimize the next item prediction with the next user prediction and static interest, our final loss function combine \(L_i\) with \(L_e\) and \(L_p\) in Eqn.(8) and Eqn.(12). It can be formulated as follows,

\[
L = L_i + L_e + L_p + \lambda \|\Theta\|_2,
\]

(14)

where \(\Theta\) denotes learnable parameters with hyper-parameter \(\lambda\) for the regularization penalty. Based on this joint loss, we can refine the representation learning, generate more reliable self-supervised signals and prevent overfitting for the traditional sequential recommendation.

Discussion. Our early attempt has discovered that predicting the next user based on the historical user sequence of a given target item is poorer than the next item prediction. This may be because the sequential behavior data is generated by user-centric next item prediction, and the traditional sequential recommendation is often evaluated on item ranking instead of user ranking. Therefore, mere user sequence is not suitable to achieve traditional sequential recommendation tasks, which may be the reason why existing works do not attempt the next user prediction. But indeed, item-centric recommendation with next user prediction can be an effective supplement for the traditional user-centric recommendation with next item recommendation.

5 EXPERIMENTS

In the experimental section, we tend to conduct extensive experiments with three public datasets and one industrial datasets. Specifically, the subsequent four research questions (RQs) are investigated.
Table 2. Data statistics for four datasets after filtering out users and items with less than 10 interactions.

| Dataset      | #Users | #Items | #Records | Density | Average records per user | Average records per item |
|--------------|--------|--------|----------|---------|--------------------------|-------------------------|
| Amazon Toys  | 6,919  | 28,695 | 120,334  | 0.06%   | 17.39                    | 4.10                    |
| Amazon Games | 6,955  | 15,316 | 133,121  | 0.12%   | 19.14                    | 8.69                    |
| Taobao       | 37,293 | 64,996 | 1,505,878| 0.06%   | 40.38                    | 23.17                   |
| Micro-video  | 37,497 | 128,758| 6,413,396| 0.13%   | 171.04                   | 49.81                   |

- **RQ1:** When achieving mutual harmony, does the proposed method outperform the state-of-the-art sequential recommendation models on both user-centric and item-centric evaluation metrics?
- **RQ2:** What is the contribution of different proposed components to the overall performance?
- **RQ3:** Are the proposed components model-agnostic? What is their generalization ability of them on different sequential backbones?
- **RQ4:** What is the optimal value of the regularization parameter for the contrastive learning loss on user-centric and item-centric evaluation metrics?

5.1 Experimental Setup

5.1.1 **Datasets.** We conduct evaluations of recommendation performance on four benchmark datasets. The statistics of the filtered datasets with a 10-core setting are shown in Table 2, where Avg. records per user and per item are the average length of item sequence and user sequence for user-centric and item-centric sequential modeling, respectively.

- **Amazon Toys**\(^1\). This highly sparse dataset is collected from the Toys domain of the largest e-commerce platform around the world, where user ratings are ranged from 1 to 5. We split the behaviors before the last year as the training set, the first half of the last year as the validation set, and the second half of the last year as the test set.
- **Amazon Games.** This is also a highly sparse dataset and is collected from the Games domain of the largest e-commerce platform around the world. We split the training, validation, and test set following the Toys domain.
- **Taobao**\(^2\). This dataset is public and provided by an online e-commerce platform. We filter the instances before November 25 and after December 3, 2017. We split the instances of first seven days for training, the 8-th day for validation, and the 9-th day for testing, following the existing work [3].
- **Micro Video**\(^3\). This dataset is sampled from one of the largest micro-video apps Kuaishou in China, where users can share their videos. The videos viewed, liked, followed, and skipped are recorded in the dataset. We downsample the logs from September 11 to September 22, 2021, and select the click data before filtering out users and videos which are interacted less than ten times via the 10-core setting. We split the behaviors before 12 pm on the last day and after 12 pm on the last day, respectively, as the validation set and test set. Other behaviors are used as the training set.

Notice that we process all datasets following CTR [3, 60] setting, which is different from the processing of datasets in SASRec [18].

---

\(^1\)https://www.amazon.com
\(^2\)https://tianchi.aliyun.com/dataset/dataDetail?dataId=649
\(^3\)http://bit.ly/3BR8rqg
To demonstrate the effectiveness of our model, we compare it with three categories of representative and competitive baselines: non-sequential models that capture user’s static preference, sequential models that further capture sequential transition patterns, and contrastive sequential models further exploit contrastive learning to promote the sequential recommendation.

**Non-sequential Models**

- **NCF** [12]: NCF is the state-of-the-art non-sequential recommendation method that incorporates matrix factorization with multi-layer perceptron (MLP) to predict user-item machining probability by replacing the inner product on the user and item embeddings with a neural network.
- **LightGCN** [11]: LightGCN leverages and simplifies graph convolution network to capture the higher-order relation of recommendation.
- **DIN** [60]: DIN represents the user by aggregating his/her weighted historical item embeddings based on attention weights which are calculated by feeding the target item embedding with each history item embedding into the MLP.

**Sequential Models**

- **Caser** [40]: Caser performs horizontal and vertical convolutions on user’s item sequential representation to extract the union-level patterns and point-level sequential patterns, respectively.
- **GRU4REC** [14]: GRU4REC exploits GRU (Gated Recurrent Unit) [6] to predict the next interacted items in a given session by the final state of the unit output. GRU is a gated unit to address the gradient vanishing problem of RNN (Recurrent Neural Network) [28].
- **DIEN** [59]: Improved based on DIN, DIEN proposes two GRU layers for interest extraction and evolution, respectively, to extract dynamic interests from history item sequence and interest hidden state that is relative to the target item.
- **SASRec** [18]: SASRec encodes the item sequence via the hierarchical self-attention network, which is supposed to capture the long-term relationships among all history items.
- **SLi-Rec** [55]: SLi-Rec exploits DIN as an attention network to model the long-term interest, which is static or evolving slowly, and time-aware LSTM to model the short-term interest, which is dynamic or evolving frequently.
- **SURGE** [3]: SURGE firstly leverages metric learning to construct an attention graph based on the historical item sequence. Then it adopts convolution and pooling operations to aggregate the constructed item graph.

**Contrastive Sequential Models**

- **BERT4Rec** [37]: BERT4Rec leverages a dropout strategy from NLP that randomly masks the items while training. It is a stack of bi-directional self-attention mechanism for sequential recommendation task.
- **S³-Rec** [61]: S³-Rec also leverages dropout strategy for training, which further exploits variant in masked item prediction.
- **DuoRec** [32]: DuoRec proposes a contrastive method to regularize the sequence representations and a dropout augmentation method to better preserve the semantic information. Besides, it develops a sampling strategy to choose hard positive samples based on item sequences with the same target item.

**User-centric and Item-centric Evaluation Metrics**

We use AUC and GAUC (two widely-used accuracy metrics [9]) and MRR and NDCG@10 (two widely-used ranking metrics [3]) for both user-centric and item-centric evaluation. Note that we rank the top items in the user-centric evaluation while ranking the top users in the item-centric evaluation. The details of the adopted evaluation metrics are as below.
Table 3. Best regularization parameters for contrastive learning.

| Model  | Amazon Toys | Amazon Games | Taobao | Micro-video |
|--------|-------------|--------------|--------|-------------|
| GRU4REC | $10^{-7}$   | $10^{-6}$    | $10^{-5}$ | $10^{-4}$   |
| SASRec | $10^{-5}$   | $10^{-6}$    | $10^{-5}$ | $10^{-4}$   |
| SLi-Rec | $10^{-5}$   | $10^{-5}$    | $10^{-3}$ | $10^{-3}$   |

- **AUC** calculates the probability that the prediction scores of positive target items are ranking higher than those of negative items, evaluating the model’s accuracy of classification performance [9].
- **GAUC** further calculates each user’s AUC by weighted average, where the weight is the number of his/her clicked items [9]. It evaluates the model performance in a more bias-aware and fine-grained manner when the recommender systems indeed tend to rank the top items for each certain user.
- **MRR** (short for Mean Reciprocal Rank) averages the first correct item’s inverse ranking.
- **NDCG@K** thinks highly of those items at topper positions in the recommended top $K$ items, where the test items rank higher will result in better evaluating performance. In our experiments, $K$ is set to 10, a popular setting in related work [18], which means we will sample nine negative items while testing each positive item.

5.1.4 **Hyper-parameter Settings.** We follow an existing work about sequential recommendation [3], all models are optimized by Adam with a learning rate of 0.001 [19], whose parameters are initialized by Xavier initialization [8]. Here we have also initialized the learning rate with different value, which makes no significant difference to the final results. We search the regularization parameters for penalty on model embedding within $[10^{-7}, 10^{-5}, 10^{-3}]$. Besides, we also search for the best regularization parameters for contrastive learning as Section 5.5, where the selected best parameters are as shown in Table 3. As for other parameters, all datasets are fed with batch size 200. The embedding sizes are fixed as 32 for all models. The prediction layers of all models are two-layer MLPs with layer sizes 100 and 64. The maximum sequence length of the Taobao is 50, while that of the Amazon Toys is 20.

All the models are implemented based on Python with a TensorFlow 4 framework of Microsoft 5 for recommendation tasks and tuned with the best parameters.

5.2 **Overall Performance (RQ1)**

We show the performance of item recommendation in Table 4, from which we have the following observations.

- **Our DCN achieves the best performance in user-centric perspective.** Our model achieves the best performance compared with these seven baselines for four metrics and datasets in item recommendation. Specifically, AUC is significantly [60] improved by 3.28%, 2.08%, 1.38%, and 3.59% ($p$-value < 0.05) on the Amazon Toys, Amazon Games, Taobao, and Micro-video, respectively, when comparing DCN with other baselines. The improvements show that extracting dynamic item trends for auxiliary training based on contrastive learning can promote item recommendation.
- **Contrastive learning can promote user-centric sequential recommendation.** DuoRec generally achieves the second best performance on the Amazon Toys, Amazon Games and Taobao.

---

4https://www.tensorflow.org  
5https://github.com/microsoft/recommenders
Table 4. Item recommendation performance comparisons on Amazon Toys, Amazon Games, Taobao, and Micro-video (bold means $p$-value < 0.05, bold\* means $p$-value < 0.01, and bold\*\* means $p$-value < 0.001).

| Dataset          | Amazon Toys |          |          |          |          |          |          |          |          |
|------------------|-------------|----------|----------|----------|----------|----------|----------|----------|----------|
|                  | AUC         | MRR      | NDCG     | WAUC     | AUC      | MRR      | NDCG     | WAUC     |          |
| NCF              | 0.6162      | 0.3791   | 0.5240   | 0.6192   | 0.7258   | 0.5049   | 0.6229   | 0.7343   |          |
| LightGCN         | 0.6249      | 0.3827   | 0.5271   | 0.6278   | 0.6580   | 0.4185   | 0.5553   | 0.6610   |          |
| DIN              | 0.6647      | 0.4694   | 0.5942   | 0.6914   | 0.7987   | 0.6447   | 0.7306   | 0.8284   |          |
| Caser            | 0.6676      | 0.4708   | 0.5958   | 0.6996   | 0.7908   | 0.6210   | 0.7125   | 0.8138   |          |
| GRU4REC          | 0.7245      | 0.4835   | 0.6059   | 0.7151   | 0.8130   | 0.6437   | 0.7299   | 0.8270   |          |
| DIEN             | 0.6624      | 0.4665   | 0.5921   | 0.6902   | 0.7866   | 0.6311   | 0.7203   | 0.8226   |          |
| SASRec           | 0.6800      | 0.4789   | 0.6020   | 0.7042   | 0.7707   | 0.5824   | 0.6830   | 0.7926   |          |
| SLi-Rec          | 0.7234      | 0.5054   | 0.6228   | 0.7304   | 0.8067   | 0.6408   | 0.7273   | 0.8193   |          |
| SURGE            | 0.7262      | 0.5079   | 0.6240   | 0.7313   | 0.8072   | 0.6412   | 0.7275   | 0.8195   |          |
| BERT4Rec         | 0.6806      | 0.4763   | 0.6002   | 0.7073   | 0.7635   | 0.6224   | 0.7135   | 0.8127   |          |
| $S^3$-Rec        | 0.6913      | 0.4861   | 0.6114   | 0.7181   | 0.7742   | 0.6331   | 0.7239   | 0.8219   |          |
| SL-Rec           | 0.7342      | 0.5072   | 0.6252   | 0.7324   | 0.8151   | 0.6439   | 0.7301   | 0.8221   |          |
| DCN              | 0.7471\*\* | 0.5110\* | 0.6274\* | 0.7371\* | 0.8235\* | 0.6600\* | 0.7422\* | 0.8351\* |          |

| Dataset          | Amazon Games |          |          |          |          |          |          |          |          |
|------------------|--------------|----------|----------|----------|----------|----------|----------|----------|----------|
|                  | AUC          | MRR      | NDCG     | WAUC     | AUC      | MRR      | NDCG     | WAUC     |          |
| NCF              | 0.5049       | 0.6229   | 0.7343   |          |          |          |          |          |          |
| LightGCN         | 0.4185       | 0.5553   | 0.6610   |          |          |          |          |          |          |
| DIN              | 0.6447       | 0.7306   | 0.8284   |          |          |          |          |          |          |
| Caser            | 0.6210       | 0.7125   | 0.8138   |          |          |          |          |          |          |
| GRU4REC          | 0.6437       | 0.7299   | 0.8270   |          |          |          |          |          |          |
| DIEN             | 0.6311       | 0.7203   | 0.8226   |          |          |          |          |          |          |
| SASRec           | 0.5824       | 0.6830   | 0.7926   |          |          |          |          |          |          |
| SLi-Rec          | 0.6408       | 0.7273   | 0.8193   |          |          |          |          |          |          |
| SURGE            | 0.6412       | 0.7275   | 0.8195   |          |          |          |          |          |          |
| BERT4Rec         | 0.6224       | 0.7135   | 0.8127   |          |          |          |          |          |          |
| $S^3$-Rec        | 0.6331       | 0.7239   | 0.8219   |          |          |          |          |          |          |
| SL-Rec           | 0.6439       | 0.7301   | 0.8221   |          |          |          |          |          |          |
| DCN              | 0.6600\*     | 0.7422\* | 0.8351\* |          |          |          |          |          |          |

| Dataset          | Taobao       |          |          |          |          |          |          |          |          |
|------------------|--------------|----------|----------|----------|----------|----------|----------|----------|----------|
|                  | AUC          | MRR      | NDCG     | WAUC     | AUC      | MRR      | NDCG     | WAUC     |          |
| NCF              | 0.3080       | 0.4672   | 0.5327   |          |          |          |          |          |          |
| LightGCN         | 0.5287       | 0.6448   | 0.7538   |          |          |          |          |          |          |
| DIN              | 0.5524       | 0.6598   | 0.7546   |          |          |          |          |          |          |
| Caser            | 0.4903       | 0.6119   | 0.7250   |          |          |          |          |          |          |
| GRU4REC          | 0.4683       | 0.5941   | 0.6959   |          |          |          |          |          |          |
| DIEN             | 0.5135       | 0.6295   | 0.7186   |          |          |          |          |          |          |
| SASRec           | 0.5263       | 0.6400   | 0.7515   |          |          |          |          |          |          |
| SLi-Rec          | 0.5130       | 0.6295   | 0.7335   |          |          |          |          |          |          |
| SURGE            | 0.5158       | 0.6309   | 0.7345   |          |          |          |          |          |          |
| BERT4Rec         | 0.5328       | 0.6545   | 0.7610   |          |          |          |          |          |          |
| $S^3$-Rec        | 0.5362       | 0.6562   | 0.7633   |          |          |          |          |          |          |
| SL-Rec           | 0.5172       | 0.6337   | 0.7378   |          |          |          |          |          |          |
| DCN              | 0.5537       | 0.6608   | 0.7731\* |          |          |          |          |          |          |

| Dataset          | Micro-video  |          |          |          |          |          |          |          |          |
|------------------|--------------|----------|----------|----------|----------|----------|----------|----------|----------|
|                  | AUC          | MRR      | NDCG     | WAUC     | AUC      | MRR      | NDCG     | WAUC     |          |
| NCF              | 0.3872       | 0.5218   | 0.6894\* | 0.8704\* | 0.7771\* | 0.5537   | 0.6608   | 0.7731\* |          |

datasets, while BERT4Rec and $S^3$-Rec performs decent on the Micro-video dataset. It shows the effectiveness of the contrastive learning method for promoting sequential recommendation. contrastive learning SLi-Rec is comparable with GRU4REC on two Amazon datasets with shorter item sequences but outperforms GRU4REC on the Taobao and Micro-video with longer item sequences, which illustrates its effectiveness in long-term modeling for long sequence cases. Besides, SASRec also shows its ability for extremely long sequential modeling on the Micro-video. Though existing sequential recommendation models are advanced and capable for both long and short-term modelings, it still encounters the sparse data bottleneck as our proposed approaches facilitate them into a better stage. Therefore, we tend to enhance the sequential learning by incorporating user sequence for auxiliary contrastive training instead of generating sparser augment data by dropout strategy.
Table 5. User recommendation performance comparisons on Amazon Toys, Amazon Games, Taobao, and Micro-video (bold means \( p \)-value < 0.05, bold* means \( p \)-value < 0.01, and bold** means \( p \)-value < 0.001).

| Dataset          | Amazon Toys | Amazon Games | Taobao | Micro-video |
|------------------|-------------|--------------|--------|-------------|
| Metric           | AUC         | MRR          | NDCG   | WAUC        | AUC  | MRR  | NDCG  | WAUC  |
| NCF              | 0.6193      | 0.3861       | 0.5289 | 0.6130      | 0.7347 | 0.5017 | 0.6202 | 0.7296 |
| LightGCN         | 0.6141      | 0.3555       | 0.5056 | 0.6006      | 0.6558 | 0.3885 | 0.5318 | 0.6358 |
| DIN              | 0.6027      | 0.3777       | 0.5216 | 0.5883      | 0.7442 | 0.5005 | 0.6197 | 0.7343 |
| Caser            | 0.6046      | 0.3895       | 0.5297 | 0.5809      | 0.7546 | 0.5382 | 0.6481 | 0.7512 |
| GRU4REC          | 0.6424      | 0.4420       | 0.5696 | 0.6028      | 0.8015 | 0.6294 | 0.7168 | 0.7850 |
| DIEN             | 0.5812      | 0.3570       | 0.5048 | 0.5620      | 0.7481 | 0.5363 | 0.6461 | 0.7370 |
| SASRec           | 0.6264      | 0.4036       | 0.5416 | 0.6067      | 0.7630 | 0.5448 | 0.6531 | 0.7536 |
| SLi-Rec          | 0.6763      | 0.4407       | 0.5720 | 0.6715      | 0.7434 | 0.5197 | 0.6338 | 0.7374 |
| SURGE            | 0.6792      | 0.4433       | 0.5733 | 0.6724      | 0.7469 | 0.5228 | 0.6353 | 0.7385 |
| BERT4Rec         | 0.5993      | 0.3864       | 0.5267 | 0.5662      | 0.7776 | 0.56   | 0.6651 | 0.7687 |
| S³-Rec           | 0.6077      | 0.3975       | 0.5371 | 0.5776      | 0.7891 | 0.5712 | 0.6763 | 0.7792 |
| DuoRec           | 0.6795      | 0.4436       | 0.5755 | 0.6742      | 0.7521 | 0.5248 | 0.6389 | 0.7426 |
| DCN              | 0.6869**    | 0.4632**     | 0.5893** | 0.6810**   | 0.8401** | 0.6747** | 0.7520** | 0.8208** |

• **Sequential recommendation suffers from sparse data.** SLi-Rec is comparable with GRU4REC on two Amazon datasets with shorter item sequences but outperforms GRU4REC on the Taobao and Micro-video with longer item sequences, which illustrates its effectiveness in long-term modeling for long sequence cases. Besides, SASRec also shows its ability for extremely long sequential modeling on the Micro-video. Though existing sequential recommendation models are advanced and capable for both long and short-term modelings, it still encounters the sparse data bottleneck as our proposed approaches facilitate them into a better stage. Therefore, we tend to enhance the sequential learning by incorporating user sequence for auxiliary contrastive training instead of generating sparser augment data by dropout strategy.

Besides, we also have some new insights from the item-centric perspective for the overall performance as shown in Table 5 against the previous SIGIR version [22].
Table 6. Ablation study on contrastive learning by user-centric evaluation with different backbones as encoders.

| Model (Dataset) | SLi-Rec (Amazon Toys) | GRU4REC (Amazon Games) |
|-----------------|-----------------------|------------------------|
| Component       | w/o RT    | w/o DR    | w/o DI    | DCN   | w/o RT    | w/o DR    | w/o DI    | DCN   |
| AUC             | 0.7452    | 0.7448    | 0.7289    | 0.7471 | 0.8146    | 0.8135    | 0.8056    | 0.8235 |
| MRR             | 0.5098    | 0.5095    | 0.5069    | 0.5110 | 0.6530    | 0.6521    | 0.6597    | 0.6600 |
| NDCG            | 0.6262    | 0.6259    | 0.6239    | 0.6274 | 0.7369    | 0.7362    | 0.7419    | 0.7422 |
| WAUC            | 0.7331    | 0.7322    | 0.7290    | 0.7371 | 0.8304    | 0.8298    | 0.8341    | 0.8351 |

| Model (Dataset) | SLi-Rec (Taobao) | SASRec (Micro-video) |
|-----------------|-------------------|-----------------------|
| Component       | w/o RT    | w/o DR    | w/o DI    | DCN   | w/o RT    | w/o DR    | w/o DI    | DCN   |
| AUC             | 0.8722    | 0.8711    | 0.8564    | 0.8730 | 0.7542    | 0.7558    | 0.7469    | 0.7771 |
| MRR             | 0.7216    | 0.7214    | 0.7042    | 0.7218 | 0.5413    | 0.5422    | 0.5362    | 0.5537 |
| NDCG            | 0.7892    | 0.7889    | 0.7760    | 0.7894 | 0.6510    | 0.6517    | 0.6476    | 0.6608 |
| WAUC            | 0.8695    | 0.8683    | 0.8616    | 0.8704 | 0.7592    | 0.7602    | 0.7558    | 0.7731 |

Table 7. Ablation study on contrastive learning by item-centric evaluation with different backbones as encoders.

| Model (Dataset) | SLi-Rec (Amazon Toys) | GRU4REC (Amazon Games) |
|-----------------|-----------------------|------------------------|
| Component       | w/o RT    | w/o DR    | w/o DI    | DCN   | w/o RT    | w/o DR    | w/o DI    | DCN   |
| AUC             | 0.6807    | 0.6799    | 0.6640    | 0.6869 | 0.7964    | 0.7931    | 0.8270    | 0.8401 |
| MRR             | 0.4525    | 0.4505    | 0.4276    | 0.4632 | 0.6273    | 0.6237    | 0.6686    | 0.6747 |
| NDCG            | 0.5833    | 0.5825    | 0.5613    | 0.5893 | 0.7155    | 0.7127    | 0.7471    | 0.7520 |
| WAUC            | 0.6680    | 0.6663    | 0.6487    | 0.6810 | 0.7863    | 0.7837    | 0.8103    | 0.8208 |

| Model (Dataset) | SLi-Rec (Taobao) | SASRec (Micro-video) |
|-----------------|-------------------|-----------------------|
| Component       | w/o RT    | w/o DR    | w/o DI    | DCN   | w/o RT    | w/o DR    | w/o DI    | DCN   |
| AUC             | 0.8632    | 0.8619    | 0.8044    | 0.8662 | 0.7424    | 0.7472    | 0.6609    | 0.7816 |
| MRR             | 0.7169    | 0.7167    | 0.6380    | 0.7172 | 0.5114    | 0.5182    | 0.4301    | 0.5669 |
| NDCG            | 0.7849    | 0.7847    | 0.7234    | 0.7853 | 0.6270    | 0.6323    | 0.5628    | 0.6700 |
| WAUC            | 0.8555    | 0.8543    | 0.7882    | 0.8584 | 0.7236    | 0.7287    | 0.6393    | 0.7652 |

- Our DCN outperforms baselines sharply in item-centric perspective. Our model achieves the best performance compared with these seven baselines for four metrics and datasets in user recommendation. Specifically, AUC is improved significantly by 1.57%, 4.82%, 4.20%, and 1.94% (p-value < 0.001) on Amazon Toys, Amazon Games, Taobao, and Micro-video, respectively, when comparing DCN with other baselines. Unlike those on item recommendation, the improvements on user recommendation are more significant with all p-value < 0.001 on all metrics. The improvements show that the next user prediction can well model the item trends and promote user recommendations.
- Existing contrastive learning method fail to promote item-centric sequential recommendation. Three contrastive method becomes unstable in item-centric evaluation, while they all perform poor on the Amazon Games dataset, which shows the superiority of our proposed DCN to promote the performance in not only user-centric evaluation but also item-centric evaluation.
- User-centric sequential recommendation performs poor in user ranking. Both traditional non-sequential and sequential recommendations generally perform poorly in user recommendation as they truly do not explicitly model user sequence. And some effective designs, such
as long-short term modeling for item sequence of SLi-Rec, even become useless in user recommendation as it performs extremely poorly in the Micro-video dataset. Thus we introduce user sequence modeling into the traditional sequential modeling and improve existing item sequential models sharply for all user recommendation metrics on four datasets.

To sum up, our proposed user&item-centric sequential recommendation framework promotes user-item interaction modeling from both user-centric and item-centric evaluations.

5.3 Ablation Study (RQ2)

As for the further evaluations, we first study the newly added Representation Transformation (RT) of item sequence to user representation and user sequence to item representation, respectively, in Eq.(6) and Eq.(7). Besides, we also study the performances of our model without Dual Representation (DR) and Dual Interest (DI) contrastive learning of Eq.(8) and Eq.(12), respectively, at high-level. We evaluate the effectiveness of each component on four user-centric evaluation metrics under Amazon Toys, Amazon Games, Taobao, and Micro-video datasets, and the results are shown in Table 6. It can be observed that:

- **Representation transformation improves dual representation learning.** The performances detaching RT module generally outperform those detaching DR on the Amazon Toys, Amazon Games, and Taobao datasets, which means RT further improves DR. However, on the Micro-video dataset, the performance detaching RT is outperformed by that detaching the whole DR module, which means directly performing DR without RT may indeed harm the performance. This may be because there are more users and items on the Micro-video dataset, resulting in more complex spaces that are hard for direct contrastive learning without representation transformation. In other words, our newly added Representation Transformation can further improve and even rescues Dual Representation contrastive learning.

- **Dual interest contrastive learning is more effective.** DI module is generally more effective than the DR module on four datasets except for some evaluation metrics on Amazon Games dataset, which is because the prediction objective can generate more supervised signals.

- **Proposed components are more effective on large models with many parameters.** These two contrastive learning approaches are generally more effective on the SASRec backbone with a lot of parameters (with AUC improvement up to 4%), which demonstrates the advantage of our self-supervised approaches for learning effective representation under sparse data.

Besides, we also study the performance of our model without Dual Representation (DR) and Dual Interest (DI) contrastive learning on four item-centric evaluation metrics under four datasets, and the results are shown in Table 7. From the result, we can have the following observations.

- **Representation transformation improves dual representation learning.** Our newly added RT module can further improve DR module even when DT module performs poor, which is generally consistent with the observation of user-centric evaluation.

- **Proposed components are more effective on item-centric evaluation** The boost effectiveness of our proposed modules is more obvious on item-centric evaluation (with AUC improvement up to 18.3% for SASRec on Micro-video dataset) than user-centric evaluation, which illustrates there is more room for improvement on user recommendation for than item recommendation for existing next item prediction.

- **Proposed components are more effective on large models with many parameters** These two contrastive learning approaches are generally more effective on the SASRec backbone, following that observed in the ablation result of the user-centric evaluation.
5.4 Study of Encoder Backbone (RQ3)

In this section, we tend to verify the generalization of our proposed approaches to three models with better performance, i.e., GRU4REC, SASRec, and SLi-Rec. The user-centric evaluation results under four datasets of our approaches exploiting different backbones as encoders are as shown in Figure 3, where we can observe that:

- **Proposed components are model-agnostic.** Our self-supervised approaches can boost the performance of these three backbones. The improvement is generally most obvious under SASRec with vast parameters and prone to overfitting under sparse data on e-commerce datasets such as Amazon Toys, Amazon Games, and Taobao, which verifies our approaches are more effective for sequential models requiring a lot of data for training.

- **Contrastive learning for long-term representation is effective.** Compared with the results in the previous SIGIR version [22], improvement for SLi-Rec is promoted under SLi-Rec after introducing contrastive learning for long-term representation, which means though long and short-term modelings have provided SLi-Rec with sufficient prior knowledge our new design still can facilitate it into a better stage when it has been promoted with sufficient prior knowledge; when we achieve this improvement by performing contrastive learning on long-term representation with static embedding (i.e., target user or item embeddings), this observation also sustains our opinion in the previous version: "long term interest can be treated as static interest [22]."

However, we also have additional insights as shown in Figure 4 from item-centric perspective.
• **Backbones are boosted more sharply on item-centric recommendation.** Our self-supervised approaches can boost the performance on item-centric evaluation more sharply than that on user-centric evaluation equipped with these three backbones, which means the introduction of user sequence can well achieve the user recommendation while promoting the item recommendation, hitting two birds with one stone.

• **Short-term backbones are boosted more sharply on long sequence.** The improvement on SASRec becomes most minor in the Micro-video dataset when GRU4REC achieves the best improvement. This is because there is an extremely long sequence in Micro-video when SASRec and SLi-Rec are initially designed to address such a problem, and GRU4REC is restricted by its solely short-term modeling; such observation also illustrates that our approaches are not only capable of data sparsity but also suitable for the model with disadvantage on prior knowledge design.

5.5 **Study of Hyper-Parameter (RQ4)**

To further understand the impact of contrastive learning, we also perform parameter searching on its regulation of it. Figure 5 and 6 show the performance of the three best models under our framework with the regulation parameter for contrastive learning ranging from $10^{-6}$ to $10^{-3}$ in four datasets on user-centric and item-centric evaluation, where we can observe that:

• **Long sequence requires stronger contrastive regularization.** Most models reach a peak when regularization parameters are at $10^{-5}$ on the Amazon Toys and Amazon Games, while they reach a peak at $10^{-3}$ on the Taobao and Micro-video with a longer sequence; this may be because
it is hard for the models to capture long sequential pattern and there is often gradient vanishing.
problem in such case, but our proposed approaches can introduce more self-supervised signals to keep them from this dilemma to some extent.

- **Item-centric evaluation requires stronger contrastive regularization.** The regularization parameters for best item-centric evaluation are generally greater than those for best user-centric evaluation, which is because traditional sequential recommendation has already captured the item sequential pattern to some extent; that is to say, our proposed approaches can improve the modeling of user sequence more sharply than that of item sequence.

### 6 CONCLUSIONS AND FUTURE WORK

In this paper, we approached sequential recommendation from a new perspective that integrated user sequence with self-supervised learning instead of solely item sequential learning. Existing sequential recommendation is often user-centric, which aims to predict the next interacted item for the given user with his/her historical item sequence and ignores the item-centric dimension for the item provider. Our introduction of item-centric modeling for user sequence not only supplemented the existing user-centric sequential recommendation with the item-centric dimension but also addressed the challenge of current self-supervised learning with sparse augmentation data by dropout strategy. Specifically, we proposed DCN (Dual Contrastive Network for Sequential Recommendation) with contrastive learning from representation and interest levels. Firstly, we proposed the dual representation contrastive learning, which contained user representation contrastive learning and item representation contrastive learning. Before the second kind of proposed contrastive learning approach, we propose a mixed prediction to predict the next interacted item of the given user, the next interacted user of the given item, and the collaborative filter probability without sequential modeling. Secondly, we proposed the dual interest contrastive learning to minimize the scaled distance between the dynamic interest for next item prediction and the static interest of matching probability, which aimed to incorporate the static modeling into the item sequence modeling via auxiliary training. Besides, the predicted score of the next user was also self-supervised here with the next item prediction, which equipped the user-centric dimension with the item-centric dimension to further achieve mutual harmony between the user and item provider. Finally, we evaluated our proposed method on both user-centric and item-centric evaluation metrics, which rank the top items for the given user and rank the top users for the given item, respectively. Experimental results show the superiority of our proposed method against the state-of-art sequential recommendation.

As for future work, we plan to improve this paper by 1) exploring more self-supervised signals from the user sequence by item-centric dimension, such as extracting the user group representation, 2) applying the model to real-world online scenarios to further evaluate its performance, especially its exploration effect for the item provider, 3) designing specific evaluation methods to investigate the importance of considering the item-centric dimension in real-world applications.
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