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Abstract

The present paper concerns filtered de la Vallée Poussin (VP) interpolation at the Chebyshev nodes of the four kinds. This approximation model is interesting for applications because it combines the advantages of the classical Lagrange polynomial approximation (interpolation and polynomial preserving) with the ones of filtered approximation (uniform boundedness of the Lebesgue constants and reduction of the Gibbs phenomenon). Here we focus on some additional features that are useful in the applications of filtered VP interpolation. In particular, we analyze the simultaneous approximation provided by the derivatives of the VP interpolation polynomials. Moreover, we state the uniform boundedness of VP approximation operators in some Sobolev and Hölder–Zygmund spaces where several integro–differential models are uniquely and stably solvable.

1 Introduction

Lagrange polynomial interpolation at Chebyshev nodes is widely used in the applications but, dealing with uniform norms, it is well known it does not provide an optimal approximation due to the unboundedness of the Lebesgue constants (see e.g. [26, 40]).

A common way to improve the approximation consists in applying some filter functions (see e.g. [16, 18, 12, 35, 39]), but in this way we generally lose the interpolation property. Nevertheless, in [38] it was first proved that if we apply a de la Vallée Poussin (briefly VP) filter to the Fourier–Chebyshev partial sums of a given function \( f \) and we discretize the associated Fourier coefficients by means of a suitable Gauss–Chebyshev quadrature rule, then we get filtered approximation polynomials that interpolate \( f \) at the nodes of the applied quadrature rule.

Here we are going to deal with a generalization of the VP filtered interpolating polynomials introduced in [38], which depends on the choice of two (integer) degree–parameters: \( n \), that is the number of the interpolation nodes, and \( 0 < m < n \) that is responsible for the action ray of the VP filter [37, 32]. The bivariate extension, via tensor product, of such filtered interpolation has been recently analyzed in [30, 31] in comparison with Lagrange interpolation at the same nodes [29], as well as at the same number of Padua points [1, 2, 4, 5].

The present paper mainly focusses on the univariate case. For any kind of Chebyshev zeros of order \( n \), \( V^m_n f \) denotes the VP filtered polynomial that interpolates \( f \) at these zeros. It is a polynomial of degree at most \( n + m – 1 \) and coincides with \( f \) in the case that \( f \) is a polynomial of degree at most \( n – m \).

As \( n \) and \( m \) increase, the behavior of the approximation \( f \approx V^m_n f \) has been studied for general Jacobi weights in several papers (see e.g. [37, 36] and the references therein). It is known that such an approximation can be comparable with the best polynomial approximation whenever \( n \sim m \) (i.e., \( c_1 m \leq n \leq c_2 m \) with \( c_2 \geq c_1 > 1 \) independent of \( n \) and \( m \)). For the particular Chebyshev case and any degree–parameters \( n \sim m \), necessary and sufficient conditions for getting a near–best approximation error w.r.t. weighted uniform norm have been recently stated in [32] by simple bounds on the Jacobi exponents of the norm’s weight. The Chebyshev case has been also analyzed in [7, 19] from the wavelet point of view.

In this paper we aim to give some additional remarks on such kind of VP filtered interpolation at Chebyshev nodes.

The combination of the good approximation \( f \approx V^m_n f \) with the interpolation and polynomial preserving properties,
may allow to construct numerical (polynomial projection) methods for solving functional equations. To this aim it is important that the polynomial quasi-projection map \( V^n_m : f \to V^n_m f \) is uniformly bounded, w.r.t. \( n \) and \( m \), in the couple of spaces where the equation is uniquely solvable \([6, 10, 27, 28]\). With regard to this problem we dedicate a section of the paper (Section 3) where we study the mapping properties of the VP projections in Sobolev and, more generally, Hölder–Zygmund spaces of locally continuous functions with uniform norms. The stated results have been recently applied in the construction of an efficient numerical method for solving Prandtl–type equations \([11]\).

In many contexts it is also useful to approximate the function \( f \) together with its first \( r \geq 1 \) derivatives, by using the same data for all the approximations. Such simultaneous approximation problems have been widely studied by many authors (see e.g. \([23, 24, 20, 15, 8, 26]\) and the references therein) and turn out to be useful in many applications. Recently, in \([22]\), simultaneous approximation has been proposed in deriving a numerical solver of ordinary differential equations applied in the field of satellite geodesy. In \([41]\) a study of the approximation error by feedforward neural networks (FNNs) for the simultaneous approximation of functions is proposed, it is especially interesting since neural networks are widely used in many applications including image processing.

A typical approach to the simultaneous approximation question consists in taking a sufficiently good basic approximation \( f \), whose derivatives are easy to compute and well-approximate the derivatives of \( f \).

For instance, following this idea, in \([17]\) generalized Bernstein polynomials have been used to get quadrature rules at equidistant nodes for the simultaneous approximation of the Hilbert transform and its derivative, the Hadamard transform. Concerning the same problem, also Lagrange interpolating polynomials have been used to get quadrature rules of Hilbert and Hadamard transforms at Jacobi zeros (see \([33, 8, 9]\)).

In the present paper (Section 5) we are going to consider the simultaneous approximation of \( f \) and its derivatives obtained by using a VP filtered interpolating polynomial as basic approximation tool. We will provide error estimates in the case \( f \) belongs to some Sobolev type spaces and in the case \( f \in C^{0}([-1,1]) \), which is especially advisable in applications where the function \( f \) doesn’t have endpoint algebraic singularities. The stated results lay the foundation for future applications of the simultaneous approximation based on VP filtered interpolation.

Another feature we aim to develop in this paper, regards the numerical fast computation of the VP interpolating polynomials and its derivatives. We will consider the univariate as well as the bivariate case, providing in both the cases simple formulas based on Fourier discrete block transforms that can be computed by means of fast algorithms (see e.g. \([34]\)). Moreover, in the bivariate case we estimate the VP interpolation error w.r.t. the weighted uniform norm in terms of some univariate errors of best approximation.

Finally, we focus on the problem of the optimal choice of the action ray \( m \) of the VP filter we are using. By several numerical experiments it is known that, once fixed the number \( n \) of interpolation nodes, suitable choices of the degree–parameter \( m < n \) may improve the approximation (see e.g. \([37, 39, 31, 30]\)). Also it has been noticed that the Lebesgue constants results to be uniformly bounded w.r.t. the degree-parameters whenever we choose integers such that \( m = \theta n \) where \( \theta < 1 \) is a fixed, rational localization parameter and the numerical evidence shows a decreasing behavior of the Lebesgue constants w.r.t. \( \theta \). Here (Section 6) we look for the theoretical reason to the numerical outputs of the performed numerical tests, by deriving estimates of the Lebesgue constants that make explicit the dependence on the degree–parameters \( n > m \) and hence on the localization parameter \( \theta = m/n \).

The outline of the paper is the following. In Section 2 we recall some basic facts on filtered VP interpolation and focus on the computational aspects. Section 3 concerns the mapping properties, Section 4 deals with the bivariate VP filtered interpolation and Section 5 with the simultaneous approximation. Finally, Section 6 focusses on the dependence on the degree–parameters \( m < n \) of the VP approximation \( f \approx V^n_m f \).

### 2 Basics

Let us consider the four Chebyshev weights
\[
w_1(x) := \frac{1}{\sqrt{1-x^2}}, \quad w_2(x) := \sqrt{1-x^2}, \quad w_3(x) := \frac{1+x}{1-x}, \quad w_4(x) := \frac{1-x}{1+x},
\]
and let us adopt the notation without subscript, namely \( w(x) \), to mean anyone of them. Moreover, denote by \( \{p_n(w,x)\}_n \), the associated system of orthonormal polynomials having, for any \( n \in \mathbb{N} \), the following trigonometric form
\[
p_n(w,x) = \begin{cases} 
\sqrt{\pi} \cos(nt) & \text{if } w = w_1, \\
\sqrt{\frac{2}{\pi}} \sin((n+1)t) & \text{if } w = w_2, \\
\frac{1}{\sqrt{\pi}} \cos((2n+1)t/2) & \text{if } w = w_3, \\
\frac{1}{\sqrt{\pi}} \sin((2n+1)t/2) & \text{if } w = w_4,
\end{cases}
\]
where \( t = \arccos x \in [0, \pi] \), being understood the continuous extension in the not defined cases occurring when \( t \in [0, \pi] \).

For any pair of positive integers \( m < n \), the VP approximation polynomial \( V^m_n f(x) \) of a given function \( f \) at any \( |x| \leq 1 \), is defined by (see e.g. [32, 37])

\[
V^m_n f(x) := \sum_{k=1}^{n} f(x_k) \Phi^m_{n,k}(x),
\]

where, for \( k = 1, \ldots, n \),

\[
\Phi^m_{n,k}(x) := \lambda^m_k \sum_{j=0}^{n+m-1} \mu^{m}_{n,j} p_j(w, x_k^m) p_j(w, x), \quad k = 1, \ldots, n,
\]

where, for \( k = 1, \ldots, n \),

\[
x_k^m := x_k(w) = \cos t_k^m, \quad \text{with} \quad t_k^m := t_k^n(w) = \begin{cases} \frac{\pi}{n} & \text{if } w = w_1, \\ \frac{k \pi}{n+1} & \text{if } w = w_2, \\ \frac{(2k-1)\pi}{2(n+1)} & \text{if } w = w_3, \\ \frac{2k \pi}{2n+1} & \text{if } w = w_4, \end{cases}
\]

are the zeros of \( p_n(w, x) \),

\[
\lambda^m_k := \lambda^m_k(w) = \frac{1}{\sum_{j=0}^{2n+1} p^2_j(w, x_k^m)} = \begin{cases} \frac{\pi}{n} \sin^2 t_k^m & \text{if } w = w_2, \\ \frac{4 \pi}{2n+1} \cos^2 t_k^m & \text{if } w = w_3, \\ \frac{4 \pi}{2n+1} \sin^2 t_k^m & \text{if } w = w_4, \end{cases}
\]

are the related Christoffel numbers, and \( \mu^{m}_{n,j} \) are the following VP filtering coefficients

\[
\mu^{m}_{n,j} := \begin{cases} 1 & \text{if } j = 0, \ldots, n-m, \\ \frac{n + m - j}{2m} & \text{if } n-m < j < n+m. \end{cases}
\]

Using the Darboux kernels \( K_n(x, y) := \sum_{j=0}^{n} p_j(w, x)p_j(w, y) \), it can be checked that the sum (3) equals the following delayed mean of Darboux kernels

\[
\Phi^m_{n,k}(x) = \frac{2n}{2m} \sum_{i=0}^{n+m-1} K_i(x_k^m, x), \quad k = 1, \ldots, n.
\]

Finally, another interesting form of the so–called fundamental VP polynomials \( \Phi^m_{n,k} \) can be achieved by means of the polynomials [7]

\[
q^m_{n,j}(w, x) := \begin{cases} p_j(w, x) & \text{if } 0 \leq j \leq n-m, \\ \gamma^m_{n,j} p_j(w, x) - \gamma^m_{n-2n-j,2n-j}(w, x) & \text{if } n-m < j < n, \end{cases}
\]

where we set

\[
\gamma^m_{n,j} := \frac{m + n - j}{2m}.
\]

These polynomials satisfy the orthogonality relation

\[
\int_{-1}^{1} q^m_{n,j}(w, x) q^m_{n,i}(w, x) w(x) dx = 0, \quad \forall i \neq j \in [0, \ldots, n-1].
\]

The following orthogonal expansion holds true

\[
\Phi^m_{n,k}(x) = \lambda^m_k \sum_{j=0}^{n-1} p_j(w, x_k^m) q^m_{n,j}(w, x),
\]

which yields

\[
V^m_n f(x) = \sum_{k=0}^{n-1} c_{n,k}(f) q^m_{n,k}(w, x), \quad c_{n,k}(f) := \sum_{k=0}^{n} \lambda^m_k f(x_k^m) p_j(w, x_k^m).
\]

In conclusion, we remark that in both the formulas (2) and (9), we need only \( n \) data (that are the function values \( f(x_k^m) \)) or the discrete Fourier coefficients \( \{ c_{n,j}(f) \} \) for computing \( V^m_n f(x) \) that is a polynomial of degree at most \( n + m - 1 \).
2.1 Computational Aspects

Now we focus the attention on the fast computation of the VP polynomial $V^m f$ at a given set of $N$ points $\{z_\ell \in [-1, 1]: \ell = 1, \ldots, N\}$. To this aim, we recall the definitions of some Fourier Discrete block transforms of a given data set (see e.g. [34], [25, (A.8),(A.14)])

$A = \{a_{s,\ell} : j = 0, \ldots, n - 1, \ell = 1, \ldots, N\}$

- The Inverse Discrete Cosine transform of $A$:

$$\text{IDC}(A) := \left\{ b_{s,\ell} := \sum_{j=0}^{n-1} w_j a_{s,j} \cos \left[ \frac{j(2s-1)\pi}{2n} \right] : s = 1, \ldots, n, \ell = 1, \ldots, N \right\},$$

being $w_j = \sqrt{\frac{2}{n}}$ if $j = 0$ and $w_j = \sqrt{\frac{2}{n}}$ otherwise.

- The Inverse Discrete Sine transform of $A$:

$$\text{IDS}(A) := \left\{ b_{s,\ell} := \frac{2}{n+1} \sum_{j=0}^{n-1} a_{s,j} \sin \left[ \frac{(j+1)s\pi}{n+1} \right] : s = 1, \ldots, n, \ell = 1, \ldots, N \right\}.$$

- The Generalized Discrete Cosine transform of $A$:

$$\text{GDC}(A) := \left\{ b_{s,\ell} := 2 \sum_{j=0}^{n-1} a_{s,j} \cos \left[ \frac{(2j+1)(2s-1)\pi}{2(2n+1)} \right] : s = 1, \ldots, n, \ell = 1, \ldots, N \right\}.$$

- The Generalized Discrete Sine transform of $A$:

$$\text{GDS}(A) := \left\{ b_{s,\ell} := 2 \sum_{j=0}^{n-1} a_{s,j} \sin \left[ \frac{(2j+1)s\pi}{2(n+1)} \right] : s = 1, \ldots, n, \ell = 1, \ldots, N \right\}.$$

Setting

$$V := \{V^m f(z_1), \ldots, V^m f(z_N)\}, \quad f := \{f(x_1), \ldots, f(x_N)\},$$

the following proposition collects the formulas to compute the approximation vector $V \in \mathbb{R}^N$ from the data vector $f \in \mathbb{R}^N$.

**Proposition 2.1.** Let $\Lambda \in \mathbb{R}^{2\times n}$ and $Q \in \mathbb{R}^{N \times N}$ be defined by

$$\Lambda := \text{diag} \left\{ \sqrt{\lambda_\ell (w)} \right\}_{\ell=1,\ldots,n}, \quad \text{and} \quad Q = \left\{ q_{m,j}(w, z_\ell) \right\}_{0 \leq j \leq n, 1 \leq \ell \leq N}.$$

If $\Phi \in \mathbb{R}^{n \times N}$ is given by the following transforms

- Case $w = w_1$ : $\Phi = \text{IDC}(Q)$,

- Case $w = w_2$ : $\Phi = \sqrt{\frac{n+1}{2}} \text{IDS}(Q)$,

- Case $w = w_3$ : $\Phi = \frac{1}{\sqrt{2n+1}} \text{GDC}(Q)$,

- Case $w = w_4$ : $\Phi = \frac{1}{\sqrt{2n+1}} \text{GDS}(Q)$,

then we have

$$V = f \cdot \Lambda \cdot \Phi,$$

where $\cdot$ denotes the usual row-column product.

**Proof of Proposition 2.1** By taking into account (2) it is obvious that (14) holds if the entries of the matrix $\Phi$ are given by

$$\Phi_{\ell, j} = \Phi_{\ell, s, j}^m(z_\ell), \quad s = 0, \ldots, n-1, \quad \ell = 1, \ldots, N.$$

On the other hand, by (8), (1) and (5), we get the following "mixed-trigonometric" expressions of the VP fundamental polynomials

$$\Phi_{n,j}^m(x) = \begin{cases} \frac{\sqrt{\pi}}{n} \left[ \frac{1}{\sqrt{2n}} + \sum_{j=1}^{n-1} \cos \left( \frac{2\pi}{2n} \right) q_{m,j}^n(w, x) \right], & \text{if } w = w_1, \\ \frac{\sqrt{\pi}}{n} \sin \left( \frac{k}{n+1} \right) \sum_{j=0}^{n-1} \sin \left( \frac{(j+1)k}{n+1} \right) q_{m,j}^n(w, x), & \text{if } w = w_2, \\ \frac{4\sqrt{\pi}}{2n+1} \cos \left( \frac{2\pi}{2n+1} \right) \sum_{j=0}^{n-1} \cos \left( \frac{2j+1}{2n+1} \right) q_{m,j}^n(w, x), & \text{if } w = w_3, \\ \frac{4\sqrt{\pi}}{2n+1} \sin \left( \frac{2\pi}{2n+1} \right) \sum_{j=0}^{n-1} \sin \left( \frac{(2j+1)2\pi}{2n+1} \right) q_{m,j}^n(w, x), & \text{if } w = w_4, \end{cases}$$

that means (10)–(13) hold.
3 Mapping properties

In order to construct the VP interpolating polynomial \( V_n^m f \), it is sufficient that the function \( f \) is defined in the Chebyshev nodes of order \( n \). Here, we are going to focus on the case that \( f \) is locally continuous on \([-1, 1]\) (i.e., \( f \) continuous in any \([a, b] \subseteq [-1, 1]\)). In this way, the VP approximation \( V_n^m f \) is defined for any pair of integers \( n > m > 0 \) and we do not exclude that \( f \) can be unbounded at the endpoints \( \pm 1 \). More precisely we suppose the behavior of \( f \) at the endpoints is governed by a Jacobi weight

\[
u(x) = v^{\gamma, \delta}(x) := (1-x)^\gamma(1+x)^\delta, \quad \gamma, \delta \geq 0,
\]

which is such that

\[
\lim_{x \to \pm 1} f(x)u(x) = 0 \quad \text{if } \gamma > 0, \quad \text{and} \quad \lim_{x \to \pm 1} f(x)u(x) = 0 \quad \text{if } \delta > 0.
\]

We denote by \( C_n^m \) the space of all such functions equipped with the norm

\[
\|f\|_{C_n^m} := \|fu\| = \max_{x \in [-1,1]} |f(x)u(x)|.
\]

It is well-known that Weierstrass approximation theorem holds in this Banach space and, denoting by \( P_n \), the set of all algebraic polynomials of degree at most \( n \), if we consider the error of best approximation of \( f \in C_n^m \) in \( P_n \), namely

\[
E_n(f) := \inf_{P \in P_n} \|f - P\|,
\]

then we have

\[
f \in C_n^m \iff \lim_{n \to \infty} E_n(f)_n = 0.
\]

In the sequel, we suppose the Jacobi weight \( u = v^{\gamma, \delta} \) satisfies the following conditions

- Case \( w = w_1 \): \( 0 \leq \gamma \leq 1 \) and \( 0 \leq \delta \leq 1 \)
- Case \( w = w_2 \): \( 0 < \gamma \leq 3/2 \) and \( 0 < \delta \leq 3/2 \) and \( -1 \leq \gamma - \delta \leq 1 \)
- Case \( w = w_3 \): \( 0 \leq \gamma \leq 1 \) and \( 0 < \delta \leq 3/2 \) and \( \gamma - \delta \leq 1/2 \)
- Case \( w = w_4 \): \( 0 < \gamma \leq 3/2 \) and \( 0 \leq \delta \leq 1 \) and \( \gamma - \delta \geq -1/2 \)

It has been recently proved \([32, \text{Th. 3.1}]\) that these bounds are necessary and sufficient in order that the VP polynomial \( V_n^m f \) is a near–best approximation polynomial of any \( f \in C_n^m \) and for any pair of integers \( n, m \in \mathbb{N} \) such that \( n \sim m \), where, throughout the paper, \( n \sim m \) means

\[
c_1 m \leq n \leq c_2 m, \quad \text{and} \quad c_2 \geq c_1 > 1 \quad \text{independent of } n \text{ and } m.
\]

In fact, we have the following

**Theorem 3.1.** Let \( n, m \in \mathbb{N} \) be such that \( n \sim m \). The conditions (15) are necessary and sufficient in order that the operator \( V_n^m : f \mapsto V_n^m f \), considered as a map from \( C_n^m \) into itself, is uniformly bounded w.r.t. \( n \). Moreover, this is equivalent to having

\[
E_{n-m-1}(f)_n \leq \|V_n^m f - f\| \leq C E_{n-m}(f)_n, \quad \forall f \in C_n^m,
\]

with \( C > 0 \) independent of \( f \) and \( n \).

**Remark 1.** We observe that the choices \( m = \theta n \), with a fixed \( \theta \in \mathbb{N} \cap \mathbb{Q} \), and \( m = \theta n \), with an arbitrarily fixed \( \theta \in \mathbb{N} \), are particular cases when \( n \sim m \) holds. Moreover, in [32] it has been proved that the previous theorem still holds for these narrower choices of the degree–parameters. We remark that this fact represents a weaker result when we consider the sufficient case, but is it a stronger result if we are concerning with the necessary case. Finally, we point out that the hypothesis \( n \sim m \) implies that

\[
n - m \geq C n, \quad C = 1 - \frac{1}{c_1} > 0,
\]

so we have that \( E_{n-m}(f)_n, E_{n-m-1}(f)_n \) and \( E_n(f)_n \) have a comparable convergence order as \( n \to \infty \).

By virtue of Theorem 3.1, for suitable choices of \( u \), we have

\[
\lim_{n \to \infty} \|V_n^m f - f\|_n = 0, \quad \forall f \in C_n^m,
\]

and the rate of convergence is comparable with that of the error of best approximation of \( f \) in \( P_n \), which, in turn, depends on the smoothness of \( f \).

In particular, if we consider the Sobolev type spaces of order \( r \in \mathbb{N} \)

\[
W_r(u) := \{ f \in C_n^m : f^{(r-1)} \text{ is locally absolutely continuous and } \|f^{(1)} \varphi' u\| < \infty \},
\]

equipped with the norm

\[
\|f\|_{W_r(u)} := \|fu\| + \|f^{(1)} \varphi' u\|,
\]
it is well-known that (see e.g. [13, Th. 2.1.1])

$$E_n(f)_r \leq \frac{C}{r!} \|f\|_{W_r(u)}, \quad \forall f \in W_r(u), \quad \forall r \in \mathbb{N}, \quad C \neq C(n,f),$$

(19)

where here and throughout the paper $C$ denotes a positive constant having different meaning in different formulas and we write $C \neq C(n,f,\ldots)$ to say that $C$ is independent of $n,f,\ldots$.

Besides the convergence result stated by Theorem 3.1, one of the attractive features of the VP operator $V^n_m$ is that it is a projection map onto the polynomial space

$$S^n_m := \text{span}\left\{q^n_m(w,x) : j = 0, \ldots, n-1\right\}, \quad \forall n \geq m,$$

which is usually called VP space and satisfies the nesting property

$$P_{n-m} \in S^n_m \subset P_{n+1-m}, \quad \forall n \geq m.$$

The polynomial preserving property

$$V^n_m P = P, \quad \forall P \in S^n_m, \quad n \geq m,$$

(20)

allows to construct projection methods to find the numerical solution of any functional equation uniquely solvable in $C^2$. Nevertheless, supposing that such equations have a unique and stable solution only in some subspaces $X$ of $C^2$, it is desirable that the map $V^n_m : X \to X$ is uniformly bounded w.r.t. $n \geq m$ in order to get optimal error estimates.

In the case that $X$ is a Sobolev subspace $W_r(u)$, the following theorem is fundamental in order to prove the convergence of numerical methods based on VP projection operators.

**Theorem 3.2.** Let the bounds (15) be satisfied and let $n,m \in \mathbb{N}$ be such that $n \geq m$. For any $r \in \mathbb{N}$, the map $V^n_m : W_r(u) \to W_r(u)$ is uniformly bounded w.r.t. $n$. Moreover, the following error estimates hold for all $f \in W_r(u)$ and any $s \in \mathbb{N}$ with $s \leq r$

$$\|V^n_m f - f\|_{W_r(u)} \leq \frac{C}{r^s} \|f\|_{W_r(u)}, \quad C \neq C(n,f),$$

(21)

$$\|V^n_m f - f\|_{W_r(u)} \leq \frac{C}{r^{s+1}} \|f\|_{W_r(u)}, \quad C \neq C(n,f).$$

(22)

**Proof of Theorem 3.2**

The estimate (21) follows from (17) and (19), by taking into account (18).

In order to prove (22), we recall that the Favard type estimate (see e.g. [26, p.171])

$$E_n(f) \leq \frac{C}{r^{s+1}} E_{s+1}(f^r), \quad C \neq C(n,f),$$

(23)

holds for any Jacobi weight $v$ with nonnegative exponents. Moreover, for any polynomial $P \in P_m$ the following estimate holds (see e.g. [26, (4.3.17)])

$$\|f - P\|_{W_r(u)} \leq C \left[\|u\|_{W_r(u)} \|f - P\|_{W_r(u)} + E_{r-1}(f^{(r)})_{W_r(u)}\right], \quad C \neq C(f,P,u).$$

(24)

By taking in (24) $P = V^n_m f \in P_{n+m-1}$, using (21), applying (23) $(r-s)$ times, and recalling that $n \geq m$, we get

$$\|f - V^n_m f\|_{W_r(u)} \leq C \left[\|u\|_{W_r(u)} \|f - V^n_m f\|_{W_r(u)} + E_{r-1}(f^{(r)})_{W_r(u)}\right]$$

$$\leq C \left[\|u\|_{W_r(u)} \|f\|_{W_r(u)} + \frac{C}{(n+m-1)^s} E_{n+m-1}(f^{(r)})_{W_r(u)}\right]$$

$$\leq \frac{C}{r^{s+1}} \|f\|_{W_r(u)} + \frac{C}{r^{s+1}} \|f\|_{W_r(u)}$$

It follows that (22) holds for all positive integers $s \leq r$ since, by the previous arguments, we obtain

$$\|f - V^n_m f\|_{W_r(u)} = \|f - V^n_m f\|_{W_r(u)} + \|f - V^n_m f\|_{W_r(u)} \leq \frac{C}{r^{s+1}} \|f\|_{W_r(u)}.$$

Finally, by applying (22) with $s = r$, we have

$$\|V^n_m f\|_{W_r(u)} \leq \|V^n_m f - f\|_{W_r(u)} + \|f\|_{W_r(u)} \leq C \|f\|_{W_r(u)}, \quad C \neq C(n,f),$$

which yields the uniform boundedness of the map $V^n_m : W_r(u) \to W_r(u)$ w.r.t. $n$. \hfill \Box
In order to generalize (19) to any real \( r > 0 \), we introduce the following spaces
\[ Z_{r}(u) := \{ f \in C^{0}_{n} : \sup_{n>0}(n+1)^{r}E_{k}(f)_{n} < \infty \}, \quad r > 0, \]
equipped with the following norm
\[ \| f \|_{Z_{r}(u)} := \| f \| + \sup_{n>0}(n+1)^{r}E_{k}(f)_{n}, \quad r > 0. \]

Obviously, by this definition, we have
\[ E_{k}(f)_{n} \leq \| f \|_{Z_{r}(u)} n^{r}, \quad \forall f \in Z_{r}(u), \quad r > 0. \]

The spaces \( Z_{r}(u) \) are also known as Hölder–Zygmund spaces and constitute a particular case of the Besov-type spaces studied in [14], where they have been equivalently defined in terms of Ditzian–Totik moduli of smoothness ([14, Th. 2.1]).

The following theorem states the uniform boundedness of a VP projection operator in Hölder–Zygmund spaces and generalizes to these spaces all the estimates previously stated in Theorem 3.2 for Sobolev spaces.

**Theorem 3.3.** Let the bounds (15) be satisfied and let \( n,m \in \mathbb{N} \) be such that \( n \sim m \). For any \( r > 0 \), the map \( V_{n}^{m} : Z_{r}(u) \rightarrow Z_{r}(u) \) is uniformly bounded w.r.t. \( n \). Moreover, the following error estimates hold for all \( f \in Z_{r}(u) \) and for any \( 0 < s \leq r \)
\[ \| (V_{n}^{m} - f)u \| \leq \frac{C}{n^{r}} \| f \|_{Z_{r}(u)}, \quad C \neq C(n,f), \quad s \leq r \]
\[ \| V_{n}^{m} - f \|_{Z_{r}(u)} \leq \frac{C}{n^{r-s}} \| f \|_{Z_{r}(u)}, \quad C \neq C(n,f). \]

**Proof of Theorem 3.3.**

The estimate (26) is an immediate consequence of (17), (25) and (18), as well as the uniform boundedness of the map \( V_{n}^{m} : Z_{r}(u) \rightarrow Z_{r}(u) \) easily follows from (27) with \( r = s \). Hence the crucial point is the proof of (27).

Taking into account that, by (26), we get
\[ \| V_{n}^{m} f - f \|_{Z_{r}(u)} = \| (f - V_{n}^{m} f)u \| + \sup_{k>0}(k+1)^{r}E_{k}(f - V_{n}^{m} f)_{n} \]
\[ \leq \frac{C}{n^{r}} \| f \|_{Z_{r}(u)} + \sup_{k>0}(k+1)^{r}E_{k}(f - V_{n}^{m} f)_{n}, \quad s \leq r \]
we have to investigate only the last term of the above formula. Recalling that \( V_{n}^{m} f \in F_{p+m-1} \), we observe that
\[ E_{k}(f - V_{n}^{m} f)_{n} = \inf_{P \in Z_{k}} \| (f - V_{n}^{m} f - P)u \| \]
\[ \begin{cases} = E_{k}(f) & \text{if } k \geq n + m - 1, \\ \leq \| (f - V_{n}^{m} f)u \| & \text{if } k < n + m - 1. \end{cases} \]

Consequently, by (25) we get
\[ \sup_{k \geq n + m - 1} (k+1)^{r}E_{k}(f - V_{n}^{m} f)_{n} = \sup_{k \geq n + m - 1} (k+1)^{r}E_{k}(f)_{n} \]
\[ \leq \sup_{k \geq n + m - 1} \frac{(k+1)^{r}}{n^{r}} \| f \|_{Z_{r}(u)} \]
\[ = \frac{C}{n^{r}} \| f \|_{Z_{r}(u)} \]
and by (26) we have
\[ \sup_{k < n + m - 1} (k+1)^{r}E_{k}(f - V_{n}^{m} f)_{n} \leq \| (f - V_{n}^{m} f)u \| \sup_{k \geq n + m - 1} (k+1)^{r} \]
\[ \leq C \| f - V_{n}^{m} f u \| \]
\[ \leq \frac{C}{n^{r}} \| f \|_{Z_{r}(u)}. \]

Thus, the statement follows from the above estimates (28)–(29).

4 On the bivariate case

In [31] multivariate filtered polynomials, associated with any filter function and any Jacobi weight, have been studied. The special (interpolating) case based on VP filter functions and the Chebyshev weight of first kind has been also investigated in [30] where the pros and cons have been analyzed in comparison with Lagrange interpolation at the same Chebyshev tensor–product grid as well as at the same number of Padua points [5]. Here, for completeness,
we are going to consider bivariate VP filtered polynomials based on anyone of the four kinds of the Chebyshev weights.

These polynomials can be easily deduced, via tensor product, from the univariate case. More precisely, for any degree-parameters

\[ n := (n_1, n_2) \in \mathbb{N}^2, \quad m := (m_1, m_2) \in \mathbb{N}^2, \quad \text{with } n_i > m_i, \ i = 1, 2 \]

and for any couple of Chebyshev weights

\[ v_i(x) := (1 - x)^{a_i}(1 + x)^{b_i}, \quad |a_i| = |b_i| = \frac{1}{2}, \quad i = 1, 2, \]

we define the following bivariate fundamental VP polynomials

\[ \Phi_n^{m}(x, y) := \Phi_{k_1}^{m_1}(x) \Phi_{k_2}^{m_2}(y), \quad k = 1, \ldots, n, \quad h = 1, \ldots, n, \]

being \( \Phi_{n, h}^{m} \) the univariate fundamental VP polynomials associated with the Chebyshev weight \( v_i \), for \( i = 1, 2 \).

Hence, for any locally continuous function \( f \), given the \( n_1 \times n_2 \) values attained by \( f \) at the point set

\[ \mathbf{x}^n := \{ \mathbf{x}_{k_1}^{n_1} := (x_{k_1}^{n_1}(v_1), x_{k_2}^{n_1}(v_2)) : \ k = 1, \ldots, n_1, \ h = 1, \ldots, n_2, \}

the bivariate VP filtered polynomial of \( f \) is given by

\[ V_f^{n}(x, y) = \sum_{k=1}^{n_1} \sum_{h=1}^{n_2} f(\mathbf{x}_{k_1}^{n_1}) \Phi_{k_1}^{n_1}(x) \Phi_{k_2}^{n_2}(y), \quad (x, y) \in [-1, 1]^2. \]

Similarly to the one dimensional case, \( V_f^{n} \) interpolates \( f \) at the Chebyshev grid \( \mathbf{x}^n \), i.e. we have the identities

\[ V_f^{n}(\mathbf{x}_{k_1}^{n_1}) = f(\mathbf{x}_{k_1}^{n_1}), \quad k = 1, \ldots, n_1, \ h = 1, \ldots, n_2. \]

Moreover, set

\[ S_{n_1}^{n_2} := S_{n_1}^{m_1}(v_1) \otimes S_{n_2}^{m_2} = \text{span}\{ \Phi_{k_1}^{n_1}(x, y) : k = 1, \ldots, n_1, h = 1, \ldots, n_2, \}

we have the polynomial preserving property

\[ V_f^{n}(f) = f, \quad f \in S_{n_1}^{n_2}. \]

As regards the fast computation of such bivariate VP polynomial at an arbitrary set of \( N_1 \times N_2 \) points

\[ \mathbf{y}^N := \{(a_1^{N_1}, b_1^{N_1}) : \ell = 1, \ldots, N_1, \ k = 1, \ldots, N_2, \}

setting

\[ W := [V_f^{n}(a_1^{N_1}, b_1^{N_1})]_{1 \leq \ell \leq N_1, 1 \leq k \leq N_2}, \]

\[ F := [f(x_1^{N_1}, x_2^{N_2})]_{1 \leq \ell \leq N_1, 1 \leq k \leq N_2}, \]

and

\[ \Phi_1 := [\Phi_{n_1}^{m_1}(a_1^{N_1})]_{1 \leq \ell \leq N_1, 1 \leq k \leq N_2}, \]

\[ \Phi_2 := [\Phi_{n_2}^{m_2}(b_1^{N_1})]_{1 \leq \ell \leq N_1, 1 \leq k \leq N_2}, \]

we have the following matrix decomposition for the values of the VP polynomial \( V_f^{n} \) at the point set \( \mathbf{y}^N \)

\[ W = \Phi_1^T A F \Phi_2. \]

By the arguments used in the one dimensional case, the matrices \( \Phi_i \) can be achieved by means of fast algorithms that compute the following discrete sine or cosine transforms (cf. Subsection 2.1)

\[ w = w_1 \quad \Rightarrow \quad \Phi_1 = \text{IDC}(Q_i), \quad i = 1, 2, \]
\[ w = w_2 \quad \Rightarrow \quad \Phi_1 = \sqrt{\frac{n_i + 1}{2}} \text{IDS}(Q_i), \quad i = 1, 2, \]
\[ w = w_3 \quad \Rightarrow \quad \Phi_1 = \frac{1}{\sqrt{2n_i + 1}} \text{GDC}(Q_i), \quad i = 1, 2, \]
\[ w = w_4 \quad \Rightarrow \quad \Phi_1 = \frac{1}{\sqrt{2n_i + 1}} \text{GDS}(Q_i), \quad i = 1, 2, \]

of the matrices

\[ Q_1 := [a_1^{N_1}(v_1, a_1^{N_1})]_{1 \leq \ell \leq N_1, 1 \leq k \leq N_1}. \]
Concerning the approximation \( f(x, y) \approx V^m_n f(x, y) \), near–best error estimates have been stated in [31] for general (even not interpolating) VP filtered polynomials related to any bivariate Jacobi weight \( w \) filtered polynomials related to any bivariate Jacobi weight \( w \). Further, the necessary and sufficient results stated for the particular 1st kind Chebyshev weight (cf. [30, Th. 3.1]) can be easily extended to any kind of Chebyshev weight by taking into account the respective univariate results stated by Theorem 3.1.

Here, we are going to investigate the dependence of the bivariate error estimates on the smoothness properties that the function \( f \) has w.r.t. a single variable. More precisely, for any bivariate function \( f \) and for any \(|x| < 1\), we consider the univariate functions obtained by keeping fixed at \( x \) the first or the second variable, namely, we define the following univariate functions of \( t \)

\[
\tilde{f}_x(t) := f(x, t), \quad \tilde{f}_y(t) := f(t, x), \quad \forall |t| < 1,
\]

having used the one/two bars notation to indicate the position (first/second) of the fixed variable \( x \).

In order to include the case that \( f \) may be unbounded on the boundary of the square \([-1, 1]^2\), we consider the weights

\[
u_i(x) := (1-x)^i(1+x)^i, \quad \gamma_i, \delta_i \geq 0, \quad i = 1, 2,
\]

and suppose that

\[
\begin{align*}
\tilde{f}_x & \in C_{n_2}^0 \quad \text{and} \quad \tilde{f}_y \in C_{n_1}^0, \quad \forall |x| < 1.
\end{align*}
\]

Then we have the following

**Theorem 4.1.** Let \( f \) be a locally continuous function on the square satisfying (39) for the Jacobi weights (38). For any \( n = (n_1, n_2) \in \mathbb{N}^2 \) and \( m = (m_1, m_2) \in \mathbb{N}^2 \) with \( n_1 \sim n_2, i = 1, 2 \), let \( V^m_n f \) be the bivariate VP filtered polynomial associated with the bivariate Chebyshev weight \( \nu_i(x) \nu_j(y) \) interpolating \( f \) at the Chebyshev grid \( X^i = (x_{ki}, y_{kj})_{k,l} \), being \( x_k = x_k^m(v_1) \) \((k = 1, \ldots, n_1)\) and \( y_k = x_k^m(v_2) \) \((k = 1, \ldots, n_2)\). If the couples of weights \( w = \nu_i \) and \( u = \nu_j \), for \( i = 1, 2 \) satisfy the bounds (15) then the error estimates

\[
|f(x, y) - V^m_n f(x, y)| u_1(x)u_2(y) \leq C u_2(y) E_{n_1} \tilde{f}_{x1}(x)
\]

\[
+ C \sup_{1 \leq k \leq n_1} u_1(x_k) E_{n_2 - m_1} \tilde{f}_{x2}(x)
\]

\[
|f(x, y) - V^m_n f(x, y)| u_1(x)u_2(y) \leq C u_1(x) E_{n_2} \tilde{f}_{x1}(x)
\]

\[
+ C \sup_{1 \leq k \leq n_2} u_2(y_k) E_{n_1 - m_1} \tilde{f}_{x2}(x)
\]

hold for all \((x, y) \in [-1, 1]^2\), with \( C \neq C(x, y, n, f) \).

The proof of this theorem can be achieved similarly to [30, Corollary 3.3] and for brevity it has been omitted.

We conclude, observing that from (40) several estimates can be deduced by considering the several classes of smoothness of \( f(x, y) \) considered as a function of a single (the first or the second) variable.

For instance, in the case that, for some \( r > 0 \), \( \tilde{f}_x \in Z_r(u_2) \) and \( \tilde{f}_y \in Z_r(u_1) \) hold true for all \(|x| < 1\), by means of (40), (25) and (18), for all \(|x|, |y| \leq 1\), we get

\[
|f(x, y) - V^m_n f(x, y)| u_1(x)u_2(y) \leq \frac{C}{n_1} + \frac{C}{n_2}, \quad C \neq C(x, y, n).
\]

## 5 On simultaneous approximation

In this section we discuss about the approximation of the \( r \)-th derivative \((r \geq 1)\) of a function \( f \), namely \( f^{(r)} \), in the case that it is completely unknown or not easily computable and the only data at our disposal are the values of \( f \) at Chebyshev nodes (4).

In this case we can consider the approximation \( f^{(r)} \approx (V^m_n f)^{(r)} \). Indeed, by (2), we have

\[
(V^m_n f)^{(r)}(x) = \sum_{k=1}^{n} f(x_k^m) \left( \Phi_{n,k}^{(r)} \right)^{(r)}(x).
\]

In the following proposition an easy formula for the derivatives of the fundamental VP polynomials is given.
Proposition 5.1. For any Chebyshev weight \( w = v^{\alpha, \beta} \) and for all positive integers \( n > m \) and \( r \in \mathbb{N} \), we have
\[
\left( \Phi^{(r)}_{n,k} \right)^{(i)}(x) = \lambda^i_k \sum_{j=0}^{n-1} p_j(w, x) (q^{(n)}_{m,j})^{(i)}(w, x), \quad k = 1, \ldots, n, \tag{44}
\]
and the derivatives \( (q^{(m)}_{n,j})^{(i)}(w, x) \) of the polynomial \( q^{(m)}_{n,j}(w) \) at any \( |x| \leq 1 \) are related to Jacobi orthonormal polynomials w.r.t. the Jacobi weight \( (w \varphi^{2r})(x) := w(x)(1-x^2)^r \) as follows
\[
(q^{(m)}_{n,j})^{(i)}(w, x) = \left\{ \begin{array}{ll}
\eta^i_j p_{j-i}(w \varphi^{2r}, x) & \text{if } 0 \leq j \leq n-m, \\
\gamma^m_{n,j} \eta^i_j p_{j-i}(w \varphi^{2r}, x) - \gamma^m_{n,2n-j} \eta^i_{2n-j} p_{2n-j}(w \varphi^{2r}, x) & \text{if } n-m < j < n,
\end{array} \right. \tag{45}
\]
where we set
\[
\eta^i_j := \eta^i_j(w) = \left( \prod_{k=0}^{r-1} (n-k) \right) \left( \prod_{k=1}^{r} (n+k + \chi) \right)^{\frac{1}{2}}, \quad \chi := \alpha + \beta, \tag{46}
\]
and the derivatives \( \gamma^m_{n,j} \) are given by (7) and we agree that \( p_k(w \varphi^{2r}, x) \equiv 0 \) whenever \( k < 0 \).

Proof of Proposition 5.1

Recalling that for any orthonormal Jacobi polynomial we have
\[
p^{(r)}_n(v^{\alpha, \beta}, x) = \sqrt{n!(n+\alpha+\beta+1)} p^{(n+1, \alpha+1)}_{n+1}(v^{\alpha+1, \beta+1}, x), \quad n \geq 1,
\]
in the particular case \( |\alpha| = |\beta| = \frac{1}{2} \), we get
\[
p^{(r)}_n(w, x) = \eta^i_j(w) p_{n-i}(w \varphi^{2r}, x), \quad n \geq r, \quad \forall r \in \mathbb{N}, \tag{47}
\]
with \( \eta^i_j \) given by (46).

Hence, the statement follows from (6) and (47). \( \diamond \)

By formulas (43) and (44) we deduce that the computation of the derivatives of VP filtered interpolating polynomials can be performed by means of fast Fourier Discrete block transforms, similarly to the basic VP approximation. More precisely, for any \( r \in \mathbb{N} \) and any point set \( \{z_i\}_{i=1,n} \), setting
\[
V^{(r)} := \left[ (V^{(r)}_{m,n} f)^{(i)}(z_1), \ldots, (V^{(r)}_{m,n} f)^{(i)}(z_n) \right]
\]
and
\[
Q^{(r)} := \left[ (q^{(m)}_{n,j})^{(i)}(w, z_i) \right]_{0 \leq j \leq n, 0 \leq i \leq n},
\]
we get
\[
V^{(r)} = f \cdot \Lambda \cdot \Phi^{(r)}, \tag{48}
\]
where \( f := \left[ f(x^+), \ldots, f(x^n) \right] \), \( \Lambda := \text{diag}\left[ \sqrt{\frac{2}{j+1}} \right]_{1 \leq j \leq n} \) and we have
\[
w = w_1 \implies \Phi^{(r)} = \text{IDC}(Q^{(r)}), \tag{49}
w = w_2 \implies \Phi^{(r)} = \sqrt{\frac{n+1}{2}} \text{IDS}(Q^{(r)}), \tag{50}
w = w_3 \implies \Phi^{(r)} = \frac{1}{\sqrt{2n+1}} \text{GDC}(Q^{(r)}), \tag{51}
w = w_4 \implies \Phi^{(r)} = \frac{1}{\sqrt{2n+1}} \text{GDS}(Q^{(r)}), \tag{52}
\]
being the previous transforms defined in Subsection 2.1.

In the sequel we are going to investigate the quality of the approximation \( f^{(r)} \approx (V^{(r)}_{n,m} f)^{(i)} \).

In the case that \( f \) belongs to some Sobolev space, the following error estimate can be deduced from Theorem 3.2.

Corollary 5.2. Let the bounds (15) be satisfied and let \( n, m \in \mathbb{N} \) be such that \( n \sim m \). For any \( r \in \mathbb{N} \), and for any \( f \in W^{s,r}_{1}(w) \) with \( s \geq r \)
\[
\|f - V^{(r)}_{n,m} f\|_{w^{s,r}} \leq \frac{C}{n^{s-r}} \|f\|_{W^{s,r}_{1}(w)}, \quad C \neq C(n, f). \tag{53}
\]

Finally, in the case of the 1st kind Chebyshev weight, we prove the following unweighted error estimate

Theorem 5.3. Let be \( w = w_1 \). For any \( n, m \in \mathbb{N} \) such that \( n \sim m \) and for each \( f \in C^0([-1, 1]) \), the associated VP filtered interpolating polynomial \( V^{(r)}_{n,m} f \) and its derivatives of order \( r \leq q/2 \), satisfy the following uniform error estimate
\[
\|f^{(r)} - (V^{(r)}_{n,m} f)^{(i)}\| \leq \frac{C}{n^{s-r}} E_{n,m,q}(f^{(i)}), \quad C \neq C(n, f). \tag{54}
\]
Proof of Theorem 5.3. By the Gompengau theorem [21], for any \( f \in C^q([-1,1]) \) there exists a polynomial \( P \in \mathbb{P}_{n-m} \) satisfying, for any \( 0 \leq r \leq q \), the following estimate

\[
|f^{(r)}(x) - P^{(r)}(x)| \leq C \left( \frac{\sqrt{1-x^2}}{n-m} \right)^{q-r} E_{n-m-q}(f^{(r)}), \quad \forall x \in [-1,1].
\]  

(55)

By using this polynomial and recalling that \( V_n^m P = P \), we have

\[
\left| (f - V_n^m f)^{(r)}(x) \right| = \left| (f - P)^{(r)}(x) + (V_n^m f - V_n^m P)^{(r)}(x) \right|
\leq \left| (f^{(r)}(x) - P^{(r)}(x)) + (V_n^m(f - P))^{(r)}(x) \right|
=: I_1(x) + I_2(x).
\]

(56)

By (55) and (18), we have

\[
I_1(x) \leq C \frac{E_{n-m-q}(f^{(q)})}{n^{q-r}}, \quad \forall |x| \leq 1, \quad C \neq C(n,x,f).
\]

(57)

In order to estimate \( I_2(x) \), we recall the following Markov inequality [3, p.233, Th. 5.1.8]

\[
\|Q^{(r)}\| \leq C \nu^r \|Q\|, \quad \forall Q \in \mathbb{P}_r, \quad C \neq C(Q, \nu).
\]

(58)

Moreover, since the couple of weights \( w = w_1 \) and \( u = 1 \) (i.e. \( \gamma = 0 = \delta \)) satisfy the bounds (15), by Theorem 3.1 we have that \( V_n^m : C^0 \rightarrow C^0 \) is an uniformly bounded map, i.e.

\[
\|V_n^m g\| \leq C\|g\|, \quad \forall g \in C[-1,1], \quad C \neq C(n,g).
\]

(59)

Hence, by (58), (59) and (55), we get

\[
I_2(x) := \left| \left( V_n^m(f - P) \right)^{(r)}(x) \right| \leq C(n + m - 1)^r \|V_n^m(f - P)\|
\leq Cn^r \left\| V_n^m(f - P) \right\| \leq Cn^r \|f - P\|
\leq C \frac{n^r}{m} E_{n-m-q}(f^{(q)}), \quad \forall |x| \leq 1, \quad C \neq C(n,x,f).
\]

(60)

Therefore the conclusion follows by combining (57) and (60) with (56).

\[\Box\]

6 On the choice of the parameter \( m \)

One of the main advantages of VP filtered interpolation consists of improving the approximation by keeping fixed the data (i.e. the number \( n \) of interpolation nodes) and suitably modulating the action ray \( m \) of the VP filter. In several papers [37, 39, 31, 30, 32] this feature has been noticed in connection with the uniform boundedness of the Lebesgue constants that are defined as the operator norm of the map \( V_n^m : C^0 \rightarrow C^0 \), i.e.

\[
\|V_n^m\|_{\mathbb{C}^0 \rightarrow \mathbb{C}^0} := \sup_{f \in \mathbb{C}^0} \frac{\|V_n^m f\|}{\|f\|}, \quad 0 < m < n.
\]

By Theorem 3.1, for suitable choices of the weight \( u \), these constants are uniformly bounded w.r.t. \( n \), if we take \( n \sim m \). In this section, we are going to provide some additional hints for an optimal choice of the degree–parameter \( m \), once fixed the number \( n \) of data.

We limit our analysis to the case that \( u := \sqrt{w_1} \), where \( w \) is the Chebyshev weight associated with \( V_n^m f \). In this way, the bounds (15) required by Theorem 3.1 are certainly satisfied for any \( w \).

Note that if we apply (20) to the polynomial \( P^* \in \mathbb{P}_{n-m} \) s.t. \( \|P^*(-P)u\| = E_{n-m}(f)_u \), then we get

\[
\|\left( V_n^m f - P^* \right) u \| = \left\| \left( V_n^m f - P^* \right) + P^* - f \right\| u \|
\leq \left( \|V_n^m\|_{\mathbb{C}^0 \rightarrow \mathbb{C}^0} + 1 \right) \|f - P^*\| u \|
\leq \left( \|V_n^m\|_{\mathbb{C}^0 \rightarrow \mathbb{C}^0} + 1 \right) E_{n-m}(f)_u.
\]

Hence, a possible value for the constant \( C > 0 \) in (17) is any upper bound for the constant

\[
c(n,m) := 1 + \|V_n^m\|_{\mathbb{C}^0 \rightarrow \mathbb{C}^0},
\]

(61)

which is obviously independent of \( f \) and, according with Theorem 3.1, it is also independent of \( n \) and \( m \) whenever we take \( n, m \in \mathbb{N} \) s.t. \( n \sim m \).
A usual choice is to take $m = \lfloor \theta n \rfloor$ where $\theta$ is a fixed real, in particular rational, parameter in $[0, 1]$. Recently, in [32, Table 1] for different choices of the weight functions $u$ and $w$, the authors have numerically computed

$$L_\theta := \sup_{n, m \in \mathbb{N}, m = \theta n} \|V_n^m\|_{C^2 \rightarrow C^0}, \quad \text{for } \theta = 0.1, 0.2, \ldots, 0.9,$$

(62)

and all the performed numerical tests displayed a decreasing behavior of $L_\theta$ w.r.t. $\theta$.

Such behavior is supported by the following theorem.

**Theorem 6.1.** For any pair of positive integers $n > m$, let $V_n^m : f \rightarrow V_n^m f$ be the VP operator corresponding to a Chebyshev weight $w$. For $u \equiv \sqrt{w}$, we have

$$\|V_n^m\|_{C^0 \rightarrow C^0} \leq C_w \left\lfloor \frac{n}{m} \right\rfloor \left( 1 + \frac{2\pi}{\pi^2} \right),$$

(63)

where $C_w = 1$ unless $w = w_1$ when it is $C_{w_1} = 2$.

$$n_w := \begin{cases} n & \text{if } w = w_1, \\ n + 1 & \text{if } w = w_2, \\ \frac{2n + 1}{2} & \text{if } w \in \{w_3, w_4\}, \end{cases}$$

(64)

and

$$m_w := \begin{cases} n + m & \text{if } w \in \{w_1, w_2\}, \\ 2(n + m) - 1 & \text{if } w \in \{w_3, w_4\}. \end{cases}$$

Before giving the proof of this theorem let us make some comments.

By virtue of (63) it turns out that, according with Theorem 3.1, the constant $c(n, m)$ in (61) is uniformly bounded w.r.t. $n$ whenever we take the parameter $m$ such that $n \sim m$, but the same result holds more generally if we have

$$m < n \leq Cm, \quad \text{with } C > 0 \text{ independent of } n, m.$$  

(65)

Moreover, in the case we fix a rational parameter $\theta \in [0, 1]$ and we take the integers $m = \theta n$, the decreasing behavior of the Lebesgue constants $L_\theta$ in (62) agrees with the right hand side in (63), which is a decreasing function of $m$.

Finally, we remark that even if any upper bound of the Lebesgue constant gives an upper bound of the constant $c(n, m)$, we have to take into account that this is only one factor of the error estimate

$$\|V_n^m f - f\| \leq c(n, m) E_{n-m}(f), \quad c(n, m) := 1 + \|V_n^m\|_{C^0 \rightarrow C^0}.$$  

The other factor, $E_{n-m}(f)$, depends on the smoothness of $f$, but it depends on $n$ and $m$ too. For instance, supposed that $f \in Z_s(u)$ for some $s > 0$, then we have

$$E_{n-m}(f) \leq \frac{\|f\|_{L^s(u)}}{(n-m)^s},$$

(66)

which is an increasing function of $m$.

Hence, supposed to know the degree $s > 0$ of smoothness of $f$, for an optimal choice of the parameter $m$ with a certain fixed $n$, we have to balance between the decreasing function of $m$ at the right hand side of (63) and the increasing function of $m$ at the right hand side of (66), since we have to take into account that

$$\|V_n^m f - f\| \leq \left( 1 + C_w \left( \frac{n_w}{m} + \frac{2\pi m_w}{\sqrt{m^2 + n_w^2}} \right) \right) \frac{\|f\|_{L^s(u)}}{(n-m)^s}, \quad \forall f \in Z_s(u).$$

(67)

In conclusion, let us prove Theorem 6.1. To this aim, we need to state a preliminary lemma that can be useful in other contexts too.

**Lemma 6.2.** For any $n, \nu \in \mathbb{N}$, let $Q$ be an even or odd trigonometric polynomial of degree at most $\nu$ and let $t^m_k = t^m_k(w), k = 1, \ldots, n$, be given by (4). We have

$$\sum_{k=1}^n |Q(t^m_k)| \Delta t^m_k \leq \left( 1 + \frac{2\pi \nu}{n_w} \right) \int_0^n |Q(\tau)| d\tau,$$

(68)

where $\Delta t^m_k := (t^m_k - t^m_{k-1})$ for $k = 1, \ldots, n$ (with $t^m_0 := 0$) and $n_w$ has been defined in (64).
Proof of Lemma 6.2

By the Mean Value Theorem, we have

\[
\int_{t_{k-1}^n}^{t_k^n} |Q(\tau)| d\tau = |Q(\xi_k)| \Delta t_k^n, \quad t_{k-1}^n < \xi_k < t_k^n, \quad k = 1, \ldots, n.
\]  

(69)

Using the points \{\xi_k\}_{k=1}^n and (69), we note that

\[
\sum_{k=1}^n |Q(t_k^n)| \Delta t_k^n \leq \sum_{k=1}^n |Q(\xi_k)| \Delta t_k^n + \sum_{k=1}^n |Q(t_k^n) - Q(\xi_k)| \Delta t_k^n
\]

\[
= \sum_{k=1}^n \int_{t_{k-1}^n}^{t_k^n} |Q(\tau)| d\tau + \sum_{k=1}^n \int_{\xi_k}^{t_k^n} |Q'(\tau)| d\tau \Delta t_k^n
\]

\[
\leq \int_0^\pi |Q(\tau)| d\tau + \left( \max_{1 \leq k \leq n} \Delta t_k^n \right) \sum_{k=1}^n \int_{\xi_k}^{t_k^n} |Q'(\tau)| d\tau \Delta t_k^n
\]

\[
\leq \int_0^\pi |Q(\tau)| d\tau + \left( \max_{1 \leq k \leq n} \Delta t_k^n \right) \int_0^{2\pi} |Q'(\tau)| d\tau.
\]

On the other hand, we observe that

\[
\Delta t_k^n = \begin{cases} 
\frac{\pi}{n} & \text{if } w = w_1 \\
\frac{\pi}{2n} & \text{if } w = w_2 \\
\frac{\pi}{n+1} & \text{if } w = w_3 \text{ or } w = w_4 \\
\frac{2\pi}{2n+1} & \text{if } w = w_5
\end{cases}
\]

(70)

which yields

\[
\max_{1 \leq k \leq n} \Delta t_k^n = \frac{\pi}{n_w}.
\]

(71)

Hence, by applying the Bernstein inequality [3, Th. 5.1.4]

\[
\int_0^{2\pi} |Q'(\tau)| d\tau \leq \nu \int_0^{2\pi} |Q(\tau)| d\tau, \quad \nu = \deg(Q),
\]

(72)

and recalling that \(Q\) is an even or odd trigonometric polynomial, we obtain the statement as follows

\[
\sum_{k=1}^n |Q(t_k^n)| \Delta t_k^n \leq \int_0^\pi |Q(\tau)| d\tau + \frac{\pi}{n_w} \int_0^{2\pi} |Q'(\tau)| d\tau
\]

\[
\leq \int_0^\pi |Q(\tau)| d\tau + \frac{\pi \nu}{n_w} \int_0^{2\pi} |Q'(\tau)| d\tau
\]

\[
= \left[ 1 + \frac{2\pi \nu}{n_w} \right] \int_0^\pi |Q(\tau)| d\tau.
\]

\[
\Box
\]

Proof of Theorem 6.1

By (2) we easily derive that

\[
\|V_n\|_{C[0,\pi]} = \sup_{|a| \leq 1} \left| \sum_{k=0}^n \Phi_{n,k}^m(a) \frac{u(x)}{u(x)^2} \right|
\]

(73)

On the other hand, in proving [32, Proposition 2.1] the following trigonometric form of the fundamental VP polynomials has been deduced by means of classical trigonometric identities (see [32, pp. 13–14])

\*Case \(w = w_1\)

\[
\Phi_{n,k}^m(\cos t) = \frac{1}{4nm} \left[ \sin[n(t-t_k)]\sin[m(t-t_k)] \right. \\
+ \frac{\sin[n(t+t_k)]\sin[m(t+t_k)]}{\sin^2[(t-t_k)/2]}
\]

\[
\left. + \frac{\sin[n(t-t_k)]\sin[m(t+t_k)]}{\sin^2[(t+t_k)/2]} \right].
\]
• Case $w = w_2$

\[
\Phi^n_{n,k}(\cos t) = \frac{\sin t}{4m(n + 1)\sin t} \left[ \frac{\sin((n + 1)(t - t_1))\sin(m(t - t_1))}{\sin^2((t - t_1)/2)} - \frac{\sin((n + 1)(t + t_1))\sin(m(t + t_1))}{\sin^2((t + t_1)/2)} \right].
\]

• Case $w = w_3$

\[
\Phi^n_{n,k}(\cos t) = \frac{\cos[t_1/2]}{2m(2n + 1)\cos[t/2]} \left[ \frac{\sin((2n + 1)(t - t_1))/2\sin(m(t - t_1))}{\sin^2((t - t_1)/2)} + \frac{\sin((2n + 1)(t + t_1))/2\sin(m(t + t_1))}{\sin^2((t + t_1)/2)} \right].
\]

• Case $w = w_4$

\[
\Phi^n_{n,k}(\cos t) = \frac{\sin[t_1/2]}{2m(2n + 1)\sin[t/2]} \left[ \frac{\sin((2n + 1)(t - t_1))/2\sin(m(t - t_1))}{\sin^2((t - t_1)/2)} - \frac{\sin((2n + 1)(t + t_1))/2\sin(m(t + t_1))}{\sin^2((t + t_1)/2)} \right].
\]

Hence, setting

\[
\Psi(N, M, \tau) := \frac{\sin[N\tau/2]\sin[M\tau/2]}{\sin[^2\tau/2]}
\]

and recalling that $u = \sqrt{\nu\varphi}$, for any $x = \cos t$, $t \in [0, \pi]$, we get

\[
\sum_{k=1}^{n} \Phi^n_{n,k}(x) \frac{u(x)}{u(x^n)} = \sum_{k=1}^{n} \frac{1}{4m(n + 1)} \Psi(2n + 1, 2m, t - t_1^n) - \Psi(2n + 1, 2m, t + t_1^n)
\]

\[
\sum_{k=1}^{n} \Phi^n_{n,k}(x) \frac{u(x)}{u(x^n)} = \sum_{k=1}^{n} \frac{1}{2m(2n + 1)} \Psi(2n + 1, 2m, t - t_1^n) + \Psi(2n + 1, 2m, t + t_1^n)
\]

In order to write this formula in a more convenient form, we set

\[
Q(\tau) := \begin{cases} 
\Psi(2n, 2m, t - \tau) + \Psi(2n, 2m, t + \tau) & \text{if } w = w_1, \\
\Psi(2(n + 1), 2m, t - \tau) - \Psi(2(n + 1), 2m, t + \tau) & \text{if } w = w_2, \\
\Psi(2n + 1, 2m, t - \tau) + \Psi(2n + 1, 2m, t + \tau) & \text{if } w = w_3, \\
\Psi(2n + 1, 2m, t - \tau) - \Psi(2n + 1, 2m, t + \tau) & \text{if } w = w_4.
\end{cases}
\]

so that, taking into account (70), the previous formula becomes

\[
\sum_{k=1}^{n} \Phi^n_{n,k}(x) \frac{u(x)}{u(x^n)} \geq \frac{1}{2m(2n + 1)} \sum_{k=1}^{n} |Q(t_1^n)|\Delta t_1^n \quad \text{if } w = w_4,
\]

\[
\sum_{k=1}^{n} \Phi^n_{n,k}(x) \frac{u(x)}{u(x^n)} \leq \frac{C_w}{4m\pi} \sum_{k=1}^{n} |Q(t_1^n)|\Delta t_1^n \quad \text{if } w = w_1.
\]

i.e., for any Chebyshev weight $w$, we have

\[
\sum_{k=1}^{n} \Phi^n_{n,k}(x) \frac{u(x)}{u(x^n)} \leq \frac{C_w}{4m\pi} \sum_{k=1}^{n} |Q(t_1^n)|\Delta t_1^n.
\]

Now, in the case $w \in \{w_1, w_2\}$, we observe that $Q(\tau)$ is an even (if $w = w_1$) or odd (if $w = w_2$) trigonometric polynomial of degree at most $\nu = n + m$. Hence, by Lemma 6.2 we get

\[
\sum_{k=1}^{n} \Phi^n_{n,k}(x) \frac{u(x)}{u(x^n)} \leq \frac{C_w}{4m\pi} \sum_{k=1}^{n} |Q(t_1^n)|\Delta t_1^n \leq \frac{C_w}{4m\pi} \left[ 1 + \frac{2\pi\nu}{n_w} \right] \int_0^\nu |Q(\tau)|d\tau.
\]
i.e., since \(|Q(-\tau)| = |Q(\tau)|\), we have

\[
\sum_{k=1}^{n} \Phi_{n,k}(x) \frac{u(x)}{u(x^2)} \leq \frac{C_{w}}{8m\pi} \left[1 + \frac{2\pi v}{n_{w}}\right] \int_{-\pi}^{\pi} |Q(\tau)| d\tau, \quad v = n + m. \tag{75}
\]

In the case \(w \in \{w_2, w_4\}\), \(Q(\tau)\) is not a trigonometric polynomial. Nevertheless, by following the same steps of the proof of Lemma 6.2, from the Mean Value Theorem and (71) we derive that

\[
\sum_{k=1}^{n} |Q(t_k')| \Delta t_k' \leq \left[1 + \frac{2\pi(2v-1)}{n_{w}}\right] \int_{0}^{\pi} |Q(\tau)| d\tau, \quad v = n + m. \tag{76}
\]

On the other hand, \(C := Q(2\tau)\) is an even (if \(w = w_2\)) or odd (if \(w = w_4\)) trigonometric polynomial of degree \(2v-1\), \(v = n + m\), w.r.t. the variable \(\tau\). Hence, by the variables change \(\tau = 2s\) and the Bernstein inequality (72) applied to \(\tilde{Q}\), we get

\[
\int_{0}^{\pi} |\tilde{Q}(\tau)| d\tau \leq \int_{0}^{2\pi} |\tilde{Q}(s)| ds \leq (2\pi - 1) \int_{0}^{2\pi} |\tilde{Q}(s)| ds = 2(2\pi - 1) \int_{0}^{\pi} |Q(\tau)| d\tau.
\]

Summing up, if \(w \in \{w_3, w_4\}\) then we have

\[
\sum_{k=1}^{n} |Q(t_k')| \Delta t_k' \leq \left[1 + \frac{2\pi(2v-1)}{n_{w}}\right] \int_{0}^{\pi} |Q(\tau)| d\tau,
\]

and consequently

\[
\sum_{k=1}^{n} \Phi_{n,k}(x) \frac{u(x)}{u(x^2)} \leq \frac{C_{w}}{8m\pi} \left[1 + \frac{2\pi(2v-1)}{n_{w}}\right] \int_{-\pi}^{\pi} |Q(\tau)| d\tau, \quad v = n + m. \tag{76}
\]

Finally, we observe that for any \(t \in [0, \pi]\) we have

\[
\int_{-\pi}^{\pi} |\psi(N, M, t \pm \tau)| d\tau = \int_{-\pi}^{\pi} |\psi(N, M, \tau)| d\tau = \int_{-\pi}^{\pi} \left|\frac{\sin[N\tau/2]\sin[M\tau/2]}{\sin[\tau/2]}\right| d\tau \\
\leq \left(\int_{-\pi}^{\pi} \frac{\sin^2[N\tau/2]}{\sin^2[\tau/2]} |d\tau| \right)^{1/2} \left(\int_{-\pi}^{\pi} \frac{\sin^2[M\tau/2]}{\sin^2[\tau/2]} |d\tau| \right)^{1/2},
\]

and taking into account that (see e.g. [26, p.26])

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\sin^2[K\tau/2]}{\sin^2[\tau/2]} |d\tau| = K, \quad \forall K \in \mathbb{N},
\]

we get

\[
\int_{-\pi}^{\pi} |\psi(N, M, t \pm \tau)| |d\tau| \leq 2\pi \sqrt{M \cdot N}, \quad \forall N, M \in \mathbb{N}. \tag{77}
\]

Consequently, by means of (74) and (77), for any \(w\), we have

\[
\frac{1}{8m\pi} \int_{-\pi}^{\pi} |Q(\tau)| d\tau \leq \frac{1}{4m\pi} \int_{-\pi}^{\pi} |\Psi(2n_{w}, 2m, \tau)| |d\tau| \leq \frac{\sqrt{M \cdot N}}{m} = \frac{\sqrt{n_{w}}}{m},
\]

which, combined with the estimates (75) and (76), yields the statement.
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