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Abstract

The matrix permanent belongs to the complexity class \#P-Complete. It is generally believed to be computationally infeasible for large problem sizes, and significant research has been done on approximation algorithms for the matrix permanent. We present an implementation and detailed runtime analysis of one such Markov Chain Monte Carlo (MCMC) based Fully Polynomial Randomized Approximation Scheme (FPRAS) for the matrix permanent which has previously only been described theoretically and with big-Oh runtime analysis. We demonstrate by analysis and experiment that the constant factors hidden by previous big-Oh analyses result in computational infeasibility.

1 Introduction

1.1 Background and Motivation

The matrix permanent is a function on $n \times n$ square matrices defined similarly to the familiar matrix determinant. They differ only in a sign factor applied to alternating terms in the determinant.

That small change has a dramatic result. While the matrix determinant can be efficiently computed in polynomial time, the fastest known algorithm for computing the matrix permanent is Ryser’s Algorithm, requiring $O(n2^n)$ operations \[20\].

The matrix permanent (with nonnegative entries) can also be framed as a graph problem. By treating the matrix as the adjacency matrix of a bipartite graph of $2n$ nodes, the matrix permanent is equivalent to counting the number of perfect matchings on the graph.

This problem is an example of a \#P-Complete problem, a complexity class containing many interesting and useful problems. In fact, the matrix permanent is often taken as a representative example of the class \#P-Complete, not least in the paper which first formally defined the complexity classes \#P and \#P-Complete \[22\].

Problems in \#P-Complete are believed, in the general case, to be computationally infeasible, leading to research in heuristic and approximate solution methods. Because problems in \#P-Complete are interreducible in polynomial time, an efficient approximation algorithm for one \#P-Complete problem could potentially lead to efficient approximation algorithms for many other interesting \#P-Complete problems.

\*This article is based on an MS thesis by the first author, submitted to Rice University on June 12, 2020 \[19\]. Research partially supported by NSF Grant no. IIS-1527668.
Of particular interest are approximation algorithms which are guaranteed to run in polynomial time and, with a certain probability, to produce results within a certain error bound. When such an algorithm makes use of a secondary input of random bits, it is referred to as a fully polynomial randomized approximation scheme (FPRAS).

The 2004 publication of an FPRAS for the matrix permanent was a significant milestone in the study of approximation algorithms for \#P-Complete problems. The FPRAS was presented with a theoretical analysis proving the necessary conditions on the quality of the results as well as polynomial big-Oh runtime [13].

Although the existence of an FPRAS for the matrix permanent was proven, the FPRAS was never implemented. In fact, the original Jerrum, Sinclair, and Vigoda paper [13], as well as later refinements [4], do not present a directly implementable algorithm. Critical parameters relating to the number of samples required by the algorithm and frequency of sampling are described in big-Oh terms sufficient for proving the existence of the FPRAS. Of course, in practice, an algorithm cannot collect a big-Oh number of samples.

1.2 Problem Addressed

We explore two questions. First, whether the FPRAS for the matrix permanent actually leads to a computationally feasible approximation algorithm. Second, how the FPRAS for the matrix permanent actually performs in practice.

1.3 Contributions

The algorithms presented here are not original to this paper or its authors. Ryser’s algorithm for the matrix permanent was published by H.J. Ryser in 1963 [20]. A theoretical description and big-Oh probabilistic analysis of the FPRAS for the matrix permanent was published by Jerrum, Sinclair, and Vigoda in 2004 [13]. An improved big-Oh analysis of a slightly modified version of the FPRAS was published by Bezáková, Štefankovič, Vazirani, and Vigoda in 2006 [4].

The primary contributions of this work are a detailed (non-asymptotic) probabilistic analysis of the sampling requirements of the FPRAS, a working implementation of the FPRAS for the matrix permanent based on that probabilistic analysis, and an experimental evaluation of that implementation. We show both by analysis and by experiment that the FPRAS is not computationally feasible.

Secondary contributions include minor improvements to the analysis of the FPRAS and methods of computing necessary values during execution, noted in Section 3, and a proposed explanation for the large margin between the probabilistic analysis and practical performance of the FPRAS for small matrices.

2 Preliminaries

2.1 The Matrix Permanent

Definition 2.1 Matrix Permanent

Let \( S_n \) be the set of all permutations over \( \{0, 1, \ldots, n - 1\} \). The matrix permanent of an \( n \times n \) matrix is given by

\[
\text{per}(A) = \sum_{\sigma \in S_n} \prod_{i=0}^{n-1} a_{i,\sigma(i)}
\]
Informally, the matrix permanent is the sum over all the products of the permutations of the matrix entries.

**Definition 2.2 Matrix Determinant**

The matrix permanent is similar to the more familiar matrix determinant. Both are sums over products of permutations of the matrix entries. For the determinant, each product of a permutation is also multiplied by the sign of the permutation.

\[
det(A) = \sum_{\sigma \in S_n} \prod_{i=0}^{n-1} \text{sign}(\sigma) a_{i,\sigma(i)}
\]

The naive computation of both the permanent and the determinant takes \(O(n!)\) time. However, the presence of the \(\text{sign}(\sigma)\) term in the determinant leads to efficient methods of computation. Using Gaussian elimination, the determinant can be calculated in \(O(n^3)\) time.

The matrix permanent, on the other hand, has thus far resisted all efforts at finding an efficient method of computation. The best known general algorithm for the permanent is due to H. J. Ryser, and can be calculated in \(O(m2^n)\) time [20].

Restricting our attention to matrices whose entries take values in \(\{0,1\}\), the matrix permanent is equivalent to counting the number of permutations \(\sigma \in S_n\) such that \(a_{i,\sigma(i)} = 1\) for all \(i\). In other words, the permanent of an \(n \times n\) \(\{0,1\}\) matrix \(A\) is equal to the number of unique ways one can select \(n\) 1-valued entries such that exactly one entry is present in each row and exactly one entry is present in each column.

The \(\{0,1\}\) matrix permanent can also be framed as a graph problem. The \(n \times n\) matrix \(A\) is used as the adjacency matrix of a bipartite graph of \(2n\) vertices. Construct a bipartite graph \(G = (U, V, E)\) where \(|U| = n\) and \(|V| = n\). The edges of the graph are assigned according to \(E = \{(u_i, v_j) | A_{ij} = 1\}\). This approach can be extended to apply to matrices of nonnegative entries following a standard transformation.

![Bipartite graph with permanent 2](image)

**Figure 1:** Adjacency matrix and corresponding bipartite graph with permanent 2.

**Definition 2.3 Perfect Matching**

On a bipartite graph \(G = (U, V, E)\) with \(|U| = |V| = n\), a perfect matching is a set of edges \(M \subseteq E\) with \(|M| = n\) such that \(\forall u \in U \exists x \in V (u, x) \in M\) and \(\forall v \in V \exists y \in U (y, v) \in M\). Informally, a perfect matching is a set of edges in the graph such that every vertex in the graph is present in exactly one edge.

A perfect matching on \(G\) is equivalent to selecting \(n\) 1-valued entries in the matrix such that exactly one entry is present in each row and exactly one entry is present in each column, as described above.
Thus, computing the matrix permanent of an $n \times n \{0,1\}$ matrix $A$ is equivalent to counting the number of perfect matchings in the bipartite graph $G = (U, V, E)$.

\[
\begin{bmatrix}
y_0 & y_1 & y_2 \\
x_0 & 1 & 0 & 1 \\
x_1 & 1 & 1 & 0 \\
x_2 & 1 & 0 & 1
\end{bmatrix}
\]

Figure 2: First 1-product permutation and corresponding perfect matching.

\[
\begin{bmatrix}
y_0 & y_1 & y_2 \\
x_0 & 1 & 0 & 1 \\
x_1 & 1 & 1 & 0 \\
x_2 & 1 & 0 & 1
\end{bmatrix}
\]

Figure 3: Second 1-product permutation and corresponding perfect matching.

### 2.2 Ryser’s Algorithm

The fastest known algorithm for the exact computation of the matrix permanent was published in 1963 by H. J. Ryser [20]. Ryser’s algorithm uses the inclusion-exclusion principle to improve the computation time of the permanent.

For an $n \times n$ matrix $A$, let $A_r$ with $0 < r < n$ denote the set of all matrices obtained from the matrix $A$ by replacing $r$ columns of $A$ with columns of exclusively 0-valued entries. The size of this set is $|A_r| = \binom{n}{r} = \frac{n!}{r!(n-r)!}$. Also let $R(A) = \prod_{i=0}^{n-1} \sum_{j=0}^{n-1} a_{ij}$, that is, the product of the sums of the entries in each row.

**Definition 2.4 Ryser’s Algorithm**

For an $n \times n$ matrix $A$

\[
\text{per}(A) = R(A) - \sum_{A'_1 \in A_1} R(A'_1) + \sum_{A'_2 \in A_2} R(A'_2) - \ldots + (-1)^{n-1} \sum_{A'_{n-1} \in A_{n-1}} R(A'_{n-1})
\]

The naive computation of this formula for the matrix permanent requires $n^2$ operations per application of $R$, and there are $O(2^n)$ applications of $R$, giving an overall computational time of $O(n^2 2^n)$. 
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This can be reduced to $O(n2^n)$ by computing each sum over $A_r$ in Gray code order, such that each subsequent $A_r'$ differs from its predecessor only in the position of a single zero-column. Thus, rather than fully computing each row sum ($O(n)$ operations per row) in each application of $R$, we add the single restored row entry and subtract the single removed row entry ($O(1)$ operations per row).

Ryser’s algorithm was implemented in Python to compute the exact matrix permanent to check the accuracy of the FPRAS implementation. For the purposes of our analysis, implementation of Ryser’s algorithm in a more efficient programming language is unnecessary, as will become clear in the following section.

2.3 P, NP, and #P

Definition 2.5 P

P is the class of decision problems (problems whose answer is either “yes” or “no”, “true” or “false”, or 1 or 0) which are solvable on a deterministic Turing machine in an amount of time which is a polynomial function of the size of the input. If the Turing machine accepts, the answer is “yes”, “true”, or 1, and if the Turing machine rejects, the answer is “no”, “false”, or 0 [6].

The decision problem version of bipartite perfect matchings can be phrased “is there a perfect matching on the graph $G = (U, V, E)$?” This problem is in P, that is, it can be decided in polynomial time whether a perfect matching exists for the graph $G = (U, V, E)$.

Definition 2.6 NP

NP is the class of decision problems which are solvable on a nondeterministic Turing machine in an amount of time which is a polynomial function of the size of the input. Nondeterministic Turing machines can be characterized as Turing machines which, any time a choice is made, split into two copies of the machine, one copy having made one choice and the other copy having made the other choice. This results in the possibility of exponentially many computational branches. If any one computational branch accepts, the nondeterministic Turing machine accepts [6].

Obviously, $P \subseteq NP$ (and thus, bipartite perfect matchings are also in NP), but $P \neq NP$ is one of the most important open questions in complexity theory.

Definition 2.7 NP-Complete

The set of problems in NP to which any problem in NP can be reduced in polynomial time is the complexity class NP-Complete [16].

The NP-Complete problems are the hardest problems in NP. No NP-Complete problem is known to be solvable in less than exponential time. Finding a polynomial-time solution to any NP-Complete problem would prove P=NP. If P$\neq$NP, then all NP-Complete problems are harder than all P problems.

Definition 2.8 #P

For an NP problem, rather than deciding whether an accepting path exists in the nondeterministic Turing machine, we can count how many accepting paths exist. The set of counting problems corresponding to the decision problems in NP is the complexity class #P [22].

Returning to the bipartite perfect matching problem, if the decision problem decides “does a perfect matching exist in the graph $G = (U, V, E)$?”, the counting problem counts “how many perfect matchings exist in the graph $G = (U, V, E)$?” This is equivalent to computing the matrix permanent.
Definition 2.9 \#P-Complete

The set of problems in \#P to which any problem in \#P can be reduced in polynomial time is the complexity class \#P-Complete [22].

It is generally trivial to prove that the counting problem associated with an NP-Complete decision problem is \#P-Complete. It is interesting to note that, although the bipartite perfect matching decision problem is in P, the bipartite perfect matching counting problem (the matrix permanent) is \#P-Complete. In fact, the complexity classes \#P and \#P-Complete were first described in a paper on the complexity of computing the matrix permanent [22]. A similar property holds for DNF satisfiability. Although DNF-SAT $\in$ P, DNF $\in$ \#P-Complete.

As with NP-Complete problems, no \#P-Complete problem is known to be solvable in less than exponential time, and a polynomial-time algorithm for any \#P-Complete problem would prove P=NP.

2.4 Approximation Algorithms

Because all known algorithms for solving \#P-Complete problems are worst-case exponential time, \#P-Complete problems may be computationally intractable for large or even moderate problem sizes. This has led to extensive research on approximation algorithms for \#P-Complete problems.

Definition 2.10 $\epsilon - \delta$ Randomized Approximation Algorithms

An $\epsilon - \delta$ approximation algorithm for a problem with exact solution $X$ takes as an auxiliary input a stream of random bits and produces an approximate solution $\bar{X}$ such that $\Pr[\frac{X}{1+\epsilon} \leq \bar{X} \leq (1+\epsilon)X] \geq \delta$ with $0.5 < \delta < 1$ [18].

$\epsilon$ is an input to the algorithm. $\delta$ may be an input to the algorithm, or may be a constant value, often $\frac{3}{4}$. A smaller value of $\epsilon$ (tighter bounds on the approximation) results in longer runtime. In the case of constant $\delta$, improved success probability $\delta'$ can be obtained by performing a number of trials polynomial in $\frac{1}{1-\delta}$ and choosing the median value.

Definition 2.11 FPRAS

An $\epsilon - \delta$ randomized approximation algorithm which runs in time polynomial to the input, to $\epsilon$, and to $\delta$ is a fully polynomial randomized approximation scheme (FPRAS). An $\epsilon - \delta$ randomized approximation algorithm with constant $\delta$ which runs in time polynomial to the input and to $\epsilon$ is also an FPRAS because improved success probability $\delta'$ can be obtained by performing a number of trials polynomial in $\frac{1}{1-\delta}$ and choosing the median value [18].

2.5 Related Work

Definitions of the complexity classes \#P and \#P-Complete were first published by Leslie Valiant in his 1979 paper “The Complexity of Computing the Permanent” [22].

Research on approximation algorithms for counting problems and their equivalents has a long history, but of particular interest is the 1986 paper “Random Generation of Combinatorial Structures from a Uniform Distribution” by Jerrum, Valiant, and Vazirani [14]. This paper formalizes the connection between uniform sampling and approximate counting as well as the connection between almost uniform sampling and randomized approximate counting. It proves that an FPRAS for a \#P problem exists if and only if an almost uniform sampling algorithm exists, and that the FPRAS and almost uniform sampling algorithm are inter-reducible [14].
The development of approximation algorithms for the matrix permanent has been a process of gradual improvement. An early paper ultimately published in 1993 describes a simple Monte Carlo approximation method for the matrix permanent which requires exponential time [15].

Due to the result in [14], research into more efficient approximation algorithms for the matrix permanent has largely focused on improving the efficiency of almost uniform sampling algorithms. Andrei Broder’s 1986 paper “How Hard is it to Marry at Random? (On the Approximation of the Permanent)” is an early example of an approximation algorithm using a Markov Chain Monte Carlo approach to compute the permanent in polynomial time for certain classes of matrices, but which requires exponential time in the general case [5]. Jerrum and Sinclair’s 1989 paper “Approximating the Permanent,” which referenced a preprint of [15], is another example [12].

Refinement of that approach led to the FPRAS for the matrix permanent described in Jerrum, Sinclair, and Vigoda’s 2004 paper “A Polynomial-Time Approximation Algorithm for the Permanent of a Matrix with Nonnegative Entries,” and the improved analysis performed in Bezáková, Štefankovič, Vazirani, and Vigoda’s 2006 paper “Accelerating Simulated Annealing for the Permanent and Combinatorial Counting Problems,” which this paper analyzes [13, 4].

A number of authors have explored randomized approximation algorithms for the matrix permanent which are not fully polynomial in the general case, but are of lower polynomial complexity than the FPRAS on certain classes of matrices [7, 11]. Another interesting result is a polynomial-time deterministic approximation algorithm for the matrix permanent of certain classes of matrices [8].

However, at the time of publication of [19], the FPRAS described in [13] and [4] remains the most efficient known FPRAS for the approximation of the matrix permanent.

3 Analysis of the FPRAS

3.1 Monte Carlo Method

A common approach to estimating the value of a random variable is random sampling, also known as the Monte Carlo method. By taking some number of samples and averaging them, an estimate of the true value of random variable is produced. Standard probabilistic bounds can be applied to determine the sample size required to produce, with some probability, an estimate within some interval of the correct value [18].

This approach can easily be applied to counting problems. In the case of the matrix permanent, for an $n \times n$ matrix there are $n!$ possible perfect matchings. Let $Z$ be a random variable representing the proportion of all possible perfect matchings which are actually present in the graph. By sampling the space of all possible perfect matchings, taking the value of a sample to be 1 if the sampled perfect matching is present in the graph and 0 if it is not and averaging over the number of samples, $\bar{Z} \approx Z$ can be estimated. It follows that $\bar{Z} \approx n!$ is an estimate of the count of perfect matchings present in the graph.

One problem with this approach is that the required sample size depends on the true value of the random variable. For many problems, we have no a priori knowledge of the true value. As an illustration, consider a naive attempt to estimate the matrix permanent with sample set $S$ of polynomial size $|S| \leq n^b$, for some constant $b$, sampled uniformly from the space of possible perfect matchings. There are $n!$ possible perfect matchings. Consider an $n \times n$ matrix $A$ with a polynomial number of perfect matchings, $per(A) \leq n^c$ for some constant $c$. The probability of any individual sample $x$ being a perfect matching is $P(x = 1) = \frac{n^c}{n!}$, and of not being a perfect matching, $P(x = 0) = \frac{n! - n^c}{n!}$. For the set of samples $S$, the probability of sampling exactly zero perfect matchings is $P(\Sigma S = 0) = (\frac{n! - n^c}{n!})^{n^b}$. In
fact, for any chosen values of \( b, c \), for large enough \( n \), \( P(\sum S = 0) \) becomes exponentially close to 1, and the chance of the sample set containing any perfect matchings, \( 1 - P(\sum S = 0) \), becomes exponentially small. For matrices with polynomially many perfect matchings, if the matrix is large enough, the naive sampling algorithm will nearly always return an estimate of zero.

In fact, it is exactly this case—matrices with an exponentially small proportion of all possible perfect matchings present in the associated bipartite graph—for which many of the algorithms mentioned in Section 2.5 fail to approximate in polynomial time.

The key contribution of [13], detailed in Section 3.3, is the construction of a Markov chain which results in an exponential increase in the probability of sampling a perfect matching from the graph when the proportion of perfect matchings present in the graph is exponentially small. Thus, a merely polynomial number of samples can provide a probabilistic guarantee of a useful sample set, regardless of the density or sparsity of the graph being sampled.

### 3.2 Markov Chains

Constructing a Markov chain to sample from a distribution which has helpful properties not present in the uniform distribution is a common approach to improving Monte Carlo approximation methods.

#### Definition 3.1 Markov Chain

A **Markov Chain** is a discrete-time stochastic process consisting of a set of states \( S \) and a set of transition probabilities \( P \) such that \( \forall s_i, s_j \in S, 0 \leq P_{ij} \leq 1 \) and \( \forall s_i \in S, \sum_{s_j \in S} P_{ij} = 1 \). \( P_{ij} \) is the probability that, given the Markov Chain is in state \( s_i \) at time \( t \), the Markov Chain will be in the state \( s_j \) at time \( t + 1 \) [18].

#### Definition 3.2 Irreducible Markov Chain

A Markov Chain is **irreducible** if for every pair of states \( s_i, s_j \in S \), a path exists from \( s_i \) to \( s_j \) and from \( s_j \) to \( s_i \) [18].

#### Definition 3.3 Periodicity

The **periodicity** of a state \( s \) of a Markov Chain is the largest value \( k \) such that, if \( P[s(t) = s] > 0 \), for any \( t' > t \), \( P[s(t') = s] > 0 \) implies \( t' = t + ck \) for some integer \( c \). A state is **aperiodic** if its periodicity is 1. A Markov Chain is **aperiodic** if all states in the Markov Chain are aperiodic [18].

#### Definition 3.4 Stationary Distribution

A **stationary distribution** for a Markov Chain with transition probability matrix \( P \) is a probability distribution \( \pi \) on \( S \) such that \( \pi P = \pi \), that is, if the Markov Chain is in the stationary distribution at time \( t \), it is also in the stationary distribution at time \( t + 1 \) [18].

#### Definition 3.5 Ergodic Markov Chain

A Markov Chain which is irreducible, aperiodic, and for which \( |S| \) is finite is **ergodic**. An ergodic Markov chain has a unique stationary distribution \( \pi \) such that \( \forall s \in S, \pi(s) > 0 \). Further, if \( N(i, t) \) is the number of times state \( i \) is visited in \( t \) steps, \( \forall s_i \in S, \lim_{t \to \infty} N(i, t) = \pi(s_i) \), that is, after sufficiently many steps, an ergodic Markov Chain converges to its unique stationary distribution [18].

These properties of Markov chains give rise to an obvious approach to solving our approximate counting problem.

We could construct an ergodic Markov chain with a state space that includes all possible perfect matchings. By construction, we could ensure that the Markov chain’s unique stationary distribution
assigns at worst a polynomially small sampling probability to the set of perfect matchings present in the graph (along with several other useful properties), and that the ratio between the probability assigned by the uniform distribution and by the stationary distribution is known precisely.

Then we could use a polynomial number of samples to estimate the proportion of all possible perfect matchings present in the graph, and simply multiply this proportion by the probability distribution ratio (which we must somehow calculate) and the number of all possible perfect matchings (which is just \( n! \)).

While the approach is obvious, how to actually construct such a Markov chain is not. Jerrum, Sinclair, and Vigoda succeeded in 2004. While their solution is broadly similar to the hypothetical Markov chain just discussed, it entails a great deal of additional complexity–almost entirely related to ensuring the proper stationary distribution is achieved–which will be described and analyzed in the next sections.

### 3.3 Markov Chain for the Matrix Permanent [4]

Jerrum, Sinclair, and Vigoda [13] developed a Markov Chain Monte Carlo approach, later improved by Bezáková, Štefankovič, Vazirani, and Vigoda [4], to produce a sampling distribution allowing a Monte Carlo-based FPRAS for the matrix permanent.

The Markov Chain \( \mathcal{M} \) used in the FPRAS has a state space consisting of all possible perfect matchings and all possible near-perfect matchings. The Markov Chain associated with the bipartite graph \( G = (U, V, E) \) with \( |U| = |V| = n \) has \( |S| = (n^2 + 1)n! \), because each possible perfect matching has \( n^2 \) hole locations \((u, v)\).

Additionally, weights \( w(u, v) \) are associated with each hole location and an activity variable \( \lambda \) is used. For an edge \((u, v)\), we define \( \lambda(u, v) = 1 \) if \((u, v) \in E\) and \( \lambda(u, v) = \lambda \) otherwise. For a matching \( M \), we define \( \lambda(M) = \prod_{(u,v) \in M} \lambda(u, v) \) and \( w(M) = \lambda(M) \) if \( M \) is a perfect matching and \( w(M) = w(u, v)\lambda(M) \) if \( M \) is a near-perfect matching with hole at \((u, v)\). For a set of matchings \( S' \), we define \( \lambda(S') = \sum_{M \in S'} \lambda(M) \) and \( w(S') = \sum_{M \in S'} w(M) \).

Informally, the weight of a perfect matching is the product of the activities of the edges in the matching. The weight of a near-perfect matching is the product of the activities of the edges in the matching times the weight of the hole. By reducing the activity value in phases, the stationary distribution is biased towards matchings present in the graph, while the hole weights will be used to ensure that the sum of the probabilities of a set of matchings associated with a hole location are close to equal to the same sums for the other hole locations.

Transitions \( M_t \rightarrow M_{t+1} \) are made as follows:

1. If \( M_t \) is a perfect matching, choose an edge \( e \) uniformly at random from \( M_t \) and let \( M' = M_t \setminus e \).
2. If \( M_t \) is a near-perfect matching with hole at \((u, v)\), choose a vertex \( x \) uniformly at random from \( U \cup V \).
   
   (a) If \( x \in (u, v) \), let \( M' = M_t \cup (u, v) \).
   
   (b) If \( x \in V \) and \((w, x) \in M_t \), let \( M' = M_t \cup (u, x) \setminus (w, x) \).
   
   (c) If \( x \in U \) and \((x, z) \in M_t \), let \( M' = M_t \cup (x, v) \setminus (x, z) \).
3. With probability \( \min(1, \frac{w(M)}{w(M_t)}) \), set \( M_{t+1} = M' \), otherwise set \( M_{t+1} = M_t \).

Two key properties are proven about this Markov Chain in the paper.
The stationary distribution of the Markov Chain is proportional to the weights of the matchings, that is, $\pi(M) = \frac{w(M)}{Z}$ where $Z = \sum_{M' \in \Omega} w(M')$.

This property is essential. By manipulating the matching weights, we can manipulate the sample distribution such that potential matchings that are not present in the graph are exponentially unlikely to be sampled. Even if the count of perfect matchings present in the graph is exponentially small, we can approximate it with a polynomial number of samples.

Theorem 3.2
The Markov Chain is rapidly mixing, that is, the Markov Chain converges within total variation distance $\delta$ of the stationary distribution after a polynomial number of steps, in this case, $O(n^5 \log(n))$ steps.

This property is also essential. We wish to sample from the stationary distribution of the Markov Chain, but because the state space is exponentially large, the Markov chain might take exponentially many steps to converge to the stationary distribution, which would prevent our algorithm from running in polynomial time.

3.4 FPRAS for the Matrix Permanent [4]

The FPRAS for the Matrix Permanent proceeds in phases. Initially, all $w(u, v) = n$ and $\lambda = 1$. In each phase, we reduce the activity $\lambda$, until finally, $\lambda = \frac{1}{n}$, requiring $O(n^2 \log(n))$ phases. In each phase, we also update the weights to approximate the ideal weights for the current activity. The ideal weights are given by $w^*(u, v) = \frac{\pi(N(P))}{\lambda(N(u, v))}$. The weights are updated to approximate these ideal weights according to $w'(u, v) = \frac{\pi(N(u, v))}{\lambda(N(u, v))} w(u, v)$.

Let $w_i(M)$ be the matching weight after the $i$th phase. $w_0(\Omega) = (n^2 + 1)n!$, and at termination, $w_r(\Omega)$ is approximately $(n^2 + 1)$ times the number of perfect matchings in $G$. In each phase, we can estimate $\frac{w_{i+1}(\Omega)}{w_i(\Omega)}$ by taking a set of $O(n^2 \log(n^4))$ samples $S'$ and computing $\frac{w_{i+1}(S')}{w_i(S')}$. We can estimate $w_r(\Omega)$ by constructing the telescoping product:

$$w_0(\Omega) \times \frac{w_1(S'_1)}{w_0(S'_1)} \times \frac{w_2(S'_2)}{w_1(S'_2)} \times \ldots \times \frac{w_r(S'_r)}{w_{r-1}(S'_r)}$$

We will let $Z_i = \frac{w_{i+1}(S'_i)}{w_i(S'_i)}$. Thus, $w_r(\Omega)$ is approximately $(n^2 + 1)n! Z_0 Z_1 \ldots Z_{r-1}$. Observe that for any perfect matching $M \in \mathcal{M}_G$, $w(M) = 1$. Then $w(\mathcal{M}_G)$ is equal to the number of perfect matchings on $G$.

We can estimate $\frac{w_r(\mathcal{M}_G)}{w_r(\Omega)}$ by taking the sample mean of $\Theta(n^2 \varepsilon^{-2})$ samples with value 1 if the sample is in $\mathcal{M}_G$ and 0 otherwise. Let $\bar{Y}$ denote this sample mean.

Finally, we can approximate $w^*_r(\mathcal{M}_G)$ (the number of perfect matchings on $G$) by

$$\text{per}(A) = w^*_r(\mathcal{M}_G) = (n^2 + 1)n! Z_0 Z_1 \ldots Z_{r-1} \bar{Y}$$

(1)

The overall computation time required for this approximation is $O(n^7 \log^4(n))$.

However, note that the input size in bits for this problem is $n' = n^2$, with the $n \times n$ matrix $A$ represented as a sequence of $n^2$ bits, so the runtime given the bitlength of the input is $O(n^{3.5} \log^4(n'))$. 

3.5 Analysis of Algorithm Parameters

The theoretical description of the FPRAS for the matrix permanent relies upon big-Oh analysis for simplicity. However, to implement the FPRAS in practice, we need at a minimum the constant factor associated with the big-Oh complexity. However, compared to an exact analysis, this formulation relies on increasing the constant factor associated with the highest order term to account for the lower order terms. If we wish to minimize runtime, we need as accurate an analysis as possible, including lower order terms. The full analysis of the algorithm parameters for the FPRAS is presented here, and comprises one of the primary contributions of this paper.

3.5.1 Useful Bounds for Approximation

Several bounds will be useful for this analysis.

\[ \forall x, 1 + x \leq e^x \]  
\[ x \in [0, 1], e^x - 1 \leq 2x \]  
\[ x \in [0, 1], k \in \mathbb{N}^+, e^{x/(k+1)} \leq 1 + x/k \]  
\[ x \cdot \ln(x) - x + 1 \leq \ln(x!) \leq (x + 1) \ln(x) - x + 1 \]  

Definition 3.6 Harmonic Number

The harmonic number \( H_x \), the partial sum from 1 to \( x \) of the harmonic series, is given by \( H_x = \sum_{j=1}^{x} \frac{1}{j} \). This sum is approximately equal to \( \ln(x) \) with \( \lim_{x \to \infty} H_x = \ln(x) + \gamma \), where \( \gamma \approx 0.577 \) is the Euler–Mascheroni constant.

The harmonic number \( H_x \) is bounded by:

\[ \ln(x) < \ln(x) + \frac{1}{x} \leq H_x \leq \ln(x) + 1 \]  

3.5.2 Probabilistic Inequalities

The analysis of the FPRAS makes use of two probabilistic inequalities.

Definition 3.7 Chebyshev’s Inequality [18]

For a random variable \( X \), Chebyshev’s inequality relates the standard deviation \( \sigma \) or variance \( Var(X) = \sigma^2 \) of a random variable \( X \) to the proportion of samples expected to lie outside a given interval from the mean \( \mu \).

\[ \Pr(|X - \mu| \geq k\sigma) \leq \frac{1}{k^2} \]  
\[ \Pr(|X - \mu| \geq \tilde{k}) \leq \frac{Var(X)}{\tilde{k}^2} \]  

Definition 3.8 Chernoff Bounds [18]

Given the sum \( X = \sum X_i \) of \( n \) independent Poisson trials on random variable \( X \) with \( \Pr(X_i = 1) = p, \mu = E(X) = \sum p_i \), for any \( \delta > 0 \), the Chernoff bounds provide probabilistic bound on how far \( X \) will vary from \( \mu \).

\[ \Pr(X > (1 + \delta)\mu) < \left( \frac{e^\delta}{(1 + \delta)^{1+\delta}} \right)^\mu \]
\[ \Pr(X < (1 - \delta)\mu) < e^{-\frac{\mu^2 \delta^2}{2}} \]  

### 3.5.3 Markov Chain Mixing Time

The essential property of the Markov chain that enables this FPRAS is that it is rapidly mixing, that is, despite the exponential size of the Markov chain, it converges close to the stationary distribution in polynomial time. In other words, a representative sample set can be generated by a random walk through an exponentially small portion of the state space. We will reexamine this in the conclusion.

The number of steps required to converge close to the stationary distribution is the *mixing time* of the Markov chain. In particular, we will consider the mixing time necessary to converge within a certain total variation distance of the stationary distribution.

The total variation distance between two distributions is defined as

\[ d_{TV}(\mu, \pi) = \frac{1}{2} \sum_{x \in \Omega} |\mu(x) - \pi(x)| = \sup_{x \in \Omega} |\mu(x) - \pi(x)| \]  

Informally, the total variation distance is the largest deviation between the actual distribution and the stationary distribution on any state in the Markov chain [13].

The mixing time to converge to variation distance of \( \delta \) starting in state \( x \) is given by

\[ \tau_x(\delta) \leq \frac{7l\rho}{\pi(\mathcal{P})} (\ln\left(\frac{1}{\pi(x)}\right) + \ln\left(\frac{1}{\delta}\right)) \]

where \( l \) and \( \rho \) are properties of the Markov chain [4]. The mixing time is proven using a canonical paths method, where \( l \) is the maximum length of a canonical path and \( l \leq n \), and \( \rho \) is the congestion through states on the canonical path and \( \rho \leq 12n \) [4]. Further, we know that \( \pi(\mathcal{P}) \geq \frac{1}{4(n^2 + 1)} \) [4]. Together, this leads to:

\[ \tau_x(\delta) \leq 7 * n * 12n * 4(n^2 + 1)(\ln\left(\frac{1}{\pi(x)}\right) + \ln\left(\frac{1}{\delta}\right)) \]

\[ = 336(n^4 + n^2)(\ln\left(\frac{1}{\pi(x)}\right) + \ln\left(\frac{1}{\delta}\right)) \]

By choosing a “good” starting state—a perfect matching present in the graph at the beginning of the algorithm, and the last matching generated in the previous phase for later phases—we guarantee that

\[ \pi(x) \geq \frac{1}{n!(n^2 + 1)} \]

Thus,

\[ \tau(\delta) \leq 336(n^4 + n^2)(\ln(n!(n^2 + 1)) + \ln\left(\frac{1}{\delta}\right)) \]

\[ = 336(n^4 + n^2)(\ln(n!) + \ln(n^2 + 1) + \ln\left(\frac{1}{\delta}\right)) \]  

However, once the stationary distribution has converged within total variation distance \( \delta \), it is no longer necessary to wait the full mixing time between samples. In fact, the “resampling” time is simply the mixing time without the contribution of the probability of the start state [3]:

\[ \tau_r(\delta) \leq 336(n^4 + n^2) \ln\left(\frac{1}{\delta}\right) \]
The resampling time can also be derived from variations of the Chernoff bounds specific to Markov chain sampling rather than sets of independent samples \[1, 17\], based on an eigenvalue analysis of the Markov chain transition probabilities \[21\]. This analysis is complex and produces a similar result.

Defining an “initialization” time

\[
\tau_i \leq 336(n^4 + n^2)(\ln(n!) + \ln(n^2 + 1))
\]  

we see that the convergence criteria are met in each phase by taking \(\tau_i(\delta)\) initialization steps through the Markov chain once, then taking \(\tau_r(\delta)\) resampling steps through the Markov chain before generating each sample.

We also note that in the limit,

\[
\lim_{n \to \infty} \tau_r(\delta) \leq 336n^4 \ln(1/\delta) \tag{15}
\]

and

\[
\lim_{n \to \infty} \tau_i \leq 336n^4 \ln(n!) = 336n^5 \ln(n) \tag{16}
\]

### 3.5.4 Number of Phases to Approximate Weights

The number of phases required to approximate the weights is given as \(O(n \times \ln(n))\). To compute the exact number of phases required, we examine the structure of the loops in the FPRAS algorithm:

```plaintext
let \(\lambda_0 = 1\), \(i = n\), \(j = 0\) 
while \(\lambda_j > \frac{1}{n!}\):
    \(\lambda_{j+1} = 2^{-1/2i}\lambda_j\)
    if \(i > 2\) and \(\lambda_{j+1} < (\frac{n}{n!})^{1/(i-1)}\):
        \(\lambda_{j+1} = (\frac{n}{n!})^{1/(i-1)}\)
        \(i = i - 1\)
        \(j = j + 1\)
return \(j\)
```

Figure 4: Algorithm for computing exact number of phases \[4\].

First, for \(i = n\), we repeatedly apply \(\lambda_{j+1} = 2^{-1/2n}\lambda_j\) until \(\lambda_{j+1} < (\frac{n}{n!})^{1/(n-1)}\). The number of phases required is:

\[
\left\lceil \frac{2n}{(n - 1) \ln(2)} \log\left(\frac{n}{n!}\right) \right\rceil \tag{17}
\]

The ceiling operation is required because we cannot perform a partial phase.

At this point, \(\lambda_{n+1} = (\frac{n}{n!})^{1/(n-1)}\) and \(i = n - 1\). Now, for each \(i\) from \(i = n - 1\) to \(i = 3\), the starting value of \(\lambda\) is \(\lambda_s < (\frac{n}{n!})^{1/i}\) and we wish to reach an ending value of \(\lambda\) of \(\lambda_f < (\frac{n}{n!})^{1/(i-1)}\). This will take \(y_i\) steps according to \(\lambda_f = 2^{-y_i/2i}\lambda_s\), which gives \(y_i = \left\lceil \frac{2}{(i-1) \ln(2)} \ln((n - 1)!) \right\rceil\). This continues through \(i = 3\). The total phases required from \(i = n - 1\) to \(i = 3\) is:

\[
\sum_{i=3}^{n-1} \left\lceil \frac{2}{(i-1) \ln(2)} \ln((n - 1)!) \right\rceil
\]
This can be simplified by shifting the index of the summation:

\[ \sum_{i=2}^{n-2} \left[ \frac{2}{i \ln(2)} \ln((n-1)!) \right] \]  

(18)

After we reach \( i = 2 \), we have a starting value of \( \lambda_s = \left( \frac{n}{n!} \right)^{1/2} \) and wish to reach and ending value of \( \lambda_f = \frac{1}{n!} \). The total phases required for \( i = 2 \) is:

\[ \left\lceil \frac{2 \ln(n) \log(n! \ast n)}{\ln(2)} \right\rceil \]  

(19)

Thus, combining (17), (18), and (19), the total number of phases in the algorithm is exactly:

\[ l = \left\lceil \frac{2n}{(n-1) \ln(2)} \ln\left( \frac{n}{n!} \right) \right\rceil 
\]  

\[ + \left\lceil \sum_{i=2}^{n-2} \left[ \frac{2}{i \ln(2)} \ln((n-1)!) \right] \right\rceil \]  

\[ + \left\lceil \frac{2 \ln(n) \log(n! \ast n)}{\ln(2)} \right\rceil \]  

(20)

The ceiling operation is performed once for each \( i \) with \( n \geq i \geq 2 \), so with

\[ l' = \frac{2n}{(n-1) \ln(2)} \ln\left( \frac{n}{n!} \right) 
\]  

\[ + \left[ \sum_{i=2}^{n-2} \frac{2}{i \ln(2)} \ln((n-1)! \right]\right] \]  

\[ + \frac{2 \ln(n) \log(n! \ast n)}{\ln(2)} \]  

we have \( l' \leq l \leq l' + (n-1) \). We can simplify \( l' \) to:

\[ l' = \frac{2}{\ln(2)} \left( \left( \frac{n}{n-1} + H_{n-2} \right) \ln\left( (n-1)! \right) + 2 \ln(n) \right) \]  

(21)

Making use of bounds (6) and (3) and by progressively loosening bounds on the result to eliminate lower order terms, for \( n \geq 5 \), we can derive the loose bounds:

\[ 0.4 \ast n \ast \ln^2(n) \leq l \leq 7.22 \ast n \ast \ln^2(n) \]  

(22)

We also note that in the limit,

\[ \lim_{n \to \infty} l = \frac{2}{\ln(2)} H_n \ln(n!) = \frac{2}{\ln(2)} (\ln(n)n) \ln(n) = \frac{2}{\ln(2)} n \ast \ln^2(n) \]  

(23)

### 3.5.5 Samples per Phase to Approximate Weights

Given ideal weights, the distribution on the Markov chain would be [13]:

\[ \hat{\pi}(\mathcal{P}) = \hat{\pi}(\mathcal{N}(u, v)) = \frac{1}{n^2 + 1} \]
However, we only have estimates of the ideal weights. For ideal weights $w^*$, the estimated weights are bounded by $\frac{w^*}{2} \leq w \leq 2w^*$ [4]. Thus, we know that the probability distribution of sampling the Markov chain within total variation distance $\delta$ is bounded by:

$$\pi(P), \pi(N(u, v)) \geq \frac{1}{4(n^2 + 1)} - \delta$$

By choosing

$$\delta \leq \frac{1}{8(n^2 + 1)}$$

we ensure:

$$\pi(P), \pi(N(u, v)) \geq \frac{1}{8(n^2 + 1)}$$

Further, we know that the ideal weights are related to the estimated weights by the relationship [4]:

$$w(u, v)^* = \frac{\pi(P)}{\pi(N(u, v))} w(u, v)$$

We wish to estimate the values $\pi(P)$ and $\pi(N(u, v))$ within a factor $2^{1/4}$ so that we can estimate the values $\frac{\pi(P)}{\pi(N(u, v))}$ within a factor $2^{1/2}$ [4]. We can then use these estimates to improve our estimates of the ideal weights. For a set of perfect matchings $S$, let $S_p$ be the perfect matchings in $S$ and $S_{u,v}$ be the near-perfect matchings with a hole at $(u, v)$ in $S$.

For the perfect matchings, we have the Chernoff bounds:

$$\Pr\left(|S_p| > 2^{1/4} E(|S_p|)\right) < \left(\frac{e^{(2^{1/4} - 1)}}{(2^{1/4})(2^{1/4})}\right) E(|S_p|)$$

$$\Pr\left(|S_p| < \frac{E(|S_p|)}{2^{1/4}}\right) < e^{-E(|S_p|)(2^{1/4} - 1)^2/2} = (e^{-2^{1/4} - 1)^2/2})E(|S_p|)$$

Because the estimate cannot be simultaneously too large and too small, we can combine the bounds by simply summing the failure probabilities:

$$\Pr\left(\frac{E(|S_p|)}{2^{1/4}} \leq |S_p| \leq 2^{1/4} E(|S_p|)\right) \geq 1 - \left(\frac{e^{(2^{1/4} - 1)}}{(2^{1/4})(2^{1/4})}\right) E(|S_p|) - (e^{-2^{1/4} - 1)^2/2})E(|S_p|)$$

Because $\frac{e^{(2^{1/4} - 1)}}{(2^{1/4})(2^{1/4})} > e^{-(2^{1/4} - 1)^2/2}$, we can simplify:

$$\Pr\left(\frac{E(|S_p|)}{2^{1/4}} \leq |S_p| \leq 2^{1/4} E(|S_p|)\right) \geq 1 - 2\left(\frac{e^{(2^{1/4} - 1)}}{(2^{1/4})(2^{1/4})}\right) E(|S_p|)$$

(27)

An identical derivation produces a similar result for the near-perfect matchings.

$$\Pr\left(\frac{E(|S_{u,v}|)}{2^{1/4}} \leq |S_{u,v}| \leq 2^{1/4} E(|S_{u,v}|)\right) \geq 1 - 2\left(\frac{e^{(2^{1/4} - 1)}}{(2^{1/4})(2^{1/4})}\right) E(|S_{u,v}|)$$

(28)
Because \( E\left(\frac{|S_p|}{|S_{u,v}|}\right) = \pi(P)\pi(N(u, v)) \), we can combine (27) and (28) into the bounds:

\[
Pr\left(\frac{1}{\sqrt{2}} \frac{\pi(P)}{\pi(N(u, v))} \leq \frac{|S_p|}{|S_{u,v}|} \leq \sqrt{2} \frac{\pi(P)}{\pi(N(u, v))}\right) \\
\geq (1 - 2 \left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right) E(|S_p|))(1 - 2 \left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right) E(|S_{u,v}|))
\]

Because \( \frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})} < 1 \) and \( E(|S_p|) > \frac{|S|}{8(n^2 + 1)} \) and \( E(|S_{u,v}|) > \frac{|S|}{8(n^2 + 1)} \), we can simplify this to:

\[
Pr\left(\frac{1}{\sqrt{2}} \frac{\pi(P)}{\pi(N(u, v))} \leq \frac{|S_p|}{|S_{u,v}|} \leq \sqrt{2} \frac{\pi(P)}{\pi(N(u, v))}\right) \\
\geq 1 - 4 \left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right) \frac{|S|}{8(n^2 + 1)}
\]

This simplification ignores the small possibility that both values are outside their bounds by factors which cancel each other out, producing a result inside the combined bound. Because this small possibility increases the success probability, ignoring it results in a valid, slightly looser bound.

However, this bound, of the form used in [13] and [1], significantly overestimates the required number of samples, not because of the simplification described in the previous paragraph, but because in each of \( n^2 \) estimates of \( \pi(P) \), the probability of misestimating \( S_p \) is counted.

Instead of assigning a failure probability to the estimates of \( \pi(P) \), we will assign failure probabilities to the estimates of \( E(|S_p|) \) and \( E(|S_{u,v}|) \). We wish to determine how many samples we must generate to generate an estimate within these bounds with failure probability \( \hat{\eta} \):

\[
Pr\left(\frac{E(|S_p|)}{2^{1/4}} \leq |S_p| \leq 2^{1/4} E(|S_p|)\right) \geq 1 - \hat{\eta}
\]

\[
Pr\left(\frac{E(|S_{u,v}|)}{2^{1/4}} \leq |S_{u,v}| \leq 2^{1/4} E(|S_{u,v}|)\right) \geq 1 - \hat{\eta}
\]

Since the expressions for the failure probabilities of both bounds are identical, this entails:

\[
\hat{\eta} = 2 \left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right) \frac{|S|}{8(n^2 + 1)}
\]

\[
\hat{\eta} = \left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right) \frac{|S|}{8(n^2 + 1)}
\]

\[
\ln(\hat{\eta}) = \frac{|S|}{8(n^2 + 1)} \ln\left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right)
\]

\[
\ln\left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right) = \ln(2/\hat{\eta})8(n^2 + 1)
\]

\[
|S| = \frac{\ln(2/\hat{\eta})8(n^2 + 1)}{\ln\left(\frac{e^{(2^{1/4} - 1)}}{2(1^4)(2^{1/4})}\right)}
\]

\[
|S| \leq 475(n^2 + 1) \ln(2/\hat{\eta})
\]

(29)

Now, \( \hat{\eta} \) is the failure probability of each of the \( n^2 + 1 \) estimates we must make per phase to update the weights, so the overall failure probability \( \eta \) across all phases is

\[
\eta = n(n^2 + 1)\hat{\eta}
\]

(30)
As we will see later, we will require the overall failure probability of this part of the algorithm to be no greater than \( \frac{1}{12} \), yielding

\[
\frac{1}{12} = l(n^2 + 1) \hat{\eta} \\
\hat{\eta} = \frac{1}{12l(n^2 + 1)}
\]  

(31)

In the implementation of the algorithm, we will compute an exact value of \( l \) to determine the required value of \( \hat{\eta} \), but we can use the analytic bounds on \( l \), the bound \( \frac{0.9}{n^2} \leq \frac{1}{n^2 + 1} \), and the bound \( n \geq 1.8 \ln^2(n) \) to produce loose bounds:

\[
\hat{\eta} \geq \frac{1}{97n^3 \ln^2(n)} \geq \frac{1}{54n^4}
\]

Combining (29) and (31), we generate a bound we will use to compute the number of samples per phase:

\[
|S| \leq 475(n^2 + 1) \ln(2 * 12l(n^2 + 1)) = 475(n^2 + 1) \ln(24l(n^2 + 1))
\]  

(32)

We can also generate a convenient, looser bound using the loose bound on \( \hat{\eta} \), the bound \( n^2 + 1 \leq 1.1n^2 \), and the bound for \( n > 2 \) that \( 2.1 \ln(x) \geq (1.1706 + \ln(x)) \):

\[
|S| \leq 475 * 1.1n^2 * \ln(108n^4) \leq 523n^2(\ln(108) + 4 \ln(n)) \\
\leq 523n^2(4.6822 + 4 \ln(n)) \leq 2092n^2(1.1706 + \ln(n)) \\
\leq 2092n^22.1 \ln(n) \leq 4394n^2 \ln(n)
\]  

(33)

We also note that in the limit,

\[
\lim_{n \to \infty} |S| \leq 475n^2\ln(24) + \ln(l) + \ln(n^2 + 1)) = 475n^22 \ln(n) = 950n^2 \ln(n)
\]  

(34)

### 3.5.6 Samples per Phase for Approximate Counting

The weight approximation phases perform a dual purpose. In addition to producing an approximation to the ideal weights that result in the desired stationary distribution on the Markov chain, in each phase we produce a ratios \( Z_i \) used in (11), the telescoping product expression for the approximate count of perfect matchings.

From the bounds on the error in estimating the ideal weights and the rule for updating \( \lambda \), for any matching \( M \) we have:

\[
\frac{1}{2} \leq \frac{w_{i+1}(M)}{w_i(M)} \leq 2
\]  

(35)

If we could sample exactly from the stationary distribution of the Markov chain, the expected mean of the sample set \( S \) of matchings would be

\[
E(Z'_i) = E\left(\frac{w_{i+1}(S)}{w_i(S)}\right) = \frac{w_{i+1}(\Omega)}{w_i(\Omega)}
\]

However, we can only sample from within variation distance \( \delta \) of the stationary distribution. Given (35), the expected mean of the sample set \( S \) must be within:

\[
(1 - 4\delta)\frac{w_{i+1}(\Omega)}{w_i(\Omega)} \leq E(Z_i) \leq (1 + 4\delta)\frac{w_{i+1}(\Omega)}{w_i(\Omega)}
\]
If we sample the Markov chain within variation distance

$$\delta = \frac{\epsilon}{20l} \quad (36)$$

Then the expected mean is

$$(1 - \frac{\epsilon}{5l}) \frac{w_{i+1}(\Omega)}{w_i(\Omega)} \leq E(Z_i) \leq (1 + \frac{\epsilon}{5l}) \frac{w_{i+1}(\Omega)}{w_i(\Omega)}$$

Using (4), this becomes

$$e^{-\epsilon/4} \frac{w_{i+1}(\Omega)}{w_i(\Omega)} \leq E(Z_i) \leq e^{\epsilon/4} \frac{w_{i+1}(\Omega)}{w_i(\Omega)} \quad (37)$$

Taking the product across all phases,

$$e^{-\epsilon/4} \frac{w_{i+1}(\Omega)}{w_i(\Omega)} \leq E(Z_0Z_1...Z_{l-1}) \leq e^{\epsilon/4} \frac{w_{i+1}(\Omega)}{w_i(\Omega)} \quad (38)$$

Taking $|S|$ samples in each phase, from (35),

$$\frac{Var(Z_i)}{E(Z_i)^2} = \frac{(Z_i - E(Z_i))^2}{E(Z_i)^2} \leq \frac{9}{|S|} \quad (39)$$

Across all phases, we have:

$$\frac{Var(Z_0Z_1...Z_{l-1})}{E(Z_0Z_1...Z_{l-1})^2} \leq \left(1 + \frac{9}{|S|}\right)^t - 1 \quad (40)$$

In [13], approximations (2) and (3) are used to simplify this expression to

$$\frac{Var(Z_0Z_1...Z_{l-1})}{E(Z_0Z_1...Z_{l-1})^2} \leq \frac{18l}{|S|} \quad (41)$$

However, this is a substantially looser bound, so we will use (10). We bound the error in the partial telescoping product using Chebyshev’s inequality:

$$\Pr \left( |Z_0Z_1...Z_{l-1} - E(Z_0Z_1...Z_{l-1})| \geq \frac{\epsilon}{5} E(Z_0Z_1...Z_{l-1}) \right) \leq \frac{5^2 Var(Z_0Z_1...Z_{l-1})}{\epsilon^2 E(Z_0Z_1...Z_{l-1})^2} \quad (42)$$

Combining (42) and (3.5.6), we can solve for the required number of samples.

$$\frac{25}{\epsilon^2} \left( \left(1 + \frac{9}{|S|}\right)^t - 1 \right) \leq \frac{1}{12} \quad (43)$$
\[
\left(1 + \frac{9}{|S|}\right)^l - 1 \leq \frac{\epsilon^2}{300}
\]
\[
\left(1 + \frac{9}{|S|}\right)^l \leq \frac{\epsilon^2}{300} + 1
\]
\[
1 + \frac{9}{|S|} \leq \left(\frac{\epsilon^2}{300} + 1\right)^{1/l}
\]
\[
\frac{9}{|S|} \leq \left(\frac{\epsilon^2}{300} + 1\right)^{1/l} - 1
\]
\[
|S| \geq \frac{9}{\left(\frac{\epsilon^2}{300} + 1\right)^{1/l} - 1}
\]

(44)

However, we will use (41) to find a convenient bound for the required samples per phase for approximate counting in the limit (noting that even in the limit, this results in a looser bound than (44)).

\[
\lim_{n \to \infty} |S| = \frac{5400l}{\epsilon^2} = \frac{5400}{\epsilon^2} \cdot \frac{2n \cdot \ln^2(n)}{\ln(2)} = \frac{10800n \cdot \ln^2(n)}{\ln(2) \cdot \epsilon^2}
\]

(45)

3.5.7 Samples for Final Refinement of Approximate Count

Once the algorithm phases required for weight estimation and calculation of the partial telescoping product \(Z_0Z_1\ldots Z_{l-1}\) are complete, a final sampling step is required to refine the approximate count \(\|\|\|\|\). We generate a sample set \(S'\), taking each sample to have value 1 if it is a perfect matching and 0 if it is not, and take the sample mean, which we label \(Y\).

By taking \(|S'|\) samples from within variation distance of the stationary distribution

\[
\delta \leq \frac{\epsilon}{20}
\]

we can follow the outline of the previous section to bound the expectation of \(Y\) in terms of the stationary distribution of the set of all perfect matchings in the graph:

\[
e^{-\epsilon/4}\frac{w_l(M_G)}{w_l(\Omega)} \leq E(Y) \leq e^{\epsilon/4}\frac{w_l(M_G)}{w_l(\Omega)}
\]

(47)

Because the samples only take values 0 and 1 and because \(E(Y) \geq \frac{1}{4(n^2+1)}\), the variance of a single sample \(Y'\) is bounded by

\[
\frac{Var(Y')}{E(Y')^2} \leq \frac{1}{E(Y')} - 1 \leq 4(n^2 + 1) - 1 = 4n^2 + 3
\]

The variance of the sample mean is bounded by

\[
\frac{Var(Y)}{E(Y)^2} \leq \frac{4n^2 + 3}{|S'|}
\]

(48)

As in the last section, we will bound the error using Chebyshev’s inequality.

\[
Pr(|Y - E(Y)| \geq \frac{\epsilon}{5}E(Y)) \leq \frac{25 \cdot Var(Y)}{\epsilon^2 \cdot E(Y)^2} \leq \frac{25 \cdot 4n^2 + 3}{\epsilon^2 \cdot |S'|} = \frac{100n^2 + 75}{\epsilon^2 |S'|}
\]

(49)
We again require
\[ \Pr(|Y - E(Y)| \geq \frac{\epsilon}{5} E(Y)) \leq \frac{1}{12} \] (50)

Combining (49) and (50), we solve for the required number of samples to refine the approximate count.
\[
\frac{100n^2 + 75}{\epsilon^2|S'|} \leq \frac{1}{12}
\]
\[ |S'| \geq \frac{1200n^2 + 900}{\epsilon^2} \] (51)

In the limit,
\[
\lim_{n \to \infty} |S'| \geq \frac{1200n^2}{\epsilon^2}
\] (52)

### 3.5.8 Summary of Algorithm Parameters

Having derived the sampling parameters of the algorithm, we summarize them here. The algorithm consists of collecting sample sets during each of \( l \) weight estimation phases and during a final refinement step. The exact number of weight estimation phases required is

\[
l = \left\lceil \frac{2n}{(n - 1) \ln(2) \ln(\frac{n}{n!})} \right\rceil + \left\lceil \sum_{i=2}^{n-2} \left[ \frac{2}{i \cdot \ln(2) \ln((n - 1)!) \ln(n! \cdot n)} \right] \right\rceil + \left\lceil \frac{2}{\ln(2)} \ln(n! \cdot n) \right\rceil
\] (20)

In the limit, the required number of weight estimation phases is

\[
\lim_{n \to \infty} l = \frac{2}{\ln(2)} n \cdot \ln^2(n)
\] (23)

Prior to collecting each sample set, we must take \( \tau_i \) “initialization steps.”

\[
\tau_i(\delta) \leq 336(n^4 + n^2)(\ln(n!) + \ln(n^2 + 1))
\] (14)

Prior to collecting each sample in each sample set, we must take \( \tau_r \) “resampling steps.”

\[
\tau_r(\delta) \leq 336(n^4 + n^2) \ln\left(\frac{1}{\delta}\right)
\] (13)

In the limit, this reduces to:

\[
\lim_{n \to \infty} \tau_r(\delta) \leq 336n^4 \ln\left(\frac{1}{\delta}\right)
\] (15)

During the weight estimation phases, we have

\[
\delta_w \leq \min\left(\frac{1}{8(n^2 + 1)}, \frac{\epsilon}{20l}\right)
\] (53)
and the required number of samples is

$$|S_w| \geq \max(475(n^2 + 1)ln(24l(n^2 + 1)), \frac{9}{(\frac{e^2}{300} + 1)^{1/4} - 1}) \quad (54)$$

And in the limit (making use of the looser bound on samples required during phases for approximate counting),

$$\lim_{n \to \infty} |S_w| = \max(950n^2 \ln(n), \frac{10800 n \cdot \ln^2(n)}{\ln(2) e^2}) \quad (54)$$

During the final refinement step, we have

$$\delta_c \leq \frac{\epsilon}{20} \quad (46)$$

and require

$$|S_c| \geq \frac{1200n^2 + 900}{\epsilon^2} \quad (51)$$

In the limit,

$$|S_c| \geq \frac{1200n^2}{\epsilon^2} \quad (52)$$

Thus, the total runtime of the weight estimation phases is:

$$T_w = (\tau_i(\delta_w) + \tau_r(\delta_w) |S_w|)l \quad (55)$$

The fully expanded equation for the exact runtime, now completely derived, is too long to include as a single equation. However, we can consider its value in the limit. Because we will always take at least $O(n^2) > O(\ln(n!)) + \ln(n^2 + 1))$ samples in a sample set, the total resampling steps taken during the collection of a sample set dominate the initialization steps. Using the expressions for the values in the limit, we find:

$$\lim_{n \to \infty} T_w = \frac{638400}{\ln(2)} n^6 \ln^3(n) \quad (56)$$

$$\times \max(2 \ln(n), \ln(\frac{n}{\epsilon})) \times \max(n, \frac{10800 \ln(n)}{950 \ln(2) \epsilon^2})$$

If $\epsilon \geq 1/n$, then $\max(2 \ln(n), \ln(\frac{2}{\epsilon})) = 2 \ln(n)$, otherwise $\max(2 \ln(n), \ln(\frac{2}{\epsilon})) = \ln(\frac{2}{\epsilon})$.

If $\epsilon \geq \sqrt{\frac{950 \ln(2) n}{10800 \ln(n)}}$ then $\max(n, \frac{10800 \ln(n)}{950 \ln(2) \epsilon^2}) = n$, otherwise $\max(n, \frac{10800 \ln(n)}{950 \ln(2) \epsilon^2}) = \frac{10800 \ln(n)}{950 \ln(2) \epsilon^2}$.

Thus, depending on the value of $\epsilon$, there are three values $\lim_{n \to \infty} T_w$ can take.

$$\lim_{n \to \infty} T_w = \begin{cases} \frac{7.257.600}{n^6 \ln^2(n)} \ln^4(n) \ln(\frac{2}{\epsilon}) \epsilon^2 & \epsilon \leq 1/n \\ \frac{14.515.200}{n^6 \ln^2(n)} \ln^5(n) \epsilon^2 & 1/n < \epsilon < \sqrt{\frac{950 \ln(2) n}{10800 \ln(n)}} \\ \frac{1.276.800}{n^7 \ln(2)} \ln^4(n) & \sqrt{\frac{950 \ln(2) n}{10800 \ln(n)}} \leq \epsilon \end{cases} \quad (57)$$

The total runtime in the final refinement step is:

$$T_c = \tau_i + \tau_r(\delta_c) |S_c|$$

$$= 336(n^4 + n^2)(\ln(n!) + \ln(n^2 + 1)) + 336(n^4 + n^2) \ln(\frac{20}{\epsilon}) \frac{1200n^2 + 900}{\epsilon^2} \quad (58)$$
In the limit, this reduces to:
\[
\lim_{{n \to \infty}} T_c = 403,200n^6\ln\left(\frac{20}{\epsilon}\right)\frac{1}{\epsilon^2}
\]  
(59)

Thus, in the limit, the total number of steps through the Markov chain is simply \(\lim_{{n \to \infty}} T = \lim_{{n \to \infty}} T_w\).

### 3.6 Analytic Computational Infeasibility

Because the FPRAS is polynomial in the size of the matrix, while Ryser’s algorithm is exponential in the size of the matrix, we know that no matter how large the constant factors associated with the asymptotic complexity of the FPRAS, there must be some \(n'\) such that for \(n \geq n'\), the required number of steps through the Markov chain is always less than the complexity of computing the exact permanent using Ryser’s algorithm.

Using the results from Section 3.5, we can easily compute the exact required number of steps through the Markov chain for any matrix size and error bound. Ignoring all other computation in the FPRAS, we can compare the required number of steps through the Markov chain to the complexity of computing the exact permanent using Ryser’s algorithm.

For small matrices, Ryser’s algorithm is many orders of magnitude faster than the FPRAS. The smallest matrices in our experimental trials were of size \(n = 4\), for which Ryser’s algorithm requires 64 operations, while the FPRAS (without relaxation of sampling parameters) requires 3,932,754,162,118 steps through the Markov chain.

Indeed, comparing FPRAS runtime to Ryser’s algorithm complexity over increasing \(n\), we find that \(n \geq 68\) is the point at which the FPRAS will require fewer steps through the Markov chain than the complexity of Ryser’s algorithm. The number of steps through the Markov chain required for \(n = 68\) is 13,285,251,197,747,730,326,655, or approximately \(1.33 \times 10^{22}\). If we could perform one billion steps through the Markov chain per second, approximating the permanent of a \(68 \times 68\) matrix would take more than 420,984 years (using the Julian year of 365.25 days [23]).

The FPRAS for the matrix permanent is clearly computationally infeasible.

### 4 Experimental Evaluation

#### 4.1 Notes on Implementation

The implementation is largely a straightforward implementation of the algorithm as previously described in Sections 3.3 and 3.4, but some mathematically equivalent optimizations can be performed over the naive implementation of the algorithm.

For each Markov Chain step, we compute the probability \(\min(1, \frac{w(M')}{w(M_t)})\) to decide whether to take the step or not. \(w(M')\) has a factor \(\lambda^j\) for \(0 \leq j \leq n\) and \(w(M_t)\) has a factor \(\lambda^j\) for \(0 \leq j \leq n\). Rather than computing \(\lambda^j\) and then performing division, we can replace \(\frac{\lambda^j}{\lambda^i}\) by \(\lambda^{j-i}\).

For each phase, rather than storing the entire sample set for each phase, we can store, for perfect matchings and each hole position, for each number of edges with activity \(\lambda\) rather than 1, the number of samples found. This both reduces memory requirements and reduces the computation required to update the weights and compute \(\bar{Z}\).

Besides these optimizations, the sampling parameters (number of phases, initialization time, samples required per phase, resampling time during phases, samples required for the final refinement step,
and resampling time for the final refinement step) must be precomputed using the results from Section 3.5.

### 4.2 Parameter Relaxation

A final modification to the implemented algorithm is the ability to reduce the number of samples collected and the number of steps taken through the Markov chain between collecting samples below the requirements set by the theoretical analysis.

Specifically, the notion of relaxation factors is introduced. Recall from Section 3.4 that the FPRAS consists of two overall stages. First, a sequence of weight estimation phases is performed. Then, a final approximation refinement stage is performed.

Our implementation allows the specification of four independent relaxation factors. One relaxation factor, $r_{s,\text{phase}}$, applies to the number of samples collected during each weight estimation phase. One relaxation factor, $r_{t,\text{phase}}$, applies to the resampling interval during each weight estimation phase. One relaxation factor, $r_{s,\text{final}}$, applies to the number of samples collected during the approximation refinement stage. The final relaxation factor, $r_{t,\text{final}}$, applies to the resampling interval during the approximation refinement stage.

In the FPRAS implementation, these relaxation factors serve as divisors of the respective sampling parameters required by the theoretical analysis.

Formally, if the number of samples is denoted $S$ and the resampling interval is denoted $T$, with the relaxed parameter indicated by a prime,

\[
S'_{\text{phase}} = \frac{S_{\text{phase}}}{r_{s,\text{phase}}}
\]
\[
T'_{\text{phase}} = \frac{T_{\text{phase}}}{r_{t,\text{phase}}}
\]
\[
S'_{\text{final}} = \frac{S_{\text{final}}}{r_{s,\text{final}}}
\]
\[
T'_{\text{final}} = \frac{T_{\text{final}}}{r_{t,\text{final}}}
\]

For example, with $r_{s,\text{phase}} = 10$ and $r_{t,\text{phase}} = 2$, an approximation requiring 1000 samples per phase with a 500 step resampling time based on the theoretical analysis would instead perform the approximation using 1000/10 samples per phase with a 500/2 step resampling time. No other algorithmic parameters would be modified.

The number of phases and initialization time used are always those required by the theoretical analysis. The number of phases can’t be reduced without significantly altering the algorithm itself. The initialization time is executed once per phase, while the resampling time is executed for each sample in the phase, so the initialization time has a much smaller impact on runtime than the required number of samples and the resampling time.

Executing the algorithm with relaxed sampling parameters obviously invalidates the probabilistic proof of the failure rate and error bounds of the approximation. The implemented algorithm can certainly be used without parameter relaxation, however, due to the extreme computational inefficiency of the FPRAS, all trials were performed with some degree of parameter relaxation.

However, many approximation algorithms perform better in practice than their proven theoretical guarantees, generally achieving much lower failure rates and smaller errors than specified. Given the
option of parameter relaxation, we allow the possibility of extending experimental trials to larger matrices than would otherwise be practical, albeit with a presumably less accurate, more failure-prone approximation algorithm lacking theoretical guarantees on the results.

Besides extending experimental trials to larger matrices than would otherwise be practical, parameter relaxation also gives us a potential avenue to explore how conservative the theoretical results are. By examining the performance of the relaxed approximation algorithm, we may be able to gain some insight into how much of a margin for possible future improvement exists between the sampling parameters required by the current theoretical analysis and the (hopefully smaller) sampling parameters required to produce good results.

4.3 Experimental Setup

All experiments were performed on servers running Ubuntu 18.04.3 LTS with AMD EPYC 7501 CPUs. The Boost 1.65.1 library was used and the C++ code was compiled with gcc 6.5.0 with compilation flags “-O3 -DNDEBUG”.

For each \( n \in \{4, 6, 8, 10\} \), ten \( \{0, 1\} \) matrices were randomly generated with density \( \frac{3}{4}n^2 \) and ten \( \{0, 1\} \) matrices were randomly generated with density \( \frac{7}{8}n^2 \). The exact matrix permanent of each of these 80 matrices was computed using Ryser’s Algorithm.

The FPRAS implementation with \( \epsilon = 0.5 \) was then used to approximate the permanent for each matrix under different sampling parameter relaxations (including no relaxation when practical). For each trial, the estimate of the matrix permanent and the runtime of the trial in seconds were recorded. The algorithm can also fail completely, either by collecting 0 samples for one hole position during one of the phases or by collecting 0 samples of perfect matchings in the final refinement step. Because the algorithm can only produce positive estimates, in the case of this type of failure, the algorithm terminates and outputs an estimate of -1.

Four rounds of experimental trials on the same set of 80 matrices were conducted. The discussion of our findings in the following sections will refer to small sets of trials relevant to the findings. The complete description of all experimental trials performed can be found in Appendix A along with their results.

4.4 Experimental Computational Infeasibility

Using a Python program to generate the 80 random matrices (20 matrices for each \( n \in \{4, 6, 8, 10\} \)) used in all four rounds of trials, to compute the exact matrix permanent for each of the 80 matrices using Ryser’s algorithm, and to write the 1,120 files defining the individual trials in the first round of testing took a cumulative total of 1.617 seconds.

One set of trials from the second round is sufficient solid experimental evidence of the computational infeasibility of the FPRAS for the matrix permanent. In this set of trials, FPRAS estimation of the permanent of each of the 80 matrices was performed using \( \frac{1}{256} \) the number of samples required to provide theoretical guarantees on the accuracy of the estimation and \( \frac{1}{1024} \) the number of Markov chain steps between samples required to provide theoretical guarantees on the accuracy of estimation.

Under these relaxation parameters, FPRAS estimation should require approximately \( \frac{1}{256} \) its typical runtime. This decrease in runtime is not exact because the sampling parameters for the initial Markov chain warmup in each phase were not relaxed, but the number of steps in the warmup is a very small fraction of the number of steps taken in an entire phase.

The average runtime in seconds per matrix for the exact computation of the matrix permanent
with Ryser’s algorithm as compared to the FPRAS estimation under the relaxation conditions just
described are given below.

|                | n = 4    | n = 6    | n = 8    | n = 10   |
|----------------|----------|----------|----------|----------|
| FPRAS (relaxed)| 30       | 738      | 10,528   | 50,634   |
| Ryser’s Algorithm | 0.0000377 | 0.000151 | 0.000661 | 0.00304  |

Table 1: Average runtime (in seconds) per matrix.

Despite reducing the runtime of the FPRAS approximation by several orders of magnitude, approx-
imating the matrix permanent for the 80 matrices whose exact permanents were computed in under
two seconds required 344 hours of computation time.

This set of trials also provides an ideal demonstration of why it was necessary to use parameter
relaxation in all trials. Based on the total relaxation factor of 262,144 and the average approximation runtimes in these trials, we would expect unrelaxed FPRAS approximations for $n \in \{4, 6, 8, 10\}$ to take
on the order of three months, six years, ninety years, and four hundred years, respectively, of CPU
time per matrix permanent approximated.

### 4.5 Approximation Accuracy

Besides demonstrating the computational infeasibility of the FPRAS for the matrix permanent, another
important goal of implementing the FPRAS was to verify that the algorithm actually works, that is,
that it produces accurate approximations.

Given the demonstrated computational infeasibility of the FPRAS, it was simply not possible to
perform FPRAS approximation of the permanent of a range of matrices of differing sizes and densities
using the sampling parameters required by the theoretical analysis.

Upon consideration of the probabilistic inequalities upon which the theoretical analysis is based,
it is obvious that collecting fewer samples than required or taking fewer steps between samples must
increase the theoretical probability of failure compared to the required sampling parameters.

Thus, if the FPRAS produces accurate approximations under relaxed sampling parameters, it is
expected to produce accurate approximations under the theoretically required sampling parameters.

To demonstrate that the FPRAS is correctly constructed and is capable of generating accurate approximations, we consider the fourth round of trials. One set of trials was performed with a phase
resampling time relaxation factor of 33,554,432. This relaxation factor was chosen because it is larger
than the theoretically required resampling time for any of the matrices used in the experimental trials,
resulting in a resampling time of 1. In other words, samples were collected from consecutive steps
through the Markov chain with no resampling delay at all. The number of required samples during
the weight approximation phases was not relaxed. During the final refinement stage of the algorithm,
the sample count was relaxed by a factor of 16 and the resampling time was relaxed by a factor of 64.

Despite the extreme degree of relaxation during the weight approximation phases and the moderate
relaxation during the refinement stage, the average estimate error produced by the relaxed FPRAS
across different matrix sizes ranged from 0.046 to 0.055, substantially beating the specified error bound
of $\epsilon = 0.5$.

While average error varied across the eight sets of relaxation parameters used in the fourth round
of trials (totaling 640 individual approximations), none of the 640 trials exceeded the specified error bound, also substantially beating the allowed failure rate of $\frac{1}{4}$ despite sampling parameter relaxation. It
is expected that the FPRAS without sampling parameter relaxation would perform at least as well on average across many problem instances. The proportional error in relaxed FPRAS estimation compared to the exact value computed with Ryser’s algorithm and count of estimation errors (proportional error outside the specified $\epsilon = 0.5$) are given below.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|--------|--------|--------|--------|
| (1, 262,144, 16, 64)  | 0.059  | 0.043  | 0.044  | 0.053  |
| (1, 524,288, 16, 64)  | 0.057  | 0.047  | 0.054  | 0.056  |
| (1, 1,048,576, 16, 64)| 0.056  | 0.045  | 0.030  | 0.042  |
| (1, 2,097,152, 16, 64)| 0.056  | 0.062  | 0.051  | 0.050  |
| (1, 4,194,304, 16, 64)| 0.059  | 0.044  | 0.043  | 0.046  |
| (1, 8,388,608, 16, 64)| 0.064  | 0.065  | 0.040  | 0.049  |
| (1, 16,777,216, 16, 64)| 0.077  | 0.055  | 0.047  | 0.043  |
| (1, 33,554,432, 16, 64)| 0.055  | 0.046  | 0.048  | 0.046  |

Table 2: Average proportional estimate error in fourth round of trials.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|--------|--------|--------|--------|
| (1, 262,144, 16, 64)* | 0      | 0      | 0      | 0      |
| (1, 524,288, 16, 64)  | 0      | 0      | 0      | 0      |
| (1, 1,048,576, 16, 64)| 0      | 0      | 0      | 0      |
| (1, 2,097,152, 16, 64)| 0      | 0      | 0      | 0      |
| (1, 4,194,304, 16, 64)| 0      | 0      | 0      | 0      |
| (1, 8,388,608, 16, 64)| 0      | 0      | 0      | 0      |
| (1, 16,777,216, 16, 64)| 0     | 0      | 0      | 0      |
| (1, 33,554,432, 16, 64)| 0     | 0      | 0      | 0      |

Table 3: Incidence of estimation outside specified bounds in fourth round of trials.

This is strong experimental evidence that the construction and analysis of the FPRAS is correct, and that it is an effective (if computationally infeasible) approximation algorithm.

### 4.6 Untested Fundamental Concepts

There are two fundamental concepts that enable the FPRAS for the matrix permanent.

First, that when there are a “small” (polynomial) number of perfect matchings on the graph in the exponentially large space of possible perfect matchings, the exponentially few perfect matchings are assigned exponentially large weights in the sampling distribution of the Markov chain. This ensures that a polynomial number of samples can be used to accurately approximate a possibly exponentially small quantity, as described in Theorem 3.1 of Section 3.3.

Second, that the Markov chain is rapidly mixing, as described in Theorem 3.2 of Section 3.3. Specifically, despite the exponential size of the Markov chain, the sampling distribution of the Markov chain is almost uniform after only polynomially many steps.

Unfortunately, the computational infeasibility of the FPRAS renders us unable to demonstrate these properties in action.
In the first round of experimental trials, the results for \( n = 4 \) and \( n = 6 \) followed the expectations formed during manual testing in the process of implementing the FPRAS. The poor performance for \( n = 8 \) and extremely poor performance for \( n = 10 \) was unexpected. Under the hypothesis that the acceptable relaxation factors represent the margin between a conservative probabilistic analysis of the algorithm and its actual performance, we anticipated the acceptable relaxation factors would increase with \( n \), and anticipated that some of the choices of relaxation factors used in the first round of trials would produce acceptable estimates for \( n = 8 \) and \( n = 10 \).

To test whether we were simply increasing the relaxation factors too quickly, we undertook a second round of trials, in which we applied constant relaxation factors across \( n \in \{4, 6, 8, 10\} \). The second round of trials exposed a surprising result: relaxation parameter values that resulted in acceptable accuracy for \( n = 4 \) and \( n = 6 \) resulted in unacceptable accuracy for \( n = 8 \) and \( n = 10 \). This seems to contradict the previously mentioned hypothesis.

We still believe that hypothesis to be true in the asymptotic case, that is, for large enough \( n \), there are monotonically increasing functions of \( n \) with value greater than 1 that are acceptable relaxation factors for the sampling parameters of the FPRAS, due to the conservative probabilistic analysis of the FPRAS.

We propose that the observed decrease in acceptable relaxation factors over increasing \( n \) results instead from a separate mechanism which greatly increases the acceptable relaxation factors for small \( n \).

Recall from Section 3.3 that the state space of the Markov chain is factorial large. We require that the Markov chain be rapidly mixing because, asymptotically, in taking a polynomial number of samples with polynomial resampling time, we visit only an exponentially small fraction of the state space.

However, as in the overall runtime analysis of Section 3.6 for “small” values of \( n \), a polynomial function of \( n \) may be much larger than a factorial function of \( n \). The size of the state space of the Markov chain is \((n^2 + 1)n!\). The number of states visited in one phase of the FPRAS is greater than the product of the required number of samples and the resampling time. Using the formulas in Section 3.5.8, we can compute the total number of steps taken through the Markov chain per phase. We can elide lower order terms to produce a simple, loose lower bound on the states visited per phase of \(336n^4 \times 475n^2 = 159,600n^6\). Compare the exact values given \( \epsilon = 0.5 \) over the values of \( n \) used in the trials:

| \[MC\] | \( n = 4 \) | \( n = 6 \) | \( n = 8 \) | \( n = 10 \) |
|---|---|---|---|---|
| \(S_{\text{phase}}/|MC|\) | 636 | 24 | 0.43 | 0.0047 |
| \(T_{\text{phase}}\) | \(1.63 \times 10^{11}\) | \(2.17 \times 10^{12}\) | \(1.32 \times 10^{13}\) | \(5.18 \times 10^{13}\) |
| \(T_{\text{phase}}/|MC|\) | 398,861,107 | 81,583,785 | 5,047,840 | 141,260 |

Table 4: Markov chain state space size compared to sample requirement and total steps per phase.

In fact, the ratio \( T_{\text{phase}}/|MC| \) drops below unity at \( n = 16 \) and rapidly becomes exponentially small.

This comparison provides a compelling explanation for disproportionately large allowable relaxation factors for small \( n \): the state space of the Markov chain is small enough that even with large relaxation factors, we take orders of magnitude more steps through the Markov chain than the size of the Markov chain.
chain itself. Essentially, for small $n$, a fundamental assumption of the probabilistic analysis of the FPRAS (that we visit only an exponentially small fraction of the space of the Markov chain) is violated in such a way that the FPRAS performs much better than the analysis would suggest.

The results of the third and fourth rounds of trials lend support to this proposed explanation. Phase sample requirement relaxation by a factor less than 128 resulted in acceptable approximation accuracy up to $n = 10$ for every phase resampling time relaxation tested, even when the relaxation factor was large enough to eliminate the resampling delay completely, resulting in samples being produced by consecutive steps through the Markov chain.

For $n = 4$ and $n = 6$, both the phase sample requirement and the total number of steps are much larger than the size of the Markov chain. Even sampling consecutive steps through the Markov chain, we have many more samples than total states in the Markov chain, so we can reduce the sample requirement significantly without impacting the quality of the approximation. For $n = 8$ and $n = 10$, this is no longer the case: the number of samples per phase drops below the size of the Markov chain. As such, the quality of the result resumes its dependence on the probabilistic bounds on the variance of a “small” sample set, and we can no longer substantially relax the phase sample requirement. However, the number of samples is still close enough to the size of the state space of the Markov chain that even taking consecutive samples results in a representative sample set. As $n$ increases further, and the phase sample requirement becomes exponentially small compared to the size of the state space of the Markov chain, we expect this will cease to be the case and the allowable relaxation of the phase resampling time will be much more limited.

To summarize, for matrix sizes which are practical to actually test, both the polynomial resampling time and polynomial sample set size are of such high order and constant factor that they do not represent an exponentially small sample set taken during an exponentially short random walk through the Markov chain. The polynomial number of samples and polynomial path length are large compared to their respective spaces of exponential size.

For large enough $n$, this would no longer be the case, but the computation time would be infeasibly long. Unfortunately, we are simply unable to demonstrate these critical concepts experimentally as part of the FPRAS for the matrix permanent.

5 Conclusion

Our results represent a mixed blessing. We demonstrated the overwhelming computational infeasibility of the “fast” polynomial-time FPRAS for the matrix permanent in Sections 4.4 and 3.6.

In total, we performed 33 approximations, all under varying degrees of sampling relaxation (shortening the computation time relative to the FPRAS proper), for each of 80 matrices, totaling 2,640 experimental trials. Computing the exact matrix permanent for the 80 matrices took less than two seconds; computing it 33 times for each matrix (the same number of computations as our 2,640 trials) would take less than one minute. The 2,640 relaxed approximation trials performed required 6,947.62 hours (about 9.5 months) of CPU time.

We also noted the interesting phenomenon that the “exponentially small” sample space and random walk on the Markov chain, in fact, are not exponentially small for feasible problem sizes.

These are interesting results, but taken together, they prevent us from examining experimentally the behavior of the FPRAS when those critical properties are actually required and prevent us from being able to experimentally quantify the margin between the theoretical analysis of the sampling requirements of the FPRAS and the sampling requirements in practice.
While the algorithm itself is not practically useful, it can serve as a useful example of the perils of asymptotic complexity analysis. In the conclusion of their paper describing their improved analysis of the FPRAS, Bezáková et al. suggest that the existence of an $O(n^7 \log^4(n))$ FPRAS implies that “computing permanents of $n \times n$ matrices with $n \approx 100$ now appears feasible.” Returning to the analysis of Section 3.6 under the same assumptions, the FPRAS approximation of the matrix permanent of a $100 \times 100$ matrix would require $64,022,847,298,779,435,144,166$, or approximately $2.64 \times 10^{23}$, steps through the Markov chain. Again assuming one billion steps per second, this approximation would require more than 8,366,379 years of computation time.

A Complete Trial Description and Results

A.1 Round 1

For the initial round of trials, the base relaxation values of the parameters were chosen based on manual testing during implementation of the algorithm with $n \in \{3, 4, 5, 6\}$. For $n = 8$ and $n = 10$, the initial relaxation values were chosen under the assumption that larger $n$ would tolerate larger relaxation values and based on the need to limit computation time. The base relaxations used for each $n$ are as follows:

| Parameter                   | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------------|---------|---------|---------|----------|
| Samples per Phase           | 64      | 256     | 512     | 1,024    |
| Resampling Time in Phases   | 128     | 512     | 1,024   | 2,048    |
| Samples for Refinement      | 64      | 64      | 64      | 64       |
| Resampling Time for Refinement | 128  | 512     | 1,024   | 2,048    |

Table 5: Base relaxation factors for sampling parameters in first round of trials.

Performance of the FPRAS under varying relaxation of the sampling parameters was evaluated by varying a single sampling parameter at a time by powers of 2 up to the final values (inclusive) as follows:

| Parameter                   | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------------|---------|---------|---------|----------|
| Samples per Phase           | 512     | 2,048   | 4,096   | 8,192    |
| Resampling Time in Phases   | 1,024   | 4,096   | 8,192   | 16,384   |
| Samples for Refinement      | 1,024   | 1,024   | 1,024   | 1,024    |
| Resampling Time for Refinement | 1,024 | 4,096   | 8,192   | 16,384   |

Table 6: Maximum relaxation factors for sampling parameters in first round of trials.

There are five relaxation factors for samples for refinement and four relaxation factors for samples per phase and each resampling time. Thus there are 14 trials per matrix, resulting in a total of 1,120 trials.

Despite each trial in the first round reducing the number of required steps through the Markov chain by a factor between 8,192 and 2,097,152, performing the initial round of 1,120 FPRAS approximation trials required 1506.84 hours of CPU time.
Table 7: Average estimate error (excluding algorithm failures) across varying relaxation factors in initial trials.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|---------|
| Base Case             | 0.068   | 0.398   | 0.837   | 0.997   |
| $2 * r_s,phase$       | 0.081   | 0.637   | 0.975   | 1.000   |
| $4 * r_s,phase$       | 0.200   | 0.881   | 1.000   | -       |
| $8 * r_s,phase$       | 0.326   | 0.993   | -       | -       |
| $2 * r_t,phase$       | 0.081   | 0.387   | 0.824   | 0.997   |
| $4 * r_t,phase$       | 0.070   | 0.389   | 0.833   | 0.997   |
| $8 * r_t,phase$       | 0.090   | 0.380   | 0.828   | 0.997   |
| $2 * r_s,final$       | 0.157   | 0.389   | 0.836   | 0.997   |
| $4 * r_s,final$       | 0.204   | 0.425   | 0.829   | 0.997   |
| $8 * r_s,final$       | 0.214   | 0.355   | 0.827   | 0.997   |
| $16 * r_s,final$      | 0.425   | 0.393   | 0.832   | 0.997   |
| $2 * r_t,final$       | 0.088   | 0.397   | 0.835   | 0.997   |
| $4 * r_t,final$       | 0.108   | 0.366   | 0.827   | 0.997   |
| $8 * r_t,final$       | 0.097   | 0.411   | 0.829   | 0.997   |

Table 8: Incidence of estimation outside specified bounds (excluding algorithm failures) across varying relaxation factors in initial trials. * indicates remaining trails were algorithm failures.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|---------|
| Base Case             | 0       | 1       | 20      | 20      |
| $2 * r_s,phase$       | 0       | 20      | 20      | 15*     |
| $4 * r_s,phase$       | 0       | 20      | 19*     | -*      |
| $8 * r_s,phase$       | 1       | 20      | -*      | -*      |
| $2 * r_t,phase$       | 0       | 0       | 20      | 20      |
| $4 * r_t,phase$       | 0       | 2       | 20      | 20      |
| $8 * r_t,phase$       | 0       | 1       | 20      | 20      |
| $2 * r_s,final$       | 1       | 1       | 20      | 20      |
| $4 * r_s,final$       | 2       | 10      | 20      | 20      |
| $8 * r_s,final$       | 1       | 2       | 20      | 20      |
| $16 * r_s,final$      | 6       | 7       | 20      | 20      |
| $2 * r_t,final$       | 0       | 1       | 20      | 20      |
| $4 * r_t,final$       | 0       | 0       | 20      | 20      |
| $8 * r_t,final$       | 0       | 3       | 20      | 20      |
### Table 9: Incidence of failure of algorithm across varying relaxation factors in initial trials.

| Relaxation Parameters | \(n = 4\) | \(n = 6\) | \(n = 8\) | \(n = 10\) |
|-----------------------|-----------|-----------|-----------|------------|
| Base Case             | 0         | 0         | 0         | 0          |
| 2 \(r_s,\text{phase}\) | 0         | 0         | 0         | 5          |
| 4 \(r_s,\text{phase}\) | 0         | 0         | 1         | 20         |
| 8 \(r_s,\text{phase}\) | 0         | 0         | 20        | 20         |
| 2 \(r_t,\text{phase}\) | 0         | 0         | 0         | 0          |
| 4 \(r_t,\text{phase}\) | 0         | 0         | 0         | 0          |
| 8 \(r_t,\text{phase}\) | 0         | 0         | 0         | 0          |
| 16 \(r_s,\text{final}\) | 0         | 0         | 0         | 0          |
| 2 \(r_t,\text{final}\) | 0         | 0         | 0         | 0          |
| 4 \(r_t,\text{final}\) | 0         | 0         | 0         | 0          |
| 8 \(r_t,\text{final}\) | 0         | 0         | 0         | 0          |

### Table 10: Average runtime (in seconds) across varying relaxation factors in initial trials (excluding algorithm failures.)

| Relaxation Parameters | \(n = 4\) | \(n = 6\) | \(n = 8\) | \(n = 10\) |
|-----------------------|-----------|-----------|-----------|------------|
| Base Case             | 687       | 1,662     | 6,133     | 16,710     |
| 2 \(r_s,\text{phase}\) | 341       | 957       | 4,028     | 13,354     |
| 4 \(r_s,\text{phase}\) | 179       | 594       | 2,967     | -          |
| 8 \(r_s,\text{phase}\) | 98        | 408       | -         | -          |
| 2 \(r_t,\text{phase}\) | 350       | 968       | 4,083     | 13,391     |
| 4 \(r_t,\text{phase}\) | 182       | 591       | 3,028     | 11,679     |
| 8 \(r_t,\text{phase}\) | 97        | 417       | 2,523     | 10,914     |
| 2 \(r_s,\text{final}\) | 679       | 1,656     | 6,176     | 16,944     |
| 4 \(r_s,\text{final}\) | 681       | 1,660     | 6,109     | 16,541     |
| 8 \(r_s,\text{final}\) | 685       | 1,650     | 6,158     | 16,602     |
| 16 \(r_s,\text{final}\) | 683       | 1,660     | 6,087     | 16,506     |
| 2 \(r_t,\text{final}\) | 682       | 1,667     | 6,134     | 16,649     |
| 4 \(r_t,\text{final}\) | 682       | 1,669     | 6,153     | 16,918     |
| 8 \(r_t,\text{final}\) | 677       | 1,667     | 6,192     | 16,509     |

The base relaxation factors chosen in the first round of trials produced acceptable accuracy for \(n = 4\) and \(n = 6\), as did many of the variations in relaxation factors. However, for \(n = 8\) and \(n = 10\), every set of relaxation factors used in the first round of trials resulted in very poor accuracy. Further rounds of trials were performed to explore this behavior.
A.2 Round 2

Following the initial set of 1,120 trials, a second round of trials (on the same set of 80 randomly generated matrices) was run to evaluate the impact of varying the refinement stage relaxation factors. Each matrix was approximated using three sets of relaxation parameters. The three sets of relaxation parameters were the same for all values of $n$. The second round consisted of 240 additional trials.

| Samples per Phase | Resampling Time in Phases | Samples for Refinement | Resampling Time for Refinement |
|-------------------|---------------------------|------------------------|-------------------------------|
| 256               | 1,024                     | 256                    | 1,024                         |
| 256               | 1,024                     | 64                     | 256                           |
| 256               | 1,024                     | 16                     | 64                            |

Table 11: Relaxation factors for second round of trials.

These 240 trials required an additional 1051.83 hours of CPU time.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|----------|
| (256, 1,024, 256, 1,024) | 0.182   | 0.358   | 0.543   | 0.743    |
| (256, 1,024, 64, 256)          | 0.172   | 0.401   | 0.575   | 0.743    |
| (256, 1,024, 16, 64)           | 0.153   | 0.386   | 0.582   | 0.744    |

Table 12: Average estimate error in second round of trials.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|----------|
| (256, 1,024, 256, 1,024) | 1       | 3       | 16      | 20       |
| (256, 1,024, 64, 256)          | 0       | 0       | 19      | 20       |
| (256, 1,024, 16, 64)           | 0       | 0       | 20      | 20       |

Table 13: Incidence of estimation outside specified bounds in second round of trials.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|----------|
| (256, 1,024, 256, 1,024) | 0       | 0       | 0       | 0        |
| (256, 1,024, 64, 256)          | 0       | 0       | 0       | 0        |
| (256, 1,024, 16, 64)           | 0       | 0       | 0       | 0        |

Table 14: Incidence of failure of algorithm in second round of trials.
The surprising result that constant relaxation factors resulted in worse performance for larger $n$ led to the discussion found in Section 4.6.

### A.3 Round 3

A third round of trials (again, on the same set of 80 randomly generated matrices) was run to evaluate the relative impact of the sample quantity and resampling time relaxation factors. The product of the relaxation factors for the phases was kept constant (and the same as in the second round of trials). The relaxation factors for the refinement stage were kept constant at the smallest values used in the second round of trials. The third round consisted of 720 additional trials.

| Samples per Phase | Resampling Time in Phases | Samples for Refinement | Resampling Time for Refinement |
|-------------------|----------------------------|------------------------|-------------------------------|
| 512               | 512                        | 16                     | 64                            |
| 256*              | 1,024*                     | 16*                    | 64*                           |
| 128               | 2,048                      | 16                     | 64                            |
| 64                | 4,096                      | 16                     | 64                            |
| 32                | 8,192                      | 16                     | 64                            |
| 16                | 16,384                     | 16                     | 64                            |
| 8                 | 32,768                     | 16                     | 64                            |
| 4                 | 65,536                     | 16                     | 64                            |
| 2                 | 131,072                    | 16                     | 64                            |
| 1                 | 262,144                    | 16                     | 64                            |

Table 16: Relaxation factors for third round of trials. * indicates trials retained from second round.

The 720 new trials in the third round required 3439.60 hours of CPU time.
| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|--------|--------|--------|--------|
| (512, 512, 16, 64)    | 0.335  | 0.636  | 0.832  | 0.938  |
| (256, 1,024, 16, 64)*| 0.153  | 0.386  | 0.582  | 0.744  |
| (128, 2,048, 16, 64) | 0.059  | 0.199  | 0.348  | 0.488  |
| (64, 4,096, 16, 64)  | 0.033  | 0.107  | 0.190  | 0.286  |
| (32, 8,192, 16, 64) | 0.052  | 0.068  | 0.108  | 0.160  |
| (16, 16,384, 16, 64)| 0.058  | 0.048  | 0.066  | 0.089  |
| (8, 32,768, 16, 64) | 0.077  | 0.036  | 0.050  | 0.056  |
| (4, 65,536, 16, 64) | 0.063  | 0.049  | 0.037  | 0.048  |
| (2, 131,072, 16, 64)| 0.070  | 0.040  | 0.054  | 0.044  |
| (1, 262,144, 16, 64)| 0.059  | 0.043  | 0.044  | 0.053  |

Table 17: Average estimate error in third round of trials. * indicates trials retained from second round.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|--------|--------|--------|--------|
| (512, 512, 16, 64)    | 0      | 20     | 20     | 20     |
| (256, 1,024, 16, 64)*| 0      | 0      | 20     | 20     |
| (128, 2,048, 16, 64) | 0      | 0      | 0      | 5      |
| (64, 4,096, 16, 64)  | 0      | 0      | 0      | 0      |
| (32, 8,192, 16, 64) | 0      | 0      | 0      | 0      |
| (16, 16,384, 16, 64)| 0      | 0      | 0      | 0      |
| (8, 32,768, 16, 64) | 0      | 0      | 0      | 0      |
| (4, 65,536, 16, 64) | 0      | 0      | 0      | 0      |
| (2, 131,072, 16, 64)| 0      | 0      | 0      | 0      |
| (1, 262,144, 16, 64)| 0      | 0      | 0      | 0      |

Table 18: Incidence of estimation outside specified bounds in third round of trials. * indicates trials retained from second round.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|--------|--------|--------|--------|
| (512, 512, 16, 64)    | 0      | 0      | 0      | 0      |
| (256, 1,024, 16, 64)*| 0      | 0      | 0      | 0      |
| (128, 2,048, 16, 64) | 0      | 0      | 0      | 0      |
| (64, 4,096, 16, 64)  | 0      | 0      | 0      | 0      |
| (32, 8,192, 16, 64) | 0      | 0      | 0      | 0      |
| (16, 16,384, 16, 64)| 0      | 0      | 0      | 0      |
| (8, 32,768, 16, 64) | 0      | 0      | 0      | 0      |
| (4, 65,536, 16, 64) | 0      | 0      | 0      | 0      |
| (2, 131,072, 16, 64)| 0      | 0      | 0      | 0      |
| (1, 262,144, 16, 64)| 0      | 0      | 0      | 0      |

Table 19: Incidence of failure of algorithm in third round of trials. * indicates trials retained from second round.
### A.4 Round 4

Finally, a fourth round of trials (again on the same set of 80 randomly generated matrices) was run to evaluate the performance of the FPRAS under no relaxation of the phase sample requirement and high relaxation of phase resampling time. The upper limit of the phase resampling time relaxation factor was chosen to be greater than the phase resampling time for all matrix sizes used in the experiment, resulting in the collection of consecutive samples from the Markov chain. The fourth round consisted of 560 additional trials.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|---------|
| (512, 512, 16, 64)    | 49      | 1.126   | 11.240  | 52.571  |
| (256, 1,024, 16, 64)* | 50      | 1.139   | 11.014  | 53.109  |
| (128, 2,048, 16, 64)  | 52      | 1.181   | 11.005  | 55.223  |
| (64, 4,096, 16, 64)   | 52      | 1.184   | 10.934  | 55.466  |
| (32, 8,192, 16, 64)   | 52      | 1.153   | 11.211  | 55.042  |
| (16, 16,384, 16, 64) | 53      | 1.216   | 11.687  | 58.630  |
| (8, 32,768, 16, 64)   | 55      | 1.235   | 11.721  | 59.080  |
| (4, 65,536, 16, 64)   | 53      | 1.227   | 11.830  | 57.365  |
| (2, 131,072, 16, 64)  | 52      | 1.242   | 12.088  | 56.485  |
| (1, 262,144, 16, 64) | 49      | 1.321   | 11.081  | 55.111  |

Table 20: Average runtime (in seconds) in third round of trials. * indicates trials retained from second round.

| Samples per Phase | Resampling Time in Phases | Samples for Refinement | Resampling Time for Refinement |
|-------------------|---------------------------|------------------------|--------------------------------|
| 1*                | 262,144*                  | 16*                    | 64*                           |
| 1                 | 524,288                   | 16                     | 64                            |
| 1                 | 1,048,576                 | 16                     | 64                            |
| 1                 | 2,097,152                 | 16                     | 64                            |
| 1                 | 4,194,304                 | 16                     | 64                            |
| 1                 | 8,388,608                 | 16                     | 64                            |
| 1                 | 16,777,216                | 16                     | 64                            |
| 1                 | 33,554,432                | 16                     | 64                            |

Table 21: Relaxation factors for fourth round of trials. * indicates trials retained from third round.

The 560 new trials in the fourth round required 949.35 hours of CPU time.
| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|---------|
| $(1, 262,144, 16, 64)^*$ | 0.059   | 0.043   | 0.044   | 0.053   |
| $(1, 524,288, 16, 64)$  | 0.057   | 0.047   | 0.054   | 0.056   |
| $(1, 1,048,576, 16, 64)$ | 0.056   | 0.045   | 0.030   | 0.042   |
| $(1, 2,097,152, 16, 64)$ | 0.056   | 0.062   | 0.051   | 0.050   |
| $(1, 4,194,304, 16, 64)$ | 0.059   | 0.044   | 0.043   | 0.046   |
| $(1, 8,388,608, 16, 64)$ | 0.064   | 0.065   | 0.040   | 0.049   |
| $(1, 16,777,216, 16, 64)$ | 0.077   | 0.055   | 0.047   | 0.043   |
| $(1, 33,554,432, 16, 64)$ | 0.055   | 0.046   | 0.048   | 0.046   |

Table 22: Average estimate error in fourth round of trials. * indicates trials retained from third round.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|---------|
| $(1, 262,144, 16, 64)^*$ | 0       | 0       | 0       | 0       |
| $(1, 524,288, 16, 64)$  | 0       | 0       | 0       | 0       |
| $(1, 1,048,576, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 2,097,152, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 4,194,304, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 8,388,608, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 16,777,216, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 33,554,432, 16, 64)$ | 0       | 0       | 0       | 0       |

Table 23: Incidence of estimation outside specified bounds in fourth round of trials. * indicates trials retained from third round.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|---------|
| $(1, 262,144, 16, 64)^*$ | 0       | 0       | 0       | 0       |
| $(1, 524,288, 16, 64)$  | 0       | 0       | 0       | 0       |
| $(1, 1,048,576, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 2,097,152, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 4,194,304, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 8,388,608, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 16,777,216, 16, 64)$ | 0       | 0       | 0       | 0       |
| $(1, 33,554,432, 16, 64)$ | 0       | 0       | 0       | 0       |

Table 24: Incidence of failure of algorithm in fourth round of trials. * indicates trials retained from third round.
Table 25: Average runtime (in seconds) in fourth round of trials. * indicates trials retained from third round.

| Relaxation Parameters | $n = 4$ | $n = 6$ | $n = 8$ | $n = 10$ |
|-----------------------|---------|---------|---------|----------|
| (1, 262,144, 16, 64)* | 49      | 1,321   | 11,081  | 55,111   |
| (1, 524,288, 16, 64)  | 50      | 853     | 7,263   | 34,165   |
| (1, 1,048,576, 16, 64)| 41      | 680     | 5,366   | 23,790   |
| (1, 2,097,152, 16, 64)| 40      | 547     | 4,143   | 17,754   |
| (1, 4,194,304, 16, 64)| 41      | 525     | 3,793   | 15,791   |
| (1, 8,388,608, 16, 64)| 41      | 536     | 3,755   | 15,043   |
| (1, 16,777,216, 16, 64)| 42     | 544     | 3,576   | 14,547   |
| (1, 33,554,432, 16, 64)| 42     | 531     | 3,488   | 13,896   |

References

[1] Aldous, D. On the markov chain simulation method for uniform combinatorial distributions and simulated annealing. Probability in the Engineering and Informational Sciences 1, 1 (1987), 33–46.

[2] Alon, N., and Spencer, J. H. The probabilistic method, fourth ed. John Wiley & Sons, 2015.

[3] Bezáková, I. Faster Markov chain Monte Carlo algorithms for the permanent and binary contingency tables. PhD thesis, University of Chicago, 2006.

[4] Bezáková, I., Štefankovič, D., Vazirani, V. V., and Vigoda, E. Accelerating simulated annealing for the permanent and combinatorial counting problems. In Proceedings of the seventeenth annual ACM-SIAM symposium on Discrete algorithm (2006), Society for Industrial and Applied Mathematics, pp. 900–907.

[5] Broder, A. Z. How hard is it to marry at random?(on the approximation of the permanent). In Proceedings of the eighteenth annual ACM symposium on Theory of computing (1986), pp. 50–58.

[6] Cook, S. A. The complexity of theorem-proving procedures. In Proceedings of the Third Annual ACM Symposium on Theory of Computing (New York, NY, USA, 1971), STOC ’71, ACM, pp. 151–158.

[7] Fürer, M., and Kasiviswanathan, S. P. An almost linear time approximation algorithm for the permanent of a random (0-1) matrix. In International Conference on Foundations of Software Technology and Theoretical Computer Science (2004), Springer, pp. 263–274.

[8] Gamarnik, D., and Katz, D. A deterministic approximation algorithm for computing the permanent of a 0, 1 matrix. Journal of Computer and System Sciences 76, 8 (2010), 879–883.

[9] Gillman, D. A chernoff bound for random walks on expander graphs. SIAM Journal on Computing 27, 4 (1998), 1203–1220.

[10] Glynn, D. G. The permanent of a square matrix. European Journal of Combinatorics 31, 7 (2010), 1887–1891.
[11] Huber, M., and Law, J. Fast approximation of the permanent for very dense problems. In *Proceedings of the nineteenth annual ACM-SIAM symposium on Discrete algorithms* (2008), pp. 681–689.

[12] Jerrum, M., and Sinclair, A. Approximating the permanent. *SIAM Journal on Computing* **18**, 6 (1989), 1149–1178.

[13] Jerrum, M., Sinclair, A., and Vigoda, E. A polynomial-time approximation algorithm for the permanent of a matrix with nonnegative entries. *Journal of the ACM (JACM)* **51**, 4 (2004), 671–697.

[14] Jerrum, M. R., Valiant, L. G., and Vazirani, V. V. Random generation of combinatorial structures from a uniform distribution. *Theoretical Computer Science* **43** (1986), 169–188.

[15] Karmarkar, N., Karp, R., Lipton, R., Lovász, L., and Luby, M. A monte-carlo algorithm for estimating the permanent. *SIAM Journal on Computing* **22**, 2 (1993), 284–293.

[16] Karp, R. M. Reducibility among combinatorial problems. In *Complexity of Computer Computations*. Springer, 1972, pp. 85–103.

[17] Lezaud, P. Chernoff-type bound for finite markov chains. *Annals of Applied Probability* (1998), 849–867.

[18] Motwani, R., and Raghavan, P. *Randomized algorithms*. Cambridge university press, 1995.

[19] Newman, J. FPRAS Approximation of the Matrix Permanent in Practice. MS thesis, Rice University, 2020.

[20] Ryser, H. J. *Combinatorial mathematics*, vol. 14. American Mathematical Soc., 1963.

[21] Sinclair, A. Improved bounds for mixing rates of markov chains and multicommodity flow. *Combinatorics, probability and Computing* **1**, 4 (1992), 351–370.

[22] Valiant, L. G. The complexity of computing the permanent. *Theoretical Computer Science* **8**, 2 (1979), 189–201.

[23] Wilkins, G. A., and Sadler, D. H. *The IAU Style Manual (1989): The Preparation of Astronomical Papers and Reports*. D. Reidel, 1989.