Lyman-alpha radiation pressure: an analytical exploration
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ABSTRACT

We study radiation pressure due to \(\text{Ly}\alpha\) line photons, obtaining and exploring analytical expressions for the force-multiplier, \(M_F(N_{\text{HI}}, Z) = F_\alpha / (L_\alpha/c)\), as a function of gas column density, \(N_{\text{HI}}\), and metallicity, \(Z\), for both dust-free and dusty media, employing a WKB approach for the latter case. Solutions for frequency offset emission to emulate non-static media moving with a bulk velocity \(v\) have also been obtained. We find that, in static media, \(\text{Ly}\alpha\) pressure dominates over both photoionization and dust-mediated UV radiation pressure in a very wide parameter range (16 < log \(N_{\text{HI}}\) < 23; -4 < log\([Z/Z_\odot]\) < 0). For example, it overwhelms the other two forces by \(\approx 10^{300}\) times in standard (low-Z) star-forming clouds. Thus, in agreement with previous studies, we conclude that \(\text{Ly}\alpha\) pressure plays a dominant role in the initial acceleration of the gas around luminous sources, and must be implemented in galaxy formation, evolution and outflow models and simulations.
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1 INTRODUCTION

The hydrogen Lyman Alpha (\(\text{Ly}\alpha\)) line is often the most prominent emission feature (Osterbrock & Ferland 2006) seen in the spectra of galaxies. For this reason it has been historically (Partridge & Peebles 1967; Djorgovski & Thompson 1992; Rhoads et al. 2000; Taniguchi et al. 2005) used as a primary tool to investigate the physics of star-forming systems up to high redshifts (Ouchi et al. 2009; Hu et al. 2010; Pentericci et al. 2011; Kashikawa et al. 2011; Ouchi et al. 2018; Shibuya et al. 2018). For a complete review we refer the interested reader to Dayal & Ferrara (2018); Dijkstra et al. (2019); Ouchi et al. (2020).

Recent dedicated surveys, such as the Hobby-Eberly Telescope Dark Energy Experiment (HETDEX) (Hill & HETDEX Consortium 2016), the Multi Unit Spectroscopic Explorer (VLT/MUSE) Wide Survey (Herenz et al. 2019), and the Systematic Identification of LAEs for Visible Exploration and Reionization Research Using Subaru HSC (SILVERRUSH) (Ouchi et al. 2018; Shibuya et al. 2018, 2019), using narrow-band filters specifically tuned to match the redshifted \(\text{Ly}\alpha\) (\(\lambda_\alpha = 1215.67\) Å) wavelength or Integral Field Spectroscopy, have discovered a vast population of so-called Lyman Alpha Emitters (LAEs). The SILVERRUSH, in particular, has pushed the search well into the Epoch of Reionization extending through the first cosmic billion years (redshift \(z \approx 6\)). The line detection has provided crucial and unique information on the ionization state of the intergalactic medium (IGM) which determines the line transmissivity. In turn, these data have allowed to trace the reionization progress with unprecedented precision (e.g. Dijkstra 2014; Mesinger et al. 2015; Sobacchi & Mesinger 2015; Weinberger et al. 2019; Whiter et al. 2020; Jung et al. 2020).

In spite of these manifest advantages, inferring the physical properties of galaxies from the information encoded in the line has proven extremely challenging. Although the emission physics is very well understood from basic quantum mechanical principles, the bottleneck resides in the complex description of the radiative transfer effects (e.g. Smith et al. 2018; Behrens et al. 2019; Laursen et al. 2019; Hayes et al. 2020; Li et al. 2020). \(\text{Ly}\alpha\) photons undergo resonant scattering with neutral hydrogen (H I ) atoms performing a random walk in both frequency and space as they travel in the interstellar (ISM) or circumgalactic medium (CGM). In addition, if dust grains are present, which is almost always the case in observationally accessible environments, they can absorb or scatter \(\text{Ly}\alpha\) photons. These processes depend on the gas column density, dynamics, geometry, inhomogeneities and dust content. As such, they dramatically affect the emerging line intensity and profile, making the reverse-engineering procedures, necessary to trace back the physical parameters from observations, quite arduous.

In spite of the monumental amount of work devoted to \(\text{Ly}\alpha\) visibility in the literature, comparatively much less attention has been dedicated to its dynamical effects. As the line carries a sizeable fraction of the bolometric luminosity of the galaxy, one expects that it can induce important radiation pressure effects on the surrounding gas, particularly in low-metallicity environments, where dust and heavy elements provide only a limited opacity to UV photons.

A paradigmatic example concerns the first metal-free (PopIII) stars. Using the analytical framework laid down by the pivotal papers

\* E-mail: giovanni.tomaselli@sns.it

© 2020 The Authors

arXiv:2103.14655v1 [astro-ph.GA] 26 Mar 2021
Adams (1972); Harrington (1973); Neufeld (1990), Tan & McKee (2003) and McKee & Tan (2008) studied the impact of Lyα on the infall onto the protostar, concluding that the mechanism can reduce the efficiency of the accretion process, although not completely stop it. Similarly, Oh & Haiman (2002) analyzed the effect of Lyα on the infall onto the protostar, concluding that the mechanism can reduce the efficiency of the accretion process, although not completely stop it. They quantified the boost deriving from multiple scatterings of Lyα photons in the gas defining a “force multiplier”, $M_F$, one of the central aspects of this work. Physically, $M_F$ represents the ratio of the trapping time (due to multiple scatterings) of Lyα photons to the light crossing time in a system of characteristic size $R$: $M_F = t_{trap}/(R/c)$.

The physics of Lyα transfer has been discussed in a series of papers by Smith et al. (2016, 2017a); Smith et al. (2017b); Smith et al. (2018, 2019). In the first two they perform 1D radiation-hydrodynamics simulations of Lyα radiation-driven shells in early, metal-free minihalos (dark matter halos with virial temperatures $< 10^4$ K presumably hosting the first stars) and atomic cooling halos. Adapting a Monte Carlo radiative transfer code (MCRT) coupled to a hydrodynamic solver, they conclude that Lyα radiation pressure can be dynamically important for a number of realistic protogalaxy environments, and accelerates the gas to velocities $2$–$3$ times larger than obtained from the momentum injection of ionizing radiation alone. In the subsequent works, these results are implemented in cosmological zoom-in galaxy simulations to assess the impact of Lyα radiation pressure on cosmic structures and the formation of direct collapse black holes. All these results agree that Lyα pressure is a strictly necessary ingredient of reliable models.

A proper, on-the-fly treatment of Lyα radiative transfer in cosmological simulations poses tremendous computational difficulties. For example, although Hopkins et al. (2020) performed a very detailed study of a number of radiative feedback processes, including photoionization, photoelectric, and Compton heating, and radiation pressure on dust, they could not include the Lyα pressure contribution. This is because Lyα scattering requires custom algorithms and is extremely computationally demanding. Hence, having a simple but exact analytical treatment which could be implemented in cosmological codes would be highly valuable.

Recently, Kimm et al. (2018) incorporated a local subgrid model for Lyα momentum transfer into 3D RHD simulations of an isolated metal-poor dwarf galaxy. Interestingly, the authors make the important point that Lyα feedback can govern the dynamics of star-forming clouds before the onset of supernova explosions, thereby suppressing or at least regulating star formation. The authors calibrated their subgrid model by calculating $M_F$ from a Monte Carlo simulation of uniform static spheres, based on the RASCAS code (Michel-Dansac et al. 2020), which includes recoil effects, dipolar angular redistribution functions, scattering by deuterium, and dust scattering/absorption effects.

The fit to the numerical results shows that in the dust-free case, $M_F \propto M_0^{0.27}$, where $M_0 = \sigma_0 N_{HI}$ is the optical depth at the line center, $\sigma_0 = 5.88 \times 10^{-14} T_4^{-1/2}$ cm$^2$, $T$ is the gas temperature$^1$, and $N_{HI}$ is the neutral hydrogen column density of the system. The result was not a surprise, as a power-law scaling $M_F \propto M_0^{1/3}$ had been predicted by Adams (1975); Smith et al. (2017a). The main effect of dust is to limit the number of scatterings suffered by Lyα photons before they get absorbed. For this reason, at large $M_0$ values, $M_F$ saturates at a value which is a decreasing function of metallicity, and that for $Z = Z_\odot$ is $M_F \approx 50$.

In this paper we aim at developing a treatment yielding a novel analytical expression for the force-multiplier depending on the various properties of the target system for which Lyα radiation pressure needs to be evaluated. In addition to provide a benchmark test for numerical radiative transfer simulations, our results are suitable for computationally affordable implementations in numerical simulations with applications ranging from star-forming clouds to stars, and from galaxies up to the largest cosmic structures.

### 2 Optically Thick Line Radiative Transfer

We use the general theory of radiative transfer around a resonance (see, e.g. Dijkstra 2017) to derive an analytical expression for the line radiation pressure, in the case of an optically thick medium. This problem has been tackled by a few previous works (Bonilha et al. 1979; Smith et al. 2017a; Kimm et al. 2018), but always with the use of numerical simulations. Here instead, we intend to develop a complementary approach that is based on an analytical solution of the problem.

The temperature of the medium plays an important role in resonant scattering, in that it broadens the line. The resulting “thermal” cross section is described by the Voigt profile:

$$\sigma_H = \sigma_0 H(x), \quad x = (\nu - \nu_0)/\Delta \nu_0,$$

where $\sigma_0$ is the cross-section at line centre, $\nu_0$ and $\Delta \nu_0 = \nu_0/c$ are the frequency and the thermal width of the resonance (in our case, the Lyα), respectively, and

$$H(x) = \frac{a_\nu}{\pi} \int_{-\infty}^{+\infty} e^{-y^2} dy \left( \frac{y}{(y - x)^2 + a_\nu} \right), \quad a_\nu = 4.7 \times 10^{-4} T_4^{-1/2}.$$

The shape of the Voigt profile is dominated by the thermal or natural width depending on the distance from the line center:

$$H(x) = \begin{cases} e^{-x^2/2} & \text{“core” (small $|x|$),} \\ \frac{a_\nu}{\sqrt{\pi} a_\nu} e^{-y^2/2} & \text{“wing” (large $|x|$).} \end{cases}$$

The physics of time-independent radiative transfer is described by the well-known equation

$$\hat{n} \cdot \nabla I(r, \mathbf{\hat{n}}, \nu) = -\alpha_{\text{abs}} I(r, \mathbf{\hat{n}}, \nu) + J_{\text{source}} + J_{\text{scatt}}.$$  \hspace{1cm} (4)

Here, $I(r, \mathbf{\hat{n}}, \nu)$ is the specific intensity as a function of the position, direction and frequency; the absorption coefficient is given by $\alpha_{\text{abs}} = n_0 \sigma_0 H(x) + n_0 \sigma_\tau$, where $\sigma_\tau$ is the dust extinction cross-section in the vicinity of the Lyα frequency; the emissivity has been explicitly written as a sum of the contribution from external sources, $J_{\text{source}}$, and scattering on hydrogen atoms, $J_{\text{scatt}}$.

When the medium is extremely optically thick ($\tau_0 \gg 10^3/\alpha_\nu$, see Ahn et al. (2002)), photons scatter so many times before exiting the cloud that the specific intensity becomes nearly isotropic. This effect can be incorporated into equation (4) using the Eddington
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approximation, where only the lowest-order moments of the angular dependence of \( I \) are kept.

Thermal agitation causes photons to diffuse in frequency space as well, with a tendency for restoration back to the core. In the limit of large optical depth, the scattering term in equation (4) can be approximated as

\[
J_{\text{scatt}} = n_{\text{H}} \sigma_0 H(x) J + n_{\text{H}} \sigma_0 \frac{1}{2} \frac{\partial}{\partial x} \left( H(x) \frac{\partial J}{\partial x} \right),
\]

where \( J \) denotes the angle-averaged specific intensity. With these assumptions, equation (4) becomes a Fokker-Planck equation. This analytical approach was developed in various works (Unno 1952; Osterbrock 1962; Hummer 1962), with Harrington (1973) ultimately showing for the first time explicit solutions for the specific intensity for a gas slab; more recently, Dijkstra et al. (2006) generalized the solution to spherical geometry and Lao & Smith (2020) extended to arbitrary density profiles. In Appendix A we review in detail the computation, with the specific goal of applying this analytical approach to the issue of the radiation pressure, and to compare our results with numerical simulations in the literature.

After some manipulations, outlined in Appendix A, the radiative transfer equation in the case of a spherical, uniform cloud becomes

\[
\frac{\partial^2 J}{\partial \tau^2} + \frac{2}{\tau} \frac{\partial J}{\partial \tau} + \frac{\partial^2 J}{\partial \sigma^2} = 3H \epsilon J - \frac{3H}{n_{\text{H}} \sigma_0} J_{\text{source}},
\]

where \( \tau \) is the optical depth from the geometrical centre and \( \sigma \).

\[
\sigma(x) = \int_0^x \frac{1}{\sqrt{3/2 H(y)}} \, dy \text{ (large } |x|) \to \sqrt{\frac{2\pi}{3}} \frac{x^3}{\bar{\sigma} v}.
\]

3 ANALYTICAL RESULTS

The net radiation force on a spherical cloud is zero by spherical symmetry. However, radiation pressure will make it expand isotropically. A possible way to quantify the effect is to define

\[
F_{\text{rad}}(r) = \frac{4\pi r^2 n_{\text{H}} F_{\text{atom}}(r)}{2} dr
\]

\[
= -\frac{4\pi a_0 \Delta \nu H}{\sqrt{\sigma_0 \epsilon_0}} \frac{7}{3} \int_{-\infty}^{+\infty} \left( \left| \tau^2 J \right| 0 - 2 \int_0^{\tau_0} \tau J d\tau \right) d\nu.
\]

where \( R \) is the radius of the cloud, \( \tau_0 = n_{\text{H}} \sigma_0 R \) its centre-to-edge optical depth and

\[
F_{\text{atom}}(r) = \frac{1}{\epsilon} \int_0^\infty d\nu \epsilon_r H(\nu) \frac{1}{4\pi} \int d\Omega \hat{n} \cdot \hat{r} J(\nu, \hat{n}, V) d\nu
\]

is the radial force acting on a single H atom, while, for completeness, the pressure at any point in the cloud is given by

\[
p_{\text{rad}}(r) = p_{\text{rad}}(0) - \int_0^r d\nu n_{\text{H}} F_{\text{atom}}(r').
\]

3.1 Central source, no dust

The first and simplest example of source is a central point source, embedded in a dust-free (corresponding to setting \( \epsilon = 0 \) in equation (6)) medium, and emitting Ly\( \alpha \) radiation isotropically. A measure of the effect of resonant scattering on radiation pressure is given by the “force multiplier”:

\[
M_F = \frac{F_{\text{rad}}}{L_\alpha / c},
\]

where \( L_\alpha \) is the Ly\( \alpha \) luminosity emitted by the source. As already mentioned, \( M_F \) quantifies how many times, on average, a photon contributes to the momentum deposition, with respect to a single-scattering scenario.

With standard boundary conditions, our analytical result is3

\[
M_F^{\text{std}} = \frac{4}{\sqrt{3}} \frac{\tau_0 \Delta \nu}{3} \int_{-\infty}^{+\infty} \text{artanh}(e^{-\pi |\sigma(x)|/\tau_0}) \, dx.
\]

When \( \tau_0 \) is very large, photons diffuse far into the wing, therefore we may approximate \( \sigma(x) \) with its centre-to-edge limit to get

\[
M_F^{\text{std}} \approx 3.51 (\tau_0 \Delta \nu)^{1/3}.
\]

This result has already been derived, independently, by Lao & Smith (2020) (see their equation (92)).

With the alternative boundary conditions, the asymptotic limit only changes to \( M_F^{\text{alt}} \approx 3.43 (\tau_0 \Delta \nu)^{1/3} \). The results are plotted in Fig. 1, as well as compared with numerical estimates found in the literature.

The predictions of Kimm et al. (2018) are qualitatively confirmed, including the power-law scaling at large \( \tau_0 \) (1/3 from analytical vs 0.29 from numerical approach). The slope of 1/3 was also predicted by Adams (1975) and further explored by Smith et al. (2017a), which pointed out the flatter behaviour of numerics, suggesting the inclusion of the recoil as a possible cause. Apart from the asymptotic slope, the general shape of equation (13) seems to be very close to Kimm et al. (2018) (see Fig. 1), except for a multiplicative offset.

The effects of an expansion of the medium, with bulk velocity \( v = \lambda_0 \nu_0 \), can be approximately captured by inserting photons with an appropriate frequency offset2. In this case, eq. 13 is modified by making the transformation \( \sigma(x) \to \sigma(x) - \sigma(x_0) \), see eq. A31. These are also shown in Fig. 1, and further discussed in Sec. 5.

\footnote{This definition ignores recoil effects, which introduce corrections depending on the finite mass of the atom.}

\footnote{We use the definition \( \text{artanh}(x) = \frac{1}{2} \log \left( \frac{1+x}{1-x} \right) \).}

\footnote{This approximation will not take into account the inevitable velocity gradients, but will capture the general behaviour.}
Figure 1. Comparison of various estimates of the multiplication factor in the dust-free case. The thick orange, green and black solid lines are numerical integrations of equations (13), (16) and (A28) respectively. The dashed and dotted gray lines are the asymptotic limits equation (14) and equation (17). The plot shows the insensitivity of $M_F$ to the choice of boundary conditions, as well as the earlier onset of the asymptotic regime in the case of uniform source. The horizontal orange dashed lines represent the asymptotic values of $M_F$ when dust is present, for various values of $D$, according to equation (24). The blue line is taken from Kimm et al. (2018) and consists of two separate numerical fits to Monte-Carlo generated data at $T = 100$ K. Although the analytical and numerical trends are the same, the two differ by a multiplicative factor $1.5 - 3$ in the considered $\tau_0$ interval. We have been unable to identify the origin of such discrepancy. The thin orange solid lines correspond to non-static solutions for a medium in bulk motion with velocity v = $x_i v_0$, with $x_i$ = 4, 8, 12, 16 (see equation (A31)). These solutions are discussed in Sec. 5.

### 3.2 Uniform source, no dust

Next, consider the case of a uniformly distributed source of Ly$\alpha$ in the cloud, with emissivity $w$. Physically, such scenario describes the case of gas cloud cooling via Ly$\alpha$ emission by hydrogen atoms, in the case of uniform density. The definition of the force multiplier factor needs to be changed to

$$M_F = \frac{F_{\text{rad}}}{\frac{3}{2} \pi R^3 w/c}.$$  

In this case, our analytical expression is

$$M_F^{\text{sd}} \approx \frac{12}{\pi^3} \sqrt{\frac{7}{3}} \int_{-\infty}^{\infty} \left[ L_{13} \left( e^{-\frac{2\pi a}{a_0}} \right) - \frac{1}{8} L_{13} \left( e^{-\frac{2\pi a}{a_0}} \right) \right] \, \text{d}v,$$  

with a large-$x$ limit of

$$M_F^{\text{sd}} \approx 0.51(\tau_0 a_0)^{1/3},$$  

in agreement with Lao & Smith (2020). This result is also plotted in Fig. 1. The smaller $M_F$ value for a uniform source is the result of the shorter mean path the photons have to take in order to exit the cloud.

### 3.3 Central source with dust

We now consider the case of dusty media, in which Ly$\alpha$ photons can be absorbed by grains. The effect is quantified by the ratio

$$\epsilon = \frac{c \sigma_d}{c_0} \approx 2.73 \times 10^{-8} \theta_{\alpha}^{1/2} \left( \frac{D}{D_0} \right),$$  

which appears in equation (6); $D$ is the dust-to-gas mass ratio. In general, dust reduces the effectiveness of Ly$\alpha$ pressure. The impact of dust, however, heavily depends on the cloud optical depth. If $\tau_0$ is smaller than a certain critical value, $\tau_0^c$, dust absorption will not cause significant departures from the $\epsilon = 0$ solution (equation (13)). On the other hand, for $\tau_0 \gg \tau_0^c$, all radiation will ultimately be absorbed by dust, so $M_F$ is expected to reach a finite limit:

$$M_F(\infty, D) \equiv \lim_{\tau_0 \to \infty} M_F(\tau_0, D).$$  

In Appendix A3 we give a full mathematical derivation of $M_F(\infty, D)$. Here, let us show how its functional dependence on $a_v$ and $\epsilon$ can be obtained from simple arguments. Physically, $\tau_0^c$ corresponds to the optical depth of the cloud such that $\tau_0 = n H \tau_0 d = 1$, where $d$ is the total distance travelled by photons. Ly$\alpha$ photons undergo a random walk in both frequency (changing at each scattering their frequency by a thermal width, $\Delta \nu = 1$) and real space, with a mean free path $\ell = (n_H \sigma_T H)^{-1}$ between collisions.

After $N$ scatterings, the nondimensional r.m.s. photon frequency is $x = N^{1/2}$, with a travelled distance $d$,

$$d = \sum_{i=0}^{N} \ell_i = \frac{1}{n_H \tau_0 d (1/2)} = \frac{\sqrt{\pi} N^2}{2 n_H \tau_0 d \epsilon},$$  

by then, the photon will be at a r.m.s. distance from the center

$$r = \left[ \sum_{i=0}^{N} \ell_i^2 \right]^{1/2} = \frac{\sqrt{\pi} N^{3/2}}{3 n_H \tau_0 d \epsilon}.$$  

Further impose that $\tau_0 = n H \tau_0 d = 1$ and $n H \tau_0 r = \tau_0^c$, to find

$$\tau_0^c = \frac{2^{3/4} \sqrt{\pi} 1/8}{\sqrt{\gamma}} \epsilon^{-1/4} e^{-3/4} = 3.58 \times 10^8 T_{10}^{-1/4} \left( \frac{D}{D_0} \right)^{3/4}.$$  

An equivalent derivation of equation (22), was shown by Hansen & Oh (2006), from which we only differ by numerical factors. This value of the optical depth will correspond to a “knee”, where the rising trend of $M_F$ flattens and becomes independent of $\tau_0$. Note that this solution highlights the functional dependence of the force multiplier on temperature and dust-to-gas ratio.

To help physical intuition we notice that for a solar metallicity gas at $T = 100$ K, $M_F$ saturates at a column density $N_{H_1} = 6 \times 10^{18}$ cm$^{-2}$. This value is much smaller than the typical $\sim 10^{20}$ cm$^{-2}$ column densities of galaxies and gas complexes within them, so estimating the saturation value is relevant, as it applies to most practical cases. This is computed as

$$M_F(\infty, D) = 3.51(\tau_0 a_0)^{1/3} \approx 3.65 \frac{a_v^{1/4}}{\epsilon^{1/4}}.$$  

As anticipated, in Appendix A3 we show how the same conclusion can be derived from a more formal approach; in particular,

5 We use $\sigma_d = 1.607 \times 10^{-21} (D/D_0) \text{cm}^2$ at the Ly$\alpha$ frequency, appropriate for a Milky Way, $R_V = 3.1$ extinction curve (Weingartner & Draine 2001).
6 We assume that scattering occurs in the line wings, where $H(x) \propto x^{-2}$.  
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the idea is to use the WKB approximation to put bounds on the solution of equation (6) when $\epsilon \neq 0$. There, we obtain
\begin{equation}
M_F(\infty, D) = N \frac{N}{e^{1/4}} = 11.5 N T_4^{-1/4} \left( \frac{D_0}{D} \right)^{1/4},
\end{equation}
with an estimated order of unity pre-factor $N = 3.06$ (with accuracy below 10%) in excellent agreement with the physical derivation above.

The same qualitative $M_F$ behaviour, with a knee followed by a flat trend for $\tau_0 > \tau_0^*$, was found with Monte-Carlo simulations by Kimm et al. (2018). We also nicely agree on the position of the knee, $\tau_0^*$. The asymptotic value of $M_F$, however, is about a factor of 2 larger than their result, reflecting our higher $M_F(\tau_0, D = 0)$ curve, as explained before. Also the flattening reflects the physical process by which dust limits Ly$\alpha$ radiation pressure by absorbing UV photons, and re-emitting them in the infrared. Unless the column density is extremely high (see Sec. 4.2) re-emitted photons travel freely in the cloud, eventually escaping from it.

4 IMPLICATIONS FOR RADIATIVE FEEDBACK

Radiative feedback, together with supernova-driven mechanical feedback, is an important regulator of galaxy evolution Ciardi & Ferrara (2005). Among the various flavors of radiative feedback, here we are interested in assessing the relative importance of radiation pressure associated with three different physical mechanisms.

We can identify at least three types of radiation forces produced by (a) hydrogen photoionization, $F_i$; (b) UV light extinction by dust, $F_{UV}$; (c) Ly$\alpha$ scattering, the focus of this paper, $F_{\alpha}$. Our aim is to clarify the different dependencies of these three forces, and quantify their relative contribution as a function of the key parameters, the gas column density, $N_H$, and metallicity $Z$.

We will make the assumption that the dust-to-gas ratio scales linearly with $Z$, and normalize such relation to the Milky Way values: $D/D_\odot = Z/Z_\odot$, and we take $D_\odot = 1/162$ (Rémy-Ruyer et al. 2014), and $Z_\odot = 0.0142$ (Asplund et al. 2009). Hence, we can simply write $D = f_d Z = 0.43 Z$, by suitably defining the dust-to-metal ratio $f_d = D_\odot/Z_\odot$.

We now proceed to write explicit expressions for the three forces. We note that, as the ionizing photon rate, $Q$, and the specific UV continuum luminosity, $L_{\lambda, UV}$, entering the expression for the three forces, both depend linearly on the star formation rate, the comparison among them is independent of such quantity. In the following, thus, we will give these quantities per star formation rate in units of $M_\odot yr^{-1}$.

4.1 Photoionization

The force associated with the photoionization of an hydrogen atom by a Lyman continuum (LyC) photon with energy $h\nu > 13.6 eV \equiv 1 \text{ Ryd}$ is
\begin{equation}
F_i = \frac{L_i}{c} (1 - e^{-\tau_{HI}}),
\end{equation}
In the previous expression, $L_i = Q \langle h\nu \rangle$ is the total LyC luminosity of the source; $\langle h\nu \rangle$ is the cross section-weighted ionizing photon energy in the source spectrum. The H I optical depth, often cast in terms of the escape fraction of ionizing photons $f_{esc} = e^{-\tau_{HI}}$. 

Figure 2. Regimes in the gas column density, $N_H$, and metallicity, $Z$, in which different radiation forces dominate. Left: Contours show the ratio between photoionization (Sec. 4.1) and dust-mediated UV (Sec. 4.2) radiation pressure, $F_i/F_{UV}$. Photoionization dominates at low $N_H$ and $Z$. The black line shows the locus where the ratio is equal to 1. Right: Same for the ratio of the Ly$\alpha$ (Sec. 4.3) to (photoionization + dust mediated UV) radiation pressure, $F_{\alpha}/(F_i + F_{UV})$. Ly$\alpha$ pressure dominates in the entire parameter space, with exception of the tiny upper-right corner, as indicated. The black line shows the locus where the ratio is equal to 1.
can be written as \( \tau_{\text{HI}} \approx \sigma_{\text{L}} N_{\text{HI}} (\text{Ryd/} \langle h\nu \rangle)^3 \), where \( \sigma_{\text{L}} = 6.3 \times 10^{-18}\text{cm}^2 \).

The ionizing photon rate \( Q \) (per unit star formation rate) depends on the initial mass function (IMF) and on the metallicity of the stellar (the calculation can be extended to non-stellar sources in a straightforward manner). We assume a standard 1–100\( M_\odot \) Salpeter IMF and continuous star formation. Then, a convenient expression, that we adopt here, is (Schaerer 2003):

\[
\log Q = -0.0029 (\log Z + 9.0)^{5/2} + 53.81.
\]  

(26)

4.2 UV extinction by dust

Non-ionizing UV photons can transfer momentum to dust grains when they are absorbed/scattered. As dust is usually tightly coupled to the gas via hydrodynamical and Coulomb drag forces, the momentum is ultimately transferred to the gas. The force associated with this dust-mediated radiation pressure is

\[
F_{\text{UV}} = \frac{L_{\text{UV}}}{c} [(1 - e^{-\tau_d}) + f_{\text{IR}}],
\]  

(27)

where \( f_{\text{IR}} \approx \tau_{\text{IR}} \) (Krumholz et al. 2012) allows for dust re-emitted IR photons to contribute to the pressure if the cloud IR optical depth \( \tau_{\text{IR}} \) is sufficiently high. We write this term following Pallottini et al. (2017):

\[
\tau_{\text{IR}} = 1.79 \times 10^{-24} \left( \frac{N_{\text{H}}}{\text{cm}^{-2}} \right) \left( \frac{D}{100 \text{ kK}} \right)^2 \tau_d, \]  

(28)

where \( \tau_d \) is the dust temperature. Consider the UV luminosity in the H\( \beta \) band (6 < \( h\nu \)/eV < 13.6), whose width is therefore \( \Delta \lambda = 1155 \) Å. For the adopted IMF, the specific luminosity per unit star formation rate, \( L_{\lambda,\text{UV}} \) is obtained using STARBURST99. It turns out that the dependence on \( Z \) is very weak and therefore we neglect it; also, \( L_{\lambda,\text{UV}} \approx 3.5 \times 10^{40} \text{ergs}^{-1} \lambda^{-1} \approx \text{const.} \) in the band. Finally, \( L_{\lambda,\text{UV}} = L_{\lambda,\text{UV}}(\Delta \lambda) \).

The average dust optical depth in the H\( \beta \) band is \( \tau_d = \langle \sigma_d \rangle N_{\text{H}} = 1.91 \times 10^{-24} (D/100 \text{ kK}) N_{\text{H}} \) appropriate for a Milky Way, \( R_V = 3.1 \) extinction curve (Weingartner & Draine 2001).

4.3 \( Ly\alpha \) scattering

From the previous results, it follows that

\[
F_{\alpha} = M_{\text{F}} \frac{L_{\lambda}}{c},
\]  

(29)

where

\[
L_{\lambda} = \frac{2}{3} Q (1 - e^{-\tau_{\text{HI}}}) h\nu_{\alpha},
\]  

(30)

and

\[
M_{\text{F}} = \min \left[ M_{\text{F}}(\tau_0, D = 0), M_{\text{F}}(\infty, D) \right].
\]  

(31)

The two expressions for \( M_{\text{F}} \) are given by equation (13) and equation (24), respectively.

4.4 Comparison

Armed with the above results, we can now quantitatively compare the three radiative forces. We reiterate that the following conclusions do not depend on the star formation rate of the galaxy, due to the common linear dependence of the forces on \( Z \). However, our findings depend on the assumed IMF, which we take here to be a standard Salpeter one, as described in Sec. 4.1.

We start by comparing photoionization and dust-mediated UV radiation pressures, by analysing the ratio \( F_{\alpha}/F_{\text{UV}} \) as a function of \( N_{\text{HI}} \) and \( Z \). This is done using the expressions given by eqs. 25 and 29, and the results are shown in the left panel of Fig. 2. Photoionization dominates in the low \( N_{\text{HI}} \), low \( Z \) regime, where the decreasing dust opacity makes UV radiation pressure less efficient. For a typical molecular cloud in the Milky Way, characterized by \( N_{\text{HI}} \approx 1 \times 10^{21} \text{cm}^{-2} \) and \( Z \approx Z_\odot \), we find that radiation pressure on dust largely dominates over photoionization. However, in a more metal-poor environment \( (Z \lesssim 10^{-2} Z_\odot) \), typical early galaxies photoionization takes over.

However, an inspection of the right panel shows that the above forces are in general overwhelmed by \( Ly\alpha \) pressure which therefore controls the dynamics of the cloud. There we show the ratio \( F_{\alpha}/(F_{\alpha} + F_{\text{UV}}) \) in the same \( N_{\text{HI}} - Z \) plane. \( Ly\alpha \) pressure dominates the entire parameter range, with the only exception of a small region (upper-right) corner of extremely high column densities and supersolar metallicities. The ratio between \( Ly\alpha \) and the other two forces is always \( \lesssim 10 \), and reaches values as high as \( \approx 300 \) for low \( Z \) and high \( N_{\text{HI}} \) (red triangle in the panel). Thus, we conclude that \( Ly\alpha \) has important dynamical effects, at least in the idealised situation of a uniform, spherical and static cloud we are dealing with.

As a final remark, it is useful to note that the comparison made above assumes that the various feedbacks act co-spatially on the gas surrounding the sources. In reality, ionizing photons transfer momentum on the relatively small scale of the \( H\beta \) regions, whereas \( Ly\alpha \) pressure works on larger volumes, whose extent depends on the dust opacity, and hence metallicity of the cloud.

5 SUMMARY AND DISCUSSION

We have developed a model describing the radiation pressure due to \( Ly\alpha \) line photons, and obtained analytical expressions for the force multiplier, \( M_{\text{F}}(N_{\text{HI}}, Z) = F_{\alpha}/(L_{\alpha}/c) \) as a function of gas column density, \( N_{\text{HI}} \), and metallicity, \( Z \), for both dust-free and dusty media. The key result is that \( M_{\text{F}} \) can be expressed as

\[
M_{\text{F}} = \min \left[ M_{\text{F}}(\tau_0, D = 0), M_{\text{F}}(\infty, D) \right];
\]  

(32)

where two expressions for \( M_{\text{F}} \) are given by equation (13) and equation (24), respectively. This solution has been compared with the numerical ones by Kimm et al. (2018) finding a good agreement in terms of the general trend apart from an essentially constant, order unity factor of unknown origin. Numerical approaches to the problem might include additional physical effects and deal with less idealized scenarios. Yet, a good analytical understanding of the underlying physics is helpful, and analytical estimates may be used to speed-up or test simulations.

As our analytical solutions include dust, it is possible to determine the relative importance of \( Ly\alpha \) pressure compared to two other physical mechanisms also transferring momentum from radiation to the gas: photoionization and dust-mediated UV radiation pressure. We find that, in static media, \( Ly\alpha \) pressure dominates over both photoionization and dust-mediated UV radiation pressure in a very
wide parameter range (16 < log N_{HI} < 23; −4 < log [Z/Z_{⊙}] < 0). For example, it overwhelms the other two forces by > 10 (300) times in standard (low-Z) star-forming clouds. In agreement with several previous studies, we conclude that Lyα pressure plays a dominant role in the initial acceleration of the gas around luminous sources, and should be properly implemented in galaxy formation, evolution and outflow models and simulations. Several consequences of the present results deserve further attention. Among these, Lyα radiation feedback might act on star forming molecular clouds by pushing gas away from star forming clumps, thereby reducing the star formation rate and/or preventing very strong bursts. Also, supernovae (SNe) exploding in this pre-conditioned environment will be less effective in collecting material and eject it, with the consequence that the outflow mass-mass loading factor (outflow rate per unit star formation rate) could be significantly reduced Kimm et al. (2018).

It is worth noting that the momentum rate per unit star formation rate of Lyα radiation is comparable to that injected by SNe. Note that such ratio is independent of star formation rate. Using eq. 29, and taking Φ from eq. 26, we find F_{α} = 2.34 × 10^{32} M_{F} \text{ cm s}^{-2} (per unit SFR in M_{⊙} yr^{-1}) and, for for Z = Z_{⊙}. For an order of magnitude estimate, the analogous quantity for SNe is F_{SN} = 1.4 × 10^{33} \text{ cm s}^{-2}, having assumed that, consistently with the IMF adopted in Sec. 4.1, one SN forms every 15 M_{⊙} of stars, and ejects 10 M_{⊙} of material at a terminal speed of 3000 km s^{-1}. Thus, at face value, although SNe and Lyα radiation feedback operate at different times, momentum injection by Lyα radiation pressure exceeds the one by SNe by a factor of ≳ 10.

We can also compare the Lyα force with the gravity force, F_{G}, in a molecular cloud with a given turbulent velocity dispersion σ_{kms} = σ/(kms^{-1}). As F_{G} = 4π R^{2} p, where p (R) is the cloud pressure (radius), and recalling that R = σ/2√Gp (Sommovigo et al. 2020), we find F_{G} = πσ^{4}/G. The SFR in the cloud can be written as
\[ \psi = \frac{M}{t_{ff}} = \frac{1}{2} \frac{GM}{G} = 10^{-5.9} \frac{σ_{kms}^{3} M_{⊙} yr^{-1}}{G}. \]
where t_{ff} is the cloud free-fall time, and \( \frac{σ}{G} \approx 0.01 \) is the amount of gas converted in stars within t_{ff}. With these formulae and the previous estimate for F_{α}, we find that Lyα radiation pressure exceeds the gravity force if the condition M_{F} > 20σ_{kms} is satisfied. As for Z = Z_{⊙}, M_{F} ≈ 100, we see that in GMCs, for which σ_{kms} = 1 − 5 (Ballesteros-Paredes et al. 2011), gravity plays a subdominant role.

To obtain an analytical solution in closed form, various approximations have been made: for example, no recoils, uniform density and static gas. As mentioned before, the effect of recoils may be responsible for at least part of the discrepancy with Kimm et al. (2018). Regarding the uniform density, we do not expect significant deviations if spherical symmetry is maintained (e.g. in the no-dust case, the scaling is still expected to be 1/3; Lao & Smith 2020), while asymmetries or "cavities" in the medium (Behrens et al. 2014)) might have a large impact, though difficult to estimate. The static approximation, however, is particularly critical because it is guaranteed to be, to some extent, violated due to the effect of the Lyα pressure itself. The results above indicate that Lyα radiation pressure is certainly the dominant source of momentum for the gas, both with respect to other radiative processes and SNe, when the source is turned on and the gas is presumably close to static. Hence, there is little doubt that in the initial acceleration phase of the surrounding material the contribution of Lyα photons cannot be neglected. However, as the gas is set in a bulk, outflowing motion away from the luminous source (e.g. a stellar cluster or an accreting black hole) F_{α} is likely to decrease as the photons are shifted out of the line resonance.

To approximately quantify this effect in the dust-free case, instead of a gas moving at a bulk velocity v = v_{Lya}, we redshift the injected photons by an amount (v/c) \( ν_{0} \). By applying equation (A31) it is then easy to compute M_{F}(v, N_{HI}). The results are shown for different column densities (or, equivalently \( ν_{0} \)) in Fig. 1 (orange thin curves), and in Fig. 3 as a function of velocity. First, we note (Fig. 1) that for \( v \rightarrow ∞ \) the effect of the shift gets washed out, because of diffusion in photon frequency. Lyα radiation pressure decreases, at fixed N_{HI}, with velocity, and the velocity that leads to a significant reduction of M_{F} depends on N_{HI}. For an order of magnitude estimate, we reduce to a single-scattering scenario (M_{F} = 1) when the wing optical depth is of order unity:
\[ \frac{τ_{0,α ν}}{\sqrt{N_{HI}}} = 1 \quad \Longrightarrow \quad v = v_{Lya,h} = 500 \text{ km/s} \sqrt{\frac{N_{HI}}{[10^{20} \text{ cm}^{-2}]}}. \]

The drop is less pronounced for high column densities where frequency diffusion effects become more important. For example factor 3 reduction is achieved for v = (50, 140, 300) km s^{-1} for log N_{HI} = (19, 20, 21). An equivalent plot, but in the case of a spherical shell, was presented by Dijkstra & Loeb (2009) (see their Fig. 3) with a numerical approach, and is in reasonable agreement with our analytical computation. We conclude that a bulk velocity does not induce a dramatic reduction in the Lyα radiation pressure if the H I column density is sufficiently large. It is worth noting that, instead, intense velocity gradients may significantly enhance escape and thus, presumably, reduce M_{F} (Seon & Kim (2020)).

Another type of motion that the idealized scenario does not take into account is turbulence. While a proper treatment undoubtedly requires a numerical approach, an idea may be mimicking it using a larger "effective" temperature T_{turb} of the gas. As M_{F} \propto τ−1/6, this effect may reduce M_{F} as
\[ \frac{M_{F}}{M_{F}^{turb}} = \left( \frac{T_{turb}}{T_{turb}} \right)^{1/6} = \left( 1 + 0.006 \frac{σ_{kms}^{2}}{T_{4}^{1/6}} \right)^{-1/6}. \]

This reduction should thus not change the overall importance of Lyα pressure in most cases.

The effects of Lyα radiation pressure might become more im-
portant in removing the gas from the star forming site before SNe can go off. As we have seen, the ratio \( F_{\text{a}}/(F_{\text{i}} + F_{\text{UV}}) > 10 \) for any metallicity (Fig. 2). As molecular clouds are characterized by large neutral gas column densities we can ignore to a first approximation the reduction effects as the gas accelerates up to their escape velocity \((v_{e} \approx 20 \text{ km s}^{-1})\). Thus, for a typical star formation rate of a molecular cloud \( \psi = 10^{-3} M_\odot \text{yr}^{-1} \), before the onset of SNe after \( \Delta t \approx 3 \) Myr, Ly\( \alpha \) pressure has already cleared about \( F_{\text{a}} \psi / v_{e} \approx 10^{3} M_\odot \text{yr}^{-1} \) of gas, i.e. a sizeable (if not all) mass fraction of the cloud has been accelerated to velocities exceeding the cloud escape speed. When the first SN explosions take place, they will find a much rarerfied environment. Additional discussion on these combined feedback effects is given in Kimm et al. (2019); Abe & Yajima (2018).

Another competing effect if associated with the gas photo-heating inside the H II region created by the massive stars. The H II region makes a transition to a D-type after approximately a recombination time \((\alpha_{B} n)^{-1} \approx 1.22 \text{ kyr} \), where \( \alpha_{B} \approx 2.6 \times 10^{-13} \text{cm}^{3} \text{cm}^{-1} \) is the Case-B recombination coefficient at temperature \( T \approx 10^{4} K \), and \( n \approx 100 \text{ cm}^{-3} \) is the mean gas density. Although this timescale is short and comparable to the dynamical time of the region makes a transition to a D-type after approximately a recombination time \((\alpha_{B} n)^{-1} \approx 1.22 \text{ kyr} \), where \( \alpha_{B} \approx 2.6 \times 10^{-13} \text{cm}^{3} \text{cm}^{-1} \) is the Case-B recombination coefficient at temperature \( T \approx 10^{4} K \), and \( n \approx 100 \text{ cm}^{-3} \) is the mean gas density. Although this timescale is short and comparable to the dynamical
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**APPENDIX A: ANALYTICAL COMPUTATION OF RADIATION PRESSURE**

Start from the stationary radiative transfer equation,

\[
\vec{n} \cdot \nabla I(r, \vec{n}, v) = -\alpha_{\text{abs}} I(r, \vec{n}, v) + j_{\text{source}} + j_{\text{scatt}}.
\]

(A1)

Given the spherical symmetry of the problem, \( I \) will only be a function of \( r \) and the angle between \( r \) and \( \vec{n} \), which is encoded for convenience in \( \mu = \vec{n} \cdot \vec{r} \). Writing explicitly the gradient of \( I(r, \mu, v) \) in spherical coordinates, we obtain

\[
\frac{\partial I}{\partial r} + \frac{1 - \mu^{2}}{r} \frac{\partial I}{\partial \mu} = -\alpha_{\text{abs}} I + j_{\text{source}} + j_{\text{scatt}}.
\]

(A2)

Let us define the moments of the specific intensity as follows:

\[
J = \frac{1}{2} \int_{-1}^{1} I \, d\mu, \quad \tilde{H} = \frac{1}{2} \int_{-1}^{1} \mu I \, d\mu, \quad K = \frac{1}{2} \int_{-1}^{1} \mu^{2} I \, d\mu,
\]

and similarly for the “source” and “scattering” terms (the tilde on \( \tilde{H} \) is to avoid confusion with the Voigt profile).

In the limit of large optical depth, we employ the Eddington approximation: \( I = a(r, v) + b(r, v) \mu \), with \( b \ll a \), implying \( J = 3K \). Taking the integral over \( d\mu \) of equation (A2) and of equation (A2) multiplied by \( \mu \), we find

\[
\frac{\partial \tilde{H}}{\partial r} + \frac{2\tilde{H}}{r} = -\alpha_{\text{abs}} J + j_{\text{source}} + j_{\text{scatt}}.
\]

(A4)

\[
1 \frac{\partial J}{\partial r} = -\alpha_{\text{abs}} \tilde{H} \tilde{H} + \tilde{H} \tilde{H}_{\text{source}} + \tilde{H} \tilde{H}_{\text{scatt}}.
\]

(A5)

We will assume the external sources to be isotropic, therefore \( \tilde{H}_{\text{source}} = 0 \). It is less obvious that \( \tilde{H}_{\text{scatt}} = 0 \), but this is the case, as we will now prove. The angular distribution of Ly\( \alpha \) photons scattered by hydrogen atoms is a superposition of isotropic and dipole distributions. Given an incident intensity of the form \( a + b \cos \theta \), as per Eddington approximation, an isotropic scattering function gives an isotropic light redistribution:

\[
\frac{1}{4\pi} \int_{0}^{\pi} \sin \theta \, d\theta \int_{0}^{2\pi} d\varphi \, (a + b \cos \theta) = a.
\]

(A6)

The computation for the dipole scattering is less trivial, but again straightforward:

\[
\int_{0}^{\pi} \sin \theta \, d\theta \int_{0}^{2\pi} d\varphi \, (a + b \cos \theta) \frac{3}{2} (1 + \cos^{2} \chi) = a.
\]

(A7)

where

\[
\cos \chi = \cos \theta \cos \varphi + \sin \theta \sin \varphi \cos (\varphi - \varphi) \quad \chi
\]

is the cosine of the angle between the final and initial directions, \((\varphi, \psi)\) and \((\hat{\varphi}, \hat{\psi})\). Therefore, no matter what the ratio between isotropic and dipole emission, the scattered light will always be isotropic according to the Eddington approximation, i.e., \( \tilde{H}_{\text{scatt}} = 0 \). Combining equation (A4) and equation (A5), we get

\[
-\frac{1}{3\alpha_{\text{abs}}} \left( \frac{\partial^{2} J}{\partial r^{2}} + \frac{2 \partial J}{r \partial r} \right) = -\alpha_{\text{abs}} J + j_{\text{source}} + j_{\text{scatt}}.
\]

(A9)

It is convenient to use the optical depth as a variable instead of the physical radius. By defining the optical depth at the line centre as \( \tau = n_{\text{H}} \sigma_{\text{r}0} \), we get

\[
\frac{\partial^{2} J}{\partial \tau^{2}} + \frac{2 \partial J}{\partial \tau} \tau \frac{\alpha_{\text{abs}}}{n_{\text{H}}^{2} \sigma_{\text{r}0}^{2}} - \tau \frac{3 \alpha_{\text{abs}}}{n_{\text{H}}^{2} \sigma_{\text{r}0}^{2}} j_{\text{source}} - \frac{3 \alpha_{\text{abs}}}{n_{\text{H}}^{2} \sigma_{\text{r}0}^{2}} j_{\text{scatt}}.
\]

(A10)

In an optically thick medium, the majority of the photons are in the wings of the Voigt profile. This happens because the mean free path for core photons is so short that they keep scattering until they exit the core region to enter the wing, where the cross section is lower and they can stay for a long time. This effect can be encoded in the “Fokker-Planck” approximation (see Dijkstra (2017) for a derivation):

\[
J_{\text{scatt}} = n_{\text{H}} \sigma_{\text{r}0} H(x) J + n_{\text{H}} \sigma_{\text{r}0} \frac{1}{2} \frac{\partial}{\partial x} \left( H(x) \frac{\partial J}{\partial x} \right).
\]

(A11)

Following Harrington (1973), we define

\[
\sigma(x) = \int_{0}^{x} \frac{1}{\sqrt{3/2 H(y)}} \, dy,
\]

so that

\[
\frac{1}{2} \frac{\partial}{\partial x} \left( n_{\text{H}} \sigma \frac{\partial J}{\partial x} \right) = \frac{1}{3} H \frac{\partial^{2} J}{\partial \sigma^{2}}.
\]

(A13)
The radiative transfer equation then becomes
\[
\frac{\partial^2 J}{\partial t^2} + 2 \frac{\partial J}{\partial t} + \frac{\partial^2 J}{\partial \sigma^2} = 3H \frac{\sigma_{\text{dust}}}{\sigma_0} f - \frac{3H}{\tau_0} J_{\text{source}}, \tag{A14}
\]
where we only kept the lowest order in \(\sigma_{\text{dust}}/\sigma_0\) in the coefficient of each term.

### A1 Central source, no dust

Let
\[
J_{\text{source}} = \frac{W}{4\pi r_i^4} \delta(r-r_i)\delta(v-v_0) = \frac{W n_i^0 \nu_0^3}{4\pi r_i^2 \Delta v_0} (\tau - \tau_i) \delta(\sigma) \frac{1}{\sqrt{3/2} \tau}. \tag{A15}
\]

We will then let \(\tau_i \to 0\) to obtain the limit of a central point-source. Substituting into equation (A14) and writing it in nondimensional form, we get
\[
\frac{\partial^2 f}{\partial t^2} + 2 \frac{\partial f}{\partial t} + \frac{\partial^2 f}{\partial \sigma^2} = \frac{\delta(\tau - \tau_i)\delta(\sigma)}{\tau_i^2}, \tag{A16}
\]

where \(f = J/J_0\) and \(J_0 = \sqrt{6} W n_i^0 \nu_0^3 / 4\pi \Delta v_0\).

For the boundary condition in the frequency domain, we require
\[
\lim_{{\sigma \to \pm \infty}} f(\tau, \sigma) = 0, \tag{A17}
\]
that is, the specific intensity will remain concentrated in a neighbourhood of the line center. In the space domain, as anticipated in the main text, we will use two different boundary conditions, in order to show that they do not play a crucial role:
\[
\left. \frac{\partial f}{\partial \sigma} \right|_{\tau = \tau_0} = -\frac{1}{\sqrt{3/2}} H f(\tau_0, \sigma), \quad \text{standard}, \tag{A18}
\]
\[
\left. \frac{\partial f}{\partial \sigma} \right|_{\tau = \tau_0} = 0, \quad \text{alternative.}
\]

Harrington (1973) and Dijkstra et al. (2006) use the “standard” one, which comes from imposing the Eddington approximation on the boundary (one integrates over \(\mu\) from \(-1\) to 0 and gets \(J = 2\delta\)) and combining it with equation (A5). The reason we are investigating a different boundary condition (the flux-free is just a simple example of such) is that it could be argued that, at the edge of the cloud, the Eddington approximation fails and thus the \(3/2\) factor is not a credible value. Other authors also discussed this issue, for example Lao & Smith (2020) (see their Appendix A) proposed a factor of \(\sqrt{3}\) as a result of the two-stream approximation.

Separating variables, we look for a solution of the form
\[
f(\tau, \sigma) = \sum_{n=1}^{\infty} T_n(\tau) S_n(\sigma), \tag{A19}
\]
with
\[
\frac{\partial^2 T_n}{\partial \tau^2} + \frac{2}{\tau} \frac{\partial T_n}{\partial \tau} + A_n^2 T_n = 0 \implies T_n = A_n^0 \sin(\Lambda_n \tau) / \Lambda_n \tau + B_n^0 \cos(\Lambda_n \tau). \tag{A20}
\]

In order to avoid the specific intensity to diverge at all frequencies near the origin, we require \(B = 0\). The eigenvalues \(\Lambda_n\) are determined substituting into the boundary conditions:
\[
\tau_0 \Lambda_n \cos(\Lambda_n \tau_0) - 1 = -\frac{1}{2} \frac{\tau_0 H}{\Lambda_n} \sin(\Lambda_n \tau_0) / \Lambda_n \tau_0 \text{ standard}, \quad \text{or} \quad 0 \text{ alternative}. \tag{A21}
\]

meaning \(\Lambda_n \approx \left\{ \begin{array}{ll} \frac{\pi}{\tau_0} (1 - \frac{2}{\tau_0 H}) & \text{standard} \ (\tau_0 H \gg 1) \\ \frac{\pi H}{\tau_0} - \frac{\pi}{\tau_0} \left( \frac{1}{2} \frac{1}{\tau_0 H} \right) & \text{alternative.} \end{array} \right. \tag{A22}\)

Then, we normalize \(T_n\) as
\[
\int_0^{\tau_0} 4\pi r^2 T_n^2 \, dr = 1 \implies T_n = \frac{\sin(\Lambda_n \tau)}{\sqrt{2\pi} \tau_0}, \tag{A23}
\]
so that \(f(\tau, \sigma) = \sum_{n=1}^{\infty} \sin(\Lambda_n \tau) S_n(\sigma)\). Substituting into equation (A16) and projecting on a specific \(n\),
\[
\frac{\partial^2 S_n}{\partial \sigma^2} - \Lambda_n^2 S_n = - \int_0^{\tau_0} 4\pi r^2 \delta(\tau - \tau_i) \delta(\sigma) \sin(\Lambda_n \tau) \frac{\sin(\Lambda_n \tau)}{\sqrt{2\pi} \tau_0} \frac{1}{r} \, dr = -4\pi \sin(\Lambda_n \tau_0) \frac{1}{\tau_0 \sqrt{2\pi} \tau_0} \delta(\sigma), \tag{A24}
\]
which gives
\[
S_n = \frac{2\pi \sin(\Lambda_n \tau_0) e^{-\Lambda_n |\sigma|}}{\Lambda_n \tau_0} \left. \right|_{\tau = \tau_0} \frac{\sin(\Lambda_n \tau_0)}{\sqrt{2\pi} \tau_0} \tag{A25}
\]
and
\[
f(\tau, \sigma) = \sum_{n=1}^{\infty} \sin(\Lambda_n \tau) e^{-\Lambda_n |\sigma|}. \tag{A26}
\]

Substituting directly into equation (9), we get
\[
M_{\text{F,L}} \approx \frac{4}{\pi} \sqrt{\frac{2}{3}} \int_{-\infty}^{+\infty} \frac{1}{\tau_0} \frac{1}{\sqrt{2\pi} \tau_0} \text{arctanh}(e^{-\pi |\sigma(x)| / \tau_0}) \, dx, \tag{A27}
\]
and
\[
M_{\text{F,alt}} \approx \frac{4}{\pi} \sqrt{\frac{2}{3}} \int_{-\infty}^{+\infty} \frac{1}{\tau_0} \frac{1}{\sqrt{2\pi} \tau_0} \text{arctanh}(e^{-\pi |\sigma(x)| / \tau_0}) \, dx - \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi} \tau_0} \sin(\frac{\tau \sigma(x)}{\tau_0}) \, dx \tag{A28}
\]
where the following series have been used:
\[
\sum_{n=0}^{\infty} (-1)^n = \text{arctanh}(1/a),
\]
\[
\sum_{n=1}^{\infty} \frac{(-1)^n}{a^n} = -\frac{1}{1+a},
\]
\[
\sum_{n=1}^{\infty} a^{-n-1/2} = 2 \text{arctanh}(a^{-1/2}).
\]

To get the asymptotic limit at large \(\tau_0\), we substitute the large-\(\tau\) limit of \(\sigma(x)\) and perform the integral over \(dx\) before resumming the series. The result is
\[
M_{\text{F,L}} \approx \frac{4(2^{4/3} - 1) \Gamma(4/3) \zeta(4/3)}{\pi^{1/2}} \left( \tau_0 \mu \tau_{\text{i}} \right)^{1/3} \approx 3.51 \times \left( \tau_0 \mu \tau_{\text{i}} \right)^{1/3}\tag{A29}\]
and
\[
M_{\text{F,alt}} \approx \frac{2\Gamma(4/3)}{\pi^{1/2}} \left( \frac{2^{4/3} (2^{4/3} - 1) \zeta(4/3)}{\pi} + \zeta(1/3) - \zeta(1/3) \right) \times \left( \tau_0 \mu \tau_{\text{i}} \right)^{1/3} \approx 3.43 \times \left( \tau_0 \mu \tau_{\text{i}} \right)^{1/3}, \tag{A30}
\]
where the integral \(\int_0^{\infty} e^{-x^3} \, dx = \Gamma(4/3)\), and the definition of the Hurwitz zeta function have been used.
### A2 Uniform source, no dust

Let

\[ J_{\text{source}} = w \delta(v - v_0) = \frac{w}{\Delta v_0 \sqrt{3/2} H}. \]  

(A32)

Substituting into equation (A14) and writing it in nondimensional form, we get

\[ \frac{\partial^2 f}{\partial \tau^2} + \frac{2 \partial f}{\partial \tau} + \frac{\partial^2 f}{\partial \sigma^2} = -\delta(\sigma), \]  

(A33)

where \( f = J/J_0 \) and \( J_0 = \frac{\sqrt{w}}{m \sigma_0 \Delta v_0} \). With the same approach as before, we find

\[ f(\tau, \sigma) = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{\sin(\lambda n \tau)}{\lambda n} e^{-\lambda n |\sigma|}. \]  

(A34)

Making use of the definition equation (15), the final formula for the multiplication factor is

\[ M_{\text{F}}^{\text{std}} \approx \frac{12}{\pi^2} \frac{1}{\sqrt{3}} \int_{-\infty}^{\infty} \text{Li}_2 \left( e^{-\lambda n |\sigma|} \right) - \frac{1}{8} \text{Li}_3 \left( e^{-\lambda n |\sigma|} \right) \, d\sigma. \]  

(A35)

The expression stemming from alternative boundary conditions involves the Lerch transcendent function and we will not report it here. As before, we can resum the series in the large-x limit to get

\[ M_{\text{F}}^{\text{std}} \approx \frac{3 \Gamma(4/3)}{\pi^2} \left( 2^{10/3} - 1 \right) \zeta(10/3) (\tau_0 a_v)^{1/3} \approx 0.51(\tau_0 a_v)^{1/3}. \]  

(A36)

### A3 Central source with dust

The only change to the radiative transfer equation (A14) when \( \sigma_{\text{dust}} \neq 0 \) is the addition of the term \( 3H \sigma_{\text{dust}} / \sigma_0 \). Variables can still be separated and \( \tau_0 = \frac{\sin(\lambda n \tau)}{\lambda n \sigma_0} \) as before. Adopting standard boundary conditions, we can conveniently rewrite the formula for \( M_F \) as

\[ M_F = \frac{4}{\sqrt{2\pi \tau_0}} \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} \frac{S_{2n+1}}{\lambda_{2n+1}} H \, d\sigma, \]  

(A37)

\[ \frac{\partial^2 S_n}{\partial \sigma^2} - \lambda_m^2 S_n - 3 \frac{\sigma_{\text{dust}}}{\sigma_0} HS_n = -24 \nu \frac{2\nu}{\tau_0} \delta(\sigma). \]  

(A38)

As explained in the main text, we expect \( M_F \) to reach asymptotically a finite value for \( \tau_0 \to \infty \). In this limit, the sum over \( n \) can be converted into an integral over \( d\ell = d(\pi n/\tau_0) \) and we have

\[ M_F = \frac{4}{\pi} \int_0^{\infty} \int_{-\infty}^{\infty} S(\lambda, \sigma) H \, d\sigma, \]  

(A39)

where

\[ \frac{\partial^2 S}{\partial \sigma^2} - (\lambda^2 + 3He)S = -\delta(\sigma), \quad \epsilon \equiv \sigma_{\text{dust}} / \sigma_0. \]  

(A40)

Given the absence of a particular feature at the Ly\( \alpha \) frequency in the dust absorption profile, we assume \( \epsilon \) to be independent of the frequency.

When \( \epsilon = 0 \), we have \( S = e^{-\lambda |\sigma| / 2} \) and the contributions in the neighbourhood of \( \lambda = 0 \) to equation (A39) are logarithmically divergent. When \( \epsilon \neq 0 \), however, the solution of equation (A40) deviates substantially from \( e^{-\lambda |\sigma| / 2} \) for sufficiently small \( \lambda \), curing the divergence. Let us analyze the shape of the solution. At \( \lambda = 0 \), we take the wing limit

\[ H \approx \frac{2^{1/3} \nu_0^{1/3}}{3^{1/6}} \]  

(A41)

and employing the WKB approximation

\[ S \approx \frac{1}{(3He)^{1/2}} e^{-f_{\|}|\sigma| \sqrt{\pi \nu_0 \delta(\sigma)}} \approx \frac{1}{(3He)^{1/2}} e^{-\sqrt{\frac{3}{8}\pi \nu_0 \delta(\sigma)} |\sigma|^3/2}. \]  

(A43)

For sufficiently small \( \lambda \), equation (A43) will still be a good approximation for the solution. The critical value of \( \lambda \) for which significant deviations are expected is obtained comparing the typical “decay length” of equation (A43) with the one of \( e^{-\lambda |\sigma| / 2} \):

\[ \lambda_c \left( \sqrt{\frac{3}{8}\pi \nu_0 \delta(\sigma)} \right)^{-3/2} = 1 \implies \lambda_c = e^{3/4} \lambda^3/2 |\sigma|^3/2 \]  

(A44)

For \( \lambda < \lambda_c \), equation (A43) will be a good approximation. The contribution to \( M_F \) is

\[ M_F^{\lambda < \lambda_c} \approx \frac{4}{\pi} \int_0^{\lambda_c} \int_{-\infty}^{\infty} \left( \frac{\partial^2 S}{\partial \sigma^2} + \delta(\sigma) \right) \, d\sigma \approx \frac{2^{3/4} \lambda^3/2 \nu_0^{1/3}}{3^{1/4} \epsilon^{1/2}}. \]  

(A45)

In order to estimate the contribution for \( \lambda > \lambda_c \), we can keep \( \lambda^2 \) instead of \( 3He \) in equation (A40) and get

\[ M_F^{\lambda > \lambda_c} \approx \frac{4}{\pi} \sqrt{2 \lambda} \int_{\lambda_c}^{\infty} \int_{-\infty}^{\infty} \frac{e^{-\lambda |\sigma|}}{2\lambda} \, d\sigma, \]  

(A46)

\[ \frac{\partial^2 S_n}{\partial \sigma^2} - \lambda_m^2 S_n - 3 \frac{\sigma_{\text{dust}}}{\sigma_0} HS_n = -24 \nu \frac{2\nu}{\tau_0} \delta(\sigma). \]  

(A38)

\[ 3^{1/2} \Gamma(1/4) \beta_{1/2}^{1/2} K_\pi(\beta \sigma^{1/3}), \quad \beta = 3^{1/6} \epsilon^{1/2} \]  

(A42)

where \( K_\pi \) is the modified Bessel function of second kind.
In the wing approximation, this is the same kind of integral done for the dust-free case and gives
\[ M_F^{1:λ_c} \sim \frac{\pi^{3/2}}{\Gamma(4/3)} \left( \frac{\alpha}{\alpha_{1/3}} \right)^{1/3} = \frac{\pi^{1/2}}{\Gamma(4/3)} \left( \frac{\alpha}{\alpha_{1/3}} \right)^{1/3}. \] (A47)

Remarkably, we find the same dependence on \( \alpha \) and \( \epsilon \) as obtained for \( \lambda < \lambda_c \). We conclude that
\[ \lim_{\tau_{\text{dust}} \to 0} M_F = \lim_{\tau_{\text{dust}} \to 0} \left( M_F^{1:λ_c} + M_F^{4:λ_c} \right) = N \times \left( \frac{\alpha}{\alpha_{1/3}} \right)^{1/3}. \] (A48)
where we made the limit explicit for clarity and traded all numerical factors for an order-unity factor, \( N \).

### A3.1 Constraining the numerical factor

The numerical factors appearing in our computations above are an overestimate. We can see that this is the case by using the following lemma. Restricting to \( \sigma > 0 \), consider
\[ \frac{\partial^2 S_2}{\partial \sigma^2} - f(\sigma) S_1 = 0 \]
\[ \frac{\partial^2 S_2}{\partial \sigma^2} - g(\sigma) S_1 = 0 \]
\[ \frac{\partial S_1}{\partial \sigma} \bigg|_0 = \frac{\partial S_2}{\partial \sigma} \bigg|_0 = -1/2 \]
\[ \lim_{\sigma \to \infty} S_1 = \lim_{\sigma \to \infty} S_2 = 0 \]
with \( f(\sigma) > g(\sigma) \). Define \( Y = S_1 - S_2 \). Then,
\[ \frac{\partial^2 Y}{\partial \sigma^2} = (f - g) S_1 + g Y > 0, \quad \frac{\partial Y}{\partial \sigma} \bigg|_0 = 0, \quad \lim_{\sigma \to \infty} Y = 0. \] (A50)

If \( Y(0) > 0 \), then \( Y \) is forced to be a strictly non-decreasing function (since \( Y \) can only grow), violating the boundary condition at infinity. If \( Y(0) < 0 \) and \( Y > 0 \) at some point, there must exist a point where \( Y = 0 \) and \( Y' > 0 \) simultaneously. From that point on, \( Y \) is again forced to be strictly non-decreasing, getting the same absurd conclusion. Therefore, \( Y < 0 \) always.

In our estimate, we traded \( \lambda^2 + 3\hbar c \) for either the first term (for \( \lambda > \lambda_c \)) or the second term (for \( \lambda < \lambda_c \)) only, so we can apply the lemma and conclude that \( N \) is less than the sum of the two numerical factors. Moreover, such conclusion is true for every choice of \( \lambda_c \). Therefore, the best estimate is obtained rescaling \( \lambda_c \to \alpha \lambda_c \) and minimizing with respect to \( \alpha \). The minimum of
\[ \frac{2^{3/4} \Gamma^{1/2}}{\pi^{9/8}} \left( \frac{\alpha}{\alpha_{1/3}} \right)^{1/3} \] (A51)
is obtained for
\[ \alpha = \left( \frac{4}{3} \right)^{3/4} \] (A52)
and we get
\[ N < \frac{2^{1/4} \Gamma^{(4/3)}^{3/4}}{\pi^{9/8} \Gamma^{1/3}} = 3.66. \] (A53)

To get a better estimate, we need to actually perform the integrals. Let us define
\[ F(\lambda) = \int_{-\infty}^{+\infty} S(\lambda, \sigma) H d\sigma, \quad \text{so that} \quad M_F = \frac{4}{\pi} \int_0^{+\infty} F d\lambda. \] (A54)

![Figure A1. Schematic representation of the integrals needed to compute \( M_F \) (see equation (A54)). The blue surface (which extends indefinitely along the x axis) has an area of 4 and corresponds to the overestimate presented in A3, which leads to \( N = 3.66 \). The orange dots are the results of several numerical integrations we performed in order to compute \( F(\lambda) \), and thus \( M_F \). The area beneath them is approximately 3.34, leading to \( N = 3.06 \).](image)

Our previous overestimate was equivalent to
\[ F(\lambda) \leq \left( \frac{1}{\pi} \right)^{1/4} \left( \frac{\alpha}{\alpha_{1/3}} \right)^{1/3} \] for \( \lambda < \alpha \lambda_c \)
\[ F(\lambda) \leq \left( \frac{1}{\pi} \right)^{1/4} \left( \frac{\alpha}{\alpha_{1/3}} \right)^{1/3} \] for \( \lambda > \alpha \lambda_c \] (A55)
which is depicted as the blue line in Fig. A1. Once the function \( F(\lambda) \) is known, equation (A54) allows to determine \( N \) performing the integral over \( \lambda \). In particular, with reference to the normalization of the axes in Fig. A1,
\[ N = \frac{2^{3/4} \Gamma^{(4/3)}^{3/4}}{\pi^{9/8} \Gamma^{1/3}} \int_0^{+\infty} 3eF d\left( \frac{\lambda}{\alpha \lambda_c} \right) \] (A56)

We performed some numerical integrations to determine \( F(\lambda) \). This is not easy, because of the vanishing boundary condition at infinity. The normalization of \( \lambda \) needs to be accurately chosen to get rid of the exponentially diverging solution. Our results are plotted as orange dots in Fig. A1. This allows a rough but easy trapezoidal estimate of the integral over \( \lambda \) to give \( M_F \). Our final result is
\[ \int_0^{+\infty} 3eF d\left( \frac{\lambda}{\alpha \lambda_c} \right) = 3.34 \Rightarrow N = 3.06, \] (A57)
with an uncertainty < 10%.
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