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Abstract

We propose an observation-driven time-varying SVAR model where, in agreement with the Lucas Critique, structural shocks drive both the evolution of the macro variables and the dynamics of the VAR parameters. Contrary to existing approaches where parameters follow a stochastic process with random and exogenous shocks, our observation-driven specification allows the evolution of the parameters to be driven by realized past structural shocks, thus opening the possibility to gauge the impact of observed shocks and hypothetical policy interventions on the future evolution of the economic system.
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1 Introduction

“The behavioral parameters $\theta$ vary systematically with the parameters $\lambda$ governing policy and other “shocks”. The econometric problem in this context is that of estimating the function $\theta(\lambda)$. [...] A change in policy (in $\lambda$) affects the behavior of the system in two ways: first by altering the time series behavior of $x_t$; second by leading to modification of the behavioral parameters $\theta(\lambda)$ governing the rest of the system.”

— Lucas 1976, page 40.

Methods based on vector autoregressive models (VAR) are widely used to model the dynamics of aggregate macroeconomic variables. However, as forcefully argued by Lucas (1976), rational agents will adapt to the new conditions expected to prevail after a shock by changing their behavior, thereby inducing variability in the parameters of the econometric models. Largely in response to this momentous critique, time varying parameter models have received a great and increasing attention in the macroeconometric literature. Cox (1981) divides time-series models with time-varying parameters into parameter-driven (PD) led by latent random shocks and observation-driven (OD) models led by past observations. To accommodate parameter time variation in VAR models, two main alternative PD approaches have been proposed in the literature. The first one employs models formulated as state space models with unobserved stochastic components. This strand of literature started with Primiceri (2005) and Cogley and Sargent (2005) and has been growing at a fast pace (see Lubik and Matthes 2015 for a survey). The second one, is based on nonparametric methods for the estimation of the coefficient and variance processes in a time varying linear regression setting which can be extended to a general local likelihood framework, see e.g. Giraitis et al. (2014) and Giraitis et al. (2018). However, neither the state space approach nor the nonparametric local likelihood one, allow the parameters to directly react in response to structural shocks and policy interventions.

In this paper, we propose an OD time-varying VAR model where, in agreement with the reported Lucas quote, structural shocks drive both the evolution of the macro variables
and the dynamics of the VAR parameters. Contrary to PD approaches which assume that parameters are driven by unobserved random and exogenous shocks, OD models allow the dynamics of time varying parameters to be a function of the past structural shocks. Therefore, OD models represent a natural framework to allow the parameters of the VAR model to respond to past structural shocks, and thus to gauge the impact of hypothetical policy interventions. This opens the possibility for developing a new econometric venue to comply with the profound Lucas Critique on the use of macroeconometric models for policy evaluations.

The first step in obtaining a Lucas Critique compliant Structural VAR (SVAR) model is the identification of the structural shocks in the context of time-varying parameters. In the SVAR literature, identification is typically achieved by resorting to some sort of short-run, long-run or sign economic restrictions (which need to be assumed), exogenous instrumental variables (which need to be found) or by exploiting statistical features of the data such as the heteroscedasticity of the covariance matrix of innovations (under the assumption of a constant mixing matrix). In our framework, we need an identification scheme robust to the presence of time-variation in all the parameters in the model, what we call ‘dynamic identification’. To this purpose, we exploit and extend the recent strand of literature on the identification of non-Gaussian SVAR models popularized by the work of Gouriéroux et al. (2017), Lanne et al. (2017) by allowing time-variation in all the parameters (including the ones in the mixing matrix) obtaining dynamic identification of the structural shocks.

The second step, as prescribed by Lucas (1976) in the reported quote, is the estimation of the reaction function of the parameters $\theta_{t+1}$ to the structural shocks $\epsilon_t$, i.e. $\theta_{t+1} = g_0(\theta_t, \epsilon_t)$ in our notation. In principle, this function is the result of a long chain of events. The structural shocks, by altering the economic environment, changes the expectations of each agent in the economy. Changed expectations will induce modifications in the behavior of individual agents. The aggregation of the new individual behaviors will determine new types of

\[3\]This literature has undergone a fast growth in the recent years: Lanne and Lütkepohl (2010); Hvväinnen et al. (2011); Moneta et al. (2013); Capasso and Moneta (2016); Herwartz and Ploëdt (2016); Herwartz (2018); Bernoth and Herwartz (2021); Coad and Grassand (2019); Herwartz (2019); Puonti (2019); Tank et al. (2019); Cordoni and Corsi (2019); Bekaert et al. (2021, 2020); Guay (2020); Gouriéroux et al. (2020); Maxand (2020); Lanne and Luoto (2021).
dependences among the macroeconomic variables which will be finally reflected in different values of the parameters of the SVAR model. The vast majority of the economic literature traditionally followed the approach of trying to model in detail each step of this complex chain reaction. Instead, following what seems to be the direction also suggested by Lucas himself in the last section of his famous 1976 paper, we propose to adopt recently introduced econometric tools to directly approximate the reaction function \( g_0(\theta_t, \epsilon_t) \) in a reduced form framework. To this purpose, we employ the general score-driven (SD) methodology to update the time-varying parameters in OD models introduced by Creal et al. (2013) and Harvey (2013).\(^2\) We build upon Blasques et al. (2015), who characterize the necessary and sufficient conditions under which the parameter update is successful in reducing the Kullback-Leibler divergence between the true and the model implied conditional densities at each time step. We show, by means of Monte Carlo simulations that SD models provide, indeed, effective approximations to the unobserved evolution of time-varying parameters under several settings. The main consequence of such results is that, from an information theoretic perspective within a reduced form approach, it is optimal to approximate the reaction function \( \theta_{t+1} = g_0(\theta_t, \epsilon_t) \) that links the future dynamics of the parameters in response to a given structural shock or policy intervention with a function proportional to the score of the conditional density.

In addition to these theoretical features which make OD models particularly apt to the context of the Lucas Critique, they also possess considerable computational advantages compared to PD models. Although highly flexible and widespread, PD models suffer from the shortcoming that their likelihood function is rarely available in closed form. Apart from the case of linear Gaussian models, in which the Kalman approach provides a formidable tool to filtering, the estimation of PD models requires the evaluation of complex multidimensional integrals. The standard approach is to approximate these integrals through Monte Carlo techniques, which are notoriously computationally demanding. In contrast, the likelihood of SD models can always be written in closed form via prediction-error decomposition, allowing for straightforward maximum likelihood estimation.

\(^2\)Also known as Dynamic Conditional Score (DCS) or Generalized Autoregressive Score (GAS) models.
estimation. Moreover, models with time-varying parameters typically suffer from the so-called curse of dimensionality. This problem is particularly relevant when considering VAR models, which are richly parametrized even for a small number of endogenous variables and lags. SD models, through a parsimonious specification of the SD updating equations for the model parameters, enable to readily achieve a dramatic reduction in the number of parameters, in principle, even in high-dimensional models. Hence, with respect to competitor PD models, the SD approach will benefit from the ease of estimation of the low dimensional vector of static parameters. Due to these computational advantages, SD dynamics have been already employed in macroeconomic models by Delle Monache et al. (2016a,b); Delle Monache and Petrella (2017); Delle Monache et al. (2021), Angelini and Gorgi (2018), Blazsek et al. (2019), Gorgi et al. (2021). However, none of these works considers the problem of the identification of structural shocks and the theoretical properties of the OD models in relation to the Lucas Critique.

In this paper, we introduce an OD SVAR model for the dynamics of macroeconomic variables. The auto-regressive coefficients, the mixing matrix and the covariance matrix of reduced residuals are time-varying. Building on the independent component analysis of Gouriéroux et al. (2017), we derive the closed-form set of recursive equations filtering the unobserved parameter dynamics. We also prove that no issues concerning the identification of static parameters arise. Section 4 presents an extensive simulation analysis testing the ability of the approximate recursions to recover the unobserved parameter dynamics under different settings. Specifically, we provide convincing evidence that our approach is robust with respect to misspecification. Section 5 discusses an application to a data sample of US macro time-series which includes inflation, economic activity, and interest rates on a monthly basis. We enlighten a significant heteroscedasticity of the variance of structural shocks and time-variation of the auto-regressive coefficients, confirming previous evidence from different streams of literature. However, our approach does not require the assumption of any identification restriction. Then, crucially, all our conclusions are purely data driven. We can show in an unprecedented way that the orthogonal matrix, which possibly mixes the shocks, does not vary with time. Moreover, at monthly frequency, it is not statistically
distinguishable from the identity matrix. We also report the conditional impulse response functions. Their computation is performed following a standard Monte Carlo approach. What is essentially new is that, in our framework, a future structural shock will change both the evolution of the macro variables and of the time-varying parameters. The shape of the impulse response functions then reflects, by construction, both effects thus allowing, in principle, to analyze the impact of policy interventions.

2 The General Macroeconometric Setting

There has been a long debate on whether the microfounded DSGE approach is the only possible modeling framework coherent with the Lucas Critique (see Hendry and Muellbauer 2018 and Sergi 2021 for a recent review of this debate). Indeed, Lucas himself, in the last section of his paper where he presents his “positive” prescriptions on how economic models should be built, seems to suggest that his critique could also be tackled in a reduced form econometric framework. Lucas first describes “what kind of structure would be at once consistent with the theoretical considerations raised” (page 40) in the previous sections. He suggests that macroeconometric models should be represented by a system of two difference equations:

\[
\begin{align*}
    y_{t+1} &= F(y_t, x_t, \theta(\lambda), \varepsilon_t) \\
    x_t &= G(y_t, \lambda, \eta_t)
\end{align*}
\]

where \(y_t\) being the endogenous state variables, \(x_t\) the exogenous observable variables, \(\theta\) the behavioral parameter, \(\lambda\) the parameter determining the government policies and other shocks, \(\varepsilon_t\) and \(\eta_t\) i.i.d. disturbances.

The Lucas Critique called in to question models that use static behavioral parameters \(\theta\), instead of a dynamic reaction function \(\theta(\lambda)\), taking into account the changes in individual behavior in response to the expected evolution of the environment. Lucas maintains that “a change in policy (in \(\lambda\)) affects the behavior of the system in two ways: first by altering the
time series behavior of $x_t$; second by leading to modification of the behavioral parameters $\theta(\lambda)$ governing the rest of the system” (page 40). Hence, Lucas explicitly states that “The econometric problem in this context is that of estimating the function $\theta(\lambda)$” (page 40). He even went on discussing circumstances under which “there is some hope that the resulting structural changes can be forecast on the basis of estimation from past data of $\theta(\lambda)$” (page 41), in relation to the ways the new policies are announced. Concluding, in his final remarks, that “conditional forecasting under the alternative structure (1) and (2) is, while scientifically more demanding, entirely operational” (page 42).

Our framework is conceptually similar to that dictated by Lucas but, following the traditional SVAR modelling, we do not distinguish between endogenous state variables and exogenous observable variables and the whole dynamical system is solely driven by the structural shocks without the addition of other disturbances. Importantly, however, as prescribed by Lucas, we consider a dynamic evolution of the parameter vector $\theta_t$ driven by the vector of structural shocks, $\epsilon_t$ in our notation, which also drives the dynamics of the $n$-dimensional vector of macro variables $y_t$.

Hence, in our framework, the macroeconometric description of the dynamical system could be represented as,

$$y_t|\theta_t \sim p(y_t(\epsilon_t)|\theta_t) \quad (3)$$

$$\theta_{t+1} = g_0(\theta_t, y_t(\epsilon_t)) \quad (4)$$

which is, in fact, a general representation of a generic OD model, see Blasques et al. (2015). Equation (3) could be interpreted as resulting from the substitution of equation (2) in (1), while equation (4) as the dynamic version of the Lucas reaction function $\theta(\lambda)$.

The true reaction function of the time-varying parameter to the structural shocks $g_0(\theta_t, \epsilon_t)$ is not known to the Econometrician and therefore, as suggested by Lucas, needs to be econometrically estimated. In order to pursue a reduced form approximation approach of the unknown reaction function, we first express, without loss of generality, equation (4)
as

\[ \theta_{t+1} = \omega + \beta \theta_t + \tilde{g}_0(\theta_t, y_t(\epsilon_t)) . \]

(5)

The previous equation is the updating relation which governs the autoregressive dynamics of the time-varying parameters. The function \( \tilde{g}_0(\theta_t, y_t(\epsilon_t)) \) links the new \( \theta_{t+1} \) to the current observation \( y_t \) and the current filtered time-varying parameter \( \theta_t \). Following Blasques et al. (2015), we specify the function \( \tilde{g}_0 \) in a way that possesses optimality properties from an information-theoretic point of view. Specifically, we set it equal to the scaled score of the conditional observation density, where the positive scaling possibly depends on the filtered time-varying parameters and the static ones. This specification is the sole one which guarantees that the Kullback-Leibler divergence between the true and the model implied conditional densities decreases at each updating step.

3 Score-driven Time-varying SVARs

In the following framework, equation (3) will take the form of a SVAR model. Although equation (3) could be in principle highly nonlinear, Blasques et al. (2020) showed that general nonlinear autoregressive models can be equivalently represented as linear autoregressive models with time-varying parameters.

Let \( n \) be the dimension of the vector \( y_t \) of macroeconomic variables with time index \( t \) ranging from one to \( T \). Our SD time-varying SVAR specification of order \( p \) of the evolution of \( y_t \) is,

\[ y_t = \Phi_1^t y_{t-1} + \Phi_2^t y_{t-2} + \ldots + \Phi_p^t y_{t-p} + C_t \epsilon_t , \]

(6)

where \( \Phi_\ell^t \) is the \( \ell \)-th \( n \times n \) auto-regressive coefficient matrix, for \( \ell = 1, \ldots, p \), and \( \epsilon_t \) is a vector of \( n \) independent unobserved shocks, whose components have zero mean and unit variance. The mixing matrix \( C_t \) is invertible. It is convenient to represent it as the product
between a strictly positive lower triangular matrix and an orthogonal matrix as follows

\[ C_t = \Sigma_t O_t. \]

We write \( \Sigma_t \) as \( e^{S_t} \), where \( S_t \) is a real lower triangular matrix. For any invertible real matrix, there exists a unique real logarithm \( S_t \) whose eigenvalues have an imaginary part in \( ] - \pi, \pi [ \), named the principal logarithm \cite{Arsigny2007}. The relation between \( \Sigma_t \) and its principal logarithm \( S_t \) is then one-to-one. As in \cite{Gourioux2017}, we parametrise \( O_t \) according to the Cayley’s representation of any orthogonal matrix with no eigenvalue equal to minus one. The parametrisation involves a skew-symmetric matrix \( A_t \), i.e. a matrix such that \( A_t^\top = -A_t \), and reads

\[ O_t(A_t) = (I + A_t)(I - A_t)^{-1}. \]

\( A_t \) is in a one-to-one relation with \( O_t \). In our framework, all matrices are time-dependent.

Dropping the time dependence, it is well-known that under normality assumption for the \( \epsilon_t \), two couples \((S, A)\) and \((S^*, A^*)\) are observationally equivalent (o.e.) if \( e^S O(A)O(A)^\top e^{S^*} = e^{S^*} O(A^*)O(A^*)^\top e^{S^*\top} \). To solve the identification issue, \cite{Gourioux2017} show that it is sufficient to assume that i) the shocks \( \epsilon_t \) are i.i.d., zero-mean, with covariance equal to the identity matrix, ii) the components of \( \epsilon_t \) are mutually independent, and iii) are distributed according to different non-Gaussian and asymmetric distributions. Under mild regularity conditions on the pseudo probability density functions (PDFs) for the components of \( \epsilon_t \), \cite{Gourioux2017} prove the existence and consistency of a pseudo maximum likelihood (PML) estimator of the model parameters. The asymptotic accuracy of the PML estimator depends on the choice of the pseudo densities. If they are chosen equal to the true densities the accuracy is maximal. Therefore, selecting a pseudo PDF as different as possible from a Gaussian distribution in order to ensure an easier identification could in principle reduce the accuracy. \cite{Gourioux2017} discuss a two-step estimation approach, where one first estimates the model with a non-efficient PML. In a second
step, the PML is re-applied with a new set of pseudo PDF fitted to the approximated residuals from the first step. In our setting, the second step can be achieved by targeting the skewness and kurtosis of the residuals from the non-efficient PML (see Appendix A for the details). We assume that each component of $\epsilon_t$ is described by a skew Student’s $t$ pseudo-PDF (Azzalini and Capitanio 2003) characterised by different tail and asymmetry parameters

$$p_{\epsilon_t}(\epsilon_{i,t}; \mu_i, \sigma_i, \delta_i, \nu_i) = \frac{2c(\nu_i)}{\sigma_i v(\delta_i, \nu_i)} \left(1 + \frac{(\epsilon_{i,t} - \mu_i + m(\delta_i, \nu_i)\sigma_i v(\delta_i, \nu_i))^2}{\sigma_i^2 v(\delta_i, \nu_i)}\right)^{-\frac{1+\nu_i}{2}} T_1(x(\mu_i, \sigma_i, \delta_i, \nu_i); \nu_i + 1),$$

where

$$c(\nu_i) = \frac{\Gamma\left(\frac{\nu_i+1}{2}\right)}{\Gamma\left(\frac{\nu_i}{2}\right)} \sqrt{\nu_i \pi}, \quad v(\delta_i, \nu_i) = \frac{1}{\sqrt{\frac{\nu_i}{\nu_i - 2} - \frac{\delta_i^2 \nu_i}{\pi} \left(\frac{\Gamma\left(\frac{\nu_i+1}{2}\right)}{\Gamma\left(\frac{\nu_i}{2}\right)}\right)^2}}, \quad m(\delta_i, \nu_i) = \delta_i \sqrt{\frac{\nu_i}{\pi} \Gamma\left(\frac{\nu_i-1}{2}\right)},$$

$$x(\epsilon_{i,t}; \mu_i, \sigma_i, \delta_i, \nu_i) = \frac{\delta_i}{\sqrt{1 - \delta_i^2}} \sqrt{\epsilon_{i,t} - \mu_i + m(\delta_i, \nu_i)\sigma_i v(\delta_i, \nu_i)^2 + \nu_i^2 \sigma_i^2 v(\delta_i, \nu_i)^2} \sqrt{\nu_i + 1},$$

and $T_1(\cdot, \nu_i + 1)$ denotes the scalar Student’s $t$ distribution function with $\nu_i + 1$ degrees of freedom. To force a zero-mean and unit-variance, we set $\mu_i = 0$ and $\sigma_i^2 = 1$; $\delta_i \in (-1, 1)$ is the asymmetry parameter. For $\delta_i = 0$, we obtain $m(0, \nu_i) = 0$, $v^2(0, \nu_i) = (\nu_i - 2)/\nu_i$, and $T(0, \nu_i + 1) = 1/2$ and one recovers the usual standard Student’s $t$ distribution with $\nu_i > 2$ degrees of freedom. Consistently with the independence of components assumption, the log-likelihood of $\epsilon_t$ can be expressed as the sum over the log-likelihood of each component

$$\log p_{\epsilon_t}(\epsilon_t; \delta, \nu) = \sum_{i=1}^n \log p_{\epsilon_i}(\epsilon_{i,t}; 0, 1, \delta_i, \nu_i),$$

where $\delta_i$ and $\nu_i$ correspond to the $i$-th entries of the $n$-dimensional vectors $\delta$ and $\nu$. The previous conditions i) and iii) are satisfied by setting $\delta_i \neq 0$ for all $i = 1, \ldots, n$, $\delta_i \neq \delta_j$, and $\nu_i > 2$. The conditions ii), iv), and v) are satisfied by choosing $\nu_i > 2$.
\[ 2 < \nu_i < +\infty, \text{ and } \nu_i \neq \nu_j \text{ for each } i \neq j. \] The parameters \( \delta \) and \( \nu \) are constant parameters which can be estimated by means of the two-step procedure commented before.

In our approach, all matrices \( \Phi^\ell \) for \( \ell = 1, \ldots, p, S, \) and \( A \) are time-varying. Naming \( \theta_t \) the vector which collects all time-varying parameters, we have that:

a) the first \( n \times (n+1)/2 \) components of \( \theta_t \) correspond to the entries of the lower triangular matrix \( S_t; \)

b) the subsequent \( n \times (n - 1)/2 \) components correspond to the entries of the upper triangular part of \( A_t. A_t \) is skew-symmetric and so the diagonal is identically zero while the lower triangular part is equal to the opposite of the upper triangular part;

c) the final components are the \( p \times n^2 \) elements of the matrices \( \Phi_1^t, \ldots, \Phi_p^t \).

The vector \( \theta_t \) belongs to \( \mathbb{R}^d \) with \( d = n \times (n + 1)/2 + n \times (n - 1)/2 + p \times n^2 \). It is worth to stress once more that, thanks to our model specification, all components of the vector \( \theta_t \) are unrestricted and can take any real value. Every realization of \( \theta_t \) uniquely identifies the matrices \( \Sigma_t, O_t \) and \( \Phi_1^t, \ldots, \Phi_p^t \). The vice-versa also holds true.

To proceed, we need to specify the mechanism driving the evolution of the time-varying parameters. Recently, Creal et al. (2013) and Harvey (2013) have proposed a general methodology to introduce time-variation in any parameter of a generic statistical model. The idea is to use the score of the conditional density function as a driving force in the update of time-varying parameters. The SD methodology encompasses several existing OD models, such as the popular GARCH (Engle, 1982; Bollerslev, 1986), the Autoregressive Conditional Duration model (Engle and Russell, 1998), and the Multiplicative Error Model (Engle, 2002). SD models have been extensively used in the financial econometric literature. To mention just a few examples, Creal et al. (2011) developed a multivariate dynamic model for volatilities and correlations using fat tailed distributions, Harvey and Luati (2014) described a new framework for filtering with heavy tails, while Oh and Patton (2017) introduced high-dimensional factor copula models based on score-driven dynamics for systemic risk assessment. Compared to other OD models, as anticipated in the Introduction, SD models
are locally optimal from an information theoretic perspective, as shown by Blasques et al. (2015). The asymptotic properties of the maximum likelihood estimator for score-driven models have been studied by Harvey (2013; Blasques et al., 2021) while conditions for stationarity and ergodicity for univariate models have been analyzed by Blasques et al. (2014). Koopman et al. (2016) showed that misspecified score-driven models have similar forecasting performance as correctly specified parameter-driven models.

In our specification, the score of the conditional pseudo-likelihood acts as a driving force. The logarithm of the conditional pseudo-observation density can be expressed as

$$
\log \ell(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu) = -\text{tr} S_t + \sum_{i=1}^n \log p_i(e_i^\top O_i A_t e) e^{-S_t}(y_t - \sum_{\ell=1}^p \Phi_\ell y_{t-\ell}; 0, 1, \delta, \nu), \quad (8)
$$

where $$\mathcal{F}_{t-1}$$ is the information set available at time $$t - 1$$, $$e_i$$ is the $$i$$-th element of the standard basis of $$\mathbb{R}^n$$, and thus $$\epsilon_{i,t} = e_i^\top e_t$$.

We assume that the time-varying parameters, $$\theta_t$$, entering the model (6) follow the predictive recursion

$$
\theta_{t+1} = \omega + \beta \theta_t + \alpha s_t, \quad (9)
$$

where $$s_t = S_t \nabla \theta_t$$ is the score $$\nabla \theta_t = \partial \log \ell(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu)/\partial \theta_t$$ scaled by a properly chosen matrix $$S_t$$, and $$\omega \in \mathbb{R}^d$$ and $$\alpha, \beta \in \mathbb{R}^{d \times d}$$ are constant matrices. In SD modeling literature, the scaling matrix $$S_t$$ is usually given by an $$a$$-power of the Fisher information matrix $$\mathcal{I}_t = \mathbb{E}[\nabla^\top \nabla | \mathcal{F}_{t-1}]^a$$ or by a diagonal specification $$\mathbb{E}[\text{diag}(\nabla^\top \nabla)| \mathcal{F}_{t-1}]^a$$. Common choices for $$a$$ are 0, -1, and $$-1/2$$. We set $$a = 0$$ so that $$S_t$$ equals the identity matrix. We verified in numerous simulation studies that different specifications mildly affect the quality of the filtered time-varying parameters. In the application with real data, the choice of the scaling has minor impact on the filtered series and on the shape of the impulse-response functions. The highly nonlinear dependence of the scores on $$y_t$$ does not make possible to provide a closed-form expression for the Fisher information. However, it can be approximated by sampling $$y_t$$ from the conditional observation density. This can be performed efficiently because $$y_t$$ is readily obtained from $$\epsilon_t$$ by means of an affine transform. To sample the
components of $\epsilon_t$ one simply needs to draw $n$ independent scalar skew Student’s $t$ random variates. The latter admit a stochastic representation in terms of a skew-Normal and a scaled Gamma distribution \cite{Azzalini2003}. The specification based on the identity matrix does not require to compute $I_t$ and thus has a clear computational advantage over alternative choices. A different setting which avoids this issue is discussed in \cite{Buccheri2021} and employs the Hessian matrix in place of the information matrix in the recursive equations defining the scaling matrix. We did not test it but refer to the cited paper for implementation details.

The following theorem is the first main technical result of this paper.

**Theorem 3.1.** For the log-likelihood specification in (8) and time-varying parameter vector $\theta_t$ specified as above, the SD filtering recursions are given by

$$
S_{ij,t+1} = \omega_{S_{ij}} + \beta_{S_{ij}} S_{ij,t} + \alpha_{S_{ij}} \nabla S_{ij,t}, \quad \text{for } n \geq j \geq i = 1, \ldots, n
$$

$$
A_{ij,t+1} = \omega_{A_{ij}} + \beta_{A_{ij}} A_{ij,t} + \alpha_{A_{ij}} \nabla A_{ij,t}, \quad \text{for } n \geq j > i = 1, \ldots, n
$$

$$
\Phi_{ij,t+1}^\ell = \omega_{\Phi_{ij}^\ell} + \beta_{\Phi_{ij}^\ell} \Phi_{ij,t}^\ell + \alpha_{\Phi_{ij}^\ell} \nabla \Phi_{ij,t}^\ell, \quad \text{for } \ell = 1, \ldots, p \text{ and } i, j = 1, \ldots, n,
$$

with

$$
\nabla S_{ij,t} = \sum_{i=1}^{n} e_i^T O_t^T \frac{\partial e_t}{\partial S_{ij,t}} (y_t - \sum_{\ell=1}^{p} \Phi_{ij,t}^\ell G(e_{i,t}(y_t); \delta_i, \nu_i)) - \text{tr} \frac{\partial S_t}{\partial S_{ij,t}} S_t, 
$$

$$
\nabla A_{ij,t} = - \sum_{i=1}^{n} e_i^T \left( O_t^T \frac{\partial A_t}{\partial A_{ij,t}} (I + A_t)^{-1} + \frac{\partial A_t}{\partial A_{ij,t}} (I - A_t)^{-1} O_t^T \right) e_t^T (y_t - \sum_{\ell=1}^{p} \Phi_{ij,t}^\ell G(e_{i,t}(y_t); \delta_i, \nu_i)), 
$$

$$
\nabla \Phi_{ij,t}^\ell = - \sum_{i=1}^{n} e_i^T O_t^T e^{-S_t} \frac{\partial \Phi_t}{\partial \Phi_{ij,t}^\ell} \Phi_t^\ell G(e_{i,t}(y_t); \delta_i, \nu_i), 
$$

where $e_{i,t}(y_t) = e_i^T O_t^T e^{-S_t} (y_t - \sum_{\ell=1}^{p} \Phi_{ij,t}^\ell G(e_{i,t}(y_t); \delta_i, \nu_i)),$

$$
G(e_{i,t}(y_t); \delta_i, \nu_i) = \frac{e_{i,t}(y_t) + \nu}{(e_{i,t}(y_t) + \nu)^2 + \nu^2} \left( \frac{t_1(x(e_{i,t}(y_t)); \nu_i + 1)}{T_1(x(e_{i,t}(y_t)); \nu_i + 1)} (e_{i,t}(y_t) + \nu) - (1 + \nu_i) \right),
$$

and $x(e_{i,t}(y_t)) = x(e_{i,t}(y_t); 0, 1, \delta_i, \nu_i); t_1$ is the density whose cumulative function is $T_1.$

\footnote{For readability, we dropped the dependence of $m$ and $v$ from $\delta_i$ and $\nu_i.$}
Proof. The proof is given in Appendix B.

The intuition behind the recursive relations (10) is that the time-varying parameters of the VAR react to the arrival of new information, i.e. the structural shocks $\epsilon_t$. Specifically, their value is updated by the score of the pseudo-likelihood in a way that is locally optimal from an information theoretic point of view Blasques et al. (2015). They evolve in a predictable way following the steepest ascent direction which, by definition, locally maximizes the variation of the pseudo-likelihood. From an economic perspective, the parameters of the model adjust to the revealing information. In our specification there is no need of imposing any identification restriction. Thus, the time-varying parameters and the structural shocks can be filtered in a natural way. Crucially, this implies that in our model each observation of the macro variables corresponds to a unique realization of the structural shocks. Since the parameter updating rules (10) are observation driven, in our approach this is equivalent to state that the evolution of the parameters is directly driven by the structural shocks. The latter fact, at least from an econometric perspective, partially answers to the Lucas Critique. The specification of the pseudo-PDFs determines the precise functional dependence of the scores from the structural shocks. In our model, the dependence is highly non linear. Alternative choices for the pseudo-PDF are possible. For instance, Gouriéroux et al. (2017) suggest to work with a mixture of Normals. The present approach can be easily modified to deal with their setting. Even in this case, we expect a non trivial and strongly non linear dependence of the scores from the structural shocks. The optimal specification, from the perspective of the asymptotic accuracy of the PML estimator, could be further investigated.

Comparing with Eq. (9), it is clear that in the SD recursions (10) we restricted the coefficients $\omega$, $\alpha$, and $\beta$ in such a way that the score of the likelihood w.r.t. each component of $\theta_t$ drives the evolution solely of the corresponding component of $\theta_t$. This assumption can be relaxed but it is quite common in SD models. The partial derivatives appearing in the expressions of the scores require a bit of explanation. For instance, $\partial S_t/\partial S_{ij,t}$ is the derivative of $S_t$ taken with respect to $S_{i,j,t}$. Its value corresponds to the selection matrix
$E_{ij}$ if $j \geq i$, whose elements are all zero but the entry in position $ij$, which is equal to one.

A similar reasoning applies to $\partial \Phi^t / \partial \Phi^t_{ij,t}$ and $\partial A^t / \partial A^t_{ij,t}$. In the latter case, $A^t$ is skew-symmetric and the partial derivatives have to be taken only with respect to the off-diagonal elements. We obtain $\partial A^t / \partial A^t_{ij,t} = E_{ij} - E_{ji}$ if $j > i$. The matrix $\partial e^{-S^t} / \partial S^t_{ij,t}$ deserves special attention. The derivative of the matrix exponential can be readily computed if $S^t$ is diagonal, that is $S^t_{ij,t} = 0$ for $j \neq i$. We obtain $\partial e^{-S^t} / \partial S^t_{ii,t} = -S^t_{ii} e^{-S^t}$. If this is not the case, the formal solution is reported in Magnus and Neudecker (2019, Chapter 8, ex. 9). To compute it in practice we need to Automatic Differentiate (AD) the Padé approximation with scaling and squaring (Giles, 2008). We refer the reader to the paper by Giles for an overview of AD results. Zamojski (2019) discusses an interesting application of AD techniques to SD filtering of time-varying parameters.

The paper by Gouriéroux et al. (2017) have crucial implications for the model specified by equations (6) and (10). The probabilistic results from Comon (1994) and Eriksson and Koivunen (2004), reviewed in the introduction of Gouriéroux et al. (2017), ensure that under the assumptions i), ii), and iii) for the shocks $\epsilon_t$, the parameters $S^t$, $A^t$, and $\Phi^t$ can be identified. This means that it is not possible to have two distinct sets of parameters, $\{\tilde{S}^t, \tilde{A}^t, \tilde{\Phi}^t\}$ and $\{\bar{S}^t, \bar{A}^t, \bar{\Phi}^t\}$, which are observationally equivalent. The relations (10) allow to filter recursively the time-varying parameters following a PML approach, see Creal et al. (2011); Blasques et al. (2018). A possible identification issue may arise concerning the estimation of the static parameters of the model, i.e. $\Theta = \{\omega_{S_{ij}}, \alpha_{S_{ij}}, \beta_{S_{ij}}, \omega_{A_{kl}}, \alpha_{A_{kl}}, \beta_{A_{kl}}, \omega_{\Phi^t_{rs}}, \alpha_{\Phi^t_{rs}}, \beta_{\Phi^t_{rs}}\}$ for $n \geq j \geq i = 1, \ldots, n$, $n \geq k > l = 1, \ldots, n$, $r, s = 1, \ldots, n$, and $\ell = 1, \ldots, p$. The following result shows that this can never be the case.

**Theorem 3.2** (Identifiability of static parameters). If $\tilde{\Theta} \neq \bar{\Theta}$ holds component-wise, then the associated filtered time-series $\{\tilde{S}^t, \tilde{A}^t, \tilde{\Phi}^t\}_{t=1,\ldots,T}$ and $\{\bar{S}^t, \bar{A}^t, \bar{\Phi}^t\}_{t=1,\ldots,T}$ for $\ell = 1, \ldots, p$ are not observationally equivalent.

**Proof.** The proof is given in Appendix C.
4 Monte Carlo analysis

In this Section, we examine, by Monte Carlo simulations, the performance of estimation, filtering, and smoothing under different specifications of the data generating process. We consider three distinct settings to investigate different aspects of the filtering problem. First, we simulate a VAR model where the evolution of the time-varying parameters is driven by the score of the conditional pseudo-likelihood. We filter the latent signal with a correctly specified SD model and check for the presence of a bias in the static coefficients \( \Theta \). As a second test, we simulate a time series of macroeconomic variables from a VAR model whose parameters evolve in time following a non-stationary deterministic pattern. By means of the misspecified SD filter we verify the ability to recover the latent signal. Finally, we generate a time series of macro variables where the time-varying parameters are driven by the structural shocks. With the approximate SD filter we recover the latent signal and assess the reliability of the procedure by reporting the 68% confidence bands for the absolute error. In view of the empirical application and inspired by a common specification in the macroeconometric literature for time-varying VAR models, we assume that all time-varying parameters follow a driftless random walk (Primiceri, 2005; Cogley and Sargent, 2005).

4.1 Score-driven data generating process

We first study the finite sample properties of the pseudo maximum likelihood estimator through Monte Carlo simulations. We set \( n = 3 \), the same number of assets in the empirical application in Section 5. We set the number of auto-regressive components \( p = 2 \). The length of the simulated time series corresponds to \( T = 750 \), a number which is comparable with the length of the time series in the application to real data. The number of time-varying parameters is \( 3 \times (3 + 1)/2 + 3 \times (3 - 1)/2 + 2 \times 9 = 27 \). In the first experiment, we assume that the static parameters have the following structure:

\[
\omega_{S_{ij}} = \omega_{A_{kl}} = \omega_{\Phi_{rs}^1} = \omega_{\Phi_{rs}^2} = 0, \quad \beta_{S_{ij}} = \beta_{A_{kl}} = \beta_{\Phi_{rs}^1} = \beta_{\Phi_{rs}^2} = 1,
\]
Figure 1: Distributions of the maximum likelihood estimates of the static parameters $\alpha_S$, $\alpha_A$, $\alpha_{\Phi_1}$, and $\alpha_{\Phi_2}$ from 1,200 Monte Carlo samples.

$$\alpha_{S_{ij}} = \alpha_S = 0.01, \quad \alpha_{A_{kl}} = \alpha_A = 0.01, \quad \alpha_{\Phi_{1s}} = \alpha_{\Phi_1} = 0.001, \quad \alpha_{\Phi_{2s}} = \alpha_{\Phi_2} = 0.001.$$ 

The number of static parameters to be estimate is therefore equal to four. The asymmetry and tail parameters of the three skew Student’s $t$ are set as $\delta_1 = -0.7$, $\delta_2 = -0.6$, $\delta_3 = 0.7$, $\nu_1 = 5$, $\nu_2 = 6$, and $\nu_3 = 5.5$. The time-varying parameters initial value is set as:

$$S_0 = \log(0.1) I_{3 \times 3}, A_0 = \begin{pmatrix} 0 & -0.11 & 0.23 \\ 0.11 & 0 & -0.03 \\ -0.23 & 0.03 & 0 \end{pmatrix}, \Phi^1 = 0.3 I_{3 \times 3}, \Phi^1 = 0.2 I_{3 \times 3}.$$

We generate 1,200 samples from Equations 6 and 10 and estimate the static parameters with the correctly specified SD filtering recursions. Figure 1 shows the densities of the estimated static parameters (bold lines). The vertical dashed lines correspond to the true value. The maximum likelihood estimator properly recovers the true values of $\alpha_S$, $\alpha_A$, $\alpha_{\Phi_1}$, and $\alpha_{\Phi_2}$. 
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4.2 Deterministic pattern with misspecified filter

In this section, we aim to assess the ability of the SD filtering recursions to perform as a misspecified filter when the time-varying parameters of the VAR model follow a deterministic pattern. For parsimony of space, we consider only one specification based on the sine function. Alternative possibilities based on the step and ramp functions are common choices in literature. We tested them finding very similar results. The static parameters for the skew Student’s t pseudo-densities are set as in the previous section. The time-varying parameters are initialized as before, too. The deterministic patterns for the time-varying coefficients are generated as follows:

\[
S_t = S_0(1 + 0.25 \sin(2\pi t/T)),
\]

\[
A_t = A_0(1 + 5 \sin(2\pi(t + 4T)/4T)),
\]

\[
\Phi^1_t = \Phi^1_0(1 + 0.95 \sin(2\pi t/T)),
\]

\[
\Phi^2_t = \Phi^2_0(1 + 0.95 \sin(2\pi t/T)).
\]

Figure 2 shows the deterministic evolution of the parameters \(S_{11,t}, A_{12,t}, A_{13,t}, A_{23,t}, \Phi^1_{11,t}, \) and \(\Phi^2_{11,t}\). We do not report the results for the remaining entries of the matrices \(S_t, \Phi^1_t, \) and \(\Phi^2_t\) which behave in similar way to the selected component. The black dashed lines correspond to the true patterns, while the gray lines represent the median and 68% bands filtered with the misspecified SD recursions. For each \(t\), the 68% bands correspond to the difference between the 84th and the 16th percentiles computed from the Monte Carlo realizations of the absolute errors. The true initial values of the time-varying parameters are not known to the optimizer. To set them, we follow two different strategies for the \(S_t, \Phi^1_t, \) and \(\Phi^2_t\) parameters, on one side, and the elements of the matrix \(A_t\), on the other side. For the former, we estimate a VAR(2) model with constant parameters via OLS. The OLS estimates are then used as initial values. For the latter, we set \(A_0\) identically equal to zero. As an alternative, it is possible to estimate the initial values assuming constant parameter and using the PML estimators of Gouriéroux et al. (2017). We tested this second alternative as
Figure 2: True deterministic pattern (black dashed lines), median of the SD filters (gray dashed lines) and 68% bands of the time-varying parameters $S_{11,t}$, $A_{12,t}$, $A_{13,t}$, $A_{23,t}$, $\Phi_{11,t}$, and $\Phi_{21,t}$.

well, finding very similar results. The SD filters recover quite faithfully the deterministic patterns. From the panels of Figure 2 we clearly see that, even though the initial value of time-varying parameters is not properly guessed, the SD filter is able to adjust and to revert to the true deterministic pattern. This ability is especially evident for the elements of the matrix $A_t$.

### 4.3 Shock-driven parameter dynamics

In this last section, the goal is to assess whether the SD filtering recursions are able to recover the latent dynamics of the VAR parameters, when the latter follow a driftless random walk whose residuals correspond to the structural shocks. This exercise is crucial to support the main message of the paper. Both the macro variables and the model parameters react to the structural shocks. They adjust to the new state of the world when new observations are made available. Since the correct specification of the reaction function is not accessible to the Econometrician, in a Monte Carlo setting we consider a dynamics where the structural shocks drive linearly the parameters. We then test whether a misspecified SD filter properly reconstructs the true trajectories of the time-varying parameters.
We simulate the following model:

\[
y_t = \Phi^1_t y_{t-1} + \Phi^2_t y_{t-2} + e^{S_t} O_t(A_t) \epsilon_t ,
\]

\[
\text{vec}(S_{t+1}) = \text{vec}(S_t) + \alpha_S L_S \epsilon_t ,
\]

\[
\text{vec}(A_{t+1}) = \text{vec}(A_t) + \alpha_A L_A \epsilon_t ,
\]

\[
\text{vec}(\Phi^1_{t+1}) = \text{vec}(\Phi^1_t) + \alpha_{\Phi^1} L_{\Phi^1} \epsilon_t ,
\]

\[
\text{vec}(\Phi^2_{t+1}) = \text{vec}(\Phi^2_t) + \alpha_{\Phi^2} L_{\Phi^2} \epsilon_t ,
\]

where the static parameters are set as \(\alpha_S = \alpha_A = \alpha_{\Phi^1} = \alpha_{\Phi^2} = 0.01\). \(L_S, L_A, L_{\Phi^1}, \) and \(L_{\Phi^2}\) are constant loading matrices set as

\[
L_S = \begin{bmatrix}
0 & 0 & 1 \\
-0.5 & 0 & 0 \\
0 & 0.5 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0.5 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix},

L_A = \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},

L_{\Phi^1} = \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},

L_{\Phi^2} = \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

The parameters of the skew Student’s \(t\) PDF associated with the components of \(\epsilon_t\) are the same as for the previous two Monte Carlo investigations. Figure 3 shows the median (bold lines) and 68\% bands (dashed lines) of the relative error between the shock-driven latent process and the filtered (gray) time series of the time-varying parameters \(S_{11,t}, A_{12,t}, A_{13,t}, A_{25,t}, \Phi^1_{11,t}, \) and \(\Phi^2_{11,t}\). Figure 4 presents a similar evidence but for the absolute error. The general conclusion is that, apart from a transient initial phase for the \(A_t\) parameters, the horizontal thin black lines which correspond to zero relative and absolute errors are always well inside the 68\% bands of probability. The initialization with the OLS
estimates is quite effective for the $S_t$, $\Phi_t^1$, and $\Phi_t^2$ time-varying parameters. As far as $A_t$ is concerned, the initial level is set equal to zero, which in general does not correspond to an optimal initialization. Nonetheless, the misspecified SD filter eventually recovers the correct trajectory of the latent process. In our exploration, the initial transient phase takes at most a hundred time steps (slightly less than ten years). The worst performance is found, not surprisingly, for the time-varying parameter $A_{13,t}$ whose initial value, 0.23, is the furthest from zero. Black lines in both Figures 3 and 4 correspond to the median (bold lines) and the 68% bands (dashed lines) of the errors between the true latent process and what we name the smoothed time series of the time-varying parameters. The latter are computed by running backward the predictive relations, inverting the temporal order of the observation time series and initializing the unknown latent states with the filtered values. By doing so, we aim at partially mitigate the uncertainty associated with the fact the true initial value of the time-varying parameters is not accessible to the Econometrician. The improvement brought by this simple methodology is evident for all time-varying parameters.
Figure 4: Median (bold lines) and 68% bands (dashed lines) of the absolute error between the shock-driven latent process and the filtered (gray) and smoothed (black) time series of the time-varying parameters $S_{11,t}$, $A_{12,t}$, $A_{13,t}$, $A_{23,t}$, $\Phi_{11,t}^1$, and $\Phi_{11,t}^2$.

5 Empirical illustration

5.1 Dataset

The model is estimated over the sample period July 1954 - December 2019 at the monthly frequency ($T = 786$). As far as the initial date is concerned, the choice is driven by data availability. The final date corresponds to the last date available when the sample was collected for a preliminary analysis. Following Gouriéroux et al. (2017), we consider a small-scale VAR model involving three dependent variables stacked in vector $y_t$, that are the inflation, the economic activity, and the nominal short-term interest rate. The vector $y_t$ comprises differences in the logarithm of the GDP deflator on a percentage basis. GDP deflator inflation has been detrended using the one-sided Kalman filter based on Stock and Watson (1999). As a measure of economic activity, we consider the unemployment gap. It is computed as the difference between the observed unemployment rate (mnemonic UNRATE) and the natural rate of unemployment (mnemonic NROU). The Federal Funds rate proxies the nominal short-term interest rate. All series are taken from the Fred database of the Federal Reserve Bank of St Louis. Preliminarily to the economet-
Figure 5: Monthly time series of differences in the logarithm of the GDP deflator (percentage basis), of the unemployment gap, and Fed Funds rate over the sample period July 1954 - December 2019.

Econometric analysis, the three dependent variables are centered by subtracting the unconditional mean. The panels in Figure 5 report the three time series.

5.2 Econometric analysis

In similar analyses from previous works for the USA on a quarterly basis the VAR order was set to 2 Cogley and Sargent (2005); Primiceri (2005); Prieto et al. (2016). Consistently, here we set $p = 6$. This specification requires the introduction of six distinct time-varying matrix coefficients, $\Phi_1^t, \ldots, \Phi_6^t$. Each time-varying matrix contributes quadratically to the number of time-varying parameters. To limit the number of latent variables to filter without reducing the number of lags, we propose a restriction on the VAR models taking inspiration from the heterogeneous specification introduced in Corsi (2009) to model the evolution of the realized volatility. The time-varying VAR that we consider takes the form

$$y_t = \Phi_1^{(m)} y_{t-1} + \Phi_1^{(s)} y_{t-2} + e^s(\mathbb{I} + A_t)(\mathbb{I} - A_t)^{-1} \epsilon_t,$$

where $y_{t-2} = \sum_{\ell=2}^6 y_{t-\ell}/5$ averages the macro variables over the preceding five months. The notations $^{(m)}$ and $^{(s)}$ refer to the aggregation at the monthly and semester level, respectively. As far as the evolution of the time-varying parameters is concerned, we assume that they
evolve according to an integrated SD process of order one:

\[ S_{ij,t+1} = S_{ij,t} + \alpha S_{ij} \nabla S_{ij,t}, \quad \text{for } n \geq j \geq i = 1, \ldots, 3 \]

\[ A_{ij,t+1} = A_{ij,t} + \alpha A_{ij} \nabla A_{ij,t}, \quad \text{for } n \geq j > i = 1, \ldots, 3 \]

\[ \Phi_{ij,t+1}^{(m)} = \Phi_{ij,t}^{(m)} + \alpha \Phi_{ij}^{(m)} \nabla \Phi_{ij,t}^{(m)}, \quad \text{for } i, j = 1, \ldots, 3, \]

\[ \Phi_{ij,t+1}^{(s)} = \Phi_{ij,t}^{(s)} + \alpha \Phi_{ij}^{(s)} \nabla \Phi_{ij,t}^{(s)}, \quad \text{for } i, j = 1, \ldots, 3, \]

with

\[ \nabla S_{ij,t} = \sum_{i=1}^{n} e_i^\top O_t^\top \frac{\partial e^{-S_t}}{\partial S_{ij,t}} (y_t - \Phi_{ij}^{(m)} y_{t-1} + \Phi_{ij}^{(s)} y_{t-2}) G(\epsilon_{i,t}(y_t); \delta_i, \nu_i - \delta_{ij} S_{ii,t}), \]

\[ \nabla A_{ij,t} = -\sum_{i=1}^{n} e_i^\top (O_t^\top (E_{ij} - E_{ji}) (I + A_t)^{-1} + (E_{ij} - E_{ji}) (I - A_t)^{-1} O_t^\top) e^{-S_t} \]

\[ \times (y_t - \Phi_{ij}^{(m)} y_{t-1} + \Phi_{ij}^{(s)} y_{t-2}) G(\epsilon_{i,t}(y_t); \delta_i, \nu_i), \]

\[ \nabla \Phi_{ij,t}^{(m)} = -\sum_{i=1}^{n} e_i^\top O_t^ \top e^{-S_t} E_{ij} \Phi_{ij}^{(m)} y_{t-1} G(\epsilon_{i,t}(y_t); \delta_i, \nu_i), \]

\[ \nabla \Phi_{ij,t}^{(s)} = -\sum_{i=1}^{n} e_i^\top O_t^\top e^{-S_t} E_{ij} \Phi_{ij}^{(s)} y_{t-2} G(\epsilon_{i,t}(y_t); \delta_i, \nu_i). \]

The symbol \( \delta_{ij} \) which appears in the expression for the score w.r.t. the elements of \( S_t \) refers to the Kronecker delta. The initial values of the time-varying parameters \( S_t, \Phi_{ij}^{(m)}, \) and \( \Phi_{ij}^{(s)} \) are fixed following the same strategy presented in the Monte Carlo section. We set them via OLS computed from the first ten years of data. We set the initial \( A_0 \) to the values estimated from the application of the model by Gouriéroux et al. (2017) to the SVAR with constant parameters. The number of static parameters to be estimated corresponds to 6 (one for each element of the lower triangular \( S_t \)) plus 3 (one for each element of the skew-symmetric \( A_t \)) plus 18 (one for each element of \( \Phi_{ij}^{(m)} \) and \( \Phi_{ij}^{(s)} \)), for a total of 27 parameters.

Given the quite limited length of the macro time series, we impose some restrictions on the parameter space to estimate the model. We assume that the coefficients for the off-diagonal
elements of $S_t$ are equal, i.e.

$$\alpha_{S_{12}} = \alpha_{S_{13}} = \alpha_{S_{23}} = \alpha_{S_{\text{off}}};$$

we also restrict the coefficients of the time-varying elements of $A_t$ to take the same value, i.e.

$$\alpha_{A_{12}} = \alpha_{A_{13}} = \alpha_{A_{23}} = \alpha_{A}.$$ 

As far as the static coefficients of the auto-regressive matrices are concerned, we force the off-diagonal elements to the same values, i.e.

$$\alpha_{\Phi_{rs}^{(m)}} = \alpha_{\Phi_{rs}^{(m)}}, \quad \text{and} \quad \alpha_{\Phi_{rs}^{(s)}} = \alpha_{\Phi_{rs}^{(s)}}, \quad \text{for} \quad r \neq s.$$ 

Eventually, the specification that we adopt requires the estimation of the static parameter vector $\Theta = \{\alpha_{S_{11}}, \alpha_{S_{22}}, \alpha_{S_{33}}, \alpha_{S_{\text{off}}}, \alpha_A, \alpha_{\Phi_{11}^{(m)}}, \alpha_{\Phi_{22}^{(m)}}, \alpha_{\Phi_{33}^{(m)}}, \alpha_{\Phi_{\text{off}}^{(m)}}, \alpha_{\Phi_{11}^{(s)}}, \alpha_{\Phi_{22}^{(s)}}, \alpha_{\Phi_{33}^{(s)}}, \alpha_{\Phi_{\text{off}}^{(s)}}\}$ for a total of 13 values.

To enforce stationarity of the system, a standard practice (see Cogley and Sargent, 2005) in parameter driven VAR models with drifting coefficients is to impose a stability constraint. The constraint amounts to a reflecting barrier, encoded in an indicator function, which reflects an a priori belief about the implausibility of explosive representations for inflation, unemployment, and real interest. In an observation driven context the realised observations drive the evolution of the time-varying parameters, so the trick of the reflecting barrier cannot be applied. A preliminary in-sample analysis of our dataset confirmed that the PML estimation does not prevent local violations of the stability condition of the VAR model. Even though this fact does not represent a real problem for filtering, it represents an issue for the computation of the impulse response functions (IRFs). In a time-varying approach, IRFs are conditional on the local state of time-varying parameters. If the spectral radius of the auto-regressive matrix of the companion form VAR model is locally larger than one, the IRF may exhibit an explosive behavior. Thus, the stability issue has two facets: On one side one has to enforce the stability condition when filtering, on the other side one has...
to compute futures scenarios enforcing the same condition. We first comment the strategy to enforce the former condition. The idea is to modify the pseudo-likelihood with an additive term which penalizes the violation of the stability condition. The penalization is a function of the spectral radius equal to zero when the radius is smaller than one or equal to a negative quantity when it is larger or equal then one. The scores (13) have to be modified taking into consideration the penalization term. Since the radius can be computed from the matrices $\Phi_t^{(m)}$ and $\Phi_t^{(s)}$, the scores w.r.t. the components of $S_t$ and $A_t$ are unaffected. The modified scores for the components of $\Phi_t^{(m)}$ and $\Phi_t^{(s)}$ are presented in the Appendix D. In the same Appendix we also discuss in detail the procedure to compute the sensitivity of the spectral radius w.r.t. the time-varying parameters. The penalization term depends on one auxiliary parameter. In general, one may expect that the estimation and filtering results will depend on it. The good news is that the penalized PML maximization procedure performs very well and the result does not depend on the auxiliary parameter. The penalized SD filter avoids the trajectories for the time-varying entries of $\Phi_t^{(m)}$ and $\Phi_t^{(s)}$ which violate the stability condition. Thus, the optimal value of the penalized PML is equal to the optimal value of the original PML restricted to stable trajectories.

Table 1 reports the parameter values estimated via maximization of the penalized pseudo-

| Parameter | Robust standard error | $t$-statistics |
|-----------|-----------------------|----------------|
| $\alpha_{S_{11}}$ | $5.2 \times 10^{-2}$ | $2.2 \times 10^{-2}$ | 2.37 |
| $\alpha_{S_{22}}$ | $5.4 \times 10^{-2}$ | $3.4 \times 10^{-2}$ | 0.39 |
| $\alpha_{S_{33}}$ | $1.6 \times 10^{-4}$ | $9.9 \times 10^{-5}$ | 2.53 |
| $\alpha_{\Phi_{11}^{(m)}}$ | $1.7 \times 10^{-7}$ | $4.2 \times 10^{-2}$ | 0.04 |
| $\alpha_{\Phi_{11}^{(s)}}$ | $2.6 \times 10^{-4}$ | $8.3 \times 10^{-4}$ | 0.39 |
| $\alpha_{\Phi_{12}^{(s)}}$ | $2.4 \times 10^{-14}$ | $5.2 \times 10^{-8}$ | 0.00 |
| $\alpha_{\Phi_{13}^{(s)}}$ | $2.5 \times 10^{-6}$ | $2.3 \times 10^{-8}$ | 108.97 |

Table 1: Parameter values, robust standard errors, and $t$-statistics from the maximization of the pseudo-likelihood for the SVAR model with SD time-varying parameters.
likelihood. As anticipated above, no violation of the stability condition are detected and so the value of the penalized PML corresponds to the value of the PML restricted to stable trajectories. We computed the robust standard errors to properly correct for the likelihood misspecification. We see that all the coefficients driving the evolution of the time-varying diagonal components of the matrix $S_t$ are highly significant. The $t$-statistics for the off-diagonal elements is slightly smaller than one. These results strongly support the heteroscedasticity of the residuals of the SVAR model. The $\alpha_A$ coefficient is not significantly different from zero. This fact has an important implication, which will be further confirmed later, that at the monthly frequency there is no evidence of time variation of the skew-symmetric matrix $A_t$. Consistently, the orthogonal matrix $O_t$ does not change with time. In a similar fashion to the diagonal elements of $S_t$, the diagonal elements of $\Phi_t^{(m)}$ exhibit statistically significant static parameters. This fact allows us to conclude that the relation between a component of the vector $y_t$ and its lagged realization changes over time. For all remaining parameters the $t$ statistics are very low, with the only exception of $\alpha_{\Phi_{\text{off}}}$. The $t$ statistic is extremely high, but the absolute value of the parameter is of order $10^{-6}$. To draw any conclusion about the time-variation, we need to look at the filtered trajectories, equipped with parameter uncertainty confidence bands. In addition, the fact that $g_0$ is not known to the Econometrician prevents the possibility to recover the time-varying parameters $\theta_t$ from the series of observation which in turn induces an error in the reconstruction of the structural shocks which propagate back on $\theta_t$ and so on, introducing filtering uncertainty in the dynamics of the VAR parameters. In order to account for this additional uncertainty we adopt the method proposed in [Buccheri et al. (2021)] which includes both parameter and filtering uncertainty in the construction of the confidence bands.

The computation of the confidence bands for the filtered time series is based on the works of [Pascual et al. (2006); Blasques et al. (2016); Buccheri et al. (2021)]. We adopt the Bayesian perspective that the vector of static parameters is a random variable whose prior distribution corresponds to the asymptotic distribution of the PML estimates. Then, the confidence bands can be constructed from the formula for the total conditional vari-
It is composed by two terms. The first one accounts for the filtering uncertainty. For the recursive specification, it is constant and boils down to the $\alpha$ coefficients. The second component accounts for the parameter uncertainty and can be computed following the numerical procedure discussed in [Blasques et al. (2016)]. To obtain Figures 6, 7, 8, and 9 which report the filtered time series and the associated 68% confidence bands accounting for both parameter and filtering uncertainty, we drew 360 samples from the asymptotic distribution of the PML estimator. Figure 6 shows the time-varying elements of the lower-triangular matrix $S_t$ and the associated uncertainty bands. The six elements are reported in the panels along and below the main diagonal of the Figure. The three panels above the diagonal show the time-varying variances of the structural shocks. This empirical evidence clearly supports our modeling approach which accounts for the heteroscedastic nature of the structural shock variances. It is worth noticing the huge increase of volatility of the third structural shock during the early 80’s, and a quite similar behavior for the second structural shock delayed by few months. As expected from the scarce significance of the $\alpha_A$, Figure 7 confirms the low variability of the $A_t$ coefficients. The horizontal lines corresponding to a zero level are well included in the 68% confidence bands for all three panels. This fact has an important consequence. At monthly frequency, one can not reject the null hypothesis that the orthogonal matrix $O_t$ appearing in equation (13) corresponds to the identity matrix. Finally, panels in Figures 8 and 9 report the filtered time-series for the time-varying components of $\Phi_t^{(m)}$ and $\Phi_t^{(s)}$, respectively. Consistently with the $t$-statistics in Table 1, the diagonal elements of the $\Phi_t^{(m)}$ manifest a significant time-variation, while the off-diagonal elements do not change with time. For the diagonal elements of $\Phi_t^{(s)}$ one can not conclude significant time-variation. Quite interestingly, three out of six off-diagonal elements $\Phi_t^{(s)}$ present interesting patterns. Specifically, the element $\Phi_{13,t}^{(s)}$ starts from a positive level and then decreases to a negative level, while $\Phi_{23,t}^{(s)}$ and $\Phi_{32,t}^{(s)}$ are positive, but both exhibit a significant decline in the final part of the sample.

The economic interpretation of the structural independent shocks $\epsilon_{i,t}$ can be based on the shapes of the impulse response functions (IRFs). In a model with time-varying parameters,
Figure 6: Panels on and below the diagonal: Filtered time-varying parameters for the lower triangular matrix $S_t$ over the sample period July 1954 - December 2019. The white dashed lines are the filtered series, while the shadowed regions correspond to the 68% bands accounting for parameter and filtering uncertainty. Panels above the diagonal: Filtered time-varying variances $\sigma_{11,t}^2 = (C_t C_t^T)_{11}$, $\sigma_{22,t}^2 = (C_t C_t^T)_{22}$, and $\sigma_{33,t}^2 = (C_t C_t^T)_{33}$.

Figure 7: Filtered time-varying parameters for the skew-symmetric matrix $A_t$ over the sample period July 1954 - December 2019. The white dashed lines are the filtered series, while the shadowed regions correspond to the 68% bands accounting for parameter and filtering uncertainty.
Figure 8: Filtered time-varying parameters for the matrix $\Phi_t^{(m)}$ over the sample period July 1954 - December 2019. The white dashed lines are the filtered series, while the shadowed regions correspond to the 68% bands accounting for parameter and filtering uncertainty.
Figure 9: Filtered time-varying parameters for the matrix $\Phi_t^{(e)}$ over the sample period July 1954 - December 2019. The white dashed lines are the filtered series, while the shadowed regions correspond to the 68% bands accounting for parameter and filtering uncertainty.
the IRFs have to be computed numerically via Monte Carlo simulation. First, we need to specify the conditioning set and the nature of the shocks. Following Balke (2000) (for a wider discussion of the topic, please refer to Gallant et al. 1993; Koop et al. 1996) we define the IRF as

\[
IRF_{ij}(k) = E[y_{i,t+k}|F_{t-1}, \epsilon_{r,t} = \delta_{rj}, r = 1, \ldots, n; \Theta] - E[y_{i,t+k}|F_{t-1}; \Theta] \tag{14}
\]

where \(y_{i,t+k}\) is the \(i\)-th component of the vector \(y_{t+k}\) and \(k = 1, \ldots, 60\). \(\Theta\) is the vector of static parameters. The IRF is the change in the conditional expectation of the \(i\)-th component of the vector of macro variables as a result of a unitary exogenous shock on a single component of \(\epsilon_t\). We compute the conditional expectations by randomly drawing vectors of shocks 10 000 times for each \(k\) and repeat the computation with the corresponding antithetic variables. Plugging the value of \(\Theta\) obtained from the PML in the formula for the IRFs and initializing the time-varying parameters as detailed previously in this Section, we estimate the IRFs via the average over the 20 000 Monte Carlo realizations. Following this procedure, we obtain the bold lines in the IRFs figure. To estimate the associated 68% confidence bands and to take into proper consideration the filtering and parameter uncertainty, we repeat the previous Monte Carlo procedure 120 times. For each repetition, we plug a different draw of \(\Theta\) from the asymptotic PML distribution in the expression for the IRF. Following Blasques et al. (2016) and Buccheri et al. (2021), a new time series of time-varying parameters accounting for both filtering and parameter uncertainty is obtained and included in the conditional expectations in (14). Finally, the confidence bands can be computed from the variance of the 120 Monte Carlo averages. By construction the band accounts not only for the parameter and filtering uncertainty but also for the numerical error associated with the finite sample Monte Carlo estimator.

Even though the previous Monte Carlo procedure is quite standard, what is essentially new, in our IRFs, is that a future structural shock will impact the evolution not only of the macro variables but, crucially, also that of the time-varying parameters. Hence, the shape of the IRF, in addition to change in any point in time being conditional on the information
set, will also reflect the future dynamics of the parameters induced by the shocks. These distinctive features allow the OD time-varying SVAR models to be used to perform policy evaluations compliant with the Lucas Critique.

To associate the type of structural shocks – monetary-policy, supply or demand – to the different components of $\epsilon_t$, we rely on basic economic theory, as in Gouriéroux et al. (2017). Contractionary monetary-policy shocks are expected to have a (short-term and medium-term) negative impact on inflation and a positive impact on the unemployment gap (a proxy for the economic activity, flipped by sign). Contrary to the demand shock, the supply shock is expected to have (short-term and medium-term) influences of opposite signs on economic activity and on inflation. Figure 10 displays the IRFs and associated 68% confidence bands resulting from the SD approach to the SVAR model. There is only one of the three shocks that is such that an increase in the short-term rate is accompanied by a decrease in both inflation and an increase of the unemployment gap. This shock corresponds to the third row of the IRFs, and could be seen as a contractionary monetary-policy shock. Out of the two remaining shocks, the first row of IRFs shows influences of opposite signs on inflation and on the unemployment gap. Because this shock has a positive impact on inflation, it could be seen as an expansionary demand shock. The remaining shock could be named as an expansionary supply shock (second row of IRFs).

As a conclusive remark, it is worth to recall once more that the entire procedure we presented leverages on the independent component analysis by Gouriéroux et al. (2017) and therefore the statistical identification and the labeling of the structural shocks do not stem from any specific short-run restriction (SRR) (Sims, 1980b,a). The SRR approach assumes, in a potentially wrong way, that the contemporaneous impacts of some structural shocks on given variables are null. From our empirical analysis, we conclude that the ordering (inflation, unemployment gap, Fed funds rate) implies an orthogonal matrix $O_t$ statistically not distinguishable from the identity matrix. Then, the de-mixing matrix boils down to $\Sigma_t^{-1}$ which remains lower triangular for the entire period. This implies that the structure of the contemporaneous relations does not change through time. Of course, the structure of the contemporaneous relation is invariant with respect to permutation of the
entries of the $y_t$ vector. To prove it, one can apply a permutation $P$ to the vector $y_t$, equation (11) can be rewritten as:

$$P y_t = P \Phi_t^{(m)} P^\top P y_{t-1} + P \Phi_t^{(s)} P^\top P y_{t-2} + P e^S O t \epsilon_t.$$ 

For the permuted vector $y_t^P = P y_t$, the following relation also holds true

$$y_t^P = \Phi_t^{P,(m)} y_{t-1}^P + \Phi_t^{P,(s)} y_{t-2}^P + e^S^P O_t^P \epsilon_t,$$

where $S_t^P$ is lower triangular and $O_t^P$ is orthogonal. By equating the previous two relations, one concludes that $\Phi_t^{P,(m)} = P \Phi_t^{(m)} P^\top$ and $\Phi_t^{P,(s)} = P \Phi_t^{(s)} P^\top$, as expected from OLS. Concerning the mixing matrix, one finds $O_t^P = e^S^P O_t^P = Pe^S O_t$. De-mixing the vector $y_t^P$, we obtain

$$O_t^P e^{S^P -1} y_t^P = O_t^P e^{S^P -1} P y_t = O_t^P e^{S^P -1} y_t$$

where the last term corresponds to the de-mixing of $y_t$ according to equation (11). This fact confirms the consistency of the contemporaneous relations among different orderings of the macro variables.

### 6 Conclusions

In this paper we propose, following the prescriptions of Lucas (1976), an observation-driven SVAR model where structural shocks drive both the macro variables and the vector of time-varying parameters. Our approach builds on the positive prescription of Lucas on how economic models should be built. In Lucas words the challenge for the Econometrician is to estimate the dynamic reaction function of the parameters to the policy shocks. In order to pursue a reduced form econometric approach, we propose to exploit the score-driven approach to filter, at least approximately, the unobserved dynamics of time-varying parameters.

---

4 Remember that any permutation matrix $P$ is orthogonal, so $P^\top P = I$.  
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Figure 10: Impulse response functions conditional on the filtered information retrieved on December 2019. Bold lines: average values computed from 20,000 Monte Carlo samples. Shaded regions: 68% bands accounting for both the numerical error of the Monte Carlo estimator and the parameter and filtering uncertainties.
In order to identify the structural shocks in a time-varying parameter VAR without relying on ad hoc identification restrictions, we extend the independent component analysis approach of Gouriéroux et al. (2017) and Lanne et al. (2017) to this dynamic case. We assume for the pseudo-densities of the shocks a skew-Student’s $t$ specification and recover the unobserved time-varying parameters exploiting the score-driven approach of Creal et al. (2013); Harvey (2013). We formally derive the set of recursive equations for the approximate filtering recursions and prove that, concerning the estimation of the static parameters, no identification issues arise.

We present an application to a data sample of US macro time-series which includes inflation, economic activity, and interest rates on a monthly basis. Confirming previous evidence from different streams of literature, we observe a significant heteroscedasticity of the structural shocks covariance and time-variation of the auto-regressive coefficients. However, our approach does not require the assumption of any identification restriction. Then, crucially, all our conclusions are purely data driven. We show in an unprecedented way that the orthogonal matrix, which possibly mixes the shocks, does not vary with time. Moreover, at monthly frequency, it is not statistically distinguishable from the identity matrix. We also report the conditional impulse response functions. Their computation is performed following a standard Monte Carlo approach. What is essentially new is that, in our framework, a future structural shock will change both the evolution of the macro variables and of the time-varying parameters. The shape of the impulse response functions then reflects, by construction, both effects thus allowing to employ these type of VAR models to conduct policy evaluations compliant with the Lucas Critique.
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\section{Targeting skewness and kurtosis from non-efficient PML}

The asymmetry parameter \( \delta_i \) and tail exponent \( \nu_i \) of the skew Student’s \( t \) PDF are estimated by solving numerically the following non-linear system of equations \cite{Azzalini and Capitanio (2003)}

\[
\begin{align*}
& m \left( \frac{\nu_i(3-\delta_i^2)}{\nu_i-3} - \frac{3m}{\nu_i-2} + 2m^2 \right) \left( \frac{\nu_i}{\nu_i-2} - m^2 \right)^{-3/2} = \zeta_{\epsilon_i}, \\
& \left( \frac{3\nu_i^2}{(\nu_i-2)(\nu_i-4)} - \frac{4m^2\nu_i(3-\delta_i^2)}{\nu_i-3} + \frac{6m^2\nu_i}{\nu_i-2} - 3m^4 \right) \left( \frac{\nu_i}{\nu_i-2} - m^2 \right)^{-2} = \kappa_{\epsilon_i},
\end{align*}
\]

where \( \zeta_{\epsilon_i} \) and \( \kappa_{\epsilon_i} \) are the skewness and kurtosis of the residuals from the non-efficient PML.

For sake of readability, in the previous formulas we dropped the dependence of \( m \) on \( \delta_i \) and \( \nu_i \).

\section{Proof of Theorem 3.1}

We sketch the main steps of the proof. Remaining computational details can be easily derived. The starting point to work out the closed form expression for the scores is the computation of the partial derivative for a generic time-varying parameter \( \theta_t \)

\[
\frac{\partial \log \ell(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu)}{\partial \theta_t} = \sum_{i=1}^{n} \frac{1}{p_{\epsilon_i}(\epsilon_{i,t}; 0, 1, \delta_i, \nu_i)} \frac{\partial \epsilon_{i,t}}{\partial \theta_t} \frac{\partial}{\partial \epsilon_{i,t}} p_{\epsilon_i}(\epsilon_{i,t}; 0, 1, \delta_i, \nu_i) - \frac{\partial}{\partial \theta_t} \text{tr} S_t.
\]

The computation of \( \partial \text{tr} S_t / \partial \theta_t \) is straightforward. Concerning the partial derivatives of \( \epsilon_{i,t} \), it holds that

\[
\frac{\partial \epsilon_{i,t}}{\partial S_{ij,t}} = e_i^\top O_{ij,t}^\top \frac{\partial e_{si}}{\partial S_{ij,t}} (y_t - \sum_{\ell=1}^{p} \Phi_{i}^\top y_{t-\ell}),
\]

\[
\frac{\partial \epsilon_{i,t}}{\partial A_{ij,t}} = e_i^\top \frac{\partial O_t(A_t)}{\partial A_{ij,t}} e^{s_i} (y_t - \sum_{\ell=1}^{p} \Phi_{i}^\top y_{t-\ell}),
\]

\[
= - e_i^\top \left( O_t^\top \frac{\partial A_t}{\partial A_{ij,t}} (I + A_t)^{-1} + \frac{\partial A_t}{\partial A_{ij,t}} (I - A_t)^{-1} O_t^\top \right) e^{s_i} (y_t - \sum_{\ell=1}^{p} \Phi_{i}^\top y_{t-\ell}),
\]

\[
\frac{\partial \epsilon_{i,t}}{\partial \Phi_{ij,t}^\ell} = - e_i^\top O_{ij,t}^\top e^{s_i} \frac{\partial \Phi_{ij,t}^\ell}{\partial \Phi_{ij,t}^\ell} y_{t-\ell}.
\]
The second equality in (15) follows from relation (25) in Magnus and Neudecker (2019) at page 168. Eventually, the following relation can be readily verified

\[
\frac{\partial}{\partial \epsilon_{i,t}} p_{\epsilon_i}(\epsilon_{i,t}; 0, 1, \delta_i, \nu_i) = p_{\epsilon_i}(\epsilon_{i,t}; 0, 1, \delta_i, \nu_i)G(\epsilon_{i,t}; \delta_i, \nu_i).
\]

C Proof of Theorem 3.2

To prove the theorem, we show that two filtered time series which are o.e. imply \( \tilde{\Theta} = \bar{\Theta} \). We only consider the case of the time-varying parameter \( S_{11,t} \) and \( \Theta = \{ \omega_{S_{11}}, \beta_{S_{11}}, \alpha_{S_{11}} \} \). From the proof it will be readily clear how to conclude for all remaining time-varying parameters.

By construction, two filtered time-series \( \{ \tilde{S}_{11,t} \}_{t=1,\ldots,T} \) and \( \{ \hat{S}_{11,t} \}_{t=1,\ldots,T} \) satisfy the recursive equations

\[
\tilde{S}_{11,t+1} = \tilde{\omega}_{S_{11}} + \tilde{\beta}_{S_{11}} \tilde{S}_{11,t} + \tilde{\alpha}_{S_{11}} \nabla \tilde{S}_{11,t},
\]

and

\[
\hat{S}_{11,t+1} = \hat{\omega}_{S_{11}} + \hat{\beta}_{S_{11}} \hat{S}_{11,t} + \hat{\alpha}_{S_{11}} \nabla \hat{S}_{11,t}.
\]

The results from Comon (1994); Eriksson and Koivunen (2004); Gouriéroux et al. (2017) ensure that if the two time-series are o.e. then they are necessarily identical. Naming \( \tilde{S}_{11,t+1} \) the common value of \( \tilde{S}_{11,t+1} \) and \( \hat{S}_{11,t+1} \) for \( t = 1, \ldots, T - 1 \), the following condition must be satisfied

\[
\tilde{\omega}_{S_{11}} + \tilde{\beta}_{S_{11}} S_{11,t} + \tilde{\alpha}_{S_{11}} \nabla S_{11,t} = \hat{\omega}_{S_{11}} + \hat{\beta}_{S_{11}} S_{11,t} + \hat{\alpha}_{S_{11}} \nabla S_{11,t}.
\]

Since the equality holds identically for each \( S_{11,t} \) and \( \nabla S_{11,t} \), we conclude that \( \tilde{\omega}_{S_{11}} = \hat{\omega}_{S_{11}}, \tilde{\beta}_{S_{11}} = \hat{\beta}_{S_{11}}, \) and \( \tilde{\alpha}_{S_{11}} = \hat{\alpha}_{S_{11}} \), i.e. \( \tilde{\Theta} = \hat{\Theta} \).
In this appendix, we provide the details concerning the penalization of the pseudo-likelihood. Given an $N \times N$ square matrix $M$, we recall that the spectral radius $\rho(M)$ is defined as:

$$\rho(A) = \max\{|\lambda_1|, \ldots, |\lambda_N|\},$$

where $|\lambda_i|$ is the norm of the $i$-th eigenvalue of $M$. Writing the VAR model in equation (11) in companion form, the $6n \times 6n$ matrix of auto-regressive coefficients reads

$$\Phi_t = \begin{pmatrix} \Phi_t^{(m)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} \\ \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} \\ \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} \\ \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} \\ \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} \\ \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} & \Phi_t^{(s)} \\ \end{pmatrix}.$$ 

To enforce the stability of the time-varying VAR model (11), one has to impose the condition

$$\rho(\Phi_t) < 1.$$ 

Consistently, we modify the expression for the pseudo-likelihood by adding a penalization when the stability condition is violated, i.e.

$$\log \ell_{\text{penalized}}(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu, k) = \log \ell(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu) - k(1 + \rho(\Phi_t))1_{\rho(\Phi_t) \geq 1},$$

where the expression for $\log \ell(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu)$ is given in (8). When the score drives the time-varying parameters $\Phi_t^{(m)}$ and $\Phi_t^{(s)}$ in a region where the process (11) becomes unstable, the pseudo-likelihood drops by a quantity which grows linearly with the spectral radius. The linear coefficient $k$ determines the severity of the penalization. The latter acts, through the scores $\nabla q_t^{(m)}$ and $\nabla q_t^{(s)}$, as a driving force which pushes the trajectory back to the stable region. The value of $k$ has to be sufficiently large so that the cumulative drop of the likelihood from any violation of the stability condition dominates the cumulative increase of $\log \ell$ when the stability is violated. For the dataset considered in the empirical analysis, we experimented several values and found that whenever $k$ is larger than a hundred the
algorithm works very well and no violations are detected. Then, the indicator function \(1_{\rho(\Phi_t) \geq 1}\) is zero for all \(t = 1, \ldots, T\) and thus \(\ell_{\text{penalized}}(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu, k) = \ell(y_t; \mathcal{F}_{t-1}, \theta_t, \delta, \nu)\).

The scores \(\nabla S_t\) and \(\nabla A_t\) are not affected by the penalization. The remaining scores need to be corrected whenever a violation of the stability is detected. In particular, we obtain

\[
\nabla_{\Phi^{(m)}}^\text{penalized}_{ij,t} = \nabla_{\Phi^{(m)}}_{ij,t} - k \frac{\partial \rho(\Phi_t)}{\partial \Phi^{(m)}_{ij,t}} 1_{\rho(\Phi_t) \geq 1},
\]

\[
\nabla_{\Phi^{(s)}}^\text{penalized}_{ij,t} = \nabla_{\Phi^{(s)}}_{ij,t} - k \frac{\partial \rho(\Phi_t)}{\partial \Phi^{(s)}_{ij,t}} 1_{\rho(\Phi_t) \geq 1},
\]

for \(i, j = 1, \ldots, n\). To compute the partial derivative of the spectral radius w.r.t. the components of \(\Phi^{(m)}\) and \(\Phi^{(s)}\), we proceed as follows. First, we recall a result known as Gelfand’s spectral radius formula which states that

\[
\rho(\Phi_t) = \lim_{r \to +\infty} \|\Phi^r_t\|^{1/r},
\]

for any matrix norm \(\| \cdot \|\). We specify the previous formula for the operator norm \(\| \cdot \|_2\), which is identical to the largest singular value of a matrix. Remember that, given a square matrix \(A\), its singular value decomposition (SVD) reads

\[
A = U\sigma V^T,
\]

where \(U\) and \(V\) are orthogonal matrices; \(\sigma\) is a diagonal matrix whose decreasing non-negative elements on the diagonal are named singular values. The largest singular value is often denoted as \(\sigma_{\text{max}}\). Then, \(\|A\|_2 = \sigma_{\text{max}}\). We set \(r = 2^q\) and compute the SVD

\[
\Phi^{2^q}_t = U_t\sigma_t V_t^T.
\]

For sufficiently large \(q\), we obtain

\[
\rho(\Phi_t) \simeq \sigma_{\text{max},t}^{1/2^q}.
\]
The partial derivative we are interested in can be approximated as

\[
\frac{\partial \rho(\Phi)}{\partial \Phi_{ij,t}^{(m)}} \simeq \frac{\partial \sigma_{\text{max},t}^{1/2^q}}{\partial \Phi_{ij,t}^{(m)}} = \frac{1}{2^q} \sigma_{\text{max},t}^{1/2^q - 1} \frac{\partial \sigma_{\text{max},t}}{\partial \Phi_{ij,t}^{(m)}} = \frac{1}{2^q} \sigma_{\text{max},t}^{1/2^q - 1} U_t \left( \frac{\partial \Phi_{ij,t}^{2^q}}{\partial \Phi_{ij,t}^{(m)}} V_t \right)_{11},
\]

where the last equality follows from a known property of the partial derivatives of the singular values (please refer to Giles (2008) for details). A similar approximation holds for the derivatives w.r.t. \( \Phi_{ij,t}^{(s)} \). In the empirical application in Section 5 we set \( q = 10 \), which corresponds to \( r = 1024 \). As a final comment, the computation of \( \frac{\partial \Phi_{ij,t}^{2^q}}{\partial \Phi_{ij,t}^{(m)}} \) can be performed efficiently exploiting the recursive relation

\[
\frac{\partial \Phi_{ij,t}^{2^q}}{\partial \Phi_{ij,t}^{(m)}} = \frac{\partial (\Phi_{ij,t}^{2^q - 1} \Phi_{ij,t}^{2^q - 1})}{\partial \Phi_{ij,t}^{(m)}} = \frac{\partial \Phi_{ij,t}^{2^q - 1}}{\partial \Phi_{ij,t}^{(m)}} \Phi_{ij,t}^{2^q - 1} + \Phi_{ij,t}^{2^q - 1} \frac{\partial \Phi_{ij,t}^{2^q - 1}}{\partial \Phi_{ij,t}^{(m)}},
\]

which motivates the choice of \( r \) as a power of 2.