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ABSTRACT

Background: Much research has been conducted to investigate the impact of Continuous Integration (CI) on the productivity and quality of open-source projects. Most of studies have analyzed the impact of adopting a CI server service (e.g., Travis-CI) but did not analyze CI sub-practices. Aims: We aim to evaluate the impact of five CI sub-practices with respect to the productivity and quality of GitHub open-source projects. Method: We collect CI sub-practices of 90 relevant open-source projects for a period of 2 years. We use regression models to analyze whether projects adopting the CI sub-practices are more productive and/or generate fewer bugs. We also perform a qualitative document analysis to understand whether CI best practices are related to a higher quality of projects. Results: Our findings reveal a correlation between the Build Activity and Commit Activity sub-practices and the number of merged pull requests. We also observe a correlation between the Build Activity, Build Health and Time to Fix Broken Builds sub-practices and number of bug-related issues. The qualitative analysis reveals that projects with the best values for CI sub-practices face fewer CI-related problems compared to projects that exhibit the worst values for CI sub-practices. Conclusions: We recommend that projects should strive to uphold the several CI sub-practices as they can impact in the productivity and quality of projects.
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- Software and its engineering → Agile software development; Software evolution.
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1 INTRODUCTION

Continuous Integration (CI) is a software development practice that aims to reduce the complexity of integrating code produced by different developers. It can also decrease the risks [9] of software projects by promoting the automated build and testing of their code. The automated process of CI can bring benefits such as the improvement in the delivery time of a new software release as well as decreasing the number of errors potentially generated by manual tasks. The adoption of CI requires the adoption of a set of sub-practices [9, 11, 27], such as to perform code commits frequently, build the software frequently and develop and perform automated tests.

Over the last years, researchers have empirically studied CI from different perspectives [25] [20] [32] [18] [24]. Recent research works have investigated the impact of CI on productivity and quality of software projects [30] [2]. Vasilescu et al. [30] analyzed a dataset of 246 GitHub open-source projects that adopted Travis-CI at some point in their lifetime. They found that after adopting Travis-CI, core developers in those projects have significantly increased the number of merged pull requests (PRs) as well as discovered more bugs-related issue reports (IRs). Helis et al. [2] conducted an empirical study that analyzed 162,653 PRs of 87 GitHub projects to evaluate the impact of adopting CI on the delivery time of merged PRs. They found a large increase in the number of submitted, merged and delivered PRs per release after CI was adopted. These empirical studies derive their results based on projects that have adopted a CI service, such as Travis-CI. Nevertheless, Feldrê et al. [10] observed that many projects that adopt a CI service, do not necessarily follow fundamental CI practices. They refer to this problem as Continuous Integration Theater [10]. CI Theater occurs when a project has adopted a CI service to automate their build and testing process but, on the other hand, do not dedicate much attention to other existing CI sub-practices, such as frequent code commits, frequent builds and automated tests.

In this context, this paper investigates the impact of different CI sub-practices on the productivity and quality outcomes of open-source projects. Similar to previous works [30] [2], we define productivity in terms of merged PRs and quality in terms of closed bug-related IRs. Beyond selecting projects solely on the basis that they have used a CI service, we extract 5 CI sub-practices (build duration, build activity, build health, time to fix a broken build,
and commit activity) and investigate the correlation of those sub-practices with the productivity (merged pull requests) and quality (closed bug-related issue reports) of a software project. Furthermore, we perform a qualitative analysis to investigate how much these CI sub-practices can reflect the maturity of the projects concerning the adoption of CI. We use a document analysis approach to analyze and compare the comments of PRs from two groups of projects - the Best CI Sub-Practices Group and the Worst CI Sub-Practices Group. Thereby, we asked the following research questions:

- **RQ1:** Which CI sub-practices contribute to higher productivity outcomes? We apply linear regression models to analyze the influence of CI sub-practices in the productivity of projects. Can a specific CI sub-practice increase the productivity of a project?
- **RQ2:** Which CI sub-practice contribute to higher quality outcomes? We apply linear regression models to analyze the influence of CI sub-practices in the quality of projects. Can a specific CI sub-practice increase the quality of a project?
- **RQ3:** Can consistently applied CI sub-practices be an indicator of process quality? The goal of this research question is to verify whether the projects that best follow the 5 CI sub-practices are more mature regarding CI. Do developers face fewer problems in the development process than the developers of projects that have the worst values for CI sub-practices?

Based on our results, we find a positive correlation between 2 CI sub-practices and a increase in the number of merged PRs. We find also a positive correlation between frequency of builds and the increase of bugs-related IRs and our model shows that projects with poor build health tend to generate more bug-related IRs. We find also evidence that projects that uphold the CI sub-practices can indicate a better quality in the development process, while they face fewer problems regarding CI, compared to projects that do not uphold the CI sub-practices.

**Paper organization.** The rest of this paper is organized as follows: In Section 2, we explain the design of our empirical study, describing the motivation and methodology used in each RQ. In Section 3 we present the results of our empirical study, while we discuss the impact of these results in Section 4. In Section 5 we discuss the threats to the validity. In Section 6, we discuss the related work. Finally, we concluded the paper in Section 7.

2 STUDY SETTINGS & RESEARCH QUESTIONS

In this section, we first describe how we selected our projects and then we explain the motivation and methodology of each research question (RQ).

2.1 Projects Selection

To select the projects of our study, we searched for popular GitHub projects that use Travis-CI as their CI service. The projects must also have had a substantial number of builds, pull requests (PRs), issue reports (IRs) and commits. Lastly, our studied projects would need to be active (in terms of builds, PRs, IRs and commits) to perform our investigations. Similar to other studies [2, 30, 31], we selected projects using Travis-CI as Travis-CI is one of the most popular CI services on GitHub [30]. Differently from other CI servers (e.g., Jenkins), Travis-CI provides the entire build history of a project. Lastly, although GitHub-Actions has become popular, its addition to GitHub is still fairly recent, which could hinder our goal of finding a 2-year history of builds in our projects.

Figure 1 provides an overview of all steps involved in our project selection approach.

Our selection strategy was inspired by Zhao et al.’s work [34]. In Step 1, we collected the most starred repositories for a set of 15 popular programming languages on GitHub: Java, JavaScript, C#, Python, PHP, TypeScript, Go, C++, Kotlin, Ruby, Rust, Swift, Scala and Objective-C using the GitHub Search API yielding 11,671 projects. Next, to increase the number of projects in our study, we searched for additional projects on SonarQube using its web API. We only kept SonarQube projects that were also available on GitHub, obtaining an additional set of 16,212 projects. In total, we collected 27,883 projects from the two searches.

In Step 2, our goal was to eliminate non-relevant projects (e.g., toy projects). Considering the initial 27,883 projects, we first verified whether they survived the following thresholds: more than 100 stars, 100 PRs, 100 Issues, 10MB of size and were not forked projects. Figure 2 depicts the selection process for steps 2, 3, 4 and 5.

The number “100” in our thresholds was inspired by previous studies [2, 30]. Additionally, similarly to prior research works [1, 7, 8], we used 10MB of size as a threshold to eliminate starred projects that do not represent meaningful projects. For example, the helloworld GitHub project has 1.7K stars, more than 700 Issues and 300 PRs, consisting only of a single README.md file for a demo.

After applying these first filters, 3,143 projects remained. From this set of projects, in Step 3, we checked whether they have used Travis-CI. We did so by using a URL pattern match [31] extracted from the project’s name on GitHub, obtaining 2,029 projects remained.

In Step 4, similarly to Zhao et al.’s work [34], we cloned the GitHub repositories of all 2,029 projects. We identified the main Travis-CI branch of the repositories by identifying the earliest
commit to the .travis.yml configuration file. We used the timestamp of the first commit to the .travis.yml file as the starting date of the CI usage within the projects. Afterwards, we retrieved the timestamp of the last build of the projects from their Travis-CI service. We considered the timestamp of the last build as the ending date of CI usage in the projects.

We filter for projects that have at least 2 years of activity on Travis-CI in Step 5. We obtain a total of 1,751 projects. Next, we performed a new filtering step, selecting projects with at least 100 Builds, 100 Pull Requests, 100 Issues and 100 Commits, but now considering the period of 2 years of Travis-CI activity. We obtained a total of 776 relevant projects.

In Step 6, we collected information from PRs, IRs, commits, and builds from both GitHub and Travis-CI within the period of 2 years of CI usage. We collected only closed PRs and IRs. Regarding to closed PRs, we only analyzed merged PRs, i.e., PRs that have a non-null value within the merged_at field as retrieved by the GitHub API. In total, considering the 776 relevant projects, we collected 403,403 PRs, 983,460 IRs, 394,063 builds and 1,486,429 commits.

In the Step 7, we analyze the evolution of CI sub-practices (explained in Section 2.2) within all the 776 relevant projects over time. To do so, we divided the project history into time intervals. Similar to Zhao et al.’s work [34] and Vasilescu et al.’s work [30], we use an interval of 1 month to segment our projects’ history into periods of analysis. Table 1 shows the computed attributes with their respective definitions. Instead of using the period of 24 months centered around the adoption of Travis-CI (as in prior studies [34]), to pursue our goals, we analyze the latest 24 months of CI usage in our projects. Our goal is to evaluate CI projects that have better recent values for the CI sub-practices. The latest 24 months is the period where projects should have had the most stable values for the CI sub-practices. Figure 3 illustrates the information collected for each period of analysis.

After segmenting our projects’ history in periods, we noted that several projects had several periods without activity, i.e., 0 builds and 0 commits in a specific month. To only consider projects that remained active during the period of analysis, we filtered for projects that had at least 20 periods (80% of the total number of periods) with at least 1 build and 1 commit. Thus, we have a final set of 90 relevant and active projects used in our study.

2.2 CI sub-practices

Existing research still lacks a well-defined set of criteria to analyze the potential impact of CI on software development [25]. For instance, several studies consider the use of a CI service (e.g., Travis-CI) as the sole criterion to indicate whether projects use CI or not [25]. However, Duvall et al.[9] and Fowler [11] have defined a set of CI sub-practices that, combined together, can be used to determine whether a project uses CI or not. Additionally, Felidrè et al. [10] revealed that many CI projects do not necessarily follow CI sub-practices consistently (e.g., infrequent commits are frequent). Therefore, in our work, instead of investigating whether the usage of Travis-CI can be associated with better quality and productivity outcomes [34], we study 5 CI sub-practices in a more separate fashion to understand their potential contribution to quality and productivity outcomes.

- **Build Duration** [10, 13] measures the duration of the build (build finished at timestamp - build started at timestamp). The build duration was retrieved directly from Travis-CI. To fit our models, we used the median build duration per period of analysis (1 month).
- **Build Activity** [9] is a unit interval (i.e., a closed interval [0,1]) representing the rate of builds across days, i.e, if builds were made every day in the period of analysis, the value would be 1. If builds were made in half of the days, the value would be 0.5. If there were no builds, the value would be 0.
- **Build Health** [25] is a unit interval representing the rate of build failures across days. If there were build failures every day, the value would be 0. If there were no build failures, the value would be 1.
- **Time toFix a Broken Build** [10] consists of the median time in a period (1 month) that builds remained broken. When a build breaks, we compute the time in seconds until the build returns to the "passed" status. If the analysis period ends and the build did not return to the "passed" status, we consider the time since it was broken until the end of the project.

In the last two steps of our method, we built our linear regression models (Step 8) to verify the potential influence of each CI sub-practice in the productivity and quality [30] outcomes of our projects. In Step 9, we perform a qualitative analysis to verify whether projects that uphold the CI sub-practices also show signs of quality in their development process. All collected information as well as the database and scripts used in this study are available in our online appendix.\(^5\)

\(^5\)https://zenodo.org/record/6513155
Vasilescu et al. [30] observed that CI is associated with higher productivity outcomes (i.e., number of merged PRs). We found few projects that collect and store coverage data for a long period of time on a centralized platform like SonarQube.7 Squares, OLS [17], to find associations between the number of merged PRs and 5 CI sub-practices. We would expect associations with productivity outcomes (i.e., number of merged PRs) may help us to optimize the usage of CI. However, we still do not know whether the increase in productivity comes?

2.3 Research Questions

RQ1: Which CI sub-practices contribute to higher productivity outcomes?

**Motivation:** Vasilescu et al. [30] observed that CI is associated with higher productivity outcomes (i.e., number of merged PRs). However, we still do not know whether the increase in productivity is associated to only certain sub-practices of CI (as opposed to all of them). Better understanding which CI sub-practices have stronger associations with productivity outcomes (i.e., number of merged PRs [30]) may help us to optimize the usage of CI.

**Approach:** We fit linear regression models (Ordinary Least Squares, OLS [17]), to find associations between the number of merged PRs (Table 1) and the 5 CI sub-practices. We would expect that the number of merged PRs should be higher in projects where CI sub-practices are employed consistently.

Because the number of developers in a project can impact the number of merged PRs, we control the influence of the number developers in our models. We create another model where we divide the number of merged PRs by the number of active developers in each period of analysis. Inspired by the findings of Vasilescu et al.’s work [30], we decided to divide our analysis in two groups of developers: (i) core developers and (ii) non-core developers. Our goal was to minimize the effects of the growth of internal and external contributors on our models.

To identify core developers, we combined strategies used by Vasilescu et al. [30] and Poncin et al. [23]. A core developer is a developer who: (i) "either had write access to a project’s repository or had closed issues and pull requests submitted by others" [30] and (ii) "has been involved in the project for a relatively long period of time and has more revisions in the version control system than average" [23].

As it is common for open-source developers to use different aliases when performing contributions, we used a strategy to identify core developers from author information. Differently from Zhao et al. [34] who stated: "we used heuristics that match first and last names, email prefixes, and email domains", after collecting such information from GitHub, we noticed that emails were not informed by many developers. Thus, we only used the first and last name of developers. To identify whether two developers have similar names, we applied a combination of 2 algorithms: (i) Jaro Winkler Similarity [12] and (ii) Levenshtein Distance [6]. We empirically found that, with Jaro Index ≥ 0.85 and Levenshtein Distance < 5, we could accurately compare developer names. To validate our method, we implemented tests that randomly match the names of the developers of our projects. We then manually verified whether the matches were made correctly before performing our analyses. Regarding the strategy used by stated by Poncin et al. [23], we considered at least 12 months of commits in a repository as the "relatively long period of time" to identify core developers.

### Table 1: Projects outcomes attributes collected for each of 24 months of study

| Attributes                        | Definition                                                                 |
|----------------------------------|---------------------------------------------------------------------------|
| qty_pull_request                 | number of PRs in the period                                              |
| qty_pull_request_core            | Number of PRs in the period associated with core developers              |
| qty_pull_request_non_core        | Number of PRs in the period associated with non-core developers           |
| qty_developers_prs              | Number of distinct PR authors in period                                   |
| qty_core_developers_prs         | Number of distinct PR core developers authors in period                   |
| qty_non_core_developers_prs     | Number of distinct PR non-core developers authors in period               |
| qty_issue                        | Number of Issues in the period                                           |
| qty_issue_core                   | Number of Issues in the period associated with core developers           |
| qty_issue_non_core               | Number of Issues in the period associated with non-core developers        |
| qty_issue_error                  | Number of Issues in the period associated with error labels              |
| qty_issue_error_core             | Number of Issues in the period associated with error labels              |
| qty_issue_error_non_core         | Number of Issues in the period associated with error labels              |
| qty_developers_issues           | number of distinct Issues authors in period                               |
| qty_core_developers_issues      | Number of distinct Issues core developers authors in period               |
| qty_non_core_developers_issues  | Number of distinct Issues non-core developers authors in period           |

To identify core developers, we combined strategies used by Vasilescu et al. [30] and Poncin et al. [23]. A core developer is a developer who: (i) "either had write access to a project’s repository or had closed issues and pull requests submitted by others" [30] and (ii) "has been involved in the project for a relatively long period of time and has more revisions in the version control system than average" [23].

As it is common for open-source developers to use different aliases when performing contributions, we used a strategy to identify core developers from author information. Differently from Zhao et al. [34] who stated: "we used heuristics that match first and last names, email prefixes, and email domains", after collecting such information from GitHub, we noticed that emails were not informed by many developers. Thus, we only used the first and last name of developers. To identify whether two developers have similar names, we applied a combination of 2 algorithms: (i) Jaro Winkler Similarity [12] and (ii) Levenshtein Distance [6]. We empirically found that, with Jaro Index ≥ 0.85 and Levenshtein Distance < 5, we could accurately compare developer names. To validate our method, we implemented tests that randomly match the names of the developers of our projects. We then manually verified whether the matches were made correctly before performing our analyses. Regarding the strategy used by stated by Poncin et al. [23], we considered at least 12 months of commits in a repository as the "relatively long period of time" to identify core developers.

---

7https://www.sonarqube.org/
Before fitting the OLS model to our data, we verified the correlation among the independent variables of the model (i.e., the 5 CI sub-practices). First, we applied Shapiro-Wilk’s tests [29] to verify the normality of our data. Having observed that none of the independent variables follow a normal distribution, we chose the Kendall non-parametric test [28] to measure the correlation between independent variables.

**RQ2: Which CI sub-practice contribute to higher quality outcomes?**

**Motivation:** In RQ2, we aim to better understand which CI sub-practices have a stronger impact on the quality outcomes of a project. Although Vasilescu et al. [30] observed that the usage of CI likely holds a relationship with quality outcomes (i.e., number of bug-related IRs), we still do not know whether only certain CI practices have a significant association with quality outcomes. Similar to RQ1, better understanding which CI sub-practices have stronger associations with quality outcomes (i.e., number bug-related IRs [30]) may help us to optimize the usage of CI.

**Approach:** Similar to Vasilescu et al. [30], we manually checked our projects to understand how they used tags to indicate the presence of bugs. Similarly to Vasilescu et al.’s work [30], we selected projects that have at least 75% of their IRs tagged with labels in our dataset. For the sake of understanding how labels were used, we apply this selection criterion in the broader group of 776 relevant projects. We found a total of 121 projects that were manually checked. We found 2 main tags that were used to indicate the presence of bugs (which were not present in the original list [30]): (i) “crash” and (ii) “regression”. For example, the mui/material-ui project describes the “regression” tag as “A bug, but worse”. Thus, we added these 2 new tags to the original list of tags defined by Vasilescu et al. [30]. The resulting list of labels indicating bug-related IRs was: “defect”, “error”, “bug”, “issue”, “mistake”, “incorrect”, “fault”, “flaw”, “crash” and “regression”. We then searched in the group of relevant and active projects (i.e., the final group of projects where we applied our analysis) for these words in IRs’ labels. To do so, we performed lowercasing and applied the Porter Stemming Algorithm.9

Our data for quality outcomes, i.e., number of bug-related IR, is similar in many aspects to the data used in Vasilescu et al.’s work [30]: (i) most of our variables are counts (e.g., qty of bugs reported, qty of issues, qty of developers, etc.); (ii) some variables are over-dispersed, i.e., the variance is much larger than the mean; and (iii) some response variables present an excess number of zeros. Because of these characteristics, in RQ2, we applied zero-inflated negative binomial regression models (ZINB) [15].

To ensure that using ZINB models was an appropriate choice, we first compared poisson regression models with negative binomial regression models. This comparison shows that the residuals are more spread out for the poisson, furthermore, we applied the likelihood ratio test,10 which shows a statistically significant difference in favor to negative binomial model. Thus a negative binomial offers a significantly better fit to our data compared to a poisson regression model. Next, we fit a zero-inflated negative binomial model with the ordinary negative binomial model using Vuong’s test11 of a non-nested model. Our test provides evidence of the superiority of a zero-inflated model over an ordinary model (AIC-corrected = 3.2992634, p-value < 0.05).

**RQ3: Can consistently applied CI sub-practices be an indicator of process quality?**

**Motivation:** Felidré et al. [10] observed that not all projects follow all CI sub-practices consistently. For instance, while some projects may have acceptable build duration, they may not perform frequent commits. It is important to know whether projects that perform most of CI sub-practices in a consistent manner are also associated with a higher quality in their development process. Given that it would be challenging to quantitatively measure “quality of development process”, we perform a qualitative analysis in RQ3.

**Approach:** To answer this research question, we separate the projects into 2 groups: (i) projects that follow all the best CI sub-practices analyzed in this study; and (ii) projects that do not effectively follow all the best CI sub-practices. Figure 4 shows the steps to generate these two groups of projects.
differences were considered when splitting our projects into two groups.

Afterwards, we applied a qualitative approach known as Document Analysis [4]. This analysis consists of coding documents into themes. We used the comments of the PRs of the projects as inputs to this analysis. We obtained representative samples of PRs to perform our analyses [19]. The Best CI Practices group has 1,560 PRs, and the Worst CI Practices group have 989 PRs. Considering a confidence level of 95% and a confidence interval of 10%, we created two representative samples containing 91 PRs and 88 PRs, respectively.

We randomly selected 91 and 88 PRs under the condition that each project would contribute with the same number of PRs inside representative sample. We rounded up the number of PRs and randomly selected 12 PRs for each of the 8 projects within each group. For each of the selected PRs, all comments were collected and save in 2 different files with randomly generated names, which were then used in the thematic analysis. This was important to not identify to which group of projects the PRs belonged. As this is a subjective process, the thematic analysis was performed by two coders—a main coder and a reviewer—to minimize the bias. After the thematic analysis was done, we revealed the data to identify group to which the comments belonged.

3 RESULTS

In this section, we present the results of each research question.

RQ1: Which CI sub-practices contribute to higher productivity outcomes?

Before fitting our regression models, we applied the Kendall test to verify the correlation among the independent variables. The Null Hypothesis is that variables are uncorrelated. If p-value < 0.05, we reject the Null Hypothesis. The τ value shows how strong the correlation is. Builds Activity and Commit Activity practices were correlated with τ = 0.510993 (p-value < 2.2e-16), which is to be expected, since in a CI environment, more commits generate more builds. Builds Activity and Time to Fix a Broken Build also demonstrated a correlation with ρ = 0.374206 (p-value < 2.2e-16). With more builds, projects spend more time to fix them. Build Health and Time to Fix a Broken Build revealed a negative correlation with τ = 0.4995392 (p-value < 2.2e-16), the longer it takes for projects to fix their builds, the less the Build Health. Given that our τ coefficients were not close to 1 (the perfect correlation), we decided to keep all independent variables in our model.

Our regression model obtained a R-squared of 0.353 (R-squared adj. 0.347). It is challenging to determine what is a “good” R-squared value as it will depend on the goal of the research. For example, if the main goal is prediction, R-squared values should be high (e.g., 0.7 to 0.9) [5]. However, lower R-squared values (e.g., around 0.20) may also provide important insights in psychology or social sciences [3]. Given that our goal is to better understand associations between CI sub-practices and quality/productivity outcomes, we believe our R-squares value are acceptable. Figure 5 shows the relationships between the 5 CI sub-practices and the number of merged PRs (as fit by our OLS model).

![Figure 5: Regression model between the 5 CI sub-practices and the number of merged PRs](image)

To verify the strength of the associations between the CI sub-practices and the response variable, we computed Spearman’s tests [26]. This test measures the strength and direction of associations between two ranked variables by the correlation coefficient rho. Our tests reveal that Commit Activity, with ρ = 0.388, and Build Activity, with ρ = 0.274, are the two most influential sub-practices when it comes to explain the number of merged PRs. Projects with high Commit Activity and Build Activity values, tend to be more productive, i.e., more PRs are merged. Although these results are expected, it is interesting to note that sub-practices such as Time to Fix a Broken Build do not have much influence on productivity. For example, this may be due to the fact that merges may still occur when the build is broken [14]. Table 2 shows the values of our Spearman’s tests.

| CI sub-practice            | ρ             |
|----------------------------|---------------|
| Builds Duration             | 0.007         |
| Builds Activity             | 0.274         |
| Build Health                | 0.000         |
| Time to Fix Broken Builds   | 0.014         |
| Commits Activity            | 0.388         |

Table 2: Spearman tests: CI sub-practices vs. merged PRs

We fitted another model for the same 5 CI sub-practices in which we divided the number of merged PRs by the number of core and non-core developers in each period of the analysis. We recalculate the regression model to normalize the number of merged PRs by the number of developers and to minimize the effects of the number of developers on the productivity of the projects. This new models obtained lower R-square values (0.296 for core developers and 0.210 for non-core developers) but still revealed significant correlations with CI sub-practices. This result suggests that the number of core and non-core developers may also influence the number of merged PRs but they do not eliminate the potential effect of CI sub-practices on the productivity of outcomes. According to our model, the number of non-core developers has more influence on productivity outcomes than core developers.
Table 3: ZINB model for bug-related IRs

| Count model coefficients (negbin with log link) | Est. Std. Error z value Pr(>|z|) |
|-----------------------------------------------|--------------------------------|
| (Intercept)                                   | 0.1061 0.8241 0.129 0.8975        |
| builds activity                               | 1.9846 0.4163 4.767 0.187e-06 *** |
| commits activity                              | 0.7552 0.3941 1.916 0.0553 .       |
| builds health                                 | -0.7466 0.2710 -2.754 0.0058 **   |
| time to fix                                   | -2.4175 0.5730 -4.219 2.46e-05 ***|
| builds duration                               | 3.4774 1.8004 1.931 0.0534 .       |
| Log(theta)                                    | -1.5574 0.0603 -25.819 < 2e-16 ***|

| Zero-inflation model coefficients (binomial with logit link) | Est. Std. Error z value Pr(>|z|) |
|---------------------------------------------------------------|--------------------------------|
| (Intercept)                                                   | -0.1316 0.2530 -0.520 0.6027 |
| builds activity                                               | 1.9846 0.4163 4.767 0.187e-06 *** |
| commits activity                                              | 0.7552 0.3941 1.916 0.0553 .       |
| builds health                                                 | -0.7466 0.2710 -2.754 0.0058 **   |
| time to fix                                                   | -2.4175 0.5730 -4.219 2.46e-05 ***|
| builds duration                                               | 3.4774 1.8004 1.931 0.0534 .       |
| Log(theta)                                                    | -1.5574 0.0603 -25.819 < 2e-16 ***|

The **Build Activity** sub-practice has a significant correlation with the number of bug-related IRs (Table 3). This result may be because more builds may be a consequence of the necessity of fixing more bug-related IRs. Another explanation is that more builds may indicate projects that interact more with their end-users who, in turn, report more bug-related IRs. On the other hand, **Build Health** has an inverse correlation with bug-related IRs. The better the **Build Health** the lower the number of bug-related IRs. This result suggests that projects with less broken builds are less likely to deliver bugs to the end users. Surprisingly, the **Time to Fix a Broken Build** sub-practice has an inverse correlation with bug-related IRs. Projects taking a longer time to fix broken builds may have fewer bug-related IRs.

In our dataset, taking a longer time to fix broken builds is correlated with a reduced **Build Activity** (see Section RQ1). We conjecture that fewer builds may be associated with a low activity within the projects (e.g., receiving fewer updates or contributions from external users). Consequently, less bug-related IRs could have been reported in projects with a longer **Time to Fix Broken Builds**. In fact, the **Time to Fix Broken Builds** is inversely correlated with **Build Health** (R-squared of 0.2324), meaning that projects that take a longer time to fix a broken build also tend to have more build breakages in general, which may make the project less attractive to users.

For example, project stability (e.g., less breakages) may be related to project attractiveness [33].
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Table 4: CI high-level Themes emerged from the Document Analysis

| CI high-level themes | Description |
|----------------------|-------------|
| Automatic Tests      | Denotes evidence of automated tests |
| Integration          | Denotes integration issues |
| Intense Discussion   | More than 10 comments in a PR |
| Code Review          | Indicates that the source code has been reviewed |
| CI                   | Issues, practices or tools directly related to CI |

Conflicts theme under the “Integration” high-level theme. Building the software constantly and making frequent commits should reduce conflicts and, consequently, integration effort.

As an example of a PR comment that we consider as having a positive meaning, we quote: “fast yet thorough review! I’ve implemented all of your suggestions”. This comment was associated with the theme **Indication of Code Review** of the Code Review high-level theme. According to Steve McConnell [21]: “Code review is one of the most effective ways to find bugs and improve code quality”, which is a practice recommended in CI. If we find a comment indicating that a code review was accomplished on the project at some point during the implementation of a PR, then we consider that the revised code tends to have fewer bugs [21]. Thus, **Indication of Code Review** is classified as having a positive meaning. In the opposite case, we quote: “Thanks for looking into the test failure!” This comment was associated with the theme **Indication of Test Failure** of the Automatic Tests high-level theme. According to the grey literature: [22]: “Developers must write automated builds with tests that pass 100% of the time, and not get or commit broken code from/to the version control repository”. If a PR comment indicates that “tests failed” it has a negative aspect for the project. Thus, we classified it as having a negative meaning. We explain our themes more thoroughly below.

**Automated Tests.** We obtained 29 citations related to Automated Tests in the Worst CI projects, of which 13 citations were related to the Indication of Test Failure (negative) theme. As examples of comments indicating test failures in the Worst CI projects, we quote the following comments: “This works great in my tests with Postman against my rails app but the specs I added fail in a mysterious way.” In another PR, a developers comments: “On the tests: The first two fail because ‘PORO:Employee:positions’ will return an empty array by default”. We also observed occurrences of specific tests failures in comments such as: “tests that are failing are being run with Python 2.7”.

**Code Review.** We found only two citations of the Indication of Code Review (positive) theme in the Worst CI projects, whereas we found 10 citations of the same theme in the Best CI projects. As examples, we quote the following excerpts for the Worst CI projects: “I couldn’t figure it out. Otherwise it is ready for review”. For the Best CI projects we quote: “I started reviewing some of the code”, “I see more changes that are needed but it looks already very good. Good job.”, “another question: did you @xxxxxx try with much longer salt size”, and “Processed your review comments...”.

**Integration.** We found five citations related to the Difficulty to Merge due to Conflict (negative) theme in the Worst CI projects, whereas we found two citations of the same theme in the Best CI projects. As examples, we quote the following excerpts for the Worst CI projects: “I rebased this branch on master resolved conflicts and merged then force pushed”, “Didn’t need to bump the examples version but it doesn’t really matter. Another conflict popped up however”. For the Best CI projects we quote: “Looks good now but I can’t merge because of docs/credits.txt conflict.”.

**Intense Discussion.** We found two main themes in the Worst CI projects: Discussion about tests configuration (negative) and Discussion on functionalities without tests (negative). On the other hand, we found one negative theme in the Best CI projects: Discussion on errors when running the application. As examples, we quote the following excerpts for the Worst CI projects: “This behavior has no tests and is not documented.” and “Let’s say hypothetically I moved the tests out of the package. On a scale from -1 to +1 how annoyed would you be to re-sync this again?”. For the Best CI projects we quote: “I believe the line ‘textexpand: include titlepag.tex’ failed; could be the cause for the index.html being malformed.”

Continuous Integration (CI). The Worst CI projects obtained 7 different themes directly related to the CI high-level theme, whereas the Best CI projects obtained only four CI themes. We thought this result was counter-intuitive. However, from the 7 different themes in the Worst CI projects, 6 of them were negative. Some examples of negative comments were: “The build is failing – would you take a look to see if you can get it working”, “Travis CI is being derpy again so whenever that decides to work.”, “Removing the archive makes our builds reproducible without setting that environment variable.”, “Travis CI failed only ruby 2.2.10. I will rebuild Travis CI”, “I see that this is failing to pass the tests in Travis - I’ll have a go at fixing that up now”, “Closed and reopened to wake up Travis CI.”. Regarding the Best CI Projects, from the four themes that we found, three themes were negative and one theme was positive.
The positive theme was the Modification of CI Server Configuration theme: “I modified the Travis configuration anyways to make builds 30 seconds faster.”

The theme Reporting of a CI Metric has a greater occurrence in the Worst CI projects and no occurrence at all in the Best CI projects. Indeed, this happened because the “graphite-project/graphite-web” project (classified under the Worst CI projects) used the CodeCov tool12, which automatically reports coverage values in the comments of each PR. Despite being a positive practice, unfortunately, the usage of such a tool does match the behavior of the project, i.e., the project obtained lower values within all CI sub-practices.

In general, the Worst CI projects have more citations of CI-related themes (78). However, most of these comments (60%) were classified as having a negative meaning. If we do not consider the Reporting of a CI Metric theme, the percentage would rise to (77%). The Best CI projects obtained 38 CI-related themes with 17 (44%) of the themes classified as having a negative meaning. For all CI high-level themes, the results were favorable for Best CI projects. Therefore, our data and results suggest that consistently employing CI sub-practices may indeed be associated with an improved development process.

Our results reveal that projects with best CI sub-practices values have fewer citations related to the CI high-level themes and these citations have a more positive meaning. It suggests that higher values in the 5 CI sub-practices indeed can indicate a better quality in the development process.

4 DISCUSSION

The main goal of our work was to highlight the importance of studying CI by means of its sub-practices. We were inspired by Felidré et al.’s work on the CI Theater phenomenon [10], which revealed that many projects do not follow CI practices. Therefore, instead of considering the usage of a CI server as the sole criterion to assume that projects use CI (which is a problem also highlighted by Soares et al.’s work [25]), we investigated the potential impact of CI on quality and productivity outcomes by means of 5 CI sub-practices.

All analyzed projects in our study adopt a CI service to automate the build and test execution process. However, only the most active projects — the projects making frequent commits and builds — are more productive. Furthermore, the increase in commit and build frequency does not come at the cost of quality; meaning that frequent commits and builds are more effective to generate more delivery value into the project. Additionally, CI can make developers more confident as they witness automated builds and tests providing continuous feedback. Thus pull requests are likely only created when they are in a near-approval state.

On the other hand, more active projects (in terms of builds and commits) tend to have more bug-related issue reports open. This can be an indication that such projects have a higher demand and receive more requests from external users or internally from the developers. Our results suggest that maintaining a good build health has a correlation with code quality. A better build health is associated with more stable versions of the project, generating fewer errors for users and consequently fewer bug-related issue reports.

Our work also found that projects with the best values for CI sub-practices generated fewer CI-related themes when we analyzed their development processes. In fact, the CI-related themes found in projects adhering to the sub-practices usually have a more positive connotation within the project. It reveals that projects that follow CI best sub-practices can be a reflection of a shared understanding between developers on how CI must be used, allowing developers to focus more on the business rules instead of discussing how CI should be used. Perhaps, if a project can document its “Continuous Integration Principles” it would make it easier for new contributors to understand the philosophy of the project when it comes to CI usage.

Next we discuss the implications of our work for researchers and practitioners.

Implications for researchers: Our study shows that we need to consider, measure and evaluate the different CI sub-practices to better determine that CI is being used in a project. Especially in RQ3, when we segment our projects into different groups (i.e., Best and Worst CI practices), we have evidence that the developers’ experience with CI is quite different. Future research should consider evaluating several CI sub-practices before evaluating the potential influence of CI adoption on software development aspects.

Implications for practitioners: The results of RQ1 and RQ2 indicate that certain benefits of CI (e.g., more merged PRs) are not equally shared by all of the CI sub-practices. For instance, our models in RQ1 reveal that practices such as Build Health and Build Duration do not have much influence on the number of merged PRs. Our results suggest that, instead of fully adopting CI from the beginning, a staged adoption (e.g., only certain practices) may be more wise given the goals of the project. For example, starting with frequent commits and builds Moreover, given that culture is an important factor for the successful adoption of new methodologies [16], the staged CI adoption can be a CI-enabler. With respect to quality, our recommendation is to strive to maintain a sound build health, i.e., to generate fewer broken builds. Build health obtained a significant and inverse correlation with the number of bug-related issue reports.

5 THREATS TO VALIDITY

In this section, we discuss the threats to the validity of our study.

Construct Validity Threats: Although Travis-CI is widely used in the context of GitHub open-source projects, existing projects may use other CI services or servers, which might have led us to discard relevant projects.

With respect to the analysis regarding core developers, there is no unique identifier to compare GitHub developers (as mentioned by Zhao et al. [34]). Due to this issue, we applied a heuristic based on the comparison of developer names to collect the data associated with a specific core or non-core developer. This heuristic may not be the most accurate, generating false negatives or positives in our data. We used sub-samples of the investigated projects to assess the quality of the extracted information related to developers.
Internal Validity Threats: We collected data regarding productivity and quality outcomes and CI sub-practices using implementation strategies reported by previous work. The productivity and quality outcomes were quantified in our study by means of merged PRs and bug-related closed issue reports, respectively, inspired by Vasilescu et al.’s work [30]. However, these measures only represent a specific perspective of productivity and quality. Other existing perspectives (e.g., effort) could be explored for future work. Our study also explored a total of 5 sub-practices related to CI. Although they are expressive, this set could be extended with the analysis of other existing sub-practices such as code coverage, for example. In fact, we did not include the code coverage analysis because we only found a few GitHub projects maintaining a history of this metric in existing public repositories. Felidré et al.’s work [10] found the same obstacle when analyzing existing CI practices on GitHub projects.

In the qualitative analysis of RQ3, we acknowledge the potential for bias from the authors’ subjective interpretations of PR comments related to CI sub-practices. We mitigate this threat through the peer review of the codes and themes extracted using document analysis. As mentioned in Section 2, we also omitted the groups of projects of the PR comments that were analyzed to avoid bias related to some specific group (i.e., The Best and Worst CI Practices groups).

External Validity Threats: All analyzed open-source projects are hosted on the GitHub platform and use Travis CI as their CI service. We acknowledge that our results are restricted to the context of the analyzed projects. Additional replication studies are necessary in future work to generalize the results for projects of different nature. We made our dataset and results available to allow future replications of our study.13

6 RELATED WORK
In this section, we situate our study with respect to previous works that investigate the relationship between CI sub-practices and the productivity and quality of open-source projects.

Vasilescu et al. [30] developed a study to discern the effects of CI adoption in quality and productivity outcomes. They collected a dataset of 246 GitHub projects which at some point in their history added the Travis CI to the development process. They found that after adopting the Travis CI, teams are significantly more effective at merging pull requests submitted by core members. They also report that core developers in teams using CI are able to discover significantly more bugs than in teams not using CI. Similar to Vasilescu’s et al. work, our study investigated the CI impact on the productivity and quality of popular open-source projects by using the merged PR and closed bug-related issue outcomes, respectively. On the other hand, we analyzed the influence of different CI sub-practices on these outcomes. Our study found similar results for: (i) productivity - in which the Commit Activity and Build Activity CI sub-practices have impacted positively in the number of merged PRs; and (ii) quality - where the Build Activity CI sub-practice is correlated with an increase in the number of closed bug-related issues.

Bernardo et al. [2] analyzed 162,653 pull requests of 87 GitHub projects that are implemented in 5 different programming languages to evaluate the impact of adopting CI on the time to deliver merged PRs. Their work also considers the beginning of the usage of Travis online service as the starting point for the CI adoption. The study reports a large increase in the number of submitted, merged and delivered PRs per release after the CI adoption. Similar to Bernardo et al. work [2], our work also found an increase in the number of merged PRs but correlated with the Commit Activity and Build Activity CI sub-practices. In addition to that, we investigated the improvement of the quality of the project in terms of closed bug-related issues.

Felidré et al. [10] analyzed 1,270 open-source projects that use Travis CI and quantitatively studied the behavior of the adoption of existing CI sub-practices. They found that: (i) 60% of the projects have infrequent commits; (ii) 85% of the projects have at least one broken build that take a long time to be fixed; and (ii) most of projects have a build that executes with more than 10 minutes. Similar to Felidré et al. [10], we found indication that many Travis CI projects do not pay attention to the behavior of CI sub-practices during their development and evolution. However, the main goal of our work was assessing the benefits of these practices for the productivity and quality of projects. As our results showed, tracking these sub-practices is important to merge more PRs, generate fewer errors and face fewer problems during the development process.

7 CONCLUSION
We conducted an exploratory quantitative and qualitative study investigating how Continuous Integration practices may influence the productivity and quality outcomes of open-source projects. We analyzed a set of 90 relevant and active open-source projects for a period of 2 years.

We applied linear regression models to study potential associations between five CI sub-practices and the number of merged PRs (productivity). In addition, we studied the potential associations between the five CI sub-practices and the number of bug-related issue reports (quality).

Our findings revealed a positive correlation between the Commit Activity and Build Activity CI sub-practices and the increase in the number of merged pull requests. We also observed that Build Activity has a significant correlation with the number of bug-related issue reports. Moreover, a sound Build Health is associated with a decrease in the number of bug-related issue reports. Lastly, larger values of Time to Fix a Broken Build are associated with less bug-related issues.

To complement our quantitative analysis, we performed a qualitative Document Analysis to identify CI-related themes in the comments of pull requests. Our analysis suggests that higher values in the five analyzed CI sub-practices can indicate a better quality in the development process.
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