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1 Introduction

Let $P_n(R^m)$ be the class of all algebraic polynomials in $m$ variables with real coefficients of degree $n$. Further, let $C(\Omega)$ be the real space of all real valued continuous functions $f$ defined on a compact set $\Omega \subset R^m$ with the norm $\|f\|_{C(\Omega)} := \sup_{x \in \Omega} |f(x)|$, and let $L^p(\Omega)$, $1 \leq p \leq \infty$, be the space of all Lebesgue-measurable functions $f$ on $\Omega \subset R^m$ such that $\|f\|_{L^p(\Omega)} := (\int_{\Omega} |f(x)|^p \, dx)^{1/p} < \infty$ if $1 \leq p < \infty$, and $L_\infty := C(\Omega)$. Moreover, $N = \{1, 2, 3, \ldots\}$ and $N_0 = \{0\} \cup N$.

Definition 1.1 We say that a compact set $E \neq \emptyset \subset R^m$ satisfies $L_p$ Markov type inequality (or: is a $L_p$ Markov set) if there exist $\kappa, C > 0$ such that, for each polynomial $P \in P(R^m)$ and each $\alpha \in N_0^m$, $\|D^\alpha P\|_{L^p(E)} \leq (C(deg(P)))^\kappa |\alpha| \|P\|_{L^p(E)}$, (1)

where $D^\alpha P = \frac{\partial^{|\alpha|} P}{\partial x_1^{\alpha_1} \cdots \partial x_m^{\alpha_m}}$ and $|\alpha| = \alpha_1 + \cdots + \alpha_m$.

Clearly, by iteration, it is enough to consider in the above definition multi-indices $\alpha$ with $|\alpha| = 1$. The inequality (1) is a generalization of the classical Markov inequality:

$$\|P\|_{C([-1,1])} \leq (\deg(P))^2 \|P\|_{C([-1,1])}.$$ 

The classical Markov inequality and its extensions for multivariate case play a central role in various approximation problems.

In this paper we shall consider the following problem:

For a given $L_p$ Markov set $E$ determine $\mu_p(E) := \inf \{ \kappa : E \text{ satisfies (1)} \}$.

The quantity $\mu_p(E)$ is called $L_p$ Markov exponent and was first considered by Baran and Pleśniak in [3] for $p = \infty$. For any compact set $E$ in $R^m$ we have $\mu_p(E) \geq 2$. It is well known that for Locally Lipschitzian compact subsets of $R^m$ and thus, in particular convex domains the $L_p$ Markov exponent is equal to 2 (see [6]). If $E \subset R^m$ is a $Lip_\gamma$, $0 < \gamma < 1$ cuspidal domain, then $\mu_\infty(E) = \frac{2}{\gamma}$ (see for instance, [7], [1], [10]). Recently, in [11], for $1 \leq p < \infty$, the same exponent $\frac{2}{\gamma}$ as in $L_\infty$ norm was obtained for $Lip_\gamma$, $0 < \gamma < 1$ cuspidal piecewise graph domains that are imbedded in an affine image of the
that our set \( K \) satisfies \( L_p \) Markov type inequality, with exponent 2, for a derivative with respect to \( x \).

**Lemma 2.1** Let \( f : [0, 1] \rightarrow [0, \infty) \) be a convex function so that \( f'(0) = f(0) = 0 \) and \( f'(1) < \infty \). Suppose that there exist constants \( a \) and \( k \) such that \( a > 0 \), \( k \in \mathbb{N} \), \( k \geq 2 \), \( f(1) > a \), and \((f)^{1/k}\) is a concave function on the interval \((0, 1)\). Then, for every \( 1 \leq p < \infty \), there exists a positive constant \( B_1 \) such that, for each polynomial \( P \in \mathcal{P}(\mathbb{R}^2) \),

\[
\frac{\| \partial P \|_{L_p(K)}}{\| P \|_{L_p(K)}} \leq B_1(\deg P)^2 \| P \|_{L_p(K)},
\]

where \( K := \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, ax^k \leq y \leq f(x)\} \).

**Proof.** Let \( x_0 \in (0, 1) \). Define \( K_{x_0} = \{(x, y) \in \mathbb{R}^2 : x_0 \leq x \leq 1, ax^k \leq y \leq f(x)\} \). Then the domain \( K_{x_0} \) is locally Lipschitzian compact subsets of \( \mathbb{R}^2 \). Hence by the main result of [6], there exists a positive constant \( A \) such that

\[
\frac{\| \partial P \|_{L_p(K_{x_0})}}{\| P \|_{L_p(K_{x_0})}} \leq A(\deg P)^2 \| P \|_{L_p(K_{x_0})},
\]

for each polynomial \( P \in \mathcal{P}(\mathbb{R}^2) \). Keeping \( x_0 \) fixed in \((0, 1)\), according to the inequality above, it is enough to verify that there exists a positive constant \( A_1 \) such that

\[
\frac{\| \partial P \|_{L_p(K \setminus K_{x_0})}}{\| P \|_{L_p(K)}} \leq A_1(\deg P)^2 \| P \|_{L_p(K)},
\]

for each polynomial \( P \in \mathcal{P}(\mathbb{R}^2) \). The value of \( x_0 \) will be provided later.

Using the change of variables \( y = s^k \), we have

\[
\frac{\| \partial P \|_{L_p(K)}}{\| P \|_{L_p(K)}} = \int_{\hat{K}} \left| \frac{\partial P}{\partial x}(x, s) \right|^p ks^{k-1} dx ds,
\]

where \( \hat{K} = \{(x, s) \in \mathbb{R}^2 : 0 \leq x \leq 1, \sqrt[k]{ax} \leq s \leq (f(x))^{1/k}\} \).
Since \( f(1) > a \), we can select \( \alpha, \beta \) so that \( \sqrt[k]{a} < \alpha < \beta < (f(1))^{1/k} \). Now define \( l_{\alpha,\beta}(x) = \alpha x + \beta - \alpha \). Since \( (f(x))^{1/k} \) is a concave function on the interval \((0,1)\), the equation \( l_{\alpha,\beta}(x) = (f(x))^{1/k} \) has a unique solution in \((0,1)\). Let \( x_0 \) be the solution.

Define

\[
\hat{K}_{x_0} = \{(x,s) \in \mathbb{R}^2 : x_0 \leq x \leq 1, \sqrt[k]{a}x \leq s \leq \sqrt[k]{a}x + (f(x_0))^{1/k} \}
\]

\[
L = \{(x,s) \in \mathbb{R}^2 : x_0 \leq x \leq 1, \sqrt[k]{a}x \leq s \leq k\sqrt[k]{ax} \}
\]

\[
L_{\alpha,\beta} = \{(x,s) \in \mathbb{R}^2 : x_0 \leq x \leq 1, l_{\alpha,\beta}(x) - (f(x_0))^{1/k} + \sqrt[k]{a}x_0 \leq s \leq l_{\alpha,\beta}(x) \}
\]

An illustration of \( L, L_{\alpha,\beta} \) and \( \hat{K}_{x_0} \) is shown in Figure 1. It is clear that \( L, L_{\alpha,\beta} \subset \hat{K}_{x_0} \subset \hat{K} \).

Let \( V_1 = (\hat{K} \setminus \hat{K}_{x_0}) \cup L \) and \( V_2 = (\hat{K} \setminus \hat{K}_{x_0}) \cup L_{\alpha,\beta} \). With this notation, we have

\[
\int_{V_1} \left| \frac{\partial P}{\partial x}(x,s^k) \right|^p ks^{k-1} dxdx = \int_0^1 \int_{\sqrt[k]{a}x}^{g(x)} \left| \frac{\partial P}{\partial x}(x,s^k) \right|^p ks^{k-1} dsdx,
\]

\[
\int_{V_2} \left| \frac{\partial P}{\partial x}(x,s^k) \right|^p ks^{k-1} dxdx = \int_0^1 \int_{j(x)}^{h(x)} \left| \frac{\partial P}{\partial x}(x,s^k) \right|^p ks^{k-1} dsdx.
\]
Making the change of variables \( s = t + \sqrt[\alpha]{x} \) in the first and \( s = t + \alpha x \) in the second integral and changing the orders of integration, we obtain

\[
\int_{V_1} \left| \frac{\partial P}{\partial x}(x, s^k) \right|^p ks^{k-1} dx ds = \int_{0}^{y_0} \int_{\tilde{j}(t)}^{1} \left| \frac{\partial P}{\partial x}(x, (t + \sqrt[\alpha]{x})^k) \right|^p (k + \sqrt[\alpha]{x})^{k-1} dx dt,
\]

\[
\int_{V_2} \left| \frac{\partial P}{\partial x}(x, s^k) \right|^p ks^{k-1} dx ds = \int_{\beta - \alpha - y_0}^{1} \int_{\tilde{j}(t)}^{1} \left| \frac{\partial P}{\partial x}(x, (t + \alpha x)^k) \right|^p (k + \alpha x)^{k-1} dx dt.
\]

Here \( y_0 = (f(x_0))^{1/k} - \sqrt[\alpha]{x_0} \), \( \tilde{g} \) is the inverse of the restriction of \((f(x))^{1/k} - \sqrt[\alpha]{x} \) to \([0, x_0] \) and

\[
\tilde{j}(t) = \begin{cases} \frac{\tilde{h} - t}{\tilde{h}(t)} & t \in [\beta - \alpha - y_0, 0] \\ \frac{t}{\tilde{h}(t)} & t \in (0, \beta - \alpha] \end{cases},
\]

where \( \tilde{h} \) is the inverse of the restriction of \((f(x))^{1/k} - \alpha x \) to \((0, x_0] \). By Theorem 10.6 of [3], there exists a positive constant \( A_2 \) (depending only on \( x_0 \) and \( p \)) such that

\[
\int_{\tilde{j}(t)}^{1} \left| Q'(x)^p (t + \sqrt[\alpha]{x})^{k-1} dx \leq A_2 (\deg Q + k)^{2p} \int_{\tilde{j}(t)}^{1} \left| Q(x)^p (t + \sqrt[\alpha]{x})^{k-1} dx,
\]

\[
\int_{\tilde{j}(\tau)}^{1} \left| R'(x)^p (\tau + \alpha x)^{k-1} dx \leq A_2 (\deg R + k)^{2p} \int_{\tilde{j}(\tau)}^{1} \left| R(x)^p (\tau + \alpha x)^{k-1} dx,
\]

for every \( Q, R \in \mathcal{P}(\mathbb{R}) \), for every \( t \in [0, y_0] \) and for every \( \tau \in [\beta - \alpha - y_0, \beta - \alpha] \). Hence

\[
\int_{V_1} \left| \frac{\partial P}{\partial x}(x, s^k) + \sqrt[\alpha]{a} ks^{k-1} \frac{\partial P}{\partial y}(x, s^k) \right|^p ks^{k-1} dx ds \leq A_2 (k \deg P + k)^{2p} \int_{V_1} \left| P(x, s^k) \right|^p ks^{k-1} dx ds,
\]

\[
\int_{V_2} \left| \frac{\partial P}{\partial x}(x, s^k) + \alpha ks^{k-1} \frac{\partial P}{\partial y}(x, s^k) \right|^p ks^{k-1} dx ds \leq A_2 (k \deg P + k)^{2p} \int_{V_2} \left| P(x, s^k) \right|^p ks^{k-1} dx ds.
\]

Since \( \hat{K} \setminus \hat{K}_{x_0} \subset V_1 \subset \hat{K} \) and \( \hat{K} \setminus \hat{K}_{x_0} \subset V_2 \subset \hat{K} \), the above inequalities yield

\[
\int_{\hat{K} \setminus \hat{K}_{x_0}} \left| \frac{\partial P}{\partial x}(x, s^k) \right|^p ks^{k-1} dx ds \leq \frac{2^{p-1} A_2}{(\alpha - \sqrt[\alpha]{a})^p} (k \deg P + k)^{2p} \int_{\hat{K}} \left| P(x, s^k) \right|^p ks^{k-1} dx ds.
\]

Therefore,

\[
\left\| \frac{\partial P}{\partial x} \right\|_{L_p(K \setminus K_{x_0})}^p \leq \frac{2^{p-1} A_2}{(\alpha - \sqrt[\alpha]{a})^p} (k \deg P + k)^{2p} \left\| P \right\|_{L_p(K)}^p.
\]

Thus there is a positive constant \( A_1 \) such that

\[
\left\| \frac{\partial P}{\partial x} \right\|_{L_p(K \setminus K_{x_0})} \leq A_1 (\deg P)^2 \left\| P \right\|_{L_p(K)},
\]

for each polynomial \( P \in \mathcal{P}(\mathbb{R}^2) \).

The second lemma shows Remez-type inequality on \( K \).
Lemma 2.2 Let \( f, a, k, \) and \( K \) be as in Lemma 2.1. Then, for every \( 1 \leq p < \infty \), there exists a positive constant \( B_2 \) such that, for every \( n \in \mathbb{N}, n \geq 2 \) and each polynomial \( P \in P_n(\mathbb{R}^2) \),

\[
\|P\|_{L_p(K)} \leq B_2 \|P\|_{L_p(K_{1/n^2})},
\]

where \( K_{1/n^2} := \{ (x, y) \in \mathbb{R}^2 : \frac{1}{n^2} \leq x \leq 1, ax^k \leq y \leq f(x) \} \).

Proof. Proceeding as in the proof of Lemma 2.1, we have

\[
\|P\|_{L_p(K)}^p = \int_{K} |P(x, s^k)|^p k s^{k-1} dx ds,
\]

where \( K = \{ (x, s) \in \mathbb{R}^2 : 0 \leq x \leq 1, \sqrt[4]{a} x \leq s \leq (f(x))^{1/k} \} \). If we set

\[
u(x) = \begin{cases} (f(x))^{1/k} & x \in [0, 1/4] \\ \sqrt[4]{a} x + (f(1/4))^{1/k} + \frac{\sqrt[4]{a}}{4} & x \in (1/4, 1] \end{cases}
\]

and

\[
\tilde{K} = \{ (x, s) \in \mathbb{R}^2 : 0 \leq x \leq 1, \sqrt[4]{a} x \leq s \leq u(x) \},
\]

we can write

\[
\int_{\tilde{K}} |P(x, s^k)|^p k s^{k-1} dx ds = \int_{0}^{1} \int_{0}^{u(x)} |P(x, s^k)|^p k s^{k-1} ds dx.
\]

Using the change of variables \( s = t + \sqrt[4]{a} x \) and changing the order of integration, we have

\[
\int_{K} |P(x, s^k)|^p k s^{k-1} dx ds = \int_{0}^{\eta} \int_{\tilde{u}(t)}^{1} |P(x, s^k)|^p k(t + \sqrt[4]{a} x)^{k-1} dt dx,
\]

where \( \eta = (f(1/4))^{1/k} + \frac{\sqrt[4]{a}}{4} \) and \( \tilde{u} \) is the inverse of the restriction of \((f(x))^{1/k} - \sqrt[4]{a} x\) to \([0, 1/4]\). By Theorem 4.5 of [5], there is an absolute constant \( B_2 > 0 \) such that

\[
\int_{\tilde{u}(t)}^{1} |P(x, s^k)|^p k(t + \sqrt[4]{a} x)^{k-1} dx \leq B_2 \int_{\tilde{u}(t)}^{1} |P(x, s^k)|^p k(t + \sqrt[4]{a} x)^{k-1} dx
\]

for every \( n \in \mathbb{N}, n \geq 2 \) and each polynomial \( P \in P_n(\mathbb{R}^2) \). Here \( \tilde{u}_n \) is the function on \([0, \eta]\) defined by \( \tilde{u}_n(t) = \max\{1/n^2, \tilde{u}(t)\} \). Hence

\[
\int_{\tilde{K}} |P(x, s^k)|^p k s^{k-1} dx ds \leq B_2 \int_{K_{1/n^2}} |P(x, s^k)|^p k s^{k-1} dx ds,
\]

where \( K_{1/n^2} = \{ (x, s) \in \mathbb{R}^2 : 1/n^2 \leq x \leq 1, \sqrt[4]{a} x \leq s \leq u(x) \} \). Therefore

\[
\int_{\tilde{K}} |P(x, s^k)|^p k s^{k-1} dx ds \leq B_2 \int_{K_{1/n^2}} |P(x, s^k)|^p k s^{k-1} dx ds,
\]

which completes the proof.
3 Main result

**Theorem 3.1** Let $f : [0, 1] \to [0, \infty)$ be a convex function so that $f'(0) = f(0) = 0$ and $f'(1) < \infty$. Suppose that there exist constants $a$ and $k$ such that $a > 0$, $k \in \mathbb{N}$, $k \geq 2$, $f(1) > a$, and $(f)^{1/k}$ is a concave function on the interval $(0, 1)$. Let $K = \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, ax^k \leq y \leq f(x)\}$. Then, for every $1 \leq p < \infty$,

$$
\mu_p(K) = \inf\{\tau > 0 : \exists C > 0 \forall n \in \mathbb{N} \ n^2 \leq Cf'(1/n^2)\}. \tag{4}
$$

**Proof.** First we show that $\mu_p(K) \leq \inf\{\tau > 0 : \exists C > 0 \forall n \in \mathbb{N} \ n^2 \leq Cf'(1/n^2)\}$. By Lemma 2.1 and Lemma 2.2 it suffices to prove that there exists a positive constant $C$ such that

$$
\left\| \frac{\partial P}{\partial y} \right\|_{L_p(K_{1/n^2})} \leq C \frac{n^2}{f'(1/n^2)} \|P\|_{L_p(K)} \tag{5}
$$

for every polynomial $P \in P_n(\mathbb{R}^2)$. Let $\eta'_n = f'(1/n^2)$ and $\eta_n = f(1/n^2) - \frac{f'(1/n^2)}{n^2}$. Since $f(1) > a$, we can find a constant $c$ such that $f(1) > c^{k+1}f(1) > a$. Let

$$
K_{1/n^2}^c = \{(x, y) \in \mathbb{R}^2 : 1/n^2 \leq x \leq 1, ax^k + (1 - c)(\eta'_nx + \eta_n) \leq y \leq f(x)\}.
$$

Since $(f)^{1/k}$ is a concave function, the set $K_{1/n^2}^c$ is nonempty. Using the change of variables $y = s^k + (1 - c)(\eta'_nx + \eta_n)$, we have

$$
\|P\|^p_{L_p(K_{1/n^2})} = \int_{K_{1/n^2}} \left| P(x, s^k + (1 - c)(\eta'_nx + \eta_n)) \right|^p ks^{k-1} ds dx,
$$

where $K_{1/n^2} = \{(x, s) \in \mathbb{R}^2 : 1/n^2 \leq x \leq 1, \sqrt[n]{a} x \leq s \leq [f(x) - (1 - c)(\eta'_nx + \eta_n)]^{1/k}\}$.

It now follows from the convexity of $f$ that

$$
\hat{K}_{1/n^2} \subset \bar{K}_{1/n^2} = \{(x, s) \in \mathbb{R}^2 : 1/n^2 \leq x \leq 1, \sqrt[n]{a} x \leq s \leq (f(x))^{1/k}\},
$$

$$
\{(x, s) \in \mathbb{R}^2 : 1/n^2 \leq x \leq 1, \sqrt[n]{a} x \leq s \leq (cf(x))^{1/k}\} \subset \hat{K}_{1/n^2}.
$$

Select $\alpha, \beta$ so that $c(cf(1))^{1/k} > \beta > \alpha > \sqrt[n]{a}$. Let $l_{\sqrt[n]{a}, \alpha}(x) = \sqrt[n]{a} x + \alpha - \sqrt[n]{a}$. Then the equation $l_{\sqrt[n]{a}, \alpha}(x) = (cf(x))^{1/k}$ has a unique solution in $[0, 1]$, and we denote it by $x_1$.

Let $\lambda = \frac{\beta - (cf(1))^{1/k}}{1-x_1}$, and define $l_{\lambda, \beta}(x) = \lambda x + \beta - \lambda$. Now we wish to prove that the equation $l_{\lambda, \beta}(x) = (f(x))^{1/k}$ has a unique solution. Since $1 > c > 0$,

$$
(f(1))^{1/k} > c(cf(1))^{1/k} > \beta = l_{\lambda, \beta}(1). \tag{7}
$$

By the concavity of $(cf(x))^{1/k}$, and by the fact that $f(0) = 0$, we have

$$(cf(x))^{1/k} \geq (cf(1))^{1/k} x \quad \text{for every} \quad x \in [0, 1].$$

Thus by $(cf(1))^{1/k} > \beta$,

$$(cf(1))^{1/k} x > \beta x \quad \text{for every} \quad x \in (0, 1].$$

Therefore

$$
l_{\lambda, \beta}(0) = \beta - \lambda = \frac{(cf(x_1))^{1/k} - \beta x_1}{1-x_1} > 0 = (f(0))^{1/k}. \tag{8}
$$
By (7) and (8) there exists $x_0 \in (0, 1)$ such that $l_{\lambda, \beta}(x_0) = (f(x_0))^{1/k}$. The Lemma 1.1.4 from [9] asserts the uniqueness of $x_0$. Let $\varphi(n)(x) := \left[ f(x) - (1 - c)(\eta'_n x + \eta_n) \right]^{1/k}$ for every $1/n^2 < x_0$ and $x \in [1/n^2, 1]$. The functions $f^{1/k}$, $\sqrt[3]{ax}$, $(cf)^{1/k}$, $l_{\lambda, \beta}$, and $\varphi(n)$ are illustrated in Figure 2. In order to be able to implement the techniques used in the proof of Lemma 2.1, we must show that
\[
\varphi_n(x) \geq \lambda x + \varphi_n(1/n^2) - \lambda/n^2 \quad \text{for } x \in [x_0, 1].
\]
Since $c(cf(1))^{1/k} > \beta$,
\[
\frac{c(cf(1))^{1/k} - c(cf(x_1))^{1/k}}{1 - x_1} > \frac{c(cf(1))^{1/k} - (cf(x_1))^{1/k}}{1 - x_1} > \lambda. \quad (9)
\]
The concavity of $f^{1/k}$ yields
\[
c^{1/k+1}(f^{1/k})'(x) \geq \frac{c(cf(1))^{1/k} - c(cf(x_1))^{1/k}}{1 - x_1} \quad \text{for every } x \in (0, x_1]. \quad (10)
\]
The convexity of $f$ gives
\[
\varphi_n'(x) \geq c^{1/k+1}(f^{1/k})'(x) \quad \text{for every } x \in (1/n^2, 1]. \quad (11)
\]
Putting the inequalities (9) – (11) together, we have
\[
\varphi_n'(x) > \lambda \quad \text{for every } x \in [1/n^2, x_1].
\]
Therefore $\varphi_n(x) - \lambda x$ is strictly increasing on $[1/n^2, x_0]$ and
\[
\varphi_n(x) \geq \lambda x + \varphi_n(1/n^2) - \lambda/n^2 \quad \text{for } x \in [1/n^2, x_1].
\]
Now, similarly as in the proof of Lemma 2.1 we can establish that there exists a positive constant $B$ (independent on $n$) such that
\[
\int_{K_{1/n^2,x_0}^c} \left| \frac{\partial P}{\partial x}(x, z) + \sqrt[8]{\alpha}(ks^{k-1} + (1-c)\eta_n^j) \frac{\partial P}{\partial y}(x, z) \right|^p \; k s^{k-1} \; dx \; ds \\
\leq B(\text{deg } P + k)^2 \int_{K_{1/n^2}^c} |P(x, z)|^p \; k s^{k-1} \; dx \; ds,
\]
\[
\int_{K_{1/n^2,x_0}^c} \left| \frac{\partial P}{\partial x}(x, z) + \lambda (ks^{k-1} + (1-c)\eta_n^j) \frac{\partial P}{\partial y}(x, z) \right|^p \; k s^{k-1} \; dx \; ds \\
\leq B(\text{deg } P + k)^2 \int_{K_{1/n^2}^c} |P(x, z)|^p \; k s^{k-1} \; dx \; ds,
\]
where $z = s^k + (1-c)(\eta_n^j x + \eta_n)$

\[
\hat{K}_{1/n^2,x_0}^c = \{ (x, s) \in \mathbb{R}^2 : 1/n^2 \leq x \leq x_0, \sqrt{\alpha} x \leq s \leq [f(x) - (1-c)(\eta_n^j x + \eta_n)]^{1/k} \}.
\]

From these inequalities, we see that
\[
\int_{\hat{K}_{1/n^2,x_0}^c} \left| \frac{\partial P}{\partial x}(x, z) + (1-c)\eta_n^j \frac{\partial P}{\partial y}(x, z) \right|^p \; k s^{k-1} \; dx \; ds \\
\leq B 2^{p-1}(\text{deg } P + k)^2 \int_{K_{1/n^2}^c} |P(x, z)|^p \; k s^{k-1} \; dx \; ds.
\]

Hence by (8), we have
\[
\int_{K_{1/n^2,x_0}^c} \left| \frac{\partial P}{\partial x}(x, y) + (1-c)\eta_n^j \frac{\partial P}{\partial y}(x, y) \right|^p \; dx \; dy \\
\leq B 2^{p-1}(\text{deg } P + k)^2 \int_{K_{1/n^2}^c} |P(x, y)|^p \; dx \; dy.
\]

Thus, by Lemma 2.1 and the fact that $K_{1/n^2,x_0}^c \subset K$, we have
\[
\int_{K_{1/n^2,x_0}^c} \left| (1-c)\eta_n^j \frac{\partial P}{\partial y}(x, y) \right|^p \; dx \; dy \\
\leq (B + B_1) 4^{p-1}(\text{deg } P + k)^2 \int_K |P(x, y)|^p \; dx \; dy.
\]

(12)

Now we wish to prove a similar result to (12) for the following domain
\[
K_{0,\delta}^c = \{ (x, y) \in \mathbb{R}^2 : 0 \leq x \leq \delta, ax^k \leq y \leq ax^k + (1-c)(\eta_n^j x + \eta_n) \}.
\]

where $\delta$ is a fixed number in $(0, 1)$ which does not depend on $n$. Using the change of variables $y = s + ax^k$, we have
\[
\int_{K_{0,\delta}^c} \left| \frac{\partial P}{\partial y}(x, y) \right|^p \; dx \; dy = \int_{T_{n,\delta}} \left| \frac{\partial P}{\partial y}(x, s + ax^k) \right|^p \; dx \; ds.
\]
where \( T_{n,\delta} = \{(x, s) \in \mathbb{R}^2 : 0 \leq x \leq \delta, 0 \leq s \leq (1 - c)(\eta_n' x + \eta_n)\} \). It is clear that
\[
T_{n,1/2} \subset L := \{(x, s) \in \mathbb{R}^2 : 0 \leq s \leq \sigma, \psi_n(s) \leq x \leq \psi_n(s) + 1/2\} \subset T_{n,1},
\] (13)
where \( \psi_n(s) = \frac{s}{(1-c)\eta_n'} - \frac{\eta_n}{\eta_n'} \) and \( \sigma = (1-c)(\frac{\eta_n'}{2} + \eta_n) \). A change of variables gives
\[
\int_{L} \left| \frac{\partial P}{\partial y}(x, s + axk) \right|^p \, dxds = \int_0^\sigma \int_0^{\frac{1}{2}} \left| \frac{\partial P}{\partial y}(t + \psi_n(s), s + a(t + \psi_n(s))^k) \right|^p \, dt \, ds.
\]
Applying the univariate \( L^p \) Markov inequality twice we obtain, with an absolute constant \( B_3 \),
\[
\int_{L} \left| \frac{\partial P}{\partial y}(x, s + axk) + (\psi_n'(s) - 1) \frac{\partial P}{\partial x}(x, s + axk) \right|^p \, dxds 
\leq (B_3(1 + 1/\sigma))^p (k \deg P)^{2p} \int_{L} \left| P(x, s + axk) \right|^p \, dxds.
\]
Thus, by (13), and by the fact that \( K_{0,1}^n \subset K \), we have
\[
\int_{K_{0,1/2}^n} \left| \frac{\partial P}{\partial y}(x, y) + (\psi_n'(s) - 1) \frac{\partial P}{\partial x}(x, y) \right|^p \, dxdy 
\leq (B_3(1 + 1/\sigma))^p (k \deg P)^{2p} \int_K \left| P(x, y) \right|^p \, dxdy. \tag{14}
\]
By Lemma 2.1,
\[
\int_{K_{0,1/2}^n} \left| (\psi_n'(s) - 1) \frac{\partial P}{\partial x}(x, y) \right|^p \, dxdy 
\leq (B_1|\psi_n'(s) - 1|)^p (\deg P)^{2p} \int_K \left| P(x, y) \right|^p \, dxdy. \tag{15}
\]
By (14) and (15), there exists a positive constant \( B_4 \) such that
\[
\int_{K_{0,1/2}^n} \left| \frac{\partial P}{\partial y}(x, y) \right|^p \, dxdy 
\leq \left( \frac{B_4}{\eta_n'} \right)^p (\deg P)^{2p} \int_K \left| P(x, y) \right|^p \, dxdy. \tag{16}
\]
Now by (12) and (16), there exists a positive constant \( B_5 \) such that
\[
\int_{K_{1/n^2, \theta}} \left| \frac{\partial P}{\partial y}(x, y) \right|^p \, dxdy 
\leq \left( \frac{B_5}{\eta_n'} \right)^p (\deg P)^{2p} \int_K \left| P(x, y) \right|^p \, dxdy, \tag{17}
\]
where \( \theta := \min\{x_0, 1/2\} \) and \( K_{1/n^2, \theta} = \{(x, y) \in \mathbb{R}^2 : 1/n^2 \leq x \leq \theta, ax^k \leq y \leq f(x)\} \). Observe that \( K_{\theta,1} = \{(x, y) \in \mathbb{R}^2 : \theta \leq x \leq 1, ax^k \leq y \leq f(x)\} \) is locally Lipschitzian compact subsets of \( \mathbb{R}^2 \), then there exists a positive constant \( B_6 \), independent of \( n \), such that
\[
\int_{K_{\theta,1}} \left| \frac{\partial P}{\partial y}(x, y) \right|^p \, dxdy 
\leq B_6^p (\deg P)^{2p} \int_K \left| P(x, y) \right|^p \, dxdy. \tag{18}
\]
Thus, from inequalities (17) and (18), we conclude (5).
To prove that
\[
\mu_p(K) \geq \inf \{\tau > 0 : \exists C > 0 \forall n \in \mathbb{N} \, n^2 \leq C f'(1/n^2)n^\tau\},
\]
let \( U_n(x, y) = yP_n^{(\omega, \sigma)}(1 - x) \). Here \( P_n^{(\omega, \sigma)} \) denotes the Jacobi polynomial of degree \( n \) associated with parameters \( \omega, \sigma \). Then

\[
\|U_n\|_{L^p(K_{1/n^2})}^p = \frac{1}{p + 1} \int_0^{1/n^2} \left( (f(x))^{p+1} - (ax^k)^{p+1} \right) |P_n^{(\omega, \sigma)}(1 - x)|^p dx.
\]

Therefore,

\[
\|U_n\|_{L^p(K_{1/n^2})}^p \leq \frac{1}{p + 1} \int_0^{1/n^2} (f(x))^{p+1} |P_n^{(\omega, \sigma)}(1 - x)|^p dx.
\]

Applying certain properties of Jacobi polynomials \( P_n^{(\omega, \sigma)} \) verified in [14], (7.32.5), p. 169, and using \( kf(x) \geq x f'(x) \), one can show that there exists \( \Lambda > 0 \) such that

\[
\frac{1}{p + 1} \int_0^{1/n^2} (f(x))^{p+1} |P_n^{(\omega, \sigma)}(1 - x)|^p dx \leq \Lambda(\eta_n')^{p+1}n^{\omega p - 2}
\]

whenever \( \omega p + p/2 - 2 > 2k(p + 1) \). See [4] for details. Thus,

\[
\|U_n\|_{L^p(K_{1/n^2})}^p \leq \Lambda(\eta_n')^{p+1}n^{\omega p - 2}.
\] (19)

On the other hand, by the definition of \( K \),

\[
\left\| \frac{\partial U_n}{\partial y} \right\|_{L^p(K)}^p = \int_K |P_n^{(\omega, \sigma)}(1 - x)|^p dxdy \geq \int_0^{1/n} \int_{ax^k}^1 f(x) |P_n^{(\omega, \sigma)}(1 - x)|^p dy dx.
\] (20)

Since \( cf(x) \geq ax^k \), we can write

\[
\int_0^{1/n} \int_{ax^k}^1 f(x) |P_n^{(\omega, \sigma)}(1 - x)|^p dy dx \geq \int_0^{1/n} (1 - c)f(x) |P_n^{(\omega, \sigma)}(1 - x)|^p dx.
\] (21)

By making the change of variable \( x = \frac{z}{2n^2} \), we obtain

\[
\int_0^{1/n} f(x) |P_n^{(\omega, \sigma)}(1 - x)|^p dx = \frac{1}{2n^2} \int_0^2 f(\tau_n(z)) |P_n^{(\omega, \sigma)}(1 - \tau_n(z))|^p dz,
\] (22)

where \( \tau_n(z) = \frac{z}{2n^2} \). By the formula of Mehler-Heine type (see [14], Theorem 8.1.1.)

\[
\frac{1}{2n^2} |P_n^{(\omega, \sigma)}(1 - \tau_n(z))|^p \geq \frac{n^\omega p}{4p n^2} (4(z/2)^\omega J_\omega(z) - 1/1^\omega)^p
\]

for \( \omega > 0 \), and all sufficiently large \( n \). Here \( J_\omega(z) \) is the Bessel functions of the first kind. Since

\[
\min_{z \in [0, 2]} \{ (z/2)^\omega J_\omega(z) \} \geq \min_{z \in [0, 2]} \left\{ \frac{1}{\Gamma(\omega + 1)} - \frac{z^2}{4\Gamma(\omega + 2)} \right\} = \frac{\omega}{\Gamma(\omega + 2)},
\]

we have

\[
\frac{1}{2n^2} \int_0^2 f(g_n(z)) |P_n^{(\omega, \sigma)}(1 - g_n(z))|^p dz \geq \left( \frac{4\omega - 1}{4\Gamma(\omega + 2)} \right)^p n^{\omega p - 2} \int_0^2 f(g_n(z)) dz.
\] (23)
Then integration by parts shows that
\[ \int_0^2 f(g_n(z)) \, dz = 2f(1/n^2) - \frac{1}{2n^2} \int_0^2 zf'(g_n(z)) \, dz. \]

Since \( kf(x) \geq xf'(x) \), this leads to
\[ \int_0^2 f(g_n(z)) \, dz \geq \frac{2f(1/n^2)}{k+1} \geq \frac{2n^2}{n^2k(k+1)}. \] (24)

From (20)-(24) we see that
\[ \sum k f_k \leq 4k a_n / n. \]

This last inequality together with (19) imply that there exists a positive constant \( \Theta \) depending only on \( f \), \( k \) and \( \omega \) such that, for each \( n \),
\[ \left\| \frac{\partial U_n}{\partial y} \right\|_{L_p(K)} \geq \frac{\Theta n^2}{\eta_n^2} \left\| U_n \right\|_{L_p(K_{1/n^2})}. \]

An application of Lemma 2.2 completes the proof.

4 Concluding remarks

At the end of this article, we would like to make some comments related to the techniques used in this work and the relationship between the results and the known results. In addition, we will provide some consequences of the results obtained.

- Let \( k \in \mathbb{N}, k \geq 2, \) and \( 0 < a < 1 \). If \( 1 < r \leq k \), then we can apply the main result (Theorem 3.1) to the following domains:
  * \( D_1 = \{(x, y) \in \mathbb{R}^2 : 0 < x \leq 1, \ ax^k \leq y \leq b_1 x^r\}, \)
  * \( D_2 = \{(0, 0) \cup \{(x, y) \in \mathbb{R}^2 : 0 < x \leq 1, \ ax^k \leq y \leq x^r \ln(-\ln(b_2 x))\}, \)
  * \( D_3 = \{(0, 0) \cup \{(x, y) \in \mathbb{R}^2 : 0 < x \leq 1, \ ax^k \leq y \leq -x^r \ln(b_3 x)\}, \)
  * \( D_4 = \{(0, 0) \cup \{(x, y) \in \mathbb{R}^2 : 0 < x \leq 1, \ ax^k \leq y \leq x^r(-\ln(b_4 x))^c\}, \)

for appropriately adjusted constants \( b_1, b_2, b_3, b_4 \) and \( c \). In particular, the \( L^p \) Markov exponent of all of the above domains is equal to \( 2r \). However, \( D_1 \) satisfies \( L^p \) Markov type inequality with exponent \( 2r \) unlike other domains.

- The techniques used in this paper can be applied to the more general domains. Let \( 1 > d > 0 \). Let \( f, g : [0, 1] \to \mathbb{R} \) be continuous functions so that \( f'(0) = f(0) = g(0) = 0 \). Suppose that there exist constants \( a \) and \( k \) such that \( a > 0, k \in \mathbb{N}, k \geq 2, (f)^{1/k} \) is concave on the interval \( (0, d) \), and \( (g)^{1/k} \) are convex on the interval \( (0, d) \), and \( f(x) > ax^k > g(x) \) for \( x \in (0, d) \). If \( E_d := \{(x, y) \in \mathbb{R}^2 : d \leq x \leq 1, g(x) \leq y \leq f(x)\} \) is locally Lipschitzian, then
\[ \mu_p(E) = \inf \{ \tau > 0 : \exists \alpha > 0 \forall n \in \mathbb{N}, n^{2} \leq C f'(1/n^2)n^\tau \}, \]

where \( E = \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, g(x) \leq y \leq f(x)\} \).
• The techniques we use also work when \( k = 0 \) or \( k = 1 \), but in these cases, known results can be used to determine the \( L^p \) Markov exponent (see [11]).

• For certain functions \( f \), a lower bound for \( L^p \) Markov exponent (\( 1 \leq p < \infty \)) can be obtained by using the result that says that the exponent in the \( L^p \) norm cannot be less than the exponent in the supremum norm (see [2]).

• The work is devoted to two-dimensional sets. Nevertheless, in many cases the problem of finding the \( L^p \) Markov exponent for higher dimensional domains can be reduced to a two dimensional situation. Here are some examples:

\[
\begin{align*}
\ast & \{ (x,y) \in \mathbb{R}^2 : 0 \leq x \leq 1, \ ax^k \leq y \leq x^r \} \times [0,1]^m, \\
\ast & \{ (x,y) \in \mathbb{R}^{m+1} : |x| \leq 1, \ a|x|^k \leq y \leq |x|^r \}, \\
\ast & \{ x \in \mathbb{R}^m : a \leq |x_1|^k + |x_2|^k + \ldots + |x_m|^k, \ |x_1|^r + |x_2|^r + \ldots + |x_m|^r < 1 \}, \\
\ast & \{ (x,y,z) \in \mathbb{R}^3 : 0 \leq x \leq 1, \ ax^k \leq y \leq x^r, \ Ax + By + C_1 \leq z \leq Ax + By + C_2 \},
\end{align*}
\]

for every \( k, m \in \mathbb{N}, r, A, B, C_1, C_2 \in \mathbb{R} \) so that \( k \geq 2, r \leq k, 0 < a < 1, C_1 < C_2 \) and \( Ax + By + C_1 \geq 0 \) if \( 0 \leq x \leq 1, \ ax^k \leq y \leq x^r \). Here \( |x| := \sqrt{x_1^2 + x_2^2 + \ldots + x_m^2} \).
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