ON THE EXPONENTS OF FREE AND NEARLY FREE
PROJECTIVE PLANE CURVES

ALEXANDRU DIMCA AND GABRIEL STICLARU

Abstract. We show that all the possible pairs of integers occur as exponents for
free or nearly free irreducible plane curves and line arrangements, by producing
only two types of simple families of examples. The topology of the complements of
these curves and line arrangements is also discussed, and many of them are shown
not to be $K(\pi, 1)$ spaces.

1. Introduction

Let $C : f = 0$ be a reduced free curve of degree $d$ with exponents $d_1 \leq d_2$. Then
one has

$$d_1 + d_2 = d - 1,$$

see for instance [6], [7]. We assume that $C$ is not a union of lines passing through one
point, which is equivalent to asking $d_1 > 0$. When $C$ is irreducible, one also knows
that $d_1 \geq 2$, see [7]. The following natural question seems not to have a clear answer
in the existing literature to the best of our knowledge: given a degree $d$, which are
the pairs $(d_1, d_2)$ of exponents which may occur for a free curve of degree $d$ ? If we
fix the minimal degree $d_1$ of a syzygy involving the partial derivatives $f_x, f_y, f_z$ of
$f$, then the freeness of the curve $C$ can be characterized by a maximality property
of the corresponding total Tjurina number $\tau(C)$, see Theorem 3.2 in du Plessis and
Wall’s paper [9], and its discussion in [5]. However, in these papers it is not clear in
our opinion for which values of $d_1$ this maximality property can hold.

To our surprise, especially in view of the recent paper [3] showing that the free
and nearly free curves can be quite wild, in particular can fail to be rational, all
possible values of the exponents can be realized just by looking at very restrictive
classes of free curves. Here are the results, first for irreducible curves, and then for
line arrangements.

Theorem 1.1. Consider the irreducible curve $C : f = 0$ of degree $d$ in $\mathbb{P}^2$ given by

$$f(x, y, z) = x^d + x^{d_1} y^{d_2 + 1} + y^{d-1} z,$$

for $2 \leq d_1 < d/2$ and $d_2 = d - 1 - d_1$. Then the following holds.

(1) The curve $C$ is free with exponents $(d_1, d_2)$.

(2) The curve $C$ is rational and has a unique cusp, which has a unique Puiseux
pair, namely $(d - 1, d)$.
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For two integers $i \leq j$ we define a homogeneous polynomial in $\mathbb{C}[u, v]$ of degree $j - i + 1$ by the formula
\begin{equation}
  g_{i,j}(u, v) = (u - iv)(u - (i + 1)v) \cdots (u - jv).
\end{equation}

**Theorem 1.2.** Consider the line arrangement $\mathcal{A} : f = 0$ of $d \geq 3$ lines in $\mathbb{P}^2$ given by
\begin{equation}
  f(x, y, z) = xg_{1,d_1}(x, y)g_{1,d_2}(x, z) = 0,
\end{equation}
for $1 \leq d_1 < d/2$ and $d_2 = d - 1 - d_1$. Then the following holds.

1. The line arrangement $\mathcal{A}$ is free with exponents $(d_1, d_2)$.
2. The line arrangement $\mathcal{A}$ has at most two points of multiplicity $> 2$.

The corresponding results for nearly free irreducible curves and line arrangements are stated in Theorems 3.1 and 3.4. In Proposition 3.5 we show, using the results by du Plessis and Wall’s paper [10] on plane curves with symmetry, that for nearly free line arrangements one has $d_1 \geq 2$, i.e. the same condition as for the irreducible free curves.

The proofs in the irreducible case rely on the verification of Saito’s criterion of freeness and of its extension to nearly free curves established in [5]. In the case of line arrangements, we can use either the geometric results by Faenzi and Vallès in [11] and by Abe [1], or directly the characterization of (nearly) freeness in terms of the maximality of the total Tjurina number from [9] (in the free case) and [5] (in the nearly free case).

In the last section we discuss the topology of the complements in $\mathbb{P}^2$ of the families of curves introduced in Theorems 1.1, 1.2, 3.1 and 3.4. We show that most of these complements are not $K(\pi, 1)$ spaces. We thank Mike Falk for his help in proving Proposition 4.3.

2. PROOFS OF THEOREMS 1.1 AND 1.2

2.1. Proof of Theorem 1.1. One can easily find the following two syzygies involving the partial derivatives of $f$.

\begin{align}
  (2.1) \quad y^{d_1}f_y - ((d_2 + 1)x^{d_1} + (d - 1)y^{d_1-1}z)f_z &= 0, \\
  \text{and} \\

  (2.2) \quad (d_2 + 1)^2 y^{d_2}f_x - d((d_2 + 1)x^{d_2} - (d - 1)x^{d_2-d_1}y^{d_1-1})f_y - \\
  -(d_1(d_2 + 1)^2 x^{d_1-1}y^{d_2-d_1+1} + d(d - 1)^2 x^{d_2-d_1}y^{d_1-2}z^2)f_z &= 0.
\end{align}

We can conclude that $C$ is a free curve in two ways. The simplest way is to use Lemma 1.1 in [17], which says that a curve of degree $d$ having two independent syzygies of degree $d_1$ and $d_2$ such that $d_1 + d_2 \leq d - 1$ is free with exponents $(d_1, d_2)$.

Alternatively, one may use Saito’s criterion, see for instance [16] or [18], namely compute the determinant $\Delta$ of the $3 \times 3$ matrix obtain using for the first line $x, y, z$, for the second line the coefficients of the syzygy (2.1) and for the third line the
coefficients of the syzygy (2.2). One obtains that \( \Delta = c \cdot f \), for a nonzero constant \( c \), which again implies that \( A \) is free with exponents \( (d_1, d_2) \).

2.2. Proof of Theorem 1.2. Note that the line arrangement \( \mathcal{A} \) has the following two points of multiplicity (possibly) strictly greater than 2: the point \( A = (0 : 0 : 1) \) of multiplicity \( d_1 + 1 \) and the point \( B = (0 : 1 : 0) \) of multiplicity \( d_2 + 1 \). Then we apply Theorem 2 in [11] by taking \( k = d_1 \) and \( r = d_2 - d_1 \). We clearly have \( d = 2k + r + 1 \) and the line arrangement \( \mathcal{A} \) has a point of multiplicity \( h = d_1 + 1 \in [k, k + r + 1] \).

It follows that \( \mathcal{A} \) is free with exponents \( (d_1, d_2) \) if and only if the second Chern class \( c_2(T_{\mathbb{P}^2}(-\log \mathcal{A})) \) is given by \( d_1d_2 \). Note that the vector bundle \( T_{\mathbb{P}^2}(-\log \mathcal{A}) \) corresponds to the vector bundle denoted by \( T < \mathcal{A} > (-1) \) in [6], and hence the previous claim is compatible with the formula

\[
c_2(T < \mathcal{A} > (-1)) = (d - 1)^2 - \tau(\mathcal{A}),
\]

given in [6], see for instance the formula (3.2). The formulas (4) and (5) in Remark 2.2 in [11] imply that we have the following formula

\[
(2.3) \quad c_2(T_{\mathbb{P}^2}(-\log \mathcal{A})) = \sum_{j \geq 2} (j - 1)n_j - d + 1,
\]

where \( n_j \) denotes the number of points of multiplicity \( j \) in the line arrangement \( \mathcal{A} \). As we have seen above, there is one point of multiplicity \( d_1 + 1 \), one point of multiplicity \( d_2 + 1 \) and \( d_1d_2 \) additional nodes. It follows that

\[
c_2(T_{\mathbb{P}^2}(-\log \mathcal{A})) = d_1d_2 + d_1 + d_2 - d + 1 = d_1d_2
\]

and hence \( \mathcal{A} \) is free with exponents \( (d_1, d_2) \).

3. Exponents of nearly free plane curves

In this section we discuss the exponents of nearly free curves, a notion introduced in [8] in our study of rational cuspidal curves. Corollary 3.3 given below shows once more that it is natural to treat the free curves and the nearly free curves together.

**Theorem 3.1.** Consider the irreducible curve \( C : f = 0 \) of degree \( d \) in \( \mathbb{P}^2 \) given by

\[
f(x, y, z) = x^d + x^{d_2+1}y^{d_1-1} + y^{d-1}z,
\]

for \( 1 \leq d_1 \leq d/2 \) and \( d_2 = d - d_1 \). Then the following holds.

1. The curve \( C \) is nearly free with exponents \( (d_1, d_2) \).
2. The curve \( C \) is rational and has a unique cusp, which has a unique Puiseux pair, namely \( (d - 1, d) \).

**Proof.** The case \( d_1 = 1 \) follows from Proposition 5.1 in [8]. So from now on we suppose \( d_1 \geq 2 \). Then it is easy to find the following syzygies, where we set \( k = d_1 - 1 \geq 1 \).

\[
(3.1) \quad kxy^kfx - (dx^ky + (d - k)y^{k+1})fy + (d(d - 1)x^kz + (d - 1)(d - k)y^kz)fz = 0.
\]

\[
(3.2) \quad -ky^{d_2}fx + dx^{k-1}y^{d-2k}fy + (k(d - k)x^{d_2} - d(d - 1)x^{k-1}y^{d-2k-1}z)fz = 0.
\]
The last syzygy $af_x + bf_y + cf_z = 0$ is more difficult to determine. Such a syzygy implies that $a$ is divisible by $y^{k-1}$, say $a = y^{k-1}a_1$. It follows that
\[ x^{d-k-1}[a_1(dx^k + (d-k)y^k) + kbx] = -y^{d-k-1}((d-1)bz + cy). \]
Hence there is a linear form $L$ such that $a_1(dx^k + (d-k)y^k) + kbx = y^{d-k-1}L$ and $(d-1)bz + cy = -x^{d-k-1}L$. By taking $a_1 = qx^{d-2k} + y^{d-2k-1}z$, with $q$ to be determined, one gets the following solution.

\[ a = y^{k-1}(qx^{d-2k} + y^{d-2k-1}z), \]
\[ b = -[qd_x^{d-k-1} + q(d-k)x^{d-2k-1}y^k + d x^{k-1}y^{d-2k-1}z]/k, \]
\[ c = (d-1)[q(d-k)x^{d-2k-1}y^{k-1}z + d x^{k-1}y^{d-2k-2}z^2]/k, \]
where
\[ q = \frac{(d-k)k}{d(d-1)}. \]

Let $r_1$ (resp. $r_2$) be the vector constructed using the coefficients of $f_x, f_y, f_z$ in the syzygy \([\text{3.1}]\) (resp. \([\text{3.2}]\)). Let $r_3$ be the vector $(a, b, c)$, with $a, b, c$ defined above. One can then verify the relation
\[-qx^{d_2-d_1+1}r_1 + zr_2 + ky r_3 = 0,\]
which implies that $C$ is nearly free with exponents $(d_1, d_2)$ using the characterization of nearly free curves in Theorem 4.1 in [5].

\[ \square \]

**Remark 3.2.** Using the same approach as in the proof above one can show that the curve $C : f = x^{2k} + x^k y^k + y^{2k-1}z = 0$, resp. $C' : f' = x^{2k+1} + x^{k+1} y^k + y^{2k}z = 0$, is also nearly free with exponents $(k, k)$, resp. $(k, k+1)$. Note that the syzygies given in the proof of Theorem 3.1 do not apply to these two special cases, since some exponents there become negative.

This remark and Theorems 1.1 3.1 imply the following.

**Corollary 3.3.** Consider the rational cuspidal curve $C : f = x^d + x^ay^b + y^{d-1}z = 0$ with $a \geq 2, b \geq 1$. and $a + b = d$. Then the curve $C$ is free for $a < b$ with exponents $(a, b-1)$ and nearly free for $a \geq b$. The exponents in the latter case are $(b+1, a-1)$ if $a \geq b + 2$ and $(b, a)$ if $b \leq a \leq b + 1$.

In particular, for $d = 2d'$ even, the pairs $(a, b) = (d', d')$ and $(a, b) = (d' + 1, d' - 1)$ lead to the same exponent $(d', d')$, while for $d = 2d' + 1$ odd, the pairs $(a, b) = (d' + 1, d')$ and $(a, b) = (d' + 2, d' - 1)$ lead to the same exponent $(d', d' + 1)$.

Now we consider the nearly free line arrangements. Essentially we use the same arrangement as in Theorem 1.2 but we add a new line and create in this way a controlled number of triple points.
Theorem 3.4. Consider the line arrangement \( A : f = 0 \) of \( d = d_1 + d_2 \geq 4 \) lines in \( \mathbb{P}^2 \) given by
\[
f(x, y, z) = x(y - z)g_{1,d_1-1}(x, y)g_{2,d_2}(x, z) = 0
\]
for \( 2 \leq d_1 \leq d_2 \). Then the following holds.

(1) The line arrangement \( A \) is nearly free with exponents \((d_1, d_2)\).

(2) The line arrangement \( A \) has at most two points of multiplicity \( > 3 \).

Proof. As in the proof of Theorem 1.2 and using the same notation, it follows that we have
\[
(d - 1)^2 - \tau(A) = \sum_{j \geq 2} (j - 1)n_j - d + 1.
\]
Let us consider the multiple points of the arrangement \( A \). The point \( A = (0 : 0 : 1) \) has multiplicity \( d_1 \), the point \( B = (0 : 1 : 0) \) has multiplicity \( d_2 \). There are \( d_1 - 2 \) triple points on the line \( y - z = 0 \), namely the points \((2 : 1 : 1), \ldots, (d_1 - 1 : 1 : 1)\) and \( d - 1 - 2(d_1 - 2) = d_2 - d_1 + 3 \) double points.

And the lines passing through \( A \) and \( B \) intersect in \((d_1 - 1)(d_2 - 1) - (d_1 - 2)\) additional nodes. Hence
\[
\sum_{j \geq 2} (j - 1)n_j - d + 1 = (d_1 - 1) + (d_2 - 1) + [(d_1 - 1)(d_2 - 1) - (d_1 - 2) + d_2 - d_1 + 3] + 2(d_1 - 2) - d + 1 = d_1(d_2 - 1) + 1,
\]
which implies
\[
\tau(A) = (d - 1)^2 - d_1(d_2 - 1) - 1.
\]
By Theorem 3.1 in [5], in order to prove that \( A \) is nearly free it is enough to show that \( d_1 \) is the minimal degree of a nontrivial syzygy
\[
R : af_x + bf_y + cf_z = 0.
\]
In other words we have to show that

(i) there is a syzygy \( R \) with \( a, b, c \) homogeneous of degree \( d_1 \), and

(ii) any such syzygy \( R \) with \( a, b, c \) homogeneous of degree \( m \) satisfies \( m \geq d_1 \).

We start with one. Note that one can write
\[
f_y = -f\left(\frac{1}{x - y} + \frac{2}{x - 2y} + \cdots + \frac{d_1 - 1}{x - (d_1 - 1)y} - \frac{1}{y - z}\right).
\]
This implies that
\[
f_y = \frac{fP}{Q}
\]
where \( P \in \mathbb{C}[x, y, z] \) is homogeneous of degree \( d_1 - 1 \), \( Q \in \mathbb{C}[x, y, z] \) is homogeneous of degree \( d_1 \) and \( P \) and \( Q \) have no common factor. It follows that \( dQf_y = dfP = xPf_x + yPf_y + zPf_z \), or equivalently
\[
R_1 : xPf_x + (yP - dQ)f_y + zPf_z = 0.
\]
Note that \( a_1 = xP, b_1 = yP - dQ \) and \( c_1 = zP \) have no common factor in \( \mathbb{C}[x, y, z] \), and \( a_1, b_1, c_1 \) are homogeneous of degree \( d_1 \), hence this syzygy \( R_1 \) satisfies (i).
Suppose now that there is a non trivial syzygy \( R \) of degree \( m \) with \( m \leq d_1 - 1 \). Since \( R_1 \) cannot be a multiple of \( R \), it follows that we can apply Lemma 1.1 in [17] or the vanishing (4.1) in [5], and deduce that \( m = d - d_1 - 1 = d_2 - 1 \leq d_1 \) and \( A \) is free with exponents \((d_2 - 1, d_1)\). But this is impossible, since a free curve \( C \) with exponents \((d_2 - 1, d_1)\) has a Tjurina number \( \tau(C) = (d - 1)^2 - d_1(d_2 - 1) \), see for instance [7]. But this equality fails for \( A \), hence the existence of a syzygy \( R \) of degree \( m \leq d_1 - 1 \) is impossible. This completes the proof of Theorem 3.4.

The following result completes the picture.

**Proposition 3.5.** There is no nearly free line arrangement with exponents \((d_1, d_2)\) if \( d_1 = 1 \).

**Proof.** Suppose \( A \) is such an arrangement. Then as in formula (3.7), one should have

\[
\tau(A) = (d - 1)^2 - (d - 2) - 1 = d^2 - 3d + 2.
\]

Proposition 3.1 in [10] implies that \( A \) is invariant by a semisimple subgroup \( H \) in \( GL_3(\mathbb{C}) \). In fact, one can assume that \( d = d_1 + d_2 \geq 4 \), since all line arrangements with \( d < 4 \) are clearly free. Then Proposition 1.2 in [10] implies that \( \dim H = 1 \). More precisely, one can take \( H = \mathbb{C}^* \) and the action of \( H \) on \( \mathbb{P}^2 \) is given by

\[
t \cdot (x : y : z) = (x : t^b y : t^c z),
\]

for some integers \( b \) and \( c \), not both of them zero, see the beginning of section 2 in [10].

Note that a line arrangement is invariant by such an action if and only if any line in the arrangement is invariant. It is clear that the lines \( x = 0 \), \( y = 0 \) and \( z = 0 \) are invariant under this diagonal action. But the line arrangement \( xyz = 0 \) is free.

A line \( L : px + qy = 0 \) with both \( p \) and \( q \) nonzero is invariant by \( H \) if and only if \( b = 0 \). It follows that such a group action leaves invariant a line arrangement consisting of some lines through the point \( A = (0 : 0 : 1) \) and possibly the line \( z = 0 \). But these two types of arrangements are easily seen to be free.

Finally, a line \( L : px + qy + rz = 0 \) with all \( p, q, r \) nonzero is never invariant by a nontrivial action of \( H = \mathbb{C}^* \) as above.

This completes the proof of Proposition 3.5.

4. **The topology of the complements**

In this section we look at the topology of the complements \( U = \mathbb{P}^2 \setminus C \), where \( C \) is one of the free or nearly free curves discussed above. The case of the irreducible curves is covered by the following slightly more general result.

**Proposition 4.1.** Let \( C : f = 0 \) be a rational cuspidal curve of degree \( d > 1 \) in \( \mathbb{P}^2 \), having a point of multiplicity \( d - 1 \) and set \( U = \mathbb{P}^2 \setminus C \). Then the following hold.

1. \( \pi_1(U) = H_1(U, \mathbb{Z}) = \mathbb{Z}/d\mathbb{Z} \).
2. \( H_2(U, \mathbb{Z}) = 0 \).
(3) The Milnor fiber $F$ associated to the plane curve $C$ is homotopically equivalent to a bouquet of $(d - 1)$ spheres $S^2$.

In particular, $U$ is not a $K(\pi, 1)$-space.

Proof. The first claim follows from the fact that the existence of a point of multiplicity $(d - 1)$ forces the fundamental group $\pi_1(U)$ to be abelian, see for instance [4, Corollary (4.3.8), p.124].

The second claim follows from the fact that $H_2(U, \mathbb{Z})$ is torsion free (since the variety $U$, being affine, has the homotopy type of a CW-complex of dimension 2) and moreover, one has for the Euler number of $U$:

$$E(U) = E(\mathbb{P}^2) - E(C) = 3 - 2 = 1,$$

since $C$ is rational cuspidal, hence homeomorphic to $\mathbb{P}^1$.

To prove the last claim, note that the Milnor fiber $F$ is given by $f(x, y, z) - 1 = 0$ in $\mathbb{C}^3$ and it is the cyclic $d$-fold cover of $U$. It follows from (1) that $F$ is simply connected. Since $F$ is an affine surface, it follows that it has the homotopy type of a CW-complex of dimension 2, hence $F$ must be a bouquet of spheres $S^2$. Moreover, one has $E(F) = dE(U) = d$, which implies that there are $(d - 1)$ spheres in this bouquet.

Finally, one has $\pi_2(U) = \pi_2(F) = H_2(F, \mathbb{Z}) = \mathbb{Z}^{d-1} \neq 0$, and hence $U$ is not a $K(\pi, 1)$-space.

□

Now we consider the complements of the line arrangements described in Theorems 1.2 and 3.4.

Proposition 4.2. Consider the line arrangement $\mathcal{A} : f = 0$ in $\mathbb{P}^2$ given by

$$f(x, y, z) = xg_{1, d_1}(x, y)g_{1, d_2}(x, z) = 0,$$

for $1 \leq d_1 \leq d_2$. If $M(\mathcal{A})$ denotes the complement of $\mathcal{A}$ in $\mathbb{P}^2$, then one has

$$M(\mathcal{A}) = (\mathbb{C} \setminus \{d_1 \text{ points}\}) \times (\mathbb{C} \setminus \{d_2 \text{ points}\}).$$

In particular, $M(\mathcal{A})$ is a $K(\pi, 1)$-space where $\pi = \mathcal{F}_{d_1} \times \mathcal{F}_{d_2}$, with $\mathcal{F}_m$ the free group on $m$ generators.

Proof. We delete first the line $x = 0$, and we get the affine plane with coordinates $y, z$. The trace $\mathcal{B}$ of $\mathcal{A}$ on this affine plane is given by the equation $g_{1, d_1}(1, y)g_{1, d_2}(1, z) = 0$, which implies our claim.

□

Proposition 4.3. Consider the line arrangement $\mathcal{A} : f = 0$ in $\mathbb{P}^2$ given by

$$f(x, y, z) = x(y - z)g_{1, d_1}^{-1}(x, y)g_{2, d_2}(x, z) = 0$$

for $2 \leq d_1 \leq d_2$. If $M(\mathcal{A})$ denotes the complement of $\mathcal{A}$ in $\mathbb{P}^2$, then $M(\mathcal{A})$ is not a $K(\pi, 1)$-space if either $d_1 = 2$ or $d_1 = d_2 = 3$. 

Proof. Consider first the case $d_1 = 2$. We proceed as above, i.e. we delete first the line $x = 0$, and we get the affine plane with coordinates $y, z$. The trace $B$ of $A$ on this affine plane is given by the equation

$$(y - z)(y - 1)(z - \frac{1}{2})(z - \frac{1}{3}) \cdots (z - \frac{1}{d_2}) = 0.$$ 

This affine arrangement $B$ is the complexification of a real arrangement having a triangular chamber with double point vertices, and hence by [12, Example 2.7] $M(B)$, the complement of $B$ in $\mathbb{C}^2$, is not a $K(\pi, 1)$-space. Since $M(A) = M(A)$, this proves our claim in the first case.

Assume now that $d_1 = d_2 = 3$. Then the trace $B$ of $A$ on the affine plane is given by the equation

$$(y - z)(y - 1)(y - \frac{1}{2})(z - \frac{1}{2})(z - \frac{1}{3}) = 0.$$ 

This affine arrangement is lattice isotopic to the arrangement

$$B' : (y + z - 1)(y - 1)(y - \frac{1}{2})(z - \frac{1}{2})(z - \frac{1}{3}) = 0,$$ 

see [14] Definition 5.27] and use the family of lines

$$(y - \frac{1}{2}) - e^{\pi it}(z - \frac{1}{2}) = 0,$$ 

for $t \in [0, 1]$. In particular their complements are homeomorphic, see [15]. The arrangement $B'$ is the complexification of a real arrangement having a triangular chamber with double point vertices, and hence as above by [12, Example 2.7] $M(B')$ is not a $K(\pi, 1)$-space. A similar arrangement is discussed in [13], just after Theorem 2.4 and in [2, Example 6.9], where it is mentioned that in fact $\pi_1(M(B'))$ is the Stallings group.

□
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