“Knights”: First Place Submission for VIPriors21 Action Recognition Challenge at ICCV 2021
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Abstract. This technical report presents our approach “Knights” to solve the action recognition task on a small subset of Kinetics-400 i.e. Kinetics400ViPriors without using any extra-data. Our approach has 3 main components: state-of-the-art self-supervised pretraining, video transformer models, and optical flow modality. Along with the use of standard test-time augmentation, our proposed solution achieves 73% on Kinetics400ViPriors test set, which is the best among all of the other entries Visual Inductive Priors for Data-Efficient Computer Vision’s Action Recognition Challenge, ICCV 2021.

1 Introduction

Deep learning has enabled progress in video understanding tasks like action recognition [13,16,7], action detection [26,11,6,25] temporal action localization [29,28] etc. Most of the advancement in the video understanding due to deep network is built upon existence of the large scale labeled data like Kinetics [2], HACS [32], LSHVU [9] etc.

Recent works in video self-supervised learning [5,30,22,18,24,19] show that spatio-temporal representations learned from the self-supervised learning on the same dataset also helps in improving results of the video encoder by a significant margin over the training from scratch. In our proposed solution we opt for the Temporal Contrastive Learning for video Representation (TCLR) method [5] which gets the maximum gain among all methods while pretraining from the same dataset. On UCF101, without using any additional labeled or unlabeled data, TCLR pretrained model results in a boost of 20% Top-1 accuracy over the baseline model.

Recently, transformers have been applied to key computer vision tasks such as image classification after the introduction of Vision Transformer (ViT) [10].

* equal contribution
The impressive performance of transformers in the image domain led to investigation of Transformer-based architectures for video-based classification tasks. Video transformers have lead to state of the art performances on Kinetics-400 [3], SSv2 [14] and Charades [27]. Adding temporal attention encoder on top of ViT [10](Pretrained) was proposed in VTN [23] which led to good performance on video action recognition. A factorized spacetime attention based approach was proposed in TimeSformer [1] after analysis of various variants of space-time attention based on compute-accuracy tradeoff. Video Swin Transformer [21] investigated spatiotemporal locality and showed that an inductive bias of locality a better speed-accuracy trade-off compared to other approaches which use global self-attention. In our proposed solution we adopt MViT [12] transformers which shows state-of-the-art performance on Kinetics-400 without requiring any pretraining checkpoint unlike other video transformers architectures which requires ImageNet [8] pretraining. Apart from eliminating the pretraining requirement, another advantage of using MViT is low computational requirement due to its pooling attention for spatiotemporal modeling.

While learning from scratch, it is difficult to optimize the parameters of a 3D ConvNet based architecture with a single stream of RGB video frames from relatively smaller datasets such as Kinetics400ViPriors as compared to Kinetics-400 [3] as the given dataset has same number of classes as Kinetics400 but roughly ∼20% of the number of videos in Kinetics-400. Carreira et al. [3] show that two-stream-based 3D ConvNet approaches significantly surpass single stream RGB video-based 3D ConvNet approaches; there is a ∼30% improvement for the task of action recognition on both UCF101 and HMDB when no pre-trained weights are used. Also, [4] shows that optical flow is a powerful prior for modeling motion information while learning from scratch.

We use an ensemble of various TCLR self-supervised pretrained 3D ConvNets and video transformers in the RGB stream and an ensemble of various 3D ConvNets in the optical flow streams. This helps in mitigating common generalization errors as well as decreasing the variance in neural network predictions.

2 Proposed Method

2.1 Self-supervised pretraining- TCLR

TCLR self-supervised framework explicitly encourages the learning of temporally distinct video representations. TCLR framework consists of mainly three components:

Instance Contrastive Loss In a mini-batch of $N$ different video instances, 2 clips are taken from a video instance and stochastically transformed using various geometric and appearance based transforms. Following the instance discrimination objective the 2 differently augmented clips are brought together in the representation space whereas the clips from the different instances are pushed further apart using Instance Contrastive Loss ($L_{IC}$)
\[ \mathcal{L}^i_{IC} = - \log \frac{h(G_i, G'_i)}{\sum_{j=1}^{N} [\kappa_{j \neq i}] h(G_i, G_j) + h(G_i, G'_j)}, \]  

(1)

where, \((G_i, G'_i)\) are two clip representations from same instance \(i\), \(h(u, v) = \exp(u^T v / (\|u\| \|v\| \tau))\) is used to compute the similarity between \(u\) and \(v\) vectors with an adjustable parameter temperature, \(\tau\). \(\kappa_{j \neq i} \in \{0, 1\}\) is an indicator function which equals 1 iff \(j \neq i\).

**Local-Local Temporal Contrastive Loss** For this loss, we treat non-overlapping clips sampled from different temporal segments of the same video instance as negative pairs, and randomly transformed versions of the same clip as a positive pair. This allows the model to learn differences between timestamps of a video. The loss is defined as

\[ \mathcal{L}^i_{LL} = - \sum_{p=1}^{N_T} \log \frac{h(G_{i,p}, G'_{i,p})}{\sum_{q=1}^{N_T} \kappa_{[q \neq p]} h(G_{i,p}, G_{i,q}) + h(G_{i,p}, G'_{i,q})}, \]  

(2)

where, \(G_{i,p}\) represents a clip from instance \(i\) at time \(p\) and \(G'_{i,p}\) represents the transformed version of the same clip. The positive pairs for this loss are formed by two clips from the same instance \(i\) and the same timestamp \(p\) (e.g. \(G_{i,p}\) and \(G'_{i,p}\)). Any two clips from different timestamps of an instance \(i\) are treated as a negative pairs (e.g. \(G_{i,p}\) and \(G_{i,q}\) form a negative pair). A given video instance \(i\) is divided into \(N_T\) non-overlapping clips. Hence, for every positive pair, the local-local contrastive loss has \(2 \times N_T - 2\) negative pairs.

**Global-Local Temporal Contrastive Loss** The purpose behind global-local temporal contrastive loss is to encourage the model to learn features that represent the temporal locality of the input clip across the temporal dimension of the feature map.

\[ \mathcal{L}^i_{GLk} = \log \frac{h(L_{i,k}, G_{i,k})}{\sum_{q=1}^{N_T} h(L_{i,k}, G_{i,q})} + \log \frac{h(G_{i,k}, L_{i,k})}{\sum_{q=1}^{N_T} h(G_{i,k}, L_{i,q})}, \]  

\[ \mathcal{L}^i_{GL} = - \sum_{k=1}^{N_T} \mathcal{L}^i_{GLk}. \]  

(3)

(4)

Where, \(L_{i,k}\) represents the local clip from instance \(i\) for timestamp \(k\), and \(G_{i,k}\) represents the features that are pooled from a global clip of \(i\) but represent the same timestamp \(k\). Hence, there are two separate ways to represent the timestamp \(k\) of any instance \(i\). This loss has two sets of reciprocal terms, with \(G_{i,k}\) and \(L_{i,k}\) serving as the anchor for each term and creating a positive pair. The negative pairs are supplied by matching the anchors with representations corresponding to other non-overlapping local clips. Note that similar to our local-local temporal contrastive loss we do not use negatives from other video instances for calculating this loss.
2.2 Multiscale Vision Transformer

MViT\cite{12} is a multi-scale vision transformer which is trained from scratch. Contrary to the typical Vision Transformer\cite{10} models which use a constant feature dimension and resolution in all layers and an attention mechanism to determine which previous tokens to focus, MViT\cite{12} proposes a flexible Multi Head Pooling Attention mechanism that pools the projected query, key, and value vectors, enabling reduction of the visual resolution. The right of Figure 1 gives overview of Multi Head Pooling Attention approach proposed by MViT\cite{12}.

This pooling attention is combined with an increase in the channel dimension with the idea of hierarchical feature construction from simple features which have high visual resolution and lower dimensions to more complex features having higher dimension features with lower resolution. The left of Figure 1 gives overview of hierarchical feature construction approach of MViT.

2.3 Optical Flow

Optical flow has shown to increase performance on several video related tasks. In our experiments we calculate TVL-1 optical flow\cite{31} for the dataset and use those features for training. The TVL-1 algorithm is based on a minimization of the energy function:

$$ E(\mathbf{u}) = \int_{\Omega} |\nabla u_1| + |\nabla u_2| + \lambda |\rho(\mathbf{u})| $$

3 Experiments

This section covers details of the challenge dataset, implementation details, and results.
3.1 Dataset

We use the provided Kinetics400ViPriors dataset, a modification of the official Kinetics400\cite{20} dataset. The challenge dataset consists of 40k videos for training, 10k videos for validation, and 20k videos for testing. We use TV-L1 optical flow computed by the \cite{31} method.

3.2 Implementation Details

We perform TCLR self-supervised pretraining on train+val set without using any labels. The pretraining is performed for 400 epochs for R3D-18 and R3D-50 architectures following the learning rate schedule of \cite{5}. After the pretraining, each model is finetuned for the 150 epochs. More details input clip during training and inference setting is given in Table 1.

We have used the MViT-B with a convolutional pooling function as described in \cite{12} which consists of 4 scale stages. The model takes 16 frames of 224×224 resolution as input with a skip rate of 4. We used the code provided in MViT \cite{12} paper.\footnote{https://github.com/facebookresearch/SlowFast} We have followed truncated normal distribution initialization \cite{15} and trained for 200 epochs with 2 repeated augmentation \cite{17} repetitions as described in MViT \cite{12}.

3.3 Results

We performed our initial experiments on Kinetics400ViPriors validation set by training on just training set to observe the performance of our ensemble and model selection purposes, shown in Table 1. The best models from the validation set performance are later finetuned on the train+val set for 100 epochs, and submitted for the test set evaluation. The proposed method achieves a Top-1 accuracy of 73\% on Kinetics400ViPriors test set without using additional data in our training.

Table 1. Overview of accuracies of approaches used on val set

| # | Model         | Resolution | Frames | Test Time Crops | Validation Accuracy |
|---|---------------|------------|--------|-----------------|---------------------|
| 1 | MViT          | 224        | 16 x 4 | 3 x 10          | 51.3\%              |
| 2 | I3D-OF        | 224        | 16 x 2 | 3 x 10          | 40.5\%              |
| 3 | I3D-OF        | 224        | 16 x 4 | 3 x 5           | 42.1\%              |
| 4 | R3D18-OF      | 112        | 16 x 2 | 3 x 10          | 31.9\%              |
| 5 | R3D-50 TCLR   | 224        | 16 x 2 | 3 x 10          | 61.1\%              |
| 6 | R3D-18        | 112        | 16 x 2 | 3 x 10          | 33.2\%              |
| 7 | R3D-18 TCLR   | 112        | 16 x 2 | 3 x 10          | 46.0\%              |
4 Conclusion

In this technical report, we have shown that the self-supervised pretraining improves results significantly while learning from limited data without pretraining from additional labeled or unlabeled data. Combining the self-supervised 3D-CNNs with the state-of-the-art video transformer models and optical flow performs competitively on the test set. We believe our method can be further improved by pretraining the video transformer models in self-supervised manner on the same dataset.
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