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Abstract—This paper studies the outage probability and the throughput of amplify-and-forward relay networks with wireless information and energy transfer. We use some recent results on finite block-length codes to analyze the system performance in the cases with short codewords. Specifically, the time switching relaying and the power splitting relaying protocols are considered for energy and information transfer. We derive tight approximations for the outage probability/throughput. Then, we analyze the outage probability in asymptotically high signal-to-noise ratios. Finally, we use numerical results to confirm the accuracy of our analysis and to evaluate the system performance in different scenarios. Our results indicate that, in delay-constrained scenarios, the codeword length affects the outage probability/throughput of the joint energy and information transfer systems considerably.

I. INTRODUCTION

Relay-assisted communication is one of the promising techniques that have been proposed for wireless networks. The main idea of a relay network is to improve the data transmission efficiency by implementation of intermediate relay nodes which support data transmission from a source to a destination. These devices are usually powered by fixed but limited batteries. Thus, wireless networks may suffer from the short lifetime and require periodic battery replacement/recharging. However, the battery replacement may be costly or infeasible in, e.g., toxic environments. It has been recently proposed to use radio-frequency (RF) signals as a means of wireless energy transfer. Significant advances in circuit design for RF energy transfer make the usage of energy transfer a viable solution for prolonging the lifespan of wireless networks, e.g., [1], [2].

Amplify-and-forward (AF) and decode-and-forward (DF) cooperative networks with wireless energy and information transfer are investigated in [3]–[7]. In [3], two relaying protocols, namely, power splitting relaying (PSR) and time switching relaying (TSR), with simultaneous wireless information and energy transfer, are proposed and evaluated in terms of system throughput. Moreover, [5] derives different power allocation strategies for energy harvesting DF relay networks with multiple source-destination pairs and a single energy harvesting relay. Multi-relay networks with information and energy transfer are also studied in [6], [7] using stochastic geometry.

In the literature, so far, the main focus has been on investigating the energy harvesting wireless networks performance based on Shannon’s results on the achievable rates. To be specific, most results are obtained under the assumption that the achievable rate is given by \( \log(1 + x) \) with \( x \) standing for the signal-to-interference-plus-noise ratio (SINR) at the receiver. This is an acceptable assumption when long codewords are used. On the other hand, in many applications, such as Internet of Things in which employing energy harvesting nodes is deemed as a core element, the codewords are required to be short to meet latency requirements [8]. As a result, analyzing the system performance using Shannon’s capacity formula does not provide realistic results in the aforementioned scenarios. Recently, an accurate approximation of the achievable rate with finite blocklength was presented in [9]. Using the results in [9], in [10] and [11] the performance of incremental redundancy HARQ and spectrum sharing cognitive radio were analyzed, respectively. Also, [12] studies the capacity of DF relay networks with fixed energy supply. Thus, it is interesting to study the performance of relay networks with wireless energy and information transfer in the presence of finite-length codewords.

In this paper, we investigate the outage probability and the throughput of AF relay networks with wireless energy and information transfer. Two well-known protocols for energy and information transfer, namely, TSR and PSR are considered. We use the recent results of [9] on the achievable rates of finite block-length codes to analyze the system performance. We derive two tight closed-form approximations for the outage probability of the network (Lemmas 2–3). Moreover, we find the outage probability in the high signal-to-noise ratio (SNR) regime and the effect of the block length on the outage probability (Lemma 4). It is worth noting that the results in this paper can be readily extended to analyze AF relay networks with fixed energy supply, as well.

The numerical and analytical results show that, for a given number of information nats, there exists an optimal finite codeword length that maximizes the throughput (Fig. 3). Furthermore, at high SNRs, the outage probability decreases linearly with \( \frac{\log(\text{SNR})}{\text{SNR}} \) (Lemma 4). Finally, for a broad range of parameter settings, a lower outage probability is achieved by TSR compared to PSR (Fig. 1). On the other hand, for a fixed number of information nats, the PSR protocol outperforms the...
II. SYSTEM MODEL

We consider a relay-assisted communication setup consisting of a source, a relay and a destination. The source and the destination nodes have constant energy supply. On the other hand, the relay has no fixed energy supply and receives its energy from the source RF signal wirelessly. The relay is assumed to employ the AF protocol, because of its hardware simplicity. The channel coefficients of the source-relay and the relay-destination links are denoted by $h_{sr}$ and $h_{rd}$, respectively. The channel coefficients remain constant during the channel coherence time and then change according to their probability density functions (PDFs). Also, we define the channel gains as $g_{sr} = |h_{sr}|^2$ and $g_{rd} = |h_{rd}|^2$. The results are obtained for Rayleigh fading channels where the channel gains PDFs are given by $f_0(x) = e^{-x}$ for $\vartheta = \{sr, rd\}$. Slotted operation is assumed, where each time slot has duration $T$ seconds. Also, the occupied bandwidth is $W$ Hertz. Hence, in each time slot, each codeword length can maximally be $L \triangleq TW$ channel uses.

The system performance is analyzed for the PSR and TSR protocols. These schemes have been first introduced in [3] and we adapt them based on our problem formulation/channel model as follows.

A. Time Switching Relaying

In this protocol, the energy transfer and data communication protocol is in three phases as follows. In the first phase, of length $\theta L$ channel uses (cu), $\theta \in [0, 1]$, the relay harvests energy from the source transmitted energy signal. Let $P_s$ denote the source transmission power. Then, the baseband signal model in this period is given by

$$y_t^\theta = \sqrt{P_s} h_{sr} x_t^\theta + z_t^\theta. \tag{1}$$

Here, $y_t^\theta \in \mathbb{C}^{L\theta}$, $x_t^\theta \in \mathbb{C}^{L\theta}$, and $z_t^\theta$ is the unit-power source signal and $z_t^\theta$ is the additive white Gaussian noise (AWGN) of the energy receiver of the relay and follows $\mathcal{CN}(0, \sigma_t^2 I_{L\theta})$, where $I_n$ denotes the identity matrix of size $n$. For simplicity, we set $\sigma_t^2 = 0$. This is motivated by the fact that in many practical energy harvesting systems the harvested energy due to noise is negligible, e.g., [2]. In this way, the energy harvested by the relay at the end of Phase 1 is given by $E_{TSR}^h = \theta h \bar{g}_s P_s$, with $0 < \theta \leq 1$ representing the efficiency factor of the energy harvesting circuit. With no loss of generality, we set $\theta = 1$. If the relay is successfully powered up in the first phase, the second phase of length $\frac{1-\theta}{2} L$ cu starts and the source sends information to the relay. Let $x_i^t,i = 1,2 \in \mathbb{C}^{\frac{L(1-\theta)}{2}}$ and $y_i^t \in \mathbb{C}^{\frac{L(1-\theta)}{2}}$ denote the source information signal and its corresponding signal received by the relay, respectively. Hence, the channel is modeled as

$$y_i^t = \sqrt{P_t} h_{sr} x_i^t + z_i^t. \tag{2}$$

Here, $y_i^t$ is AWGN of the information receiver of the relay with covariance matrix $(\sigma_i^t)^2 I_{\frac{L(1-\theta)}{2}}$. Finally, the relay uses the last subslot of length $\frac{1-\theta}{2} L$ cu to amplify and forward the information signal to the destination. In this way, at the end of Phase 3, the destination’s received signal is given by

$$y_d = \sqrt{P_{TSR}^d} h_{rd} x_i^t + z_d, \tag{3}$$

where $z_d$ and $P_{TSR}^d$ are the AWGN at the destination with covariance matrix $\sigma_d^2 I$ and the relay’s transmission power, respectively. Also, in (3), $x_i^t = \frac{y_i^t}{\sqrt{P_{TSR}^d + (\sigma_i^t)^2}}$ is the unit-power relay’s information signal. Furthermore, we assume that the relay uses all of the harvested energy in Phase 1 to forward the message. Assuming that the energy required for signal processing at the relay is negligible compared to the energy for data transmission, $P_{TSR}^d$ is given by $P_{TSR}^d = \frac{\theta_g d}{\gamma_{d,TSR}} = \frac{2\theta_g d}{\theta W} g_d$. Substituting (2) in (3) and with some manipulation, the SNR at the destination is obtained as

$$\gamma_{d,TSR} = \frac{P_{TSR}^d h_{rd}^2}{\sigma_d^2} \approx \frac{P_{TSR}^d h_{rd}^2}{\theta W g_d} \frac{2\theta_g d}{2\theta_g d + 1 - \theta}, \tag{4}$$

where the last equality is obtained by neglecting 1 in the denominator. This is in harmony with, e.g., [3], [14] and an appropriate assumption in moderate/high SNRs. Also, with no loss of generality, we assume $\sigma_t^2 = \sigma_d^2 = 1$. Since we have set the noise power to 1, we refer to $P_s$ (in dB, $10 \log_{10}(P_s)$) as average SNR. The information signal length for the TSR protocol is given by $L_{TSR} = \frac{L \theta}{2}$ cu. Also, in each communication block, $K$ information bits are encoded into a codeword of length $L_{TSR}$, and the codeword rate is given by $R_{TSR} = \frac{K}{L_{TSR}} = \frac{2K}{L(1-\theta)}$.

B. Power Splitting Relaying

This protocol comprises two phases of duration $\frac{\theta}{2}$ cu. In the first phase, the source transmits a unit-variance message $x_t^\theta \in \mathbb{C}^{\frac{L}{2}}$ to the relay. Then, the relay splits the source transmitted signal into two streams, one for energy harvesting and one for data reception. Let $\alpha$ denote the power splitting factor. In this way, the received signal at the input of the energy harvester circuit and the information reception circuit can be expressed as

$$y_t^\theta = \sqrt{\alpha P_t} h_{sr} x_t^\theta + z_t^\theta, \tag{5}$$

$$y_i^t = \sqrt{(1-\alpha) P_t} h_{sr} x_t^\theta + z_i^t, \tag{6}$$

respectively. Thus, the harvested energy at the end of Phase 1 is given by $E_{PSR}^h = \alpha \frac{\theta}{2} g_d P_t$. In the second phase, the relay amplifies and forwards the source signal to the destination. Therefore, the received signal at the destination can be written as

$$y_d = \sqrt{P_{PSR}^d} h_{rd} x_i^t + z_d, \tag{7}$$

where $y_d = \frac{y_i^t}{\sqrt{(1-\alpha) P_t g_d + (\sigma_i^t)^2}}$ is the unit-power relay’s information signal. Also, the relay’s transmission power is given by $P_{PSR}^d = \frac{P_{PSR}^d}{2} = \alpha \frac{\theta}{2} g_d$ is the relay’s transmission power.
With some manipulations, the SNR at the destination is given by
\[
\gamma_{d,\text{PSR}} = \frac{P_d g_d}{P_{\text{PSR}} g_d} = \frac{P_{d,\text{PSR}}}{P_{\text{PSR}}} \cdot \frac{g_d}{g_d + 1} \approx (1 - \alpha) P_{d,\text{PSR}} \frac{\alpha g_d}{\alpha g_d + 1 - \alpha},
\]
where the approximation is based on the same arguments as in [11]. The information signal length for the PSR protocol is given by \( L_{\text{PSR}} = \frac{K}{\nu} \text{ cu} \). In this way, in each communication block, \( K \) information nats are encoded into a codeword of length \( L_{\text{PSR}} \), and the codeword rate is \( R_{\text{PSR}} = \frac{K}{L_{\text{PSR}}} = \frac{2K}{\nu} \).

### C. Review of the results for the finite-blocklength channel coding

In this part, we review some of the results of [9] on the achievable rates of finite-block length codes as follows. Define an \((L, N, P, \epsilon)\) code as the collection of

- An encoder \( \Upsilon : \{1, \ldots, N\} \to \mathcal{C}^L \) which maps the message \( n \in \{1, \ldots, N\} \) into a length-\( L \) codeword \( x_n \in \{x_1, \ldots, x_N\} \) satisfying the power constraint
  \[
  \frac{1}{L} ||x_j||^2 \leq P, \forall j
  \]

- A decoder \( \Lambda : \mathcal{C}^L \to \{1, \ldots, N\} \) satisfying the maximum error probability constraint
  \[
  \max_j P[\Lambda(y(j)) \neq j] \leq \epsilon,
  \]

with \( y(j) \) denoting the channel output induced by the transmission of codeword \( j \).

The maximum achievable rate of the code (in nats per channel use (npcu)) is defined as
\[
R_{\text{max}} = \sup \left\{ \frac{\log N}{L} \left| \exists (L, N, P, \epsilon) \text{ code} \right. \right\} \text{ (npcu)}.
\]

Considering such codes, [9] has recently presented a very tight approximation for the maximum achievable rate \( R_{\text{max}} \) as
\[
R_{\text{max}}(L, N, P, \epsilon) = \sup \left\{ R : \text{Pr}(\log (1 + gP) < R) < \epsilon \right\} - O\left(\frac{\log L}{L}\right), \text{ (npcu)}
\]
where \( g \) is the instantaneous channel gain. Alternatively, the error probability for the transmission with fixed-codeword rate \( R \) in a block-fading channel is given by [11] Eq. 11
\[
\epsilon \approx \mathbb{E}\left[ Q\left(\frac{\sqrt{L} (\log (1 + \gamma) - R)}{\sqrt{1 - \frac{1}{(1+\gamma)^2}}}\right)\right],
\]
where \( Q(x) = \int_x^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-x^2} dx \) denotes the complementary Gaussian cumulative distribution function and the expectation is over the received SNR \( \gamma \).

### III. PERFORMANCE ANALYSIS

According to (4) and (8), the SNRs at the destination for the PSR and TSR protocols have the same form
\[
\gamma_{d,A} = c_1,A P_d g_d - c_2,A g_d + 1 \quad A \in \{\text{TSR,PSR}\},
\]
where
\[
c_1,\text{TSR} = 1, \quad c_2,\text{TSR} = \frac{2\theta}{1 - \theta},
\]
for the TSR protocol, and
\[
c_1,\text{PSR} = 1 - \alpha, \quad c_2,\text{PSR} = \frac{\alpha}{1 - \alpha},
\]
for the PSR approach. Using (13), the error probabilities for the TSR and PSR protocols are given by
\[
\mathcal{P}_{\text{out,A}} = \mathbb{E}\left[ Q\left(\frac{\sqrt{T_{\text{LR}} (\log (1 + \gamma_{d,A}) - R_A)}\right)}{\sqrt{1 - \frac{1}{(1+\gamma_{d,A})^2}}}\right],
\]
for \( A \in \{\text{TSR,PSR}\} \). Here, in (17), expectation is taken with respect to \( \gamma_{d,A} \) defined in (14). Also, the throughputs of the TSR and PSR protocols are found as
\[
T_{\text{TSR}} = \frac{R_{\text{TSR}} (1 - \theta)}{2} (1 - \mathcal{P}_{\text{out,TSR}}),
\]
and
\[
T_{\text{PSR}} = \frac{R_{\text{PSR}}}{2} (1 - \mathcal{P}_{\text{out,PSR}}),
\]
respectively. In this way, to analyze the network outage probability and throughput, the final step is to derive (17). With the considered fading models, the outage probability in (17) does not have a closed-form expression. For this reason, Lemmas 2-3 present tight approximations of \( \mathcal{P}_{\text{out,A}} \). Then, in Lemma 4, we derive high-SNR approximation for the outage probability. Let us first derive the cumulative distribution function (CDF) of the received SNR \( \gamma_{d,A} \) as follows.

**Lemma 1.** Define the random variable \( Z_A \triangleq c_1,A P_d X c_2,A Y + 1 \) where \( X \) and \( Y \) are two random variables following the exponential distribution with mean 1. Also, \( c_1,A \) and \( c_2,A \) are constants. Then, the CDF of \( Z_A \) is given by
\[
F_{Z_A}(t) = 1 - e^{-\frac{t}{c_1,A P_d X}} \sqrt{\frac{4t}{c_1,A P_d c_2,A}} K_1\left(\sqrt{\frac{4t}{c_1,A P_d c_2,A}}\right),
\]
where \( K_1(\cdot) \) is the first-order modified Bessel function of the second kind.

**Proof.** According to the definition of CDF, we have
\[
F_{Z_A}(t) = \int_0^{\infty} f_Y(y) P\left[ X \leq \frac{t (1 + c_2,A y)}{c_1,A P_d c_2,A} \right] dy
= 1 - \int_0^{\infty} e^{-y} e^{-\frac{(t (1 + c_2,A y))}{c_1,A P_d c_2,A}} dy
= 1 - e^{-\frac{t}{c_1,A P_d X}} \frac{t}{c_1,A P_d c_2,A} \int_0^{\infty} e^{-\frac{w}{c_2,A (1 + c_2,A y)} + \frac{w}{c_2,A}} dw.
\]
Here, the last equality is obtained using the change of variable \( w = \frac{c_{2,A}P_s x}{\sqrt{L_{LA}(R_A)}} \). Then, by using the identity in [15] Eq. 3.324.1, the final result in (20) is obtained.

**Lemma 2.** For every \( M_1, M_2, M_3 > 0 \), the probability \( \mathcal{P}_{\text{out,A}} \) is approximated by \( \mathcal{P}_{\text{out,A}} \) for \( A \in \{\text{TSR},\text{PSR}\} \) in (22) as shown on the top of the next page. In (22),

\[
U_{m,j} = \begin{cases} 
\frac{c_{2,A} P_s e^{-R_A}}{1-c_{1,A} P_s e^{-R_A} x} e^{-\frac{1-e^{-R_A}}{c_{1,A} P_s e^{-R_A} x}} & m + 1 > j \\
\Gamma(m + 2 - j) \frac{1-e^{-R_A}}{1-c_{1,A} P_s e^{-R_A} x} & m + 1 = j \\
\left( \frac{1-e^{-R_A}}{c_{1,A} P_s e^{-R_A} x} \right)^{m+j} & m + 1 < j
\end{cases}
\]

and

\[
W_j(x) = \frac{x^{j+1}}{(j+1)!} \left( 1 + \frac{\sqrt{2}}{\sqrt{\pi}(j+1)^2} \right)^2 \left( j + 2 - \frac{x^2}{2} + \frac{2}{2} - \frac{1}{2} \right),
\]

where \( \gamma(s,a) \) and \( \Gamma(s,a) \) denote the lower and the upper incomplete Gamma functions, respectively.

**Proof.** At medium/high SNR, \( \frac{\log(1+x)-r}{\sqrt{1-(x+1)^2}} \) is tightly approximated by \( \log(1+x) - r \). In this way, the error probability (17) is given by

\[
\mathcal{P}_{\text{out,A}} \approx \mathbb{E} \left[ Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} P_s g_{\text{SR},A} \frac{c_{2,A} g_{\text{SR},A}}{1 + c_{2,A} g_{\text{SR},A}} \right) - R_A \right) \right) \right] \\
\approx \int_0^\infty \int_0^\infty Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} P_s x \min\{1,c_{2,A} y\} \right) - R_A \right) \right) \right) e^{-x} e^{-y} dy dx
\]

\[
= \int_0^\infty \int_0^\infty Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} P_s x \min\{1,c_{2,A} y\} \right) - R_A \right) \right) \right) e^{-x} e^{-y} dy dx
\]

\[
+ \int_0^\infty Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} P_s x \right) - R_A \right) \right) \right) e^{-x} e^{-y} dx dy.
\]

Here, in (a), we use \( \frac{c_{2,A} g_{\text{SR},A}}{1+c_{2,A} g_{\text{SR},A}} \leq \min\{c_{2,A} g_{\text{SR},A}, 1\} \) to approximate \( \frac{c_{2,A} g_{\text{SR},A}}{1+c_{2,A} g_{\text{SR},A}} \). To find \( I_1 \), we use the change of variable \( w = x y \) to write

\[
I_1 = \int_0^\infty Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} c_{2,A} P_s w \right) - R_A \right) \right) e^{-x} e^{-\frac{x}{2}} dx dw
\]

\[
= \sum_{m=0}^\infty \frac{(-1)^m}{m!} \int_0^\infty Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} c_{2,A} P_s w \right) - R_A \right) \right) e^{-x} \left( \frac{w}{x} \right)^m \frac{1}{x} dx dw
\]

\[
\times \int_{c_{2,A} w} e^{-x} \left( \frac{w}{x} \right)^m \frac{1}{x} dx dw
\]

\[
= \sum_{m=0}^\infty \frac{(-1)^m}{m!} \int_0^\infty Q \left( \sqrt{L_{LA} \left( \log \left( 1 + c_{1,A} c_{2,A} P_s w \right) - R_A \right) \right) e^{-x} \left( \frac{w}{x} \right)^m \frac{1}{x} dx dw
\]

\[
\times \int_{c_{2,A} w} e^{-x} \left( \frac{w}{x} \right)^m \frac{1}{x} dx dw
\]
Lemma 3. The error probability (17) is approximated by

\[
\hat{P}_{\text{out,A}} \simeq 1 - \beta \sqrt{L_{4A}} P_{c1A} P_{c2A} \sum_{n=0}^{M_4} (-c_{2A})^n \times \left[ Y_n \left( \sqrt{4 \left( \frac{\alpha + \frac{1}{2\beta \sqrt{L_{4A}}} }{P_{c1A} P_{c2A}} \right) } \right) - Y_n \left( \sqrt{4 \left( \frac{\alpha - \frac{1}{2\beta \sqrt{L_{4A}}} }{P_{c1A} P_{c2A}} \right) } \right) \right],
\]

(28)

with

\[
Y_n (x) = 2^{2n+1} \frac{1}{\sqrt{\Gamma(1,3)}} \left( \frac{x}{2} \right) \frac{1}{2} \left( n + 1, n + 2, 0 \right).
\]

Here, we define \( \alpha = e^{R_A} - 1 \), \( \beta = \sqrt{2\pi(e^{2R_A} - 1)} \) and \( M_4 \geq 0 \) is an arbitrary number which is selected such that (28) provides an appropriate approximation for the outage probability. Also, \( G_{a_1, a_2}^{b_1, b_2} \left( \cdot, \cdot, \cdot \right) \) is the generalized Meijer G-function [13, Eq. 9.301].

Proof. In order to prove Lemma 3 we use a linear approximation \( Q \left( \sqrt{\frac{L_{4A} \log(1+x) - R_A}{1 - (1+x)^2} } \right) \approx J (x) \) with

\[
J (x) = \begin{cases} 
1 & x \leq -\frac{1}{\sqrt{2L_{4A} \beta}} \\
\frac{1}{2} - \beta \sqrt{L_{4A}} (x - \alpha) & \alpha - \frac{1}{2\sqrt{L_{4A} \beta}} < x \leq \alpha + \frac{1}{2\sqrt{L_{4A} \beta}} \\
0 & x > \alpha + \frac{1}{2\sqrt{L_{4A} \beta}} \end{cases}
\]

(29)

where \( \alpha = e^{R_A} - 1 \) and \( \beta = \sqrt{2\pi(e^{2R_A} - 1)} \). Hence, (17) is approximated by

\[
\hat{P}_{\text{out,A}} = \int_0^\infty J (x) f_{y_0} (x) \, dx \approx \beta \sqrt{L_{4A}} \int_\alpha^{\alpha + \frac{1}{2\sqrt{L_{4A} \beta}}} F_{y_0} (x) \, dx
\]

(30)

where \( \langle h \rangle \) is obtained by partial integration and some manipulations. Then, (i) is found by using (29) and the change of variable \( u = \sqrt{\frac{4t}{c_{1A} P_{c2A}}} \). Also, the last equality comes from the Taylor series expansion of \( e^{-L_{4A}u^2} \). Finally, using the representation of \( K_1 \) function in terms of Meijer G-function [13, Eq. 9.34.3] \( K_1 (x) = \frac{\Gamma \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right) - \Gamma \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right)}{\Gamma \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right)} \) and considering the finite number of summations which is denoted by \( M_4 \) the expression in (28) is obtained.

As will be shown in Section 14 for a broad range of parameter settings, very accurate approximation of the outage probability is obtained by few summations terms in (28). For instance, with the parameter settings of Figs. 1-3, very tight approximations of the outage probability are achieved by setting \( M_4 = 2 \) in (28).

Lemma 4. At high SNRs, the outage probability (17) is approximated by

\[
\lim_{P_{1,2} \to \infty} P_{\text{out,A}} \simeq \alpha \frac{\log \left( \frac{4P_{c1A} P_{c2A}}{c_{1A} c_{2A} - 1} \right)}{c_{1A} c_{2A} P_5} - \frac{2e_{1A} c_{2A} P_5}{\sqrt{L_{4A}}} \times \frac{\sqrt{L_{4A} \left[ V (T_1) - V (T_2) \right] }}{U (L_{4A})}.
\]

(31)

where \( V (x) = x^2 \log \left( \frac{4x}{c_{1A} c_{2A}} \right), T_1 = \alpha + \frac{1}{2\beta \sqrt{L_{4A}}} \) and \( T_2 = \alpha - \frac{1}{2\beta \sqrt{L_{4A}}} \).

Proof. We use the approximation approach presented in Lemma 3 to find the high SNR approximation. In particular,
considering step (i) in (30), we have

\[ P_{\text{out}} \simeq 1 - \frac{\beta \sqrt{L_A} P_{r} c_{1,A} c_{2,A}}{2} \sqrt{\frac{\alpha}{\beta + \alpha + \lambda}} \int_{\frac{\alpha}{\lambda + \alpha}}^{\infty} e^{-\frac{\beta}{\lambda + \alpha} u^2} K_1(u) \, du \]

\[ \simeq 1 - \frac{\beta \sqrt{L_A} c_{1,A} c_{2,A}}{4} \sqrt{\frac{\alpha}{\beta + \alpha + \lambda}} \int_{\frac{\alpha}{\lambda + \alpha}}^{\infty} (1 - \frac{c_{2,A} u}{4P_k} + \frac{\nu}{4P_k} \log \left( \frac{\nu}{4P_k} \right)) \, du. \]

Here, we use the tight of approximation \( tK_1(t) \simeq 1 + \frac{t^2}{2} \log \left( \frac{1}{t^2} \right) \) for \( t \to 0 \) [5, Eq. 24] and the first order Taylor series expansion of \( e^{-\frac{\beta}{\lambda + \alpha} u^2} \). Finally, Considering high-order terms and with some manipulations, the expression in (31) is obtained.

Equation (31) implies that the outage probability decreases linearly with \( \frac{\alpha}{\lambda + \alpha} \) at high SNR. This is substantially worse than fixed-energy relay supply networks, where the outage probability decreases linearly with \( \frac{1}{\alpha + \beta} \) [13]. Moreover, \( U(L_{LA}) \) in (31) characterizes the impact of the codeword length on the outage probability at high SNR. In this way, it can be shown that

\[ \lim_{L_{LA} \to \infty} U(L_{LA}) = \alpha + \frac{2\alpha^2}{\beta} \log \left( \frac{4\alpha}{c_{1,A} c_{2,A}} \right). \]

Hence, considering infinitely long codes, i.e., \( L_{LA} \to \infty \), the outage probability is given by

\[ P_{\text{out}} \to \infty = \frac{\alpha}{c_{1,A} P_k} + \frac{\alpha (\log(4P_k) - \frac{1}{2})}{c_{1,A} c_{2,A} P_k} - \frac{\beta \alpha + 2\alpha^2 \log \left( \frac{4\alpha}{c_{1,A} c_{2,A}} \right)}{2c_{1,A} c_{2,A} P_k}. \]

In Section IV we validate the accuracy of the approximations proposed in Lemma 4 and Eq. (34) by comparing them with the corresponding exact values that can be evaluated numerically.

IV. RESULTS

In Fig. 1, setting \( L = 1000 \) and \( R_{\text{PSR}} = R_{\text{PSR}} = 2 \) ncpu, we study the accuracy of the analytical results presented in Lemmas 2-4. In particular, to obtain the results of Lemma 2 and Lemma 3, we have set \( (M_1, M_2, M_3) = (2, 2, 1) \) and \( M_4 = 2 \), respectively, which determine the number of summation terms in (22) and (28). As can be seen in Fig. 1, the approximation approach of Lemma 2 matches the numerical results in the moderate/high SNR regime. However, this approach loses its tightness at low SNR. Also, the approximation scheme of Lemma 3 is tight in a broad range of SNR values. Moreover, with the parameter settings of the figure, the result of Lemma 3 provides better approximation than the approach of Lemma 2. Finally, the figure compares the system outage probability for the TSR and PSR protocols and, lower outage probability is achieved by the TSR protocol. Also, in harmony with Lemma 4, the outage probabilities of both relaying protocols, i.e., the PSR and TSR protocols, decrease linearly with \( \frac{\log \text{SNR}}{\text{SNR}} \) at the high SNR regime.

Fig. 2 investigates the impact of the total number of channel uses per slot, i.e., \( L \), on the throughput of the PSR and TSR protocols. Here, the results are obtained by setting \( \text{SNR} = 30 \) dB and \( K = 800 \) nats. Fig. 2 indicates that the results of the approximation approach of Lemmas 2 and 3 are tight for \( L \geq 200 \). For a given number of information nats \( K \), there is an optimal value of \( L \) for which the throughput is maximized (Fig. 2). Intuitively, this is because for small values of \( L \) the code rate is high and outage occurs with high probability. For large \( L \), on the other hand, although the message is correctly decoded by the destination with high probability, low throughput is observed due to low code rate. Thus, there is a tradeoff and the maximum throughput is achieved by a finite value of the codeword length.

Fig. 3 shows the impact of the power splitting and the time sharing factors on the throughput of the PSR and TSR protocols. For both PSR and TSR protocols, the approximation approach of Lemma 3 is very tight such that the plots of the numerical results and approximation approach of Lemma 3 are superimposed. On the other hand, for small values of \( \theta \) and \( \alpha \), where the relay’s transmission power is low, the approximation approach of Lemma 2 is loose comparatively, and, for this reason, the results of the approximation approach of Lemma 2 are plotted for its range of interest. In both the PSR and the TSR protocols, for small values of \( \alpha \) and \( \theta \), the relay cannot harvest enough energy and, consequently, low throughput is observed. On the other hand, as seen in Fig. 3b, for the TSR protocol, as \( \theta \) increases, the codeword rate increases and the length of the information signal decreases. Thus, the outage probability remarkably increases and the throughput decreases for large values of \( \theta \). In the PSR scheme, on the other hand, as \( \alpha \) increases more energy is devoted to the energy harvesting and less energy is allocated to the information signal (Fig. 3b). Consequently, for large values of \( \alpha \), the throughput decreases with \( \alpha \) remarkably. Therefore, there exist optimal values for \( \alpha \) and \( \theta \), in terms of throughput. Additionally, with a fixed SNR, as the number of information nats, i.e., \( K \), increases, the optimal time sharing (resp. power splitting) factor, for the TSR (resp. PSR) protocol increases.

Then, setting \( R_{\text{TSR}} = R_{\text{PSR}} = 1 \) ncpu, Fig. 4 compares the throughput of the finite blocklength codes and the throughput with asymptotically long codewords. Also, in Fig. 4, we compare the approximation approach of (34) with the numerical results. Fig. 4 shows that the high-SNR approximation approach of (34) tends towards the exact results as the SNR increases, as expected. Finally, since the throughput degradation that results from using short packets is negligible, the throughput achieved with long codewords can be approached with codewords of finite length.

V. CONCLUSION

In this paper, we studied the outage probability and the throughput of an AF relay network with wireless information and energy transfer when codewords are of finite length. Two energy and information transfer protocols, namely, TSR and PSR, were considered. Accurate approximations of the
outage probability and the throughput were presented and validated with numerical results. Then, we investigated the impact of blocklength on the outage probability at high SNRs. Our analytical and numerical results showed that, for a given number of information nats, the optimal throughput is achieved by using finite-length packets. Our results also demonstrated that the optimal selection of the time sharing and power splitting factors plays a key role in achieving high throughput and low outage probability in the PSR and TSR protocols.

Fig. 1: Outage probability vs. SNR. $R_{TSR} = R_{PSR} = 2$ npcu, $L = 1000$.

Fig. 2: Throughput of the PSR and TSR protocols vs. the total number of channel uses. $K = 800$ nats, SNR = 30 dB.

Fig. 3: Throughput of the TSR (PSR) vs. time sharing (power splitting) factor. Subplot (a) shows the throughput of the TSR protocol. Subplot (b) shows the throughput of the PSR protocol. $L=1000$.

Fig. 4: Throughput vs. SNR. $R_{TSR} = R_{PSR} = 1$ npcu.
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