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Abstract—A numerical method is presented to compute the eigenmodes supported by three dimensional (3D) metamaterials using the Method of Moments (MoM). The method relies on interstitial equivalent currents between layers. First, a parabolic formulation is presented. Then, we present an iterative technique that can be used to linearize the problem. In this way, all the eigenmodes characterized by their transmission coefficients and equivalent interstitial currents can be found using a simple eigenvalue decomposition of a matrix. The accuracy that can be achieved is only limited by the quality of simulation, and we demonstrate that the error introduced when linearizing the problem decreases doubly exponentially with respect to the time devoted to the iterative process. We also draw a mathematical link and distinguish the proposed method from other transfer-matrix based methods available in the literature.
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I. INTRODUCTION

The numerical analysis of metamaterials can be challenging, given the small size of the inclusions and their subwavelength periodicity, which induces a very strong coupling between neighboring unit-cells. One way to circumvent this limitation is to simplify the complex structure using approximation techniques, such as homogenization [1]. These techniques generally rely on quasi-analytical formulations based on specific hypotheses. However, a deep understanding of the phenomena taking place at the scale of the inclusions is required to properly select the hypotheses.

One way to characterize numerically the response of an infinite metamaterial to any excitation at a given frequency is to compute its dispersion diagram and the corresponding Bloch modes of the structure at the frequency of interest. Interesting information can be extracted from this diagram such as the behaviour of the Poynting vector [2], the presence of photonic band gaps [3], or the negative and evanescent—characterized by a given transverse wavenumber—field components [4]. However, the process can be numerically complex if the problem is not properly tackled [5]. Fast techniques based on plane wave decomposition have been proposed [6], [7]. In [8], a more efficient method based on hybrid plane-wave-integral-equations is proposed in the context of metallic crystals. A method based on root-searching is provided in [9]. Methods of [10], [11] are based on a combination of Transfer (T)-matrix formalism and plane-wave decomposition of the fields, the latter partly compensating for the ill-conditioning of the T-matrix. However, this issue is confirmed in [12], where the authors propose to use the symmetry properties of the eigenvalues and the Rayleigh quotients to relieve the accuracy limitations.

A method to circumvent the issue of T-matrix ill-conditioning has been proposed in [13] for the computation of the dispersion diagrams. However, information about the shape of the modes is then lost.

In this paper, we propose a general method to compute the dispersion diagram and the shape of the corresponding eigenmodes of any 3D periodic metamaterial, limiting its study to one unit-cell and using the Poggio-Miller-Chan-Harrington-Wu-Tsai (PMCHWT) formulation applied to the Method of Moments [14]. This formulation is based on imposing the continuity of tangential fields across interfaces using equivalent currents. Imposing also the continuity of the fields across the interface separating two consecutive layers of the metamaterial and imposing the periodicity of the currents between consecutive layers within a complex transmission coefficient, it is possible to determine the eigenmodes inside the structure. In a first instance, the resulting formulation of the problem is non-linear w.r.t. transmission coefficient of the eigenmodes. To solve this problem, we propose an iterative technique applied to the impedance matrix and demonstrate how it linearizes the problem such that all the modes —propagative and evanescent—characterized by a given transverse wavenumber can be computed at once with great accuracy without significantly increasing the complexity of the method.

Preliminary results concerning this method have been provided in [15].

The presented method can be transposed into the Scattering (S)-matrix formalism, and is therefore related to [10], [11]. However, using the iterative technique, the problem can be linearized without resorting to the T-matrix, which is known to be ill-conditioned [16]. Consequently, any field decomposition (i.e. not only plane waves [10], [11]) can be used.

The remainder of this paper is divided as follows. In Section
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A method to circumvent the issue of T-matrix ill-conditioning has been proposed in [13] for the computation of the dispersion diagrams. However, information about the shape of the modes is then lost.

In this paper, we propose a general method to compute the dispersion diagram and the shape of the corresponding eigenmodes of any 3D periodic metamaterial, limiting its study to one unit-cell and using the Poggio-Miller-Chan-Harrington-Wu-Tsai (PMCHWT) formulation applied to the Method of Moments [14]. This formulation is based on imposing the continuity of tangential fields across interfaces using equivalent currents. Imposing also the continuity of the fields across the interface separating two consecutive layers of the metamaterial and imposing the periodicity of the currents between consecutive layers within a complex transmission coefficient, it is possible to determine the eigenmodes inside the structure. In a first instance, the resulting formulation of the problem is non-linear w.r.t. transmission coefficient of the eigenmodes. To solve this problem, we propose an iterative technique applied to the impedance matrix and demonstrate how it linearizes the problem such that all the modes —propagative and evanescent—characterized by a given transverse wavenumber can be computed at once with great accuracy without significantly increasing the complexity of the method.

Preliminary results concerning this method have been provided in [15].

The presented method can be transposed into the Scattering (S)-matrix formalism, and is therefore related to [10], [11]. However, using the iterative technique, the problem can be linearized without resorting to the T-matrix, which is known to be ill-conditioned [16]. Consequently, any field decomposition (i.e. not only plane waves [10], [11]) can be used.

The remainder of this paper is divided as follows. In Section
2, the eigenvalue problem is introduced and the non-linear formulation is derived. In Section 3, the iterative technique that is applied to the impedance matrix and that linearizes the formulation is presented; its convergence is discussed in Section 4. In Section 5, the formulation is extended to the scattering matrix approach and a comparison with other techniques is established. Finally, in Section 6, numerical results are presented and commented before concluding in Section 7.

II. NON-LINEAR FORMULATION

We first focus on a single layer of metamaterial, as the one illustrated in Fig. 1. In order to decouple the layer from the outer medium, equivalent currents are placed on the two interfaces separating it from outer space [17], [18]. Using the equivalent currents, the inside of the layer is isolated from the outer source distribution and the inner and outer problems can be treated separately. The 3D metamaterial under study is made of an infinite stack of such layers. The system of coordinates is chosen such that the layer is periodical along the \( \hat{x} \) and \( \hat{y} \) directions with periods of \( d_x \) and \( d_y \) respectively, and perpendicular to the \( \hat{z} \) direction.

Such a 2D infinite layer can be analyzed using the Method of Moments (MoM). Using equivalent currents on the interface separating different media, Maxwell’s equations are solved for each medium separately using the Green’s function formalism. The distribution of the equivalent currents is chosen such that, summing the solutions obtained for the different media composing the layer, the tangential fields are continuous across the interfaces (PMCHWT formulation [19]). Infinitely periodic layers can be simulated using periodic Green’s function [14].

The equivalent currents on the surface of the inclusion and on the surfaces separating consecutive layers are discretized using Rao-Wilton-Glisson (RWG) [20] and rooftop basis functions. The total current distribution \( \mathbf{I}(\mathbf{r}) \) is described using a vector \( \mathbf{x} = [x_1 \ x_2 \ ... ]^T \) such that

\[
\mathbf{I}(\mathbf{r}) = \sum_m x_m \mathbf{F}_m(\mathbf{r}) \tag{1}
\]

with \( \mathbf{F}_m(\mathbf{r}) \) the current distribution associated to the \( m^{th} \) basis function. The unknown coefficients \( x_m \) are determined imposing the continuity of tangential fields on both sides of the interfaces between different media. The continuity of the fields is tested over testing function, which are generally identical to the basis functions (Galerkin testing). The system of equations to be solved becomes

\[
\mathbf{Z} \mathbf{x} = - \mathbf{b} \tag{2}
\]

with \( \mathbf{b} \) the vector whose \( l^{th} \) entry corresponds to the external fields evaluated on testing function \( l \) and \( \mathbf{Z} \) the impedance matrix, whose \( (l,m) \) entry corresponds to the fields radiated by currents of unit amplitude on basis function \( m \) and evaluated on testing function \( l \).

The study of the periodic layer can be simplified by using the periodic Green’s function when computing the impedance matrix [14]. Considering a given phase shift of the fields and currents \( \varphi_x \) and \( \varphi_y \) between consecutive unit-cells in the \( \hat{x} \) and \( \hat{y} \) directions respectively, the equivalent currents on both sides of the layer and on the surface of the inclusions can be found by solving the following system of equations:

\[
\begin{pmatrix}
\hat{Z}_{11} & \hat{Z}_{1s} & -\hat{Z}_{12} \\
\hat{Z}_{s1} & \hat{Z}_{ss} & -\hat{Z}_{s2} \\
-\hat{Z}_{21} & -\hat{Z}_{2s} & \hat{Z}_{22}
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_s \\
x_2
\end{pmatrix} = - \begin{pmatrix}
b_1 \\
b_s \\
b_2
\end{pmatrix} \tag{3}
\]

with \( \hat{Z}_{pq} \) the periodic impedance matrix describing the influence of basis functions of surface \( q \) on testing functions of surface \( p \), \( \mathbf{b}_p \) the exciting fields on surface \( p \), where indices 1, s and 2 stand for the lower interface of the layer, the surface of the inclusions and the upper interface of the layer, respectively. The \( \varphi_x \) and \( \varphi_y \) dependency of the periodic impedance matrices have been omitted for the sake of compactness. The \( \hat{Z}_{pp} \) blocs of the impedance matrix are composed of two terms, one for each of the two media that the surface \( p \) is separating. Similarly, the exciting fields on one surface correspond to the difference between the exciting fields on one side of the surface and the other. Therefore, for \( p = 1 \), 2, we can explicitly decompose the total excitation into its two contributions: \( \mathbf{b}_p = \mathbf{b}_p^\uparrow - \mathbf{b}_p^\downarrow \), \( \mathbf{b}_s^\downarrow \) and \( \mathbf{b}_s^\uparrow \) being the value of the exciting fields from above and below the surface, respectively.

The excitations \( \mathbf{b}_p^\uparrow \), \( \mathbf{b}_s^\downarrow \) and \( \mathbf{b}_s \) are due to sources situated inside the layer, while the other ones are due to sources situated outside the layer. The eigenmodes of the structure are solutions of the homogeneous Maxwell’s equations and therefore can exist without internal excitation. Since we are only interested in the eigenmodes of the structure, we will not consider sources located inside the layer, thus the internal excitation is set to zero, which produces:

\[
\begin{align*}
b_1 &= -\mathbf{b}_p^\uparrow \\
b_2 &= \mathbf{b}_p^\downarrow \\
b_s &= 0
\end{align*} \tag{4}
\]

The unknowns describing the equivalent currents on the surface of the inclusions can be analytically removed from the system of equations [18], leading to

\[
\begin{pmatrix}
\hat{Z}_{11} & -\hat{Z}_{12} \\
-\hat{Z}_{21} & \hat{Z}_{22}
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix} = - \begin{pmatrix}
b_1 \\
b_2
\end{pmatrix} \tag{5}
\]

Fig. 1. One layer of the metamaterial under study. The fields exciting the structure are represented with red arrows, while equivalent currents are represented using blue arrows. The normals of the surfaces are defined as indicated by the \( \hat{n} \) arrows.
with
\[
\begin{align*}
\tilde{Z}_{11} &= \tilde{Z}_{11} - \tilde{Z}_{12} Z_{ss}^{-1} \tilde{Z}_{s1} \\
\tilde{Z}_{12} &= \tilde{Z}_{12} - \tilde{Z}_{12} Z_{ss}^{-1} \tilde{Z}_{s2} \\
\tilde{Z}_{21} &= \tilde{Z}_{21} - \tilde{Z}_{22} Z_{ss}^{-1} \tilde{Z}_{s1} \\
\tilde{Z}_{22} &= \tilde{Z}_{22} - \tilde{Z}_{22} Z_{ss}^{-1} \tilde{Z}_{s2}
\end{align*}
\] (6a) (6b) (6c) (6d)

We now consider the full 3D metamaterial and search for its eigenmodes, each of them being characterized by the equivalent currents distribution on the lower interface of the layer and a complex wave vector \( \mathbf{k} \), such that the fields and currents have the same periodicity as the structure when multiplied by \( \exp(j \mathbf{k} \cdot \mathbf{r}) \). Note that \( \mathbf{k} \) may be complex. Its real part corresponds to a linear phase shift of the mode from one unit cell to the next and the imaginary part corresponds to a change in its amplitude. The transverse wave-vector components \( k_x \) and \( k_y \) have been set when computing the periodic impedance matrices: \( k_x = \varphi_x / d_x, k_y = \varphi_y / d_y \). For such a mode, the relation between the equivalent currents on consecutive planes is given by
\[
\mathbf{x}_{q+1} = \mathbf{g} \mathbf{x}_q, \quad \mathbf{g} = \exp(-j \mathbf{h} \mathbf{k} \cdot \hat{z})
\] (7)

with \( h \) the thickness of the layer and \( \mathbf{x}_q \) the currents distribution on the lower interface of the \( q \)th layer. These eigenmodes correspond to the Bloch modes of the structure. The field distribution inside one layer only depends on the currents on the layer interfaces. Hence imposing the tangential fields continuity across one interface only requires to consider two consecutive layers (cf. Figure 2). The two layers being identical, translational symmetry can be used:
\[
\tilde{Z}_{pq}^{(l+1)(q+1)} = \tilde{Z}_{pq}, \quad p, q \in \{1, 2\}
\] (8)

with \( \tilde{Z}_{pq}^{l+1} \) the impedance matrices describing the Layer 2 in the absence of Layer 1. Using (5), the continuity of the fields is expressed as
\[
- \tilde{Z}_{21} \mathbf{x}_1 + ( \tilde{Z}_{22} + \tilde{Z}_{11} - \tilde{Z}_{12} ) \mathbf{x}_2 - \tilde{Z}_{12} \mathbf{x}_3 = \mathbf{0}
\] (9)

The third term in the parenthesis appears due to the fact that the self-interaction of Plane 2 through the homogeneous media above and below the plane is implicitly taken into account twice, since it appears in both \( \tilde{Z}_{11} \) and \( \tilde{Z}_{22} \) (see (6a) and (6d), with \( \tilde{Z}_{22} = \tilde{Z}_{11} \)). The repetition of \( \tilde{Z}_{11} \) must therefore be removed. From (9) and using (7), the eigenmodes inside the structure satisfy the following equation:
\[
(Y_{21} + g^2 Y_{12}) \mathbf{x}_2 = g \mathbf{x}_2
\] (10)

with
\[
\begin{align*}
Y_{21} &= (\tilde{Z}_{11} + \tilde{Z}_{22} - \tilde{Z}_{12})^{-1} \tilde{Z}_{21} \\
Y_{12} &= (\tilde{Z}_{11} + \tilde{Z}_{22} - \tilde{Z}_{12})^{-1} \tilde{Z}_{12}
\end{align*}
\] (11a) (11b)

Equation (10) does not correspond to a basic eigenvalue equation because the matrix \((Y_{21} + g^2 Y_{12})\), whose eigenvalues are being computed, depends on the eigenvalues themselves, through the \( g^2 \) factor. This results in a non-linear formulation of the problem, where the terms \( g^2 Y_{12} \) and \( Y_{21} \) describe the influence of \( \mathbf{x}_3 \) and \( \mathbf{x}_1 \) on the interface 2, respectively.

The eigenvalue problem of Equation (10) can be linearized by doubling the number of unknowns of the system of equations. Starting from (10), it can be rearranged to obtain
\[
Y_{21} \mathbf{x}_2 + g Y_{12} \mathbf{x}_3 = \mathbf{x}_3
\] (12)

with \( \mathbf{x}_2 \) and \( \mathbf{x}_3 \) that are both vectors of unknowns. The system of equations being underdetermined, we can also use the periodicity conditions (7). We can then write
\[
\begin{pmatrix} 0 & Y_{12}^{-1} & \mathcal{I} \\ -Y_{12}^{-1} Y_{21} & Y_{12}^{-1} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} \end{pmatrix} \begin{pmatrix} \mathbf{x}_2 \\ \mathbf{x}_3 \\ \mathbf{x}_3 \end{pmatrix} = \mathbf{g} \begin{pmatrix} \mathbf{x}_2 \\ \mathbf{x}_3 \end{pmatrix}
\] (13)

with \( \mathcal{I} \) the identity matrix. However, \( Y_{12}^{-1} = \tilde{Z}_{12}^{-1} (\tilde{Z}_{11} + \tilde{Z}_{22} - \tilde{Z}_{12}) \) factor appears. Inverting the matrix \( \tilde{Z}_{12} \) physically means that the fields are being back-propagated, which is numerically unstable. This problem also appears with methods that involve the T-matrix. As will be seen in Section [VI], it dramatically decreases the accuracy of the results. In the next Section, we propose an alternative formulation that is linear and free of back-propagation and is therefore numerically stable.

This method is based on the fact that, due to energy conservation, in the presence of losses, the \( g \) factor has to be smaller than unity. Matrices of Equation (10) can be modified to reformulate the problem in the form
\[
(Y_{21}^{(N)} + g^N Y_{12}^{(N)}) \mathbf{x}_2 = g \mathbf{x}_2
\] (14)

with \( N > 2 \). If the spectral radius of matrix \( Y_{12}^{(N)} \) remains limited for any \( N \) bigger than a given threshold, it can be proven that the impact of the second term of the left-hand side of Equation (14) on the final results tends to vanish for \( N \) big enough. This assumption will be proven in Section [IV].

It is interesting to mention that finding the eigenmodes inside a structure corresponds to a linear eigenvalue problem if the Müller formulation [21] is used instead of the PMCHWT. Indeed, currents can be determined considering only one layer and two interfaces, such that no \( g^2 \) term appears in the final problem. However, it is proved in Appendix [A] that finding eigenmodes using Müller formulation also implies
back-propagation of the fields and is therefore numerically unstable.

III. LINEAR FORMULATION

Solving (10) without resorting to back-propagation requires the search for the eigenvalue in the complex plane and may require a high number of eigenvalue decompositions of the matrix $Y_{21} + g^2 Y_{12}$. Moreover, the procedure must be applied separately for every eigenmode. However, the impedance matrices obtained from simulations can be manipulated to reformulate the problem and make it linear versus the factor $g$, such that all the eigenmodes of the structure can be determined at once without resorting to back-propagation.

Consider a stack made of two layers. If the structure is excited by sources outside the two layers, the MoM system of equations becomes

$$
\begin{pmatrix}
\tilde{Z}^{(0)}_{11} & -\tilde{Z}^{(0)}_{12} & 0 \\
-\tilde{Z}^{(0)}_{21} & \tilde{Z}^{(0)}_{22} & -\tilde{Z}^{(0)}_{12} \\
0 & -\tilde{Z}^{(0)}_{21} & \tilde{Z}^{(0)}_{33}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
= -
\begin{pmatrix}
b_1 \\
b_2 \\
b_3
\end{pmatrix}
\quad (15)
$$

with $\tilde{Z}_{pq}^{(n)} = \tilde{Z}_{pq}$ for $p \neq q$ and

$$\tilde{Z}^{(0)}_{11} = \tilde{Z}_{11}, \quad \tilde{Z}^{(0)}_{22} = \tilde{Z}_{22} - \tilde{Z}_{11} \quad (16a)$$
$$\tilde{Z}^{(0)}_{22} = \tilde{Z}_{22} \quad (16b)$$
$$\tilde{Z}^{(0)}_{33} = \tilde{Z}_{22} \quad (16c)$$

From there, it is possible to eliminate the unknowns associated to equivalent surface currents on the central interface. We then obtain a system of equations that is directly relating currents on the two outer interfaces to the excitation induced on them. We can then stack two of these double layers to obtain the new system of equations describing 4 layers. The resulting system of equations reads:

$$
\begin{pmatrix}
\tilde{Z}^{(1)}_{11} & -\tilde{Z}^{(1)}_{12} & 0 \\
-\tilde{Z}^{(1)}_{21} & \tilde{Z}^{(1)}_{22} & -\tilde{Z}^{(1)}_{12} \\
0 & -\tilde{Z}^{(1)}_{21} & \tilde{Z}^{(1)}_{33}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_3 \\
x_5
\end{pmatrix}
= -
\begin{pmatrix}
b_1 \\
b_3 \\
b_5
\end{pmatrix}
\quad (17)
$$

with

$$\tilde{Z}^{(i+1)}_{11} = \tilde{Z}^{(i)}_{11} - \tilde{Z}^{(i)}_{12} \left(\tilde{Z}^{(i)}_{22}\right)^{-1} \tilde{Z}^{(i)}_{21} \quad (18a)$$
$$\tilde{Z}^{(i+1)}_{33} = \tilde{Z}^{(i)}_{33} - \tilde{Z}^{(i)}_{21} \left(\tilde{Z}^{(i)}_{22}\right)^{-1} \tilde{Z}^{(i)}_{12} \quad (18b)$$
$$\tilde{Z}^{(i+1)}_{22} = \tilde{Z}^{(i+1)}_{11} + \tilde{Z}^{(i+1)}_{33} - \tilde{Z}_{11} \quad (18c)$$
$$\tilde{Z}^{(i+1)}_{12} = \tilde{Z}^{(i)}_{12} \left(\tilde{Z}^{(i)}_{22}\right)^{-1} \tilde{Z}^{(i)}_{12} \quad (18d)$$
$$\tilde{Z}^{(i+1)}_{21} = \tilde{Z}^{(i)}_{21} \left(\tilde{Z}^{(i)}_{22}\right)^{-1} \tilde{Z}^{(i)}_{21} \quad (18e)$$

Equations (18) describe a relation of recurrence that relates the matrices that appear when $2^{i+1}$ layers are treated to those used for $2^i$ layers. Iterating $n$ times, one can rapidly obtain the system of equations describing the link between currents on interfaces separated by $2^n$ layers and the external excitation. If losses are introduced in the structure, when interfaces will be far apart, their mutual coupling will tend to vanish. The number of layers growing exponentially, the losses introduced can be made arbitrarily small in order to influence as little as possible the final results.

From a physical point of view, the solution we are seeking after is a solution that takes into account the fields generated by $x_1$ and scattered by the infinite array of spheres located above it. The scattering by the spheres located within the $2^i$ first layers is explicitly taken into account via the $\tilde{Z}^{(i)}_{11}$ matrix, while the impact of the rest of them is taken implicitly into account by the equivalent currents on the top of the slab. Upon each iteration, the impact of scattering by the spheres of the $2^{i-1}$ next layers, which were implicitly taken into account by the screening currents of the upper interface, is removed from these currents and added explicitly into the $\tilde{Z}^{(i)}_{11}$ matrix. Considering that the fields generated by the distant spheres onto the lower plane vanish due to losses when the distance between the spheres and the plane is large enough, the solutions of the simplified eigenvalue equation where the impact of the currents on the upper plane (i.e. of the distant spheres) has been neglected converges towards the solutions of the exact eigenvalue problem. This will be demonstrated in the next Section.

Considering that after $n$ iterations, the distance between the two outer interfaces is large enough, so that any field scattered by spheres that have not been explicitly taken into account is negligible on the lower interface, it leads to

$$\tilde{Z}^{(n)}_{12} \approx \tilde{Z}^{(n)}_{21} \approx 0 \quad (19a)$$
$$x_1 \approx -\left(\tilde{Z}^{(n)}_{11}\right)^{-1} b_1 \quad (19b)$$

Fig. 3. Structure considered when computing the eigenmodes of the structure. The number of layers separating interfaces 2 and 3 is equal to $2^n$, $n$ being the number of iterations.

The non-linearity of Equation (10) arose from the influence of the currents on the upper plane. It can be seen that the problem can now be linearized. Indeed, adding one more layer below the $2^n$ layers that have been considered previously (cf. Figure 3) and imposing the continuity of the tangential fields across interface 2, one obtains:

$$x_2 = -\left(\tilde{Z}^{(n)}_{11}\right)^{-1} b_2 \quad (20)$$
with

\[ b_2 = -\hat{Z}_{21} x_1 - \hat{Z}_{12}^{(n)} x_3 \]  
(21a)

\[ \approx -\hat{Z}_{21} x_1 \]  
(21b)

Using (7), it results in:

\[ \left( \hat{Z}_{11}^{(n)} \right)^{-1} \hat{Z}_{21} x_1 \approx g x_1 \]  
(22)

All the eigenmodes and eigenvectors can now be found directly applying an eigenvalue decomposition of the matrix in the left-hand side.

The advantage of this method is that the method is numerically stable and each iteration only requires the inversion of one block of the impedance matrix and few matrix-matrix multiplications. Moreover, the number of layers growing exponentially, the convergence is very rapid. Generally, the time needed to retrieve all the eigenmodes starting from (3) is negligible compared to that needed to compute the impedance matrices appearing in (3).

IV. CONVERGENCE OF THE METHOD

The method we presented is based on the hypothesis that the fields excited on one side of a slab of lossy metamaterial will tend to decrease when traveling to the other end of the slab, even considering multiple reflections at the interfaces, provided that the number of layers is large enough. The advantage of the proposed method is that the number of layers grows exponentially with the number of iterations, such that such large numbers can be rapidly obtained.

To estimate the number of iterations required, it is necessary to evaluate the convergence of the method and the influence of losses. In this section, we show that the convergence of the proposed method with respect to the number of iterations and for a given level of losses is doubly exponential, leading to the rapid convergence of the results. Moreover, the number of iterations required for a given level of accuracy increases only linearly for exponentially decreasing losses.

Consider a mode \( \alpha \) traveling through a slab of metamaterial made of \( N \) layers. This mode is characterized by the fields distribution within one layer \((E_{\alpha}(r), H_{\alpha}(r))\) and the transmission coefficient \( g_\alpha \). The fields distribution is normalized, such that

\[ \int_S (\|E_{\alpha}\|^2 + \|H_{\alpha}\|^2) dS = 1 \]  
(23)

with \( S \) the surface of the lower interface of the layer limited to one unit cell, \( \eta \) the impedance of the medium just above that surface and \( \|A\|_2 \) the L2 norm of vector \( A \). Note that this normalization has been chosen arbitrarily, but any other normalization might have been chosen instead. In the following, the direction of propagation of a mode is defined so that it corresponds to the direction of the energy flow associated to that mode at each interface.

Using energy conservation, it is possible to prove that the magnitude of the transmission coefficient \( |g_\alpha| \) has to be smaller than unity provided that the metamaterial is lossy: the power due to one mode crossing two consecutive interfaces is constant within a \( |g_{\alpha}^2| \) factor. The difference in the power entering one layer and the power exiting that same layer corresponds to the dissipations, which are strictly positive for a lossy medium. It provides:

\[ |g_\alpha| < 1 \]  
(24)

Moreover if losses are introduced using a non-zero conductivity \( \sigma \) that is small enough, the transmission coefficient can be expressed as a function of \( \sigma \) using first-order Taylor series:

\[ |g_\alpha| \simeq 1 - \rho_\alpha \sigma \]  
(25)

with \( \rho_\alpha \) a constant that depends on the geometry of the structure and the fields distribution of the mode when there are no losses. A more formal derivation of these results and a physical insight on \( \rho_\alpha \) can be found in Appendix B.

Now, we consider the error in the fields due to the finiteness of the metamaterial slab represented in Fig. 3. Substituting Equation (21a) into (20), one can find that the exact currents \( x_2 \) are given by

\[ x_2 = \left( \hat{Z}_{11}^{(n)} \right)^{-1} (\hat{Z}_{21} x_1 + \hat{Z}_{12}^{(n)} x_3) \]  
(26)

The solution, that is found combining (7) and (26), corresponds to one of the eigenmodes of the structure. Without any loss of generality, we consider that this mode is the mode \( \alpha \) of the structure. This mode is excited by currents \( x_1 \) at the lowest interface of the structure and its amplitude is 1 on interface 2 (see Fig. 3). The power transported by that mode crossing interface \( p \), between layers \( p - 1 \) and \( p \), is given by

\[ P^p_{\alpha} = \Re \left\{ \int_{S_p} \frac{E_{\alpha}(r) \times H_{\alpha}^*(r)}{2} \cdot \hat{n} \, dS \right\} \]  
(27)

\( \Re \{A\} \) the real part of \( A \), \( \hat{n} \) the unit vector normal to interface \( p \), toward layer \( p \), and \( S_p \) the area of that interface limited to one unit-cell. Using Equation (7) the total power crossing interface \( p \) can be related to the power crossing Plane 0:

\[ P^p_{\alpha} = |g_{\alpha}|^{2p} \Re \left\{ \int_{S_0} \frac{E_{\alpha}(r) \times H_{\alpha}^*(r)}{2} \cdot \hat{n} \, dS \right\} \]  
(28)

Now, we consider what happens in Plane 3 where currents \( x_3 \) are flowing. The amplitude of mode \( \alpha \) after propagating through \( N + 1 \) layers is \( g_{\alpha}^N \). If we neglect the term due to currents \( x_3 \) in (26), this mode will be scattered at the interface between the metamaterial and the air. It means that the energy transported by this mode will be partially transmitted into air and partially reflected back into the metamaterial. The part of the energy that is reflected at the interface will spread over many different propagating and evanescent modes. We consider here the worst case, where all the power transported by mode \( \alpha \) would be reflected back into the metamaterial and redirected into a single mode that we will call \( \beta \). As a worst-case, that mode is chosen as the mode inducing the biggest fields on Plane 2 for a given amplitude of mode \( \alpha \) in Plane 3 (cf. Fig. 3). If we define \( C_{p,\alpha} \) as the scattering coefficient of mode \( \alpha \) into mode \( \beta \), using energy balance in Plane 3, we can find that:
\[ |C_{\beta,\alpha}|^2 = \frac{P_\alpha}{P_\beta} = - \frac{3}{9} \left\{ \iint_{S_0} \mathbf{E}_\alpha(r) \times \mathbf{H}^*_\alpha(r) \cdot \hat{n} \, dS \right\} \]  
\[
(29) 
\]

Note that using this equation, only the amplitude of \( C_{\beta,\alpha} \) can be determined, not its phase. The mode \( \beta \) generated in Plane 3 will propagate back to Plane 1, where its amplitude will be reduced by a factor \( g^{N+1}_\delta \). There, the same worst-case reasoning can be applied, considering that all the energy transported by mode \( \beta \) is reflected back into the metamaterial and entirely contained into a single mode \( \gamma \). That mode is chosen as the worst possible case, i.e., the mode inducing the biggest fields on Plane 2 for a given amount of power transported through Plane 1. This mode \( \gamma \) will propagate until it reaches Plane 3. There, we consider that all the energy transported by mode \( \gamma \) is reflected back into the metamaterial and is entirely contained in the worst possible mode, which we previously defined as \( \beta \). Iterating the same procedure for an infinite number of reflections at the interfaces, one can find the total amplitudes \( K_\beta \) and \( K_\gamma \) of modes \( \beta \) and \( \gamma \), respectively, on Plane 2, for a unit amplitude of mode \( \alpha \) on Plane 2:

\[ K_\beta = g^N_\alpha \sum_{q=0}^{\infty} C_{\beta,\alpha} g^N_\beta \left( C_{\gamma,\beta} C_{\beta,\gamma} g^{N+1}_\beta g^{N+1}_\gamma \right)^q \]  
\[
(30a) 
\]

\[ K_\gamma = g^N_\alpha \sum_{q=0}^{\infty} C_{\beta,\alpha} C_{\gamma,\beta} g^N_\beta g_\gamma \left( C_{\gamma,\beta} C_{\beta,\gamma} g^{N+1}_\beta g^{N+1}_\gamma \right)^q \]  
\[
(30b) 
\]

Using (24) and (29), one can notice that Equation (30) corresponds to a geometrical series whose terms are smaller than unity. It yields

\[ K_\beta = g^N_\alpha \frac{C_{\beta,\alpha} g^N_\beta}{1 - \exp(i\varphi) g^{N+1}_\beta g^{N+1}_\gamma} \]  
\[
(31a) 
\]

\[ K_\gamma = g^N_\alpha \frac{C_{\beta,\alpha} C_{\gamma,\beta} g^N_\beta g_\gamma}{1 - \exp(i\varphi) g^{N+1}_\beta g^{N+1}_\gamma} \]  
\[
(31b) 
\]

with \( \varphi \) the phase of the \( C_{\gamma,\beta}C_{\beta,\gamma} \) term, whose magnitude is 1 according to (29). Noting that \( C_{i,j} \) has to be of finite amplitude and that \( |g^N_i| \) can be made arbitrarily small by increasing the number of layers, we see that if the number of layers grows, (31) converges toward \( K_\beta = K_\gamma = 0 \). Therefore, for a growing number of layers and considering that the medium is lossy, we can see that multiple reflections at the interfaces become negligible and the proposed method converges toward the right solution. This proof can be generalized to the case of multiple propagative modes. The scattering coefficients \( C_{i,j} \) then become matrices of finite spectral radius. Using the same reasoning, we can demonstrate that it does not change the convergence of the solution, i.e., \( K_\beta = 1, \ K_\gamma = 0, \ \forall \delta \neq \alpha \).

An interesting digression here concerns phenomena such as extraordinary transmission through a layered medium that strongly depends on the number of layers considered [22]. Such phenomena are due to multiple reflections on both interfaces of the metamaterial slab and the air. Mathematically, this is due to the denominator of (31) that may vary significantly with the phase of the \( \exp(i\varphi) g^{N+1}_\beta g^{N+1}_\gamma \) term. However, in the presence of losses, these variations together with the multiple reflections become negligible. Therefore, phenomena like the one described in [22] disappear and the eigenmodes of the structure can be retrieved, provided that the number of layers considered is large enough.

Now that we have proven the convergence of the method, we will give an upper bound for the error with respect to the number of iterations. We define the error on the fields for a number \( N \) of layers, i.e., the difference between the exact solution and the approximate one which contains some \( \beta \) and \( \gamma \) modes, as

\[ e = \frac{\iint_{S_1} \|f_\alpha - (f_\alpha + K_\beta f_\beta + K_\gamma f_\gamma)\|_2^2 dS}{\iint_{S_1} \|f_\alpha\|_2^2 dS} \]  
\[
(32) 
\]

As explained previously, the sums in Equation (30) are converging to zero for an increasing number of layers \( N \). The sums correspond to geometrical series, such that it is absolutely convergent [23]. We can hence consider that there exists an integer \( N_0 \) such that the magnitude of the sums in (30) is smaller than 1/2 for any number of layers larger than \( N_0 \). From there, two possibilities:

- The mode \( \alpha \) is highly evanescent. In that case, the magnitude of the term \( g^N_\alpha \) in Equations (30) will decrease much faster than the magnitude of the sums. The convergence may therefore be reached for a number of layers \( N \) that is smaller than \( N_0 \).
- The mode \( \alpha \) is propagative or slightly evanescent. In that case, the convergence of the solution will require a number \( N \) of layers that is much larger than \( N_0 \).

In the first case, imposing \( N = N_0 \) is sufficient to ensure convergence. Indeed, the evanescent aspect of the mode leads to natural convergence. In the second case, which treats the dominant modes — in which we are primarily interested — a number of layers \( N > N_0 \) is required to reach convergence. Substituting (30) into (33) and considering that the magnitude of the sums of (30) is smaller than 1/2 gives:

\[ e < |g^N_\alpha| \]  
\[
(34) 
\]

with \( N = 2^n \) the number of layers inside the slab. Imposing that the solution is converged and using (25), we obtain

\[ (1 - \rho_\alpha \sigma)^{2^n} < e_0 \]  
\[
(35) 
\]

which can be reformulated as

\[ -2^n \ln(1 - \rho_\alpha \sigma) > -\ln(e_0) \]  
\[
(36) 
\]
The conductivity being small, the logarithm of the left-hand side can be approximated using first-order Taylor series. Taking the logarithm of the resulting expression, we obtain
\[ n + \log_2(\rho_n \sigma) > \log_2 \left( -\ln(e_0) \right) \] (37)
After few manipulations, we can find that the error remains below the threshold \( e_0 \) for any number of iterations \( n \) such that:
\[ n > \log_2 \left( \ln(e_0^{-1}) \right) - \log_2 (\rho_n \sigma) \] (38)
As we can see, the convergence is exponential with respect to the losses introduced in the material and doubly exponential with respect to the error threshold.

It is interesting to notice that the shape and constitutive parameters of the inclusions are only impacting the convergence through the factor \( \rho_n \) (see (25) and Appendix B). Indeed, the solutions to Maxwell’s equations will change depending on the geometry and constitutive parameters of the inclusions. So will do the dissipations associated to these solutions.

So far, losses have been introduced via a small conductivity \( \sigma \). Another possibility to introduce losses is to numerically decrease the amplitude of the transmission coefficient \( g \) by an arbitrary factor \( (1 - \gamma) \). In that case, the losses, which have no physical origin, are independent of the geometry and constitutive parameters of the inclusions. The number of iterations required to reach a given level of accuracy becomes
\[ n > \log_2 \left( \ln(e_0^{-1}) \right) - \log_2 (\gamma) \] (39)
which is independent of the structure considered.

Note that the accuracy of the method can be tested a posteriori by substituting the obtained results into the non-linear formulation (10).

V. COMPARISON WITH T-MATRIX BASED METHODS

The proposed method has been presented using the MoM formalism as a support. However, the only information that is needed is the way in which fields propagate through one layer. In this section, we extend the method to the more versatile Scattering-matrix (S-matrix) formalism [15].

The S-matrix of a structure is the matrix that relates the fields incident on the structure to those scattered by the structure. That matrix is generally well conditioned [16]. The Transfer-matrix (T-matrix) of the layer is the matrix that relates the total fields (incident and scattered) on one side of the layer to the total fields on the other side of the layer. Because it has to handle back-propagation, the T-matrix is numerically ill-conditioned [16]. Such as the MoM impedance matrix, S- and T-matrices are different ways to represent the response of a structure to incident fields.

Methods that use the information of S- and T-matrices to determine the eigenmodes of a structure have already been demonstrated in the literature [10]–[12]. The response of one layer of the structure studied to incident electromagnetic fields is computed through the computation of the S-matrix associated to that layer. To determine the eigenmodes of the structure from the information stored in the S-matrix, the latter is used to compute the T-matrix of a layer. All the eigenmodes and their corresponding eigenvalues can be computed at once using an eigenvalue decomposition of that T-matrix. However, as shown in [12], the computation of the T-matrix is numerically ill-conditioned and therefore prone to numerical noise. The maximum precision that can be achieved is therefore limited.

Although the method is still relatively robust using plane-wave decomposition of the fields [10], we found it to be unstable when the decomposition of the fields were done using equivalent currents. We encountered a strong dependence of the results on the mesh used to express the currents distribution and to test the fields using the Müller formulation of the MoM [14]. Results obtained for the linear problem with a double number of unknowns (cf. Section II) were found to be more stable, but still prone to numerical error propagation, as will be shown in Section VI.

As shown for MoM impedance matrix formalism, this limitation can be circumvented by linearizing the eigenvalue problem associated to the S-matrix without using the equivalent T-matrix.

![Fig. 4. Scheme of the S-matrix formalism used. The relation between the incoming fields that excite the layer (in red) and the fields scattered by the layer (in blue) is characterized by the scattering matrix \( S^{(0)} \).](image-url)

We first consider one layer of the metamaterial. The field scattered by the layer can be related to the fields incident on that layer using the S-matrix \( S^{(0)} \):
\[
\begin{pmatrix}
S_{11}^{(0)} & S_{12}^{(0)} \\
S_{21}^{(0)} & S_{22}^{(0)}
\end{pmatrix}
\begin{pmatrix}
f_{in}^1 \\
f_{in}^2
\end{pmatrix}
= 
\begin{pmatrix}
f_{out}^1 \\
f_{out}^2
\end{pmatrix}
\] (40)
with \( f_{in}^1 \) and \( f_{out}^1 \) the fields incident on and radiated from the layer, respectively, as illustrated in Figure 4. The eigenmodes of the metamaterial can then be found using
\[
f_{out}^1 = g^{-1}f_{in}^2 \] (41a)
\[
f_{out}^2 = gf_{in}^1 \] (41b)

Substituting these conditions into Equation (40), one can obtain the non-linear formulation of the problem equivalent to (10). A linear formulation can be found using an iterative procedure similar to that described in Section III.

We now add a second layer on top of the first one. The total scattering matrix can be computed for the structure made of two layers:
the fields scattered by the device, the scattering of incident fields by a metamaterial made of layers situated above. Multiplying the results by the obtained scattering matrix describes the fields re-reflected by the layer below. In the case of lossy layers, cannot reproduce the fields reflected out by the layer. To test the efficiency of the method, we considered an array of spheres, for which quasi-analytical solutions are known [24]. We simulated one of the structures studied in [24] (cf. Fig. 5), which corresponds to a lattice of dielectric spheres of relative permittivity \( \varepsilon_r = 40 \), relative permeability \( \mu_r = 1 \) and whose radius is 3.56 mm. Inside one layer, the spheres are arranged in a square lattice along the \( \hat{x} \) and \( \hat{y} \) directions with a periodicity of \( d_x = d_y = 18 \) mm. The periodicity along the \( \hat{z} \) direction, which corresponds to the thickness of the layers constituting the metamaterial, is \( h = 11 \) mm. The spheres are located in vacuum.

VI. NUMERICAL RESULTS

To test the efficiency of the method, we considered an array of spheres, for which quasi-analytical solutions are known [24]. We simulated one of the structures studied in [24] (cf. Fig. 5), which corresponds to a lattice of dielectric spheres of relative permittivity \( \varepsilon_r = 40 \), relative permeability \( \mu_r = 1 \) and whose radius is 3.56 mm. Inside one layer, the spheres are arranged in a square lattice along the \( \hat{x} \) and \( \hat{y} \) directions with a periodicity of \( d_x = d_y = 18 \) mm. The periodicity along the \( \hat{z} \) direction, which corresponds to the thickness of the layers constituting the metamaterial, is \( h = 11 \) mm. The spheres are located in vacuum.

The eigenmodes inside the structure have been studied for several frequencies, with no phase shift between consecutive unit-cells in \( \hat{x} \) and \( \hat{y} \) directions inside a layer (\( \varphi_x = \varphi_y = 0 \)). The frequency is expressed in terms of its normalized wave-vector \( k_0 h \), with \( k_0 = 2 \pi / \lambda_0 \) and \( \lambda_0 \) the wavelength in free space. The phase and amplitude of the transmission coefficient \( g \) corresponding to the main propagative mode can be seen in Figure 5. It can be seen on graph 6(b) that the transmission coefficient of evanescent modes inside the band-gap is smaller than unity.

To obtain these results, we used the linearized formulation. Losses were artificially introduced by multiplying the \( \tilde{Z}_{12} \) and \( \tilde{Z}_{21} \) matrices by a factor \((1-10^{-4})\). The precision with which the impedance matrices have been computed being of the same order of magnitude as the loss factor, multiplication by that factor does not introduce a significant change in the accuracy of the final results. Introducing losses in that way prevents the degradation of the results near resonances, where small losses can induce huge changes in the modal distribution.

The results obtained using the linearized formulation were tested by substituting them into the parabolic formulation and testing the continuity of the fields at the interface between two layers. First, using the linearized formulation, the two following quantities have been computed: (i) \( x_{lin} \), the equivalent currents on the interface between two consecutive layers corresponding to one mode, and (ii) \( g_{lin} \), the corresponding transmission coefficient. Then, we replaced \( x_1 \) and \( x_2 \) in (9) by \( x_{lin} / g_{lin} \) and \( x_{lin} \ g_{lin} \), respectively. Then, \( x_2 \) has been computed and compared with \( x_{lin} \); the error \( e \) is defined as

\[
e = \| x_{lin} - x_2 \|_2 / \| x_{lin} \|_2 \tag{47}\]

First, using the loss factors introduced for linearization into the parabolic formulation, machine precision is achieved for
all frequencies after 30 iterations. Second, the error has been checked using the non-modified impedance matrix for the parabolic formulation. The maximum error was found to be \( e = 10^{-4} \), which corresponds to the error introduced by the loss factor.

The convergence of the method has also been tested when introducing a varying amount of conduction losses inside the metamaterial. This has been implemented adding a complex component \( \varepsilon'' \) to the permittivities of the air and of the dielectric. The loss tangent \( \tan(\delta) = \varepsilon''/\varepsilon \) has been made identical for air and dielectric, the frequency has arbitrarily been chosen to be such that \( k_0h = 1 \). Results are shown in Figure 7. On the top graph, we can see the doubly exponential convergence of the method for a fixed amount of losses (cf. Equation (33)). On the second graph, the number of iterations required to reach an error \( e \) chosen smaller than a predefined threshold \( e_0 = 10^{-10} \) is shown. The predicted exponential convergence with respect to the losses is clearly visible.

We also compared the accuracy of the results that can be achieved using the proposed method with the accuracy achieved by linear methods handling back-propagation. Using the same set of matrices as the one used to provide the results displayed on Fig. 6, we computed the eigenmodes of the structure using the proposed formulation and the one based on doubling the number of unknowns, which is provided at the end of Section II (Equation (13)). The numerical error introduced by both techniques for the first ten eigenmodes was computed using (47) and is shown in Fig. 8. The error is only originating from the numerical round-off error.

First, we can notice that numerical error is limited when we use the method we presented (blue curves), due to the fact that every step of the method is well-conditioned. The increase in the error for small wave vectors \( k_0h \) is probably due to the “low frequency breakdown” that is related to the MoM simulation technique rather than on our method for determining eigenmodes.

Second, as explained in [12], methods that have to handle back-propagation are ill-conditioned. Therefore, the numerical noise tends to grow during the computation of the modes (red curves).

As we can see, the accuracy of the proposed method is between five and ten orders of magnitude better than the accuracy provided by techniques handling back-propagation.

We also compared the accuracy of the proposed method using S-matrix formalism with the accuracy that can be achieved when using the associated T-matrix. The S-matrix of the layer has been obtained from the MoM simulation results. One layer of metamaterial has been excited by several propagative and evanescent plane waves, so that the total number of degrees of freedom is preserved, i.e. we used as many plane waves as we used basis functions to describe the currents on the interface between consecutive layers.

The error has been computed as follows. First, the eigenmodes and their associated eigenvectors have been computed using the methods presented in Section V. The eigenfields associated to these eigenvectors can be decomposed into fields
incident on the layer $f_{\text{in}}^1$ and $f_{\text{in}}^2 = g f_{\text{out}}^1$, and fields scattered by the layer $f_{\text{out}}^1$ and $f_{\text{out}}^2 = g f_{\text{in}}^2$. The incident fields were multiplied by the S-matrix of one layer, and the resulting vector were compared with the expected scattered fields from Equations (41).

The results can be seen in Fig. 9. The numerical error has been computed for the first ten eigenmodes of the structure. The red curves represent the error obtained when the T-matrix of the layer is computed from its S-matrix, while the blue curves represent the error obtained using the iterative method presented in Section VII.

First, we can notice, as mentioned previously, that using a plane wave decomposition of the fields tends to improve the accuracy reached due to natural filtering of the ill-conditioned modes. Indeed, the error of the red curves in Fig. 9 is much lower than the error in Fig. 8. Moreover, the lower red curves of Fig. 9 are corresponding to the less evanescent eigenmodes of the structure. They are characterized by a lower contribution of the highly evanescent plane waves, which explain the better filtering, thus the lower numerical noise.

Second, we can see that the error obtained when stacking the layers remains close to the machine precision. This is a direct consequence of the fact that all the matrix operations involved in computing the eigenmodes of the structure are well-conditioned.

Finally, the time for filling the impedance matrix for a fixed frequency and transverse phase shift ranged from 1h55’ to 2h40’ depending on frequency, while the time spent to compute all the eigenmodes and eigenvalues after 30 iterations for that frequency and phase shift took less than 20 seconds, which is negligible with respect to matrix filling.

VII. CONCLUSION

We presented a method based on the Method of Moments to compute the eigenmodes inside 3D periodic metamaterials. The modes are characterized by a field distribution at the interface between consecutive layers and a complex transmission coefficient of the fields from one layer to the next. First, we presented a parabolic formulation, which is based on the continuity of tangential fields across consecutive layers. Then, we proposed an iterative technique that can be applied to the simulation results to linearize the problem, so that all the modes and the corresponding transmission coefficients can be found using a single eigenvalue decomposition of a matrix.

We also extended the proposed method to the more general Scattering-matrix formalism and compared it with other methods based on Transfer-matrix. We showed how the computation of the T-matrix, which can be numerically unstable, is avoided in our case to provide a fully stable method.

The linearization method, which does not entail any approximation, is based on the stacking of layers. At each iteration, the number of stacked layers is doubled. Adding arbitrarily small losses, a doubly exponential convergence toward the solution of the parabolic formulation is demonstrated. We showed that, to reach a given accuracy, the time devoted to the iterative technique increases linearly for exponentially decreasing losses inside the material.

APPENDIX A
FROM MÜLLER TO T-MATRIX

In this section, we will draw the link between the T-matrix based method described in [10] and the eigenmodes determination problem based on the Müller formulation for the Method of Moments [21].

Using the PMCHWT formulation of the MoM, the equivalent currents on the interfaces between different media are found by imposing the continuity of the tangential electric and magnetic fields on both sides of the testing functions. Using the Müller formulation, however, the equivalent currents along the interfaces separating different media are found imposing on both sides of the interface:

$$\hat{n} \times E^\text{in} + \hat{n} \times E^\text{sc} = -M \quad (48a)$$

$$\hat{n} \times H^\text{in} + \hat{n} \times H^\text{sc} = J \quad (48b)$$

with $\hat{n}$, the direction normal to the surface toward the side of the interface that is tested, $E^\text{in}$ and $H^\text{in}$ the incident electric and magnetic fields and $E^\text{sc}$ and $H^\text{sc}$ the electric and magnetic fields radiated on the interface by $J$ and $M$, the unknown equivalent electric and magnetic currents.
To apply Müller formulation to the geometry illustrated in Fig. [1] it is necessary to impose (48) on both side of both interfaces.

Below, we concentrate on the inner part of the layer. The surfaces are discretized and (48) is applied to both interfaces on their inner side. The system of equations to solve then reads

\[
\tilde{Z}_{M,11}^{-1} x_1 - \tilde{Z}_{M,12} x_2 = x_1 \\
- \tilde{Z}_{M,22} x_2 + \tilde{Z}_{M,21} x_1 = -x_2
\]

(49)

(50)

with \( \tilde{Z}_{M,pq} \) the impendence matrix specific to the Müller formulation. This impedance matrix describes the transverse modes, which do not carry energy, the direction is given by the energy flow transported by the mode if infinitesimal losses are introduced.

Below, we concentrate on the inner part of the layer. The system of equations to solve then reads

As always when using Müller formulation, these two systems of equations have to be combined somehow [21]. One possibility is to simply add them together. However, to keep the number of unknowns will drop using Equation (7). We then obtain

\[
\tilde{Z}_{M,12}^{-1} (\tilde{Z}_{M,11} - I) x_1 = g x_1 \\
(\tilde{Z}_{M,22} - I)^{-1} \tilde{Z}_{M,21} x_1 = g x_1
\]

(51)

(52)

As always when using Müller formulation, these two systems of equations have to be combined somehow [21]. One possibility is to simply add them together. However, to keep the number of unknowns will drop using Equation (7). We then obtain

\[
\tilde{Z}_{M,11}^{-1} (\tilde{Z}_{M,11}^T - I) x_1 = g x_1 \\
(\tilde{Z}_{M,22}^T - I)^{-1} \tilde{Z}_{M,21} x_1 = g x_1
\]

As always when using Müller formulation, these two systems of equations have to be combined somehow [21]. One possibility is to simply add them together. However, to keep the number of unknowns will drop using Equation (7). We then obtain

\[
\tilde{Z}_{M,12}^{-1} (\tilde{Z}_{M,11}^T - 2 I) x_1 = g x_1
\]

(53)

such that

\[
T x_1 = g x_1
\]

(54)

We can notice, as mentioned previously, that the T-matrix formulation has to deal with back-propagation, which is illustrated by term \( \tilde{Z}_{M,12}^{-1} \) in formula (53).

With this definition, the eigenmodes inside the structure correspond to the eigenvectors and eigenvalues of \( T \) and can be computed all at once. However, because of the back-propagation term, \( T \) is ill-conditioned and the results may be inaccurate.

**APPENDIX B**

**DECAY OF MODES DUE TO LOSS**

A more formal proof of Equation (25) is presented here, based on energy conservation. The physical origin of the constant \( p_0 \) is also investigated.

Consider an infinitely 3D periodic metamaterial made of an infinite superposition of layers. A mode \( \alpha \) is excited at the bottom interface of a layer, say Plane 0 and Layer 0, and propagates upward. Due to the fact that this mode is, by definition, a homogeneous solution to Maxwell’s equations for the periodic geometry of the metamaterial, this mode will propagate without coupling with other modes, unless there is some defect in the periodic geometry. As we are considering an infinite metamaterial, such defect does not exist and therefore the modes \( \alpha \) can be treated independently of the other modes, with which it cannot interact. In the following, we will consider that the direction of propagation of a mode is defined as the direction of its energy flow. For evanescent modes, which do not carry energy, the direction is given by the energy flow transported by the mode if infinitesimal losses are introduced.

This mode \( \alpha \) is characterized by the fields distribution \( (E_\alpha(r), H_\alpha(r)) \) and a transfer coefficient \( g_\alpha \). The power transported by that mode crossing interface \( p \), between layers \( p - 1 \) and \( p \), is given by

\[
P^p_\alpha = \Re \left\{ \int_{S_p} \frac{E_\alpha(r) \times H_\alpha^*(r)}{2} \cdot \hat{n} dS \right\}
\]

(55)

with \( \Re \{ A \} \) the real part of \( A \), \( \hat{n} \) the normal to the interface \( p \) toward layer \( p \) and \( S_p \), the surface of that interface limited to one unit cell of the metamaterial. Using Equation (7) provides:

\[
P^p_\alpha = |g_\alpha|^{2p} \Re \left\{ \int_{S_0} \frac{E_\alpha(r) \times H_\alpha^*(r)}{2} \cdot \hat{n} dS \right\}
\]

(56)

with the integration that is now performed over \( S_0 \). The medium being lossy, the power crossing two consecutive interfaces has to fade accordingly to the losses, i.e:

\[
P^p_\alpha - P^{p+1}_\alpha = P^p_{\alpha,\text{loss}} > 0
\]

(57)

with \( P^p_{\alpha,\text{loss}} \) the losses due to mode \( \alpha \) inside layer \( p \). Using Equation (56) and noticing that the power crossing the interface has to be positive due to causality, one can find

\[
1 - |g_\alpha|^2 > 0
\]

(58)

which corresponds to the physical constraint that the amplitude of the mode has to decrease from layer to layer (|\( g_\alpha | < 1 \). Now, consider that losses are introduced using a non-zero conductivity \( \sigma \). The amount of losses due to mode \( \alpha \) inside layer \( p \), \( P^p_{\alpha,\text{loss}} \), can be computed using:

\[
P^p_{\alpha,\text{loss}} = \int V_p \sigma \frac{\| E_\alpha \|^2}{2} dV
\]

(59)

with \( \sigma \) the local conductivity and \( V_p \) the volume corresponding to the intersection between the layer \( p \) and one unit cell of the metamaterial. Note that \( E \) depends on the value of \( \sigma \). Indeed, changing the value of \( \sigma \) modifies the Green’s function of the lossy medium and therefore the solution to the scattering problem. However, if the losses are small enough, the change in the shape of the fields for decreasing losses becomes negligible and a perturbation based approach can be used. If we consider that \( \sigma \) is small and constant in the whole lossy parts of the metamaterial, we can introduce the constant \( D_\alpha \), which is independent of the conductivity such that

\[
D_\alpha = \int V_{\alpha,\text{loss}} \frac{\| E_\alpha \|^2}{2} dV
\]

(60)
with $V_{\text{loss}}$ the volume corresponding to the lossy part of the first layer limited to one unit cell of the metamaterial. Then the power loss will asymptotically reach
\[
\lim_{\sigma \to 0} \frac{P_{\text{loss}}^\sigma}{\sigma} = |g_\alpha|^2 P D_\alpha
\]  

(61)
Combining this expression with (66) and (57), it provides:
\[
|g_\alpha|^2 \simeq 1 - 2 \rho_\alpha \sigma
\]

(62)
with
\[
\rho_\alpha = \mathbb{R} \left\{ \left| \int_{S_\alpha} (E_n \times H^*_n) \cdot \hat{n} \, dS \right| \right\}
\]

(63)
which is proportional to the ratio between the power dissipated and the power transported by one mode.

If the conductivity is small enough, from (62), the transmission coefficient can be expressed using a first-order Taylor series:
\[
|g_\alpha| \simeq 1 - \rho_\alpha \sigma
\]

(64)
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