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An Evaluation of Pixel-based and Object-based Classification Methods for Land Use Land Cover Analysis Using Geoinformatic Techniques

Abstract: Land use land cover (LULC) classification is a valuable asset for resource managers; in many fields of study, it has become essential to monitor LULC at different scales. As a result, the primary goal of this work is to compare and contrast the performance of pixel-based and object-based categorization algorithms. The supervised maximum likelihood classifier (MLC) technique was employed in pixel-based classification, while multi-resolution segmentation and the standard nearest neighbor (SNN) algorithm were employed in object-based classification. For the urban and suburban parts of Kolhapur, the Resourcesat-2 LISS-IV image was used, and the entire research region was classified into five LULC groups. The performance of the two approaches was examined by comparing the classification results. For accuracy evaluation, the ground truth data was used, and confusion matrices were generated. The overall accuracy of the object-based methodology was 84.66%, which was significantly greater than the overall accuracy of the pixel-based categorization methodology, which was 72.66%. The findings of this study show that object-based classification is more appropriate for high-resolution Resourcesat-2 satellite data than MLC of pixel-based classification.
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1. Introduction

Land use and land cover (LULC) analysis is significant for land resource policy, land management, and land system analysis [1]. LULC is essential component of understanding the relationships between human activities and the environment [2]. The LULC data provides a panoramic view of the landscape’s characteristics and facilitates decision-making on interconnected parts of most land-based processes [3]. It can be obtained from satellite images using remote sensing image classification [4, 5]. Most LULC classifications have traditionally been based on the pixel-based classification (PBC) of remotely sensed images. They utilized supervised or unsupervised classification, or a combination of both [6]. Maximum likelihood classification (MLC) is one of the classification techniques of pixel-based image classification. It was observed that per-pixel MLC was restricted since it only used spectral information and does not include texture or contextual information into consideration [7, 8]. It was also found that when pixel-based methods were applied to high-resolution images, a “salt and pepper” noise was created, which added to the inaccuracy of the classification [9–11].

To overcome such problems, remote-sensed image analysis is increasingly employing classification based on objects (segments) rather than single pixels [12]. Object-based classification (OBC) is based on image segmentation and the formation of a hierarchical network of homogeneous objects that corresponds to feature boundaries. This segmentation process uses a variety of data types throughout the image, including pixel values, contextual information, object features, and hierarchy relationships [13]. This modern approach has gained popularity in remote sensing over the last decade [14]. Several studies have already shown the applicability of OBC (frequently also referred to as Geographic Object-Based Image Analysis or GEOBIA) to LULC mapping using knowledge-based methods as well as quantitative methods [15–18]. Many computer software packages for OBC have been developed, such as eCognition®.

In the present study, LULC mapping was performed using PBC and OBC of high-resolution images (Resourcesat-2). The five LULC categories were identified as agriculture land, barren land, built-up area, forest area, and waterbody. The outcomes were compared in a statistically rigorous manner. The major focus of this research is to identify LULC classes using pixel-based and object-based image classification and to compare the accuracy of the two classification methods.

2. Study Area

The entire study area is extended between 16°37’ to 16°48’ North latitude and 74°10’ to 74°18’ East longitude. The total area of the study is 169.58 km², including Kolhapur city urban and surrounding suburban areas. The Panchaganga River is
flowing through the north side of the study area. This river is a tributary of the Krishna. The elevation of the study region is 546 m above sea level and has a moderate climate with a min temperature of 15°C and a max 40°C and receives an average rainfall of 1043 mm. It has a unique physiographic setup with gentle slope decreases to the north from the south.
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**Fig. 1.** Location map of the study area

3. **Database and Methodology**

3.1. **Database**

For this research, Resourcesat-2 (LISS IV) data was acquired with a spatial resolution of 5.8 m and three (green, red, NIR) spectral bands were used. One vector boundary of the study area was acquired by the Municipal Corporation of the city. GPS (Global Positioning System) was used for collecting Ground Control Points (GCPs), and these GCPs were used as ground truth information for the classified images. For pixel-based and object-based classification, the built-in functions of Erdas Imagine and eCognition software (Definiens Imaging, Germany) were used. Also, ArcGIS software was used for the comparative study of classified images, accuracy assessment, etc.

3.2. **Methodology**

The LISS-IV image was geo-referenced to UTM zone 43 using spheroid and datum in WGS-84 and geometrically adjusted with ground truth data. Because there
was no visible haze or clouds in the image, and the data quality was deemed appropriate for classification, no atmospheric adjustment was applied. Figure 2 depicts the overall methodology, while the individual procedures are given further below.

**A Pixel-based Classification Method**

Pixel-based supervised image classification determines the class of each pixel in the imagery by comparing the pixel’s \( n \)-dimensional data vector to the model vector for each class. Typically, data vectors are made up of pixels with grey level values from multispectral channels [5, 19]. The last one (MLC) is the most generally used approach for PBC of the expected methods of classifying multispectral imagery, viz. parallelepiped, minimum distance to mean, and maximum likelihood.
classifier (MLC). The maximum likelihood (ML) classifier supervised classification algorithm was employed in this investigation. The training data is used to estimate the probabilities [20] that a pixel belongs to a certain class which based on a subsequent probability of membership and dimensions equal to numerous bands in the source image [3]. The training signatures (pixels) for each class were chosen to represent the majority of the class’s spectral characteristics over the entire image. The MLC assigns a pixel to the class with the highest probability of membership, where $L_i(x)$ is the chance that pixel $x$ is a member of class $i$ is given by Equation (1):

$$L_i(x) = (2\pi)^{-n/2} |V_i|^{-1/2} e^{-y/2}$$

where:

$V_i$ – the class $i$ covariance matrix,

$n$ – the number of spectral bands,

$y$ – the Mahalanobis distance.

The MLC a posteriori probability $P_i(x)$ is obtained by rescaling $L_i(x)$ between 0 and 1 [5, 21]. The ERDAS Imagine software was used to achieve this pixel-based supervised maximum likelihood image categorization.

**Object-based Classification Method**

The object-based technique takes into account shape, texture, and spectral information. Its classification section begins with the crucial first step of grouping neighboring pixels into important areas, which may then be used in the classification phase after that [22]. Although OBC may not deal directly with single pixels, it can be used to create homogeneous image objects through the segmentation process. Image segmentation is defined as the identification for homogeneous features in an image and the subsequent classification of these regions in remote sensing [23]. There are two sorts of segmentation principles: top-down and bottom-up. Top-down segmentation involves breaking a large region into smaller pieces, whereas bottom-up segmentation involves integrating smaller items into bigger ones.

The LISS-IV image was segmented into four levels for this investigation utilizing a bottom-up strategy of the multi-resolution segmentation technique. Table 1 lists the specification segmentation criteria. The scale parameter was adjusted to 10 with a 0.1 shape parameter, and compactness was set to 0.5 in the level one segmentation criterion shown in the table. The size of objects is indirectly determined by this scale parameter; if the scale value is kept large, the object will become enormous as well. The color of the objects is determined by the Shape criterion, while the smoothness of the objects is determined by compactness. In level 2, more weight is given to scale and shape, and compactness criterion value was kept as it is like level 1. The scale parameter was increased to 25 and 30, respectively, but the shape and compactness parameters were preserved at 0.2 and 0.7. The result of segmentation is shown in Figure 3.
Figure 3 indicates that increasing the scale parameter in the segmentation technique (from level 1 to level 4) automatically the size of segmented objects also increased in the image, and vice versa. In this segmentation procedure, prior to the segmentation method, it is impossible to determine which scale parameter is optimal. As a result, image segmentation with a distinct set of scale parameters is required, and the appropriate scale parameter for final image classification should be chosen based on the study’s purpose and basic knowledge of the study area. So, for final image classification on the basis of visual observation of study area and knowledge-based approach level, two criteria (Tab. 1) were used. The next stage is to classify the segmented image into different land use/land cover classes after it has been segmented. Five LULC classes were produced through the class hierarchy process (Fig. 4b). In a hierarchically structured form, the class hierarchy process includes all classes of categorization cogitation. The inheritance classes specified in parent classes are passed to their child classes at the bottom. The inheritance hierarchy is used in the class description to reduce repetition and complication [22].
When preparing the hierarchy of class with their inheritance hierarchy, ground observation was used and the sample objects for each class identified. Then, for each of the classification cogitation’s classes, a class description, i.e., standard nearest neighbor (SNN), was picked, which consists of a fuzzy expression that allows the evaluation of a specific feature and its reasonable operation, as well as classifying the image. Figure 4a depicts an example of an agriculture class. The segmentation technique is based not just on particular pixel values, but also on pixel spatial continuity, which includes textures and structure. The OBC was carried out with eCognition, a user-friendly, multi-scaled, and extremely useful object-based processing software [5, 24].

Accuracy Evaluation

Accuracy evaluation is an important aspect of image classification since it allows one to track the evolution and quality of the image you’ve classified. Valid information is needed to analyze the accuracy assessment. The term “ground truth” or “reference data” is used to describe this form of a valid dataset [25]. As a result, 150 ground truth points for each class were collected across the study region using the stratified sampling method for validation.

Two statistical accuracy evaluation approaches were used for this study: kappa analysis and a confusion matrix. Three accuracy measures are reported in the confusion matrix: producer accuracy, user accuracy, and total accuracy [26]. A two-dimensional contingency table is known as a confusion matrix. It displays the cell entries in the confusion matrix together with the number of sampled points, with the row label indicating the category in the classified image and the column label indicating the ground facts. The diagonal values represent correct classifications, while
the off-diagonal values represent incorrect classifications. Kappa analysis, which assesses the agreement between the classified image and correct values, is the second method. The kappa value ranges from 0 to 1; a value of 1 indicates strong agreement, while a value of 0 signifies no agreement. The user’s accuracy shows the likelihood that a pixel classified into a specific category on the ground accurately represents that category. Overall accuracy refers to the likelihood that a pixel in a classed image is correctly classified.

Using the existing accuracy assessment features in the relevant software packages, the accuracy of both classifications were assessed in eCognition, ERDAS Imagine, and ArcGIS. Finally, the computed confusion matrixes were used to evaluate the performance of accuracy between both (pixel and object) image classifications.

The kappa coefficient equation is shown below:

$$K = \frac{N \sum_{i=1}^{r} x_{ii} - \sum_{i=1}^{r} [x_i \cdot (x + i)]}{N^2 - \sum_{i=1}^{r} [x_i \cdot (x + i)]}$$  \hspace{1cm} (2)

where:

- $K$ – KHAT statistic,
- $x_{ii}$ – the diagonal value of both row $i$ and column $i$,
- $x_i$ – total of row $i$,
- $x + i$ – total of column $i$,
- $N$ – the all observations,
- $r$ – the actual size of the matrix.

4. Result and Discussion

On the LISS-IV image, a PBC with a maximum likelihood classifier was done, as well as an OBC with the nearest neighbor classifier. Figures 5 and 6 depict the categorization findings, while Table 2 lists the classification statistics.

The categorization results of pixel-based and object-based approaches differ in a number of ways, as shown in Table 2. The area under agriculture was 36.09% of the overall area in the PBC, whereas the OBC identified 40.47% of the area under agricultural land. The same table also shows in the PBC, the area under built-up land was 34.80% of the total area, while in the OBC, it was 32.69% of the entire area. Based on this finding, it can be stated that the pixel-based classifier simply examined spectrum values in classification rules, whereas the object-based classifier took into account spectral values, smoothness, shape, texture, and fuzzy classification logic. A comparison of Figures 5 and 6 shows that pixel-based images exhibit significant classification noise (salt and pepper noise), making it difficult to identify the LULC feature in-depth. The categorized image obtained via OBC, on the other hand, produces a more consistent categorization that is easier to interpret by human visual interpretation.
Fig. 5. Classification of LU/LC based on pixel

Fig. 6. Classification of LU/LC based on object
Table 2. Spatial extent of LU/LC classification

| Land use/ Land cover classification | Pixel-based classification | Object-based classification | Deviation from object-based classification [%] |
|-------------------------------------|---------------------------|----------------------------|---------------------------------------------|
|                                     | Area [km^2] | Area [%] | Area [km^2] | Area [%] |                                   |
| Agriculture land                   | 61.21       | 36.09    | 68.64       | 40.47    | -4.38                              |
| Barren land                         | 37.17       | 21.91    | 31.07       | 18.32    | 3.59                                |
| Built-up area                       | 59.02       | 34.80    | 55.45       | 32.69    | 2.10                                |
| Forest area                         | 9.44        | 5.56     | 11.18       | 6.59     | -1.02                               |
| Waterbody                           | 2.74        | 1.61     | 3.24        | 1.91     | -0.29                               |
| Total                               | 169.58      | 100.00   | 169.58      | 100.00   | -                                    |

Object-based classification produces superior results than pixel-based classification, as per the examination of the final output of the two classification systems. Therefore, in order to compare these two methods more thoroughly, the confusion matrix and kappa statistics were used to assess accuracy.

5. Accuracy Assessment

Overall, an accuracy evaluation was carried out to compare the performance of two categorization systems. As mentioned in the methodology section, 150 sample ground control points were collected to perform the accuracy of classified images, and confusion matrixes were produced. Tables 3 and 4 shows the confusion matrixes of both classifications (pixel and object).

Table 3. Pixel-based classification confusion matrix

| Classified data | Reference data | Agriculture land | Barren land | Built-up area | Forest area | Waterbody | Total | User’s accuracy [%] |
|-----------------|----------------|------------------|-------------|---------------|-------------|-----------|-------|--------------------|
| Agriculture land|                | 22               | 0           | 6             | 6           | 2         | 36    | 61.11              |
| Barren land     |                | 2                | 23          | 2             | 2           | 0         | 29    | 79.31              |
| Built-up area   |                | 4                | 7           | 22            | 5           | 1         | 39    | 56.41              |
| Forest area     |                | 2                | 0           | 0             | 17          | 2         | 21    | 80.95              |
| Waterbody       |                | 0                | 0           | 0             | 17          | 25        | 25    | 100.00             |
| Total           |                | 30               | 30          | 30            | 30          | 30        | 150   | -                  |
| Producer’s accuracy [%] |           | 73.33            | 76.66       | 73.33         | 56.66       | 83.33     | -     | -                  |

Overall accuracy: 72.66%
Kappa coefficient: 0.65
Table 4. Object-based classification confusion matrix

| Classified data | Reference data |                  |         |         |         |         | User’s accuracy [%] |
|-----------------|----------------|-----------------|---------|---------|---------|---------|---------------------|
| Agriculture land| Barren land    | Built-up area   | Forest area | Waterbody | Total  |         |                     |
| Agriculture land| 27             | 1               | 3        | 2        | 1       | 34      | 79.41               |
| Barren land     | 0              | 25              | 1        | 0        | 0       | 26      | 96.15               |
| Built-up area   | 0              | 4               | 26       | 5        | 0       | 35      | 74.28               |
| Forest area     | 2              | 0               | 0        | 23       | 3       | 28      | 82.14               |
| Waterbody       | 1              | 0               | 0        | 26       | 27      | 96.29   |                     |
| Total           | 30             | 30              | 30       | 30       | 30      | 150     |                     |
| Producer’s accuracy [%] | 90.00 | 83.33 | 86.66 | 76.66 | 86.66 | – | – |

Overall accuracy: 84.66%
Kappa coefficient: 0.80

The OBC technique had an overall accuracy of 84.66%, which was clearly higher than the pixel-based classification technique, which had an overall accuracy of 72.66% based on the overall accuracies of the confusion matrixes. As a result, we can conclude that OBC outperforms PBC.

A further step was to assess the accuracy of the producer’s users and overall accuracy, as well as the kappa coefficient, which measures commission and omission errors of every land cover category. The confusion matrix’s diagonal shows the correctly identified training pixels of land use/land cover categories, while the non-diagonal parts show errors of commission and omission. Non-diagonal column elements (Tab. 3), pixels that should have been classed as agriculture land were omitted from that class) were omitted due to omission errors. Commission errors, on the other hand, were associated with non-diagonal row elements (Tab. 3), agriculture land pixels were incorrectly included in the barren land category. When compared to producer accuracy, the OBC for agriculture land categories shows 90% accuracy, however, the PBC shows only 73.33%, which is quite low when compared to OBC.

In comparison to all other categories, OBC had a higher producer accuracy than PBC (Fig. 7). In the pixel-based classification, user accuracy was better in the waterbody class; otherwise, object-based classification had superior accuracy in the remaining LULC categories (Fig. 8). Furthermore, the overall kappa accuracy in the OBC technique was larger than the PBC technique (Tabs. 3, 4), with 0.80 in the OBC and 0.65 in the PBC.

According to the outcomes of these two classification systems, the OBC technique had an advantage over the PBC technique in that it allowed for the integration of spatial and spectral information into a classification, which enhanced accuracy.
It began with the segmentation procedure, which involved the creation of objects based on spatial and spectral data. Once objects were produced, classification became more vigorous since all pixels of the object were automatically categorized to the same class, resulting in a classification result that was closer to human visualization [5, 27]. However, object-based classification outperforms pixel-based classification.
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**Fig. 7.** Producer's accuracy of the pixel- and object-based classified image

![User's Accuracy](image2)

**Fig. 8.** User’s accuracy of the pixel- and object-based classified image
6. Conclusion

The performance of two classification strategies, pixel-based and object-based classification, was tested in this research. Using the same image on the same target area, an accuracy assessment was carried out to evaluate the accuracy of these two procedures. In OBC, the overall classification accuracy was 84.66%, while in PBC, it was 72.66%. Furthermore, the object-based classification’s total kappa accuracy was 0.80, which was higher than the PBC (0.65). The object-based classification beat the pixel-based classification, according to the findings. In the OBC technique, the user and producer accuracy for most of the land-cover classifications was likewise good. Overall, the results show that the OBC method differentiates basic land use/land cover types better, and the multi-resolution segmentation method, which was used to extract the segments needed for land feature classification, is also effective. This OBC technique is superior for high as well as medium resolution satellite images using this technique; one can easily do the image processing and extract the relevant land use land cover feature. The findings of this study show that OBC is more appropriate for high-resolution Resourcesat-2 satellite data than (MLC) PBC in terms of overall performance. Overall, the object-based map created in this study was smoother than the pixel-based MLC map, with larger, continuous classified areas and no single pixels classified differently from adjacent pixels, resulting in a salt-and-pepper texture, as compared to the MLC map.
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