Spin fluctuations in iron pnictides and chalcogenides: From antiferromagnetism to superconductivity.
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Abstract
The present article reviews recent experimental investigations of spin dynamics in iron-based superconductors and their parent compounds by means of inelastic neutron scattering. It mainly focuses on the most contemporary developments in this field, pertaining to the observations of magnetic resonant modes in new superconductors, spin anisotropy of low-energy magnetic fluctuations that has now been observed in a wide range of chemical compositions and doping levels, as well as their momentum-space anisotropy incurred by the spin-nematic order. The implications of these new findings for our understanding of the superconducting state, along with the remaining unsettled challenges for neutron spectroscopy, are discussed.
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1. Introduction
1.1. A brief history of Fe-based superconductors
Layered iron pnictides and chalcogenides entered the limelight of modern condensed-matter physics after it was demonstrated in 2008 that doping fluorine into the layered antiferromagnetic (AFM) compound LaFeAsO induces high-temperature superconductivity with a critical temperature, \( T_c \), of 26 K \[1\]. This discovery shortly preceded the 100th anniversary of the liquefaction of helium, which led to the first observation of superconductivity in mercury by Heike Kamerlingh Onnes in 1911 \[2\], thus initiating a centennial quest for understanding the underlying mechanisms of this remarkable phenomenon.

Within just a few months after the initial discovery, the record \( T_c \) of iron-based superconductors was raised to 55 K in a structurally related SmFeAsO\(_{1-\delta}\) \[3, 4\] or even 56 K in Gd\(_{1-x}\)Th\(_x\)FeAsO \[5\], which remains unsurpassed among bulk non-cuprate superconductors. In single-layer FeSe thin films, even higher \( T_c \)'s up to 100 K have been observed \[6\]. In the last 5 years, iron-based superconductors with a multitude of various structures and chemical compositions were discovered \[7–12\], and numerous detailed reviews on the structural diversity and rich physics of this class of materials became available \[13–35\]. It is now common to classify iron-based superconductors into several structural families, denoted shortly by the stoichiometric ratios of chemical constituents in their undoped parent compounds, e.g. “11” for binary iron-chalcogenide compounds, like FeSe or FeTe, “111” for ternary compounds like LiFeAs or NaFeAs, “1111” for the originally discovered RFeAsO \((R = \text{rare earth})\), “122” for AFe\(_2\)As\(_2\) \((A = \text{alkali metal})\) with ThCr\(_2\)Si\(_2\)-type crystal structure, and others \[20\].

According to the present consensus, metallic character of undoped ferropnictides and weaker electron correlations, as compared to high-\( T_c \) cuprates \[36, 37\], should lead to a qualitatively simpler description of their underlying physics. This is best illustrated by numerous successes of itinerant theoretical models in accurately reproducing or sometimes predicting the energy-momentum structure of the spin-fluctuation spectrum in the normal and superconducting states \[38–47\]. On the other hand, various quantitative complications arise due to the multiband and multiorbital character of the electronic structure \[37, 48–50\], effects of disorder, magnetic...
or nonmagnetic impurities [51–56], and the importance of spin-orbit coupling and spin anisotropy [57–62]. Moreover, the much broader variety of crystal structures and chemical compositions among different families of ferropnictides makes it generally unlikely that conclusions drawn for a single material can be straightforwardly generalized for the whole class of compounds. For instance, while the nodeless $s_\pm$ symmetry of the superconducting order parameter has been suggested for some of the most actively studied families with the highest values of $T_c$ [63–66], a few other iron-arsenide compounds display nodes in the gap structure, most notably LaFePO [67–70], LiFeP [71], Sr$_2$ScFePO$_3$ [72], BaFe$_2$(As$_{1-x}$P$_x$)$_2$ [73–75], KFe$_2$As$_2$ [76–79] and RbFe$_2$As$_2$ [80], evidencing a qualitatively different type of order-parameter symmetry, possibly a nodal $s^{\pm}$ [81] or $d$-wave [82]. Since KFe$_2$As$_2$ represents the end member of the Ba$_{1-x}$K$_x$Fe$_2$As$_2$ series of superconductors, the presence of nodes in its gap structure implies that the superconducting gap undergoes a qualitative change of symmetry as a function of a continuously tunable parameter, such as doping [83] or hydrostatic pressure [79]. Furthermore, in the iron-phospide systems LaFePO and Sr$_2$CoO$_3$FeP$_2$ inelastic neutron scattering (INS) on powder samples revealed no evidence of strong magnetic fluctuations, indicating their reduced importance for superconductivity as opposed to analogous iron-arsenide materials [84]. In fact, such a notable spread of physical descriptions for different iron-based superconducting materials is actually not surprising in view of the different magnetic ground states of their parent compounds, Fermi-surface topologies, and a broad range of impurity scattering rates.

1.2. The role of spin fluctuations in the superconducting pairing mechanism

Long before the discovery of superconductivity in iron pnictides, theories of unconventional Cooper pairing mediated by spin fluctuations [85] were put forward to explain the superconducting mechanisms in high-$T_c$ cuprates, heavy electron systems, and two-dimensional (2D) organic compounds [86–89]. Ferropnictides presented a new playground for the development of these theoretical models in view of the tendency of superconductivity to be enhanced near the AFM quantum critical point, where the spin fluctuations are most intense [90–94]. Due to the multiband character of the Fermi surface, supporting intense paramagnetic fluctuations peaked at the zone boundary, a sign-changing order parameter with an $s_\pm$ or $d$-wave symmetry is fostered by these theories [63, 64, 83]. It has also been shown early on that the microscopic coexistence of superconductivity with the long-range magnetic order that is found in several families of iron pnictides is only possible if the superconducting state is $s_\pm$ [95, 96]. An alternative approach that received considerable recent attention is the orbital-fluctuation theory, placing Fe 3d orbital fluctuations associated with the orthorhombic transition in the driver’s seat for superconductivity [97–99]. These two scenarios are difficult to disentangle, as spin and orbital fluctuations go hand in hand and cannot be easily separated either in experiment or in theory [22]. The most direct proof of a sign change in the gap structure is expected from future phase-sensitive tests based on combinations of tunnel junctions and point contacts [100], analogous to those applied previously to copper oxides [101–104]. Until now, the design of similarly well-controlled phase-sensitive experiments for iron-based superconductors still remains in its infancy. The statistical data obtained so far on the flux quantization in polycrystalline NdFeAsO$_{0.86}$F$_{0.12}$ [65] provide indirect evidence for the existence of Josephson loops with a $\pi$ phase shift in support of the sign-changing $s_\pm$ gap symmetry. More “pure” experiments on individual Josephson junctions with controlled orientation and on a broader range of compounds are in principle possible [100, 105], but still await practical realization.

While there appears to be no single smoking-gun experiment so far that could unequivocally demonstrate the sign change of the order parameter in iron-based super-

![Fig. 1. Energy dependence of the dynamic spin susceptibility, $\chi''(\omega)$, calculated within the random phase approximation for the superconducting state, which illustrates the sensitivity of the magnetic resonant mode to the symmetry of the superconducting order parameter. The energy is normalized by the superconducting gap, $\Delta_0$. Reproduced from Ref. 40, copyright by the American Physical Society.](image-url)
conductors or single out the pairing boson, proponents of spin-fluctuation theories find multiple supporting evidence in spectral signatures of collective magnetic excitations in the electronic structure or, vice versa, of the superconducting gap opening in the spin-fluctuation spectra. The former ones include anomalies in the tunneling spectra [106, 107] that match the energy of the neutron spin resonance, observations of “kinks” in photoemission data [108, 109] or quasiparticle-interference patterns [110], and superconductivity-induced infrared optical anomalies [111] that could originate from strong coupling to a bosonic spectral function resembling that of spin fluctuations. Although these signatures are not direct proof that the corresponding boson is involved in the pairing mechanism, they may contain quantitative information about electron-magnon coupling strength that could potentially facilitate future estimates of $T_c$ along the lines developed recently for high-$T_c$ cuprates [112, 113].

The reverse effect of band gap opening on the magnetic excitation spectrum manifests itself in the formation of the magnetic resonant mode, revealed by INS as a redistribution of magnetic spectral weight below $T_c$ from the spin-gap region at low energies into a relatively sharp peak centered near or below the gap energy, $2\Delta$. The neutron spin resonance has now been established in most iron-based superconductors [42, 114–129] with very few exceptions like LiFeAs [130–133], where the spectral-weight redistribution is much less pronounced and leaves room for ambiguous interpretations [135]. It has been noted early on that the intensity and shape of the magnetic resonance peak in the INS spectrum would sensitively depend on the pairing symmetry [38–40], so that the coherence factor would stabilize a pronounced collective mode only for sign-changing order parameters, as illustrated in Fig. 1. Consequently, most authors consider the observation of intense resonant modes in some iron-based superconductors as the leading argument in support of the spin-fluctuation theory [22, 46, 128, 136–139], while some others propose alternative explanations for the observed resonance peak that requires no sign change in the gap function [98, 132, 140]. This controversy places neutron spectroscopy among the key techniques that are expected to shed light on the origin of high-$T_c$ superconductivity in ferropnictides, and we will turn to a more detailed discussion of the available experimental data and their possible interpretations further on in this review.

### 1.3. Understanding the spin-nematic phase

As for the Cooper pairing mechanism, either spin [141–144] or orbital [145–147] degrees of freedom are also considered responsible for the orthorhombic phase transition in the parent or lightly doped iron arsenides, which usually precedes the onset of static AFM order, leading to the formation of the so-called spin-nematic state in the narrow temperature region between the two transitions [148–151]. Because the AFM and spin-nematic quantum critical points are nearly coincident in the generic phase diagram of iron-based superconductors, figuring out which one of them supplies the “pairing glue” still remains a subject of debate, further complicated by our limited understanding of the spin-nematic phase on its own. The origin of nematicity is therefore tightly linked to the dilemma of the Cooper pairing mechanism. A major obstacle en route to the experimental clarification of this important problem is the natural twinning of the orthorhombic domains in the crystal, which masks the anisotropic effects in the nematic phase. Because the structural transition in all the compounds studied so far lies below room temperature, the preparation of a single-domain sample is only possible by detwinning the crystal in situ [23] using either uniaxial stress [152–166] or in-plane magnetic field [167–169] applied during cooling. The results of these experiments will be reviewed in detail in what follows.

Despite the technical difficulties involved in the mechanical detwinning procedure, several experimental techniques have already succeeded in measuring the single-domain orthorhombic state: mainly x-ray diffraction...
[152], electron transport [152–157], optics [158–161], photoelectron spectroscopy [162–165] and, most recently, neutron scattering [166]. However, only few of them could so far distinguish the AFM and spin-nematic transitions clearly in an untwinned crystal. To achieve this, the experiment would have to conform to the following important criteria, which are highly difficult to be realized simultaneously:

1. Performing control experiments. If too much stress is applied to the sample, irreversible changes may occur, such as the formation of cracks or dislocations in the material, leading to anisotropic properties that do not fully disappear even after the external stress is fully removed. In order to exclude such effects, the experimental setup must allow for the release of the stress while keeping other measurement parameters constant. Control experiments in the absence of external stress should be then performed both before and after the experiment, demonstrating that the measured sample properties remain isotropic and consistent in both measurements.

2. Measuring the twinning ratio. In order to demonstrate that the sample remains fully untwinned, it is desirable to measure the twinning ratio directly during the experiment (e.g. by diffraction or polarized optical imaging) or to perform preliminary tests with the same sample environment to ensure that the twinning ratio is sufficiently low and does not change in the whole accessible temperature range, as it could hinder accurate measurements.

3. Using compounds with distinct structural and magnetic phase transitions. To be able to access the narrow region of the spin-nematic phase, the measured compound should be characterized by a large difference between the structural and magnetic phase transition temperatures, $T_s - T_N$. This rules out, for instance, the stoichiometric parent compounds of the “122” family, where the two phase transitions nearly coincide. So far, the largest differences between the two transition temperatures were reported in SrFeAsF with $T_s - T_N \approx 50$ K [170, 171], Ca$_{10}$Pd$_3$As$_8$(FeAs)$_{10}$ with $T_s - T_N \approx 14$ K [172], and Na$_{1-\delta}$FeAs with $T_s - T_N \approx 12$ K [134, 173–176] (see Fig. 2). These materials are air sensitive and therefore more difficult to handle as compared to the “122” compounds. The detwinning experiments on such systems are so far limited to angle-resolved photoemission studies of NaFeAs under uniaxial pressure [164, 165], in which distinct signatures of orbital-dependent electronic reconstruction were observed across both $T_s$ and $T_N$. There is also a lot of current interest in understanding the spin-nematic phase in FeSe$_{1-\delta}$ [177–181] that extends from $T_s \approx 90$ K down to zero temperature with no associated static magnetic order, unless a hydrostatic pressure above 0.8 GPa is applied to the sample [182, 183].

4. Releasing external stress at low temperatures. It is now well known that uniaxial stress induces strong anisotropy effects in layered iron pnictides even at temperatures above $T_s$, as evidenced, for example, by anomalously large and anisotropic elastoresistance in comparison to simple metals [155, 156]. This results in smearing of the magnetic phase transition, so that $T_s$ and $T_N$ finally merge and the nematic state is no longer well defined [23]. The uniaxial pressure can also influence the characteristic transition temperatures [184–186] or even introduce a decoupling between the onsets of the orthorhombic distortion and antiferromagnetism [185]. At the same time, high stress is required to achieve low twinning ratios, especially in large crystals. Moreover, since the spin-nematic state is understood as a phase with spontaneously broken 4-fold rotational symmetry, a “clean” experiment has to be performed under isotropic external conditions, in particular under zero stress, as was already emphasized earlier [30]. This inevitably leads to the conclusion that an experiment carried out in a detwinning device supplying constant uniaxial pressure can only provide useful information about the anisotropy below $T_N$, but is not suitable for investigations of the spin-nematic phase between $T_N$ and $T_s$. Instead, devices that allow for the release of the uniaxial pressure in a controlled way in situ during the experiment have to be employed. Accurate calibration is then required to ensure that isotropic conditions are indeed restored after the detwinning procedure. The existing devices with such possibilities are usually piezoelectrically driven, so that remote control of the exerted stress becomes possible [187]. The reported measurements are so far restricted to the anisotropy of resistivity [155–157] and optical response [188], and were performed exclusively on the parent and lightly doped ‘122’ compounds, where the spin-nematic state is difficult to resolve.

An alternative method of probing the single-domain nematic state is to reduce the sample to the dimensions comparable with the size of a single naturally formed orthorhombic twin domain [189] or to use local probes with atomic resolution, such as scanning tunneling spectroscopy [190–192]. One should not forget, however, that truly
isotropic conditions can not be achieved in a local-probe experiment on a twinned crystal because of the internal strains accumulated in the sample during its preparation, which can be partially released by annealing, and the unavoidable stresses exerted by neighboring domains below the structural transition. As a result, the material remains locally anisotropic far above $T_s$, resembling experimental results under constantly applied stress [191].

2. Latest progress in material synthesis

The quest for new families of ferropnictides and the optimization of their synthesis in terms of both quality and the size of single crystals available for experimental investigations remains at the forefront of current research. In recent years, these efforts persisted along several major directions, enabling a significant progress in our understanding of the ever increasing number of structurally different compounds across a wide range of doping levels and other control parameters. Here we take a look at some of the important milestones along this route, mostly relevant for neutron spectroscopy.

2.1. Moving away from the optimal doping

While early investigations of iron-pnictide superconductors focused mainly on optimally doped compounds with the highest values of $T_c$ and their stoichiometric parents, in recent years the controlled growth of doped single crystals in a broad range of chemical compositions made measurements of highly over- and underdoped samples possible, in particular using neutron-scattering methods. For instance, a detailed study of the spin-fluctuation spectrum in electron-doped Ba-122 systems was performed using several coaligned arrays of under- and overdoped BaFe$_{2-x}$Ni$_x$As$_2$ single crystals with the highest mass up to 45 grams, spanning a broad doping range across the superconducting dome and beyond [195–197]. On the hole-doped side of the phase diagram, where superconductivity persists up to 100% doping level in Ba$_{1-x}$K$_x$Fe$_2$As$_2$ [198], large single-crystalline samples were so far available for neutron-scattering experiments only near the optimal doping ($x \approx 0.33$, up to 10 grams) [199, 200] and for KFe$_2$As$_2$ ($x = 1$, up to 3 grams) [78, 197, 201], while in the intermediate doping range, INS measurements were reported only on powder samples with various potassium concentrations [202]. Sizable single crystals have also been obtained for the alternatively hole-doped Ba$_{1-x}$Na$_x$Fe$_2$As$_2$ [203], in which the sodium ions are significantly smaller than barium ions. While

![Fig. 3. The phase diagram of Ba$_{1-x}$Na$_x$Fe$_2$As$_2$, which exhibits an additional tetragonal phase (AF/T) inside the usual orthorhombic AFM dome (AF/O). Reproduced from Ref. 193, copyright by the American Physical Society.](image)

![Fig. 4. Left: The ground state of Ba$_{1-x}$K$_x$(Fe$_{1-y}$Co$_y$)$_2$As$_2$ vs. dopant concentrations. Blue color represents the nonsuperconducting ground state, the colors from yellow ($T_c \approx 10$ K) to dark red ($T_c \approx 40$ K) correspond to the superconducting state. Right: The composition-temperature phase diagram of charge-compensated Ba$_{1-x}$K$_x$(Fe$_{1-y}$Co$_y$)$_2$As$_2$ along the $x/2 \approx y$ diagonal, showing the coexistence of the AFM state with superconductivity for $0.10 \lesssim y \lesssim 0.25$. Reproduced from Ref. 194, copyright by the American Physical Society.](image)
superconductivity in Na- and K-doped compounds behaves similarly [193], an additional tetragonal magnetic phase has been found upon Na doping inside the usual AFM dome [204] (see Fig. 3) that could be recently connected using neutron diffraction to a reorientation of spins along the c axis [205]. This material therefore represents a promising new candidate for future spectroscopic investigations, in which new influences of spin orientation and spin-fluctuation anisotropy on superconductivity could be revealed.

Iron pnictides with structures other than “122” still remain much less studied by neutron spectroscopy, mostly due to the difficulties in obtaining large enough single crystals, their sensitivity to air [206], or both. Nevertheless, considerable attention was paid recently to the parent compounds of NaFe\(_2\)As [134, 207, 208] and LiFe\(_2\)As [131–133] with the “111”-type structure, as well as some of their doped derivatives, most notably NaFe\(_{1-x}\)Co\(_x\)As with a sample mass of 5.5 g [128]. Another group succeeded in the self-flux growth of sizeable Co- and Rh-doped Na\(_{1-x}\)Fe\(_2\)As single crystals with different dopant concentrations [209]. The first INS measurements of spin-wave excitations in the parent La-1111 oxypnictide, performed on an assembly of many small single crystals with a total mass of 600 mg, also appeared recently [210]. In superconducting “111” compounds, neutron-spectroscopy experiments are still restricted only to polycrystalline samples of the superconducting LaFe\(_{1-x}\)As\(_{0.5}\)F\(_{0.5}\) (\(T_c \leq 29\) K) [119, 211, 212] and optimally doped CaFe\(_{1-x}\)Co\(_x\)As\(_F\) (\(T_c = 22\) K) [126]. On the other hand, systematic doping-dependence studies of spin dynamics in different iron-pnictide families were undertaken by other methods, in particular by nuclear-magnetic-resonance (NMR) spectroscopy, as reviewed recently in Ref. 27.

2.2. Codoping

Whenever chemical substitution is used to tune physical properties of a system, such as superconductivity, distinguishing the effects of electronic doping from those of impurity scattering or chemical pressure, inevitably associated with the random introduction of dopant atoms, always represents a challenge. To address this problem, some iron-pnictide compounds have been simultaneously codoped with varying concentrations of two elements to maintain a constant charge carrier density while varying the impurity concentration. The most systematic studies of this kind were performed on the Ba-122 system codoped with Co and K [194, 213], demonstrating that superconductivity with a \(T_c\) up to 15.5 K can be induced even in charge-compensated Ba\(_{1-x}\)K\(_x\)(Fe\(_{1-y}\)Co\(_y\))\(_2\)As\(_2\) (\(x/2 \approx y\)) in coexistence with static AFM order. Figure 4 summarizes these results in a phase diagram, illustrating the dependence of \(T_c\) on dopant concentrations and the suppression of the AFM order along the \(x/2 = y\) line of charge compensation.

Another remarkable example is given by the La-1111 compound codoped with fluorine on the oxygen site and phosphorus on the arsenic site [214, 215]. At zero fluorine concentration, the phase diagram of LaFe(As\(_{1-x}\)P\(_x\))O exhibits a novel AFM phase (with a so far unclarified magnetic structure) for 0.4 \(\leq x \leq 0.7\) with maximal Néel temperature of 35 K that intervenes between two superconducting domes [216]. Upon weak fluorine doping, this intermediate phase is suppressed, resulting in a two-humped superconducting dome as seen in the 2D phase diagram shown in Fig. 5. This suggests the presence of an unusual AFM quantum critical point at some intermediate doping level 0 < \(y_0\) < 0.05 and a certain phosphorus concentration, \(x_0\), such that either increase or decrease in \(x\) with respect to \(x_0\) should result in an enhancement of \(T_c\).

Introduction of small amounts of Mn impurities into the superconducting hole-doped Ba\(_{1-x}\)K\(_x\)Fe\(_2\)As\(_2\) [217, 218], electron-doped LaFe\(_2\)O\(_{1-y}\)F\(_y\) [219] or Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) [220], and isovalently doped BaFe\(_2\)(As\(_{1-x}\)P\(_x\))\(_2\) [220] was also used to demonstrate their strong poisoning effect on superconductivity, associated with the sizable magnetic moments localized on the Mn sites [54, 220, 221]. Thus, in LaFe\(_{1-y}\)Mn\(_y\)As\(_{0.89}\)F\(_{0.11}\) as little as 0.2% of Mn is sufficient to completely suppress...
superconductivity [219], while in Ba$_{0.5}$K$_{0.5}$Fe$_{1-y}$Mn$_y$)$_2$As$_2$ this critical concentration is much higher and amounts to $\sim 5\%$ [217, 218], which is nevertheless several times below the typical values for other transition-metal dopants (e.g. Cu, Ni, Zn, Co or Ru) [218]. Intermediate values of critical Mn concentrations ($\sim 2$–$3\%$) are found in Co- and P-doped BaFe$_2$As$_2$ [220]. Simultaneous substitution of Co and Mn on the iron site was also employed recently to directly demonstrate the localization of induced Mn holes, leading to the absence of any measurable hole doping effect by Mn in angle-resolved photoemission [222].

2.3. Iron-chalcogenide superconductors

Single crystals of iron chalcogenides with the “11”-type structure, such as Fe$_{1+\delta}$Te$_{1-x}$Se$_x$ [15], along with alkali-metal-intercalated A$_y$Fe$_{2-y}$Se$_2$ ($A=K$, Rb, Cs, Tl), represent perhaps the second most popular class of iron-based superconductors for neutron scattering investigations after “122” compounds. At ambient pressure, the phase diagram of FeTe$_{1-x}$Se$_x$ [223] exhibits a broad superconducting dome extending from $x \approx 0.05$ up to the end member compound FeSe ($T_c \approx 8.5$ K) [224–226], with a broad maximum around $x = 0.5$ reaching $T_c^{\text{max}} \approx 15$ K. In addition, it was noted that superconductivity in iron selenides is highly sensitive to off-stoichiometry of the Fe content, $\delta$, adding another dimension to the phase diagram [226–230]. Initially, a neutron spin resonance was observed in nearly optimally doped FeTe$_{0.9}$Se$_{0.1}$ [117], yet further INS investigations [227–229, 231–236] also focused on samples with both higher and lower Se concentrations in the range $0 \leq x \leq 0.5$, as well as with different interstitial Fe content, $0.01 \leq \delta \leq 0.14$. Even more recently, substitution of small amounts of Ni or Cu on the iron site was used as an alternative way of tuning superconductivity in these systems [237, 238].

The possibility to enhance $T_c$ in layered iron selenides by intercalating alkali-metal elements [239–244] or molecular spacer layers [245–249] has fostered a new wave of research activity, in which neutron spectroscopy also played a central role. Most commonly available A$_y$Fe$_{2-y}$Se$_2$ compounds [28] can be synthesized in the form of large single crystals with very similar values of $T_c$ between 27 K for $A=Cs$ [239] and $\sim 32$ K for $A=K$, Rb [240–244]. However, these materials are infamous for the ubiquitous phase separation into a matrix consisting of non-superconducting vacancy-ordered insulating AFM phase and an intergrown metallic minority phase with at most 10–14% volume fraction [250–253], forming a complex interconnected network of metallic precipitates [254–259] that becomes superconducting below $T_c$. It took several years and a combination of modern x-ray and neutron diffraction [253, 260–265], atomically resolved microscopy [266–271], optical spectroscopy [252, 254, 272], Raman scattering [273], photoemission [274–279], muon-spin relaxation (µSR) [251, 252], NMR [280, 281], Mössbauer [250, 282], and neutron spectroscopy [46, 123, 124] investigations before the true chemical, electronic and microstructural composition of the superconducting phase could be established. According to the present consensus, this phase has an alkali-deficient A$_y$Fe$_2$Se$_2$ composition with vacancy-free FeSe layers, while estimates of the actual amount of dopant atoms still vary widely in the range $0.3 \leq x \leq 0.6$, depending on the employed experimental method [123, 253, 265, 280]. The most recently discovered iron selenides containing more complex molecular spacer layers, such as Li$_x$(C$_5$H$_5$N)$_y$Fe$_2$Se$_2$ [245], (Li/K)$_x$(NH$_2$)$_y$(NH$_3$)$_z$Fe$_2$Se$_2$ [246–249], or electrically neutral LiFeO$_2$ layers [283], along with those intercalated by smaller-sized alkali metals (Li, Na) [285, 286], offered a significant improvement of $T_c$ up to the record of 46 K. However, these new materials are so far only available in polycrystalline form, and their superconducting volume fractions are typically low, as can be judged by the low shielding fractions in magnetization measurements. Nevertheless, a recent powder INS measurement on specially prepared deuterated sample of Li$_x$(ND)$_{2-y}$(NH)$_{(1-y)}$Fe$_2$Se$_2$ [125] offered convincing evidence for a resonant enhancement of spectral weight below $T_c$ at an unusual incommensurate position that differs from the ($\pi, \pi/2$) wave vector found in all alkali-metal iron selenides studied this far [46, 122–124].

Numerous attempts have been undertaken to continuously control $T_c$ in alkali-metal iron selenides by chemical doping. Varying the nominal alkali-metal content typically

Fig. 6. The phase diagram of K$_x$Fe$_{2-y}$Se$_{2-z}$S$_z$, showing a gradual suppression of $T_c$ in K$_x$Fe$_{2-y}$Se$_2$ by isovalent sulfur substitution towards the magnetic semiconductor K$_x$Fe$_{2-y}$S$_2$. Reproduced from Ref. 284, copyright by the American Physical Society.
results in a nearly rectangular superconducting dome with no significant change in $T_c$ as a function of nominal composition or Fe valence [242, 287]. Substitution of various transition metals on the Fe site was only partially successful, as some of them (Cu, Mn, Zn) failed to penetrate the vacancy-free metallic phase and instead showed a tendency to the formation of foreign non-superconducting phases embedded in the sample [259], despite a weak enhancement of superconducting properties upon 1–6% Mn substitution as compared to the non-doped crystals [259, 288, 289]. Only Ni, Co and Cr atoms could be homogenously doped into the superconducting stripes of the phase-separated $K_xFe_{1-y}Se_2$ system, leading to a rapid suppression of $T_c$ by just a few percent of the dopant atoms [259]. A much more gradual and accurate control of $T_c$ could be achieved by replacing Se with S [284, 290–293] or Te [294–296], resulting in phase diagrams like the one presented in Fig. 6, continuously connecting the superconducting $K_xFe_{2-y}S_2$ with the semiconducting end member compound, $K_xFe_{2-y}S_2$. So far, there are no reports of INS measurements performed on these materials, and therefore the influence of Se-site substitution on the spectrum of spin fluctuations in iron selenides still remains open for future investigations.

2.4. Iron-platinum-arsenide superconductors

A few years ago, two new families of iron-arsenide superconductors containing platinum-arsenide intermediary layers, $(CaFe_{1-x}Pt_xAs)_yAs_y$ and $(CaFe_{1-x}Pt_xAs)_1yPt_yAs_y$ (termed “10-3-8” and “10-4-8”, respectively), have been discovered [298–301]. An interesting peculiarity of these systems is that the $Pt_yAs_y$ spacer layer ($n = 3$ or $4$) is metallic, which leads to a peculiar electronic structure with two types of quasi-2D Fermi surfaces originating from Fe $d$ and Pt $d$ bands [302–304]. Apart from that, the “10-3-8” family represents a rare example of unconventional superconductors with a low-symmetry triclinic crystal structure. The structural and physical properties of these new materials still represent a subject of intense current investigations [305–313]. Depending on the amount of Pt in the spacer layer, qualitatively different ground-state properties and distinctive behavior of $T_c$ have been reported [297]: While the undoped “10-3-8” compound is not superconducting and only displays superconductivity upon chemical doping [312–315], the optimal $T_c \approx 35 K$ in the related “10-4-8” family is reached already in the stoichiometric parent phase and can only be suppressed by doping [297, 299] [see Fig. 7 (a)]. Nevertheless, the nearly identical critical temperatures for the parent “10-4-8” and optimally rare-earth doped “10-3-8” compounds [313, 315] reveal their close relationship despite the structural differences.

Platinum atoms, which are already present in the intermediary layers, can also act as dopants if substituted on the Fe site. This complicates the synthesis of single crystals with the stoichiometric composition, as accidental Pt doping is difficult to avoid. As a result, even the best single crystals of the “10-3-8” stoichiometric composition, as accidental Pt doping is difficult to avoid. As a result, even the best single crystals of the “10-3-8” family represents a rare example of unconventional superconductors with a low-symmetry triclinic crystal structure.
Various ways of inducing superconductivity in the “10-3-8” compounds have been explored, including the substitution of platinum [297–301, 305–309, 312] or other transition metals [316] on the Fe site, trivalent-metal doping (Y, La–Sm, Gd–Lu) on the Ca site [313–315] or the application of hydrostatic pressure [317]. The resulting phase diagrams resemble those of most other iron-arsenide superconductors, where chemical doping suppresses the spin-density-wave (SDW) ground state of the stoichiometric compound and stabilizes a superconducting dome around the AFM quantum critical point [18]. The superconducting phase in platinum-iron-arsenides is characterized by a large anisotropy of the upper critical fields [299, 301, 309, 312, 313], reaching $\gamma_H = H_{c2}^{\|}(T)/H_{c2}^{\perp}(T) \approx 10$ upon approaching $T_c$ [299, 309, 312], and low-temperature coherence lengths of $\xi^{\|}(0) = 50 \text{ Å}$ and $\xi^{\perp}(0) = 12 \text{ Å}$ [299] that are comparable to typical values in other iron-based superconductors [18]. The ratio of the heat capacity jump to the normal-state Sommerfeld coefficient, $\Delta C/\gamma_n T_c$, was reported for the La-doped “10-3-8” compound to be 0.37 [314] or 0.81 [313], i.e. significantly below the BCS-theory prediction of 1.43 in the weak-coupling limit. From the temperature dependencies of critical fields and the London penetration depth, the existence of multiple superconducting gaps has been suggested [305, 309, 318], with possible indications that the gap anisotropy increases toward the edges of the superconducting dome as compared to the optimal doping [305]. The most recent µSR and NMR measurements [318] provided quantitative estimates of the gap magnitudes in the Pt-doped “10-3-8” compound, with the larger gap characterized by the $2\Delta/k_B T_c$ ratio only slightly higher than the BCS limit, and a tiny second gap that is at least an order of magnitude smaller in energy. It has already been suggested that iron-platinum arsenides could share the spin-fluctuation-mediated pairing mechanism with other iron-based superconductors [309, 310]. However, results of the NMR experiments suggested the presence of a pseudogap above $T_c$ with a characteristic onset temperature, $T^*$, which was linked to an anomaly in the INS data resembling a precursor resonant mode [318]. This led to a suggestion of possible preformed Cooper pairing in these systems. Moreover, a Hebel-Slichter peak was found in the same work at very low temperatures ($\sim 2$K) due to the opening of the smaller energy gap, which is therefore suspected to have $s$-wave symmetry that is distinct from the larger gap and is not typical for iron pnictides.

3. Magnetic excitations in non-superconducting parent compounds

3.1. Folded vs. unfolded Brillouin-zone notations

The unit cell of a typical iron-arsenide parent compound contains magnetic Fe atoms, which form a tetragonal sublattice at room temperature, and the remaining non-magnetic ions (As atoms and spacer layers) with generally lower lattice symmetry. For an individual FeAs block of layers, two formula units are contained in the unit cell because of the alternating positions of As atoms above and below the Fe plane, as illustrated in Fig. 8 (a). However, the unit cell of the simple square Fe sublattice is twice smaller, containing just one Fe atom per unit cell. As a result, the magnetic Fe sublattice possesses a higher symmetry in direct space with respect to the crystal itself. This justifies the introduction of a so-called unfolded Brillouin zone of the Fe sublattice in reciprocal space [319] with a twice larger volume in comparison to the conventional crystallographic Brillouin zone, as shown in Fig. 8 (b, c).

Since electrons forming the conduction band are predominantly of Fe $d$ character [320], with both charge and magnetization density localized mainly around Fe atoms [321, 322], it is generally expected that all essential physical quantities measured in the reciprocal space would follow the symmetry of the unfolded Brillouin zone. This has been demonstrated experimentally for the spin-excitation spectrum of “122” ferropnictides, where folding implies an intricate change of symmetry in three dimensions due to the body-centered tetragonal...
crystal structure peculiar to these systems [43]. Moreover, the folded Brillouin zone is insufficient for a proper description of magnetic structures or spin fluctuations, as it equates reciprocal-space points that may correspond to qualitatively different types of spin textures in direct space [18]. For example, checkerboard AFM order with the \((\pi, \pi)\) propagation vector in the unfolded notation and simple ferromagnetic order residing at the zone center would both appear at the \(\Gamma\) point of the folded zone. Therefore, for the sake of clarity, all reciprocal-space vectors in the present review will be given in the unfolded notation, unless explicitly stated otherwise, and expressed in reciprocal lattice units (r.l.u.) of the iron sublattice.

### 3.2. Spin-wave spectrum and normal-state fluctuations

Above the Néel temperature, the spin-fluctuation spectrum of a typical iron-pnictide antiferromagnet consists of two gapless branches of paramagnon excitations that are sharply peaked at the \((\pi, 0)\) and \((0, \pi)\) wave vectors, which coincide with the nesting vectors of the normal-state Fermi surface [319]. At each of these two vectors, low-energy excitations disperse very steeply and therefore can be seen in a thermal-neutron scattering experiment as a single commensurate peak that broadens towards higher energies, as it is schematically illustrated in Fig. 9 (a). This peak usually exhibits an elliptical cross-section within the \(Q_x Q_y\) plane in momentum space, whose aspect ratio reflects the nesting properties of the normal-state Fermi surface and therefore directly depends on the electron doping level of the material [43]. In the undoped “122” compounds, it is typically elongated in the transverse direction with respect to the momentum vector [43, 329, 337, 338] with the only exception of SrCo$_2$As$_2$, where it extends longitudinally like in Ba$_{1-y}$K$_y$Fe$_2$As$_2$ [199] despite the expected electron-doped character of the Fermi surface [339]. Along the \(Q_y\) direction, the peak shape remains unchanged [43], whereas its intensity oscillates, reflecting the three-dimensional character of magnetic exchange interactions. In BaFe$_2$As$_2$ or CaFe$_2$As$_2$, for example, the intensity maxima are located at the \(\frac{1}{2} L\) (in-plane) and \(\frac{1}{2} L\) (out-of-plane) wave vectors with half-integer \(L\) components [134, 329], coinciding with the low-temperature ordering vectors. Still, the intensity remains finite (only 2–3 times weaker) even at integer \(L\) values. As a result, in three dimensions the paramagnon excitations can be imagined as corrugated rods of intensity with an elliptical cross-section [see Fig. 9 (c)]. In the itinerant approach, this corrugation results from

### Table 1.

Comparison of the Néel temperatures \((T_N)\), values of the ordered magnetic moment \((\mu_{B})\), and zone-center gap energies \((\Delta_{0_{\text{02M}}})\) in several iron-arsenide compounds, updated after Ref. 134.

| Compound          | \(T_N\) (K) | \(\mu_{B}/\mu_B\) | \(\Delta_{0_{\text{02M}}}\) (meV) | Ref.               |
|-------------------|-------------|-------------------|-------------------------------|-------------------|
| K$_2$Fe$_4$Se$_5$ | 553         | 3.2 (Ref. 323)    | 8.7(3) (smaller gap)          | [323]             |
|                   |             |                   | 16.5(3) (larger gap)          | [323]             |
| SrFe$_2$As$_2$    | 205         | 1.0 (Ref. 321, 324, 325) | 6.5                           | [326]             |
| CaFe$_2$As$_2$    | 172         | 0.8 (Ref. 327)    | 6.9(2)                        | [328, 329]        |
| BaFe$_2$As$_2$    | 137         | 0.9 (Refs. 330, 331) | 7.7(2)                        | [332]             |
|                   |             |                   | 9.8(4)                        | [333]             |
|                   |             |                   | 10.1 (out-of-plane)           | [334]             |
|                   |             |                   | 16.4 (in-plane)               | [334]             |
|                   |             |                   | 10(1)                         | [134]             |
| LaFeAsO           | 140         | 0.4 (Ref. 335)    | 6.5                           | [210]             |
| Na$_{1-y}$FeAs    | 45          | 0.1 (Refs. 174, 176) | 10(2)                         | [134]             |
| BaFe$_{1.96}$Ni$_{0.04}$As$_2$ | 91 | ~2 | [336] |
a variation of nesting properties along $Q_z$ as a consequence of Fermi surface warping in the $k_z$ direction, and is qualitatively well captured in density-functional-theory calculations [43].

Upon crossing $T_N$ into the stripe-AFM ordered phase, the magnetic excitation spectrum undergoes two characteristic changes illustrated in Fig. 9 (b). First, a small anisotropy gap opens up on a characteristic energy scale of the order of 10 meV near the magnetic zone center [328, 334, 340]. This gap originates from the broken Heisenberg symmetry of the magnetic moments induced by exchange anisotropy and does not require any detwining procedure to be detected. Remarkably, the magnitude of this gap does not vary much among different families of iron pnictides despite their very different values of $T_N$ and the ordered magnetic moment, but can be rapidly suppressed by doping, as seen from Table 1. For instance, in the insulating $K_2Fe_2Se_5$ with a large $T_N = 553$ K and an ordered moment of $\sim 3.2\mu_B$ [323], the anisotropy gap is nearly the same as in Na$_{1-x}$FeAs with $T_N = 45$ K and its tiny ordered moment of only $\sim 0.1\mu_B$. This universality goes in contrast with the general expectation that the anisotropy gap should scale with the sublattice magnetization following a simple power law relationship [341], and its explanation still represents a challenge for the theory. As a function of $Q_z$, the zone-center gap undergoes only a rather weak increase up to $\sim 20$ meV at integer $L$ values (magnetic zone boundary in the $z$ direction) [134, 207]. In the terminology of the anisotropic Heisenberg model employed for an empirical description of the spin-wave spectrum [337], this indicates that the zone-boundary gap represents a combined effect of the out-of-plane exchange coupling, $J_z$, and the single-ion anisotropy constant, $J_s$, that are comparable in magnitude [134]. Consequently, the anisotropy term should not be neglected in any realistic description of the low-energy magnon spectrum in three dimensions. It is even more remarkable that the variation of the spin gap in the $Q_z$ direction anticorrelates with the above-mentioned modulation of intensity, while both quantities change by about a factor of two between integer and half-integer $L$ in BaFe$_2$As$_2$. As a result, the amount of spectral weight transferred from the spin-gap region upon crossing $T_N$ is almost independent of $Q_z$, as can be seen in Fig. 10. Whether this observation, which emphasizes the highly two-dimensional nature of magnetism in ferropnictides, is accidental or holds for a broader class of compounds still remains to be verified.

The second important transformation that should happen with the magnon spectrum upon crossing the Néel temperature is associated with the broken fourfold rotational symmetry peculiar to the stripe-AFM magnetic order. In the AFM phase, one of the two (initially equivalent) wave vectors, $(\pi, 0)$ or $(0, \pi)$, is spontaneously selected by the system as the magnetic propagation vector. Let us assume for the sake of definiteness that this wave vector is $(\pi, 0)$, which puts the remaining $(0, \pi)$ wave vector at the magnetic zone boundary. According to the localized Heisenberg-type description of the spin-wave spectrum [337, 342], the magnon energy at this point reaches its maximal value of about 200 meV. Therefore, this model suggests that the whole spectral weight of the $(0, \pi)$ branch of paramagnon excitations (up to $\sim 200$ meV), which was initially gapless above $T_N$, is fully transferred to the $(0, \pi)$ wave vector in the ordered state, where the intensity should double accordingly. However, in a real experiment this dramatic effect is usually masked by the presence of magnetic domains with both orientations in the sample, unless special detwining procedures are used [166]. Until now, it has not been possible to demonstrate the vanishing of the zone-boundary spectral weight in the whole energy range, and the detailed temperature dependence of the $(0, \pi)$ spectrum also remains unclear.

In a magnetically twinned sample, the experimental spin-excitation spectrum evolves rather gradually across $T_N$, experiencing no evident changes above the anisotropy gap apart from a monotonic broadening of the signal with temperature [338, 343], as shown in Fig. 11 for the BaFe$_2$As$_2$ parent compound. In energy, one can arbitrarily define three characteristic regions: (i) low-energy region below $\sim 50$ meV, where the two spin-wave branches...
near the AFM wave vector can not be resolved, resulting in a single commensurate peak in a constant-energy scan [338]; (ii) intermediate-energy region between ~50 meV and ~150 meV, where two broad dispersive peaks can be clearly observed, and (iii) high-energy region near the top of the spin-wave branch, which is strongly broadened by interactions with the particle-hole continuum. While a very broad peak can be still recognized around 150–200 meV in energy near the zone boundary [337, 338], the magnetic signal at these energies is very much overdamped and devoid of any clear momentum-space structure. This strong damping of the zone-boundary magnons can be qualitatively captured by theories that either assume a strong coupling of local moments in the Heisenberg model to itinerant electrons [344] or describe the spin waves from an itinerant perspective as collective excitations of the SDW state treated within the random phase approximation (RPA) [45, 345]. Which one of the two approaches presents a generally better description of the spin-wave spectrum in undoped ferropnictides still remains a subject of debate, yet it is clear that the consideration of itinerant electrons is important even in local-moment models [344].

Finally, it is worth mentioning that the magnon spectrum has been also considered theoretically for an alternative orthomagnetic ordering model of iron pnictides that resides at the same (π, 0) and (0, π) wave vectors, but causes no orthorhombic distortion of the lattice [346]. This model was initially motivated by the experimental observations of tetragonal antiferromagnetic phases in Ba(Fe_{1-x}Mn_x)\textsubscript{2}As\textsubscript{2} [347] and Ba_{1-x}Na\textsubscript{x}Fe\textsubscript{2}As\textsubscript{2} [204].

### 3.3. Spin anisotropy of magnon excitations

The magnetic neutron-scattering intensity that contributes to the total signal in a non-spin-polarized INS experiment can be additionally decomposed into several terms that differ by the direction of spin polarization and can be distinguished by means of the neutron polarization analysis: out-of-plane, in-plane transverse, and in-plane longitudinal with respect to the orientation of the magnetic moments. Spin anisotropy refers to the difference between the scattering functions in orthogonal spin-polarization channels, which originates from the spin-orbit interaction that breaks the isotropic Heisenberg symmetry in the spin space. For layered materials, such as copper-oxide parent compounds of high-T\textsubscript{c} superconductors or iron pnictides, spin anisotropy is represented by the difference between magnetic fluctuations with in-plane and out-of-plane polarizations. Yet, in contrast to undoped cuprates, which are typically characterized by an easy-plane anisotropy [348–353], in iron pnictides it costs less energy to tilt the spins out of the FeAs plane than to rotate them within the a\textsubscript{b}-plane [334]. Consequently, the anisotropy gap in pnictides is larger for the in-plane polarization [207, 334], resulting in the lowest-energy magnon excitations being fully c-axis polarized below \(T_N\) (see Fig. 12). First-principles calculations are still faced with apparent difficulties in reproducing these different energy scales in the spin-wave spectra even on a qualitative level [334, 354], unless the magnitudes of the ordered magnetic moments are artificially scaled down.

![Fig. 12. Definition of the reference frame for the neutron polarization analysis on the \(\frac{1}{2}0\frac{1}{2}\) magnetic wave vector (left panel) and the corresponding scattering cross-sections with \(\sigma_y\) and \(\sigma_z\) polarizations in BaFe\textsubscript{2}As\textsubscript{2}, resulting from the neutron polarization analysis (right panel). Adapted from Ref. 334, copyright by the American Physical Society.](image-url)
From experiments on the NaFeAs parent compound, in which the structural and magnetic phase transitions are decoupled, it has been suggested that the low-energy spin excitations become anisotropic within the $ab$ plane for $T_N < T < T_s$, restoring the isotropic behavior only above the structural transition temperature [207]. Nevertheless, our own studies on the same compound indicated that the anisotropy gap in the spin-wave spectrum closes at $T_N$, so that the spectrum remains gapless in the nematic phase [134]. In slightly electron-underdoped BaFe$_{1.904}$Ni$_{0.096}$As$_2$, the in-plane spin anisotropy of paramagnon excitations could be observed even above the structural transition temperature in the absence of a uniaxial pressure [356]. Polarized neutron-spectroscopy experiments have additionally indicated the presence of longitudinal spin fluctuations with the polarization direction parallel to the ordered moments [207, 355]. The presence of such excitations is disallowed for spin waves in a classical local-moment Heisenberg model, and was therefore attributed to itinerant magnetism of the SDW type [355]. The longitudinal component is characterized by the largest spin gap of about 18 meV at the zone center (see Fig. 13). The same work also reports the dispersion of the spin gap along the $Q_z$ direction for different spin channels. As can be seen from comparing Figs. 13 (b) and (c), the difference in energy of about 10 meV between the spin gaps at integer and half-integer $L$ remains approximately the same for all three polarization directions.

### 3.4. Effects of impurities

In moderately electron-doped “122” compounds that still preserve the AFM order with a reduced $T_N$, initially well-defined spin waves evolve with an increasing dopant concentration towards more overdamped and diffusive excitations, this crossover being approximately concomitant with the onset of superconductivity [357]. The observable changes in the spectrum are manifested by a rapid reduction and smearing of the anisotropy gap, a change of the spectral shape towards a more broadened diffusive response [357], and reduced three-dimensionality [336]. For example, at only 4% Ni doping, the spin gap in BaFe$_2$As$_2$ experiences a nearly fivefold reduction to $\sim 2$ meV despite a much more moderate suppression of $T_N$ by only 50% from initial 137 K to 91 K [336]. Still, the magnetic spectral weight remains partially depleted in the whole low-energy region up to the initial gap energy ($\sim 10$ meV), which can be thought of as a magnetic pseudogap resulting from an inhomogeneous distribution of the local anisotropy gaps within the sample. Ultimately, at higher doping levels, this inhomogeneity develops into a cluster spin glass phase in the coexistence region of the phase diagram, characterized by a smeared Néel transition [358]. In this regime, short-range incommensurate AFM ordered regions were shown to coexist on a mesoscopic scale and compete with superconductivity, as has been demonstrated recently for nearly optimally doped BaFe$_{2-x}$Ni$_x$As$_2$ [358]. This situation is reminiscent of the phase-separation phenomena in hole-doped “122” pnictides, discussed shortly after the discovery of iron-based superconductivity [359]. In the vicinity of $T_N$, high-resolution neutron resonance spin-echo (NRSE) spectroscopy has further revealed an increase in the energy width of the $(\frac{1}{2}\pm\frac{1}{2})$ magnetic Bragg reflection, evidencing slow fluctuations of the magnetic order parameters, similar to the dynamics of a typical spin glass [358]. Consequently, the different characteristic time scales of various employed probes, such as Mössbauer spectroscopy, NRSE, elastic triple-axis neutron scattering, or conventional neutron diffraction, led to a noticeable mismatch in the experimentally determined spin-freezing temperatures and differing shapes of the magnetic transition. Moreover, the spatial correlation length of the magnetic order parameter evolved rather smoothly and did not diverge down to the lowest measured temperatures, showing no indications of a sharp phase transition [358].
Concurrently with the phase transition smearing, we observed a considerable reduction and broadening of the spectrum, i.e., it can qualitatively alter the magnetic ground state of the material. The formation of anticollinear magnetic order, resulting from the nucleation of spin fluctuations, can also be investigated theoretically. For instance, it was shown using Monte Carlo simulations that the introduction of nonmagnetic impurity sites into the Fe sublattice can lead to the formation of anticollinear magnetic order, as illustrated by the effects of both nonmagnetic and magnetic impurities on the spin structure of iron pnictides.

A similar complex behavior is observed with the introduction of magnetic impurities, as illustrated by the most studied case of Ba(Fe$_{1-x}$Mn$_x$)$_2$As$_2$, in which Mn ions carry a large local magnetic moment [221]. While Mn doping is detrimental to superconductivity, it causes notable changes in the spin-wave spectrum of BaFe$_2$As$_2$. Below a certain critical Mn concentration of $x_c \approx 10\%$, the AFM phase transition remains sharp and is gradually suppressed with the dopant concentration, as for many other dopant atoms [347, 360]. Above $x_c$, the transition abruptly smears out with the formation of a cluster spin glass phase that nucleates at temperatures far above the initial $T_N$ of the parent compound. Long-range order sets in at lower temperatures, where it continues to coexist with the paramagnetic regions over a broad temperature range, resulting in Griffiths-type behavior [54]. Concurrently with the phase transition smearing, we observed a considerable reduction and broadening of the anisotropy gap, as illustrated in Fig. 14. Similarly to the situation with Ni doping, the onset of the spin gap is reduced nearly to zero in 12\% Mn-doped sample both for zone-center and zone-boundary magnons. However, a partial reduction of the magnetic spectral weight (spin pseudogap) is still observed over the whole low-energy range comparable with the gap magnitude in the parent compound. The smearing of the gap onset appears to be stronger near the zone boundary, where the gap was initially larger [see Fig. 14 (b)].

A recent work performed on a 7.5\% Mn-doped sample ($x < x_c$, $T_N = 80$ K) has also indicated that introduction of Mn local moments could nucleate fluctuating short-range AFM order with a Néel-type structure at $(\pi, \pi)$ as opposed to the conventional stripe-like $(\pi, 0)$ order of the parent compound [361]. This is evidenced by the appearance of an additional diffuse inelastic scattering intensity around the $\left( \frac{1}{2}, \frac{1}{2} \right)$ wave vector, as illustrated in Fig. 15. Due to the kinematic constraints of the time-of-flight (TOF) experiment with a fixed sample position, employed by G. S. Tucker et al. [361], the energy transfer is coupled to the out-of-plane component of the momentum, $L$. This results in a considerable variation of $L$ with energy in Fig. 15 (c), which distorts the energy shape of the spectrum as compared to a constant-$Q$ measurement. Therefore, the exact energy dependence of the $\left( \frac{1}{2}, \frac{1}{2} \right)$ magnetic intensity, as well as its behavior at low energies within the spin-gap region below 5 meV still remains unresolved and needs to be investigated.

The effects of both nonmagnetic and magnetic impurities on the spin structure of iron pnictides have been also investigated theoretically. For instance, it was shown using Monte Carlo simulations that the introduction of nonmagnetic impurity sites into the Fe sublattice can lead to the formation of antiferromagnetic magnetic order, i.e., it can qualitatively alter the magnetic ground state of the material [51]. It has been also demonstrated that the reduction of the magnetic spectral weight (spin pseudogap) is still observed over the whole low-energy range comparable with the gap magnitude in the parent compound.
that individual magnetic impurities can exhibit cooperative behavior due to the Ruderman-Kittel-Kasuya-Yosida interaction mediated by conduction electrons, which in the case of Mn-doped BaFe$_2$As$_2$ leads to the short-range checkerboard ($\pi, \pi$) spin fluctuations observed in experiments along with the more conventional stripe-like fluctuations \cite{362}. Similar results were also obtained for nonmagnetic impurities doped into the superconducting LiFeAs \cite{55}, where they may produce sub-gap bound states or locally pin the orbital and magnetic order to nucleate static magnetic clusters that are not present in the stoichiometric LiFeAs. As follows from the entire corpus of accumulated experimental and theoretical evidence, introduction of impurities offers a convenient “tuning knob” to shift the balance between different competing ground states and to explore qualitatively new magnetic states in the phase diagram of layered iron pnictides.

4. Spin dynamics in superconducting compounds above and below $T_c$

4.1. Neutron spin resonance and normal-state fluctuations

Next, we consider spin excitations in doped nonmagnetic iron-based superconductors above and below $T_c$. It has been established from both high-energy neutron TOF spectroscopy \cite{196,197} and resonant inelastic X-ray scattering (RIXS) \cite{363} that strongly overdamped paramagnon branches resembling the spin waves of the parent compounds persist over the entire Brillouin zone of iron pnictides near the optimal doping and beyond. This situation resembles the well-known case of high-$T_c$ cuprates, where damped dispersive spin-wave-like modes were found by RIXS in under- and overdoped compounds with essentially unchanged integrated spectral weight as compared to the parent antiferromagnetic insulators \cite{113}. A vanishingly weak effect of electron doping on spin fluctuations was also suggested from the results of a recent $^{75}$As NMR study \cite{364}, in which the pure BaFe$_2$As$_2$ parent compound was compared with doped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ and Ba(Fe$_{1-x}$Cu$_x$)$_2$As$_2$ in terms of the temperature dependence of their nuclear spin-lattice relaxation rate, $(T_1T)^{-1}$. Indeed, while high-energy paramagnons could be to a certain extent relevant for the superconducting pairing \cite{113}, in electron-doped “122” iron pnictides the total $Q$-integrated magnetic spectral weight above $\sim 80$ meV in energy remains surprisingly insensitive to doping \cite{196}, as shown in Fig. 16 (a), unlike in the hole-doped Ba$_{1-x}$K$_x$Fe$_2$As$_2$ \cite{197}, where it is considerably suppressed [see Fig. 16 (b)]. Still, the most pronounced changes occur mainly in the low-energy region of the spectrum with either doping or temperature. As can be

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig16.png}
\caption{Energy dependence of the total momentum-integrated magnetic spectral weight in electron- and hole-doped “122” compounds, presented in absolute units. Adapted from Ref. 196 (copyright by the American Physical Society) and Ref. 197.}
\end{figure}

\begin{figure}[h]
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\caption{Imaginary part of the spin susceptibility in the superconducting ($T = 4$ K) and the normal state ($T = 60$ and 280 K) of BaFe$_{1.85}$Co$_{0.15}$As$_2$ ($T_c = 25$ K), obtained after the Bose-factor correction of the scattering function. Reproduced from Ref. 42.}
\end{figure}
seen in Fig. 16, both electron and hole doping leads to an overall reduction of the spectral weight below $\sim 80$ meV. However, in the hope-doped $\text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2$ the low-energy spectral weight remains finite at all doping levels including the end-member $\text{KFe}_2\text{As}_2$, while in the strongly electron-overdoped nonsuperconducting $\text{BaFe}_{1.7}\text{Ni}_{0.3}\text{As}_2$ no magnetic spectral weight is present up to $\sim 50$ meV [197].

As already mentioned before, the most prominent signature of superconductivity in the spin-excitation spectrum of unconventional superconductors is the magnetic resonant mode, which can be seen in Fig. 16 as a sharp low-energy peak that is observed only in superconducting samples below $T_c$. A closer look at the low-energy part of the spectrum (Fig. 17) reveals a depletion of spectral weight below the resonance, leading to a spin gap opening and a consequent transfer of the spectral weight to the resonance peak. The same figure also illustrates that the normal-state spectrum at low energies can be well described by the predictions of the theory of nearly nonmagnetic metals (dashed lines) [365]. The presence of the resonant mode has now been established for many structurally distinct families of iron-based superconductors, and for some of them also for various dopants and over a broad range of doping levels. These reports are surveyed in Table 2.

In order not to reiterate the results summarized already in previous reviews [18–21], I would like to focus here only on the most recent publications and the unusual behavior of the resonant mode in several novel materials. Among the most studied “122”-type compounds, the conventional resonant mode has been investigated recently in the isovalently substituted $\text{Ba}_{122}$ samples, such as polycrystalline $\text{BaFe}_2(\text{As}_{1-x}\text{P}_x)_2$ [120] and single-crystalline $\text{BaFe}_{1-x}\text{Ru}_x\text{As}_2$ [129]. A clear redistribution of spectral weight below $T_c$ could be also seen in polycrystalline “$111$”-type pnictides, such as $\text{LaFeAsO}_{0.92}\text{F}_{0.08}$ [119] and $\text{CaFe}_{0.88}\text{Co}_{0.12}\text{AsF}$ [126]. Of particular interest is the anomalous behavior of the magnetic resonance in the “10-4-8” [121, 370] and “10-3-8” [318] iron-platinum-arsenide compounds. While resonance-like peaks have been observed in these systems at the usual $(\pi, 0)$ wave vector, their unusually large $\hbar\omega_{\text{res}}/k_B T_c$ ratios (see Table 2) and their persistence above $T_c$ are not typical for
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Fig. 18. Evolution of the low-temperature (top row) and normal-state (middle row) spectra in $\text{Fe}_{1+y}\text{Te}_{1-x}\text{Se}_x$, along with the resonant intensity, represented by their difference (bottom row), as a function of the Se doping level. The momentum-space notation corresponds to two Fe atoms per unit cell, in which the ($H1-H0$) direction of the presented cuts is equivalent to the ($\frac{1}{2}K0$) direction in the unfolded-zone notation. Reproduced with permission from Ref. 235, copyright by the American Physical Society.
Table 2. Summary of the spin resonance energies, $\omega_{\text{res}}$, and the corresponding $\omega_{\text{res}}/k_B T_c$ ratios in iron-based superconductors.

| Compound | sample | $T_c$ (K) | $\tilde{\hbar}\omega_{\text{res}}$ (meV) $q_z = 0$ | $\tilde{\hbar}\omega_{\text{res}}$ (meV) $q_z = \pi$ | $\tilde{\hbar}\omega_{\text{res}}/k_B T_c$ $q_z = 0$ | $\tilde{\hbar}\omega_{\text{res}}/k_B T_c$ $q_z = \pi$ | Reference |
|----------|--------|-----------|-------------------|-------------------|-------------------|-------------------|----------|
| $\text{Ba}_1-x\text{K}_x\text{Fe}_2\text{As}_2$, hole-doped (BKFA) | | | | | | | |
| $x = 40\%$ | (OP) polycryst. | 38 | $14.0 \pm 1.0$ | $4.3 \pm 0.3$ | Christianson et al. [114] |
| $x = 33\%$ | self-flux | | $16.0 \pm 1.0$ | $4.9 \pm 0.3$ | Zhang et al. [199] |
| $\text{Ba(Fe}_{1-x}\text{Co})_x\text{As}_2$, electron-doped (BFCA) | | | | | | | |
| $x = 4\%$ | (UD) self-flux | 11 | $4.5 \pm 0.5$ | $4.7 \pm 0.5$ | Christianson et al. [366] |
| $x = 4.7\%$ | self-flux | 17 | $5.0 \pm 0.5$ | $3.4 \pm 0.4$ | Pratt et al. [367] |
| $x = 7.5\%$ | (OP) self-flux | 25 | $4.5 \pm 0.3$ | $4.2 \pm 0.3$ | Inosov et al. [42] |
| $x = 8\%$ | (OD) self-flux | 22 | $4.5 \pm 0.3$ | $4.5 \pm 0.3$ | Lumsden et al. [115] |
| $\text{Ba(Fe}_{1-x}\text{Ni})_x\text{As}_2$, electron-doped (BFNA) | | | | | | | |
| $x = 3.7\%$ | (UD) self-flux | 12.2 | $7.0 \pm 0.8$ | $6.7 \pm 0.8$ | Wang et al. [368] |
| $x = 4.5\%$ | self-flux | 18 | $6.5 \pm 0.5$ | $4.2 \pm 0.6$ | Park et al. [43] |
| $x = 5\%$ | (OP) self-flux | 20 | $7.2 \pm 0.5$ | $4.2 \pm 0.3$ | Chi et al. [116] |
| $x = 7.5\%$ | (OD) self-flux | 15.5 | $6.0 \pm 0.5$ | $4.5 \pm 0.4$ | Zhao et al. [118] |
| $\text{Ba(Fe}_{1-x}\text{Ru})_x\text{As}_2$, isovalently substituted (BFRA) | | | | | | | |
| $x = 25\%$ | (UD) self-flux | 14.5 | $8.0 \pm 1.0$ | $6.4 \pm 0.8$ | Zhao et al. [129] |
| $x = 35\%$ | (OP) self-flux | 20 | $8.5 \pm 1.0$ | $4.4 \pm 0.6$ | Zhao et al. [129] |
| $\text{LaFeAsO}_{1-x}\text{F}_x$, electron-doped (La-1111) | | | | | | | |
| $x = 8\%$ | (OP) polycryst. | 29 | $13.0 \pm 1.0$ | $5.2 \pm 0.4$ | Shamoto et al. [119] |
| $\text{CaFe}_{1-x}\text{Co}_x\text{AsF}$, electron-doped (“1111”-type structure) | | | | | | | |
| $x = 12\%$ | (OP) polycryst. | 22 | $7.0 \pm 1.0$ | $3.7 \pm 0.5$ | Price et al. [126] |
| $\text{Li}_{1+x}\text{FeAs}$, undoped (Li-111) | | | | | | | |
| N/A | polycryst. | 17 | $8.0 \pm 2.0$ | $5.5 \pm 1.4$ | Taylor et al. [130] |
| N/A | self-flux | 16.4 | $8.0 \pm 2.0$ | $5.7 \pm 1.4$ | Qureshi et al. [132, 133] |
| $\text{NaFe}_{1-x}\text{Co}_x\text{As}$, electron-doped (Na-111) | | | | | | | |
| $x = 1.5\%$ | (UD) self-flux | 15 | $4.5 \pm 0.5$ | $5.3 \pm 0.4$ | Zhang et al. [127] |
| $x = 4.5\%$ | (OD) self-flux | 18 | $7.0 \pm 0.5$ | $4.5 \pm 0.3$ | Zhang et al. [127, 128] |
| (FeTe$_{1-x}$Se$_x$)$_{3-y}$, isovalently substituted (11-family) | | | | | | | |
| $x \approx 3\%$, $n = 4$ | (OD) single crystal | 30 | $12.5 \pm 1.0$ | $4.8 \pm 0.4$ | Sato et al. [121] |
| $x \approx 2\%$, $n = 4$ | single crystal | 33 | $18.0 \pm 1.5$ | $6.3 \pm 0.5$ | Ikeuchi et al. [370] |
| $x \approx 6\%$, $n = 3$ | (OP) single crystal | 13 | $7.0 \pm 0.5$ | $6.2 \pm 0.5$ | Surnach et al. [318] |
| $\text{A}_{x}\text{Fe}_{2-y}\text{Se}_2$, alkali-metal iron selenides (245-family) | | | | | | | |
| A = K | (OP) float. zone | 32 | $14 \pm 1.0$ | $5.1 \pm 0.4$ | Friemel et al. [123] |
| A = Rb | (OD) Bridgman | 32 | $14 \pm 1.0$ | $5.1 \pm 0.4$ | Park et al. [122] |
| A = Cs | | | | | | | |
| A = Li$_x$(ND$_2$)$_y$(ND$_3$)$_{1-y}$ polycryst. | 43 | $19 \pm 3$ | $5.0 \pm 1.0$ | Taylor et al. [124] |
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was done within the RPA from the tight-binding band model of $A$-iron selenides, which leads to qualitatively different nesting vectors connecting the sides of two electron pockets, $\Gamma$-positions. (e) The resulting Fermi surface in the $(H, K, 0)$ plane with black arrows indicating the in-plane nesting vectors responsible for the peaks of intensity observed in panel (d). Copyright by the American Physical Society.

In the related “245” family of alkali-metal iron selenides, $A_x$Fe$_2$Se$_2$ ($A=K, Rb, Cs, Ti$), the situation is further complicated by the structural phase separation between vacancy-ordered insulating antiferromagnetic and vacancy-free superconducting phases, discussed already in section 2.3. As a result, the magnetic INS response of such samples consists of two distinct contributions: (i) eight three-dimensional conical branches of acoustic spin-wave excitations from two antiferromagnetic twin domains with different orientation of the iron-vacancy superstructure [34, 323, 376] and (ii) an itinerant two-dimensional magnetic response of the vacancy-free metallic phase, exhibiting the magnetic resonant mode below $T_c$ [46, 122–124]. The two contributions reside in different places in the reciprocal space, as schematically shown in Fig. 19 (a), which allows us to distinguish them clearly in INS experiments performed on single crystals, see for instance Fig. 19 (b). Unlike in most other families of iron-based superconductors discussed above, in $A_x$Fe$_2$Se$_2$ the normal-state paramagnon intensity and, consequently, the magnetic resonant mode are found at the $(\frac{1}{2}, \pm \frac{1}{2})$ and equivalent wave vectors [46, 122, 124]. This is illustrated by the experimentally measured difference of the superconducting- and normal-state INS intensities in Fig. 19 (c). From the theory point of view, this marked difference to other ferropnictides can be explained by the absence of the $I$-centered hole pocket in the highly electron-doped band structure of alkali-metal iron selenides, which leads to qualitatively different nesting vectors connecting the sides of two electron pockets, as shown in Fig. 19 (d,e). However, within this scenario the wave vector of the excitations should be strongly doping dependent, and it still remains unclear why it is pinned to the commensurate $(\frac{1}{2}, \pm \frac{1}{2})$ position in all samples studied this far [123]. It is likely that future experiments on differently intercalated iron selenides [125] may shed light on this problem.

other iron-based superconductors. This unconventional behavior was recently explained by the appearance of a pseudogap and possible preformed-pair formation evidenced by a drop of the spin-lattice relaxation rate in the NMR signal at low temperatures [318].

In the “11”-type iron-selenide and iron-telluride superconductors, the momentum-space structure of spin fluctuations qualitatively differs from that of most iron pnictides. The E-type bicollinear AFM ordering pattern in the Fe$_{1+x}$Te parent compound results in incommensurate or stripy excitations with an “hourglass”-like dispersion stemming from the $(\frac{1}{2}, \frac{1}{2})$ propagation vector [233, 236]. With increasing interstitial iron concentration, these excitations soften, become gapless, and shift to an incommensurate position [228, 236]. Upon moderate Se doping, the higher-energy part of the spectrum is further displaced towards the $(\frac{1}{2},0)$ wave vector [234], and depending on the excess iron content, a constriction toward a commensurate “neck” of an hourglass-shaped dispersion develops in superconducting samples above $T_c$, subsequently resulting in a commensurate resonance peak centered at the usual $(\frac{1}{2},0)$ wave vector [117, 229, 231, 232]. This spectacular evolution from incommensurate spin excitations towards the commensurate resonance as a function of Se doping, most clearly visualized in Ref. 235, is presented below in Fig. 18.
Incommensurate normal-state excitations close to the \((\pi, 0)\) point have been observed in LiFeAs \([130–133]\), experiencing only a relatively weak spectral-weight redistribution below \(T_c\) that was employed among other arguments \([135]\) to support alternative pairing symmetries in LiFeAs, such as \(s_{++}\) \([377]\), \(p\)-wave \([378, 379]\), orbital-antiphase \(s_{\pm}\) \([47]\), \(s+id\) \([380]\), or even more exotic chiral order parameters \([381]\). While heated discussions about the order-parameter symmetry in LiFeAs continue, it is useful to understand the possible implications of a resonant mode observed by neutron scattering for the gap structure. It is often assumed that the formation of a pronounced resonant mode necessarily requires a sign-changing order parameter \([38–40]\), which is further corroborated by the observation of strong neutron resonances in \(d\)-wave copper oxides and \(s_{\pm}\)-wave iron pnictides. However, some iron-based superconductors like LiFeAs exhibit only a weak redistribution of spectral weight below \(T_c\) that does not lead to any visible peak in the raw INS spectrum and requires a careful comparison with the normal-state intensity to be observed. Within an itinerant-electron model, such weak effects are expected even for the conventional \(s\)-wave pairing due to the depletion of the low-energy spectral weight within the gap region and consequent formation of a “pile-up peak” above \(2\Delta\). It has been argued using model calculations that the INS peak obtained in the \(s_{\pm}\) state can resemble the experimentally observed magnetic resonant mode \([98, 140]\). There are several complications on the way to resolving this argument from both experimental and theoretical sides:

1. **Absolute spectral weight.** It is difficult to define and compare the strength of the resonant mode (especially among different compounds), as it requires both INS measurements and theoretical calculations to be performed in absolute intensity units. Moreover, for any gap symmetry, the resonance peak is formed from the normal-state spectral weight collected within an energy window of the order of \(2\Delta\), and is therefore much more dependent on the low-energy spectral weight in the normal state than on the superconducting order parameter. Because the true resonance mode in the case of a sign-changing superconducting gap is expected to appear below \(2\Delta\), its integrated spectral weight can be even lower in comparison to a pile-up peak in the \(s\)-wave case, which collects the spectral weight from the whole \(2\Delta\) energy range.

2. **Spectral-weight conservation.** The sum rule for the scattering function requires that the total momentum- and energy-integrated magnetic spectral weight remains constant as a function of temperature. Hence, a pile-up peak must unavoidably form above \(2\Delta\) as a consequence of spin-gap opening. However, RPA-based models are not expected to be restricted by the spectral-weight conservation, because they are reliable only in the low-energy limit, whereas the total spectral weight is integrated over the entire energy range. As a result, direct comparison of the RPA calculations for the normal and superconducting states can be misleading, resulting in a nonphysical situation when the calculated normal-state response stays always

\[
Q = \left( \frac{1}{2}, 0, \frac{1}{2} \right)
\]

\[
Q = \left( \frac{1}{2}, 0, 0 \right)
\]

**Fig. 20.** The two-component structure and spin anisotropy of the resonant mode in Ba(Fe\(_{0.94}\)Co\(_{0.06}\))\(_2\)As\(_2\). (a,c) Energy dependence of the imaginary part of the generalized magnetic susceptibility at \(Q = \left( \frac{1}{4}, 0, 0 \right)\) and \(\left( \frac{1}{4}, 0, \frac{1}{2} \right)\), respectively, for the out-of-plane and in-plane spin polarization components. (b,d) The corresponding differences of the out-of-plane and in-plane polarization channels, singling out the lower-energy anisotropic resonant contribution. Reproduced from Ref. 382, copyright by the American Physical Society.
below the superconducting response calculated for the s-wave symmetry at all energies [135]. Rescaling one of the curves to satisfy the sum rule below a certain threshold could possibly cure this obvious problem at the expense of introducing an additional tuning parameter in the model.

3. **Energy of the resonance.** It is in principle possible to distinguish a true collective resonant excitation from a pile-up peak by comparing its energy with the value of the superconducting gap, $2\Delta$. However, in iron-based superconductors this analysis is complicated by the presence of multiple gaps [21] and a relatively broad resonant mode consisting of several contributions from different spin-polarization channels [127, 382]. Furthermore, the accuracy of the available gap measurements is often comparable both with the width of the peak and with the separation between the resonant mode and $2\Delta$ [21, 42], leaving a degree of uncertainty in the relative placement of the two energy scales.

4. **Width of the resonance.** It is also expected that a collective resonant mode below $2\Delta$ should be much sharper due to the absence of scattering from the particle-hole continuum. In contrast, a pile-up peak above the gap edge would extend over an energy range of the order of $2\Delta$. However, numerous alternative sources of broadening (contribution from different polarization components, $k_z$ dispersion, impurity scattering, etc.) may smear this difference and lead to rather broad resonant signals [42].

As a result, there appears to be no straightforward criterion that would allow us to distinguish between different pairing symmetries based exclusively on the presence of the neutron spin resonance. Convincing arguments are only possible using accurate quantitative comparisons of the calculated and measured resonant spectral weights, peak shapes, and $\omega_{\text{res}}/2\Delta$ ratios, in combination with complementary experimental methods.

### 4.2. Spin anisotropy of the resonant mode

It has been recently ascertained that in some compounds, in particular in electron-underdoped NaFe$_{0.985}$Co$_{0.015}$As [127] and nearly optimally doped Ba(Fe$_{0.96}$Co$_{0.04}$)$_2$As$_2$ [382], the magnetic resonant mode is split into two peaks separated by $\sim$ 3 meV in energy, as shown in Fig. 20. The sharper lower-energy mode showed a significant dispersion along the $Q_z$ direction, while the broader higher-energy mode was dispersionless. The splitting vanished at higher doping levels, so that in the overdoped NaFe$_{0.935}$Co$_{0.045}$As, only a single resonance could be observed [127]. Neutron polarization analysis revealed that the lower-energy resonant mode has a well pronounced spin anisotropy with predominant out-of-plane polarization, while the higher-energy mode was nearly isotropic [208, 382]. This behavior mimics the anisotropy of spin-wave excitations in the corresponding parent compounds, where the $c$-axis-polarized magnons are characterized by the smallest spin gap [207, 334].

A qualitatively similar anisotropy of the neutron spin resonance has also been observed in many other iron-based superconductors, even when the two contributions could not be resolved as separate peaks in a non-polarized INS spectrum. For instance, a comparison of the nearly optimally doped ($x = 0.05$) and overdoped ($x = 0.075$) Ba(Fe$_{1-x}$Ni$_x$)$_2$As$_2$ revealed that the anisotropy persists only in proximity to the antiferromagnetic parent compound and vanishes in overdoped samples [383, 384]. In the weakly underdoped regime, where superconductivity coexists with the static AFM order ($x = 0.048$, $T_N \approx T_s = 33\,\text{K}$, $T_c = 19.8\,\text{K}$), pronounced spin anisotropy could be observed even in the paramagnetic state far above $T_N$, and was even further enhanced in the superconducting state [356]. Similar effects have been observed in the hole-doped Ba$_{1-x}$K$_x$Fe$_2$As$_2$ [200] with the substantial difference that the anisotropy persists into the overdoped regime far beyond the suppression of magnetic order, even when the low-energy magnetic excitations become incommensurate [385].

In the same overdoped sample ($x = 0.5$), the resonance energy exhibits a non-negligible dispersion along the $Q_z$ direction, shifting from 14.7 meV at the magnetic zone center to 15.7 meV at the zone boundary.
In the “11”-type FeSe$_{0.5}$Te$_{0.5}$, the in-plane and out-of-plane components of the magnetic resonant mode despite their somewhat different intensities are peaked at the same energy [232], in contrast to the “122” compounds. The in-plane polarization channel provides the dominant contribution to the resonant mode intensity. Moreover, spin fluctuations remain nearly isotropic both above and below the resonance peak [232]. A similarly weak spin-space anisotropy with a slightly stronger out-of-plane component was also observed recently for the incommensurate magnetic fluctuations in LiFeAs around the resonance energy between 8 and 10 meV [133].

The anisotropy of the resonant mode challenges its simplified understanding as an isotropic triplet excited state of the singlet Cooper pairs [383]. On the one hand, it emphasizes the orbital dependence of the superconducting pairing in iron pnictides [127] and a close relationship of the collective spin fluctuations within the superconducting phase with the spin waves of the antiferromagnetic parent compounds [382]. It has been therefore suggested that the spin excitation anisotropy could be probing spontaneously broken electronic symmetries such as orbital ordering in the tetragonal phase of iron pnictides [356]. On the other hand, a recent theoretical work [386] suggested that the coexistence of either static or fluctuating magnetic order with superconductivity could also have a strong effect on the resonant mode and lead to distinct resonance energies at $(0, \pi)$ and $(\pi, 0)$ wave vectors, which would result in a two-peak structure in twinned samples, similar to the experimental observations [127, 382]. Which of the two mechanisms (orbital or magnetic) is responsible for the complex structure of the resonant mode in ferropnictides can possibly be distinguished by future INS experiments on detwinned superconducting samples under a uniaxial pressure.

5. Magnetic dynamics in the spin-nematic state

5.1. Theoretical and experimental progress

Finally, let us consider the spectrum of spin fluctuations in the spin-nematic state, i.e. within the orthorhombic paramagnetic region spanning $T_s$ and $T_N$ in the generic phase diagram. Due to the necessity to perform experiments on detwinned single crystals and the numerous technical complications associated with this procedure, described already in section 1.3, this phase still remains nearly unexplored by neutron spectroscopy. According to theoretical expectations [151], the spin-nematic state should break the equivalency of the two excitation branches at $(\pi, 0)$ and $(0, \pi)$, leading to a disproportionation of the inelastic scattering intensities between the two wave vectors, as schematically illustrated in Fig. 21. Upon cooling, the transfer of spectral weight from $(0, \pi)$ to $(\pi, 0)$ should start already at $T_s$ and be complete upon reaching $T_N$, where the $(0, \pi)$ fluctuations were experimentally shown to be fully gapped [166]. This understanding is generally consistent with the progressive development of the twofold anisotropy seen in NMR measurements on LaFeAsO [387]. Still, this plausible but simplified description does not provide specific predictions as to the exact spectrum of spin fluctuations as a function of energy and temperature. While the $(0, \pi)$ branch is expected to lose all of its intensity up to $\sim 200$ meV below $T_N$, it is doubtful that this whole energy range could be equally affected immediately below $T_s$. One likely scenario would imply that the changes begin only at low energies and then propagate towards the top of the magnon band only...
as the temperature is decreased. Further, the expected temperature dependence of the anisotropy gap at low energies still remains unaddressed by the theory [134], as it would require more involved multiband calculations with the full account of the spin-orbit coupling effects.

Experimentally, a pioneering INS study on a detwinned single crystal of BaFe$_2$As$_2$ measured under constant uniaxial pressure has been performed recently by X. Lu et al. [166]. Using a specially designed detwinning device for large crystals, they could measure for the first time the spin-wave spectrum of the Ba-122 parent compound and demonstrated the complete absence of scattering intensity at the $(0, \pi)$ wave vector below $T_N$, as illustrated in Fig. 22. However, because the structural and magnetic phase transitions in BaFe$_2$As$_2$ coincide, the direct visualization of the spectrum within the spin-nematic phase, like the one depicted in Fig. 21, can not be achieved unless a different compound with a large difference of $T_c$ and $T_N$ is used instead.

So far, experiments of this kind were performed only on twinned single crystals of Ba(Fe$_{0.953}$Co$_{0.047}$)$_2$As$_2$ and LaFeAsO by Q. Zhang et al. without the application of uniaxial pressure [388]. They revealed a significant feedback effect of the nematic order on the low-energy magnetic spectrum, manifested in a sharp nearly threefold decrease of the zone-center line width in momentum space with an onset at $T_s$ that reached its minimum around $T_N$ and then stayed nearly constant at even lower temperatures. According to the authors, the strong enhancement of the spin-spin correlation length implied by this observation is caused by the coupling of the two fluctuating Néel sublattices via the orthorhombic lattice distortion below $T_s$. They propose a theoretical model for the correlation length that takes into account the presence of two symmetry-related magnetic instabilities, giving rise to the preemptive spin-nematic transition at $T_s > T_N$, and ultimately shows good qualitative agreement with the experimental data [388]. The neutron-scattering results are consistent with the earlier $^{75}$As NMR evidence for the enhancement of spin fluctuations within the spin-nematic phase, manifested in the rapid increase of the spin-lattice relaxation rate just below $T_c$ [389].

5.2. Outlook

In view of the ever increasing interest to the spin-nematic state of iron pnictides and the remaining open questions regarding its origin and relationship to unconventional superconductivity, reports from various new exciting experiments are to be expected in the next years. Among them, neutron-scattering studies under small uniaxial pressure applied in situ would definitely play a central role. Such experiments would require certain technical developments for the creation of a sample environment capable of simultaneously satisfying all the conditions listed in section 1.3. It should allow for the reproducible, uniform, well controlled application and release of the uniaxial stress at low temperatures, provide access to both $(\pi, 0)$ and $(0, \pi)$ wave vectors without changing the sample configuration, offer the applicability to single crystals of moderate sizes or coaligned crystal assemblies, and still meet the usual requirements with respect to the dimensional constraints and low neutron-scattering background for compatibility with existing cryostats. Any technical progress in this direction is expected to have a profound impact extending beyond the field of iron-based superconductors, as similar experiments can be then attempted on other materials in the proximity to structural instabilities.

As already mentioned, it would be particularly interesting to establish experimentally the spectrum of spin fluctuations within the spin-nematic phase on detwinned single crystals of different iron-pnictide parent compounds after the in situ stress release and to study its temperature-, doping- and strain-dependencies. It is also worthwhile to perform polarization analysis of the excitations within the single-domain magnetic state. Furthermore, similar experiments can be carried out on superconducting samples to establish the influence of uniaxial stress on the magnetic resonant mode below $T_c$ and on its spin-space anisotropy.
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