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Abstract—Sparse representation over redundant dictionaries constitutes a good model for many classes of signals (e.g., patches of natural images, segments of speech signals, etc.). However, despite its popularity, very little is known about the representation capacity of this model. In this paper, we study how redundant a dictionary must be so as to allow any vector to admit a sparse approximation with a prescribed sparsity and a prescribed level of accuracy. We address this problem both in a worst-case setting and in an average-case one. For each scenario we derive lower and upper bounds on the minimal required overcompleteness. Our bounds have simple closed-form expressions that allow to easily deduce the asymptotic behavior in large dimensions. In particular, we find that the required overcompleteness grows exponentially with the sparsity level and polynomially with the allowed representation error. This implies that universal sparse representation is practical only at moderate sparsity levels, but can be achieved with a relatively high accuracy. As a side effect of our analysis, we obtain a tight lower bound on the regularized incomplete beta function, which may be interesting in its own right. We illustrate the validity of our results through numerical simulations, which support our findings.
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I. INTRODUCTION

Researchers and engineers often use transforms to analyze and process signals. A common desired property from a transform, is that it allows signals to be represented as combinations of a small number of “atoms”. For example, the Fourier transform is commonly used for analyzing audio signals [21] since they tend to be comprised of a small number of harmonic components. Piecewise smooth signals, on the other hand, are much more compactly represented by the Wavelet transform, which is thus popular in image processing [9]. The emergence of the field of sparse representations [29], initiated the systematic construction of dictionaries, that allow representing signals as linear combinations of a small number of their atoms [19], [2]. Today, this concept constitutes a key ingredient in numerous areas, ranging from image enhancement to signal recovery and compression [16], [13], [57].

In this paper, we address a fundamental question relating to the expressive power of sparse representations. Specifically, we study conditions under which a redundant dictionary can be used to represent every signal in \( \mathbb{R}^d \) as a linear combination of at most \( k < d \) of its atoms, with an error no larger than \( \varepsilon \). Our goal is to obtain necessary and sufficient conditions on the minimal number of atoms \( n \) allowing this.

This problem has two motivations. First, when the sparse representation model is used as a prior, as in compressed sensing or signal restoration [17], [36], only a small set of signals is meant to be sparsely representable over the dictionary. This is often achieved by learning a dictionary from a set of relevant training examples (e.g., patches from natural images) [19], [2], [26], [23]. In this context, it is of interest to identify when a dictionary has an unnecessarily large overcompleteness (i.e., one which allows sparse representation of every signal, and not only of those from the designated set). A second motivation relates to the use of the sparse representation model as a generic transform, under which all signals are sparse.

It is easy to show that when \( k \) is taken to be a fixed fraction of \( d \), the set of signals in \( \mathbb{R}^d \) that can be approximately represented by a specific choice of \( k \) atoms has a volume which is exponentially small in \( k \) (see Sec. III for details). This is, in fact, the principle underlying the Johnson-Lindenstrauss lemma [23]. This lemma asserts that when projecting points in \( \mathbb{R}^d \) onto a random \( k \)-dimensional space, there is a concentration of measure effect whereby the points’ norms are approximately preserved up to a factor of \( k/d \). Therefore, when \( k \) is much smaller than \( d \), such projections are very far from the original points with high probability. Nevertheless, in our context, if \( k \) is also a fixed fraction of \( n \), then the number of choices of \( k \) atoms from a dictionary of size \( n \) is exponentially large in \( k \). Therefore, it is not a-priori clear whether the overcompleteness should be very large in order to allow universal sparse representation. Interestingly, our results show that for certain regimes of error and sparsity levels, universal sparse representation can be achieved with moderate redundancy. For other regimes, on the other hand, universal sparse representation becomes impractical.

It should be noted that our setting is very different from that of compressed sensing. There, the quantity of interest is the minimal number of linear measurements from which any \( k \)-sparse signal can be uniquely recovered [13], [55], [14]. Merging the measurement matrix into the dictionary, this problem is equivalent to asking what is the minimal number of rows of a dictionary allowing to uniquely recover any signal that is \( k \)-sparse in the standard (non-overcomplete) basis. In contrast, here we analyze the minimal number of
atoms (columns of an overcomplete dictionary) with which all signals possess a sparse representation. Furthermore, we do not require uniqueness of the representation.

Mathematically, universal sparse representation can be viewed as a covering problem, a branch of mathematics with many known results [3]. However, most works consider ball covering problems, whereas our setting is concerned with covering by dilations of linear subspaces (spanned by subsets of atoms from the dictionary). Moreover, these subspaces share atoms and are thus constrained to intersect. To the best of our knowledge, such settings were not studied in the past.

Only a few attempts were made to characterize the representation ability of overcomplete dictionaries. In [1] Ch. 7 the author provided approximations for the relative volume of signals that admit a sparse representation with an allowable error. However, the expressions depend on properties of the dictionary (minimal and maximal singular values of any subset of columns) and are thus not universal. Furthermore, the accuracy of the approximations in high dimensions is not clear. In [3] the authors analyzed a stochastic setting, for which they provided a lower bound on the achievable mean squared error (MSE) of the representation as a function of the sparsity and the dictionary’s overcompleteness. The analysis is universal in that it holds for all dictionaries. However, it does not provide an upper bound on the error (from which an upper bound on the required overcompleteness could be deduced), and it does not provide deterministic (worst-case) results.

In this paper we study the universal sparse representation problem from both a worst case standpoint and an average case one. In the worst case setting we request that the representation error be bounded by \( \varepsilon \) for every signal in \( \mathbb{R}^d \). In the average case setting, we assume that the signal is random and require that the probability that it can be sparsely represented with an error less than \( \varepsilon \), be high. For each scenario we give lower and upper bounds on the minimal required overcompleteness allowing universal sparse representation. As opposed to previous works, our bounds have simple closed-form expressions, which allow to easily deduce the asymptotic behavior of the required overcompleteness. In particular, our bounds reveal that if \( \varepsilon \ll 1 \) or \( k \ll d \), then the minimal required overcompleteness behaves like \( (1/\varepsilon)^{d/k-1} \) up to polynomial factors in \( d/k \). We provide simulations, which show that our bounds correctly predict the threshold at which sparse coding techniques start to succeed in approximating arbitrary signals. As a side effect of our derivations, we obtain a tight lower bound on the regularized incomplete beta function, which may be interesting in its own right.

The paper is organized as follows. Section II introduces our problem in mathematical terms, and describes our main results. Section III includes the derivations of the bounds, and Section IV presents some numerical experiments, which illustrate and validate the theorems.

II. MAIN RESULTS

Our goal is to be able to represent every signal \( x \in \mathbb{R}^d \) as a linear combination of a small number \( k < d \) of atoms from some dictionary \( \Phi \in \mathbb{R}^{d \times n} \). Note that this is impossible to do without incurring some error, since the set of signals admitting such a \( k \)-sparse representation is a union of \( \binom{n}{k} \) subspaces of dimension at most \( k \), which is strictly contained in \( \mathbb{R}^d \). However, the question we ask is: Under what conditions can we guarantee a \( k \)-sparse representation for every signal in \( \mathbb{R}^d \) with a small error?

Definition 1 (Normalized \( k \)-sparse representation error): We define the \( k \)-sparse representation error of a signal \( x \in \mathbb{R}^d \) over a dictionary \( \Phi \in \mathbb{R}^{d \times n} \) as

\[
\epsilon(x, \Phi) \triangleq \min_{\alpha \in \mathbb{R}^n} \frac{\|x - \Phi\alpha\|}{\|x\|} \quad \text{s.t.} \quad \|\alpha\|_0 \leq k,
\]

where the \( \ell_0 \) (pseudo) norm \( \|\cdot\|_0 \) counts the number of nonzero elements of its vector argument. We shall say that \( x \) has a \( k \)-sparse representation over \( \Phi \) with precision \( \varepsilon \) if \( \epsilon(x, \Phi) \leq \varepsilon \).

The normalized error is indifferent to scaling of \( x \). Therefore, without loss of generality, we will restrict our analysis to signals lying on the unit sphere (i.e., with \( \|x\| = 1 \)). We are interested in the existence of dictionaries \( \Phi \) such that \( \epsilon(x, \Phi) \) is small for all, or at least most, signals \( x \). More specifically, we consider both a worst-case design (Sec. II-A) and an average-case one (Sec. II-B). In the former, we require that the error \( \epsilon(x, \Phi) \) be bounded by \( \varepsilon \) for every \( x \in \mathbb{R}^d \). In the latter, we assume that \( x \) is a random vector and require that the probability that \( \epsilon(x, \Phi) \leq \varepsilon \) be large.

The two cardinal parameters in our problem are the sparsity factor \( s \) and the overcompleteness ratio \( o \), defined as

\[
s \triangleq \frac{k}{d}, \quad o \triangleq \frac{n}{d}.
\]

The overcompleteness ratio can be thought of as the aspect ratio of the (tall) sub-matrix of \( \Phi \) containing the \( k \) atoms participating in the decomposition of the signal \( x \). Note that \( s \) is not the percentage of nonzeros in the coefficient vector \( \alpha \) in (I) (which would be \( k/n \)).

Our goal is to characterize the minimal overcompleteness \( o \) such that all/d most signals in \( \mathbb{R}^d \) possess a sparse representation with sparsity \( s \), up to some permissible error \( \varepsilon \). Before we state our main results, let us first give some intuition into why this problem is not trivial.

As mentioned above, each choice of \( k \) atoms from the dictionary corresponds to a single subspace of dimension at most \( k \). The volume of the set of signals whose normalized distance from this subspace is bounded by \( \varepsilon \), can be computed in closed form (see Sec. III). The problem is that when the number of atoms \( n \) tends to infinity while keeping the ratio \( k/n \) fixed, almost all pairs of groups of \( k \) atoms from the dictionary share a significant number of atoms. That is, almost all pairs of subspaces intersect. These intersections cannot be disregarded, especially when seeking to upper-bound the minimal required \( o \). Specifically, let \( Q = \binom{n}{k}^2 \) denote the total number of ordered pairs of subgroups of \( k \) atoms and let \( q(\ell) \) denote the number of pairs that share precisely \( \ell \) atoms. Then, by definition, \( q(\ell)/Q \) is a hypergeometric distribution with parameters \((n, k, k)\). It is well known that the mean of this distribution is \( k \times \frac{\ell}{n} \) and that its standard deviation is \( \sqrt{k} \times \sqrt{\frac{k}{n} \left(1 - \frac{k}{n}\right) \frac{n-k}{n-1}} \). Thus, normalizing by the maximal
possible overlap \( k \) and taking \( n \) to infinity while keeping \( \frac{k}{n} \) fixed, we obtain a probability distribution whose mean tends to \( \frac{k}{n} \) and whose standard deviation tends to 0 as \( O\left(\frac{1}{\sqrt{n}}\right) \). In other words, almost all pairs of groups of \( k \) atoms share precisely \( k \times \frac{k}{n} \) atoms in this regime. This phenomenon is illustrated in Fig. 1.

To overcome this difficulty, in our upper bounds analyses, we focus on a special type of (sub-optimal) structured dictionaries and also pose a certain (sub-optimal) restriction on the allowed choices of atoms from the dictionary. These assumptions significantly simplify the derivations, and while they may seem to lead to a crude overestimation of the required overcompleteness, we show that the resulting bounds are rather accurate in quite a wide range of settings.

A. Worst-case analysis

We begin by studying the problem from a worst-case standpoint.

**Definition 2 (Universal \( k \)-sparse representation dictionary):** We say that \( \Phi \in \mathbb{R}^{d \times n} \) is a universal \( k \)-sparse representation dictionary with precision \( \varepsilon \) if all signals in \( \mathbb{R}^d \) admit a \( k \)-sparse representation with precision \( \varepsilon \) over \( \Phi \), namely \( \epsilon(x, \Phi) \leq \varepsilon, \forall x \in \mathbb{R}^d \) (equivalently, \( \max_{x \in \mathbb{R}^d} \epsilon(x, \Phi) \leq \varepsilon \)).

Let us denote by \( o^\dagger \) the minimal overcompleteness allowing universal sparse representation. In the theorems below we provide upper and lower bounds on \( o^\dagger \). These bounds are expressed only in terms of the sparsity \( s \) and allowable error \( \varepsilon \). Particularly, they are independent of the dimension \( d \) (despite the fact that \( o^\dagger \) itself does depend on \( d \)).

**Theorem 1 (Worst-case lower bound):** If \( \varepsilon \in (0, \sqrt{1 - s}) \), then
\[
o^\dagger \geq c_1(s, \varepsilon) \times s^\frac{1}{2}\left(\frac{1}{\varepsilon}\right)^{-\frac{1}{2} - 1}, \quad (3)
\]
where \( c_1(s, \varepsilon) = e^{-1} \sqrt{(1 - s)1/s-1/(1 - \varepsilon^2)} \geq e^{-\frac{3}{2}} \) for all \( s \) and \( \varepsilon \). If \( \varepsilon \in (\sqrt{1 - s}, 1) \), then
\[
o^\dagger = 1. \quad (4)
\]

As expected, when either the sparsity factor \( s \) or the precision \( \varepsilon \) are small, the required overcompleteness is large. However, interestingly, the dependence on \( s \) and \( \varepsilon \) is quite different. While the bound is polynomial in \( s^{-1} \), it is exponential in \( s^{-1} \), implying that universal sparse representation is practically impossible at very small sparsity factors.

**Theorem 2 (Worst-case upper bound):** If \( \varepsilon \in (0, 1) \), \( k \) is a divisor of \( d \) and \( s \leq \frac{1}{2} \), then
\[
o^\dagger \leq c_2(s, \varepsilon) \times \log(s^{-1})s^{-\frac{1}{2}}\left(\frac{1}{\varepsilon}\right)^{\frac{1}{2} - 1}, \quad (5)
\]
where \( c_2(s, \varepsilon) = \sqrt{2\pi}(1 + \frac{2}{\log s})(1 + \log \log s^{-1} + \frac{\sqrt{\pi}}{s^{-1}})(1 - \varepsilon^2 \frac{1 - s}{1 + s})^2 \leq 12 \) for all \( s \) and \( \varepsilon \). If \( k \) is not a divisor of \( d \), then this bound holds true with \( s^{-1} \) replaced by \( \lceil s^{-1} \rceil \).

As can be seen, both bounds are exponentially equivalent to \((1/\varepsilon)^{1/s-1} \). This implies that under the conditions of Theorems 1 and 2, the minimal overcompleteness \( o^\dagger \) satisfies
\[
o^\dagger \approx \left(\frac{1}{\varepsilon}\right)^{\frac{1}{2} - 1}, \quad (6)
\]
where \( \approx \) denotes exponential equivalence. One can think of the representation error as noise, in which case the term \( 1/\varepsilon \) can be interpreted as the signal-to-noise ratio (SNR). Therefore, (6) can also be written as
\[
o^\dagger \approx \left(\frac{\text{SNR}}{8} - 1\right), \quad (7)
\]
where \( \sim \) denotes asymptotic equivalence, \( \text{SNR} = 20\log_{10}(1/\varepsilon) \) and \( o^\dagger \approx 20\log_{10}(o^\dagger) \).

Exponential equivalence is agnostic to polynomial dependencies. Thus, to refine our intuition, it is instructive to examine the ratio between the bounds (6) and (3). As can be seen, this ratio is bounded from above as a function of \( \varepsilon \) and is only polynomial in \( s^{-1} \) (behaves as \( \Theta(\log(s^{-1})s^{-2}) \)). This indicates that our bounds are relatively accurate for moderate sparsity factors, even when \( \varepsilon \) is small, but may become inaccurate for very small \( s \).

B. Average-case analysis

The upper bound of Theorem 2 is rather pessimistic as it guarantees that all signals can be sparsely represented with precision \( \varepsilon \), including esoteric and unlikely signals. In many practical situations, it may be enough to loosen this requirement and replace it by a probabilistic one. Specifically, suppose we have prior knowledge in the form of a distribution \( \Omega \) over signals in \( \mathbb{R}^d \). In this case, it may be enough to settle for dictionaries allowing sparse representation only with high probability.

**Definition 3 (Optimal success probability):** For any given distribution \( \Omega \) over \( \mathbb{R}^d \) and dictionary size \( d \times n \), we define the optimal success probability under \( \Omega \) as
\[
P(\Omega) \triangleq \max_{\Phi \in \mathbb{R}^{d \times n}} \mathbb{P}(\epsilon(x, \Phi) \leq \varepsilon), \quad (8)
\]
where \( x \) is a random vector with distribution \( \Omega \).

1Namely, the ratio between the log of the bounds and the log of \((1/\varepsilon)^{1/s-1} \) tends to 1 as either \( s \) or \( \varepsilon \) tend to zero.
To obtain bounds that do not depend on the prior \( \Omega \), we will examine the worst-case optimal success probability over all possible distributions \( \Omega \). Mathematically, let \( D(\mathbb{R}^d) \) be the collection of all distributions over \( \mathbb{R}^d \). Then the worst-case optimal success probability is defined as

\[
P^* = \min_{\Omega \in D(\mathbb{R}^d)} P(\Omega).
\]

(9)

Studying the behavior of \( P^* \) is particularly interesting in high dimensions. In this setting there is a sharp transition between the regime of overcompleteness factors at which \( P^* \) tends to 1 and the regime at which it tends to 0. We would therefore like to study the limit of \( P^* \) as \( d \) tends to infinity, while keeping the sparsity factor \( s \) fixed. To this end, we denote by \( o^* \) the minimal overcompleteness such that \( \lim_{d \to \infty} P^* = 1 \).

There are several important distinctions between \( o^* \) of the average case scenario and \( o^d \) of the worst case setting. First, \( o^* \) is only affected by typical signals, whereas \( o^d \) takes into account all signals. Therefore, we necessarily have that \( o^* \leq o^d \). Second, as can be seen from (9), it may be that for each distribution \( \Omega \) the optimal dictionary is different. Thus, as opposed to the worst-case analysis, in the average case setting we do not guarantee the existence of a single dictionary that is good for all signals. Finally, \( o^* \) is defined only for \( d \) large, whereas \( o^d \) is defined for all \( d \). This is particularly important when bounding these quantities from above, since the minimal required overcompleteness becomes smaller as \( d \) increases. This further contributes to our ability to obtain an upper bound on \( o^* \), which is lower than the upper bound on \( o^d \) in Theorem 2.

The next two theorems are analogous to Theorems 1 and 2. The first statement in each theorem bounds \( o^* \), and thus provides an asymptotic analysis. The second statement characterizes the convergence to the asymptotic behavior, and is relevant for any finite dimension.

Theorem 3 (Average-case lower bound): If \( \varepsilon \in (0, \sqrt{1-s}) \), then

\[
o^* \geq c_1(s, \varepsilon) \times s^{\frac{1}{2}} \left( \frac{1}{\varepsilon} \right)^{-1-\frac{1}{2}},
\]

(10)

where \( c_1(s, \varepsilon) \) is as in (5). Furthermore, for any finite dimension \( d \),

\[
P^* \leq \frac{1}{\sqrt{2\pi s \left( 1 - \frac{\varepsilon}{\sqrt{s}} \right)^2}} \times d^{-\frac{1}{2}} \exp \{-c_3(s, \varepsilon, o) d\}.
\]

(11)

Here, \( c_3(s, \varepsilon, o) = \frac{1}{2} \mathcal{H}(1 - s, \varepsilon^2) - \alpha S(\varepsilon) \), where \( S(\alpha) = -\alpha \log(\alpha) - (1-\alpha) \log(1-\alpha) \) is the entropy of a Bernoulli(\( \alpha \)) random variable, and \( \mathcal{H}(\alpha, \beta) = \alpha \log(\frac{\alpha}{\beta}) + (1-\alpha) \log(\frac{1-\alpha}{1-\beta}) \) is the Kullback-Leibler divergence between the Bernoulli(\( \alpha \)) and Bernoulli(\( \beta \)) distributions.

In fact, as we show in Sec. III.C when the overcompleteness \( o \) is smaller than the right hand side of (10), not only that \( P^* \) does not tend to 1, it actually tends to 0. This implies that below this bound, universal sparse representation is practically impossible in high dimensions (for the worst case distribution).

The next theorem is stated in terms of the incomplete regularized beta function \( I_d(\alpha, \beta) \), which is the probability that a Beta(\( \alpha, \beta \)) random variable is smaller than \( x \).

Theorem 4 (Average-case upper bound): If \( s = \frac{1}{m} \) for some \( m \in \mathbb{N} \), then

\[
o^* \leq c_4(s, \varepsilon) \times s^{\frac{1}{2}} \left( \frac{1}{\varepsilon} \right)^{-1-\frac{1}{2}},
\]

where \( c_4(s, \varepsilon) = \sqrt{\frac{s}{2}} \left( 1 - \varepsilon^2 / (1 + s) \right) \leq \sqrt{\frac{s}{2}} \) for all \( s \) and \( \varepsilon \). Furthermore, for any finite dimension \( d \), if \( \varepsilon^2 \leq \frac{1}{2} \) and the overcompleteness ratio satisfies

\[
o \geq \frac{s}{I_d^2 \left( \frac{1}{2} \left( 1 - \frac{1}{s} \right) \right)} = \Theta \left( s^{\frac{1}{2}} \left( \frac{1}{\varepsilon} \right)^{-1} \right)
\]

(13)

for some \( \delta \) in \((0, \varepsilon)\), then

\[
P^* \geq 1 - \frac{c_5(s, \varepsilon, o, \delta)}{c_5(s, \varepsilon, o, \delta) + d},
\]

(14)

where \( c_5(s, \varepsilon, o, \delta) = \frac{(1-2\varepsilon^2)I_d \left( \frac{1}{2} \left( 1 - \frac{1}{s} \right) \right)}{(1+2\varepsilon^2) \sqrt{s}} \) is a constant independent of the dimension \( d \).

Note that Theorem 4 provides a lower bound on the minimal required overcompleteness (see (10)) and an upper bound on the probability of success (see (11)). Similarly, Theorem 4 provides an upper bound on the minimal required overcompleteness (see (12)), which is further refined via a lower bound on the probability of success (see (13) (14)).

Comparing Theorems 2 and 4, it can be seen that the average-case analysis provides an improvement of \( \Theta(s^{-1} \log s^{-1}) \) over the worst-case analysis (compare (5) with (12)). Another interesting comparison is between the lower and upper bounds in the average-case scenario. In general, the ratio between (10) and (12) is a complicated function of \( s \) and \( \varepsilon \) which behaves as \( \Theta(s^{-1}) \). Yet, for certain regimes of \( \varepsilon \) and \( s \) we can obtain simple expressions. When \( \varepsilon \ll 1 \), the ratio becomes approximately \( \sqrt{\frac{\pi \varepsilon^2}{2(1-s)^{s^{-1}}}} \). This expression is independent of \( \varepsilon \), implying that the bounds are relatively tight for moderate values of \( s \) when \( \varepsilon \) is small. Similarly, when \( s \ll 1 \), the ratio becomes approximately \( \sqrt{\frac{\pi \varepsilon^2}{2} (1 - \varepsilon^2) s^{-1}} \).

III. Derivations

In this section, we prove Theorems 1-4. As discussed above, each choice of \( k \) atoms from a dictionary \( \Phi \in \mathbb{R}^{d \times n} \), allows to perfectly represent all signals lying in some linear subspace of dimension at most \( k \). Therefore, the set of all signals admitting a \( k \)-sparse representation over \( \Phi \) corresponds to the union of these \( N = \binom{n}{k} \) linear subspaces, which we denote by \( \{\psi_i\}_{i=1}^N \).

In our setting, we allow for approximate representations with a relative error of at most \( \varepsilon \). To this end, we use the notion of spherical dilations. Specifically, the spherical dilation of a set \( X \subset \mathbb{R}^d \) with radius \( r \) is defined as the set

\[
B_r(X) = \{ y \in \mathbb{R}^d : \exists x \in X \text{ s.t. } \|y - x\| \leq r \}.
\]

In order for \( \Phi \) to be a universal \( k \)-sparse representation dictionary with precision \( \varepsilon \), each point on the unit sphere must be contained in at least one of the \( \varepsilon \)-dilations of its subspaces \( \{\psi_i\}_{i=1}^N \). In other words, the universal sparse representation problem is in fact a covering problem as we are interested
in covering the unit sphere by \(\varepsilon\)-dilations of linear subspaces. That is, we would like that

\[ S^{d-1} \subseteq \bigcup_{i=1}^{N} B_{\varepsilon}(\psi_{i}), \]

where \(S^{d-1}\) is the unit sphere in \(\mathbb{R}^{d}\).

Let us start by examining the relative area covered by an \(\varepsilon\)-dilation of a single linear subspace \(\psi\) (namely, the ratio between the area of \(B_{\varepsilon}(\psi) \cap S^{d-1}\) and the area of \(S^{d-1}\)). This relative area, illustrated in Fig. 2, can be interpreted as the probability that a point \(x\) chosen uniformly at random from the unit sphere \(S^{d-1}\) be \(\varepsilon\)-close to \(\psi\). The square distance between \(x\) and \(\psi\) is \(\|x - P_{\psi}x\|^{2} = \|x\|^{2} - \|P_{\psi}x\|^{2}\), where \(P_{\psi}\) is the orthogonal projection matrix onto \(\psi\). Thus, since \(\|x\| = 1\), \(x\) is \(\varepsilon\) close to \(\psi\) if and only if \(\|P_{\psi}x\|^{2} \geq 1 - \varepsilon^{2}\).

This implies that we have the relation

\[ \frac{\mathcal{A}(B_{\varepsilon}(\psi) \cap S^{d-1})}{\mathcal{A}(S^{d-1})} = \mathbb{P}\left(\|P_{\psi}x\|^{2} \geq 1 - \varepsilon^{2}\right), \tag{17} \]

where \(\mathcal{A}(V)\) denotes the area of the \(d-1\) dimensional manifold \(V \subset \mathbb{R}^{d}\). Our problem thus boils down to determining the distribution of the length of a random vector with uniform distribution on the unit sphere, projected down onto a fixed \(k\)-dimensional subspace. This result can be found e.g., in [30]. For our purposes, it is more convenient to state the result for the equivalent setting where the subspace is random and the unit vector is deterministic.

**Lemma 1 (Random subspace projection [1]):** Let \(V\) denote the \(k\)-dimensional subspace spanned by a set \(\{\nu_{i}\}_{i=1}^{k}\) of independent isotropically distributed random vectors in \(\mathbb{R}^{d}\). Then for every deterministic unit-norm vector \(x \in S^{d-1}\),

\[ \|P_{V}x\|^{2} \sim \text{Beta}\left(\frac{k}{2}, \frac{d-k}{2}\right). \tag{18} \]

Note that the distribution of \(\|P_{V}x\|^{2}\) is independent of \(x\), hence this result also holds true when \(x\) is a random unit norm vector that is independent of \(\{\nu_{i}\}\).

From (18) we have that \(\mathbb{P}(\|P_{\psi}x\|^{2} \geq 1 - \varepsilon^{2}) = 1 - \Phi_{d-k}\left(\frac{d-k}{2}, \frac{k}{2}\right)\), where \(\Phi_{d-k}(\alpha, \beta)\) is the cumulative distribution function of the Beta\((\alpha, \beta)\) distribution, also known as the regularized incomplete beta function. From the properties of the beta distribution, we can also write \(1 - \Phi_{d-k}\left(\frac{d-k}{2}, \frac{k}{2}\right) = \Phi_{d-k}\left(\frac{d-k}{2}, \frac{k}{2}\right).\) Thus, from (17) and (18) we reach the following conclusion.

**Corollary 1 (Subspace coverage):** Let \(\psi\) be a \(k\) dimensional linear subspace in \(\mathbb{R}^{d}\). Then the relative area covered by \(B_{\varepsilon}(\psi)\) from the unit sphere is precisely \(I_{\varepsilon}\left(\frac{d-k}{2}, \frac{k}{2}\right)\).

We remark that this corollary can be seen as a generalization of [27], which proved it for one dimensional subspaces.

We are now ready to prove the theorems of Section II. In sections III-A and III-B we prove the lower and upper bounds, respectively, for the worst-case setting. Similarly, in sections III-C and III-D we derive the necessary and sufficient conditions, respectively, for the average-case setting.

### A. Worst-case lower bound

In this section we prove Theorem 1. Following the discussion above, it is clear that \(\Phi\) is not a universal \(k\)-sparse representation dictionary if the unit sphere \(S^{d-1}\) is not contained in the union of the \(\varepsilon\) dilations of its \(\binom{n}{k}\) subspaces \(\{\psi_{i}\}\), namely

\[ S^{d-1} \not\subset \bigcup_{i=1}^{N} B_{\varepsilon}(\psi_{i}). \tag{19} \]

This condition is satisfied when

\[ \frac{\mathcal{A}\left(\bigcup_{i=1}^{N} B_{\varepsilon}(\psi_{i}) \cap S^{d-1}\right)}{\mathcal{A}(S^{d-1})} < 1. \tag{20} \]

Applying the union bound on the left hand side of (20) gives

\[ \frac{\mathcal{A}\left(\bigcup_{i=1}^{N} B_{\varepsilon}(\psi_{i}) \cap S^{d-1}\right)}{\mathcal{A}(S^{d-1})} \leq \sum_{i=1}^{N} \frac{\mathcal{A}(B_{\varepsilon}(\psi_{i}) \cap S^{d-1})}{\mathcal{A}(S^{d-1})}. \tag{21} \]

From Corollary 1 each of the summands in the right hand side of (21) is equal to \(I_{\varepsilon}\left(\frac{d-k}{2}, \frac{k}{2}\right)\). Therefore, a sufficient condition for (20) to hold, is that

\[ \frac{n}{k} I_{\varepsilon}\left(\frac{d-k}{2}, \frac{k}{2}\right) < 1. \tag{22} \]

To simplify this expression, let us further bound the terms \(\binom{n}{k}\) and \(I_{\varepsilon}\left(\frac{d-k}{2}, \frac{k}{2}\right)\). For the binomial coefficient, we use the bound

\[ \binom{n}{k} < \left(\frac{Ne}{k}\right)^{k} \exp\left\{k \left(\log\left(\frac{n}{k}\right) + 1\right)\right\}. \tag{23} \]

For the incomplete beta function, we use the following tail bound from [11].

**Lemma 2 ([11]):** Let \(L \sim\text{Beta}\left(\frac{d-k}{2}, \frac{k}{2}\right)\), where \(k < d\) are natural numbers. Then for every \(\beta > 1\),

\[ \mathbb{P}\left(L \geq \frac{\beta k}{d}\right) \leq \beta^{\frac{d-k}{2}} \left(1 + \frac{(1-\beta)k}{d-k}\right) \frac{d-k}{d+k}. \tag{24} \]

To match our setting in (17), we choose \(\frac{\beta k}{d} = 1 - \varepsilon^{2}\). This relation implies that \(\beta = \frac{1 - \varepsilon^{2}}{1 - \varepsilon^{2}}\) and \(1 + \frac{(1-\beta)k}{d-k}\) \(= \frac{\varepsilon^{2}}{1 - \varepsilon^{2}}\). Note that the lemma applies to \(\beta > 1\), which translates to the
requirement that \( s < 1 - \varepsilon^2 \). Applying the lemma, gives us the bound

\[
I_{o,2} \left( \frac{d - k}{2}, \frac{k}{2} \right) \leq \left( \frac{1 - \varepsilon^2}{s} \right)^{\frac{d-o}{2}} \left( \varepsilon^2 \frac{k}{1-s} \right)^{\frac{d-k}{2}}.
\]  
(25)

To present this bound more compactly, we use the function \( \mathcal{H}(\alpha, \beta) = \alpha \log(\frac{\alpha}{\beta}) + (1-\alpha) \log(\frac{1-\alpha}{1-\beta}) \), which is the Kullback-Leibler divergence between the Bernoulli(\( \alpha \)) and Bernoulli(\( \beta \)) distributions. Then, the right-hand-side of (25) can be equivalently expressed as

\[
\left( \frac{1 - \varepsilon^2}{s} \right)^{\frac{d-o}{2}} \left( \frac{\varepsilon^2}{1-s} \right)^{\frac{d-k}{2}} = \exp \left\{ -\frac{d}{2} \mathcal{H}(1-s, \varepsilon^2) \right\}.
\]  
(26)

Using the bounds (23) and (25) in (22), we conclude that the relative area is upper-bounded by

\[
\exp \left\{ -\frac{d}{2} \mathcal{H}(1-s, \varepsilon^2) + k \left( \log \left( \frac{n}{k} \right) + 1 \right) \right\}.
\]  
(27)

Note from (2) that \( \frac{d-o}{2} = \frac{d}{2} \). Consequently, the argument of the exponent in (27) can be written as

\[
-k \left( \frac{1}{2 s} \mathcal{H}(1-s, \varepsilon^2) - \log \left( \frac{o}{s} \right) - 1 \right).
\]  
(28)

Therefore, to guarantee that the relative area is strictly smaller than 1, it is sufficient to require that \( \frac{d}{2} \mathcal{H}(1-s, \varepsilon^2) - 1 \geq \log(\frac{2}{o}) \), implying that if

\[
o \leq s \exp \left\{ \frac{1}{2 s} \mathcal{H}(1-s, \varepsilon^2) - 1 \right\},
\]  
(29)

then universal sparse representation is impossible. Substituting the expression for \( \mathcal{H}(1-s, \varepsilon^2) \) in (29) gives the right-hand side of (3), thus completing the proof of the first part of Theorem 1.

Note that the constant \( c_1(s, \varepsilon) \) in (3) satisfies

\[
c_1(s, \varepsilon) \geq c_1(s, 0) \geq \lim_{s \to 0^+} c_1(s, 0) = e^{-\frac{2}{s}}
\]  
(30)

for every \( \varepsilon \) and \( s \) in the range \((0, 1)\).

We next examine the case \( \varepsilon^2 > 1 - s \). On one hand, if the number of atoms \( n \) is smaller than the dimension \( d \), then there exists a linear subspace in \( \mathbb{R}^d \) which is orthogonal to all atoms. Signals from this subspace will have a representation error of 1. Therefore, we must have that \( o^1 \geq 1 \). On the other hand, we will show that a dictionary with \( d \) atoms is sufficient for representing all signals in \( \mathbb{R}^d \) with precision \( \sqrt{1-s} \).

Specifically, take the dictionary to be the \( d \) dimensional identity matrix \( I_{d \times d} \). It is easy to see that in this setting, the representation error is

\[
\varepsilon^2(x, I_{d \times d}) = \min_{|\kappa|=d-k} \sum_{i \in \kappa} x_i^2.
\]  
(31)

Therefore, the worst case error can be written as

\[
\max_{x \in S^{d-1}} \varepsilon^2(x, I_{d \times d}) = 1 - \min_{|\kappa|=d-k} \max_{i \in \kappa} x_i^2,
\]  
(32)

where we used the fact that \( \|x\|^2 = 1 \). Denoting \( \xi_i = x_i^2 \), the right hand term reduces to

\[
\min_{\xi \in \Delta^d} \max_{|\kappa|=d-k} \sum_{i \in \kappa} \xi_i,
\]  
(33)

where \( \Delta^d \) is the \( d \) dimensional unit simplex. It is well known that max-\( k \)-sums are convex functions and that the unit simplex is a convex set. Therefore, this is a convex optimization problem. Due to the fact that max-\( k \)-sums are invariant under permutation of the components, this optimization function has a minimizer \( \xi^* \) that satisfies

\[
\xi^*_i = \xi_0
\]  
(34)

for all \( i \in \{1, \ldots, d\} \), for some constant \( \xi_0 \). From the constraints, we have that \( \xi_0 = \frac{1}{d} \). Substituting this solution in (32) we obtain

\[
\max_{x \in S^{d-1}} \varepsilon^2(x, I_{d \times d}) = 1 - \frac{k}{d} = 1 - s,
\]  
(35)

which is less than \( \varepsilon^2 \) by assumption. Therefore, the required overcompleteness \( o^1 \) must be equal to 1.

B. Worst-case upper bound

Next we prove Theorem 2. As discussed above, a sufficient condition for universal sparse representation corresponds to covering the unit sphere \( S^{d-1} \) (see (16)). To obtain an upper bound, we will restrict attention to suboptimal dictionaries with a block-diagonal structure

\[
\Phi = \begin{bmatrix}
\Phi_1 & 0 & \ldots & 0 \\
0 & \Phi_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Phi_k
\end{bmatrix},
\]  
(36)

where \( \frac{d}{k} \) is a natural number and each \( \Phi_i \) is a \( \frac{d}{k} \times \frac{n}{k} \) matrix with columns \( \{\varphi_j^{(i)}\}_{j=1}^{\frac{n}{k}} \). Interestingly, it turns out that the degradation in performance incurred by using such dictionaries is moderate, as we show experimentally in Sec. III-D. Let us denote the corresponding partitioning of the signal \( x \) as

\[
x^T = [x_1^T, x_2^T, \ldots, x_k^T],
\]  
(37)

where each \( x_i \) is of length \( \frac{d}{k} \).

The block-diagonal structure (36) allows us to simplify the problem of covering by dilations of subspaces into a problem of covering by balls. Specifically, \( \Phi \) of (36) is a universal \( k \) sparse representation dictionary with precision \( \varepsilon \) for signals in \( \mathbb{R}^d \) if the atoms of each sub-dictionary \( \Phi_i \) form an \( \varepsilon \) ball covering of the unit sphere in \( \mathbb{R}^{\frac{d}{k}} \). Indeed, if each \( \Phi_i \) forms an \( \varepsilon \) ball covering, then it contains at least one atom whose relative error from \( x_i \) is less than \( \varepsilon \). Choosing this single atom from each dictionary, we obtain a \( k \)-sparse representation with a squared relative error of

\[
\frac{\|x - \Phi \alpha\|^2}{\|x\|^2} = \sum_{i=1}^{k} \frac{\min_{1 \leq j \leq m} \|x_i - \varphi_j^{(i)} \|_2^2}{\|x\|^2} \leq \sum_{i=1}^{k} \frac{\|x_i\|^2 \varepsilon^2}{\|x\|^2} = \varepsilon^2.
\]  
(38)

Hence, our problem is reduced to finding the minimal number of balls \( m = \frac{n}{k} \) with radius \( \varepsilon \) that suffice to cover the unit sphere in \( \mathbb{R}^{\frac{d}{k}} \).
A lot of work has been done in the field of ball covering. In particular, several papers have derived bounds on the minimal covering density \( \nu \) \cite{10, 33, 6, 15, 5}. In our terminology, the covering density is the sum of all relative surface areas from the unit sphere that are covered by the balls. These \( m \) relative surface areas are all the same, and according to Corollary 1 are given by \( \frac{1}{2} I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right) \). Therefore, \( \nu = \frac{m}{n} = \frac{1}{2} I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right) \). In \cite{6} it was proven that for all \( s^2 - \frac{d}{l} \geq 3 \), the minimal covering density for this problem is bounded by

\[
\nu \leq h(s^{-1}) \log(s^{-1}) s^{-1},
\]

where \( h(x) = (1 + \frac{2}{\log x})(1 + \frac{\log \log x}{\log x} + \frac{\sqrt{\pi}}{x \log x}) \). From this bound we get that

\[
m = \frac{2h(s^{-1}) \log(s^{-1}) s^{-1}}{I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right)}
\]

atoms per sub-dictionary suffice. Since \( n = mk \), the corresponding overcompleteness is \( o = n/d = mk/d = ms \). We thus showed that if

\[
o \geq \frac{2h(s^{-1}) \log(s^{-1})}{I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right)},
\]

then universal sparse representation is possible.

The bound \( (41) \) can be easily computed for any \( \varepsilon \) and \( s \). However, its asymptotic behavior for small \( \varepsilon \) and \( s \) is hard to interpret. To obtain a simpler expression, let us use the following lemma (see proof in Appendix I).

**Lemma 3 (Lower bound on incomplete beta function):** Let \( a > 0, 0 < b \leq 1 \) and \( x \in [0, 1] \), then

\[
I_x(a, b) \geq \Gamma(b) \left( (a + b)(1 - x)^{a-1} \right)^{-1} x^a.
\]

By setting \( a = \frac{1-s}{2} \), \( b = \frac{1}{2} \) and \( x = \varepsilon^2 \) we get

\[
I_{\varepsilon^2} \left( \frac{1-s}{2}, \frac{1}{2} \right) \geq \frac{2s}{\pi (1 - \varepsilon^2)^2} \varepsilon^{s-1},
\]

where we used the fact that \( \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \). Therefore, we have

\[
o \geq \frac{2s}{\pi (1 - \varepsilon^2)^2} h(s^{-1}) \log(s^{-1}) \varepsilon^{s-1} \frac{1}{\varepsilon^{s-1}},
\]

which demonstrates \( (5) \) and thus completes the proof of Theorem 2. It is easily verified that \( c_2(s, \varepsilon) \) of \( (5) \) satisfies \( c_2(s, \varepsilon) \leq c_2(s, 0) < 12 \) for every \( \varepsilon \in (0, 1) \) and \( s \in (0, \frac{1}{2}) \).

A few words are in place regarding the tightness of the tail bound in Lemma 3 at least for the case \( b = \frac{1}{2} \). From Corollary 1 we have that the relative surface area covered from the unit sphere in \( \mathbb{R}^d \) by a spherical cap with half chord \( \varepsilon \), is given by \( \frac{1}{2} I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right) \). This geometric quantity arises in many fields, including machine learning \cite{22, 33}, estimation theory \cite{42}, communication \cite{8}, and even systematic biology \cite{24}. As a result, obtaining tight bounds for this quantity, has attracted interest by various researchers, e.g., \cite{6, Corollary 3.2, 20, Th. 3.1}. To the best of our knowledge, the tightest bounds are found in \cite{20}, where it has been shown that for all \( \varepsilon \in (0, 1) \) and \( d \in \mathbb{N} \), this relative area is lower bounded by

\[
\frac{1}{2} I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right) \geq \frac{1 - \left( 1 - \frac{1}{\sqrt{\varepsilon^2}} \right) \frac{d-1}{d}}{\sqrt{2\pi (d-1)^2 (1 - \varepsilon^2 (1 - \frac{1}{\sqrt{\varepsilon^2}}))}}.
\]

Our lemma provides the lower bound

\[
\frac{1}{2} I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right) \geq \frac{e^{d-1}}{\sqrt{2\pi d (1 - e^{d-1})}}.
\]

It is easily verified that \( \frac{(d-1)^2}{d} > d, 1 - d^{-\frac{1}{2}} \leq \frac{d-1}{d} \) and \( 1 - d^{-\frac{1}{2}} \frac{d-1}{d} > 0 \). Thus, our lower bound is higher than \( (45) \) for all \( \varepsilon \) and \( d \). The authors of \cite{20} also derived the upper bound

\[
\frac{1}{2} I_2 \left( \frac{d-1}{2}, \frac{1}{2} \right) < \frac{e^{d-1}}{\sqrt{2\pi d (d-1)(1 - e^{d})}}.
\]

It can be seen that for high dimensions, the ratio between our lower bound and this upper bound tends to one, implying that they are asymptotically tight (the tightness of \( (47) \) was also noted in \cite{20}).

**C. Average-case lower bound**

We now turn to prove Theorem 3 which provides an average-case lower bound on the overcompleteness for the setting in which \( x \) is a random vector. As mentioned in Section II to obtain bounds that do not depend on the distribution of \( x \), we consider the worst case distribution (i.e. the one leading to the lowest optimal success probability). We begin with the following observation, whose proof is provided in Appendix II.

**Lemma 4 (Worst case distribution):** Any isotropic distribution \( \Theta \) achieves the minimum of the optimal success probability, i.e.,

\[
\mathbb{P}^* = \mathbb{P}(\Theta).
\]

This lemma shows that we can safely focus on the case where \( x \sim N(0, I_{d \times d}) \), which is an isotropic distribution. Our derivation is similar to the one in Sec. III-A. For any dictionary \( \Phi \), the success probability \( \epsilon(x, \Phi) \) can be expressed in terms of a union of events

\[
\mathbb{P}(\epsilon(x, \Phi) \leq \varepsilon) = \mathbb{P} \left( \bigcup_{i=1}^{N} \| \Phi_i x \|^2 \geq 1 - \varepsilon^2 \right),
\]

where \( \{ \psi_i \}_{i=1}^N \) are all the \( N = \binom{N}{k} \) subspaces that are spanned by some choice of \( k \) atoms from \( \Phi \). Applying the union bound on (49), we get

\[
\mathbb{P} \left( \bigcup_{i=1}^{N} \| \Phi_i x \|^2 \geq 1 - \varepsilon^2 \right) \leq \sum_{i=1}^{N} \mathbb{P} \left( \| \Phi_i x \|^2 \geq 1 - \varepsilon^2 \right).
\]
From Lemma 1, we know that \( \|P_{\psi,x}\|^2 \sim \text{Beta}(\frac{k}{2}, \frac{d-k}{2}) \) for all \( i \). Thus, using the inequality from (25), (26) we have that
\[
\Pr \left( \bigcup_{i=1}^{N} \|P_{\psi,x}\|^2 \geq 1 - \epsilon^2 \right) \leq \left( \frac{n}{k} \right) \exp \left\{ - \frac{d}{2} \hat{H}(1-s, \epsilon^2) \right\}.
\]
To bound the binomial coefficient, we use the next lemma from [4].

**Lemma 5 (Stochastic dictionary):** Let \( n, k \in \mathbb{N} \) such that \( 0 < \frac{k}{n} < 1 \) then
\[
\exp \left\{ nS \left( \frac{k}{n} \right) \right\} \leq \left( \frac{n}{k} \right) \leq \frac{2\pi k(1 \pm \frac{1}{n})}{8 k(1 - \frac{k}{n})},
\]
where \( S(\alpha) \) is the entropy of the Bernoulli(\( \alpha \)) distribution, defined as
\[
S(\alpha) = -\alpha \log(\alpha) - (1 - \alpha) \log(1 - \alpha).
\]
This bound on the binomial coefficient gives a slightly better result than the bound (23). Using this lemma in (51), we obtain
\[
\Pr (\epsilon(x, \Phi) \leq \epsilon) \leq \frac{\exp \left\{ -\frac{d}{2} \hat{H}(1-s, \epsilon^2) + nS \left( \frac{k}{n} \right) \right\}}{2\pi k s \log \left( \frac{s}{\epsilon} \right)}.
\]
The right hand side of this inequality is independent of the dictionary \( \Phi \). Therefore, by taking the maximum over all dictionaries \( \Phi \in \mathbb{R}^{d \times n} \) we get
\[
\mathcal{P}^* \leq \frac{\exp \left\{ -\frac{d}{2} \hat{H}(1-s, \epsilon^2) + nS \left( \frac{k}{n} \right) \right\}}{2\pi k \epsilon},
\]
where we used (2). This proves the second statement of Theorem 3.

To prove the first part, let us derive a sufficient condition for the argument of the exponent in (55) to be negative. It is easy to show that \( -(1 - \alpha) \log(1 - \alpha) \leq \alpha \) for all \( \alpha \in [0,1] \). Hence \( \alpha S \left( \frac{s}{\epsilon} \right) \leq -s \log \left( \frac{s}{\epsilon} \right) + s \), which implies that
\[
\frac{1}{2} \hat{H}(1-s, \epsilon^2) - oS \left( \frac{s}{\epsilon} \right) \geq \frac{1}{2} \hat{H}(1-s, \epsilon^2) + s \log \left( \frac{s}{\epsilon} \right) - s.
\]
Therefore, to ensure that the left hand side is positive, we will require that \( \frac{1}{2} \hat{H}(1-s, \epsilon^2) + s \log \left( \frac{s}{\epsilon} \right) - s > 0 \). Isolating \( o \) leads to the condition
\[
o \leq e^{-1} s \exp \left\{ \frac{1}{2s} \hat{H}(1-s, \epsilon^2) \right\}.
\]
We thus conclude that when this condition holds,
\[
\lim_{d \to \infty} \mathcal{P}^* = 0.
\]
Substituting \( \hat{H}(1-s, \epsilon^2) \), the right-hand side of (57) coincides with the right-hand side of (10), thus completing the proof of Theorem 3.

**D. Average-case upper bound**

We next prove Theorem 4 which provides an average-case upper bound on the required overcompleteness. Recall from Lemma 4 that the worst case distribution is isotropic. Therefore, as in section III-C, we will analyze the case where \( x \sim N(0, I_{d \times d}) \). Since the signal \( x \) is stochastic, it will be more convenient to use a stochastic dictionary as well. The next lemma shows that this does not change the probability of success.

**Lemma 6 (Stochastic dictionary):** Let \( x \sim \Theta \) be a \( d \)-dimensional random vector and denote by \( D(\mathbb{R}^{d \times n}) \) the collection of all distributions over \( \mathbb{R}^{d \times n} \). Then
\[
\max_{\Phi \in D(\mathbb{R}^{d \times n})} \Pr (\epsilon(x, \Phi) \leq \epsilon) = \max_{\Theta \in D(\mathbb{R}^{d \times n})} \Pr (\epsilon(x, \Psi) \leq \epsilon),
\]
where \( \Psi \) in the right-hand side is a random dictionary with distribution \( \Theta \in D(\mathbb{R}^{d \times n}) \), independent of \( x \).

Here, the probability in the left-hand side is over the randomness of \( x \) alone while the probability in right-hand side is over the randomness of both \( x \) and \( \Psi \).

Similarly to Sec. III-B, to obtain an upper bound on the required overcompleteness, we introduce two sub-optimal restrictions. First, instead of searching for the distribution of the dictionary that maximizes the success probability, we choose one particular distribution. Specifically, we focus on a block-diagonal dictionary of the form (36) with i.i.d. entries distributed as \( N(0, 1) \). This choice is made mainly for convenience, and is worse than e.g., a full Gaussian dictionary (whose atoms are spread isotropically). Second, we require the sparse representation to contain exactly one atom from each of the \( k \) sub-dictionaries. Clearly, this latter limitation can only increase the representation error as it reduces the number of subspaces from \( \binom{n}{k} \) to \( \binom{n/k}{k} \). The advantage of this limitation is that, as noted in Sec. III-B, it makes the squared representation error (1) separable (see (38)). This allows us to bound the normalized \( k \)-sparse representation error of any signal \( x \) over our block-diagonal \( \Phi \) by
\[
\epsilon^2(x, \Phi) \leq \frac{1}{\|x\|^2} \sum_{i=1}^{k} \min_{1 \leq j \leq m} \left\| x_i - P_{\phi_j(x)} x_i \right\|^2,
\]
where we used the notation (37) for the partitioning of the signal into \( k \) parts.

Figure 3 illustrates the effect of these restrictions on the probability of success, when using the OMP algorithm to obtain the sparse representation. As can be seen, compared to using a full Gaussian dictionary with no restriction on the atom selection (black curve), each of these modifications introduces only a moderate increase in the required overcompleteness (red and blue curves). The combination of the two restrictions together, introduces an additional minor increase in the overcompleteness (green curve). Our approach is to lower bound the green curve.

Since \( \|x_i - P_{\phi_j(x)} x_i\|^2 = \|x_i\|^2 - \|P_{\phi_j(x)} x_i\|^2 \) and \( \sum_{i=1}^{k} \|x_i\|^2 = \|x\|^2 \), the inequality in (60) can be written as
\[
\epsilon^2(x, \Phi) \leq 1 - \frac{1}{\|x\|^2} \sum_{i=1}^{k} \max_{1 \leq j \leq m} \left\| P_{\phi_j(x)} x_i \right\|^2.
\]
For simplicity, let us denote
\[
\gamma_i = \frac{\|x_i\|^2}{\|x\|^2}, \quad y_j(i) = \frac{\left\| P_{\phi_j(x)} x_i \right\|^2}{\|x_i\|^2}, \quad Z_i = \max_{1 \leq j \leq m} y_j(i).
\]
Then we can rewrite (61) as

$$
\epsilon^2(x, \Phi) \leq 1 - \sum_{i=1}^{k} \gamma_i Z_i.
$$

(63)

Thus, we have the following lower bound on the optimal success probability

$$
\mathcal{P}^* \geq \mathbb{P}(\epsilon(x, \Phi) \leq \epsilon) \geq \mathbb{P}
\left( \sum_{i=1}^{k} \gamma_i Z_i \geq 1 - \epsilon^2 \right),
$$

(64)

where the first inequality is because our \( \Phi \) is block diagonal and the second inequality follows from (63), which is due to the atom choice selection. Our goal is to show that the series \( \sum_{i=1}^{k} \gamma_i Z_i \) converges to its mean as \( k \to \infty \), so that if its mean is greater than \( 1 - \epsilon^2 \), then \( \mathcal{P}^* \to 1 \). We will show this by explicitly calculating the mean and variance of the series. From Lemma 7, we know that \( y_j^{(i)} \sim \text{Beta}(\frac{1}{2}, \frac{1-2\epsilon}{2\epsilon}) \) for all \( i, j \), and \( \gamma_i \sim \text{Beta}(\frac{d}{2\sigma^2}, \frac{d(k-1)}{2\sigma^2}) \) for all \( i \). Using the properties of the Beta distribution, this implies that

$$
E[\gamma_i] = \frac{1}{k}, \quad \text{Var}(\gamma_i) = \frac{2}{k^2} - \frac{2}{d + 2}.
$$

(65)

Since the random variables \( \{y_j^{(i)} : i \leq k, j \leq m\} \) are identically distributed, so are \( \{Z_i\} \). Furthermore, it can be shown that \( \{y_j^{(i)} : i \leq k, j \leq m\} \) are mutually independent and are also independent of \( \{\gamma_i\} \) (see proof in Appendix V). This implies that the random variables \( \{Z_i\} \) are also mutually independent and are independent of \( \{\gamma_i\} \).

Let us denote

$$
E[Z_i] = \mu, \quad \text{Var}(Z_i) = \sigma^2.
$$

(66)

Then

$$
E\left[ \sum_{i=1}^{k} \gamma_i Z_i \right] = \sum_{i=1}^{k} E[\gamma_i] E[Z_i] = \sum_{i=1}^{k} \frac{1}{k} \mu = \mu.
$$

(67)

Furthermore,

$$
\text{Var}\left( \sum_{i=1}^{k} \gamma_i Z_i \right) = E\left[ \left( \sum_{i=1}^{k} \gamma_i Z_i - \mu \right)^2 \right]
= E\left[ \sum_{i=1}^{k} \gamma_i^2 (Z_i - \mu)^2 \right]
= \sum_{i=1}^{k} E \left[ \gamma_i^2 \right] E \left[ (Z_i - \mu)^2 \right],
$$

(68)

where the second equality follows from the fact that \( \sum_{i=1}^{k} \gamma_i = 1 \) and the third and fourth equalities follow from the independence of \( \{Z_i\} \) and \( \{\gamma_i\} \), which implies that \( E[\gamma_i\gamma_j(Z_i - \mu)(Z_j - \mu)] = E[\gamma_i]\gamma_j[E[Z_i - \mu]E[Z_j - \mu]] \) for all \( i \neq j \) (and obviously \( E[Z_i - \mu] = 0 \) for all \( i \)). Using the second moment formula \( E[\gamma_i^2] = \text{Var}(\gamma_i) + (E[\gamma_i])^2 \), with the variance and expectation given in (65), and writing \( E[(Z_i - \mu)^2] = \sigma^2 \), we can further simplify this expression as

$$
\text{Var}\left( \sum_{i=1}^{k} \gamma_i Z_i \right) = \sigma^2 \sum_{i=1}^{k} (\text{Var}(\gamma_i) + (E[\gamma_i])^2)
= k\sigma^2 \left( \frac{1}{k^2} + \frac{2k-1}{k^2 d + 2} \right)
\leq \frac{(1+2s)\sigma^2}{k}.
$$

(69)

We see that the expectation does not depend on \( k \), whereas the variance decays as \( \frac{1}{k} \) (equivalently \( \frac{1}{\sqrt{k}} \)). Therefore, from Chebyshev’s inequality, this series converges in probability to its mean. Consequently, in order for the optimal success probability to converge to 1 we must require that \( \mu \geq 1 - \epsilon^2 \).

Since \( Z_i \) is the maximum over i.i.d variables, to bound its expectation \( \mu \) we will use the next lemma [12, Sec. 4.5].

Lemma 7 (Lower bound on the order statistics of RVs): Let \( \{q_j\}_{j=1}^{m} \) be a set of i.i.d random variables defined on an interval \( \mathcal{I} \subseteq \mathbb{R} \), with marginal cumulative distribution function \( F_q(\alpha) \). Assume that \( F_q \) is differentiable, concave and strictly monotonically increasing on \( \mathcal{I} \). Let \( q[i] \) denote the ith smallest value among \( \{q_j\}_{j=1}^{m} \), then

$$
E[q[i]] \geq F_q^{-1}\left( \frac{i}{m+1} \right),
$$

(70)

where \( F_q^{-1} \) is the inverse function of \( F_q \) on the interval \( \mathcal{I} \) (satisfying \( F_q^{-1}(F_q(\alpha)) = \alpha \) \( \forall \alpha \in \mathcal{I} \)).

As mentioned above, the random variables \( \{y_j^{(i)}\} \) are i.i.d and distributed as Beta\( (\frac{1}{2}, \frac{1-2\epsilon}{2\epsilon}) \). Their cumulative distribution function \( F_y(\alpha) = I_n\left(\frac{\alpha^2}{2\epsilon}, \frac{d(k-1)}{2\epsilon}\right) \) is differentiable, concave and strictly monotonically increasing. Hence, the conditions of Lemma 7 are satisfied and we have that

$$
\mu = E[Z_i] = E\left[ \max_{1 \leq j \leq m} y_j^{(i)} \right] \geq I_n^{-1}\left( \frac{1}{m+1}, \left( \frac{1-2\epsilon}{2\epsilon} \right) \right).$$

(71)
For any given $\delta > 0$, let us require that
\[
I_{\frac{1}{m+\gamma}} \left( \frac{1}{2}, \frac{1-s}{2s} \right) \geq 1 - \delta^2,
\] (72)
so that from (71), we have that $\mu \geq 1 - \delta^2$. In particular, if we set $\delta = \varepsilon$, then we get $\mu \geq 1 - \varepsilon^2$, as desired. Due to the monotonicity of the function $I_{\frac{1}{m+\gamma}} (\frac{1}{2}, \frac{1-s}{2s})$ w.r.t. $m$, the requirement (72) translates into the condition
\[
m \geq I_{\frac{1}{1-\delta^2}} \left( \frac{1}{2}, \frac{1-s}{2s} \right) = \frac{P}{P} \left( y_j \leq 1 - \delta^2 \right) \geq \frac{P}{P} \left( y_j \geq 1 - \delta^2 \right),
\] (73)
Since $o = n/d = mk/d = m$s, we conclude that if the overcompleteness ratio satisfies
\[
o \geq \frac{s}{I_{\frac{1}{1-\delta^2}} \left( \frac{1}{2}, \frac{1}{2} \right)},
\] (74)
then we are guaranteed to have $\mu \geq 1 - \delta^2$. Using $\delta = \varepsilon$ and lower-bounding the denominator using Lemma 3 we get that if
\[
o \geq \sqrt{\frac{\pi}{2}} (1 - \varepsilon^2)^{1-s} \left( \frac{1}{1+s} \right)^{s^2 - 1},
\] (75)
then $\lim_{m \to \infty} P^* = 1$, which proves the first part of Theorem 4.

Next, we prove the second part of the theorem, which requires bounding the probability $P(\sum_{i=1}^{k} \gamma_i Z_i \geq 1 - \varepsilon^2)$ from below for any finite dimension $d$. We will assume from this point on that (74) holds with some $\delta < \varepsilon$, which ensures that $\mu \geq 1 - \delta^2 > 1 - \varepsilon^2$. Note that $\{\gamma_i\}$ are not independent, as $\sum_{i=1}^{k} \gamma_i = 1$ w.p. 1. Therefore, we cannot use bounds such as Hoeffding’s inequality. Instead, we will use Cantelli’s inequality, which can be seen as a one-sided Chebyshev inequality. Cantelli’s inequality states that for any random variable $W$,
\[
P \left( W - E[W] \geq \lambda \right) \leq \frac{\text{Var}(W)}{\text{Var}(W) + \lambda^2}, \quad \lambda > 0,
\] (76)
In our case, this inequality gives
\[
P \left( \sum_{i=1}^{k} \gamma_i Z_i \geq 1 - \varepsilon^2 \right)
\]
\[
= \sum_{i=1}^{k} \gamma_i Z_i - \mu \geq -(\mu - 1 + \varepsilon^2)
\]
\[
\geq 1 - \frac{\text{Var} \left( \sum_{i=1}^{k} \gamma_i Z_i \right)}{\text{Var} \left( \sum_{i=1}^{k} \gamma_i Z_i \right) + (\mu - 1 + \varepsilon^2)^2}
\]
\[
= \left( 1 + \frac{\text{Var} \left( \sum_{i=1}^{k} \gamma_i Z_i \right)}{(\mu - 1 + \varepsilon^2)^2} \right)^{-1}.
\] (77)
Thus, using (69) and writing $k = sd$, we get from (64) that
\[
P^* \geq \left( 1 + \frac{(1 + 2s)\sigma^2}{(\mu - 1 + \varepsilon^2)^2 s d} \right)^{-1}.
\] (78)
We note that this bound can be computed by evaluating the terms $\mu$ and $\sigma^2$ numerically, either by numerical integration or by using Monte Carlo simulations.

To obtain an expression that does not require numerical approximations, we can replace $\mu$ in (78) by its lower bound $1 - \delta^2$ and also replace $\sigma$ by an upper bound as follows (see proof in Appendix IV).

Lemma 8 (Upper bound on the variance): Let $W$ be a random variable defined on the interval $[0, 1]$ with cumulative distribution function $F_W$. Then for every $\rho \in [0, \frac{1}{2}]$,
\[
\text{Var}(W) \leq (1 - 2\rho)F_W(1 - 2\rho) + \rho^2.
\] (79)
In our case, $F_{Z_1}(\alpha) = (I_{\alpha} (\frac{1}{2}, \frac{1-s}{2s}))^m$. Thus, by setting $\rho = \varepsilon^2 \leq \frac{1}{2}$ we have
\[
\sigma^2 = \text{Var}(Z_1) \leq (1 - 2\varepsilon^2)(1 - \varepsilon^2 \left( \frac{1}{2}, \frac{1-s}{2s} \right))^m + \varepsilon^4.
\] (80)
Remark: There exist several bounds on the variance of a bounded random variable, the most popular of which are Popoviciu’s inequality and the Bhatia-Davis inequality. Popoviciu’s inequality uses no knowledge on the probability distribution besides its support, and thus only gives $\sigma^2 \leq \frac{1}{4}$ in our case. The Bhatia-Davis inequality relies on the additional knowledge of the expectation and thus gives the slightly better result $\sigma^2 \leq (1 - \mu)\mu$ in our case. However, considering that $1 - \mu \approx \varepsilon^2$ this bound is only on the order of $\varepsilon^2$. In Lemma 8 we also assume to have the cumulative distribution function of the random variable. This gives us an upper bound that scales like $\varepsilon^4$, as the left term in (80) can become arbitrarily small when $m$ is large.

Using (80) and $\mu > 1 - \delta^2$ in (78), gives
\[
P^* \geq \left( 1 + \frac{(1 - 2\varepsilon^2)(1 - \varepsilon^2 \left( \frac{1}{2}, \frac{1-s}{2s} \right))^m + \varepsilon^4 (1 + 2\varepsilon^2)}{(\varepsilon^2 - \delta^2)^2 sd} \right)^{-1},
\] (81)
which proves the second statement of Theorem 4.

IV. Numerical Simulations

In this section, we present simulations that demonstrate the bounds from Section II. Figure 4 depicts the values of the worst-case and average-case lower-bounds (72),(74), the worst-case upper bound (78) and the average-case upper bound (12), as functions of the allowed error $\varepsilon$ and the sparsity $s$. Note that the color scale in all plots is logarithmic, thus highlighting the fact that the minimal required overcompleteness becomes extremely large for small values of $\varepsilon$ and $s$. We can see the asymmetrical dependency of the overcompleteness on $s$ and $\varepsilon$, which is exponential in $s^{-1}$ and only polynomial in $\varepsilon^{-1}$. This illustrates that for small values of $s$, it is practically impossible to achieve universal sparse representation with any reasonable error $\varepsilon$ (the required overcompleteness is extremely large). However, for small values of $\varepsilon$, universal sparse representation may still be practical if the sparsity is not too small (e.g., $s \approx 0.3$).

To better visualize the differences between the bounds, Figs. 5 and 6 show slices of the two-dimensional surfaces. Specifically, Fig. 5 depicts the bounds as functions of $s^{-1}$ at a constant representation error $\varepsilon$ corresponding to $\text{SNR}_{db} = 20 \log_{10}(1/\varepsilon) = 10\text{dB}$. Figure 6 shows the bounds as functions of the SNR at a constant sparsity factor of $s = 0.2$. Here we can see that the worst-case upper bound is quite pessimistic with respect to the average case one.
We next compare our bounds to the actual performance of a sparse coding algorithm. To the best of our knowledge, there exists no practical method for calculating the worst-case error $\max_{x \in \mathbb{R}^d} \epsilon(x, \Phi)$ for a given dictionary $\Phi$. This means that we cannot verify whether a given $\Phi$ is a universal $k$-sparse representation dictionary. Consequently, we focus on examining only the average case scenario. In this setting, we take $x \in \mathbb{R}^d$ to be a Gaussian vector with i.i.d coordinates, which, according to Lemma 4, is a worst case distribution. For any given $\Phi$, this allows us to easily approximate the probability of success $P(\epsilon(x, \Phi) \leq \varepsilon)$, simply by applying the OMP algorithm on many draws of $x$ and counting the relative number of times the resulting sparse approximation satisfies our error constraint. This still leaves us with the problem of choosing the optimal $\Phi$. Since there is no closed form expression for the optimal $\Phi$, here we make a suboptimal choice, which is to take the dictionary to be a random matrix with Gaussian i.i.d entries. Recall that according to Lemma 6 the best possible probability of success is the same whether we restrict the search for deterministic dictionaries or also allow random dictionaries.

Figure 7 compares the probability of success of the OMP algorithm over a Gaussian dictionary to the lower and upper bounds on the probability of success (11) and (14) as well as to the tighter bound (78), which we calculated numerically. This simulation was carried out for a fixed dimension of $d = 1600$. As can be seen, the success probability is indeed between the upper and lower bounds. Moreover, it exhibits a sharp phase-transition at some overcompleteness. Below this critical overcompleteness, the probability of success is nearly 0, while above the threshold it climbs very steeply towards 1. Obviously, both our choice of sparse-coding algorithm and our choice of dictionary are suboptimal. Therefore, we must keep in mind that the simulation gives us an underestimation of the optimal performance (the true best achievable probability of success is actually higher than the black dash-dotted curve).

Figure 8 demonstrates the asymptotic behavior in Theorems 3 and 4 (i.e., the bounds in (10) and (12)). Here, we compare the bounds to the minimal overcompleteness that allows to obtain a sparse representation with overwhelming probability. Specifically, we set a threshold of 0.99 on the success probability, and numerically found the minimal overcompleteness that allowed to surpass this success rate. This was done by gradually increasing the overcompleteness ratio, for each dimension $d$, until we hit the 0.99 success probability threshold for the first time. As can be seen, at high dimensions $d$, the overcompleteness required for overwhelming success probability is indeed between the two bounds, as Theorems 3 and 4 predict.
We note that for dimension $d$ for a white Gaussian signal with probability 0.99, as a function of the overcompleteness $d$, the sparsity factor is $s = 0.2$, and the permissible error is $SNR = 10\,dB$.

The Beta function can be expressed in terms of Gamma functions as

$$B(a, b) = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}.$$  

From the properties of the Gamma function, we know that $a \Gamma(a) = \Gamma(a+1)$. Therefore,

$$aB(a, b) = \Gamma(b) \frac{\Gamma(a+1)}{\Gamma(a+b)}.$$  

The ratio of the gamma functions is bounded by [31, (3.2)]

$$\frac{\Gamma(a+1)}{\Gamma(a+b)} < (a+b)^{1-b},$$

which concludes the proof.

**APPENDIX II**

**PROOF OF LEMMA 4**

To prove Lemma 4, we first prove the following useful property

**Lemma 9 (Isotropic distribution):** Let $\mathcal{D}(\mathbb{R}^d)$ denote the collection of all probability distributions defined on $\mathbb{R}^d$. Then, for every distribution $\Omega \in \mathcal{D}(\mathbb{R}^d)$ there exists an isotropic distribution $\Theta \in \mathcal{D}(\mathbb{R}^d)$ for which the optimal success probability is not greater than the optimal success probability for $\Omega$. That is

$$\mathcal{P}(\Theta) \leq \mathcal{P}(\Omega).$$

**Proof of Lemma 9** Let $x \sim \Omega$ be some $d$-dimensional random vector. Denote by $SO(d)$ the Special Orthogonal group in $\mathbb{R}^d$, which corresponds to all $d \times d$ rotation matrices (satisfying $R^TR = RR^T = I$ and $\det(R) = 1$). It is well known that there exists an invariant measure in $SO(d)$ [25, Sec.2]. Therefore, let $M$ be a matrix chosen uniformly at random from $SO(d)$, and independent of $x$. Then define

$$y = Mx.$$  

It is easy to see that the distribution of $y$, which we denote by $\Theta$, is isotropic. We will show that the optimal success probability for the distribution $\Theta$ is no larger than that of $\Omega$. Using the law of total probability we have

$$\max_{\Phi \in \mathbb{R}^{d \times n}} \mathbb{P}(\epsilon(y, \Phi) \leq \epsilon) = \max_{\Phi \in \mathbb{R}^{d \times n}} \mathbb{E}[\mathbb{P}(\epsilon(Mx, \Phi) \leq \epsilon|M)],$$

where $B(a, b)$ is the Beta function with parameters $a$ and $b$. We note that for $0 < b \leq 1$ the function $w(t) = (1-t)^{b-1}$ is convex in $t$. Moreover we have that

$$\int_0^x \frac{a^n}{x^n} t^{a-1} dt = 1.$$  

Let us represent the incomplete beta function as follows

$$I_x(a, b) = \frac{x^a}{aB(a, b)} \int_0^x \frac{a^n}{x^n} t^{a-1} w(t) dt.$$  

Then by Jensen’s inequality we have that

$$\int_0^x \frac{a^n}{x^n} t^{a-1} w(t) dt \geq w \left( \int_0^x \frac{a^n}{x^n} t^{a-1} dt \right) = w \left( \frac{x^a}{a + 1} \right) = \left( 1 - \frac{x^a}{a + 1} \right)^{b-1}. $$

Therefore

$$I_x(a, b) \geq \frac{x^a}{aB(a, b)(1 - x^a)}.$$  

The ratio of the incomplete beta function is bounded by [31, (3.2)]

$$\frac{\Gamma(a+1)}{\Gamma(a+b)} < (a+b)^{1-b},$$

which concludes the proof.

**APPENDIX I**

**PROOF OF LEMMA 3**

By the definition of the Beta distribution, we know that

$$I_x(a, b) = \frac{1}{B(a, b)} \int_0^x t^{a-1}(1-t)^{b-1} dt,$$

where $B(a, b)$ is the Beta function with parameters $a$ and $b$. We note that for $0 < b \leq 1$ the function $w(t) = (1-t)^{b-1}$ is convex in $t$. Moreover we have that

$$\int_0^x \frac{a^n}{x^n} t^{a-1} dt = 1.$$  

Fig. 7. Probability of succeeding to sparsely represent a white Gaussian signal for the dictionary’s overcompleteness. Here, the dimension is $d = 1600$, the sparsity factor is $s = 0.2$, and the permissible error is $SNR = 10\,dB$.

Fig. 8. Minimal overcompleteness that allows to find a sparse representation for a white Gaussian signal with probability 0.99, as a function of the dimension $d$. Here, the sparsity factor is $s = 0.2$ and the permissible normalized error is $SNR = 10\,dB$.

**V. CONCLUSION**

In this paper, we presented and studied the universal sparse representation problem, which relates to the ability of constructing sparse approximations to all signals in the space, up to a predefined error. We analyzed the problem in a deterministic setting as well as in a stochastic one. In both cases, we derived necessary and sufficient conditions on the minimal required overcompleteness. Our conditions have simple explicit forms, and, as we illustrated through simulations, accurately capture the behavior of sparse coding algorithms in practice.
where the left hand side is the definition of the optimal success probability $P(\Theta)$. Let us recall the definition of the representation error

$$
\epsilon(Mx, \Phi) = \min_{\alpha \in \mathbb{R}^n} \frac{||Mx - \Phi \alpha||}{||Mx||} \quad \text{s.t.} \quad ||\alpha||_0 \leq k.
$$

(93)

By the properties of orthogonal matrices, we know that $||Mx - \Phi \alpha|| = ||x - M^T \Phi \alpha||$ and $||Mx|| = ||x||$. Therefore $\epsilon(Mx, \Phi) = \epsilon(x, M^T \Phi)$, so that

$$
P(\epsilon(Mx, \Phi) \leq \epsilon | M) = P(\epsilon(x, M^T \Phi) \leq \epsilon | M).
$$

(94)

The expectation of a pointwise maximum is greater or equal to the maximum of the expectation, i.e.

$$
\max_{\Phi \in \mathbb{R}^{d \times n}} E \left[ P(\epsilon(x, M^T \Phi) \leq \epsilon | M) \right] \leq E \left[ \max_{\Phi \in \mathbb{R}^{d \times n}} P(\epsilon(x, M^T \Phi) \leq \epsilon | M) \right].
$$

(95)

Recall that $x$ and $M$ are statistically independent. Therefore,

$$
\max_{\Phi \in \mathbb{R}^{d \times n}} P(\epsilon(x, M^T \Phi) \leq \epsilon | M) = \max_{\Phi \in \mathbb{R}^{d \times n}} P(\epsilon(x, \Phi) \leq \epsilon).
$$

(96)

We notice that the right hand side is independent of $M$. Thus, putting this result in (95) we get

$$
P(\Theta) \leq \max_{\Phi \in \mathbb{R}^{d \times n}} P(\epsilon(x, \Phi) \leq \epsilon) = P(\Omega),
$$

(97)

which completes the proof.

We will now show that the minimum of the optimal success probability over the set $D(\mathbb{R}^d)$ is attained by an isotropic distribution. It is always true that there exists a sequence of distributions $\{\Omega_n\}_{n=1}^{\infty} \subset D(\mathbb{R}^d)$ on which the optimal success probability converges to the minimal value. Mathematically,

$$
\lim_{n \to \infty} P(\Omega_n) = \min_{\Omega \in D(\mathbb{R}^d)} P(\Omega).
$$

(98)

By Lemma $9$ we know that for each $n \in \mathbb{N}$ there exist an isotropic distribution $\Theta_n$ such that $P(\Theta_n) \leq P(\Omega_n)$. It is easy to see from the definition that all isotropic distributions have the same optimal success probability. Let $\Theta$ be a given isotropic distribution, then we have that

$$
\forall n \in \mathbb{N} \quad P(\Theta) = P(\Theta_n) \leq P(\Omega_n).
$$

(99)

The left hand side is independent of $n$, then by taking the limit we get that

$$
P(\Theta) \leq \lim_{n \to \infty} P(\Omega_n) = \min_{\Omega \in D(\mathbb{R}^d)} P(\Omega).
$$

(100)

We thus conclude that $\Theta$ is a minimizer, which completes the proof.

### Appendix III

#### Proof of Lemma $8$

On the one hand, a deterministic dictionary is a special case of a stochastic dictionary. Hence, we have the inequality

$$
\max_{\Phi \in \mathbb{R}^{d \times n}} P(\epsilon(x, \Phi) \leq \epsilon) \leq \max_{\Theta \in D(\mathbb{R}^{d \times n})} P(\epsilon(x, \Psi) \leq \epsilon).
$$

(101)

On the other hand, by the law of total probability,

$$
\max_{\Theta \in D(\mathbb{R}^{d \times n})} P(\epsilon(x, \Psi) \leq \epsilon) = \max_{\Theta \in D(\mathbb{R}^{d \times n})} E \left[ P(\epsilon(x, \Psi) \leq \epsilon | \Psi) \right].
$$

(102)

Obviously the maximum is greater or equal to the expectation, that is

$$
E \left[ P(\epsilon(x, \Psi) \leq \epsilon | \Psi) \right] \leq \max_{\Psi \in \mathbb{R}^{d \times n}} P(\epsilon(x, \Psi) \leq \epsilon).
$$

(103)

Here, we used the fact that $x$ and $\Psi$ are statistically independent to remove the conditioning in the right-hand term. The above inequality is true for any distribution $\Theta \in D(\mathbb{R}^{d \times n})$, and thus in particular it applies also to the maximum. Therefore, we obtain the opposite inequality

$$
\max_{\Theta \in D(\mathbb{R}^{d \times n})} P(\epsilon(x, \Psi) \leq \epsilon) \leq \max_{\Psi \in \mathbb{R}^{d \times n}} P(\epsilon(x, \Psi) \leq \epsilon),
$$

(104)

and the result follows.

### Appendix IV

#### Proof of Lemma $9$

The variance of $W$ is defined as

$$
\text{Var}(W) = E \left[ |W - E[|W|]|^2 \right].
$$

(105)

Let us consider this formula as a mean square error (MSE) between $W$ and its expectation. It is well known that the expectation achieves the minimum MSE over all constants. Thus, by replacing the expectation with $1 - \rho$ we can only increase the value of the MSE. Hence we have

$$
E \left[ |W - E[|W|]|^2 \right] \leq E \left[ (W - 1 + \rho)^2 \right].
$$

(106)

Using the law of total expectation we get that for any $\rho \in [0, \frac{1}{2}]$,

$$
E \left[ (W - 1 + \rho)^2 \right]
= E \left[ (W - 1 + \rho)^2 | W \leq 1 - 2\rho \right] \times P(W \leq 1 - 2\rho)
+ E \left[ (W - 1 + \rho)^2 | W > 1 - 2\rho \right] \times P(W > 1 - 2\rho).
$$

(107)

It is easy to see that if $W \in [0, 1 - 2\rho]$ then

$$(W - 1 + \rho)^2 \leq (1 - \rho)^2$$

(108)

and if $W \in (1 - 2\rho, 1]$ then

$$(W - 1 + \rho)^2 \leq \rho^2.$$  

(109)

Therefore we have that

$$
E \left[ (W - 1 + \rho)^2 \right] \leq (1 - \rho)^2 \times P(W \leq 1 - 2\rho)
+ \rho^2 \times P(W > 1 - 2\rho).
$$

(110)

By definition, $P(W \leq 1 - 2\rho) = F_W(1 - 2\rho)$ and $P(W > 1 - 2\rho) = 1 - F_W(1 - 2\rho)$. Therefore, after simple algebra we get that

$$
E \left[ (W - 1 + \rho)^2 \right] \leq (1 - 2\rho)F_W(1 - 2\rho) + \rho^2,
$$

(111)

which concludes the proof.

Remark: If we choose $\rho = \frac{1}{2}$, then we get the value of Popoviciu’s inequality, which in this case is equal to $\frac{1}{4}$. 

APPENDIX V

PROOF OF INDEPENDENCE PROPERTY

To show that the set \{y^{(i)}_l : i \leq k, l \leq m\} is mutually independent and is independent of the set \{γ^{(i)}_j\}_{i=1}^k, we will use the characteristic function. Recall the definitions of these sets,
\[
γ_i = \frac{x_i^2}{\|x\|^2}, \quad y_j = \frac{\|P_{φ^{(i)}_j} x\|^2}{\|x\|^2}, \tag{112}
\]

For a general random vector \(W \in \mathbb{R}^n\), the characteristic function is defined by
\[
χ_W(t) = E\left[e^{it^T W}\right], \quad t \in \mathbb{R}^n. \tag{113}
\]

where \(j = \sqrt{-1}\) is the unit imaginary number. Let \(Y\) and \(Γ\) be vector representations of the sets \{y^{(i)}_l : i \leq k, l \leq m\} and \{γ^{(i)}_j\}_{i=1}^k respectively (concatenated in arbitrary order in each vector). Then,
\[
χ_{(Y,Γ)}(t, s) = E\left[e^{i^T Y + js^T Γ}\right], \quad t \in \mathbb{R}^n, \ s \in \mathbb{R}^k \tag{114}
\]

where \(n = km\) is the number of random variables in the vector \(Y\). Using the law of total expectation we have that
\[
E\left[e^{i^T Y + js^T Γ}\right] = E\left[E\left[e^{i^T Y + js^T Γ} | x\right]\right]. \tag{115}
\]

Given \(x\), the variables \{γ^{(i)}_j\}_{i=1}^k are determined deterministically. Additionally, since \{ϕ^{(i)}_l : i \leq k, l \leq m\} are mutually independent, we have that \{y^{(i)}_l : i \leq k, l \leq m\} are conditionally independent given \(x\). Therefore, we can write
\[
E\left[E\left[e^{i^T Y + js^T Γ} | x\right]\right] = E\left[e^{js^T Γ} \prod_{i=1}^N E\left[e^{i^T Y_i} | x\right]\right]. \tag{116}
\]

From Lemma \(\Box\) we notice that the conditional distribution of \(Y_i\) given \(x\) is the same as the unconditional distribution. Thus, we have
\[
E\left[e^{i^T Y_i} | x\right] = E\left[e^{i^T Y_i}\right] = χ_{Y_i}(t_i). \tag{117}
\]

We point out that the right term is a deterministic function, therefore
\[
χ_{(Y,Γ)}(t, s) = E\left[e^{js^T Γ} \prod_{i=1}^N χ_{Y_i}(t_i)\right] = χ_T(s) \prod_{i=1}^N χ_{Y_i}(t_i), \tag{118}
\]

which proves the desired independence.
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