Abstract: The modern world can be described as a sociotechnical system, the existence and development of which are determined by the successful interaction of technology and society. When introducing a technology, it is important to assess its potential sustainability. There are currently more than a hundred different sustainability assessment methods that allow for the sustainability of a technology to be predicted on the basis of a quantitative assessment of basic impact indicators. However, as the complexity of technology increases, there are hidden and latent factors inherent in technology that sooner or later affect the sustainability of technology and pose significant risks. Identifying these factors is particularly important for digital technologies, as they are the backbone of any other current technology. The aim of this article is to identify and explain the impact of a set of hidden and latent factors on the sustainability of digital technologies by using a system dynamics simulation and the possibilities offered by Bayesian networks. The results of this study are useful for technology sustainability researchers, technology authors, and investors.
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1. Introduction

The modern world is the result of the interaction of objective reality and public consciousness that exists and develops over time. Objective reality is matter, but consciousness is a social institution whose existence requires some form of matter.

To meet any needs of individuals in society, tools and knowledge are needed to properly use them. The set of tools and methods used to achieve a specific goal is now commonly referred to as technology. As the role of technology in society increases, it becomes dependent on various technologies. Without these technologies, the existence of modern society is no longer possible. Society is a sociotechnical system, where technology is one of the forms of expression of the system. Each technology is characterized by a physical form of existence (tool) and a logical structure or, in this case, a methodology that distinguishes each particular technology from any other technology. The logical structure of a technology includes a social component, as technology aims to meet the needs of its user, and that is why technology is created.

Thus, one of the indicators of technology evaluation is its direct or indirect usefulness to society or social groups. If the technology is not useful, it is not accepted, adopted, or used. There are no completely universal tools. If the tool works for everyone, then it really does not work for anyone. The larger the part of society that is covered by technology, the greater its overall impact on society’s existence over time. That is why studies are carried out on the impact of technology on different age groups, and on their relevance to social and historical traditions.

Knowledge and experience gathered earlier create new insights that can be implemented in fundamentally new technologies; by improving old technologies, new ones are created that meet the public demand for a certain period of time.
In most cases, technology is the result of paid work. A person wants to receive remuneration for work, the amount of which must be greater than the invested resources. Technology needs to be both introduced and maintained over its lifetime, which requires significant resources. Thus, the sustainability of a technology depends on the profit it generates for the authors of the technology and other stakeholders.

The consequences of the use of technology, which improves the life of society and gives profit to inventors and investors, must not worsen or endanger the basis of society’s existence, i.e., the environment.

Taken together, these three technology assessment indicators, namely, society, business, and the environment, form the triple bottom line (TBL) sustainability model, which is currently used to assess existing and new technologies. Currently, there are more than a hundred different sustainability assessment methods [1–3], which in most cases are based on the technology life cycle assessment model and are used to assess the sustainability of various large projects. The target audience for these laborious methods is project managers and regional policy planners [2].

One could be surprised at the large number of these methods. The reason is probably utilitarian. If it is necessary to assess the sustainability of a “right” project, a method of sustainability assessment is also generated, which justifies the successful sustainability of this “right” project. Often, only one component of sustainability, i.e., environmental impact, is assessed in the TBL model. There is still a lack of interactive methods for the self-assessment and forecasting of technology sustainability, in which technology authors, engineers, and investors are very interested.

Evidence is not required by the axiom that we live in a digital society where both our social and working lives are determined by digital technologies. Digital technologies are a specific type of technology, and some of their attributes are not specific to other technologies.

There is not much research on the nature of digital technologies [4–9], but individual digital technologies or their applications have been analyzed. A researcher needs interdisciplinary knowledge and decades of work experience with digital technologies to delve into their essence.

The question of how to assess the sustainability of digital technologies is relevant. In most cases, researchers limit themselves to evaluating the acceptance component. This is, of course, a necessary condition. If technology is not accepted by society, then no sustainability is imaginable. There are several methods [2], such as the theory of planned behavior, the theory of reasoned action, the technology acceptance model (TAM), social cognitive theory, the diffusion of innovation, the model of PC utilization, the motivational model, and the unified theory of acceptance and use of technology (UTAUT). The bottleneck of these methods is the laborious collection and processing of input data, which limits the use of these methods in self-assessment. It is a rather stagnant situation that has lasted for more than the last ten years.

More than eight years ago, a group of authors [10] began developing an integral and universal method for assessing the sustainability of digital technologies. The integrated acceptance and sustainability assessment model (IASAM) was based on a four-stream acceptance, management, quality of technology, and domain factor system dynamics simulation. The sustainability index curve was modulated according to the Skype reference line [10]. The result was measured in skype units, which provided good interpretation possibilities. The development of sustainability was depicted in the form of graphical diagrams, and the essence of calculated sustainability index $S_{Tij}(t)$ and the future prospects of the assessed technology were explained:

$$S_{Tij}(t) = S_{Tij}(t - dt) + (\text{Accept}_{Tij} + \text{Manag}_{Tij} + \text{Quality}_{Tij} + \text{Domain}_{Tij}) \times dt$$ (1)

The IASAM methodology has been validated in a number of projects, but clarifications are still needed to bring the methodology closer to the specificities of digital technologies. One of the refinements of the sustainability forecast is related to the respect of the effect
of the uncertainty attribute, which can have a significant effect $\Delta S_{Tj}(t)$ on the initially predicted sustainability:

$$S_{Tj}(t) = S_{Tj}(t - 1) \ast \Delta S_{Tj}(t)$$ (2)

In order to create an adequate model for assessing the sustainability of modern digital technologies, it is necessary to delve into the increasingly complex nature of technologies. The complexity of a technology creates an increasing impact of a set of hidden and latent factors that sooner or later affect the initially predicted results of the use of the technology. The use of an initial sustainability forecast in assessing the sustainability of digital technology development poses increasing risks, so adjustments to sustainability assessment are needed, including risk factors that characterize the nature of the technology and the latent manifestations of unanticipated factors.

The aim of this article is to introduce the set of digital technology attributes that determine the development of technology and its sustainability, and to identify latent and unanticipated factors that may cause significant changes in the results of the initial sustainability assessment.

This paper shows how different research methods complement each other, that is, system dynamics simulation and Bayesian networks.

The tangible result of this study is the Bayesian network of digital technology’s hidden and unanticipated factors’ impact assessments, which makes it possible to improve the technology’s initial sustainability forecast.

Readers could be researchers of digital technology sustainability issues, technology authors, as well as investors, who so far lack the tools for quick evaluation of business projects.

This study consists of several parts. First, a specific set of digital attributes that affect sustainability parameters is considered. The uncertainty attribute, which has a critical impact on sustainability, is specified later, and the paradigm of sustainability assessment is simplified by omitting less important components. Further, a set of factors that determine the effect of the uncertainty attribute is clarified, and a Bayesian model of the interaction and influence assessment of these hidden and unanticipated factors is developed.

2. System Dynamics Use in Digital Technology Sustainability Simulation

Completely new technologies are rare. Existing ones are usually enhanced by changes to their physical and logical structures. The basic features of both society and business are digitization and digitalization. Digitization envisages changes that mainly replace elements of the physical structure (tools), but digitalization also determines changes in the logical body, creating new and unprecedented models of business and society cooperation. Any technology has a digital component, i.e., a technology incorporates one or more existing digital technologies.

The physical structure of digital technology is relatively easy to change, determined by the ability of built-in or programmable algorithms and the provision of external resource support and the modular structure of the technology. Digital technology can have cognitive properties that allow for them to make changes to the logical structure of the technology in real time, changing not only the tasks but even the goals of the technology. Cyber–physical systems, where the possibilities of digital technology are supplemented in real time by a living body becoming part of a control system, provide virtually unlimited possibilities for change. The above makes digital technologies a unique building block in the development of other technologies, so identifying their specificities and potential impact is both critical and a very complex and interdisciplinary task.

Digital technologies are characterized by a set of several attributes ($A_T$), the most important of which [11] are performance ($A_{PRF}^T$), complexity ($A_C^T$), uncertainty ($A_U^T$), evolutionism ($A_E^T$), pervasiveness ($A_{PRV}^T$), and reliability ($A_R^T$). These interacting attributes affect the sustainability of digital technology $S_{Tj}$, which is specified by the conceptual model of sustainability evaluation [11], but the values of these attributes are determined by a number of stochastic and difficult-to-measure factors ($F_T$). The nature of digital technology
attributes and their interaction was explained [11], but a system dynamics (SD) approach is proposed for sustainability TBL model simulation (see Figure 1).
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**Figure 1.** System dynamics model of digital technology sustainability development.

In the system dynamics TBL model:

\[ S_T(t) = S_T(t-1) \ast \Delta S_T(t) \]  

(3)

where

\[ S_B^T = f(A_{PRF}^T, A_U^T, A_{PRV}^T), S_P^T = f(A_C^T, A_U^T, A_E^T), S_E^T = f(A_U^T, A_R^T) \]  

(4)

and \((A_{PRF}^T, A_C^T, A_U^T, A_E^T, A_{PRV}^T, A_R^T) \in A_T.\)

However,

\( (A_{PRF}^T) = f(F_{PRF}^T), (F_{PRF}^T) = \{ \text{Technical, Financial} \} \)  

(5)

\( (A_C^T) = f(F_C^T), (F_C^T) = \{ \text{Non-linearity, Dynamic, Co-evolution, Adaptivity, Unpredictability, Agility} \} \)  

(6)

\( (A_U^T) = f(A_C^T, A_E^T, A_R^T, F_{U^T}), (F_{U^T}) = \{ \text{Hidden and Unanticipated effects, Convergence, Magnification, Socio-technicality, Illusion of Precision, Predictability} \} \)  

(7)

\( (A_E^T) = f(F_E^T), (F_E^T) = \{ \text{Openness, Teachability, Cognition, Self-diagnostics, Adaptiveness, Reproducibility, Temporality, Dynamics, Readiness} \} \)  

(8)

\( (A_{PRV}^T) = f(A_{PRF}^T, F_{PRV}^T), (F_{PRV}^T) = \{ \text{Ubiquity, Feasibility, Accessibility, Spatiality, Surveillability, Compatibility (Situational, Cultural, Technical)} \} \)  

(9)

\( (A_R^T) = f(A_C^T, A_{PRV}^T, F_R^T), (F_R^T) = \{ \text{Security, Disruptiveness, Agility, Observability, Trialability} \} \)  

(10)
The earliest conceptual model [11] was designed in the form of a concept map in the MindMeister [12] environment. To analyze the effect of attribute changes over time, the conceptual model was translated into an executive SD simulation model in the STELLA [13] environment (see Figure 1), which allows for the visual representation of interactive changes, and provides convenient and transparent modeling options. The SD model is open access [14], which facilitates its validation.

The SD model consists of six impact streams \((A_T)\) (performance, complexity, uncertainty, evolutionism, pervasiveness, and reliability). Flows are interconnected and interacting. Each flow is affected by the corresponding set of essential attributes \((F_T)\). Each flow affects the associated stock. The resource set \((A_T)\) affects three sustainability effect flows \((S_T)\). All of the above flows have a cumulative effect on each of the associated resources, i.e., the more significantly the resource changes, the greater the resource feedback to the input flow is.

In the model, the weights of all influences were determined to be neutral; therefore, the basic effect on the modeling results was caused by the structure of the model and the links between the elements of the model. The statistical reliability of the results was assessed by checking both the border values of the digital technology attributes and the random values. The Kolmogorov–Smirnov (K–S) nonparametric test with \(\alpha = 0.05\) (95% confidence) was used to assess reliability. Both K–S test conditions were examined. First, the required condition, i.e., the simulation results, corresponded to the normal probability distribution, and the sufficient condition, i.e., the calculated critical value of the K–S test, was lower than theoretically allowable.

There are two main research questions. The first question is which of the pillars of the TBL model of digital technology sustainability are most affected, i.e., which of the components of business, society, and the environment are most affected by digital technology attributes? Second, which of the attributes of digital technology most significantly impact this critical pillar of TBL?

The system dynamics model mainly respects the structural impact of parameters and qualitative units of measurement are used—Low, High. The influence of the parameter in column charts is represented comparatively, that is, the height of the column of a less important parameter will be lower.

The modeling results at the maximal attribute thresholds convincingly showed that the absolutely dominant pillar of the digital technology sustainability TBL model is society \((S_{PT})\), but the impact on business \((S_{BT})\) and the environment \((S_{ET})\) is relatively insignificant if we abstract it from the interaction of the pillars (see Figure 2).

This only confirms the initial assumption that the existence of a society is not possible without digital technologies. It is difficult to find anything that could exist today without the participation of digital technologies. Today, even social communication in society is dependent on digital technologies.
The modeling results revealed that one of the riskiest attributes that can affect the sustainability of digital technology is uncertainty ($A_{UT}$), while the impact of other attributes is at least twice less (see Figure 3).
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As a result of the study, digital technologies are characterized by a set of specific attributes with a significant degree of uncertainty, which can cause very important but difficult-to-predict changes in society. Therefore, it is useful to specifically focus on further investigating the effect of the uncertainty ($A_{UT}$) attribute.

In order to analyze uncertainty, it is useful to establish what digital technology is and to identify a technological breakdown in basic groups. This makes it possible to classify digital technologies and facilitate the assessment of the sustainability of new technologies by using the characteristics of the classification. It also allows for focusing on the study of uncertainties in specific technological groups.

3. Dijkstra Layer Use for Digital Technology Identification

Digital technology ($DT_{Tj}$) is a method (logical structure), and its implementation environment (physical structure) provides data acquisition, reading, and storage, processing and conversion, and output and transmission in digital form.

Digital technologies are specific with a comprehensive presence and are critical to society’s existence. In addition, they may have a cognitive function, and their goals and tasks can quickly be changed. Impacts can be deterministic, stochastic, latent, and hidden over time. This fuzzy essence is characterized by a set of digital technology attributes ($A_{Tj}$), where the share of each attribute in the technology assessment is different.

The level of abstraction is important to identify the basic groups of digital technologies. The level of abstraction can be defined as a feature of fuzzy classification that, with sufficient and reasonable reliability, allows for the identification of goal technology as a permanent basic element for the design of other digital technologies.

How are these levels of abstraction determined? For example, the lowest level of abstraction could be a microprocessor. However, at this degree of abstraction, any digital technology is a derivative of that particular abstraction.

A higher level of abstraction could be a computer that is the result of microprocessor interaction. However, even in this case, most other digital technologies are derivatives of this basic element. An even higher degree of abstraction could be a data processing system that is the result of joint collaboration between computers. This level of abstraction, on the other hand, is too high because it includes any other digital technology. A data processing system cannot be a basic technology because the methods and hardware are too diverse.
The condition should be that digital technology is considered to be a basic technology when used to construct other digital technologies. This is, of course, a theoretical and difficult goal to achieve, but it can be attempted at the level of technology groups.

This abstraction was perfectly described by Dijkstra [15]: “In this connection it might be worthwhile to point out that the purpose of abstracting is not to be vague, but to create a new semantic level in which one can be absolutely precise”. Operational system THE supporting multiprogram mode was based on the multilayer concept [16], where each higher layer is based on the previous lower layer, and it understands and uses the data generated by it.

In turn, each higher layer of abstraction can fully perform its functions only by sequentially translating them through the lower layers of abstraction. Otherwise, the layer is autonomous and not part of the integrated system structure. This means that the higher layer abstractions must be translated into an instructional form that is understandable to the lower layer. In this way, a clear and tightly connected system structure consisting of a layered hierarchy of virtual machines is provided [17]. This means that each higher layer has a larger semantic capacity than that of its predecessor.

The analogy is understandable when looking at the basic principles of a high-level language translator. The principles state that natural language constructs must first be transformed into lower-level semantic language constructs, going step by step to a micro-command set understood by the processor, or more precisely to two basic operations, the shift and add operations, because the work of the computer is only the execution of a set of these two operations.

Such a regular structure determines the goals, tasks, and restrictions of each layer of abstraction, which reduces the number of possible errors. An analogous approach can be used to identify groups of basic digital technologies.

So, if we assume that a particular digital technology \((DT_T)\) is used to create a new and derived technology \((DT_{T+1})\), then \(DT_T\) attributes are transferred to \(DT_{T+1}\) and become permanent elements of the \(DT_{T+1}\) attribute set.

On the basis of Dijkstra’s [15] abstraction layers, with respect to the trend of growth, and the compound annual growth rate (CAGR) [18–32], the following set of basic digital technologies is offered:

- **Mobile communication** \((DT_{TMB})\) (mobile smartphones, SMS, multimedia messages, video–audio streaming, and mobile data);
- **Robotics** \((DT_{TRB})\) (automatic guided vehicles (AGV), chatbots or virtual assistants, industrial manipulators, automatic warehouses, unmanned vehicles (auto, drones));
- **Augmented and virtual reality** \((AR/VR)\) \((DT_{VAR})\) (mix of technologies, holography);
- **Satellite navigation** \((DT_{TNV})\) (geolocation, digital mapping in logistics, military, construction, land measurement);
- **Satellite and wireless communication** \((DT_{TSATCOM})\) (wireless networking, satellite phones, and Internet access);
- **Internet** \((DT_{T-NE})\) (communication environment, websites, e-commerce, social networks, Internet of Things (IoT), e-mails, data and software warehouses, clouds, remote computing resources);
- **Digital finances** \((DT_{FIN})\) (SWIFT, payment cards, cryptocurrencies, digital money);
- **Identification and security** \((DT_{TID})\) (sensors, barcodes, QR codes, RFID, biometrics, digital signature and certificates, blockchains);
- **Artificial intelligence** \((AI)\) \((DT_{TAL})\) (artificial neural networks (ANNs), genetic programming, machine and deep learning, big data analytics, Bayesian networks).

The sustainability of digital technology is mainly determined by its impact on society, but this influence is dominated by the uncertainty \((A^U_T)\) attribute. According to Equation (7), this is a very extensive and time-consuming study. As the aim of the study is to identify trends, it is assumed that:

\[
(P^U_T) \sim \text{Hidden and Unanticipated effects}
\]
Further, we provide some examples of the presence of these \( F^U_T \) factors in separate groups of basic technologies.

4. Mining of Hidden and Unanticipated Effects

The impact of the uncertainty attribute on the sustainability of digital technology is critical. The authors in [10] identified the main groups of hidden and unanticipated factors \( (F^U_T) \) that determine uncertainty:

\[
(F^U_T) \sim (F^U_{TDI}, F^U_{TUE}, F^U_{TAF}, F^U_{TSD}, F^U_{TUU}, F^U_{TUC}, F^U_{TDU}, F^U_{TI}),
\]

where \( F^U_{TDI} \) denotes determined and systematic impacts; \( F^U_{TUE} \) denotes unexpected stochastic externalities; \( F^U_{TAF} \) denotes the age dynamics factor; \( F^U_{TSD} \) denotes technology self-development; \( F^U_{TUU} \) denotes unexpected use; \( F^U_{TUC} \) denotes unanticipated consequences; \( F^U_{TDU} \) denotes dual-use technologies; and \( F^U_{TI} \) denotes incentives.

Explanatory definitions of the hidden and unanticipated factors are provided below:

- **Determined and systematic impacts \( (F^U_{TDI}) \).** Impacts are predictable, systematic, and observable over the life cycle of the technology. Technology is adopted and used for exactly the purpose for which it was designed. The technology is introduced increasingly widely in various industries and applications. It brings changes to industry and society, and the applications market is growing.

- **Unexpected stochastic externalities \( (F^U_{TUE}) \).** Due to external conditions, the use of technology is suddenly increasing or decreasing. One such example is the unexpected and unintended effects of the COVID-19 pandemic on public communication and collaboration methods. If previously e-work was considered an exception, then during the crisis it has become commonplace. As remote access is not possible without the participation of digital technologies, the turnover of digital service companies is growing exponentially, for example, for the Zoom platform it increased 30 times in 2020 [33].

- **Age dynamics factor \( (F^U_{TAF}) \) [34].** Dynamic changes in age groups in society lead to significant changes in the use of technology. Society consists of a set of individuals, where each individual, like technology, has their own life cycle. According to the life cycle phase, each age group has a time of knowledge accumulation, a phase of material wellbeing, and a period of aging-related problems, which both promote and limit the full use of digital technologies. Migration and natural demographic change can lead to rapid changes in age groups and affect the use of technology.

- **Technological self-development \( (F^U_{TSD}) \).** This concerns the specific features and design of a technology that form the basis for its further convenient and successful development, and even self-development. One of these qualities is the cognition provided by the presence of artificial intelligence, and the modular structure of digital technology. By changing the interconnections of existing elements, a new structure with different properties can be obtained. The cognitive process leads to changes in the weight of the links in the structural model of the technology. New inherited technology is growing step by step on the basis of existing digital technology.

- **Unexpected use \( (F^U_{TUU}) \).** This is a situation where a technology is designed and implemented to achieve a specific goal, but it is used to achieve another different goal as a result of demand. The use of the MP3 format [10] can serve as an example here. Thanks to the insatiable appetite of the former audio recording industry, MP3 technology from the data compression medium in ISDN telephony networks became the basis of the new mobile and portable audio recording industry.

- **Unanticipated consequences \( (F^U_{TUC}) \).** There are additional positive or negative effects of technology use that have been doubted from the outset. However, as technology advances, these impacts are confirmed, become critical, and significantly affect the further life cycle of digital technology.
• **Dual-use technologies** ($F_{TU}^{U}$). The use of technology has a dual effect, and it is an additional benefit that promotes the use of technology. A digital technology is adopted and used for one task, but can also be used for completely different purposes.

• **Incentives** ($F_{T}^{U}$). These are the characteristics of the technology that contribute to the expansion of its market, offering new options. An adopted technology creates extra opportunities for the user, which forces them to use it more. This, in turn, initiates the development of new additions to the technology itself, which creates more new opportunities for individuals. The use of technological improvements can both make an individual’s daily life easier, affect their social prestige, and even lead to dependence on the technology.

On the basis of the above considerations, the core groups of digital technologies were reviewed to identify which of the hidden and unanticipated factors impact the development of these technologies. This is a very extensive study, so the following are just a few ($F_{TU}^{U}$) examples to illustrate the nature of the influence of factors.

4.1. **Determined and Systematic Impacts** ($F_{TU}^{U}$)

4.1.1. **Augmented and Virtual Reality (AR/VR)** ($DT_{VAR}$)

In the healthcare sector, AR/VR technologies are used with a clear positive impact for training medical students, helping doctors and surgeons with decision making, and helping people to cope with anxiety [35].

In the logistics sector, AR/VR-enhanced warehousing applications and smart glasses are used to enhance item finding procedures, pick information, display product details and packing information, increase productivity, and reduce human errors (DHL and others) [36].

The retail and consumer market is growing, offering ways to engage, entertain, and interact with consumers, from virtual stores (eBay) and fitting rooms for fashion stores (Zara, Sephora, Estée Lauder) to testing the furniture in users’ houses (Amazon, Houzz, IKEA) [35,37].

AR/VR includes remote collaboration and consulting through virtual environments, and allows for engineers and designers to design products in the environment in which the product is to be used, supporting prototyping. Products and services are tested using simulations and virtual twins (Audi, Volvo, Lexus, Ford, Siemens, Fraunhofer Institute) [38–43]. Societal engagement in urban planning through AR/VR use is promoted [44]. In the tourism and leisure sector, AR/VR is used to introduce customers to the provided and expected service (Thomas Cook [45], Lufthansa [46]).

4.1.2. **Satellite and Wireless Communication** ($DT_{SATCOM}$)

The global market of small satellites is expected to significantly expand, covering wireless services in hardly accessible areas [47,48], because small satellites can be constructed and launched less expensively and more quickly than traditional ones can.

4.1.3. **Artificial Intelligence (AI)** ($DT_{AI}$)

According to Bernard Marr & Co. [49], artificial intelligence can dramatically improve the efficiency of workplaces and can automate the work of humans. With better monitoring and diagnostic capabilities, artificial intelligence can dramatically influence healthcare.

In India, AI has helped farmers obtain 30% higher groundnut yields per hectare by providing information on preparing land, applying fertilizers, and choosing sowing dates.

In Norway, AI helped to create a flexible and autonomous electric grid, integrating more renewable energy. AI has helped researchers achieve 89% to 99% accuracy in identifying tropical cyclones, weather fronts, and atmospheric rivers, the latter of which can cause heavy precipitation [50].
4.1.4. Robotics ($DT_{T_{RB}}$)

Physical robots are increasingly used in the manufacturing industry, while cognitive robots, virtual assistants, and chatbots equipped with social intelligence software are integrated into the corporate world [51]. The concept of a robot has evolved from a physical device that performs mechanical actions to replace humans in heavy and routine operations into a software engineering object or even a microworld element, such as nanobots used in medicine.

4.1.5. Satellite Navigation ($DT_{T_{NAV}}$)

The market size of GPS applications is anticipated to reach USD 146.4 billion by 2025 according to a new study by Grand View Research Inc., exhibiting a CAGR of 18.4% during the forecast period [52].

4.2. Unexpected Stochastic Externalities ($F_{UTF}$)

4.2.1. Mobile Communication ($DT_{TMB}$)

In uncertain times such as during COVID-19, millions of individuals stay locked inside their homes, and opt for online streaming and entertainment services. For instance, in March 2020, Netflix registered an increase of more than 50% in the number of first-time installations of the mobile Netflix application in Italy, and more than 30% in Spain [53].

4.3. Age Dynamics Factor ($F_{TAF}$)

4.3.1. Internet ($DT_{T^{−NET}}$)

As more young people meet problems of privacy and safety on social platforms, they revise the importance of virtual world relationships. For example, 2019 findings from Edison Research and Triton Digital showed that overall social media usage across several platforms among Americans 12 to 34 years old is either levelled off or waning. Research from Global Web Index in 2019 suggests that the amount of time that millennial audiences spend on many social platforms is flat, declining, or not rising as greatly as it once did. This can be market damage to large social media companies such as Facebook and Instagram. To reach these younger audiences, marketers must rethink their approaches [54].

4.3.2. Digital Finances ($DT_{T_{FIN}}$)

According to MarketWatch’s report [55] on cryptocurrency trading’s age factor, people aged 30 years old and younger represent 64% of the trading app’s users, but 86% of Mode Global Holding PLC clients fall under the age of 41. This makes young people grossly over-represented in bitcoin trading.

4.3.3. Robotics ($DT_{T_{RB}}$)

Data provided by Voicebot [56] show that younger Americans in the 18–29 age group are about 75% more likely to own a smart virtual assistant than those over 60.

4.4. Technological Self-Development ($F_{T_{SD}}$)

4.4.1. Robotics ($DT_{T_{RB}}$)

According to [57], robots can self-learn and improve their characteristics. Initially, the articulated four-degree-of-freedom robotic arm moved randomly and collected approximately 1 thousand trajectories. The robot then used deep learning to create a self-model. The first self-models were quite inaccurate, but in less than 35 h of training, the self-model became consistent with the physical robot. The self-model enabled the robot to recalibrate its original position between each step along the trajectory.
4.5. Unexpected Use ($F^{U}_{TUU}$)

4.5.1. Augmented and Virtual Reality (AR/VR) ($DT^{VAR}_{TVAR}$)

McDonald’s [58] uses the Pokémon Go AR application, which has been downloaded by tens of millions of users to catch virtual Pokémon. This marketing strategy leverages the popularity of Pokémon Go to increase the number of McDonald’s customers.

4.5.2. Identification and Security ($DT^{ID}_{TID}$)

Blockchain technology has high reliability on the security of cryptocurrencies [59], but governments started to implement blockchain technology to save and secure labor resources.

For example, Estonia, which is a pioneer of having applied blockchain-based services in e-Health, e-Security and e-Safety, and e-Governance (including e-Voting), estimated that such services save 100 years of working time for its 1.3 million citizens [60].

4.5.3. Internet ($DT^{NET}_{TNET}$)

Although the online environment was intended to be a universal communication environment, no one expected the development of IoT, which has caused a rapid increase in the number of hosts on the network, and the limited length of addresses began to pose significant problems for the expansion of users. For example, wearable devices can be used for broadcasting health knowledge [61], providing capabilities for tracking and contact tracing [62], ensuring social distancing monitoring [61], and providing mental healthcare [63].

4.6. Unanticipated Consequences ($F^{UC}_{TUUC}$)

4.6.1. Augmented and Virtual Reality (AR/VR) ($DT^{VAR}_{TVAR}$)

In the logistics sector, according to DHL [64] and KLM [65] workers and associates, sickness is revealed when using an AR/VR face simulator. According to the Netherlands’ Trade Union Confederation, there is also a danger of employees experiencing more stress or work pressure with the increasing dictation of behavior by AR/VR technology [64]. The digitalization of crime scenes using AR/VR by the Dutch National Police Corps [66] can reduce the skills of creative thinking and perceiving the “bigger picture”.

4.6.2. Artificial Intelligence (AI) ($DT^{AI}_{TAI}$)

The field of AI is going through a period of great expectations, introducing a certain level of anxiety in research, business, and policy. This anxiety is further energized by an AI race narrative that makes people believe that they might be missing out. Whether real or not, a belief in this narrative may be detrimental, as some stakeholders feel obliged to cut corners on safety precautions or ignore societal consequences just to be successful against other competitors [67].

4.6.3. Internet ($DT^{NET}_{TNET}$)

As social media platforms rise with billions of monthly active users now spending 53 min per day on these platforms on average, their impact on daily lives is significant [68]. An unexpected impact of a social media platform is that it creates criticism of young people of each other, and this affects their mental health. The more social networks that a young adult uses, the more likely they are to report depression and anxiety [69].

4.6.4. Digital Finances ($DT^{FIN}_{TFIN}$)

Cryptocurrency mining has a measurable negative impact. Researchers estimate that cryptomining can produce 3–15 million tons of global carbon emissions [70] from the production of the required electricity. There are also some ethical issues that are difficult to solve. A person living in an EU country has the right to request that information be erased
about themselves from the information environment, but the question is how someone can be erased if nothing can be removed from the blockchain [71].

4.6.5. Robotics (DT_{\text{RBB}})

The AI-based smart assistant of Amazon’s Alexa has changed interaction. Alexa users use hands-free voice as the input method to place orders, ask questions, and play entertainment. Alexa may sometimes not distinguish a customer’s order from everyday conversations with other people. This may result in unintended actions such as multiple toilet paper orders [72], unintentional cat food orders, and purchasing a doll house [73].

4.6.6. Satellite Navigation (DT_{\text{NAV}})

Geolocation has a double-edged nature. The capabilities that empower social networking provide the basis for serious misuse in the wrong hands. Such misuse includes the unwarranted surveillance of individual or enterprise activities [74].

4.7. Dual-Use Technologies (F_{\text{DU}})

Mobile Communication (DT_{\text{MB}})

The latest mobile statistics hint at a high reliance for online shopping on mobile devices. More than half of Internet users use their mobile phones to purchase products online [75,76].

4.8. Incentives (F_{\text{I}})

Internet (DT_{\text{I-NET}})

Social networks are a significant communication medium to most age groups. Social media have evolved from electronic information exchange to virtual gathering places, to retail platforms, to a vital 21st century marketing tool. The introduction of Facebook allowed for users to take their communities wherever they want, but the use of apps such as Twitter, Snapchat, Instagram, and TikTok dominates in the mobile app environment. Instagram, in particular, became the app of choice for social media users interested in travel, entertainment, fashion, and other visually orientated topics. Business marketers took advantage of this new consumer mobility by serving their customers with simpler methods of interacting and new ways of buying goods and services. In 2021, a digital report [75] showed that more than 4.66 billion people now use the Internet, while social media users have passed the 4.2 billion mark.

According to groups of factors that are typical for digital technologies, it is possible to further identify the affiliation of the analyzed digital technology to one of the basic groups of already existing digital technologies.

We now focus on what the interactions and resulting effects are of hidden and anticipated factors that allow for adjustments to the initial forecast of digital technology sustainability.

5. Bayesian Network Use for Unanticipated Factors Influence Modeling

A Bayesian network (BN) is used to describe the interaction of hidden and unanticipated factors, and to calculate the probability of the impact of events. A BN describes a network of related events in which the probability of each child event depends on the parent events. BN is an orientated acyclic graph based on Bayes’ theorem [77] and the probability chain law. The network demonstrates a conditional propagation of influences. By selecting any of the events as evident, the user can observe the probabilities of the impact of other related events. The approach allows for an interactive examination of different scenarios. BNs in risk and impact assessment are widely used in practice in various sectors of the economy.

There are two main tasks in BN preparation: the construction of the network topology and the determination of the effects of events and conditional probabilities. Theoretically,
it is possible to generate a BN structure, but semantic search methods can be used to determine impact and probabilities by analyzing information related to the use of digital technologies in the online environment. In practice, this is an expert task with a high degree of subjectivity, as the dependencies, influences, and probabilities of the factors are unclear and fuzzy.

To simplify the situation, the authors use the naive Bayesian network approach. It is assumed that, if two or more parent factors affect one child factor, then the child factor inputs are independent.

With respect to the findings of a system dynamics simulation, uncertainty $A_{Tj}^{UI}$ is a critical attribute of digital technology that influences the dominant society $S_{Tj}^{P}$ pillar of sustainability, but the effects of other attributes are not significant (see Figure 4).

![Conceptual Bayesian network of probabilistic influences](image)

**Figure 4.** Conceptual Bayesian network of probabilistic influences.

This allows for transforming and simplifying the graph by discarding less influential links (see Figure 5).

![Transformed model of probabilistic influences on sustainability pillar society](image)

**Figure 5.** Transformed model of probabilistic influences on sustainability pillar society $S_{Tj}^{P}$. 
The total probability of the Bayesian network and the effect of uncertainty on the sustainability pillar can be calculated according to Equations (13) and (14):

$$P(S_{P} \mid A_{ti}^{U}, A_{TP}^{U}, A_{TPR}^{U}, A_{PRV}^{U}, A_{PRF}^{U}, A_{T}^{C}, A_{T}^{E}) = P(A_{ti}^{C}) * P(A_{PRF}^{U}) * P(A_{T}^{C})$$

$$P(A_{PRF}^{U} \mid A_{ti}^{C}) * P(A_{TP}^{U} \mid A_{ti}^{C}, A_{TPR}^{U}) * P(S_{P} \mid A_{ti}^{C}) * P(A_{ti}^{U} \mid A_{TP}^{U}, A_{TPR}^{U}, A_{T}^{C}, A_{T}^{E})$$

$$P(A_{ti}^{U}) = P(S_{P} \mid A_{ti}^{U}, A_{TP}^{U}, A_{TPR}^{U}, A_{PRV}^{U}, A_{PRF}^{U}) / (P(A_{T}^{C}) * P(A_{PRF}^{U}) * P(A_{ti}^{C}) * P(A_{PRV}^{U} \mid A_{ti}^{C}) * P(A_{TP}^{U} \mid A_{ti}^{C}, A_{TPR}^{U}) * P(S_{P} \mid A_{ti}^{C}) * P(A_{ti}^{U} \mid A_{TP}^{U}, A_{TPR}^{U}, A_{T}^{C}, A_{T}^{E})$$

According to the results of the analysis of digital technology groups ($DT_{ti}$), a hidden and unanticipated factor ($F_{iT}^{U}$) Bayesian network was designed (see Figure 6).

![Bayesian network of digital technology hidden and unanticipated factors ($F_{iT}^{U}$).](image)

The propagation of $F_{iT}^{U}$ influence in the network is characterized by Equation (15):

$$P(A_{TFIN}^{U} \mid F_{iT}^{U}, F_{T}^{U}, F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) =$$

$$P(F_{TSP}^{U} \mid F_{T}^{U}, F_{T}^{U}, F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(F_{T}^{U} \mid F_{T}^{U}, F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(A_{TFIN}^{U} \mid F_{TUC}^{U}) *$$

$$P(F_{T}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(F_{TAF}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(F_{TUE}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U})$$

In turn, the influence of the network of factors on uncertainty attribute $A_{TFIN}^{U}$ is characterized by Equation (16):

$$P(A_{TFIN}^{U} \mid F_{TUC}^{U}) = P(A_{TFIN}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) /$$

$$|P(F_{TSP}^{U} \mid F_{T}^{U}, F_{T}^{U}, F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(F_{T}^{U} \mid F_{T}^{U}, F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) *$$

$$P(F_{T}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(F_{TAF}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) *$$

$$P(F_{TUE}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U}) * P(F_{T}^{U} \mid F_{TODU}^{U}, F_{TSD}^{U}, F_{TUC}^{U}, F_{TAF}^{U}, F_{TUE}^{U}, F_{T}^{U})$$

In this model (Figure 6), $A_{TFIN}^{U} = (F_{TUC}^{U})$. The accuracy of the model is determined by the interaction of factors, which is shown by the structure of links and the values of
factor influence. A 3-point Likert scale of high, medium, and low was used to characterize the factor values. There are serious doubts as to whether the use of a longer rating scale could improve the accuracy of the model. First, uncertainty factors have a high degree of stochasticity, and second, the aim is to determine the trend.

Equation (15), after the quantification of event values, was implemented in the BayesFusion GeNle [78] environment (see Figure 7).

Figure 7. Influence assessment networks of hidden and unanticipated factors.

Table 1 shows the influence of factors on related child factors. The impact values are determined by the structure of the model (see Figure 7), which is based on the unanticipated factor identification research of digital technologies, which is described above.

Table 1. Initial influence values (%) of hidden and unanticipated factor network.

| High   | 8    | 8    | 8    | 84   | 8    | 8    | 84   |
|--------|------|------|------|------|------|------|------|
| Medium | 84   | 84   | 84   | 8    | 8    | 8    | 8    |
| Low    | 8    | 8    | 8    | 8    | 84   | 84   | 8    |

The more outbound links there are, the higher the network node’s impact is. A factor effect of 84% corresponds to a high level, and 8% to a low effect. Graduation is not detailed, so the sensitivity of the network can be considered to be low, and the network is robust. This is a deliberate design because, in conditions of uncertainty and stochasticity, too small a scale of intervals could only degrade the quality of the modeling. The purpose of modeling is to determine the trend, and not to calculate accurate impact values. The probability or influence interval is proportionally divided, determining the average quantitative values of each influence: high, medium, and low. It is possible to quantify each network node as follows. The modeler can tune the network at any time by changing the weight of the effects.

Table 2 lists the values of the impact network events caused by the evidence of uncertainty consequences events. Three forecasting network operation scenarios were verified against the theoretical calculation results.
Table 2. Bayesian network event probabilities (%) of hidden and unanticipated factors (with influence evidence).

| Scenario   | High | Medium | Low |
|------------|------|--------|-----|
| **Scenario 1** |      |        |     |
| High       | 26   | 32     | 42  |
| Medium     | 65   | 23     | 12  |
| Low        | 78   | 11     | 11  |
| **Scenario 2** |      |        |     |
| High       | 21   | 25     | 54  |
| Medium     | 67   | 23     | 11  |
| Low        | 79   | 10     | 10  |
| **Scenario 3** |      |        |     |
| High       | 37   | 33     | 30  |
| Medium     | 64   | 23     | 13  |
| Low        | 77   | 11     | 12  |

The model was implemented in the BayesFusion GeNi environment and stored in the depository [79] (see Figure 8).

Figure 8. Influence assessment network of hidden and unanticipated factors.

Only practice can help to validate the model, so validation can take place over a longer period of time. Of course, statistical reliability validation can be performed by obtaining the normal distribution and fit of the data, for example, to the necessary and sufficient condition of the Kolmogorov–Smirnov nonparametric test. However, this would not be correct, as the impact of the factors is fuzzy and difficult to measure.

Further, by assessing the impact of digital technology uncertainty risk on the sustainability forecast, the evidence values of factors corresponding to each technology can be marked, and what the adjustment of the goal technology sustainability forecast is can be concluded according to the uncertainty impact factor—high, medium, or low.
6. Discussion

A critical and integral part of our society is digital technologies. It is important to understand and be able to roughly predict the sustainability of existing and new digital technologies.

The interaction of digital technologies with society forms a sociotechnical system, the exact state of which is practically impossible to predict due to the very high impact of stochasticity, which is determined by hidden and unanticipated factors. In addition, the system is characterized by a cognition component that determines irregular and rapid changes in the goal system model. The modeling should not be too enthusiastic about finding out the quantitative and accurate values of the parameters. It is only self-deception. The best possible result is the identification of the development trend.

To identify the impact of hidden and unanticipated factors on the sustainability of digital technology, the authors proposed a hierarchical approach (see Figure 9), first performing conceptual modeling based on concept maps and Dijkstra layers of abstraction. The aim of the conceptual modeling was to find out the set of factors that characterize digital technology, so that these technologies can be classified in the future.

![Figure 9. Hierarchical approach to hidden and unanticipated factors’ influence identification.](image)

However, the main tasks of executive modeling are to find which of the attributes has the greatest impact on the sustainability of digital technology, and which of the sustainability pillars is most affected. Detailed analysis of the critical attributes followed. The results of the simulation of system dynamics in the STELLA environment [14] showed that the uncertainty ($A_{U}$) attribute plays a dominant role, which has a convincing effect on the society ($S_{P_{i}}$) pillar of digital technology sustainability. This does not mean that the other attributes of technology or the pillars of sustainability are not important. Less important factors simply need to be discarded during modeling, so that the study does not sink into detail.

A system dynamics simulation was used instead of methods such as Petri nets and Markov chains because of the flexibility, visibility, and transparency of the model implementation and results, as users are representative of the interdisciplinary sciences and not mathematicians.

The system dynamics model can be easily maintained and modified by determining and changing the weights of attribute effects. Behind the visual facade of system dynamics lies a computer-generated system of differential equations, because nothing better has been devised yet to describe and analyze changes. The modeler does not need to be a mathematician in this case, but they must be able to explain to the computer exactly what changes in flows and resources they want to model. However, simulation is still an art. At the same initial conditions, each modeler can create nuanced models. Units are the significance of an effect, quantitatively measured in absolute values to clearly and comparatively show the effect of an attribute. The aim of the authors is not to find out the exact values of the parameters, but the trend.
Further detailed analysis of the uncertainty ($A_{UT}$) attribute was reduced to the most significant influence, that is, to hidden and unanticipated factor ($F_{UT}$) effects. These effects were due to an interaction of at least eight factors. Extensive analysis of digital technologies was performed to identify the nuances of the impact of these factors. It is not possible to claim a statistically valid result, as this would be mathematical self-deception, but analysis can give a notion of the relationship between uncertainty factors.

Why were Dijkstra and Bayes methods used to identify hidden and unanticipated factors and model the impact?

First, regarding the layers of abstraction used for Dijkstra, a specific analogy with programming languages can be mentioned. There are tens and even hundreds of programming languages, but a computer can “understand” only one of them, that is, the processor command system or microcommands, which are reduced to shifting and summing the binary units in the processor registers. The computer does not understand anything else, so any higher-level programming language is reduced step by step during translation to a lower level of abstraction. Higher-level languages only exist to reduce programming workload and improve transparency.

Thus, hidden and unanticipated factors could be further modeled using system dynamics and maintaining methodological integrity. However, the authors decided to use Bayesian networks.

Although the system dynamics method would provide similar results, data analysis would be much more complex. It would be difficult to visualize the effects and risks of related factors step by step. There were two successive steps in constructing a Bayesian network in the BayesFusion GeNle environment [79], namely, building the network structure and assessing the impact of the events. If the workload of the first step is commensurate with the designing of the system dynamics model, then the second step is very unpleasant and even sophistic. As always, it is possible to rely on expert opinions, and make a convincing and statistical assessment of the reliability of the data, and everything is formally right. However, if at least eight different events are interconnected, constructing conditional probability propagation tables is a very ambitious and challenging task.

However, the developed Bayesian model allows for interactively assessing the possible correction of the sustainability forecast of each digital technology, which is affected by the uncertainty attribute. The author of the new technology or the project manager can adjust the technology sustainability forecast, or understand the confidence limits of the forecast on the basis of this model. It is possible to perform technology self-assessment.

For example, if we assume that 5G technology evidence values $F_{UT}_{DI}$—high, $F_{UT}_{UE}$—medium, $F_{UT}_{AF}$—low, $F_{UT}_{SD}$—low, $F_{UT}_{UU}$—medium, and $F_{UT}_{DU}$—medium, and $F_{UT}_{I}$—high, then the influence of potentially unanticipated consequences of 5G technology on society could be high (46%) or nonexistent (46%), but public attitudes towards 5G technologies are never unconcerned (8%).

7. Conclusions

As today is unthinkable without digital technologies, it is important to predict the sustainability of existing and new technologies. Technology creators, users, and investors need to understand whether it is worth investing in technology development and maintenance.

There are many methods of sustainability assessment that are labor-intensive and do not respect the specifics of digital technologies, such as cognition and self-development opportunities. Most methods are based on technology life cycle assessment, calculating the impact on three pillars—business, society, and the environment. The environment pillar usually dominates. These methods are more useful for policy makers to evaluate large industrial and construction projects, but cannot be used by engineers for the assessment of new digital technologies.

Research on the nature of digital technologies is not yet sufficiently developed, but the specific attributes of digital technologies determine their sustainability. Attributes
can be stochastic and their effects can be initially hidden, which poses serious risks in preliminarily assessing the sustainability of digital technology.

The aim of this study was to find the influence of a set of uncertainty factors on the development of digital technology sustainability, which would allow for modifying the initial assumptions and sustainability forecast.

The implementation of the research is reflected in the structure of the article. It was not possible to use the traditional waterfall method in the research, i.e., data collection and statistical processing, analysis/model design/verification/validation/running, and sequential analysis of the obtained results. Unfortunately, there is limited research on the nature and specifics of digital technologies, which determines the limited amount of data. As a result, modeling experiments had to be performed using a limited dataset, and served as a data source for the subsequent phases of the study: first, the analysis of information sources, then conceptual modeling, then the design of a system dynamics model, which formed a dataset for the construction of the Bayesian network structure, and then a step back to implement repeated browsing of cognitive sources. This was necessary to identify reference groups of digital technologies based on the impact of uncertainty risk factors. In fact, agile research was carried out, which is not the best style and may give a slight impression of chaos in the implementation of the study. Perhaps, for the sake of better transparency, it would have been more appropriate to divide the study into several successive stages and articles.

The results of modeling the interaction and impact dynamics of digital technology attributes revealed that the influence of uncertainty factors on the sustainability of the technology is critical, but other attributes do not have significant impact.

There is a need to focus on the society pillar, but the influence of the business and environment pillars on the overall sustainability of the technology is negligible.

In order to be able to identify the uncertainties inherent in digital technologies, technology stratification was performed using Dijkstra layers of abstraction. A set of hidden and unanticipated factors was identified, and a BN model of factor interactions was developed. The model depicts hidden and unanticipated influence probability propagation in the network, which allows for estimating the possible confidence interval of the initial sustainability forecast of digital technologies.

The approach developed by the authors of this article enables the designers, users, and investors of new technologies to interactively examine various scenarios of digital technology sustainability development.

The bottleneck of the hidden and unanticipated factor influence model is the structure of the BN and the degree of event influence. For the time being, the model is robust, and the effects are determined by the structure of the network, although it is simplicity that allows for the method to remain useful. However, any expert can tailor the model to a specific application.

The effects of hidden and unanticipated factors are fuzzy and stochastic, so the usefulness of using machine learning methods to identify factor values is questionable. Further, the use of semantic search to identify the effects of uncertainty that could be a challenging task will be explored.
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