Quaternionic left eigenvalue problem: a matrix representation
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Abstract

This paper presents an innovative set of tools developed to support a methodology to find the left eigenvalues of \( m \) order quaternion square matrix. It is solving four real polynomial equations of order not greater than \( 4m - 3 \) in four variables. Some important properties of these eigenvalues are also investigated.
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1 Introduction

As usual, let \( \mathbb{R} \), \( \mathbb{H} \), \( \mathbb{R}^{m \times n} \) and \( \mathbb{H}^{m \times n} \) denote the sets of the real number, quaternion, \( m \times n \) real matrix and \( m \times n \) quaternion matrix. Quaternion is generally represented in the form

\[
q := [q]_0 + [q]_1 h + [q]_2 j + [q]_3 k
\]

with real coefficients \([q]_0, [q]_1, [q]_2, [q]_3\) and \( h^2 = j^2 = k^2 = hjk = -1 \). Let \( q^∗ := [q]_0 - [q]_1 h - [q]_2 j - [q]_3 k \) be the conjugate of \( q \), and \( ||q|| := \sqrt{q^∗ q} = \sqrt{[q]_0^2 + [q]_1^2 + [q]_2^2 + [q]_3^2} \), be the norm of \( q \), and thus \( q^{-1} = \frac{q^∗}{||q||^2} = \frac{q^∗}{||q||^2} \). For any quaternion matrix \( A := (a_{ij}) \in \mathbb{H}^{m \times n}, 1 \leq i \leq m, 1 \leq j \leq n \), let \( A^H := (a_{ij}^*)^{T} \) be the conjugate transpose of \( A \) and \( \text{Rank}(A) \) be the rank of \( A \). Two quaternions \( a \) and \( b \) are said to be similar if there exists a nonzero quaternion \( \sigma \) such that \( \sigma^{-1} a \sigma = b \), that is written as \( a \sim b \).

Due to the multiplication of two quaternions is non-commutative, the left \( \lambda_l \) and the right eigenvalues \( \lambda_r \) of the quaternion matrix \( A \in \mathbb{H}^{m \times m} \) need to be treated independently, that is

- Right eigenvalue problem: \( A x = x \lambda_r \), for nonzero \( x \in \mathbb{H}^{m \times 1} \).
- Left eigenvalue problem: \( A x = \lambda_l x \), for nonzero \( x \in \mathbb{H}^{m \times 1} \).

The right eigenvalue problems are well established in [1, 2, 3], whereas the left eigenvalue problem is less solved. The existence of left eigenvalues was proved by the topological method in [4]. Huang [5] explained how to compute all left eigenvalues of a \( 2 \times 2 \) matrix by the quadratic formulas for quaternions.
[6]. Macias [7] presented an incomplete classification of the left quaternion eigenvalue problems of $3 \times 3$ quaternion matrices by applying the characteristic map. It is still an open question for computing left eigenvalues for $n \times n$ quaternion matrices if $n \geq 3$.

Although So [8] showed that all left eigenvalues of $n \times n$ quaternion matrix could be found by solving quaternion polynomials of degree not greater than $n$. Not only is it awkward to obtain the resulting quaternion polynomial, but there is not any known method to solve the resulting quaternion polynomial while some quaternion polynomial problems are studied [9, 10]. In this work, we develop a novel method of computing left eigenvalues via solving four real polynomial equations of degree not greater than $4m - 3$ with four variables. The contributions of this paper are summarised as follows.

1. We propose the generalized characteristic polynomial of quaternion matrix. That is, the roots of the generalized characteristic polynomial are the left quaternionic eigenvalues.

2. A condition of equivalence of the generalized characteristic polynomial is obtained, i.e. four real high order polynomial equations of four variables, the problem of computing the left eigenvalues, then, is to solve special polynomial equations.

3. All the left eigenvalues of quaternion matrix are located in the in particular annulus connected with the right eigenvalues.

The outline of the paper is as follows. In Section 2, we describe the proposed method based on matrix representation. Section 3 gives some essential properties of left eigenvalue problems. Section 4 offers several illustrative examples. The last section 5 concludes.

2 Calculation of left eigenvalues

A total of 48 real matrix forms represent a quaternion [11]. Let $E$ be the $4 \times 4$ identity matrix and for $k = 1, 2, \cdots, 48$, $H_k, J_k, K_k$ be the $4 \times 4$ matrices with real entries. A quaternion $q$ can be written as various forms of real matrix

$$[q]_0 E + [q]_1 H_k + [q]_2 J_k + [q]_3 K_k, \quad k = 1, 2, \cdots, 48. \quad (1)$$

Quaternion addition and multiplication correspond to matrix addition and multiplication provided that the matrices $H_k, J_k, K_k$ satisfying the "Hamiltonian conditions" ($H_k H_k = J_k J_k = K_k K_k = H_k J_k K_k = H_k = -E$).

First of all, we define two useful quaternion operators. For any quaternion $q \in \mathbb{H}$, we define the operator $Q_k$ to maps a quaternion to the $4 \times 4$ real matrix. That is, $Q_k : \mathbb{H} \to \mathbb{R}^{4 \times 4}$, one defines

$$Q_k(q) = [q]_0 E + [q]_1 H_k + [q]_2 J_k + [q]_3 K_k. \quad k = 1, 2, \cdots, 48. \quad (2)$$

In this representation (2), the conjugate of quaternion corresponds to the transpose of the matrix $Q_k(q)$. The fourth power of the norm of a quaternion is the determinant of the corresponding matrix $Q_k(q)$ (denote $\det Q_k(q)$).

For any quaternion matrix $A = (a_{ij}) \in \mathbb{H}^{m \times n}$, we define the operator $P_k$ to maps a $m \times n$ quaternion matrix to the $4m \times 4n$ real matrix. That is, $P_k : \mathbb{H}^{m \times n} \to \mathbb{R}^{4m \times 4n}$, one defines

$$P_k(A) = (Q_k(a_{ij})) \quad k = 1, 2, \cdots, 48. \quad (3)$$

Since quaternion addition and multiplication correspond to matrix addition and multiplication provided that the matrices $E, H_k, J_k, K_k$. Some properties of operators $Q_k$ and $P_k$ are given as below.
Proposition 2.1 \( Q_k \) and \( P_k \) have the following properties

1. \( q_1 + q_2 = q_3 \) if and only if \( Q_k(q_1) + Q_k(q_2) = Q_k(q_3) \), \( \forall q_1, q_2, q_3 \in \mathbb{H} \).
2. If \( q_1 q_2 = q_3 \) if and only if \( Q_k(q_1) Q_k(q_2) = Q_k(q_3) \), \( \forall q_1, q_2, q_3 \in \mathbb{H} \).
3. \( qA = B \) if and only if \( P_k(qI) P_k(A) = P_k(B) \), \( \forall q \in \mathbb{H}, I \) is \( m \times m \) identity matrix, \( \forall A, B \in \mathbb{H}^{m \times n} \).
4. \( Aq = B \) if and only if \( P_k(A) P_k(qI) = P_k(B) \), \( \forall q \in \mathbb{H}, I \) is \( n \times n \) identity matrix, \( \forall A, B \in \mathbb{H}^{m \times n} \).
5. If \( AB = C \) if and only if \( P_k(A) P_k(B) = P_k(C) \), \( \forall A \in \mathbb{H}^{m \times r}, \forall B \in \mathbb{H}^{r \times n}, \forall C \in \mathbb{H}^{m \times n} \).

Theorem 2.1 For any matrix \( A = (a_{ij}) \in \mathbb{H}^{m \times n} \) and \( m \geq n \geq 1 \), there exist nonnegative integer \( s \), with \( 0 \leq s \leq n \), such that \( \text{Rank}(P_k(A)) = 4s \).

Proof. We show that the statement \( \text{Rank}(P_k(A)) = 4s \) by mathematical induction.

When \( m = 1 \), the statement \( \text{Rank}(P_k(A)) = 4s \) is straightforward for \( s = 0 \) and \( 1 \), since \( \det P_k(A) = \det Q_k(a_{11}) = \|a_{11}\|^4 \geq 0 \).

Suppose that when \( m = t \), statement holds, now we show that when \( m = t + 1 \), the statement still holds. This can be done as follows. By Eq.(3),

\[
P_k(A) = \begin{pmatrix}
Q_k(a_{11}) & Q_k(a_{12}) & \cdots & Q_k(a_{1n}) \\
Q_k(a_{21}) & Q_k(a_{22}) & \cdots & Q_k(a_{2n}) \\
& \vdots & \ddots & \vdots \\
Q_k(a_{(t+1)1}) & Q_k(a_{(t+1)2}) & \cdots & Q_k(a_{(t+1)n})
\end{pmatrix}.
\]

(4)

If \( P_k(A) \) is a zero matrix, then the result is obvious. If it is nontrivial, then there exist at least one entry \( a_{i'j'} \) such that \( Q_k(a_{i'j'}) \neq 0 \). Without loss of generality (WLOG), let \( Q_k(a_{11}) \neq 0 \). Then there exist several block elementary transformations in row and column of the matrix such that

\[
P_k(A) \rightarrow \begin{pmatrix}
Q_k(a_{11}) & 0 & \cdots & 0 \\
0 & Q_k(a_{22}^*) & \cdots & Q_k(a_{2n}^*) \\
& \vdots & \ddots & \vdots \\
0 & Q_k(a_{(t+1)2}^*) & \cdots & Q_k(a_{(t+1)n}^*)
\end{pmatrix}
\]

(5)

and

\[
B = \begin{pmatrix}
Q_k(a_{22}^*) & \cdots & Q_k(a_{2n}^*) \\
\vdots & \ddots & \vdots \\
Q_k(a_{(t+1)2}^*) & \cdots & Q_k(a_{(t+1)n}^*)
\end{pmatrix}
\]

(6)

where \( 0 = Q_k(0) \) is the zero matrix. Using the induction hypothesis that for \( m = t \) holds, then there exist nonnegative \( s^* \) \( (0 \leq s^* \leq n - 1) \) such that \( \text{Rank}(B) = 4s^* \). According to (5), we obtain \( \text{Rank}(P_k(A)) = 4(s^* + 1) \) since \( Q_k(a_{11}) \neq 0 \). Thereby showing that indeed for \( m = t + 1 \) holds since the block elementary transformations do not change the rank of matrix. And the proof is complete.
Theorem 2.2 For any matrix \( P_k(A) = [a_1, a_2, \ldots, a_{4n}] \) and \( P_k(B) = [b_1, b_2, b_3, b_4] \) corresponding to \( A = (a_{ij}) \in \mathbb{H}^{m \times n} \) and \( B = (b_{ij}) \in \mathbb{H}^{m \times 1} \) respectively, where \( a_s \) and \( b_t \) are the column vectors \((1 \leq s \leq 4n \text{ and } 1 \leq t \leq 4)\). If there was a column vector \( b_{t'} (1 \leq t' \leq 4) \) can be lineally expressed by \( a_1, a_2, \ldots, a_{4n} \), then the other three column vectors can also lineally expressed by \( a_1, a_2, \ldots, a_{4n} \).

Proof. WLOG, let \( b_{t'} = b_1 \), there exist \( x = [x_1, x_2, \ldots, x_{4n}]^T \in \mathbb{R}^{4n \times 1} \) such that \( b_1 = P_k(A)x = \sum_{i=1}^{4n} a_ix_i \). Obviously, we can find \( P_k(c) = [c_1, c_2, c_3, c_4] \) corresponding to \( c = (c_{ij}) \in \mathbb{H}^{n \times 1} \) such that \( c_1 = x \). And we can get \( b_2 = P_k(A)c_2, b_3 = P_k(A)c_3 \) and \( b_4 = P_k(A)c_4 \).

Now we can obtain the following result according to the above Theorem 2.1 and Theorem 2.2.

Theorem 2.3 For any nonzero matrix \( A = (a_{ij}) \in \mathbb{H}^{m \times m} \), if \( \text{Rank}(P_k(A)) = 4n, (n = 1, 2, \ldots, m) \), then there exist \( n \) order sub-matrix \( B \in \mathbb{H}^{m \times n} \) such that \( \text{Rank}(P_k(B)) = 4n \).

WLOG, we take

\[
H_1 = \begin{pmatrix}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{pmatrix}, \quad J_1 = \begin{pmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}, \quad K_1 = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\]

then we obtain

\[
P_1(A) = \begin{pmatrix}
Q_1(a_{11}) & Q_1(a_{12}) & \cdots & Q_1(a_{1m}) \\
Q_1(a_{21}) & Q_1(a_{22}) & \cdots & Q_1(a_{2m}) \\
\vdots & \vdots & \ddots & \vdots \\
Q_1(a_{m1}) & Q_1(a_{m2}) & \cdots & Q_1(a_{mm})
\end{pmatrix}
\]  \( (7) \)

Theorem 2.4 For any matrix \( A = (a_{ij}) \in \mathbb{H}^{m \times m}, m > 1 \), then the following statements are equivalent:

(1). \( \det P_1(A) = 0 \).

(2). The determinants of all \( 4m - 3 \) order sub-matrix of \( P_1(A) \) are zero.

(3). Let \( S = \{ B : B \text{ is } m - 1 \text{ order submatrix of } A \} \) and \( \max\{\text{Rank}(P_1(B)) : B \in S\} = 4n \), \((0 \leq n \leq m - 1)\). There exist the determinants of sixteen \( 4m - 3 \) order sub-matrix (denoted as \( C_t \), \( t = 1, 2, \ldots, 16 \)) of \( P_1(A) \) are zero, where \( P_1(B') \) is a sub-matrix of \( C_t \) and \( \text{Rank}(P_1(B')) = 4n \) \((B' \in S)\).

Proof. 1 \( \iff \) 2: this can be obtained according to the above Theorem 2.1.

1 \( \Rightarrow \) 3: this can be seen from 1 \( \iff \) 2.

3 \( \Rightarrow \) 1: if \( n < m - 1 \), this can be obtained by the above Theorem 2.2. If \( n = m - 1 \), WLOG, let

\[
B' = \begin{pmatrix}
Q_1(a_{22}) & \cdots & Q_1(a_{2m}) \\
\vdots & \ddots & \vdots \\
Q_1(a_{m2}) & \cdots & Q_1(a_{mm})
\end{pmatrix}
\]
where \((P_1(A))(r, 5 : 4m; c, 5 : 4m)\) is obtained by taking row \(r\) and row from 5 to 4n and column \(c\) and column from 5 to 4n of \(P_1(A)\).

If \(\det C_1 = 0\), then \(C_4(:, 1)\) can be lineally expressed by the columns of \(C_4(:, 2 : 4n + 1)\) since \(\text{Rank}(P_k(B')) = 4n\), i.e. there exist column vector \(x_1 \in \mathbb{H}^{4n \times 1}\) such that \(C_4(:, 1) = C_4(:, 2 : 4n + 1)x_1\). Similarly, there exist column vector \(x_2 x_3 x_4\) such that \(C_7(:, 1) = C_7(:, 2 : 4n + 1)x_2\), \(C_{10}(:, 1) = C_{10}(:, 2 : 4n + 1)x_3\) and \(C_{13}(:, 1) = C_{13}(:, 2 : 4n + 1)x_4\). And because \(\text{Rank}(Q_k(B')) = 4n\), we get \(x_1 = x_2 = x_3 = x_4\). Therefore, \((P_1(A))(4, 5 : 4m)\) can be lineally expressed by the columns of \((P_1(A))(5 : 4m)\), i.e. \(\det P_k(A) = 0\).

\textbf{Theorem 2.5} For any quaternion \(q\), then

\begin{align*}
(1) &\quad P(3, 4)P(1, 2)P(4(-1))P(1(-1))P_1(q)P(1(-1))P(4(-1))P(1, 2)P(3, 4) = P_1(q) \\
(2) &\quad P(2, 4)P(1, 3)P(4(-1))P(3(-1))P_1(q)P(3(-1))P(4(-1))P(1, 3)P(2, 4) = P_1(q) \\
(3) &\quad P(2, 3)P(1, 4)P(4(-1))P(2(-1))P_1(q)P(2(-1))P(4(-1))P(1, 4)P(2, 3) = P_1(q)
\end{align*}

where the elementary matrix \(P(i, j)\) is obtained by swapping row \(i\) and row \(j\) of the \(4 \times 4\) identity matrix and \(P(i(c))\) is a \(4 \times 4\) diagonal matrix, with diagonal entries 1 everywhere except in the \(i\)th position, where it is \(c\).

Using the Theorem 2.5, it is not hard to see the following

\textbf{Theorem 2.6} For any matrix \(A = (a_{ij}) \in \mathbb{H}^{m \times m}, m > 1\), then

\begin{align*}
\det C_1 = \det C_2 = \det C_3 = \det C_4, &\quad -\det C_5 = \det C_6 = -\det C_7 = \det C_8, \\
-\det C_9 = \det C_{10} = \det C_{11} = -\det C_{12}, &\quad -\det C_{13} = -\det C_{14} = \det C_{15} = \det C_{16}.
\end{align*}

where \(C_t\) is defined in a similar way described in the Theorem 2.4.

Using Theorems 2.4 and 2.6, it is not hard to see the following.

\textbf{Theorem 2.7} For any matrix \(A = (a_{ij}) \in \mathbb{H}^{m \times m}, m > 1\), then the following statements are equivalent:

\begin{enumerate}
\item \(\det P_k(A) = 0\)
\item \(\exists t_1 \in \{1, 2, 3, 4\}, \exists t_2 \in \{5, 6, 7, 8\}, \exists t_3 \in \{9, 10, 11, 12\}, \text{ and } \exists t_4 \in \{13, 14, 15, 16\}\), such that \(\det C_{t_1} = \det C_{t_2} = \det C_{t_3} = \det C_{t_4} = 0\)
\end{enumerate}
(3) \( \forall t_1 \in \{1, 2, 3, 4\}, \forall t_2 \in \{5, 6, 7, 8\}, \forall t_3 \in \{9, 10, 11, 12\}, \text{and} \ \forall t_4 \in \{13, 14, 15, 16\}, \text{such that} \ detC_{t_1} = detC_{t_2} = detC_{t_3} = detC_{t_4} = 0 \)

where \( C_t \) is defined in a similar way described in the Theorem 2.4.

Let \( \lambda_l \in \mathbb{H} \) be a left eigenvalue of \( A = (a_{ij}) \in \mathbb{H}^{m \times m} \) with eigenvector \( v \in \mathbb{H}^m \), by the property (5) of Proposition 2.1, get

\[
A \cdot v = \lambda_l v \Leftrightarrow (A - \lambda_l I)v = 0 \Leftrightarrow \mathcal{P}_1(A - \lambda_l I)\mathcal{P}_1(v) = \mathcal{P}_1(0).
\]

(9)

Since \( v \in \mathbb{H}^m \) is nonzero, then the following homogenous linear equations

\[
\mathcal{P}_1(A - \lambda_l I)y = 0, \quad y \in \mathbb{R}^{4m \times 1}.
\]

(10)

have nonzero solution, i.e. \( \det \mathcal{P}_1(A - \lambda_l I) = 0 \). And \( \det \mathcal{P}_1(A - \lambda_l I) \) is called the generalized characteristic polynomial of \( A \). By the Theorem 2.7, We can solve and analyze the left eigenvalues from the specified four real \( 4m - 3 \) order polynomial equations in four variables. (Theorem 2.7 (2)).

### 3 Some properties

**Theorem 3.1** Let \( \lambda_l \in \mathbb{H} \) is a left (\( \gamma_r \) right) eigenvalue of matrix \( A = (a_{ij}) \in \mathbb{H}^{m \times m} \), for any matrix \( B = (b_{ij}) \in \mathbb{H}^{m \times m} \), if there exist \( k \) such that \( \mathcal{P}_k(A) = \mathcal{P}_k(B) \), then \( \gamma_l \) is a left (\( \gamma_r \) right) eigenvalue of matrix \( B \), if \( \mathcal{Q}_k(\gamma_l) = \mathcal{Q}_k(\lambda_l) (\mathcal{Q}_k(\gamma_r) = \mathcal{Q}_k(\lambda_r)) \).

**Proof.** Let \( \lambda_l \) be a left eigenvalue of \( A \) with eigenvector \( v \), then

\[(\mathcal{P}_k(B) - \mathcal{P}_k(\gamma_l I))\mathcal{P}(v) = (\mathcal{P}_k(A) - \mathcal{P}_k(\lambda_l I))\mathcal{P}(v) = 0\]

by the Eq.9, the conclusion then follows immediately.

If \( \gamma_r \) be a right eigenvalue of \( A \) with eigenvector \( v \), then we can take nonzero vector \( u \) such that \( \mathcal{P}_k(u) = \mathcal{P}_k(v) \). By the Eq.9, get

\[
\mathcal{P}_k(A)\mathcal{P}_k(v) = \mathcal{P}_k(v)\mathcal{P}_k(\gamma_r) \Leftrightarrow \mathcal{P}_k(B)\mathcal{P}_k(u) = \mathcal{P}_k(u)\mathcal{P}_k(\gamma_r) \Leftrightarrow Bu = u\gamma_r
\]

The proof is complete.

**Corollary 3.1** If \( \mathcal{P}_k(A) = \mathcal{P}_k(B) \), then \( A \) and \( B \) are similar.

**Theorem 3.2** Let \( \lambda_l \in \mathbb{H} \) is a left eigenvalue of matrix \( A = (a_{ij}) \in \mathbb{H}^{m \times m} \) with eigenvector \( v \), for any two nonzero quaternions \( a \) and \( b \), then \( a\lambda_l b \) is a left eigenvalue of matrix \( a\lambda_l b \).

**Proof.** Since \( a, b \) are nonzero, then

\[(A - \lambda_l I)v = 0 \Leftrightarrow a(A - \lambda_l I)b(b^{-1}v) = 0 \Leftrightarrow (a\lambda_l b - a\lambda_l b)I(b^{-1}v) = 0\]

**Theorem 3.3** Let \( \lambda_l \in \mathbb{H} \) is a left eigenvalue of matrix \( A = (a_{ij}) \in \mathbb{H}^{m \times m} \), then there exist nonnegative real numbers \( m \geq 0 \) and \( M \geq 0 \) such that \( m \leq \|\lambda_l\| \leq M \).
Proof. Let \( \lambda_i \) be a left eigenvalue of \( A \) with unit eigenvector \( v \), then \( \| \lambda_i \|^2 = v^H \| \lambda_i \|^2 v = v^H \lambda_i^* \lambda_i v = v^H A^H A v \). Using Singular-value decomposition theorem [3], there exist unitary quaternionic matrices \( V \) such that \( A \)

\[
v^H A^H A v = v^H \left( \begin{array}{cc}
D^2 & 0 \\
0 & 0
end{array} \right) v
\]

where \( D = \text{diag}\{d_1, d_2, \cdots, d_r\} \) and the \( d \)'s are the positive singular values of \( A \). Let \( y = Vv = [y_1, y_2, \cdots, y_n]^T \), since \( V \) is a unitary matrix and \( v \) is unit eigenvector, then \( y \) is unit vector and

\[
\| \lambda \|^2 = y^H \left( \begin{array}{cc}
D^2 & 0 \\
0 & 0
end{array} \right) y = \sum_{l=1}^r d_l^2 \| y_l \|^2
\]

if \( r = n \), then

\[
d_{\text{min}}^2 = \sum_{l=1}^r \| y_l \|^2 \leq \| \lambda \|^2 \leq d_{\text{max}}^2 \sum_{l=1}^r \| y_l \|^2 = d_{\text{max}}^2
\]

otherwise, may have

\[
0 \leq \| \lambda \|^2 \leq d_{\text{max}}^2
\]

where \( d_{\text{min}} = \text{min}\{d_1, d_2, \cdots, d_r\} \) and \( d_{\text{max}} = \text{max}\{d_1, d_2, \cdots, d_r\} \). The conclusion then follows immediately.

It was given that the left spectrum is compact [7] and all the left eigenvalues of quaternion matrix are located in the union of \( n \) Gersgorin balls [12]. In fact, all the left eigenvalues of quaternion matrix are located in the in particular annulus connected with the singular values.

Remark 3.1 the norm of left eigenvalues \( \lambda_i \) is dominated by the norm of the right eigenvalues \( \lambda_r \), i.e.

\[
\alpha \leq \| \lambda_l \| \leq \beta
\]

where \( \alpha = \text{min}\{\| \lambda_r \| : A v = \lambda_r v, v \neq 0\} \) and \( \beta = \text{max}\{\| \lambda_r \| : A v = \lambda_r v, v \neq 0\} \).

4 Examples

Example 4.1 Let

\[
A = \left[ \begin{array}{cc}
1 & \kappa \\
\kappa & 1
end{array} \right].
\]

Then

\[
\mathcal{P}_1(A - \lambda I) = \begin{bmatrix}
1 - |\lambda_1| & |\lambda_1| & |\lambda_2| & |\lambda_3| & 0 & 0 & 0 & 0 \\
-|\lambda_1| & 1 - |\lambda_2| & |\lambda_3| & 0 & 0 & 0 & 0 & 0 \\
-|\lambda_2| & -|\lambda_3| & 1 - |\lambda_1| & 0 & 0 & 0 & 0 & 0 \\
-|\lambda_3| & |\lambda_1| & -|\lambda_2| & 1 - |\lambda_0| & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 - |\lambda_1| & |\lambda_2| & |\lambda_3| & 0 \\
0 & 0 & 0 & 0 & -|\lambda_1| & 1 - |\lambda_0| & |\lambda_3| & -|\lambda_2| \\
1 & 0 & 0 & 0 & -|\lambda_1| & |\lambda_2| & -|\lambda_0| & 1 - |\lambda_1| \\
0 & 0 & 0 & 0 & -|\lambda_1| & |\lambda_2| & |\lambda_3| & 0
end{bmatrix}
\]

(11)

Let \( B = \mathcal{P}_1(A - \lambda I) \). From the Theorem 2.7, we can take

\[
\det B(1: 5, 4: 8) = -|\lambda_1|^2 + 2|\lambda_1| - |\lambda_2|^2 - |\lambda_2|^2 - 2 = 0.
\]

(12)

\[
\det B(1: 4, 6, 4: 8) = -2|\lambda_2| |\lambda_3| = 0.
\]

(13)
\[ \det \mathbf{B}(1 : 4, 7, 4 : 8) = 2[\lambda_t][\lambda_t]_3 = 0. \] (14)
\[ \det \mathbf{B}(1 : 4, 8, 4 : 8) = -[\lambda_t][3][(\lambda_t)_0] - 1 = 0. \] (15)

If \([\lambda_t]_3 = 0\), by the Eq. 12, 13, 14 and 15, then \(\lambda_t\) need satisfy
\[ \det \mathbf{B}(1 : 5, 4 : 8) = -([\lambda_t]_0 - 1)^2 - [\lambda_t]_1^2 - [\lambda_t]_2^2 - 1 = 0. \]

Obviously, a real solution of this equation does not exist.

If \([\lambda_t]_3 \neq 0\), by the Eq. 12, 13, 14 and 15, then
\[ [\lambda_t]_3^2 - 1 = 0, \quad [\lambda_t]_2 = 0, \quad [\lambda_t]_1 = 0, \quad [\lambda_t]_0 = 1. \]
i.e.
\[ [\lambda_t]_3 = \pm 1, \quad [\lambda_t]_2 = 0, \quad [\lambda_t]_1 = 0, \quad [\lambda_t]_0 = 1. \]

In conclusion, \(\lambda_t = 1 \pm \kappa\).

**Example 4.2** Let
\[ \mathbf{A} = \begin{bmatrix} 1 & -j \\ j & 1 \end{bmatrix}. \]
Then
\[ \mathcal{P}_1(\mathbf{A} - \lambda_t \mathbf{I}) = \begin{bmatrix} -[\lambda_t]_1 & [\lambda_t]_2 & [\lambda_t]_3 & 0 & 0 & 1 & 0 \\
-\lambda_t^2 & 1 - [\lambda_t]_0 & [\lambda_t]_3 & -[\lambda_t]_2 & 0 & 0 & -1 \\
[-\lambda_t]_2 & -[\lambda_t]_3 & 1 - [\lambda_t]_0 & [\lambda_t]_1 & 1 & 0 & 0 \\
-\lambda_t & 0 & -1 & 0 & 1 - [\lambda_t]_0 & [\lambda_t]_3 & -[\lambda_t]_2 \\
0 & 0 & 0 & 1 & -[\lambda_t]_1 & 1 - [\lambda_t]_0 & [\lambda_t]_3 & -[\lambda_t]_2 \\
0 & 0 & 0 & 0 & -[\lambda_t]_2 & -[\lambda_t]_3 & 1 - [\lambda_t]_0 & [\lambda_t]_1 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \] (16)

Let \(\mathbf{B} = \mathcal{P}_1(\mathbf{A} - \lambda_t \mathbf{I})\), From the Theorem 2.7, we can take
\[ \det \mathbf{B}(1 : 5, 4 : 8) = -2[\lambda_t]_2[\lambda_t]_3 = 0 \] (17)
\[ \det \mathbf{B}(1 : 4, 6, 4 : 8) = -[\lambda_t]_0^2 + 2[\lambda_t]_0 - [\lambda_t]_1^2 + [\lambda_t]_2^2 - [\lambda_t]_3^2 = 0 \] (18)
\[ \det \mathbf{B}(1 : 4, 7, 4 : 8) = -2[\lambda_t]_1[\lambda_t]_2 = 0 \] (19)
\[ \det \mathbf{B}(1 : 4, 8, 4 : 8) = [\lambda_t]_2([\lambda_t]_0 - 1) = 0 \] (20)

If \([\lambda_t]_2 = 0\), by the Eq. 17, 18, 19 and 20, then \(\lambda_t\) need satisfy
\[ -([\lambda_t]_0 - 1)^2 - [\lambda_t]_1^2 - [\lambda_t]_3^2 + 1 = 0 \]
i.e.
\[ ([\lambda_t]_0 - 1)^2 + [\lambda_t]_1^2 + [\lambda_t]_3^2 = 1 \]
thus
\[ \lambda_t = [\lambda_t]_0 + [\lambda_t]_1 h + [\lambda_t]_3 \kappa, \quad \text{where} \quad ([\lambda_t]_0 - 1)^2 + [\lambda_t]_1^2 + [\lambda_t]_3^2 = 1. \]

If \([\lambda_t]_2 \neq 0\), by the Eq. 17, 18, 19 and 20, then
\[ [\lambda_t]_3 = 0, \quad [\lambda_t]_2^2 + 1 = 0, \quad [\lambda_t]_1 = 0, \quad [\lambda_t]_0 = 1 \]

Obviously, a real solution of this equation does not exist.

In conclusion, \(\lambda_t = [\lambda_t]_0 + [\lambda_t]_1 h + [\lambda_t]_3 \kappa, \quad \text{where} \quad ([\lambda_t]_0 - 1)^2 + [\lambda_t]_1^2 + [\lambda_t]_3^2 = 1. \)

In fact, the left eigenvalues of Example 4.1 and 4.2 can also be computed using the formula [5] and the same result is obtained.
Example 4.3 Let

$$A = \begin{bmatrix} \kappa & 0 & 1 \\ 0 & \kappa & 0 \\ 1 & 0 & \kappa \end{bmatrix}.$$ 

Then

$$P_1(A - \lambda I) =$$

$$\begin{bmatrix} -[\lambda]_0 & [\lambda]_1 & [\lambda]_2 & -1+[\lambda]_3 \\ -[\lambda]_1 & -[\lambda]_0 & -1+[\lambda]_3 & -[\lambda]_2 \\ -[\lambda]_2 & 1-[\lambda]_3 & -[\lambda]_0 & [\lambda]_1 \\ 1-[\lambda]_3 & [\lambda]_2 & -[\lambda]_1 & -[\lambda]_0 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} = 0 \quad (21)$$

Let $B = P_1(A - \lambda I)$. From the Theorem 2.7, let $\lambda_l \neq \kappa$, we can take

$$\det B(1:9,4:12) = 2[\lambda]_0([\lambda]_3 - 1)\alpha = 0 \quad (22)$$

$$\det B(1:8,10,4:12) = -2[\lambda]_0[\lambda]_2\alpha = 0 \quad (23)$$

$$\det B(1:8,11,4:12) = 2[\lambda]_1[\lambda]_4\alpha = 0 \quad (24)$$

$$\det B(1:8,12,4:12) = ( [\lambda]_0^2 + [\lambda]_1^2 + [\lambda]_2^2 + [\lambda]_3^2 - 2[\lambda]_3 + 2)\alpha = 0 \quad (25)$$

and

$$\alpha = ([\lambda]_0^2 + ([\lambda]_1)^2 + [\lambda]_2^2 + ([\lambda]_4 - 1)^2.$$ 

Since $\lambda_l \neq \kappa$, thus

$$\alpha \neq 0$$

If $[\lambda]_0 \neq 0$, by the Eq. 22, 23, 24 and 25, then

$$[\lambda]_1 = 0, \quad [\lambda]_2 = 0, \quad [\lambda]_3 = 1 \quad \text{and} \quad [\lambda]_0^2 - 1 = 0$$

i.e.

$$[\lambda]_1 = 0, \quad [\lambda]_2 = 0, \quad [\lambda]_3 = 1 \quad \text{and} \quad [\lambda]_0 = \pm 1$$

thus

$$\lambda_l = \pm 1 + \kappa$$

If $[\lambda]_0 = 0$, by the Eq. 25, then

$$[\lambda]_1^2 + [\lambda]_2^2 + [\lambda]_3^2 - 2[\lambda]_3 + 2 = [\lambda]_1^2 + [\lambda]_2^2 + ([\lambda]_3 - 1)^2 + 1 = 0$$

Obviously, a real solution of this equation does not exist.

It is easy to see $\kappa$ is a left eigenvalue of $A$. In conclusion, $\lambda_l = \pm 1 + \kappa$ or $\lambda_l = \kappa$. 


Example 4.4 Let

\[ A = \begin{bmatrix} h & 0 & h \\ 0 & j & 0 \\ h & 0 & \kappa \end{bmatrix} \]

Then

\[ \mathcal{P}_1(A - \lambda I) = \]

\[ \begin{bmatrix}
-|\lambda|_0 & -1+|\lambda|_1 & |\lambda|_2 & |\lambda|_3 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
1-|\lambda|_1 & -|\lambda|_0 & |\lambda|_3 & -|\lambda|_2 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-|\lambda|_2 & -|\lambda|_0 & -1+|\lambda|_1 & 1-|\lambda|_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-|\lambda|_3 & 1-|\lambda|_1 & -|\lambda|_0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -|\lambda|_0 & |\lambda|_1 & 1-|\lambda|_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \]

(26)

Let \( B = \mathcal{P}_1(A - \lambda I) \), From the Theorem 2.7, let \( \lambda \neq j \), we can take

\[ \det B(1 : 9, 4 : 12) = -(|\lambda|_1 + |\lambda|_3 - 2|\lambda|_1|\lambda|_3 - 1)\beta = 0 \]

(27)

\[ \det B(1 : 8, 10, 4 : 12) = -(|\lambda|_0 - |\lambda|_2 + 2|\lambda|_1|\lambda|_2)\beta = 0 \]

(28)

\[ \det B(1 : 8, 11, 4 : 12) = -(|\lambda|_0^2 - |\lambda|_1^2 + |\lambda|_1 + |\lambda|_2^2 + |\lambda|_3^2 - |\lambda|_3 + 1)\beta = 0 \]

(29)

\[ \det B(1 : 8, 12, 4 : 12) = (|\lambda|_0 + |\lambda|_2 - 2|\lambda|_0|\lambda|_1)\beta = 0 \]

(30)

and

\[ \beta = |\lambda|_0^2 + |\lambda|_1^2 + (|\lambda|_2 - 1)^2 + |\lambda|_3^2. \]

By \( \lambda \neq j \), we can get

\[ \beta \neq 0 \]

then

\[ |\lambda|_1 + |\lambda|_3 - 2|\lambda|_1|\lambda|_3 - 1 = 0 \]

(31)

\[ |\lambda|_0 - |\lambda|_2 + 2|\lambda|_1|\lambda|_2 = 0 \]

(32)

\[ |\lambda|_0^2 - |\lambda|_1^2 + |\lambda|_1 + |\lambda|_2^2 + |\lambda|_3^2 - |\lambda|_3 + 1 = 0 \]

(33)

\[ |\lambda|_0 + |\lambda|_2 - 2|\lambda|_0|\lambda|_1 = 0 \]

(34)

From Eq.32 and 34, we get

\[ |\lambda|_2(2|\lambda|_1^2 - 2|\lambda|_1 + 1) = 0 \]

i.e.

\[ |\lambda|_2 = 0 \]

And by the Eq.34, get \( |\lambda|_0 = 0 \). Substituting \( |\lambda|_0 = 0 \) and \( |\lambda|_2 = 0 \) into Eq.33, we get

\[ - |\lambda|_1^2 + |\lambda|_1 + |\lambda|_3^2 - |\lambda|_3 + 1 = 0 \]

(35)
If $[\lambda]_3 = \frac{1}{2}$, by the Eq.31, we get $\frac{1}{2} = 0$, this is contradictory.

If $[\lambda]_3 \neq \frac{1}{2}$, then

$$[\lambda]_1 = \frac{1 - [\lambda]_3}{1 - 2[\lambda]_3} \tag{36}$$

Substituting the Eq.36 into the Eq.35, then

$$\frac{1 - [\lambda]_3}{1 - 2[\lambda]_3} + \frac{1 - [\lambda]_3}{1 - 2[\lambda]_3} + [\lambda]_3^2 - [\lambda]_3 + 1 = 0$$

i.e.

$$[\lambda]_3^4 - 8[\lambda]_3^3 + 10[\lambda]_3^2 - 6[\lambda]_3 + 1 = 0 \tag{37}$$

Solving the Eq.37 (Polynomial), we get two real roots

$$[\lambda]_3 = \frac{1}{2} (1 \pm \sqrt{-2 + \sqrt{5}})$$

and two complex roots is omitted

$$[\lambda]_3 = \frac{1}{2} (1 \pm i\sqrt{-2 + \sqrt{5}})$$

by the Eq.36, get

$$[\lambda]_1 = \frac{1}{2} \pm \sqrt{-2 + \sqrt{5}}, \text{when } [\lambda]_3 = \frac{1}{2} (1 \pm \sqrt{-2 + \sqrt{5}})$$

It is easy to see $j$ is a left eigenvalue of $A$. In conclusion,

$$\lambda_l = j, \quad \lambda_l = \frac{1}{2} \pm \sqrt{-2 + \sqrt{5}} \pm \sqrt{-2 + \sqrt{5}} = \frac{1}{2} (1 \pm \sqrt{-2 + \sqrt{5}}) \kappa$$

Example 4.5 Let

$$A = \begin{bmatrix}
a_{11} & 0 & 0 \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{bmatrix}.$$ 

It is not hard to see that $a_{ij}$ and the left eigenvalues of $\begin{bmatrix} a_{22} & a_{23} \\
a_{32} & a_{33}
\end{bmatrix}$ are all the left eigenvalues of $A$.

Since a $2 \times 2$ quaternion matrix may have one, two or an infinite number of left eigenvalues [5], so a $3 \times 3$ quaternion matrix can have one, two, three or an infinite number of left eigenvalues. Similarly, a $n \times n$ quaternion matrix may have $1, 2, \cdots, n - 1, n$ or an infinite number of left eigenvalues. In addition, by Theorem 2.7 (2), by analysing the number of roots of specified four polynomial equations, obtains the number of left eigenvalues.

Remark 4.1 Numerical algorithms can be used to solve the specified four polynomial equations (Theorem 2.7 (2)) to find the left eigenvalues of $m$ by $m$ quaternion matrix.
5 Conclusion and Discussion

In this paper, we introduce a method to compute the left eigenvalues of quaternion matrix based on the matrix representation of quaternion. We obtain four real polynomial equations with four variables which are equivalent to the generalized characteristic polynomial, the left eigenvalues could be found via solving special polynomial equations. In addition, while $A \in \mathbb{H}^{m \times m}$ may have infinite number of left eigenvalues, the norm of left eigenvalues $\lambda_l$ of $A$ is dominated by the norm of the right eigenvalues $\lambda_r$ of $A$.

Further theoretical analysis of the special polynomial equations about the left eigenvalues and finding much more potential applications of matrix representation will be left for future work.

References

[1] J. L. Brenner, et al., Matrices of quaternions., Pacific Journal of Mathematics 1 (3) (1951) 329–335.

[2] H. Lee, Eigenvalues and canonical forms of matrices with quaternion coefficients, in: Proceedings of the Royal Irish Academy. Section A: Mathematical and Physical Sciences, JSTOR, 1948, pp. 253–260.

[3] F. Zhang, Quaternions and matrices of quaternions, Linear algebra and its applications 251 (1997) 21–57.

[4] R. Wood, Quaternionic eigenvalues, Bulletin of the London Mathematical Society 17 (2) (1985) 137–138.

[5] L. Huang, W. So, On left eigenvalues of a quaternionic matrix, Linear algebra and its applications 323 (1-3) (2001) 105–116.

[6] L. Huang, W. So, Quadratic formulas for quaternions, Applied Mathematics Letters 15 (5) (2002) 533–540.

[7] E. Macías-Virgós, M. Pereira-Sáez, A topological approach to left eigenvalues of quaternionic matrices, Linear and Multilinear Algebra 62 (2) (2014) 139–158.

[8] W. So, Quaternionic left eigenvalue problem., Southeast Asian Bulletin of Mathematics 29 (3).

[9] B. Kalantari, Algorithms for quaternion polynomial root-finding, Journal of Complexity 29 (3-4) (2013) 302–322.

[10] M. I. Falcão, F. Miranda, R. Severino, M. J. Soares, Evaluation schemes in the ring of quaternionic polynomials, BIT Numerical Mathematics 58 (1) (2018) 51–72.

[11] R. W. Farebrother, J. Groß, S.-O. Troschke, Matrix representation of quaternions, Linear algebra and its applications 362 (2003) 251–255.

[12] F. Zhang, Geršgorin type theorems for quaternionic matrices, Linear Algebra and its Applications 424 (1) (2007) 139–153.