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Abstract

It is well established that the mass parameter breaks the conformal symmetries in the case of geodesic motion. The proper conformal Killing vectors cease to generate conserved charges when non-null geodesics are considered. We examine how the introduction of the mass is actually related to the appearance of appropriate distortions in the conformal sector, which lead to new conservation laws. As a prominent example we use a general pp-wave metric, which exploits this property to the maximum. We study the necessary geometric conditions, so that such types of distortions are applicable. We show that the relative vectors are generators of disformal transformations and prove their connection to higher order (hidden) symmetries. Except from the pp-wave geometry, we also provide an additional example in the form of the de Sitter metric. Again, the proper conformal Killing vectors can be appropriately distorted to generate conserved quantities for massive geodesics. Subsequently, we proceed by introducing an additional symmetry breaking effect. The latter is realized by considering a Bogoslovsky type of line-element, which involves a Lorentz violating parameter. We utilize once more the pp-wave case as a guide to study how the broken symmetries - this time also related to Killing vectors - are substituted by distortions of the original generators. We further analyze and discuss the necessary geometric conditions that lead to the emergence of these distortions.
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1 Introduction

The motion of particles in curved backgrounds is essential for the understanding of various gravitational phenomena. Among these we may distinguish the study of black hole shadows [1–5] or aspects of the gravitational memory effect [6–9], both of which are related to the investigation of geodesic motion. Of special importance are cases where the geodesic system is characterized by enough existing integrals of motion, in involution, so as to be deemed as integrable in the Liouville sense. It is well known that, for the geodesic systems of equations, at least in the context of Riemannian geometry, the integrals of motion are closely related to the symmetries of the background manifold. For works regarding the symmetries of the geodesic equations as well as their geometrical significance, see [10–18].

As far as space-time vectors are concerned, the homothetic algebra of the metric is particularly important in the generation of symmetries for the affinely parametrized geodesics [14], giving rise to point symmetry transformations. On the other hand, Killing tensors of various ranks are connected with the generation of what we refer to as higher order, or hidden, or dynamical symmetries. An example of such a symmetry, which happens to be crucial for the integrability of the relative system, is the one associated to the Carter constant for the motion in a Kerr black-hole background [19]. The seminal work by Carter motivated further studies on the subject [20–22]. In classical mechanics we have of course the well-known examples of the Laplace-Runge-Lenz vector for the Kepler problem [23] and the Fradkin tensor for the three-dimensional isotropic harmonic oscillator [24]. In more modern concepts, interesting cases of hidden symmetries arise within the scope of supersymmetry [25–30]. For more results on higher order or hidden symmetries in various systems, and the geometric conditions of the involved objects in their construction, see also [31–41].

Apart from the Killing vectors or tensors however, there is an intriguing involvement of the conformal algebra of the metric. For example, in the case of null geodesics, all conformal Killing vectors (CKVs) generate conserved quantities which are linear in the momenta. However, when time-like geodesics are considered, the relative conserved quantities are just generated by the sub-set of the Killing vectors (KVs). We may say that, the introduction of mass for the test particle, leads to a symmetry breaking effect that reduces the dimensionality of the symmetry
group since obviously $\text{KVs} \subset \text{CKVs}$. Interestingly enough, it has been shown [42], that the proper conformal Killing vectors, i.e. the elements of the set $\text{CKVs} \cap \text{KVs}$, are still involved in the construction of conserved charges, even in the massive case. However, what happens now is that they enter in non-local conserved quantities. Moreover, for their derivation, it is important to maintain the initial parametrization invariant form of the problem, e.g. not to start from the affinely parametrized equations, which explains why they are usually overlooked.

Among the various studies regarding geodesic equations, a great number is devoted to the motion in a pp-wave background [43–52]. The symmetries of the pp-wave metrics have been extensively studied in several works [53–55]. The plane-fronted gravitational waves with parallel rays (or more simply pp-waves [56]) are non-flat space-times defined by the existence of a covariantly constant and null bi-vector. In many cases, another definition is encountered in the literature, that of possessing a covariantly constant, null vector [57]. The latter however is not equivalent to the first; the two become indistinguishable, if we just regard vacuum solutions of General Relativity. Here, we follow mainly the formalism of [54,55] and make use of the first definition, which is slightly more restrictive: It implies not only the existence of a covariantly constant, null vector, but also that the space-time is either of type $N$ or $O$ in the Petrov classification [55,58].

The pp-waves have several interesting properties. They belong to a larger class of geometries, whose curvature scalars are all zero, the so called Vanishing Scalar Invariants Space-times (VSI) [59]. Their metrics contain the very interesting case of plane gravitational waves and - through Penrose’s limit [60] - their applications extend even to string theory [61]. In [51], it was shown that, when the background metric is that of a pp-wave spacetime, the non-local conserved charges of the general geodesic problem reduce to local expressions. The resulting integrals of motion appear as if they are generated from mass dependent distortions of the proper conformal Killing vectors of the metric, “reinstating”, in a sense, the broken symmetries due to the introduction of the mass. Here, we further investigate the nature and the geometric implications of such vectors and show that they still emerge even if you consider a Finslerian generalization of the pp-wave geometry, which introduces an additional, Lorentz violating, parameter.

The outline of this work is the following: First, we start with an overview regarding the existence of non-local integrals of motion for massive geodesics in a generic space-time. We prove that these conserved charges are actually generated by non-local Noether symmetries and we derive their generators. We revisit the result, first appeared in [51], about the mass-dependent distortions of the proper conformal Killing vectors of the metric, which generate integrals of motion in the case of pp-waves. We concentrate on their geometric interpretation and prove that such vectors are the reduced form of higher order Noether symmetries. What is more, we demonstrate that there exist geometries, besides pp-waves, that can admit such types of “distorted” symmetries; as a brief example we consider the de Sitter solution of General Relativity. In the subsequent sections we extend the previous results in the case where a Lorentz violating parameter is also introduced, causing an extra symmetry breaking in conjunction to the mass. This is realized by taking the generalized Bogoslovsky-Finsler line-element. We further investigate the necessary geometric conditions for such distorted vectors to exist and we derive the explicit expressions for the Finslerian pp-waves.


2 Mass distorted symmetry vectors

In this section, for the convenience of the reader, we revisit some known facts from the theory of geodesic systems and also make a brief review of the results obtained in [42] and [51], parts of which are going to be of importance in our analysis. We briefly describe the notion of non-local conservation laws related to conformal Killing vectors, as introduced in [42], for a general geodesic system. We additionally prove that these conserved quantities are owed to non-local Noether symmetries of the action and present the relative expressions. Subsequently, we proceed to revisit the specialization of this result in the case of pp-wave space-times, where the conformal vectors acquire mass dependent distortions in order to generate conserved charges for time-like geodesics [51]. For a generic space-time, we investigate the geometric implications of such vectors and show that they are related to higher order (hidden) Noether symmetries. Finally, in order to demonstrate that there can be other geometries - beside pp-waves - admitting such type of symmetries, we present an example utilizing the de Sitter metric.

2.1 Generic geodesic systems and non-local integrals of motion

For the motion of a relativistic particle of mass $m$ in a background spacetime whose metric is given by $g_{\mu\nu}$, we consider the action

$$S[\lambda] = \int L d\lambda,$$

(2.1)

where

$$L = \frac{1}{2n} g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu - \frac{m^2}{2} n.$$

(2.2)

The latter is a quadratic, parameterization invariant Lagrangian. The $\lambda$ denotes the parameter along the trajectory, the $x^\mu = x^\mu(\lambda)$ are the coordinates and $n = n(\lambda)$ is an auxiliary degree of freedom referred to as the einbein [62]. The dot in (2.2) is used to symbolize the derivatives with respect to $\lambda$, i.e. $\dot{x}^\mu = \frac{dx^\mu}{d\lambda}$.

Under an arbitrary change of the parameter $\lambda \mapsto \tilde{\lambda} = f(\lambda)$, and the transformation laws

$$n(\lambda)d\lambda \mapsto n(\tilde{\lambda})d\tilde{\lambda} \quad \text{and} \quad x(\lambda) \mapsto \tilde{x}(\tilde{\lambda}),$$

(2.3)

the action (2.1) remains form invariant, i.e. $S[\lambda] = S[\tilde{\lambda}]$. Hence, arbitrary transformations of the parameter $\lambda$ constitute symmetries of $S$. It is for this reason that Lagrangian (2.2) is referred to as parametrization invariant. We observe from (2.3) that, although $n$ is considered a degree of freedom on equal footing with the $x^\mu$, there is the difference that the latter transform as scalars, while $n$ as a density of weight +1.

Maybe the most well-known Lagrangian, used to describe the motion of a relativistic massive particle, is the square root Lagrangian

$$L_{sq} = -m \sqrt{-g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu},$$

(2.4)

where we use the minus inside the square root because we adopt the convention $g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu < 0$ for time-like geodesics (throughout this work we also make use of the units $c = 1$). Lagrangian (2.4) is also parametrization invariant, but this time not because of an auxiliary field, like (2.2), but
because it is a homogeneous function of degree one in the velocities, i.e. \( L_{sq}(x, \sigma \dot{x}) = \sigma L_{sq}(x, \dot{x}) \), where \( \sigma \) is a positive constant.

At this point it is useful to remind Euler’s theorem on homogeneous functions, which states that: If \( h(y) \) is a homogeneous function of degree \( k \), i.e. \( h(\sigma y) = \sigma^k h(y) \) for \( \sigma > 0 \), then the following equality holds

\[
y^\mu \frac{\partial h}{\partial y^\mu} = kh. \tag{2.5}
\]

By simply setting \( h = L_{sq}, y = \dot{x} \) and \( k = 1 \) in (2.5), the theorem, in the case of Lagrangian (2.4), implies that the latter has an identically zero Hamiltonian, \( \dot{x}^\mu \frac{\partial L_{sq}}{\partial \dot{x}^\mu} - L_{sq} \equiv 0 \). This, together with the fact that the euler-Lagrange equations of (2.4) are not well-defined for null geodesics (the expression \( g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = \dot{x}^\mu \dot{x}_\mu = 0 \) appears in denominators), makes the use of the \( L \) of (2.2) better suited for our purposes.

The einbein Lagrangian of (2.2) is dynamically equivalent to \( L_{sq} \). In order to see this we need to write down the Euler-Lagrange equations of (2.2), which are equivalent to

\[
\ddot{x}^\mu + \Gamma^\mu_{\kappa\lambda} \dot{x}^\kappa \dot{x}^\lambda = \dot{x}^\mu d \frac{d}{d\lambda} (\ln n) \tag{2.6a}
\]

\[
\frac{1}{n^2} g_{\mu\nu} \ddot{x}^\mu \ddot{x}^\nu + m^2 = 0, \tag{2.6b}
\]

where the \( \Gamma^\mu_{\kappa\lambda} \) are the Christoffel symbols of the metric \( g_{\mu\nu} \). The first set consists of the second order equations obtained by variation with respect to \( x \), while the last equation, (2.6b), is the constraint equation acquired by variation with respect to \( n \). By solving algebraically this last relation for the einbein, \( n \), and substituting it in equations (2.6a), we obtain the Euler-Lagrange equations of \( L_{sq} \). In the einbein formalism, the affinely parametrized geodesics are obtained by using the gauge fixing condition \( n = \text{constant} \), which leads, from (2.6b), to \( x^\mu \dot{x}_\mu = \text{const} \). What is more, for the null geodesics, we need to just set \( m = 0 \) in (2.6b), which leads to no complications (2.6a).

Unlike \( L_{sq} \), the Hamiltonian of (2.2) is not identically zero; it happens to become zero, but in a weak sense according to Dirac’s theory of constrained systems [63,64]. The total Hamiltonian is obtained through the Dirac-Bergmann algorithm [63,65] and it reads

\[
H_T = \frac{n}{2} \mathcal{H} + u_n p_n, \tag{2.7}
\]

which is a linear combination of constraints \( p_n \approx 0 \) and \( \mathcal{H} \approx 0 \). The symbol “\( \approx \)” denotes a weak equality, meaning, that the respective quantities (here \( p_n \) and \( \mathcal{H} \)) cannot be set to zero prior to carrying out Poisson bracket calculations. Only the end result - after calculating Poisson brackets - is meant to be projected on the constraint surface, defined by the equations \( p_n = 0 \) and \( \mathcal{H} = 0 \). The \( p_n \) corresponds to the momentum for the degree of freedom \( n \) and the relation \( p_n \approx 0 \) forms the primary constraint of the theory, the \( u_n \) is an arbitrary multiplier and

\[
\mathcal{H} = g^{\mu\nu} p_\mu p_\nu + m^2 \approx 0 \tag{2.8}
\]

is the secondary constraint - also called Hamiltonian or quadratic constraint. The \( p_\mu = \frac{\partial L}{\partial \dot{x}_\mu} \) are the usual momenta conjugate to the degrees of freedom \( x^\mu \).
As we mentioned, the action (2.1) describes a parametrization invariant system, i.e. one whose action and equations of motion remain invariant under arbitrary changes of the parameter $\lambda$. The symmetry structure of this type of quadratic in the velocities Lagrangians, including a potential term, has been studied in [66] together with its connection to minisuperspace cosmological systems in Einstein’s General Relativity. For recent studies on the algebra spanned by the symmetries of such a Lagrangian, associated to minisuperspace cosmology, see [67, 68]. In particular in what regards geodesic problems, it has been shown [42], that the system described by (2.2) admits non-local conserved quantities of the form

$$I(\lambda, x, p) = Y^\mu \frac{\partial L}{\partial \dot{x}^\mu} + m^2 \int n(\lambda)\omega(x(\lambda))d\lambda = Y^\mu p_\mu + m^2 \int n(\lambda)\omega(x(\lambda))d\lambda, \quad (2.9)$$

where the $Y^\mu$ are the components of conformal Killing vectors of $g_{\mu\nu}$ with conformal factor $\omega(x)$, i.e.

$$\mathcal{L}_Y g_{\mu\nu} = 2\omega(x)g_{\mu\nu}, \quad (2.10)$$

where we use $\mathcal{L}$ to denote the Lie derivative. The charge $I$ has an explicit dependence on the parameter $\lambda$, brought about by the integral we see on the right hand side of (2.9). The total derivative of $I$ with respect to the parameter can be seen that it is zero by virtue of the Hamiltonian constraint:

$$\frac{dI}{d\lambda} = \frac{\partial I}{\partial \lambda} + \{I, H_T\} = n\omega(x)\mathcal{H} \approx 0. \quad (2.11)$$

The conserved charge given by $I$ in (2.9) is non-local due to involving an integral of phase space functions. This means that at least some prior knowledge of the trajectory is in principle needed in order to carry out the integration in the right hand side of (2.9) and acquire the explicit dependence on $\lambda$ that $I(\lambda, x, p)$ has. The parametrization invariance however, can help overcome such a difficulty. To experience this, we need to remember that $n(\lambda)$ can be used to fix appropriately the gauge, i.e. choose the parameter along the curve. For example a choice like $n = \omega(x)^{-1}$ makes the $I$ for the corresponding conformal Killing vector to become

$$I = Y^\mu p_\mu + m^2 \lambda. \quad (2.12)$$

Such is the case, when we consider the affinely parametrized geodesics ($n = 1$) and a generic homothetic vector ($\omega = 1$), which is known to result in an integral of motion like (2.12), possessing a linear dependence on the parameter $\lambda$. What we see here, with the help of (2.9), is that any proper conformal Killing vector can lead, under the appropriate choice of parameter along the curve, to an integral of motion of the form (2.12). Thus, we can always “localize” at least one of any integrals of motion of the form (2.9), by choosing appropriately the parameter $\lambda$ (a time choice gauge fixing).

We need to mention that, the expression (2.9), also yields two other well-known results from the theory of symmetries of geodesic systems:

a) When $Y$ corresponds to a Killing field, i.e. $\omega(x) = 0$, we obtain the typical conserved quantities of the form $I = Y^\mu p_\mu$.

b) If we consider null geodesics ($m = 0$), then all conformal Killing fields generate conserved quantities of the form $I = Y^\mu p_\mu$. 
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Obviously, the substitution of either $\omega(x) = 0$ or $m = 0$ in (2.9) leads to the desired linear in the momenta expressions and thus, we obtain the expected results of the two cases. It is interesting to note, that the two previous properties, signal an explicit symmetry breaking at the level of the Lagrangian (2.2). When the parameter $m$ is zero, conformal Killing vectors (CKVs) form symmetries and generate conserved charges. On the other hand, when $m \neq 0$, only pure Killing vectors (KVs) remain with this property. Of course we have KVs $\subseteq$ CKVs, hence, the mass is responsible for breaking a symmetry group. The new information that (2.9) provides us with, is that, even when $m \neq 0$, the proper conformal Killing fields, still somehow contribute in generating integrals of motion, but of non-local nature. An important question is, if these new charges are actually owed to some Noether symmetries, which substitute the ones broken of the original CKVs. This is what we will prove later, after briefly presenting the concept of Noether symmetries and their charges.

### 2.2 Noether Symmetries

We start with a short review of how Noether symmetries are calculated. In this presentation, we use as our model the Lagrangian (2.2), since it is the one that it is of interests to us.

If we consider a general transformation in the space of the dependent and independent variables - $n(\lambda)$, $x^\mu(\lambda)$ and $\lambda$ respectively - then its generator is written as

$$X = \chi \frac{\partial}{\partial \lambda} + X_n \frac{\partial}{\partial n} + X^\mu \frac{\partial}{\partial x^\mu},$$

where $\chi$, $X_n$ and $X^\mu$ denote the coefficients in the relative directions. If the corresponding transformation leaves form invariant the action (2.1) of the system ($\delta S = 0$), we say that it makes up a variational or, more broadly known as, a Noether symmetry transformation. In infinitesimal form, the criterion which tells us if this condition is satisfied reads [69]

$$\text{pr}^{(1)} X(L) + L \frac{d\chi}{d\lambda} = \frac{d\Phi}{d\lambda},$$

where $\Phi$ is some function related with the surface term up to which the action $S$ may change ($\delta S = 0 \Rightarrow \delta (Ld\lambda) = d\Phi$) [64]. Symmetries that satisfy (2.14) for $\Phi \neq \text{const.}$ are sometimes referred to as quasi-symmetries, exactly because they cause the action to change by a surface term. The $\text{pr}^{(1)} X$ is called the first prolongation of the vector $X$. It is the extension of the basic vector $X$ to the space of the first order derivatives $\dot{x}^\alpha$ and it is given by the formula

$$\text{pr}^{(1)} X = X + \left( \frac{dX^\mu}{d\lambda} - \dot{x}^\mu \frac{d\chi}{d\lambda} \right) \frac{\partial}{\partial \dot{x}^\mu}.$$

We just consider the first prolongation because the Lagrangian $L$ that we use has a dependence up to velocities. For higher order Lagrangians, e.g. containing accelerations, one would also use higher order prolongations.

When a vector satisfies the symmetry criterion (2.14), it gives rise to the conserved quantity of the form

$$I = X^\mu \frac{\partial L}{\partial \dot{x}^\mu} + \chi \left( L - \dot{x}^\mu \frac{\partial L}{\partial \dot{x}^\mu} \right) - \Phi = X^\mu p_\mu - \chi \mathcal{H} - \Phi,$$

where $\mathcal{H}$ is the Hamiltonian of the system.
where in the last equality we substituted the equivalent phase space expressions for the momenta and the Hamiltonian constraint. In both (2.14) and (2.16) we neglected terms that would formally appear and have to do with derivatives of the Lagrangian with respect to $\dot{n}$. Since $L$ has no $\dot{n}$ dependence, these terms are bound to be trivially zero.

Up to now, we have made no assumption over the dependencies that the involved functions may have. These classify the symmetry vector, $X$, into different categories. For example if $\chi$, $X_n$ and $X^\mu$ depend only on the independent and dependent variables, $\lambda$, $x^\mu$ and $n$, then we say that $X$ is a generator of a point symmetry. If, on the other hand, there is additional dependence on derivatives, like for example $\dot{x}^\mu$, then we talk about higher order (or hidden) symmetries. If there is dependence on non-local expressions, then we refer to $X$ as a non-local symmetry generator.

The simplest case is that of point symmetries, because, for them, there exists an algorithmic procedure of deriving the corresponding symmetry generator. The process is the following: When calculating (2.14), we obtain an expression which contains the functions $\chi$, $X_n$, $X^\mu$, $\Phi$ and their derivatives. Due to the presence of $L$ in (2.14), there appear terms involving products of velocities $\dot{x}^\mu$. However, since we consider a point symmetry, none of the involved functions $\chi$, $X_n$, $X^\mu$ or $\Phi$ depends on velocities. As a result, each coefficient of different velocity products inside (2.14) needs to be set separately equal to zero. This creates an over-determined system of partial differential equations for the coefficients of the vector $X$ and for $\Phi$, which, when solved, it derives the desirable symmetry vector. For example, in the case of the geodesic Lagrangian (2.2), and for $m \neq 0$, the Killing vectors of the metric emerge as generators of point symmetries: equation (2.14) leads to $L_X g_{\mu\nu} = 0$ for $X = X^\mu(x) \frac{\partial}{\partial x^\mu}$ and $\Phi = \text{const}$. According to (2.16), the corresponding conserved charge is linear in the momenta, $I = X^\mu p_\mu$.

The situation gets severely more complicated for higher order symmetries. Imagine for example that we allow dependencies on the velocities, $\dot{x}^\mu$, inside $\chi$, $X_n$, $X^\mu$ and $\Phi$. Then, we cannot proceed in the same manner as before, by breaking equation (2.14) in smaller pieces according to the different velocity dependencies. The (2.14) is to be solved in its totality as a single equation. This complexity is what makes higher order symmetries, sometimes to be referred to, as hidden symmetries. In order to facilitate the procedure of encountering such symmetries however, certain restrictions are usually assumed in the dependencies of the velocities inside the aforementioned functions, e.g. consider only polynomial dependencies up to certain order. The most usual case is, when considering a linear dependence in the velocities inside the coefficients of $X$. Then, you obtain integrals of motion associated with Killing tensors of second rank leading, through (2.16), to quadratic in the momenta constants of the motion. Such is the case of the famous Carter constant in the Kerr geometry, which is related to the existence of a non-trivial Killing tensor $K_{\mu\nu}$. Now, (2.14) results in a symmetry generator of the form $X = K^\mu_{\nu}(x)\dot{x}^\nu \frac{\partial}{\partial x^\mu}$, under the condition $\nabla_{\nu} K_{\mu\nu} = 0$ and $\Phi = \text{const}$. Here, $\nabla$ is the covariant derivative and the parenthesis in the indices denotes the usual full symmetrization, e.g. $A_{(\mu\nu)} = \frac{1}{2} (A_{\mu\nu} + A_{\nu\mu})$. In this case, (2.16) yields a quadratic in the momenta conserved charge, $I = K_{\mu\nu} p_\mu p_\nu$.

Let us consider the integral of motion (2.9), which is a non-local expression. It is logical to assume that there might be some non-local symmetry generator (2.13) satisfying (2.14) for the einbein Lagrangian (2.2). Truly, it is not very difficult to see that if we write the vector

$$ X = \left( Y^\mu - \frac{\dot{x}^\mu}{n} \int n\omega(x) d\lambda \right) \frac{\partial}{\partial \dot{x}^\mu}, $$

(2.17)
where $Y$ is a conformal Killing vector satisfying (2.10), then this $X$ satisfies (2.14) for $\Phi =$const. According to the prolongation formula (2.15), we obtain for the vector (2.17)

$$\text{pr}^{(1)}X = \left( Y^\mu - \frac{\ddot{x}^\mu}{n} \int n\omega d\lambda \right) \frac{\partial}{\partial x^\mu} + \left( \frac{dY^\mu}{d\lambda} + \left( \frac{n\dddot{x}^\mu}{n^2} - \frac{\dddot{x}^\mu}{n} \right) \int n\omega d\lambda - \omega \dddot{x}^\mu \right) \frac{\partial}{\partial \dddot{x}^\mu}. \quad (2.18)$$

In the above expression we used the chain rule in order to write $\frac{dY^\mu}{d\lambda} = \frac{\partial Y^\mu}{\partial x^\nu} \ddot{x}^\nu$ and the equations of motion (2.6a) to eliminate the accelerations $\dddot{x}^\mu$. The action of the above prolonged vector on the Lagrangian (2.2) yields

$$\text{pr}^{(1)}X(L) = \frac{1}{2n} \left( \mathcal{L}_Y g_{\mu\nu} - 2\omega(x) g_{\mu\nu} \right) \dddot{x}^\mu \dddot{x}^\nu - \frac{1}{2n^2} \left( \int n(\lambda) \omega(x(\lambda)) d\lambda \right) \nabla_k g_{\mu\nu} \dddot{x}^\mu \dddot{x}^\nu = 0. \quad (2.19)$$

The first term after the equality in (2.19) is zero because, by our assumption, $Y$ is a conformal Killing vector satisfying (2.10), while the second also vanishes due to the covariant derivative of the metric being zero, $\nabla_k g_{\mu\nu} = 0$. Hence, criterion (2.14) is satisfied for (2.17) with $\Phi =$const. We have thus proved that there exists a non-local symmetry generator (2.17), which gives rise to the integral of motion (2.9). We may now proceed and see how all these apply in the case of a pp-wave geometry and why it is, in a sense, special.

### 2.3 The exceptional pp-wave case

A generic pp-wave space-time, in Brinkmann coordinates, is described by a line-element of the form

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = H(u, x, y) du^2 + 2dudv + dx^2 + dy^2, \quad (2.20)$$

where $H = H(u, x, y)$ is the profile function and $x^\mu = (u, v, x, y)$ are the coordinates. The expressions for a generic conformal Killing vector (2.10) and the corresponding conformal factor are well known for pp-wave space-times and in these coordinates are given by [54]:

- $Y^u = \frac{\mu}{2} \delta_{ij} x^i x^j + a_i(u) x^i + a(u), \quad (2.21a)$
- $Y^v = -\mu v^2 + \left( x^i a'_i(u) + 2\bar{b}(u) - a'(u) \right) v + M(u, x, y), \quad i, j = 1, 2 \quad (2.21b)$
- $Y^i = -\left( \mu x^i + a_i \right) v + \gamma_{ijk} a'_j(u) x^k x^j + \bar{b}(u) x^i - \epsilon_{ijc} c(u) x^i + c_i(u), \quad (2.21c)$

and

$$\omega = \omega(u, v, x^i) = \bar{b}(u) + x^i a'_i(u) - \mu v \quad (2.22)$$

respectively. The $a$, $\bar{b}$, $c$, $a_i$, and $c_i$, where $i = 1, 2$, are all functions of the variable $u$, while $\mu$ is a constant parameter. The function $M(u, x, y)$ needs to satisfy certain integrability conditions, given in the appendix A, while the rest of the functions are connected to the profile $H(u, x, y)$ of the pp-wave through

$$\left[ \mu x^i + a_i(u) \right] \partial_i H = 2\mu H + 2a''_i(u) x^i - 2a''(u) + 4\bar{b}'(u). \quad (2.23)$$

In our relations we use the indices $i, j, k, l$ to denote the coordinates on the two-dimensional flat plane $x^i = (x, y)$. The $\delta_{ij}$ is used as a metric in this surface and we won’t bother with
distinguishing between upper and lower indices in that plane. For the other two coordinates of \(x^\mu\), namely \(u\) and \(v\), we use the relative letter as a superscript, when we want to denote the component corresponding in that direction. For example, the \(Y^u\) denotes the component of the vector \(Y\) in the direction \(u\). The symbols like \(\partial_u\), \(\partial_v\) and \(\partial_i\), are used to express in a compact form the relative partial derivatives with respect to the corresponding coordinate, e.g. \(\partial_u = \frac{\partial}{\partial x^u}\), \(\partial_i = \frac{\partial}{\partial x^i}\).

If we use the pp-wave space-time metric in (2.2) we obtain the geodesic Lagrangian

\[
L = \frac{1}{2n} \left( H\dot{u}^2 + 2\dot{u}\dot{v} + \dot{x}^2 + \dot{y}^2 \right) - \frac{m^2}{2}.
\]

The Euler-Lagrange equations of the system lead to

\[
E_n(L) := \frac{\partial L}{\partial n} - \frac{d}{d\lambda} \left( \frac{\partial L}{\partial \dot{n}} \right) = 0 \Rightarrow H(u,x,y)\dot{u}^2 + 2\dot{u}\dot{v} + \delta_{ij}\dot{x}^i\dot{x}^j + n^2m^2 = 0 \tag{2.25a}
\]

\[
E_u(L) := \frac{\partial L}{\partial u} - \frac{d}{d\lambda} \left( \frac{\partial L}{\partial \dot{u}} \right) = 0 \Rightarrow \ddot{v} + \partial_iH(u,x,y)\dot{x}^i\dot{u} + \frac{1}{2}\partial_uH(u,x,y)\dot{u}^2 - \frac{n}{n}\dot{v} = 0, \tag{2.25b}
\]

\[
E_v(L) := \frac{\partial L}{\partial v} - \frac{d}{d\lambda} \left( \frac{\partial L}{\partial \dot{v}} \right) = 0 \Rightarrow \ddot{u} - \frac{n}{n}\dot{u} = 0, \tag{2.25c}
\]

\[
E_i(L) := \frac{\partial L}{\partial \dot{x}^i} - \frac{d}{d\lambda} \left( \frac{\partial L}{\partial x^i} \right) = 0 \Rightarrow \ddot{x}^i - \frac{1}{2}\partial_iH(u,x,y)\dot{u}^2 - \frac{n}{n}\dot{x}^i = 0 \tag{2.25d}
\]

where \(E_n, E_\mu\) denote the Euler derivatives with respect to \(n\) and \(x^\mu = (u, v, x^i)\).

According to what we saw in the previous section, we expect the Killing vectors of the pp-wave metric to be associated with point symmetries of the Lagrangian (2.24), yielding linear in the momenta integrals of motion. The proper conformal Killing vectors are also to be involved, but generally in non-local expressions.

Let us note that, the existence of the covariantly constant null Killing vector field, \(\ell = \partial_v\), for any pp-wave metric (2.20) guarantees the conservation of the momentum \(p_v = \frac{\partial L}{\partial \dot{v}}\), whose on mass shell value we symbolize with \(\pi_v\); this, in order to distinguish it from the phase space variable \(p_v\). In other words, on mass shell we have \(p_v = \pi_v = \text{const.}\), due to the conservation law \(\frac{dp_v}{d\lambda} = 0\). This implies

\[
p_v = \pi_v \Rightarrow \frac{\dot{u}}{n} = \pi_v \Rightarrow n = \frac{\dot{u}}{\pi_v}, \tag{2.26}
\]

which is also the solution to the Euler-Lagrange equation (2.25c). Hence, the auxiliary degree of freedom \(n\) is proportional to the velocity \(\dot{u}\). Note that this is not a gauge fixing condition for \(n\), it is bound to hold for any possible parameterization. By using (2.26) and (2.25a), it was shown in [51] that the generic conformal factor \(\omega\) of (2.22) can be written in such a way so as to have

\[
n\omega = \frac{d}{d\lambda} \left( g_{\mu\nu}f^\nu\frac{\hat{x}^\mu}{\hat{u}} \right) = \frac{1}{2} \frac{d}{\pi_v^2} \frac{d}{d\lambda} \left( g_{\mu\nu}f^\nu\frac{\hat{x}^\mu}{n} \right) = \frac{1}{2} \frac{d}{\pi_v^2} \frac{d}{d\lambda} \left( f^\mu p_\mu \right), \tag{2.27}
\]
where \( p_\mu = \frac{\partial L}{\partial \dot{x}^\mu} = \frac{1}{n} g_{\mu\nu} \dot{x}^\nu \) are the momenta, and \( f \) is a spacetime vector with components

\[
\begin{align*}
  f^\mu & = 0, \\
  f^\nu & = \frac{1}{2} u \left( x^i a'_i(u) - a'(u) + 2 \dot{b}(u) - 2 \mu v \right) + \frac{1}{2} x^i a_i(u) + \frac{\mu}{4} \delta_{ij} x^i x^j + \frac{1}{2} a(u) - \frac{m^2}{\pi v} \mu u^2, \\
  f^i & = -\frac{1}{2} u \left( \mu x^i + a_i(u) \right).
\end{align*}
\]

(2.28a)

(2.28b)

(2.28c)

As a result the generally non-local conserved charge (2.9) is expressed in phase space, by virtue of (2.27), as

\[
I = \left( Y^\mu + \frac{m^2}{\pi v^2} f^\mu \right) p_\mu = \Upsilon^\mu p_\mu
\]

(2.29)

with \( Y \) being a conformal Killing vector and where we introduced a new vector \( \Upsilon \) with components

\[
\Upsilon^\mu = Y^\mu + \frac{m^2}{\pi v^2} f^\mu.
\]

(2.30)

This vector expresses a mass dependent distortion of the proper conformal Killing vectors \( Y \). It can be seen that the contribution of \( f \) in \( I \) is relevant only when \( Y \) is a proper CKV. That is, the pure Killing vectors still generate the known conserved expressions \( Y^\mu p_\mu \). It is only when \( Y \) is a proper CKV that a mass dependent modification is needed in order to have a conserved quantity.

The corresponding conservation law reads:

\[
d\frac{dI}{d\lambda} = -2n \Omega E_n(L) - \Upsilon^\mu E_\mu(L) - \frac{m^2}{n} \Omega \left( n^2 - \dot{u}^2 \right)
\]

(2.31)

where \( \Omega = \omega - \frac{m^2}{2\pi v} \mu u \). The right hand side is zero because of the Euler-Lagrange equations (2.25) and the known first integral (2.26). The two first terms in the right hand side of (2.31) is the result of what you get when you take the total derivative of a typical Noether charge; a linear combination of the Euler-Lagrange equations. The existence of the last term in (2.31) however, is something different. It is not an equation of motion, but a first order relation, which is zero due to an already known conserved charge. In other words, relation (2.31) gives us a conservation law which holds due to the given constant value of another known integral of the motion. In the next section we are going to study what is the exact relation of the vector \( \Upsilon \) in (2.30) and the conserved charge \( I \) of (2.29) with the Noether symmetries of this system.

### 2.4 Relation to a Noether symmetry

In section 2.2, we gave a brief description of the typical Noether symmetry approach. As can be seen by (2.16), linear in the momenta integrals of motion of the form \( I = X^\mu p_\mu \) are given by point symmetry generators, i.e. vectors whose components depend purely on the dependent and independent variables (no higher order or non-local dependence):

\[
X = X^\mu(\lambda, n, x) \frac{\partial}{\partial x^\mu}.
\]

(2.32)
By utilizing the symmetry criterion (2.14) it is easy to derive that, for the pp-wave space-time, as for any metric, only the Killing vectors of the space-time generate point symmetries of this form. In particular, for massive geodesics \( m \neq 0 \), we get that \( X \) is a symmetry if \( \mathcal{L}_X g_{\mu\nu} = 0 \). On the other hand, as we saw in the previous section, we were able to write the conserved quantity appearing in (2.29), which is a linear in the momenta integral of the motion, but which is generated by a mass dependent distortion of the conformal Killing vectors of the metric, the vector \( \Upsilon \) in (2.30). The latter appears to generate a linear conserved charge even though it is not a Noether symmetry. Let us mention here that conserved quantities are not all necessarily of Noetherian origin. However, in this case, we shall demonstrate that there is actually a relation of \( \Upsilon \) to a formal Noether symmetry.

In order to reveal the true Noether symmetry it is enough to naively substitute the constant ratio \( \frac{m^2}{\pi^2} \) that we see in (2.30)\(^1\) with its dynamical equivalent. In other words lets us substitute \( m^2 \) from (2.6b), with respect to velocities, and \( \pi v = p_v = \frac{\partial L}{\partial \dot{v}} = \frac{\dot{u}}{\dot{v}} \), then we obtain

\[
\frac{m^2}{\pi^2} = -\frac{g_{\mu\nu}\dot{x}^\mu\dot{x}^\nu}{\dot{u}^2}. \tag{2.33}
\]

We may now write a new vector \( \tilde{\Upsilon} \) whose components are defined as

\[
\tilde{\Upsilon}^\mu := \Upsilon^\mu|_{(m,\pi_v)\rightarrow \dot{x}} = Y^\mu - \frac{g_{\mu\nu}\dot{x}^\mu\dot{x}^\nu}{\dot{u}^2} \tilde{f}^\mu, \tag{2.34}
\]

where \( \tilde{f} := f|_{(m,\pi_v)\rightarrow \dot{x}} \). Let us consider the first prolongation of this vector, with the help of formula (2.15), in order to extend it in the space of the velocities

\[
\text{pr}^{(1)} \tilde{\Upsilon} = \tilde{\Upsilon}^\mu \frac{\partial}{\partial x^\mu} + \tilde{\Upsilon}^\mu \frac{\partial}{\partial \dot{x}^\mu} = \left( Y^\mu - \frac{g_{\mu\nu}\dot{x}^\mu\dot{x}^\nu}{\dot{u}^2} \tilde{f}^\mu \right) \frac{\partial}{\partial x^\mu} + \left( \dot{Y}^\mu - \frac{g_{\mu\nu}\dot{x}^\mu\dot{x}^\nu}{\dot{u}^2} \tilde{f}^\mu \right) \frac{\partial}{\partial \dot{x}^\mu}. \tag{2.35}
\]

The second equality in the above relation holds on mass shell. The components \( \dot{\tilde{\Upsilon}}^\mu \) in general contain accelerations, which however can be eliminated by using the Euler-Lagrange equations (2.25b)-(2.25d) or equivalently by remembering that the ratio containing velocities in (2.34) is an on mass shell constant.

It is easy to verify that \( \text{pr}^{(1)} \tilde{\Upsilon}(L) = 0 \), which means that the vector \( \tilde{\Upsilon} \) is a Noether symmetry of the action. However, it is not a point symmetry, since its components in (2.34) contain dependence on the first derivatives. The vector \( \tilde{\Upsilon} \) constitutes a higher order or a hidden symmetry. The corresponding conserved charge, \( \tilde{I} \), which is generated by symmetry (2.34), is connected to the \( I \) of (2.29) in the same manner that the \( Y \) is connected to the \( \Upsilon \)

\[
\tilde{I} := I|_{(m,\pi_v)\rightarrow p} = Y^\alpha p_\alpha - \frac{g^{\alpha\beta}(f|_{(m,\pi_v)\rightarrow p})^\gamma p_\alpha p_\beta p_\gamma}{K^\mu\nu p_\mu p_\nu}. \tag{2.36}
\]

In the above relation we have substituted the constant ratio (2.33) with respect to the momenta, as \( \frac{m^2}{\pi^2} = -\frac{g_{\mu\nu}p_\mu p_\nu}{p_\nu^2} \) and we have used the trivial second rank Killing tensor \( K = \ell \otimes \ell = \partial_v \otimes \partial_v \), which is constructed out of the covariantly constant Killing vector \( \ell \). It is clear that \( \pi_v^2 = p_v^2 =

\(^1\)Note that there is an extra \( \frac{m^2}{\pi^2} \) term inside the \( f^\nu \) component of \( f \), see relation (2.28b), which also needs to be substituted.
The total derivative of $\tilde{I}$ with respect to the parameter $\lambda$, is zero purely by virtue of the Euler-Lagrange equations (2.25).

We thus have, a higher order symmetry generator $\tilde{\Upsilon}$ whose components are given in (2.34). This generates a Noether charge, $\tilde{I}$, that is a rational function in the momenta. The interesting coincidence is that, on mass shell, part of this ratio is already constant, equal to $\frac{m^2}{\pi^2}$. This leads to the reduced expression of the original conserved quantity, which we denoted with $I$, and which has a linear dependence on the momenta. This reduced charge seems as if generated by a mass dependent distortion of the conformal Killing vectors of the metric; the vector $\Upsilon$ with its components supplied by (2.30). The latter, even though it is not a formal Noether symmetry, has some interesting geometrical implications that offer a generalization of what we see happening in pp-waves.

2.5 Geometric interpretation and generalizations

It is interesting to study, whether this nice coincidence that we encountered in the case of pp-wave space-times, where a higher order symmetry of the geodesics is revealed as a mass dependent distortion of the conformal Killing vectors, can be generalized to include other geometries. We shall see that in principle this is possible, in fact let us first state that:

**Theorem 1.** For a given manifold with metric $g_{\mu\nu}$, which admits a second rank Killing tensor $K_{\mu\nu}$, any space-time vector $\Upsilon$ satisfying

$$\mathcal{L}_\Upsilon g_{\mu\nu} = 2\Omega(x) \left(g_{\mu\nu} + \frac{m^2}{\kappa} K_{\mu\nu}\right),$$  

(2.37)

produces a linear in the momenta conserved charge $I = \Upsilon^\alpha p_\alpha$ for the corresponding geodesic system by virtue of the Hamiltonian constraint (2.8) and the conserved charge $K^{\mu\nu} p_\mu p_\nu = \kappa$.

The proof can be easily deduced by simply taking the Poisson bracket of $I$ with the Hamiltonian constraint (2.8), which plays the principal role in the time evolution:

$$\{I, \mathcal{H}\} = \{\Upsilon^\alpha p_\alpha, g^{\mu\nu} p_\mu p_\nu + m^2\} = - (\mathcal{L}_\Upsilon g^{\mu\nu}) p_\mu p_\nu = 2\Omega(x) \left(g^{\mu\nu} + \frac{m^2}{\kappa} K^{\mu\nu}\right) p_\mu p_\nu$$

(2.38)

with the second equation being valid due to having $K^{\mu\nu} p_\mu p_\nu = \kappa$. That is, the integral of motion $I$ is related to the constant value of the known quadratic integral. In the pp-wave case, we had $\Omega = \omega - \frac{m^2}{2\kappa} \mu \mu$, where $\omega$ is the conformal factor ($\mathcal{L}_\Upsilon g_{\mu\nu} = 2\omega g_{\mu\nu}$), $\Upsilon$ given by (2.30), $K = \ell \otimes \ell$ and $\kappa = \frac{\pi^2}{4}$.

In addition to the above, we can prove the following:

**Theorem 2.** If a space-time with metric $g_{\mu\nu}$, admits a second rank Killing tensor $K(\neq g)$ and a vector $\Upsilon = \Upsilon(x, \frac{m^2}{\kappa})$ satisfying (2.37), then the

$$\tilde{\Upsilon} = \Upsilon(x, \frac{-g^{\mu\nu} \hat{x}_\mu \hat{x}_\nu}{K_{\alpha\beta} \hat{x}^\alpha \hat{x}^\beta}),$$

(2.39)

is a higher order Noether symmetry generator of the geodesic action, yielding the conserved charge of the form

$$\tilde{I} = \tilde{\Upsilon}^\alpha p_\alpha.$$  

(2.40)
The proof is quite straightforward to derive and makes use of the fact that $K$ is a Killing tensor; it does not necessarily require that the space-time is a pp-wave. It can be found in detail in the appendix B.

In the pp-wave case we saw that the vectors satisfying (2.37) obtain the nice form

$$\Upsilon = Y + \frac{m^2}{\kappa}f.$$  \hspace{1cm} (2.41)

An important observation is, that the vectors $\Upsilon$ do not necessarily close an algebra. In principle this seems counter-intuitive from our usual experience, but it becomes better understood if we think of our situation in terms of the Poisson bracket formalism. Remember that the linear $I$ of the (2.29) are the on mass shell reduced expressions of the actual charges $\tilde{I}$ of (2.36). The Poisson bracket of two reduced charges $I$ will not necessarily give something which happens to also be a reduced expression of some higher order charge. It is the Poisson brackets between two $\tilde{I}$ charges that are bound to be conserved, not those involving the $I$. The vectors $\Upsilon$ are not the actual symmetries, they offer a convenient reduction scheme that allows for simpler calculations and to reveal the higher order - true Noether - symmetries $\tilde{\Upsilon}$, which would be quite more difficult to derive in the conventional manner.

The relation (2.37) satisfied by $\Upsilon$, reveals the latter as a generator of disformal transformations. These form a generalization of conformal transformations and where initially introduced by Bekenstein [70]. Usually, a disformal transformation of the metric is written as

$$\hat{g}_{\mu\nu} = A(x)g_{\mu\nu} + B(x)\ell_\mu\ell_\nu.$$  \hspace{1cm} (2.42)

where $\hat{g}_{\mu\nu}$ is a new “physical” metric, $\ell_\mu$ is the gradient of some scalar field, i.e. $\ell_\mu = \nabla_\mu \phi$, and $A(x)$, $B(x)$ are scalar functions of the space-time [71]. One motivation behind the introduction of disformal transformations, was to connect different scalar-tensor theories [72]. For further uses and applications of disformal transformations see [73–78]. We may generalize (2.42), by defining a transformation of the form $\hat{g}_{\mu\nu} = A(x)g_{\mu\nu} + B(x)K_{\mu\nu}$, with $K$ any second rank tensor, which would be compatible with (2.37). In the pp-wave case, a vector like $\Upsilon$, satisfying a relation like (2.37) for $K_{\mu\nu} = \ell_\mu\ell_\nu$ with $\ell = \partial_v$ a null, Killing vector, is referred as a null-like disformal Killing vector in the terminology of [71]. The $\ell$ can be also written as the gradient of some scalar field $\ell_\mu = \nabla_\mu \phi$, where $\phi = u$. Thus, in the pp-wave case, the vectors $\Upsilon$ generate disformal transformations in accordance with definition (2.42). We need to note that, in the original definition [70], the functions $A$ and $B$ depended only on the scalar field $\phi$ and the inner product $\ell^\mu\ell_\mu = \nabla_\mu \phi \nabla^\mu \phi$. Obviously this is more restrictive than requiring $A$ and $B$ to be space-time functions.

The existence of a vector $\Upsilon$ satisfying (2.37) signifies that, in order for these conserved charges to appear, there must exist a coordinate transformation, which at the same time is a disformal transformation of the metric involving a Killing tensor $K$. We may proceed to examine an example of a different metric admitting such symmetries.

### 2.5.1 The de Sitter example

As we demonstrated, for pp-waves, you can satisfy equation (2.37) by distorting appropriately the conformal Killing vectors of the metric. This raises the question, whether there exist other space-times which also have this property and for which we can derive hidden symmetries.
through (2.37). One obvious answer is the flat space, since all the relations that we used for pp-waves can lead trivially to the Minkowski space (in light-cone coordinates) by simply setting the profile function, \( H(u, x, y) \), in the line-element (2.20), equal to zero. Here, we report another example in the form of the de Sitter universe corresponding to a spatially flat Friedmann–Lemaître–Robertson–Walker (FLRW) space-time that solves Einstein’s equations with a cosmological constant.

If we write the line-element in Cartesian coordinates \( x = (t, x, y, z) \) we have
\[
\begin{align*}
\mathrm{d}s^2 &= -\mathrm{d}t^2 + e^{lt} \left( \mathrm{d}x^2 + \mathrm{d}y^2 + \mathrm{d}z^2 \right),
\end{align*}
\]
where \( l \) denotes the constant associated with the value of the Ricci scalar, \( R = 3l^2 \) and the cosmological constant \( \Lambda = \frac{3l^2}{4} \), for which the metric (2.43) satisfies Einstein’s equations \( R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R + \Lambda g_{\mu\nu} = 0 \).

The Lagrangian that reproduces the geodesic equations is given by
\[
L = \frac{1}{2n} \left[ -\dot{t}^2 + e^{lt} \left( \dot{x}^2 + \dot{y}^2 + \dot{z}^2 \right) \right] - \frac{m^2}{2}
\]
and the equations themselves are equivalent to
\[
\begin{align*}
\dot{t}^2 - e^{lt} \left( \dot{x}^2 + \dot{y}^2 + \dot{z}^2 \right) - m^2 n^2 &= 0 \quad (2.45a) \\
\dot{t} &= \frac{n \dot{t}}{n} - \frac{1}{2}le^{lt} \left( \dot{x}^2 + \dot{y}^2 + \dot{z}^2 \right) \quad (2.45b) \\
\ddot{x}^i &= \dot{x}^i \left( \dot{n} - nl \dot{t} \right) / n \quad (2.45c)
\end{align*}
\]
where \( t(\lambda), x^i(\lambda) \) and \( n(\lambda) \) are all functions of \( \lambda \), which symbolizes the parameter along the curve.

The manifold where the motion takes place is maximally symmetric, thus possessing ten Killing vectors. They of course generate the corresponding linear in the momenta conserved charges of the geodesic equations. We refrain from giving their expressions here. We are more interested in the five proper conformal Killing vectors of the space-time, which, in these coordinates, are written as
\[
\begin{align*}
Y_0 &= e^{\frac{lt}{2}} \partial_t, \quad Y_i = e^{\frac{lt}{2}} x^i \partial_t - \frac{2}{l} e^{-\frac{lt}{2}} \partial_i \\
Y_4 &= e^{-\frac{lt}{2}} \left( \frac{4}{l^2} - x^j x_j \right) \partial_t - \frac{4}{l} e^{-\frac{lt}{2}} x^i \partial_i,
\end{align*}
\]
where now \( i, j = 1, 2, 3 \) and \( x^i = (x, y, z) \). The \( i, j \) indices are raised and lowered with the spatial part of the metric \( g_{ij} = e^{lt} \delta_{ij} \). These vectors generate conserved charges only when \( m = 0 \) (null geodesics).

Let us see how they can be distorted to generate conserved quantities in the massive case. First, let us construct the trivial Killing tensor \( K = \partial_i \otimes \partial_i \) out of the sum of the tensor products of the Killing vectors that constitute the spatial translations. Its covariant components are
\[
K_{\mu\nu} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & e^{2lt} & 0 & 0 \\
0 & 0 & e^{2lt} & 0 \\
0 & 0 & 0 & e^{2lt}
\end{pmatrix}
\]
and of course we have $\nabla(\kappa K_{\mu\nu}) = 0$. By using equation (2.37), we find the following five vectors that satisfy it for appropriate functions $\Omega(x)$:

$$
\Upsilon_0 = \frac{e^{\frac{1}{2}t}}{(\frac{m^2}{\kappa} + 1)^{\frac{1}{2}}} \partial_t, \quad \Upsilon_i = \frac{e^{\frac{1}{2}t}}{(\frac{m^2}{\kappa} + 1)^{\frac{1}{2}}} x^i \partial_t - \frac{2}{l} e^{-\frac{1}{2}t} \left( \frac{m^2}{\kappa} + 1 \right)^{\frac{1}{2}} \partial_i
$$

$$
\Upsilon_4 = \frac{e^{-\frac{1}{2}t}}{(\frac{m^2}{\kappa} + 1)^{\frac{1}{2}}} \left( \frac{4}{l^2} - x^j x_j \right) \partial_t - \frac{4}{l} e^{-\frac{1}{2}t} \left( \frac{m^2}{\kappa} + 1 \right)^{\frac{1}{2}} x^i \partial_i.
$$

(2.48)

Notice that by setting $m = 0$ in (2.48) we obtain the proper conformal Killing vectors (2.46). Due to theorem 2 we expect the vectors $\tilde{\Upsilon}$, that emerge by substituting the constant ratio $\frac{m^2}{\kappa}$ in (2.48) with the expression

$$
\frac{m^2}{\kappa} = -g^{\mu\nu} p_\mu p_\nu = \frac{p_\mu p_\mu}{p_x^2 + p_y^2 + p_z^2} = e^{-2t} \left( \frac{\dot{x}^2}{\dot{x}^2 + \dot{y}^2 + \dot{z}^2} - e^{lt} \right),
$$

(2.49)

are higher order symmetries of the Lagrangian. Truly, it can be easily verified that the resulting $\tilde{\Upsilon}(x, \dot{x}) := \Upsilon|_{eq (2.49)}$ satisfy $pr(1)\tilde{\Upsilon}(L) = 0$ and form higher order Noether symmetries, whose charges are the $\tilde{I} = \tilde{\Upsilon}^\alpha p_\alpha$. As an example let us take the conserved charge corresponding to the

$$
\tilde{I}_0 = \frac{e^{\frac{1}{2}t}}{\left( \frac{\dot{x}^2}{\dot{x}^2 + \dot{y}^2 + \dot{z}^2} \right)^{\frac{1}{2}}} \partial_t
$$

(2.50)

which reads

$$
\tilde{I}_0 = \frac{e^{\frac{1}{2}t}}{\left( \frac{\dot{x}^2}{\dot{x}^2 + \dot{y}^2 + \dot{z}^2} \right)^{\frac{1}{2}}} \partial_t = \frac{e^{\frac{1}{2}t}}{n} \left( \frac{e^{-lt} \dot{x}^2}{\dot{x}^2 + \dot{y}^2 + \dot{z}^2} \right)^{\frac{1}{2}}.
$$

(2.51)

It is straightforward to see that $\frac{d\tilde{I}_0}{dx} = 0$ due to (2.45b) and (2.45c). The corresponding on mass shell reduced expression of the charges $\tilde{I}$ are given by the $\tilde{I} = \tilde{\Upsilon}^\alpha p_\alpha$, which are conserved on account of $m^2 = \frac{1}{n} \left[ \dot{t} - e^{lt} (\dot{x}^2 + \dot{y}^2 + \dot{z}^2) \right]$ and $\kappa = \frac{e^{2t}}{n} (\dot{x}^2 + \dot{y}^2 + \dot{z}^2)$.

We thus see that there exist geometries beyond pp-waves, where the conformal Killing vectors of the space admit mass dependent distortions. These generate additional conserved quantities when $m \neq 0$.

Up to now, we considered geodesics in (pseudo-)Riemannian geometry and saw how the symmetry breaking owed to the mass can lead to the appearance of new classes of symmetries. In the following sections we shall depart from the (pseudo-)Riemannian case, in order to introduce another symmetry breaking parameter. This will be realized through considering a more general, Finslerian, geometry and in particular that of a Bogoslovsky space-time, which involves a Lorentz violating parameter $b$.

3 The Bogoslovsky-Finsler line-element

We start this section with some generic information on Finsler geometry, so as to facilitate the following presentation. In Finsler geometry we consider a general line-element of the form

$$
ds_F^2 = F(x, dx)^2,
$$

(3.1)
where $F(x, dx)$ is a function homogeneous of degree one in the $dx^\mu$, that is, $F(x, \sigma dx) = \sigma F(x, dx)$ for every $\sigma > 0$. This is a generalization which contains the (pseudo-)Riemannian case, where the $F^2$ is simply quadratic in the $dx^\mu$. A metric tensor can still be introduced as

$$G_{\mu\nu}(x, dx) = -\frac{1}{2} \frac{\partial^2 F^2}{\partial(dx^\mu)\partial(dx^\nu)}$$

and thus write

$$ds_F^2 = G_{\mu\nu}(x, dx) dx^\mu dx^\nu,$$  

(3.3)

with the difference that the metric $G_{\mu\nu}$ now, in contrast to the Riemannian $g_{\mu\nu}$, carries a dependence on the differentials $dx^\mu$. The equality of (3.1) and (3.3) is obtained with the use of Euler’s theorem for homogeneous functions and from exploiting the fact that $F^2$ is a homogeneous function of degree two in the $dx^\mu$. Given a Finsler function $F(x, dx)$ we may also express the line-element as

$$ds_F^2 = F(x, dx)^2 = F(x, dx) g_{\mu\nu}(x) dx^\mu dx^\nu$$

(3.4)

where $F(x, dx)$ is a function homogeneous of degree zero in $dx$.

Bogoslovsky [79,80] introduced a line-element of the form

$$ds_F^2 = \eta_{\mu\nu} dx^\mu dx^\nu \left[ (\ell_\mu dx^\mu)^2 - \eta_{\mu\nu} dx^\mu dx^\nu \right]^b$$

(3.5)

where $0 < b < 1$ is a dimensionless parameter, $\eta_{\mu\nu} = \text{diag}(-1, 1, 1, 1)$, $\nabla_\mu \ell^\nu = 0$, $\eta_{\mu\nu} \ell^\mu \ell^\nu = 0$ and $\ell^0 > 0$. This serves as a generalization of Special Relativity where the isotropy is broken in a preferred direction, which is set by the future directed null vector $\ell$. The symmetries of line-element (3.5) have been studied in [81] and are identified to form the eight dimensional group named $DISIM_b(2)$, which is a deformation of the $ISIM(2)$ group of Very Special Relativity [82]. This lower symmetry count, in comparison to the ten dimensional Poincaré group of the quadratic line-element $ds^2 = \eta_{\mu\nu} dx^\mu dx^\nu$, implies that we have another symmetry breaking effect owed to the anisotropy parameter $b$.

Bogoslovsky’s theory has an obvious generalization to a curved space with the substitution $\eta_{\mu\nu} \mapsto g_{\mu\nu}$ [83,84]. In the case of a pp-wave space-time we can set as the preferred direction the covariantly constant null vector $\ell = \partial_\nu$. Then, the line-element of the Finslerian extension is written as

$$ds_F^2 = g_{\mu\nu} dx^\mu dx^\nu \left[ K_{\alpha\beta} dx^\alpha dx^\beta \right]^b$$

(3.6)

where, we made the use of the $K_{\alpha\beta} dx^\alpha dx^\beta = (\ell_\mu dx^\mu)^2 = du^2$ of the pp-wave case - remember that $K_{\mu\nu} = \ell_\mu \ell_\nu$.

For line-elements of the form of (3.6), appearing in this Finslerian version of pp-waves, there exists an interesting theorem owed to Roxburgh and proven in [85]. In brief it states that, if in the Finslerian line-element (3.4) the function $F(x, dx)$ is such, so that

$$F(x, dx) = F \left( \frac{\left( K_{\mu_1 \ldots \mu_k}(x) dx^{\mu_1} \ldots dx^{\mu_k} \right)^\frac{1}{2}}{g_{\mu\nu}(x) dx^\mu dx^\nu} \right),$$

(3.7)
with $K_{\mu_1...\mu_k}(x)$ a tensor of rank $k$, which is covariantly constant ($\nabla_\kappa K_{\mu\nu} = 0$) with respect to the connection associated with $g_{\mu\nu}$, then the geodesics of $ds_F^2$ are identical to those produced by the Riemannian metric $g_{\mu\nu}$ and the typical quadratic line-element $ds^2 = g_{\mu\nu}dx^\mu dx^\nu$.

Obviously, the pp-wave case falls into this category since $\ell$ is covariantly constant and hence so is $K_{\mu\nu}$. Thus, Finslerian pp-waves of this type basically produce the same geodesics as the Riemannian case. However, the physically related parameters are indeed affected by the presence of $b \neq 0$. What is more, we are going to see that interesting changes take place in what regards the symmetry structure of the system and - what the mass does when breaking the conformal Killing symmetries in the Riemannian case - now the parameter $b$ also does it to certain isometries of the base metric $g_{\mu\nu}$.

### 4 Geodesics and a new conservation law

The geodesic Lagrangian for the Finslerian line-element $ds_F^2$ of (3.5) is given by

$$L_F = -m\sqrt{-F^2},$$

or equivalently, in the einbein formalism, by

$$L = \frac{1}{2n} G_{\mu\nu}(x, \dot{x})\dot{x}^\mu \dot{x}^\nu - \frac{m^2}{2},$$

which is of the same form as (2.2) with the difference that instead of $g_{\mu\nu}$, it now involves the Finsler metric $G_{\mu\nu}(x, \dot{x})$ defined in (3.2).

The (geodesic) Euler-Lagrange equations for the degrees of freedom $x^\mu$ are equivalent to

$$\ddot{x}^\mu + \gamma^\mu_{\kappa\lambda} \dot{x}^\kappa \dot{x}^\lambda = x^\mu \frac{d}{d\lambda} (\ln n),$$

where $\gamma^\mu_{\kappa\lambda} = \frac{1}{2} G^{\mu\sigma} \left( \frac{\partial G_{\sigma\lambda}}{\partial x^\kappa} + \frac{\partial G_{\sigma\kappa}}{\partial x^\lambda} - \frac{\partial G_{\kappa\lambda}}{\partial x^\sigma} \right)$ are the Christoffel symbols with respect to the metric $G_{\mu\nu}$. The Euler-Lagrange equation for the einbein field, $n$, yields the constraint

$$\frac{1}{n^2} G_{\mu\nu}(x, \dot{x})\dot{x}^\mu \dot{x}^\nu + m^2 = 0.$$  

The momenta are given by

$$p_\kappa = \frac{\partial L_n}{\partial \dot{x}^\mu} = \frac{1}{n} G_{\mu\kappa} \dot{x}^\mu,$$

which looks similar to the relation of the Riemannian case, but this time the right hand side is not linear in the velocities. We note that the extra term that would appear, due to the dependence of $G_{\mu\nu}$ on the velocities, is identically zero by virtue of the definition (3.2) and the fact that the Finsler metric, $G_{\mu\nu}$, is a homogeneous function of degree zero in the velocities; this term would be proportional to

$$\frac{\partial G_{\mu\nu}}{\partial \dot{x}^\kappa} \dot{x}^\mu \dot{x}^\nu = -\frac{1}{2} \frac{\partial^3 F^2}{\partial \dot{x}^\mu \partial \dot{x}^\nu \partial \dot{x}^\kappa} \dot{x}^\mu \dot{x}^\nu \dot{x}^\kappa \dot{x}^\lambda = \frac{\partial G_{\mu\kappa}}{\partial \dot{x}^\nu} \dot{x}^\kappa \dot{x}^\mu \dot{x}^\nu = 0.$$  

The last equality holds due to Euler’s theorem on homogeneous functions, which in this case implies $\frac{\partial G_{\mu\kappa}}{\partial \dot{x}^\nu} \dot{x}^\nu = 0$ (see 2.5 for $k = 0$).
We may thus once more write the Hamiltonian constraint as
\[ \mathcal{H} = G^{\mu\nu}(x,p)p_\mu p_\nu + m^2 \approx 0, \quad (4.7) \]
assuming that we have managed to invert relations (4.5) and thus express the velocities with respect to the momenta. If we want to look for a linear in the momenta conserved quantity of the form \( I = \Upsilon^\mu p_\mu \), we need to demand \( \{ I, \mathcal{H} \} \approx 0 \). We use the weak equality here because, due to the Hamiltonian constraint (4.7), which is bound to be zero, it is enough that the Poisson bracket produces something multiple of the constraint. The Poisson bracket is calculated to be
\[ \{ I, \mathcal{H} \} = - \left( \Upsilon^\sigma \frac{\partial G^{\mu\nu}}{\partial x^\sigma} + G^{\mu\sigma} \frac{\partial \Upsilon^\nu}{\partial x^\sigma} + G^{\sigma\nu} \frac{\partial \Upsilon^\mu}{\partial x^\sigma} \right) p_\mu p_\nu \]
\[ = \frac{1}{n^2} \left( \Upsilon^\sigma \frac{\partial G^{\mu\nu}}{\partial x^\sigma} - G_{\mu\sigma} \frac{\partial \Upsilon^\nu}{\partial x^\sigma} - G_{\sigma\nu} \frac{\partial \Upsilon^\mu}{\partial x^\sigma} \right) \dot{x}^\mu \dot{x}^\nu, \quad (4.8) \]
where, in the last equality, we made the transition to velocity phase space coordinates by utilizing (4.5). In the parenthesis we recognize what would be the Lie derivative of \( G_{\mu\nu} \) if the latter had no dependence in the velocities. Once more, an additional appearing term of the form \( \frac{\partial \Upsilon^\kappa}{\partial x^\sigma} \frac{\partial G^{\mu\nu}}{\partial p_\sigma} p_\mu p_\nu p_\kappa \) has been set to zero because
\[ \frac{\partial G^{\mu\nu}}{\partial p_\sigma} p_\mu = \frac{\partial G^{\mu\nu}}{\partial \dot{x}^\kappa} \frac{\partial \dot{x}^\kappa}{\partial p_\sigma} p_\mu = -G^{\lambda\nu} G^{\sigma\mu} \frac{\partial G_{\lambda\tau}}{\partial \dot{x}^\kappa} \frac{\partial \dot{x}^\kappa}{\partial p_\sigma} G_{\mu\rho} \dot{x}^\rho = -G^{\lambda\nu} \frac{\partial \dot{x}^\kappa}{\partial p_\sigma} \frac{\partial G_{\lambda\rho}}{\partial \dot{x}^\kappa} \dot{x}^\rho = 0. \quad (4.9) \]
The last equality holds again due to Euler’s theorem.

For the line-element of (3.6) the corresponding Finsler metric \( G_{\mu\nu} \) reads
\[ G_{\mu\nu}(x,\dot{x}) = 2b(1-b) \left[ g_{\sigma\mu} g_{\tau\nu} \frac{K^b}{G^{1+b}} + (g_{\sigma\mu} K_{\tau\nu} + g_{\sigma\nu} K_{\tau\mu}) \frac{K^{b-1}}{G^b} + K_{\sigma\mu} K_{\tau\nu} \right] \frac{K^{b-2}}{G^{1-b}} \dot{x}^\sigma \dot{x}^\tau \]
\[ = (1-b) g_{\mu\nu} \frac{K^b}{G^b} - b K_{\mu\nu} \frac{K^{b-1}}{G^{b-1}}, \quad (4.10) \]
where, for abbreviation, we use \( K = K_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \) and \( G = -g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \). When we insert the metric (4.10) inside (4.8) and consider the equation \( \{ I, \mathcal{H} \} \approx 0 \), we arrive at
\[ \{ I, \mathcal{H} \} = \frac{1}{n^2} \left[ (1-b) (\mathcal{L}_\Upsilon g_{\mu\nu}) \frac{\dot{x}^\mu \dot{x}^\nu K^b}{G^b} - b (\mathcal{L}_\Upsilon K_{\mu\nu}) \frac{\dot{x}^\mu \dot{x}^\nu K^{b-1}}{G^{b-1}} \right] \approx 0, \quad (4.11) \]
where \( \mathcal{L}_\Upsilon \) now stands for the Lie derivative with respect to the vector \( \Upsilon \).

In the case where \( K_{\mu\nu} \) is a covariantly constant Killing vector, which means that, according to Roxburg’s theorem [85], the (4.3) become the Riemannian (2.6a), the \( K \) and \( G \) are constants of the motion. Let us set the on mass shell constant value of their ratio as \( \frac{K}{G} = \frac{\dot{x}^\mu}{\dot{x}^\nu} = \frac{M_b}{M_{b-1}} \). Then, the condition (4.11) becomes
\[ \{ I, \mathcal{H} \} = \frac{1}{n^2} \mathcal{L}_\Upsilon \left( \frac{1-b}{M_{2b}} g_{\mu\nu} - \frac{b}{M_{2(b-1)}} K_{\mu\nu} \right) \dot{x}^\mu \dot{x}^\nu \approx 0. \quad (4.12) \]
The equality to zero is sufficient to be satisfied on mass shell. By taking an example from the Riemannian case, we may relax it to formulate the following:
Theorem 3. Consider the Bogoslovsky space described by the line-element (3.6). If $K$ is a second rank covariantly constant Killing tensor of $g$, and there exists a vector $\Upsilon$ satisfying

$$L_{\Upsilon} \left( g_{\mu\nu} - \frac{b}{1-b} M_b^2 K_{\mu\nu} \right) = 2\Omega(x) \left( g_{\mu\nu} + M_b^2 K_{\mu\nu} \right),$$

(4.13)

where the constant $M_b$ of the geodesic motion is defined as $M_b^{-2} = \frac{K_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}{-g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}$, then the $I = \Upsilon^\mu p_\mu$ is conserved along the geodesics.

The proof is straightforward. When we contract the right hand side of equation (4.13) with the velocities we obtain something which is on mass shell zero

$$\{I, \mathcal{H}\} \propto \frac{2\Omega}{n^2} \left( g_{\mu\nu} + M_b^2 K_{\mu\nu} \right) \dot{x}^\mu \dot{x}^\nu = \frac{2\Omega}{n^2} \left( -M_b^2 K_{\mu\nu} \dot{x}^\mu \dot{x}^\nu + M_b^2 K_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \right) = 0$$

(4.14)

by simply using the fact that

$$M_b^{-2} = \frac{K_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}{-g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}. \quad (4.15)$$

For the condition (4.13) we have not made any assumption about the space-time e.g. if it is going to be a pp-wave or not. The only thing that is needed is for $K$ to be covariantly constant with respect to the Levi-Civita connection compatible with $g_{\mu\nu}$, i.e. $\nabla_\kappa K_{\mu\nu} = 0$. We may also notice that on the left hand side of (4.13) there appears a metric disformally related to the original $g_{\mu\nu}$

$$\hat{g}_{\mu\nu} = g_{\mu\nu} - \frac{b}{1-b} M_b^2 K_{\mu\nu}. \quad (4.16)$$

The Killing vectors of this metric, satisfy (4.13) for $\Omega = 0$. In the next section we proceed to study what happens in the case where $g$ is a pp-wave metric.

5 The distorted symmetry vector in Finslerian pp-waves and in flat space

Let’s consider the metric $g$ of a pp-wave space-time derived from (2.20) and take as $K_{\mu\nu}$ the “square” of the covariantly constant vector $\ell = \partial_x$. A study on the integrability of the corresponding geodesic equations based on conventional integrals of motion has been given previously in [52]. Here, we concentrate on the quantities that condition (4.13) generates. The Finslerian geodesic Lagrangian (4.1), is written as

$$L_F = -m\sqrt{-\hat{F}^2} = -m \dot{u}^{b} \left( -H(u, x, y) \dot{u}^2 - 2 \dot{u} \dot{v} - \delta_{ij} x^i x^j \right)^{\frac{1-b}{2}}. \quad (5.1)$$

Once more, we use the coordinates $x^\mu = (u, v, x^i)$, as we did in section 2.3. In the case $b = 0$, the Lagrangian $L_F$ reduces to the usual square root Lagrangian of the Riemannian geodesics. The dynamically equivalent Lagrangian in the einbein formalism is given by

$$L = -\frac{1}{2n} \dot{u}^{2b} \left( -H(u, x, y) \dot{u}^2 - 2 \dot{u} \dot{v} - \delta_{ij} x^i x^j \right)^{1-b} - n \frac{m^2}{2} \quad (5.2)$$
and it reproduces a set of Euler-Lagrange equations equivalent to those of \( L_F \). The constraint equation (the Euler-Lagrange for \( n \)) leads to

\[
n = \pm \frac{\dot{u}^b}{m} \left( -H(u, x, y)\dot{u}^2 - 2\dot{u}\dot{v} - \delta_{ij}x^i x^j \right)^{\frac{1-b}{2}}. \tag{5.3}
\]

Substitution of (5.3) in (5.2) gives \( L = \pm L_F \). From now on - and to be consistent with the sign conventions assumed - wherever \( n \) is substituted from (5.3) the plus root is utilized, so that we obtain the correspondence \( L = L_F \).

Since \( \ell \) is covariantly constant, obviously the same holds for \( K = \ell \otimes \ell \), which we used to write (4.1). Thus, Lagrangians (5.1) and (5.2) are bound to generate the same geodesic equations as the (2.24) of the Riemannian case. It can be easily verified that this is true. Consequently, we expect that the same number of conserved quantities must be admitted in both systems. However, we need to mention, that it will not necessarily be the same vectors that generate symmetries. This is because, Lagrangians (5.1) and (5.2) are distinct from their Riemannian counterparts (obtained when \( b = 0 \)); they have a different functional dependence on velocities and this changes the form of the generating vectors.

An obvious symmetry that remains the same is the one owed to the covariantly constant vector \( \ell \), which tells us that the momentum in the \( v \) direction is again conserved. Truly, it is easy to see that we have the conserved charge

\[
p_v = \frac{\partial L}{\partial \dot{v}} = (1 - b) \frac{\dot{u}^{1+2b}}{n} \left( -H(u, x, y)\dot{u}^2 - 2\dot{u}\dot{v} - \delta_{ij}x^i x^j \right)^{-b} = \pi_v. \tag{5.4}
\]

Once more, we use the Greek letter \( \pi_v \) to denote the on mass shell constant value of the momentum \( p_v \). By combining (5.4) with (5.3) and remembering Eq. (4.15), it is easy to derive the relation

\[
M_b^2 = \left[ \frac{(1 - b)^2 m^2}{\pi_v^2} \right]^{1+\frac{b}{2}} \tag{5.5}
\]

among the constants of integration. The latter, gives us \( M_b \) in terms of the mass \( m \), the momentum \( \pi_v \) and the Lorentz violating parameter \( b \); obviously, when \( b = 0 \), \( M_0^2 = \frac{m^2}{\pi_v^2} \).

By solving equation (4.13), we now obtain the following vector

\[
\Upsilon^\mu = Y^\mu + M_b^2 f_1^\mu + \frac{b}{1 - b} M_b^2 f_2^\mu, \tag{5.6}
\]

where \( Y \) is a conformal Killing vector of the pp-wave metric \( g_{\mu\nu} \) (its components are given by Eqs. (2.21)) and \( f_1, f_2 \) are the acquired distortions. The first, is exactly the same as the one derived in (2.28) with the identification \( \frac{m^2}{\pi_v^2} \rightarrow M_b^2 \), i.e.

\[
f_1^\mu = 0, \tag{5.7a}
\]

\[
f_1^i = \frac{1}{2} u \left( x^i a'_i(u) - a'(u) + 2\bar{b}(u) - 2\mu v \right) + \frac{1}{2} x^i a_i(u) + \frac{\mu}{4} \delta_{ij}x^i x^j \\
+ \frac{a(u)}{2} - M_b^2 \frac{\mu}{4} u^2, \tag{5.7b}
\]

\[
f_1^i = - \frac{1}{2} u \left( \mu x^i + a_i(u) \right). \tag{5.7c}
\]
The second distortion is new and contributes only along the $v$ direction

$$f^u_2 = 0, \quad f^i_2 = 0 \quad (5.8a)$$

$$f^v_2 = \frac{\mu}{2} \delta_{ij} x^i x^j + a_i(u) x^i + a(u). \quad (5.8b)$$

An alternative way to write the expression for $\Upsilon$ using only the $Y$ vector components is

$$\Upsilon^\mu = Y^\mu + \sum_{n=1}^{2} M^n_b \frac{2n}{2n-1} \frac{\partial^n}{\partial u^n} Y^\mu + \frac{b + 1}{2(1 - b)} M^2_b \delta^\mu_v Y^u. \quad (5.9)$$

It can be checked that the quantity $I = \Upsilon^\mu \frac{\partial L}{\partial \dot{x}^\mu}$, made up from the vector (5.6), is a constant of the motion, by virtue of the already known conserved charge (5.4) and the constraint equation, which yields (5.3). The corresponding function $\Omega(x)$ for which $\Upsilon$ satisfies (4.13) is given by

$$\Omega(x) = x^i a'_i(u) + \bar{b}(u) - \mu \left( v + \frac{M^2_b}{2} u \right). \quad (5.10)$$

A first observation regarding the vector (5.6) is that the Lorentz violating parameter $b$ introduces an additional distortion in terms of the vector $f_2$. In what follows we are going to study more in detail this distortion and its nature. Apart from the pp-wave case, we will also comment separately on what happens in the flat case, $H(u, x, y) = 0$. The corresponding higher order symmetries of the flat case have been studied separately in [87].

Another interesting point is that, once more, if we take the basic vector (5.6) and substitute, in place of $M^2_b$, the ratio involving velocities, i.e. (4.15). Then, exactly as it happened in the Riemannian case, the induced vector $\tilde{\Upsilon} := \Upsilon|_{M^2_b = \frac{\epsilon}{\bar{b}}}$ forms a higher order symmetry vector satisfying the infinitesimal criterion of invariance with $p^{(1)} \tilde{\Upsilon}(L) = 0$. Hence, we again have a higher order Noether symmetry, whose on mass shell reduced expression yields the distorted space-time vector (5.6).

### 5.1 The non-flat case, $H(u, x, y) \neq 0$

In the non flat case, where the metric describes a pp-wave space-time, the most general expression of a Killing vector, $\mathcal{L}_\xi g_{\mu \nu} = 0$, is

$$\xi = (\alpha u + \beta) \partial_u + (\sigma - \alpha v - c'_i(u) x^i) \partial_v + (\gamma \epsilon_{ij} x^i + c_i(u)) \partial_j, \quad (5.11)$$

whose components are obtained from (2.21) when setting the functions, $a_i(u), \bar{b}(u)$ and the parameter $\mu$ appearing in the conformal factor (2.22) equal to zero and by introducing

$$a_i(u) = \alpha u + \beta, \quad c_i(u) = \gamma \quad \text{and} \quad M(u, x, y) = \sigma - c'_i(u) x^i. \quad (5.12)$$

Of course $H(u, x, y)$ has to also satisfy a certain partial differential equation, which is obtained from (A.1a) with the above substitutions together with $a_i(u) = \bar{b}(u) = \mu = 0$

$$\frac{1}{2} (\alpha u + \beta) \partial_a H + \frac{1}{2} \left( c_i(u) - \epsilon_{ij} x^i \right) \partial_j H + \alpha H - c''_i(u) x^i = 0. \quad (5.13)$$

---

We use the $\xi$ here to denote the subset of the $Y$ consisting only of the pure Killing vectors of the metric, i.e. those $Y$ corresponding to a conformal factor of $\omega(x) = 0$. 

---
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The constant parameters $\alpha, \beta, \gamma$ and $\sigma$ characterize the corresponding mono-parametric groups of motion; of them, the Killing vector owed to the parameter $\sigma$, i.e. $\xi_v = \ell = \partial_v$, is present in all pp-wave space-times. In total, a non-flat pp-wave can admit at most seven Killing vectors [54].

As we observe from (5.7) and (5.8) the modification owed to the presence of Killing fields has just to do with the function $a(u)$, since it is the only one appearing in the $f_{1\mu}$ and $f_{2\mu}$ components, which at the same time does not belong to the conformal factor $\omega$ of (2.22). From the linear expression of $a(u)$ in (5.12) we can also notice that no modification owed to the $f_{1\mu}$ can affect a Killing vector. The $\alpha u$ part is automatically cancelled in the component $f_{v1}$ by the combination $1/2 (a - ua') = \beta/2$; as it can be seen from (5.7b). The remaining $\beta$ constant is nothing but a contribution which can be subtracted by a constant multiple of the already known Killing field $\xi_v = \ell = \partial_v$ and thus the $f_{1\mu}$ can be cleared out from all modifications involving Killing fields.

On the contrary, the $f_{2\mu}$ modification is bound to contain parameter $\alpha$ (when the appropriate Killing field exists), see the $f_{v2}$ in (5.8b). The parameter $\beta$ can still be removed by subtracting a multiple of the existing symmetry $\ell$. As a result, whenever $g_{\mu\nu}$ is such that the vector associated with $\alpha$, $\xi_0 = u \partial_u - v \partial_v$, is Killing, i.e. $\mathcal{L}_{\xi_0} g_{\mu\nu} = 0$, then, $\xi_0$ is broken as a symmetry for the Finslerian space-time with $b \neq 0$. However, with the appropriate distortion owed to $f_2$ we may write the

$$\Upsilon_0 = u \partial_u + \left( \frac{b}{1-b} M^2_b u - v \right) \partial_v,$$

(5.15)

which generates a conserved charge $I = \Upsilon_0^\mu p_\mu$ in place of the broken symmetry. It is easy to check that, the $\Upsilon_0$ is a Killing vector of the disformally related metric (4.16), i.e. $\mathcal{L}_{\Upsilon_0} \hat{g}_{\mu\nu} = 0$. In other words, the modification that restores the broken Killing symmetry, satisfies (4.13) for $\Omega = 0$. We see thus that, in contrast to the $b = 0$ case, when $b \neq 0$, it is possible to have a modification over a Killing vector field instead of just proper CKVs. The introduction of $b$ can truly break isometries and one needs to add certain modifications, which on the mass shell lead to conserved quantities.

From the Riemannian case, we remember that the distorted conformal Killing vectors - being the reduced form of some formal symmetries - do not necessarily close an algebra. Here, we shall see that the $b$-dependent modification acquired in $\Upsilon_0$ does not alter the algebra status with the rest of the symmetry vectors. To demonstrate this, let us break down the $\xi$ of (5.11) with respect to the rest of the parameters. Then, we have the following possible Killing vectors: $\xi_u = \partial_u$, $\xi_{xy} = -y \partial_x + x \partial_y$ and of course the always present $\xi_v = \ell = \partial_v$. In addition to the above we may also have vectors of the form

$$\xi_{ci} = -c'_i(u)x^i \partial_v + c_i(u) \partial_j.$$

(5.16)

It is clear from the above expressions that the only commutator relation that is altered by the modification term appearing in (5.15) is the

$$[\Upsilon_0, \xi_u] = -\xi_u + \frac{b}{1-b} M^2_b \xi_v.$$

(5.17)

Even though this commutator brings about no problem in the closing of an algebra, in reality such a situation cannot arise for a non flat space-time, because $\xi_u$ and the non-modified vector
\( \xi_0 = u \partial_u - v \partial_v \) cannot be both Killing vectors for a non-flat metric of the form of \( g_{\mu\nu} \) (application of both \( \xi_u \) and \( \xi_0 \) leads to \( H(u, x, y) = 0 \)). Thus, the modified vector \( Y_0 \) is bound to close the same commutator relations as the original \( \xi_0 \) vector with the rest of the unbroken symmetries.

Finally, we can summarize that, in the pp-wave case, just one of the Killing vectors may acquire a distortion, the vector \( \xi_0 \). The distortion does not affect the property of closing an algebra with the rest of the Killing vectors of the original metric \( g_{\mu\nu} \). Any other acquired distortions will be associated with the existing proper conformal Killing vectors.

### 5.2 The flat case. “Reinstating” the Poincaré algebra.

The flat space trivially satisfies the same relations as those of a pp-wave case by simply setting \( H(u, x, y) = 0 \). The Bogoslovsky-Finsler line-element given by (3.5) yields the space-time of Deformed Very Special Relativity, which, in light-cone coordinates, it is written

\[
ds_F^2 = -\left(-2du dv - dx^2 - dy^2\right)^{1-b} (du)^{2b}.
\]

As we previously noticed, the geodesic motion is described either by (5.1) or (5.2) with the substitution \( H(u, x, y) = 0 \). It is known that the space-time possesses an eight-dimensional symmetry group, the \( DISIM_b(2) \), which was presented in [81] and which is a deformation of the \( ISIM(2) \) group of Very Special Relativity [82]. The symmetry generators of \( DISIM_b(2) \) are given by:

- **The translations**
  \[ T_u = \partial_u, \quad T_v = \partial_v, \quad T_i = \partial_i \] (5.19a)

- **the rotation**
  \[ R = x \partial_y - y \partial_x, \] (5.19b)

- **the (combination of boosts and rotations)**
  \[ B_{ui} = u \partial_i - x^i \partial_v \] (5.19c)

and a vector with an explicit dependence on \( b \)

\[ N_b = (b - 1) u \partial_u + (1 + b) v \partial_v + bx^i \partial_i. \] (5.20)

By looking at (5.19), we understand that the existence of the parameter \( b \), has broken the three of the rest of the Poincaré symmetries, namely the vectors

\[ B_0 = u \partial_u - v \partial_v \] (5.21a)
\[ B_{vi} = -x^i \partial_u + v \partial_{v}^i, \] (5.21b)

which now fail to produce conserved charges for the geodesic motion in the space characterized by (5.18).

In [87], it was shown that these symmetries are substituted by higher order symmetries, which are associated with the distorted vectors of the type that we study here. If we apply the condition (4.13) for the metric \( g_{\mu\nu} \) with \( H(u, x, y) = 0 \) we derive - except from the known symmetries (5.19) - the following additional vectors
• The distorted Killing (for \( b = 0 \)) vectors

\[
\Upsilon_0 = u \partial_u + \left( \frac{b}{1 - b} M_b^2 u - v \right) \partial_v
\]  
\( (5.22a) \)

\[
\Upsilon_{vi} = v \partial_x^i - x^i \partial_u - \frac{b}{1 - b} M_b^2 x^i \partial_v.
\]  
\( (5.22b) \)

• The distorted proper conformal Killing (when \( b = 0, m = 0 \)) vectors

\[
\Upsilon_D = (M_b^2 u + 2v) \partial_v + x^i \partial_i
\]  
\( (5.23a) \)

\[
\Upsilon_K = u^2 \partial_u + \frac{1}{2} \left( \frac{1 + b}{1 - b} M_b^2 u^2 - \delta_{ij} x^i x^j \right) \partial_v + u x^i \partial_i
\]  
\( (5.23b) \)

\[
\Upsilon_{C1} = \frac{\delta_{ij} x^i x^j}{2} \partial_u - \frac{1}{4} \left[ M_b^2 u^2 + M_b^2 \left( 4uv - \frac{1 - b}{1 + b} \delta_{ij} x^i x^j \right) + 4v^2 \right] \partial_v
\]  
\( (5.23c) \)

\[
\Upsilon_{kC2} = u x^k \partial_u + \left( \frac{1}{1 - b} M_b^2 u + v \right) x^k \partial_v - \frac{1}{2} \left( M_b^2 u^2 + 2uv + \delta_{ij} x^i x^j \right) \partial_k + x^k x^i \partial_i.
\]  
\( (5.23d) \)

All of the above yield linear in the momenta conserved quantities - we shall see an example of this later. We notice that the first set (5.22), consists of distortions of the Killing vectors (5.21) of \( g_{\mu\nu} \). The \( \Upsilon_0 \) and \( \Upsilon_{vi} \) are themselves Killing vectors, but of the disformally related metric \( \hat{g}_{\mu\nu} \) of (4.16), which in these coordinates reads

\[
\hat{g}_{\mu\nu} = \begin{pmatrix}
-\frac{b}{1 - b} M_b^2 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]  
\( (5.24) \)

Thus, we can now understand how the condition (4.13) works for the various vectors. The non-distorted symmetries (5.19) satisfy (4.13) by yielding \( \mathcal{L}_X g_{\mu\nu} = \mathcal{L}_X K_{\mu\nu} = 0 \), where \( X \) is any vector of the (5.19). The (5.22) satisfy (4.13) by being Killing vectors of the disformally related metric (5.24), i.e. \( \mathcal{L}_X \hat{g}_{\mu\nu} = 0 \), where \( X \) is now any of the (5.22). Finally, the (5.23) are solutions of (4.13) for appropriate non-zero \( \Omega(x) \).

An interesting additional observation is that the linear combination of the distorted homothecy \( \Upsilon_D \) and Killing vector \( \Upsilon_0 \) gives rise to the symmetry vector (5.20), which together with the seven Killing vectors (\( T_u, T_v, T_\nu, R, B_{ui} \)) forms the eight dimensional algebra corresponding to the \( DISIM_b(2) \) group of the symmetries we mentioned in the beginning of the section

\[
\mathcal{N}_b = b \Upsilon_D + (b - 1) \Upsilon_0.
\]  
\( (5.25) \)

We already stated that the three (5.22) are Killing vectors of \( \hat{g}_{\mu\nu} \), the same holds trivially also for the seven (5.19) since the action of their Lie derivative returns a zero for both \( g_{\mu\nu} \) and \( K_{\mu\nu} \). Hence, they are bound to close an algebra. The non-zero Lie brackets among these ten
vectors are:

\[
[T_u, B_{ui}] = T_i, \quad [T_u, \Upsilon_0] = T_u + \frac{b}{1 - b} M_b^2 T_v, \quad [T_v, \Upsilon_0] = -T_v
\]

\[
[T_v, \Upsilon_{vi}] = T_i, \quad [T_i, R] = \epsilon_{ij} T_j, \quad [T_i, B_{vij}] = -\delta_{ij} T_v
\]

\[
[T_i, B_{vij}] = -\delta_{ij} \left( T_u + \frac{b}{1 - b} M_b^2 T_v \right), \quad [R, B_{ui}] = \epsilon_{ji} B_{vij}
\]

\[
[R, \Upsilon_{vi}] = \epsilon_{ji} B_{vij}, \quad [B_{ui}, \Upsilon_0] = -B_{ui}, \quad [B_{ui}, B_{vij}] = \epsilon_{ji} R - \delta_{ij} \Upsilon_0
\]

\[
[\Upsilon_0, \Upsilon_{vi}] = -\Upsilon_{vi} + \frac{b}{1 - b} M_b^2 B_{ui}, \quad [\Upsilon_{vi}, B_{vij}] = \epsilon_{ji} \left( \frac{b}{1 - b} M_b^2 R \right).
\]

This is isomorphic to the Poincaré algebra. It can be easily noticed by simply observing that the disformally related metric \( \hat{g}_{\mu\nu} \) is flat. Hence, its ten Killing vectors (5.19) and (5.22) just span the Poincaré algebra expressed in a different coordinate system. We need to be clear however, that the actual symmetry of the space with line-element (5.18) is still the DISIM\(_b\)(2) group. Strictly speaking, the (5.22) are not formal symmetries. As we already mentioned, such vectors (together with the (5.23)) are the on mass shell reduced expressions of higher order symmetries, which happen upon the reduction to yield space-time vectors.

### 5.2.1 Constants of the motion and comparison with the Minkowski case

In order to make direct comparisons with the free relativistic particle in Minkowski space let us use the transformation

\[
u = \frac{1}{\sqrt{2}} (z - t), \quad v = \frac{1}{\sqrt{2}} (t + z)
\]

and take some linear combinations of the vectors involved in the algebra (5.26), so as to write them as

\[
T_\mu = \frac{\partial}{\partial x^\mu},
\]

\[
\mathcal{L}^{ij} = x^j \frac{\partial}{\partial x^i} - x^i \frac{\partial}{\partial x^j} - \frac{b M_b^2}{2(1 - b)} (\delta^j x^i - \delta^i x^j) \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial z} \right), \quad i, j = 1, 2, 3
\]

\[
\mathcal{M}^i = x^i \frac{\partial}{\partial t} + t \frac{\partial}{\partial x^i} - \frac{b M_b^2}{2(1 - b)} (x^i - \delta^i t) \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial z} \right)
\]

Notice that here, for the Cartesian coordinates, we use the Latin indices to denote the spatial components. Thus, the \( i, j \) in this section run from 1 to 3. We additionally observe that, in these coordinates, the only vectors that do not admit a modification based on \( b \) are the translations and the rotation in the \( x - y \) plane. Of course by linear combinations one can write as many “unmodified by \( b \)” Killing vectors as in the previous section. However, we choose to use (5.28) as the basic vectors so that we have a direct comparison with what we know from the classical free relativistic particle problem, when \( b = 0 \) is enforced. Thus, \( \mathcal{L}^{ij} \) become the rotations and \( \mathcal{M}^i \) the boosts when \( b = 0 \).

Under the use of transformation (5.27) the Lagrangian (5.2) becomes

\[
L = \frac{1}{2^{1+b} n} \left( \dot{z} - \dot{t} \right)^{2b} \left( -\eta_{\mu\nu} x^\mu x^\nu \right)^{1-b} - n \frac{m^2}{2},
\]
With the help of (5.30) we may write the relation

\begin{equation}
\eta_{\mu\nu} \frac{\partial L}{\partial \dot{x}^\mu} \frac{\partial L}{\partial \dot{x}^\nu} = -2 \frac{b}{\tau + 1} (1 + b)(1 - b) \frac{1 - b}{\tau + 1} m^2 \frac{2}{\tau + 1} (p_0 + p_z)^{2b}, \tag{5.35}
\end{equation}

which is exactly equivalent with the one given in [81] for the Hamiltonian constraint (when considering the \( p_\mu \) as phase-space variables). Obviously, upon setting \( b = 0 \) we return as to the usual Hamiltonian constraint of (special) relativistic motion (5.33),

where \( \eta_{\mu\nu} = \text{diag}(-1, 1, 1, 1) \). For \( b = 0 \), we obviously recover the Lagrangian of a relativistic free particle in flat space. The solution to the Euler-Lagrange equations can be written as

\begin{align*}
n(\lambda) &= 2^{-\frac{b}{\tau + 1}} (1 - b) \frac{1 - b}{\tau + 1} m^{-\frac{2b}{\tau + 1}} (p_0 + p_z)^{\frac{2b}{\tau + 1}} \tag{5.30a} \\
t(\lambda) &= t_0 - \frac{1}{2} \left[ \frac{p_x^2 + p_y^2}{(p_0 + p_z)^2} + 1 + \frac{(1 - b)^{\frac{2}{\tau + 1}} m^{\frac{2}{\tau + 1}}}{2^{\frac{b}{\tau + 1}} (p_0 + p_z)^{\frac{2}{\tau + 1}}} \right] (p_0 + p_z) \lambda \tag{5.30b} \\
x(\lambda) &= p_x \lambda + x_0 \tag{5.30c} \\
y(\lambda) &= p_y \lambda + y_0 \tag{5.30d} \\
z(\lambda) &= z_0 - \frac{1}{2} \left[ \frac{p_x^2 + p_y^2}{(p_0 + p_z)^2} - 1 + \frac{(1 - b)^{\frac{2}{\tau + 1}} m^{\frac{2}{\tau + 1}}}{2^{\frac{b}{\tau + 1}} (p_0 + p_z)^{\frac{2}{\tau + 1}}} \right] (p_0 + p_z) \lambda, \tag{5.30e}
\end{align*}

where we have substituted the \( b \)-dependent mass (5.5) as

\begin{equation}
M_b = \left[ \sqrt{2} (1 - b) m \right]^{\frac{1}{\tau + 1}}, \tag{5.31}
\end{equation}

since we have \( p_v = \frac{p_0 + p_z}{\sqrt{2}} \) from (5.27). The \( t_0, x^i_0 \) together with all the \( p_\mu \) are constants of integration. Since (5.29) produces equations equivalent to the Minkowski case, the solutions \( t(\lambda), x(\lambda), y(\lambda) \) and \( z(\lambda) \) are bound to be linear in \( \lambda \) when the latter is the affine parameter, i.e. when \( n(\lambda) = \text{const} \). However, the constants of integration are now associated in a different manner with respect to the physical observables, due to the presence of \( b \). In (5.30), the constants of integration are arranged so that on mass shell we have

\begin{equation}
\frac{\partial L}{\partial \dot{t}} = p_0, \quad \frac{\partial L}{\partial \dot{x}^i} = p_x, \quad \frac{\partial L}{\partial \dot{y}} = p_y, \quad \frac{\partial L}{\partial \dot{z}} = p_z. \tag{5.32}
\end{equation}

As we mentioned, the \( p_\mu \) here are all constant. This is owed to the fact that the translations \( T_\mu \) are still symmetries of the problem. In this section we make no reference to phase-space formalism, so we do not distinct between the variables \( p_\mu \) and their on mass shell constant values, we simply use \( p_\mu \) to also denote the constants of integration. It can be seen that when \( b = 0 \), and under the constraint

\begin{equation}
m^2 = p_0^2 - p_x^2 - p_y^2 - p_z^2, \tag{5.33}
\end{equation}

the expressions (5.30) reduce to the usual

\begin{equation}
n(\lambda) = 1, \quad t(\lambda) = t_0 - p_0 \lambda, \quad x^i(\lambda) = x^i_0 + p_i \lambda. \tag{5.34}
\end{equation}

With the help of (5.30) we may write the relation

\begin{equation}
\eta_{\mu\nu} \frac{\partial L}{\partial x^\mu} \frac{\partial L}{\partial x^\nu} = -2 \frac{b}{\tau + 1} (1 + b)(1 - b) \frac{1 - b}{\tau + 1} m^{\frac{2}{\tau + 1}} (p_0 + p_z)^{\frac{2b}{\tau + 1}}, \tag{5.35}
\end{equation}

which is exactly equivalent with the one given in [81] for the Hamiltonian constraint (when considering the \( p_\mu \) as phase-space variables). Obviously, upon setting \( b = 0 \) we return as to the usual Hamiltonian constraint of (special) relativistic motion (5.33).
It is easy to verify that the whole set of (5.28) produces conserved quantities. Whenever\( b = 0 \) and the constraint among constants (5.33) is used, they become those generated by the Poincaré generators for the free relativistic particle. For example let us take the modified rotation around \( x \) axis. According to (5.28) the vector is written as

\[
L_{yz} = -\frac{bM_b^2}{2(1-b)} \frac{\partial}{\partial t} + z \frac{\partial}{\partial y} - \left[ 1 + \frac{bM_b^2}{2(1-b)} \right] y \frac{\partial}{\partial z}.
\]

We expect a constant of motion to be given by the quantity

\[
I_{yz} = (L_{yz})^\mu \frac{\partial L}{\partial \dot{x}^\mu}
\]

which yields

\[
I_{yz} = \frac{2^{-(1+b)}}{n} \frac{1}{(\dot{t}^2 - \dot{x}^2 - \dot{y}^2 - \dot{z}^2)^b} \left[ 2(1-b)\dot{z}\dot{y} (\dot{z} - \dot{t}) 
\right.
\]

\[
- \dot{y} \left( b (M_b^2 - 2) \dot{t}^2 - 2 \left( b (M_b^2 - 1) + 1 \right) \dot{t} \dot{z} + bM_b^2 \dot{z}^2 + 2 \left( b\dot{x}^2 + b\dot{y}^2 + \dot{z}^2 \right) \right).
\]

Direct use of (5.30) demonstrates that \( I_{yz} \) is indeed a constant of motion on mass shell, acquiring the value

\[
n I_{yz} = \frac{(p_0 + p_z)^{\frac{b+3}{2b+1}}}{2^{\frac{2b+1}{b+1}}} \left[ \frac{2b}{b+1} (p_0 + p_z)^{\frac{2}{b+1}} \left( (p_x^2 + p_y^2 - (p_0 + p_z)^2) \frac{y_0 + 2p_y(p_0 + p_z)z_0}{2} \right) + \frac{1}{b+1} \frac{m^2}{m_0^2} (p_0 + p_z)^2 \frac{y_0}{2} \right],
\]

where (5.31) has been used so as the physical mass appears in the expression. Upon substitution of the latter from (5.33) and by setting \( b = 0 \) the above relation becomes non-other but

\[
I_{yz} |_{b=0} = z_0 p_y - y_0 p_z,
\]

which is the usual angular momentum in the \( x \) direction.

The same is true of course for the conserved quantities constructed with the distorted conformal Killing vectors. For example, let us take the \( \Upsilon_D \) of (5.23a), which in Cartesian coordinates, performing the change (5.27), becomes

\[
\Upsilon_D = \left( t + z + \frac{1}{2} M_b^2 (z - t) \right) (\partial_t + \partial_z) + x \partial_x + y \partial_y.
\]

With the use of (5.30) we calculate the on mass shell constant value of the charge,

\[
I_D = \Upsilon_D^\mu p_\mu = p_x x_0 + p_y y_0 + (p_0 + p_z)(t_0 + z_0) + \frac{(1 - b)^{\frac{2}{b+1}} M_0^2}{2^{\frac{b+1}{b+1}}} (p_0 + p_z)^{\frac{b+1}{b+1}} (z_0 - t_0),
\]

where once more (5.31) has been used. By setting \( b = 0 \) we obtain the mass distorted charge of the Minkowski case

\[
I_D |_{b=0} = p_x x_0 + p_y y_0 + (p_0 + p_z)(t_0 + z_0) + m^2 \frac{z_0 - t_0}{p_0 + p_z}
\]
and further, for $m = 0$ we obtain the conserved charge of the null geodesics generated by the corresponding pure conformal Killing vector.

The disformally related metric (5.24) in the Cartesian coordinates becomes

$$
\hat{g}_{\mu\nu} = \begin{pmatrix}
-\left(1 + \frac{bM^2}{2(1-b)}\right) & 0 & 0 & \frac{bM^2}{2(1-b)} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\frac{bM^2}{2(1-b)} & 0 & 0 & 1 - \frac{bM^2}{2(1-b)}
\end{pmatrix},
$$

(5.44)

and of course the (5.28) are its Killing vectors. We can write (5.44) as

$$
\hat{g}_{\mu\nu} = \eta_{\mu\nu} - \frac{bM^2}{1-b} \partial_\mu \phi \partial_\nu \phi
$$

(5.45)

with the introduction of a scalar $\phi = \frac{1}{\sqrt{2}} (z - t)$, so as to be consistent with in the original definition by Bekenstein regarding disformal transformations. It can be seen that the light-like geodesics are not preserved when passing from $\eta_{\mu\nu}$ to $\hat{g}_{\mu\nu}$, for $b \neq 0$. However, the causal structure is not affected since, for any vector $A^\mu$ for which $\eta_{\mu\nu} A^\mu A^\nu < 0$, we obtain $\hat{g}_{\mu\nu} A^\mu A^\nu < 0$ as long as $0 < b < 1$. Of course, $\hat{g}_{\mu\nu}$ and $\eta_{\mu\nu}$ both describe a flat space, we perform the aforementioned comparison of $\hat{g}_{\mu\nu} A^\mu A^\nu$ with $\eta_{\mu\nu} A^\mu A^\nu$ by considering the coordinate system fixed. In other words, we take $\hat{g}_{\mu\nu}$ and $\eta_{\mu\nu}$ to be different metrics written in the same coordinate system, not the same metric expressed in different coordinate systems. A comparison from this point of view is reasonable if we remember that the $b \neq 0$ case actually describes motion in a Finslerian geometry; the $\hat{g}_{\mu\nu}$ we write here serves as a (pseudo-)Riemannian “simulation” of how the motion looks for a massive particle of mass $m$.

In figure [1] we draw the light cones depending on the value of $b$ and given by the metric $\hat{g}_{\mu\nu}$, while keeping fixed the ratio where the physical mass $m$ is involved: $\frac{m}{\pi} = \frac{\sqrt{2} m}{\sqrt{2} m + p_z} = 1$. The first layer from the top corresponds to $b = 0$ where we have the typical Minkowski metric. The intermediate layer is for $b = \frac{1}{10} \Rightarrow M_b \simeq 0.995$ and the last corresponds to $b = \frac{1}{2} \Rightarrow M_b \simeq 0.909$. We observe the expected deviation in the $z$ direction from the isotropy and from the $b = 0$ surface of Special Relativity as $b$ becomes larger. A physically reasonable value for the Lorentz violating parameter $b$ however, is way more minuscule $b < 10^{-26}$ [81].

6 Conclusion

We examined how the elements of the conformal algebra of a given geometry may admit appropriate distortions, which lead to additional conserved quantities. We observed that these distortions are related to parameters that bring about an explicit symmetry breaking effect at the level of the geodesic equations. What is more, the resulting distorted vectors are generators of certain disformal transformations of the metric. We established a connection between these distorted conformal Killing vectors with higher order or hidden symmetries of the relative problem. The corresponding conserved Noether charges are in general rational functions of the momenta, which conveniently reduce to linear expressions on the mass shell.

---

3By using the term light cones here we do not imply the $m = 0$ surfaces of the initial problem, but the geometric surfaces $\hat{g}_{\mu\nu} A^\mu A^\nu = 0$ and how they differ from $\eta_{\mu\nu} A^\mu A^\nu = 0$. 
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We initiated our presentation by studying the geodesic motion in a (pseudo-)Riemannian space. The resulting distorted vectors in this case are owed to the mass, which breaks the proper conformal symmetries for non-null geodesics. The proper CKVs acquire mass dependent distortions in order to continue producing conserved quantities. We derived the geometric condition in order for such distortions to emerge. In short, the space-time needs to admit a second rank Killing tensor and additionally there has to exist a coordinate transformation, mapping the original metric to another, disformally related, which makes use of the same Killing tensor. Our basic example of a geometry satisfying the necessary conditions has been that of a generic pp-wave space-time. We wrote all the resulting distortions of the proper conformal Killing vectors and their connection to higher order symmetries. Apart from the pp-wave case however, we also presented an additional novel example in the form of the de Sitter solution of Einstein’s equations with a cosmological constant. In the pp-wave case the distortion appeared in an additively manner, while in the de Sitter case it assumes a more complicated form.

The consideration of a Finslerian geometry in the form of the generalized Bogoslovsky line-element, revealed that the additional introduction of a (Lorentz) symmetry breaking parameter follows a similar pattern. This time, again for a pp-wave space-time, one of the Killing symmetries is lost due to the newly introduced parameter. The latter becomes involved in an appropriate distortion, which reveals a conserved quantity that takes the place of the one lost from the missing symmetry. For the rest of the proper conformal Killing vectors, similar distortions to those of the Riemannian case appear. We derive explicitly all the relative expressions and we notice that again the ensuing vectors are associated with higher order symmetries. We further investigated the general geometric conditions that are necessary so that such a type of symmetry emerges. Finally, we briefly mentioned how all this applies to the flat case, where three of the original Killing vectors acquire the necessary distortions. The distorted Killing vectors lead naturally to a disformally related metric by assuming the role of its isometries. We use this exact metric to compare the motion of the Finslerian case to the one taking place in the Minkowski space-time of Special Relativity.

By looking at the necessary condition that we derived for the Finslerian line-element, Eq.
we notice that, in contrast to the (pseudo-)Riemannian case, there exists an additional restriction; the condition requires the Killing tensor admitted by the base metric to be covariantly constant. This is easily satisfied in the pp-wave case, by simply utilizing the trivial tensor $K = \ell \otimes \ell$, constructed by the covariantly constant Killing vector $\ell$, which all pp-waves possess. However, the particular example of the de Sitter space, that we considered in the Riemannian case, does not apply here, since the relevant Killing tensor that we used there is not covariantly constant. This leaves an open question on whether we can incorporate other geometries in the Finslerian case, which can make use of (4.13).

It is particularly interesting how the pp-waves appear to be on the spot in what regards the emergence of this type of symmetries. They conveniently satisfy all the necessary conditions, both in the Riemannian case and in the Finslerian generalization. This adds up to the intriguing geometrical properties that these space-times possess and justifies their importance in physical theories. Further study is necessary however, in order to reveal other types of geometries where hidden symmetries can be reduced in such a way so as to be mapped to distortions of the conformal structure. The example of the de Sitter metric in the Riemannian case shows that this is in general possible and novel symmetries can be revealed for certain space-times.

From a pure mathematical perspective, the use of such hidden symmetries can be exploited to extend the known integrable classes of geodesic systems. The reduced linear integrals of the Lorentzian case, which are associated with the existence of proper conformal Killing vectors, imply that, for those space-times for which such quantities appear, the problem of the time-like geodesics has as many integrals of the motion as the null case. In [88] it was demonstrated that the integrability of the geodesic system is closely related to that of the geodesic deviation equation. It is interesting to study if the hidden symmetries presented here can be “inherited” at the level of the geodesic deviation. Especially for the pp-wave case this could contribute to the further analytic study of the memory effect [6–9].

In what regards the physical interpretation of each conserved charge, this highly depends on the exact space-time where the motion takes place. However, the fact that the mass of the particle appears explicitly in the expressions, allows for a direct comparison between the relative observables of the two cases (massive and massless). The same is true for the Finslerian case and the Lorentz violating parameter $b$. We saw in (5.22), how the $b \neq 0$ case affects the boosts and, of course, the corresponding integrals of the motion. We thus acquire a picture of how symmetry breaking parameters affect classical observables. In this respect it is intriguing how the explicit symmetry breaking, either because of the mass or due to some Lorentz violating parameter, leads to the appearance of hidden symmetries in the relevant theories. The latter seem to substitute the ones which were broken by the introduction of the corresponding parameter. This is a subject that certainly requires further attention and the study of additional examples.

Another interesting implication of the actual hidden symmetries is their possible realization at the quantum level. In several cases, hidden symmetries have been used in the context of a canonical quantization procedure: from the derivation of the hydrogen spectrum with the use of the Laplace-Runge-Lenz vector [89], to modern problems in quantum cosmology [90]. For quadratic Hamiltonians and higher order symmetries related to the existence of Killing tensors, there are various works, which explore a formal way of constructing the relative quantum operators under appropriate geometric conditions [91–93]. It is true that there are cases where the quantum analogues of hidden symmetries - unlike their classical counterparts - do not commute with the Hamiltonian. This effect is referred in the literature as quantum anomaly.
In our case, we have to recognize an additional difficulty owed to the fact that the Noether charges are rational functions in the momenta. Thus, the construction of the corresponding quantum observables is far from trivial. Nevertheless, it is useful to further investigate if the on mass shell reduced linear expressions can be used in this respect, or if under appropriate (not affecting the quantum description) canonical transformations, one can obtain more manageable expressions.
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A Integrability conditions of \( M(u, x, y) \)

The integrability conditions that need to be satisfied by the function \( M(u, x, y) \), appearing in the components (2.21) of a general conformal pp-wave Killing vector, are

\[
\begin{align*}
\partial_u M(u, x, y) &= \left( \tilde{b}(u) - a'(u) \right) H(u, x, y) - \frac{1}{2} \left( \frac{\mu}{2} \delta_{ij} x^i x^j + x^i a_i(u) + a(u) \right) \partial_i H(u, x, y) \\
&\quad - \frac{1}{2} \left[ \left( \tilde{b}(u) x^i + c(u) \epsilon_{ij} x^i + c_j(u) + \frac{1}{2} \gamma_{ijkl} a'_i(u) x^k x^l \right) \partial_j H(u, x, y) \right], \\
\partial_i M(u, x, y) &= - \left( \mu H(u, x, y) + \frac{\mu}{2} \right) x^i - a_i(u) H(u, x, y) + c'(u) \epsilon_{ij} x^j + c'_i(u) \\
&\quad - \gamma_{ijkl} a''_j(u) x^k x^l .
\end{align*}
\]

(A.1)

In order to avoid confusion, we stress here, that one may note some differences over some constant factors, when comparing with the relative relations derived in the [54] paper. This is owed to the fact, that in the latter, the authors consider a slightly different line-element for the pp-wave space-time, than what we assume in (2.20). Both (2.21) and (A.1), which we use in this work, are compatible with (2.20) and differ slightly from the formalism encountered in [54], due to the difference in the line-elements.

B Proof of theorem 2

We assume that a vector of the form \( \Upsilon = \Upsilon(x, \dot{x}^\kappa) \) solves (2.37). Let us consider the vector \( \tilde{\Upsilon} \) of (2.39), which for simplicity we will write in the form \( \tilde{\Upsilon} = \tilde{\Upsilon}(x, \dot{x}, \ddot{x}) \), understanding that we do not consider here \( \mathcal{G} = -g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \) and \( \mathcal{K} = K_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \) as constants, but as quadratic functions in the velocities. The first prolongation of \( \tilde{\Upsilon} \) is given by

\[
\text{pr}^{(1)} \tilde{\Upsilon} = \tilde{\Upsilon}^\kappa \frac{\partial}{\partial x^\kappa} + \tilde{\Upsilon}^\kappa \frac{\partial}{\partial \dot{x}^\kappa} .
\]

(B.1)

where

\[
\dot{\tilde{\Upsilon}}^\kappa = \frac{\partial \tilde{\Upsilon}^\kappa}{\partial \dot{x}^\nu} \dot{x}^\nu + \frac{\partial \tilde{\Upsilon}^\kappa}{\partial \ddot{x}^\nu} \ddot{x}^\nu .
\]

(B.2)
We can split the partial derivative with respect to the positions \( x^\mu \) in two parts: one that differentiates the \( x \) dependence outside the \( \frac{G}{K} \) ratio, i.e. \( \frac{\partial \tilde{\Upsilon}^\mu}{\partial x^\nu} \bigg|_{\frac{G}{K}} \), as if \( \frac{G}{K} = \text{const.} \), and another which contains separately the derivation of the \( \frac{G}{K} \) part. So, we write

\[
\frac{\partial \tilde{\Upsilon}^\kappa}{\partial x^\nu} = \frac{\partial \tilde{\Upsilon}^\kappa}{\partial x^\nu} \bigg|_{\frac{G}{K}} + K_{\alpha \beta \nu} \frac{\partial \tilde{\Upsilon}^\kappa}{\partial K} \dot{x}^\alpha \dot{x}^\beta. \tag{B.3}
\]

In addition, for the derivative of \( \tilde{\Upsilon}^\kappa \) with respect to the velocities we have

\[
\frac{\partial \tilde{\Upsilon}^\kappa}{\partial \dot{x}^\nu} = -2g_{\alpha \nu} \frac{\partial \tilde{\Upsilon}^\kappa}{\partial G} \dot{x}^\alpha + 2K_{\alpha \nu} \frac{\partial \tilde{\Upsilon}^\kappa}{\partial K} \dot{x}^\alpha. \tag{B.4}
\]

By using (B.3) and (B.4) in (B.2) we obtain

\[
\dot{\tilde{\Upsilon}}^\kappa = \frac{\partial \tilde{\Upsilon}^\kappa}{\partial x^\nu} \bigg|_{\frac{G}{K}} + \left( \nabla_\nu K_{\alpha \beta} \frac{\partial \tilde{\Upsilon}^\kappa}{\partial K} - \nabla_\nu (g_{\alpha \beta}) \frac{\partial \tilde{\Upsilon}^\kappa}{\partial G} \right) \dot{x}^\alpha \dot{x}^\beta + 2 \left( G \frac{\partial \tilde{\Upsilon}^\kappa}{\partial G} + K \frac{\partial \tilde{\Upsilon}^\kappa}{\partial K} \right) \frac{d}{d\lambda} (\ln n) , \tag{B.5}
\]

where we have also used (2.6a) to substitute the accelerations \( \dot{x}^\nu \) appearing in (B.2).

All but the first term in the above expression are zero: First of all, we have trivially \( \nabla_\nu g_{\alpha \beta} = 0 \), where the \( \nabla_\nu \) denotes the covariant derivative with respect to the Christoffel symbols. By our demand, we also have \( \nabla_\nu K_{\alpha \beta} = 0 \), since \( K \) is a Killing tensor. As for the relation, \( G \frac{\partial \tilde{\Upsilon}^\kappa}{\partial G} + K \frac{\partial \tilde{\Upsilon}^\kappa}{\partial K} = 0 \), it is zero due to the dependence of \( \Upsilon^\kappa \) on the ratio \( \frac{G}{K} \). Hence, the first prolonged vector (B.1) is written as

\[
\text{pr}^{(1)} \tilde{\Upsilon} = \tilde{\Upsilon}^\kappa \frac{\partial}{\partial x^\kappa} + \frac{\partial \tilde{\Upsilon}^\kappa}{\partial x^\nu} \bigg|_{\frac{G}{K}} \frac{\partial}{\partial \dot{x}^\nu}. \tag{B.6}
\]

The action of (B.6) on the Lagrangian (2.2) yields

\[
\text{pr}^{(1)} \tilde{\Upsilon} (L) = \frac{1}{2n} \left( \tilde{\Upsilon}^\kappa \frac{\partial}{\partial x^\kappa} g_{\mu \nu} + g_{\mu \kappa} \frac{\partial \tilde{\Upsilon}^\kappa}{\partial x^\nu} \bigg|_{\frac{G}{K}} + g_{\nu \kappa} \frac{\partial \tilde{\Upsilon}^\kappa}{\partial x^\mu} \bigg|_{\frac{G}{K}} \right) \dot{x}^\mu \dot{x}^\nu. \tag{B.7}
\]

What we see inside the parenthesis, is the left hand side of (2.37), i.e. the \( \Upsilon^\kappa \frac{\partial}{\partial x^\kappa} g_{\mu \nu} + g_{\mu \kappa} \frac{\partial \Upsilon^\kappa}{\partial x^\nu} + g_{\nu \kappa} \frac{\partial \Upsilon^\kappa}{\partial x^\mu} \), since the remaining derivatives of \( \tilde{\Upsilon} \) treat the ratio \( \frac{G}{K} = -\frac{g_{\alpha \beta}}{K_{\mu \nu} \dot{x}^\mu \dot{x}^\nu} = \frac{m^2}{\kappa} \) as a constant. As a result, with the use of equality (2.37), we may write

\[
\text{pr}^{(1)} \tilde{\Upsilon} (L) = \frac{\Omega(x)}{n} \left( g_{\mu \nu} + \frac{G}{K} K_{\mu \nu} \right) \dot{x}^\mu \dot{x}^\nu = \frac{\Omega(x)}{n} \left( -G + \frac{G}{K} K \right) = 0. \tag{B.8}
\]

Thus, the vector \( \tilde{\Upsilon}(x, \frac{G}{K}) \) is a higher order symmetry of the geodesics, by virtue of (2.37) and because of \( K \) being a Killing tensor. Its on mass shell reduced form is given by the vector \( \Upsilon(x, \frac{m^2}{\kappa}) \).

The expression for the conserved charge (2.40), generated by the symmetry \( \tilde{\Upsilon} \), stems directly from Noether’s theorem and in particular relation (2.16) (our symmetry vector, \( \tilde{\Upsilon} \), satisfies (2.14) for \( \Phi = \text{const.} \), and has only components in the \( x \) directions, not in \( \lambda \), so \( \chi = 0 \)).
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