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Abstract

Deep-learning methods offer unsurpassed recognition performance in a wide range of domains, including fine-grained recognition tasks. However, in most problem areas there are insufficient annotated training samples. Therefore, the topic of transfer learning respectively domain adaptation is particularly important. In this work, we investigate to what extent unsupervised domain adaptation can be used for fine-grained recognition in a biodiversity context to learn a real-world classifier based on idealized training data, e.g. preserved butterflies and plants. Moreover, we investigate the influence of different normalization layers, such as Group Normalization in combination with Weight Standardization, on the classifier. We discovered that domain adaptation works very well for fine-grained recognition and that the normalization methods have a great influence on the results. Using domain adaptation and Transferable Normalization, the accuracy of the classifier could be increased by up to 12.35 % compared to the baseline. Furthermore, the domain adaptation system is combined with an active learning component to improve the results. We compare different active learning strategies with each other. Surprisingly, we found that more sophisticated strategies provide better results than the random selection baseline for only one of the two datasets. In this case, the distance and diversity strategy performed best. Finally, we present a problem analysis of the datasets.

1. Introduction

Deep learning methods are versatile and offer outstanding recognition performance in a wide range of tasks. One example for that is the visual recognition of classes that differ only in subtle optical details, which is also known as fine-grained classification. In various competitions, like Fine-Grained Visual Categorization ¹, these methods achieved the best results. This work deals with fine-grained image classification of butterflies and plants in the wild, which we also refer to as the target domain. The problem in this area is that we do not have annotated data for the target domain, but labeled preserved butterflies and plants, which is our source domain. Unfortunately, the classifier learned on the source domain does not give sufficient results on the data of the target domain. The data from the two domains are usually acquired under different conditions and are only a snapshot of the reality. The resulting difference is called domain shift and limits the recognition performance on the target domain.

In section 2 we give an overview of several methods to bridge the domain shift. The focus of this work is on the Unsupervised Adversarial Domain Adaptation [10] framework, as it still provides state-of-the-art performance. It reduces the domain shift by including the unlabeled data into the training process. The aim of our work is to investigate how well this method works in the area of fine-grained classification.

Furthermore, normalization layers have proven to be an essential part of the network architecture, as they allow the training to converge faster and reduce the sensitivity to the initialization of parameters and hyperparameters [23]. However, the popular method Batch Normalization [15] has a disadvantage in the area of domain adaptation, which affects the results negatively [30]. Therefore, we test and compare Batch Normalization against the alternatives, which are Domain Agnostic Normalization [30], Transferable Normalization [45] and Group Normalization [47] in combination with Weight Standardization [28]. The latter is already successfully applied in transfer learning [22], but to the best of our knowledge not yet tested in a domain adaptation scenario.

¹https://sites.google.com/view/fgvc7/home
To further improve the results of the classifier, we added an active learning component, which helps us to select target samples for annotation in a structured way. In our experimental setup, we only simulate the annotation process as we already have all the labels for the target dataset in order to enable an evaluation. This can be regarded in contrast to the real application scenario where the annotation is carried out by a domain expert and is much more time-consuming.

We investigate how many target samples have to be annotated randomly in order to achieve a result comparable to fully supervised learning on the target domain. Further, this baseline experiment is expanded by comparing it to various active learning strategies: Expected Model Output Change [20], Distance and Diversity [4], Importance Weight [38] and Certainty sampling. To the best of our knowledge, Expected Model Output Change has not yet been used in the field of domain adaptation.

2. Related Work

There are various ways to deal with a domain shift, but it is particularly difficult when there are no or only a few annotated data points from the target domain. Therefore, the simplest solution is to collect more labeled target data, which is in most cases very expensive and time-consuming. Other possibilities are the use of improved methods for feature extraction, further data augmentation [42, 6], Mix Match [3, 33], semi-supervised methods [36, 27], domain adaptation [1, 50], etc. We will focus on the latter in this work.

2.1. Domain Adaptation

The domain adaptation approach tries to adjust the domains so that the learned classifier can generalize over different domains. This can be done either in the pixel space by aligning the data points before the actual processing or in the representation space by aligning the representations during feature extraction. In the following, we present a selection of approaches based on different principles and rest on the surveys [46] and [44].

Divergence-based approaches try to minimize some divergence criterion between the distributions of the two datasets. For this reason, it leads to a domain invariant feature representation and the classifier’s ability to generalize well over the domains. Criteria for measuring the distance for example are Maximum Mean Discrepancy (MMD) [32], Contrastive Domain Discrepancy (CCD) [39], Correlation Alignment (CORAL) [21] or the Wasserstein metric [8].

Other approaches are adversarial-based, which refers to any method that utilizes an adversary or an adversarial process during training. Some of the solutions here are based on Generative Adversarial Networks (GANs) [13], as Coupled Generative Adversarial Networks (CoGAN) [26]. This approach generates synthetic target data for training. A further procedure is presented in [49], which uses a source-target converter network architecture. The Domain Adversarial Neural Network (DANN) [10], which is built on the Unsupervised Adversarial Domain Adaptation (UADA) framework, uses a discriminator for the domain classification and tries to optimize the feature extractor by a confusion loss so that the resulting representation is domain invariant.

In the reconstruction-based approaches, shared representations for the domains are created by an auxiliary reconstruction task. This is applied in the Deep Reconstruction Classification Network (DRCN) [11], which classifies the source data and reconstructs the unlabeled target data. The network learns to transform source data into data that is similar to the target dataset, while creating a common representation. Another possibility to use domain adaptation is in Cycle GANs [50]. They can learn to convert data from one domain to another, which is achieved by training two GANs simultaneously. Furthermore, Conditional GANs [16] can be applied to transfer from one domain to another by using a simple encoder-decoder architecture.

For the domain adaptation in this work the UADA approach is used, as it provides state-of-the-art performance and can be used for unsupervised and semi-supervised domain adaptation.

2.2. Normalization

Normalization layers have become an important part of the network architecture because of their advantages during the training process (see subsection 3.2). However, Batch Normalization [15] brings some problems by introducing dependencies between the different domains when using multi-domain batches [30]. Some further developments are addressing this weakness. Therefore, Group Normalization [47] in combination with Weight Standardization [28], no longer uses batch statistics for normalization. The Domain Agnostic Normalization [30] tries to counteract the weakness by using only the source domain’s statistics. The Domain-Specific Batch Normalization [5] solves the dependencies by using the statistics of the respective domain for normalization. Another possibility is to use Adaptive Batch Normalization [25], which modulates the statistics from the source domain to the target domain. Furthermore, there is the Transferable Normalization [45], which includes a transferability factor besides the independent statistics.

Group Normalization in combination with Weight Standardization is the only method mentioned that has not been specially developed for domain adaptation and is not evaluated in this field. We test and compare Group Normalization in combination with Weight Standardization, Transferable Normalization and Domain Agnostic Normalization, because they all outperform Batch Normalization in their
2.3. Active Learning

Active learning is a structured approach to select samples from unlabeled data using a selection strategy. Afterward, these samples are annotated. There are different strategies, for example criteria based on uncertainty \[48, 24\], reducing expected error \[31, 51\], diversity \[17\] or maximizing expected label changes \[9, 19\]. Further combinations of these criteria have been developed such as Importance Weight \[38\] or Distance and Diversity \[4\].

In previous research, the combination of domain adaptation and active learning methods was investigated. This is accomplished in Active Learning Domain Adapted (ALDA) \[29, 35\] for sentiment and landmine classification and in Active Adversarial Domain Adaptation (AADA) \[38\] for vision tasks like object detection.

In this work, we also combine domain adaptation with active learning but with a focus on fine-grained classification in the field of biodiversity. Hence, we test and evaluate different selection strategies, including the Expected Model Output Change strategy, which has not been evaluated in this field before.

3. Methods

In the following, we will briefly review the domain adaptation, normalization, and active learning methods, whose feasibility for a fine-grained recognition scenario we are going to evaluate. The core of the system is the framework Unsupervised Adversarial Domain Adaptation \[10\], which we present in the first section of this chapter. Then we explain the different normalization methods and finally describe the active learning approach by which the system has been extended.

3.1. Unsupervised Adversarial Domain Adaptation

The Unsupervised Adversarial Domain Adaptation (UADA) framework deals with the scenario where no labels are available in the target domain. It is based on Ben-David’s theory about domain adaptation \[2, 1\], which addresses the problem that the source and target data come from two different datasets, thus from two different distributions. Hence, the classification error on the target data may not be close to that on the source data. A solution developed in the paper of Ben-David et al. \[1\] is to align the representations of the source and target domain so that an algorithm can no longer distinguish between them. In the UADA framework a Convolutional Neural Network (CNN) is used as a feature extractor \(G_F\), which in our case is a ResNet-50 \[14\] pretrained on ImageNet \[34\]. These features are used in the label predictor \(G_L\) for classification. This classical structure is extended by a so-called domain discriminator \(G_D\), which uses the features to predict the domain of the representation. For the end-to-end training, a cross-entropy classification loss is used to train the feature extractor and the label predictor. Furthermore, the domain discriminator is trained with a binary cross-entropy loss. Additionally, a confusion loss \(L_{conf}\) is used in the feature extractor, which is defined in \[41\] as follows:

\[
L_{conf} = - \sum_{x \in T} \log(1 - G_D(G_F(x))),
\]

where \(T\) stands for all target data points and \(G_D(G_F(x))\) for the output of the domain discriminator when the feature representation of \(x\) is passed in. It should result in the representations being more aligned so that the domain discriminator can no longer distinguish between the domains.

3.2. Normalization Methods

In deep neural networks with many hidden layers, the use of normalization layers is standard. It has the positive effect that the training converges faster and reduces the sensitivity to the initialization of parameters and hyperparameters \[7, 23\]. A major disadvantage concerning domain adaptation is that the popular Batch Normalization (BN) \[15\] is based on statistics that depend on the complete batch. Since it is common for domain adaptation approaches that a batch contains data from a source and target domain, the normalization of an exclusive representation also depends on the representations of the other domain. This is a problem concerning the unlabeled target domain because these representations get no supervision from a prediction only from other images via the calculated statistics, which results in havoc on the target representation \[30\]. Some further developments address and resolve these weaknesses. Domain Agnostic Normalization (DAN) \[30\] is a very recent technique and has achieved excellent results in image segmentation. It has outperformed Batch Normalization in the domain adaptation task in the mentioned publication by 8.6 % accuracy. Therefore, this method is investigated for our fine-grained recognition task. It overcomes the problem of Batch Normalization by resolving the dependency between the different domains using only the statistics of the source domain for normalization.

A similar approach is followed by Transferable Normalization (TransNorm) \[45\], which is also a promising new approach. It eliminates the dependency between the domains and weights the channels according to transferability. In the paper it also improved the accuracy by up to 10 % compared to Batch Normalization depending on the dataset used.

Group Normalization \[47\] in combination with Weight Standardization (GN + WS) \[28\] is another alternative used, which, unlike the other two, was not specifically designed for domain adaptation and was not applied in this area be-
fore. It performs a batch-independent normalization of a group of channels. From the papers, we know that it has outperformed Batch Normalization by 0.79% accuracy in the ImageNet classification task. Furthermore, this good performance is confirmed for transfer learning in [22].

3.3. Active Learning

In the case of unsupervised domain adaptation, we have a labeled source and an unlabeled target dataset. It is impractical to label the complete target dataset for a small project as it would be too time-consuming and costly. However, it is possible to annotate a part of it, and the active learning approach helps us to select informative samples. In our experimental setup, we have the labels for the target domain to be able to evaluate the results of the system, in contrast to a real-world application.

Batch-wise active learning with a batch size of \( k \) is used, because otherwise, the network would need to be trained completely from scratch again for every newly annotated example, which would be too resource-intensive. For the selection of a suitable sample for annotation, a criterion is needed. There are many criteria, and they all try to find the most informative data point based on various principles. Random selection is used as a baseline in our study. The advantage of this method is that it consumes very few resources and is independent of the size of the unlabeled dataset.

A simple and resource-saving method is Certainty (Cer) sampling. It uses entropy to select the sample where the network is most certain. The aim is to avoid errors in the prediction in case of high scores.

A more sophisticated strategy is Distance and Diversity (DivDis) [4]. It is a combination of the distance to the decision boundary, which is a kind of uncertainty measure of the classifier, and the diversity. Therefore, we use the cosine similarity. This method, first developed in 2003, is a combination of criteria and has achieved excellent results in the field of Support Vector Machines in the mentioned paper. The approach is then transferred to Deep Neural Network-based classifiers.

Importance Weight (IWERM) [38] combines the importance of an example with the uncertainty. This recent strategy was developed for the adversarial domain adaptation approach and uses the discriminator to calculate the importance.

The Expected Model Output Change (EMOC) [20] is a more sophisticated strategy and uses a higher amount of computational resources. It tries to find the sample that causes the greatest possible change in the network output after the retraining. EMOC has not yet been used in the field of domain adaptation.

4. Datasets

In this section, we introduce our self-created datasets used in this study. They consist of already existing datasets, which were enriched with samples from the Global Biodiversity Information Facility (GBIF) \(^2\). We downloaded images from the GBIF database and manually rechecked them and sorted out images without the expected object. The two datasets are created for the fine-grained recognition of plants and butterflies and each of them has two sub-datasets. The first subset used is the source dataset which contains images from the source domain, the second subset is the target dataset which contains images from the target domain. Both subsets consist of the same classes hence there is no category shift. These two datasets are split into 72% training, 8% validation, and 20% test data. The following two subsections explain the specifics of each dataset.

4.1. Butterfly Dataset

The butterfly dataset includes 15 different species of butterflies. Each of these classes contains between 150 to 440 images. While the target domain consists of observations of wild butterflies, the source domain is preserved specimens of butterflies. Some examples are illustrated in figure 1. In the source domain, the butterflies are always photographed from above at almost the same angle. Furthermore, they are completely visible in the pictures and the conservation process has not changed the colors. In the target domain, the butterflies are photographed from different angles and distances. The background varies considerably in the target domain compared to the source domain. In summary, a certain shift between the domains can be observed.

The dataset is a combination of the UCL Butterflies [18] and Leeds Butterflies [43] datasets enriched with samples from the GBIF database.

4.2. Plant Dataset

The plant dataset includes 11 different plant species with 37 images per class. This dataset is based on the Herbarium Challenge dataset [40] with 680 species and over 46000

\(^2\)https://www.gbif.org

Figure 1. These are two samples of the butterfly *Algais Urticae - Small Tortoiseshell*. In the left column a specimen from the source domain can be seen and on the right side, there is the corresponding image from the target domain.
images, but they are not uniformly distributed. There are only a few classes with over 40 images. The target subset is downloaded from the GBIF database and contains only a few examples for each plant. We have selected the overlapping classes, which have at least 37 images so that we have a balanced source and target dataset.

In figure 2, some examples are shown. Preserved specimens are the constituents of the source domain. The classes of plants range from flowers to bushes and trees. Hence, the sizes are also completely different. Often, only the leaves can be seen in the images. The conservation process changes the shape of the flowers and their color is lost. In the target domain, which shows the plants in the wild, key parts of the plants, such as flowers, are photographed and in some cases, even the whole plant can be seen on the image. Usually, the leaves of the plant are not in focus. It can be summarized that the domains are very different and it is difficult to find common features.

5. Experimental Results and Evaluation

In the beginning, we introduce the baseline experiments that are used to rank the performance of the domain adaptation system. This is followed by the presentation of the domain adaptation experiments with different normalization methods. We perform a hyperparameter optimization of learning rate and L2-regularization using grid search. The results of the grid search for all setups can be found in the supplementary materials A.1 and A.2. In general, we ran all experiments three times for 100 epochs with a batch size of 32 and report the averaged mean accuracy per class. In preprocessing, random flip and scale augmentation are used as data augmentation [14] and the images are scaled to an input size of 224 x 224.

In a further experiment, the combination of active learning and domain adaptation is examined. Therefore, a baseline for the active learning approach is created in the first part of the experiment. The second part investigates and compares different active learning strategies. Finally, we analyze existing problems with the datasets.

5.1. Baseline: CNN-Classifier

In order to determine whether the unsupervised domain adaptation approach works in the field of fine-grained recognition and how well it performs, we create a baseline. This is done by using a CNN-classifier in two different setups and thus determining an upper bound and a baseline. Therefore, only the feature extractor and the label predictor are used from the domain adaptation approach, which corresponds to a CNN-classifier architecture. For a baseline (source-only), it is trained with the annotated source data and evaluated on the target test data. The upper bound (target-only) is created by training and testing on the annotated target data.

Table 1 shows an overview of the results when training on the butterfly dataset. The baseline achieves an accuracy of 67.52 % when evaluated on the target test set. Comparing this with the result of the target-only classifier, it is evident that there is a gap of 27.07 % and this is likely caused by the domain shift. In general, the result of the target-only classifier confirms that the fine-grained classification task can be completed with an accuracy of 94.59 %.

Furthermore, in table 2, we present the results of the source-only classifier on the plant dataset. There is a clear difference to the results of the training on the butterfly dataset. The baseline achieves an accuracy of 67.52 % when evaluated on the target test set. Comparing this with the result of the target-only classifier, it is evident that there is a gap of 27.07 % and this is likely caused by the domain shift. In general, the result of the target-only classifier confirms that the fine-grained classification task can be completed with an accuracy of 94.59 %.

Table 1. In this table, the accuracy of the classifier (source-only, baseline) trained on the source butterfly dataset and the classifier (target-only, upper bound) trained on the target butterfly dataset are shown.

| Evaluation / Training | Source Domain | Target Domain |
|-----------------------|---------------|---------------|
| Source Domain         | 100 %         | 89.04 %       |
| Target Domain         | 67.52 %       | 94.59 %       |

Table 2. In this table, the accuracy of the classifier (source-only, baseline) trained on the source plant dataset and the classifier (target-only, upper bound) trained on the target plant dataset are shown.

| Evaluation / Training | Source Domain | Target Domain |
|-----------------------|---------------|---------------|
| Source Domain         | 84.13 %       | 18.88 %       |
| Target Domain         | 15.04 %       | 81.23 %       |
datasets and great potential when comparing the results of the source- and target-only classifier, which should be used by the domain adaptation approach in the following experiment.

5.2. Domain Adaptation Approach

This experiment aims to determine whether and how well the unsupervised domain adaptation approach works for our fine-grained recognition tasks. We test four setups of the domain adaptation architecture with different normalization methods. For the training, annotated source and non-annotated target data are used. Afterward, the evaluation is performed on the target test data.

In figure 3 on the left side, we present the results of the domain adaptation approach for the butterfly dataset. The upper bound and baseline from the experiments in section 5.1 are used for comparison. In between, there are the domain adaptation architectures with the different normalization methods. It has to be noted that the GN+WS [47, 28] normalization performs worse than BN [15] and does not even offer any improvement to the source-only classifier. The other three normalization methods show an improvement compared to the baseline. TransNorm [45] performs best with 79.87% accuracy. This confirms for the butterfly dataset that the domain adaptation for the fine-grained recognition task works. However, between the results of the domain adaptation and the upper bound, there is still a gap of 14.72% accuracy. In the upcoming experiment, we try to reduce this gap by using active learning methods.

On the right side in figure 3 an overview of the experiments on the plant dataset is provided. The results from section 5.1 are also used here for comparison. It becomes clear that this time only the TransNorm shows an advantage over the baseline. BN, GN+WS and DAN [30] do not provide an improvement. The reason could be the small dataset and the difficult classification task with the large domain shift. We discuss the specific difficulties with the dataset in more detail in section 5.4. TransNorm can achieve a substantially better result of 23.54% accuracy by weighting the different channels according to their transferability. However, the gap between this result and the one of the target-only classifier is with 57.69% accuracy huge, compared to the gap in the corresponding experiment with the butterfly dataset.

In summary, it can be said that the normalization layers have a substantial influence on the classification result of the domain adaptation classifier. When using the TransNorm, the domain adaptation approach works well in the field of fine-grained recognition of butterflies and plants. This classifier outperformed the source-only training up to 12.35% accuracy only by incorporating the unlabeled target data into the training process. Despite the aforementioned weakness, BN offered better results than the baseline. In contrast, the classifier with GN+WS only achieved results comparable to the source-only classifier. To the best of our knowledge, the latter method was applied for the first time in this area. However, it is not recommended for the datasets used in this work.

5.3. Domain Adaptation combined with Active Learning

To further improve the results of the domain adaptation classifier, parts of the target dataset can be annotated using active learning methods. Firstly, we determine the number of target samples that have to be annotated to obtain a comparable result to the upper bound from the experiment in section 5.1. Therefore, random selection is used as a baseline and the determined hyperparameters from section 5.2 are applied. For both datasets, ten images per round are annotated and then the network is trained from scratch. Within 30 rounds, 300 images are annotated for
both datasets. In the case of the plant dataset, this is already the complete training set. When using the butterfly dataset, we set $k = 500$ after the first 30 rounds. Thus, the active learning approach can be applied with an acceptable amount of resources.

In the second part of the experiment, we use the same setup to test and compare more sophisticated selection strategies as a key component of the active learning approach. The strategies EMOC [20], DivDis [4], Cer and IWERM [38] are compared with the random selection tested in the first part. Furthermore, a second setup is used, where we increase the number of runs to 17 and reduce the number of rounds to ten. Thus, a total of 100 images are annotated. This setup was only carried out for the plant dataset in order to identify possible differences between the strategies.

Figure 4 shows a plot that illustrates the results of the training on the butterfly dataset for the first 30 rounds. The random selection baseline, which is shown in red, increased by 10% after 300 annotations. A clear upward trend could be seen in all curves as well, except that of the Cer strategy. They are also not strictly monotonously increasing. After some rounds, they are even decreasing. There are some outliers in the curves, which are not averaged out due to the low number of repetitions. In general, the plot clearly shows that all results of the strategies are very close to each other except for Cer. The Cer strategy drops far below the others after the first 50 annotated images and the result after 300 annotated images is only about one percent better. It can also be seen that the DivDis strategy gives the best results from about 200 annotated images onwards, whereas the random strategy lies below DivDis, IWERM and EMOC.

As the accuracies are more than 10% below the upper bound (dashed line), we have increased the number of images to be annotated per round to 500. The results of this setup are shown in figure 5. The baseline (red curve) needs about 4000 annotations to achieve a comparable result to the upper bound, which corresponds to half of the target training set. The Cer strategy performs much worse with about 5000 images to annotate. The curves of the IWERM and EMOC strategies are slightly above the baseline and require about 3500 annotations. The best strategy is DivDis, which requires the fewest annotations with about 2000.

When using the plant dataset, ten images are annotated step by step until the complete target training set is labeled. The curve rises steepest for the first hundred annotated images that were added and then flattens further and further, as seen at the red line in figure 6. The accuracy is increased by 64.5% over all 30 rounds but does not reach the results of target-only training even after the completed annotation of the target training set. This problem can be explained by the fact that the large domain shift means that the features have to be aligned more, so that the classifier can generalize better. However, this does not lead to a high performance in a specific domain. This can be seen when comparing the results on the other domains. The target-only classifier gives very poor results of 18% accuracy on the source test data compared to the domain adaptation classifier on the source data which gives very good results of 83% accuracy.

Looking at the other selection strategies, all curves show a clear upward trend with some outliers. Up to the first 50 annotated target samples, all strategies have similar results. Then the Cer strategy drops and only after 250 annotations, a comparable result to the others is reached again. In general, there is no strategy that can be regarded as being definitely better. In most cases the IWERM and random selection curves show the best results.

In order to obtain a more stable mean value, the experiment was performed 14 additional times on the plant dataset. Due to resource restrictions, the number of rounds...
Figure 6. In the plot, the five different active learning strategies, which are color-coded, are compared. For this purpose, ten images per round have been annotated from the plant target dataset over 30 rounds.

was reduced to ten. We still observe that the strategies barely differ. However, the 17 rounds make it possible to perform a meaningful significance test for the results. Therefore, we tested the results of every combination of two strategies for significance, using student’s t-test [37]. Two results differ significantly if the p-value is smaller than the threshold of 0.05. The test shows that none of the strategies differ significantly from each other over all rounds. Between the strategies IWERM & Cer and random & Cer, the p-values of three results after different rounds show that Cer is significantly worse than IWERM and the random selection. Furthermore, the random selection also performs significantly better than the DivDis strategy in three results. In all other cases, only individual values are classified as significantly different. An overview of all p-values is presented in the supplementary materials C.

In summary, when training on the butterfly dataset, only the Cer strategy was worse than the baseline. The EMOC and IWERM strategies performed slightly better than baseline and the DivDis strategy works best, requiring only half the annotations of the baseline. Using the plant dataset, the results could be increased by up to 55%, but even after the complete training data annotation, no comparable result to the target-only training was reached. Even the use of more sophisticated selection strategies did not lead to significantly better results. This is probably due to the massive domain shift and the small dataset. For the plant dataset we recommend the random selection due to its resource-friendliness.

5.4. Discussion of Dataset Problems

In this section, we discuss possible difficulties that occur with the datasets. The results of the classifiers trained on the butterfly dataset are very good, despite the differences between the domains. Figure 1 shows one example from the source domain and one from the target domain. It is immediately noticeable that the preserved specimen is huge and the patterns on the wings are clearly visible, when contrast-

ing them to the images from the target dataset, where the butterflies are tiny. This can be challenging for the CNN, as it generally does not produce scale-invariant features [12].

Furthermore, some butterflies are captured in flight and are therefore only visible out of focus. In the images it can be seen that butterflies are also photographed from different angles and sometimes the pattern on the wing is not visible. Additionally, the undersides of the wings look different from the topsides. This can also lead to recognition problems. However, the dataset contains enough images to overcome the obstacles most of the time. A collection of more examples from the dataset can be found in the supplementary materials B.1.

The domain adaptation classifier trained on the plant dataset provides only minor improvements over the baseline. On the left-hand side in figure 2, an image from the source domain is shown and on the right-hand side, there is an example from the target domain. In general, it can be seen that the preserved specimens mostly show the leaves and only occasionally the flowers. Besides, the flowers have a different shape due to the conservation and the colors are also different. The images of plants in the wild often show the flowers. However, there are also examples, where the complete plant is pictured. Usually the leaves are not in focus in these images and often, they can only be found very small in the background. Another point is that the source images sometimes contain only fragments of the plant. Some more examples of difficult images can be found in the supplementary materials B.2.

These reasons clarify the enormous difference between the domains and show how little information can only be transferred and used for classification. The low number of training images makes it even more difficult.

6. Conclusion

In this work, we have shown that Unsupervised Adversarial Domain Adaptation works for fine-grained recognition in the field of biodiversity. To do so, we created two datasets of butterflies and plants. Our experiments demonstrated that the domain adaptation worked for our fine-grained recognition task and that the normalization method has a great influence on the result of the classifier. Among the methods that have been investigated, we found that GN+WS is similar to the baseline, DAN and BN are in the middle and TransNorm provides the best results. Moreover, we extended the classifier with an active learning component and compared different selection strategies with each other. In general, the Cer strategy performed worst on both datasets. For the butterfly dataset we recommend using DivDis as it gives the best results. When training on the plant dataset, none of the tested strategies could significantly outperform the baseline, therefore the random selection is advised.
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Supplementary Materials

A  Experimental Setups

A.1  Butterfly Classification

| Hyperparameter/Classifier | Source-only | Domain Adaptation | Target-only |
|---------------------------|-------------|-------------------|-------------|
| L2-Regularization         | 0.01        | 0.05              | 0.01        |
| Learning Rate             | 0.001       | 0.0001            | 0.001       |

Table 1: This table shows the results of the grid search for the different setups.

A.2  Plant Classification

| Hyperparameter/Classifier | Source-only | Domain Adaptation | Target-only |
|---------------------------|-------------|-------------------|-------------|
| L2-Regularization         | 0.001       | 0.1               | 0.15        |
| Learning Rate             | 0.001       | 0.0001            | 0.0001      |

Table 2: This table shows the results of the grid search for the different setups.

B  Further Examples from the Datasets

B.1  Butterfly Dataset

Figure S1: Here four images from the butterfly dataset are shown, which should illustrate possible difficulties in classification. On the left side images from the source domain and on the right side the corresponding images from the target domain can be seen.
B.2 Plant Dataset

Figure S2: Here six images from the plant dataset are shown, which should illustrate possible difficulties in classification. On the left side images from the source domain and on the right side the corresponding images from the target domain are shown.

C Results of the Significance Test
Table 3: This table presents the results of the student’s t-test of the different active learning strategies on the plant dataset. Every combination of two strategies has been examined. If the calculated p-value is less than 0.05 the results are significantly different.

| Round | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| rnd - emoc | 0.66 | 0.56 | 0.85 | **0.03** | **0.03** | 0.1 | 0.13 | 0.12 | 0.5 | 0.27 | 0.07 |
| rnd - iwerm | 0.05 | 0.91 | 0.18 | 0.28 | 0.25 | 0.71 | 0.37 | 0.3 | 0.61 | 0.48 | 0.14 |
| rnd - divdis | 0.25 | 0.9 | 0.31 | 0.7 | 0.59 | 0.76 | **0.01** | **0.03** | 0.28 | 0.15 | **0.02** |
| rnd - cer | 0.48 | 0.98 | 0.07 | 0.42 | 0.14 | 0.28 | 0.43 | **0.02** | 0.11 | **0.002** | **0.001** |
| iwerm - emoc | 0.07 | 0.52 | 0.1 | 0.13 | 0.21 | 0.23 | 0.29 | 0.38 | 0.29 | 0.46 | 0.3 |
| iwerm - divdis | 0.54 | 0.82 | 0.76 | 0.44 | 0.5 | 0.87 | **0.03** | 0.31 | 0.07 | 0.32 | 0.22 |
| iwerm - cer | 0.19 | 0.9 | 0.43 | 0.92 | 0.73 | 0.56 | 0.94 | 0.2 | **0.01** | **0.004** | **0.01** |
| divdis - emoc | 0.21 | 0.6 | 0.2 | 0.05 | 0.07 | 0.12 | 0.81 | 0.75 | 0.95 | 0.94 | 0.77 |
| divdis - cer | 0.57 | 0.94 | 0.33 | 0.61 | 0.31 | 0.34 | **0.04** | 0.6 | 0.56 | 0.17 | 0.27 |
| cer - emoc | 0.35 | 0.59 | **0.04** | 0.15 | 0.33 | 0.43 | 0.28 | 0.99 | 0.67 | 0.43 | 0.7 |

Note: The bold values indicate significant differences at the p < 0.05 level.