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Abstract—Indoor positioning systems (IPSs) suffer from a lack of standard evaluation procedures enabling credible comparisons: this is one of the main challenges hindering their widespread market adoption. Traditionally, accuracy evaluation is based on positioning errors defined as the Euclidean distance between the true positions and the estimated positions. While Euclidean is simple, it ignores obstacles and floor transitions. In this article, we describe procedures that a positioning error defined as the length of the pedestrian path that connects the estimated position to the true position. The procedures apply pathfinding on floor maps using visibility graphs (VGs) or navigational meshes (NMs) for vector maps and fast marching (FM) for raster maps. Multifloor and multibuilding paths use the information on vertical in-building communication ways and outdoor paths. The proposed measurement procedures are applied to position estimates provided by the IPSs that participated in the EvAAL-ETRI 2015 competition. Procedures are compared in terms of pedestrian path realism, indoor model complexity, path computation time, and error magnitudes. The VGs algorithm computes shortest distance paths; NMs produce very similar paths with significantly shorter computation time; and FM computes longer, more natural-looking paths at the expense of longer computation time and memory size. The 75th percentile of the measured error differs among the methods from 2.2 to 3.7 m across the evaluation sets.
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I. INTRODUCTION

Performance of indoor location-based services is strictly linked to the accuracy of the underlying indoor positioning systems (IPSs) [1]. IPSs exhibit errors in the range from a few centimeters for technologies, such as UWB [2] or ultrasound [3], to the more commonly used pedestrian IPSs that exhibit errors of several meters [4]. The latter is typically based on Wi-Fi, BLE, and magnetic field signatures and often combined with pedestrian dead reckoning. Generally speaking, the environment influences the behavior and the accuracy of an IPS, as IPSs commonly rely on signal measurements that are heavily affected by the indoor environment characteristics [5]. In the following, we will implicitly make reference to a person or a robot that navigates across an indoor environment.

Several IPS evaluation criteria are possible and significant, for example, cost, computational demand, and privacy [1]. However, the prime criterion is accuracy, which is some form of statistics based on positioning errors [1], [6]. The positioning error for an IPS, used in a single floor, is commonly measured as the Euclidean distance between the ground-truth position and the estimated position [6]–[9]. The Euclidean distance is easy and fast to compute and arguably the most significant error definition when Line-of-Sight (LoS) exists between the true and estimated positions. This is the usual case for small errors (within centimeters) or when the target scenarios are free from relevant obstacles. However, errors observed for the most-often-used IPSs are within a few meters, so LoS being impaired by walls or ceilings is not an uncommon occurrence.

Our preliminary work [10] proposed to define the positioning error as the length of the path that a pedestrian could follow between an IPS-estimated position and the true position. The 2-D paths were determined using visibility graphs (VGs) from floor plans in vector format. That preliminary work highlighted divergences between the proposed error measurement and the Euclidean distance measurement that affect the perceived accuracy of an IPS. That perceived accuracy is important for tuning and comparisons among IPSs. However, the number of alternative routes can become large due to the many degrees of freedom [11], especially if we consider a complex multifloor scenario with multiple endpoints. As the number of elevators, stairs, and building entrances increases, finding the optimal route becomes more complex [12]. This article technically extends our preliminary work by: 1) considering
two new pathfinding methods—navigational meshes (NMs) and fast marching (FM); 2) performing an evaluation on a multibuilding multistory scenario with outdoor navigation; and 3) using position estimates obtained by participants in the IPIN 2015 competition. The implementation of pathfinding methods, measurement procedures, and analyses presented in this article are available\(^1\) with an Apache-2.0 license. In summary, this article contributes to advance the state of art in IPS evaluation, with the following specific contributions:

1) description of five error measurement procedures for IPSs, using either vector or raster floor map information to compute the walking distance between two points;

2) comparison of the proposed measurement procedures and the Euclidean distance approach (with floor and building misidentification penalties) in terms of pedestrian path realism, indoor model complexity, path computation time, and error magnitude.

II. POSITIONING ERROR IN INDOOR POSITIONING SYSTEMS

Unlike the global navigation satellite systems (GNSSs) used for positioning in most open outdoor environments, current IPSs must be tuned for each targeted indoor scenario [1]. One reason is that many IPSs rely on radio signals, whose propagation is strongly affected by the specifics of each different building [5]. IPSs relying on inertial navigation are strongly affected by the building layout. No solution currently dominates the IPSs market because those that deliver high accuracy also have known drawbacks. As far as high-accuracy systems are concerned, IPSs based on UWB and ultrasound require hardware deployments whose cost compromises their scalability, while vision-based IPSs force the users to keep their device in a fixed position in order to get a view of the environment [1]. IPSs based on Wi-Fi, BLE, and magnetic field signatures, often complemented with inertial sensors’ readings, are the most frequently used in commercial solutions and the scientific literature for pedestrian navigation [1], [5]. These IPSs, however, have typical error ranges within a few meters. Errors of a few meters in open outdoor fields may not be significant. However, obstacles in complex indoor environments are separated by distances similar in magnitude to those errors which, therefore, have a much higher impact on the quality of an indoor navigation system.

The problem is not new and has received some attention in the literature. Pulkkinen and Verwijnen [13] discusses standardized baselines and metrics. Adler et al. [14] makes a survey of experimental evaluation criteria adopted in the IPIN papers, where different evaluation metrics were considered. Liu and Schneider [15] proposed a novel way to compute the similarity between moving objects, based on geographic and semantic components of the movements. de la Osa et al. [16] deals with the lack of a predominant solution for defining the ground truth when comparing indoor position estimates. Anagnostopoulos et al. [17] defined a novel dynamic evaluation procedure with predefined geometrical paths (see [18]) to capture real-life usage of the scenarios, as well as other

---

\(^1\)With DOI: 10.5281/zenodo.3741390
A. Visibility Graphs and Navigation Meshes

The VG and NM methods are based on vector maps and require knowing the information about the navigable space of the target environment, which we call free space. The free space is formed of all indoor positions where the positioning subject can be found without colliding with obstacles. The free space is represented in this work using a polygon with holes $E$, neither of which are necessarily convex. Section IV describes how to obtain free space representation from floor plans. When computing paths using VG or NM, we define the forbidden space as the space along the perimeter of obstacles that a path must avoid so that a real-world object of given size does not collide with the obstacles.

The free space is constructed as illustrated in Fig. 2. The limits of the environment (polygon boundaries) are grown inward, and the inner obstacles (polygon holes) are grown outwards by a quantity that depends on the physical size of the subject. Once the forbidden space is removed from the free space, thus obtaining a new polygon $F$, the subject can be considered having null size as far as path computation is regarded when using VG or NM. This work used the CAD/CAM technique known as polygon offsetting [27] to compute the forbidden space.

Given a set $S$ of disjoint polygonal obstacles, the VG of $S$ has a node for every vertex of $S$ and a visibility arc connecting any two nodes in LoS of each other; nodes are in LoS when they can be joined by a segment that does not collide with any edge of $S$. In this work, $S$ is composed of the boundary and the holes of $F$. Algorithms for the efficient construction of VGs already exist [23]. The shortest collision-free path between two points is composed of arcs of the VG, and once nodes and visibility arcs for the start and destination points are added [23]. Pathfinding with VG requires setting arc weights to the Euclidean distances between each pair of nodes and using a pathfinding algorithm, e.g., Dijkstra’s [28] or $A^*$ [29]. The paths found using VG usually have hard turns, which are not ideal for describing people’s movement. Also, VGs typically have a large number of arcs, which increases the computational cost of pathfinding. For example, the simple environment of Fig. 2 resulted in over 50 visibility arcs. For the experiments in this work, we used the graph-based MATLAB’s implementation of Dijkstra’s algorithm [30]. Also, we created a MATLAB implementation for VG construction that performs brute-force testing of arc eligibility. The determination of a VG requires several geometrical operations, being the most used operations the point-in-polygon and ray- or segment-to-environment intersection.

A NM [31], [32] subdivides $F$ into a set of convex polygons. The convex polygons represent spaces where movement between two points of the polygon’s boundary is possible without a collision. A constrained triangulation could be used as an NM. For example, a Delaunay triangulation [33] created from the vertices of $F$, for which the triangles outside the environment are removed, is an NM. However, an NM based solely on a triangulation normally has too many unnecessary divisions of the space. Several approaches exist for NM construction [34]. A MATLAB implementation for NM was created for the experiments in this work. It builds a constrained Delaunay triangulation and iteratively combines adjacent polygons to remove nonessential edges, thus obtaining new convex polygons [32]. The output is a graph representing the obtained polygons. A path is computed using Dijkstra’s [30], and it is later straightened using LoS testing to remove unnecessary intermediate points [31].

Fig. 3 presents an example of the resulting graphs for a building (TI) of the scenario used in later sections. The graph obtained by NM has far fewer arcs than that produced by VG. The obtained path is not guaranteed to be the shortest one because Dijkstra’s finds the shortest route between polygons, without any visibility information, and because the subsequent straightening step uses visibility information only to remove unnecessary intermediate points.

For complex environments, pathfinding for VG is considerably slower than for NM, even accounting for the straightening step (see results in Section V). For both VG and NM, finding the route involves creating a new graph by adding the endpoints to the static floor graph and adding new arcs for each endpoint. In VG, new arcs are added that connect each endpoint to those vertices of $F$ that are visible from the endpoint. In NM, new arcs are added that connect each endpoint to vertices of the polygon containing it. If an endpoint lies outside the valid areas, i.e., outside the boundaries or inside a hole of $F$, a correction step is required before pathfinding. The correction step moves an endpoint to the
cells and, thus, nontraversable obstacles. Fig. 4(a) presents \( \tau \) in large areas. The value of speed, which avoids to force paths toward the center zone, depends on image resolution. \( \tau \) was empirically determined and set to 30 to avoid speed reduction for cells representing positions farther than 2 m from obstacles.

In (1), \( \tau \) is a distance threshold for speed reduction. All cells farther than \( \tau \) from obstacles have the same (maximum) speed, which avoids to force paths toward the center zone in large areas. The value of \( \tau \) depends on image resolution. For example, for the images later mentioned in Section V, \( \tau \) was empirically determined and set to 30 to avoid speed reduction for cells representing positions farther than 2 m from obstacles. The 0.01 value was added to avoid zero-velocity cells and, thus, nontraversable obstacles. Fig. 4(a) presents an example speed map, where the darker the shade the lower the speed. Obstacles and areas outside of the target environment (nonvalid areas) are represented with the darkest shade. Fig. 4(b) depicts the output from applying FM over the speed map from Fig. 4(a). Lighter shades correspond to points reached sooner by the wavefront originating from the source point (blue dot). The paths shown in Fig. 4 show that FM does not require endpoint corrections. In fact, since nonvalid areas have minimum speed values, they are actively avoided. FM does not require offsetting either (although it can be optionally applied) because cells close to obstacles have low-speed values and are avoided.

The computation cost for building a path with FM depends on the size of the input image, which is related to the size of the environment and its complexity. Image resolution should be balanced so that the image retains all details relevant for pathfinding while not adding a useless computation burden.

The VG method was chosen because it produces the shortest paths. NM is a computationally lighter alternative to VG that somehow relaxes the requirement of finding the shortest path. FM relaxes that requirement even further. We provide the source code of our proposed methods and evaluation framework, to enable comparison with other methods.\(^2\) Alternative methods for finding the shortest path, such as predefined waypoints [24], the direct application of Dijkstra’s to raster maps [24], or quadtrees [38], may be considered in future extensions of our procedures.

IV. IPSs ERROR MEASUREMENT PROCEDURES

The solution to finding a route across several floors and buildings builds upon the 2-D pathfinding methods introduced in Section III. In the following, two variants are considered here named single model (SM) and endpoints expansions (EES). Both require static knowledge of the length of connections between any two pair of accesses to each floor. Here and in the following, a static information can be precomputed, as it is dependent on map information only, while dynamic information also depends on the endpoints. In the most common case, interfloor connections include vertical connections between adjacent floors, and interbuilding connections are outdoor ground-level routes between building accesses, but more complex configurations may exist; for example, vertical connections between nonadjacent floors, horizontal connections above ground level between buildings, and more: we neglect these cases in the subsequent description without loss of generality.

The SM variant connects the individual graphs produced for each floor by the VG or NM methods using arcs that represent the interfloor and interbuilding connections. This variant produces a single 3-D graph, which is the classic representation used for navigation services in indoor environments [39]. Being based on graphs, it cannot be used with FM pathfinding.

The EES variant is not based on graphs and can be used with any of the three pathfinding methods. A complete path between source and destination is composed of an ordered sequence

\[^2\]With DOI: 10.5281/zenodo.3741390
Fig. 5. Shortest distance path between two endpoints located in distinct buildings and floors, computed using the EE variant with NM pathfinding.

Algorithm 1 Path Determination for the SM Variant

**Input:** Environment Data Representation, Endpoint pairs

**Output:** Paths between endpoint pairs

1. Floor model creation
2. Single model integration
3. **for each pair of endpoints do**
   4. Endpoint correction
   5. Path computation
4. **end**

Algorithm 2 Path Determination for the EE Variant

**Input:** Environment Data Representation, Endpoint pairs

**Output:** Paths between endpoint pairs

1. Floor model creation
2. **for each pair of endpoints do**
   3. Endpoint expansion
   4. Endpoint correction
   5. Path computation
   6. Endpoint contraction
3. **end**

of path stretches that generally include interfloor stretches, interbuilding stretches, and intrafloor stretches computed via 2-D pathfinding. All the stretches are statically known apart from the extreme ones (first and last). Each extreme stretch is chosen from the set of intrafloor paths connecting an endpoint to each access of the floor where the endpoint lies, meaning that sets of intrafloor paths are dynamically computed.

Fig. 5 represents a complete path where each stretch is either:

1) **Vertical Blue Segment:** Statically known interfloor connection.
2) **Horizontal Blue Segment:** Statically known interbuilding connection.
3) **Green Segment:** A statically computed intrafloor stretch.
4) **Red Segment:** A dynamically computed intrafloor extreme stretch.

In order to build a path, the EE variant chooses a sequence of stretches using an always-forward strategy, that is, floor changes are done only if they represent a floorwise or buildingwise advancement toward the destination. EE finds a set of possible paths, which includes the shortest path. The number of possible paths, thus, identified is large and exponentially related to the number of interfloor and interbuilding connections. In the experimental implementation, only a subset of possible routes is computed, in order to shorten computation time.

Fig. 6 illustrates an example for steps 3–6 from Algorithm 2. Legend for the black circles is: **e:** estimate; **g:** ground truth; **c:** correction, **s_1,** **s_2,** **t_1,** and **t_2:** floor entrances; and **b_1** and **b_2:** building doors. **xy** represents the computed path between points **x** and **y**.

Algorithms 1 and 2 are pseudocode representations of SM and EE, respectively. Both algorithms take the map and a set of endpoint pairs as input, each pair being the real and estimated positions from the use-case presented in Section V. The steps are as follows.

1) **Floor Model Creation:** Loading of the environment data, i.e., the polygons or the image of each floor and the vertical and interbuilding connection information. The output is the 2-D graphs for the VG and NM methods and the speed transformation for the FM method.

2) **Single Model Integration:** Linking together the graphs created for each floor by the NM or VG methods. For each interfloor or interbuilding connection, new arcs are created: for VG, they are visibility arcs that irradiate from the access node; and for NM, they are segments that connect the access node to the vertices of the containing polygon.

3) **Endpoint Expansion:** For each pair of endpoints, the pair is removed. Always-forward sets are computed. For each always-forward set, a new endpoint pair is added for each of the two extreme stretches.

4) **Endpoint Correction:** Correction of endpoints lying outside the environment to the closest point inside the valid areas. FM does not require this step. Corrections are tracked and later included in the error magnitude.

5) **Path Computation:** Use one of the three 2-D pathfinding methods to compute a path stretch for each endpoint pair not associated with a static precomputed stretch length.

6) **Endpoints Contraction:** Obtain the sequences of stretches connecting the original endpoint pairs using the information computed or stored for each path stretch.

Fig. 6 illustrates an example for steps 3–6 from Algorithm 2. Step 3 produces basic information for creating the paths between endpoints. Step 4 adds a correction if required. Step 5 uses or computes path stretches to obtain actual paths between the endpoints. Finally, step 6 selects the minimum distance path among those obtained in step 5.
The outputs of Algorithms 1 and 2 are the paths that connect the input endpoint pairs. The application of Algorithm 1 or 2 with any of the three 2-D pathfinding methods is hereinafter called a measurement procedure. Five measurement procedures are proposed.

1) VG-SM: Uses Algorithm 1 with VG for 2-D pathfinding.
2) VG-EE: Uses Algorithm 2 with VG for 2-D pathfinding.
3) NM-SM: Uses Algorithm 1 with NM for 2-D pathfinding.
4) NM-EE: Uses Algorithm 2 with NM for 2-D pathfinding.
5) FM-EE: Uses Algorithm 2 with FM for 2-D pathfinding.

Procedures VG-SM and NM-SM produce shortest distance paths, while VG-EE, NM-EE, and FM-EE produce several alternative paths for each pair of endpoints lying on distinct floors or buildings. While measurements other than the shortest distance are generally useful for pedestrian navigation, only shortest-distance is considered in the following. Examples of significant paths different from the shortest are those that take into account the subject familiarity with the target environment, including those that contain the closest floor or building exit from an endpoint and those that leave the origin building through the exit that is closest to the destination building.

V. USE CASE: THE IPIN 2015 TRACK 3 COMPETITION

The error measurement procedures were applied to position estimates provided by IPSs, trained, and evaluated on data from the UJIIndoorLoc data set [40]. UJIIndoorLoc includes publicly available training and validation sets and a test set that is kept secret by the data set curators. The test set was used in the IPIN 2015 (EvAAL-ETRI) Track 3 competition [41] to evaluate IPSs based on Wi-Fi fingerprinting. This article applies the proposed error measurement procedure to the 20716 estimates provided by the four teams (5179 estimates each team) that participated in that competition (“RTLSUM” [42], “HFTS” [43], “ICSL” [44], and “MOSAIC” [45]).

A. Preparation of Environment Information

The UJIIndoorLoc’s data were collected in three university buildings. The environment data used in the measurement procedures included a 2-D depiction of each building’s floor that represented the building’s boundaries and the inner structural obstacles. The representation of a floor was either a set of polygons (vector format) or an image (raster format). The actual floors are connected through stairs or elevators, and buildings communicate through outdoor paths between their entrance doors. Environment information was obtained from accurate CAD and GIS data [46]. Fig. 7 shows the free space representation for the first floor of each of the three buildings where doors and similar obstacles are removed.

Polygon simplification was performed on the vector format to reduce the number of vertices and edges, which is particularly relevant for curves, such as pillars, which were reduced from 40 to 8 vertices each. Offset (as described in Section III) for VG and NM was set to 0.2 m, which accounts for (half) the average width of a person while also avoiding blockage of small entrances. Raster images had a cell (pixel) size of 0.1 m.

Besides, the line thickness was chosen to represent thin but continuous representations of obstacles’ edges.

The interfloor (vertical) and interbuilding (outdoor) communication ways were represented as static information in the form of triplets containing two endpoint tags and the distance between endpoints. That allows, for instance in FM-based approaches, to split pathfinding into independent steps by creating a layer for each floor and representing the stairs and elevators as static transit nodes between the independent layers [12]. The compiled data for vertical and outdoor ways considered any vertical way between two adjacent floors from the same building and one route for any pair of doors from two buildings. Automatic methods for topology extraction or feature identification from floor plans may reduce the effort of map data preparation [47], [48]. However, we manually compiled the data relative to vertical and outdoor ways in order to ensure the accuracy of distance computation. Table I presents the numbers of vertical ways along with other building information. Note that this procedure does not prevent the use of simple maps, even obtained from sketches, as long as they represent closed buildings with well-defined entrance points.

B. Experimental Results

Results presented here were obtained from experiments carried out on a PC with Intel Core i7-8700 CPU @ 3.2 GHz, 16 GB of RAM memory, running MATLAB R2019a on MX Linux 18.2 Continuum. The procedures were implemented in MATLAB, favoring correctness over efficiency. CPU times were measured only once, so they are only intended to give a grasp of relative computation times.

Tables II and III present the measured times for steps of Algorithms 1 and 2, respectively. In the tables, $\Sigma$ is the total step time, while $\mu$ and $\sigma$ are the mean and standard deviation of a set of times. The times for EE and endpoints correction are the mean per endpoint pair, while for paths computation are the mean per intrafloor computed path.
Although the time spent for floor model creation is not negligible, its importance is limited because it takes less than 3 min to complete for all procedures. Furthermore, the graphs or images resulting from this step can be stored and later reused by EE or SM for path computation. Times for EE and endpoints correction are small compared with the times employed in the paths computation, but they are not negligible. Their $\sigma$ values were close to zero and are not reported.

Floor and building misidentifications increased the number of paths to compute in the EE variants. Considering all teams, the total path processing time for the NM and VG methods was about eight times larger in EE variants than in SM variants. In contrast, the increase is 26 times if only the MOSAIC team is considered. EE is also demanding in terms of memory, mainly because the path information is kept for later analysis.

The times for the paths computation step are the most important measures presented in Tables II and III. Times for NM-based procedures are small and thus affordable for evaluation purposes, which is typically an offline procedure, even for large evaluation sets. Times for VG-based procedures are about seven times larger than those based on NM although those times should not be a concern in most scenarios for VG-based procedures. In contrast, FM-EE needs more than 2 s on average to run a single path computation. In our experiment, FM-EE took more than five days to compute the paths for the original evaluation pairs. Given its computational cost, the FM-based procedure is suited for small evaluation sets when the need for a realistically smoothed path is prevalent over reducing the computation burden.

The SM integration step is performed only once. NM-SM runs significantly faster than VG-SM in this step because NM produces floor graphs much less complex than VG, as discussed in Section III. This effect is seen for the endpoints correction and paths computation steps, which are smaller in Table II than in Table III.

Table IV compares the complexity of the map structures: graphs for VG and NM and raster for FM. VG and NM use the same number of nodes, yet the number of arcs of VG is almost nine times that of NM. FM computes the paths from images of the same size as the input maps, which is over six million pixels in our experiment.

| Procedure | Floor model creation $\Sigma (s)$ | Single model integration $\mu (ms)$ | Endpoints correction $\mu (ms)$ | Paths computation $\mu + \sigma (s)$ |
|-----------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| VG-SM     | 52                               | 32                               | 0.1                              | 0.21 ± 0.01                     |
| NM-SM     | 122                              | 1                                | 0.1                              | 0.02 ± 0.00                     |

Table II

**Empirical Computation Times (in Seconds) for Steps of Algorithm 1**

| Procedure | Floor model creation $\Sigma (s)$ | Endpoints expansion $\mu (ms)$ | Endpoints correction $\mu (ms)$ | Paths computation $\mu + \sigma (s)$ |
|-----------|----------------------------------|--------------------------------|----------------------------------|----------------------------------|
| VG-EE     | 52                               | 7.4                            | 2.4                              | 0.23 ± 0.05                     |
| NM-EE     | 122                              | 8.8                            | 2.6                              | 0.03 ± 0.02                     |
| FM        | 1                                | 7.4                            | NA                              | 2.51 ± 0.11                     |

Table III

**Empirical Computation Times for Steps of Algorithm 2**

While important, evaluation time matters only for time affordability, and thus, it is a secondary aspect of the proposed procedures. The main aspect is the error magnitudes as measured by the procedures. To set those magnitudes in the context of IPSs’ evaluation, Fig. 8 presents comparisons between the errors as measured by the proposed procedures and those measured by the EvAAL procedure. The EvAAL error is the sum of the 2-D Euclidean distance $r$ between the estimate $(x_e, y_e)$ and its ground truth $(x_g, y_g)$, plus penalties for floor difference and building inequality [8]. In [41], the penalties were 4 and 50 m, respectively.

$$e = \| (x_e, y_e) | (x_g, y_g) \| + 4 | f_e - f_g | + \begin{cases} 0, & b_e = b_g \\ 50, & b_e \neq b_g \end{cases} (2)$$

The usage of the EvAAL procedure with the floor and building penalties from (2) is hereinafter called EFP04 procedure. Results from the VG-SM and VG-EE procedures are exactly the same, as are results from NM-SM and NM-EE. Therefore, for simplicity, error measures are shown only for the EE variant, without further distinction. In Fig. 8, positions with both correct floor and building identification, which are indicated by gray and green dots, lie near the diagonal, meaning that their EFP04 error magnitudes are similar to those of the proposed procedures. Green dots are position estimates that were corrected because they lied outside the valid evaluation area; in these cases, error magnitude includes the correction length. Fig. 8(a) contains no green dots because FM does not use estimate correction, while Fig. 8(d) does not either because the MOSAIC team correctly placed all estimates inside the valid area.

Blue dots represent samples with floor (but not building) misidentification. The ICSL team had the lowest floor detection rate. HTFS had the best floor detection rate, and in fact, it has fewer blue dots. From a pedestrian perspective, the EFP04 procedure always underestimated the error when the position was estimated in the right building but on the wrong floor. The 4-m floor penalty of the EFP04 procedure was approximately equal to the floor height, which should be considered a lower bound to the length of the path walked by the subject to change floors.

Red dots, only shown in Fig. 8(d), represent building misidentifications, which are the cases with the largest errors, only present in results from the MOSAIC team. The 50-m building penalty of the EFP04 procedure was too large for most cases. Also, that penalty was far too small for a few other cases that required changing floors at the two buildings, as previously shown in Fig. 5. In general, compared with pathfinding-based alternatives, the EFP04 procedure mostly underestimated the magnitude of the error for the evaluated environment and estimation sets.
Fig. 8. Examples of error measurement differences. Green and gray dots represent cases for which floor and building were correctly identified, with or without applying corrections, respectively. Blue and red dots represent the cases of the floor and building misidentification, respectively. (a) RTLSUM. (b) ICSL. (c) HTFS. (d) MOSAIC.

Fig. 9. Measures of the proposed procedures for the MOSAIC team: (a) VG vs NM and (b) NM vs FM.

Fig. 9 [but also Fig. 8(d)] helps on path comparison among the four compared procedures, for the MOSAIC team. The charts help confirming that: 1) the EFP04 procedure produces error values lower than the other produces, apart from the case of building misidentification; 2) while the VG method computes the shortest path, NM provides a close approximation; and 3) while the FM method produces the longest path for most cases, in a few cases, it may produce a path shorter than that of NM.

Fig. 10 presents the CDFs of measures as provided by the four procedures already explored and by three additional ones: the E3D, which is addressed in some works [6], [49]; and the EvAAL procedure using the same 50-m building penalty as EFP04; and no floor penalty (EFP00) or 15-m floor penalty (EFP15). The EFP15 procedure has been used in on-site Tracks (1 and 2) of the IPIN competitions [8]. E3D, EFP00, and EFP04 provide percentile values that are notably similar for all teams but ICSL, the one with the smallest floor hit ratio. Thus, the comparisons between EFP04 and the proposed method also apply to E3D and EFP00.

The 75th percentile values of EFP15 and VG are close for all teams. The difference increases for percentiles above 75th: it stays below 3 m up to the 95th for all teams but MOSAIC. For the same reason, the HFTS team, which has the best floor detection rate, moves up to the second place with both VG and FM. The MOSAIC team ranks third when using the VG- and NM-based procedures. The MOSAIC team had a few building detection errors, each of them bringing a 50-m penalty whose weight is higher in EFP04 than in EFP15, where the effect of the floor penalty is more relevant. This explains why MOSAIC, with its good floor detection rate, ranks better with EFP15 (second place) than EPF04 (fourth place).

Table V reports the accuracy of each team as measured by EPS04, EPS15, and the three proposed procedures using the 75th percentile metric. The 75th percentile is part of the EvAAL evaluation framework and is used in IPIN competitions [21], [22]. Notice, in Table V, that EPF04, EPS15, VF, and FM produce different rankings. While RTLSUM keeps the first place in all cases, ICSL moves from the second to the fourth place with EPS15, VG, or NM, and to the third place when using FM, because EFP04 is more lenient of floor misdetection than EPS15, VG, or FM. For the same reason, the HFTS team, which has the best floor detection rate, moves up to the second place with both VG and FM. The MOSAIC team ranks third when using the VG- and NM-based procedures. The MOSAIC team had a few building detection errors, each of them bringing a 50-m penalty whose weight is higher in EFP04 than in EFP15, where the effect of the floor penalty is more relevant. This explains why MOSAIC, with its good floor detection rate, ranks better with EFP15 (second place) than EPF04 (fourth place).

FM builds path always longer than VG and apparently longer than NM too; the difference is most notable when misidentifying a building, which explains MOSAIC getting the lowest rank with FM.

The similarity of values in Table V for VG- and NM-based procedures requires an explanation. Fig. 11 shows how example paths produced by VG and NM are very similar. The reason is that NM uses a path straightening procedure using LoS testing: while this method does not produce the all percentiles values. In comparison with FM, VG is easier to compute and understand, the latter being a fundamental aspect when comparing systems. Thus, the VG-based procedure is recommended for all cases where high reliability is needed or high quantile metrics are involved.

| Team  | EFF04 (m) | EFF15 (m) | VG (m) | NM (m) | FM (m) | Floor (%) | Building (%) |
|-------|-----------|-----------|--------|--------|--------|-----------|-------------|
| RTLSUM| 8.44      | 8.48      | 8.96   | 8.96   | 10.49  | 93.74     | 100.00      |
| ICSL  | 10.87     | 12.75     | 15.26  | 15.26  | 14.54  | 86.93     | 100.00      |
| HTFS  | 11.61     | 12.52     | 12.57  | 12.57  | 14.08  | 96.25     | 100.00      |
| MOSAIC| 12.12     | 12.41     | 12.62  | 12.62  | 14.83  | 93.86     | 98.65       |

Table V

Teams’ Evaluation Results

The similarity of values in Table V for VG- and NM-based procedures requires an explanation. Fig. 11 shows how example paths produced by VG and NM are very similar. The reason is that NM uses a path straightening procedure using LoS testing: while this method does not produce the all percentiles values. In comparison with FM, VG is easier to compute and understand, the latter being a fundamental aspect when comparing systems. Thus, the VG-based procedure is recommended for all cases where high reliability is needed or high quantile metrics are involved.

Table V reports the accuracy of each team as measured by EPS04, EPS15, and the three proposed procedures using the 75th percentile metric. The 75th percentile is part of the EvAAL evaluation framework and is used in IPIN competitions [21], [22]. Notice, in Table V, that EPF04, EPS15, VF, and FM produce different rankings. While RTLSUM keeps the first place in all cases, ICSL moves from the second to the fourth place with EPS15, VG, or NM, and to the third place when using FM, because EFP04 is more lenient of floor misdetection than EPS15, VG, or FM. For the same reason, the HFTS team, which has the best floor detection rate, moves up to the second place with both VG and FM. The MOSAIC team ranks third when using the VG- and NM-based procedures. The MOSAIC team had a few building detection errors, each of them bringing a 50-m penalty whose weight is higher in EFP04 than in EFP15, where the effect of the floor penalty is more relevant. This explains why MOSAIC, with its good floor detection rate, ranks better with EFP15 (second place) than EPF04 (fourth place).
shortest path in all cases as VG does, its results are usually very close. FM actively avoids edges, thus creating smooth but sinuous paths that divert from the shortest distance paths found by the VG method or their good approximation provided by the NM method. Also, the NM method is less computing-intensive. SM variants are much less resource-demanding than EE variants and, thus, recommended unless the FM method is required.

Correct identification of building and floor is of utmost importance for an IPS. The proposed measurement procedures avoid overpenalization or underpenalization for floor and building misidentifications, from a pedestrian perspective, given that they do not require the usage of compromise penalty values for heterogeneous environments. They do require the usage of a well-defined offset parameter, which is required for VG and NM, but optionally applicable to FM as preprocessing.

The proposed measurement procedures focused on error measurement in indoor environments. The indoor character influenced aspects of procedures, such as the endpoint correction. In general, a positioning system that has a building (map) information should validate the position estimations to avoid nonaccessible areas, such as obstacles or inaccessible areas. If the estimates should strictly lie indoors, then outside areas can be considered nonaccessible, and the correction procedure should be applied. Systems that provide seamless indoor and outdoor localization will consider outdoor areas as accessible.

VI. CONCLUSION

Comparing IPSs is a complex task and involves many metrics. We have arguably moved a step forward in the direction of improving the usefulness of the most important metric, that is, positioning accuracy. In the case of a person or robot, most accuracy measures currently used are some statistics on positioning errors along the path, where the positioning error is defined as the Euclidean distance between an estimated position and the corresponding correct (ground truth) position. Euclidean distance is a good choice for approximating the cost of making a bad estimate: it is simple to compute and explain, its mathematical properties are well known, and it does not require to be tuned using free parameters.

The ISO/IEC 18305:2016 standard [6] uses E3D, while the IPIN competitions use 2-D Euclidean distance with floor penalty (EFP). Floor penalty accounts for the cost of bad positioning estimate that is perceived by a person or robot in the case of floor detection errors but adds a parameter \( X \), which needs to be tuned to the environment on the basis of experience. The walking distance proposed in this article is an improvement over both 3-D and EFP in that it accounts for the cost of floor detection errors and additionally for the cost of going around 2-D obstacles, such as walls, which may be significant in office-like environments. In comparison with EFP, it removes the need of a floor penalty parameter, which is a compromise value for heterogeneous environments found in a nonalgorithmic way; it instead uses an offset parameter that is based on the size of the target and the minimal entrance (e.g., door) size in a well-defined way. In the experiments, the offset value was 0.2 m, which accounted for the average person width and avoided entrance blockage.

The procedures described in this article are tailored for pedestrian paths determination. They were developed considering floors and buildings as entities with well-defined boundaries and known entrance points. Thus, they are not appropriate for use cases, such as UAVs (e.g., drones), or boundary-less environment representations.

The source code for all the procedures is available with an Apache-2.0 license and can be extended to include other pathfinding methods. As an example, the EE variants can be used in further analyses that are not limited to the shortest path.

The positioning error defined in this article will be experimented in the next editions of the IPIN competition and
possibly used as an optional modification to the EvAAL framework [8].
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