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Abstract
In this work, leader follower consensus objective has been addressed with the synthesis of an event based controller utilizing sliding mode robust control. The schema has been partitioned into two parts viz. finite time consensus problem and event triggered control mechanism. A nonlinear multi agent system with non identical dynamics has been put forward to illustrate the robust capabilities of the proposed control. The first part incorporates matching of states of the followers with those of the leader via consensus tracking algorithm. In the subsequent part, an event triggered rule is devised to save computational power and restrict periodic updating of the controller involved while ensuring desired closed loop performance of the system. Switching of the event based controller is achieved via sliding mode control. Advantage of using switched controller like sliding mode is that it retains its inherent robustness as well as event triggering approach aids in saving energy expenditure. Efficacy of the proposed scheme is confirmed via numerical simulations.
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I. INTRODUCTION
RECENTLY distributed cooperative control for Multi-Agent Systems (MAS) has attracted researchers from control and allied sciences fraternity from around the globe because of having potential application across various fields like formation control of robots, intelligent transportation systems, attitude alignment of spacecraft, cooperative attack of multiple missiles, unmanned aerial vehicles (UAV) for rescue operation, distributed computing and distributed sensor networks, etc. In an interconnection of several autonomous agents, a perturbation in a single agent can affect the entire network. The decentralized control approach has been proved effective to control such systems. A high degree of autonomy can only be achieved if each of the agents can be controlled via robust design techniques, and at the same time, an efficient coordination control is also possible to reach a common goal. Several autonomous agents form a class of dynamic system where they interact with each other over a communication network to reach a common goal. In comparison to a single autonomous agent, MAS provides higher degree of redundancy and improves the operational efficiency. A particularly challenging problem in this field is commonly known as consensus tracking, i.e., consensus with a leader (agent in swarm whose dynamics has to be imitated by others). In this problem, a group of followers tracks the states of a virtual leader in finite time using only local interactions. A group of agents should possess the ability to communicate with their neighbours and are required to accomplish some tasks together as a single entity. If all the agents in the group can be made to come to a common ground, the agents are said to have reached consensus or an agreement. This means the agents have achieved consensus about some state dependent parameter of interest to meet a requirement collectively. A consensus algorithm or protocol is an interaction rule
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that specifies the information exchange between an agent and all of its neighbors on the network [2]. Another challenging problem is referred to as formation control. The objective of the formation control is to stabilize the relative distance or velocity amongst agents to a given value. In this work, the leader has its dynamics independent of the followers and the followers are required to track the leader’s state in spite of the presence of uncertainties and disturbances. The communication amongst these agents is achieved via wireless means connected over a shared network with limited resources. In such scenario, continuous updating of the control signal can consume more energy. Hence, an event triggering approach is incorporated which updates the control signal only when some condition (predefined) gets violated. This aids in the efficient utilization of shared resources, less computational power expenditure and increases the life of hardware as well. Event based schema involves switching every time a predefined threshold gets crossed over. This switching is implemented by a sliding mode controller known for its inherent disturbance rejection capabilities.

Observations in nature such as a flock of birds, a school of fish, and a swarm of insects have led to the development of algorithms for collective behavior of MAS. The first flocking behavior was simulated by Reynolds [3]. Subsequently, there are various early contributions in this field. A brief literature survey goes here.

In [4], the consensus problem of second order MAS has been addressed based on the graph having directed spanning tree. A Laplacian matrix based approach to observing the flow of information amongst agents has been proposed in [5] to investigate cooperative control of a group of agents modelled as a network. The solution to the problem of linear leader follower multi agent networks has been proposed in [6] based on observer design. The dynamic consensus tracking for directed network topology using proportional-derivative algorithm has been proposed in [7]. The nonlinear dynamics of MAS has been approximated using adaptive neural network [8] and fuzzy logic [9] and consensus has been investigated. The leader follower consensus control has also been proposed where dynamics of a virtual leader is controlled and followers are made to follow desired trajectory [10]. The consensus problem of a second order MAS with directed communication topology, as opposed to undirected communication topology has also been addressed in literature using terminal sliding mode control [11]. The sliding mode controllers are applied for finite time distributed tracking of second order MAS in [12]. Moreover, an observer based event triggered consensus problem has been investigated for position tracking of MAS in [13]. The containment control problem for Euler-Lagrange systems has been addressed in [14]. The Distributed $H_{\infty}$ consensus and control has been investigated in [15]. In [16], a distributed finite time consensus control for higher order MAS has been dealt with.

Event based sampling and control has become popular in energy constrained applications. As opposed to periodic update of controller, control signal is updated only when the measurement error crosses a predefined threshold. The event based broadcasting of state information for multi agent coordination control has been described in [17]. Event triggered leader follower tracking control for MAS has been investigated in [18]. An event based controller for rendezvous problem of MAS has been studied in [19].

A novel event driven sliding mode control for distributed cooperative control of MAS having non-identical dynamics has been addressed in this work. The paper is organized as follows. Section II introduces preliminaries of graph theory and event triggered sliding mode control. Governing dynamics of the multi agent system has been discussed in section III, followed by the synthesis of proposed controller in section IV. Numerical simulations are given in section V. Section VI provides the concluding remarks.

II. PRELIMINARIES

A brief background that is necessary for the foregoing discussion is presented in this section. A familiarity with spectral graph theory and event based sliding mode control is introduced.
A. Spectral Graph Theory applied to Multi Agent Systems

A directed graph, also known as digraph \[20\] is represented here by \( G = (V, E, A) \). \( V \) is the nonempty set that contains finite number of vertices or nodes \[21\], \[22\] such that \( V = \{1, 2, ..., N\} \). \( E \) denotes edges that are directed and represented as \( E = \{(i, j) \forall i, j \in V \& i \neq j\} \). \( A \) is the weighted adjacency matrix such that \( A = a(i, j) \in \mathbb{R}^{N \times N} \).

The existence of an edge \((i, j)\) is only possible if and only if the vertex \( i \) receives the information supplied by the vertex \( j \), i.e., \((i, j) \in E\). Hence, \( i \) and \( j \) are referred to as neighbours. Let us consider a set \( N_i \) that contains labels of vertices that are neighbour of the vertex \( i \). For the adjacency matrix \( A \), \( a(i, j) \in \mathbb{R}^+\cup\{0\} \).

If \((i, j) \in E \Rightarrow a(i, j) > 0 \). If \((i, j) \notin E \) or \( i = j \Rightarrow a(i, j) = 0 \).

The Laplacian matrix \( L \[23\], \[24\], \[20\] lies at the heart of the consensus problem and is given by \( L = D - A \) where \( D \) is a diagonal matrix, i.e, \( D = \text{diag}(d_1, d_2, ..., d_n) \) whose entries are \( d_i = \sum_{j=1}^{n} a(i, j) \).

A directed path from vertex \( j \) to vertex \( i \) defines a sequence comprising of edges \((i, i_1), (i_1, i_2), ..., (i_l, j)\) with distinct vertices \( i_k \in V, k = 1, 2, 3, ..., l \). \( B \) is also a diagonal matrix with entries 1 or 0. If there exists an edge between leader agent and any other agent, the entry is 1 and 0 otherwise. Furthermore, it can be inferred that the path between two distinct vertices is not uniquely determined. However, if a distinct node in \( V \) contains directed path to every other distinct node in \( V \), then the directed graph \( G \) is said to have a spanning tree.

Physically, each agent in the multi agent system is represented by a vertex or node and the line of communication between any two agents is represented as a directed edge. The relationship between \( G \) and \( V \) establishes the following lemmas.

**Lemma 1**: Consider a directed graph \( G \) and its Laplacian matrix \( L \). The set of eigenvalues of \( L \) contains at least one zero eigenvalue. Other nonzero eigenvalues of \( L \) have positive real parts. \( L \) has a simple zero eigenvalue only when \( G \) has a spanning tree. Also, \( G \) is said to be balanced if the following criterion is met.

\[
L 1_N = 1_N^T L = 0_N
\]

where \( 1_N \) denotes a column vector of all 1s, i.e, \([1, 1, ..., 1]^T\) and \( 0_N \) denotes a column vector of all 0s, i.e, \([0, 0, ..., 0]^T\). Both \( 1_N \) and \( 1_N \in \mathbb{R}^N \). If elements of \( L \) be denoted as \( l(i, j) \), then \( l(i, j) \in \mathbb{R}^{N \times N} \).

**Lemma 2**: The matrix \( L + B \) has full rank when \( G \) has a spanning tree with leader as the root. This implies non singularity of \( L + B \) and is used in the synthesis of controller in later stages.

B. Event triggered Sliding Mode Control

Sliding Mode Control (SMC) \[25\], \[26\] is known for its inherent robustness. The switching nature of the control is used to nullify bounded disturbances and matched uncertainties. The switching happens about a surface (hyperplane) in state space known as sliding surface (hyperplane). The control forces the system monotonically towards the sliding surface and this phase is regarded as reaching phase. When the system reaches the sliding surface it remains there for all future time, thereby ensuring that the system dynamics remain independent of bounded disturbances and matched uncertainties. The controller has reaching phase (trajectories in phase plane emanate and move towards the switching surface) and sliding phase (trajectories in the phase plane that reach the switching surface try to remain there).

1) Reaching Phase: Let the hyperplane discussed be given as \( \sigma(x) \). In order to drive state trajectories onto this manifold, a proper discontinuous control effort \( u(t, x) \) needs to be synthesized that satisfies the following inequality.

\[
\sigma^T(x) \dot{\sigma}(x) \leq -\eta \|\sigma(x)\|
\]  (2)
with \( \eta \) being positive and is called the reachability constant.

\[ \dot{\sigma}(x) = \frac{\partial \sigma}{\partial x} \dot{x} = \frac{\partial \sigma}{\partial x} f(t, x, u) \]  

(3)

\[ \therefore \sigma^T(x) \frac{\partial \sigma}{\partial x} f(t, x, u) \leq -\eta \| \sigma(x) \| \]  

(4)

It is clear that the control \( u \) can be synthesized from the above equation.

2) Sliding Phase: The motion of state trajectories confined on the switching manifold is known as sliding. A sliding mode is said to exist if the state velocity vectors are directed towards the manifold in its neighbourhood [27], [25]. Under this circumstance, the manifold is called attractive [27], i.e., trajectories starting on it remain there for all future time and trajectories starting outside it tends to it in an asymptotic manner.

\[ \therefore \dot{\sigma}(x) = \frac{\partial \sigma}{\partial x} f(t, x, u) \]

Hence, in sliding motion

\[ \frac{\partial \sigma}{\partial x} f(t, x, u) = 0 \]  

(5)

Then \( u = u_{eq} \) (say) be a solution and is generally referred to as the equivalent control. This \( u_{eq} \) is not the actual control applied to the system but can be thought of as a control that must be applied on an average to maintain sliding motion. It is mainly used for analysis of sliding motion [28].

In practice, individual autonomous agents in MAS are often equipped with small digital microcontrollers to reduce the cost. These microcontrollers have limited computing and communication capabilities. According to traditional sampled data control systems theory, samples of a measured output are obtained in periodic fashion with a fixed sampling rate. In addition to this a zero order hold operator is needed to maintain the control input signal constant between successive sample instants. This sampling technique is known as periodic sampling and is generally done along the time axis, also known as Riemann sampling [29]. An alternative and more efficient way to obtain samples along dependent variable axis (vertical axis), known as Lebesgue sampling [29]. Under this technique, sampling interval is no longer periodic and samples are obtained only when a noticeable change, also referred to as an event occurs. As a result, the controller does not need to update itself periodically, but a hold type operator is still needed to maintain the value constant between successive sample instants. The continuous sampling and transmission, along with the occupancy of central processing unit to perform computations when the signal is constant (not changing too frequently) lead to significant waste of available resources. The optimum utilization of communication, computing and energy expenses is a concern in various applications with increasing number of systems getting networked. One mitigation strategy adopted is event based control wherein control is applied only when the system calls for it depending upon some event. Event based sampling is a tradeoff between performance and sampling frequency. More formal presentation and earlier contributions on event based control are presented in [30], [31], [32], [33], [34], [35], [36], [37], [38].

As a consequence of combining event based strategies with sliding mode control, the robustness of the system has been retained while maintaining lower computational expense. However, the system trajectories tend to move away from the sliding manifold till the control is updated again but remain bounded within a band. Detailed discussion has been carried out in later sections.

III. System Dynamics

Let us take into account a multi agent system with a virtual leader and a finite number of followers that are interconnected in a well defined topology. Under this topology, information of the leader’s state is not
available globally. However, local information is obtained by communication between follower agents. In such a system, the dynamics of the leader and followers are given by a nonlinear differential equation described below.

\[ \dot{x}_0 = f(t, x_0) + u_0 + \varsigma_0 \tag{6} \]
\[ \dot{x}_i = f(t, x_i) + u_i + \varsigma_i \quad ; \quad i \in \mathbb{N} \tag{7} \]

where \( f : \mathbb{R}^+ \times X \rightarrow \mathbb{R}^m \) denotes the uncertain nonlinear dynamics of each agent in the multi agent system. Here the map \( f \) is taken to be continuous in \( t \). Also \( X \subset \mathbb{R}^m \) is a domain in which origin is contained.

\( x_0 \) represents the state of the virtual leader and \( u_0 \) is the control associated with it. Also \( u_0 \) satisfies \( \|u_0\| \leq \Lambda \) for some \( \Lambda \in \mathbb{R}^+ \). This makes quite a practical case when upper limits on hardware constraints are known but the information on real time control effort is not concrete. Quite similarly \( x_i \) and \( u_i \) are state of \( i^{th} \) follower and the associated control respectively. \( \varsigma_0 \) and \( \varsigma_i \) are bounded disturbances that may creep in the system.

In this study, the dynamics of the leader is independent of that of the followers. Moreover, the dynamics of follower agents considered need not be identical. Quite generally, every agent whether leader or any follower can have a dynamics totally different from the other. In literature, such agents are referred as heterogenous agents. Furthermore, it is assumed throughout the discussion that the functions described by (6) and (7) are locally Lipschitz on some fairly large domain \( \mathbb{D}_L \) with Lipschitz contsant \( \bar{L} \), i.e.,

\[ \|f(x_1) - f(x_2)\| \leq \bar{L}\|x_1 - x_2\| \tag{8} \]

\( \forall t \in \mathbb{R}^+ \cup \{0\}; \; x_1, x_2 \in X \) and \( \bar{L} \in \mathbb{R}^+ \)

IV. SYNTHESIS OF THE PROPOSED CONTROLLER

The prime focus of this work is to ensure accurate trajectory tracking of the leader agent by other agents in finite time with minimum computational expense. The consensus tracking aims to maintain follower’s state in consistence with leader’s state in finite time by local communication. However, the leader moves independently of followers.

Let us define the tracking error for \( i^{th} \) agent as

\[ e_i(t) = x_i(t) - x_0(t) \tag{9} \]

In terms of graph theory, the error candidate modifies to \[ \{39\] \[ \bar{e}_i(t) = (\mathcal{L} + \mathcal{B})e_i(t) = (\mathcal{L} + \mathcal{B})(x_i(t) - x_0(t)) \tag{10} \]

It is required that this error candidate vanishes quickly to ensure a common agreement between agents and they attain accurate tracking. Furthermore, formation control is also addressed in this work to demonstrate one possible application. The error candidate for formation control can be suitably modified as

\[ \bar{e}_i(t) = (\mathcal{L} + \mathcal{B})(x_i(t) - x_0(t) - \alpha_i) \tag{11} \]

where \( \alpha_i \) denotes the distance between leader and \( i^{th} \) follower.

The controller that guarantees finite time consensus is synthesized on archetype of variable structure control techniques with a slight modification. For any sliding mode controller design \[ \{27\}, \{25\] is a two step process: the design of a sliding surface where trajectories are required to be confined in finite time, and a control to force the trajectories onto this surface. By the theory of sliding modes, the surface variable for \( i^{th} \) agent is given as

\[ \sigma_i(t) = \bar{e}_i(t) = (\mathcal{L} + \mathcal{B})e_i(t) = (\mathcal{L} + \mathcal{B})(x_i(t) - x_0(t)) \]
\[ \Rightarrow \dot{\sigma}_i(t) = \dot{\bar{e}}_i(t) = (\mathcal{L} + \mathcal{B})\dot{e}_i(t) = (\mathcal{L} + \mathcal{B})(\dot{x}_i(t) - \dot{x}_0(t)) \]
\[ \dot{\sigma}_i(t) = (\mathcal{L} + \mathcal{B})(f(t, x_i) + u_i(t) + \varsigma_i - f(t, x_0) - u_0(t) - \varsigma_0) \]
\[ \Rightarrow u_i(t) = -(\mathcal{L} + \mathcal{B})^{-1}(K|\sigma_i(t)|^\tau \text{sign}(\sigma_i(t)) + f(x_i(t))) - f(x_0(t)) - u_0(t) - \varsigma_i - \varsigma_0 \] (12)

where \( K|\sigma_i(t)|^\tau \text{sign}(\sigma_i(t)) \) is the discontinuous forcing function and \( K \) is adjustable gain which can be tuned as per design needs. The exponent \( \tau \in (0, 1) \) and is a design parameter facilitating additional tuning.

The sudden increase of interest in the event driven design of circuits and systems is due to its better performance in applications where resources are constrained. In networked control system like MAS connected over shared network consisting of rapid information exchange between nodes, resources such as bandwidth and processor time are always constrained. In such scenario, event based control is expected to yield better results. The control gets updated only when an event (noticeable change) occurs, thereby significantly minimizing computational requirement and power consumption. The event based control is a good candidate if the requirement is to execute different task in time shared manner and also where control is expensive. It is also advantageous in situations when steady state needs to be upper bounded at start regardless of any initial condition and how the state evolves.

It has often been described as an alternative to periodic sampling owing to its nature. Next sample instant is dependent on the triggering of an event. Hence, our control law given in (12) is modified for \( \forall t \in [t^k, t^{k+1}] \) as below.

\[ u_i(t) = -(\mathcal{L} + \mathcal{B})^{-1}(K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) + f(x_i(t^k))) - f(x_0(t^k)) - u_0(t^k) + \varsigma_i - \varsigma_0 \] (13)

The error introduced due to discretization of the control is given by

\[ \bar{\epsilon}(t) = x(t^k) - x(t) \] (14)

such that at \( t^k, \bar{\epsilon}(t) = 0 \). It should be noted that \( t^k_i \) is the triggering instant for \( i^{th} \) agent. Note that henceforth \( \bar{e}_0(t) \) and \( \bar{e}_i(t) \) shall correspond to the error described by (14) for leader and follower agents respectively.

From (9), \( e_i(t) = x_i(t) - x_0(t) \), so \( e_i(t^k) = x_i(t^k) - x_0(t^k) \).

Similarly, let us define

\[ \tilde{e}_i(t) = e_i(t^k) - e_i(t) \] (15)

**Theorem 1:** Consider the system described by (6), (7), error candidates (9), (10), (14), sliding manifold (hyperplane) \( \sigma_i \) in the notions of sliding mode and control law of (13).

(i) Sliding mode is said to exist in vicinity of the sliding surface if the surface is an essential attractor. In other words, reachability to the surface is ascertained for some reachability constant \( \eta > 0 \).

(ii) The event driven sliding mode control law (13) provides stability to the system in the sense of Lyapunov if gain \( K \) is selected as

\[ K > \sup\{\tilde{F} - \tilde{L}\|\bar{e}_i(t^k)\| + \|\mathcal{H}\|\tilde{L}\|\bar{e}_i(t)\| - \|\mathcal{H}\|\tilde{L}\|\bar{e}_0(t)\| + \|\mathcal{H}\|\tilde{L}\|\bar{e}_i(t^k)\|\} \] (16)

**Proof:** (i) Let us consider a Lyapunov candidate \( V \) such that

\[ V = \frac{1}{2}\sigma_i^T(t)\sigma_i(t) \] (17)
Time derivative of this candidate, given in (15) for $t \in [t^k, t^{k+1}]$ along the state trajectories yield

$$
\dot{V} = \sigma_i^T(t) \dot{\sigma}_i(t) \\
= \sigma_i^T(t) \dot{\sigma}_i(t) = \sigma_i^T(t)(\mathcal{L} + \mathcal{B}) \dot{\sigma}_i(t) \\
= \sigma_i^T(t)(\mathcal{L} + \mathcal{B})(x_i(t) - \dot{x}_0(t)) \\
= \sigma_i^T(t)(\mathcal{L} + \mathcal{B})(f(x_i(t)) + u_i(t) + \varsigma_i - f(x_0(t)) \\
- u_0(t) - \varsigma_0)
$$

From (13), we can simplify the above expression as

$$
\dot{V} = \sigma_i^T(t) \{F - K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) \\
- f(x_i(t^k)) + f(x_0(t^k)) + u_0(t^k) - \varsigma_i + \varsigma_0 \\
+ (\mathcal{L} + \mathcal{B})(\varsigma_i - \varsigma_0) - (\mathcal{L} + \mathcal{B})f(x_0(t)) - (\mathcal{L} + \mathcal{B})u_0(t)\}
$$

Let $(\mathcal{L} + \mathcal{B}) = \mathcal{H}$ (say). It should be noted that $u_0(t)$ is bounded and leader is not triggered. Also the disturbances are upper bounded by a finite positive quantity.

\[ \therefore \text{we can write} \ (19) \text{as} \]

$$
\dot{V} = \sigma_i^T(t) \{F - K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) \\
+ (\mathcal{H})\{f(x_i(t)) - f(x_0(t))\} - \{f(x_i(t^k)) - f(x_0(t^k))\}\}
$$

where $F = u_0(t^k) - (\mathcal{L} + \mathcal{B})u_0(t) + (\mathcal{L} + \mathcal{B})(\varsigma_i - \varsigma_0) - (\varsigma_i - \varsigma_0)$ and $\|F\|_\infty \leq \bar{F}$ for some $\bar{F} > 0$. (17) can be further simplified as

$$
\dot{V} \leq \sigma_i^T(t) \{\bar{F} - K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) + \mathcal{H}\{f(x_i(t)) \\
- f(x_0(t^k))\} + \mathcal{H}f(x_i(t^k)) - \mathcal{H}f(x_0(t)) + \mathcal{H}f(x_0(t^k)) \\
- \mathcal{H}f(x_0(t^k)) - f(x_i(t^k)) + f(x_0(t^k))\}
$$

$$
\dot{V} \leq \sigma_i^T(t) \{\bar{F} - K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) - \bar{L}\|x_i(t^k) - x_0(t^k)\| \\
+ \|\mathcal{H}\|\bar{L}\|x_i(t) - x_i(t^k)\| - \|\mathcal{H}\|\bar{L}\|x_0(t) - x_0(t^k)\| \\
+ \|\mathcal{H}\|\bar{L}\|x_i(t^k) - x_0(t^k)\|\}
$$

$$
\dot{V} \leq \sigma_i^T(t) \{\bar{F} - K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) - \bar{L}\|e_i(t^k)\| \\
+ \|\mathcal{H}\|\bar{L}\|\dot{e}_i(t)\| - \|\mathcal{H}\|\bar{L}\|\dot{e}_0(t)\| + \|\mathcal{H}\|\bar{L}\|e_i(t^k)\|\}
$$

$$
\dot{V} \leq -K\sigma_i^T(t)|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) + \|\sigma_i^T(t)\|\bar{F} \\
- \|\sigma_i^T(t)\|\bar{L}\|e_i(t^k)\| + \|\sigma_i^T(t)\|\|\mathcal{H}\|\bar{L}\|\dot{e}_i(t)\| \\
- \|\sigma_i^T(t)\|\|\mathcal{H}\|\bar{L}\|\dot{e}_0(t)\| + \|\sigma_i^T(t)\|\|\mathcal{H}\|\bar{L}\|e_i(t^k)\|
$$
As long as $\sigma_i(t) > 0$ or $\sigma_i(t) < 0$, the condition $\text{sign}(\sigma_i(t)) = \text{sign}(\sigma_i(t^k))$ is strictly met $\forall t \in [t^k, t^{k+1}]$. Hence, when trajectories are just outside the sliding surface,

$$
\dot{V} \leq -K |\sigma_i(t^k)|^r |\sigma_i^T(t)| + |\sigma_i^T(t)||\tilde{F} - |\sigma_i^T(t)||L|e_i(t^k)| + |\sigma_i^T(t)||H||\tilde{E}_i(t^k)| + |\sigma_i^T(t)||\tilde{H}||\tilde{E}_0(t)||
$$

This implies that the sliding manifold is an attractor and trajectory continuously decrease towards it $\forall t \in [t^k, t^{k+1}]$. This completes the proof of reachability.

(ii) Now, it requires to be shown that if negative definiteness of time derivative of the Lyapunov candidate (17) be ascertained, stability in the sense of Lyapunov can be guaranteed. At instant $t^k$, the control signal gets updated, thereby nullifying the discretization errors. Hence, $\|\tilde{E}_i(t^k)|| \rightarrow 0$ and $\|\tilde{E}_0(t^k)|| \rightarrow 0$

When $\sigma_i(t) = 0$ and $t = t^k$, it follows that

$$
\sigma_i(t) = \tilde{e}_i(t) = (L + B)e_i(t) = 0
$$

$$
\Rightarrow (L + B)(x_i(t) - x_0(t)) = 0
$$

$$
\Rightarrow x_i(t) - x_0(t) = 0
$$

(23) is a direct consequence of Lemma 2, wherein $(L + B)$ is of full rank and thus, is invertible. Hence,

$$
x_i(t) - x_0(t) = 0
$$

$$
\Rightarrow x_i(t^k) - x_0(t^k) = 0
$$

$$
\Rightarrow e_i(t^k) = 0
$$

$$
\therefore \|\tilde{E}_i(t^k)|| \rightarrow 0, \|\tilde{E}_0(t^k)|| \rightarrow 0 \text{ and from (25), we can conclude that (22) can be written as}
$$

$$
\dot{V} \leq |\sigma_i^T(t)||(-K |\sigma_i(t^k)|^r + \tilde{F})
$$

From the results of part (i), it is clear that $\dot{V} < 0$, concluding that stability in the sense of Lyapunov can be ensured. This concludes the proof of stability.

The inter event time is denoted as $T_i^k = t^{k+1} - t^k$. As the sampling is not uniform, $T_i^k \neq \text{constant} \forall k \in [0, \infty]$. The triggering instants are said to be admissible if $t_i^{k+1} - t_i^k \geq T_i^k$, which implies that there exists a positive lower bound on inter execution time and Zeno phenomenon does not exist. Since the control is updated at $t_i^k$ instants only, for time instants in $[t^k, t^{k+1}]$, trajectories deviate from the sliding surface. However, this deviation is assumed to be bounded by a small finite quantity.

The triggering rule is of particular interest as sampling is done only when this criterion is fulfilled. The main idea is to trigger when state deviates from the stable equilibrium by a designer fixed threshold, i.e, $\|e_i\| > c_0$ or $f(e_i) = \|e_i\| - c_0$. This $c_0$ affects the performance of the closed loop system and represents the ultimate set in which the state vector $x(t)$ remains confined around the stable equilibrium.

Here, a novel triggering rule is proposed which not only depends on error but also on square of its derivative. Adding a derivative term introduces anticipatory property. Many a times, the direction in
Substituting the control input $H$ for $t$

The second term $T$ for each agent is given in Zeno.

Here $\lambda_2(\mathcal{L})$ is the second eigenvalue if all the eigenvalues of $\mathcal{L}$ are arranged in ascending order. This means $\lambda_1(\mathcal{L}) < \lambda_2(\mathcal{L}) < \lambda_3(\mathcal{L}) < \ldots < \lambda_n(\mathcal{L})$

The second term $(c_0 + c_1 e^{-\beta t})$ ensures a finite positive lower bound on inter event execution time and hence there is no Zeno behaviour, i.e., no two consecutive events occur at same time.

The following theorem establishes the existence of a finite lower bound for inter event execution time for each agent $T_i^k$ is bounded below by a finite positive quantity.

**Theorem 2:** Consider the system described by (6), (7), the control given in (13) and the discretization error as defined in (14). The sequence of triggering instants $\{t_i^k\}_{k=0}^\infty$ for each agent respects the triggering rule given in (27). Consequently, Zeno phenomenon is not exhibited and the inter event execution time for each agent $T_i^k$ is bounded below by a finite positive quantity.

**Proof:** Between $k^{th}$ and $(k+1)^{th}$ sampling instant in the execution of control, the discretization error is non zero. $T_i^k$ is the time it takes the discretization error to rise from 0 to some finite value. Thus,

$$\frac{d}{dt} \|\bar{\epsilon}_i(t)\| \leq \|f(t, x_i) + u_i + \varsigma_i\|$$

Substituting the control input (13) in the above inequality, we get

$$\|\frac{d}{dt} \bar{\epsilon}_i(t)\| \leq \|f(t, x_i) - (\mathcal{L} + \mathcal{B})^{-1} \{K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) + f(x_i(t^k)) - f(x_0(t^k)) - u_0(t^k) + \varsigma_i - \varsigma_0\} + \varsigma_i\|$$

$$\leq \|f(x_i(t^k)) - (\mathcal{L} + \mathcal{B})^{-1} \{K|\sigma_i(t^k)|^\tau \text{sign}(\sigma_i(t^k)) + f(x_i(t^k)) - f(x_0(t^k)) - u_0(t^k) + \varsigma_i - \varsigma_0\} + \varsigma_i\|$$

$$\leq \bar{L}\|x_i(t^k)\| + \|\mathcal{H}^{-1}\|K + \|\mathcal{H}^{-1}\|\bar{L}\|x_i(t^k)\|$$

$$+ \|\mathcal{H}^{-1}\|\bar{L}\|x_0(t^k)\| + \|\mathcal{H}^{-1}\|\|\varsigma_i\| + \|\mathcal{H}^{-1}\|\|\varsigma_0\|$$

$$+ \|\varsigma_i\|$$

$$\leq \bar{L}(\|x_i(t^k)\| + \|\bar{\epsilon}_i(t)\|) + \|\mathcal{H}^{-1}\|K + \|\mathcal{H}^{-1}\|\bar{L}\|x_i(t^k)\| + \Omega$$

$$\leq \bar{L}(\|\bar{\epsilon}_i(t)\| + (1 + \|\mathcal{H}^{-1}\|)\bar{L}\|x_i(t^k)\| + \Omega$$

$$\Rightarrow \|\frac{d}{dt} \bar{\epsilon}_i(t)\| \leq \bar{L}(\|\bar{\epsilon}_i(t)\| + \Omega\|x_i(t^k)\| + \Omega$$

where $\mathcal{H} = \mathcal{L} + \mathcal{B}$, $\Omega = (1 + \|\mathcal{H}^{-1}\|)\bar{L}$ and $\Omega = \mathcal{H}\{\bar{L}\|x_0(t^k)\| + \|\varsigma_i\| + \|\varsigma_0\|\} + \|\varsigma_i\|$

For $t \in [t^k, t^{k+1}]$, the solution to this differential inequality can be understood by using Comparison
Lemma \[40\] with initial condition \( \| \bar{e}_i(t) \| = 0 \). Comparison Lemma \[40\], \[41\] is particularly useful when information on bounds on the solution is more important than the solution itself.

\( \therefore \Omega \) and \( \bar{Q} \) are always positive, the solution to the differential inequality of (17) qualifies to be a finite positive value \[42\]. Thus,

\[
\| \bar{e}_i(t) \| \leq \phi(t) ; \quad \phi(t) \in \mathbb{R}^+ \quad (29)
\]

This implies that \( T^k \) is always lower bounded by some positive quantity, and hence this concludes the proof.

Moreover, the results established in this proof hold locally over some fairly large compact domain. Under varied settings, the design parameters can be tuned selectively to attain desired closed loop performance. From (17), as long as \( g < 0 \), next sample is not taken and system is said to deliver acceptable closed loop performance.

Iteratively, the triggering sequence can be described as

\[
t_i^{k+1} = \inf \{ t_i \in [t_i^k, \infty[ : g \geq 0 \} \quad (30)
\]

A finite but not necessarily constant delay \( \Delta \) might occur during sampling and is unavoidable due to hardware characteristics. In such cases the control is maintained constant \( \forall t_i \in [t_i^k + \Delta, t_i^{k+1} + \Delta[ \). It has been assumed that \( \Delta \) is negligible and has been neglected innocuously. Hence for our case, control is constant in the interval \( [t_i^k, t_i^{k+1}[ \).

V. Numerical Simulations

A typical communication topology that is used for information exchange among agents is shown in figure (1). The matrices associated with the topology under consideration are given below.

![Topology of MAS](image)

Fig. 1. Topology of MAS- a digraph with leader indexed with 0 and followers indexed with 1, 2, 3 and 4

\[
\mathcal{A} = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix} \quad (31)
\]

\[
\mathcal{B} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} \quad (32)
\]

\[
\mathcal{D} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \quad (33)
\]
This numerical simulation has been carried out in Mathworks MATLAB\textsuperscript{TM}. Separate cases have been dealt for system operating under influence of an unknown but bounded disturbance, and system operation free from any perturbation. An application to formation control has also been shown to further aid the proposition. The topology shown for demonstration bears Laplacian with real eigenvalues. It is worthy to note that the same discussion applies and can be extended to Laplacian with complex eigenvalues too.

For simulation purposes, dynamics of the leader and follower agents considered here are described as

$$\dot{x}_0 = u_0 \cos(t) + 0.2 \sin(x_0) + \varsigma_0$$

where $u_0$ is the control input of the leader and is taken to be

$$u_0 = \frac{2 \cos(0.1\pi t)}{1 + e^{-t}}$$

Note that upper bounds on $u_0$ is finite and can be easily calculated.

$$\dot{x}_1 = 0.1 \sin(x_1)^{1/3} + \cos^2(2\pi t) + e^{-t} + u_1(t) + \varsigma_1$$

$$\dot{x}_2 = 0.1 \sin(x_2) + \cos(2\pi t) + u_2(t) + \varsigma_2$$

$$\dot{x}_3 = -x_3 \cos(t) - \sin(x_3) - \cos(x_3) + u_3(t) + \varsigma_3$$

$$\dot{x}_4 = \sin(x_4) + \cos(e^{-x_4 t}) + u_4(t) + \varsigma_4$$

These dynamics are locally Lipschitz over some fairly large domain $D_L$. Typical parameter values are tabulated below. These values are valid for all the cases described in this section.

| Numerical values of parameters | $c_0$ | $10^{-4}$ | $x_1(0)$ | $10$ |
|-------------------------------|-------|---------|--------|------|
| $c_1$                         | 0.2499| $x_2(0)$| $-7$   |      |
| $\gamma_1$                   | 0.8   | $x_3(0)$| 4      |      |
| $\gamma_2$                   | 0.8   | $x_4(0)$| $-9$   |      |
| $K$                          | 15    | $x_0(0)$| 0      |      |
| $\beta$                      | 1     | $\varsigma_{\text{max}}$ | matched | (i) 0.3 |
| $\tau$                      | 0.5   | $\varsigma_{\text{max}}$ | mismatched | (ii) 9 |

A. System without any external disturbance

When the system is free from any perturbation, the consensus tracking is achieved in finite time. It is also clear from figure (2) that the convergence to the leader’s trajectory is very fast.
Figure (3) is the error profile of follower agents. Since the convergence is quite fast, the error variables die out rapidly. Having used a novel triggering rule, the controller updates are minimal. Control effort is required only when necessary. Figures (4 – 7) show plots of sampling interval for follower agents. No Zeno behaviour is exhibited. Figure (8) shows the event based sampling instants of each follower agent during consensus. When the sliding mode gets enforced, an increase in sampling is observed.
Thus, from the plots shown above, it is very clear that consensus tracking has been achieved in finite time. As soon as finite time consensus tracking gets enforced, the error variable reduces to zero. It should be noted that the initial conditions are taken as large values or perturbations far from the stable equilibrium. A similar result follows for initial points very close to the origin.
B. System operating in the presence of external disturbance

External disturbances may be matched (that are those disturbances which stay within the range space of the input function) or mismatched (that are those disturbances which lie outside the range space of the input function). Sliding mode is known to reject any disturbance that is matched. Here, we show two examples of matched and mismatched perturbations acting on the system but robustness of the closed loop dynamics is not compromised.

Let a disturbance acting on the system be of the form

$$\varsigma = \varsigma_{\text{max}} \sin(\pi^2 t^2) = 0.3 \sin(\pi^2 t^2)$$

(42)

tries to corrupt the system dynamics. This disturbance is upper bounded by 0.3 and is matched. Figure (9) depicts that this disturbance is rejected completely without any ill effect on the closed loop dynamics.

Consider a mismatched disturbance ($\varsigma_{\text{max}} = 9$) affects the system. It can be inferred from figure (10) that although the trajectory gets corrupted, consensus tracking is still achievable in finite time that is not very different from the case when system acts under no disturbance. The initial points are taken as same as that in the previous case. Once again, a good performance has been maintained.
C. Application to formation of agents

Figure (11) shows a practical application of formation control of MAS. It is evident from the plot that formation is also achieved in finite time and therefore the control is robust.

The plot of sampling interval under formation control (figure (12)) shows that less computation is required with proposed triggering.
Effects of disturbance have also been investigated for formation control. Figure (13) and figure (15) show formation under the influence of matched and mismatched disturbances.

Figure (14) and figure (16) show the sampling instants of each follower agent when the system is influenced by a matched disturbance and a mismatched disturbance respectively of the nature described by (42).
VI. CONCLUDING REMARKS

The distributed cooperative control problem of leader follower Multi Agent System has been addressed in this work. The dynamics of this MAS is highly nonlinear non identical and hence a sturdy controller is required to drive the agents to a consensus in finite time. The dynamics of this MAS has been treated analytically through basics of directed graphs. The proposed controller has been developed on the notion of sliding mode based on event triggering. This helped achieve low computational power and control by exception. Lyapunov candidate has been chosen such that its negative definiteness proves the stability of the proposed control. If the number of agents on the network is large, then centralized control takes significant computational time and perturbation in an autonomous agent can affect whole network. The added advantage of using sliding mode control is that the robustness of classical sliding mode techniques has been retained and incorporating event triggering strategy helped save computational expenses and power consumption. The inter event execution time is lower bounded by a finite positive value that ensures desired closed loop performance, admissible triggering instants and excludes Zeno phenomenon. Finally, through simulation results, the efficacy of the controller has been demonstrated.
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