Face recognition for video surveillance with aligned facial landmarks learning
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Abstract. **BACKGROUND:** Video-based face recognition has attracted much attention owing to its wide range of applications such as video surveillance. There are various approaches for facial feature extraction. Feature vectors extracted by these approaches tend to have large dimension and may include redundant information for face representation, which limits the application of methods with high accuracy such as machine learning.

**OBJECTIVE:** Facial landmarks represent the intrinsic characteristics of human face, which can be utilized to decrease redundant information and reduce the computation complexity. But feature points extracted in each frame of a video are irregular which needed to be aligned.

**METHODS:** This paper presents a novel method which is based on facial landmarks and machine learning. We proposed a method to align the feature data into a common co-ordinate frame, and use a robust AdaBoost algorithm for classification.

**RESULTS:** Experiments on the public Honda/UCSD database demonstrate the superior performance of our method to several state-of-the-art approaches. Experiments on Yale database show the sensitivity and specificity of the proposed method.

**CONCLUSION:** The proposed methods can improve the image-set based recognition performance.
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1. Introduction

Video-based face recognition (FR) is a challenging task, largely due to the variations in capture conditions (e.g., pose, scale, illumination, blur and expression) and camera inter-operability [1]. Generally speaking, video-based FR can be divided into recognition based on video sequences and on image sets, with the difference being the former utilizes the dynamic spatio-temporal information from the sequences. For studies that based on video sequences, adaptive systems may carry the risk of knowledge corruption. The image-sets based face recognition seeks to handle the recognition problem by utilizing the information provided by multiple images. The key issues in image set based classification include how to represent the image sets and consequently how to compute the distance/similarity between query and gallery sets.

Many researchers have proposed different techniques for image set based FR in changing surveillance environments. Generally, the existing set matching methods take the entire collection as a whole to make a global unified model, namely, line subspace, affine hull, or manifold. In Manifold to Manifold Distance,
(MMD), euclidean distance can be used to measure the distance between the simple set mean representations [2]. Discriminant-analysis of Canonical Correlations (DCC) optimize the canonical correlations of the sets by linear iterative learning [3]. Mutual Subspace Method (MSM) cropped images according to pupil and nostril detection and measure the similarity by angle between the subspaces [4]. Cevikalp and Triggs represented each image in linear or affine feature space then learn the affine or convex hull model of the feature vectors. The distance between the sets is determined as Affine Hull Image Set Distance (AHISD) or Convex Hull Image Set Distance (CHISD) [5]. Metric learning has been embedded into convex hull model to learn a feature-space mapping to a discriminative subspace [6]. Hu et al. also modeled each image set as an affine hull in which the points are required to be sparsely represented, and measure the distance of the closet two points as the sparse approximated nearest points (SANP) [7].

More recently, several works about image set based face recognition have been proposed from other aspects such as Riemannian manifold, illumination-invariant, or dictionary learning [9–14]. Dong et al. proposed an orthonormal dictionary learning method which alleviate the problem of similar atoms and high computation cost by enforcing the dictionary to be orthonormal [15]. The raw pixel of the images were projected to lower dimensional features by using random matrix of zero-mean normal [16].

Many of the above methods use high dimensional features (raw pixel [2], LBP [17], LPQ [18], HOG [19], SIFT [20]) which forces the system to treat the image set as a whole collection and measure the distances between them in subspaces. However, such kind of one-time judgement just rely on the nearest points of the two subspaces which may cause it to lose effect for outliers.

In this paper we use facial landmarks to represent the intrinsic characteristics of human face, which can be utilized to decrease redundant information. Also, with these low dimensional features it is possible to make judgement for every single feature vector in order to alleviate the impact of the outliers. Facial landmarks are extracted using the promoted Active Shape Model (ASM) method. ASM is a statistical model of the shape of objects which iteratively deform to fit to an example of the object in a new image, developed by Tim Cootes and Chris Taylor [21]. The advantage is that the adjustment to the parameters can be limited according to the training data, which makes the shape limited to a reasonable range.

Feature points extracted by ASM are irregular so that they can’t be used directly for classification. This study proposed a method to align the feature data into a common coordinate frame. We use a robust AdaBoost algorithm for classification. Experiments on the public Honda/UCSD database demonstrate the comparable performance of our method to several state-of-the-art approaches. The contributions of this paper include:

1. A combination of ASM model and Adaboost algorithm for face recognition. Facial landmarks are extracted to exclude redundant information of the high dimensional features. Feature vectors of one set are classified respectively by machine learning instead of being treated as a whole collection to alleviate the impact of the outliers.
2. It presents a method to align the irregular feature points extracted by ASM model to a common coordinate frame to improve the discriminative power.
3. Discussion of the sensitivity and specificity of the proposed method by observation of the experimental results on two benchmark database.

2. Review of active shape model

In this section we briefly review the technical principles of ASM method. In the process of actual application, ASM consist of two parts: training and searching. Given a set of annotated images of typical
examples, the coordinates of landmarks of an image are then cascaded into a feature vector:

\[ \alpha_i = (x_{i1}, y_{i1}, x_{i2}, y_{i2}, \ldots, x_{ik}, y_{ik}), i = 1, 2, \ldots, n. \] (1)

Procrustes Analysis was used to align the shapes into a common coordinate frame. Next, the dimension of the aligned shape vectors are reduced by Principle Component Analysis (PCA) method. Then any vector of the training set can be approximated using

\[ \alpha_i \approx \bar{\alpha} + Pb, \] (2)

where is the covariance matrix. The steps to build local features for point are as follows.

Select \( m \) pixels on each side of the point in training image alone the direction that perpendicular to the connecting line from previous point to the next point. Take the derivative of this vector to get a local feature. The local feature of point is the mean and variance of all the training images:

\[ \bar{g}_i = \frac{1}{n} \sum_{j=1}^{n} g_{ij}, \] (3)

\[ S_i = \frac{1}{n} \sum_{j=1}^{n} (g_{ij} - \bar{g}_i)^T (g_{ij} - \bar{g}_i). \] (4)

In this way, similarity between a new feature of one point and its trained local feature can be measured using Mahalanobis distance:

\[ f_\sim = (g - \bar{g}_i) S_i^{-1} (g - \bar{g}_i)^T. \] (5)

For searching, cover the image with the initial model and separate the feature of each point into several sub-features. The new location is the central point of the sub-local feature with the smallest Mahalanobis distance and a corresponding displacement will be generated. Find new locations for all the feature point and construct a vector which is composed of the displacements of these feature points:

\[ dX = (dX_1, dX_2, \ldots, dX_k). \] (6)

The second step is to update the parameters of affine transformation and. Make the location of the feature point close to the new location. The process of searching will be finished when variation of parameters and are not too big or iterations has reached a predefined threshold value.

3. Proposed method

First of all, facial landmarks are extracted using the promoted Active Shape Model (ASM) method. Here, we utilize the STASM framework [22] to implement the procedure of facial landmarks extraction. In the process of local points matching, the STASM algorithm uses a simplified SIFT features as descriptors while the classical ASM method take the derivation of the vector to get a local feature. Due to the local SIFT feature, the STASM algorithm is much more robust for the lighting variation.

3.1. Data align for the cropped and marked facial image

Feature points extracted in each frame of a video are irregular and are needed to be normalized and aligned into a common co-ordinate frame to improve the discrimination.
First, we applied tracking-learning-detection (TLD) tracking algorithm [23] to track and crop the facial region in each frame of the video. The initial box of tracking was implemented by V&J face detection method [24]. In each frame, the coordination of feature points were cropped by coordination of the top left corner of tracking box. Then x and y coordination were separated to build two vector.

Simply, for each element in vector \( x \), we define the align function as:

\[
A(x_i, a_{\text{min}}, a_{\text{max}}) = (x_i - \min(x)) \frac{a_{\text{max}} - a_{\text{min}}}{\max(x) - \min(x)},
\]

where and define the \( \min \) and \( \max \) value of the mapped range. To maintain the shape of one face, we need to figure out the length width ratio first:

\[
\theta = \frac{\text{length}(y)}{\text{length}(x)} = \frac{\max(y) - \min(y)}{\max(x) - \min(x)}.
\]

Then the aligned values of the two vectors which are corresponding to \( x \) and \( y \) coordination can be calculated separately:

\[
\begin{align*}
\hat{x}_i &= A(x_i, -1, 1) \\
\hat{y}_i &= A(y_i, -\theta, \theta)
\end{align*}
\]

where \( \hat{x}_i \) and \( \hat{y}_i \) are aligned values of and respectively. Finally, the aligned two vectors are combined into one vector as an input data for training.

### 3.2. Face recognition using AdaBoost algorithm

Our approach uses AdaBoost [25], a supervised machine learning algorithm, to train a set of classifiers for image-set based recognition.

#### 3.2.1. Principle of AdaBoost algorithm

First of all, we generally explain the principle of AdaBoost algorithm. Each sample is given a weight to form a weighting vector \( D \). Train weak classifier and calculate the error rate. Each classifier is given a weight \( \alpha \), which is calculated by error rate of the classifier. \( \alpha \) is calculated by:

\[
\alpha = \frac{1}{2} \ln \left( \frac{1 - \varepsilon}{\varepsilon} \right).
\]

Update the weighting vector \( D \), so as to reduce the weight of sample which was accurately classified and increase the weight of sample which was falsely classified in the last iteration. Weight of sample was updated by:

\[
D_i^{(t+1)} = \frac{D_i^t e^{\alpha s}}{\text{Sum}(D)},
\]

where \( t \) is the number of iterations, and \( s \) is set to \(-1\) or \(1\) according to whether the sample was accurately classified in the last iteration. Since \( D \) has been updated, AdaBoost begin to execute the next iteration until the training error is zero or the number of iterations reach a specific value.

#### 3.2.2. Specific process of constructing AdaBoost algorithm

We use decision stump to train weak learning classifier. Decision stump is the simplest form of binary
decision trees with just one decision node. The aim of decision is to minimize the weighting error rate, which is the dot product of weighting vector $D$ and the error vector.

The weighting vector $D$ is constantly updated by Adaboost and affect the assessment of decision stump. The output best stump is the set of feature number, threshold and sign. With the assistance of these weak classifiers, the specific process of training AdaBoost can be constructed as shown in Algorithm 1.

**Algorithm 1. Training of AdaBoost algorithm**

1. Input: the number of iterations $T$, and $N$ training samples \{
\[(x_{11}, \ldots, x_{M1}, y_1), \ldots, (x_{NM}, y_N)\]\} where $x_{nm}$ is the $m^{th}$ feature point of $n^{th}$ face with labels $y_n$.
2. Initialize weighting vector $D$ as: $D = \{\frac{1}{N}, \ldots, \frac{1}{N}\}$, length of $N$.
3. for $t = 1$ to $T$ ($T$ is the number of iterations)
   3.1 Calculate the best stump $S$, final error rate $\varepsilon$, and the best class $c_b$.
   3.2 Calculate the weight $\alpha$ by $\varepsilon$ using Eq. (10).
   3.3 Add the term $\alpha$ to the best stump: $S = \{m, tr, si, \alpha\}$.
   3.4 Update the weighting vector $D$ by $\alpha$ and $t$ using Eq. (11).
   3.5 Add the best stump $S$ to the list of decision stumps $S^*$.
4. Finish training when the total error is 0 or the number of iterations has reached the set value.
5. Output: the list of decision stumps $S^*$.

After training of AdaBoost, a strong classifier which is the list of several weak classifiers has been gained. For testing the AdaBoost, we extracted feature points from testing videos using ASM method (the same as described in Section 3.1), and do the data align again (as described in Section 3.2.1). With the feature numbers, the thresholds and sign, each weak classifier can simply produce a classification $c_t$. Therefore, the final classification is predicted by aggregating the value of $\alpha \times c_t$ for each weak classifier.

4. Experimental results

We used two benchmark image set database, Honda/UCSD and Yale Face database to evaluate the proposed method. The Honda/UCSD dataset contains 59 video sequences of 20 different subjects (20 videos for training and 39 videos for testing). Each video contains about 300–500 frames covering large variations of head movement and facial expression. The Yale Face database is more challenging as it contains only 165 grayscale images of 15 individuals. There are only 11 images per subject gathered with different facial expressions, with or without glasses, and under different lighting conditions.

4.1. Results of feature points extraction

In each frame of the video for both training and testing, facial landmarks were extracted using ASM method based on the framework of STASM. Meanwhile, TLD tracking (initialized by V&J face detection) was used to track and crop the facial region in each frame of the video. Figure 1 shows the experimental results of facial landmarks extraction in Honda/UCSD and Yale database. There are 77 landmarks detected in one frame. In most cases, facial landmarks detected by ASM method are able to accurately represent the shape of the face, which can be exploited as feature points to recognize different individuals. The facial landmarks extraction result in Yale database. The extracted feature points were heavily distorted by variation of facial expression.

4.2. Results of face recognition on Honda/UCSD

For each frame of the video, the coordinates of the extracted feature points were first aligned into a
common coordinate frame using the method depicted in Section 3.1. These coordinates were formed into one feature vector with the length of 144 (77 × 2). All the feature vectors were added with a label which was used for training, and arranged together to form a training data. Each classifier was corresponding to one single person for video surveillance. The label was set to 1 for the corresponding individual and 0 for the others. Thereby, 20 training data were constructed for 20 individual in the training videos. Afterwards, each training data was trained as input using AdaBoost method (Section 3.2) to output a classifier.

In the process of testing, feature points were extracted and aligned to form feature vectors in the same way. The vectors that belongs to one single testing video were tested by all the trained classifiers to generate several scores of classification. Final classification result is the individual which corresponding to the classifier that had achieved the highest matching score, as seen in Fig. 2. An accuracy rate was calculated when all the experiments of 39 testing videos have been conducted.

Number of iteration is the only changeable factor that affected the experimental result. We implemented the experiment 37 times with variant number of iterations (from 40 to 400). The accuracy rates of different number of iterations are shown in Fig. 3.

Figure 3 demonstrated that the accuracy rate has first increased and converged to a stable value of 94.87% as the number of iteration increased. For achieving the optimized result. We choose the number of iteration as 300 to implement the comparison test with several state-of-the-art methods including DCC, MMD, AHISD, CHISD, MSM and SANP. The testing videos were cut into 50, 100 and 200 frames for evaluating the convergence speed. The comparison result (shown in Table 1) has demonstrated the superior performance of our method to the state-of-the-art approaches.
4.3. Results of face recognition on Yale database

We test the proposed method on the more challenging Yale database. There are only 11 images per subject with variety of nuisance factors, including changes in illumination, expression, and occlusion. The experiment is repeated for 11 times, in every experiment, we select one image for test and the other ten images for training. Since the database is the cropped still images, we omit the process of face detection and video tracking. The accuracy rates of different number of iterations are shown in Fig. 4 and the average accuracy of 11 images is shown in Table 2 respectively.

The third, 4th, 10th, and 11th images have low average accuracy, which indicate that the proposed
Table 1

Comparison of accuracy rates (%) between our method and several other methods

| Methods  | 50 frames | 100 frames | 200 frames |
|----------|-----------|------------|------------|
| DCC      | 76.92     | 84.62      | 94.87      |
| MMD      | 69.23     | 87.18      | 94.87      |
| AHISD    | 87.18     | 84.62      | 89.74      |
| CHISD    | 82.05     | 84.62      | 92.31      |
| MSM      | 74.36     | 79.49      | 89.74      |
| SANP     | 84.62     | 92.31      | 94.87      |
| Our method | 87       | 94.87      | 94.87      |

Table 2

Average accuracy (%) of the 11 images on Yale database

| Image | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Average accuracy (%) | 82.42 | 84.24 | 70.3 | 72.12 | 90.3 | 90.91 | 86.67 | 80  | 84.85 | 73.91 | 70.91 |

Fig. 4. Accuracy rates of different number of iterations on Yale database.

method is sensitive to variation of facial expression. The 5th and 6th images have the highest average accuracy, which means that the method specialize in images with positive light.

5. Discussion

Judging from Table 1 we can clearly see that the proposed method can visibly outperform all the other methods, including the state-of-the-art methods like CHISD and SANP. For instance, although when the set length is 200 frames, four methods including our method, SANP, MMD and DCC are all able to achieve the best recognition rate, 94.87, but when the set length is 100 frames, our method outperform the second best, SANP, by over 2%. When the set length is 50 frames, both our method and AHISD achieve the best recognition rate 87.18, but AHISD does not perform well when the set length is 100 and 200 frames. In addition, our method always performs the best in all rank cases. DCC and MSM don’t work well because they model each image set as a linear subspace without considering the non-linear structure. When the number of image samples is not high, MMD could not well estimate the manifold information. AHISD and CHISD don’t use sparse norm regularization, resulting in poor performance. SANP compute the distance between query set and each gallery set, but it also treat the set as a whole collection and tend to be affected by outliers. Executing a universal search, in other words, making judgment for every single image, can effectively alleviate the problem. However, this approach is not
easy to implement for high dimensional features because of the computation complexity. From this case, the proposed method uses low dimensional features (facial landmarks) to execute a universal search. The experimental results demonstrate that our method performs better than several state-of-the-art methods.

6. Conclusion and future work

In this paper a novel framework which combines ASM model and Adaboost algorithm for image-set based face recognition is presented. High dimensional features (e.g., row pixel, LBP, HOG) may include redundant information and make it impractical to do a universal search. The approaches that treat the set as a whole collection tend to be affected by outliers. In this paper we use facial landmarks to build the feature vector, and proposed a method to align the feature points into a common co-ordinate frame. A robust AdaBoost algorithm was used for classification, in which decision stump was used to train weak learning classifier. Experiments on the public Honda/UCSD database demonstrate the comparable performance of our method to several state-of-the-art approaches (DCC, MMD, AHISD, CHISD, MSM, SANP). The experimental results on Yale database show that the proposed method is sensitive to variation of facial expression and specialize in images with positive light.

For future work, we are interested in designing more efficient classification method to improve the accuracy of our approach, or exploring feature extraction method that is more appropriate to represent a human face and further improve the recognition performance. Besides, since ASM is a shape model and not limited to facial feature extraction, the method can be extend to other image analysis applications such as biomedical.
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