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Given the first sentence, the second can be seen by considering the diagonal tensor

$$A_{i_1, \ldots, i_m} = \begin{cases} 1 & \text{if } i_1 = \cdots = i_m \\ 0 & \text{otherwise.} \end{cases}$$

It has exactly as many eigenvalues up to equivalence as the quantity in (1).
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One solution is trivial:

\[ (\mu : x_1 : \ldots : x_n) = (1 : 0 : \ldots : 0) \]

An equivalence class of eigenpairs with \( \lambda \neq 0 \) corresponds to \( m - 2 \) solutions of (2) by taking \( \mu \) to be the \( m - 2 \) roots of \( \lambda \). Thus, we get

\[ \frac{(m - 1)^n - 1}{m - 2} \] eigenpairs

Unfortunately, this approach cannot directly treat the case when \( \lambda = 0 \).
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Any quotient of a smooth variety is smooth where the group action is free. In this case, it so happens that the quotient is also smooth where $\mu = 0$. 
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The unique singular point $x = 0$ counts for

$$\frac{1}{m-2}$$

so the number of equivalence classes of eigenvalues is

$$\frac{(m-1)^n}{m-2} - \frac{1}{m-2}$$
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Corollary

For $m \geq 3$, the number of equivalence classes of eigenvalues grows exponentially in $n$. 
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If the entries of $A$ are real and either $m$ or $n$ is odd, then $A$ has at least one real eigenpair.

If $m$ or $n$ is odd, then the sum in (1) is odd.
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The elimination ideal $I \cap \mathbb{C}[a_{i_1,...,i_m}, \lambda]$ is a principal ideal. If $m$ is even, characteristic polynomial $\phi_A(\lambda)$ is the the generator of this ideal. If $m$ is odd, the generator is $\phi_A(\lambda^2)$. 

The roots of the characteristic polynomial

Normalized eigenvalues are roots of the characteristic polynomial but not necessarily conversely.

Example

Let $A$ be the $2 \times 2 \times 2$ tensor with

$$a_{111} = a_{221} = 1 \quad \text{and} \quad a_{122} = a_{222} = \sqrt{-1}$$

and 0 entries elsewhere. The eigenvalue problem for $A$ is:

$$x_1^2 + ix_1x_2 = \lambda x_1 \quad \text{and} \quad x_1x_2 + ix_2^2 = \lambda x_2.$$

This has a normalized eigenvalue of $\lambda$ if and only $\lambda \neq 0$. Therefore, the characteristic polynomial is identically zero. Thus $\phi_A(0) = 0$, even though $\lambda = 0$ is not a (normalized) eigenvalue.
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Example

Let $A$ be the symmetric $2 \times 2 \times 2$ tensor with

\[
\begin{align*}
    a_{111} &= -2i \\
    a_{222} &= 1
\end{align*}
\]

\[
\begin{align*}
    a_{112} &= a_{121} = a_{211} = 1 \\
    a_{122} &= a_{212} = a_{221} = 0
\end{align*}
\]

Then the characteristic polynomial of $A$ vanishes identically, but $A$ has only a single normalized eigenvalue, namely 1.
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    a_{222} &= 1 & a_{122} &= a_{212} = a_{221} = 0
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Then the characteristic polynomial of $A$ vanishes identically, but $A$ has only a single normalized eigenvalue, namely 1.

Why? Because $A$ also has a non-normalized eigenpair with eigenvalue 1 and eigenvector $(1, i)$. For small perturbations of $A$, this can take on any value as a normalized eigenvalue.
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