A Cubic Convolution Interpolation-Based Chroma Subsampling Method for Bayer and RGBW CFA Raw Images
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ABSTRACT The Bayer and RGBW color filter array (CFA) raw images, denoted by \(I_{\text{Bayer}}\) and \(I_{\text{RGBW}}\), respectively, have been widely used in consumer markets. In the demosaicking-first compression scheme, chroma subsampling is necessary prior to compressing \(I_{\text{RGB}}\) and \(I_{\text{RGBW}}\). Several linear interpolation-based chroma subsampling methods have been developed for \(I_{\text{Bayer}}\), but no nonlinear interpolation-based chroma subsampling methods have targeted the above two CFA image types simultaneously. In this paper, we first propose a nonlinear interpolation-based, namely the cubic convolution interpolation-based (CCI-based), \(2 \times 2\) block-distortion function for each \(2 \times 2\) CFA block \(B_{\text{CbCr}}\). Next, using the Cauchy-Schwarz inequality, we prove that the proposed block-distortion function is a convex function in the real domain, which further serves as the base of the initial subsampled chroma solution. Then, a CCI-based iterative method is proposed to improve the initial subsampled chroma solution. The results of comprehensive experimental tests using Bayer and RGBW CFA images created from the three RGB full-color datasets, namely IMAX, SCI (screen content images), and CI (classical images), demonstrate that on the Versatile Video Coding (VVC) platform VTM-11.0, the proposed method achieves substantial quality enhancement and quality-bitrate tradeoff merits of the reconstructed Bayer and RGBW CFA images compared with existing chroma subsampling methods.

INDEX TERMS Bayer color filter array (CFA) image, chroma subsampling, convex block-distortion function, demosaicking, quality-bitrate tradeoff, quality enhancement, RGBW CFA image.

I. INTRODUCTION

To save hardware cost, most color digital cameras employ a single-sensor technology with a Bayer color filter array (CFA) to capture real-world scenes. In addition, professional photographers and designers tend to prefer to work with raw Bayer CFA images directly because they can maximize control over the post-processing [22], [32]. At the same time, compressing raw Bayer CFA images also has the potential to improve compression performance relative to working with RGB full-color images.

Accordingly, several compression-first schemes were developed to compress raw Bayer CFA images directly, and these schemes include the geometric rotation approach [23], the integer-reversible spectral–spatial color domain approach [25], and the structure conversion approach [7], [10]. However, the intrinsic difficulty in converting CFA structures to the working domain limit the compression performance. Therefore, a demosaicking-first compression scheme [18] was proposed for compressing Bayer CFA images such that the quality of the reconstructed Bayer CFA images has better performance.

In this study, not only the Bayer CFA image \(I_{\text{Bayer}}\), we also consider the RGBW CFA image \(I_{\text{RGBW}}\). For the former, the four \(2 \times 2\) Bayer CFA patterns [1], as depicted in Figs. 1(a)-(d), have been widely used in modern color digital cameras. Each pixel in \(I_{\text{Bayer}}\) has only one R (red), G (green), or B (blue) color value. \(I_{\text{Bayer}}\) contains 25% R, 50% G, and 25% B color values. However, in the low illumination condition, the thermal noise side effect of \(I_{\text{Bayer}}\) results in low quality of the reconstructed RGB full-color image [16]. To receive more luminance, three RGBW CFA
patterns, namely the RGBW-Sony CFA pattern [33], the RGBW-Kodak CFA pattern [5], and Yamagami et al.'s CFA pattern [37], were proposed and are depicted in Figs. 2(a)-(c), respectively. Each pixel in $I_{RGBW}$ has only one R, G, B, or W (white) color value. $I_{RGBW}$ contains 12.5% R, 25% G, 12.5% B, and 50% W color values.

In the demosaicking-first chroma subsampling scheme, as depicted in Fig. 3, both $I_{Bayer}$ and $I_{RGB}$ should be first demosaicked to RGB full-color images at the server side, and then the demosaicked RGB full-color images are converted to YCbCr images which serve as the base of chroma subsampling. To demosaic $I_{Bayer}$, the methods in [15], [26], [39], [41] can be used; to demosaic $I_{RGB}$, the methods in [6], [29] can be used. Here, we take Kiku et al.’s code [15] to demosaic $I_{Bayer}$ and take Condat’s code [6] to demosaic $I_{RGB}$. After that, the demosaicked RGB full-color image $I_{RGB}$ is converted to a YCbCr image $I_{YCbCr}$ by using the BT.709-5 color conversion [13]:

$$Y = \begin{bmatrix} 0.2126 & 0.7152 & 0.0722 \\ -0.1860 & -0.0813 & 0.0000 \\ 0.0630 & -0.2727 & 0.9918 \end{bmatrix} \begin{bmatrix} R \\ G \\ B \end{bmatrix} + \begin{bmatrix} 16 \end{bmatrix}$$

Then, for each $2 \times 2$CbCr block $B_{CbCr}$ in $I_{CbCr}$, one 4:2:0 subsampling method is used to obtain the subsampled $(Cb, Cr)$-pair of $B_{CbCr}$. Accordingly, the subsampled CbCr image $I_{sub,CbCr}$ and the luma image $I^Y$ are fed into the encoder for compression. The lack of correlation between $I^Y$ and $I_{sub,CbCr}$ greatly contributes to the effectiveness of the image compression. After encoding $I_{sub,CbCr}$ and $I^Y$, the encoded bitstream is transmitted to the decoder via the internet.

At the client side in Fig. 3, the decoded subsampled CbCr image $I_{sub,CbCr}$ is upsampled by the selected chroma upsampling process. Based on the $2 \times 2$ Bayer CFA pattern, the decompressed CbCr image and luma image can be directly transformed to the reconstructed Bayer CFA image $I_{rec,Bayer}$ using the following YCbCr-to-RGB conversion:

$$\begin{bmatrix} R \\ C_b \\ C_r \end{bmatrix} = \begin{bmatrix} 1.164 & 0 & 1.793 \\ -0.399 & -0.614 & 1.793 \\ 0.000 & -1.000 & 1.000 \end{bmatrix} \begin{bmatrix} Y \\ C_b \\ C_r \end{bmatrix}$$

Based on the $4 \times 4$ RGBW CFA pattern, the R, G, and B color pixels in the reconstructed RGBW CFA image $I_{rec,RGB}$ can be obtained directly using Eq. (2), while the W color pixels in $I_{rec,RGB}$ can be obtained by averaging the reconstructed R, G, and B color values at the same location.

A. RELATED CHROMA SUBSAMPLING WORKS

Chroma subsampling has a long history. Without considering the CFA patterns, the commonly used eight chroma subsampling methods include the six traditional methods, namely 4:2:0(DIRECT), 4:2:0(A), 4:2:0(L), 4:2:0(R), 4:2:0(MPEG-B) [31], and Anchor [21], and the two classical methods, namely the IDID (interpolation-dependent image downsampling) method [43] and the JCDU (joint chroma downsampling and upsampling) method [36]. Considering the Bayer CFA patterns, the four state-of-the-art chroma subsampling works for $I_{Bayer}$ include the methods in [3], [4], [18], [19]. To the best of our knowledge, in the literature, no chroma subsampling methods targeting only $I_{RGBW}$ have ever been proposed.

1) EIGHT CHROMA SUBSAMPLING METHODS WITHOUT CONSIDERING THE CFA PATTERNS

4:2:0(DIRECT) selects the top-left chroma pair of $B_{CbCr}$ as the subsampled $(Cb, Cr)$-pair. 4:2:0(A) averages the four chroma pairs of $B_{CbCr}$ as the subsampled chroma pair. 4:2:0(L) and 4:2:0(R) obtain their chroma pairs by averaging the chroma pairs in the left and right columns of $B_{CbCr}$, respectively. Here, ‘chroma pair’ and ‘(Cb, Cr)-pair’ denote the same thing. 4:2:0(MPEG-B) determines the subsampled chroma pair of $B_{CbCr}$ by performing the 13-tap filter [2, 0, −4, −3.5, 19, 26, 19, 5, −3, −4, 0, 2]/64 on the top-left location of $B_{CbCr}$. The Anchor method [21] consists of two steps. The first step performs a 3-tap filter [1, 6, 1]/8 at the leftmost location of each row of $B_{CbCr}$; the second step performs a 3-tap filter [(0, 4, 4)/8]T at the top-left location of $B_{CbCr}$, which has been updated by the first step.

Zhang et al. [43] proposed an IDID method that prefers the chroma upsampling process NEDI (new edge-directed interpolation) [17] used at the client side. To improve the
IDID method, considering the palette mode used for screen content images [20], Wang et al. [36] proposed a JCDU method. The JCDU method prefers the chroma upsampling process BICU (bicubic interpolation) [27], [28] used at the client side.

2) FOUR BAYER CFA PATTERN-BASED CHROMA SUBSAMPLING METHODS

Different from the eight chroma subsampling methods mentioned above Chen et al. [3] proposed a direct mapping (DM) method when the input image is \( I_{Bayer} \) based on the following observation: in Eq. (2), the R value is dominated by the Y and Cb values, and the B value is dominated by the Y and Cb values. Therefore, the subsampled chroma pair of \( B_{CbCr} \) equals \((Cb_3, Cr_2)\). Lin et al. [18] proposed a COPY-based \( 2 \times 2 \) Bayer CFA block-distortion function in which the operator COPY is a special linear interpolation used to copy the subsampled chroma-pair parameter of \( B_{CbCr} \), denoted by \((Cb_s, Cr_s)\), as the four estimated chroma pairs of \( B_{CbCr} \). Then, based on the COPY-based block-distortion function, they applied the differentiation (DI) technique to determine the solution of \((Cb_s, Cr_s)\) as the subsampled chroma pair of \( B_{CbCr} \). The DI method prefers the chroma upsampling process ‘COPY’ used at the client side. In fact, the upsampling process ‘COPY’ equals the process ‘NN (nearest neighbor)’ supported by the VVC (Versatile Video Coding) platform VTM-11.0 [34].

To improve the DI method, Chung et al. [4] proposed a COPY- and gradient-descent (GD)-based chroma subsampling method. In the GD method, the block-distortion function is still based on the COPY-based approach, but they utilized the value verification technique to prove that their block-distortion function is a convex function, leading to the design of the GD- and BILI-based (bilinear interpolation-based) iteration method to improve the DI method. The GD method prefers the chroma upsampling process BILI [27], [28] used at the client side. Based on the DI method [18] but considering the demosaicked RGB full-color block-distortion, Lin et al. [19] proposed a ‘modified 4:2:0(A)’ chroma subsampling method that selects the best case among the four subsampled chroma pairs of \( B_{CbCr} \) by considering the ceiling-operation-based 4:2:0(A) and the floor-operation-based 4:2:0(A). The ‘modified 4:2:0(A)’ method prefers the chroma upsampling process TN (three neighboring reference pixel-based method) [40] used at the client side.

B. MOTIVATION

To the best of our knowledge, no chroma subsampling methods targeting \( I_{Bayer} \) can also be used for \( I_{RGBW} \), and no chroma subsampling methods targeting only \( I_{RGBW} \) have ever been proposed. In addition, for \( I_{Bayer} \), the block-distortion function used in the state-of-the-art chroma subsampling methods [4], [18], [19] is based on a special linear interpolation approach, i.e., the COPY-based approach, limiting the quality performance.

The above reasons motivated us to design a new and more effective nonlinear interpolation-based method, namely the cubic convolution interpolation-based (CCI-based) chroma subsampling method, to handle chroma subsampling for \( I_{Bayer} \) and \( I_{RGBW} \) simultaneously, achieving substantial quality enhancement and quality-bitrate tradeoff improvements of the reconstructed Bayer and RGBW CFA images.

C. CONTRIBUTIONS

The four major contributions of the proposed new CCI-based chroma subsampling method for \( I_{Bayer} \) and \( I_{RGBW} \) related to the previously published papers [3], [4], [18], [19] for only \( I_{Bayer} \) are clarified as follows.

(1) In the previously published paper [3], based on the observation from the YCbCr-to-RGB color transformation, the subsampled chroma pair of \( B_{CbCr} \) equals \((Cb_3, Cr_2)\). Instead of the COPY-based block-distortion functions used for only \( I_{Bayer} \) [4], [18], [19], in this paper, a new and more effective nonlinear interpolation-based, namely the cubic convolution interpolation-based (CCI-based), block-distortion function is proposed for \( I_{Bayer} \) and \( I_{RGBW} \) simultaneously.

(2) In [4], using the value verification approach for only the Bayer CFA pattern in Fig. 1(a), i.e., \( pat_1 \), the determinant of the Hessian matrix of the COPY-based block-distortion function is 1.5577, proving the convex property of their block-distortion function. In this paper, using the Cauchy-Schwarz inequality, we provide solid proof that our CCI-based block-distortion function is a convex function for all ten considered Bayer and RGBW CFA patterns, i.e., \( pat_1 \) for \( 1 \leq i \leq 10 \). In particular, for the Bayer CFA pattern ‘\( pat_1 \)’, the determinant of the Hessian matrix of our CCI-based block-distortion function is 22.0337 versus 1.5577 [4].

(3) Using the convex property of our CCI-based block-distortion function, we derive a formula to determine the initial subsampled chroma solution of \( B_{CbCr} \). Furthermore, we propose an iterative method to refine the initial subsampled chroma solution for \( I_{Bayer} \) and \( I_{RGBW} \) simultaneously. In particular, for \( I_{Bayer} \), the experimental results have demonstrated that when compared with the two combinations, DI-COPY [18] and GD-BILI [4], the PSNR (peak signal-to-noise ratio) gains of our combination are 2.4841 dB and 2.0531 dB, respectively, when setting QP (quantization parameter) to zero.

(4) Based on the ground truth Bayer and RGBW CFA images which are created from the three RGB full-color datasets, namely IMAX [12], SCI (screen content images) [30], and CI (classical images) [44], the comprehensive experimental results show that on VTM-11.0 [34], our method achieves the best PSNR, SSIM (structural similarity index measure) [35], FSIM (feature similarity index measure) [42], visual effect, and BD-PSNR (Bjøntegaard delta PSNR difference) [2] performance of the reconstructed Bayer and RGBW CFA images when compared with the six traditional methods and the six state-of-the-art methods [3], [4], [18], [19], [36], [43].
The remainder of this paper is organized as follows. In Section II, the proposed CCI-based block-distortion function is presented. In Section III, we prove the convex property of the proposed block-distortion function, and then the proposed iterative chroma subsampling method is presented. In Section IV, the experimental results are provided to justify the quality and quality-bitrate tradeoff merits of our method. In Section V, some concluding remarks are offered.

II. THE PROPOSED CCI-BASED BLOCK-DISTORTION FUNCTION

Different from the COPY-based block-distortion functions used in the previous works [4], [18], [19] only for \( J^{Bayer} \), we propose a new and more effective CCI-based \( 2 \times 2 \) block-distortion function for \( J^{Bayer} \) and \( J^{RGBW} \) simultaneously.

Because the four Bayer CFA patterns in Fig. 1, denoted by \( pat_i \) for \( 1 \leq i \leq 4 \), are all \( 2 \times 2 \) blocks, to handle the \( 2 \times 2 \) Bayer and \( 4 \times 4 \) RGBW CFA blocks simultaneously, the three \( 4 \times 4 \) RGBW CFA patterns in Fig. 2 are partitioned into six basic \( 2 \times 2 \) RGBW CFA patterns, namely \( pat_i \) for \( 5 \leq i \leq 10 \), in Figs. 4(a)-(f). According to the row-major scanning order, the three \( 4 \times 4 \) RGBW CFA patterns in Fig. 2 are expressed as the following three ordered sets:

\[
\text{RGBW-Sony CFA pattern } = \langle pat_5, pat_6, pat_6, pat_5 \rangle \\
\text{RGBW-Kodak CFA pattern } = \langle pat_7, pat_6, pat_6, pat_8 \rangle \\
\text{Yamagami et al.'s CFA pattern } = \langle pat_9, pat_{10}, pat_{10}, pat_9 \rangle
\]

\( (3) \)

\[\text{FIGURE 4. The partitioned six basic } 2 \times 2 \text{ RGBW CFA patterns for Fig. 2(a)-(c). (a) } pat_5 = \langle W_1, R_3, B_2, W_4 \rangle. \text{ (b) } pat_6 = \langle W_1, G_2, C_3, W_6 \rangle. \text{ (c) } pat_7 = \langle W_1, R_3, B_3, W_5 \rangle. \text{ (d) } pat_6 = \langle W_1, G_2, C_3, W_7 \rangle. \text{ (e) } pat_8 = \langle W_1, G_2, B_3, W_8 \rangle. \text{ (f) } pat_{10} = \langle W_1, G_2, B_3, W_8 \rangle.\]

A. THE CCI-BASED METHOD TO ESTIMATE THE FOUR CHROMA PAIRS OF \( B^{CbCr} \)

Before presenting the proposed CCI-based block-distortion function, we first propose a more effective CCI-based estimation method to estimate the four chroma pairs of \( B^{CbCr} \) compared with the COPY-based estimation used in [4], [18], [19].

For simplicity, we only describe how to estimate the four \( Cb \) entries of \( B^{Cb} \). The estimation of the four \( Cr \) entries of \( B^{Cr} \) can be easily followed. For easy exposition, only the top-left \( Cb \) component of \( B^{Cb} \), namely \( Cb_{est}^{Cb} \) in Fig. 5, is estimated, and the other three estimated \( Cb \) components, namely \( Cb_{est}^{Cr} \), \( Cb_{est}^{WS} \), and \( Cb_{est}^{4s} \), can be obtained using the same method. Let each \( 2 \times 2 \) \( Cb \) block in Fig. 5 be viewed as a \( 1 \times 1 \) macropixel. Initially, we put the origin of the \( x-y \) coordinate system at the location of \( Cb_{est} \). Therefore, \( Cb_{est} \) is located at \( (0, 0) \), and the locations of the subsampled \( Cb \) parameter \( Cb_i \) and the neighboring reference subsampled \( Cb \) values are illustrated in Fig. 5, where the subsampled \( Cb \) parameter \( Cb_i (= Cb_{2,2}) \) is located at \( (0.25, -0.25) \), \( Cb_{1,2} \) is located at \( (0.25, 0.75) \), and so on.

We deploy the cubic convolution interpolation, which was originally proposed by Keys [14], in the estimation of \( Cb_{est} \). The value of the weight function assigned to each reference point \( Cb_{ij} \), as depicted by one black bullet with yellow background in Fig. 5, is dependent on the vertical distance \( d_v \) and the horizontal distance \( d_h \) relative to the location of \( Cb_{est} \). As mentioned before, \( Cb_{est} \) is located at \( (0, 0) \). For example, for the reference point \( Cb_{2,2} (= Cb_x) \) in Fig. 5, \( d_v = 0.25 (= 0.25 - 0) \), and \( d_h = -0.25 (= -0.25 - 0) \). Let \( d \) denote the vertical distance \( d_{vij} \) or the horizontal distance \( d_{hij} \). The weight function \( W(d) \) is expressed as the following cubic function:

\[
W(d) = \begin{cases} 
(a + 2)|d|^3 - (a + 3)|d|^2 + 1 & \text{for } |d| \leq 1 \\
0 & \text{otherwise} 
\end{cases}
\]

Due to the constraint \( |d| < 2 \), as depicted in Fig. 5, only 16 reference points in the \( 4 \times 4 \) sliding window are needed. Among the 16 reference subsampled \( Cb \) values, the former 10 reference subsampled \( Cb \) values are obtained in advance by using the proposed chroma subsampling method, which will be formally presented in Section III. Except for the subsampled \( Cb \) parameter \( Cb_i \), the five future subsampled \( Cb \) values can be obtained by using one available subsampling method, e.g., 4:2:0(A). The value of the weight function \( \hat{W}(i, j) \) assigned to \( Cb_{ij} \) is thus expressed as

\[
\hat{W}(i, j) = W(d_{vij})W(d_{hij})
\]

Consequently, the estimation of \( Cb_{est} \) is expressed as

\[
Cb_{est} = \sum_{i=0}^{4} \sum_{j=0}^{4} \hat{W}(i, j)Cb_{ij}
\]

\[
= \hat{W}(2, 2)Cb_{2,2} + \sum_{i=0}^{4} \sum_{j=0}^{4} \hat{W}(i, j)Cb_{ij}
\]

\[
= \hat{W}(2, 2)Cb_{2,2} + Cb_{est}^{const}
\]

In Eq. (6), the estimation of \( Cb_{est} \) is expressed as the sum of 16 products. Furthermore, as depicted in Fig. 6(a), we first put the origin of the \( x-y \) coordinate system at the location of \( Cb_{est} \), and then we move the \( 4 \times 4 \) sliding window one pixel to the right to estimate \( Cb_{est}^{4s} \). By the same argument, we move the \( 4 \times 4 \) sliding window one pixel downward to estimate \( Cb_{est}^{4s} \), and then we move the \( 4 \times 4 \) sliding window one pixel to the left to estimate \( Cb_{est}^{4s} \). It is notable that the above cubic convolution interpolation-based computation method for estimating the four entries of \( B^{CbCr} \) can explain why our method is called the cubic convolution interpolation-based, i.e., the CCI-based, method.
Using the YCbCr-to-RGB transformation in Eq. (2), our block-distortion function in Eq. (7) can be rewritten as

$$D^{\text{pat}_{i}}(Cb_k, Cr_k) = \sum_{k \in [1, 14]} \left[ \frac{1}{3} \left( \begin{array}{l} (1.164(Y_k - 16) - 0.213(Cb_k - 128) \\ -0.534(Cr_k - 128) \\ (1.164(Y_k - 16) - 0.213(Cb^\text{est}_k - 128) \\ -0.534(Cr^\text{est}_k - 128))^2 \\ +[(1.164(Y_k - 16) + 1.793(Cr_k - 128)) \\ -(1.164(Y_k - 16) + 1.793(Cr^\text{est}_k - 128)))^2 \\ +[(1.164(Y_k - 16) + 2.115(Cb_k - 128) \\ -(1.164(Y_k - 16) + 2.115(Cb^\text{est}_k - 128))^2 \\ \right]\right]$$

Furthermore, we take the $2 \times 2$ RGBW CFA pattern $\text{pat}_{i}$ as the representative for $I^{\text{RGBW}}$. Similarly, our block-distortion function to measure the SSE between $B_k^{\text{pat}_{i}} = \{W_1, G_2, G_3, W_4\}$ and $B_k^{\text{est}, \text{pat}_{i}} = \{W_1^{\text{est}}, G_2^{\text{est}}, G_3^{\text{est}}, W_4^{\text{est}}\}$ is expressed as

$$D^{\text{pat}_{i}} = \|I(W_1, G_2, G_3, W_4) - (W_1^{\text{est}}, G_2^{\text{est}}, G_3^{\text{est}}, W_4^{\text{est}})\|^2 = \sum_{k \in [1, 14]} (W_k - W_k^{\text{est}})^2 + \sum_{k \in [2, 3]} (G_k - G_k^{\text{est}})^2$$

Using the YCbCr-to-RGB transformation in Eq. (2), Eq. (10) can be rewritten as

$$D^{\text{pat}_{i}}(Cb_k, Cr_k) = \sum_{k \in [1, 14]} \left[ \frac{1}{3} \left( \begin{array}{l} (1.164(Y_k - 16) + 1.902(Cb_k - 128)/3 \\ +1.259(Cr_k - 128)/3) \\
\right]\right]$$

where $\|\|$ denotes a 2-norm operation.
The values of $\alpha$ and $\beta$, 1 ≤ $k$ ≤ 4, are dependent on the color of $\mathbf{B}$. Similarly, from the explicit form of the block-distortion function $D^\text{pat}_k$, $\alpha_k$ and $\beta_k$, 1 ≤ $k$ ≤ 4, are also dependent on the color of the $k$th entry of $\mathbf{B}^\text{pat}_k$. Let $p_{i,k}$ denote the $k$th entry of $p_{i,1,1} \leq k \leq 4$ and $1 \leq i \leq 10$. For example, for $p_{1,1} = \langle p_{1,1,1}, p_{1,2,1}, p_{1,3,1}, p_{1,4,1} \rangle$, we have $p_{1,1,1} = G$, $p_{1,2,1} = R$, $p_{1,3,1} = B$, and $p_{1,4,1} = G$. Table 1 lists the values of $\alpha_{p_{i,k}}$ and $\beta_{p_{i,k}}$ for $1 \leq k \leq 4$ and $1 \leq i \leq 10$.

Consequently, our general $2 \times 2$ CFA block-distortion function, which is used to measure the SSE between $\mathbf{B}^\text{pat}_k$ and $\mathbf{B}^\text{est}_k$, $1 \leq i \leq 10$, is expressed as

$$D^\text{pat}_i(C_b, C_r) = \sum_{k=1}^{4} [\alpha_{p_{i,k}}(C_b - (\hat{W}(2, 2)C_b + C_b^{\text{const}})) + \beta_{p_{i,k}}(C_r - (\hat{W}(2, 2)C_r + C_r^{\text{const}}))].$$

### III. THE PROPOSED CCI-BASED ITERATIVE CHROMA SUBSAMPLING METHOD

For the considered Bayer and RGBW CFA image types, we first provide solid proof to show that our $2 \times 2$ CFA block-distortion function in Eq. (13) is a convex function in the real domain, which further serves as the base of the initial subsampled chroma solution of $\mathbf{B}^\text{pat}_k$. Next, a formula is derived to calculate the initial subsampled chroma solution. Furthermore, we propose an iterative method to refine the initial subsampled chroma solution.

### A. CONVEX PROPERTY PROOF OF THE PROPOSED $2 \times 2$ CFA BLOCK-DISTORTION FUNCTION

Let $d = \nabla D^\text{pat}_i(C_b, C_r)$ denote the determinant of the Hessian matrix of $D^\text{pat}_i(C_b, C_r)$ in Eq. (13). According to the convex function definition [24], if $d = \nabla D^\text{pat}_i(C_b, C_r)$ is positive, the proposed block-distortion function $D^\text{pat}_i(C_b, C_r)$ is a convex function for $\mathbf{I}^\text{Bayer}$ and $\mathbf{I}^\text{RGBW}$. The Hessian matrix of $D^\text{pat}_i(C_b, C_r)$ is expressed as

$$H(D^\text{pat}_i(C_b, C_r)) = \begin{bmatrix}
\frac{\partial^2 D^\text{pat}_i}{\partial C_b^2} & \frac{\partial^2 D^\text{pat}_i}{\partial C_b \partial C_r} \\
\frac{\partial^2 D^\text{pat}_i}{\partial C_r \partial C_b} & \frac{\partial^2 D^\text{pat}_i}{\partial C_r^2}
\end{bmatrix}$$

for $1 \leq i \leq 10$ with

$$\frac{\partial^2 D^\text{pat}_i}{\partial C_b^2} = 2\hat{W}(2, 2)^2 \sum_{k=1}^{4} \alpha_{p_{i,k}}^2,$$

$$\frac{\partial^2 D^\text{pat}_i}{\partial C_r^2} = 2\hat{W}(2, 2)^2 \sum_{k=1}^{4} \beta_{p_{i,k}}^2,$$

$$\frac{\partial^2 D^\text{pat}_i}{\partial C_b \partial C_r} = \sum_{k=1}^{4} \alpha_{p_{i,k}} \beta_{p_{i,k}}.$$

Then, the determinant of $D^\text{pat}_i(C_b, C_r)$ is expressed as

$$d = \nabla D^\text{pat}_i(C_b, C_r)$$

$$= 2\hat{W}(2, 2)^2 \sum_{k=1}^{4} \alpha_{p_{i,k}}^2 \times 2\hat{W}(2, 2)^2 \sum_{k=1}^{4} \beta_{p_{i,k}}^2 - 2\hat{W}(2, 2)^2 \sum_{k=1}^{4} \alpha_{p_{i,k}} \beta_{p_{i,k}}$$

$$+ 4\hat{W}(2, 2)^4 \sum_{k=1}^{4} \alpha_{p_{i,k}} \alpha_{p_{i,k}}^2 - 4\hat{W}(2, 2)^4 \sum_{k=1}^{4} \beta_{p_{i,k}} \beta_{p_{i,k}}^2,$$

$$= 4\hat{W}(2, 2)^4 \sum_{k=1}^{4} \alpha_{p_{i,k}}^2 \sum_{k=1}^{4} \beta_{p_{i,k}}^2 - (\sum_{k=1}^{4} \alpha_{p_{i,k}} \beta_{p_{i,k}})^2$$

(16)

Let $v_1 = \langle \alpha_{p_{i,1}}, \alpha_{p_{i,2}}, \alpha_{p_{i,3}}, \alpha_{p_{i,4}} \rangle$ and $v_2 = \langle \beta_{p_{i,1}}, \beta_{p_{i,2}}, \beta_{p_{i,3}}, \beta_{p_{i,4}} \rangle$ be two $1 \times 4$ vectors. Using the Cauchy-Schwarz inequality [11], we know $|v_1|^2 |v_2|^2 \geq <v_1, v_2>, $ where $\langle >$ denotes the inner product operation.

### TABLE 1. The values of $\alpha_{p_{i,k}}$ and $\beta_{p_{i,k}}$, $1 \leq i \leq 10$ and $1 \leq k \leq 4$.

| $p_{i,k}$ | R   | G   | B   | W   |
|----------|-----|-----|-----|-----|
| $\alpha_{p_{i,k}}$ | 0   | -0.213 | 2.115 | 1.902/3 |
| $\beta_{p_{i,k}}$ | 1.793 | -0.534 | 0   | 1.259/3 |
It thus yields
\[
\sum_{k=1}^{4} a_{\text{pat},i}^2 \beta_{\text{pat},i,k}^2 \geq \left( \sum_{k=1}^{4} a_{\text{pat},i} \beta_{\text{pat},i,k} \right)^2 \tag{17}
\]

From Table 1, we know that the vector \( v_1 = \langle a_{\text{pat},1}, a_{\text{pat},2}, a_{\text{pat},3}, a_{\text{pat},4} > \) and the vector \( v_2 = \langle \beta_{\text{pat},1}, \beta_{\text{pat},2}, \beta_{\text{pat},3}, \beta_{\text{pat},4} > \) are not parallel with each other. On the other hand, the condition \(||v_1||^2 ||v_2||^2 \neq <v_1, v_2>^2\) is always true. Therefore, Eq. (17) is simplified as the following strict inequality:
\[
\sum_{k=1}^{4} a_{\text{pat},i}^2 \beta_{\text{pat},i,k}^2 > \left( \sum_{k=1}^{4} a_{\text{pat},i} \beta_{\text{pat},i,k} \right)^2 \tag{18}
\]

Putting the strict inequality in Eq. (18) back on the right-hand side of Eq. (16) yields \( \text{det}(H(D_{\text{pat}})) > 0 \) for \( 1 \leq i \leq 10 \), implying that \( H(D_{\text{pat}}) \) is positive definite. For \( \text{pat}_i \), \( 1 \leq i \leq 10 \), we thus prove that the proposed general \( 2 \times 2 \) CFA block-distortion function in Eq. (13) is a convex function.

**Proposition 1:** The proposed CCI-based \( 2 \times 2 \) CFA block-distortion function in Eq. (13) for \( \text{pat}_i \), \( 1 \leq i \leq 10 \), is a convex function.

Compared with the COPY-based block-distortion function [4], [18], [19] used only for the \( 2 \times 2 \) Bayer CFA pattern \( \text{pat}_1 \) in Fig. 1(a), the proposed CCI-based block-distortion function for \( \text{pat}_i \), \( 1 \leq i \leq 10 \), is more effective and general. It is notable that for \( \text{pat}_1 \) in Fig. 1(a), the determinant of the Hessian matrix of our CCI-based block-distortion function is 22.0337, while the determinant of the Hessian matrix of the previous COPY-based block-distortion function is 1.5577.

**B. Determining the Initial Subsampled Chroma Solution of \( B^{CbCr} \)**

Proposition 1 implies that in the real domain, a critical point exists in the convex block-distortion function in Eq. (13) at which the convex block-distortion function has a minimal value. However, practically, we consider the nonnegative integer domain for chroma subsampling. Therefore, the critical point of Eq. (13) is used as the initial subsampled chroma solution in our iterative method.

To determine the critical point of Eq. (13), we take the first derivative on Eq. (13) with the subsampled chroma parameters \( C_b \) and \( C_r \), respectively. Setting the two derivatives to zero yields
\[
\frac{\partial D_{\text{pat}}^{\text{new}}(C_b, C_r)}{\partial C_b} = 0 \tag{19}
\]

Furthermore, the explicit form of Eq. (19) is expressed as
\[
\sum_{k=1}^{4} \left[ 2\alpha_{\text{pat},i,k} (C_b - \hat{W}(2, 2)C_b - C_b^{\text{const}}) + \beta_{\text{pat},i,k} (C_r - \hat{W}(2, 2)C_r - C_r^{\text{const}}) \right] 
\times (-\hat{W}(2, 2)\alpha_{\text{pat},i,k}) = 0.
\]

Solving Eq. (20), the solution of \( (C_b, C_r) \) is expressed as \( (C_b^{(0)}, \text{pat}_i), (C_r^{(0)}, \text{pat}_i) \) in Eq. (21), as shown at the bottom of the next page, and is used as our initial subsampled chroma solution of \( B^{CbCr} \) for \( \text{pat}_i \), \( 1 \leq i \leq 10 \). It is notable that for an RGBW CFA image \( I^{RGBW} \) with the RGBW-Sony CFA pattern \(<\text{pat}_5, \text{pat}_6, \text{pat}_6, \text{pat}_5>\), the two initial subsampled chroma solutions of \( B^{CbCr} \) for \( \text{pat}_5 \) and \( \text{pat}_6 \) can be obtained by calling Eq. (21) with \( i = 5 \) and \( i = 6 \), respectively.

**C. The Proposed Iterative Chroma Subsampling Method**

We take a \( 4 \times 4 \) RGBW-Kodak CFA block example in Fig. 7(a) to sketch the idea of the proposed iterative chroma subsampling method. The four \( 2 \times 2 \) partitioned CFA blocks of Fig. 7(a) are \( \text{pat}_1, \text{pat}_5, \text{pat}_6, \) and \( \text{pat}_8 \).
For simplicity, we only take the top-right $2 \times 2$ RGBW CFA block of Fig. 7(b) to sketch the idea of our iterative method. The demosaicked $2 \times 2$ RGB full-color block of the top-right $2 \times 2$ RGBW CFA block of Fig. 7(b) is demonstrated in Fig. 7(c). By Eq. (1), the converted $2 \times 2$ YCbCr block of Fig. 7(c) is demonstrated in Fig. 7(d). According to the neighboring reference subsampled chroma pairs in Fig. 7(e), the grid plot of the block-distortion function $D_{\text{pati}}(C_b, C_r)$ is depicted in Fig. 7(f). By Eq. (21), the initial subsampled chroma solution of $B_{\text{CCI}}$ is depicted by a black circle in Fig. 7(f). Clearly, there is room for improvement from the initial subsampled chroma solution to the desirable subsampled chroma solution, as depicted by the red circle.

To refine the initial subsampled chroma solution, we first consider the eight neighboring distance-1 reference points of the initial solution, namely $(C_b^{(10,0)}, C_r^{(10,0)}, \ldots, n)$-pairs for $(m, n) \in \{(-1, -1), (-1, 0), (-1, 1), (0, -1), (0, 1), (1, -1), (1, 0), (1, 1)\}$, which are marked in yellow in Fig. 8(a). Then, we select the best neighboring point with the smallest block-distortion.

If the block-distortion of one neighboring distance-1 reference point is smaller than that obtained in the previous iteration, it replaces the old subsampled chroma solution, and we go to the next solution-refinement process. Otherwise, to avoid getting stuck in a local minimum, we try an uphill-move step in the current iteration by considering the 16 neighboring distance-2 reference points, which are marked in blue in Fig. 8(b). We repeat the above solution-refinement process until it reaches the termination condition. For this case in Fig. 8, the current subsampled $(C_b, C_r)$-pair solution $(111, 181)$ with block-distortion $11$ is replaced by a better subsampled $(C_b, C_r)$-pair solution $(112, 183)$ with block-distortion $9$.

In our experience, the uphill-move step in the proposed iterative method can achieve average PSNR gains of $0.04$ dB, $0.4$ dB, and $0.2$ dB for one Bayer CFA image, RGBW-Kodak CFA image, and RGBW-Sony CFA image, respectively. Empirically, for each $B_{\text{CCI}}$, the average numbers of distance-1 iterations required in the proposed method for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns are $1.57$, $1.69$, and $1.78$, respectively. The average numbers of distance-2 iterations required in the proposed method for the three considered CFA patterns are $1.03$, $1.1$, and $1.15$.

The proposed CCI-based iterative chroma subsampling method for each $2 \times 2$ CbCr block $B_{\text{CCI}}$ with the CFA pattern $pat_i$ for $1 \leq i \leq 10$, denoted by $B_{\text{CCI}}^{\text{pat}_i}$, is listed in Algorithm 1.

The execution code of our combination ‘Proposed-CCI’ can be accessed from the website [9], where ‘Proposed’ denotes our iterative chroma subsampling method used at the server side and ‘CCI’ denotes the chroma upsampling process used at the client side. It is notable that after receiving the decompressed subsampled CbCr image, we first construct an initial upsampled CbCr image. Each time, we consider sixteen subsampled chroma pairs within a $4 \times 4$ window, which are marked by the 16 black bullets in Fig. 6, and then the chroma upsampling process ‘CCI’, which is quite similar to the CCI-based method to estimate the four chroma pairs of $B_{\text{CCI}}^{\text{pat}_i}$ described in Subsection II.A, fills the four missing chroma pixels one by one. The upsampling process ‘CCI’ continues the filling operations until all missing chroma pixels are constructed.

IV. EXPERIMENTAL RESULTS

Based on the ground truth Bayer and RGBW CFA images which are created from the three RGB full-color datasets, IMAX [12], SCI [30], and CI [44], the quality enhancement and quality-bitrate tradeoff improvement merits of our chroma subsampling method for $I_{\text{Bayer}}$ and $I_{\text{RGBW}}$ are demonstrated. The execution time comparison is also reported.

The proposed method and all comparative methods are implemented on a computer with an Intel Core i7-8700 CPU $3.2$ GHz and $24$ GB RAM. The operating system is the Microsoft Windows $10$ 64-bit operating system.
**Algorithm 1** The Proposed CCI-Based Iterative Chroma Subsampling Method

**Input:** A $2 \times 2$ CbCr block $B^{CbCr, pat_i}$.  
**Output:** The subsampled $\text{(Cb, Cr)}$-pair of $B^{CbCr, pat_i}$.  

**Step 1:** We perform $m \leftarrow 0$, where the index $m$ denotes the iterative number; initially, we set $m = 0$. By Eq. (21), we calculate the initial subsampled chroma pair of $B^{CbCr, pat_i}$, denoted by $(C_b^{(m)}, C_r^{(m)})$. Then, by Eq. (13), we calculate the block-distortion $D^{pat_i}(C_b^{(m)}, C_r^{(m)})$.  

**Step 2:** We calculate the eight block-distortion values of the neighboring distance-1 reference points of $(C_b^{(m)}, C_r^{(m)})$. Among the eight neighboring points, we select the neighboring $(C_b, C_r)$-pair with the smallest block-distortion as a candidate subsampled chroma pair of $B^{CbCr, pat_i}$, which is denoted by $(C_b^{(m+1)}, C_r^{(m+1)})$.  

**Step 3:** If $D^{pat_i}(C_b^{(m+1)}, C_r^{(m+1)}) < D^{pat_i}(C_b^{(m)}, C_r^{(m)})$, we perform $m \leftarrow m + 1$ and go to step 2; otherwise, we go to step 4.  

**Step 4:** We calculate the 16 block-distortion values of the neighboring distance-2 reference points of $(C_b^{(m)}, C_r^{(m)})$. Among the 16 neighboring points, we select the neighboring $(C_b, C_r)$-pair with the smallest block-distortion as a candidate subsampled chroma pair of $B^{CbCr, pat_i}$, which is denoted by $(C_b^{(m+1)}, C_r^{(m+1)})$.  

**Step 5:** If $D^{pat_i}(C_b^{(m+1)}, C_r^{(m+1)}) < D^{pat_i}(C_b^{(m)}, C_r^{(m)})$, we perform $m \leftarrow m + 1$ and go to step 2; otherwise, we stop the algorithm and return $(C_b^{(m)}, C_r^{(m)})$ as the final subsampled $(C_b, C_r)$-pair of $B^{CbCr, pat_i}$.

The program development environment is Visual C++ 2019. The VVC reference software platform used for compression is VTM-11.0.

**A. QUALITY ENHANCEMENT MERIT OF OUR METHOD AND EXECUTION TIME COMPARISON**

When setting QP to zero, we take the three quality metrics, namely PSNR, SSIM [35], and FSIM [42], to report the quality enhancement merit of our method for $I^{Bayer}$ and $I^{RGBW}$ relative to the existing methods. PSNR is used to evaluate the average quality of one reconstructed CFA image $I^{rec, CFA}$ and it is defined by

$$
\text{PSNR} = 10 \log_{10} \frac{255^2}{\text{MSE}}
$$

where $N$ denotes the number of the CFA images in one dataset; MSE (mean square error) equals $\frac{1}{XY} \sum_{i=1}^{X} \sum_{j=1}^{Y} (I^{CFA} - I^{rec, CFA})^2$ where $I^{CFA}$ denotes a ground truth CFA image and XY denotes the image size. We first calculate the PSNR value of each dataset and then calculate the average PSNR value of the three PSNR values of the three considered datasets.

The quality metric SSIM is expressed as the product of the luminance mean similarity, the contrast similarity, and the structure similarity between the ground truth CFA image and the reconstructed CFA image. The quality metric FSIM utilizes the phase consistency and gradient magnitude to weight the local quality maps to obtain a quality score of the reconstructed image.

1) QUALITY ENHANCEMENT MERIT FOR $I^{Bayer}$

For simplicity, we take the commercial Bayer CFA pattern in Fig. 1(a) as the representative to demonstrate the quality enhancement merit of the reconstructed Bayer CFA images using our iterative chroma subsampling method, namely ‘Proposed’. For fairness, our two combinations, namely ‘Proposed-BICU’ and ‘Proposed-CCI’, are included in the comparative combinations. The two combinations ‘Proposed-BICU’ and ‘Proposed-CCI’ are implemented for the Bayer, RGBW-Sony, and RGBW-Kodak CFA images, respectively, and in total, there are six variants whose execution codes can be accessed from the website [9].

In Table 3, the individual results of IMAX, SCI, and CI are tabulated in the parentheses (), [], and [[]], respectively. Table 3 indicates that our combination ‘Proposed-CCI’ has the highest PSNR, SSIM, and FSIM in boldface among the 18 considered combinations. Table 4 indicates that our combination ‘Proposed-CCI’ has the highest PSNR, SSIM, and FSIM in boldface among the considered 11 combinations. Excluding the combination ‘Proposed-BICU’, the overall average PSNR gain of our combination ‘Proposed-CCI’ also outperforms the 16 comparative combinations. For SSIM and FSIM, our combination ‘Proposed-CCI’ still has positive gains when compared with the concerned combinations.

2) QUALITY ENHANCEMENT MERIT FOR $I^{RGBW}$

We take the two commercial RGBW CFA patterns, namely the RGBW-Sony CFA pattern in Fig. 2(a) and the RGBW-Kodak CFA pattern in Fig. 2(b), as representatives to show the quality enhancement merit of our combination ‘Proposed-CCI’. Table 4 indicates that our combination ‘Proposed-CCI’ has the highest PSNR, SSIM, and FSIM in boldface among the considered 11 combinations. Excluding the combination ‘Proposed-BICU’, the overall average PSNR gain of our combination ‘Proposed-CCI’ over the other nine comparative combinations is 4.033 dB, achieving a significant quality improvement.
takes 29 operations to calculate the value of \( b_{k} \). The DM method [3] needs 2 memory accesses and \( (i, j) \neq (2, 2) \) can be calculated in advance, Eq. (6) takes 29 operations to calculate the value of \( b_{k}^{\text{const}} \) for \( 1 \leq k \leq 4 \) and 29 operations to calculate the value of \( c_{k}^{\text{const}} \) for \( 1 \leq k \leq 4 \). To calculate the initial subsampled chroma solution \( (b_{0}^{(0)}, c_{0}^{(0)}) \), Eq. (21) takes 286 \((= 29 \times 4 + 29 \times 4 + 54)\) operations. Putting the initial subsampled chroma solution \( (b_{0}^{(0)}, c_{0}^{(0)}) \) into Eq. (13), 43 operations are required to calculate the distortion. However, in the subsequent iterations, the calculations of the two difference values, namely \( (b_{k} - b_{k}^{\text{const}}) \) and \( (c_{k} - c_{k}^{\text{const}}) \), can be waived because both difference values are not changed in each iteration. Therefore, in each distance-1 (or distance-2) iteration, only 35 operations are required to calculate the distortion for one new subsampled \((b, c)\)-pair trial. Overall, the next distance-1 iteration takes 292 \((= 8 + 4 + 35 \times 8)\) operations to determine the best refined solution. Similarly, the next distance-2 iteration takes 580 \((= 16 + 4 + 35 \times 16)\) operations to determine the best refined solution.

As mentioned before, for each \( 2 \times 2 \) CbCr block \( B_{\text{ChCr}} \), the average numbers of distance-1 iterations required in the proposed method for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns are 1.57, 1.69, and 1.78, respectively. The average numbers of distance-2 iterations required in the proposed method for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns are 1.03, 1.1, and 1.15, respectively.

Therefore, for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns, the time complexities required in our method are bounded by 1384.84 \((= 286 + 43 + 292 \times 1.57 + 580 \times 1.03)\), 1460.48 \((= 286 + 43 + 292 \times 1.69 + 580 \times 1.1)\), and 1515.76 \((= 286 + 43 + 292 \times 1.78 + 580 \times 1.15)\) operations, respectively.

3) COMPUTATIONAL TIME ANALYSIS AND EXECUTION TIME COMPARISON

We first analyze the computational complexities required in the proposed iterative chroma subsampling method for the \( 2 \times 2 \) Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns. Next, we analyze the computational complexities required in the proposed method and the four state-of-the-art chroma subsampling methods, namely DM [3], DI [18], GD [4], and modified 4:2:0(A) [19], for the \( 2 \times 2 \) Bayer CFA pattern. Finally, the execution times are compared.

a: COMPUTATIONAL TIME ANALYSIS OF THE PROPOSED METHOD FOR THE \( 2 \times 2 \) BAYER, RGBW-SONY, AND RGBW-KODAK CFA PATTERNS

Because in Eq. (5), the values of \( \hat{W}(i, j) \), \( 0 \leq i, j \leq 4 \) and \( (i, j) \neq (2, 2) \) can be calculated in advance, Eq. (6) takes 29 operations to calculate the value of \( b_{k}^{\text{const}} \) for \( 1 \leq k \leq 4 \) and 29 operations to calculate the value of \( c_{k}^{\text{const}} \) for \( 1 \leq k \leq 4 \). To calculate the initial subsampled chroma solution \( (b_{0}^{(0)}, c_{0}^{(0)}) \), Eq. (21) takes 286 \((= 29 \times 4 + 29 \times 4 + 54)\) operations. Putting the initial subsampled chroma solution \( (b_{0}^{(0)}, c_{0}^{(0)}) \) into Eq. (13), 43 operations are required to calculate the distortion. However, in the subsequent iterations, the calculations of the two difference values, namely \( (b_{k} - b_{k}^{\text{const}}) \) and \( (c_{k} - c_{k}^{\text{const}}) \), can be waived because both difference values are not changed in each iteration. Therefore, in each distance-1 (or distance-2) iteration, only 35 operations are required to calculate the distortion for one new subsampled \((b, c)\)-pair trial. Overall, the next distance-1 iteration takes 292 \((= 8 + 4 + 35 \times 8)\) operations to determine the best refined solution. Similarly, the next distance-2 iteration takes 580 \((= 16 + 4 + 35 \times 16)\) operations to determine the best refined solution.

As mentioned before, for each \( 2 \times 2 \) CbCr block \( B_{\text{ChCr}} \), the average numbers of distance-1 iterations required in the proposed method for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns are 1.57, 1.69, and 1.78, respectively. The average numbers of distance-2 iterations required in the proposed method for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns are 1.03, 1.1, and 1.15, respectively.

Therefore, for the Bayer, RGBW-Sony, and RGBW-Kodak CFA patterns, the time complexities required in our method are bounded by 1384.84 \((= 286 + 43 + 292 \times 1.57 + 580 \times 1.03)\), 1460.48 \((= 286 + 43 + 292 \times 1.69 + 580 \times 1.1)\), and 1515.76 \((= 286 + 43 + 292 \times 1.78 + 580 \times 1.15)\) operations, respectively.

b: COMPUTATIONAL TIME ANALYSIS OF THE FOUR STATE-OF-THE-ART METHODS FOR THE \( 2 \times 2 \) BAYER CFA PATTERN

It can be easily verified that the DM method [3] needs 2 memory access operations to obtain the subsampled chroma pair, namely \( (Cb_{3}, Cr_{2}) \). The DI method [18] needs 38 operations (see Eqs. (12)-(13) in [18]) to determine the subsampled chroma pair of \( B_{\text{ChCr}} \).

The GD method [4] first takes 38 operations to determine the initial subsampled chroma solution using Eqs. (12)-(13) in [18]. Next, it calculates the distortion of the initial subsampled chroma solution. Furthermore, GD considers the distance-1 iterations. Because our CCI-based block-distortion function in Eq. (13) is more complicated than that in GD and our method must consider distance-1 and distance-2 iterations, the computational complexity required in GD is less than ours.

For the \( 2 \times 2 \) Bayer CFA pattern, let the computational complexity required in DM [3], DI [18], GD [4], and our method be denoted by \( T_{\text{DM}} \), \( T_{\text{DI}} \), \( T_{\text{GD}} \), and \( T_{\text{Proposed}} \), respectively. From the above analysis, we tabulate the time complexities of the four methods in Table 2, where \(#(\text{memory accesses})\) denotes the number of memory accesses and \(#(\text{BILI-based D-1 iterations})\), \(#(\text{CCI-based D-1 iterations})\), and \(#(\text{CCI-based D-2 iterations})\) denote the number of BILI-based distance-1 iterations, the number of CCI-based distance-1 iterations, and the number of CCI-based distance-2 iterations, respectively. From Table 2, we thus have \( T_{\text{GD}} < T_{\text{DM}} < T_{\text{DI}} < T_{\text{Proposed}} \). The actual execution time cost required in the considered four methods, as tabulated in the last column of Table 3, justifies the computational complexity order of the four methods.

c: EXECUTION TIME COMPARISON

For \( I_{\text{Bayer}} \) and \( I_{\text{RGBW}} \), the average execution time (in seconds) required in each considered combination is tabulated in the last columns of Tables 3 and 4, respectively. For each combination, the execution time requirement equals the sum of the execution time required in chroma subsampling and that required in chroma upsampling. In particular, when compared with the two combinations ‘IDID-NEDI’ [43] and ‘JCDU-BICU’ [36], our combination ‘Proposed-CCI’ takes much less time and has higher average PSNR, SSIM, and FSIM. Although our combination takes more time than the other combinations, our combination achieves much better quality enhancement effects.

B. BD-PSNR MERIT AND VISUAL EFFECT MERITS OF OUR METHOD

When setting four QP intervals, namely \([4, 16]\), \([12, 24]\), \([20, 32]\), and \([28, 40]\), we adopt the BD-PSNR metric [2] to demonstrate the quality-bitrate tradeoff merit of our combination ‘Proposed-CCI’ relative to the considered combinations. To calculate the BD-PSNR value of one combination, we take the combination ‘4:2:0(A)-BICU’ as the basis of comparison. For one considered combination and the comparative combination, BD-PSNR indicates the average PSNR difference under the same bitrate. In addition, the visual effects of our combination are compared with those of some existing combinations.
TABLE 2. Operations required in the three comparative methods and the proposed method for the $2 \times 2$ Bayer CFA pattern $B_{\text{Bayer}}$.

| Method               | Initial COPB-based Block Decimation | Initial CCI-based Block Decimation | $B_{\text{Bayer}}$-based BF (2 iterations) | $\sigma_{\text{CCI}}$-based BF (2 iterations) | $\sigma_{\text{CCI}}$-based B (2 iterations) |
|---------------------|-----------------------------------|-----------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Initial COPB        | -                                 | -                                 | -                              | -                              | -                              |
| Initial CCI         | -                                 | -                                 | -                              | -                              | -                              |
| Proposed            | -                                 | -                                 | 1 ($=23 + 5$ operations)       | 1.35 ($=13.5 + 29.2$ operations) | 1.05 ($=10.5 + 54$ operations) |

TABLE 3. The PSNR, SSIM, and FSIM comparison (QP = 0) for reconstructed Bayer CFA images.

| Method              | PSNR | SSIM | FSIM | Time (s) |
|---------------------|------|------|------|----------|
| 4.2-BAY-CCI         | 41.165 | 0.731 | 0.766 | 0.007 |
| 4.2-BAY-BICU        | 40.185 | 0.719 | 0.759 | 0.007 |
| 4.2-BAY-MPEG-4K-BICU| 40.654 | 0.732 | 0.774 | 0.007 |
| 4.2-BAY-MPEG-8K-BICU| 40.384 | 0.728 | 0.768 | 0.007 |
| 4.2-BAY-MPEG-8K-CCI | 40.654 | 0.732 | 0.774 | 0.007 |
| 4.2-BAY-CCI         | 41.165 | 0.731 | 0.766 | 0.007 |
| 4.2-BAY-BICU        | 40.185 | 0.719 | 0.759 | 0.007 |
| 4.2-BAY-MPEG-4K-BICU| 40.654 | 0.732 | 0.774 | 0.007 |
| 4.2-BAY-MPEG-8K-BICU| 40.384 | 0.728 | 0.768 | 0.007 |
| 4.2-BAY-MPEG-8K-CCI | 40.654 | 0.732 | 0.774 | 0.007 |
| 4.2-BAY-CCI         | 41.165 | 0.731 | 0.766 | 0.007 |
| 4.2-BAY-BICU        | 40.185 | 0.719 | 0.759 | 0.007 |
| 4.2-BAY-MPEG-4K-BICU| 40.654 | 0.732 | 0.774 | 0.007 |
| 4.2-BAY-MPEG-8K-BICU| 40.384 | 0.728 | 0.768 | 0.007 |
| 4.2-BAY-MPEG-8K-CCI | 40.654 | 0.732 | 0.774 | 0.007 |

1) VISUAL EFFECT MERIT

We take the 4th ground truth RGBW-Sony CFA image created from IMAX as the testing image, as depicted in Fig. 9(a), to demonstrate the visual effect merit of the reconstructed RGBW-Sony CFA image using our combination ‘Proposed-CCI’ relative to the nine comparative combinations. The magnified subimage in Fig. 9(b) is decoupled from the region containing the leaves in Fig. 9(a). For QP = 40, after performing the ten considered combinations on Fig. 9(a), the ten reconstructed magnified subimages for Fig. 9(b) are shown in Figs. 9(c)-(l), and we observe that our combination ‘Proposed-CCI’ has the best visual and texture-preserving effects of the ten combinations.

2) BD-PSNR MERIT

For $I_{\text{Bayer}}$ with the Bayer CFA pattern in Fig. 1(a), we demonstrate the BD-PSNR merit of the reconstructed Bayer CFA images using our combination ‘Proposed-CCI’ relative to the existing combinations. In Table 5, we observe that our combination ‘Proposed-CCI’ has the best BD-PSNR performance in boldface among the 17 combinations. In particular, our combination has better BD-PSNR performance than the current work ‘GD-BILI’.

Considering the RGBW-Sony CFA pattern in Fig. 2(a) and the RGBW-Kodak CFA pattern in Fig. 2(b), we demonstrate the BD-PSNR merit of the reconstructed RGBW CFA images using our combination ‘Proposed-CCI’ relative to the existing combinations. Here, the BD-PSNR results for $I_{\text{RGBW}}$ with the RGBW-Kodak CFA pattern are listed in the parentheses in Table 6. Table 6 indicates that for the three QP intervals, namely [4, 16], [12, 24], and [20, 32], our combination ‘Proposed-CCI’ has the best BD-PSNR performance in boldface among the considered combinations. However, for the QP interval [28, 40], our combination ‘Proposed-BICU’ has
the best BD-PSNR performance, as shown in boldface, while our combination ‘Proposed-CCI’ is ranked second.

TABLE 6. Average BD-PSNR results (dB) among the considered combinations for \( I_{RGBW} \).

| Combination       | [8, 14] | [12, 24] | [10, 32] | [28, 40] |
|-------------------|---------|---------|---------|---------|
| 4:2:0(L)-BICU     | -0.1313 | -0.2411 | 0.0708  | -0.0158 |
| 4:2:0(R)-BICU     | 0.7074  | -0.3602 | -0.1354 | -0.0504 |
| 4:2:0(DIRECT)-BICU| -0.9303 | -0.6401 | 0.3425  | -0.0155 |
| 4:2:0(MPEG-B)-BICU| 1.3491 | -0.6166 | 0.2137  | 0.0531  |
| Anchor-(4-tap)    | -1.1665 | -0.3549 | -0.3538 | -0.1530 |
| Anchor-BICU [21] | 1.0903  | -0.5681 | -0.2025 | -0.0787 |
| IDD-SBDI [43]     | 0.9711  | -0.0641 | 0.7034  | 0.0513  |
| JCDU-BICU [16]   | 0.8867  | 0.1098  | 0.5072  | 0.0505  |
| Proposed-BICU     | 0.5067  | 0.3415  | 0.2165  | 0.1841  |
| Proposed-CCI      | 1.5946  | 1.3234  | 0.5399  | 0.2098  |

V. CONCLUSION

We have presented our new and effective CCI-based iterative chroma subsampling method for Bayer and RGBW CFA images. All three \( 4 \times 4 \) RGBW CFA patterns in Fig. 2 are first partitioned into six \( 2 \times 2 \) RGBW CFA patterns. Next, for \( I_{Bayer} \) and \( I_{RGBW} \), a CCI-based block-distortion function is proposed. Then, we provide proof to show that the proposed CCI-based block-distortion function is a convex function that serves as the base of the initial subsampled chroma solution. Furthermore, a closed form is derived to obtain the initial subsampled chroma solution. To refine the initial subsampled chroma solution, an iterative chroma subsampling method is proposed. Finally, comprehensive experimental results demonstrate that on VTM-11.0, the proposed CCI-based chroma subsampling method achieves substantial quality enhancement and BD-PSNR improvement merits of the reconstructed Bayer and RGBW CFA images compared with existing methods. Future work will first deploy the abovementioned chroma subsampling works in the encrypted image for secret sharing [8], [38]. Second, the design of a deep learning-based chroma subsampling method will be investigated in future work.
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