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Abstract With the introduction of machine learning in high stakes decision-making, ensuring algorithmic fairness has become an increasingly important task. To this end, many mathematical definitions of fairness have been proposed, and a variety of optimisation techniques have been developed, all designed to maximise a given notion of fairness. Fair solutions, however, tend to rely on the quality of training data, and can be highly sensitive to noise. Recent studies have shown that robustness of many such fairness strategies – i.e., their ability to perform well on unseen data – is not a given and requires careful consideration. To address this challenge, we propose robustness ratio, which is a novel criterion to measure the robustness of diverse fairness optimisation strategies. We support our analysis with multiple extensive experiments on five benchmark fairness data sets, using three prominent fairness strategies, in view of four of the most popular definitions of fairness. Our experiments show that while fairness methods that rely on threshold optimisation (post-processing) mostly outperform other techniques, they are acutely sensitive to noise. This is in contrast to two other methods – correlation remover (pre-processing) and exponentiated gradient descent (in-processing) – which become increasingly fairer as the random noise injected into the data becomes larger. Our findings offer a comprehensive overview of fairness strategies that proves invaluable when tasked with choosing the most suitable method for the task at hand. To the best of our knowledge, we are the first to quantitatively evaluate the robustness of fairness optimisation strategies.
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1 Introduction

As machine learning becomes ubiquitous in high-impact decision-making, enforcing fairness in data-driven predictive models becomes an increasingly important problem to solve. Unfair models can perpetuate discrimination, lead to social injustice, and strengthen unconscious bias by making decisions that are implicitly based on protected attributes. In fact, we have already seen this happen in healthcare with melanoma detection models performing better on lighter skin tones (Rajkomar et al. 2018), and in natural language processing with hate speech detection models perpetuating bias related to gendered terms (Nascimento et al. 2022). Much of recent research regarding fairness aims to develop mathematical definitions of various societal and ethical notions of fairness, as well as build machine learning models that can satisfy these fairness constraints (Mehrabi et al. 2021). Fairness constraints in existing models can be injected in one of three places: before training, i.e., pre-processing; during training, i.e., in-processing; or after training, i.e., post-processing (Ding et al. 2021).

Although current fairness optimisation strategies are able to mitigate the bias of different learning models, the generalisability of these methods remains
an open problem. Many of the mathematical definitions of fairness are group-based, where a target metric is equalised or enforced over sub-populations in the data. We call these sub-populations protected groups. Most fairness optimisation strategies heavily rely on these protected class values. Unfortunately, in practice there is always a question as to how reliable this information is; data can be missing, mislabelled, or simply noisy \cite{Awasthi2020}. These data are often entered by humans, and can contain misleading or false protected information due to the fear of discrimination or disclosure \cite{Song2020}. On top of this, surveyed participants can also give different answers depending on how a question is phrased \cite{Minson2018}. This severely limits the generalisability of existing fairness strategies.

The ability of these strategies to generalise to different data qualities can also be referred to as robustness. In essence, an algorithm is robust if it:

1. performs consistently across different data sets from the same (or similar) input space \( \mathcal{X} \) distribution; and
2. performs consistently for slightly perturbed versions of data sets drawn from the same (or similar) input space \( \mathcal{X} \) distribution.

Current fairness strategies are at risk of not remaining fair in view of their definitions in such circumstances, but there is little literature describing how to measure their robustness. More specifically, if different strategies have varying degrees of robustness with respect to different learning models or data sets, can we be better informed on which methods are appropriate for a specific problem? Robustness for predictive performance – which aims to ensure that a model performs consistently across different data sets and noise levels – and robustness for fairness, while similar in some aspects, are very different in their ultimate aim. In view of this discord, how should we define a robust fairness strategy that balances the two objectives, and measure this phenomenon?

Here, we investigate the performance of different fairness optimisation techniques on benchmark fairness data sets. We propose a new way to inject noise of differing levels into data to measure robustness of fairness, and we explore how this noise injection affects the behaviour of fairness metrics with different models, strategies, and data sets.

At its core, unfairness or bias between groups is caused by:

- prioritising the optimisation of a model for the most dominant group (imbalanced classes);
- subtle differences in how each input variable maps to the output space for different groups; and
- inconsistencies in cross-correlations or behaviours between groups.

When optimising a model for fairness, we adapt the model/data/objective in order to adjust for these discrepancies. However, as we add noise of increasing strength to the underlying data, the random noise becomes more dominant. Therefore, three things occur: (1) the signal between the input and output space is weakened; (2) the cross-correlations between variables become less distinct; and (3) the noise becomes the dominant feature in all groups. These
factors lead to all groups becoming more similar and, in privacy preserving
methods, it becomes impossible to distinguish one group from another. Thus,
we argue that the expected behaviour of these models is that they should
become fairer as noise levels increase, and that a model that does not follow
such a trajectory is not robust with respect to fairness. We go on to justify
this motivation mathematically using statistical similarity measures.

In studying this behaviour, we provide a definition of robust fairness optimi-
sation, and find that the bias generated by noise injection is both bounded
and related to noise strength. In particular, we provide detailed insights into
a popular fairness optimisation strategy, the post-processing method called
threshold optimisation, under the equalised odds fairness constraint to better
understand why it is highly sensitive to noise.

The experimental results provide us with three key insights. First, the
different fairness constraints can be more easily satisfied for certain data sets,
so the measure of fairness can differ depending on how it is defined. Second,
the robustness of each of the strategies can differ significantly. Third, post-
processing methods are the fairness optimisation strategies most sensitive to
noise, often performing the best for small (non-dominant) noise and the worst
for large (dominant) noise.

In summary, the contributions of this paper are as follows:
1. we define the expected behaviour of a fair solution that is robust;
2. we propose a universal metric to measure the robustness of fairness;
3. we use this metric to empirically compare the robustness of different meth-
   ods; and
4. we show that certain methods lack the stability to be robust with respect
to fairness.

To the best of our knowledge, this study is the first to analyse the robustness
of fairness metrics for different data sets and methods.

2 Related Work

Algorithmic fairness is a popular area of research, especially in recent years.
As our understanding of bias and bias mitigation has grown, so too have all
of the strategies that can be employed to combat it. As Mehrabi et al. (2021)
state, “bias can exist in many shapes and forms”, and studying these biases
is often what motivates a particular solution proposed in fairness literature.

The definition of fairness is particularly broad, and the definition that
is chosen often depends on the modelling problem at hand (Le Quy et al.
2022). While we acknowledge the vast array of fairness metrics now available
such as model multiplicity-based fairness (Sokol et al. 2024), preference-based
fairness (Zafar et al. 2017) and individual fairness – we limit the scope of this
study to four of the most common fairness criteria for groups: demographic
parity, equalised odds, false positive difference, and true positive difference;
specifically, we focus on average fairness across the entire group (Castelnovo
et al. 2022).
Much like fairness, there are many optimisation methods that can be used to build predictive models. It is therefore impractical to design a study that tests all learning models with all fairness metrics. As such, we explore only binary classification (though this work could be extended to multi-class classification) and select five of the most common machine learning techniques to this end (Kowsari et al. 2019):

- **LR** Logistic Regression (Osborne 2014);
- **SVM** Support Vector Machines (Deng et al. 2012);
- **NB** Naïve Bayes (Hristea 2012);
- **SGD** Stochastic Gradient Descent (Forsyth 2018); and
- **DT** Decision Tree Classifiers (Wang and Zhai 2016).

While finding methods to define and enforce fairness is being explored for a wide range of problems, the robustness of these solutions currently appears to be mostly an afterthought. Recently, Mandal et al. (2020) considered a worst-case distribution difference between training and test data, and showed that there is an inherent trade-off between robustness of fairness and accuracy of predictive modelling.

As previously mentioned, we also must consider at what point we should optimise for fairness. This is commonly broken down into three areas: **pre-processing**, **in-processing**, and **post-processing**. There is a huge variety of processing methods that can be used for pre-processing, in-processing, and post-processing when optimising for fairness. We summarise these methods below and elaborate on them in Section 3.3.

**Pre-processing** The training data are modified or transformed in such a way as to remove the inherent bias in the data while minimising the loss of any signals that could help a model to learn (Calmon et al. 2017; Biswas and Rajan 2021; Farokhi 2021). This allows the model to be trained on data that are less bias, and therefore the model is less likely to exploit the bias to make predictions.

**In-processing** The loss/objective function is altered in such a way that the learning objective balances accuracy and fairness (Kuragano and Yamaguchi 2007; Kamishima et al. 2011; Ahn and Lin 2019). In doing this, we allow a model to simultaneously become accurate and fair.

**Post-processing** The predictive model is trained with no knowledge of fairness, and its output is then modified to satisfy a fairness constraint (Kim et al. 2019; Lohia et al. 2019; Cui et al. 2021). This is almost equivalent to training a second model that acts as an “overseer” of the original model, ensuring that its outputs satisfy the chosen definition of fairness. This is achieved using a combination of thresholding and random allocation.
3 Preliminaries

In this section we introduce the concepts that lay the foundation for the main contributions of this paper. Specifically, we introduce the notation, define the fairness metrics that pertain to the experiments, and explain the fairness processing methods (introduced in the previous section) in more detail.

3.1 General Notation

We denote a machine learning model as $f : \mathbb{R}^D \mapsto \mathbb{B}$. An input data set with $N$ samples and $D$ features is called $X \subseteq \mathbb{R}^{N \times D}$, where $X \equiv \mathbb{R}^D$ is the input space, with the labelled output (ground truth) being $Y \subseteq \mathbb{B}^N$, where $Y \equiv \mathbb{B} \equiv \{0, 1\}$. Inputs $x_i \in X$ are therefore $x_i \in \mathbb{R}^D$ for $i = \{0, 1, \ldots, N\}$ and the corresponding ground truth is $y_i \in Y$. Since we restrict our experiments to binary classification, $y_i \in \{0, 1\}$. For a matrix, vector, or data set $X$, we denote the mean of $X$ as $\bar{X}$ and the transpose as $X^T$.

The protected groups are the collection of features or attributes that the notion of fairness is optimised with respect to. We call this group $A$. Some common examples of a protected group are race and sex, as these are prohibited for use as predictive variables in many situations, e.g., employment in view of US law (US 2011).

We denote the probability of an event occurring as $P\{\cdot\}$, with $P\{W|S,T\}$ meaning “the probability of $W$ occurring, given that $S$ and $T$ have already occurred”. Random noise of strength $k$ is denoted as $\epsilon_k$ – this is defined in more detail in Section 4. $M(f, X)$ is a general term to describe any given fairness metric with respect to a model $f$ and a set of inputs $X$. This is elaborated on in the next section.

3.2 Fairness Metrics

Here, we consider four of the most popular definitions of fairness: demographic parity (Definition 1), false positive rate (Definition 2), true positive rate (Definition 3), and equalised odds (Definition 4). With fairness, the objective is to ensure that a probability, or a collection thereof, is equalised between subgroups identified within the protected group. Therefore, we can view this as a minimisation problem. For simplicity, we define $f(x) = 1$ as a positive outcome and $f(x) = 0$ as a negative outcome. In order to refer to different definitions of fairness in a general sense, we specify a fairness set (Definition 5). We do this purely for notation purposes as it allows us to refer to all fairness metrics in a general way.

**Definition 1 (Demographic Parity)**

$$M_{dp}(f, X) = |P\{f(X) = 1|A = 0\} - P\{f(X) = 1|A = 1\}|$$ (1)
For each subgroup in the protected group $A$, the same proportion of people should receive a positive outcome. Demographic parity is achieved when $M_{dp}(f, X) = 0$, and so $\mathbb{P}\{f(X) | A\} = \mathbb{P}\{f(X)\}$. \cite{castelnovo2021}. 

**Definition 2 (False Positive Rate)**

$$M_{fp}(f, X) = |\mathbb{P}\{f(X) = 1 | Y = 0, A = 0\} - \mathbb{P}\{f(X) = 1 | Y = 0, A = 1\}|$$

For each subgroup in the protected group $A$, the same proportion of people should be incorrectly given a positive outcome. False positive rate is satisfied when $M_{fp}(f, X) = 0$. \cite{du2020}.

**Definition 3 (True Positive Rate)**

$$M_{tp}(f, X) = |\mathbb{P}\{f(X) = 1 | Y = 1, A = 0\} - \mathbb{P}\{f(X) = 1 | Y = 1, A = 1\}|$$

For each subgroup in the protected group $A$, the same proportion of people should be correctly given a positive outcome. True positive rate is satisfied when $M_{tp}(f, X) = 0$. \cite{wen2021}.

**Definition 4 (Equalised Odds)**

$$M_{eo}(f, X) = |\mathbb{P}\{f(X) = 1 | Y = y, A = 0\} - \mathbb{P}\{f(X) = 1 | Y = y, A = 1\}| \quad \forall y$$

(2)

For each subgroup in the protected group $A$, we should have the same proportion of true positive and false positive outcomes. Equalised odds is satisfied when $M_{eo}(f, X) = 0$. \cite{awasthi2020}.

**Definition 5 (Fairness Set)** Based on Definitions $\ref{definition1}$, $\ref{definition2}$, $\ref{definition3}$ & $\ref{definition4}$ we define the set of functions $M : f(X) \mapsto [0, 1]$ such that

$$M(f, X) \subseteq \{M_{dp}, M_{fp}, M_{tp}, M_{eo}\}.$$ 

If $M(f, X) = 0$, then all fairness definitions are satisfied.

### 3.3 Existing Fairness Optimisation Strategies

Fairness optimisation strategies are used to enforce the notion of fairness chosen by the stakeholders. There is a variety of processing methods that can be used for optimising for fairness. For this study, we choose one method from each category based on their popularity. For example, these fairness strategies are used both by IBM – AI Fairness 360 \cite{https://github.com/Trusted-AI/AIF360} (Bellamy et al. 2018) – and Microsoft – Fairlearn \cite{https://github.com/fairlearn/fairlearn} (Bird et al. 2020) – and are recommended by Google for responsible AI practices:
We compare these strategies to a baseline approach (Definition 6). Much like for fairness in Definition 5, Definition 10 outlines a set of functions so that we can refer to different models in a general way. Throughout the rest of this section, we offer a deeper explanation of the mechanisms for each approach.

**Definition 6 (Baseline $f_{\text{base}}$)** The baseline strategy has no notion of fairness at all. The minimisation or learning algorithm exclusively prioritises predictive performance, and it can therefore exploit the bias in the data if it will assist in making accurate predictions. We therefore use the baseline strategy as a comparison point for all the others strategies. It represents the expected worst case unfairness, or the bias that is inherent to the data. We refer to a model using this method as $f_{\text{base}}$.

**Definition 7 (Pre-processing $f_{\text{pre}}$)** We approach the correlation removal problem from the least squares perspective. Given a data set $X$ and protected classes $A \in \mathbb{R}^{N \times C}$, we remove the protected classes from the data set to get a set $Z = X \setminus A$ that has the protected features removed (so $Z \subseteq \mathbb{R}^{N \times (D-C)}$). We can then find a data set $\hat{X}$ that has its dependence on $A$ (mostly) removed using a linear regression model for each feature against the protected class, i.e.,

$$\hat{X}_i = Z_i - (A_i - \bar{A})\beta_i \quad \text{s.t.} \min_{\beta_i} \| (A_i - \bar{A})\beta_i - Z_i \|^2,$$

where $\bar{A}$ is the average value of the protected class and $\beta_i \in \mathbb{R}$ for $i = \{1, 2, \ldots, D-C\}$ is the number that satisfies the minimisation constraint for each feature. Fundamentally, we fit a linear model to the centred protected features and calculate the residuals (Tellinghuisen 1994). The residuals are then removed from the original data, and the model is then trained using either of LR, SVM, NB, SGD, or DT for accuracy only on $\hat{X}$. We can do this because we trust that the bias has been partially or completely removed using the linear transformation described above. We refer to a model using this method as $f_{\text{pre}}$.

**Definition 8 (In-processing $f_{\text{in}}$)** The chosen in-processing method, exponentiated gradient (Kivinen and Warmuth 1997), is a type of mirror descent (Tomar et al. 2021). In short, the model is updated by making a series of $K$ predictions and assigning a weight $w_0^{[i]} = \frac{1}{K}$ to each prediction (so $i = \{1, 2, \ldots, K\}$). Weights are updated via the exponential rule by decreasing the value of the weights for a predictors that would have caused increase in the loss function, and vice versa, i.e.,

$$w_{i+1}^{[i]} = w_i^{[i]} e^{-\eta \nabla \mathcal{L}(f)} f(X),$$

where $\nabla \mathcal{L}(f)$ is the gradient of the loss function with respect to the model parameters.
where $\eta$ is the learning rate and $\sum_{i=1}^K w_i = 1$ and $t$ is the number of iterations.

The crucial thing to understand here is that the fairness constraint is included directly in the objective function $L$. This means that we optimise for both fairness and accuracy simultaneously, but we prioritise accuracy using a weight constant. This allows the model to slightly violate the fairness rule during learning, provided it does not deviate too far from a fair solution. We refer to a model using this method as $f_{in}$.

**Definition 9 (Post-processing $f_{post}$)** The post-processing method is threshold optimisation ([Hardt et al. 2016](#) [Small et al. 2024](#)). The model is first trained using one of the optimisation methods mentioned in Section 2 (LR, SVM, NB, SGD, or DT) with no notion of fairness – it is optimised purely for predictive performance (much like the baseline $f_{base}$). After training is complete, the model’s output is passed through a second stage. This second stage allows the threshold for positive or negative classification to differ between protected classes in order to fulfil a fairness constraint.

The resulting thresholds mean that the lower bound for a positive outcome is higher for an advantaged class than a disadvantaged class. Conversely, the upper bound for a negative outcome is lower for the disadvantaged class. If a value falls between these bounds, the outcome is random. As a simple example, take $f_s$ to be the first stage of the model and $f_t$ the threshold stage, then $f_s : \mathcal{X} \mapsto [0, 1]$ and $f_t : [0, 1] \mapsto \{0, 1\}$. The post-processing model can establish multiple thresholds and assign a probability distribution that depends on the value of $f_s$ and $A$. Therefore, if $f_s(x)$ is between thresholds, the output of $f_t$ is random, such that

$$P\{f_t(f_s(x)) = 1 | A = a\} = p_{1,a} \mathbb{I}_{[T_{1,a}, 1]}(f_s(x)) + p_{0,a} \mathbb{I}_{[0, T_{0,a}]}(f_s(x))$$

with $T_{y,a} \in [-\infty, \infty]$ and $T_{1,a} \geq T_{0,a}$. Here, $p_{0,a} + p_{1,a} = 1$ and

$$\mathbb{I}_C(x) = \begin{cases} 1 & \text{if } x \in C \\ 0 & \text{if } x \notin C \end{cases}$$

is the indicator function for a set $C$. From Equation 3, we can clearly see that

$$P\{f_t(f_s(x)) = 1 | A = a\} = \begin{cases} 1 & \text{if } f_s(x) > T_{1,a} \\ p_{0,a} & \text{if } f_s(x) \in [T_{0,a}, T_{1,a}] \\ 0 & \text{if } f_s(x) < T_{0,a} \end{cases}$$

We refer to a model using this method as $f_{post}$. For brevity, we refer to $f_t(f_s(x))$ as $F(x)$.

**Definition 10 (Function Set)** From Definitions 6, 7, 8 & 9, we define the set of functions $f : \mathcal{X} \mapsto [0, 1]$ where

$$f \subseteq \{f_{base}, f_{pre}, f_{in}, f_{post}\}.$$
4 Robustness of Fair Solutions

In this study, we move away from monitoring predictive performance and instead examine the model’s ability to remain fair under perturbations. We choose to apply random Laplace noise of increasing intensity, as values in the Laplace distribution are collected more heavily around the mean. The noise is injected into the data set, and we measure the changing fairness with respect to the learning model, the fairness constraint, and the location of the constraint.

Robustness $R$ of a learning model $f$ is usually viewed through the lens of its predictive performance, e.g., accuracy or precision (Carlini and Wagner 2017). If a model is robust, its utility remains stable and consistent for small noise injections $\epsilon$, i.e.,

$$R(f) = \frac{1}{N} \sum_{i=1}^{N} |f(x_i) - f(x_i + \epsilon)|$$

$$= \frac{1}{N} |f(X) - f(X + \epsilon)|,$$

where $x_i \in X \subseteq \mathbb{R}^{N \times D}$ is an input from a data set. We say that $f$ is robust if $R \leq \delta$ where $\delta$ is some defined tolerance. The robustness of $f$ can depend on the type of noise injection $\epsilon$ (Fawzi et al. 2016; Yu et al. 2019; Anderson and Sojoudi 2020). Noise can be drawn randomly from a specific distribution (Wojcisz et al. 2007) – for example, a Gaussian distribution (Lopes et al. 2019) or a Laplace distribution (Yang et al. 2017; Daxberger et al. 2021) – or it can be crafted in an attempt to fool or destabilise the model – a strategy often called adversarial noise (Carrara et al. 2017; Kwon et al. 2019; Wang et al. 2020).

Analysing robustness is an important step in safeguarding a model against adversaries who seek to take advantage of the system, or to ensure continued accuracy across the wider input space. However, this is the very first work that introduces a framework specifically designed to assess the robustness of the fairness measure of a model, rather than its accuracy.

4.1 Noise

Many data-driven models have shown vulnerability to inputs with added noise, such as Gaussian noise, Laplace noise, and Pepper noise (Hendrycks and Dietterich 2018). Most studies propose to simply add noise to the input data, such as adding white noise to images (Xie et al. 2012) or replacing words with synonyms in natural language processing (Omar et al. 2022). In this paper, we describe noise $\epsilon_k$ of strength $k$ in two slightly different ways depending on the features in $X$. 
Fig. 1 Example of the Laplace distribution for different values of $k$. Smaller values of $k$ centre the noise more strongly around 0.

4.1.1 Continuous Data

**Definition 11 (Continuous Noise)** Define $X_i$ as a data set of continuous variables. We add noise in the following way:

$$\tilde{X}_i = X_i + \epsilon_k \quad \text{with} \quad \epsilon_k \sim L(0, k),$$

where $L$ is the Laplace distribution.

As such, the mean of the feature is preserved, but the variance changes. Since the Laplace distribution is defined as

$$\epsilon_k(x) = \frac{1}{2k} e^{-\frac{|x|}{k}}$$

then the probability of $\epsilon_k$ being in the interval $[a, b]$ is

$$P\{\epsilon_k \in [a, b]\} = \int_a^b \frac{1}{2k} e^{-\frac{|x|}{k}} dx$$

$$= \frac{b}{|b|} \left( \frac{1}{2} - e^{-\frac{|b|}{k}} \right) - \frac{a}{|a|} \left( \frac{1}{2} - e^{-\frac{|a|}{k}} \right).$$

See Figure 1 for the shape of the distribution.

4.1.2 Discrete Data

**Definition 12 (Discrete Noise)** Define a data set $x_i \in X_i \in \mathbb{R}^N$ and a set $B$ such that

$$X_i = (x_1, x_2, \ldots, x_N) : x_i \in B$$

and let $C(b) = \sum_{i=1}^N 1_b(x_i)$ be the number of elements in $X_i$ that are equal to $b \in B$. Given a random variable $s_i \sim B(1, \frac{k}{100})$, we add noise in the following way:

$$\tilde{x}_i = \begin{cases} 
\epsilon_k & \text{if } s_i = 1 \\
{\begin{array}{c}
\mathbf{x}_i
\end{array}} & \text{if } s_i = 0,
\end{cases}$$
where
\[ P\{\epsilon_k = b\} = \frac{C(b)}{N} . \]

For an element \( x_i \) in a discrete (i.e., categories, objects, or labels) feature column \( X_i \in \mathbb{R}^N \) we use the Bernoulli distribution to create random noise. The distribution is defined via \( k \) using:
\[
\begin{align*}
P(s_i = 1) &= \frac{k}{100} & \text{for } i = \{1, 2, \ldots, N\} \\
P(s_i = 0) &= 1 - \frac{k}{100} & \text{for } i = \{1, 2, \ldots, N\} .
\end{align*}
\]
We then sample from the Bernoulli distribution for each element \( x_i \) in the discrete feature column \( X_i \), giving
\[
\tilde{x}_i = \begin{cases} 
\epsilon_k \sim U(X_i) & \text{if } s_i = 1 \\
x_i & \text{if } s_i = 0 .
\end{cases}
\]

Put more simply, \( k \) represents the percentage chance that any element in the discrete set is made to be noisy. The noise \( \epsilon_k \) is then sampled from a uniform distribution over the entire feature column \( X_i \). This is to ensure that, even though the data are being randomised, the distribution of the feature does not change (i.e., rare occurrences are still rare, and common occurrences are still common). If there were to be a case where \( k \geq 100 \), then \( x_i = \epsilon_k \forall i \).

4.2 Expected Behaviour of a Model under Noisy Data

Before delving into the details of our method, it is important to outline what kind of behaviour is expected of our models given data affected by increasing noise levels to be deemed “robust w.r.t. fairness”. This approach allows us to separate robust models from non-robust models.

As outlined in the introduction, unfairness manifests itself through differences between groups that can be observed in the training data. As such, we can say that, given an input space \( \mathcal{X} \) of size \( N \) where \( \mathcal{X}_i \) for \( i = \{1, \ldots, N\} \) are the variables, and we have \( M \) distinct protected groups \( \mathcal{A} = \{a_1, \ldots, a_M\} \), that
\[ P\{\mathcal{X}_i = x|A = a_j\} \neq P\{\mathcal{X}_i = x|A = a_k\} \]
for at least one set of values for \( i, j, k \). In fact, the way values for each variable are distributed could potentially vary between groups. To quantify this disparity, we can measure the difference between these distributions using the Bhattacharyya Distance given in Definition [14] and built upon the \( L^2 \) inner product outlined in Definition [13].
**Definition 13 (L² Inner Product)** If there exist two real functions $u : \Omega \mapsto \mathbb{R}$ and $v : \Omega \mapsto \mathbb{R}$, then their L² norm is defined as

$$
(u, v)_{L^2} = \int_{\Omega} u(x)v(x)dx ,
$$

where $\Omega$ is the domain in which the functions are defined. If $(u, v)_{L^2} = 0$, then $u$ and $v$ are orthogonal.

**Definition 14 (Bhattacharyya Distance)** Given two probability distributions $p(x)$ and $q(x)$, we can measure their similarity using the Bhattacharyya distance defined as

$$
D_B(p, q) = -\ln \left( BC(p, q) \right) ,
$$

where

$$
BC(p, q) = \int \sqrt{p(x)q(x)}dx
$$

if $p$ and $q$ are continuous, and

$$
BC(p, q) = \sum_{x \in X} \sqrt{p(x)q(x)}
$$

if $p$ and $q$ are discrete. Clearly $0 \leq BC \leq 1$, and so $0 \leq D_B \leq \infty$. The closer $D_B$ is to 0, the more similar the two distributions are.

**Theorem 1 (Fairness Convergence Under Noise)** Take two distributions $p \sim N(\mu_p, \sigma^2_p)$ and $q \sim N(\mu_q, \sigma^2_q)$, which are parameterised by their mean $\mu$ and variance $\sigma$. Adding noise $\delta_k \sim N(0, k^2)$ to both distributions leads to

$$
\lim_{k \to \infty} D_B(p + \epsilon_k, q + \epsilon_k) = 0 .
$$

(Proof in Appendix A.7)

Notably, $D_B$ tends directly to 0 and does not oscillate. The convergence of $D_B$ is quadratic in the first term and logarithmic in the second term. The proof is completely intuitive – as we increase the level of noise, the noise becomes more dominant. Ergo, as noise in the distributions becomes stronger, the two distributions are more alike (albeit the signal becomes weaker). Even if a feature in $X$ follows a different distribution due to the value of a protected attribute, adding noise to this feature increases similarity and, therefore, fairness. It follows that we should expect models to display fairer behaviour for increased noise levels.
4.3 Robustness for Fairness

We define robustness for fairness as the ability of a predictive model to remain fair given perturbed inputs. We measure this as the relative difference between the fairness of a model for \( k = 0 \) and \( k > 0 \), which motivates the definition of relative robustness (Definition 15).

**Definition 15 (Relative Robustness)**

\[
R_k(f, M, X) = \mathbb{E} \left[ \frac{M(f, \tilde{X}) - M(f, X)}{M(f, X)} \right] + 1
\]

\[
= \int \frac{M(f, \tilde{X}) - M(f, X)}{M(f, X)} dP(\epsilon_k) + 1 ,
\]

where \( P(\epsilon_k) \) is the probability distribution of the noise used to create \( \tilde{X} \), as described in Section 4.1. Since \( M(f, \tilde{X}) \in [0, 1] \), then \( R_k(f, M, X) \in [0, \infty] \).

We measure robustness in this particular way for two reasons. One, it preserves the information as to which predictive model gets less fair and which model becomes more fair as \( k \) changes. Two, it allows us to specifically measure how much worse a metric is compared to its fairness at \( k = 0 \). The expected behaviour is:

1. If \( R_k(f, M, X) \to 1 \) as \( k \to \infty \), the method remains stable, i.e., it does not improve or worsen with increasing noise.
2. If \( R_k(f, M, X) \to 0 \) as \( k \to \infty \), the method becomes perfectly fair with increasing noise.
3. If \( R_k(f, M, X) \to a \) with \( 1 > a > 0 \) as \( k \to \infty \), the method performs fairer than \( k = 0 \), with a factor of \( a \cdot M(f, X) \) being the best case scenario for performance. In essence, the method performs \( \frac{1}{a} \) times better for strong noise.
4. If \( R_k(f, M, X) \to b \) with \( b > 1 \) as \( k \to \infty \), the method performs less fair as noise increases, with a factor of \( b \cdot M(f, X) \) being the worst case scenario for performance.

**Definition 16 (Robustness Ratio)** If \( x_i \) is a sample from a data set \( X \subseteq \mathbb{R}^{N \times D} \), we can approximate \( R_k(f, M, X) \) using the discrete formulation

\[
R_k^{[K]}(f, M, X) = \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{M(f, \tilde{x}_{i,j})}{M(f, x_i)} .
\]

(Proof in Appendix A.2.)

We calculate this \( K \) times for all inputs \( x_i \in X \subseteq \mathbb{R}^{N \times D} \), and take an average to approximate the robustness. The pipeline is shown succinctly in Figure 2.
How Robust is your Fair Model?

5 Experiments

The aim of the experiments is to explore how models that are optimised for a particular notion of fairness behave, with respect to their fairness definition, as input data become increasingly noisy. Specifically, we search for models where the solution becomes **no less fair** as data become noisier. We call these models robust fair models.

To measure the robustness of the fairness methods, we used the robustness ratio (as defined in Equation 4) with varying noise levels across multiple data sets, fairness metrics, and learning models. We vary the value of $K$ in reflection of compute time (which depends on the data sample size, the learning model, and the fairness metric), but $k \in [0, 10]$ remains consistent. In total, we leverage:

- five real-world data sets;
- four fairness metrics (Section 3.2);
- five learning models (Section 2); and
- four fairness optimisation strategies (Section 3.3).

For the sake of brevity, we do not include all the results in the main body of this paper. Instead, we limit our discussions to show one example of each of the five learning algorithms (LR, SVM, NB, SGD, and DT) over five of the most common fairness data sets (Adult Income, COMPAS, Dutch, Law School, and Bank Marketing) using all four of the predefined notions of fairness from Section 3.2 and all four of the strategies outlined in Section 3.3. Ultimately, we investigate 80 results for fairness and the corresponding 80 re-
sults for robustness, with the full body of results available online. To this end, we have created a robustness package called \textit{FairR} – available on GitHub\footnote{https://github.com/TeddyZander/FairR} – which utilises the \textit{Fairlearn} \cite{Bird2020} package\footnote{https://github.com/fairlearn/fairlearn}.

5.1 Data Sets

Many of the data sets come from the US Census, which are specifically kept and maintained for fairness benchmark testing. On top of this, we also run experiments on other benchmark data sets that are widely used in the fair machine learning research. For the American Community Service (ACS) style data sets, we used the census information from the state of California, as it is very dense and is recommended by the authors\footnote{https://github.com/zykls/folktables}.

\textit{Adult Income} Known as \textit{ACS Income}, this is a modern version of the \textit{UCI Income} data set \cite{Kohavi1996}. The goal with this data set is to create a model that predicts whether an individual’s income exceeds $50,000 a year using 378,817 samples and ten features (eight discrete, two continuous). The protected feature is sex. This data set is an improvement over the previous version in several ways. First, it is significantly denser, with the full data set containing over a million samples compared to the old data set’s 49,531. Second, while disparities between protected classes still exist, they are weaker in the newer data \cite{Ding2021}.

\textit{Bank Marketing} The \textit{Bank Marketing} data set\footnote{https://archive.ics.uci.edu/ml/datasets/bank+marketing} was used by a Portuguese bank to create a model that can predict whether or not an individual will subscribe to a long term deposit. The data set has 45,211 samples with 17 features (ten continuous, seven discrete). The protected feature is marital status, and as such we filter the data beforehand to remove any samples where marriage status is unknown.

\textit{COMPAS} The Correctional Offender Management Profiling for Alternative Sanctions (\textit{COMPAS}) data set\footnote{https://github.com/propublica/compas-analysis} was used to train a real predictive model that assisted judges and parole officers. The goal is to predict whether or not a criminal will re-offend within the next two years (two year recidivism rate). The scenario was a landmark case in unfairness when it was shown that the rate of false positives for black men was twice as high as it was for white men \cite{Barenstein2019}. We use the full 7,214 samples; however, the raw data contain plenty of features that are not predictive, and so we trim down the raw data set to nine features (eight discrete, one continuous), and we use race as the protected feature. We also pre-process the data to make race a binary attribute: white and non-white.
German Credit  Also known as the StatLog data set; the objective is to assess whether or not an individual represents a good or bad credit risk. The data set contains 1,000 samples with 20 features (13 discrete, seven continuous). The protected attribute is a combination between marital status and sex, although an argument could be made that the binary foreign worker feature could also be a protected feature. The class imbalance in this data set is very severe, and so we equalise the classes prior to model training. We also filter the data such that the protected feature is sex only, rather than the combined data of sex and marital status.

Law School  The Law School Admission Council (LSAC) data set was created in 1998 to respond to “rumors and anecdotal reports suggesting bar passage rates were so low among examinees of color that potential applicants were questioning the wisdom of investing the time and resources necessary to obtain a legal education”

8. The goal of the model is to predict whether or not an individual would pass the bar exam. The data include 20,798 samples, with 12 features (nine discrete, three continuous), with the protected class being race.

5.2 Results

5.2.1 Evaluation on Adult Income

The results for ACS Income are restricted to SGD, with $K = 100$. We choose SGD for this data set because it is by far the largest and, as such, the compute time decreased more significantly (in absolute terms) when using SGD here than with any other data set.

Fairness – Adult Income  The evaluation of the fairness for Adult Income data set is shown in Figure 3(a, b, c & d). The first observation is that $f_{pre}$ does not always perform better than the baseline method for $k = 0$. More specifically, it only performs better for demographic parity. All the methods perform well on an absolute scale for true positive. $f_{post}$ clearly shows a different behaviour to the other methods.

Robustness – Adult Income  The behaviour from $f_{post}$ is more clear when we measure the robustness ratio shown in Figure 3(e, f, g & h). While it performs well for $k = 0$ for all fairness metrics, it is the only method for all four metrics that consistently performs more poorly as noise increases. The worst absolute score is in demographic parity, as is the biggest relative change. As $k \to 10$, $R_k(f_{post}, M_{dp}, X) \to 27$, and even for low noise $R_1(f_{post}, M_{dp}, X) \approx 100$, which is an unusually small amount of noise for such a large change in performance. All other methods show reasonably stable performance for large noise as $R_{10}(f, M, X) < 1$ for all metrics. The false positive method seems to show the worst stability for small levels of noise as all methods exceed 1 for $k \in (0, 1)$.

8 https://eric.ed.gov/?id=ED469370
Fig. 3  Fairness and robustness of fairness for various strategies using the Adult Income data set with stochastic gradient descent.
5.2.2 Evaluation on COMPAS

The results for the COMPAS data set are restricted to DT, with $K = 1000$. We choose DT for this data set because the data set contains a large amount of discrete information that has multiple categories. We can also choose a large number for $K$ because the sample size is reasonably small, and optimisation for DT is fast.

**Fairness – COMPAS** The evaluation for the fairness of the COMPAS data set is found in Figure 4(a, b, c & d). The demographic parity pattern is very similar to the Adult Income data set in that:

- $M_{dp}(f_{post}, X)$ performs the best at $k = 0$;
- $M_{dp}(f_{pre}, X)$ and $M_{dp}(f_{in}, X)$ perform very similarly to $M_{dp}(f_{base}, X)$ at $k = 0$; and
- As $k \to 10$, $M_{dp}(f_{post}, X)$ performs worse than all the other methods.

$M_{dp}(f_{post}, X)$ has the lowest unfairness at $k = 0$, but, for all metrics other than demographic parity, the performance of all strategies is similar for large noise.

**Robustness – COMPAS** The breakdown of the robustness of the COMPAS data is shown in Figure 4(e, f, g & h). The first observation is that the performance degrades roughly by a factor of 20 for $f_{post}$ in demographic parity. We can also see that, while $f_{post}$ has the largest relative change from $k = 0$ for equalised odds, they all follow a very similar pattern, just on different scales. Finally, we can also see that all methods perform worse as $k$ increases for the true positive fairness metric.

5.2.3 Bank Marketing

The results for the Bank Marketing data set are restricted to NB, with $K = 100$. We choose NB for this data set because the data set contains plenty of continuous information.

**Fairness – Bank Marketing** The evaluation for the fairness of the Bank Marketing data set is found in Figure 5(a, b, c & d). Again, we observe the same behaviour for demographic parity, equalised odds, and false positive rate as previous data sets – increasing fairness for all methods except post-processing. Performance for the true positive rate is almost indistinguishable between methods.

**Robustness – Bank Marketing** The robustness behaviour for the Bank Marketing data set can be found in Figure 5(e, f, g & h). Despite matching the general behaviour found in previous data sets, we can see that the instability...
Fig. 4  Fairness and robustness of fairness for various strategies using the COMPAS data set with decision tree classification.
Fig. 5 Fairness and robustness of fairness for various strategies using the Bank Marketing data set with naive Bayes.
seems to occur unusually early for the post-processing method. In fact, the result shows that

\[
\frac{\partial R_k(f_{\text{post}}, M, X)}{\partial k} \bigg|_{k \in [2,10]} \in \left[ -\frac{3}{500}, -\frac{1}{1000} \right]
\]

for all metrics except true positive. Having a small average rate of change in the robustness for low noise means that the model finds stability quite quickly. However, this stability is still unsatisfactory for the post-processing method as \( R_k > 1 \) for \( k > 0 \), so the fairness is worse for noisy data.

5.2.4 German Credit

The results for the German Credit data set are restricted to SVM, with \( K=100 \). We choose this method for the German Credit data set because it contains the smallest number of samples, and SVM is the most computationally intensive method to use.

**Fairness – German Credit** The fairness measures for noisy data with the German Credit data set are displayed in Figure 6(a, b, c & d). Notably, the true positive rate for \( k = 0 \) is very poor for \( f_{\text{pre}} \) when compared to other methods – it even performs worse than the baseline \( f_{\text{base}} \). This could be due to the class imbalance between the protected classes – the linear transformation removes the dependency the data has on \( A = 1 \) but not \( A = 0 \).

**Robustness – German Credit** The robustness metric for noisy German Credit data is shown in Figure 6(e, f, g & h). While we do see the usual trend of the post-processing method wandering away from its initial solution as \( k \) increases, surprisingly we also see poor robustness across the board for the true positive rate. More specifically:

- \( R_k(M_{tp}, f_{\text{pre}}, X) > 1 \) for small values of \( k \); and
- \( R_k(M_{tp}, f_{\{\text{base}, \text{in}, \text{post}\}}, X) > 1 \) for all \( k \).

Again, this is likely due to two things. Firstly, the class ratio for the target data is poorly balanced – people are almost three times as likely to have a bad credit rating than a good one. Adding to this, the ratio in the protected class is also poor. As such, optimising for the true positive rate is more challenging, as a smaller portion of the data is classed as positive. Only 10.9% of the data are classed as \{\( A = 0 \), \( Y = 1 \)\}, and so the linear transformation does not have much information. This could also be the cause of the instability in \( f_{\text{in}} \) in both equalised odds and false positive for small values of \( k \).

5.2.5 Law School

The fairness behaviour for noisy Law School data is restricted to LR, with \( K = 100 \). We choose to use logistic regression because the feature size is small, with no non-meaningful data.
Fig. 6  Fairness and robustness of fairness for various strategies using the German Credit data set with support vector machines.
Fig. 7 Fairness and robustness of fairness for various strategies using the Law School data set with logistic regression.
Fairness – Law School The results in Figure 7(a, b, c & d) follow the findings discovered for the other data sets. However, we do see a particularly poor performance in equalised odds and false positive for $f_{base}$. This is likely caused by a strong bias inherent in the data. Since equalised odds is combination of the false and true positive constraints, it logically follows that a poor performance for $f_{base}$ in false positive would cause a poor performance in equalised odds.

Robustness – Law School The robustness for the LSAC data is show in Figure 7(e, f, g & h). Both the baseline and pre-processing method offer good robustness for this data set, but the in-processing method $f_{in}$ misses the mark in true positive rate and demographic parity. Again, we see that $R_k(M, f_{in}, X) > 1$ for small values of $k$ for some fairness metrics. This behaviour is particularly interesting, as we would expect some amount of instability for large values of $k$. However, small fluctuations to the data set should not cause such large relative shifts in fairness. Notably, we see that $R_k(M, f_{post}, X) > 1$ for all metrics. This severe instability of $f_{post}$ has been a consistent theme throughout the experimentation. Because of this, we must assume that the mechanisms directly behind threshold optimisation are the underlying cause of the instability. We investigate this phenomenon in more detail in Section 6.

5.3 Summary

As we add stronger noise to the data sets, the model’s ability to make accurate predictions weakens. However, our experiments show that errors are not proportioned fairly between protected subgroups. On the contrary, in some scenarios, one group is significantly advantaged over the other, such as in the Law School example. We can see that the ability of a model to allocate errors in a manner perceived as fair – according to the chosen notion of fairness – depends on the fairness definition, the learning model, and the data set. While more experiments are warranted, we clearly see two emerging patterns:

1. equalised odds and false positive rate can have instabilities for small values of $k$; and
2. the threshold optimisation method shows a particular inability to share errors fairly among protected groups.

6 Analysis of Threshold Optimisation

The experimental results show that the post-processing method threshold optimisation demonstrates a different behaviour to the other three methods. More specifically, it seems to get less fair as the noise level increases, whereas other methods often show improvement. As such, it is important to analyse why this is the case. To this end, we explore the post-processing method under the equalised odds criterion for noisy protected data, as shown by Awasthi et al. [2020], and find the maximum expected unfairness for demographic parity.
Here, we refer to the pre-fitted model as \( f(X) \) with the data set \( X \), and the threshold optimisation model on \( f \) being \( F(f(X)) \). As mentioned before, we add noise to the protected class \( A \) to create \( A_c \). As such, \( A = a \) represents the true class, and \( A_c = a_c \) is a potential incorrect entry of \( A \).

**Definition 17** The bias for class \( Y = y \) of the predictor \( F \) is defined in the same way as Definition 2, but we now specify the value of \( y \) to differentiate between false positives and true positives:

\[
M_{eo}(F, X) \Big|_{Y=y} = |P(F(X) = 1|Y = y, A = 0) - P(F(X) = 1|Y = y, A = 1)|.
\]

### 6.1 Bounds on Fairness

**Theorem 2** (Bound of Bias under Equalised Odds) Let \( Y \) be a sample’s ground truth and \( A \) be its true protected attribute. To distinguish between functions, let \( F : f(X) \mapsto [0, 1] \) be the post-processing equalised odds predictor from the pre-fitted classifier \( f \). If we inject noise of strength \( k \in [0, 1] \) (which we refer to as the Bernoulli noise), where \( k = 1 \) is the maximum noise, then the bias is precisely bounded by

\[
M_{eo}(F, X) \Big|_{Y=1} \leq \alpha M_{eo}(f, X) \Big|_{Y=1} \leq M_{eo}(F, X) \Big|_{Y=1} (1 - k)(p_{1,0} - p_{0,0} + p_{1,1} - p_{0,1}),
\]

where \( p_{y,a} \) denotes the probability that \( F(f(X)) = 1 \) given \( f(X) = y \) and \( A = a \), and

\[
\alpha = \left| \frac{p_{1,0} - p_{0,0}}{P(Y = 1, A_c = 0)} \right| + \left| \frac{p_{1,1} - p_{0,1}}{P(Y = 1, A_c = 1)} \right|.
\]

As such, the difference for equalised odds is dependent on both the strength of the noise injection and the difference between the probabilities used in the model. (Proof in Appendix A.3.)

**Theorem 3** (Maximum Demographic Parity due to Noise) Given a model \( f : X \mapsto Y \) and a threshold optimiser \( F : f(X) \mapsto [0, 1] \), the unfairness limit due to noise is given by

\[
M_{dp}(F, \tilde{X}_\infty) = |(p_{1,0}P\{f(\tilde{X}_\infty) \geq T_{1,0} \} + p_{0,0}P\{f(\tilde{X}_\infty) \geq T_{0,0} \}) - (p_{0,1}P\{f(\tilde{X}_\infty) \geq T_{0,1} \} + p_{1,1}P\{f(\tilde{X}_\infty) \geq T_{1,1} \})|,
\]

where \( \tilde{X}_\infty \) is very noisy data. This result also holds for a single threshold, where we simply consider \( T_{1,a} = T_{0,a} \). (Proof in Appendix A.4.)
Again, the maximum demographic parity due to noise is a logical conclusion. As the data become noisier, the signals within the data are destroyed. Therefore, the binary classifier $F$ becomes increasingly trivial (i.e., it must guess for more and more inputs). At maximum noise, or completely random data, the output distribution becomes uniform. Thus, the difference in output is then purely decided by the difference between the thresholds and probabilities for each protected group as shown in Equation 6.

7 Conclusion and Future Research

In this paper, we investigated the robustness and stability of fair optimisation strategies. We proposed a new way to measure the robustness, named relative robustness, and explored how the different strategies offer different levels of robustness. In our experimentation, we demonstrated that large perturbations to the data for the exponentiated gradient in-learning method show very little impact on the fairness of the model, and that the post-processing method, though bounded by Theorem 3, is particularly sensitive to noise. We also showed that using a linear pre-processing method to remove bias is not always an appropriate method to rid a data set of bias. We have also proposed a novel framework to explore the robustness of fair models, which allows us to compare the stability of different solutions with respect to fairness. This work makes a significant contribution towards ensuring that our data-driven models continue to make fair decisions beyond deployment, and can assist in predicting how and when a model’s outputs may become unfair.

While this work has offered us some answers, it has also opened new avenues of research. Specific lines of inquiry include:

1. Do other pre/in/post-processing methods offer a similar kind of robustness?
2. Is the robustness linked more heavily to the learning model or the fairness constraint location?
3. Can Theorem 2 be extended to find a bound on fairness where all data have injected noise?
4. Can we further generalise the result from Theorem 3, expanding it beyond equalised odds to other fairness constraints?
5. How robust are the methods under more specific changes to distribution, not just random noise?

In future work, we plan to conduct more thorough and in-depth experiments into each of the fairness strategies (pre-processing, in-processing, and post-processing). Furthermore, we wish to engage with more learning models, as well as introduce other notions of fairness and explore problems beyond binary classification. Some methods also demonstrate severe instability for small noise injections – see the false positive rate for the Adult Income data set in Figure 3(c) & 3(d), true positive rate for the Law School data set in Figure 7(d) & 7(h), or the true positive rate for the German Credit data set in Figure 6(d) & 6(h). This is particularly concerning, as small variations happening in the input
space are easy to miss, and can even occur between training and validation data, as shown by Mandal et al. (2020).

We also limited our exploration to binary classification. This was purely for practical purposes, as it allowed us to explore other aspects of fairness strategies in greater detail for simple problems. However, most machine learning models are now deployed in more complex areas – input spaces are of higher dimensionality, and classification is significantly more diverse and complicated. An exploration into the robustness of these areas would extend the impact of our findings, especially as we can refer back to the results reported here.
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A Proofs

A.1 Fairness Convergence Under Noise

Take two distributions $p \sim N(\mu_p, \sigma_p^2)$ and $q \sim N(\mu_q, \sigma_q^2)$, which are parameterised by their mean $\mu$ and variance $\sigma$. Adding noise $\delta_k \sim N(0, k^2)$ to both distributions leads to

$$\lim_{k \to \infty} DB(p + \varepsilon_k, q + \varepsilon_k) = 0 .$$

**Proof** From the definition of the normal distribution:

$$p(x) = \frac{1}{\sigma_p \sqrt{2\pi}} e^{-\frac{1}{2} \frac{(x - \mu_p)^2}{\sigma_p^2}}$$

$$q(x) = \frac{1}{\sigma_q \sqrt{2\pi}} e^{-\frac{1}{2} \frac{(x - \mu_q)^2}{\sigma_q^2}} .$$

As such:

$$BC(p, q) = \int_{-\infty}^{\infty} p(x)q(x)dx = \frac{\sqrt{2} \sqrt{\sigma_p \sqrt{\sigma_q}}}{\sqrt{\sigma_q^2 + \sigma_p^2}} e^{-\frac{1}{2} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2}} .$$

Therefore:

$$DB(p, q) = -\ln BC(p, q)$$

$$= -\ln \left( \frac{\sqrt{2} \sqrt{\sigma_p \sqrt{\sigma_q}}}{\sqrt{\sigma_q^2 + \sigma_p^2}} e^{-\frac{1}{2} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2}} \right)$$

$$= \ln \left( e^{\frac{1}{4} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2}} \right) - \ln \left( \frac{\sqrt{2} \sqrt{\sigma_p \sqrt{\sigma_q}}}{\sqrt{\sigma_q^2 + \sigma_p^2}} \right)$$

$$= \frac{1}{4} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2} + \ln \left( \frac{\sqrt{\sigma_q^2 + \sigma_p^2}}{\sqrt{2} \sqrt{\sigma_p \sqrt{\sigma_q}}} \right)$$

$$= \frac{1}{4} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2} + \ln \left( \frac{\sigma_q^2 + \sigma_p^2}{2\sigma_p \sigma_q} \right)$$

$$= \frac{1}{4} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2} + \frac{1}{2} \ln \left( \frac{\sigma_q^2 + \sigma_p^2 + 2\sigma_q \sigma_p}{2\sqrt{\sigma_p \sqrt{\sigma_q}}} \right) .$$

Adding noise $\delta_k \sim (0, k^2)$ to both distributions then gives:

$$DB(p + \delta_k, q + \delta_k) = \frac{1}{4} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2 + 2\sigma_q \sigma_p + 2k^2} + \frac{1}{2} \ln \left( \frac{\sigma_q^2 + \sigma_p^2 + 2\sigma_q \sigma_p + 2k^2}{2\sqrt{\sigma_p \sqrt{\sigma_q}}} \right) .$$

As noise increases, $k$ becomes larger, and so:

$$\lim_{k \to \infty} \frac{(\mu_p - \mu_q)^2}{\sigma_q^2 + \sigma_p^2 + 2\sigma_q \sigma_p + 2k^2} = 0$$

$$\lim_{k \to \infty} \frac{\sigma_q^2 + \sigma_p^2 + 2\sigma_q \sigma_p + 2k^2}{2\sqrt{\sigma_p \sqrt{\sigma_q}}} = 1 ,$$

which gives:

$$\lim_{k \to \infty} DB(p + \delta_k, q + \delta_k) = 0 .$$
A.2 Robustness Ratio

If \( x_i \) is a sample from a data set \( X \subseteq \mathbb{R}^{N \times D} \), we can approximate \( R_k(f, M, X) \) using the discrete formulation:

\[
R_k^K(f, M, X) = \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{M(f, \hat{x}_{i,j})}{M(f, x_i)} .
\]

Proof: Take:

\[
R_k^K(f, M, X) = 1 + \frac{1}{KN} \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{M(f, \hat{x}_{i,j}) - M(f, x_i)}{M(f, x_i)} ,
\]

where \( \hat{x}_{i,j} \) is the \( j \)th perturbation (with a strength \( k \)) of \( x_i \). Due to the law of large numbers:

\[
R_k^K(f, M, X) \to R_k(f, M, X) \quad \text{as} \quad K \to \infty .
\]

Therefore:

\[
R_k^K(f, M, X) = 1 + \frac{1}{KN} \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{M(f, \hat{x}_{i,j}) - M(f, x_i)}{M(f, x_i)}
\]

\[
= 1 + \frac{1}{KN} \left( \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{M(f, \hat{x}_{i,j})}{M(f, x_i)} - 1 \right)
\]

\[
= 1 + \frac{1}{KN} \left( \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{M(f, \hat{x}_{i,j})}{M(f, x_i)} \right) - \frac{KN}{KN}
\]

\[
= \frac{1}{KN} \sum_{j=1}^{K} \sum_{i=1}^{N} M(f, \hat{x}_{i,j}) .
\]

A.3 Bias Bound under Equalised Odds

Proof: Take

\[
\beta_{y,a} = P\{A = 1|Y = y, A_c = a\} .
\]

From [Awasthi et al. 2020] we already know that

\[
M_{eo}(F, X)|_{Y=1} = M_{eo}(f, X)|_{Y=1}[\beta_{1,0}(p_{1,0} - p_{0,0}) + \beta_{1,1}(p_{1,1} - p_{0,1})] \quad (7)
\]

and

\[
M_{eo}(F, X)|_{Y=0} = M_{eo}(f, X)|_{Y=0}[\beta_{0,0}(p_{1,0} - p_{0,0}) + \beta_{0,1}(p_{1,1} - p_{0,1})] .
\]

Using Bayes theorem [Puga et al. 2015], we can therefore see that

\[
\beta_{y,a} = P\{A = 1|Y = y, A_c = a\} \]

\[
= \frac{P\{A = 1, Y = y|A_c = a_c\}}{P\{Y = y|A_c = a_c\}}
\]

\[
= \frac{P\{A = 1, Y = y, A_c = a\}}{P\{Y = y, A_c = a\}}
\]

\[
= \frac{P\{Y = y, A_c = a\}}{1 - k} .
\]

From Equations 7 and 8 we can see that

\[
M_{eo}(F, X)|_{Y=1} = M_{eo}(f, X)|_{Y=1}(1 - k) - \frac{P_{1,0} - P_{0,0}}{P(Y = 1, A_c = 0) + P(Y = 1, A_c = 1)}
\]

\[
= \alpha M_{eo}(f, X)|_{Y=1}(1 - k) .
\]
Therefore, if \( k = 0 \) (i.e., no noise) we get the upper bound from Equation 3 so

\[
M_{eo}(\mathbf{F}, \mathbf{X})|_{Y=1} \leq \alpha M_{eo}(f, \mathbf{X})|_{Y=1}.
\]

We also know that \( P\{Y = 1, \mathbf{A}_e = a\} \in [0,1] \), and so

\[
\alpha \frac{a}{P\{Y = 1, \mathbf{A}_e = a\}} \geq 1,
\]

(10)
giving

\[
M_{eo}(\mathbf{F}, \mathbf{X})|_{Y=1} \geq M_{eo}(f, \mathbf{X})|_{Y=1}(1 - k)(p_{1,0} - p_{0,1} + p_{0,0} - p_{1,1})
\]

which is the lower bound from Equation 3.

**Lemma 1** Under the same conditions, as the noise \( k \) increases the lower bound decreases.

**Proof** It is clear that as \( k \to 1, (k - 1) \to 0 \), and therefore

\[
(1 - k)(p_{1,0} - p_{0,0} + p_{1,1} - p_{0,1}) \to 0.
\]

**Lemma 2** Under the same conditions, as the noise \( k \) increases \( M_{eo}(f, \mathbf{X})|_{Y=1} \) decreases, but will not decrease beyond \( M_{eo}(f, \mathbf{X})|_{Y=1}(1 - k)(p_{1,0} - p_{0,0} + p_{1,1} - p_{0,1}) \).

**Proof** Following from Equations 3 and 10 we can see that

\[
\left| P\{Y = 1, \mathbf{A}_e = 0\} - P\{Y = 1, \mathbf{A}_e = 1\} \right| \to 0
\]

This means that the denominator in Equation 3 become equal, giving

\[
M_{eo}(\mathbf{F}, \mathbf{X})|_{Y=1} = M_{eo}(f, \mathbf{X})|_{Y=1}(1 - k) \left[ \frac{p_{1,0} - p_{0,0} + p_{1,1} - p_{0,1}}{P\{Y = 1, \mathbf{A}_e = 0\}} \right].
\]

From Equation 10 we can therefore see that the smallest value is

\[
M_{eo}(f, \mathbf{X})|_{Y=1}(1 - k)(p_{1,0} - p_{0,0} + p_{1,1} - p_{0,1})
\]

A.4 Maximum Demographic Parity Due to Noise

Given a model \( f : \mathcal{X} \to \mathcal{Y} \) and a threshold optimiser \( F : f(\mathcal{X}) \to \mathcal{Y} \), the unfairness limit due to noise is given by:

\[
M_{dp}(F, \mathbf{X}_\infty) = \left| \{p_{1,0}P\{f(\mathbf{X}_\infty) \geq T_{1,0}\} + p_{0,0}P\{f(\mathbf{X}_\infty) \geq T_{0,0}\} \right|
\]

\[
- \{p_{0,1}P\{f(\mathbf{X}_\infty) \geq T_{0,1}\} + p_{1,1}P\{f(\mathbf{X}_\infty) \geq T_{1,1}\}\} \right|
\]

**Proof** If \( f : \mathcal{X} \to [b_1, b_2], \) then, as X becomes increasingly random, \( f(\mathbf{X}_\infty) \sim U([b_1, b_2]). \) If the output of \( f \) is now uniformly random, then:

\[
P\{f(\mathbf{X}_\infty) \geq T_{y,a} | \mathbf{A} = a\} = \begin{cases} \frac{b_2 - T_{y,a}}{b_2 - b_1} & \text{if } T_{y,a} \in [b_1, b_2] \\ 1 & \text{if } T_{y,a} < b_1 \\ 0 & \text{if } T_{y,a} > b_2. \end{cases}
\]

Therefore, from Equation 4

\[
P\{F(\mathbf{X}_\infty) = 1 | \mathbf{A} = a\} = p_{1,a}P\{f(\mathbf{X}_\infty) \geq T_{1,a} | \mathbf{A} = a\} + p_{0,a}P\{f(\mathbf{X}_\infty) \geq T_{0,a} | \mathbf{A} = a\}
\]

which gives Equation 6 when substituted into Definition 1.