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Abstract: It is an important issue to search for self-orthogonal codes for construction of quantum codes by CSS construction (Calderbank-Sho-Steane codes); in quantum error correction, CSS codes are a special type of stabilizer codes constructed from classical codes with some special properties, and the CSS construction of quantum codes is a well-known construction. First, we employ hierarchical posets with two levels for construction of binary linear codes. Second, we find some necessary and sufficient conditions for these linear codes constructed using posets to be self-orthogonal, and we use these self-orthogonal codes for obtaining binary quantum codes. Finally, we obtain four infinite families of binary quantum codes for which the minimum distances are three or four by CSS construction, which include binary quantum Hamming codes with length \( n \geq 7 \). We also find some (almost) “optimal” quantum codes according to the current database of Grassl. Furthermore, we explicitly determine the weight distributions of these linear codes constructed using posets, and we present two infinite families of some optimal binary linear codes with respect to the Griesmer bound and a class of binary Hamming codes.
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1. Introduction

Quantum error-correcting codes have attracted wide attention in recent years due to their applications in quantum communications and quantum computations [1–3]. In quantum error correction, CSS codes (Calderbank-Sho-Steane) are a special type of stabilizer codes constructed from classical codes with some special properties, and the CSS construction of quantum codes is a well-known construction. As we can see from the CSS construction of quantum codes [1,3], self-orthogonal codes have been used for construction of quantum codes. Moreover, for construction of quantum codes, there have been some developments on non-stabilizer codes [4] and nonadditive quantum codes such as permutation-invariant quantum codes [5–8]; permutation-invariant quantum codes are constructed using the generator function method [5,6].

Recently, some optimal and minimal binary linear codes were constructed using simplicial complexes by Hyun et al. [9,10]. Then, Wu et al. [11,12] applied simplicial complexes to construct few-weight linear codes over \( \mathbb{F}_p + u\mathbb{F}_p \) with \( u^2 = 0 \). Afterwards, the construction method was extended using arbitrary posets [13], and they presented some optimal and minimal binary linear codes not satisfying the condition of Ashikhmin–Barg [14]. Most recently, Wu and Lee [15] first used the difference of simplicial complexes for construction of binary linear complementary dual codes and binary self-orthogonal codes.
Note that, especially, anti-chains correspond to simplicial complexes. Inspired by the works mentioned as above, we focus on constructing binary self-orthogonal codes with new parameters and quantum codes using self-orthogonal codes. The main contributions of our paper are the following:

1. We employ hierarchical posets with two levels for generating binary linear codes, and we explicitly determine the weight distributions of these codes (Theorem 1).

2. We present some optimal binary linear codes (Corollary 1), and we find some necessary and sufficient conditions for the binary linear codes constructed from posets to be self-orthogonal (Theorem 3).

3. We obtain four infinite families of binary quantum codes for which the minimum distances are three or four; this is achieved by construction of binary self-orthogonal codes (Theorem 4). We also find some (almost) optimal binary quantum codes with minimum distance three or four are obtained by using Theorem 4, and we confirm the optimality of the codes in the tables according to the database of Grassl [16].

As final remarks, we point out that all binary quantum Hamming codes for which the length is \( n \geq 7 \) (including the Steane code) are special cases of an infinite family of the binary quantum Hamming codes, which is one of the four infinite families of quantum codes in this paper (See Remark 2 for more details). Furthermore, in [17,18], the authors constructed many interesting binary quantum codes with a minimum distance of three or four. There are significant differences between our results and the results in [17,18]; in Remark 4, we compare our results with the results in [17,18].

The rest of this paper is organized as follows. In Section 2, we introduce some basic concepts and notations on hierarchical posets with two levels and the CSS construction of quantum codes. In Section 3, we determine the weight distributions of binary linear codes associated with order ideals in hierarchical posets with two levels, and we also discuss the minimum distances of their dual codes and find some optimal binary linear codes. In Section 4, we obtain some binary self-orthogonal codes, and we find four infinite families of binary quantum codes and some (almost) optimal binary quantum codes. Finally, we finish this paper with some remarks in Section 4 and a conclusion in Section 5.

### 2. Preliminaries

Let \( \mathbb{F}_2 \) be the finite field of order two. For positive integers \( n, k, d \), an \([n,k,d]\) linear code \( C \) over \( \mathbb{F}_2 \) is just a \( k \)-dimensional subspace of \( \mathbb{F}_2^n \) with the minimum Hamming distance \( d \). The number of codewords in a linear code \( C \) with Hamming weight \( i \) is denoted by \( A_i \). Then, the weight enumerator of the code \( C \) is defined by \( 1 + A_1 z + A_2 z^2 + \cdots + A_n z^n \). The sequence \( (A_1, A_2, \ldots, A_n) \) is called the weight distribution of the linear code \( C \). We say that a code \( C \) is \( t \)-weight if the number of nonzero \( A_i \)'s in the sequence \( (A_1, A_2, \ldots, A_n) \) is equal to \( t \). We say that a linear code is distance-optimal if it has the highest minimum distance with a prescribed length and dimension. An \([n,k,d]\) linear code is called almost optimal if the code \([n,k,d+1]\) is optimal [19] (Section 2). For an \([n,k,d]\) binary linear code, the Griesmer bound (see [20]) could be stated as follows:

\[
n \geq \sum_{i=0}^{k-1} \left\lceil \frac{d}{2^i} \right\rceil,
\]

where \( \lceil x \rceil \) is the ceiling function.

For a vector \( v \in \mathbb{F}_2^n \), the support \( \text{supp}(v) \) of \( v \) is defined by the set of nonzero coordinate positions. The Hamming weight \( \text{wt}(v) \) of \( v \in \mathbb{F}_2^n \) is defined by the cardinality of \( \text{supp}(v) \). Let \( [n] = \{1, \ldots, n\} \) and \( 2^n \) denote the power set of \([n]\). There is a bijection between \( \mathbb{F}_2^n \) and \( 2^{[n]} \), defined by \( v \mapsto \text{supp}(v) \). In this paper, we always identify a vector in \( \mathbb{F}_2^n \) with its support. For two sets \( A \) and \( B \), the cardinality of \( A \) is denoted by \( |A| \) and the set \( \{x : x \in A \text{ and } x \notin B\} \) is denoted by \( A \setminus B \).
2.1. Generic Construction of Linear Codes

Let $D$ be a subset of $\mathbb{F}_q^n$, where $q$ is a power of a prime number $p$. A linear code $C_D$ of length $|D|$ over the finite field $\mathbb{F}_p$ is defined by

$$C_D = \{c_D(\beta) = (\text{Tr}(\beta a))_{a \in D} : \beta \in \mathbb{F}_q\},$$

where $\text{Tr}$ is the trace function from $\mathbb{F}_q$ to $\mathbb{F}_p$. The code $C_D$ is called a trace code over $\mathbb{F}_p$, and the set $D$ is called the defining set of $C_D$. This generic construction was first introduced by Ding et al. [21,22].

Zhou et al. [23] reconsidered the generic construction of linear codes as follows. Let $D = \{g_1, \ldots, g_n\} \subseteq \mathbb{F}_p^m$. We give a linear code $C_D$ of length $n$ over $\mathbb{F}_p$ as follows:

$$C_D = \{c_u = (u \cdot g_1, u \cdot g_2, \ldots, u \cdot g_n) : u \in \mathbb{F}_p^m\},$$

(1)

where $x \cdot y$ denotes the Euclidean inner product of $x = (x_1, \ldots, x_m)$ and $y = (y_1, \ldots, y_m)$ in $\mathbb{F}_p^m$.

From the defining set $D$, we have the following $m \times n$ matrix:

$$G = [g_1^T \ g_2^T \ \cdots \ g_n^T],$$

(2)

where $T$ denotes the transpose.

Let $C$ be an $[n,k]$ linear code over $\mathbb{F}_p$. Then, the dual $C^\perp$ of the code $C$ is defined by $C^\perp = \{w \in \mathbb{F}_p^n : w \cdot c = 0 \text{ for all } c \in C\}$. If $C \subseteq C^\perp$, then $C$ is called a self-orthogonal code. If $C^\perp \subseteq C$, then $C$ is called a dual-containing code.

There is a simple characterization of those linear codes defined in Equation (1) in terms of their self-orthogonality as follows:

**Lemma 1** ([23] (Corollary 16)). Let $C_D$ be the linear code in Equation (1). Then, $C_D$ is self-orthogonal if and only if $GG^T = 0$, where the matrix $G$ is given in Equation (2).

2.2. Generating Functions and Hierarchical Posets with Two Levels

A set $\mathbb{P} = ([n], \preceq)$ is called a partially ordered set (abbreviated as a poset) if there is a partial order relation on $[n]$: for all $i, j, k \in [n]$, we have that (i) $i \preceq i$; (ii) $i \preceq j$ and $j \preceq i$ imply $i = j$; and (iii) $i \preceq j$ and $j \preceq k$ imply $i \preceq k$.

Let $\mathbb{P} = ([n], \preceq)$ be a poset. An order ideal $I$ in $\mathbb{P}$ is exactly a nonempty subset and if $j \in I$ and $i \preceq j$ imply $i \in I$. For a given subset $S$ of $\mathbb{P}$, $\langle S \rangle$ denotes the smallest order ideal of $\mathbb{P}$ containing $S$. For an order ideal $I$ of $\mathbb{P}$, the set of order ideals of $\mathbb{P}$ which is contained in $I$ is denoted by $I(\mathbb{P})$.

Let $X$ be a collection of $2^n$. Chang and Hyun [9] defined the generating function

$$H_X(x_1, x_2, \ldots, x_n) = \sum_{u \in X} \prod_{i=1}^n x_i^{u_i} \in \mathbb{Z}[x_1, x_2, \ldots, x_n],$$

where $u = (u_1, u_2, \ldots, u_n) \in \mathbb{F}_2^n$ and where $\mathbb{Z}$ is the ring of integers.

**Example 1.** Let $X = \{(1,0,0), (1,1,0),(0,0,1)\}$ be a subset of $\mathbb{F}_2^3$. Then, $H_X(x_1, x_2, x_3) = x_1 + x_1 x_2 + x_3$.

Let $m$ and $n$ be positive integers with $m \leq n$. In [13], $H(m,n) = ([n], \preceq)$ is a hierarchical poset with two levels if $[n]$ is the disjoint union of two incomparable subsets $U = \{1, \ldots, m\}$ and $V = \{m+1, \ldots, n\}$ and $i \prec j$ whenever $i \in U$ and $j \in V$. Its Hasse diagram is given in Figure 1. $H(m,n)$ is considered an anti-chain.

**Lemma 2** ([13]). Every order ideal of $H(m,n)$ can be expressed by $A \cup B$, where $A \subseteq [m]$ and $B \subseteq [n] \setminus [m]$ and where one of the following holds: (i) $B = \emptyset$ or (ii) $B \neq \emptyset$ and $A = [m]$.
Lemma 3 ([13]). Let $I = A \cup B$ be an order ideal of $\mathcal{P} = \mathcal{H}(m,n)$, where $A \subseteq [m]$ and $B \subseteq [n] \setminus [m]$.

(1) If $B = \emptyset$, then
\[
\mathcal{H}_I(x_1, x_2, \ldots, x_n) = \sum_{u \in I} \prod_{i=1}^{n} x_i^{u_i} = \prod_{i \in A} (1 + x_i).
\]

In particular, we have that $|I(\mathcal{P})| = 2^{|A|}$.

(2) If $B \neq \emptyset$, then
\[
\mathcal{H}_I(x_1, x_2, \ldots, x_n) = \prod_{i \in [m]} (1 + x_i) + \prod_{i \in [m]} x_i \prod_{j \in B} (1 + x_j) - 1.
\]

In particular, we have that $|I(\mathcal{P})| = 2^m + 2^{|B|} - 1.$

2.3. Quantum Codes and CSS Construction

A $q$-ary quantum code $Q$ with cardinality $K$ and length $n$ is exactly a $K$-dimensional subspace of the $q^n$-dimensional Hilbert space $(\mathbb{C}^q)^\otimes n \cong \mathbb{C}^q^n$. Let $k = \log_q(K)$. In the following, we always use the notation $[[n, k, d]]_q$ to denote a $q$-ary quantum code which has length $n$, cardinality $q^k$, and minimum distance $d$. For a given $[[n, k, d]]_q$ quantum code, it can detect any $d - 1$ quantum errors and can correct any $\lfloor \frac{d-1}{2} \rfloor$ quantum errors. In the research of quantum coding theory, one of the main subjects is to construct quantum codes with the best possible minimum distance.

In recent years, there has been active research done on construction of quantum codes using classical codes; for instance, refer to [24–40]. Many permutation-invariant quantum codes have been constructed from generating functions [5,6] and from the null-space of matrices [7].

An important result on constructing quantum error-correcting codes via classical linear codes over finite fields is presented by Robert Calderbank, Peter Shor, and Andrew Steane, which is well-known as the CSS construction. The construction can be stated as follows.

Lemma 4 ([3], CSS Construction). Let $C_1$ and $C_2$ be $[n, k_1, d_1]$ and $[n, k_2, d_2]$ $q$-ary linear codes, respectively, with $C_2 \subseteq C_1$. Furthermore, let $d = \min\{d_1, d_2\}$. Then, there exists a quantum error-correcting code with parameters $[[n, k_1 + k_2 - n, d]]_q$. Moreover, if $C_2^\perp \subseteq C_1$, then there exists a quantum error-correcting code with parameters $[[n, 2k_1 - n, d_1]]_q$.

3. Weight Distributions of Binary Linear Codes

In this section, we determine the weight distribution of the code in Equation (1), which is involved with hierarchical posets of two levels.
Assume that $\mathbb{P}$ is a hierarchical poset $\mathbb{H}(m, n)$ with two levels (which was introduced in Section 2) and $D = (I_1(\mathbb{P})) \setminus (I_2(\mathbb{P}))$, where $I_1$ and $I_2$ are two distinct order ideals of $\mathbb{P}$. Recall that $D$ can be viewed as a subset of $\mathbb{P}_{2}^n$. We define a binary linear code associated with $D$ as follows:

$$C_D = \{c_D, u = (u \cdot x)_{x \in D} : u \in \mathbb{F}_2^n\}.$$  \hspace{1cm} (3)

Then, the length of the code $C_D$ is $|D|$ and its dimension is at most $n$. The Hamming weight of the codeword $c_D, u$ of $C_D$ is given by

$$\text{wt}(c_D, u) = |D| - \frac{1}{2} \sum_{y \in \mathbb{F}_2} \sum_{x \in D} (-1)^{(u \cdot x)y} = \frac{|D|}{2} - \frac{1}{2} \sum_{x \in D} (-1)^{(u \cdot x)}$$

$$= \frac{|D|}{2} - \frac{1}{2} \sum_{x \in (I_1(\mathbb{P})) \setminus (I_2(\mathbb{P}))} (-1)^{|u_1|}(-1)^{|u_2|} \cdots (-1)^{|u_n|}$$

$$= \frac{|D|}{2} - \frac{1}{2} \mathcal{H}_{I_1(\mathbb{P})}((-1)^{|u_1|}, \ldots, (-1)^{|u_n|}) + \frac{1}{2} \mathcal{H}_{I_2(\mathbb{P})}((-1)^{|u_1|}, \ldots, (-1)^{|u_n|}).$$ \hspace{1cm} (4)

In general, it is hard to compute the value in Equation (4). However, when both $I_1$ and $I_2$ are generated by a single element, we obtain the following theorem.

**Theorem 1.** Let $\mathbb{H}(m, n)$ be a hierarchical poset with two levels. Let $I_1 = A_1 \cup B_1$ and $I_2 = A_2 \cup B_2$ be two distinct order ideals of $\mathbb{H}(m, n)$, where $A_i \subseteq [m]$, $B_i \subseteq [n] \setminus [m]$, $i = 1, 2$, and $I_2 \subset I_1$. Let $D = (I_1(\mathbb{P})) \setminus (I_2(\mathbb{P}))$.

1. If $B_1 = \emptyset$, then the code $C_D$ has parameters $2^{|A_1|} - 2^{|A_2|}, |A_1|$ and its weight distribution is given in Table 1.

2. If $B_1 \neq \emptyset$ and $B_2 = \emptyset$, then we have the following two subcases:

   2a. If $|A_2| = m$, then the code $C_D$ has parameters $2^{|B_1|} - 1, 1 + |B_1|, 2^{|B_1|} - 1$ and its weight distribution is given in Table 2.

   2b. If $|A_2| < m$, then the code $C_D$ has parameters $2^m + 2^{|B_1|} - 2^{|A_2|} - 1, m + |B_1|$ and its weight distribution is given in Table 3.

---

**Table 1.** Weight distribution of the code in Theorem 1 (1).

| Weight | Frequency |
|--------|-----------|
| 0      | 1         |
| $2^{|A_1|} - 1$ | $2^{|A_1|} - |A_2| - 1$ |
| $2^{|A_1|} - 2^{|A_2|} - 1$ | $2^{|A_1|} - 2^{|A_1| - |A_2|}$ |

**Table 2.** Weight distribution of the code in Theorem 1 (2a).

| Weight | Frequency |
|--------|-----------|
| 0      | 1         |
| $2^{|B_1|} - 1$ | $2^{|B_1|} - 1$ |
| $2^{|B_1|} - 1$ | 1 |
| $2^{|B_1|} - 1$ | $2^{|B_1|} - 1$ |

**Table 3.** Weight distribution of the code in Theorem 1 (2b).
Table 3. Weight distribution of the code in Theorem 1 (2b).

| Weight            | Frequency |
|-------------------|-----------|
| 0                 | 1         |
| $2^{2|B_1|-1}$    | $2^{2|B_1|-1}$ |
| $2^{m-1} - 1 + 2|B_1|$ | $2^{m-1} - |A_2|$ |
| $2^{m-1} - 1 + 2|B_1| - 2|A_2|$ | $2^{m-1} - 2^{m-1} - |A_2|$ |
| $2^{m-1} - 1 + 2|B_1| - |A_2|$ | $(2|B_1| - 1)(2^{m-1} - 2^{m-1} - |A_2|)$ |
| $2^{m-1} - 2|A_2|$ | $2^{m-1} - 2^{m-1} - |A_2|$ |
| $2^{m-1} + 2|B_1| - |A_2|$ | $(2|B_1| - 1)(2^{m-1} - 2^{m-1} - |A_2| - 1)$ |

(3) If $B_1 \neq \emptyset$ and $B_2 \neq \emptyset$, then the code $C_D$ has length $2^{2|B_1|} - 2|B_2|$ and its weight distribution is given in Table 4.

Table 4. Weight distribution of the code in Theorem 1 (3).

| Weight            | Frequency |
|-------------------|-----------|
| 0                 | 1         |
| $2^{2|B_1|-1}$    | $2^{2|B_1|-|B_2|}$ |
| $2|B_1| - 2|B_2|$   | $2^{2|B_1|-|B_2|}$ |
| $2|B_1| - |B_2|$    | $2^{2|B_1|-|B_2|}$ |
| $2|B_1| - 2|B_2|$   | $2^{2|B_1|-|B_2|-1}$ |

Proof. Let $P = \mathbb{H}(m, n)$. Recall that, for $X$, a subset of $\mathbb{F}_2^n$, there is a Boolean function in $n$-variable, denoted by $\chi(u|X)$, and $\chi(u|X) = 1$ if and only if $u \cap X = \emptyset$. We also recall that, for $u = (u_1, u_2, \ldots, u_n) \in \mathbb{F}_2^n$, we can write $u = (v, w)$, where $v = (u_1, \ldots, u_m)$ and $w = (u_{m+1}, \ldots, u_n)$.

1. Let $B = \emptyset$. By Lemma 2, the length of the code $C_D$ is $2^{|A_1|} - 2^{|A_2|}$ and

$$\mathcal{H}_{I_1(P)}((-1)^{u_1}, (-1)^{u_2}, \ldots, (-1)^{u_n}) = \prod_{i \in A_1} (1 + (-1)^{u_i}) = \prod_{i \in A_1} (2 - 2u_i) = 2^{|A_1|} \prod_{i \in A_1} (1 - u_i) = 2^{|A_1|} \chi(v|A_1).$$

(5)

By Equation (4),

$$\text{wt}(c_D,u) = 2^{|A_1|-1}(1 - \chi(v|A_1)) - 2^{|A_2|-1}(1 - \chi(v|A_2)).$$

(2) Let $B_1 \neq \emptyset$ and $B_2 = \emptyset$. By Lemma 2, the length of $C_D$ is $2^m + 2^{|B_1|} - 2^{|A_2|} - 1$ and

$$\mathcal{H}_{I_1(P)}((-1)^{u_1}, \ldots, (-1)^{u_n})$$

$$= \prod_{i=1}^{m}(1 + (-1)^{u_i}) + (-1)^{u_{B_1} + \cdots + u_n}(\prod_{j \in B_1} (1 + (-1)^{u_j}) - 1)$$

$$= 2^m \chi(v|m) + (-1)^{\text{wt}(v)}(2^{2|B_1|} \chi(w|B_1) - 1).$$

(6)

By Equations (4)–(6), we have

$$\text{wt}(c_D,u) = \frac{|D|}{2} - \frac{1}{2} \mathcal{H}_{I_1(P)}((-1)^{u_1}, \ldots, (-1)^{u_n}) + \frac{1}{2} \mathcal{H}_{I_2(P)}((-1)^{u_1}, \ldots, (-1)^{u_n})$$

$$= 2^m(1 - \chi(v|m)) + 2^{|B_1|-1}(1 - (-1)^{\text{wt}(v)} \chi(w|B_1))$$

$$- 2^{|A_2|-1}(1 - \chi(v|A_2)) - \frac{1}{2}(1 - (-1)^{\text{wt}(v)}).$$
We divide the proof into three parts as follows:

(i) If \( m \equiv 0 \pmod{2} \), then \( \text{wt}(c_B, u) = 2^{|B_1|-1}(1 - \chi(w|B_1)) \).

(ii) If \( m \equiv 1 \pmod{2} \), then \( \text{wt}(c_B, u) = 2^{|B_1|-1}(1 + \chi(w|B_1)) - 1 \).

(iii) If \( m \equiv 0 \) and \( \text{wt}(v) \) are even, then \( \chi(v|m) = 0 \) and

\[
\text{wt}(c_B, u) = 2^{m-1} - 1 + 2^{|B_1|-1}(1 + \chi(w|B_1)) - 2^{|A_2|-1}(1 - \chi(v|A_2)).
\]

(ii) If \( m \equiv 0 \) and \( \text{wt}(v) \) are odd, then \( \chi(v|m) = 0 \) and

\[
\text{wt}(c_B, u) = 2^{m-1} + 2^{|B_1|-1}(1 - \chi(w|B_1)) - 2^{|A_2|-1}(1 - \chi(v|A_2)).
\]

Let \( B_1 \neq 0 \) and \( B_2 \neq 0 \). By Lemma 2, the length of \( C_D \) is \( 2^{|B_1|} - 2^{|B_2|} \).

By Equations (4) and (6), we have

\[
\text{wt}(c_B, u) = \frac{|D|}{2} - \frac{1}{2} H_{1}(\mathcal{P}, ((-1)^{u_1}, \ldots, (-1)^{u_n})) + \frac{1}{2} H_{1}(\mathcal{P}, ((-1)^{u_1}, \ldots, (-1)^{u_n}))
\]

\[
= 2^{|B_1|-1} - 2^{|B_2|-1} - \frac{1}{2}(1)^{\text{wt}(v)}(2^{|B_1|}\chi(w|B_1)) - 2^{|B_2|}\chi(w|B_2)).
\]

We divide the proof into two parts as follows:

(i) If \( m \equiv 0 \pmod{2} \), then

\[
\text{wt}(c_B, u) = 2^{|B_1|-1}(1 - \chi(w|B_1)) - 2^{|B_2|-1}(1 - \chi(w|B_2)).
\]

(ii) If \( m \equiv 1 \pmod{2} \), then

\[
\text{wt}(c_B, u) = 2^{|B_1|-1}(1 + \chi(w|B_1)) - 2^{|B_2|-1}(1 + \chi(w|B_2)).
\]

The frequency of each codeword can be computed by the vector \( u \). This completes the proof. \( \Box \)

**Remark 1.** Let us discuss the parameters of the code \( C_D \) in Theorem 1.

(1) The parameters of the code \( C_D \) in Theorem 1 (1) are \( [2^{|A_1|} - 2^{|A_2|}, |A_1|, 2^{|A_1|-1} - 2^{|A_2|-1}] \), and these are the same as that in [15].

(2) The parameters of the code \( C_D \) in Theorem 1 (3) are \( [2^{|B_1|} - 2^{|B_2|}, k] \), where \( k = |B_1| + 1 \) or \( |B_1| \).

For instance, if \( |B_1| = |B_2| + 1 \), then \( 2^{|B_1|-1} - 2^{|B_2|} = 0 \), and its dimension is \( |B_1| \) in this case.

In the following corollary, we present some (almost) optimal binary linear codes which can be obtained from Theorem 1.

**Corollary 1.** (1) The code in Theorem 1 (2a) has parameters \( [2^{|B_1|} - 1, 1 + |B_1|, 2^{|B_1|-1} - 1] \) and meets the Griesmer bound with equality.

(2) If \( |B_1| = |B_2| + 1 \), then the code in Theorem 1 (3) has parameters \( [2^{|B_2|}, 2 + |B_2|, 2^{|B_2|}] \) and meets the Griesmer bound with equality; if \( |B_2| = 1 \) and \( 3 \leq |B_1| \), then the code has parameters \( [2^{|B_1|} - 2, 1 + |B_1|, 2^{|B_1|-1} - 2] \) and it is almost optimal.
Theorem 2. By Equation (7), the code is almost optimal.

By Equation (7), the code is almost optimal. □

Next, we will determine the minimum distances of the dual codes of the codes obtained in Theorem 1. In particular, we agree with the reader that the minimum distance of {0} is infinite.

Theorem 2. Let $\mathbb{H}(m,n)$ be a hierarchical poset with two levels. Let $I_1 = A_1 \cup B_1$ and $I_2 = A_2 \cup B_2$ be two distinct order ideals of $\mathbb{H}(m,n)$, where $A_i \subseteq [m], B_i \subseteq [n] \setminus [m], i = 1, 2,$ and $I_2 \subset I_1$. Let $D = (I_1(\mathcal{P})) \setminus (I_2(\mathcal{P}))$. Then, the minimum distance $d^\perp$ of $C_D^\perp$ is given by

$$d^\perp = \begin{cases} \infty & \text{if } B_1 = \emptyset \text{ and } 1 \leq |A_1| = |A_2| + 1 \geq 2, \\
\text{or } 1 \leq |B_1| \leq 2 \text{ and } A_2 = [m], \\
\text{or } |B_1| = 1 \text{ and } |A_2| = m - 1; \\
4 & \text{if } B_1 = \emptyset \text{ and } |A_1| = |A_2| + 1 \geq 3, \\
\text{or } |B_1| \geq 3, B_2 = \emptyset \text{ and } A_2 = [m], \\
\text{or } |B_1| \geq 2, B_2 = \emptyset \text{ and } |A_2| = m - 1, \\
\text{or } |B_1| \geq 3 \text{ and } B_2 \neq \emptyset; \\
3 & \text{if } B_1 = \emptyset \text{ and } |A_1| > |A_2| + 1, \\
\text{or } B_1 \neq \emptyset, B_2 = \emptyset \text{ and } |A_2| < m - 1. \\
\end{cases}$$

Proof. Assume that $D = \{g_1, g_2, \ldots, g_l\} \subseteq \mathbb{F}_2^m$ with $l = |D|$. The generator matrix $G'$ of the code $C_D^\perp$ can be induced by the matrix $G$ in Equation (2) by deleting all zero row vectors in $G$. Of course, $G'$ is the parity-check matrix of $C_D^\perp$. Since any two columns in $G$ are distinct, the minimum distance of $C_D^\perp$ should be greater than 2. By Theorem 1, we divide the proof into three cases.

(1) $B_1 = \emptyset$. Note that $A_2 \subseteq A_1 \subseteq [m]$. It is easy to check that, if $1 \leq |A_1| = |A_2| + 1 \leq 2, C_D^\perp = \emptyset$, by [15] (Theorem 1), the minimum distance of $C_D^\perp$ is 4 when $|A_1| = |A_2| + 1 \geq 3$ and 3 when $|A_1| > |A_2| + 1$.

(2) $B_1 \neq \emptyset$ and $B_2 = \emptyset$. Then, we have $A_1 = [m], A_2 \subseteq [m], and the following three subcases:

(2a) $A_2 = [m]$. Let $e_k = (e_1, e_2, \ldots, e_n) \in \mathbb{F}_2^n$, where $e_k = 1$ and $e_l = 0$ if $l \neq k$. If $|B_1| \leq 2$, then $C_D^\perp = \emptyset$ as $e_1^T + \cdots + e_k^T$ should appear in every column in $G'$. If $|B_1| \geq 3$, then for any three columns of $G'$, they are linearly independent as $e_1^T$ appears in every column of $G'$. Suppose that $i, j, k \in B_1$. Then, the following four vectors in $G'$ are linear dependent:

$$e_1^T + \cdots + e_m^T, e_i^T + \cdots + e_m^T + e_j^T, e_i^T + \cdots + e_m^T + e_k^T, e_i^T + \cdots + e_m^T + e_j^T + e_k^T.$$

Therefore, the minimum distance of the dual code $C_D^\perp$ is 4.

(2b) $|A_2| = m - 1$. If $|B_1| = 1$, then $C_D^\perp = \emptyset$. If $|B_1| \geq 2$, then for any three columns of $G'$, they are linearly independent as $e_i^T$ appears in every column of $G'$ where $i \in [m]\setminus A_2$. Suppose that $i, j \in B_1$. Then, the following four vectors in $G'$ are linear dependent:

$$e_1^T + \cdots + e_m^T, e_i^T + \cdots + e_m^T + e_j^T, e_i^T + \cdots + e_m^T + e_j^T + e_k^T, e_j^T + \cdots + e_m^T + e_j^T + e_k^T.$$
Then, the minimum distance of $C_D^\perp$ is 4.

(2c) $|A_2| < m - 1$. Then, there are two distinct positive integers $i$ and $j$ in $|m| \setminus A_2$. Then, it is easy to check that $e_i^T, e_j^T$, and $e_i^T + e_j^T$ are three distinct linearly dependent columns of $G'$. Then, the minimum distance of $C_D^\perp$ is 3.

(3) $B_1 \neq \emptyset$ and $B_2 \neq \emptyset$. Then, we have $A_1 = A_2 = |m|$. If $|B_1| < 2$, then $C_D^\perp = \emptyset$ as $e_1^T + \cdots + e_m^T$ should appear in every column in $G'$. If $|B_1| \geq 3$, then for any three columns of $G'$, they are linearly independent as $e_i^T$ appears in every column of $G'$. Assume that $i, j, k \in B_1$ and $i \notin B_2$. Then, the following four vectors in $G'$ are linear dependent:

$$e_1^T + \cdots + e_m^T + e_i^T, \quad e_1^T + \cdots + e_m^T + e_j^T, \quad e_1^T + \cdots + e_m^T + e_k^T, \quad e_1^T + \cdots + e_m^T + e_i^T + e_j^T + e_k^T.$$ 

Then, the minimum distance of $C_D^\perp$ is 4.

This completes the proof. \qed

By Theorems 1 and 2, we have the following corollary.

**Corollary 2.** Let $|A_2| = 0$ and $|A_1| > 1$ in Theorem 1 (1). Then, $C_D^\perp$ is a binary $[2^{|A_1|} - 1, 2^{|A_1|} - 1 - |A_1|, 3]$ Hamming code.

### 4. Self-Orthogonal Binary Linear Codes and Quantum Codes

In this section, we will present some self-orthogonal binary linear codes based on the results in Section 3 and use these codes to construct quantum codes.

**Theorem 3.** Let $H(m, n)$ be a hierarchical poset with two levels. Let $I_1 = A_1 \cup B_1$ and $I_2 = A_2 \cup B_2$ be two distinct order ideals of $H(m, n)$, where $A_i \subseteq [m], B_i \subseteq [m] \setminus [m], i = 1, 2,$ and $I_2 \subset I_1$. Let $D = (I_1(P)) \setminus (I_2(P))$. Then, the code $C_D$ is self-orthogonal if and only if one of the following holds:

1. $B_1 = \emptyset, A_2 = \emptyset$, and $3 \leq |A_1|$.
2. $B_1 = \emptyset$ and $3 \leq |A_2| < |A_1|$.
3. $B_1 \neq \emptyset, B_2 = \emptyset, 3 \leq |B_1|, m = 1$, and $A_2 = \emptyset$.
4. $B_1 \neq \emptyset$ and $3 \leq |B_2|$.

**Proof.** Let $M = (m_{ij})_{m \times m} = GG^T$. By [23] (Lemma 18), suppose that $c_i$ is the $i$th row vector of matrix $G$. Then, $m_{ij} = c_i^Tc_j$. Let $U_{ij} = \{ g = (g_1, g_2, \ldots, g_m) \in D : g_i = g_j = 1 \}$. Then, $m_{ij} = |U_{ij}| \pmod{2}$. If $B_1 = \emptyset$, then the result holds by [15] (Theorem 3). Next, we always assume that $B_1 \neq \emptyset$. From Lemma 1, we have that $C_D$ is self-orthogonal if and only if $GG^T = 0$. Next, we divide the proof into some cases:

1. $B_2 = \emptyset$ and $A_2 = |m|$. Then, $U_{ij} = 2^{|B_1|} - 1 \equiv 1 \pmod{2}$ for any $i \in |m|$ and, hence, $C_D$ could not be self-orthogonal in this case.

2. $B_2 = \emptyset$ and $|A_2| < m$. Suppose that $i \in |m| \setminus A_2$. Then, $U_{ij} = 2^{|B_1|} - 1 + 2^{m-1}$. Hence, $C_D$ cannot be self-orthogonal if $m \geq 2$. If $m = 1$, then

$$U_{ij} = \begin{cases} 2^{|B_1|} & \text{if } i = j \in |m|, \\ 2^{|B_1|} - 1 & \text{if } i \in |m|, j \in B_1 \text{ or } j \in |m|, i \in B_1, \text{ or } i = j \in B_1, \\ 2^{|B_1|} - 2 & \text{if } i \neq j, i, j \in B_1, \\ 0 & \text{otherwise.} \end{cases}$$

Hence, in this case, the code $C_D$ is self-orthogonal if and only if $|B_1| \geq 3$ and $m = 1$. 
Using Lemma 4 and Theorems 1, 2, and 3, we obtain the following theorem.

(3) $B_2 \neq \emptyset$. If $|B_2| = 1$, then we have $U_{i,j} = 2^{|B_i| - 1} - 1$ for $i \in B_2$. If $|B_2| = 2$, then we have $U_{i,j} = 2^{|B_i| - 2} - 1$ for $i \neq j, i, j \in B_2$. Hence, $C_D$ cannot be self-orthogonal if $|B_2| \leq 2$. Assume that $|B_2| \geq 3$. Then,

$$U_{i,j} = \begin{cases} 
2^{|B_i| - 2^{|B_2|}} & \text{if } i, j \in [m], \\
2^{|B_i| - 1} - 2^{|B_2|} - 1 & \text{if } i \in B_2, \\
2^{|B_i| - 1} & \text{if } i \in B_1 \setminus B_2, \\
0, & \text{otherwise}
\end{cases}$$

and for $i \neq j$

$$U_{i,j} = \begin{cases} 
2^{|B_i| - 2^{|B_2|}} & \text{if } i, j \in [m], \\
2^{|B_i| - 1} - 2^{|B_2|} - 1 & \text{if } i \in [m], j \in B_2 \text{ or } j \in [m], i \in B_2, \\
2^{|B_i| - 1} & \text{if } i \in [m], j \in B_1 \setminus B_2 \text{ or } j \in [m], i \in B_1 \setminus B_2, \\
2^{|B_i| - 2} & \text{if } i \in B_2, j \in B_1 \setminus B_2 \text{ or } j \in B_2, i \in B_1 \setminus B_2, \\
2^{|B_i| - 2} - 2^{|B_2|} - 2 & \text{if } i, j \in B_2, \\
2^{|B_i| - 2} & \text{if } i, j \in B_1 \setminus B_2, \\
0 & \text{otherwise}.
\end{cases}$$

Hence, $C_D$ is self-orthogonal in this case. □

We present three examples of Theorem 3 as follows.

**Example 2.** Let $\mathbb{H}(3,4)$ be a hierarchical poset with two levels. Let $I_1 = \{1,2,3\}$, $I_2 = \emptyset$, and

$$D = (I_1(P)) \setminus (I_2(P)) = \{(1,0,0,0), (0,1,0,0), (0,0,1,0), (1,1,0,0), (1,0,1,0), (0,1,1,0), (1,1,1,0)\}.$$ 

It is easy to check that $GG^T = 0$. Then, $C_D$ is a one-weight binary self-orthogonal $[7,3,4]$ code. The result is confirmed by Magma [41].

**Example 3.** Let $\mathbb{H}(1,4)$ be a hierarchical poset with two levels. Let $I_1 = \{1,2,3,4\}$, $I_2 = \emptyset$, and

$$D = (I_1(P)) \setminus (I_2(P)) = \{(1,0,0,0), (1,1,0,0), (1,0,1,0), (1,1,1,0), (1,0,0,1), (1,0,1,1), (1,1,0,1), (1,1,1,1)\}.$$ 

It is easy to check that $GG^T = 0$. Then, $C_D$ is a two-weight binary self-orthogonal $[8,4,4]$ code with weight enumerator $1 + 14z^4 + z^8$. The result is confirmed by Magma [41].

**Example 4.** Let $\mathbb{H}(1,6)$ be a hierarchical poset with two levels. Let $I_1 = \{1,2,3,4,5,6\}$, $I_2 = \{1,2,3,4,5\}$, and

$$D = (I_1(P)) \setminus (I_2(P)) = \{(1,0,0,0,0,1), (1,1,0,0,0,1), (1,0,0,0,1,0), (1,0,0,0,1,1), (1,1,1,0,0,1), (1,1,0,0,1,0), (1,1,0,0,1,1), (1,0,1,1,0,0), (1,1,1,1,0,0), (1,1,1,1,1,0), (1,1,1,1,1,1)\}.$$ 

It is easy to check that $GG^T = 0$. Then, $C_D$ is a two-weight binary self-orthogonal $[16,5,8]$ code with weight enumerator $1 + 30z^8 + z^{16}$. The result is confirmed by Magma [41].

Note that, if a code is self-orthogonal, then its dual code will be a dual-containing code. Using Lemma 4 and Theorems 1, 2, and 3, we obtain the following theorem.
Theorem 4. Let $\mathbb{H}(m,n)$ be a hierarchical poset with two levels. Let $I_1 = A_1 \cup B_1$ and $I_2 = A_2 \cup B_2$ be two distinct order ideals of $\mathbb{H}(m,n)$, where $A_i \subseteq [m]$, $B_i \subseteq [n] \setminus [m]$, $i = 1,2$, and $I_2 \subseteq I_1$. Let $D = (I_1(\mathbb{P})) \setminus (I_2(\mathbb{P}))$.

1. If $B_1 = \emptyset$, $A_2 = \emptyset$, and $3 \leq |A_1|$, then there exists a quantum error-correcting code with parameters $[2^{|A_1|} - 1, 2^{|A_1|} - 1 - 2|A_1|, 3]_2$.

2. If $B_1 = \emptyset$ and $3 \leq |A_2| < |A_1|$, then there exists a quantum error-correcting code with parameters $[2^{|A_1|} - 2|A_1|, 2^{|A_1|} - 2|A_1| - 2|A_1|, \delta]_2$, where

$$\delta = \begin{cases} 3 & \text{if } |A_1| > |A_2| + 1, \\ 4 & \text{if } |A_1| = |A_2| + 1. \end{cases}$$

3. If $B_1 \neq \emptyset$, $B_2 = \emptyset$, $3 \leq |B_1|$, $m = 1$, and $A_2 = \emptyset$, then there exists a quantum error-correcting code with parameters $[2^{|B_1|}, 2^{|B_1|} - 2 - 2|B_1|, 4]_2$.

4. If $B_1 \neq \emptyset$ and $3 \leq |B_2| < |B_1|$, then there exists a quantum error-correcting code with parameters $[2^{|B_1|} - 2^{|B_2|}, 2^{|B_1|} - 2^{|B_2|} - 2\eta, 4]_2$, where

$$\eta = \begin{cases} |B_1| & \text{if } |B_1| = |B_2| + 1, \\ 1 + |B_1| & \text{otherwise}. \end{cases}$$

Remark 2. From Corollary 2, recall that there are binary Hamming codes with parameters $[2^{|A_1|} - 1, 2^{|A_1|} - 1 - |A_1|, 3]$, where $|A_1| > 1$. Using Theorem 4, we find an infinite family of quantum Hamming codes with parameters $[2^{|A_1|} - 1, 2^{|A_1|} - 1 - 2|A_1|, 3]_2$, where $|A_1| \geq 3$. In particular, the code with the smallest length in that family is $[[7, 1, 3]]_2$, called Steane code; this is a tool in quantum error correction. Consequently, it turns out that all binary quantum Hamming codes for which the length is greater than or equal to seven are special cases of the family above.

Remark 3. In [42], for a binary $[[n, k, d]]$ quantum code, there is a quantum Hamming bound:

$$2^k \sum_{l=0}^{\lfloor \frac{1}{2}k \rfloor} 3^l \binom{n}{l} \leq 2^n,$$

where $t = \lfloor \frac{1}{2}k \rfloor$. A binary quantum code is called quantum perfect if its parameters attain the quantum Hamming bound.

We note that the minimum distance of the quantum codes in Theorem 4 is three or four; thus, we have $t = 1$ and the quantum Hamming bound is reduced to $1 + 3n \leq 2^n - k$. It is easy to verify that none of the quantum codes in Theorem 4 are quantum perfect. For example, in Theorem 4 (1), $[[2^{|A_1|} - 1, 2^{|A_1|} - 1 - 2|A_1|, 3]]_2$ quantum Hamming codes with $|A_1| \geq 3$ are quantum perfect if and only if $1 + 3(2^{|A_1|} - 1) = 4^{|A_1|}$, which is equivalent to $|A_1| = 0$ or $|A_1| = 1$. This implies that any of these quantum Hamming codes cannot be quantum perfect.

Remark 4. In [17,18], the authors constructed many interesting binary quantum codes with minimum distance three or four. We compare our results with two papers [17,18] as follows. First of all, one of the major differences between theirs and ours is the code length. The lengths of our quantum codes are even or odd. On the other hand, the lengths of these binary quantum codes are all even. Moreover, comparing the parameters in the tables in [17,18] with the parameters of our quantum codes, we find that exactly one family of quantum codes are overlapped with theirs; these parameters are $[[2^l, 2^l - 2l - 2, 4]]_2$ with $l \geq 6$ in Theorem 4 (3). However, all other families of quantum codes are different from their parameters.

Remark 5. Tables 5 and 6 are obtained by using Theorem 4. We confirmed the optimality of the codes in the tables according to the database of Grassl [16], where he provides a list of binary quantum codes $[[n, k]]_2$ up to 256. We have constructed four families of binary quantum codes of infinite lengths in Theorem 4.
Table 5. Binary quantum codes with minimum distance three from Theorem 4.

| Parameters | Optimality | Remark                  |
|------------|------------|-------------------------|
| [7, 1, 3]_2 | Optimal    | Steane code             |
| [15, 7, 3]_2 | Optimal    | Quantum Hamming code    |
| [24, 14, 3]_2 | Almost optimal |                      |
| [31, 21, 3]_2 | Almost optimal | Quantum Hamming code   |
| [48, 36, 3]_2 | Almost optimal |                         |
| [63, 51, 3]_2 | Almost optimal | Quantum Hamming code   |
| [96, 82, 3]_2 | Almost optimal |                         |
| [112, 98, 3]_2 | Almost optimal |                         |
| [120, 106, 3]_2 | Almost optimal |                         |
| [127, 113, 3]_2 | Almost optimal | Quantum Hamming code   |
| [224, 208, 3]_2 | Almost optimal |                         |
| [240, 224, 3]_2 | Almost optimal |                         |
| [248, 232, 3]_2 | Almost optimal |                         |
| [255, 239, 3]_2 | Almost optimal | Quantum Hamming code   |

Table 6. Binary quantum codes with minimum distance four from Theorem 4.

| Parameters | Optimality | Reference |
|------------|------------|-----------|
| [8, 0, 4]_2 | Optimal    | [17]      |
| [16, 6, 4]_2 | Optimal    | [17]      |
| [24, 14, 4]_2 | Optimal    | Theorem 4 |
| [32, 20, 4]_2 | Optimal    | [17]      |
| [48, 36, 4]_2 | Optimal    | Theorem 4 |
| [56, 44, 4]_2 | Optimal    | Theorem 4 |
| [64, 50, 4]_2 | Optimal    | [17]      |
| [96, 82, 4]_2 | Optimal    | Theorem 4 |
| [112, 98, 4]_2 | Optimal    | Theorem 4 |
| [120, 106, 4]_2 | Optimal    | Theorem 4 |
| [128, 112, 4]_2 | Optimal    | [17]      |
| [224, 208, 4]_2 | Optimal    | Theorem 4 |
| [240, 224, 4]_2 | Optimal    | Theorem 4 |
| [248, 232, 4]_2 | Optimal    | Theorem 4 |
| [256, 238, 4]_2 | Optimal    | [17]      |

5. Concluding Remarks

In this paper, we constructed binary linear codes by using order ideals in hierarchical posets with two levels. We also explicitly determined the weight distributions of these codes, and we obtained some necessary and sufficient conditions for the binary codes constructed using posets to be self-orthogonal. Employing the CSS construction of quantum codes, we obtained four infinite families
of binary quantum codes with minimum distance three or four. We also present Tables 5 and 6, which contain almost optimal or optimal binary quantum codes obtained from Theorem 4.

As a future work, we are interested in using other types of various posets for constructing more optimal binary linear codes, binary self-orthogonal codes, and optimal quantum codes.
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