Controlled flavour changing neutral couplings in two Higgs Doublet models
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Abstract We propose a class of two Higgs doublet models where there are flavour changing neutral currents (FCNC) at tree level, but under control due to the introduction of a discrete symmetry in the full Lagrangian. It is shown that in this class of models, one can have simultaneously FCNC in the up and down sectors, in contrast to the situation encountered in the renormalisable and minimal flavour violating 2HDM models put forward by Branco et al. (Phys Lett B 380:119, 1996). The intensity of FCNC is analysed and it is shown that in this class of models one can respect all the strong constraints from experiment without unnatural fine-tuning. It is pointed out that the additional sources of flavour and CP violation are such that they can enhance significantly the generation of the baryon asymmetry of the Universe, with respect to the standard model.

1 Introduction

Recently, there has been a special interest in the scalar sector of the standard model (SM) and some of its extensions, motivated by the discovery by both ATLAS [2] and CMS [3], of a particle which can be interpreted as the Higgs Boson of the SM. A central question is whether the Higgs couplings to quarks and leptons are like those in the SM or whether Nature chooses instead a more complex scalar sector. The simplest extension of the scalar sector consists of the addition of another Higgs doublet and the first two Higgs doublet model (2HDM) was introduced by Lee [4] in order to achieve spontaneous CP violation. The presence of extra symmetries has an important impact on the possibility of generating spontaneous CP violation, an aspect which has been recently reviewed [5,6]. If no extra symmetries are introduced, the general 2HDM has flavour changing neutral currents (FCNC) at tree level which have to be suppressed in order to avoid violation of the stringent experimental bounds. The simplest way of avoiding FCNC in the scalar sector is by postulating that quarks of a given charge receive contributions to their mass only from one Higgs doublet. These selective couplings [7,8] can easily be implemented in a natural way through the introduction of a $Z_2$ symmetry which leads to Natural Flavour Conservation (NFC) in the scalar sector [7]. Another way of eliminating FCNC at tree level is through the hypothesis of alignment of Yukawa couplings in flavour space [9]. Various studies have been done on the constraints implied by FCNC, in the framework of 2HDM [10–19].

A very interesting approach to the control of FCNC is provided by Branco–Grimus–Lavoura (BGL) models [1], where there are FCNC at tree level but their flavour structure is controlled by the elements of the Cabibbo–Kobayashi–Maskawa (CKM) matrix $V$, with no other flavour parameters. Although these models were proposed some years before the minimal flavour violation (MFV) hypothesis [20–22] was put forward, BGL models satisfy the MFV hypothesis of having all the flavour structure of New Physics controlled by $V$ [1,23]. BGL models are renormalisable, since the flavour structure of the Yukawa couplings results from an exact symmetry of the Lagrangian. The general 2HDM contains FCNC, with their flavour structure parametrized by two complex matrices $N_d$, $N_u$ [24]. These matrices depend on a large number of parameters, in particular on $U^d_L$, $U^u_L$, $U^d_R$ and $U^u_R$, the unitary matrices which enter in the diagonalization of the down and up quark mass matrices. Having $N_d$, $N_u$ to depend only on $V = U^d_L U^u_L$ in a natural way looks like an impossible task. Yet, this task is accomplished by BGL models, which were first constructed for the quark sector and then generalized to
the lepton sector [25]. There are six types of BGL models in the quark sector and six (three) types in the lepton sector for Dirac (Majorana) neutrinos, which can be combined to have a total of 36 (18) BGL models, with different phenomenological implications, which were thoroughly analysed [26–28]. An interesting feature of BGL models is the fact they contain FCNC either in the up or the down sectors but not in both sectors.

In this paper, we analyse the possibility of generalizing BGL models, having in mind the following questions:

1. Can one have a framework based on 2HDM which keeps the requirement of renormalisability and includes all 36 (18) models in a single model which contain each one of the BGL models as special cases?
2. Is it possible to have renormalisable 2HDM with controlled but non-vanishing FCNC in both the up and the down quark sectors?

The paper is organised as follows. In order to settle the notation, we consider in the next section the general 2HDM, with no extra symmetry introduced, beyond the gauge symmetry. We briefly review BGL models and then propose a more general framework denoted gBGL containing BGL models in special limits. In Sect. 3 we examine Yukawa textures corresponding to gBGL models and show how they contain BGL models as special cases. We also derive in this section weak basis (WB) invariant conditions for having gBGL models. In Sect. 4 we propose a convenient parametrisation of gBGL models through the use of WB covariant projectors. In Sect. 5 we describe the scalar potential. In Sect. 6 we analyse the intensity of FCNC in gBGL models, with particular emphasis, in Sect. 7, on models close to BGL models of types b and t. In Sect. 8 the implications of gBGL models for the Baryon Asymmetry of the Universe are discussed and our conclusions are contained in the last section.

2 Generalising BGL models: gBGL

In order to settle the notation, we start by recalling the structure of the Yukawa couplings in the quark sector of a general 2HDM, with no extra symmetry introduced in the Lagrangian:

\[ \mathcal{L} = -\bar{q}_L \Gamma_1 (\Phi_1 + \Gamma_2 \Phi_2) u_R - \bar{\Phi}_1 \Delta_1 \Phi_2 + \text{h.c.}, \]

with \( \Phi_j = i \sigma_2 \Phi_j^* \). Electroweak symmetry is spontaneously broken via the vacuum expectation values

\[ \langle \Phi_1 \rangle = \left( e^{i \theta_1} v_1 / \sqrt{2} \right), \quad \langle \Phi_2 \rangle = \left( e^{i \theta_2} v_2 / \sqrt{2} \right). \]

Introducing as usual \( \theta = \theta_2 - \theta_1 \), \( v^2 = v_1^2 + v_2^2 \), \( c_\beta = \cos \beta \equiv v_1 / v \), \( s_\beta = \sin \beta \equiv v_2 / v \) and \( t_\beta \equiv \tan \beta \), the Higgs doublets can be rotated into the "Higgs basis" [29–31]

\[ \begin{pmatrix} H_1 \\ H_2 \end{pmatrix} = \begin{pmatrix} c_\beta & s_\beta \\ -s_\beta & c_\beta \end{pmatrix} \begin{pmatrix} -i \theta_1 \Phi_1 \\ e^{-i \theta_2} \Phi_2 \end{pmatrix}, \]

and

\[ \langle H_1 \rangle = \begin{pmatrix} 0 \\ v / \sqrt{2} \end{pmatrix}, \quad \langle H_2 \rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]

The Yukawa couplings in Eq. (1) read

\[ \mathcal{L}_Y = -\frac{\sqrt{2}}{v} \bar{Q}_L \tilde{\mathcal{O}}_L^0 (\Delta_1^0 \Phi_1 + \Delta_2^0 \Phi_2) d_R^0 \]

\[ -\frac{\sqrt{2}}{v} \bar{Q}_L^0 (\Delta_1^0 \delta_1 + \Delta_2^0 \delta_2) u_R^0 + \text{h.c.}, \]

with the mass matrices \( M_d^0, M_u^0 \), and the \( N_d^0, N_u^0 \) matrices given by

\[ M_d^0 = \frac{v e^{i \theta_1}}{\sqrt{2}} (c_\beta \Gamma_1 + e^{i \theta} s_\beta \Gamma_2), \]

\[ N_d^0 = \frac{v e^{i \theta_1}}{\sqrt{2}} (s_\beta \Gamma_1 - e^{i \theta} c_\beta \Gamma_2), \]

\[ M_u^0 = \frac{v e^{-i \theta_1}}{\sqrt{2}} (c_\beta \Delta_1 + e^{-i \theta} s_\beta \Delta_2), \]

\[ N_u^0 = \frac{v e^{-i \theta_1}}{\sqrt{2}} (s_\beta \Delta_1 - e^{-i \theta} c_\beta \Delta_2). \]

It is clear from Eqs. (6)–(7) that \( N_d^0, N_u^0 \) are complex matrices containing a huge number of new parameters, including FCNC which have strong experimental constraints. In order to avoid FCNC, Glashow and Weinberg [7] introduced the NFC principle, which constrains the Yukawa couplings so that a quark of a given charge only receives mass from one Higgs doublet. BGL models also control the size of FCNC, while allowing for their appearance at tree level. They have some remarkable features which can be summarized in the following way.

(i) BGL models are renormalisable, since the pattern of Yukawa couplings are dictated by a symmetry of the full lagrangian.

(ii) In BGL models, the couplings of the physical neutral scalars to the quark mass eigenstates only depend on \( V \), \( t_\beta \) and the quark masses, with no other parameters.

(iii) In BGL models there are FCNC either in the up or down sectors, but not in both. It has been shown [32] that if one imposes a flavour symmetry such that the FCNC
only depend on \( V \) and further assumes that the flavour symmetry is abelian, then BGL models are unique.

Let us recall the symmetries used in order to construct BGL models:

- up-type BGL models (uBGL in the following) are implemented through the symmetry

\[
\begin{align*}
Q_{L3} &\mapsto e^{i\tau} Q_{L3}, \\
\Phi_1 &\mapsto \Phi_1, \\
\Phi_2 &\mapsto e^{i\tau} \Phi_2,
\end{align*}
\]

- down-type BGL models (dBGL in the following) are implemented through the symmetry

\[
\begin{align*}
Q_{L3} &\mapsto e^{i\pi} Q_{L3}, \\
\Phi_1 &\mapsto \Phi_1, \\
\Phi_2 &\mapsto e^{i\pi} \Phi_2,
\end{align*}
\]

with \( \tau \neq 0, \pi \). It has been shown [25] that if one extends a BGL model to the lepton sector, with Majorana neutrinos and a realistic seesaw mechanism, then \( \tau = \pi/2 \) and one is led to a \( \mathbb{Z}_4 \) symmetry.

In this paper, we address ourselves to the question whether it is possible to generalise BGL models so that the new class of models, called generalised BGL (gBGL), keep some of the interesting features of BGL models, like renormalisability, but allow for FCNC both in the up and the down sectors. The gBGL models are implemented through a \( \mathbb{Z}_2 \) symmetry, where \( u_R \) and \( d_R \) are even and only one of the scalar doublets and one of the left-handed quark doublets are odd:

\[
\begin{align*}
Q_{L3} &\mapsto -Q_{L3}, \\
\Phi_1 &\mapsto \Phi_1, \\
\Phi_2 &\mapsto -\Phi_2.
\end{align*}
\]

The above gBGL model includes all BGL models as special cases. Indeed gBGL models have some new parameters and when some of these free parameters are set to zero, one obtains a BGL model and the Lagrangian acquires a larger symmetry, namely \( \mathbb{Z}_4 \).\(^1\) It is worth emphasizing that gBGL models are implemented through a \( \mathbb{Z}_2 \) symmetry, as it is also the case in the Glashow–Weinberg model with NFC. The only difference is that the left-handed quark families transform differently in the two models. In words, one may say that the principle leading to gBGL constrains the Yukawa couplings so that each line of \( \Gamma_j \), \( \Delta_j \) couples only to one Higgs doublet.

3 Yukawa textures

Imposing the \( \mathbb{Z}_2 \) symmetry in Eq. (10), the Yukawa matrices in these models have the general form

\[
\begin{align*}
\Gamma_1 & = \begin{pmatrix} x & \gamma_{13} \\ x & \gamma_{23} \end{pmatrix}, \\
\Gamma_2 & = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \\
\Delta_1 & = \begin{pmatrix} x & \delta_{13} \\ x & \delta_{23} \end{pmatrix}, \\
\Delta_2 & = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\end{align*}
\]

where \( x, \gamma_{ij} \) and \( \delta_{ij} \) stand for arbitrary complex parameters. In Eq. (11), the \( \gamma_{ij} \) and \( \delta_{ij} \) entries have been singled out in order to show how gBGL contain BGL models as special cases: it is evident that taking \( \gamma_{ij} = 0 \), we obtain dBGL models, where

\[
\begin{align*}
\Gamma_1 & = \begin{pmatrix} x & 0 \\ 0 & 0 \end{pmatrix}, \\
\Gamma_2 & = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \\
\Delta_1 & = \begin{pmatrix} x & x \\ 0 & 0 \end{pmatrix}, \\
\Delta_2 & = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\end{align*}
\]

while taking \( \delta_{ij} = 0 \) we obtain uBGL models, with

\[
\begin{align*}
\Gamma_1 & = \begin{pmatrix} x & x \\ 0 & 0 \end{pmatrix}, \\
\Gamma_2 & = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \\
\Delta_1 & = \begin{pmatrix} x & x \\ 0 & 0 \end{pmatrix}, \\
\Delta_2 & = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\end{align*}
\]

That is, this class of renormalisable gBGL models includes both up- and down-type BGL models, as we were looking for. It is also clear that FCNC are present both in the up and in the down sectors: the appearance of FCNC in one sector depends on the Yukawa couplings of that sector alone, without regard to the Yukawa couplings in the other sector. In these gBGL models, both up and down sectors have the FCNC-inducing structure that in BGL models is confined to one and only one sector.

3.1 Weak basis invariant conditions

As a summary of the previous discussion, gBGL models are defined by a \( \mathbb{Z}_2 \) symmetry or by the following matrix textures:

\[
\text{...}
\]

\(^1\) In the present work, we focus on the generalisation of BGL models in the quark sector and do not address in the detail the inclusion of the leptonic sector.
\[ \Gamma_1 = \begin{pmatrix} \times & \times & \times \\ \times & \times & \times \\ 0 & 0 & 0 \end{pmatrix}, \quad \Gamma_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ \times & \times & \times \end{pmatrix}, \]
\[ \Delta_1 = \begin{pmatrix} \times & \times & \times \\ \times & \times & \times \\ 0 & 0 & 0 \end{pmatrix}, \quad \Delta_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ \times & \times & \times \end{pmatrix}. \quad (14) \]

Obviously, these zero texture structures are valid in a particular set of Weak Basis (WB), the WB where the definition of the symmetry applies—WB transformations are discussed in detail in Sect. 4.1. Introducing the projection operator \( P_3 \),
\[ P_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad P_3P_3 = P_3, \quad (1 - P_3)P_3 = 0, \quad (15) \]
it is straightforward to check that imposing the textures in Eqs. (14) is equivalent to the following definition of gBGL models:
\[ P_3 \Gamma_1 = 0, \quad P_3 \Gamma_2 = \Gamma_2, \]
\[ P_3 \Delta_1 = 0, \quad P_3 \Delta_2 = \Delta_2. \quad (16) \]
BGL models, are defined by more relations: in terms of \( P_3 \), uBGL models satisfy
\[ P_3 \Gamma_1 = 0, \quad P_3 \Gamma_2 = \Gamma_2, \]
\[ P_3 \Delta_1 = 0, \quad P_3 \Delta_2 = \Delta_2, \]
\[ \Delta_1 P_3 = 0, \quad \Delta_2 P_3 = \Delta_2, \quad (17) \]
while dBGL models satisfy
\[ P_3 \Gamma_1 = 0, \quad P_3 \Gamma_2 = \Gamma_2, \]
\[ P_3 \Delta_1 = 0, \quad P_3 \Delta_2 = \Delta_2, \quad (18) \]
\[ \Gamma_1 P_3 = 0, \quad \Gamma_2 P_3 = \Gamma_2. \]

The last two conditions in Eqs. (17) and (18) give the block diagonal form of the Yukawa matrices in the corresponding sector (up in uBGL and down in dBGL models), enforcing the absence of FCNC in that sector. From these conditions valid in a set of WB, we can get WB independent matrix conditions for all three types of models. The conditions of interest for gBGL models are
\[ \Gamma_2 \Gamma_1 = 0, \quad \Gamma_2 \Delta_1 = 0, \]
\[ \Delta_2 \Delta_1 = 0, \quad \Delta_2 \Gamma_1 = 0. \quad (19) \]
Notice that Eqs. (19) are satisfied trivially in case \( \Gamma_1 = \Delta_1 = 0 \) or in the case \( \Gamma_2 = \Delta_2 = 0 \), which correspond to 2HDM of types I or X; note, however, that this kind of models are not of the gBGL type. Coming back to Eqs. (19), it is straightforward to show that they are necessary conditions for gBGL models since, from Eq. (16),
\[ \Gamma_2 \Gamma_1 = (P_3 \Gamma_2) \Gamma_1 = (P_3 \Gamma_2) (P_3 \Gamma_1) = 0, \quad (20) \]
and similarly for the remaining conditions in Eq. (19). The sufficiency of these conditions in order to have gBGL models is shown in Appendix A, where the relation with 2HDM of type I is also analysed.

4 Parametrisation of gBGL models

It is clear that gBGL models have a great reduction in the number of free parameters, with respect to the general 2HDM. In this section, we use projection operators to suggest some convenient parametrisations of gBGL models.

4.1 Weak basis invariant projectors

Let us recall that under a WB transformation we have
\[ Q_L^0 \mapsto Q_L^0; \quad d_R^0 \mapsto d_R^0; \quad u_R^0 \mapsto u_R^0, \quad (21) \]
and
\[ \Gamma_i \mapsto \Gamma_i^\prime = W_L^\dagger \Gamma_i W_R; \quad \Delta_i \mapsto \Delta_i^\prime = W_L^\dagger \Delta_i W_R. \quad (22) \]
with \( W_L, W_R \) and \( W_d \) unitary matrices.

If we now take the gBGL definition through projectors in Eq. (16) for \( \Gamma_i \) and \( \Delta_i \), and go to an arbitrary weak basis, we have
\[ W_L^\dagger P_3 W_L W_L^\dagger \Gamma_1 W_R = 0, \quad W_L^\dagger P_3 W_L W_L^\dagger \Delta_1 W_R = 0, \quad W_L^\dagger P_3 W_L W_L^\dagger \Delta_2 W_R = 0, \quad W_L^\dagger P_3 W_L W_L^\dagger \Delta_2 W_R = 0, \quad (23) \]
These equations are valid for any weak basis. Introducing the projector
\[ P_3^{[W_L]} = W_L^\dagger P_3 W_L, \quad (24) \]
we have
\[ P_3^{[W_L]} \Gamma_1 = 0, \quad P_3^{[W_L]} \Gamma_2 = \Gamma_2, \]
\[ P_3^{[W_L]} \Delta_1 = 0, \quad P_3^{[W_L]} \Delta_2 = \Delta_2, \quad (25) \]
for an arbitrary WB (from now on, we drop the primes). If we choose, for convenience,
\[ W_L^\dagger = \mathcal{U}_L^0 \mathcal{U}_L, \quad (26) \]
where \( \mathcal{U}_L^\dagger \) appears in the usual bi-diagonalisation \( \mathcal{U}_L^\dagger M_0 \mathcal{U}_L^0 = M_0 \) (see Sect. 4.3), then \( \mathcal{U}_L \) is an arbitrary unitary matrix and we have a general WB invariant parametrisation in terms of that arbitrary \( \mathcal{U}_L \) and of \( \mathcal{U}_L^\dagger \); Eqs. (24) and (25) read
\[ \mathcal{U}_L^{[P_3]} = \mathcal{U}_L^0 (\mathcal{U}_L \mathcal{U}_L^0)^\dagger \mathcal{U}_L^0 \quad (27) \]
and

\[ \begin{align*}
  p^{[ul]}_{\ell X} \Gamma_1 &= 0, \\
  p^{[ul]}_{\ell X} \Gamma_2 &= \Gamma_2, \\
  p^{[ul]}_{\ell X} \Delta_1 &= 0, \\
  p^{[ul]}_{\ell X} \Delta_2 &= \Delta_2.
\end{align*} \tag{28}\]

Notice that this \( \mathcal{U}_L^{\mu} \) dependence reminds us of uBGL models. An alternative parametrisation is obtained taking

\[ W_L^{\mu} = \mathcal{U}_L^{\mu} \mathcal{U}', \tag{29}\]

where in this case \( \mathcal{U}_L^{\mu} \) comes from the down mass matrix diagonalisation \( \mathcal{U}_L^{\mu\dagger} M_3^{uL} \mathcal{U}_L^{\mu} = M_d \), with

\[ p^{[dl]}_{\ell X} = p^{[dl]}_{\ell X} (\mathcal{U} P_3 \mathcal{U}^\dagger) \mathcal{U}_L^{\mu}, \tag{30}\]

and

\[ \begin{align*}
  p^{[dl]}_{\ell X} \Gamma_1 &= 0, \\
  p^{[dl]}_{\ell X} \Gamma_2 &= \Gamma_2, \\
  p^{[dl]}_{\ell X} \Delta_1 &= 0, \\
  p^{[dl]}_{\ell X} \Delta_2 &= \Delta_2,
\end{align*} \tag{31, 32}\]

where now the \( \mathcal{U}_L^{\mu} \) dependence reminds us of dBGL models. Identifying Eqs. (26) and (29),

\[ W_L^{\mu} = \mathcal{U}_L^{\mu} \mathcal{U} = \mathcal{U}_L^{\mu} \mathcal{U}', \tag{33}\]

and it is straightforward to conclude that one can use equivalently one parametrisation or the other of the same model provided

\[ V^\dagger = \mathcal{U}_L^{\mu\dagger} \mathcal{U}_L^{\mu} = \mathcal{U} \mathcal{U}^\dagger, \quad \text{i.e.} \quad \mathcal{U} \mathcal{U}^\dagger = V. \tag{34}\]

4.2 Weak basis covariant parametrisation

We have in the general 2HDM

\[ \begin{align*}
  N_d^0 &= \iota (\beta \Gamma_2 + \iota t_\beta^{-1} \Gamma_2, \tag{35}\]
  N_u^0 &= \iota \beta \Gamma_2 - \iota t_\beta^{-1} \Gamma_2, \tag{36}\]

Assuming the existence of the projection operator \( p^{[qll]}_{X3} \) satisfying

\[ \begin{align*}
  p^{[qll]}_{X3} \Gamma_1 &= 0, \\
  p^{[qll]}_{X3} \Gamma_2 &= \Gamma_2, \\
  p^{[qll]}_{X3} \Delta_1 &= 0, \\
  p^{[qll]}_{X3} \Delta_2 &= \Delta_2,
\end{align*} \tag{37, 38}\]

with \( X \) and \( p^{[qll]}_{X3} \) to be specified later,

\[ \begin{align*}
  p^{[qll]}_{X3} M_d^0 &= p^{[qll]}_{X3} \frac{v}{\sqrt{2}} (c_\beta \Gamma_1 + e^{i\theta} s_\beta \Gamma_2) \\
  &= \frac{ve^{-i\theta}}{\sqrt{2}} s_\beta p^{[qll]}_{X3} \Gamma_2 = \frac{ve^{-i\theta}}{\sqrt{2}} s_\beta \Gamma_2, \tag{39}\]

\[ \begin{align*}
  p^{[qll]}_{X3} M_u^0 &= p^{[qll]}_{X3} \frac{v}{\sqrt{2}} (c_\beta \Delta_1 + e^{-i\theta} s_\beta \Delta_2)
\end{align*} \]

Equations (35) and (36) can then be rewritten as the general WB covariant gBGL parametrisation

\[ \begin{align*}
  N_d^0 &= \left[ (t_\beta \iota - \beta \iota)^{-1} \right] M_d^0, \tag{41}\]
  N_u^0 &= \left[ (t_\beta \iota - \beta \iota)^{-1} \right] M_u^0. \tag{42}\]

We can choose the up parametrisation for \( p^{[qll]}_{X3} \),

\[ p^{[qll]}_{X3} = p^{[qll]}_{X3} (\mathcal{U} P_3 \mathcal{U}^\dagger) \mathcal{U}_L^{\mu}, \tag{43}\]

or, equivalently, we can choose the down parametrisation for \( p^{[qll]}_{X3} \),

\[ p^{[qll]}_{X3} = p^{[qll]}_{X3} (\mathcal{U} P_3 \mathcal{U}^\dagger) \mathcal{U}_L^{\mu}, \tag{44}\]

with \( V = \mathcal{U} \mathcal{U}^\dagger \), to completely define the model. Let us analyse the details of these parametrisations, after we finally rotate the quark fields to the mass basis.

4.3 Parametrisations in the quark mass basis

Quark fields are rotated in the following manner:

\[ \begin{align*}
  u^0_L &= \mathcal{U}_L^{\mu} u_L, \\
  u^0_R &= \mathcal{U}_R^{\mu} u_R, \\
  d^0_L &= \mathcal{U}_L^{\mu} d_L, \\
  d^0_R &= \mathcal{U}_R^{\mu} d_R.
\end{align*} \tag{45}\]

with unitary \( \mathcal{U}_L^{\mu} (q = u, d, X = L, R) \), such that

\[ \mathcal{U}_L^{\mu\dagger} M_3^{uL} \mathcal{U}_L^{\mu} = M_u = \text{diag}(m_u, m_e, m_t), \]

\[ \mathcal{U}_L^{\mu\dagger} M_3^{dL} \mathcal{U}_L^{\mu} = M_d = \text{diag}(m_d, m_s, m_b). \tag{46}\]

\( N_d^0 \) and \( N_u^0 \) are transformed accordingly,

\[ \begin{align*}
  N_d^0 \rightarrow N_d &= \mathcal{U}_L^{\mu\dagger} N_d^0 \mathcal{U}_L^{\mu}, \\
  N_u^0 \rightarrow N_u &= \mathcal{U}_L^{\mu\dagger} N_u^0 \mathcal{U}_L^{\mu}, \tag{47}\]

and, following Eqs. (41)–(42),

\[ \begin{align*}
  N_d &= \left[ (t_\beta \iota - \beta \iota)^{-1} \right] M_d, \\
  N_u &= \left[ (t_\beta \iota - \beta \iota)^{-1} \right] M_u. \tag{48, 49}\]

If we choose the down parametrisation in Eq. (44), Eqs. (48)–(49) give

\[ \begin{align*}
  N_d &= \left[ (t_\beta \iota - \beta \iota)^{-1} \right] V \mathcal{U} P_3 \mathcal{U}^\dagger \mathcal{U}_L^{\mu}, \\
  N_u &= \left[ (t_\beta \iota - \beta \iota)^{-1} \right] V \mathcal{U} P_3 \mathcal{U}^\dagger \mathcal{U}_L^{\mu}. \tag{50, 51}\]
while, if we choose the up parametrisation in Eq. (43), Eqs. (48)–(49) give
\[
N_d = \left[ t_d \mathbf{1} - (t_\beta + t_\beta^{-1}) V_i U P_d U^\dagger V \right] M_d, \tag{52}
\]
\[
N_u = \left[ t_u \mathbf{1} - (t_\beta + t_\beta^{-1}) V_i U P_u U^\dagger \right] M_u. \tag{53}
\]
Equations (50)–(51) and (52)–(53) are of course equivalent, since \( V = U \eta U^\dagger \). At this point it is important to discuss a central question: it may appear that there is a large arbitrariness in the definition of the model since there is a completely arbitrary unitary matrix \( \eta \) involved in Eqs. (52)–(53). Nevertheless, there is much less freedom since the quantities involving \( \eta \) are
\[
[U P_3 \eta^\dagger]_{ij} = U_{3i} U_{3j}^*, \tag{54}
\]
that is, only the elements of the third column of \( \eta \), which form a unitary complex vector, are needed to define the model. To stress this fact, we introduce
\[
\hat{n}_{[u]} \equiv U_{3i}, \quad \text{and} \quad \hat{n}_{[d]} \equiv U_{3i}^*, \quad \text{with} \quad \hat{n}_{[u]} = V_{ji} \hat{n}_{[d]}, \tag{55}
\]
where the subindex \([u] \) or \([d] \) specifies the parametrisation under consideration. The matrix elements of \( N_u \) and \( N_d \) in Eqs. (48) and (49) can be written, explicitly,
\[
[N_d]_{ij} = t_\beta \delta_{ij} m_i d_i - (t_\beta + t_\beta^{-1}) \hat{n}_{[d]}^{\ast} m_i d_i, \tag{56}
\]
\[
[N_u]_{ij} = t_\beta \delta_{ij} m_i u_i - (t_\beta + t_\beta^{-1}) \hat{n}_{[u]}^{\ast} m_i u_i. \tag{57}
\]
Since \( \hat{n}_{[u]} = V_{ji} \hat{n}_{[d]} \), one is free to rewrite Eqs. (50)–(51) as
\[
[N_d]_{ij} = t_\beta \delta_{ij} m_i d_i - (t_\beta + t_\beta^{-1}) \hat{n}_{[d]}^{\ast} m_i d_i, \tag{58}
\]
\[
[N_u]_{ij} = t_\beta \delta_{ij} m_i u_i - (t_\beta + t_\beta^{-1}) V_{ji} \hat{n}_{[d]}^{\ast} m_i u_i, \tag{59}
\]
or Eqs. (52)–(53) as
\[
[N_d]_{ij} = t_\beta \delta_{ij} m_i d_i - (t_\beta + t_\beta^{-1}) \hat{n}_{[u]}^{\ast} m_i d_i, \tag{60}
\]
\[
[N_u]_{ij} = t_\beta \delta_{ij} m_i u_i - (t_\beta + t_\beta^{-1}) \hat{n}_{[u]}^{\ast} m_i u_i. \tag{61}
\]
One can now identify easily all the usual BGL models with this parametrisation. The notation is straightforward, for example, BGL model “s” corresponds to \( \hat{s} \), and so on:

- dBGL models in the down parametrisation,
\[
\hat{d}_{[d]} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{s}_{[d]} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad \hat{\beta}_{[d]} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \tag{62}
\]
- uBGL models in the up parametrisation,
\[
\hat{u}_{[u]} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{c}_{[u]} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad \hat{\beta}_{[u]} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \tag{63}
\]
- dBGL models in the up parametrisation,
\[
\hat{d}_{[u]} = \begin{pmatrix} V_{ud} \\ V_{cd} & V_{cs} \\ V_{t1} & V_{ts} \end{pmatrix}, \quad \hat{\beta}_{[u]} = \begin{pmatrix} V_{ub} \\ V_{cb} \end{pmatrix}. \tag{64}
\]
- uBGL models in the down parametrisation,
\[
\hat{u}_{[d]} = \begin{pmatrix} V_{ud}^* \\ V_{cs} \\ V_{t1}^* \end{pmatrix}, \quad \hat{\beta}_{[d]} = \begin{pmatrix} V_{ts} \\ V_{ts}^* \end{pmatrix}. \tag{65}
\]

It is also possible to give a graphical description of the gBGL class of models, as shown in Fig. 1. Since a model is defined by a complex unitary vector \( \hat{n} \), \( |\hat{n}_1|^2 + |\hat{n}_2|^2 + |\hat{n}_3|^2 = 1 \), and \((|\hat{n}_1|, |\hat{n}_2|, |\hat{n}_3|)\) is located on the sphere of unit radius (specifically, on an octant of that sphere). Furthermore, there are two physical complex phases, since one can readily see that \( \hat{n} \hat{n}^\dagger \) is unaffected by a global rephasing of \( \hat{n} \), which can be used to remove one out of the three initial phases in the \( \hat{n} \) components. This is illustrated in Fig. 1(c), where no explicit reference to up, down or other parametrisations is made.\(^2\) Figure 1a, b illustrate the situation for down and up parametrisations, including the usual BGL models in Eqs. (62)–(65).

5 The scalar sector

The scalar potential, imposing invariance under \( \Phi_2 \mapsto - \Phi_2 \) in Eq. (10), is
\[
V(\Phi_1, \Phi_2) = \mu_1^2 \Phi_1^2 \Phi_1^\dagger + \mu_2^2 \Phi_2^2 \Phi_2^\dagger + \lambda_4 (\Phi_1^\dagger \Phi_1)^2 \nonumber \\
+ \lambda_2 (\Phi_2^\dagger \Phi_2)^2 + 2 \lambda_3 (\Phi_1^\dagger \Phi_1) (\Phi_2^\dagger \Phi_2) \nonumber \\
+ 2 \lambda_4 (\Phi_1^\dagger \Phi_2) (\Phi_2^\dagger \Phi_1) + [\lambda_5 (\Phi_1^\dagger \Phi_1)^3 + \text{h.c.}]. \tag{66}
\]
Obviously, this scalar potential coincides with the one in Glashow–Weinberg model [7], since in both cases a \( \mathbb{Z}_2 \) symmetry is introduced. In BGL models where instead of \( \mathbb{Z}_2 \) one uses a larger symmetry, namely \( \mathbb{Z}_4 \), the term in \( \lambda_5 \) is not \( \mathbb{Z}_4 \) invariant and therefore cannot be introduced. This leads to
\(^2\) Notice that one can trivially adopt spherical coordinates with, for example, \((|\hat{n}_1|, |\hat{n}_2|, |\hat{n}_3|) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)\).
a global symmetry which upon spontaneous breaking would lead to a Goldstone boson. This difficulty can be avoided by softly breaking the discrete symmetry through the addition of a term \( (m_{12}^2 \Phi_1 \Phi_2 + \text{h.c.}) \). The scalar potential of Eq. (66) does not lead to new sources of CP violation. But when the above bilinear term is introduced, one can have either spontaneous [33] or explicit CP breaking in the scalar sector. Expanding

\[
\Phi_j = e^{i\theta_j} \left( \phi_j^+ \left( v_j + \rho_j + i\eta_j \right) / \sqrt{2} \right),
\]

(67)

then the rotation to the Higgs basis in Eq. (3) identifies the Goldstone boson interpretation of \( G^\pm \) and \( G^0 \) as the longitudinal degrees of freedom of the \( W^\pm \) and \( Z^0 \) gauge bosons.

\[
H_1 = \left( v + H^0 + iG^0 \right) / \sqrt{2}, \quad H_2 = \left( (R^0 + iA) / \sqrt{2} \right),
\]

(68)

and

\[
\begin{pmatrix}
H^0 \\
R^0
\end{pmatrix} = \begin{pmatrix}
c_\beta & s_\beta \\
s_\beta & -c_\beta
\end{pmatrix} \begin{pmatrix}
\rho_1 \\
\rho_2
\end{pmatrix}.
\]

(69)

The scalar potential in Eq. (66) is in general CP conserving in such a way that the physical CP even states do not mix with the CP odd one; then the physical scalars are a linear combination of \( \rho_1 \) and \( \rho_2 \),

\[
\begin{pmatrix}
H \\
h
\end{pmatrix} = \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix} \begin{pmatrix}
\rho_1 \\
\rho_2
\end{pmatrix},
\]

(70)

and we will have in general

\[\hat{\Phi}(\hat{n}) = \sum_{j=1}^{3} \lambda_j \Phi_j \hat{n}_j,\]

where \( \lambda_j \) are the eigenvalues of \( \hat{\Phi}(\hat{n}) \), and \( \hat{n}_j \) are the normalized eigenvectors of \( \hat{\Phi}(\hat{n}) \).
\[
\begin{pmatrix}
\mathbf{H}^0 \\
\mathbf{R}^0
\end{pmatrix} = \begin{pmatrix}
c_{\beta \alpha} & s_{\beta \alpha} \\
s_{\beta \alpha} & -c_{\beta \alpha}
\end{pmatrix}
\begin{pmatrix}
H \\
h
\end{pmatrix},
\]

where the relevant angle is \(\beta - \alpha\) and \(c_{\beta \alpha} \equiv \cos(\beta - \alpha),\) \(s_{\beta \alpha} \equiv \sin(\beta - \alpha)\). The field \(A\) is a physical pseudoscalar. Notice that the Yukawa couplings become

\[
\mathcal{L}_Y = -\frac{\sqrt{3}}{v} H^+ \bar{u}(V N_d Y_R - N_d^+ Y_L) d + \text{h.c.}
\]

\[-1\frac{H^0}{v}(\bar{u} M_d u + \bar{d} M_d d)
\]

\[-1\frac{R^0}{v}\left[\bar{u}(N_d Y_R + N_d^+ Y_L)u + \bar{d}(N_d Y_R + N_d^+ Y_L)d\right]
\]

\[+ \frac{1}{v} A \left[\bar{u}(N_d Y_R - N_d^+ Y_L)u - \bar{d}(N_d Y_R - N_d^+ Y_L)d\right],
\]

in such a way that, for \(h \rightarrow H^0\), \(h\) becomes “the standard Higgs”, coupling to fermions like the SM Higgs does. That is, when \(s_{\beta \alpha} = 1\) we have \(h\) aligned with \(H^0\) with SM couplings.

6 The intensity of FCNC in gBGL

FCNC are extremely constrained by experimental data, consequently we have to worry about their intensity in gBGL models. It is worthwhile to mention that BGL are Minimal Flavour Violating (MFV) models, meaning that FCNC are controlled by the deviation of the CKM matrix \(V\) from \(1\). As a result, in the limit \(V = 1\), there are no FCNC in BGL models at tree level. However, this is not the case in gBGL models, where FCNC are no longer controlled by the deviations of \(V\) from unity. The Yukawa couplings of gBGL models are given, following Eqs. (72) and (71), by

\[
\mathcal{L}_{Y_{\text{gBGL}}} = -\sum_{i,j=d,s,b} h \bar{\nu}_{L_i} Y^D_{ij} d_{R_j} - \sum_{i,j=u,e,t} h \bar{\nu}_{L_i} Y^U_{ij} u_{R_j},
\]

with

\[
Y^{D}_{ij} = \frac{1}{v} \left[ s_{\beta \alpha} (M_d)_{ij} + c_{\beta \alpha} (N_d)_{ij} \right],
\]

\[
Y^{U}_{ij} = \frac{1}{v} \left[ s_{\beta \alpha} (M_u)_{ij} + c_{\beta \alpha} (N_u)_{ij} \right],
\]

with \(N_q\) given in Eqs. (56)–(57), which generically can be written

\[
(N_{q})_{ij} = \left[ t_\beta \delta_{ij} - (t_\beta + t_\beta^{-1}) \hat{n}_{q[i]} C_{q[j]} \hat{n}_{q[i]}^* \right] m_{q_j}.
\]

So, the flavour changing intensities are controlled by \(N_q\) with the following factors.

Table 1 CKM suppression in FCNC transitions in BGL models

| Transition | \(d \leftrightarrow s\) | \(s \leftrightarrow c\) | \(t \leftrightarrow c\) |
|------------|---------------------|---------------------|---------------------|
| \(u \leftrightarrow c\) | \(V_{ud} V_{cb} \sim \lambda\) | \(V_{us} V_{cs} \sim \lambda\) | \(V_{ub} V_{tb} \sim \lambda^2\) |
| \(u \leftrightarrow t\) | \(V_{ud} V_{tb} \sim \lambda^3\) | \(V_{us} V_{ts} \sim \lambda^3\) | \(V_{ub} V_{tb} \sim \lambda^3\) |
| \(c \leftrightarrow t\) | \(V_{cd} V_{cb} \sim \lambda^4\) | \(V_{cs} V_{cb} \sim \lambda^2\) | \(V_{cb} V_{cb} \sim \lambda^2\) |

- In an \(q_{R_j} \rightarrow q_{L_i}\) and in \(q_{L_i} \rightarrow q_{R_j}\) transitions there is a factor \(m_{q_j}/v\). Notice that in \(q_{R_j} \rightarrow q_{L_i}\) and in \(q_{L_j} \rightarrow q_{R_i}\) transitions the factor is instead \(m_{q_j}/v\). That is, in general, for a \(q_j \rightarrow q_i\) vertex, there is a suppression factor given by the heaviest of the two quarks mass, \(\max(m_{q_i}, m_{q_j})\). This suppression factor is a very relevant one except, obviously, for any transition where the top quark is present.

- A factor \(c_{\beta \alpha} (t_\beta + t_\beta^{-1})\); from perturbative unitarity requirements on the scalar sector, is constrained to be at most one [28,34–37]. Notice that in the limit \(c_{\beta \alpha} \rightarrow 0\), the FCNC associated to the standard Higgs \(h\) disappear, and the ones associated to the remaining scalars can be suppressed by making them heavier. Therefore, this is the quantity which, in a global approach, is bounded from above by Higgs mediated FCNC processes.

- Finally, there is the factor \(\hat{n}_{q[i]} C_{q[j]} \hat{n}_{q[i]}^*\), which ranges from 0 to 1/2 (which is only reached when only one transition is allowed). We recall that in BGL models, the analogous factor is \(V_{q_i} V_{q_j}^*\). With the naive bounds on \(c_{\beta \alpha} (t_\beta + t_\beta^{-1})\) from meson mixings in [28], one can compare and analyse how the suppression factors change in these new gBGL models. We collect the suppression factors for the different transitions in all BGL models in Table 1 (with the corresponding power counting in Wolfenstein’s parameter \(\lambda\). One has to compare the maximum value of \(\hat{n}_{q[i]} C_{q[j]} \hat{n}_{q[i]}^*\) max = 1/2 with \(\lambda\), which corresponds to the less suppressed transition in some BGL models. This means that the most stringent constraint on BGL models obtained in [28] for \(|c_{\beta \alpha} (t_\beta + t_\beta^{-1})|\) should be reduced by a factor 2\(\lambda\). In this way, taking into account the analysis of [28] and the constraints in [38], one can conclude that the gBGL models are safe, over the entire parameter space, provided

\[
|c_{\beta \alpha} (t_\beta + t_\beta^{-1})| \leq 0.02.
\]
This constraint arises from $D^0-\bar{D}^0$ mixing and it turns out to be more stringent than the $K^0-\bar{K}^0$ one. It is worth mentioning that in some regions of the parameter space, this constraint will be relaxed. For example, in all BGL models this constraint is much weaker as shown in Ref. [28], and in some of them $|c_{\beta\mu}(t_{\beta}+t^{-1}_{\beta})|$ can span the entire theoretically allowed parameter space, arriving to values of order 1.

A final remark is related to the absence of the mass suppression factor on $t \leftrightarrow q$ transitions in gBGL models. In this case, the relevant bounds come from rare top decays $t \rightarrow hu$, $hc$, which give [28]

$$\text{BR}(t \rightarrow hu) = 0.13 \left| \frac{\hat{n}_{[u]}\hat{n}_{[u]}^*}{V_{tb}^2} \right|^2 \left( c_{\beta\mu}(t_{\beta}+t^{-1}_{\beta}) \right)^2. \quad (77)$$

Considering the experimental bounds from ATLAS [39,40] and CMS [41,42], this yields

$$|c_{\beta\mu}(t_{\beta}+t^{-1}_{\beta})| \leq 0.4, \quad (78)$$

for the maximal value $|\hat{n}_{[u]}\hat{n}_{[u]}^*| = 1/2$.

We conclude that the whole class of gBGL models does not lead to much larger flavour changing transitions than the ones arising in BGL models. This is in spite of having simultaneously FCNC in the up and in the down sectors. In the next sections we discuss other important differences.

7 Near the top and the bottom models

BGL top and bottom models are the only renormalisable 2HDM that verify the MFV principle in any of the different versions one can find in the literature [23]. We devote this section to an analysis in more detail the properties of gBGL models that are “close” to these models, that is, they depart from the top or bottom models by a “small amount”. Let us recall that the FCNC in the down and the up sectors of the top model are controlled by

$$(N_{d})_{ij} = (t_{\beta}+t^{-1}_{\beta}) \hat{t}_{[d]} \hat{t}_{[d]}^* m_{d}, \quad (N_{u})_{ij} = (t_{\beta}+t^{-1}_{\beta}) \hat{t}_{[u]} \hat{t}_{[u]}^* m_{u}, \quad (79)$$

and, following Eqs. (63)-(65), $\hat{t}_{[u]}$ and $\hat{t}_{[d]}$ are

$$\hat{t}_{[u]} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \hat{t}_{[d]} = \begin{pmatrix} V_{ts}^* \\ V_{tb}^* \end{pmatrix}. \quad (80)$$

It is clear that the BGL top model does not have FCNC in the up sector. Let us now consider small deviations from $\hat{t}_{[d]}$ near the top model parameterised in terms of a complex vector $\delta = (\delta_t, \delta_s, \delta_b)$ (with the appropriate normalisation):

$$\hat{t}_{[d]} + \delta \hat{t}_{[d]} \sim \begin{pmatrix} V_{td}^* (1 + \delta_t) \\ V_{ts}^* (1 + \delta_s) \\ V_{tb}^* (1 + \delta_b) \end{pmatrix}. \quad (81)$$

The elements of $\hat{t}_{[d]} + \delta \hat{t}_{[d]}$ control the flavour structure of the New Physics contributions to $K^0-\bar{K}^0$, $B^0_d-\bar{B}^0_d$ and $B^0_s-\bar{B}^0_s$. In particular, the leading order contributions to the different meson mixings $M_{12}$ have the following form:

$$M_{12}[K^0] \propto (V_{td}^* V_{ts})^2 (1 + 2(\delta_t^* + \delta_d)), \quad M_{12}[B^0_d] \propto (V_{td}^* V_{tb})^2 (1 + 2(\delta_b^* + \delta_d)), \quad M_{12}[B^0_s] \propto (V_{ts}^* V_{tb})^2 (1 + 2(\delta_b^* + \delta_s)). \quad (82)$$

Therefore, taking into account the phases of the dominant terms $(V_{ij}^* V_{ij})^2$, we can conclude that these “near top” models will give the same contribution to meson mixings provided

$$\text{Re}(\delta_{LS}) \sim \text{Re}(\delta_s) \sim \text{Im}(\delta_s) \leq O(\lambda^2), \quad \text{and} \quad \text{Im}(\delta_t) \sim \text{Im}(\delta_b) \leq O(\lambda^3). \quad (83)$$

Notice that we are not stating that these models do not have any contribution to the meson mixings, the point is, rather, that these models are “like the top BGL” in the sense that they give the same contributions to $K^0-\bar{K}^0$, $B^0_d-\bar{B}^0_d$ and $B^0_s-\bar{B}^0_s$ mixings. The immediate question is then: do these models produce too strong FCNC in the up sector, in particular in $D^0-\bar{D}^0$ or in top decays? FCNC in the up sector are controlled by

$$\hat{t}_{[u]} + \delta \hat{t}_{[u]} = V^\dagger \hat{t}_{[d]} \delta \hat{t}_{[d]} \sim \begin{pmatrix} O(\lambda^5) \\ V_{cb} V_{tb}^* \end{pmatrix}. \quad (84)$$

It is clear that $M_{12}[D^0]$ will have a suppression given by

$$(\delta_b \lambda^5 V_{cb} V_{tb})^2 \leq \lambda^{18}, \quad (85)$$

much smaller than any of the contributions in dBGL models.

To analyse $t \rightarrow hu$ we have to compare the maximal value 1/4 of $|\hat{n}_{[u]}\hat{n}_{[u]}^*|^2$ in Eq. (77) with the value obtained in the present case, $(1 + \delta_b) \delta_b V_{cb} V_{tb}^* \leq O(\lambda^8)$. The conclusion is evident in the whole parameter space: these models will produce $t \rightarrow hu$ still below the actual experimental bounds. The same conclusion applies to $t \rightarrow hc$. In the next section we will see that these models can depart in a sizeable way from the top BGL model in different physical observables.
The bottom dBGL model is specified by \( \hat{b} \) (Eqs. (62) and (64)):

\[
\hat{b}_{[d]} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad \hat{b}_{[u]} = \begin{pmatrix} V_{ub} \\ V_{cb} \\ V_{tb} \end{pmatrix}.
\]  

(86)

This model generates FCNC in the up sector, and in particular it contributes to \( D^0 - \bar{D}^0 \) mixing but not to \( K^0 - \bar{K}^0 \), \( B_d^0 - \bar{B}_d^0 \) and \( B_s^0 - \bar{B}_s^0 \); gBGL models close to the \( \hat{b} \) model that keep its essential properties are obtained with

\[
\hat{b}_{[u]} + \delta \hat{b}_{[u]} \sim \begin{pmatrix} V_{ub} (1 + \delta_u) \\ V_{cb} (1 + \delta_c) \\ V_{tb} (1 + \delta_t) \end{pmatrix},
\]  

(87)

where

\[
\delta_u \sim \delta_c \sim \delta_t \leq O(\lambda^2),
\]  

(88)

as before. To see what happens with the important constraints in the down sector, we show, as before, that \( \hat{b}_{[d]} + \delta \hat{b}_{[d]} = V(\hat{b}_{[u]} + \delta \hat{b}_{[u]}) \),

\[
\hat{b}_{[d]} + \delta \hat{b}_{[d]} \sim \begin{pmatrix} V_{td} V_{tb} (\delta_t - \delta_c) + V_{ud} V_{ub} (\delta_u - \delta_c) \\ V_{td} V_{tb} (\delta_t - \delta_c) \\ |V_{tb}|^2 (1 + \delta_t) \end{pmatrix}
\]  

(89)

is the relevant quantity. With values as in Eq. (88), it turns out that the contributions to the mixing in the down sector are much smaller than in any uBGL model. Nevertheless, we will also see, in the next section, that there are important differences with respect to the bottom dBGL model in other observables while considering the same kind of parameter values close to the bottom model.

8 Baryon asymmetry of the Universe

8.1 The leading gBGL contribution

The presence of additional sources of flavour and CP violation in the gBGL models can enhance the contribution to the Baryonic Asymmetry of the Universe (BAU) with respect to SM expectations. Having \( N_u \) and \( N_d \) in addition to \( M_u \) and \( M_d \), a weak basis invariant with a non-zero imaginary part already arises [43] at the 4th order:\(^4\)

\[
\text{Im} \left( \text{Tr} \left\{ N_u^0 M_d^{0\dagger} M_u^0 M_u^{0\dagger} \right\} \right).
\]  

(90)

Considering \( N_d^0 \) in Eq. (41),

\[
\text{Im} \left( \text{Tr} \left\{ N_d^0 M_d^{0\dagger} M_u^0 M_u^{0\dagger} \right\} \right) = (t_\beta + t_\beta^{-1}) \text{Im} \left( \text{Tr} \left\{ P_{X3}^d M_d^0 M_d^{0\dagger} M_u^0 M_u^{0\dagger} \right\} \right).
\]  

(91)

For \( P_{X3}^d = P_{1/3}^d \), that is, in the down parametrisation, Eq. (44),

\[
(t_\beta + t_\beta^{-1}) \text{Im} \left( \text{Tr} \left\{ (U P^d \bar{U}^{d\dagger}) M_d^0 M_d^{0\dagger} \bar{V}^\dagger M_u^0 \bar{V} \right\} \right).
\]  

(92)

Notice that, according to Eq. (46), \( M_u M_d^\dagger = \text{diag}(m_u^2) = \text{diag}(m_u^2, m_c^2, m_t^2) \), \( M_d M_d^\dagger = \text{diag}(m_d^2) = \text{diag}(m_d^2, m_s^2, m_b^2) \).

Following Eq. (55),

\[
(U P d \bar{U}^{d\dagger})_{ij} = \hat{n}_{[d]}^* \hat{n}_{[d]} \eta_{[d]} [j],
\]  

(93)

and thus

\[
\text{Tr} \left( (U P d \bar{U}^{d\dagger}) M_d M_d^{0\dagger} \bar{V}^\dagger M_u^0 \bar{V} \right) = \sum_{i,j,k} m_d^2 m_{u,i}^2 \hat{n}_{[d]}^* V_{ki} V_{kj}^*,
\]

(94)

to obtain, finally

\[
\text{Im} \left( \text{Tr} \left\{ N_d^0 M_d^{0\dagger} M_u^0 M_u^{0\dagger} \right\} \right) = \frac{i}{2} (t_\beta + t_\beta^{-1}) \sum_{i,j,k} (m_d^2 - m_{u,i}^2) m_{u,i}^2 \hat{n}_{[d]}^* V_{ki} V_{kj}^*.
\]  

(95)

Although the discussion has relied on the use of the down parametrisation (from Eq. (92) onwards), completely analogous results are obtained if the up parametrisation is used instead.

In order to estimate the enhancement in the BAU due to \( \text{Im} \left( \text{Tr} \left\{ N_d^0 M_d^{0\dagger} M_u^0 M_u^{0\dagger} \right\} \right) \), let us first retain only potentially leading contributions in terms of masses and powers of the Wolfenstein parameter \( \lambda \) [46].

\[^4\] To be compared with the 12th order usual one, \(-\frac{i}{6} \text{Tr} \left\{ M_u^0 M_u^{0\dagger} M_u^0 M_u^{0\dagger} \right\} \) [44].

\[^5\] The rephasing invariance in the Higgs sector [31] imposes the requirement that the complete invariant should include the \( H_1^2 H_1 \) coefficient in the Lagrangian: \( (\mu_{11} - \mu_{22}) \times_{\beta, \bar{\beta}} \) [45]. This does not introduce new phases.
\[ \text{BAU}_{\text{SM}} \sim \frac{m_d^4 m_\nu^2 m_\beta^2}{E^1} J, \]  

where \( J \) is the rephasing invariant imaginary part of the CKM quartets \[49], \( J = \text{Im} (V_{ts} V_{ts}^*) \simeq 3 \times 10^{-5} \) and \( E \simeq 100 \text{ GeV} \) an energy of the order of the electroweak scale one. In Eq. (97), we have contributions like the last one, giving

\[ \text{BAU}_{\text{BGL}} \sim (t_\beta + t_\beta^*) \frac{m_d^2 m_\nu^2}{E^4} \text{Im} (\hat{n}_{d[i]} \hat{n}_{d[j]} V_{t i} V_{t j}^*). \]  

This simple enhancement estimate with respect to Eq. (98), in terms of \( \alpha = \arg(\hat{n}_{d[i]} \hat{n}_{d[j]} V_{t i} V_{t j}^*) \) and \( |\hat{n}_{d[i]} \hat{n}_{d[j]}|^2 \) (which has a maximal value of 1/2), is

\[ \frac{\text{BAU}_{\text{BGL}}}{\text{BAU}_{\text{SM}}} \sim (t_\beta + t_\beta^*) |\hat{n}_{d[i]} \hat{n}_{d[j]}|^2 \sin \alpha \frac{|V_{t i}|}{J} \frac{E^8}{m_d^2 m_\nu^2 m_\beta^2} \sim 10^{16} (t_\beta + t_\beta^*) |\hat{n}_{d[i]} \hat{n}_{d[j]}|^2 \sin \alpha, \]

showing that there is margin for substantial enhancement of the BAU with respect to the SM, and with respect to BGL models too \[43\] (see also \[50,51\] for BAU analyses in 2HDM). In Appendix B it is shown that we do not expect relevant constraints coming from electric dipole moments (EDM).

8.2 The vanishing BGL limits

In BGL models, the previous contribution is vanishing: let us explicitly check this well-known result \[43\]. For dBGL models, with \( \hat{n}_{d[k]} \) in Eq. (62), only one component is non-vanishing and \( \text{Im} \left( \text{Tr} \left[ N_d^0 M_d^0 M_u^0 M_u^0 \right] \right) = 0 \). The situation is slightly more involved for uBGL models. From Eq. (65), for an uBGL model of type \( q, \hat{n}_{[d]} = V_{q i}^* \). Then, going back to Eq. (94),

\[ \text{Tr} \left( (\hat{U} P U^\dagger) M_d M_u^\dagger V M_u V \right) \]

\[ = \sum_{i,j,k} m_d^2 m_{u_k} V_{q i j} V_{k i} V_{q j}^* \quad \text{(uBGL q).} \]

Since, from unitarity of \( V, \sum_i V_{q i}^* V_{q i} = \delta_{q k} \), Eq. (101) gives

\[ \text{Tr} \left( (\hat{U} P U^\dagger) M_d M_u^\dagger V M_u V \right) \]

\[ = \sum_{j} m_d^2 m_{u_j} |V_{q j}|^2, \quad \text{(uBGL q).} \]

and thus \( \text{Im} \left( \text{Tr} \left[ N_d^0 M_d^0 M_u^0 M_u^0 \right] \right) = 0 \).

8.3 Rephasing invariance

Although we have already mentioned that there are only two physical phases in \( \hat{n}_{d[i]} \) or \( \hat{n}_{d[j]} \), it is important to check that the invariant in eq. (95) is, as it should, invariant under individual rephasings of the different quark fields:

\[ d \mapsto e^{i\varphi_1} d, \quad s \mapsto e^{i\varphi_2} s, \quad b \mapsto e^{i\varphi_3} b, \quad V_{qd} \mapsto e^{i\varphi_1} V_{qd}, \quad V_{qs} \mapsto e^{i\varphi_2} V_{qs}, \quad V_{qb} \mapsto e^{i\varphi_3} V_{qb}. \]

The origin of the rephasing of the CKM matrix is straightforward: since \( V = U_L^\dagger U_L^d \), the rephasing of the down quarks corresponds to

\[ U_L^d \mapsto U_L^d e^{i\varphi_1} \]

\[ U_L^d \mapsto U_L^d \begin{pmatrix} e^{i\varphi_1} & 0 & 0 \\ 0 & e^{i\varphi_2} & 0 \\ 0 & 0 & e^{i\varphi_3} \end{pmatrix}. \]

Then, since \( P_{d[i]} U_L^d = P_{d[i]} (U_L P U^\dagger) U_L^d \),

\[ U_L^d \mapsto \begin{pmatrix} e^{-i\varphi_1} & 0 & 0 \\ 0 & e^{-i\varphi_2} & 0 \\ 0 & 0 & e^{-i\varphi_3} \end{pmatrix} U_L^d. \]

To keep \( P_{d[i]} U_L^d \) invariant; as a consequence, under the rephasing in Eq. (103),

\[ \hat{n}_{[d]} \mapsto e^{-i\varphi_1} \hat{n}_{[d]}, \]

and Eq. (95) is clearly rephasing invariant.
8.4 Enhancements in models near the top and the bottom models

The BAU generated in the top BGL model is proportional to

$$\text{BAU}_{\text{BGL}} = (\beta + \frac{1}{\beta}) \frac{E_4^4}{m_t^4} \sim 1.$$  

(108)

Therefore, as far as CP violation is concerned, the top model suffers the same problem as the SM in not being able to generate sufficient BAU. There is no enhancement in the top BGL 2HDM. We can now consider a small departure from the top BGL model as in Eq. (81) and apply it to Eq. (100). With

$$\hat{n}_{[12]} \sim V_{tb}^*(1 + \delta_b), \quad \hat{n}_{[12]} \sim V_{ts}^*(1 + \delta_s),$$  

(109)

and Eq. (81) gives

$$\text{BAU}_{\text{near}} = 10^{16} (\beta + \frac{1}{\beta}) |V_{ts}|^2 \text{Im} (\delta_b + \delta_s),$$  

(111)

that can produce an enhancement as large as $10^{12}$. Even if we are close to a top BGL model we find that, contrary to what happens with top model itself, there can be enough CP violation in this class of models to generate the BAU. In an analogous way, the BAU generated in the bottom BGL model is proportional to

$$\text{BAU}_{\text{BGL}} = (\beta + \frac{1}{\beta}) \frac{E_4^4}{m_b^4} \sim 10^5.$$  

(113)

In a pure bottom model there is still not enough CP violation—coming from the Yukawa sector—to generate the BAU. But, if we depart from an exact bottom BGL model in the manner explained in Eq. (87), with

$$\hat{n}_{[12]} \sim |V_{tb}|^2 (1 + \delta_t), \quad \hat{n}_{[12]} \sim |V_{ts}|^2 \text{Im} (\delta_t^* - \delta_s^*).$$  

(114)

9 Phenomenological implications

The most relevant phenomenological implication and the distinguishing signature of all this class of models is, of course, the presence of FCNC at tree level, in the Higgs sector and at an important rate. This result is already present in BGL models, which are particular cases of the ones studied here. It is important to stress that in those BGL models one has either FCNC in the up or in the down sectors, but never in both. In those BGL models one has the important correlations that we present in Fig. 2a, b [28], where the largest values of the branching ratios correspond to the largest values of $c_{\beta\alpha} (\beta + \frac{1}{\beta})$. In generalized BGL models one has, in general, FCNC both in the up and in the down sectors simultaneously. To show this new fact, we can first plot in different colours some trajectories in the space of models that connect some up-type ($\hat{u}, \hat{c}, \hat{t}$) with some down-type models ($\hat{d}, \hat{s}, \hat{b}$), and some up-type and some down-type models among themselves. These trajectories are represented in Fig. 3. Now, following these trajectories, we can plot in the same plane the simultaneous prediction for processes mediated by FCNC both in the up and in the down sectors as in Fig. 4.

We present the values of the corresponding branching ratios along the trajectories—in model space—represented in Fig. 3. For example, following the dotted line in Fig. 4a, one can see the transition among the $\hat{t}$ and the $\hat{s}$ models in correspondence with the specific trajectory in Fig. 3. In Fig. 4a, it is clear that approaching model $\hat{t}$ (on the left), we obtain $\text{Br}(h \rightarrow bs) \approx 10^{-4}$, while approaching, along the same dotted line, the $\hat{s}$ model (at the bottom), we obtain $\text{Br}(t \rightarrow hc) \approx 10^{-4}$. Apart from those asymptotic, BGL limits, one can obtain larger values for the branching ratios of both processes $h \rightarrow bs$ and $t \rightarrow hc$.

6 Out of simplicity, the trajectories are described in terms of a single parameter, either through standard one parameter rotations for trajectories up $\rightarrow$ up and down $\rightarrow$ down, or with an additional unitary rotation interpolating in terms of one parameter between the identity $I$ and the CKM matrix $V$ (for example by scaling the SM values of the standard CKM parameters with a common parameter which varies between 0 and 1).
We have presented plots for values of $c_{\beta\alpha}$ associated to each line, e.g. "$\beta\mu$", corresponds to the BGL model. The horizontal dashed lines are "naive" upper bounds (a factor 10 to 100 too strict) arising from meson mixings; each dashed line bound only applies to the models indicated by the letter on the arrow.

The Higgs Yukawa couplings both in the up and in the down sectors. In particular, it is clear that in this framework we can still have $\text{Br}(t \to hq)$ as large as the actual upper bound $O(10^{-3})$ [39–42] and simultaneously very large $\text{Br}(h \to bs) \sim O(10^{-3}) - O(10^{-3})$. Although we have not presented explicitly the extension of these models to the leptonic sector, we know from the subset of BGL models that in the leptonic sector there will be models that additionally have very large $h \to \mu\tau$ up to the actual upper bound level, $\text{Br}(h \to \mu\tau) \sim O(10^{-3})$ [52–54].

Conclusions

We have analysed the question of FCNC in the framework of 2HDM. In this paper, it has been shown that BGL models can be readily generalized to gBGL models which keep the nice feature of renormalisability, but no longer belong to the minimal flavour violation framework. Contrary to BGL models, gBGL models contain four extra flavour parameters beyond the CKM matrix $V$. In spite of the drastic reduction in the number of parameters in gBGL, when compared to those present in the general 2HDM. It has been shown that in gBGL models FCNC are present at tree level, but in a controlled manner, rendering them plausible extensions of the SM. In fact they can have simultaneously FCNC in the up and in the down sector, a difference with BGL models that we know from the subset of BGL models that in the leptonic sector there will be models that additionally have very large $h \to \mu\tau$.
Fig. 4 $\text{Br}(h \rightarrow bs)$ vs. $\text{Br}(t \rightarrow hc)$ FCNC processes in gBGL models

(a) $c_{\beta\alpha}(t^3 + t^{-1}) = 1.$

(b) $c_{\beta\alpha}(t^3 + t^{-1}) = 0.1.$

Fig. 5 $\text{Br}(t \rightarrow hc)$ vs. $\text{Br}(t \rightarrow hu)$ FCNC processes in gBGL models

(a) $\text{Br}(t \rightarrow hu),$ $c_{\beta\alpha}(t^3 + t^{-1}) = 1.$

(b) $\text{Br}(t \rightarrow hu),$ $c_{\beta\alpha}(t^3 + t^{-1}) = 0.1.$

Fig. 6 $\text{Br}(h \rightarrow bs)$ vs. $\text{Br}(h \rightarrow bd)$ FCNC processes in gBGL models

(a) $\text{Br}(h \rightarrow bs),$ $c_{\beta\alpha}(t^3 + t^{-1}) = 1.$

(b) $\text{Br}(h \rightarrow bd),$ $c_{\beta\alpha}(t^3 + t^{-1}) = 0.1.$
NFC models, the only difference lies in the way the quark fields transform under $\mathbb{Z}_2$. gBGL models contain BGL models as special cases, in the sense that in the parameter space of gBGL there are regions where one comes close to particular BGL models. Note that in the limit where a BGL is reached, the Lagrangian acquires a larger symmetry, namely a $\mathbb{Z}_4$ or a $U(1)$ symmetry, dictated by the corresponding neutrino type (either Majorana or Dirac) of the BGL model.

It is well known that the SM does not generate sufficient baryon asymmetry of the Universe (BAU) at the electroweak phase transition. One of the reasons for this is the fact that in the SM CP violation is too small. This stems from the fact that the WB invariant [44,49] controlling CP violation in the SM is of order mass to the 12th. We have analysed in detail how lower order CP odd invariants appear in gBGL models. It turns out that they arise at a much lower mass order which leads to the possibility of generating a much higher BAU, compared to that in the SM.
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A Appendix A: Necessary and sufficient conditions for gBGL

We complete in this appendix the proof of the sufficient conditions in the following general result: the WB invariant matrix conditions

\[
\begin{align*}
\Gamma_1 \Gamma_1 & = 0, \\
\Delta_1 \Delta_1 & = 0,
\end{align*}
\]

are the necessary and sufficient conditions to define gBGL models or a type I 2HDM\(^{\text{7}}\), provided there are no massless quarks.

\(^{\text{7}}\) Since we are not specifying the leptonic sector, with type I we also refer to type X 2HDM.
First,  
\[ D_{d_1} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad D_{d_2} = \begin{pmatrix} d_1 & 0 & 0 \\ 0 & d_2 & 0 \\ 0 & 0 & d_3 \end{pmatrix}, \quad (124) \]

with \( d_1 \neq 0 \). Notice that Eq. (122) together with Eq. (124) with interchanged \( D_{d_1} \leftrightarrow D_{d_2} \) do not match in order to be a solution of Eqs. (19).

(b) Second, \( D_{d_1} \) and \( D_{u_1} \) have equal rank, and we could consider in general permutations of the diagonal elements, for example

\[ D_{d_1} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & d_2 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad D_{d_2} = \begin{pmatrix} d_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & d_3 \end{pmatrix}. \quad (125) \]

Then, of course, the rank of \( D_{d_2} \) is equal to the rank of \( D_{u_2} \).

(c) Third, \( D_{d_1} \) and \( D_{u_1} \) have different rank (and therefore \( D_{d_2} \) and \( D_{u_2} \) also have different rank), for example

\[ D_{d_1} = \begin{pmatrix} d_1 & 0 & 0 \\ 0 & d_2 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad D_{d_2} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & d_3 \end{pmatrix}. \quad (126) \]

We have to explore now which solutions to Eqs. (19) arise from the available possibilities in Eqs. (122)–(123) and Eqs. (124)–(126).

- \( D_{d_1} = 0 \) if and only if \( D_{u_1} = 0 \), which corresponds to a type I or X 2HDM. The proof is simple: if \( D_{d_1} = 0 \), \( D_{d_2} \) has rank 3, and thus \( \Gamma_2 \) has rank 3. Since \( \Gamma_2^\dagger \Delta_1 = 0 \), all column vectors of \( \Delta_1 \) are in the null-space of \( \Gamma_2^\dagger \) (they are all non-zero vectors transformed into the zero or null vector), but since \( \text{rank}(\Gamma_2^\dagger) = 3 \), according to the rank-nullity theorem, the null-space of \( \Gamma_2^\dagger \) has dimension \( 3 - 3 = 0 \), and thus \( \Delta_1 = 0 \), that is, \( D_{u_1} = 0 \). Equation (19) are then trivially verified. Of course, there is also the solution \( D_{d_2} = D_{u_2} = 0 \), which is completely equivalent with a trivial relabelling of the scalar doublets \( \Phi_1 \leftrightarrow \Phi_2 \).

- Next we show that concerning Eqs. (123) and (125)–(126), the ranks of the Yukawa matrices should match in the following manner: \( \text{rank}(D_{d_1}) = \text{rank}(D_{u_1}) \) and \( \text{rank}(D_{d_2}) = \text{rank}(D_{u_2}) \). Consider for definiteness \( D_{u_1} \) and \( D_{u_2} \) as in Eq. (123). First, since \( \Delta_2^\dagger \Gamma_1 = 0 \) and \( \Gamma_2^\dagger \Delta_1 = 0 \), with \( W = W_d^\dagger W_d \),

\[ D_{u_2}^\dagger W D_{d_1} = 0, \quad D_{d_2}^\dagger W^\dagger D_{u_1} = 0. \quad (127) \]

\( D_{u_2}^\dagger W \) has rank 2, and thus its null-space has dimension 1; according to the first equation above, if \( D_{d_1} \) had rank 2, then the null-space of \( D_{u_2}^\dagger W \) would have at least dimension 2 in contradiction with the first statement: consequently, the rank of \( D_{d_1} \) has to be 1. Then \( \text{rank}(D_{d_1}) = \text{rank}(D_{u_1}) = 1 \) and \( \text{rank}(D_{d_2}) = \text{rank}(D_{u_2}) = 2 \).

- The following step is to show that the most general case can be taken to be

\[ D_{u_1} = \begin{pmatrix} u_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & u_3 \end{pmatrix}, \quad D_{u_2} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & u_2 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (128) \]

It is trivial to check that with the insertion of

\[ P_{12} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (129) \]

in \( \Gamma_1 = W_d P_{12} D_{d_1} P_{12} W_{d_1}^\dagger = W_d^\dagger (P_{12} D_{d_1} P_{12}) U_{d_1}^\dagger \), one can redefine \( W_d^\dagger = W_d P_{12} \) and \( U_{d_1}^\dagger = U_d P_{12} \), while \( P_{12} \) in \( P_{12} D_{d_1} P_{12} \) permutes the first and second elements in the diagonal. This would take, for example, Eq. (125) into the desired form, matching with Eq. (123).

- Finally, substituting eq. (128) in \( D_{u_1}^\dagger W D_{d_2} = 0 \),

\[ u_1^\dagger \begin{pmatrix} 0 & d_2 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = 0, \quad (130) \]

we get \( W_{12} = W_{13} = 0 \), while from \( D_{u_2}^\dagger W D_{d_1} = 0 \),

\[ d_1 \begin{pmatrix} u_2^\dagger W_{21} & 0 & 0 \\ u_3^\dagger W_{31} & 0 & 0 \end{pmatrix} = 0, \quad (131) \]

we have \( W_{21} = W_{31} = 0 \). Then \( W \) has the block structure

\[ W = W_u^\dagger W_d = e^{i\omega} \begin{pmatrix} 1 & 0 & 0 \\ 0 & W_{22} & W_{23} \\ 0 & W_{32} & W_{33} \end{pmatrix}. \quad (132) \]
One can now complete the proof; going back to Eq. (117):

\[
\Delta_1 = W_u \begin{pmatrix}
u_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} U_{u_1}^\dagger = W_u \begin{pmatrix}	imes & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{pmatrix},
\]

\[
\Delta_2 = W_u \begin{pmatrix} 0 & 0 & 0 \\ 0 & u_2 & 0 \\ 0 & 0 & u_3 \end{pmatrix} U_{u_2}^\dagger = W_u \begin{pmatrix}	imes & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{pmatrix}, \tag{133}
\]

\[
\Gamma_1 = W_d \begin{pmatrix} d_1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} U_{d_1}^\dagger = W_u W \begin{pmatrix}	imes & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{pmatrix},
\]

\[
= W_u \begin{pmatrix}	imes & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{pmatrix},
\]

\[
\Gamma_2 = W_d \begin{pmatrix} 0 & 0 & 0 \\ 0 & d_2 & 0 \\ 0 & 0 & d_3 \end{pmatrix} U_{d_2}^\dagger = W_u W \begin{pmatrix}	imes & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{pmatrix},
\]

\[
= W_u \begin{pmatrix}	imes & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{pmatrix}. \tag{134}
\]

With a WB transformation given by \( Q_L \mapsto W_u Q_L \) we arrive at the equivalent gBGL structures in Eqs. (14).

Appendix B: Electric dipole moments

Attending to the explicit form of the \( N_d \) and \( N_u \) matrices in Sect. 4 and the discussion in Sect. 8, it is clear that gBGL models include new sources of CP violation. Although the dedicated analysis of Sect. 6 addresses the controlled nature of the FCNC, one might still be concerned with the possibility that too large contributions to EDMs are present, induced in particular by the couplings to the charged scalar \( H^+ \) or by the (flavour) diagonal couplings to the neutral scalars, present in Eqs. (72).

For the latter, let us consider for the moment a generic generation \( j \) of the up sector (for the down sector the reasoning is identical); the flavour diagonal couplings in Eqs. (72) are controlled by \( [N_u]_{jj} \) and \([N_a]_{jj} \gamma_R + [N_u]_{jj} \gamma_L \) for the neutral scalars \( H^0 \) and \( R^0 \), and by \( i [N_a]_{jj} \gamma_R - i [N_u]_{jj} \gamma_L \) for the pseudoscalar \( A \). Following Eq. (57),

\[
[N_u]_{jj} = (t_\beta + t_\beta^{-1}) \tilde{h}_{[u]} |h_{[u]}|^2 m_{u_j},
\]

and hence, for the coupling to \( R^0 \),

\[
[N_a]_{jj} \gamma_R + [N_u]_{jj} \gamma_L = (t_\beta - (t_\beta + t_\beta^{-1}) |\tilde{h}_{[u]}|^2 m_{u_j}, \tag{135}
\]

while for the coupling to \( A \),

\[
i [N_u]_{jj} \gamma_R - i [N_u]_{jj} \gamma_L = i(t_\beta - (t_\beta + t_\beta^{-1}) |\tilde{h}_{[u]}|^2 m_{u_j} \gamma_S. \tag{137}
\]

In general we have

\[
\text{Im} ([N_u]_{jj}) = \text{Im} ([N_d]_{jj}) = 0 \tag{138}
\]

and

\[
\text{Im}\left( \text{Tr} \left\{ N_u M_i^\dagger \right\} \right) = \text{Im}\left( \text{Tr} \left\{ N_d M_i^\dagger \right\} \right) = 0. \tag{139}
\]

With such couplings, the flavour diagonal quark interactions with the different neutral scalars are not CP violating [55, 56], and no contribution to the EDMs arises. This applies to one loop contributions, to two loop Barr–Zee contributions [57], to two loop contributions to the three gluon Weinberg operator [58] and to effective four fermion operators [59]. Notice that, although \( H^0 \) and \( R^0 \) are not the physical scalars, this conclusion remains unchanged when they are rotated into the mass eigenstates \( H \) and \( h \) in Eq. (71).

For the charged scalar \( H^+ \), one loop diagrams and contributions to the three gluon operator are not CP violating. Furthermore, the charged Higgs Barr–Zee contributions which are expected to be dominant [60] (see also [61]), are also CP conserving because their proportionality to \( \text{Im} ([N_u]_{ij} [N_u]_{jj}) = 0 \).
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