Modeling the structural and thermal properties of loaded metal-organic frameworks.
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Abstract

Metal-organic frameworks show both fundamental interest and great promise for applications in adsorption-based technologies, such as the separation and storage of gases. The flexibility and complexity of the molecular scaffold poses a considerable challenge to atomistic modeling, especially when also considering the presence of guest molecules. We investigate the role played by quantum and anharmonic fluctuations in the archetypical case of MOF-5, comparing the material at various levels of methane loading. Accurate path integral simulations of such effects are made affordable by the introduction of an accelerated simulation scheme and the use of an optimized force
field based on first-principles reference calculations. We find that the level of statistical treatment that is required for predictive modeling depends significantly on the property of interest. The thermal properties of the lattice are generally well described by a quantum harmonic treatment, with the adsorbate behaving in a classical but strongly anharmonic manner. The heat capacity of the loaded framework – which plays an important role in the characterization of the framework and in determining its stability to thermal fluctuations during adsorption/desorption cycles – requires, however, a full quantum and anharmonic treatment, either by path integral methods or by a simple but approximate scheme. We also present molecular-level insight into the nanoscopic interactions contributing to the material’s properties and suggest design principles to optimize them.

INTRODUCTION

Tailor-made porous materials like metal-organic frameworks (MOFs) are at the core of emerging technologies due to their exceptional physical and chemical properties such as a tunable ultrahigh porosity and an associated enormous gas storage capacity. Therefore, they have been proposed for applications such as adsorbed natural gas (ANG) storage in vehicles, adsorption-driven heat pumps, and carbon capture and sequestration (CCS). While a lot of work still needs to be done to optimize the crucial adsorption and storage properties of these porous materials, studies on other critical requirements such as heat management are gaining interest. For instance, the heat capacity, i.e., the amount of energy required to increase the material’s temperature, is a fundamental thermodynamic property of interest in these applications which involve large thermal fluctuations as adsorption and desorption processes imply the release or consumption of energy. Moreover, the heat capacity of the MOF affects the energy penalty to regenerate the adsorbent in, for example, CCS. To date, however, information on the heat capacity is lacking for most MOFs and the
influence of adsorbed guest molecules on the heat capacity has not yet been investigated, in contrast to other thermal properties such as the thermal expansion behavior and the thermal conductivity.\textsuperscript{14,16}

Within this context, an efficient and accurate simulation protocol to tackle the structural and thermal properties of MOFs including all the relevant physical effects could facilitate a better understanding of the structure-property relations and suggest design principles for materials with improved properties. Due to the importance of finite-temperature effects, anharmonicity, and nuclear quantum effects (NQEs), the modeling of the thermophysics of MOFs is generally not a trivial exercise. The first two effects have already been the subject of many investigations and were included in our protocol to characterize the thermodynamics of MOFs.\textsuperscript{17,18} Furthermore, very recently, some of the present authors highlighted the necessity of an accurate theoretical framework for the design of thermoresponsive MOFs.\textsuperscript{19} However, the impact of NQEs has so far received far less attention within the MOF community, despite the many light atoms contained in the crystal structure and present inside the pores.\textsuperscript{20,21}

In this regard, path integral molecular dynamics (PIMD)\textsuperscript{22} provides an ideal reference framework for the evaluation of thermodynamic averages, as it seamlessly captures both NQEs and the anharmonic motion of nuclei. The statistics of distinguishable quantum particles can be obtained through the equivalence between the thermodynamics of a quantum system and a classical ring polymer containing $P$ replicas of the system.\textsuperscript{23} In the limit of large $P$ values, NQEs can then systematically be accounted for. The major downside of this technique is the associated high computational cost, \textit{i.e.}, $P$ times the cost of classical molecular dynamics (MD). However, several methodological advances\textsuperscript{24,29} that enable a reduction of the computational cost have made it a mainstream technique for material modeling.\textsuperscript{30}

An additional difficulty arises from the fact that most experiments and practical applications are performed in isothermal-isobaric conditions, while the vast majority of atomistic simulations are performed with a fixed unit cell, corresponding to isochoric conditions. As most
solid materials have a very small compressibility, the difference between the two ensembles is often negligible. For MOFs on the contrary – particularly when loaded with a gas – the behavior in isobaric and isochoric conditions can be very different. Some of us emphasized the importance of taking into account the variations of the cell shape to simulate properties of flexible MOFs. While algorithms for performing path integral simulations at constant pressure conditions exist, an accurate evaluation of the thermophysical properties requires a very large number of replicas for convergence. In this article, we introduce a method, based on a recently developed implementation of high order path integral factorizations, to greatly accelerate the convergence of these simulations.

This method, in combination with a first-principles-based force field, makes it possible to characterize the structural and thermophysical properties of complex molecular systems such as guest-loaded MOFs. We investigate the archetypical case of the well-known MOF-5 in the presence and absence of methane in its pores (see Figure 1). Evaluating and understanding the impact of methane adsorption on the properties of MOFs is especially important as they have been proposed as potential adsorbents for natural gas storage applications. We demonstrate the crucial role of a complete statistical-mechanical description of the quantum and anharmonic fluctuations in MOFs for a correct description of structural
properties and the heat capacity of guest-loaded MOFs. By meticulously disentangling anharmonic and nuclear quantum effects for both the lattice and the guest particles, we are able to propose an efficient empirical calculation scheme which may be used to screen MOFs with beneficial thermal properties on a larger scale.

**METHODOLOGY**

**Materials**

The materials that are considered in this theoretical work are pristine and methane-loaded MOF-5 scaffolds. This framework consists of Zn$_4$O(CO$_2$)$_6$ inorganic nodes connected through 1,4-benzene dicarboxylate (bdc) linkers. The unit cell is cubic and contains eight inorganic nodes, as shown in Figure 1. We consider three different loadings $x$ of 50, 100, and 150 methane molecules in the conventional unit cell (8(Zn$_4$O(CO$_2$)$_6$)·$x$ CH$_4$), which encompasses both the low- and high-adsorption regime. At 100 bar, for example, approximately 120 methane molecules are present per conventional unit cell, as measured by Mason et al. (see SI Figure S2).

**First-principles-derived force fields**

The molecular simulations are performed using newly developed force fields for MOF-5 and methane. They are derived with QuickFF, a software package developed to derive force fields for MOFs in an easy yet accurate way based on information obtained from first-principles input data. Isolated cluster models were used to generate the required first-principles input data, which includes the geometry and the Hessian in equilibrium together with the atomic charges. Within the QuickFF protocol, the quantum mechanical potential energy surface (PES) is approximated by a sum of analytical functions of the nuclear coor-
dinates that describe the covalent and noncovalent interactions. The covalent interactions, which mimic the chemical bonds between the atoms, are approximated by different terms as a function of the internal coordinates (bonds, bends, out-of-plane distances, and dihedrals). The noncovalent interactions are composed of electrostatic and van der Waals interactions. The guest-host interactions between MOF-5 and methane only include noncovalent terms. A detailed discussion of the force field energy expression and derivation is provided in the Supporting Information (see SI Section S4).

**Thermodynamic ensembles**

In order to study the classical and quantum isobaric heat capacity of the guest-loaded MOF scaffold, the classical and quantum isothermal-isobaric thermodynamic ensembles – as defined in Ref. 17 – are respectively used. For a system with \( N \) particles, subjected to an external mechanical stress \( \sigma = P I + \sigma_a \), with \( P \) the hydrostatic pressure and \( \sigma_a \) the deviatoric stress, the classical (\( \square = \text{cl} \)) and quantum (\( \square = qn \)) isothermal-isobaric ensembles at temperature \( k_B T = \beta^{-1} \) and fixed normalized cell tensor \( h_0 \) are described by the partition functions

\[
\Delta_\square(N, P, (h_0), T) \propto \int dV \, e^{-\beta PV} Z_\square(N, V(h_0), T),
\]

where \( Z_\square(N, V(h_0), T) \) are the corresponding canonical partition functions at volume \( V \), normalized cell tensor \( h_0 \), and temperature \( T \). Similarly, the flexible \( N P(\sigma_a = 0) T \) partition functions, which allow the cell shape to change, are defined by the partition functions:

\[
\Delta_\square(N, P(\sigma_a = 0), T) \propto \int dV \, e^{-\beta PV} \int dh_0 \, \delta(\det(h_0) - 1) Z_\square(N, V(h_0), T).
\]
The classical ensembles are sampled by classical molecular dynamics, whereas the quantum ensembles are sampled using path integral molecular dynamics. The latter maps the quantum partition function of a system to that of a classical ring polymer Hamiltonian made of $P$ replicas of the system. Formally, exact results can be obtained in the limit of $P \to \infty$. Unfortunately, the requisite value of $P$ to calculate structural properties rises rapidly with decreasing temperature and for properties such as heat capacity the increase in $P$ is even greater. This makes the standard scheme prohibitively expensive.

**Accelerated simulation scheme**

To remedy this problem, we present an accelerated scheme based on a constant pressure integrator for the high order path integral method. The quantum statistics of distinguishable particles arises from the non-commutative nature of the potential and kinetic energy operators. In standard (second order) path integral schemes, an approximate factorization of the high-temperature Boltzmann operator is introduced, that leads to an error that decreases as $O(1/P^2)$. High order techniques use an alternative splitting of the Boltzmann operator, leading to an alternative ring polymer Hamiltonian with a faster, $O(1/P^4)$ convergence to the exact quantum limit. This makes it possible to reduce the number of replicas and hence the computational cost. While many high order schemes exist, here we focus on the specific case of a fourth-order Suzuki-Chin (SC) splitting, which yields a so-called SC Hamiltonian $H_P^{sc}(p, q)$. Considering for simplicity the case of a single particle in an external potential, the SC Hamiltonian takes the form:

$$H_P^{sc}(p, q) = H_P^0(p, q) + V_P^{sc}(q),$$ (3)
Figure 2: Fractional error in the standard (red) and Suzuki-Chin (blue) path integral estimators of the energy (circles) and the heat capacity (triangles) of empty MOF-5 modeled by the corresponding Debye crystal potential, as a function of the number of beads $P$ at 100 K (bottom) and 300 K (top). The values of the energy and the heat capacity were obtained analytically.

where

$$H_P^0 (p, q) = \sum_{j=1}^{P} \frac{[p(j)]^2}{2m} + \sum_{j=1}^{P} \frac{1}{2} m \omega_P^2 [q(j) - q(j+1)]^2$$

is the ring polymer Hamiltonian of a free particle, subjected to cyclic boundary conditions ($j + P = j$), and

$$V_P^{sc} (q) = \sum_{j=1}^{P/2} \left[ \frac{2}{3} V (q^{(2j-1)}) + \frac{4}{3} V (q^{(2j)}) + \frac{1}{9} \tilde{V} (q^{(2j)}) \right]. \quad (4)$$

Note that the odd and even replicas feel the physical potential $V (q^{(j)})$ scaled by factors of $2/3$ and $4/3$ respectively and that the high order term $\tilde{V} (q^{(j)}) = \omega_P^{-2} m^{-1} |f^{(j)}|^2$, that depends on the modulus of the force $f^{(j)} \equiv -\partial V (q^{(j)}) / \partial q^{(j)}$, only acts on the even replicas.

The improved efficiency of the high order scheme is demonstrated by studying the convergence of the total energy and its temperature derivative for a harmonic model of MOF-5 – obtained by computing the dynamical matrix associated with the first-principles-derived
force field described in the previous section – with respect to the number of replicas. The analysis is done analytically at two different temperatures: $T = 100$ K and $300$ K, as described in Ref. [47]. As shown in Figure 2, the high order scheme improves the convergence of both the energy and the heat capacity by a factor of two at room temperature. In the low temperature or high accuracy regime where quantum effects dominate, the efficiency of the high order scheme is even more significant.

The high accuracy afforded by the SC scheme makes it particularly useful to compute the heat capacity. This far, however, it has only been successfully applied to relatively simple systems [41, 48, 49] and heat capacities in particular have only been reported for small clusters of molecules and constant-volume conditions [50]. The difficulty in applying fourth-order schemes to complex materials can be understood by considering the fact that the force and virial contain derivatives of $\tilde{V}$ with respect to the atomic positions and the cell parameters,

$$\bar{f}^{(j)} \equiv -\frac{\partial \tilde{V} (q^{(j)})}{\partial q^{(j)}}, \quad \tilde{\Xi}^{(j)} \equiv \frac{d \tilde{V} (q^{(j)})}{dh} h^T.$$

Given that $\tilde{V} (q^{(j)})$ already contains first-order derivatives of the physical potential, the computation of the forces and the virial, required to sample the isothermal-isobaric ensemble by means of path integral dynamics, also demands the evaluation of higher-order derivatives of the potential, which is often cumbersome and computationally prohibitive. Much of the work on the practical implementation of high order path integrals has therefore focused on avoiding the calculation of these terms, by sampling the standard path integral Hamiltonian and introducing fourth-order statistics by re-weighting [24, 49]. Unfortunately, re-weighting schemes have poor statistical performance for large systems [24, 51], so the application of the SC scheme has until now been limited to small systems and to constant-volume sampling.

To circumvent these limitations, we evaluate the virial using a finite-difference scheme that has recently been introduced by some of the present authors, to sample the SC canonical partition function directly. We discuss the essential ingredients of this scheme in Appendix
and report a detailed derivation in the SI. Direct access to the instantaneous force and virial allows us to develop an integration scheme that samples the quantum isothermal-isobaric ensemble. This scheme can be regarded as an extension of the second-order scheme introduced in the pioneering work of Martyna and co-workers. The rather cumbersome derivation and the equations of motion are given in the SI. It should be noted that our implementation in i-PI is also fully compatible with multiple time stepping and stochastic thermostating, extending the integrators introduced in Ref. to the isothermal-isobaric ensemble.

By using the finite-difference expressions, only \( P/2 \) additional force evaluations are needed instead of \( P/2 \) Hessians. It is also useful to note that these components have a \( P^{-2} \) prefactor, which means that they become small and slowly varying for typical values of \( P \) used in SC simulations. This facilitates the use of a long time step for integrating the high order forces and virials, enabling us to sample the ensemble while evaluating the expensive terms rather infrequently.

To further reduce the computational effort, we combine this scheme with other accelerated PIMD methods that rely on the separation of the total potential into a cheap short-ranged term and an expensive long-ranged term, which is the case in our study, as discussed in subsection . We consider in particular ring polymer contraction (RPC) and multiple time stepping (MTS). Within the first method, the long-ranged components can be computed separately on a smaller ring polymer of \( P' \) beads, which are subsequently, without loss in accuracy, extrapolated to the case of \( P \) beads. The second method reduces the frequency at which the long-ranged interactions are computed by the use of a longer time step for the integration. The two methods can also be used together to achieve substantial computational savings and can be seamlessly combined with our high order constant pressure scheme.
Calculation of thermodynamic observables

Within the SC scheme, the thermodynamic averages of all structural observables $A$ are estimated by an ensemble average over the odd replicas:

$$A^{\text{OP}} = \frac{2}{P} \left\langle \sum_{j=1}^{P/2} A(q^{(2j-1)}) \right\rangle,$$  \hspace{1cm} (6)

as first demonstrated by Jang and Voth.$^{24}$ These estimators are commonly referred to as “operator” (OP) estimators, as opposed to the “thermodynamic” estimators obtained by derivation of the path integral partition function, that have often pathological statistical behavior. The simplicity of OP estimators makes the SC scheme very appealing in comparison to other high order schemes, in which ad hoc estimators need to be constructed for simple structural observables.$^{49,56}$ The simple OP estimators for the total energy ($\mathcal{E}$) and enthalpy ($\mathcal{H}$) are listed in Appendix . Since the standard estimators for the heat capacity in path integral methods tend to be very complex and exhibit a large variance, we derive an OP double-virial estimator for the isobaric (and isochoric) heat capacity $C_P = \frac{\partial \mathcal{H}}{\partial T}$. The derivation is presented in the SI (Section S3.2) and the resulting expression is given in Appendix , where it is also shown that this estimator has very good statistical properties and outperforms existing heat capacity estimators.$^{57}$ However, in this study we computed thermophysical properties over a broad range of temperatures and found it more convenient to estimate $C_P$ by means of a finite difference approximation to the temperature derivative of the enthalpy:

$$C_P(T) = \frac{\partial \mathcal{H}}{\partial T} \approx \frac{\mathcal{H}|_{T+\Delta T} - \mathcal{H}|_{T-\Delta T}}{2\Delta T}. \hspace{1cm} (7)$$

A dedicated estimator will prove useful in simulations that are targeted at a single, specific temperature.
COMPUTATIONAL DETAILS

The required first-principles cluster data\textsuperscript{58} for the determination of the covalent terms in the force field are generated with \textit{Gaussian} 16\textsuperscript{59} using the B3LYP\textsuperscript{60–62} exchange-correlation functional. A 6-311G(\textit{d,p}) basis set\textsuperscript{63} is used for the C, O, and H atoms, together with the LanL2DZ basis set for Zn.\textsuperscript{64} The atomic charges are derived with the Minimal Basis Iterative Stockholder (MBIS) partitioning scheme.\textsuperscript{65} The atomic charges of the MOF-5 clusters are obtained from the PBE\textsuperscript{66} electron density computed with \textit{GPAW}\textsuperscript{67,68} as implemented in \textit{Horton}.\textsuperscript{69} For methane, the atomic charges are derived from the B3LYP all-electron density obtained with \textit{Gaussian} 16. The parameters of the van der Waals interactions are taken from the MM3 force field.\textsuperscript{70,71} The van der Waals interactions are calculated up to a cut-off of 15 Å and a tail correction is added to the potential and its derivatives.\textsuperscript{72} The initial configurations of the methane molecules are generated using \textit{RASPA}\textsuperscript{73} by inserting methane molecules at random positions, while ensuring that only realistic intermolecular distances are retained. Afterwards a canonical Monte Carlo algorithm was used to equilibrate the positions.

For MOF-5 with and without methane, we perform classical and path integral MD simulations at a mechanical pressure of 1 bar and at different temperatures in the range of 100 K to 500 K. The classical MD simulations of both loaded and pristine MOF-5 are performed using \textit{Yaff} in the \textit{NP}(\sigma_a = 0)T ensemble, \textit{i.e.} with no constraints on the unit cell.\textsuperscript{17} While the covalent interactions are calculated by \textit{Yaff}, the expensive long-range interactions are computed by \textit{lammps}\textsuperscript{74} in a computationally efficient manner. The equations of motion are updated via a Verlet scheme, with a time step of 0.5 fs. The temperature is controlled via a single Nosé-Hoover chain consisting of three beads, with a relaxation time of 100 fs.\textsuperscript{17,78,79} A Martyna-Tobias-Klein barostat with a relaxation time of 1000 fs is used to control the pressure.\textsuperscript{74,75} We performed five independent runs of 500 ps, starting from a different random seed and from different methane positions. For the empty MOF-5, a single trajectory of 500
ps was used. An equilibration time of 100 ps was considered.

The PIMD simulations are performed with the universal force engine i-PI\textsuperscript{33,52} in the $NP(h_0)T$ ensemble, where the cubic symmetry is kept fixed. The evaluation of the forces is carried out by Yaff and lammps, similar to the classical MD simulations, while the time evolution of the nuclei to sample the appropriate thermodynamic ensemble is done with i-PI. To control the temperature, a PILE-L thermostat\textsuperscript{80} is applied to the system and a white noise Langevin thermostat\textsuperscript{81} is applied to the cell. To control the pressure, a path-integral version of the Bussi-Zykova-Parinello (BZP) barostat,\textsuperscript{33,82} adapted to the SC scheme, is used. The time constants for the thermostats and the barostats are same as the ones used in the classical simulations. A BAOAB type\textsuperscript{54} MTS scheme\textsuperscript{53} (see SI Section S2.3) is used to integrate the equations of motion. The computationally cheap short-range terms of the force field are computed on 64 replicas and integrated with a time step of 0.25 fs. The remainder of the interactions, i.e. the expensive long-range interactions, are computed on 8 replicas using RPC and integrated with a time step of 1 fs. As discussed above, a finite differences strategy is adopted to determine the heat capacity from the enthalpy with a temperature interval of 25 K. We performed thirty independent runs of 50 ps, starting from a different random seed and from different methane positions. For the empty MOF-5, five independent trajectories of 125 ps were used. An equilibration time of 25 ps was considered.

**Results**

Having developed an accelerated integration scheme for the quantum isothermal-isobaric ensemble, we now focus on the structural and thermal properties of methane-loaded MOF-5. Extensions towards other MOFs and adsorbates will be the topic of future studies. The importance of the inclusion of NQEs and anharmonicities in the modeling of the heat capacity is probed by comparing the results with other methods such as classical MD, which neglects
Figure 3: Panels (a) and (b) show the lattice parameter $a$ of MOF-5 with $x = 0, 50, 100, 150$ molecules of methane as a function of temperature ($T$), obtained from classical MD and PIMD respectively. Panel (c) shows the linear thermal expansion coefficient ($\alpha$) as a function of $x$. The classical and quantum estimates are respectively shown with dashed and solid lines. Error bars indicate statistical uncertainty.

NQEs, and the harmonic approximation, which neglects anharmonicity. We discuss the accuracy of these commonly-adopted approximations and provide empirical relations, which might resolve the general lack of knowledge on the heat capacity of this class of materials.

**Structural properties**

To unravel the influence of adsorbates on the framework and finally on the heat capacity, we start by investigating the structural response of MOF-5 for various loadings and temperatures. Here, one could expect that a proper inclusion of NQEs already becomes important as zero-point effects were recently found to substantially increase the volume of MOF-5 when comparing classical MD with PIMD. Additionally, NQEs have previously been observed to change the volume of bulk alkanes by about 10%. A comparison of Figures 3 (a) and (b) indeed reveals that the inclusion of NQEs increases the volume by almost 1 % for all loadings and temperatures. Horizontally, this shift corresponds to a more substantial temperature reduction of about 100 K.

Interestingly, the qualitative ordering of the volume as a function of loading at the differ-
ent temperatures does not change appreciably with or without the inclusion of NQEs. At low temperatures, the material slightly shrinks in the presence of methane. The observed adsorption-induced deformation can be understood by attractive van der Waals interactions between the framework and the adsorbed methane. At higher temperatures, by contrast, the empty framework has the lowest volume, as entropic and kinetic effects start dominating and the adsorbed molecules increase the internal pressure, which leads to a volumetric expansion when increasing the loading. The main effect of NQEs on the volume of the guest-loaded system is thus an upward volume shift, which is to a large extent independent of the number of guest molecules and the temperature, and thus originates from the zero-point fluctuations of the framework lattice.

Varying the concentration and the type of adsorbates in the framework was suggested by Calero and co-workers as a way to control and tune the thermal expansion of a system based on classical MD simulations. We confirm that with methane, it is possible to go from the well-known negative thermal expansion behavior of the empty framework towards positive thermal expansion. A proper inclusion of NQEs in our molecular dynamics simulations does not influence the predictions in this temperature window. The role of the quantum mechanical nature of the framework nuclei also remains limited when studying the thermal expansion coefficient, as both classical MD and PIMD simulations lie within the experimental range. This conclusion does not change with methane in the pores, as shown in Figure (c).

A more surprising picture emerges when looking at the distribution of methane inside MOF-5. Recent PIMD simulations of bulk methane (at 110 K) have shown that NQEs lead to significant changes in the structure of methane at low temperature, corresponding to an overall softening of the structure and an increase in the intermolecular distance by about 0.1 Å. In contrast, in our study of methane confined in the pores of MOF-5, even at 100 K – where NQEs are expected to be the greatest – there is no appreciable difference between the
Figure 4: The methane distribution in the pores of MOF-5 at different temperatures as obtained from PIMD simulations. Orange spots indicate high probability adsorption sites. Other colors show the distribution of the low probability methane positions in the conventional unit cell and represent the probability representation (from very high (orange), to high (dark blue), to low (white) probability).
shape of the classical and quantum distribution functions of methane, as shown in Figure 4. This can be understood by the fact that the change in the structure of bulk methane comes entirely from the isotropic expansion of the gas.\textsuperscript{92} In the case of methane molecules confined in the pores, the low compressibility of the framework makes the expansion as observed in bulk methane when including NQEs impossible.

This discussion shows that the structural response of MOF-5 to a varying number of methane molecules and temperature is largely unaffected by NQEs, except for the zero-point lattice fluctuations. Our observations also corroborate the common practice of ignoring NQEs when studying the loading of porous materials by Grand Canonical Monte Carlo simulations.\textsuperscript{73} Nevertheless, this conclusion cannot be generalized to other adsorbates, especially those possessing stronger intermolecular interactions such as hydrogen bonding.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{heat_capacity.png}
\caption{Heat capacity $C_P$ of the empty MOF-5 as a function of temperature ($T$) computed using classical MD (dashed), PIMD (solid) and the harmonic approximation (dotted). The right pointing arrow shows the Dulong-Petit limit. Different experimental results are shown in black using triangular,\textsuperscript{13} square\textsuperscript{95} and diamond\textsuperscript{12} markers. Error bars indicate statistical uncertainty.}
\end{figure}
**Heat Capacity**

MOF-5 has been the subject of a few experimental heat capacity studies\(^{12,13,93,94}\) which have shown that the material has a low specific (or molar) heat capacity, about 0.7 J/g·K at room temperature, even when compared to other MOFs. Depending on the type of the application, a large (*e.g.* for ANG to limit temperature fluctuations) or a small (*e.g.* for CCS to limit the energy penalty) heat capacity is sought after. It is thus important to understand how this property changes at different levels of loading and temperature, and to determine the factors influencing the heat capacity, which is now possible for the first time using our high order PIMD scheme.

In the previous section, it has been shown that classical MD can – at least qualitatively – be used to model the structural response of MOF-5 in the presence of methane at various temperatures. This approach is however expected to fail for the description of the heat capacity since the heat capacity of many systems is dominated by NQEs at room temperature, as evidenced by experimental deviations from the classical Dulong-Petit law. The most common way of including NQEs for solids is the static harmonic approximation, using Einsteins or Debyes harmonic model for solids, which is able to reproduce the heat capacity of many solids and will therefore also be used for comparison.

We begin by presenting the estimates of the temperature dependence of the isobaric heat capacity of the empty MOF-5 framework. As shown in Figure 5, the classical MD estimates (dashed line) are in agreement with the Dulong-Petit law. The simulations yield an almost constant value of 3 k\(_B\) per degree of freedom, which indeed results in large deviations from the experimental values\(^{12,13,93,94}\). Upon inclusion of NQEs with our PIMD scheme (solid line), we find that the results follow the experimental measurements reasonably well up to almost 400 K. This agreement is remarkable as these measurements are typically carried out on the as-synthesized sample, which possibly includes solvents\(^{12}\) and differs from the perfect crystal that we have simulated. Figure 5 also reveals that the results obtained using the simple and
Figure 6: Panel (a) shows the comparison of the classical (dashed), quantum (solid), and harmonic estimates (dotted) of the isobaric heat capacity $C_P$ of MOF-5 with 100 molecules of methane, as a function of the temperature $T$. Panel (b) shows the temperature dependence of the quantum isobaric heat capacity of MOF-5 with $x$ molecules of methane. Panel (c) shows the quantum isobaric heat capacity of the MOF with $x$ molecules of methane as a function of $x$ at 300 K. Error bars indicate statistical uncertainty.

A computationally inexpensive harmonic approximation (dotted line) are in good agreement with the exact values computed with PIMD. This implies that anharmonic quantum contributions to the heat capacity and the effect of an adequate anharmonic sampling are small for the empty MOF. Moreover, the harmonic approximation using the UFF4MOF force field yields largely similar results (see SI Section S6.1), so that a less accurate inexpensive and generic model for the potential energy surface is capable of reproducing the heat capacity of the empty framework.

Another notable detail of our calculations is that the harmonic approximation was used to estimate the isochoric heat capacity instead of the isobaric one. As the isobaric and isochoric heat capacities are almost the same, the MOF behaves like a regular solid, despite its large negative thermal expansion coefficient. The harmonic approximation could therefore serve as an efficient procedure to accurately estimate the heat capacity of the empty framework in the increasing number of high-throughput MOF screenings.

In order to study the effect of adsorbates, we start by considering the case of a loading $x$ of 100 methane molecules per conventional unit cell ($8(\text{Zn}_4\text{O(CO}_2)_6) \cdot 100 \text{CH}_4$). Although a
Figure 7: Panels (a), (b) and (c) respectively show the decomposition of the specific heat capacity of the MOF and the adsorbate system into host, host-guest, and guest-guest contributions for different gas loadings \( (x) \). The curves were obtained by deriving a polynomial fit to the energy as a function of temperature.

A high-level PIMD strategy might not be required to estimate the heat capacity of the empty MOF host, PIMD proves to be crucial to capture the correct temperature dependence of the loaded system, as can be seen in the left panel of Figure 6. Here, anharmonic effects become important as we observe differences between the PIMD results and the harmonic approximation. The discrepancy in the qualitative behavior of the heat capacity between both techniques can be understood through the mobility of the guest molecules in the large pores of the framework, which cannot be adequately captured by a harmonic approximation.

These low-frequency anharmonic motions explain why we find at the classical MD level a similar low-temperature dependence as in PIMD, but only PIMD simulations include both anharmonic and nuclear quantum effects correctly. Interestingly, the combination of both effects yields a heat capacity that does not change monotonically, but exhibits a minimum at about 200 K.

Extending towards other loadings of methane in the middle panel of Figure 6, it becomes clear that the heat-capacity minimum as a function of temperature depends strongly on the number of guests and becomes more pronounced at higher loadings. Even when expressing the heat capacity normalized to the total mass of the system, one can see that at a fixed temperature \( C_p \) increases almost linearly with the loading (see Figure 6 (c) at 300 K). For
Figure 8: The decomposition of the total heat capacity of MOF-5 with 100 methane molecules per unit cell into covalent (COV), electrostatic (EI), and van der Waals (DISP) contributions. The curves were obtained by deriving a polynomial fit to the energy as a function of temperature.

The volumetric heat capacity, i.e., the heat capacity per unit of volume of the system, similar results are obtained (see SI Section S6.3).

To rationalize the origin of the non-monotonic temperature dependence of the heat capacity, we determine which interactions give the most substantial contribution to $C_p$. To this end, the force-field energy contributions are decomposed in terms of the host, host-guest, and guest-guest interactions (see SI Section S6.2). Figure 7 displays the most important results of this analysis. The host and guest-guest contributions to the specific heat capacity are visualized in panels (a) and (c). The shape of the different host curves appears to be independent of the loading. In fact, when rescaled to the mass of the empty MOF, the curves coincide with one another and with the curve obtained within the harmonic approximation. This demonstrates that the degrees of freedom of the MOF-5 framework, which are more strongly quantized, are predominantly harmonic and do not significantly change due to the interaction with methane. Their contribution to the total heat capacity per unit
mass, however, decreases with the loading due to a change in the mass balance. The guest-guest interactions, on the other hand, are relatively constant and only show a small increase when going from 100 K to 500 K, due to the activation of high-frequency vibrational modes. The most interesting contribution arises from the host-guest interactions, which explains the non-monotonic behavior of the specific heat capacity of the guest-loaded system. The contribution of these interactions decreases with a sharp temperature dependence when sufficient guest molecules are present inside the pores. The large heat capacity at temperatures lower than 100 K originates from the known first-order structural phase transition of methane in MOF-5 at 60 K,\textsuperscript{100,101} from which we observe the decreasing tail. Since the methane molecules are more localized at low temperatures, the attractive host-guest interactions allow to efficiently store thermal energy. At higher temperatures, from 250 K to 500 K, the host-guest contributions become negligible as the confined guests become more mobile and less bound to the framework, so that the increase in thermal energy can no longer be stored in the physical interactions between the methane guests and the MOF-5 host.

Another decomposition of the force-field energy in terms of the covalent, electrostatic, and van der Waals interactions shows that the short-range covalent interactions and thus the network of chemical bonds (Figure 8) dominate the contributions to the heat capacity. For the empty MOF-5 framework, the noncovalent interactions are negligible (see SI Section S6.2). This confirms that the heat capacity of empty MOF-5 can be approximated by considering only contributions from the separate molecular fragments of the material\textsuperscript{12} and suggests why the harmonic approximation works well for this material. For the loaded framework, the noncovalent part starts to play a role, which is especially true for the host-guest interactions. Not surprisingly, in the case of nonpolar methane molecules, these interactions are dominated by the van der Waals terms in the force field (see SI Section S6.2). This suggests that the use of different, more polar, guests in which electrostatic interactions play a more prominent role (e.g. CO$_2$) could give rise to other interesting phenomena. However, care must be taken in interpreting these different terms as a separation is not unambiguously defined and might
be force-field dependent.

The interplay of gas loading, anharmonicities, and quantum effects

Our analysis of the structural and thermal properties of methane-loaded MOF-5 shows that the total system does not always need a full treatment of anharmonicities and NQEs. This suggests that a full path integral sampling of the entire system may not be necessary, especially if qualitative trends are to be studied. Hence, inspired by our results, we propose an empirical formula for the volume and the heat capacity in which the most important effects, i.e., anharmonicities and/or NQEs, are captured and which might prove to be beneficial for future studies of guest-loaded MOFs.

As discussed above, the main difference between the volume with or without NQEs comes from zero-point effects in the lattice. The correct volume can therefore be estimated as follows:

\[ V \approx V_{\text{qn}}^{\text{anh}}[\text{MOF-5}] - V_{\text{cl}}^{\text{anh}}[\text{MOF-5}] + V_{\text{cl}}^{\text{anh}}[\text{MOF-5} + \text{CH}_4], \]

where \( \text{anh} \) stands for the inclusion of anharmonicities with MD, and \( \text{cl} \) and \( \text{qn} \) denote the use of classical or path integral MD respectively. The left most panel of Figure 9 indicates that this approximate volume agrees very well with the exact results obtained from PIMD simulations. A more stringent test is the thermal expansion coefficient, which is – as shown in Figure 9 (b) – also in excellent agreement with the PIMD results. For systems where a first-principles treatment of the potential energy surface is required and PIMD simulations are too expensive, other approximate techniques such as the quasi-harmonic approximation or classical MD with a quantum thermostat could be used to estimate the zero-point effects.

In contrast, we observed in the previous section that the heat capacity of the framework
could be estimated with a harmonic approximation, while the guest-host interactions are dominated by anharmonicities. For that reason, we propose:

\[ C \approx (C_{\text{qnn}}^{\text{har}} - C_{\text{cl}}^{\text{har}} + C_{\text{cl}}^{\text{anh}}) \text{[MOF-5 + CH}_4\text{]}, \]

in which the high frequency modes of adsorbate and the MOF are treated in a harmonic fashion and the host-guest interactions are treated classically. For \( C_{\text{cl}}^{\text{har}} \), the Dulong-Petit law can be used. As shown in the rightmost panel of Figure 9, our suggested approximation is even able to qualitatively reproduce the heat capacity minimum for a loading of 100 methane molecules. Beyond 200 K, the agreement between the empirical expression and the exact PIMD becomes quantitatively correct. This method could thus be an inexpensive route to estimate the heat capacity of guest-loaded MOFs.
Conclusions

To summarize, we developed an efficient and accurate methodology to calculate the isobaric thermophysical properties of materials, that is generally applicable and therefore ideally suited to the study of guest-loaded MOFs. For this purpose, we derived and implemented the necessary algorithms in i-PI\textsuperscript{52} to perform simulations in the quantum isothermal-isobaric ensemble using the Suzuki-Chin path integral molecular dynamics framework. The method is rigorous and can be seamlessly combined with other cost-reduction techniques, which facilitates a huge reduction of the computational cost compared to standard techniques.

We demonstrated the applicability of our approach by investigating the heat capacity of the prototypical MOF-5 loaded with different numbers of methane molecules. We observed that the level of statistical sampling that is needed to achieve quantitative accuracy depends on the property of interest. For all the cases we considered, we found the framework to behave in a strongly quantized manner, but to be largely amenable to a harmonic treatment. The adsorbates, on the other hand, show only mild quantum effects in their intermolecular interactions, but require a full anharmonic description. The heat capacity shows a particularly subtle interplay of quantum and anharmonic fluctuations, that results in a non-monotonic temperature dependence of the heat capacity with a minimum.

Through a decomposition of the heat capacity into molecular interactions, we find that the host-guest interactions are responsible for this behavior, as their contribution to the total heat capacity decreases with temperature. By comparing the behavior of different classes of framework materials and guest molecules, this may reveal new design rules to optimize the thermal behavior of a storage material over a broad range of temperatures and levels of loading. Our approach provides an affordable route to perform benchmark studies and approximation strategies to carry out the high-throughput studies that are needed to obtain a complete understanding of the interplay between framework, adsorbate, and quantum mechanical and anharmonic fluctuations that determine the thermophysical properties of...
MOFs.
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Suzuki-Chin forces and virials

Recently, some of the present authors showed that the high-order force can be estimated without computing the Hessian in a finite difference fashion\cite{20} (see SI Section S1.5):

\[
\tilde{f}^{(2j)} = \omega_p^{-2} m^{-1} \frac{\partial}{\partial q^{(2j)}} |f^{(2j)}|^2
\]

\[
= -2\omega_p^{-2} \lim_{\epsilon \to 0} \frac{1}{\epsilon \delta} \left( f^{(2j)} | q^{(2j)} + \epsilon \delta u^{(2j)} - f^{(2j)} \right),
\]

(8)

where \( u^{(2j)} = f^{(2j)}/m \) and \( \delta = \left[ (3NP)^{-1} \sum_{j=1}^{P} u^{(j)} \cdot u^{(j)} \right]^{-\frac{1}{2}} \) is a normalization factor, so that \( \epsilon \) represents the root mean square displacement applied to each atom. This avoids the explicit calculation of the Hessian and allows for the direct sampling of the Suzuki-Chin canonical ensemble. Following a similar strategy (see SI Section S1.6), we show that the high-order component of the virial can be estimated as:

\[
\tilde{\Xi}^{(2j)} = \left[ -\sum_{i=1}^{N} q_i^{(2j)} \otimes \tilde{f}_i^{(2j)} + \frac{\partial \tilde{V}(q^{(2j)})}{\partial h} h^T \right]
\]

\[
= -2\omega_p^{-2} \sum_{i=1}^{N} f_i^{(2j)} \otimes f_i^{(2j)}/m
\]

\[
+ \lim_{\epsilon \to 0} \frac{1}{\epsilon \delta} \left( \Xi^{(2j)} | q^{(2j)} + \epsilon \delta u^{(2j)} - \Xi^{(2j)} \right).
\]

(9)

Suzuki-Chin Estimators

The operator (OP) and thermodynamic (TD) estimators of the energy for Suzuki-Chin isothermal-isobaric PIMD simulations of a single particle system, described in Section , are given by

\[
\mathcal{E}^{\text{OP}} = \frac{3}{2\beta} + \frac{2}{P} \sum_{j=1}^{P/2} \left\langle -\frac{1}{2} (q^{(2j-1)} - \bar{q}) \cdot f^{(2j-1)} \right\rangle
\]
Figure 10: The top panel shows the convergence of the isobaric heat capacity of liquid water at 300 K, modeled by the q-TIP4P/f potential, as a function of number of replicas. The blue curve was obtained from standard PIMD using the Yamamoto estimator while the red and green curves were obtained from SC PIMD using the Yamamoto (TD) and OP estimator respectively. The dashed black line represents the experimental result. Error bars indicate statistical uncertainty. The bottom panel represents the instantaneous values of the the computationally expensive $\mathcal{E}_{\square}^{\square}$ term when computed with the OP and the Yamamoto (TD) estimator.
\[ \langle V(\mathbf{q}^{(2j-1)}) \rangle \]

\[ \mathcal{E}_{\text{TD}} = \frac{3}{2\beta} + \frac{1}{\beta} \sum_{j=1}^{P} \left\langle \frac{1}{2} (\mathbf{q}^{(j)} - \bar{\mathbf{q}}) \cdot \mathbf{f}^{\text{sc}}(j) \right\rangle \]

\[ + \frac{1}{P} \sum_{j=1}^{P/2} \left\langle \frac{3}{9} \mathbf{V}(\mathbf{q}^{(2j)}) \right\rangle + \frac{1}{P} \sum_{j=1}^{P} \left\langle w_j \mathbf{V}(\mathbf{q}^{(j)}) \right\rangle \]

(11)

where \( \bar{\mathbf{q}} \equiv \frac{1}{P} \sum_{j=1}^{P} \mathbf{q}^{(j)} \) is the position of the centroid, \( \mathbf{f}^{\text{sc}}(j) \equiv -\partial V^{\text{sc}}(\mathbf{q}^{(j)}) / \partial \mathbf{q}^{(j)} \) the total Suzuki-Chin force, and \( \langle \cdot \rangle \) denotes a thermodynamic average over the quantum isothermal-isobaric ensemble. The generalization to a many particle system is straightforward. The \( \square = \text{OP} \) or \( \square = \text{TD} \) estimators of the enthalpy are obtained through the simple expression:

\[ \mathcal{H}^{\square} = \mathcal{E}^{\square} + \mathcal{P} \langle \mathcal{V} \rangle . \]

(12)

The \( \square = \text{OP} \) or \( \square = \text{TD} \) (that we will refer to as the Yamamoto estimator\textsuperscript{[57]}) double virial estimators of the heat capacity take the following form:

\[ \frac{C_{\mathcal{H}}^{\square}}{k_B \beta^2} = \text{Cov}[\mathcal{H}^{\square}, \mathcal{H}^{\text{TD}}] + \mathcal{E}^{\square'}, \]

(13)

where \( \mathcal{E}^{\square'} \) for \( \square = \text{TD} \) is given in Ref.\textsuperscript{[50]} and

\[ \mathcal{E}^{\text{OP}'} = \frac{3N}{2\beta^2} + \frac{1}{P} \sum_{j=1}^{P/2} \left\langle (\mathbf{q}^{(2j-1)} - \bar{\mathbf{q}}) \cdot \mathbf{f}^{(2j-1)}_{\text{dcv}} \right\rangle . \]

(14)

The double virial force \( \mathbf{f}^{(2j-1)}_{\text{dcv}} \), which depends on the Hessian of the physical potential, can be estimated in a computationally efficient way by finite differences:

\[ \mathbf{f}^{(j)}_{\text{dcv}} = \frac{3}{2} \mathbf{f}^{(j)} + \lim_{\epsilon \to 0} \frac{1}{2\epsilon} \left[ \mathbf{f}^{(j)} |_{\mathbf{q}^{(j)} + \epsilon (\mathbf{q}^{(j)} - \bar{\mathbf{q}})} - \mathbf{f}^{(j)} \right] . \]

(15)

We test this estimator on the well known isobaric heat capacity of liquid water which is 1
cal mol$^{-1}$K$^{-1}$ or 9 $k_B$ per molecule at 300 K. The water is modeled with the q-TIP4P/f force field and the heat capacity is estimated with SC PIMD using the aforementioned DCV estimators. As shown in Figure 10, both estimators converge to the same value and are in excellent agreement with the experiments. More importantly, however, the variance of the computationally expensive $\mathcal{E}_{C'}$ term with the OP method is almost two orders of magnitude smaller than with the Yamamoto estimator. The OP estimator also requires one fourth of the number of force evaluations than its Yamamoto counterpart and should therefore always be preferred.
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