Underwater target recognition method based on convolution residual network
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Abstract. The underwater target radiated noises usually have characteristics of low signal to noise ratio, complex signal components and so on. Therefore the recognition is a difficult task and powerful recognition method must be applied to obtain good results. In this paper, a recognition method for underwater target radiated noise time-frequency image based on convolutional neural network with residual units is proposed. The principles and characteristics of the convolutional residual network are analyzed and three basic convolutional residual units are put forward. Then three convolutional residual network models with very deep structure are established based on basic convolutional residual units and some normal convolution layers. The number of the hidden layers is 50, 100 and 150 respectively and softmax algorithm is used as the top classifier. The wavelet transform is adopted to generate time-frequency images of the underwater target radiated noises with frequency band of 10–200Hz, thus ensuring the accuracy of local structure of the image, then the above three models can be used to recognize the images. The experimental data of two types of targets were processed. The results are as follows. As the number of training time increases, the training loss shows a convergence trend and the recognition accuracy of test data gradually increases to more than 90%. In addition, the top-level output has obvious separability. The final recognition accuracies of the three convolutional residual networks are all over 93% and higher than that of normal convolutional neural network with 5 layers. As the number of layers increases, the recognition accuracy of the convolutional residual network increases to a certain extent, illustrating the increase of layer number can improve the processing effect. The analysis results show that the convolution residual network can extract features with separability through deep structure and achieve effective underwater target recognition.

1 Introduction

Underwater target recognition is the key technology to improve the intelligentization of underwater acoustic equipment. It has been a hot topic in the field of underwater acoustic signal processing for a long time. The traditional underwater target recognition is mainly realized by extracting separability features and designing classifier to recognize the separability features [1,2]. Because of the complexity of the marine environment and the specificity of the underwater acoustic channel, the features that can reflect the nature of the target are often the results of the combination of various original features according to the degree of contribution and correlation. Therefore, separability features extracting is a difficult problem for underwater target recognition so far.

In recent years, artificial intelligence, big data and other technologies have been developing rapidly. And the deep learning is a hot research direction in the field of artificial intelligence. The concept was first put forward by G. Hinton in 2006 [3]. Compared with traditional machine learning methods, the number of hidden layers in deep learning model is greatly increased, which greatly improves the ability of complex computing. Since put forward, the deep learning has attracted wide attention. Not only the theoretical algorithm has been constantly updated, but also the actual models have been used in many situations such as speech signal process and image recognition [4–10]. In the field of underwater acoustic signal processing, some scholars have tried to apply deep learning algorithms such as convolutional neural network (CNN) and deep belief network (DBN) to underwater target recognition and get some effect [11–14]. Compared with the usual speech signal and image, underwater acoustic signal has lower signal-to-noise ratio and more complex components, so the deep learning model should be optimized according to the characteristics of underwater acoustic signal.

Many studies show that increasing the depth of neural network can effectively improve the computing ability. The AlexNet, VGGNet, and Google Inception Net successively won classification project champions in ILSVRC (ImageNet Large Scale Visual Recognition Challenge). The number of network layers of the above models is 8, 19 and 22 respectively, and their recognition ability is improved in turn. However, the deepening of the number of networks has also brought problems such as difficulties in training [15]. In 2015, K. He from...
Microsoft Research Institute proposed residual neural network and the application of model with 152 layers again refreshed the record rate of ILSVRC identification project. The structure of residual neural network can speed up the training of neural network with deep layers and improve the training accuracy of the model. Now it has become a research hotspot in deep learning [16-18].

In this paper, convolution residual network models with different layers were constructed and then used for time-frequency image recognition of underwater target radiated noises. The research results can provide a basis for the application of deep convolutional neural network in underwater acoustic signal recognition.

2 Methods

2.1 Convolutional neural network

Convolutional neural network is a kind of artificial neural network. Its early model is called as neurocognitive machine. It is a biophysical model inspired by the neural mechanism of vision system. Convolutional neural network can be regarded as a special multilayer perceptron designed for two-dimensional object recognition. It has the characteristics of local connection and weight sharing. Traditional recognition algorithms need to extract data features before recognition. But convolutional neural network can directly input pictures into network and automatically extract features. The model has a high degree of invariability to the deformation of the image.

Fig.1 shows a general structure diagram of convolutional neural network. The hidden layers of convolutional neural network mainly consist of convolution layer and pooling layer. The convolution layer is used to extract features by translating a number of convolution kernels on original image. Each feature is a feature map.

Fig. 1. General structure of convolutional neural network.

The pooling layer decreases the parameters to be learned and then reduces the complexity of the network. The most common pooling methods are maximum pooling and average pooling.

2.2 Convolution residual network

In general, depth plays an important role in convolutional neural network. However, when information is transferred between traditional convolution layer or fully connected layer, there will exist the problem of information loss. So the deeper the network is, the more difficult it is to train. For the traditional convolutional neural network, the accuracy will be increased gradually and reach a peak in the process of increasing depth. Then the accuracy rate will decline with the continuing increase of depth. This is not caused by the overfitting problem, because the error not only increases in the test set but also increases in the training set.

Fig. 2. Basic schematic diagram of residual module.

Convolution residual network solves this problem in a certain extent through inputting information to output directly. Then the integrity of the information is protected. The network only needs to learn the difference between input and output, and the learning goal is simplified. Fig.2 shows the basic principle frame diagram. Set the input and expected output of a neural network module are \( x \) and \( y \) respectively, then

\[
y = F(x) + W_r x
\]

where \( F(x) \) is the residual learning function. There are two computing layers in the diagram. That is, a convolution operation is performed on the \( x \) first, which is activated based on ReLU function, and then a convolution operation is performed on the activation result. \( W_r x \) is the direct input of \( x \) and \( W_r \) is a weight matrix set to match the dimensions of \( F(x) \). If the dimensions of \( x \) and \( F(x) \) are the same, then \( W_r \) is 1. At this time, the objective learning function of the neural
network model is $F(x) = y - W_x$, that is, the learning target is the residual between the output and the input. Fig. 3 shows two commonly used residual learning units. Fig. 3(a) shows the 2-layer structure residual learning module, which contains 3×3 convolution products with the same number of output channels. Fig. 3(b) shows the 3-layer structure residual learning module. Both layers outside are 1×1 convolutions and the middle layer is 3×3 convolutions.

3 Experiment and result

3.1 Data pre-processing

The raw data to be identified are two kinds of experimental signals of underwater target radiated noises. The sampling frequency is 5000Hz. Fig. 4 shows some random selected segments. It can be seen that the signal to noise ratio is very low and the composition of the signal is complex. The components that can reflect intrinsic properties of targets can be extracted from underwater target radiated noise in frequency domain. In general, these separability characteristics mainly exist in the low frequency spectrum of 10-200Hz range. Therefore, the original signal is preprocessed by time-frequency transform to obtain time-frequency images that can highlight signal separability as input data for deep learning model.

![Normalized time](image)

(a) Radiated noise of target 1

![Normalized time](image)

(b) Radiated noise of target 2

Fig. 4. Underwater target radiated noises.

At present, the commonly used time-frequency transform methods include short time Fourier transform, Wigner-Ville distribution, wavelet transform and so on, in which wavelet transform is the improvement of short time Fourier transform. By setting $f(t)$ as an arbitrary function in the $L^2(R)$ space, its continuous wavelet transform can be expressed as

$$WT_f(a, \tau) = \langle f(t), \psi_{a, \tau}(t) \rangle = \frac{1}{\sqrt{a}} \int R(t) \phi \left( \frac{t-\tau}{a} \right) dt \tag{2}$$

where $\psi_{a, \tau}(t)$ is wavelet basis function, $a$ is stretching factor, $\tau$ is translation factor. The wavelet transform maps the signal from one-dimensional time domain to two-dimensional time-frequency domain. By adjusting $a$ and $\tau$, the wavelet coefficients with multi-resolution can be obtained, thereby realizing the localized time-frequency analysis of the signal. At present, the wavelet transform has been applied in the ship radiated noise feature extraction and achieved relatively good results [19,20].

The time-frequency images of the target signals were generated based on the wavelet transform. The wavelet basis is Complex Morlet (CMOR). It is a complex sinusoidal modulation Gaussian wave. The resolution of finally acquired time-frequency image is 256*256 and the frequency is 10–200Hz, so that the time-frequency image can highlight the separability as much as possible. The number of samples is 8500. Fig. 5 shows the generated time-frequency image results.
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(a) Time-frequency image of target 1

![Normalized time](image)

(b) Time-frequency image of target 2

Fig. 5. Time-frequency image of target signal.

3.2 Underwater Target Recognition

Convolution residual network models were established to identify the time-frequency images of target signals, including 50-layer model, 101-layer model, and 152-layer model. All three models were first processed by ordinary convolution layer with kernel size of 7×7 and step length of 2. After a maximum pooling layer with size of 3×3 and step length of 2, the output features with size of 64×64 can be obtained. The convolution layer and the pooling layer are respectively represented as $C_{layer}$ and $P_{layer}$. Then the models were designed using four different residual modules, which are represented as $R_{module1}$, $R_{module2}$, $R_{module3}$ and $R_{module4}$ respectively. The residual module was generated based on the three-layer structure residual learning units shown in Fig. 3(b). By
combining different numbers of residual learning units, convolution residual network model with different number of hidden layers can be obtained. The size of the output characteristic results is 8×8. Table 1 shows the specific convolution residual network model parameters. Finally, the softmax classifier was used to classify the feature results. The softmax is a multi-class classifier commonly used in deep learning and machine learning [21].

Table 1. Specific structure of convolution residual network models.

| Model with 50 layer | Model with 101 layer | Model with 152 layer |
|---------------------|----------------------|----------------------|
| $C_{layer}$         | 7×7, 64, step length 2 | 7×7, 64, step length 2 | 7×7, 64, step length 2 |
| $P_{layer}$         | 3×3, step length 2 | 3×3, step length 2 | 3×3, step length 2 |
| $R_{module1}$       | [1×1, 164, 3] | [1×1, 164, 3] | [1×1, 164, 3] |
|                     | [3×3, 3, 3] | [3×3, 3, 3] | [3×3, 3, 3] |
|                     | [1×1, 1, 256] | [1×1, 1, 256] | [1×1, 1, 256] |
| $R_{module2}$       | [1×1, 1, 128, 4] | [1×1, 1, 128, 4] | [1×1, 1, 128, 4] |
|                     | [3×3, 3, 128] | [3×3, 3, 128] | [3×3, 3, 128] |
|                     | [1×1, 1, 512] | [1×1, 1, 512] | [1×1, 1, 512] |
| $R_{module3}$       | [1×1, 1, 256, 6] | [1×1, 1, 256, 6] | [1×1, 1, 256, 6] |
|                     | [3×3, 3, 256] | [3×3, 3, 256] | [3×3, 3, 256] |
|                     | [1×1, 1, 1024] | [1×1, 1, 1024] | [1×1, 1, 1024] |
| $R_{module4}$       | [1×1, 1, 512, 3] | [1×1, 1, 512, 3] | [1×1, 1, 512, 3] |
|                     | [3×3, 3, 512] | [3×3, 3, 512] | [3×3, 3, 512] |
|                     | [1×1, 1, 2048] | [1×1, 1, 2048] | [1×1, 1, 2048] |

The above three kinds of convolution residual network models were used to process the time-frequency images of the target signal, in which the number of training samples is 6800 and the number of test samples is 1700. The size of each training data batch as well as that of test data batch is 32. The training time and testing time is 500 and 50 respectively.

Fig.6(a) shows the training error when training the 50-layer model. It can be seen that as the number of training time increases, the error gradually decreases and the result shows a convergence trend. Based on the test data, the accuracy rate of the model in the training process is tested. The change curve is shown in Fig. 6(b). It can be seen that the accuracy rate gradually increases to more than 90%.

The test data is processed based on the trained 50-layer model. Fig.7 shows the top-level output. It can be seen that most of the two types of targets have been separated.

The above three convolution residual network models with different layers and ordinary convolutional neural network with 5 layers were used to identify the test data. The ordinary convolutional neural network contained three convolution layers and two fully connected layers.

![Training error curve](image)

Fig. 6. Analysis of training process of convolution residual network.

![Top-level output](image)

Fig. 7. Top-level output of convolution residual network.

Table 2 shows the recognition accuracy. It can be seen that the three convolution residual network models have higher recognition accuracy than that of the ordinary convolutional neural networks. For the three
convolution residual network models, the accuracy of the 101-layer model and the 152-layer model is higher than that of the 50-layer model.

This shows that the increase in the number of layers can improve the complex computing capacity of the model to a certain extent, thereby improving the target recognition accuracy.

**Table 2.** Recognition accuracy of each method.

| Models     | Convolutional residual network | Convolutional neural network |
|------------|--------------------------------|-----------------------------|
|            | 50-layer model                  | 101-layer model             | 152-layer model             |
| Accuracy/\(^\circ\) | 93.13                          | 95.20                       | 95.85                       | 88.50                       |

### 4 Conclusions

The underwater target radiation noise identification method based on convolution residual network was studied in this paper. Based on the analysis of the convolution residual network principle, three kinds of convolution residual networks with different layers were established. Two types of underwater target experimental signal time-frequency images were generated based on wavelet transform and then were identified. The results show that the recognition accuracy of convolution residual network models is higher than that of ordinary convolutional neural network, and the increase of layer number of convolutional residual network can improve the recognition accuracy to a certain extent. This shows that the convolution residual network with deep structure can realize the effective recognition of underwater targets.
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