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Abstract—There has been an increase in research in developing machine learning models for mental health detection or prediction in recent years due to increased mental health issues in society. Effective use of mental health prediction or detection models can help mental health practitioners redefine mental illnesses more objectively than currently done, and identify illnesses at an earlier stage when interventions may be more effective. However, there is still a lack of standard in evaluating bias in such machine learning models in the field, which leads to challenges in providing reliable predictions and in addressing disparities. This lack of standards persists due to factors such as technical difficulties, complexities of high dimensional clinical health data, etc., which are especially true for physiological signals. This along with prior evidence of relations between some physiological signals with certain demographic identities restates the importance of exploring bias in mental health prediction models that utilize physiological signals. In this work, we aim to perform a fairness analysis and implement a multi-task learning based bias mitigation method on anxiety prediction models using ECG data. Our method is based on the idea of epistemic uncertainty and its relationship with model weights and feature space representation. Our analysis showed that our anxiety prediction base model introduced some bias with regards to age, income, ethnicity, and whether a participant is born in the U.S. or not, and our bias mitigation method performed better at reducing the bias in the model, when compared to the reweighting mitigation technique. Our analysis on feature importance also helped identify relationships between heart rate variability and multiple demographic groupings.
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I. INTRODUCTION AND BACKGROUND

Irrespective of the advancements that machine learning has made possible in several fields such as language technologies, computer vision and medical applications, negative bias is often embedded in the essence of machine learning algorithms. Negative bias is an erroneous assumption made by an algorithm, that is systematically prejudiced against certain groups of people. Negative biases can be encoded in algorithms due to a number of factors, the first being imbalance in the representation of different population categories in the training data. If certain demographics are lacking from the sample data, models trained on this data often do not generalize when applied to new data that contains those missing demographics [12]. The second factor that could introduce negative bias in machine learning algorithms is biased human labeling. This is due to the fact that data that are fed into models, especially supervised or semi-supervised models which are widely used in various jurisdictions, are manually labeled by humans who are inherently biased. These models ultimately reflect people’s impressions and sustain or further magnify bias from the labeled data [34]. Training and labeled data aside, there is still risk of introducing bias in the functional form of a model through features and modeling techniques [12].

Due to the expanding popularity of machine learning and the inherent biases that come with it, there has been an increased focus on bias and fairness in the field. There are several works on how to accurately define and measure fairness in systems [18], [21], [29], how to analyze and mitigate bias using various techniques [12], [22], [38], and a few works that assess the trade-offs between fairness and accuracy in these models [26], [33].

Mental health poses a significant challenge for an individual’s well-being, and it is estimated that 792 million people lived with a mental health disorder in 2017 [27]. This is slightly more than one in ten people globally (10.7%). Rising statistics like this has led to an increase in research on mental health, including mental health and well-being prediction using physiological signals over the past couple of years. Several authors research on predicting stress levels, and various mental health conditions using data collected both in clinical settings and in the wild [1], [7], [30], [31], [36], [39].

With the rise in popularity of this field of research and its widespread applications in psychiatry and psychology, the need for effective bias mitigation techniques has become apparent, especially with the sensitive nature of physiological data. Previous research that explored emotional responses captured via physiological signals found some relations between blood pressure, electrodermal activity and race, and blood pressure and gender [40]. These findings re-iterate...
the importance of exploring possible bias in mental health prediction models that utilize physiological signals.

Despite several relatively successful bias mitigation efforts in general machine learning literature, when it comes to the field of mental health prediction and emotion recognition, there is still a lack of standards in methods for reducing bias. This ultimately leads to many challenges in providing reliable predictions and in addressing disparities [24]. This lack of standards persists due to factors such as technical difficulties in regard to data collection, complexities of high dimensional clinical health data, lack of knowledge of underlying causal structures, and challenges to algorithm evaluation [17], [25].

Only a few works to date have explored methods to reduce bias in mental health prediction models, however there has been research on bias analysis and mitigation in emotion recognition models mostly on the facial recognition aspect of computer vision. Majority of these works state non-representative data ratio as a major cause of bias in facial recognition models [5], [13], [15], [23], [37], and gender, age and skin-tone to be some of attributes data is unbalanced by [8], [15], [19]. The methods these papers have introduced are often data and model-driven, making them non-transferable to emotion detection using other types of data [37]. There have also been a few works that consider bias in emotion recognition using speech data [12], [14]. They mention gender as a leading demographic that is a source of bias in models [12]. Other works conducted analyses on emotions in general healthcare procedures, and found that emotional responses in medical practices are heavily culturally mediated with both individual factors like gender, age, occupation, and social factors like food habits, availability, etc. coming into play [2].

Park et al. explored the performance of different methods to reduce bias for clinical prediction algorithms for post-partum depression [24]. They implemented three methods, reweighting, prejudice removal, and removal of the race label to logistic regression, random forest, and extreme gradient boosting models, to mitigate bias based on race. They found that reweighing improves their chosen fairness metrics without compromising accuracy, prejudice remover performed less reliably, and omitting the race label made no significant difference to the fairness metric. Although this study provided promising results, there are some limitations that come with it. First, the authors conducted their experiments based on data collected in a clinical setting, and these results might not hold true on data from the wild. They also implemented these methods on well-known interpretable, and often used models in fairness literature [33], and only analyzed bias based on race without exploring other factors. To counter some of these limitations, we will be testing our method on a Long Short term memory (LSTM)-based anxiety prediction model using physiological data collected in the wild. The reason we are using anxiety to assess fairness and our bias mitigation method is due to the fact that most scientific work addressing anxiety and its disorders has thus far been conducted among European Americans. This has created striking gaps of inequalities in anxiety disorder research and practice [43], and with this work, we aim to aid in closing some of this gap.

One area of interest in the field of fairness in general is the trade-off between accuracy and fairness in models [22], [33]. It is often the case that bias is first introduced to models from the data, and that means using sensitive information in the functional form of the model will improve prediction accuracy [22]. However, it is well known that in some jurisdictions, using different models either explicitly or implicitly for different protected groups is not allowed [22]. In this paper, we develop a technique that enables us to optimize accuracy and fairness while improving interpretability of the model, without explicitly using any of the sensitive information in the functional form of our model. We propose the use of Multitask Learning (MTL), which has been proven to improve interpretability in models that use multidimensional health data [42], and has been used in previous research to optimize both accuracy and fairness [22], along with Monte Carlo dropout to utilize model uncertainty to improve fairness without sacrificing either computational complexity or accuracy.

Our contribution can be summarized as

(i) analyses of bias based on different demographic information on data collected in the wild for anxiety prediction,

(ii) development of an MTL-based bias mitigation technique to optimize fairness while preserving accuracy and improving interpretability,

(iii) evaluation of the proposed method on LSTM-based models and a large scale of public biobehavioral dataset with various demographics, and

(iv) comparison of our method against a conventional method, reweighting introduced by [24] for both accuracy and fairness measures.

II. DATA AND METHODS

A. Dataset

In our experiments, we used a part of the TILES dataset, physiological data collected by Mundnich et al. [20] from over 200 hospital workers. We used 10 weeks worth of electrocardiogram (ECG) data collected with the OMSignal smart garment (15-second long ECG signal in 250 Hz every 5 minutes). We extracted 25 frequency and time-domain ECG features, such as the statistical characteristics of the peak-to-peak intervals and the energy of the signal in various frequency bands. Table I shows the full list of the extracted tables, and the definition of each features can be referred to [4]. We made use of self-reported anxiety levels which were measured using the State Trait Anxiety Inventory giving a value in the range 20 to 80 for each participant. We further binarized these scores using personalized z-score. The original released data contains anxiety labels that were reported in a 5-point scale by subjects. Following the setting in [10], we calculated the z-score of labels for each participant separately, and marked labels below the personalized average as negative (0) and labels above the mean as positive (1). We used 2 hours of the data (5 minutes x 24 steps) to infer upcoming anxiety labels. Under this scenario, we have in total 920 samples with 506 negative samples and 414 positive samples.
| Category      | Features                                      |
|--------------|-----------------------------------------------|
| Time Domain  | mean_nni, sdnn, sdsd, mn_50, pnni_50, mn_20, pnni_20, mn_20, pnni_20, rmsd, median_nni, range_nni, cvsd, cvnni, mean_hr, max_hr, min_hr, std_hr |
| Frequency Domain | ll, hf, ll_hf_ratio, lfnu, hfnu, total_power, vlf |
| Other        | cardiac sympathetic index, cardiac vagal index |

We used gender, age, race, income, shift, ethnicity, born in the US, English as a native language, and work hours as the demographic data (referred to as the 9 protected labels in this paper) to test our model fairness on. These data were collected via surveys administered to the participants during the study. We binary-encoded each of the protected labels to assign them as privileged and unprivileged classes to effectively analyze them using our chosen fairness metrics. We chose the class with the higher number of participants as the privileged class (denoted by 1), and the other with less participants as the unprivileged class (denoted by 0). Figure 1 below shows the distribution of the participants in our data based on the different demographic groups. We split the data into 75% training and 25% testing sets to fit into the model.

### B. Fairness Terminology

In this section, we introduce and define some of the concepts and terminologies generally used in algorithmic fairness research that are relevant to this paper.

- **Protected (sensitive) label**: An attribute that partitions a population into groups whose outcomes should have parity (such as race, gender, income, etc.).

- **Privileged class**: A protected label value indicating a group that is at an advantage.

- **Unprivileged class**: A protected label value indicating a group that is at a disadvantage.

- **Disparate impact ratio (DIR)**: This is a fairness metric which is the ratio of positive outcomes (anxiety=1) in the unprivileged class, divided by the ratio of positive outcomes in the privileged class, as shown in equation 1. It is the measure of how different outcomes are for different groups, based on the results of a model [9]. In this paper, we assume an acceptable lower bound of 0.8, and a higher bound of 1.2, with 1 being the ideal score.

\[
DIR = \frac{Pr(Y = 1|D = \text{unprivileged})}{Pr(Y = 1|D = \text{privileged})} \tag{1}
\]

- **Equalized odds**: This fairness metric enforces that the model correctly identify the positive outcome at equal rates across groups, and misclassify the positive outcome at equal rates across groups (creating the same proportion of True Positives and False Positives across groups). In the context of this paper, we choose to compare false negative instead of true positive rates between the privileged and unprivileged classes because a negative outcome (anxiety=0) is more desirable in our study.

### C. Multi-task Learning Based Bias Mitigation Method

Our proposed methodology is based on the premise of epistemic uncertainty in Bayesian uncertainty estimation. Epistemic uncertainty refers to uncertainty in the structure and parameters of a model caused by a lack of knowledge, which has also been proven to correlate with model weights [16], [35]. We hypothesize that when the model is most uncertain about the protected label, the weights of that model will lack knowledge at certain regions of the feature space related to the protected label, and therefore using these weights for anxiety prediction will minimize the influence of that protected label on the final anxiety prediction. Our proposed method will in turn minimize any bias that might be introduced to the model through imbalances in the data based on the protected label.

Figure 2 presents a visual diagram of our proposed method.

We utilize multi-task learning to predict anxiety and one of the protected labels (e.g, gender). We save the model periodically through imbalances in the data based on the protected label. Modeling uncertainty with Monte Carlo dropout works by running multiple forward passes through the model with a different dropout mask every time. Given a trained neural network model with dropout \( f \), to derive uncertainty for one sample \( x \), we collect the predictions of \( T \) inferences with different dropout masks. Here, \( f_{nn}^{d_i} \) represents the model with dropout mask \( d_i \). So we obtain a sample of the possible model outputs for sample \( x \) as \( f_{nn}^{d_1}(x), \ldots, f_{nn}^{d_T}(x) \).

By computing the average and variance of this sample, we obtain an ensemble prediction, which is the mean of the models posterior distribution for this sample and an estimate of the uncertainty of the model regarding \( x \).

\[
\text{predictive posterior mean: } p = \frac{1}{T} \sum_{i=1}^{T} f_{nn}^{d_i}(x) \tag{2}
\]

\[
\text{uncertainty: } c = \frac{1}{T} \sum_{i=1}^{T} [f_{nn}^{d_i}(x) - p]^2 \tag{3}
\]
More information on this can be found in the original publication by Gal et al [11].

From the distribution of Monte Carlo predictions obtained, we select the model prediction where the difference in uncertainties between anxiety and the protected label is highest, and then extract the parameters of the model at this desired point, and utilize them in our final anxiety prediction model.

### III. Experiments

#### A. Analysis of Base Model

To start off our experiments, we calculated the disparate impact ratio of the original dataset for a combination of every protected label and anxiety, to understand if the data itself was biased in terms of the anxiety labels. Next, we ran a basic LSTM model for anxiety prediction and analyzed our results for fairness by calculating the disparate impact ratio and equalized odds for our prediction against all 9 protected labels. We conducted these analyses to determine whether and where the model was introducing bias, and ensure that we only apply our bias mitigation method on aspects of the data that are actually biased.

After performing fairness analysis on the base model, we selected the protected labels by which our model showed most bias, and tested our method on.

#### B. Method Implementation

To implement our method, we ran the MTL model with the structure shown in Figure 3 on a combination of anxiety plus each of the protected labels that showed bias in the base model, and we assigned loss weights of the ratio 4.5:0.5, 4.5 for anxiety and 0.5 for the demographic label. We used this ratio to ensure that anxiety prediction is prioritized by the model, making sure that its uncertainty score is kept lower than the demographic prediction. We arrived at this combination by experimenting with a few different combinations.

We ran these MTL networks for 100 epochs each, and saved the weights at every 5 epochs, making it a total of 20 weight combinations, and we determined these parameters using a grid search. With this, we used Monte Carlo dropout, and ran some analysis on the Monte Carlo outputs to calculate the uncertainties of each of the saved weight combinations. We computed the uncertainties by calculating the sample variance of the different forward passes using the equation 3.

We plotted the uncertainties and identified the model that showed the biggest difference in uncertainty scores between anxiety and the demographic prediction.

#### C. Saliency Maps

To gain a better understanding of how the features influence our anxiety prediction and the different protected labels, and how our proposed method affects the models, we utilized a saliency map technique [28] to visualize the importance of model weights on our input time axis and features. According to the predicted class \( c \), for example, the decision-making process of the model can be represented as \( S_c(I) = w_c^T I + b_c \), where \( I, S_c(I), w, b \) are the model input, output, weights and
bias, respectively. The essential of this method is to calculate the model weights on the input layer by gradients, e.g., \( w = \frac{\partial S}{\partial I} \). The calculated \( w \) represents the model saliency regrading to the input layer. In this study, we fetched the saliency maps for all the test samples and calculated the average saliency map to develop the intuition of important features and time steps in general.

IV. RESULTS

A. Initial Analysis

After analyzing the dataset before running any models, the TILES dataset appeared to be relatively balanced in terms of the disparate impact ratio. Figure 4 shows the distribution of these scores and their proximity to the ideal score of 1. For most of the protected labels, the scores for the training data were in the range of 0.8 to 1.2, with the exception of income and shift with scores of 1.96 and 1.3 respectively. As for the testing data, the scores for race, shift, ethnicity, bornUS, and lang were in the range, while scores for gender, age income are below, and hours were above the range.

Fig. 4. Disparate Impact Scores of Initial Data

After running the base LSTM model, we obtained an accuracy score of 57.5% and an F1 score of 0.487. The baseline random performance for anxiety prediction was 49%, and the macro F1 score was 0.348.

A fairness analysis of the predictions showed us that the model does introduce some bias for some of the labels, specifically age, income, ethnicity, and bornUS, as shown in Figures 7 and 8. The scores for the other labels fall within the chosen range of 0.8 and 1.2.

Figure 5 shows the saliency map of anxiety produced by the base LSTM model. The x-axis represents the different features in our data, and the y-axis represents the 24 timesteps fed into the LSTM model to infer upcoming anxiety labels. From this figure, we can see that feature importance is relatively evenly distributed, with the most importance given to sdsd and pnni_20, which are time-domain-based heart rate variability features. In general, heart rate features (mean_hr, max_hr, min_hr, std_hr) seem to have the least importance.

Fig. 5. Saliency Map of Base Anxiety Prediction (5 mins x 24 steps). The Y-axis indicates the feature names, where the X-axis represents the time steps of the sequences. Each time step represents the each feature point in the input sequences, and the number of the time steps is equal to the length of input sequences.

B. Proposed Method

Next, we implemented our method to predict anxiety while mitigating bias caused by age, income, ethnicity, and bornUS protected labels.

Figures 6, 7, and 8 show a comparison of performance (accuracy and F1) and fairness scores for the base model, our method, and an implementation of the reweighting method on our data. Reweighting involves applying appropriate weights to different tuples in the training dataset to make it discrimination free with respect to the protected label [24]. These figures show that our method was able to improve all the fairness scores, giving an ideal disparate impact ratio score of 1 for, and 0 for differences in False Positive and False Negative rates. This comes at a performance cost, as both our method and reweighting were not able to preserve the accuracy of the base model and F1 scores of the base model.

Figures 9 and 10 show the saliency maps for the age and bornUS experiments. Darker red color indicates more importance. The first map on each figure shows the feature importance on the demographic prediction when running the MTL model, the second shows that of anxiety from the MTL model before proposed method was implemented, and the third one for anxiety after method was fully implemented. Our method shifted weights from features that are important to the protected label to those that are less important. This ultimately decreased the importance of features associated with the protected label in the final anxiety prediction. For example, in Figure 9, the first map shows that features nni_20 and pnni_20 carried the most importance when it comes to the age label, and the second map shows that before our method
implementation, they also appeared to be very important for anxiety prediction. After our method was implemented, it is shown in the third map that these features carried less weight and ultimately are less important for anxiety prediction, which according to our hypothesis, reduced the possibility of the model being biased based on age.

Fig. 6. Comparison of Model Accuracy and F1 Scores

Fig. 7. Comparison of Disparate Impact Scores

V. DISCUSSION AND CONCLUSION

Seeing the ever growing effects of mental health on people’s lives, and the gap between advances made in mental health prediction research, and development of effective bias analysis and mitigation methods, the goal of our study is to develop an effective technique to identify and mitigate bias in mental health prediction models. To do this, we analyzed bias in a physiological dataset, and an anxiety prediction model, and introduced a multi-task learning-based bias mitigation method where necessary. This method is based on the hypothesis that when a model is most uncertain about a particular protected label, the weights of that model will lack knowledge at certain regions of the feature space related to that label. Which means that using the weights of that model to predict anxiety will minimize the influence of the protected label on anxiety prediction. Our analysis found that the TILES dataset on its own was imbalanced by number of participants based on gender, age, race, income, shift, ethnicity, number of work hours, and whether or not the participant was born in the US (bornUS), but it was not biased by these demographics when analyzed using the disparate impact ratio as a fairness metric. After running an LSTM model to predict anxiety, and analyzing the fairness in the prediction results, we discovered that the model introduced some bias by age, income, ethnicity, and bornUS.

We implemented our method to mitigate bias by each of these protected labels, and compared our results to a standard reweighting bias mitigation technique. Our results show that our method overall did better than reweighting on the fairness metric scores, but was not able to preserve the anxiety model performance. There was an average of 7% drop in accuracy, across all four experiments (age, income, ethnicity, bornUS), with the experiment on ethnicity causing the most depreciation by 14%.

To better understand the effect of different features on prediction, and how they are related to anxiety, and the different protected labels, we utilized a saliency map technique to visualize the importance of model weights on different prediction tasks. We found feature importance to be relatively evenly distributed for anxiety prediction but most correlated with 2 time-domain-based heart rate variability features (sdsd and pnni_20). Heart rate variability is the fluctuation of heart period over time, commonly measured by ECG, and is an important marker of psychological well-being [3]. One study found anxiety disorders to correspond with lower heart rate variability (HRV) [3], confirming why these features carry the most weight for anxiety prediction.

The saliency maps for the protected labels also gave us some interesting insight. We found that age correlated most with time domain-based HRV features (pnni_20, nni_20, sdsd, sdnn, cvi). Research has shown connections between HRV and a number of demographic factors such as age, race, ethnicity and gender or sex [6], [32], [41]. This was confirmed by the high correlation between HRV features with bornUS and ethnicity as well. Income on the other hand, correlated with
both frequency domain and time domain-based HRV features. Seeing as the considered protected labels and anxiety have high correlations with certain HRV features, it is easy to see how bias can be introduced to the model based on these protected labels.

The saliency maps also showed how our method shifted importance from features that highly correlate with a particular protected label, in order to reduce it’s effect on the final anxiety prediction. Having stated that, we attribute our method’s lack of ability to preserve accuracy and F1 scores to the fact that both anxiety and the protected labels have similar important features, which means that shifting weights from these features will undoubtedly have a significant effect on the model’s ability to form a pattern for anxiety, ultimately affecting it’s prediction. This method will benefit from further testing using datasets with more varying label-feature relationships.

In conclusion, it is important to acknowledge that data sources represent just one aspect of bias, which can be introduced through a model and certain technical metrics as well. The purpose of prediction algorithms is to influence the clinical decision-making process, and the biases of those developing and using them would have greater impact on whether they ultimately perpetuate inequality. For this reason, it is imperative to take into consideration, the impact of both human behavior and technical details when developing algorithms that make critical decisions such as those on mental health, especially in clinical settings.

Working with deep learning models for our prediction task, we have encountered a few limitations during the course of our study. First is the computational complexity of using monte carlo dropout. Using this method along with the aspect of saving and loading model weights results in a higher than normal computational cost. In the future, we aim to test our bias mitigation method on other datasets both physiological and non-physiological, and explore different ways to better preserve accuracy with it. We will explore developing a custom loss function that will utilize the relationship between uncertainty and weights to produce better performance.
