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THE DIAGONAL OF THE OPERAHEDRA

GUILLAUME LAPLANTE-ANFOSSI

Abstract. The primary goal of this article is to set up a general theory of coherent cellular approximations of the diagonal for families of polytopes by developing the method introduced by N. Masuda, A. Tonks, H. Thomas and B. Vallette. We apply this theory to the study of the operahedra, a family of polytopes ranging from the associahedra to the permutahedra, and which encodes homotopy operads. After defining Loday realizations of the operahedra, we make a coherent choice of cellular approximations of the diagonal, which leads to a compatible topological cellular operad structure on them. This gives a model for topological and algebraic homotopy operads and an explicit functorial formula for their tensor product.
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Introduction

State of the art. The present work lies at the intersection of the theory of polytopes and the operadic calculus. The starting point is the following observation: for a non-trivial polytope \( P \), the image of the set-theoretic diagonal \( \Delta_P : P \to P \times P, x \mapsto (x, x) \) is not a union of faces of \( P \times P \). One is led to the problem of finding a cellular approximation to \( \Delta_P \), that is finding a cellular map \( \Delta^\text{cell}_P : P \to P \times P \) which is homotopic to \( \Delta_P \) and which agrees with \( \Delta_P \) on the vertices of \( P \), see Figure 1.
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The set-theoretic diagonal of the unit interval (in red) is not cellular. One needs to find a cellular approximation (in blue).

One can always find such an approximation, however, a problem of fundamental importance in algebraic topology is to find coherent cellular approximations of the diagonal for families of polytopes. For instance, the cup product on singular and cubical cohomology comes from coherent cellular approximations of the diagonal of the standard simplices and cubes, the Alexander–Whitney [EZ53, EML54] and Serre [Ser51] maps, respectively.

More recently, families of greater combinatorial complexity have appeared in operad theory. The first seminal example is the family of associahedra. In contrast with the standard simplices and cubes, each face of an associahedron is not itself an associahedron, but a product of lower-dimensional associahedra, which underlies the algebraic structure of an operad. More precisely, the cellular chains on the associahedra are naturally endowed with an operad structure which encodes associative algebras up to homotopy [Sta63]. In light of this fact, finding a family of coherent cellular approximations of the diagonal of the associahedra becomes a very desirable objective, as it defines a functorial tensor product of $A_{\infty}$-algebras [SU04, MS06]. Such a universal formula has applications in different fields of mathematics, for instance the homology of fibered spaces [Pro86], string field theories [GZ97] and Fukaya categories [Sei08].

N. Masuda, A. Tonks, H. Thomas and B. Vallette introduced in [MTTV21] a method for finding coherent cellular approximations of the diagonal for families of polytopes, using the theory of fiber polytopes of L. J. Billera and B. Sturmfels [BS92]. They applied it to the associahedra and obtained a coherent family of approximations, which led to a topological cellular operad structure on them. This provided a model for topological $A_{\infty}$-algebras and an explicit functorial formula for their tensor product. Applying the cellular chains functor, it is possible to recover the formula of M. Markl and S. Shnider [MS06], which should coincide with the one of [SU04]. The key feature, which makes this problem highly constrained, is requiring the operadic composition maps to be compatible with the approximation of the diagonal. Such composition maps are in fact unique [MTTV21, Proposition 7], and this uniqueness property is precisely the one allowing for the operad structure [MTTV21, Theorem 1].

The diagonal of the associahedra admits a particularly simple description of its cellular image in terms of the Tamari order, so unexpectedly simple that J.-L. Loday was led to
the name "magical formula". However, one cannot expect a similar formula for other families of polytopes, and an explicit combinatorial description for the cellular image of the approximation of the diagonal of an arbitrary polytope is missing in the work of [MTTV21].

**Present results.** The first contribution of the present paper is to give such a universal formula, which can be applied to any polytope (Theorem 1.26), and which is expressed in terms of a new conceptual object: its *fundamental hyperplane arrangement* (Definition 1.18). In the case of the simplices, the theory developed here allows one to recover conceptually a perturbative formula due to M. Abouzaid [Abo09] for the intersection pairing on cellular chains on a manifold, see Remark 1.5. This suggests deeper connections with the intersection theory on toric varieties [FS97] (see Remark 1.6), combinatorial algebraic topology [RS19, KMM21], higher category theory [KV91, MM20], discrete and continuous Morse theory [For98, FMMS21] and physics [Tho18, Tat20].

As already mentioned the associahedra encode homotopy associative algebras, and homotopy operads were defined by P. Van der Laan in [VdL03] as a multi-linear generalization of homotopy associative algebras. This leads to thinking about a multi-linear generalization of the associahedra, which encodes homotopy operads. Such a generalization was provided by J. Obradović in [Obr19].

\[
\begin{array}{ccc}
\text{Associative algebras} & \arrow{r} & \text{Operads} \\
\downarrow & & \downarrow \\
\text{Associative alg. up to homotopy} & \arrow{r} & \text{Operads up to homotopy} \\
\hat{\uparrow} & & \hat{\uparrow} \\
\text{Associahedra} & & \text{Operahedra}
\end{array}
\]

The second contribution of this paper is to define Loday realizations of the operahedra, the family of polytopes encoding homotopy operads, and to apply to it the general theory developed in the first part. In contrast with existing realizations of the operahedra, these integer-coordinates realizations, which generalize J.-L. Loday’s realizations of the associahedra [Lod04], present simple geometric properties that ease calculations. They allow for the definition of a coherent family of cellular approximations of the diagonal, which lead to a compatible topological cellular operad structure on the family of Loday realizations of the operahedra. This is the first topological cellular operad structure for this family of polytopes, which provides a model of topological and algebraic operads up to homotopy (Theorem 4.18) and an explicit functorial formula for their tensor product (Corollary 4.24). This formula presents interesting combinatorial properties, and agrees with the magical formula for the associahedra [MTTV21, Theorem 2].

In addition to the associahedra, the operahedra contain yet another important family of polytopes: the permutahedra. The \((n - 1)\)-dimensional standard permutahedron is defined as the convex hull of all the permutations of \(\{1, \ldots, n\}\). Closely related to various properties of the symmetric group, it has important applications in algebraic topology, appearing in
the study of iterated loop spaces [Mil66], $E_n$-operads [Ber97] and topological Hochschild cohomology [MS03, KZ17].

In order to define a cellular approximation of the diagonal of the permutahedron, we first have to compute its fundamental hyperplane arrangement (Theorem 3.6). This new hyperplane arrangement refines the braid arrangement and deserves further study. In contrast with the cases of the simplices, the cubes and the associahedra, there are many distinct diagonals that agree with the natural order on the vertices, in this case the weak Bruhat order. So, for the first time, one has to make a choice of approximation. In the case of the operahedra, this choice is further restricted, but not completely determined, by requiring coherence with operadic composition, see Proposition 4.14.

General geometric arguments show that a choice of approximation of the diagonal for a polytope $P$ gives a choice of approximation for any polytope $Q$ whose normal fan coarsens the one of $P$ (Corollary 1.31). Moreover, the universal formula for the diagonal of $P$ applies \textit{mutatis mutandis} to $Q$ (Proposition 1.33). Since the normal fan of any operahedron is refined by the normal fan of the permutahedron, we restrict our attention to the latter. In fact, the preceding argument shows that the formula obtained here applies immediately to all generalized permutahedra [Pos09], which precisely are the polytopes whose normal fans coarsen the one of the permutahedron.

**Future directions.** The family of generalized permutahedra include an example of fundamental importance in symplectic topology: the multiplihedra [Sta70, For08, Maz21]. Further, a cellular approximation of the diagonal of the multiplihedra would allow one to define the tensor product of $A_\infty$-categories [LOT20], which is the subject of an ongoing work with T. Mazuir. Generalized permutahedra also include all graph-associahedra, to which our formula applies immediately. This comprises

- the family encoding homotopy modular operads [War21],
- all the families encoding operadic-like structures described in [BMO20].

Other applications of the theory presented here include

- the 2-associahedra which is of great interest in symplectic topology [Bot19],
- the freehedra encoding representations of a derived algebraic group up to homotopy [ACD11, AC13, Pol20], and
- the assococihedra that intervene in string topology [DCPR15, PT18, PT19], and which were recently realized as convex polytopes [Pil22].

There are already several important examples of operads up to homotopy in the literature. One of them is given by the singular chains of configuration spaces of points in the plane [VdL03, Section 5], which are quasi-isomorphic to the singular chains on the little discs operad. Another closely related structure is the operad of normalized cacti [BCL+], arising in the study of moduli spaces of Riemann surfaces. The present tensor product applies to both of them.

On the combinatorial side, the operahedra lie at the intersection of many interesting families of polytopes, they can thus be studied from these different perspectives. They correspond to
• graph-associahedra, where the underlying graph is the line graph of a tree, that is a clawfree block graph [Har69, Theorem 8.5],
• nestohedra [FS05] and generalized permutahedra [Pos09] which can be obtained by removing facet-defining inequalities in the description of the permutahedra [Pil14],
• a subfamily of hypergraph polytopes [DP11, CIO19, Obr19],
• a subfamily of poset associahedra [Gal21].

Standard weight Loday realizations of the operahedra were already defined in a different manner by V. Pilaud in [Pil13], as part of a broader family which generalizes C. Hohlweg and C. Lange’s realizations of the associahedra [HL07]. One can naturally wonder if the techniques of [Pil13] can be extended to all block graph associahedra, which is the subject of ongoing work with V. Pilaud.

Finally, the present work sheds light on the substitution operation on graph-associahedra defined by S. Forcey and M. Ronco [FR19] and prompts applications to Hopf algebra structures on generalized permutahedra [AA].

Conventions. In the following we use the conventions and notations of [Zie95] for convex polytopes and the ones of [LV12] for operads. Throughout the paper we will consider only planar trees.

Aknowledgements. I would like to warmly thank my advisors Eric Hoffbeck and Bruno Vallette for introducing me to the subject, for many invaluable discussions and for their careful reading of the manuscript. I am also indebted to Thibaut Mazuir, Arnau Padrol, Vincent Pilaud and Hugh Thomas for numerous discussions and insights. The observation leading to Proposition 3.17 is due to Christian Gaetz, and the argument of Proposition 1.17 was suggested by Arnau Padrol. I would like to thank the anonymous referee for their attentive reading, pointing out some errors and providing useful suggestions that have greatly improved the paper.

1. Cellular approximation of the diagonal of a polytope

In this section, we study the method introduced in [MTTV21] for finding a cellular approximation of the diagonal of a polytope and establish its general properties. We associate to any polytope $P$ its fundamental hyperplane arrangement $\mathcal{H}_P$, where each chamber defines an approximation of the diagonal. Two different chambers can define the same approximation, and bringing down the walls between them leads to a new notion of "quasi-positively oriented" polytope.

An approximation of the diagonal of $P$ always exists and it depends only on the normal fan of the polytope. Its image admits a description in terms of the poset structure on the vertices of $P$ induced by the choice of a chamber in $\mathcal{H}_P$. In the case of the associahedra, one recovers the Tamari order. The condition $\text{top}(F) \leq \text{bot}(G)$ in M. Markl and S. Schnider’s "magical formula" for the associahedra [MS06] turns out to be present in any approximation of the diagonal, but it is not sufficient to characterize its image in general, as shows the case of the permutahedra treated in the next section.
A careful study of the fundamental hyperplane arrangements leads to a universal formula describing combinatorially the cellular image of the approximation of the diagonal for any polytope $P$. Once one has established the universal formula for $P$, one has in fact established the formula for any polytope $Q$ whose normal fan coarsens the one of $P$.

1.1. General method. In the following, we adopt notations and conventions of the monograph of G. M. Ziegler [Zie95] on the theory of polytopes. Let $P \subset \mathbb{R}^n$ be a polytope. Except for the case where $P$ is not cellular, that is, its image is not a union of cells of $P \times P$.

**Problem.** Find a cellular approximation of the diagonal of $P$, that is, a cellular map which is homotopic to $\Delta_P$ and which coincides with $\Delta_P$ on the vertices of $P$.

We consider a special case of the fiber polytope construction of L. J. Billera and B. Sturmfels [BS92], see also [Zie95, Chapter 9] for more details. Let $\mathcal{L}(P)$ denote the lattice of faces of $P$ and let $(e_i)_{1 \leq i \leq n+1}$ denote the standard basis of $\mathbb{R}^{n+1}$. For a polytope $P \subset \mathbb{R}^n$ and a vector $\vec{v} \in \mathbb{R}^n$, we consider the projection $\pi$ and the linear form $\phi$ defined respectively by

$$\pi : P \times P \rightarrow P \quad \text{and} \quad \phi : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$$

$$(x, y) \mapsto \frac{1}{2}(x + y) \quad \quad (x, y) \mapsto (x - y, \vec{v}) .$$

The linear map

$$\pi^\phi : P \times P \rightarrow P \times \mathbb{R}$$

$$(x, y) \mapsto (\pi(x, y), \phi(x, y))$$

defines a polytope $P^\phi := \text{Im}(\pi^\phi) \subset \mathbb{R}^{n+1}$. Let

$$\mathcal{L}^\perp(P^\phi) := \{ F \in \mathcal{L}(P^\phi) \mid \forall x \in F, \lambda > 0, x - \lambda e_{n+1} \notin P^\phi \} \subset \mathcal{L}(P^\phi)$$

be the family of lower faces of $P^\phi$. Then, the set of faces

$$\mathcal{F}^\phi := (\pi^\phi)^{-1}\mathcal{L}^\perp(P^\phi) \subset \mathcal{L}(P \times P) \cong \mathcal{L}(P) \times \mathcal{L}(P)$$

induces a subdivision $\pi(\mathcal{F}^\phi)$ of $P$ that is called coherent. As indicated by the last isomorphism, the faces of $P \times P$ are pairs of faces of $P$. Depending on the context, we will denote such a pair by $F \times G$ or $(F, G)$.

One always has $\dim(F \times G) \geq \dim(\pi(F \times G))$ for all $F \times G \in \mathcal{F}^\phi$. The coherent subdivision $\pi(\mathcal{F}^\phi)$ is said to be tight if $\dim(F \times G) = \dim(\pi(F \times G))$ for all $F \times G \in \mathcal{F}^\phi$.

To any tight coherent subdivision $\pi(\mathcal{F}^\phi)$ of $P$ one can associate the unique section $\Delta_{(P, \vec{v})} : P \rightarrow P \times P$ of $\pi$ which minimizes $\phi$ in each fiber, see [Zie95, Lemma 9.5].

**Proposition 1.1.** Let $P \subset \mathbb{R}^n$ be a polytope. Suppose that $\vec{v} \in \mathbb{R}^n$ induces a tight coherent subdivision of $P$. Then, the associated section $\Delta_{(P, \vec{v})}$ is a cellular approximation of the diagonal of $P$. 
Proof. If \( z \) is a vertex of \( P \), then the fiber \( \pi^{-1}(z) \) is the point \( (z, z) \), so \( \Delta_{(P, \tilde{P})} \) agrees with the set-theoretic diagonal on vertices. An explicit homotopy between the two maps is given by

\[
H : P \times [0, 1] \longrightarrow P \times P \\
(z, t) \longmapsto (1 - t)(z, z) + t(x, y)
\]

where \((x, y)\) is such that \( \langle x - y, \tilde{v} \rangle = \min \{ \phi_{|\pi^{-1}(z)} \} \). \( \Box \)

1.2. **Cellular description of the diagonal.** Given a cellular approximation \( \Delta_{(P, \tilde{P})} \) of the diagonal of a polytope \( P \), one key problem is to describe combinatorially its image. For more clarity, let us first recall some standard notations. Let \( P \subset \mathbb{R}^n \) be a polytope. Codimension 1 faces of \( P \) are called facets. For a face \( F \in \mathcal{L}(P) \), the normal cone of \( F \) is the cone

\[
\mathcal{N}_P(F) := \left\{ c \in (\mathbb{R}^n)^* \mid F \subseteq \{ x \in P \mid cx = \max_{y \in P} cy \} \right\}.
\]

The codimension of \( \mathcal{N}_P(F) \) is equal to the dimension of \( F \). The normal fan of \( P \) is the collection of the normal cones \( \mathcal{N}_P := \{ \mathcal{N}_P(F) \mid F \in \mathcal{L}(P) \setminus \emptyset \} \). This fan is complete, i.e. it is a partition of \( (\mathbb{R}^n)^* \). From now on we see \( \mathcal{N}_P \) as a subset of \( \mathbb{R}^n \) via the canonical identification \( (\mathbb{R}^n)^* \cong \mathbb{R}^n \).

**Remark 1.2.** When \( P \subset \mathbb{R}^n \) is full-dimensional, i.e. when \( \dim P = n \), one can alternatively define the normal fan of \( P \) via the lines generated by a family of normal vectors to the facets of \( P \), called rays. Given a polytope \( P \) which is not full-dimensional, one can then consider the restriction to the affine hull of \( P \), and define the normal fan in this space. We have decided not to follow this approach, and consider always the normal fan to be full-dimensional.

For \( X \) a subset of \( \mathbb{R}^n \), the cone of \( X \) is defined by \( \text{Cone}(X) := \{ \lambda_1 x_1 + \cdots + \lambda_n x_n \mid \{ x_1, \ldots, x_n \} \subseteq X, \lambda_i \geq 0 \} \) and its polar cone is defined by \( X^* := \{ y \in \mathbb{R}^n \mid \forall x \in X, \langle x, y \rangle \leq 0 \} \). The following result, which will be at the heart of further developments, applies to any coherent subdivision of \( P \).

**Proposition 1.3.** Let \( P \) be a polytope in \( \mathbb{R}^n \), let \( \tilde{v} \in \mathbb{R}^n \) and let \( F, G \in \mathcal{L}(P) \) be two faces of \( P \). Then,

\[
(F, G) \in \mathcal{S}_P \iff \tilde{v} \in \text{Cone}(\mathcal{N}_P(F) \cup \mathcal{N}_P(G))
\]

**Proof.** Elaborating on the proof of [MTTV21, Proposition 6], we have that

\[
(F, G) \in \mathcal{S}_P \iff \begin{array}{l}
\exists x \in F, y \in G, \lambda > 0 \text{ such that } \left( \frac{1}{2}(x + y), \langle x - y, \tilde{v} \rangle - \lambda \right) \in P^\phi \\
\exists w \in \mathbb{R}^n \text{ such that } \langle \tilde{v}, \tilde{w} \rangle > 0 \text{ and } (x - \varepsilon \tilde{w}, y + \varepsilon \tilde{w}) \in P \times P \\
\forall \tilde{w} \in \text{Cone}(\mathcal{N}_P(F) \cup \mathcal{N}_P(G))^* \text{ we have } \langle \tilde{v}, \tilde{w} \rangle \leq 0 \\
\text{Cone}(\mathcal{N}_P(F) \cup \mathcal{N}_P(G))^* \subset \text{Cone}(\tilde{v})^* \\
\text{Cone}(\tilde{v}) \subset \text{Cone}(\mathcal{N}_P(F) \cup \mathcal{N}_P(G)) \\
\tilde{v} \in \text{Cone}(\mathcal{N}_P(F) \cup \mathcal{N}_P(G))
\end{array}
\]
where we used that for $X, Y$ two subsets of $\mathbb{R}^n$, we have $\text{Cone}(X)^* \cap \text{Cone}(Y)^* = \text{Cone}(X \cup Y)^*$ and $\text{Cone}(X)^* \subset \text{Cone}(Y)^* \iff \text{Cone}(Y) \subset \text{Cone}(X)$.

**Corollary 1.4.** For all $\varepsilon > 0$, we have

$$(F, G) \in \mathcal{F}^\phi \iff (N_P(F) + \varepsilon \vec{v}) \cap N_P(G) \neq \emptyset \iff N_P(F) \cap (N_P(G) - \varepsilon \vec{v}) \neq \emptyset.$$  

Moreover, if $P$ is full-dimensional and if the coherent subdivision $\pi(\mathcal{F}^\phi)$ is tight, then the pairs $(F, G) \in \mathcal{F}^\phi$ which satisfy $\dim F + \dim G = \dim P$ are in bijection with the dimension zero cells of $(N_P \pm \varepsilon \vec{v}) \cap N_P$.

**Proof.** The first part of the statement follows directly from Proposition 1.3: for $\varepsilon > 0$, we have by definition of a cone that the inclusion $\text{Cone}((-N_P(F) \cup N_P(G))$ holds if and only if $\varepsilon \vec{v} \in \text{Cone}(-N_P(F) \cup N_P(G))$. This is equivalent to the existence of $\lambda \geq 0, \mu \geq 0, f \in N_P(F)$ and $g \in N_P(G)$ such that $-\lambda f + \mu g = \varepsilon \vec{v}$, which proves the claim. For the second part of the statement, if a pair of faces $(F, G) \in \mathcal{F}^\phi$ verifies $\dim((N_P(F) + \varepsilon \vec{v}) \cap N_P(G)) = 0$, then we have $\dim N_P(F) + \dim N_P(G) \leq \dim P$ since $P$ is full-dimensional, so we have $\dim F + \dim G \geq \dim P$. In the case where the subdivision is tight, we must have $\dim F + \dim G = \dim P$, otherwise we would have $\dim(\pi(F \times G)) = \dim(F \times G) = \dim F + \dim G > \dim P$, which is impossible since $\text{Im}(\pi) = P$.

Corollary 1.4 is a "perturbative" way of seeing Proposition 1.3: the pairs of $\mathcal{F}^\phi$ arise as intersections of the normal fan of $P$ with a translated copy of itself in the direction of $\vec{v}$, see Figure 2.

![Figure 2](https://via.placeholder.com/150)

**Figure 2.** The normal fan $N_P$ of the 2-dimensional permutahedron (in blue), and its perturbed copy $N_P + \varepsilon \vec{v}$ (in red).

By definition, the coherent subdivision $\pi(\mathcal{F}^\phi)$ of $P$ is given by union of the polytopes $(F + G)/2$, for all the pairs of faces $(F, G) \in \mathcal{F}^\phi$. In the case where $P$ is full-dimensional, the dual cell decomposition of $\pi(\mathcal{F}^\phi)$ is then isomorphic to $(N_P + \varepsilon \vec{v}) \cap N_P$, see Figure 3.

**Remark 1.5.** In the case of the simplices, one recovers via Corollary 1.4 the classical equivalence between the cup product on the simplicial cochains of a triangulation of a manifold.
and the intersection pairing on cellular chains, as described by M. Abouzaid in [Abo09, Appendix E]. We denote by \((e_i)_{1 \leq i \leq n}\) the standard basis of \(\mathbb{R}^n\) and we set \(e_0 := 0\). Let us consider the following full-dimensional realization of the \(n\)-simplex

\[
\Delta^n := \text{conv}(\{e_i \mid 0 \leq i \leq n\}) .
\]

The rays of the normal fan \(\mathcal{N}_{\Delta^n}\) are generated by the vectors \(-e_i \mid 1 \leq i \leq n\) and \((1, \ldots, 1)\). We fix some \(\varepsilon > 0\), and define \(\vec{v} = (\varepsilon/n, \ldots, \varepsilon/2, \varepsilon)\). Then, [Abo09, Lemma E.4] shows that the non-empty intersections of \(\mathcal{N}_{\Delta^n} \cap (\mathcal{N}_{\Delta^n} - \varepsilon \vec{v})\) coincide with the formula for the Alexander-Whitney map. By means of Corollary 1.4, this is exactly what we would obtain by proving that \(\vec{v}\) induces a tight coherent subdivision of \(\Delta^n\).

Remark 1.6. Corollary 1.4 seems to be very closely related to the Fulton–Sturmfels formula, or "fan displacement rule" [FS97, Theorem 4.2], which plays a key role in the intersection theory of toric varieties. One of our future goals is to relate precisely the two constructions.

We aim now at giving a geometric meaning to the cone \(\text{Cone}(-\mathcal{N}_P(F) \cup \mathcal{N}_Q(G))\) that appears in Proposition 1.3. We denote by \(\hat{P}\) the relative interior of a polytope \(P\), that is the interior of \(P\) with respect to its embedding into its affine hull.

Lemma 1.7. Let \(P, Q \subseteq \mathbb{R}^n\) be two polytopes. There is a bijection

\[
\mathcal{L}(P \cap Q) \cong \{(F, G) \in \mathcal{L}(P) \times \mathcal{L}(Q) \mid \hat{F} \cap \hat{G} \neq \emptyset\} .
\]

Moreover, for any face \(F \cap G \in \mathcal{L}(P \cap Q)\), we have

\[
\mathcal{N}_{P \cap Q}(F \cap G) = \text{Cone}(\mathcal{N}_P(F) \cup \mathcal{N}_Q(G)) .
\]

Proof. Any polytope \(P \subseteq \mathbb{R}^n\) is a bounded intersection of facet-defining closed halfspaces, one for each facet of \(P\), and of the affine hull of \(P\). Each halfspace has a support hyperplane. Let \(x\) be a point in the interior of a face of \(P \cap Q\). Then \(x\) is in the support hyperplanes \(H_i\)
of \( P \) for a certain subset \( I \) and also in the support hyperplanes \( H_I \) of \( Q \) for a certain subset \( J \). Thus \( x \) is in the face \( F \) of \( P \) defined by the \( H_I \) and in the face \( G \) of \( Q \) defined by the \( H_J \). For the second part of the statement, we observe that the normal cone \( N_P(F) \) of a face \( F \) is spanned by the normal vectors of the support hyperplanes defining that face and any basis of the orthogonal complement of \( P \) in \( \mathbb{R}^n \), and the result follows.

**Definition 1.8.** Let \( P \subset \mathbb{R}^n \) be a polytope. For \( z \in P \), we denote by \( \rho_z P := 2z - P \) the reflection of \( P \) with respect to \( z \), see Figure 4.

![Figure 4. A 3-dimensional permutahedron \( P \), its reflection \( \rho_z P \) and the intersection \( P \cap \rho_z P \).](image)

**Proposition 1.9.** Let \( P \subset \mathbb{R}^n \) be a polytope, and let \( F, G \) be two faces of \( P \). For any \( z, w \in (F + G)/2 \), we have

\[
N_{P \cap \rho_z P}(G \cap \rho_z F) = N_{P \cap \rho_w P}(G \cap \rho_w F) = \text{Cone}(-N_P(F) \cup N_P(G)).
\]

**Proof.** The result follows directly from the application of Lemma 1.7 to the intersection \( P \cap \rho_z P \), and the fact that for any face \( F \) of \( P \) and any \( z \in P \) we have \( N_{P \cap \rho_z P}(\rho_z F) = -N_P(F) \). □

**Corollary 1.10.** Let \( P \subset \mathbb{R}^n \) be a polytope, let \( \bar{v} \in \mathbb{R}^n \). For two faces \( F, G \) of \( P \), we have

\[
(F, G) \in \mathcal{F}^\phi \iff \forall z \in \frac{F + G}{2}, \bar{v} \in N_{P \cap \rho_z P}(G \cap \rho_z F)
\]

\[
\iff \exists z \in \frac{F + G}{2}, \bar{v} \in N_{P \cap \rho_z P}(G \cap \rho_z F)
\]

**Proof.** The result is obtained by combining Propositions 1.3 and 1.9. □

### 1.3. Pointwise description of the diagonal
We are interested in answering the following question: which choice of vector \( \bar{v} \) gives a tight coherent subdivision of \( P \)?

**Definition 1.11** (Quasi-oriented polytope). A polytope \( P \subset \mathbb{R}^n \) is quasi-oriented by \( \bar{v} \in \mathbb{R}^n \) if the linear form \( \langle -, \bar{v} \rangle \) has a unique minimal element \( \text{bot}(P) \) and a unique maximal element \( \text{top}(P) \) in \( P \).
**Definition 1.12** (Oriented polytope). A polytope \( P \subset \mathbb{R}^n \) is oriented by \( \vec{v} \in \mathbb{R}^n \) if \( \vec{v} \) is not perpendicular to any edge of \( P \).

An orientation vector induces a poset on the vertices of \( P \), for which the oriented 1-skeleton of \( P \) is the Hasse diagram. Dually, it corresponds to a poset structure on the maximal cones of the normal fan \( \mathcal{N}_P \). We observe that if \( P \) is oriented by \( \vec{v} \), then so is any face of \( P \). Any oriented polytope is quasi-oriented, but the converse is not true in general. Consider the 3-dimensional cross-polytope \( \Diamond_3 := \text{conv}(e_1, -e_1, e_2, -e_2, e_3, -e_3) \), and choose \( \vec{v} := e_3 \). Then, \( (\Diamond_3, \vec{v}) \) is quasi-oriented but not oriented, since \( \vec{v} \) is perpendicular to the four edges contained in the \( xy \)-plane.

**Definition 1.13** (Positively and quasi-positively oriented polytope). A polytope \( P \subset \mathbb{R}^n \) is positively oriented (resp. quasi-positively oriented) by \( \vec{v} \in \mathbb{R}^n \) if for any \( z \in P \), the intersection \( P \cap \rho_z P \) is oriented (resp. quasi-oriented) by \( \vec{v} \).

Any positively oriented polytope is quasi-positively oriented, but the converse is not true in general, see Example 1.16. We note that any quasi-positively oriented polytope is also oriented. To see this, let \( e \) be an edge from a vertex \( x \) to a vertex \( y \) in \( P \), and set \( z := (x+y)/2 \). Then \( P \cap \rho_z P = e \) is quasi-oriented by \( \vec{v} \), so \( \vec{v} \) is not perpendicular to \( e \).

**Proposition 1.14.** Let \( P \) be a polytope. Then,

\[
(P, \vec{v}) \text{ is quasi-positively oriented } \iff \pi(\mathcal{F}^\phi) \text{ is tight.}
\]

**Proof.** We read the proof of [MTTV21, Proposition 5] with a new perspective. We have that \( \pi(\mathcal{F}^\phi) \) is tight if and only if for any \( z \in P \), the fiber \( \pi^{-1}(z) = \{(x, y) \in P \times P \mid x + y = 2z\} \) admits a unique minimal element with respect to \( \phi \). Since the sum of \( x + y \) is constant, \( \phi(x, y) \) is minimized in \( \pi^{-1}(z) \) if and only if \( \langle x, \vec{v} \rangle \) is minimized and \( \langle y, \vec{v} \rangle \) is maximized. On both coordinates, \( \pi^{-1}(z) \) projects down to the intersection \( P \cap \rho_z P \). So, the fiber \( \pi^{-1}(z) \) admits a unique minimal element with respect to \( \phi \) if and only if \( P \cap \rho_z P \) admits a unique pair of minimal and maximal elements with respect to \( \langle -, \vec{v} \rangle \).

In summary, we have the chain of implications showed in Figure 5.
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**Figure 5.** The different notions of orientation and their associated properties.

In the case where \( (P, \vec{v}) \) is quasi-positively oriented, the proof of Proposition 1.14 gives the following pointwise description of \( \Delta(p, \vec{v}) \).

**Proposition 1.15** (Bot-top diagonal). The map \( \Delta(p, \vec{v}) \) associated to a quasi-positively oriented polytope \( (P, \vec{v}) \) admits the following pointwise description

\[
\Delta(p, \vec{v}) : P \rightarrow P \times P, \quad z \mapsto (\text{bot}(P \cap \rho_z P), \text{top}(P \cap \rho_z P)).
\]
We call it the bot-top diagonal of \((P, \vec{v})\).

Example 1.16. We consider the pyramid

\[ P = \text{conv}((0, 0, 1), (-1, 0, 0), (0, 1.5, -0.5), (0, -1.5, -0.5), (3, 0, -2)) \subset \mathbb{R}^3 , \]

shown in Figure 6, and we set \( \vec{v} = (0, 0, 1) \). We claim that \( \pi(\mathcal{F}) \) is tight while \((P, \vec{v})\) is not positively oriented. For the second assertion, we let \( z = 0 \) and we observe that four edges of \( P \cap \rho_z P \) lie in the \( xy \) plane and are thus perpendicular to \( \vec{v} \). For the first assertion, we first observe that directions of the rays of \( \mathcal{N}_P \) are given by \((1, 1, 1), (-1, 1, 1), (-1, -1, 1), (1, -1, 1)\) and \((-0.5, 0, -1)\). Then, one can compute that for any pair of faces \((F, G)\) with \( \dim F + \dim G > \dim P \), we have \( \vec{v} \notin \text{Cone}(-\mathcal{N}_P(F) \cup \mathcal{N}_P(G)) \). We conclude with Proposition 1.3.

\[ \text{Figure 6. The pyramid } P \text{ described in Example 1.16 is quasi-positively oriented by } \vec{v} = (0, 0, 1) \text{ but not positively oriented.} \]

1.4. Poset description of the diagonal.

Proposition 1.17. Let \((P, \vec{v})\) be an oriented polytope. Then,

\[ (F, G) \in \mathcal{F}^\phi \iff \text{top}(F) \leq \text{bot}(G) . \]

Proof: Corollary 1.4 asserts that \((F, G) \in \mathcal{F}^\phi \iff \forall \varepsilon > 0 \exists x \in \mathcal{N}_P(F) \text{ such that } x + \varepsilon \vec{v} \in \mathcal{N}_P(G) . \)

(1) Suppose that \( F \) and \( G \) are vertices of \( P \). Let \( \varepsilon > 0 \) and choose \( x \in \mathcal{N}_P(F) \) such that \( x + \varepsilon \vec{v} \in \mathcal{N}_P(G) \). We consider the segment \( \ell = \{ x + t\vec{v} \mid t \in [0, \varepsilon] \} \) and the linearly ordered set of maximal cones of \( \mathcal{N}_P \) crossed by \( \ell \). They determine a sequence of vertices \( F = F_1, F_2, \ldots, F_k = G \). We claim that \( F_i \leq F_{i+1} \) for all \( i \). Indeed, when \( \ell \) goes from \( \mathcal{N}_P(F_i) \) to \( \mathcal{N}_P(F_{i+1}) \), it intersects the interior of a cone \( \mathcal{N}_P(E) \), where \( E \) is
a face with \( \dim(E) \geq 1 \). Since \( \vec{v} \) orients \( P \), this intersection is a point. So we must have \( F_i = \text{bot}(E) \) and \( F_{i+1} = \text{top}(E) \).

(2) For general faces \( F \) and \( G \), we have \( (F, G) \in \mathcal{F}^\phi \iff (\text{top}(F), \text{bot}(G)) \in \mathcal{F}^\phi \) and we can apply the preceding point.

Applying the present method to the cubes, the standard simplices and the associahedra as in [MTTV21, Example 1 and Theorem 2], one obtains a characterization of the form \( (F, G) \in \mathcal{F}^\phi \iff \text{top}(F) \leq \text{bot}(G) \). Proposition 1.17 shows that these are the "simplest" possible formulas. In Section 3 we will study a family of examples where these formulas are no longer sufficient to characterize the image of the diagonal.

1.5. Fundamental hyperplane arrangement and universal formula. We now restrict our attention to a positively oriented polytope \((P, \vec{v})\). For such a polytope, the orientation vector \( \vec{v} \) does not live in any linear space orthogonal to an edge of \( P \cap \rho_z P \), for any \( z \in P \). That is, \( \vec{v} \) lives in a chamber of the following hyperplane arrangement.

**Definition 1.18** (Fundamental hyperplane arrangement). Let \( P \subset \mathbb{R}^n \) be a polytope. The fundamental hyperplane arrangement \( \mathcal{H}_P \) of \( P \) is the collection of hyperplanes in \( \mathbb{R}^n \) orthogonal to the directions of the edges of \( P \cap \rho_z P \), for all \( z \in P \).

Here, a direction of an edge is an arbitrary choice of vector spanning its affine hull. The fundamental hyperplane arrangement is central, i.e. every hyperplane \( H \in \mathcal{H}_P \) contains the origin. We call the interior of a maximal cone in \( \mathcal{H}_P \) a chamber. We observe that \( \mathcal{H}_P \), considered as a fan, refines both the normal fan \( \mathcal{N}_P \) of \( P \) and its opposite \(-\mathcal{N}_P\).

**Example 1.19 (The cubes).** The fundamental hyperplane arrangement of the \( n \)-dimensional cube \( C^n = [0, 1]^n \subset \mathbb{R}^n \) is the set of coordinate hyperplanes \( \mathcal{H}_{C^n} = \{ x_i = 0 \mid 1 \leq i \leq n \} \). In this case, for any \( z \in C^n \), the edges of \( C^n \cap \rho_z C^n \) are all parallel to some edges of \( C^n \), so \( \mathcal{H}_{C^n} \) is just the set of hyperplanes perpendicular to the directions of the edges of \( C^n \).

**Example 1.20 (The simplices).** The fundamental hyperplane arrangement of the \( n \)-dimensional standard simplex \( \Delta^n = \{(x_0, \ldots, x_n) \in \mathbb{R}^{n+1} \mid x_0 + \cdots + x_n = 1\} \) (which is distinct from the realization considered in Remark 1.5) is the braid arrangement \( \mathcal{H}_{\Delta^n} = \{ x_i = x_j \mid 0 \leq i < j \leq n \} \).

Here again, it corresponds to the set of hyperplanes perpendicular to the directions of the edges of \( \Delta^n \).

**Example 1.21 (The associahedra).** The fundamental hyperplane arrangement of the Loday realization of the \( n \)-dimensional associahedron \( K^n \subset \mathbb{R}^{n+1} \) is the following refinement of the braid arrangement

\[
\{ x_{i_1} + x_{i_2} + \cdots + x_{i_{2k-1}} = x_{i_2} + x_{i_4} + \cdots + x_{i_{2k}} \mid 1 \leq i_1 < i_2 < \cdots < i_{2k} \leq n+1, \ 1 \leq k \leq \lfloor \frac{n+1}{2} \rfloor \}. 
\]

In contrast with the preceding examples, new directions of edges appear when considering \( K^n \cap \rho_z K^n \) for some \( z \in K^n \), see [MTTV21, Proposition 2].

The following proposition is useful for computing the fundamental hyperplane arrangement of a polytope.
Proposition 1.22. Let $P$ be a polytope. There is a surjection

$$\begin{align*}
\left\{ \text{pair of faces } (F, G) \text{ of } P \right\} & \xrightarrow{\text{with } \text{codim}(\text{Cone}(-N_P(F) \cup N_P(G))) = 1} \left\{ \text{direction } \vec{d} \text{ of an edge } P \cap \rho_z P \right\} \\
\text{for some } z \in P \end{align*}$$

where we identify in the target two directions which are scalar multiples of each other.

Proof. Let $(F, G)$ be a pair of faces of $P$ such that \( \text{codim}(\text{Cone}(-N_P(F) \cup N_P(G))) = 1 \). By Proposition 1.9, this condition is equivalent to \( \text{codim}(N_{P \cap \rho_z P}(G \cap \rho_z F)) = 1 \), where $z \in (\hat{F} + \hat{G})/2$. Thus, a pair of faces satisfying this codimension 1 condition defines an edge $G \cap \rho_z F$ of $P \cap \rho_z P$ and the application above is well-defined. Now by Lemma 1.7, any edge of $P \cap \rho_z P$ arises as the intersection $G \cap \rho_z F$ for some pair of faces $(F, G) \in P \times P$, so the application is also surjective.

Now we aim at extracting a combinatorial formula for the cellular image of the diagonal from the geometry of the fundamental hyperplane arrangement.

Proposition 1.23 (Chamber invariance). Let $P \subset \mathbb{R}^n$ be a polytope. Two vectors $\vec{v}$ and $\vec{w}$ belonging to the same chamber of $\mathcal{H}_P$ define the same bot-top diagonal, that is

$$\Delta(P, \vec{v}) = \Delta(P, \vec{w}).$$

Proof. Suppose that $\vec{v}$ and $\vec{w}$ are such that $\Delta(P, \vec{v}) \neq \Delta(P, \vec{w})$. This means that there is a point $z \in P$ for which $\text{bot}_\vec{v}(P \cap \rho_z P) \neq \text{bot}_\vec{w}(P \cap \rho_z P)$ or $\text{top}_\vec{v}(P \cap \rho_z P) \neq \text{top}_\vec{w}(P \cap \rho_z P)$. So, there is an edge $e$ of $P \cap \rho_z P$ such that $\vec{v}$ and $\vec{w}$ determine two different orientations of $e$. If $e$ has direction $\vec{d}$, this means that $\langle \vec{d}, \vec{v} \rangle$ and $\langle \vec{d}, \vec{w} \rangle$ have opposite signs. Thus $\vec{v}$ and $\vec{w}$ lie on opposite sides of the hyperplane $H = \{x \in \mathbb{R}^n \mid \langle \vec{d}, x \rangle = 0\} \in \mathcal{H}_P$.

Remark 1.24. We note that the converse of Proposition 1.23 does not hold in general, that is, two distinct chambers in $\mathcal{H}_P$ can determine the same bot-top diagonal. This is due to the fact that the condition of being positively oriented is strictly stronger than being quasi-positively oriented.

For a vector $\vec{d} \in \mathbb{R}^n$ defining an hyperplane $H = \{x \in \mathbb{R}^n \mid \langle \vec{d}, x \rangle = c \in \mathbb{R}\}$, we set the notation $H^+ := \{x \in \mathbb{R}^n \mid \langle \vec{d}, x \rangle > c\}$.

Definition 1.25 (Outward pointing normal vector). Let $F$ be a facet of a polytope $P \subset \mathbb{R}^n$. A vector $\vec{d} \in \mathbb{R}^n$ is said to be an outward pointing normal vector for $F$ if it defines an hyperplane $H$ such that $P \cap H = F$ and $P \cap H^+ = \emptyset$.

Recall that a face $F$ of a polytope $P$ is equal to the intersection of a family of facets $\{F_i\}$. If we choose an outward pointing normal vector $\vec{F}_i$ for each facet $F_i$, then the normal cone of $F$ is spanned by these normal vectors together with a basis $\{b_k\}$ of the orthogonal complement of the affine hull of $P$ in $\mathbb{R}^n$, i.e. we have $N_P(F) = \text{Cone}(\{\vec{F}_i\} \cup \{b_k, -b_k\})$.

For a pair of faces $F, G$ of $P$, let us set the notation

$$\mathcal{H}_P(F, G) := \{H \in \mathcal{H}_P \mid H \text{ intersects the interior of a codimension 1 face of } \text{Cone}(-N_P(F) \cup N_P(G))\}.$$
Theorem 1.26 (Universal formula for the bot-top diagonal). Let \((P, \tilde{v})\) be a positively oriented polytope in \(\mathbb{R}^n\). For each \(H \in \mathcal{H}_P\), we choose a normal vector \(\tilde{d}_H\) such that \(\langle \tilde{d}_H, \tilde{v} \rangle > 0\). We have

\[(1) \quad (F, G) \in \text{Im } \vartriangle_{(P, \tilde{v})} \iff \forall H \in \mathcal{H}_P(F, G), \exists i, \langle \tilde{F}_i, \tilde{d}_H \rangle < 0 \text{ or } \exists j, \langle \tilde{G}_j, \tilde{d}_H \rangle > 0\]

\[(2) \quad \iff \forall H \in \mathcal{H}_P, \exists i, \langle \tilde{F}_i, \tilde{d}_H \rangle < 0 \text{ or } \exists j, \langle \tilde{G}_j, \tilde{d}_H \rangle > 0 .\]

**Proof.** Let us write \(\text{Cone}(-F, G) := \text{Cone}(-\mathcal{N}_P(F) \cup \mathcal{N}_P(G)) = \text{Cone}(\{\tilde{F}_i \cap \{b_k, -b_k\}\})\) and let us denote by \(C\) the chamber of \(\mathcal{H}_P\) containing \(\tilde{v}\). Combining Propositions 1.3 and 1.23 we have that \((F, G) \in \text{Im } \vartriangle_{(P, \tilde{v})} \iff \tilde{v} \in \text{Cone}(-F, G) \iff C \subset \text{Cone}(-F, G)\). Moreover, we recall from Proposition 1.9 that we have \(\text{Cone}(-F, G) = \mathcal{N}_{P \cap \rho_z P}(G \cap \rho_z F)\) for any \(z \in (\tilde{F} + \tilde{G})/2\). We observe that since every \(\tilde{d}_H\) lives in the affine hull of \(P\), we have \(\langle \tilde{d}_H, b_k \rangle = 0\) for all \(k\) and for all \(k\), so we can focus on the families of \(\tilde{F}_i\)'s and \(\tilde{G}_j\)'s and distinguish two cases.

If \(\dim(G \cap \rho_z F) \geq 1\), both sides of (1) are false and thus equivalent. Indeed, in this case \(\text{Cone}(-F, G)\) is not full-dimensional, so it cannot contain \(C\), which is full-dimensional. Moreover, \(\text{Cone}(-F, G)\) belongs to all hyperplanes \(H \in \mathcal{H}_P(F, G)\), which implies \(\langle \tilde{F}_i, \tilde{d}_H \rangle = \langle \tilde{G}_j, \tilde{d}_H \rangle = 0\) for all \(i, j\). The same argument applies to (2), since \(\mathcal{H}_P(F, G) \subset \mathcal{H}_P\).

Suppose now that \(\dim(G \cap \rho_z F) = 0\). In this case \(\text{Cone}(-F, G)\) is full-dimensional and its bounding hyperplanes are precisely the hyperplanes perpendicular to the edges of \(P \cap \rho_z P\) which are adjacent to \(G \cap \rho_z F\), that is, the hyperplanes of \(\mathcal{H}_P(F, G)\). By definition, we have \(C \subset H^+\) for all \(H \in \mathcal{H}_P\). We examine the first implication (\(\implies\)) of (2). Suppose that \((F, G) \in \text{Im } \vartriangle_{(P, \tilde{v})}\), and let \(H \in \mathcal{H}_P\). Since \(C\) is full-dimensional, we have \(C \subset \text{Cone}(-F, G) \implies \text{Cone}(-F, G) \cap H^+ \neq \emptyset\). In particular, there exists an outward pointing normal vector in \(\text{Cone}(-F, G)\) which has a strictly positive scalar product with \(\tilde{d}_H\), hence the right hand side of (2). This implies the right hand side of (1). Now we prove the reverse implication (\(\iff\)) of (1) by contraposition. If \(C \not\subset \text{Cone}(-F, G)\), then Proposition 1.23 implies that \(C \cap \text{Cone}(-F, G) = \emptyset\). In this case, there exists an \(H \in \mathcal{H}_P(F, G)\) such that \(\text{Cone}(-F, G) \subset \mathbb{R}^n \setminus H^+\). Indeed, if we had \(\text{Cone}(-F, G) = \cap_{H \in \mathcal{H}_P(F, G)} H^+\), where \(H^+ := \{x \in \mathbb{R}^n | \langle \tilde{d}_H, x \rangle \geq 0\}\), then we would have \(C = \cap_{H \in \mathcal{H}_P} H^+ \subset \text{Cone}(-F, G)\) which is impossible. So the scalar product of any outward pointing normal vector in \(\text{Cone}(-F, G)\) with \(\tilde{d}_H\) has a nonpositive value.

In practice, one uses Theorem 1.26 by first computing the directions \(\tilde{d}_H\) from the normal fan of \(P\), and then applying (2). The equivalence (1) is of a more conceptual nature: it says that strictly speaking, all the hyperplanes of \(\mathcal{H}_P\) are not needed in the computation of \(\text{Im } \vartriangle_{(P, \tilde{v})}\). However, computing the set of hyperplanes \(\mathcal{H}_P(F, G)\) for a given pair of faces seems to be more complicated than applying (2), both from the combinatorial and the computational points of view.

**Example 1.27 (The cubes).** The \(n\)-dimensional cube \(C^n = [0, 1]^n \subset \mathbb{R}^n\) is positively oriented by the vector \(\tilde{v} = (1, \ldots, 1)\). We choose as normal vectors \(\tilde{d}_H\) the family \(\{e_i | 1 \leq i \leq n\}\). Any pair of subsets \(K, L \subset \{1, \ldots, n\}\) with \(K \cap L = \emptyset\) defines a face \(F\) such that \(\mathcal{N}_{C^n}(F) = \text{Cone}(\{e_k | k \in K\} \cup \{-e_l | l \in L\})\). Theorem 1.26 says that \((F, G) \in \text{Im } \vartriangle_{(C^n, \tilde{v})}\) if
and only if for each $1 \leq i \leq n$, either $-e_i \in \mathcal{N}_C(F)$ or $e_i \in \mathcal{N}_C(G)$. Restricting our attention to pairs with $\dim F + \dim G = n$, we obtain directly the families $\{\tilde{F}_i = -e_i \mid i \in I\}$ and $\{\tilde{G}_j = e_j \mid j \in J\}$ for partitions $I \cup J = \{1, \ldots, n\}$, which define J.-P. Serre’s approximation of the diagonal.

**Example 1.28 (The simplices).** The $n$-dimensional standard simplex $\Delta^n \subset \mathbb{R}^{n+1}$ is positively oriented by any vector $\tilde{v}$ with strictly increasing coordinates. We write $[n + 1] = \{1, \ldots, n + 1\}$. We choose as normal vectors $\tilde{d}_i$ the family $\{e_j - e_i \mid 1 \leq i < j \leq n + 1\}$ and we set $\tilde{n} = (1, \ldots, 1)$. Any subset $I \subset [n + 1]$ defines a face $F$ such that $\mathcal{N}_\Delta(F) = \text{Cone}([-e_j \mid j \in [n + 1] \setminus I] \cup \{\tilde{n}, -\tilde{n}\})$. Theorem 1.26 says that $(F, G) \in \text{Im} \triangle(\Delta^n, \tilde{v})$ if and only if for each pair $1 \leq i < j \leq n + 1$, either $-e_j \in \mathcal{N}_\Delta(F)$ or $e_i \in \mathcal{N}_\Delta(G)$. Restricting our attention to pairs with $\dim F + \dim G = n$, we obtain directly the families $\{\tilde{F}_i = -e_i \mid 1 \leq i \leq k\}$ and $\{\tilde{G}_j = -e_j \mid k \leq j \leq n + 1\}$ for $k \in [n + 1]$, which define the Alexander–Whitney map.

The case of the associahedra will be treated in the same fashion in Section 3, as a special case of Theorem 3.16.

1.6. **Universal formula and refinement of normal fans.** We consider polytopes related by refinement of their normal fans. We have in mind applications to the operahedra in Section 3, and to generalized permutahedra in forthcoming work. We recall that a fan $\mathcal{G}$ refines a fan $\mathcal{G}'$, or that $\mathcal{G}$ coarsens $\mathcal{G}'$, if every cone of $\mathcal{G}$ is the union of cones of $\mathcal{G}'$ and $\cup_{C \in \mathcal{G}} C = \cup_{C' \in \mathcal{G}'} C'$, see [Zie95, Lecture 7] for more details and examples.

**Definition 1.29** (Coarsening projection). Let $P$ and $Q$ be two polytopes in $\mathbb{R}^n$ such that the normal fan of $P$ refines the normal fan of $Q$. The coarsening projection from $P$ to $Q$ is the application $\theta : \mathcal{L}(P) \to \mathcal{L}(Q)$ which sends a face $F$ of $P$ to the face $\theta(F)$ of $Q$ whose normal cone $\mathcal{N}_Q(\theta(F))$ is the minimal cone with respect to inclusion which contains $\mathcal{N}_P(F)$.

**Proposition 1.30.** Let $P$ and $Q$ be two polytopes in $\mathbb{R}^n$ such that the normal fan of $P$ refines the normal fan of $Q$. Then, their fundamental hyperplane arrangements satisfy $\mathcal{H}_Q \subset \mathcal{H}_P$.

**Proof.** Let $H \in \mathcal{H}_Q$. Let $F, G$ be two faces of $Q$ such that the intersection $G \cap \rho_z F$ is an edge of $Q \cap \rho_z P$ perpendicular to $H$, for any $z \in (\tilde{F} + \tilde{G})/2$. If we write $\mathcal{N}_Q(F) = \text{Cone}(\{\tilde{F}_i\}_{i \in I})$ and $\mathcal{N}_Q(G) = \text{Cone}(\{\tilde{G}_j\}_{j \in J})$, this means that a direction $\tilde{d}$ of this edge is solution to the system of equations $\langle \tilde{F}_i, \tilde{d} \rangle = 0$ and $\langle \tilde{G}_j, \tilde{d} \rangle = 0$. Now we choose any $F' \in \theta^{-1}(F)$ and $G' \in \theta^{-1}(G)$ such that $\dim(F') = \dim(F)$ and $\dim(G') = \dim(G)$. We can write the normal cones of $F'$ and $G'$ as $\mathcal{N}_P(F') = \text{Cone}(\{\tilde{F}'_k\}_{k \in K})$ and $\mathcal{N}_P(G') = \text{Cone}(\{\tilde{G}'_j\}_{j \in L})$ where for each $k$ and $l$, we have $\tilde{F}'_k = \sum_{i \in I} \alpha_i \tilde{F}_i$ and $\tilde{G}'_j = \sum_{j \in J} \beta_j \tilde{G}_j$ with $\alpha_i, \beta_j \geq 0$ for all $i, j$. So, the direction $\tilde{d}'$ is also solution to the system of equations $\langle \tilde{F}'_k, \tilde{d}' \rangle = 0$ and $\langle \tilde{G}'_j, \tilde{d}' \rangle = 0$. Then, the dimension assumption shows that for any $w \in (\tilde{F}' + \tilde{G}')/2$ the intersection $G' \cap \rho_w F'$ is an edge of $P \cap \rho_w P$ with direction $\tilde{d}'$, and thus $H \in \mathcal{H}_P$. \qed

**Corollary 1.31.** Suppose that that normal fan of $P$ refines the normal fan of $Q$. If $P$ is positively oriented by $\tilde{v}$, then so is $Q$.  


Proof. This is an immediate consequence of Proposition 1.30. □

**Proposition 1.32.** Let \( P \) and \( Q \) be two polytopes in \( \mathbb{R}^n \) such that the normal fan of \( P \) refines the normal fan of \( Q \), and suppose that they are both positively oriented by the same vector \( \vec{v} \in \mathbb{R}^n \). Then, the coarsening projection \( \theta \) commutes with the cellular maps \( \Delta_{(P, \vec{v})} \) and \( \Delta_{(Q, \vec{v})} \).

Proof. Let \( F \) be a face of \( Q \). By definition of the coarsening projection \( \theta \), we have that \( \mathcal{N}_Q(F) = \bigcup_{F' \in \theta^{-1}(F)} \mathcal{N}_P(F') \). It follows that

\[
\bigcup_{F' \in \theta^{-1}(F)} \text{Cone}(-\mathcal{N}_P(F') \cup \mathcal{N}_P(G')) = \text{Cone}(-\mathcal{N}_Q(F) \cup \mathcal{N}_Q(G)) ,
\]

from which we conclude by using Proposition 1.3. □

**Proposition 1.33.** Let \( P \) and \( Q \) be two polytopes such that \( \mathcal{H}_Q \subset \mathcal{H}_P \), and suppose that they are both positively oriented by the same vector \( \vec{v} \). For each \( H \in \mathcal{H}_P \), we choose a normal vector \( \vec{d}_H \) such that \( \langle \vec{d}_H, \vec{v} \rangle > 0 \). We have

\[
(F, G) \in \text{Im} \Delta_{(Q, \vec{v})} \iff \forall H \in \mathcal{H}_P, \exists i, \langle \vec{F}_i, \vec{d}_H \rangle < 0 \text{ or } \exists j, \langle \vec{G}_j, \vec{d}_H \rangle > 0 .
\]

Proof. We denote by \( C_P \) (resp. \( C_Q \)) the chamber of \( \mathcal{H}_P \) (resp. \( \mathcal{H}_Q \)) containing \( \vec{v} \). Since \( \mathcal{H}_Q \subset \mathcal{H}_P \), we have \( C_P \subset C_Q \). As in the proof of Theorem 1.26, we write \( \text{Cone}(-F, G) := \text{Cone}(-\mathcal{N}_Q(F) \cup \mathcal{N}_Q(G)) \) and we have \( (F, G) \in \text{Im} \Delta_{(Q, \vec{v})} \iff C_Q \cap \text{Cone}(-F, G) \neq \emptyset \iff C_Q \subset \text{Cone}(-F, G) \). For the first implication (\( \Longrightarrow \)), suppose that there exists an \( H \in \mathcal{H}_P \) such that \( \text{Cone}(-F, G) \subset \overline{H} := \{ x \in \mathbb{R}^n | \langle \vec{d}_H, x \rangle \leq 0 \} \). Since \( C_P \subset C_Q \subset \text{Cone}(-F, G) \), we have \( C_P \subset \overline{H} \), which is impossible. The reverse implication (\( \Longleftarrow \)) follows immediately from Theorem 1.26 since \( \mathcal{H}_Q \subset \mathcal{H}_P \). □

One can thus compute the universal formula for a polytope \( P \) and apply it *mutatis mutandis* to any polytope \( Q \) whose normal fans coarsens the one of \( P \). Alternatively, one can apply the coarsening projection via Proposition 1.32. Depending on the polytopes under consideration, one approach or the other might give a simpler combinatorial description.

## 2. Realizations of the Operahedra

In this section we define the operahedra, the family of polytopes that will be the center of attention for the rest of the paper. These polytopes range from the associahedra to the permutohedra. Their face lattices are described by the combinatorics of planar nested trees. Via the line graph construction, these correspond to tubed clawfree block graphs, and the operahedra are thus instances of graph-associahedra [CD06]. We define integer-coordinate realizations of the operahedra by the same procedure as for J.-L. Loday’s realizations of the associahedra [Lod04]. Their fundamental geometric properties are described in Proposition 2.15. The standard weight realizations were already studied by V. Pilaud in [Pil13], but the construction given here is different.
2.1. **What is an operahedron?** Let us consider the set $\mathcal{PT}_n$ of reduced planar rooted trees with $n$ internal vertices, for $n \geq 1$, that is trees where each internal vertex is at least bivalent. We denote the set of internal vertices of a tree $t \in \mathcal{PT}_n$ by $V(t)$ and its set of internal edges by $E(t)$, and we label them as pictured in Figure 7: starting from the root, we traverse around the tree in clockwise direction, numbering a vertex (resp. an edge) only the first time we see it.

![Figure 7. A tree $t \in \mathcal{PT}_5$ with our labeling conventions and one of its maximal nestings.](image)

The leaves and root (resp. the leaf edges and root edge) are not considered part of the set $V(t)$ (resp. $E(t)$), and from now on, the word "vertex" (resp. "edge") will refer exclusively to internal vertices (resp. edges). Moreover, we will abuse terminology and use the terms *leaves* and *root*, as well as the terms *inputs* and *output*, to designate the leaf edges and root edge, respectively.

Any subset of edges $N \subset E(t)$ defines a subgraph of $t$ whose edges are $N$ and whose vertices are all the vertices adjacent to an edge in $N$. We call this graph the closure of $N$.

**Definition 2.1 (Nest).** A nest of a tree $t \in \mathcal{PT}_n$ is a non-empty set of edges $N \subset E(t)$ whose closure is a connected subgraph of $t$.

Every nest $N$ thus defines a subtree $t(N)$ of $t$ by adjoining to its closure all the edges, leaves or root adjacent to its vertices. We call it the induced subtree of $N$.

**Definition 2.2 (Nesting).** A nesting of a tree $t \in \mathcal{PT}_n$ is a set $N = \{N_i\}_{i \in I}$ of nests such that

1. the trivial nest $E(t)$ is in $N$,
2. for every pair of nests $N_i \neq N_j$, we have either $N_i \subsetneq N_j$, $N_j \subsetneq N_i$ or $N_i \cap N_j = \emptyset$, and
3. if $N_i \cap N_j = \emptyset$ then no edge of $N_i$ is adjacent to an edge of $N_j$.

Two nests that satisfy Conditions (2) and (3) are said to be *compatible*. We naturally represent a nesting by circling the closure of each nest as in Figure 7. We denote by $\mathcal{N}(t)$ the set of nestings of a tree $t$. We notice that for a *corolla* $t \in \mathcal{PT}_1$ we have $\mathcal{N}(t) = \emptyset$. We call *nested tree* a pair $(t, N)$ made up of a tree and a nesting.
**Definition 2.3** (Lattice of nestings). We denote by \((N(t), \subset)\) the poset of nestings of a tree \(t \in \text{PT}_n\) ordered by inclusion, together with a maximal element.

**Remark 2.4.** As explained in detail in [War21, Section 3.4], a nesting of a tree \(t\) is the same as a tubing [CD06, Definition 2.2] of the line graph [Har69, Chapter 8] of the closure of \(E(t)\). Note that the leaves and the root are not taken into account, so any tree \(t'\) with the same internal structure as \(t\) has the same line graph.

**Definition 2.5** (Edge contraction). The contraction of an edge \(e\) connecting vertices \(v_1\) and \(v_2\) consists in deleting \(e\) and collapsing \(v_1\) and \(v_2\) to a new vertex \(v\) having as inputs the union of the inputs of \(v_1\) and \(v_2\).

![Figure 8. Contraction of the edges in a nest.](image)

We observe that trees are stable under edge contraction. Given a nested tree \((t, N)\), the contraction of a nest \(N \in \mathcal{N}\) consists in the contraction of all the edges of \(t(N)\), as pictured in Figure 8.

**Definition 2.6** (Maximal nesting). A nesting is maximal if it has maximal cardinality.

We denote by \(\mathcal{M}N(t) \subset N(t)\) the set of maximal nestings. If \(t \in \text{PT}_n\) and \(N \in \mathcal{M}N(t)\), we have \(|N| = |E(t)| = n - 1\). We call fully nested tree a nested tree \((t, N)\) where \(N\) is maximal.

**Definition 2.7.** For any subset of edges \(S \subset E(t)\) of a nested tree \((t, N)\), we denote by \(N(S)\) the set of nests of \(N\) containing \(S\).

By definition of a nesting, the set \(N(e)\) is totally ordered by inclusion, for any edge \(e \in E(t)\). For a maximal nesting \(N \in \mathcal{M}N(t)\), the assignment \(e \mapsto \min N(e)\) defines a bijection between \(E(t)\) and \(N\).
Definition 2.8 (Poset of maximal nestings). We denote by \((M.N(t), <)\) the poset generated by the transitive closure of the covering relations

\[
\begin{array}{ccc}
& & t_3 \\
& t_2 & < \\
& t_1 & \\
& & t_1 \\
b & & a
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
& & t_3 \\
& t_2 & < \\
& t_1 & \\
& & t_1 \\
b & & a
\end{array}
\]

where \(t_1, t_2\) and \(t_3\) are trees.

On the set of linear trees, i.e. trees where each vertex is connected to at most two edges, this order relation specializes to the Tamari order [Tam51]. This can be seen via the bijection between the set of maximal nestings of a linear tree with \(n\) vertices and the set of planar binary trees with \(n\) leaves shown in Figure 9.

On the set of 2-leveled trees, i.e. trees where all the edges are adjacent to the same vertex, this order specializes to the weak Bruhat order. This can be seen via the bijection between the set of maximal nestings of a 2-leveled tree with \(n + 1\) vertices and the elements of the symmetric group of order \(n\) shown in Figure 9. For a 2-leveled tree \(t \in PT_{n+1}\) and a maximal nesting \(N' \in M.N(t)\), we construct a permutation \(\sigma \in S_n\) in the following way. First, for each \(i \in E(t)\) we write \(N_i := \min(N(i)) \in \mathcal{N}\). Then, the image of the permutation \(\sigma\) is the unique ordered sequence \((\sigma(1), \ldots, \sigma(n))\) such that \(|N_{\sigma(j)}| < |N_{\sigma(j+1)}|\) for all \(j \in \{1, \ldots, n-1\}\). A covering relation in Definition 2.8 between two maximal nestings \(\mathcal{N}\) and \(\mathcal{N}'\) then corresponds precisely to a covering relation of the weak Bruhat order between the associated permutations \(\sigma\) and \(\sigma'\).

Definition 2.9 (Operahedron). An operahedron is a polytope whose face lattice is isomorphic to the dual \((\mathcal{N}(t), \subseteq^{op})\) of the lattice of nestings of a planar tree \(t \in PT_n\), for any \(n \geq 1\).
The operahedron corresponding to a tree \( t \in \PT_n \) is of dimension \( n-2 \) (by convention, the empty set has dimension -1). The face corresponding to a nested tree \((t, N)\) has codimension \( |N| - 1 \), the number of non-trivial nests of \( N \). The oriented 1-skeleton of an operahedron gives the Hasse diagram of the poset of maximal nestings \( (\mathcal{M}, <) \).

**Remark 2.10.** Following Remark 2.4, one can see that the operahedra are a special class of graph-associahedra, as defined in [CD06]: they are associated to line graphs of trees, that is, clawfree block graphs [Har69, Theorem 8.5]. Hence they are also a special class of hypergraph polytopes as defined in [DP11].

**Remark 2.11.** It would be interesting to know whether or not the posets \((\mathcal{M}, <)\) are lattices. As studied in [BM21], the poset of maximal tubings of a graph do not form a lattice in general. For linear and 2-leveled trees, we have lattices isomorphic to the Tamari and weak Bruhat order lattices, respectively. For the other operahedra, comparison with the calculations of [BM21, Section 6.1] shows that we indeed have lattices up to dimension 3.

### 2.2. Loday realizations of the operahedra.

**Definition 2.12** (Weighted fully nested tree). A weighted fully nested tree is a triple \((t, N, \omega)\) made up of a fully nested tree with \( n \) vertices together with a weight \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{Z}_{>0}^n \). We say that the weight \( \omega \) has length \( n \).

Let us fix a weighted fully nested tree \((t, N, \omega)\). For any edge \( i \in E(t) \), we consider the two subtrees \( t_1 \) and \( t_2 \) of \( t(\min N(i)) \) such that \( i \) is the root of \( t_1 \) and a leaf of \( t_2 \). In other words, \( t_1 \) and \( t_2 \) are obtained by cutting the tree \( t(\min N(i)) \) at the edge \( i \). We define the two sums

\[ \alpha_i := \sum_{j \in V(t_1)} \omega_j \quad \text{and} \quad \beta_i := \sum_{j \in V(t_2)} \omega_j. \]

Multiplying these two numbers together for each edge of \( t \), we obtain the following point

\[ M(t, N, \omega) := (\alpha_1 \beta_1, \alpha_2 \beta_2, \ldots, \alpha_{n-1} \beta_{n-1}) \in \mathbb{Z}^{n-1}. \]

**Remark 2.13.** We will use the notations \( \alpha_i \) and \( \beta_i \) for brevity, even though these numbers depend on the tree \( t \), the nesting \( N \) and the weight \( \omega \). This dependence will be implicit but should be clear from the context.

**Definition 2.14** (Loday realization of the operahedra). For any \( n \geq 1 \), and for any tree \( t \in \PT_n \), the Loday realization of weight \( \omega \) of the operahedron is the polytope

\[ P_{(t, \omega)} := \text{conv} \{ M(t, N, \omega) \mid N \in \mathcal{M}, N(t) \} \subset \mathbb{R}^{n-1}. \]

The Loday realization of the operahedron associated to the standard weight \((1, \ldots, 1)\) is simply denoted by \( P_t \). Some three-dimensional examples are shown in Figure 10. For any corolla \( t \in \PT_1 \), we adopt the following convention: the polytope \( P_{(t, \omega)} \), with weight \( \omega = (\omega_1) \) of length 1, is made up of one point in 0-dimensional space.
The following proposition summarizes the fundamental properties of Loday realizations of the operahedra and show in particular that they are indeed realizations of the operahedra. In the case of standard weight realizations, it should be compared with [Pil13, Theorem 56].

**Proposition 2.15.** For any tree \( t \in \PT_n \) and for any weight \( \omega \) of length \( n \), the Loday realization of the operahedron \( P(t, \omega) \) satisfies the following properties.

1. It is contained in the hyperplane with equation
   \[
   \sum_{i \in E(t)} x_i = \sum_{k, \ell \in V(t)} \omega_k \omega_\ell.
   \]

2. Let \( N \) be a non-trivial nest of \( t \). For any maximal nesting \( N \), the point \( M(t, N, \omega) \) is contained in the half-space defined by the inequality
   \[
   \sum_{i \in E(t(N))} x_i \geq \sum_{k, \ell \in V(t(N))} \omega_k \omega_\ell,
   \]
   with equality if and only if \( N \in N \).

3. The polytope \( P(t, \omega) \) is the intersection of the hyperplane of (1) and the half-spaces of (2).

4. The face lattice \( (\mathcal{L}(P(t, \omega)), \subseteq) \) is isomorphic to the dual of the lattice of nestings \( (N(t), \subseteq_{op}) \).

5. Any face of a Loday realization of an operahedron is isomorphic to a product of Loday realizations of operahedra of lower dimension, via a permutation of coordinates.

**Proof.**

(1) We show that every nest \( N \) of a maximal nesting \( \mathcal{N} \) satisfies the equation
   \[
   \sum_{i \in E(t(N))} \alpha_i \beta_i = \sum_{k, \ell \in V(t(N))} \omega_k \omega_\ell,
   \]
   by induction on the cardinality of \( N \). The case when \( |N| = 1 \) is clear. We suppose that every nest \( N \in \mathcal{N} \) with \( 1 \leq |N| \leq m - 1 \) satisfies the equation above. We consider now a nest \( N \) with \( |N| = m \geq 2 \). We select \( j \in N \) the unique edge such that
\[ N = \min \mathcal{N}(j) \]. Denoting by \( t_1 \) and \( t_2 \) the two subtrees of \( t(N) \) having \( j \) respectively as a root and a leaf, we have

\[
\sum_{i \in E(t(N))} \alpha_i \beta_i = \alpha_j \beta_j + \sum_{i \in E(t_1)} \alpha_i \beta_i + \sum_{i \in E(t_2)} \alpha_i \beta_i \\
= \left( \sum_{k \in V(t_1)} \omega_k \right) \left( \sum_{\ell \in V(t_2)} \omega_\ell \right) + \sum_{k, \ell \in V(t_1), k < \ell} \omega_k \omega_\ell + \sum_{k, \ell \in V(t_2), k < \ell} \omega_k \omega_\ell \\
= \sum_{k, \ell \in V(t(N)), k < \ell} \omega_k \omega_\ell .
\]

Taking the trivial nest \( N = E(t) \), which is contained in every maximal nesting, we obtain that every point \( M(t, N, \omega) \) is contained in the hyperplane of (1). By convexity, the same is true for the entire polytope.

(2) The proof of Point (1) shows that if the nest \( N \) is in \( \mathcal{N} \), then

\[
\sum_{i \in E(t(N))} \alpha_i \beta_i = \sum_{k, \ell \in V(t(N)), k < \ell} \omega_k \omega_\ell .
\]

Let us show that every nest \( N \notin \mathcal{N} \) satisfies the strict inequality

\[
\sum_{i \in E(t(N))} \alpha_i \beta_i > \sum_{k, \ell \in V(t(N)), k < \ell} \omega_k \omega_\ell ,
\]

by induction on the cardinality of \( N \). The case when \( |N| = 1 \) is clear. We suppose that every nest \( N \notin \mathcal{N} \) with \( 1 \leq |N| \leq m - 1 \) satisfies the strict inequality above. We consider now a nest \( N \notin \mathcal{N} \) with \( |N| = m \geq 2 \). We select \( j \) the unique edge such that \( \min \mathcal{N}(j) = \min \mathcal{N}(N) \). It is clear that this edge exists and is unique. We denote by \( t_1 \) and \( t_2 \) the two subtrees of \( t(\min \mathcal{N}(j)) \) having \( j \) respectively as a root and a leaf.

If we suppose that \( j \notin \mathcal{N} \), then \( N \subset E(t_1) \) or \( N \subset E(t_2) \) which contradicts the assumption that \( \min \mathcal{N}(j) = \min \mathcal{N}(N) \). So we have \( j \in \mathcal{N} \). We denote by \( t'_1 \) and \( t'_2 \) the two subtrees of \( t(N) \) having \( j \) respectively as a root and a leaf. At least one of the inclusions \( E(t'_1) \subset E(t_1) \) or \( E(t'_2) \subset E(t_2) \) has to be strict, otherwise we would
have $N = \min \mathcal{N}(N) \in \mathcal{N}$. Thus we have

$$
\sum_{i \in E(t(N))} \alpha_i \beta_i = \alpha_j \beta_j + \sum_{i \in E(t'_1)} \alpha_i \beta_i + \sum_{i \in E(t'_2)} \alpha_i \beta_i
\geq \left( \sum_{k \in V(t'_1)} \omega_k \right) \left( \sum_{i \in V(t'_2)} \omega_i \right) + \sum_{k, \ell \in V(t'_1)} \omega_k \omega_\ell + \sum_{k, \ell \in V(t'_2)} \omega_k \omega_\ell
> \left( \sum_{k \in V(t'_1)} \omega_k \right) \left( \sum_{i \in V(t'_2)} \omega_i \right) + \sum_{k, \ell \in V(t'_1)} \omega_k \omega_\ell + \sum_{k, \ell \in V(t'_2)} \omega_k \omega_\ell
= \sum_{k, \ell \in V(t(N))} \omega_k \omega_\ell.
$$

(3) Let us denote by $P$ the polytope defined by the intersection of the hyperplane of (1) and the half-spaces of (2). We show that $P_{(t,\omega)} = P$. The first inclusion ($\subset$) is obvious. For the reverse inclusion, we observe first that the equations of Point (2), with equality, define the facets of $P$. Let $x = (x_1, \ldots, x_{n-1})$ be a point in the intersection of two facets $F_1$ and $F_2$ of $P$. We claim that the associated nests $N_1$ and $N_2$ are compatible. We suppose to the contrary that the nests $N_1$ and $N_2$ are not compatible. We are in one of the following two situations. First, we suppose that $N_1 \cap N_2 = \emptyset$. We have by the proof of Point (1) that

$$
\sum_{i \in E(t(N_1 \cup N_2))} x_i = \sum_{i \in E(t(N_1))} x_i + \sum_{i \in E(t(N_2))} x_i
= \sum_{k, \ell \in V(t(N_1))} \omega_k \omega_\ell + \sum_{k, \ell \in V(t(N_2))} \omega_k \omega_\ell
< \sum_{k, \ell \in V(t(N_1))} \omega_k \omega_\ell + \sum_{k, \ell \in V(t(N_2))} \omega_k \omega_\ell + \sum_{k \in V(t(N_1)) \setminus V(t(N_2))} \omega_k \omega_\ell
= \sum_{k, \ell \in V(t(N_1 \cup N_2))} \omega_k \omega_\ell,
$$
which contradicts the inequality of Point (2) associated to the nest \( N_1 \cup N_2 \). Second, we suppose that \( N_1 \cap N_2 \neq \emptyset \). We have
\[
\sum_{i \in E(t(N_1 \cap N_2))} x_i = \sum_{i \in E(t(N_1))} x_i + \sum_{i \in E(t(N_2))} x_i - \sum_{i \in E(t(N_1 \cup N_2))} x_i
\leq \sum_{k, \ell \in V(t(N_1))} \omega_k \omega_{\ell} + \sum_{k, \ell \in V(t(N_2)) \atop k < \ell} \omega_k \omega_{\ell} - \sum_{k, \ell \in V(t(N_1 \cup N_2)) \atop k < \ell} \omega_k \omega_{\ell}
= \sum_{k, \ell \in V(t(N_1 \cap N_2)) \atop k < \ell} \omega_k \omega_{\ell}
\leq \sum_{k, \ell \in V(t(N_1 \cap N_2)) \atop k < \ell} \omega_k \omega_{\ell},
\]
which contradicts the inequality of Point (2) associated to the nest \( N_1 \cap N_2 \). So, \( N_1 \) and \( N_2 \) must be compatible.

A vertex \( M \) of \( P \) is solution to a system of \( n - 1 \) independent linear equations, one of type (1) and \( n - 2 \) of type (2). By the preceding argument, the associated nests are compatible and assemble into a maximal nesting \( N \) of \( t \). Also the point \( M(t, N, \omega) \) is solution to this system of equations, in virtue of Point (1) and Point (2). Since the solution is unique, this implies \( M = M(t, N, \omega) \) and therefore \( P = P(t, \omega) \).

(4) Point (2) shows that the facets of \( P(t, \omega) \) correspond bijectively to nestings with only one non-trivial nest: the facet labeled by the non-trivial nest \( N \) is the convex hull of the points \( M(t, N, \omega) \) such that \( N \in N \). Any face of \( P(t, \omega) \) of codimension \( k \), with \( 0 \leq k \leq n - 2 \) is defined as the intersection of \( k \) facets. The preceding description of facets gives that the set of faces of codimension \( k \) is bijectively labeled by nestings with \( k \) non-trivial nests: the face corresponding to such a nesting \( N \) is the convex hull of the points \( M(t, N', \omega) \) such that \( N' \subset N \). With the top dimensional face labeled by the trivial nest, the statement is proved.

(5) The proof of the preceding point shows that it is enough to treat the case of the facets. Let \( N \) be a nesting of \( t \) with only one non-trivial nest \( N \). We contract the nest \( N \) to obtain a new tree \( \tilde{t} \). We define a weight \( \overline{\omega} \) on \( \tilde{t} \) as follows. As a result of the contraction of \( N \), the set \( V(t(N)) \) is reduced in \( \tilde{t} \) to a single vertex \( j \). We assign to this vertex the sum of the weights of the vertices of \( N \), that is,
\[
\overline{\omega}_j := \sum_{k \in V(t(N))} \omega_k.
\]
Each of the other vertices keeps its weight, only the label changes: for each \( i \neq j \) in \( V(\tilde{t}) \), we define \( \overline{\omega}_i := \omega_\ell \) for the corresponding vertex \( \ell \) in \( V(t) \). We also define a weight \( \overline{\omega} \) on \( t(N) \), considered as an independent tree that we denote by \( \tilde{t} \). This weight is simply the restriction of \( \omega \) to the vertices of \( t(N) \): for each \( i \in V(\tilde{t}) \), we define \( \overline{\omega}_i := \omega_\ell \) for the corresponding vertex \( \ell \) in \( V(t) \).
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We write $|E(\tilde{t})| = p$ and $|E(\tilde{t})| = q$ and we renumber the edges of $\tilde{t}$ from $p + 1$ to $p + q$. We denote by $\sigma : E(\tilde{t}) \sqcup E(\tilde{t}) \to E(t)$ the permutation mapping each (just renumbered) edge of $\tilde{t}$ and $\tilde{t}$ to its label in $t$. We obtain a $(p, q)$-shuffle. We claim that the image of $P(\tilde{t}, \tilde{\omega}) \times P(\tilde{t}, \omega) \leftrightarrow P(t, \omega)$ under the isomorphism

$$\Theta : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}^{n-1} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad 

Restricting to linear trees, we recover the weighted Loday realizations of the associahedra of [MTTV21, Proposition 1]. Restricting to 2-leveled trees, we obtain weighted realizations of the permutahedron. To end this section, let us point out some geometric properties of the Loday realizations of the operahedra. They can be visualized on the examples of Figure 10.

**Corollary 2.16.** For any tree $t \in PT_n$ and for any weight $\omega$ of length $n$, the Loday realizations of the operahedron $P_t$ and $P(t, \omega)$ satisfy the following geometric properties.

1. The polytope $P(t, \omega)$ is obtained by successive truncations of a simplex.
2. The polytope $P(t, \omega)$ is obtained from the classical permutahedron by parallel translation of its facets, i.e. it is a generalized permutahedron in the sense of [Pos09].
3. The polytope $P_t$ is obtained by deleting inequalities from the facet description of the classical permutahedron, i.e. it is a removahedron in the sense of [Pil14].

**Proof.** One can read off the normal fan of the operahedron $P = P(t, \omega)$ in Points (1) and (2) of Proposition 2.15 as follows. A face $F$ of codimension $k$ of $P$ is determined by a nesting $N = \{N_j\}_{1 \leq j \leq k+1}$ of $t$, where $N_{k+1}$ is the trivial nest. For any nest $N_j \in \mathcal{N}$, we define its associated characteristic vector $\tilde{N}_j$ which has a 1 in position $i$ if $i \in N_j$ and 0 otherwise. The normal cone of $F$ is then given by $N_{p}(F) = \text{Cone}(\tilde{N}_1, \ldots, \tilde{N}_{k+1})$. If $t$ is a 2-leveled tree, all the subsets of edges define nests, and we have the normal fan of the permutahedron. If $t$ is a tree which is not a 2-leveled tree, only some subsets of edges define nests. Thus, we have Points (2) and (3) above. For Point (1), we observe that the nests containing only one edge of $t$ define the normal fan of the standard simplex. \qed

### 3. The diagonal of the operahedron

The main goal of this section is to compute the fundamental hyperplane arrangement of the permutahedron which, as we shall see, turns out to be a refinement of the braid
arrangement. By the general theory of Section 1, any choice of a chamber in this arrangement then gives a cellular approximation of the diagonal of the permutahedron. Moreover, such a choice gives a cellular approximation of the diagonal for every operahedron (in fact, any generalized permutahedra), as well as an explicit combinatorial formula describing its cellular image. In contrast with the cases of the simplices, the cubes, and the associahedra, the combinatorics of the permutahedron are less constrained: many choices of chambers agree with the weak Bruhat order on the vertices, and the condition $\text{top}(F) \leq \text{bot}(G)$ is no longer sufficient to characterize the image of the diagonal. We make a choice, motivated by the operadic structure that will appear in the next section. The formula thus obtained, which consists of complementary pairs of ordered partitions of $\{1, \ldots, n\}$, has interesting combinatorial properties.

3.1. **The fundamental hyperplane arrangement of the permutahedra.** Let us first recall from the proof of Corollary 2.16 above that a face $F$ of codimension $k$ of the operahedron $P = P_t$ is determined by a nesting $N = \{N_j\}_{1 \leq j \leq k+1}$ of $t$ where $N_{k+1}$ is the trivial nest. For any nest $N_j \in N$, we define its associated characteristic vector $\vec{N}_j$ which has a 1 in position $i$ if $i \in N_j$ and 0 otherwise. The vectors $-\vec{N}_j, 1 \leq j \leq k$ are outward pointing normal vectors for the facets defining $N$, in the sense of Definition 1.25. Together with the vector $\vec{N}_{k+1}$, which forms a basis of the orthogonal complement of the affine hull of $P$, they define the normal cone $N_p(F) = \text{Cone} \left( -\vec{N}_1, \ldots, -\vec{N}_k, -\vec{N}_{k+1}, \vec{N}_{k+1} \right)$.

**Definition 3.1** (Trinary and boolean vectors). We say that a vector $\vec{v} \in \mathbb{R}^{n-1}$ is a trinary vector (resp. boolean) if its coordinates are 0, 1 or -1 (resp. 0 or 1).

Let us recall that two nests $N_1$ and $N_2$ are said to be compatible if they fulfill Conditions (2) and (3) of Definition 2.2. Moreover, we say that they are linearly independent if $\vec{N}_1$ and $\vec{N}_2$ are.

**Proposition 3.2.** Let $t \in \mathcal{PT}_n$ and let us denote by $P = P_t$ the standard weight Loday realization of the operahedron. There is a surjection

$$
\begin{cases}
\text{a set of } k \text{ compatible nests,} \\
\text{a set of } l \text{ compatible nests,} \\
\text{with } k + l = n - 3 \text{ and } k, l \geq 0, \\
\text{mutually linearly independent and with the trivial nest}
\end{cases}
\rightarrow
\begin{cases}
\text{direction } \vec{d} \text{ of an edge} \\
\text{of } P \cap \rho_z P, \text{ for some } z \in P
\end{cases}
\sim,
$$

where two directions in the target are identified if they are a scalar multiple of each other.

**Proof.** This follows from a direct application of Proposition 1.22. \qed

**Definition 3.3** (Support and length). The set of non-zero entries of a vector $\vec{v} \in \mathbb{R}^n$ is called its support and the cardinality of this set is called its length.
**Proposition 3.4** (Direction of the edges of $P \cap \rho_z P$). Let $t \in PT_n$ and let $P = P_t$ be the standard weight Loday realization of the operahedron. Then, representatives for the equivalence classes of directions of the edges of $P \cap \rho_z P$, for all $z \in P$, are given by trinary vectors of $\mathbb{R}^{n-1}$ with the same number of 1 and $-1$ and whose first non-zero coordinate is 1.

**Proof.** The space of solutions of the system of linear equations in the left hand side of the surjection in Proposition 3.2 is given by the kernel of the $(n-1) \times (n-1)$ boolean matrix

$$
\begin{pmatrix}
- & \vec{N}_1 & - \\
- & \vdots & - \\
- & \vec{N}_{k+1} & - \\
- & \vec{N}'_1 & - \\
- & \vdots & - \\
- & \vec{N}'_{l+1} & - \\
\end{pmatrix},
$$

where the vectors are written horizontally. The $k+1$ first (resp. $l+1$ last) lines are included in one another as elements of the boolean lattice $\{0,1\}^{n-1}$. We can thus substract the line of minimal length to the $k$ (resp. $l$) others, then the line with second minimal length to the $k-1$ (resp. $l-1$) others, and so on until we obtain a family of $k+1$ (resp. $l+1$) lines with disjoint support, whose sum is $(1, \ldots, 1)$.

We claim that the system of linear equations obtained in this way is equivalent to a system where the length of each line is at most 2, that is, where each line has a 1 in at most two places. We proceed by induction on $n$. The case $n-1 = 2$ is clear. Let $n-1 \geq 3$ and suppose that the result holds for every matrix of size $k \leq n-2$. Let $M$ be a matrix of size $n-1$ filling the hypothesis.

1. Suppose that $M$ contains a line of length 1, that is a line $i$ with zeros everywhere except in place $j$. We can then reduce every non-zero element of the $j$th column to 0 and apply the induction hypothesis to the $(n-2) \times (n-2)$ matrix $M'$ obtained from $M$ by suppressing its $i$th line and $j$th column.
2. Suppose that no line of $M$ has length 1.
   (a) Suppose that $k > l$. The length of the sum of the $k+1$ lines of the first group is at least $2k + 2 > k + l + 2 = n - 1$, which is impossible.
   (b) Suppose that $k = l$. The length of the sum of the $k+1$ lines of the first group is, as for the $l+1$ lines of the second group, exactly $2k + 2$, which means that every line has length 2. This finishes the proof of the claim.

The kernel of (3) has dimension 1. Since the vector $(1, \ldots, 1)$ is in the system, the coordinates of any non-zero vector in it sum to zero. By the preceding claim, it is a scalar multiple of a trinary vector with the same number of 1 and $-1$, and whose first non-zero coordinate is 1. \qed
Corollary 3.5. Let $t \in \text{PT}_n$ be a 2-leveled tree, and let us denote by $P = P_t$ the standard weight Loday realization of the permutahedron. There is a bijection

$$\left\{ \text{direction } \vec{d} \text{ of an edge of } P \cap \rho \cdot P, \text{ for some } \rho \in P \right\} \sim \left\{ \text{trinary vector of } \mathbb{R}^{n-1} \text{ with the same number of } 1 \text{ and } -1 \right\},$$

where, in the first set, two linearly dependent directions are identified.

Proof. We prove that every trinary vector on the right-hand side is a representative of some equivalence class of directions on the left-hand side. Let $\vec{d} \in \mathbb{R}^{n-1}$ be a vector having $p$ coordinates equal to 1, $p$ coordinates equal to -1 and $q$ coordinates equal to 0 with $p \geq 1, q \geq 0$ and $2p + q = n - 1$. We construct a system of nested boolean vectors 
\{ $\vec{N}_1, \vec{N}_2', \vec{N}_q', \vec{N}_{q+p}'$ \} that has $\vec{d}$ as solution. First label the pairs of \{1, -1\} from left to right with \{1, $\ldots$, $p$, \} and the zeros, if there are any, from left to right with \{1, $\ldots$, $q$\}. Then,

1. If $p = 1$, go directly to Step (2). If $p \geq 2$, define $p-1$ boolean vectors \{ $\vec{N}_1, \vec{N}_2', \ldots, \vec{N}_{q+p}'$ \} by the following: the vector $\vec{N}_i$ has as support the columns of the $i$th first pairs of 1 and -1.

2. If $p = 1$ and $q = 0$, go directly to Step (3). Otherwise, define $q+p-1$ boolean vectors \{ $\vec{N}_1', \vec{N}_2', \ldots, \vec{N}_{q+p-1}'$ \} by the following: the vector $\vec{N}_i'$ has as support the columns of the $j$th first zeros if $j \leq q$; otherwise for $j \geq q+1$ (that is, if $p \geq 2$) it has as support the columns of the $q$ zeros, the 1 of the first pair, the -1 of the $(j-q+1)$th pair, and if they exist (that is, if $p \geq 3$ and $j \geq q+2$) all the pairs from 2 to $j-q$.

3. Set $\vec{N}_p = \vec{N}_{q+p}' = (1, \ldots, 1)$ and add the two vectors to the system.

Choosing such vectors is possible since the permutahedron has as normal vectors to its facets every possible non-zero boolean vector, see Point (2) of Proposition 2.15. It is clear from the construction that the vector $\vec{d}$ is a basis of the space of solutions to this system, see Figure 11. \hfill $\square$

Among the fundamental hyperplane arrangements of the operahedra, the one associated to the permutahedron plays a special role.

Theorem 3.6 (Fundamental hyperplane arrangement of the permutahedron). Let $n \geq 1$, and let us write

$$D(n) := \{(I, J) \mid I, J \subset \{1, \ldots, n\}, |I| = |J|, I \cap J = 0, \min(I \cup J) \in I\}.$$

The fundamental hyperplane arrangement of the $(n-1)$-dimensional permutahedron in $\mathbb{R}^n$ is the set of hyperplanes defined by

$$\sum_{i \in I} x_i = \sum_{j \in J} x_j \quad \text{for all } (I, J) \in D(n).$$

Proof. This follows immediately from Corollary 3.5. \hfill $\square$

This hyperplane arrangement is a refinement of the braid arrangement, see Figure 12. Computations show that it is in general not a simplicial arrangement.
\[ \vec{d} = (1 \ 0 \ -1 \ -1 \ 1 \ 0 \ 0 \ -1 \ 1) \]

\[
\begin{pmatrix}
\vec{N}_1 \\
\vec{N}_2 \\
\vec{N}_3 \\
\vec{N}_4 \\
\vec{N}_5 \\
\vec{N}_6 \\
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{pmatrix}
\]

Figure 11. The result of the procedure described in the proof of Corollary 3.5 for a vector \(\vec{d}\) with \(p = 3\) pairs of 1 and -1, and \(q = 3\) zeros.

Figure 12. The braid arrangement and fundamental hyperplane arrangement of the permutohedron in \(\mathbb{R}^4\), projected into \(\mathbb{R}^3\).

Remark 3.7. The fundamental hyperplane arrangement appears as the normal fan of a zonotope, which is itself a facet of the zonotope denoted \(H_\infty(d, 1)\) in [DPR21], the facet contained in the hyperplane \(x_1 + \cdots + x_d = 0\). This last zonotope is related to matroid optimization [DMO18] and generalizes L. Billera’s White Whale [Bil18], which has been the subject of active research in the recent years.

For a tree \(t\), we denote by \(\mathcal{H}_t\) the fundamental hyperplane arrangement of \(P_t\).

Proposition 3.8. Let \(t, t' \in \text{PT}_n\) such that \(t'\) is a 2-leveled tree. We have \(\mathcal{H}_t \subset \mathcal{H}_{t'}\), and if \(P_{t'}\) is positively oriented by \(\vec{v}\), then so is \(P_t\).
Proof. This is an immediate consequence of Proposition 3.4 and Corollary 3.5. Alternatively, it is a special case of the general results Proposition 1.30 and Corollary 1.31. □

Theorem 3.9. Let $t \in \PT_n$ be a tree. Any vector $\vec{v} = (v_1, \ldots, v_{n-1}) \in \mathbb{R}^{n-1}$ satisfying the equations
\[
\sum_{i \in I} v_i = \sum_{j \in J} v_j
\]
for all $(I, J) \in D(n-1)$ defines a bot-top diagonal of $P_t$.

Proof. This follows directly from Proposition 3.8. □

3.2. Universal formula for the operahedra. We restrict our attention to a certain class of orientation vectors.

Definition 3.10 (Well-oriented realization of the operahedron). Let $t \in \PT_n$ be a tree. A well-oriented realization of the operahedron is a positively oriented realization which also induces the poset of maximal nestings ($\mathcal{M}, \mathcal{N}(t), \prec$) on the set of vertices.

Proposition 3.11. Let $t \in \PT_n$ and let $\omega$ be a weight of length $n$. Any vector $\vec{v} \in \mathbb{R}^{n-1}$ with strictly decreasing coordinates induces the poset of maximal nestings ($\mathcal{M}, \mathcal{N}(t), \prec$) on the set of vertices of $P_{(t, \omega)}$.

Proof. Let $\mathcal{N}$ and $\mathcal{N}'$ be two maximal nestings of $t$ corresponding to a covering relation $\mathcal{N} \prec \mathcal{N}'$. They differ only by a nest. We show that the corresponding edge in $P_{(t, \omega)}$ is of the form
\[
\frac{M(t, \mathcal{N}, \omega)M(t, \mathcal{N}', \omega)}{M(t, \mathcal{N}', \omega)} = (0, \ldots, 0, x, 0, \ldots, 0, -x, 0, \ldots, 0) \quad (*)
\]
for some $x > 0$. We denote by $\mathcal{N}$ the unique nest of $\mathcal{N} \setminus \mathcal{N}'$ and by $\mathcal{N}'$ the unique nest of $\mathcal{N}' \setminus \mathcal{N}$. Let $j$ and $j'$ be the two edges of $t$ such that $\min \mathcal{N}(j) = \mathcal{N}'$ and $\min \mathcal{N}'(j') = \mathcal{N}$, see Definition 2.7. Now, by the definition of the order on the edges of $t$ we have $j < j'$, see Figure 7 and Definition 2.8. We denote by $\alpha'_i, \beta'_i$ the $i$th coordinate of the point $M(t, \mathcal{N}, \omega)$. The fact that $\min \mathcal{N}(i) = \min \mathcal{N}'(i)$ for all $i \neq j, j'$ implies that $\alpha_i \beta_i = \alpha'_i \beta'_i$ for all $i \neq j, j'$. We show that $\alpha_j \beta_j < \alpha'_j \beta'_j$. Since the nestings $\mathcal{N}$ and $\mathcal{N}'$ are maximal, we have $\min \mathcal{N}(j') = \min \mathcal{N}'(j)$ and
\[
\alpha_j \beta_j = \left( \sum_{k \in V(t_1)} \omega_k \right) \left( \sum_{\ell \in V(t_2)} \omega_\ell \right) < \left( \sum_{k \in V(t_1)} \omega_k \right) \left( \sum_{\ell \in V(t_2)} \omega_\ell + \sum_{\ell \in V(t_3)} \omega_\ell \right) = \alpha'_j \beta'_j,
\]
where $t_1$, $t_2$, and $t_3$ are trees with possibly only one vertex, see Definition 2.8. Moreover, since $\sum_{i \in E(t)} \alpha_i \beta_i = \sum_{i \in E(t)} \alpha'_i \beta'_i$ is constant, we must have $\alpha_j \beta_j + \alpha_j' \beta_j' = \alpha'_j \beta'_j + \alpha_j' \beta_j'$. Defining $x := \alpha_j \beta_j - \alpha'_j \beta'_j$, we obtain $\alpha'_j \beta'_j - \alpha_j' \beta_j' = -x$, which proves (*). So \[
\frac{M(t, \mathcal{N}, \omega)M(t, \mathcal{N}', \omega)}{M(t, \mathcal{N}', \omega)} \vec{v} = x(v_j - v_{j'}) > 0, \quad \text{and \vec{v}} \text{ induces the poset of maximal nestings on the set of vertices.} \quad \Box
\]

Remark 3.12. This poset and an orientation vector inducing it were studied in more depth in [Pil13, Section 6]. In particular, it is shown that as soon as $t$ is not a linear tree, the poset $(\mathcal{M}, \mathcal{N}(t), \prec)$ is never a quotient of the weak order, see [Pil13, Proposition 86].
Combining the results of Theorem 3.9 and Proposition 3.11, we obtain the following one.

**Corollary 3.13.** Let \( t \in \mathrm{PT}_n \) be a tree and let \( \omega \) be a weight of length \( n \). Any vector \( \vec{v} = (v_1, \ldots, v_{n-1}) \in \mathbb{R}^{n-1} \) satisfying \( v_1 > v_2 > \cdots > v_{n-1} \) and \( \sum_{i \in I} v_i \neq \sum_{j \in J} v_j \), for all sets of indices \( (I, J) \in D(n-1) \), induces a well-oriented realization of the operahedron \( (P(t, \omega), \vec{v}) \).

**Remark 3.14.** Following Proposition 1.23, one can wonder how many distinct well-oriented realizations of a given operahedron \( P_t \) exist, i.e. how many chambers in \( \mathcal{H}_t \) induce a well-oriented realization of \( P_t \). For a linear tree, there is only one such chamber [MTTV21, Proposition 3]. In the case of the permutahedra of dimensions 2, 3 and 4 there are respectively 1, 2 and 12 such chambers. It would be interesting to count the number of chambers in higher dimensions.

Now, we make a coherent choice of cellular approximations of the diagonal of the operahedra. By the preceding results, this amounts to a coherent choice of chambers in the fundamental hyperplane arrangement of the permutahedra. We are motivated by the perspective of endowing the family of standard weight Loday realizations of the operahedra with a topological cellular operad structure, which will be done in the next section.

**Definition 3.15.** A principal orientation vector is a vector \( \vec{v} \in \mathbb{R}^{n-1} \) such that \( \sum_{i \in I} v_i > \sum_{j \in J} v_j \) for all \( (I, J) \in D(n-1) \).

**Theorem 3.16** (Universal formula for the operahedra). Let \( t \) be a tree with \( n \) vertices, let \( \omega \) be a weight of length \( n \), and let \( P = P(t, \omega) \) denote the Loday realization of the operahedron. Let \( \vec{v} \) be a principal orientation vector. For \( F, G \) two faces of \( P \) with associated nestings \( \mathcal{N} \) and \( \mathcal{N}' \), we have

\[
(F, G) \in \mathrm{Im} \triangle_{(P, \vec{v})} \iff \forall (I, J) \in D(n-1), \exists N \in \mathcal{N}, |N \cap I| > |N \cap J| \text{ or } \exists N' \in \mathcal{N}', |N' \cap I| < |N' \cap J| .
\]

**Figure 13.** Polytopal subdivisions of some 3-dimensional operahedra, from the associahedron (left) to the permutahedron (right), given by the universal formula.
Proof. To any plane arrangement of the permutohedron, we associate a normal vector setting \((d_H)_i = 1\) for \(i \in I\), \((d_H)_j = -1\) for \(j \in J\) and \((d_H)_k = 0\) otherwise. Let us recall that the normal cone of a face \(F_{ij}\) of \(P\), defined by a nesting \(G = \{N_i\}_{1 \leq i \leq 1+1}\), is given by \(\mathcal{N}_p(F) = \text{Cone}(-\vec{N}_1, \ldots, -\vec{N}_i, -\vec{N}_{i+1}, \vec{N}_{i+1})\), where \(\vec{N}_{i+1} = (1, \ldots, 1)\) is the basis of the orthogonal complement of the affine hull of \(P\). Using Proposition 3.8, we can apply Proposition 1.33 and the result follows directly. \qed

Let us make explicit the image of the diagonal of the permutahedron in low dimensions. The bijection between maximal nestings of a 2-leveled tree and permutations pictured in Figure 9 extends in a straightforward manner to all ordered partitions, and we use this more convenient labeling of the faces of the permutahedron to write the image of the diagonal. We also restrict ourselves to the pairs \((F, G)\) such that \(\dim F + \dim G = \dim P\), since any other pair can be obtained from these by taking faces. In dimension 1, 2, and 3, we get the following formulas:

\[
\Delta_{(P,\bar{F})}(12) = 1|2 \times 12 \cup 12 \times 2|1
\]

\[
\Delta_{(P,\bar{F})}(123) = 1|2|3 \times 123 \cup 123 \times 3|2|1 \cup 12|3 \times 2|13 \cup 13|2 \times 3|12 \\
\quad \cup 2|13 \times 23|1 \cup 1|23 \times 13|2 \cup 12|3 \times 23|1 \cup 1|23 \times 3|12
\]

\[
\Delta_{(P,\bar{F})}(1234) = 1|2|34 \times 1234 \cup 1234 \times 4\overline{123} \cup 12|34 \times 2\overline{134} \cup 1234 \times \overline{2134} \cup 1342 \times 4\overline{1312} \\
\quad \cup 12|34 \times 23|14 \cup 14|23 \times 4\overline{132} \cup 2|134 \times 23|14 \cup 14|23 \times 4\overline{1312} \\
\quad \cup 13|24 \times 3\overline{124} \cup 1\overline{243} \times 4\overline{123} \cup 1|234 \times 3\overline{142} \cup 13|24 \times 3\overline{142} \cup 2|134 \times 24|3|1 \\
\quad \cup 13|24 \times 3\overline{142} \cup 2|134 \times 4\overline{23|1} \cup 2|34 \times 23|14 \cup 12|34 \times 4\overline{23|1} \cup 13|24 \times 4\overline{3|12} \\
\quad \cup 12|43 \times 3\overline{24} \cup 23|14 \times 3\overline{24} \cup 12|34 \times 4\overline{23|1} \cup 23|14 \times 3\overline{24} \cup 13|24 \times 4\overline{3|12} \\
\quad \cup 12|43 \times 4\overline{123} \cup 12|34 \times 3\overline{24} \cup 12|34 \times 4\overline{3|12} \cup 12|43 \times 4\overline{3|12} \\
\quad \cup 3|14\overline{2} \times 3\overline{412} \cup 12|34 \times 2\overline{143} \cup 13|24 \times 3\overline{412} \cup 12|34 \times 24|3|1 \\
\quad \cup 13|24 \times 3\overline{412} \cup 12|34 \times 2\overline{413} \cup 13|24 \times 3\overline{412} \cup 12|34 \times 24|3|1 \\
\quad \cup 2|14\overline{3} \times 24|13 \cup 13|24 \times 3\overline{142} \cup 12|43 \times 24|13 \cup 13|24 \times 3\overline{412} \\
\quad \cup 1|234 \times 3\overline{42} \cup 13|24 \times 3\overline{42} \cup 12|34 \times 3\overline{42} \cup 13|24 \times 3\overline{42}
The pairs in blue describe the image of the diagonal of the associahedron and the pairs in bold belong to the hemiassociahedron. The associated subdivisions of the three 3-dimensional polytopes are shown in Figure 13. The number of pairs in the image of the diagonal of the permutahedra of dimensions 0 to 7 are given by the sequence 1, 2, 8, 50, 432, 4802, 65536, which coincides with the beginning of the integer sequence A007334 in [OEI21].

The condition $\text{top}(F) \leq \text{bot}(G)$ of Proposition 1.17 characterizes completely all the pairs in dimension 3, except eight of them: $12|34 \times 2|13, 12|34 \times 2|3, 1|2|34 \times 2|13, 12|34 \times 2|13, 13|24 \times 3|12, 13|24 \times 3|2|1, 1|3|24 \times 3|12$ and $13|4|2 \times 3|12$. In fact, the condition $\text{top}(F) \leq \text{bot}(G)$ is equivalent to the conditions in Theorem 3.16 for the pairs $(I, J)$ of size $|I| = |J| = 1$.

**Proposition 3.17.** For any pair of faces $F, G$ of an $(n-1)$-dimensional permutahedron $P \subset \mathbb{R}^n$, we have that

$$(*) \quad \text{top}(F) \leq \text{bot}(G) \iff \forall 1 \leq i < j \leq n-1, \exists N \in \mathbb{N}, i \in N, j \notin N \text{ or } \exists N' \in \mathbb{N}', i \notin N', j \in N'.$$

**Proof.** We proceed in two steps.

1. Let us first prove the statement for $F$ and $G$ two vertices of $P$. They are associated to ordered partitions of $\{1, \ldots, n-1\}$, from which one can extract the nestings by reading the connected unions of blocks containing the leftmost element. The condition on the right hand side of $(*)$ is then exactly the condition that the set of inversions of $F$ is contained in the set of inversions of $G$, and thus that $F \leq G$ with respect to the weak Bruhat order.

2. Now let $F$ and $G$ be two faces of $P$ that are not necessarily vertices. If they satisfy the condition on the right hand side of $(*)$, then $\text{top}(F)$ and $\text{bot}(G)$ certainly do, so by the preceding point we have $\text{top}(F) \leq \text{bot}(G)$. For the reverse implication, suppose that we have $\text{top}(F) \leq \text{bot}(G)$. Observe that $\text{top}(F)$ is obtained from the ordered partition defining $F$ by refining each block in the following way: putting the elements of the block in strictly decreasing order, and then making each of the elements into a new block. From this description, it is clear that if $i$ is to the left of $j$ in $\text{top}(F)$ and $i < j$, then the two must be in distinct blocks of $F$. Similarly, if $i$ is to the right of $j$ in $\text{bot}(G)$ and $i < j$, then the two must be in distinct blocks of $G$. Thus, $F$ and $G$ satisfy the condition on the right hand side of $(*)$, which concludes the proof.

**Remark 3.18.** When computing $\text{Im} \triangle(P, \vec{v})$, it appears that only a certain proportion of the pairs $(I, J)$ for $|I| = |J| \geq 2$ are necessary. Is there a more "efficient" description of the diagonal? In particular, is there a "purely combinatorial" description in terms of ordered partitions?

**Remark 3.19.** The diagonal of the permutahedron considered here differs from that of [SU04], see Example 4 therein. In dimension 3 the two diagonals correspond to the two
chambers of the fundamental hyperplane arrangement respecting the weak order, see Remark 3.14. It would be interesting to know if there is a choice of chambers in all dimensions that recovers the diagonal of [SU04]. According to [VJ07, Table 1], both diagonals have the same number of pairs in dimensions up to 7.

From the description of the diagonal of the permutohedron in terms of ordered partitions or nestings of a 2-leveled tree, one obtains the description of the diagonal of any operahedron by applying the coarsening projection of Definition 1.29.

**Proposition 3.20** (Coarsening projection for the operahedra). Let \( t, t' \in \text{PT}_n \) be such that \( t' \) is a 2-leveled tree but \( t \) is not. The coarsening projection \( \theta : N(t') \to N(t) \) admits the following description. To each nest \( N \subset E(t') \), we associate the minimal collection of disjoint nests \( N_1, \ldots, N_r \subset E(t) \) such that \( \bigcup_{1 \leq i \leq r} N_i = N \). To obtain \( \theta(N) \), for any nesting \( N \) of \( t' \), we apply this procedure to every nest of \( N \) and then take the union of the resulting nests.

**Proof.** This follows from a direct translation of Definition 1.29 in terms of nestings. \( \square \)

Proposition 1.32 ensures that the coarsening projection for the operahedra is surjective and commutes with the diagonal maps. We have \( |N| \geq |\theta(N)| \), so the dimension of a face stays the same or diminishes. To obtain the image of the diagonal of \( P_t \), one has to apply \( \theta \) to the pairs \( (F, G) \) with \( \dim F + \dim G = \dim P \) and keep only those for which \( \dim \theta(F) = \dim F \) and \( \dim \theta(G) = \dim G \). In the case where \( t \) is a linear tree, one recovers A. Tonks’ projection [Ton97].

**Remark 3.21.** Restricting to linear trees, we recover with a different combinatorial description the "magical formula" of [MS06, MTTV21] and conjecturally [SU04] for the associahedra.

### 4. Tensor product of homotopy operads

In this section, we show that there exists a topological cellular colored operad structure on the Loday realizations of the operahedra compatible with (in fact, forced by) the above choices of diagonals. Applying the cellular chains functor, we obtain a "Hopf" operad in chain complexes (this operad is not quite a Hopf operad since the diagonal is not strictly coassociative) describing non-symmetric operads up to homotopy, that is non-symmetric operads where the parallel and sequential axioms are relaxed up to a coherent tower of homotopies. The formula for the image of the diagonal obtained in Section 3 allows us to define explicitly, for the first time, the tensor product of two non-symmetric operads up to homotopy.

#### 4.1. The colored operad encoding the space of non-symmetric operads

We work over a field \( k \) of characteristic 0. Note that since the operads that we consider here come from set-theoretic ones, we could as well work over \( \mathbb{Z} \).

**Definition 4.1** (Tree substitution). For any trees \( t' \in \text{PT}_k \) and \( t'' \in \text{PT}_l \), for any vertex \( i \in V(t') \) having the same number of inputs as \( t'' \), we define the tree \( t' \circ_i t'' \in \text{PT}_{k+l-1} \) obtained by replacing the induced subtree of the vertex \( i \) in \( t' \) by the tree \( t'' \). More precisely, the tree \( t' \circ_i t'' \) has vertices \( (V(t') \setminus \{i\}) \sqcup V(t'') \) and edges \( E(t') \sqcup E(t'') \), see Figure 14.
Definition 4.2 (The colored operad $\mathcal{O}$). We denote by $\mathcal{O}$ the $\mathbb{N}$-colored operad whose $\mathbb{N}$-colored collection is defined by

$$\mathcal{O}(n_1, \ldots, n_k; n) = \mathbb{K}\left\{ \begin{array}{l}
\text{Planar tree } t \in \text{PT}_k \text{ with a bijection } \sigma : \{1, \ldots, k\} \to V(t) \\
\text{such that } \sigma(i) \text{ has } n_i \text{ inputs for all } i
\end{array} \right\}$$

if $n_1 + \cdots + n_k - k + 1 = n$, and the trivial vector space otherwise. Let $t' \in \text{PT}_k$ and $t'' \in \text{PT}_l$ be trees with bijections $\sigma'$ and $\sigma''$, respectively. For any $i \in \{1, \ldots, k\}$ such that $\sigma'(i) \in V(t')$ has the same number of inputs as $t''$, we define a partial composition map via tree substitution

$$(t', \sigma') \circ_i (t'', \sigma'') := (t' \circ_{\sigma'(j)} t'', \sigma' \circ_i \sigma''),$$

where the permutation $\sigma' \circ_i \sigma''$ is defined by

$$\sigma'(j) \quad \text{if } j < i$$
$$\sigma''(j-i+1) \quad \text{if } i \leq j \leq i + l - 1$$
$$\sigma'(j-l+1) \quad \text{if } i + l \leq j \leq k + l - 1.$$

The symmetric groups action is given by precomposition and the corollas $\text{PT}_1 = \{\mathcal{O}(n; n) \mid n \in \mathbb{N}\}$ give the unit elements.

The basis elements of $\mathcal{O}$ are called operadic trees. We represent an operadic tree $(t, \sigma)$ by labeling every vertex $j \in V(t)$ with the number $\sigma^{-1}(j)$. If this labeling coincides with the canonical labeling defined in Section 2.1, we say that $t$ is a left-recursive operadic tree.

When we restrict $\mathcal{O}$ to the linear trees where each vertex has only one input (that is, we restrict the set of colors from $\mathbb{N}$ to 1), we obtain the symmetric operad Ass encoding associative algebras.

When we restrict $\mathcal{O}$ to the two-leveled trees where each vertex of the second level has only one input, and identify all the trees with the same number of vertices and vertices labels, we obtain the permutad permAs encoding associative permutadic algebras [LR13, Section 7.6]. Here, substitution is restricted to the vertex of the first level only, in such a way that we stay in 2-leveled trees.

Proposition 4.3. Algebras over the colored operad $\mathcal{O}$ are non-unital non-symmetric operads.

Proof. We refer to [VdL03, Section 4], [DV15, Section 1] or [Obr19, Section 2] for details. □

The operation of tree substitution naturally extends to nested trees. For $n \geq 2$, let us denote by $\text{NPT}_n$ the set of nested trees with $n$ vertices. By convention, we define $\text{NPT}_1 := \text{PT}_1$.

Definition 4.4 (Nested tree substitution). For any nested trees $(t', N') \in \text{NPT}_k$ and $(t'', N'') \in \text{NPT}_l$, for any $i \in V(t')$ having the same number of inputs as $t''$, we define the nested tree

$$(t', N') \circ_i (t'', N'') := (t' \circ_{t''} N' \circ_i N'') \in \text{NPT}_{k+l-1},$$

where $N' \circ_i N'' = \{(N' \setminus \{i\}) \cup V(t'') \mid \text{N'} \in N' \}$.

We note that any nested tree can be obtained from a family of trivially nested trees by successive substitutions. In general, these substitutions can be performed in different orders without changing the resulting nested tree.
Definition 4.5 (Increasing order on nestings). For a nested tree \((t, N)\), we order the nests of \(N\) by decreasing order of cardinality, and further order nests of same cardinality in increasing order according to their minimal elements. We obtain a total order on the set \(N\) and a corresponding unique sequence of substitution of trivially nested trees \((\cdots (t_1 \circ_{i_1} t_2) \circ_{i_2} t_3) \cdots \circ_{i_k} t_{k+1}) = (t, N)\).

Let us recall the permutation introduced in Point (5) of Proposition 2.15.

Definition 4.6. Let \(t\) be a tree, and let \(N\) be a nesting of \(t\) with only one non-trivial nest \(N\). We contract the nest \(N\) to obtain a new tree \(t'\). We write \(t'' = t(N)\) for the subtree induced by \(N\), considered as an independent tree. We denote by \(|E(t')| = p\) and \(|E(t'')| = q\) and we renumber the edges of \(t''\) from \(p + 1\) to \(p + q\). We denote by \(\sigma_N : E(t') \sqcup E(t'') \rightarrow E(t)\) the \((p, q)\)-shuffle mapping each just renumbered edge of \(t'\) and \(t''\) to its label in \(t\).

Definition 4.7 (The graded colored operad \(O_\infty\)). We denote by \(O_\infty\) the graded \(\mathbb{N}\)-colored operad whose \(\mathbb{N}\)-colored collection is given by

\[
O_\infty(n; n_1, \ldots, n_k) = \mathbb{K}\left\{ \text{Planar nested tree } (t, N) \in \text{NPT}_k \text{ with a bijection } \sigma : \{1, \ldots, k\} \rightarrow V(t) \text{ such that } \sigma(i) \text{ has } n_i \text{ inputs for all } i \right\}
\]

if \(n_1 + \cdots + n_k - k + 1 = n\), and the trivial vector space otherwise. The homological degree of a basis element \((t, N, \sigma)\) is given by \(|E(t)| - |N|\). Let \((t', N') \in \text{NPT}_k\) and \((t'', N'') \in \text{NPT}_l\) be two nested trees with bijections \(\sigma'\) and \(\sigma''\). For any \(i \in \{1, \ldots, k\}\) such that \(\sigma'(i) \in V(t')\) has the same number of inputs as \(\sigma''\), partial composition is defined via substitution of nested trees

\[
(t', N', \sigma') \circ_i (t'', N'', \sigma'') := \pm((t', N') \circ_{\sigma'(i)} (t'', N''), \sigma' \circ_i \sigma'')
\]

where the permutation \(\sigma' \circ_i \sigma''\), the symmetric groups action and the units are defined exactly as in \(O\), and the sign is induced by the choice of increasing order on nestings.

An example of partial composition in \(O_\infty\) is pictured in Figure 14. The degree 0 part of \(O_\infty\) forms a suboperad made up of fully nested trees.

**Proposition 4.8.** The \(\mathbb{N}\)-colored operad \(O_\infty\) is free on operadic trees.

**Proof.** Substituting operadic trees produces nested trees. There is a unique way to write a nested tree by iterating this process, up to the parallel and sequential axioms. So, this operad is free. \(\blacksquare\)
Now we turn $\mathcal{O}_\infty$ into a differential graded colored operad. The differential is the unique derivation extending the map $\partial$, defined on trivially nested operadic trees by
\[
\partial(t, N, \sigma) := - \sum_{N \in N(t)} (-1)^{|E(t), N|} \text{sgn}(\sigma_N)(t, N \cup \{N\}, \sigma),
\]
where the sum runs over all nests of $t$.

**Proposition 4.9.** The dg $\mathbb{N}$-colored operad $\mathcal{O}_\infty$ is the minimal model $\Omega \mathcal{O}$ of $\mathcal{O}$.

**Proof.** One can compute the operad $\Omega \mathcal{O}$ by using the binary quadratic presentation of $\mathcal{O}$ [DV15, Definition 5]. Using the fact that the colored operad $\mathcal{O}$ is Koszul self-dual [VdL03, Theorem 4.3] and the bijection between composite and operadic trees [DV15, Section 1.3], one obtains $\mathcal{O}_\infty$ as defined above. The sign in the differential comes from the choice of the left-levelwise order on composite trees and application of the Koszul sign rule thereafter. The term $\text{sgn}(\sigma_N)$ comes from the decomposition map of $\mathcal{O}$ and the term $(-1)^{|E(t), N|}$ comes from the desuspension in the definition of the differential in the cobar construction. □

The part of $\mathcal{O}_\infty$ made up of the linear trees where each vertex has only one input gives the minimal model $\text{Ass}_\infty$ of the operad $\text{Ass}$. The part made up of the equivalences classes two-leveled trees with restricted substitution gives the minimal model $\text{permAss}^{sh}_\infty$ of the permutad $\text{permAss}^{sh}$ [LR13]. Considering the associated non-symmetric operad and permutad, one recovers the minimal models $A_\infty$ [LV12, Section 9.2.4] and $\text{permAss}^{sh}_\infty$ [LR13, Section 5.2] -see also [Mar20], of $A_{\infty}$ and permAs, respectively.

**Remark 4.10.** Under the bijection between nested trees and their tubed line graphs mentioned in Remark 2.4, we recover the operation of substitution of tubings defined by S. Forcey and M. Ronco in [FR19], and we observe that the family of clawfree block graphs is stable under this operation.

Algebras over the operad $\mathcal{O}_\infty$ are non-symmetric operads up to homotopy, as introduced by P. Van der Laan in [VdL03].

**Definition 4.11** (Non-symmetric operad up to homotopy). A non-symmetric non-unital operad up to homotopy is a family of graded vector spaces $\mathcal{P} = \{\mathcal{P}(n)\}_{n \geq 1}$ together with operations
\[
\mu_t : \mathcal{P}(n_1) \otimes \cdots \otimes \mathcal{P}(n_k) \to \mathcal{P}(n_1 + \cdots + n_k - k + 1)
\]
of degree $|E(t)| - 1$ for each $t \in PT_k$ and all $k \geq 1$, where $n_1, \ldots, n_k$ are the number of inputs of the vertices of $t$, which satisfy the relations
\[
\sum_{t' \circ t'' = t} (-1)^{|E(t'), E(t'')|} \text{sgn}(\sigma_N) \mu_{t'} \circ_1 \mu_{t''} = 0,
\]
where the sum runs over all the subtrees $t''$ of $t$.

The operations $\mu_t$ for the corollas $t \in PT_1$ satisfy the relations $\mu_t \circ_1 \mu_t = 0$, so they make the spaces $\{\mathcal{P}(n)\}_{n \geq 1}$ into chain complexes. The operations for trees with 2 vertices correspond to partial composition operations $\circ_i$ as in the definition of a non-symmetric operad. The presence of the operations $\mu_t$ for trees $t \in PT_3$ indicates that these partial compositions
verify the parallel and sequential axioms only up to homotopy. The operations \( \mu_t \) for trees \( t \in \text{PT}_4 \) are homotopies between these homotopies, and so on.

**Example 4.12.** As proved by P. Van der Laan in [VdL03, Theorem 5.7], the singular \( Q \)-chains on configuration spaces of points in the plane form an operad up to homotopy quasi-isomorphic to the operad of singular \( Q \)-chains on the little discs operad.

### 4.2. Topological colored operad structure on the operahedra

In order to contemplate polytopal \( \mathbb{N} \)-colored operads, we need a suitable symmetric monoidal category of polytopes. We consider the following category, which is a slight modification of the symmetric monoidal category defined in [MTTV21, Section 2.1].

**Definition 4.13** (The category \( \text{Poly} \)).

1. The objects are the disjoint unions \( \bigsqcup_{i=1}^{r} P_i \) of non-necessarily distinct polytopes.
2. Morphisms are disjoint union \( \bigsqcup_{i=1}^{r} f_i \) of continuous maps \( f_i : P_i \to Q_i \) where for each \( i \), \( f_i \) sends \( P_i \) homeomorphically to the underlying set \( |\mathcal{D}_i| \) of a polytopal subcomplex \( \mathcal{D}_i \subset \mathcal{L}(Q_i) \) of \( Q_i \) such that \( f^{-1}_i(\mathcal{D}_i) \) defines a polytopal subdivision of \( P_i \).

The results of [MTTV21] extend in a straightforward manner to this new category. The symmetric monoidal structure is given by the cartesian product of polytopes, and the unit is the trivial polytope made up of one point in \( \mathbb{R}^0 \).

We want to endow the Loday realizations of the operahedra of standard weight with a colored operad structure in the category \( \text{Poly} \). The underlying set-theoretic operad structure is given on the set of face lattices by substitution of trees. The geometric avatar of this operation is the isomorphism \( \Theta : \mathbb{R}^{k-1} \times \mathbb{R}^{l-1} \cong \mathbb{R}^{\min(k,l)-1} \) introduced in the proof of Point (5) of Proposition 2.15.

**Problem.** For each operahedron \( P_t \), make a choice of an orientation vector \( \vec{v} \) such that the family of diagonal maps \( \Delta_{(t,\vec{v})} \) commutes with the maps \( \Theta \).

Suppose that we have made a choice of an orientation vector for each operahedron. We fix \( t \in \text{PT}_n \) with chosen orientation vector \( \vec{v} \). We let \( t' \in \text{PT}_k \) and \( t'' \in \text{PT}_l \) be two trees, with chosen orientation vectors \( \vec{v}' \) and \( \vec{v}'' \) respectively, such that \( t' \circ_i t'' = t \) for some \( i \in V(t') \). We denote by \( \omega \) the weight \((1, \ldots, 1, l, 1, \ldots, 1)\) of length \( k \), where \( l \) is in position \( i \). We want the following diagram to commute

\[
\begin{array}{ccc}
P_{(t',\omega)} \times P_{t''} & \xrightarrow{\Theta} & P_t \\
\downarrow & & \downarrow \Delta_{(t,\vec{v})} \\
P_{(t',\omega)} \times P_{(t',\omega)} \times P_{t''} \times P_{t''} & \xrightarrow{(\Theta \times \Theta) (\text{id} \times \sigma_2 \times \text{id})} & P_t \times P_t ,
\end{array}
\]

where \( \sigma_2 \) is the permutation of the two middle blocks of coordinates. The preimage of \( \vec{v} \) under \( \Theta \) determines two orientation vectors \( \vec{w}' \in \mathbb{R}^{k-1} \) and \( \vec{w}'' \in \mathbb{R}^{l-1} \) of \( P_{(t',\omega)} \) and \( P_{t''} \) explicitly given by

\[
\vec{w}' = (v_{\sigma(1)}, \ldots, v_{\sigma(k-1)}) \quad \text{and} \quad \vec{w}'' = (v_{\sigma(k)}, \ldots, v_{\sigma(k+l-1)}) ,
\]
where $\sigma$ is a $(k - 1, l - 1)$-shuffle.

**Proposition 4.14.** Suppose that for each map $\Theta$, the two orientation vectors $\vec{w}'$ and $\vec{w}''$ in the preimage $\Theta^{-1}(\vec{v})$ are in the same chambers of $\mathcal{H}'$ and $\mathcal{H}''$, as $\vec{v}'$ and $\vec{v}''$ respectively. Then, the family of diagonal maps $\Delta_{(t, \vec{v})}$ commutes with the maps $\Theta$.

**Proof.** Proposition 1.23 shows that $\Delta_{(t, \vec{v}')} = \Delta_{(t', \vec{v}'')}$ and $\Delta_{(t', \vec{v}'')} = \Delta_{(t, \vec{v}'')}$. The fact that the above diagram commutes is then straightforward to verify, using the pointwise definition of $\Delta_{(t, \vec{v})}$. □

Recall from Definition 3.15 that a principal orientation vector $\vec{v} \in \mathbb{R}^{n-1}$ is such that $\sum_{i \in I} v_i > \sum_{j \in J} v_j$ for all $(I, J) \in D(n - 1)$.

**Proposition 4.15.** For any choice of principal orientation vector $\vec{v}$ for every Loday realization of operahedron $P_t$ of standard weight, the family of diagonal maps $\Delta_{(t, \vec{v})}$ commutes with the maps $\Theta$.

**Proof.** Since $\sigma$ is a $(k - 1, l - 1)$-shuffle, the two vectors $\vec{w}'$ and $\vec{w}''$ are again principal orientation vectors. We conclude with Proposition 4.14. □

**Proposition 4.16** (Transition map [MTTV21, Proposition 7]). Let $(P, \vec{v})$ and $(Q, \vec{w})$ be two positively oriented polytopes, with a combinatorial equivalence $\Phi : \mathcal{L}(P) \cong \mathcal{L}(Q)$. Suppose that tight coherent subdivisions $\mathcal{F}_{(P, \vec{v})}$ and $\mathcal{F}_{(Q, \vec{w})}$ are combinatorially equivalent under $\Phi \times \Phi$.

1. There exists a unique continuous map

   $\text{tr} = \text{tr}_P^Q : P \rightarrow Q$,

   which extends the restriction of $\Phi$ to the set of vertices and which commutes with the respective diagonal maps.

2. The map $\text{tr}$ is an isomorphism in the category Poly, whose correspondence of faces agrees with $\Phi$.

The map $\text{tr}$ constructed explicitly in [MTTV21] and has a strong "fractal" character. We fix a tree $t \in PT_n$, a weight $\omega$ of the form $(1, \ldots, 1, l, 1, \ldots, 1)$ with $l \geq 1$ and a principal orientation vector $\vec{v} \in \mathbb{R}^{n-1}$. We apply Proposition 4.16 to the polytopes $P_t$ and $P_{(t, \omega)}$ and obtain a map $\text{tr} : P_t \rightarrow P_{(t, \omega)}$.

**Definition 4.17** (Partial composition and symmetric group action). We consider the $\mathbb{N}$-colored collection

$$O_\omega(n_1, \ldots, n_k ; n) := \bigcup_{(t, \sigma) \in \mathcal{O}(n_1, \ldots, n_k ; n)} P_t.$$  

Let $(t', \sigma')$ and $(t'', \sigma'')$ be two composable operadic trees with $k$ and $l$ vertices, respectively. We denote by $(t, \sigma) := (t', \sigma') \circ_i (t'', \sigma'')$ their composition at vertex $\sigma'(i) \in V(t')$ in $\mathcal{O}$. We denote by $\omega$ the weight $(1, \ldots, 1, l, 1, \ldots, 1)$ of length $k$, where $l$ is in position $i$. We define the partial composition map by

$$\circ_i : P_{t'} \times P_{t''} \xrightarrow{\text{tr} \times \text{id}} P_{(t', \omega)} \times P_{t''} \xrightarrow{\Theta} P_t.$$  

For $\kappa \in S_n$, we define the symmetric group action on the polytopes associated to $(t, \sigma)$ and $(t, \kappa \circ \sigma)$ by the identity map $P_t \rightarrow P_t$.  

Theorem 4.18.

1. The \( \mathbb{N} \)-colored collection \( \{ O_{\infty}(n_1, \ldots, n_k; n) \mid n_1, \ldots, n_k, n \in \mathbb{N} \} \), together with the partial composition maps \( \circ_i \), the symmetric group actions and the 0-dimensional unit elements \( \{ O_{\infty}(n; n) \mid n \in \mathbb{N} \} \), forms a symmetric colored operad in the category Poly.

2. This colored operad structure extends the topological operad structure on the vertices of the operahedra, that is, the fully nested trees.

3. The maps \( \{ \triangle_{(t, \vec{v})} : P_t \to P_t \times P_t \}_{(t, \vec{v}) \in \mathbb{Z}} \), where \( \vec{v} \) are principal orientation vectors, form a morphism of symmetric colored operads in the category Poly.

Proof. Once we have in hand Proposition 4.15 asserting that the diagonal maps commute with the maps \( \Theta \), we can apply the proof of [MTTV21, Theorem 1] mutatis mutandis. The additional facts involving the symmetric groups action and units are straightforward to verify. \( \square \)

Remark 4.19. The proof of Theorem 4.18 shows that any family of orientation vectors satisfying Proposition 4.14 induces a colored operad structure on the operahedra. There is more than one such family: consider for instance the vectors \( \vec{v} \) with strictly decreasing coordinates which satisfy \( \sum_{i \in I} v_i > \sum_{j \in J} v_j \) for all \( I, J \subset \{1, \ldots, n\} \) such that \( I \cap J = \emptyset \), \( |I| = |J| \geq 2 \) and \( \max(I \cup J) \in I \). It would be interesting to know how many such families exist, and how they are related to each other.

4.3. Tensor product of operads up to homotopy. We consider the set of all ordered bases of a finite-dimensional vector space \( V \). We declare two bases equivalent if the unique linear endomorphism of \( V \) sending one basis to the other has positive determinant. In this way, we obtain two equivalence classes of ordered bases.

Definition 4.20. An orientation of \( V \) is a bijection between the equivalence classes of ordered bases and the set \( \{ +1, -1 \} \). Any basis in the first equivalence class is called a positively oriented basis.

So there are exactly two distinct orientations of \( V \).

Definition 4.21 (Cellular orientation of a polytope). Let \( P \subset \mathbb{R}^n \) be a polytope, and let \( F \) be a face of \( P \). A cellular orientation of \( F \) is a choice of orientation of its linear span. A cellular orientation of \( P \) is a choice of cellular orientation for each face \( F \) of \( P \).

An orientation vector of \( P \), in the sense of Definition 1.12, induces a cellular orientation of the 1-skeleton of \( P \).

Proposition 4.22. A cellular orientation of a polytope \( P \) makes it into a regular CW complex. Moreover, the choice of a cellular orientation for every operahedron promotes the colored operad \( O_{\infty} \) to an operad in CW complexes and Theorem 4.18 holds in this category.

Proof. The choice of a cellular orientation of a face \( F \) corresponds to the choice of a generator of the top homology group of \( F \). Thus, it makes sense to choose a degree one attaching map from the boundary of the dim(\( F \))-sphere to the boundary of \( F \). We endow \( P \) with the regular CW structure given by a family of such attaching maps. Now it is clear that the
morphismisms in the category Poly define cellular maps, and that the proof of Theorem 4.18 can be performed *mutatis mutandis* in the category of CW complexes.

One can thus apply the cellular chains functor to \(O_\infty\) and obtain a colored operad in chain complexes.

**Theorem 4.23.** There is a choice of cellular orientation that yields an isomorphism of differential graded symmetric colored operads \(C^\bullet_\infty(O_\infty) \cong O_\infty\).

**Proof.** By definition, the operadic structure of \(O_\infty\) coincides cellurally with the operadic structure of \(O_\infty\), and the boundary map of \(C^\bullet_\infty(O_\infty)\) coincides up to sign with the differential of \(O_\infty\). We make an explicit choice of orientations and prove that we recover the signs of \(O_\infty\). We build on the work of T. Mazuir who recovered this way in [Maz21, I, Section 4] the signs of the operad \(A_\infty\). For a left-recursive operadic tree \((t, \sigma)\), we choose as orientation of the top dimensional cell of \(P_t\) the positively oriented basis

\[
e_j = (1, 0, \ldots, 0, -1_{j+1}, 0, \ldots, 0),
\]

where \(-1\) is in position \(j + 1\) for \(j = 1, \ldots, n - 2\). For any operadic tree \((t, \kappa \circ \sigma)\) obtained from \((t, \sigma)\) by the action of an element \(\kappa\) of the symmetric group, we set the orientation of the top-dimensional cell of \(P_{(t, \kappa \circ \sigma)}\) to be the orientation of \(P_{(t, \sigma)}\) multiplied by \(\text{sgn}(\kappa)\). Then, we choose the orientation of any other cell \((t, \mathcal{N})\) of \(P_t\) to be the one induced by operadic composition as follows. We consider the unique sequence of substitution of trivially nested trees \((t, \mathcal{N}) = (\cdots ((t_1 \circ_i t_2) \circ_i t_3) \cdots \circ_i t_{k+1})\) arising from the increasing order on \(\mathcal{N}\) (Definition 4.5), and we set the orientation of \((t, \mathcal{N})\) to be the image of the positively oriented basis of the top cells of the polytopes \(P_{t_1}\) under this sequence of operations. Computing the signs amounts to comparing bases where the vectors have been permuted. Since we have chosen the increasing order on the nests, we recover precisely the signs involved in the composition of \(O_\infty\).

We claim that this choice of orientations recovers the signs in the differential of \(O_\infty\). It is enough to consider the boundary map of the top cell of \(P_t\). Let \((t, \mathcal{N})\) be a facet of \(P_t\) and let \(t'\) and \(t''\) be two composable operadic trees with trivial nestings such that \(t' \circ_i t'' = (t, \mathcal{N})\). Let \(N\) denote the unique non-trivial nest of \(\mathcal{N}\). We denote by \((e'_j)_{1 \leq j \leq k-1}\) and \((e''_j)_{1 \leq j \leq l-1}\) the positively oriented basis associated to \(t'\) and \(t''\), respectively. We recall the application \(\Theta\) and its associated permutation \(\sigma_N:\ E(t') \sqcup E(t'') \to E(t)\) from Point (5) of Proposition 2.15. We choose an outward pointing normal vector \(\nu\) to the facet \((t, \mathcal{N})\). The sign associated to this facet in the sum \(\partial(t)\) is given by comparing the orientation induced by the operad structure and the orientation of \(P_t\). This amounts to computing the determinant \(\det(\nu, \Theta(e'_j), \Theta(e''_j))\) in the basis \(e_j\). We distinguish two cases.

(1) If \(\mathcal{N}\) contains 1, i.e. if \(\sigma_N(1) \neq 1\), an outward pointing normal vector \(\nu\) is given by forgetting the first coordinate of the vector \(\bar{\mathcal{N}} - (1, \ldots, 1)\). We have in this case

\[
\Theta(e'_j) = -e_{\sigma_N(1)-1} + e_{\sigma_N(j+1)-1}, \quad 1 \leq j \leq k - 1
\]

\[
\Theta(e''_j) = e_{\sigma_N(j+1+k)-1}, \quad 1 \leq j \leq l - 1
\]
and the value of the determinant is
\[ \det (\nu, \Theta(e'_j), \Theta(e''_j)) = -|E(t) \setminus N|(-1)^{|E(t)\setminus N|}\text{sgn}(\sigma_N) \].

(2) If \( N \) does not contain 1, i.e. if \( \sigma_N(1) = 1 \), an outward pointing normal vector \( \nu \) is given by forgetting the first coordinate of the vector \( \hat{N} \). We have in this case
\[
\Theta(e'_j) = e_{\sigma_N(j+1)-1}, \quad 1 \leq j \leq k-1
\]
\[
\Theta(e''_j) = -e_{\sigma_N(1+k)-1} + e_{\sigma_N(j+k+1)-1}, \quad 1 \leq j \leq l-1
\]
and the value of the determinant is
\[ \det (\nu, \Theta(e'_j), \Theta(e''_j)) = -|N|(-1)^{|E(t)\setminus N|}\text{sgn}(\sigma_N) \].

We thus recover in both cases the sign of the differential of \( \mathcal{O}_\infty \).

\[ \square \]

**Corollary 4.24.** The image of the diagonal maps under the cellular chains functor define a morphism of operads in chain complexes \( \mathcal{O}_\infty \to \mathcal{O}_\infty \otimes \mathcal{O}_\infty \), and thus a functorial tensor product of non-symmetric operads up to homotopy.

**Proof.** The cellular chains functor is strong symmetric monoidal and sends the operad \( O_\infty \) to the operad \( \mathcal{O}_\infty \). For \( \mathcal{P} \) and \( \mathcal{Q} \) two homotopy operads defined by morphisms of \( \mathbb{N} \)-colored operads \( f : \mathcal{O}_\infty \to \text{End}_\mathcal{P} \) and \( g : \mathcal{O}_\infty \to \text{End}_\mathcal{Q} \), the composite of morphisms
\[ \mathcal{O}_\infty \xrightarrow{C_{\mathcal{O}_\infty}(\Lambda)} \mathcal{O}_\infty \otimes \mathcal{O}_\infty \xrightarrow{f \otimes g} \text{End}_\mathcal{P} \otimes \text{End}_\mathcal{Q} \to \text{End}_\mathcal{P} \otimes \text{End}_\mathcal{Q} , \]
where the last arrow is given by permutation of the factors, defines the structure of an operad up to homotopy on the tensor product of \( \mathcal{P} \) and \( \mathcal{Q} \).

\[ \square \]

**Remark 4.25.** The diagonal \( \Delta_{(t,\vec{v})} \) is neither pointwise nor cellular coassociative and the induced diagonal of the dg colored operad \( \mathcal{O}_\infty \) is not coassociative either. M. Markl and S. Schnider have actually shown in [MS06, Section 6] that such a diagonal cannot exist. So the newly defined tensor product cannot make the category of homotopy non-symmetric operads (with strict morphisms) into a symmetric monoidal category.

We end by computing the signs associated to our choice of cellular orientation for the approximation of the diagonal \( \Delta_{(t,\vec{v})} \).

**Definition 4.26.** Let \( t \) be a tree and let \( N, N' \) be a pair of nestings such that \( |N| + |N'| = |V(t)| \). An edge \( i \in E(t) \) is said to be admissible in \( N \) if \( i \neq \min(\min N(i)) =: \inf_i(N) \). The set of admissible edges of \( N \) is denoted by \( \text{Ad}(N) \).

We give the set \( \text{Ad}(N) \sqcup \text{Ad}(N') \) a total order by using the increasing order on the nestings (Definition 4.5) and within a nest by following the numbering of the edges in increasing order. Then, the function \( \sigma_{N,N'} : \text{Ad}(F) \sqcup \text{Ad}(G) \to (1, \ldots, |\text{Ad}(N) \sqcup \text{Ad}(N')|) \) defined for \( i \in \text{Ad}(N) \) by
\[
\sigma_{N,N'}(i) = \begin{cases} 
\inf_i(N) - 1 & \text{if } i \in \text{Ad}(N) \cap \text{Ad}(N') \text{ and } 1 \neq \inf_i(N) < \inf_i(N') \\
i - 1 & \text{otherwise}
\end{cases}
\]
and similarly on \( i \in \text{Ad}(N') \) by reversing the roles of \( N \) and \( N' \), induces a permutation of the set \( \{1, \ldots, |\text{Ad}(N) \sqcup \text{Ad}(N')|\} \) that we still denote by \( \sigma_{N,N'} \).
For convenience, let us recall that
\[
D(n) := \{(I, J) \mid I, J \subset \{1, \ldots, n\}, |I| = |J|, I \cap J = \emptyset, \min(I \cup J) \in \{I\}\}.
\]

**Proposition 4.27** (Tensor product of operads up to homotopy). Given two non-unital operads up to homotopy \((\mathcal{P}, \{\mu_t\})\) and \((\mathcal{Q}, \{\nu_t\})\), their tensor product \((\mathcal{P} \otimes \mathcal{Q}, \{\rho_t\})\) is given by the Hadamard tensor product of spaces \((\mathcal{P} \otimes \mathcal{Q})(n) := \mathcal{P}(n) \otimes \mathcal{Q}(n)\) and the operations
\[
\rho_t := \sum_{N,N' \in \mathcal{N}(t)} (-1)^{|\text{Ad}(N)\cap\text{Ad}(N')|} \text{sgn}(\sigma_{N,N'}) N(\mu_t) \otimes N'(\nu_t) \sigma_t,
\]
where \(N(\mu_t)\) and \(N'(\nu_t)\) denote the composition of the operations corresponding to the nests of \(N\) and \(N'\) in the increasing orders and where \(\sigma_t\) is the isomorphism \(\mathcal{P}(n_1) \otimes \mathcal{Q}(n_1) \otimes \cdots \otimes \mathcal{P}(n_k) \otimes \mathcal{Q}(n_k) \cong \mathcal{P}(n_1) \otimes \cdots \otimes \mathcal{P}(n_k) \otimes \mathcal{Q}(n_1) \otimes \cdots \otimes \mathcal{Q}(n_k)\).

Before proceeding to the proof, let us be more precise about what we mean by "the operations corresponding to the nests of \(N\)". Let \((\mathcal{P}, \{\mu_t\})\) be an operad up to homotopy, as in Definition 4.11, and consider the nested tree \((t, N)\) represented in Figure 7. The increasing order on nestings gives the following total order on the nestings: \(N_1 := \{1, 2, 3, 4\} < N_2 := \{1, 2, 3\} < N_3 := \{1, 2\} < N_4 := \{1\}\). Consider now the tree \(t_1\) obtained by contracting inside \(t = t(N_1)\) the subtree \(t(N_2)\), the tree \(t_2\) obtained by contracting inside \(t(N_2)\) the subtree \(t(N_3)\), the tree \(t_3\) obtained by contracting inside \(t(N_3)\) the subtree \(t(N_4)\), and the tree \(t_4 = t(N_4)\). We have \(t = (((t_1 \circ_1 t_2) \circ_1 t_3) \circ_1 t_4)\). The composition of operations corresponding to the nesting \(N\) is then \(((\mu_{t_1} \circ_1 \mu_{t_2}) \circ_1 \mu_{t_3}) \circ_1 \mu_{t_4})\).

**Proof of Proposition 4.27.** This is just unravelling the definition of tensor product arising from Corollary 4.24. For a pair of faces \((F, G) \in \text{Im } \Delta_{(t,\bar{v})}\), the sign comes from the comparison of our choice of orientation on \(F \times G\), which is just the product of the orientations of \(F\) and \(G\), with the orientation induced by the diagonal \(\Delta_{(t,\bar{v})}\) when restricted to \(\langle \hat{F} + \hat{G} \rangle/2\). Let \((e_j)\) denote as before the positively oriented basis of the top cell of \(P_t\). We need to compute the sign of the determinant of the vectors \(\Delta_{(t,\bar{v})}(e_j)\) expressed in the basis \(\{e^F_j \times 0\} \cup \{0 \times e^G_j\}\) corresponding to the orientation of \(F \times G\). By the very definition of \(\Delta_{(t,\bar{v})}\) (Proposition 1.15), this is the same as computing the sign of the determinant of the \(e^F_j, e^G_j\) expressed in the basis \((e_j)\), which gives the expression appearing above. \(\square\)
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