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Abstract

A significant part of CO₂ emissions is due to high electricity consumption in residential buildings. Using load shifting can help to improve the households’ energy efficiency. To nudge changes in energy consumption behavior, simple but powerful architectures are vital. This paper presents a novel algorithm of a recommendation system generating device usage recommendations and suggests a framework for evaluating its performance by analyzing potential energy cost savings. As a utility-based recommender system, it models user preferences depending on habitual device usage patterns, user availability, and device usage costs. As a context-aware system, it requires an external hourly electricity price signal and appliance-level energy consumption data. Due to a multi-agent architecture, it provides flexibility and allows for adjustments and further enhancements. Empirical results show that the system can provide energy cost savings of 18% and more for most studied households.
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1 Introduction

The energy transition expects the greenhouse gas emissions to be brought to zero by the second half of this century [Commission 2020]. To decarbonize the energy sector, the use of renewable energies in the power grid should considerably increase. However, green energy is produced when the weather conditions are met, and therefore is not constantly available in the grid [Dusparic et al. 2017]. It should be either stored or consumed when it is available. In addition, the increasing individual electricity demand poses further problems to the grid infrastructure [Giri et al. 2009]. The obvious solution to tackle these challenges might be to invest in new infrastructures such as storage capacity, additional power plants, or new grid infrastructure. However, this is much more expensive than increasing the energy efficiency through intelligently leveraging the consumption [Palensky and Dietrich 2011]. The efficient use of energy can contribute to the stability of energy systems through load curtailing and load shifting. While reducing electricity consumption (load curtailing) is not feasible for many private households, shifting the load by reallocating the consumption to better match supply and demand represents a viable approach for real-life applications. To implement this approach in practice, the households need data-driven decision support from simple but powerful architectures. To this end, recommendation systems provide a valuable framework by recommending energy-efficient actions.

*Corresponding author.
Recommendation systems rely on different algorithms and architectures. Prior work has explored various designs of recommendations systems for energy efficiency in buildings: content-based [Luo et al., 2017], goal-based context-aware [Sardianos et al., 2020, 2021], collaborative filtering-based [Luo et al., 2021], fuzzy logic-based [Khalid et al., 2019], user behavior-based [Kar et al., 2019, Machorro-Cano et al., 2020], genetic-based [Yuce et al., 2016], micro-moments-oriented [Varlamis et al., 2022, Himeur et al., 2022, Alsalemi et al., 2019], and multi-agent systems [Jiménez-Bravo et al., 2019, Pinto et al., 2019, Li et al., 2015]. To our best knowledge, there has been limited work on device usage recommendation systems for energy efficiency via load shifting in residential buildings. An extension of traditional recommender systems to device usage recommendations for load shifting is far from straightforward and requires alternative approaches. The task’s difficulty mainly resides in the complexity of the item to be recommended (i.e., a device usage schedule) and the high dependence of user preferences on context (e.g., user presence, user availability, varying energy prices). These might be the reasons the topic has only been sparsely explored.

This paper proposes a novel recommendation algorithm for generating device usage recommendations for load shifting. As a utility-based recommender system, it models user preferences depending on habitual device usage patterns, user availability, and device usage costs. As a context-aware system, it requires an external hourly electricity price signal for the following day and historical household electricity consumption data at the appliances level. Based on this data, the recommendation system suggests devices’ starting times for the next day with hourly precision that would reduce usage costs while taking into account user habits and availability. Due to the multi-agent architecture, our system provides additional flexibility and easily allows adjustments and further enhancements. In addition, we suggest a framework for evaluating the performance by analyzing potential energy cost savings. Besides measuring the system’s performance in total, we show how to determine the individual agents’ performance, quantify the cold start problem of the recommender system and analyze the system’s sensitivity to changes in the recommendation hyperparameters.

We provide a statistically grounded solution for predicting user availability to make recommendations when the user is at home and available for recommendations. The approach also uses a probability of the device usage on a given day to decide whether to recommend or not. As a result, our recommender system flexibly adapts to actual usage patterns or changing usage behavior. Moreover, it can provide multiple recommendations per week for frequently used devices and few (or none) for infrequently used ones. In addition, the provided algorithm allows calculating costs with higher precision since the system takes into account devices’ load profiles to compute an overall estimation of the usage costs. In other words, it considers not only the electricity price at the device’s starting hour but also the costs for the following usage hours, given the multihour device’s usage duration.

The empirical analysis aims to quantify how much a user can save by utilizing our recommender system. To achieve this, we create recommendations, determine the acceptability of the recommendations and calculate the energy costs for running the devices with and without recommendations to receive the potential energy cost saving. The results show that the system can provide energy cost savings of 18% and more for most studied households if the user implements all recommendations.

We summarize the contributions of this paper as follows. Firstly, we propose a novel utility-based context-aware multi-agent recommendation system for energy efficiency via load shifting in residential buildings. Secondly, we suggest a framework for the performance evaluation of the device usage recommendation system. Thirdly, to our knowledge, we are the first to provide a formalization of the task for the device usage recommendations for load shifting.

We provide a comprehensive tutorial in Jupyter Notebook with code in Python for all the steps described in this paper and beyond. The Jupyter Notebook is available on GitHub [link to be added after the review process].

The paper is structured as follows. Section 2 provides an overview of related literature. Section 3 introduces our recommender system approach and the framework for its performance evaluation. We apply the system to the real-world data, analyze its performance and discuss the results in section 4. Section 5 elaborates on strengths and weaknesses and discusses future work, whereas section 6 concludes this paper.

### 1.1 General Framework for Device Usage Recommendations for Load Shifting

We start by proposing an abstract characterization of the task of making device usage recommendations for load shifting. We describe a recommendation as a pair consisting of a recommendation time (i.e., when the recommendation is displayed to the user) and a recommendation item (i.e., what is being recommended to the user). We see a recommendation item as a suggestion of a usage schedule for a given number of devices over a given time horizon, as described in Table 1.

An ideal recommender system would recommend such schedules for long time horizons, taking all household devices into account and providing precise usage time windows while matching users’ preferences perfectly and hence
considering contextual information. Beyond suggesting optimal usage times, this might also mean providing the recommendations at the right time and avoiding suggestions that the users would execute on their own.

Obviously, achieving this ideal is unrealistic in practice. However, we can consider practical implementations as special cases of this ideal that (i) put restrictions on the complexity of the item to be recommended, (ii) put restrictions on the timing of the recommendation, and (iii) simplify the modeling of users’ preferences as well as related contextual information. For instance, restrictions might be imposed on the type of devices (e.g., only the washing machine), the recommendation time horizon (e.g., recommend a schedule for the next ten minutes or the next day), the precision of the time window for a device usage (e.g., specify the exact minutes, or recommend use within a given hour or day). Furthermore, the point in time when the recommendation is provided might be fixed to a certain period of the day or be conditional on a particular event (e.g., a user requesting a recommendation via a smartphone). Finally, the recommender system might only aim to capture restricted aspects of user preferences and contextual information (e.g., only consider preferences regarding energy prices and user availability).

While these aspects describe device usage recommendations in general, they do not explicitly describe recommender systems specifically in the context of load shifting for energy efficiency. Given the general framework, we interpret the additional nuance as considering contextual electricity demand and supply information in the modeling of users’ preferences. For example, the recommender system could include electricity prices or renewable supplies in the users’ preference evaluation.

### 2 Related Literature

#### 2.1 Recommendation System Architectures for Energy Efficiency

Energy efficiency term implies that consumers use electricity efficiently and, as a result, contribute to the stability of energy systems. Two definitions clarify efficient energy consumption: load curtailing and load shifting. Load curtailing means a reduction of energy use [Finn et al., 2013]. For instance, [Behl et al., 2016] apply load curtailing in large buildings to reduce the overall buildings’ energy consumption in return for a financial reward. Load shifting, in turn, suggests utilizing the same amount of energy but reallocating the consumption to better match supply and demand [Bartusch and Alvehag, 2014, Tuomela et al., 2021]. Such reallocation means increasing electricity consumption during periods with high green energy supply or low load in the electricity grid and at the same time reducing energy use during other periods. Periods with more green energy and low load in the power grid relate to low market prices for electricity. Using price-based or other signals nudges consumers to change their energy consumption behavior [Liu et al., 2019, He et al., 2021]. For example, dynamic day-ahead tariffs encourage consumers to use appliances when the energy price is low and, thus, flatten the demand peak on the energy market and relieve the power grid [Klaassen et al., 2016, Dusparic et al., 2017, Vanthournout et al., 2015].

Recommendation systems can help users in controlling and changing their electricity consumption behavior. Such systems rely on various algorithms and architectures to generate recommendations for energy management. While some recommender systems aim at load curtailing, others target load shifting by using the appliances at the suggested time slots. However, these two types of recommender systems use almost the same data (appliance-level electricity consumption, occupancy data, etc.). Another categorization recognizes recommender systems for private households and commercial (or large) buildings.

Recommendation systems of various designs aim to reduce energy consumption in private households. [Sardianos et al., 2020] propose an architecture to the goal-based context-aware recommender system that supports users’ energy-saving habits. Their system utilizes energy consumption, occupancy, and outdoor temperature data to create recommendations (i.e., switch off the heating on exit or switch off heating when warm enough). [Luo et al., 2017] create an energy-saving appliance recommender system based on a content-based recommendation technique. This system recommends ads for energy-saving appliances to the users. First, the approach creates user-based utilization profiles on the appliance level with the non-intrusive load monitoring (NILM) technique to find the users’ needs and interests on the household appliances. Second, after calculating the similarity of the user profile and the item (appliance ad) profile, the system

Table 1: Example of a recommendation item of a device usage recommender system.

| Device       | Recommended time window for the device launch |
|--------------|-----------------------------------------------|
| Washing-Machine | 11.05.2021 10:12:01 to 11.05.2021 11:12:01 |
| Tumble-Dryer   | 11.05.2021 11:22:31 to 11.05.2021 12:12:36   |
Applying multi-agent architecture design to the recommender system can provide additional flexibility through the use of artificial intelligence. An artificial neural network (ANN) with a genetic algorithm by Yuce et al. [2016] creates an optimal weekly appliance usage plan. This section analyzes the existing recommender system types for the task of device usage recommendation for load shifting. We aim to shed light on the challenges posed by this task when using traditional recommender systems and to provide an overview of possible approaches for device usage-related recommendations.

2.2 Challenges for Traditional Recommender Systems

This section analyzes the existing recommender system types for the task of device usage recommendation for load shifting. We aim to shed light on the challenges posed by this task when using traditional recommender systems and to provide an overview of possible approaches for device usage-related recommendations.

Content-Based Filtering Content-based filtering recommender systems make recommendations by matching a user to a set of items based on a description of the item to be recommended (i.e., its content) and a user-specific profile that describes the user’s preferences independently of other users. Pazzani and Billsus, 2007] [Wang et al., 2018]. For
instance, a content-based recommender system could suggest books (i.e., the item) considering author and genre (i.e., the considered content) based on a user's previous book purchases (i.e., the user profile). Similarly, but less intuitively, a recommender system could suggest a device usage schedule (i.e., the item) considering features such as times of use (i.e., the considered content) based on a user's previous device usage behavior (i.e., the user profile). However, for multiple reasons, the latter application might miss the desired target. On the one hand, the more complex we allow the item or schedule to be (i.e., the precision of usage time recommendation, number of considered devices, time horizon), the more difficult it can be to identify items and schedules the user likes. On the other hand, the simpler the form of the recommendation item, the less useful the recommendation might be. For instance, if we consider a simple task to recommend a single day of use for a single device within one week, it should be relatively straightforward to identify a usage day that fits the users’ preferences. However, it is questionable whether such a recommendation would be useful. In contrast, if all household devices are considered, for a long time horizon, with high usage-time granularity (e.g., specify with minute precision), it would be difficult to identify which type of schedule the user prefers. Indeed, the items or schedules would be so diverse that past usage data might not suffice to identify user preferences. In other words, an unrealistically large amount of the user’s historical data might be required to make sensible recommendations. In short, there is a substantial trade-off between the complexity of the recommendation item and the identifiability of users’ preferences (for a given amount of usage data) [Pazzani and Billsus, 2007] that likely renders content-based recommendation systems unfit for our task.

Collaborative Filtering In cases where the recommended item displays high complexity, the collaborative filtering approach often enables leveraging other users’ opinions to provide sensible recommendations. This approach utilizes the preferences of other users regarding the same or similar items to provide recommendations [Zhao et al., 2021]. Collaborative filtering, however, requires a comparison of the recommended items of different users [Koren and Bell, 2015], which is difficult in device usage recommendations. For instance, devices of the same type (e.g., washing machine) can have diverse functionalities and electricity load profiles in two different households. Moreover, most items and schedules are unique in a recommendation system without severe restrictions. This makes the standard collaborative filtering approach that employs a user-item rating matrix useless, as it requires multiple user evaluations per item [Schafer et al., 2007]. An alternative might be to cluster unique items into larger groups of similar items. However, this task becomes highly non-trivial when items or schedules are complex. Last but not least, the collection of device usage data and their sharing between households is challenging due to data privacy reasons.

Knowledge-Based Recommender systems Knowledge-based recommender systems involve users in specifying their preferences explicitly [Aggarwal, 2016]. For instance, users may specify constraints on the item to be recommended. In the context of device usage recommender systems, users could specify available time slots for device usage or energy price thresholds for the usage of particular devices. These user specifications can then be combined with domain knowledge (e.g., rules, constraints, or utility functions) to provide relevant. Some examples of such constraints in device usage recommender systems are making recommendations for the user-specified time slots and for user-specified devices only. The recommendation system could also model a user’s utility function considering energy prices and discomfort. Such algorithms are especially appropriate when the recommended item has complex varying properties, and the association of sufficient ratings with a large number of combinations is difficult [Burke, 2000]. Therefore, knowledge-based recommender systems have the potential to precisely tackle the issues mentioned above. The challenge with this approach is to adequately use domain knowledge for providing satisfactory recommendations.

Utility-Based Recommender Systems Utility-based recommender systems are closely related to knowledge-based recommender systems, as they use domain knowledge to define an appropriate utility function for providing satisfactory recommendations [Aggarwal, 2016]. Such recommender systems can take many different forms and highly depend on the application at hand. The challenge resides in designing an appropriate utility function [Zihayat et al., 2019], which is highly domain-specific. An advantage of such a solution is that the integrated domain knowledge can partly compensate for the lack of user data and, therefore, deal with the already mentioned issues of item’s complexity and variability. In the context of device usage recommender systems, the existing general aspects of user preferences (i.e., the desire to use cheap or renewable energy or not to change the device usage habits too much) can facilitate the generation of relevant recommendations.

Context-Aware Recommender systems Context is essential for making recommendations for load shifting. According to our characterization of the task, it is necessary to take electricity demand and supply context information into account, by definition. Moreover, user preferences for device usage should heavily depend on contextual information of multiple nature (e.g., presence at home or current availability). [Adomavicius et al., 2011] suggest the following approaches to consider the context: contextual pre-filtering, contextual post-filtering, and contextual modeling. Contextual pre-filtering and post-filtering can enhance context-unaware recommender systems with contextual filtering [Haruna et al., 2017]. For instance, to recommend an item within a given context, the pre-filtering approach uses only
item ratings collected in the same or similar context, whereas the post-filtering approach filters out the output of a context-unaware recommender system based on the context information. In contrast, contextual modeling directly uses the context information in the evaluation of users’ item preferences [Raza and Ding 2019]. For example, in utility-based recommender systems, this means including context information (e.g., electricity price) into the selected utility function (e.g., saving costs).

An extension of traditional recommender systems and existing architectures to device usage recommendations for load shifting in private households is far from straightforward and requires alternative approaches. The difficulty of the task mainly resides in the complexity of the item to be recommended (e.g., a device usage schedule) and the high dependence of user-preferences on context (e.g., user presence, user availability, varying energy prices). These might be the reasons the topic has only been sparsely explored.

3 Utility-based Context-Aware Multi-Agent Recommendation System

The goal of the suggested approach is to provide the user with device usage recommendations for energy efficiency and, in particular, load shifting. A recommender system that follows this objective can take many different forms that depend on the recommended time-frame, the granularity of the recommendation times, the number of devices, and the considered context information. We propose a device usage recommender system for load shifting that emerged from the pragmatic objective to provide a recommender system algorithm that can be feasibly implemented in private households and trained on publicly available household data. This means that we have restrictions on (i) the type and amount of data that can be used (no simulations), (ii) the technical equipment necessary for implementation, and (iii) the required user input. However, these constraints enable us to provide a readily implementable solution whose concept can be evaluated in a realistic context.

3.1 Methodology

This section provides a formal characterization of our recommender system. First, we describe the recommendation form by building upon the general framework of the device usage recommender system provided in 1.1. Next, we describe the recommendation algorithm that generates the recommendation.

3.1.1 Recommendation Form

Our device usage recommendation consists of a recommendation item (i.e., a suggested device usage schedule) and a recommendation time (i.e., when the recommendation is provided). The moment of a new recommendation’s generation is fixed at a specific time point for each day. In other words, a device usage schedule for the next day \(d\) (i.e., for the next 24 hours) is suggested to the users at fixed time on the current day \(d-1\). The day \(d\) is also called prediction or recommendation day. The users specify in advance the shiftable devices \(S^i\), \(i = 1, ..., n\), for which recommendations are made and the devices that show their availability \(A^j\), \(j = 1, ..., m\), i.e., devices that require user attention or action. The recommender system produces one recommendation per device and generates the device’s launching hour \(h_{S^i}\) with hourly precision while leaving the stopping time open-ended. The recommendation has the form presented in Table 2.

| Shiftable Device \((S^i)\) | Suggested Starting Hour \((h_{S^i})\) |
|--------------------------|---------------------------------|
| \(S^1\)                 | \(h_{S^1}\)                     |
| \(S^2\)                 | \(h_{S^2}\)                     |
| ...                     | ...                             |
| \(S^n\)                 | \(h_{S^n}\)                     |

Table 2: Device usage schedule for shiftable devices \(S^i\), \(i = 1, ..., n\), for the day \(d\), provided at a fixed time on \(d-1\).

3.1.2 Recommendation Algorithm

Our algorithm uses a multi-agent architecture (see Figure 1) to tackle different tasks. In a nutshell, the Price Agent provides electricity prices for the following day with hourly precision. The Preparation Agent prepares data for other Agents. The Recommendation Agent combines the outputs of the Usage Agent, the Availability Agent, the Load Agent and the Price Agent to generate recommendations.
We suggest a framework for evaluating our recommender system’s performance by analyzing potential energy cost savings. Besides measuring the system’s performance in total, we show how to determine the individual agents’ performance, quantify the cold start problem of our recommender system and analyze the system’s sensitivity to changes in the recommendation hyperparameters.

### 3.2 Performance Evaluation

The **Price Agent** requests price signals and makes them available to the other agents. In particular, it provides a vector of electricity price signals for every hour \(h_d \in \{0, ..., 23\}\) of the recommendation day \(d\) and additional \(k\) hours, in the form \(p_d = (p_0, ..., p_{23+k})_d\). The \(k\) hours denote the amount of hours needed for a device to finish its operation in addition to a starting hour. For example, for a washing machine that is running for three hours the \(k\) equals to two. Other hourly day-ahead signals than price can be used here. For the sake of simplicity, we present the system with a concrete example of day-ahead electricity prices.

The **Preparation Agent** transforms the raw electricity consumption signals to input features for the other agents. A critical task involves detecting when a given device is actually in use, as opposed to noise coming from automated operations. The recommendation system needs to retrieve this information to receive the user availability feature (i.e., availability device used within a given hour), the device usage feature (i.e., specific device used within a day), and typical load profiles. We solve the detection of the device usage periods by setting electricity consumption thresholds above the value that we assume to indicate a device in use. The Preparation Agent requires device-specific electricity load monitoring at a maximum resolution of an hour to provide the required output. The agent monitors both availability devices and shiftable devices.

The **Load Agent** provides a typical load profile \(\bar{l}_d \in \{0, ..., 23\}\) for every shiftable device \(S_i\) based on load data up to that day. The typical load profile is computed as hourly averages of all previous hourly load profiles for a device \(S_i\) (from device start, with a time window of \(k + 1\) hours).

The **Availability Agent** defines a user as available within an hour of the recommendation day whenever an availability device \(A^j\) is used. It produces user availability probabilities for every hour \(h_d \in \{0, ..., 23\}\) of the recommendation day \(d\), in the form \(\pi_d^j = (\pi_0^j, ..., \pi_{23}^j)_d\). We use a logistic regression model trained on all data up to the day of recommendation to calculate the probabilities. Its predictors consist of time features and user availability lags.

The **Usage Agent** provides usage probability \(\pi_d^i \in \{0, ..., 23\}\) for every shiftable device \(S_i\) on the recommendation day \(d\). A logistic regression model trained on all data up to that day calculates the probabilities. Its predictors include device usage and user availability on previous days.

The **Recommendation Agent** provides a recommendation for the next day \(d\) for every shiftable device \(S_i\) from a set of devices \((S_1, ..., S^n)\) that have the usage probability greater than a given threshold, \(S = \{S_i \mid \pi_d^i > t_S\}\). For such devices, it recommends the cheapest launching hour \(h_d^{S_i}\) among the hours with a probability of user availability greater than a given threshold, \(H = \{h_d \in \{0, ..., 23\} \mid \pi_d^j > t_U\}\). For each launching hour \(h_d\) within the latter set, the system computes the usage costs as a dot product of the typical load profile and the day-ahead prices. Therefore, \(h_d^{S_i} = h_d \in \text{Hargmin} \left[ \sum_{i=0}^{23+k} (\bar{l}_d^i, \bar{i}_d^k)_d \cdot (\pi_d^i, \pi_d^{23})_d \right]\). The system suggests no recommendation to the user, if the probability of device usage or user availability in the recommendation hour is lower than a threshold. The thresholds \(t_S\) and \(t_U\) are initialized at a given value and can be adjusted by the user.

**Figure 1:** Architecture of the multi-agent approach.
3.2.1 Evaluating the Performance of Individual Agents

The agents for which we analyze the individual performance include the Availability Agent, the Usage Agent and the Load Agent. Since the Availability Agent and the Usage Agent perform a standard binary classification task, we use the Area Under the ROC-Curve (AUC score) to evaluate their performance. For calculating the AUC score, we run the pipeline iteratively for every available date \( d \) in the data set of the respective household. Hence, we receive predictions for user availability and device usage. For each of these predictions, we perform a train-test split and train a new model. To receive a single AUC score, we combine the predictions for each agent and compare the predictions to our user availability and device usage targets.

For evaluating the less standard task of determining the typical load profiles, we use a mean squared error (MSE score). We calculate MSE scores by taking the mean squared error of the actual energy consumption of using a device \((l^{S_i})_{d,j}\) (i.e., true load) in comparison to the current typical load profile \((\bar{l}^{S_i})_d\), where \( d \) represents different dates, and \( j \) represents different uses within a single day. After calculating the MSE scores for the individual device runs, the scores are aggregated by averaging to receive the MSE score. We use both, the true load on days of use \( d \), \((l^{S_i})_{d,j}\) and the typical load profile \((\bar{l}^{S_i})_d\) in their vector representation. Let \( n \) be the total number of uses of the device, \( n = \sum_d \sum_j 1 \), and \( k \) the usage duration in hours, then the MSE is defined as:

\[
MSE^{S_i^d} = \frac{1}{n} \sum_d \sum_j \frac{1}{k} ((l^{S_i})_{d,j} - (\bar{l}^{S_i})_d)^T ((l^{S_i})_{d,j} - (\bar{l}^{S_i})_d),
\]

where \((\bar{l}^{S_i})_d\) is a typical load profile of device \( S_i \) at usage date \( d \), and \((l^{S_i})_{d,j}\) is a true load profile of device \( S_i \) at usage date \( d \) with index \( j \). Thus, the MSE score measures how appropriate are the typical load profiles to approximate the true energy consumption of running the respective device.

3.2.2 Evaluating the Cold Start Problem

One main challenge related to recommender systems is the cold start problem. It describes a situation when a recommender system might not provide appropriate recommendations due to limited training data at the system’s start. Possible solutions to this problem include asking for more user input at the start or transferring knowledge from existing users to new ones [Masthoff, 2015]. Due to the limited user interaction and the lack of large-scale data, these two approaches are not applicable in our case.

To quantify the cold start problem, we evaluate each agent for varying lengths of its training data and evaluate how the performance improves for larger training data sets. For tracking the performance variations, we need comparability of the test data. Therefore, we evaluate different versions of an agent (one version for each training data length) on the same test data. For the Availability Agent and the Usage Agent, we specify the test data in this way and continue to use the AUC score to evaluate their performance.

To measure the cold start performance of the Load Agent, more fundamental changes are required. Since the Load Agent does not perform a standard machine learning task, we create a new measure to capture the cold start performance. The goal of the Load Agent is to extract a typical load profile for each shiftable device. Our best estimate for the typical load profile \( \bar{l}^{S_i^*} \) of a device is the average load profile calculated on the complete data set. This estimate can be approximated by the typical load profiles created by the Load Agent for the last date to be predicted. To analyze the performance over time, we compare the current typical load profile provided by the Load Agent at each date to be predicted with this best estimate. Hence, our performance measure for the Load Agent has to be a distance measure. It has to measure the distance between the typical load profile of the date \((\bar{l}^{S_i})_d\) to be predicted and our best estimator of the typical load profile. We can consider the load profiles as a vector representation of the average hourly energy consumption of the shiftable devices. Therefore, we use a normalized Euclidean distance as our distance measure, see:

\[
d_{norm}(\bar{l}^{S_i^d}, \bar{l}^{S_i^*}) = \frac{\left\| (\bar{l}^{S_i^d})_d - \bar{l}^{S_i^*} \right\|_2}{\left\| \bar{l}^{S_i^*} \right\|_2},
\]

where \( d_{norm}(\bar{l}^{S_i^d}, \bar{l}^{S_i^*}) \) is a normalized Euclidean distance between the typical load profile of \( S_i \) at date \( d \) and the actual typical load profile of device \( S_i \), \((\bar{l}^{S_i})_d\) is a typical load profile of device \( S_i \) at date \( d \), and \( \bar{l}^{S_i^*} \) is a typical load profile of device \( S_i \) using all data.
Using the normalized Euclidean distance facilitates examining how fast our load profiles converge to their best estimator and solve the cold start problem. The optimal value for the normalized Euclidean distance is zero. To enable an easy comparison and analysis of the cold start problem, we need to summarize the cold start problem in one measure. We calculate the number of days each individual agent needs to reach a certain level of stability in its performance, reflecting the recommender system’s cold start problem. According to our definition of stability, an agent’s performance is stable if the performance satisfies a specified stability condition. For each day in the data set, we check if the stability condition is satisfied for the period starting from the day currently evaluated up to the last day. Hence, the time to solve the cold start problem is defined as the first day satisfying the stability condition.

For the Availability Agent and the Usage Agent, the AUC score must be within a specified tolerance interval around the best AUC score to satisfy the stability condition. The Load Agent’s normalized Euclidean distance must be below a specified tolerance. The cold start problem of the complete framework is solved if the Availability Agent, the Usage Agent, and the Load Agent solve the cold start problem.

3.2.3 Evaluating the Performance of the Recommendation System

The ultimate goal of our empirical analysis is to quantify how much a user can save by using our recommender system. To receive the potential energy cost saving of a recommendation, we create recommendations, determine their acceptability, and calculate the energy costs for running devices with and without our recommendations. We define a recommendation as acceptable if both the user availability and the device usage targets for the respective hour and day are positive. We calculate the potential cost savings based on the day-ahead energy prices provided by the Price Agent and the true device’s energy consumption. Since we compute the cost savings for each provided recommendation, we aggregate our evaluation results to summarize the performance of our recommender system in a few metrics at the household level: the number of recommendations provided, the rate of acceptable recommendations, total savings, and relative savings.

4 Empirical Results

4.1 Data

We use the REFIT Electrical Load Measurements data [Murray et al., 2017] to analyze our recommender system. The data contains the energy consumption of nine different devices used in 20 households in the United Kingdom from 2013 to 2015. To validate our findings, we perform our evaluation steps on households 1 to 10. For the day-ahead prices provided by the Price Agent, we access the online database for industry day-ahead prices for the United Kingdom [ENTSO-E, 2015]. Even though these prices are not the actual prices that the households pay for their energy consumption, these prices indicate a realistic proxy for possible variable prices at the household level. Higher industry prices reflect higher demand in the market and result in higher energy prices for households with variable tariffs. Even without variable household prices, optimizing according to day-ahead wholesale electricity prices should help to match demand and supply better and consume more efficiently.

4.2 Output of the Recommendation System

We fit the utility-based context-aware multi-agent recommendation system to the REFIT data. The tutorial in the Jupyter Notebook (link to be added after the review process) shows a detailed walkthrough on how to apply the proposed system. The recommendation system generates a recommendation for each shiftable device within a household. The required input includes: the recommendation day, the availability threshold, and the device usage threshold. Hours that have a smaller probability of user availability and the devices that have a smaller probability of usage are not considered for the recommendation. Finally, the system recommends the best launching hour on the recommendation date if both the activity and device usage flags are zero for a given device.

We show an exemplary output of the recommendation system in Table 3. For the recommendation day (i.e., 15/02/2015) and three shiftable devices (i.e., tumble dryer, washing machine and dishwasher) the system calculates that the 8:00 a.m. is the cheapest hour to start operation. However, for the tumble dryer and the dishwasher the predicted probability of the device usage on this day is less than a threshold (i.e., device usage flag equals to one). Therefore, the user receives the recommendation for the washing machine only.
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Table 3: Exemplary output of the recommendation system.

| Recommendation date | Device          | Best hour | Activity flag (no recommendation) | Device usage flag (no recommendation) | Final recommendation |
|---------------------|-----------------|-----------|-----------------------------------|--------------------------------------|----------------------|
| 15/02/2015          | Tumble Dryer    | 8         | 0                                 | 1                                    | no                   |
| 15/02/2015          | Washing Machine | 8         | 0                                 | 0                                    | 8                    |
| 15/02/2015          | Dishwasher      | 8         | 0                                 | 1                                    | no                   |

4.3 Performance Evaluation

This section aims to evaluate the performance of the applied recommendation system as described in Section 3.2. First, we evaluate the performance of individual agents. Next, we identify the possible impact of the cold start problem on the agents through analyzing the system’s performance over time. Finally, we identify the optimal values for the hyperparameters and calculate the potential cost savings from the suggested recommendation system.

4.3.1 Performance of Individual Agents

To evaluate the performance of individual agents, we calculate the AUC scores for the Availability Agent and the Usage Agent and the MSE score for the Load Agent. We evaluate the Availability Agent’s performance on a household level, while the Usage Agent’s and Load Agent’s performance for each of three shiftable devices in each household. Table 4 shows the results of the performance evaluation. Table 7 in the Appendix describes shiftable devices for each household.

| Devices | Availability AUC | Usage AUC | Load MSE |
|---------|------------------|-----------|----------|
|         | 0                | 1         | 2        |
|         | 0                | 1         | 2        |
|         | 0                | 1         | 2        |
|         | 0                | 1         | 2        |
| 1       | 0.72             | 0.52      | 0.45     |
|         | 0.49             | 1224.45   | 511.49   |
|         | 3021.88          | 5011.49   | 3021.88  |
| 2       | 0.77             | 0.60      | 0.80     |
|         | 0.80             | 320.81    | 511.49   |
|         | 314.84           | 314.84    | 314.84   |
| 3       | 0.80             | 0.65      | 0.65     |
|         | 0.65             | 24907.50  | 890.33   |
|         | 314.84           | 314.84    | 314.84   |
| 4       | 0.82             | 0.67      | 0.52     |
|         | 0.80             | 1793.77   | 890.33   |
|         | 314.84           | 314.84    | 314.84   |
| 5       | 0.76             | 0.68      | -        |
|         | 37982.21         | -         | -        |
| 6       | 0.77             | 0.53      | 0.66     |
|         | 424.78           | 6032.65   | -        |
| 7       | 0.83             | 0.79      | 0.80     |
|         | 43673.35         | 336.83    | 6845.26  |
| 8       | 0.62             | 0.77      | -        |
|         | 0.80             | 647.57    | -        |
| 9       | 0.67             | 0.60      | 0.57     |
|         | 30711.30         | 14.36     | 5480.13  |
| 10      | 0.77             | 0.74      | -        |
|         | 647.57           | 14.36     | 5480.13  |

Table 4: Performance of the individual agents.

We do not detect any patterns in the data explaining the variation of the Availability and Usage Agents’ performance. Differences in users’ behavior might drive these variations. For instance, to which degree the user is active during the day and across different days, how frequently specific devices are used, or how often the user is absent, e.g., during vacations. The difference in the performance between the Availability Agent and the Usage Agent could also be due to different prediction intervals. While the Availability Agent predicts the availability for each hour of the day, the Usage Agent predicts the device usage daily. It might be easier for the model to detect hourly patterns that occur over a day than daily patterns that occur over a week or a month. The Load Agent’s performance variance is due to the way of calculation of the typical load profile and the user’s usage behavior. Using the concept of a typical load profile is appropriate for the approximation of the energy consumption of devices with the low duration and/or consumption variability (e.g., a dishwasher used on similar programs). In contrast, if a device has different programs or the duration time is chosen by the user, the typical load profile yields a large MSE score. For instance, the very large MSE scores for the device 0 at the households 3, 5, 7 and 9 belong to the tumble dryers. This can be explained by the variability of the programs, but also by the fact that the laundry characteristics influence the operation’s duration of the tumble dryers (e.g., type of material, material thickness and dryness level). The smallest MSE levels in Table 4 correspond to the washing machines.
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| Devices | Availability | Usage | Load | Solution |
|---------|--------------|-------|------|----------|
|         |              | 0     | 1    | 2        | 0  | 1  | 2 |
| 1       | 19           | 275   | 639  | 309      | 16 | 21 | 639|
| 2       | 10           | 618   | 24   | -        | 230| 5  | - |
| 3       | 32           | 78    | 92   | 50       | 36 | 47 | 40 |
| 4       | 11           | 205   | 49   | -        | 311| 177| - |
| 5       | 11           | 27    | -    | -        | 429| -  | - |
| 6       | 11           | 44    | 573  | -        | 54 | 288| - |
| 7       | 11           | 159   | 78   | 198      | 210| 129| 229|
| 8       | 21           | 81    | -    | -        | 132| -  | - |
| 9       | 13           | 568   | 110  | 11       | 256| 141| 19 |
| 10      | 31           | 95    | -    | 23       | -  | 23 | - |

Table 5: Cold start days at the tolerance value of 0.15 for households 1 to 10.

4.3.2 Cold Start Problem Evaluation

Further on we continue with evaluating each agent for varying lengths of data. For instance, Figure 2 shows the performance of the Availability Agent, the Usage Agent and the Load Agent over time for the household 3. We test different tolerance values (see Figure 3) to compute the duration and solve the cold start problem. We select the most appropriate tolerance level (0.15) using a visual inspection. Table 5 presents a solution of the cold start problem for the ten households. The Availability Agent seems not to suffer from the extreme cold start problem and the cold start days are quite constant across different households. In contrast to the Availability Agent, the cold start scores for the Usage Agent vary heavily across devices and households. This suggests that predicting daily patterns might be harder than predicting hourly ones. Stable performance and hence a low number of cold start days of the Usage Agent would indicate that users operate their devices according to some patterns or habits on a daily basis. The varying cold start scores for the Usage Agent suggest that users do not use the devices according to such patterns or often change their device usage behavior. The cold start score for the Load Agent implies how much time the device’s load profile needs to converge to its best estimator. For instance, the value of the cold start days for the tumble dryer (device 0) in the household 3 equals to 36 (see 5). This means that the length of the training data for the household 3 should be at least 36 days to provide appropriate recommendations for the tumble dryer. Similar to the individual agents’ scores, a weak Load Agent performance might be due to the user changing the usage behavior or due to the device consuming energy differently in varying contexts. The last column in Table 5 shows the solution of the cold start problem. For instance, for the household 3 the minimum period needed for the three agents to solve the cold start problem is 92 days. Thus, the complete framework is solved in 92 days. To sum up, the solutions of the cold start problem show high variability over different households. Again, we see the differences in energy consumption behavior across households as a main driver of this variability.

Figure 2: Performance of the Availability Agent, the Usage Agent and the Load Agent over time for the household 3 for the cold start problem evaluation.
Figure 3: Different tolerance values applied to household 3.
4.3.3 Performance of the Recommendation System

For creating recommendations, we need to specify two hyperparameters: availability threshold and usage threshold. These are initiated by the system and can be adjusted by the user. To initialize them optimally, we analyze the sensitivity of recommendation timing and our performance measures to changes in these hyperparameters. Additionally, we perform a grid search over the candidate thresholds to identify the optimal values.

We analyze the recommendation timing to determine how changes in the recommendation parameters shift recommendations to different hours of the day. Since the system provides the device usage predictions daily, the usage threshold does not influence the hour of the recommendation. Therefore, we focus on the availability threshold and set the usage threshold to a constant value for the recommendation timing analysis. When comparing the recommendation distribution over the 24 hours for various availability thresholds (see Figure 4) with the average energy price per day and the average user availability per hour (see Figure 5), we observe the expected behavior. For lower availability thresholds, the system focuses more on prices rather than on the user’s availability. Hence, setting the low availability threshold leads to generating most recommendations for the hours with low energy costs. In contrast, setting higher availability threshold results in recommended starting hours that are more in line with the user’s availability. It should be noted that setting the availability threshold too high could even lead to losses. If the recommender system focuses too much on the user’s availability, it can reduce the potential recommendation hours only to a few hours per day in which the user is very likely to be active. The prices for these hours might be higher than at the otherwise recommended hour.

![Figure 4: Changes in recommended starting hours for the household 3 regarding different availability thresholds and a constant usage threshold.](image1)

To find the optimal recommendation hyperparameters, we perform a grid search over the candidate thresholds. We determine the optimal recommendation hyperparameters during the grid search as a parameter combination that maximizes the total energy cost savings. While the calculated total savings value might not be useful for the household, comparing various scales of total savings for different hyperparameter combinations enables finding a parameter combination that allows the highest total savings at the household level.

To evaluate the potential energy cost savings, we summarize the performance of the recommendation system with the following metrics at the household level: the number of recommendations provided, the rate of acceptable recommendations, total savings, and relative savings. The grid search results facilitate the analysis of sensitivity of the performance metrics to changes in the hyperparameters (see Figure 6). The results from the sensitivity analysis also coincide with the expected behavior. The number of recommendations is the highest for the low threshold values while setting the thresholds too high leads to few or no recommendations. This behavior holds for both, the availability
threshold and the usage threshold. However, the sensitivity is stronger for the usage threshold. This might be because the availability threshold applies to multiple potential recommendation hours, while the usage threshold only to the recommendation day. Hence, it is more likely that at least one availability probability for a potential starting hour exceeds the availability threshold compared to the single usage probability exceeding the usage threshold. In contrast to the number of recommendations, the rate of acceptable recommendations increases with increasing threshold values. However, setting the thresholds to high values results in reducing the rate of acceptable recommendations or even preventing acceptable recommendations. For the relative savings, the main driver is the availability threshold. The availability threshold determines the trade-off between focusing on the price structure or the user’s availability. A low availability threshold allows recommendations with a high cost-saving potential, as these recommendations are provided mainly for hours when the price is the lowest. Thus, if the recommendations are acceptable, the relative savings are high. Only a high value of the usage threshold influences the relative savings. In this case, the system generates no recommendations, and relative savings drop to zero. The sensitivity of the total savings takes all the effects mentioned above into account. The availability threshold determines the trade-off between acceptable recommendations and the total savings. The usage threshold should be set relatively low to maximize the total savings in absolute terms and not to miss cost-saving opportunities. In such case, the system produces a high number of recommendations.

Table 6 shows the performance measures across households. The optimal threshold values in terms of cost savings for different households represent various trade-offs mentioned in the sensitivity analysis above. Here we observe two main trends. First, the value of the availability threshold tends to be higher. Thus, the recommender system focuses more on the users’ availability rather than on low prices to maximize the users’ total savings. Second, for the usage threshold, it seems to be optimal to choose lower threshold values. This is because the chance of missing out on a potential savings opportunity is low with a low usage threshold. However, the current parameter tuning strategy does not account for any disutility of receiving too many recommendations or not acceptable recommendations. When accounting for this disutility, we assume the optimal usage threshold would increase, the number of recommendations would decrease, and the rate of acceptable recommendations would increase.

| Households | Availability th. | Usage th. | Acceptable | # Recom. | Rel. savings | Total savings |
|------------|------------------|-----------|------------|----------|--------------|---------------|
| 1          | 0.375            | 0.125     | 0.15       | 959      | 0.10         | 254,308       |
| 2          | 0.500            | 0.125     | 0.38       | 875      | 0.18         | 2,431,697     |
| 3          | 0.625            | 0.125     | 0.44       | 1484     | 0.18         | 3,613,360     |
| 4          | 0.750            | 0.125     | 0.27       | 822      | 0.20         | 589,320       |
| 5          | 0.750            | 0.250     | 0.52       | 269      | 0.15         | 2,258,746     |
| 6          | 0.375            | 0.125     | 0.14       | 713      | 0.18         | 502,190       |
| 7          | 0.625            | 0.125     | 0.57       | 1404     | 0.18         | 6,676,910     |
| 8          | 0.125            | 0.125     | 0.32       | 519      | 0.03         | 1,071         |
| 9          | 0.375            | 0.125     | 0.21       | 1364     | 0.21         | 2,611,549     |
| 10         | 0.500            | 0.125     | 0.31       | 436      | 0.20         | 365,033       |
Concerning the rate of acceptable recommendations, the optimal thresholds from the grid search support our findings from the sensitivity analysis. The threshold values and the acceptance rates seem to be positively correlated. However, we do not receive the same results for the number of recommendations detected during the sensitivity analysis. This might be mainly since the households’ number of shiftable devices and the individual agents’ performance differ across the households. While analyzing the potential energy cost savings, we observe the expected behavior for the total savings in absolute terms. These vary heavily across different households, as many factors play a role in absolute savings. These factors might include the number of shiftable devices, the performance of individual agents, the energy consumption of individual devices as well as how efficient the user’s behavior is without the recommender system. It is remarkable that despite various factors that play a role in determining the savings, most of households could benefit and more percent of relative savings. An interesting case is a household 8. The optimal availability threshold is very low compared to the rest. This means that the recommendations are more focused on lower prices than the users’ availability. However, the acceptance rate does not react as strongly to the small threshold values as for other households. According to our sensitivity analysis, combining these two effects should lead to higher relative and total savings. Nevertheless, for the household 8, this is not the case. This could indicate that the household already uses its shiftable devices quite efficiently.

5 Discussion

This section discusses the suggested approach by pointing out its strengths, weaknesses, and potential improvements. The feasibility of our technical implementation is supported by the previous work of Jiménez-Bravo et al. [2019]. They provide an architecture of communicating agents that solves various sub-tasks contributing to a final recommendation. Both approaches use similar context data, have the same hardware requirements, and possess a similar recommendation logic. We see our works as complementary since Jiménez-Bravo et al. [2019] focus on the working architecture, whereas we focus more on the recommendation algorithm. In addition, the design of our recommender system allows it to be easily integrated into the architecture of Jiménez-Bravo et al. [2019]. Nevertheless, our approach improves in several dimensions.

First, Jiménez-Bravo et al. [2019] and our work account for device usage habits to provide recommendations when they are the most relevant. For this purpose, Jiménez-Bravo et al. [2019] provide a single recommendation per device per week on the weekday of most frequent historical device use. In contrast, our approach is statistically grounded.
and uses a probability of the device usage on a given day to decide whether to recommend or not. As a result, our recommender system flexibly adapts to actual usage patterns or changing usage behavior. Moreover, it can provide multiple recommendations per week for frequently used devices and few (or none) for infrequently used ones.

Second, our algorithm allows calculating costs with higher precision. Indeed, Jiménez-Bravo et al. [2019] only consider electricity prices at the device starting hour, ignoring device load profiles. Thus, if a user operates a device for more than one hour, this approach is problematic since high prices might follow immediately after low prices. For example, if a washing machine runs for three hours, their system could recommend starting the device at an hour with a low electricity price, without considering that the two following usage hours could be much more expensive. Our system takes into account devices’ load profiles to compute an overall estimation of the usage costs.

Lastly, Jiménez-Bravo et al. [2019] aim at making recommendations at hours when the user is active. However, their paper does not specify the exact solution for this approach. In contrast, we provide a fully functional and statistically grounded solution for predicting user availability.

In contrast to the existing approaches [Paunescu et al., 2014, Han et al., 2009], our paper deals with a recommender system that is based on the end consumers’ willingness and own action to shift the demand. In that context, end-consumers might choose different goals over which to optimize their consumption. An obvious option is to save costs, as mentioned in Jiménez-Bravo et al. [2019]. Thus, consumers can shift the use of electrical appliances to times when the price of electricity is lowest and when they are at home. To summarize, it is up to them to decide whether to accept or reject the received recommendations.

We see the main strength of the recommendation system in its pragmatic simplicity. For the deployment, the system needs ordinary data and a minimal user input. In terms of hardware, our system requires smart plugs and an interface for the recommendations (e.g., on a smartphone). The architecture provides a model that computes quickly, can be implemented locally and does not require sharing highly sensitive data such as device usage consumption. This makes the approach realistically implementable in residential buildings. Practically, it could be integrated into a smart home system or implemented as a standalone smartphone application that provides daily recommendations for device usage starting times. In that way, households could save costs and better achieve their sustainability goals. Since the system optimizes the electricity usage, the households should also contribute to flattening demand peaks on the electricity market. At the same time, it accounts for important user preference aspects such as device usage habits, costs and user availability.

5.1 Implications

We see the following relevant societal impacts and potential side-effects. Firstly, our recommendation system strongly encourages changes in energy consumption behavior. Although the system accounts for the user’s daily device usage habits (for making recommendations on days when the usage probability is high), it does not consider the hours of typical device usage. Instead, it encourages a user to shift the device usage to hours of efficient consumption within hours of likely user availability. As a result, the generated recommendations facilitate more radical changes towards energy-efficient consumption. The possible drawback lies in more likely rejections of recommendations.

Secondly, we consider the lack of data as a significant challenge in the evolution of recommender systems for energy efficiency and load shifting. The availability of simple and ready-to-use recommender systems like ours could encourage households to install smart plugs. More smart plugs would facilitate collecting data on energy consumption behavior that is currently very scarce. The data collected by a simpler model could enable the development of more complex and advanced approaches.

Finally, using recommender systems for load shifting can prove to be a valuable instrument for facilitating the transition to a renewable energy supply. Our current implementation aims at total energy cost savings. However, the target can be easily switched to maximize the proportion of renewable energy in the devices’ electricity consumption. For instance, the system would recommend using appliances during hours with a higher green energy supply in the electricity grid (provided the predicted user availability and the probability of the device usage are high enough).

5.2 Limitations

The simplicity of the approach does not come without a cost. Using only local historical device consumption data enables simple prediction models that might lack accuracy when facing complex patterns. For instance, recommendations might not account well varying device usage patterns. In the current implementation, our system generates only one recommendation per device per day. Therefore, it cannot adapt well to devices that are used frequently within a day. Similarly, since the usage cost computation relies on a typical load profile, the recommender system cannot adapt well to devices with varying usage duration or electricity load profiles.
Another issue might reside in the way our approach determines user availability. We assume that if the energy consumption exceeds a certain threshold, the user operates the device. In other words, the user is available to implement recommendations. In addition, the devices’ energy consumption can be accompanied by random noise that we can not detect during data cleaning. This can lead to a weaker performance of the model. Furthermore, the user specifies in advance appliances indicating the availability. Thus, we assume that the user is available if these appliances are turned on. However, it might be possible that our assumption is violated. A device might have some automatic reoccurring patterns (e.g., reboot once a day or week), which we can not isolate and clean in the data. Given the labeled data, one can easily predict these reoccurring patterns. Taking these predictions as additional input parameters could boost the performance of the Availability Agent or the Usage Agent. Another approach to deal with this issue could be using motion sensor data to track the user availability (however, at the price of complexity).

5.3 Future Work

Although simplicity is a decisive factor in the design of our approach, there are many directions for further improvement. For example, users need to indicate which devices are shiftable and which devices show user availability. These tasks could be automated. For instance, it might be possible to train an algorithm to recognize devices based on their load profiles and determine whether such a device is suitable for recommendations or availability tracking. Next, the user can currently adjust the probability thresholds manually. However, this task could also be automated (for example, by adjusting thresholds using automated recommendation feedback, i.e., tracking when recommendations are most often implemented). Finally, we use rather simple models to predict or approximate the users’ behavior or preferences within our agents. The agents’ performance could be increased by using more sophisticated models for the machine learning tasks. Fortunately, due to the multi-agent architecture, such changes could be easily integrated into our general recommendation framework by adapting individual agents without impacting the general logic of recommendations. This flexibility also allows to easily change the target used for optimizing recommendations (for instance, environmental costs such as carbon emissions per production unit instead of total energy cost savings).

6 Conclusions

This paper introduces a utility-based context-aware recommendation system for energy efficiency via load shifting in residential buildings and proposes a framework for its performance evaluation. We provide a solution with low requirements for data, user input, hardware, and computational resources. In addition, the system does not require sharing highly sensitive data such as device usage electricity consumption. The recommendation algorithm can be integrated into a smart home system or implemented as a standalone smartphone application that provides daily recommendations for device usage starting times. In this way, households could save costs, optimize individual electricity usage, contribute to the stability of the power grid, and, as a result, reduce the CO$_2$ emissions.

References

European Commission. 2050 long-term strategy. 2020. URL https://ec.europa.eu/clima/policies/strategies/2050_en

Ivana Dusparic, Adam Taylor, Andrei Marinescu, Fatemeh Golpayegani, and Siobhán Clarke. Residential demand response: Experimental evaluation and comparison of self-organizing techniques. Renewable and Sustainable Energy Reviews, 80(14):1528–1536, 2017. doi:10.1016/j.rser.2017.07.033

Jay Giri, David Sun, and Rene Avila-Rosales. Wanted: A more intelligent grid. IEEE Power and Energy Magazine, 7(2):34–40, 2009. doi:10.1109/MPE.2008.931391

Peter Palensky and Dietmar Dietrich. Demand side management: Demand response, intelligent energy systems, and smart loads. IEEE Transactions on Industrial Informatics, 7(3):381–388, 2011. doi:10.1109/TII.2011.2158841

Fengji Luo, Gianluca Ranzi, Weicong Kong, Zhao Yang Dong, Shu Wang, and Junhua Zhao. Non–intrusive energy saving appliance recommender system for smart grid residential users. IET Generation, Transmission & Distribution, 11(7):1786–1793, 2017. doi:10.1049/iet-gtd.2016.1615

Christos Sardianos, Iraklis Varlamis, George Dimitrakopoulos, Dimosthenis Anagnostopoulos, Abdullah Alsalem, Faycal Bensaali, Yassine Himeur, and Abbes Amira. Rehab-c: Recommendations for energy habits change. Future Generation Computer Systems, 112:394–407, 2020. doi:10.1016/j.future.2020.05.041

Christos Sardianos, Iraklis Varlamis, Christos Chronis, George Dimitrakopoulos, Abdullah Alsalem, Yassine Himeur, Faycal Bensaali, and Abbes Amira. The emergence of explainability of intelligent systems: Delivering explainable and personalized recommendations for energy efficiency. International Journal of Intelligent Systems, 36(2):656–680, 2021. doi:10.1002/int.22314
Fengji Luo, Gianluca Ranzi, Weicong Kong, Gaoqi Liang, and Zhao Yang Dong. Personalized residential energy usage recommendation system based on load monitoring and collaborative filtering. *IEEE Transactions on Industrial Informatics*, 17(2):1253–1262, 2021. doi:10.1109/TII.2020.2983212.

Rabiya Khalid, Nadeem Javaid, Muhammad Hassan Rahim, Sheraz Aslam, and Arshad Sher. Fuzzy energy management controller and scheduler for smart homes. *Sustainable Computing: Informatics and Systems*, 21:103–118, 2019. doi:10.1016/j.suscom.2018.11.010.

Pushpendu Kar, Arish Shareef, Arun Kumar, Koh Tsyri Harn, Balaji Kalluri, and Sanjib Kumar Panda. Revicee: A recommendation based approach for personalized control, visual comfort & energy efficiency in buildings. *Building and Environment*, 152:135–145, 2019. doi:10.1016/j.buildenv.2019.01.035.

Isaac Machorro-Cano, Giner Alor-Hernández, Mario Andrés Paredes-Valverde, Lisbeth Rodríguez-Mazahua, José Luis Sánchez-Cervantes, and José Oscar Olmedo-Aguierre. Hems-iot: A big data and machine learning-based smart home system for energy saving. *Energies*, 13(5):1–24, 2020. doi:10.3390/en13051097.

Baris Yuce, Yacine Rezgui, and Monjur M. Mourshey. Ann–ga smart appliance scheduling for optimised energy management in the domestic sector. *Energy and Buildings*, 111(2):311–325, 2016. doi:10.1016/j.enbuild.2015.11.017.

Iraklis Varlamis, Christos Sardianos, Christos Chronis, George Dimitrakopoulos, Yassine Himeur, Abdullah Alsalem, Faycal Bensaali, and Abbas Amira. Smart fusion of sensor data and human feedback for personalized energy-saving recommendations. *Applied Energy*, 305:117775, 2022. doi:10.1016/j.apenergy.2021.117775.

Yassine Himeur, Abdullah Alsalem, Faycal Bensaali, Abbas Amira, Iraklis Varlamis, George Bravos, Christos Sardianos, and George Dimitrakopoulos. Techno-economic assessment of building energy efficiency systems using behavioral change: A case study of an edge-based micro-moments solution. *Journal of Cleaner Production*, 331:129786, 2022. doi:10.1016/j.jclepro.2021.129786.

Abdullah Alsalem, Mona Ramadan, Faycal Bensaali, Abbas Amira, Christos Sardianos, Iraklis Varlamis, and George Dimitrakopoulos. Endorsing domestic energy saving behavior using micro-moment classification. *Applied Energy*, 250:1302–1311, 2019. doi:10.1016/j.apenergy.2019.05.089.

Diego Jiménez-Bravo, Javier Pérez-Marcos, Daniel de La Iglesia, Gabriel Villarrubia González, and Juan de Paz. Multi-agent recommendation system for electrical energy optimization and cost saving in smart homes. *Energies*, 12(7), 2019. doi:10.3390/en12071317.

Tiago Pinto, Ricardo Faia, Gabriel Navarro-Caceres, Maria Santos, Juan Manuel Corchado, and Zita Vale. Multi-agent-based cbr recommender system for intelligent energy management in buildings. *IEEE Systems Journal*, 13(1):1084–1095, 2019. doi:10.1109/JSYST.2018.2876933.

Weixian Li, Thillainathan Logenthiran, and Wai Lok Woo. Intelligent multi-agent system for smart home energy management. In *2015 IEEE Innovative Smart Grid Technologies - Asia (ISGT ASIA)*, pages 1–6, 2015. doi:10.1109/ISGT-Asia.2015.7386985.

Paddy Finn, Maurice W. O’Connell, and Colin Fitzpatrick. Demand side management of a domestic dishwasher: Wind energy gains, financial savings and peak-time load reduction. *Applied Energy*, 101:678–685, 2013. doi:10.1016/j.apenergy.2012.07.004.

Madhur Behl, Francesco Smarra, and Rahul Mangharam. Dr-advisor: A data-driven demand response recommender system. *Applied Energy*, 170:30–46, 2016. doi:10.1016/j.apenergy.2016.02.090.

Cajsa Bartusch and Karin Alvehag. Further exploring the potential of residential demand response programs in electricity distribution. *Applied Energy*, 125:39–59, 2014. doi:10.1016/j.apenergy.2014.03.054.

Sanna Tuomela, Mauricio de Castro Tomé, Netta Livari, and Rauli Svento. Impacts of home energy management systems on electricity consumption. *Applied Energy*, 299:117310, 2021. doi:10.1016/j.apenergy.2021.117310.

Yi Liu, Liye Xiao, Guodong Yao, and Siqi Bu. Pricing-based demand response for a smart home with various types of household appliances considering customer satisfaction. *IEEE Access*, 7(1):86463—86472, 2019. doi:10.1109/ACCESS.2019.2924110.

Zhiyuan He, Tianzhen Hong, and S.K. Chou. A framework for estimating the energy-saving potential of occupant behaviour improvement. *Applied Energy*, 287:116591, 2021. doi:10.1016/j.apenergy.2021.116591.

Elke A.M. Klaassen, Charlotte B.A. Kobus, Jasper Frunt, and Han J.G. Slootweg. Responsiveness of residential electricity demand to dynamic tariffs: Experiences from a large field test in the Netherlands. *Applied Energy*, 183(23):1065–1074, 2016. doi:10.1016/j.apenergy.2016.09.051.

Koen Vanhoutte, Benjamin Dupont, Wim Foubert, Catherine Stuckens, and Sven Claessens. An automated residential demand response pilot experiment, based on day-ahead dynamic pricing. *Applied Energy*, 155:195–203, 2015. doi:10.1016/j.apenergy.2015.05.100.
Peter Wei, Stephen Xia, Runfeng Chen, Jingyi Qian, Chong Li, and Xiaofan Jiang. A deep-reinforcement-learning-based recommender system for occupant-driven energy optimization in commercial buildings. *IEEE Internet of Things Journal*, 7(7):6402–6413, 2020. doi:10.1109/JIOT.2020.2974848.

Michael J. Pazzani and Daniel Billsus. Content-based recommendation systems. In Peter Brusilovsky, Alfred Kobsa, and Wolfgang Nejdl, editors, *The Adaptive Web*, chapter 10, pages 325–341. Springer-Verlag, Berlin Heidelberg, 2007.

Donghui Wang, Yanchun Liang, Dong Xu, Xiaoyue Feng, and Renchu Guan. A content-based recommender system for computer science publications. *Knowledge-Based Systems*, 157:1–9, 2018. doi:10.1016/j.knosys.2018.05.001.

Pengxiang Zhao, Zhao Yang Dong, Ke Meng, Weicong Kong, and Jiadia Yang. Household power usage pattern filtering-based residential electricity plan recommender system. *Applied Energy*, 298:117–191, 2021. doi:10.1016/j.apenergy.2021.117191.

Yehuda Koren and Robert Bell. *Advances in Collaborative Filtering*, pages 77–118. Springer US, Boston, MA, 2015. doi:10.1007/978-1-4997-9899-7_3.

Ben J. Schafer, Dan Frankowski, Jon Herlocker, and Shilad Sen. Collaborative filtering recommender systems. In Peter Brusilovsky, Alfred Kobsa, and Wolfgang Nejdl, editors, *The Adaptive Web*, chapter 10, pages 325–341. Springer-Verlag, Berlin Heidelberg, 2007.

Charu C. Aggarwal. *Recommender Systems*. Springer International Publishing, 2016.

Robin Burke. Knowledge-based recommender systems. In *Encyclopedia of Library and Information Systems*, 2000.

Morteza Zihayat, Anteneh Ayanso, Xing Zhao, Heidar Davoudi, and Aijun An. A utility-based news recommendation system. *Decision Support Systems*, 117:14–27, 2019. doi:10.1016/j.dss.2018.12.001.

Gediminas Adomavicius, Bamshad Mobasher, Francesco Ricci, and Alexander Tuzhilin. Context-aware recommender systems. *AI Magazine*, 32(3):67–80, 2011. doi:10.1609/aimag.v32i3.2364.

Khalid Haruna, Maiazatul Akmar Ismail, Suhendroyono Suhendroyono, Damiasih Damiasih, Adi Cilik Pierewan, Haruna Chiroma, and Tutut Herawan. Context-aware recommender system: A review of recent developmental process and future research direction. *Applied Sciences*, 7(12), 2017. doi:10.3390/app7121211.

Shaina Raza and Chen Ding. Progress in context-aware recommender systems - an overview. *Computer Science Review*, 31:84–97, 2019. doi:10.1016/j.cosrev.2019.01.001.

Judith Masthoff. Group recommender systems: Aggregation, satisfaction and group attributes. In Francesco Ricci, Lior Rokach, and Bracha Shapira, editors, *Recommender Systems Handbook*, chapter 22, pages 743–776. Springer US, New York, 2015.

David Murray, Lina Stankovic, and Vladimir Stankovic. An electrical load measurements dataset of united kingdom households from a two-year longitudinal study [data set]. *Scientific Data*, 2017.

ENTSO-E. Day-ahead prices (12.1.d) [online database]. 2015. URL: https://transparency.entsoe.eu/transmission-domain/r2/dayAheadPrices/show.

Ciprian Ionut Paunescu, Tudor Zabava, Lucian Toma, Constantin Bulac, and Mircea Eremia. Hardware home energy management system for monitoring the quality of energy service at small consumers. In *International Conference on Harmonics and Quality of Power (ICHQP)*, Bucharest, Romania, 2014.

Jinsoo Han, Haeryong Lee, and Kwang-Roh Park. Remote-controllable and energy-912 saving room architecture based on zigbee communication. *IEEE Transactions on Consumer Electronics*, 55(1):264—268, 2009. doi:10.1109/TCE.2009.4814444.
### Appendix

| household | devices          | household | devices          | household | devices          |
|-----------|------------------|-----------|------------------|-----------|------------------|
| 1         | Tumble Dryer     | 1         | Washing Machine  | 2         | Dishwasher       |
| 2         | Washing Machine  | 2         | Dishwasher       | 3         | Tumble Dryer     |
| 3         | Tumble Dryer     | 3         | Washing Machine  | 4         | Washing Machine (1) |
| 4         | Washing Machine (1) | 4         | Washing Machine (2) | 5         | -                |
| 5         | Tumble Dryer     | 5         | -                | 6         | Washing Machine  |
| 6         | Washing Machine  | 6         | Dishwasher       | 7         | Tumble Dryer     |
| 7         | Tumble Dryer     | 7         | Washing Machine  | 8         | Washing Machine  |
| 8         | Washing Machine  | 8         | -                | 9         | Washer Dryer     |
| 9         | Washer Dryer     | 9         | Washing Machine  | 10        | Washing Machine  |

Table 7: Legend for mapping the shiftable devices to an integer index.