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Abstract

Atmospheric correction of Earth Observation data is one of the most critical steps in the data processing chain of a satellite mission for successful remote sensing applications. Atmospheric Radiative Transfer Models (RTM) inversion methods are typically preferred due to their high accuracy. However, the execution of RTMs on a pixel-per-pixel basis is impractical due to their high computation time, thus large multi-dimensional look-up tables (LUTs) are precomputed for their later interpolation. To further reduce the RTM computation burden and the error in LUT interpolation, we have developed a method to automatically select the minimum and optimal set of nodes to be included in a LUT. We present the gradient-based automatic LUT generator algorithm (GALGA) which relies on the notion of an acquisition function that incorporates (a) the Jacobian evaluation of an RTM, and (b) information about the multivariate distribution of the current nodes. We illustrate the capabilities of GALGA in the automatic construction and optimization of MODe rate resolution atmospheric TRANsmission (MODTRAN) LUTs for several input dimensions. Our results indicate that, when compared to a pseudo-random homogeneous distribution of the LUT nodes, GALGA reduces (1) the LUT size by \( \sim 75\% \) and (2) the maximum interpolation relative errors by 0.5\%. It is concluded that automatic LUT design might benefit from the methodology proposed in GALGA to reduce computation time and interpolation errors.
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I. INTRODUCTION

Atmospheric correction of Earth Observation data aims to derive surface properties (e.g., reflectance) through the inversion of the atmospheric radiative transfer equations. It is perhaps one of the most critical steps in the data processing chain of a satellite mission for successful remote sensing applications [1]. Though empirical atmospheric correction methods [2] typically have a low computation burden, physically-based methods [3]–[6] are often preferred as their accuracy is generally higher [7], [8]. These physically-based methods rely on the inversion through a Radiative Transfer Model (RTM) [9], [10], which are however computationally expensive and very often impractical for their execution on a pixel-per-pixel basis [11]. To overcome this limitation, large multi-dimensional look-up tables (LUTs) are precomputed for their later interpolation [12]. However, little information is available in the scientific literature about the criteria that should be adopted to design these LUTs, and about the errors derived of their interpolation. In addition, the computation of these LUTs is still time consuming, requiring techniques of parallelization and execution in computer grids [13], [14].

In order to further reduce the RTM computation time, a possible strategy is to select the minimum and optimal set of points (nodes, anchors) to be included in a LUT that reduce the error in its interpolation. This problem is known as experimental optimal design [15], [16] of interpolators of arbitrary functions \( f \), and it aims at reducing the number of direct evaluations of \( f \) (RTM runs in the context of LUT design). A possible approach is to construct an approximation of \( f \) starting with a set of initial points. This approximation is then sequentially improved incorporating new points given a suitable selection rule until a certain stop condition is satisfied. Another interesting alternative approach is based on adaptive gridding, which aims to construct a partitioning of the input variable space, \( \mathcal{X} \), into cells of equal size, where the cell edges have different lengths depending on their spatial direction [17]. In order to find such lengths, the adaptive gridding method uses a Gaussian Process (GP) model with an automatic relevant determination kernel [18], [19]. A clear problem of such approach is that the number of hyper-parameters to be estimated increases as the input dimension grows. The topic of experimental optimal design has received attention from (apparently unrelated) research areas
such as optimal nonuniform sampling, quantization and interpolation of continuous signals [20], Bayesian Optimization (BO) [21], [22], and active learning [23].

The main objective of this paper is, therefore, to present a simpler method for the automatic generation of RTM-based LUTs. As a proof of concept, the proposed methodology is applied to the widely MODerate resolution atmospheric TRANsmission (MODTRAN) RTM for the generation of atmospheric LUTs. The ultimate goal is thus to reduce errors in the RTM LUT interpolation and thus in the atmospheric correction of Earth Observation data. The proposed method is sequential and automatically builds the LUT based on the notion of the acquisition function, similarly to the BO approach [21], [22]. Such acquisition function acts as a sort of oracle that tells us about the regions of the space more interesting or informative to sample. Essentially, starting from a set of initial points, the LUT is therefore built automatically with the addition of new nodes maximizing the acquisition function at each iteration. Unlike in BO, our goal is not the optimization of the unknown underlying function $f$ but its accurate approximation $\hat{f}$ through minimization of its interpolation error $\delta$. Thus, the experimental optimal design problem is converted into a sequential optimization problem of the acquisition function, regardless of the dimensionality of the input space.

The remainder of the present work is structured as follows. Section II details the implemented gradient-based automatic LUT generator algorithm. Section III describes the experimental simulation set-up including the methodology to evaluate the performance of the proposed algorithm. Section IV shows the functioning of the algorithm and its performance for LUTs of different dimensionality. Finally, in Section V, we conclude our work with a discussion of the results in the context of atmospheric correction for Earth Observation applications, and an outlook of future research lines.

II. GRADIENT-BASED AUTOMATIC LUT GENERATOR

This section describes the developed gradient-based automatic LUT generator algorithm (GALGA). We start in Section II-A by giving a schematic overview of the proposed algorithm and the employed notation. We then detail in Sections II-B, II-C and II-D the specificities of the algorithm through the implemented interpolation and the concepts of the acquisition function and the stop condition.
A. Method overview

The basic component of GALGA is the acquisition function based on geometric and density terms, and was originally introduced in [24], [25]. See Fig. 1 for an illustrative processing scheme of the method. Notationally, let us consider a $D$-dimensional input space $\mathcal{X}$, i.e., $x \in \mathcal{X} \subset \mathbb{R}^D$ in which a costly $K$-dimensional object function $f(x; \lambda) = \left[ f(x; \lambda_1), \ldots, f(x; \lambda_K) \right] : \mathcal{X} \mapsto \mathbb{R}^K$ is evaluated. In the context of this paper, $\mathcal{X}$ comprises the input space of atmospheric and geometric variables (e.g., Aerosol Optical Thickness (AOT), Visual Zenith Angle (VZA)) that control the behavior of the function $f(x; \lambda)$, i.e., an atmospheric RTM. Here, $\lambda$ represents the wavelengths in the $K$-dimensional output space. For sake of simplicity, this wavelength dependency is omitted in the formulation in this paper, $f(x; \lambda) \equiv f(x)$. Given a set of input variables in the matrix $X_i = [x_1, \ldots, x_{m_i}]$ of dimension $D \times m_i$, we have a matrix of $K$-dimensional outputs $Y_i = [y_1, \ldots, y_{m_i}]$, being $y_j = f(x_j)$ for $j \in [1, m_i]$. At each iteration $i \in \mathbb{N}^+$, GALGA first performs an interpolation, $\hat{y}_i \equiv \hat{f}_i(x | X_i, Y_i)$, of the function $f(x)$. Second, the algorithm follows with an acquisition step that creates/updates the acquisition function, $A_i(x)$, and increases the number of LUT nodes from $[X_i; Y_i]$ to $X_{i+1} = [x_1, \ldots, x_{m_{i+1}}]$ and $Y_{i+1} = [y_1, \ldots, y_{m_{i+1}}]$. This two-steps procedure is repeated until a suitable stopping condition is met based on the difference between $f(x)$ and $\hat{f}_i(x)$.

![Fig. 1. Schematic representation of GALGA's processing chain.](image)

The algorithm starts ($i=0$) by choosing $N_0 = 5 \cdot 2^D$ pseudo-random nodes based on a
Latin Hypercube Sampling [26] of the input variable space. This initial set of LUT nodes is complemented with the addition of all the $2^D$ vertex of the input variable space (where the input variables get the minimum/maximum values). With this set of $m_0 = N_0 + 2^D$ nodes, we ensure to have an initial homogeneous and bounded distribution of the input variable space so that no extrapolations are performed.

B. Interpolation method

GALGA relies on the use of an interpolation method $\hat{f}(x)$ in order to provide an approximation of the underlying function $f(x)$ within $\mathcal{X}$. In our previous work [24], [25], we considered a GP interpolator [18], widely used in various remote sensing applications [19]. Interpolation in GPs is trivially implemented by considering that there is no noise in the observed signal, and hence only the kernel hyperparameters need to be learned. However, the use of GP for multi-output functions (i.e., $K > 1$) is not straightforward, which most of the times requires conducting first a dimensionality reduction [27], [28] followed by individual GPs for each projection. Not only the model complexity increases, but also the risk of falling in local minima because of the problems of learning hyperparameters in multiple GP models. In GALGA, we instead implemented a multi-dimensional linear interpolation method, commonly applied in physically-based atmospheric correction methods [3], [4], [12]. The implementation of the linear interpolation is based on MathWorks’ MATLAB function `griddatan`, which relies on the Quickhull algorithm [29] for triangulations in multi-dimensional input spaces. For the scattered input data in $X_i$, the linear interpolation method is reduced to find the corresponding Delaunay’s simplex [30] (e.g., a triangle when $D = 2$) that encloses a query $D$-dimensional point $x_q$ (see Fig. 2):

$$\hat{f}_i(x_q) = \sum_{j=1}^{D+1} \omega_j f(x_j),$$

(1)

where $\omega_j$ are the (scalar) barycentric coordinates of $x_q$ with respect to the $D$-dimensional simplex (with $D + 1$ vertices) [31].

Since $f(x)$ is a $K$-dimensional function, the result of the interpolation is also $K$-dimensional. The Delaunay triangulation, in turn, provides partitions of the input space in simplices. The use of these simplices will help us to define the acquisition function (see Section II-D).
C. The stop condition

The purpose of the stop condition is to end the iterative process of the algorithm when a suitable condition in the LUT data is met. In the proposed algorithm, the stop condition is based on the evaluation of the interpolation error through the error metric $\delta_i(x)$

$$\delta_i(\bar{X}_i) = \max_{\lambda} \left( 100 \cdot \left| \frac{\hat{f}_i(\bar{X}_i) - f(\bar{X}_i)}{f(\bar{X}_i)} \right| \right),$$

where $\bar{X}_i$ is a subset of $X_i$ that comprises all the LUT nodes at the $i$-th iteration with the exception of the $2^D$ vertex of the input variable space. The error metric, therefore, evaluates the interpolation relative error over each node in the subset $\bar{X}_i$ by using the leave-one-out cross-validation technique (see the green * in Fig. 3) [32]. Among all the spectral channels ($\lambda$), this error metric takes the most critical spectral channel ($\max_{\lambda}$). The iterative process finishes when the 95% percentile of $\delta_i(\bar{X}_i)$ is below an error threshold, $\varepsilon_t$.

By taking the spectral channel under which the interpolation relative error is maximum, the
Fig. 3. Schematic process for the calculation of $\delta_i$ in equation (2) within the $\bar{X}_i$ subset (colored *). Notice how the “leave-one-out” cross-validation technique modifies the Delaunay simplices with respect the complete $\bar{X}_i$ subset in Fig. 2.

The acquisition function, $A_i(x)$, is the core of the proposed algorithm since it allows determining the new LUT nodes to be added at each iteration. This function incorporates (a)
geometric information of the unknown function $f$ through the evaluation of its gradient, and (b) density information about the distribution of the current nodes. Indeed, areas of high variability of $f(x)$ require the addition of more LUT nodes as well as areas with a small concentration of nodes require the introduction of new inputs. Accordingly, we define the acquisition function conceptually in equation (3) as the product of two functions: a geometric term $G_i(x)$ and a density term $D_i(x)$:

$$A_i(x) = G_i(x)^{\beta_i} D_i(x)^{1-\beta_i},$$

where $\beta_i$ is a discrete function that alternates the acquisition function between the geometry and density terms every $T = 3$ iterations:

$$\beta_i = \beta_{i+T} = \begin{cases} 1 & \text{if } i \leq T - 1 \\ 0 & \text{if } i = T. \end{cases}$$

The geometric term $G_i(x)$ is based on the calculation of the gradient of the underlying function $f$. However, since $f$ is unknown in all the input variable space $X$, the gradient can only be approximated and calculated at the current LUT nodes $X_i$. Therefore, $G_i(x)$ is calculated according to the following steps, as shown in Fig. 4:

1) Among the LUT nodes in $X_i = [x_1, \ldots, x_m]$, we select only those $m_{gi}$ nodes whose interpolation error $\delta_i(x_j)$ (see Eq. (2)) is higher than the error threshold $\varepsilon_t$. By choosing this subset, the new LUT nodes will only be added in areas with high interpolation error.

2) The gradient, $\nabla_k f_i(x_j)$, is calculated according to equation (5) between the current node $x_j$ (* in Fig. 4) and all the $N_k$ remaining nodes ($x_k$ with $k \in [1, N_k]$) of the Delaunay simplices for which $x_j$ is a vertex (* in Fig. 4):

$$\nabla_k f_i(x_j)_{\lambda_{\text{max}}} = |y_{j} - y_{k}|_{\lambda_{\text{max}}},$$

The subindex $\lambda_{\text{max}}$ indicates that, out of the $K$-dimensional output values in $y$, only the most critical spectral channel (see Section II-C) is used to calculate the gradient.

3) For each Delaunay simplex ($l$), we calculate the root-mean-square of the corresponding $D$ gradients in the previous step according to equation (6):

$$g_l = \sqrt{\frac{1}{D} \sum_{n=n_1}^{n_D} (\nabla_n f_i(x_j)_{\lambda_{\text{max}}})^2},$$

where $D$ is the number of dimension and $n_1$ and $n_D$ are the starting and ending indices of the $D$ gradients.
where the index \( n \) (from \( n_1 \) to \( n_D \)) identifies the \( D \) nodes, among \( x_i \), that conform a Delaunay simplex together with \( x_j \) (see \( n_1 \) and \( n_2 \) tagged nodes in Fig. 4).

4) The gradient term finally adds a new LUT node at the barycenter of the Delaunay simplex with higher value of \( g_l \).

Following the previous steps, \( G_i(x) \) will place a new node in the vicinity of each current LUT node in \( X_i \) with an interpolation error higher than \( \varepsilon_t \) in the direction of the highest gradient. Therefore, the LUT size will increase from \( m_i \) nodes to \( m_{i+1} = m_i + m_{g,i} \) nodes.

Since the gradient term is based on the existing LUT nodes (\( X_i \)), the computed interpolation errors and gradients might not be representative in empty areas of the input variable space, particularly in those with low density of nodes. Thus, the acquisition function includes a density term, \( D_i(x) \), which aims at proving these lower sampled areas every \( T \) iterations (see equations (3) and (4)). The density term identifies these poorly sampled areas by calculating the volume
of each Delaunay simplex according to the equation (7) [33]:

\[ V = \frac{1}{D!} \det \left( x_{n_2} - x_1, \ldots, x_{n_{D+1}} - x_{n_1} \right), \tag{7} \]

where the indices \( n_1 \) to \( n_{D+1} \) identify the \( D+1 \) nodes that conform each \( D \)-dimensional Delaunay simplex. The density term will then place a new LUT node in the barycenter of the \( m_{d,i} = 5 \cdot 2^D \) simplices with higher volume. Therefore, the LUT size will increase from \( m_i \) nodes to \( m_{i+1} = m_i + m_{d,i} \) nodes.

### III. EXPERIMENTAL SET-UP AND ANALYSIS

In order to analyze the functioning and performance of the proposed algorithm, we run three simulation test cases for the optimization of MODTRAN5-based LUTs. MODTRAN5 is one of the most widely used atmospheric RTM for atmospheric correction applications due to its accurate simulation of the coupled absorption and scattering effects [10], [34]. Following the notation in Section II, the underlying function \( f \) consists of Top-Of-Atmosphere (TOA) radiance spectra, calculated at a Solar Zenith Angle (SZA), \( \theta_{il} \), and for a Lambertian surface reflectance\(^1\), \( \rho \), according to equation (8):

\[ L = L_0 + \frac{(T_{dir} + T_{dif})(E_{dir} \cos \theta_{il} + E_{dif})\rho}{\pi(1 - S\rho)}, \tag{8} \]

where \( L_0 \) is the path radiance, \( T_{dir/dif} \) are the target-to-sensor direct/diffuse transmittances, \( E_{dir/dif} \) are the direct/diffuse at-surface solar irradiances and \( S \) is the spherical albedo. These terms are often called atmospheric transfer functions and are obtained using the MODTRAN5 interrogation technique developed in [12]. Unless otherwise specified, all simulations are carried out for a nadir-viewing satellite sensor (VZA=0.5 deg), target at 0 km altitude, rural aerosols and mid-latitude summer atmosphere.

The three simulation test cases consist of LUTs of increasing dimensionality of the input space i.e., \( D = [2; 4; 6] \), in the wavelength range 400-550 nm at 15 cm\(^{-1} \) spectral sampling (\( \approx 0.4 \) nm). The input variables (see Tab. I) range typical variability in the AOT, the Ångström exponent (\( \alpha \)), the Henyey-Greenstein asymmetry parameter (\( g_{HG} \)) and the single scattering albedo (SSA) [36]–[38].

\(^1\)We consider the conifer trees surface reflectance from ASTER spectral library [35]
TABLE I
INPUT VARIABLES AND SPECTRAL CONFIGURATION FOR THE VISUALIZATION TEST SCENARIO. FOR CASES #2 AND #3, SZA TAKES A CONSTANT VALUE OF 55 DEG.

| Case | Input variables (range) | Error threshold, εt (%) |
|------|-------------------------|-------------------------|
| #1   | AOT (0.05-0.4)          | 0.2                     |
|      | SZA (20-70 deg)         |                         |
| #2   | As in Case #1 plus...   | 1                       |
|      | α (1-2)                 |                         |
|      | gHG (0.60-0.99)         |                         |
| #3   | As in Case #2 plus...   | 2                       |
|      | SSA (0.85-0.99)         |                         |
|      | VZA (0.5-20 deg)        |                         |

We start the analysis of the data by visualizing the functioning of the algorithm in terms of: (1) the evaluation of the stop condition through cross-validation error, and (2) the distribution of new nodes according to $G_i$ and $D_i$. To do so, we exploit the 2-dimensional data in Case #1, showing the cross-validation and the true error maps. These two maps are shown at two consecutive iterations, which correspond to the actuation of each term (geometry and density) of the acquisition function. On the one hand, the cross-validation error maps are based on the $δ_i$ (see equation (2)) calculated through the “leave-one-out” cross-validation of each subset $\bar{X}_i$, as introduced in Section II-C. To create a bi-dimensional map, the scattered values of $δ_i(\bar{X}_i)$ are linearly interpolated over a grid of $100 \times 100$ linearly-spaced values of the input variables. Since this cross-validation method reduces locally the LUT nodes density (thus the name “leave-one-out”), the resulting error maps should not be understood as an estimation of the underlying LUT interpolation errors. Instead, the purpose of the cross-validation error maps is to illustrate the distribution and magnitude of the cross-validation errors, which are the ones used to determine the distribution of new LUT nodes. Overlapped with these error maps, the current LUT nodes $X_i$ and their Delaunay triangulation are shown together with the nodes added at the iteration $i+1$. On the other hand, the true error maps correspond to the $δ_i$ calculated over a grid of $100 \times 100$ linearly-spaced values of the input variables where TOA radiance spectra is pre-calculated. Namely, this thin grid represents the true value of $f(x)$.

We continue the analysis of the data by assessing the performance of the proposed algorithm in the test cases #1, #2 and #3. For each test case, we calculate (1) the 95% percentiles ($P_{95}$) of $δ_i$ obtained from the cross-validation subset $\bar{X}_i$ and (2) the values of $P_{95}$, $P_{97.5}$ and $P_{100}$
(i.e., maximum error) from the $\delta_i$ calculated with a reference (ground truth) LUT. These ground truth LUTs consist on nearly 13’000, 32’000 and 72’000 nodes, respectively for cases #1, #2 and #3, homogeneously distributed in the input variable space according to a Latin Hypercube Sampling. Since the initial node distribution in our algorithm is pseudo-random, we calculate the mean and standard deviation of $P_{95}$ in the cross-validation subset after 10 independent runs. The performance of the proposed algorithm is shown by plotting these statistics against the number of LUT nodes $m_i$, fitted by a double exponential function. For comparison, we also show the performance obtained after a homogeneous pseudo-random node distribution following the Sobol’s sequence [39].

IV. RESULTS

First we visualize the functioning of GALGA through the 2D error maps from the test case #1 (see Figures 5 and 6). For the actuation of the geometry term (iteration $i = 5$), the new nodes are added in areas where the interpolation error is estimated to be higher than the $\varepsilon_i=0.2\%$ error threshold (see cross-validation error map at Figure 5-left). Most of these nodes are located in areas of low TOA radiance (i.e., at SZA > 60 deg), thus where higher relative interpolation errors are expected. The addition of these new nodes reduce the areas with errors above the threshold as observed in the change of the true error map between iterations $i = 5$ and $i = 6$ (see Figure 6). This indicates that method is functioning correctly under the geometry term. Since GALGA approximates the interpolation error based on the “leave-one-out” cross-validation technique, we can also observe that the cross-validation error map has systematically higher error values than the true error map. Consequently, GALGA leads to an oversampling or undersampling of some areas of the input variable space. On the one hand, some areas have a true interpolation error at $i = 5$ that is already below the error threshold (e.g., SZA≈45 deg and AOT=0.2-0.25). However, GALGA adds new nodes, leading to a local oversampling of the input space (see Figures 5 and 6 left). On the other hand, undersampled areas (e.g., at SZA≈52 deg and AOT≈0.4) still remain with a high interpolation error (see Figure 6-right). The density term of the acquisition function intends to reduce the amount of undersampled areas. Indeed, at iteration $i = 6$ the new added nodes are located in barycenter of the simplices with largest (undersampled) areas. Additionally for this particular case, we can observe a pattern of low interpolation errors connecting nodes with similar SZA but different AOT (see dark red vertical pattern in the true error map). This
indicates that linear interpolation derives larger errors when interpolating between SZA values than between AOT values.

![Cross-validation error maps for the Case #1 test at iterations $i=5$ (left) and $i=6$ (right) illustrating respectively the functioning of the geometry and density terms of the acquisition function. The light blue lines indicate the underlying Delaunay triangulation.](image1)

![True error maps for the Case #1 test at iterations $i=5$ (left) and $i=6$ (right) illustrating respectively the functioning of the geometry and density terms of the acquisition function. The black contour lines indicate the error threshold of $\varepsilon_t=0.2\%$.](image2)

We continue by assessing the performance of the proposed method against a Sobol pseudo-random homogeneous distribution of LUT nodes. The analysis is done for LUTs of increasing input dimensions: $2D$, $4D$ and $6D$. When evaluating the algorithm performance for the Case #1 ($2D$ LUT; see Figure 7), we can observe that the gradient-based automatic LUT generator method outperforms the accuracy obtained with the Sobol pseudo-random distribution after $m_i \approx 150$ nodes. In terms of the estimated performance (see Figure 7-top), our method needs approximately $m_i=250$ nodes to achieve the required error, reducing the LUT size with respect to a Sobol distribution down to 67% ($m_i=375$ nodes). Our method not only reduces the LUT size but also gets lower interpolation error (see Figure 7-bottom) after nearly $m_i=175$ nodes. This happens
for all the percentiles between 95% and 100%. In fact, with the complete LUT of $m_i \approx 250$ nodes, our method reaches an interpolation error below the $\varepsilon_t = 0.2\%$ error threshold in nearly 97.5% of the input variable space (maximum error $\sim 0.5\%$). Instead, a LUT constructed with a Sobol pseudo-random distribution reaches the $\varepsilon_t = 0.2\%$ error threshold in only $\sim 95\%$ of the input space (maximum error $\sim 2\%$).

Fig. 7. Estimated (top) and true (bottom) performance of GALGA (blueish colors) and Sobol distribution (reddish colors) in a 2D LUT (Case #1). For the top panel, mean (solid lines) and standard deviation (shaded areas) are obtained after averaging $N=10$ independent runs. In the bottom panel, three percentile values (95%, 97.5% and 100%) of the interpolation error histograms are represented with a different color shade (darker to lighter). The error threshold, $\varepsilon_t$, is indicated with the horizontal dashed black line at 0.2%.

When evaluating the algorithm performance for the Case #2 (4D LUT; see Figure 8), we observed that, according to the cross-validation error, the proposed method is still performing better than a pseudo-random homogeneous distribution from already 500 nodes. Through the evaluation of the cross-validation error, nearly $m_i = 1700$ nodes are needed with the distribution proposed in our method to reach an interpolation error of 1% in 95% of the cases, i.e., 74% lower with respect to a Sobol distribution (nearly $m_i = 2300$ nodes). However, the evaluation of histogram of the true error (bottom plot) shows that, for most of the points in the input space (95% and 97.5% percentiles) both distribution methods obtain the same interpolation error. Only
when analyzing the errors in the higher part of the histogram (percentiles >98%) we observe that the proposed method achieve superior accuracies than with a homogeneous Sobol distribution.

Fig. 8. Estimated (top) and true (bottom) performance of GALGA (blueish colors) and Sobol distribution (reddish colors) in a 4D LUT (Case #2). For the top panel, mean (solid lines) and standard deviation (shaded areas) are obtained after averaging \(N=10\) independent runs. In the bottom panel, three percentile values (95%, 97.5% and 100%) of the interpolation error histograms are represented with a different color shade (darker to lighter). The error threshold, \(\varepsilon_t\), is indicated with the horizontal dashed black line at 1%.

As we increase the dimensionality of the input variable space, we observe the same trend in the algorithm performance. For the Case #3 (6D LUT; see Figure 9), the evaluation of the cross-validation error indicates that the performance of our method is better than the Sobol distribution, which is clearly seen after nearly \(m_i=3000\) LUT nodes. Our method achieves an interpolation error of 2% for \(m_i=5500\) nodes, which is 77% less than the nodes needed with a pseudo-random homogeneous distribution (\(m_i=7200\) nodes). However, the evaluation of the true interpolation error when compared with the reference LUT indicates that both node distribution methods achieve nearly the same accuracy. Only for the maximum interpolation errors (percentiles 100%), our method obtains slightly lower interpolation errors than with the Sobol node distribution.
Fig. 9. Estimated (top) and true (bottom) performance of GALGA (blueish colors) and Sobol distribution (reddish colors) in a 6D LUT (Case #3). For the top panel, mean (solid lines) and standard deviation (shaded areas) are obtained after averaging $N=10$ independent runs. In the bottom panel, three percentile values (95%, 97.5% and 100%) of the interpolation error histograms are represented with a different color shade (darker to lighter). The error threshold, $\varepsilon_t$, is indicated with the horizontal dashed black line at 2%.

V. CONCLUSIONS & OUTLOOK

In this work, we have proposed GALGA, a new method to optimize the node distribution of multi-dimensional LUTs. Particularly, the proposed algorithm is applied here to the construction of MODTRAN LUTs of atmospheric transfer functions in order to reduce (1) errors in the interpolation of these atmospheric transfer functions, and (2) computation time to build these LUTs. The proposed method is based on the exploitation of the gradient/Jacobian information of the underlying function (TOA radiance in our case) and the concept of an acquisition function, divided into its geometry and density terms. Through the experimental set-up, we have verified that the algorithm functions as expected, observing that the use of the acquisition function identifies areas in the input variable space with high interpolation errors.

Thus, the proposed method reduces the number of nodes needed to construct a LUT by nearly 75% of the nodes needed using a pseudo-random homogeneous distribution. The performance of GALGA was also evaluated by calculating the real interpolation error in LUTs of 2D, 4D
and $6D$. The LUTs constructed with the proposed method achieve an interpolation error that is, in the worst case, equivalent to the interpolation error obtained with a LUT of homogeneously distributed nodes. The largest interpolation relative errors are also reduced by 0.5% with LUTs designed GALGA when compared against those obtained with a Sobol distribution. However, there is an apparent low gain in true accuracy observed in the $4D$ and $6D$ cases and that might be explained by two factors. On the one hand, the algorithm takes several iterations to have a density of the LUT input variable space that is enough to identify areas with higher sensitivity to interpolation errors. For the selected interpolation error threshold ($\varepsilon_t$), these specific areas still might represent a small portion of the input variable space. On the other hand, the number of nodes in the ground truth LUTs might be insufficient to have a representative discrete sampling of the underlying TOA radiance in the input variable space. This low sampling causes that just a few ground truth LUT nodes are distributed in areas where GALGA gives a gain in accuracy, falsely increasing the accuracy obtained with the Sobol distribution. For these two factors, both LUT node distribution methods (i.e., GALGA and Sobol) obtain similar histogram of the interpolation error.

GALGA has been implemented in the Atmospheric LUT Generator (ALG) v1.2 software [40]. ALG allows generating LUTs based on a suite of atmospheric RTMs, facilitating consistent and intuitive user interaction, thereby streamlining model setup, running and storing RTM data for any spectral configuration in the optical domain. In combination with ALG, GALGA facilitates users generating optimized atmospheric LUTs, reducing computation time in the execution of atmospheric RTMs and improving the accuracy of LUT interpolation. The proposed algorithm can eventually be implemented for the generation of LUTs in a wider range of remote sensing applications, including vegetation and water RTMs [41], [42]. Compact and informative LUTs give rise to interesting possibilities such as optimization of biophysical parameters retrieval algorithms [43], atmospheric correction [12] and RTM emulation [28], [44].

Future research will focus on the use of statistical methods to improve the reconstruction of the underlying interpolation error in the TOA radiance, which have been demonstrated to be suitable for atmospheric RTM [45]. Therefore, our previous work in the AGAPE algorithm [24] will be expanded for the multi-output (i.e., spectral) RTM output data. Altogether, we are aiming at further optimizing the distribution of LUT nodes and reducing the errors in LUT interpolation.
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