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ABSTRACT

BACKGROUND AND PURPOSE: Hemodynamics play an important role in the mechanisms that govern the initiation, growth, and possible rupture of intracranial aneurysms. The purpose of this study was to objectively characterize these dynamics, classify them, and connect them to aneurysm rupture.

MATERIALS AND METHODS: Image-based computational fluid dynamic simulations were used to re-create the hemodynamics of 210 patient-specific intracranial aneurysm geometries. The hemodynamics were then classified according to their spatial complexity and temporal stability by using quantities derived from vortex core lines and proper orthogonal decomposition.

RESULTS: The quantitative classification was compared with a previous qualitative classification performed by visual inspection. Receiver operating characteristic curves provided area-under-the-curve estimates for spatial complexity (0.905) and temporal stability (0.85) to show that the 2 classifications were in agreement. Statistically significant differences were observed in the quantities describing the hemodynamics of ruptured and unruptured intracranial aneurysms. Specifically, ruptured aneurysms had more complex and more unstable flow patterns than unruptured aneurysms. Spatial complexity was more strongly associated with rupture than temporal stability.

CONCLUSIONS: Complex-unstable blood flow dynamics characterized by longer core line length and higher entropy could induce biologic processes that predispose an aneurysm for rupture.

ABBREVIATIONS: IA = intracranial aneurysm; POD = proper orthogonal decomposition; CFD = computational fluid dynamic; ROC = receiver operating characteristic; AUC = area under the curve

Endothelial cells in blood vessel walls continuously sense and respond to hemodynamic wall shear stresses. Responses to normal wall shear stresses typically involve short-term vessel adaptation through vasodilation, or long-term, nonpathologic tissue remodeling. Under abnormal wall shear stresses, degenerative processes can take place in the vessel wall and lead to the pathologic formation, growth, and rupture of an intracranial aneurysm (IA).1-6 The coupling between the local (near wall) and global (far from wall) hemodynamics makes it possible to identify large-scale spatiotemporal blood flow patterns that result in dangerous wall shear stress conditions.

The connection between large-scale hemodynamics and aneurysm rupture was previously studied.7,8 Qualitative descriptions of spatial flow complexity and temporal flow stability were outlined and used to visually assess the hemodynamics of patient-specific IA geometries. The clinical history of each patient was used to correlate rupture events with spatially complex and temporally unstable flow patterns.

In this study, we use vortex core lines and proper orthogonal decomposition (POD) to quantify the large-scale hemodynamics of IAs. These methods are commonly used to visualize spatially complex fluid flows9,10 and create low-dimensional models of turbulence.11,12 However, their use in analyzing biofluids is novel. Quantitative representations of spatial flow complexity and temporal flow stability are outlined and used to provide a more objective hemodynamic classification. This quantitative approach also allows us to connect specific large-scale dynamical quantities to rupture.

MATERIALS AND METHODS

Hemodynamic Modeling

Patient-specific geometries of cerebral aneurysms were reconstructed from 3D rotational angiography images.13 Digital sub-
traction imaging was performed by use of a constant injection of contrast agent at 24 mL/s for a 180° rotation in 8 seconds. Imaging was performed at 15 frames per second. Data from these images was transferred to a workstation (Phillips Healthcare, Best, The Netherlands) and reconstructed into 3D voxel data with the use of the standard proprietary software. 3D reconstructions were compared with views from the conventional angiogram to assess the completeness of the rendering. Cases with incomplete rendering or inadequate filling of the parent artery or the aneurysm were discarded.

Unstructured grids composed of tetrahedral elements were generated with a resolution of approximately 0.1 mm, resulting in grids of roughly 2–5 million elements. Vessel walls were assumed rigid, and blood flow was considered incompressible and Newtonian. Numeric solutions of the unsteady 3D Navier-Stokes equations were obtained under “typical” pulsatile flow conditions. The inlet boundaries of all models were located in the internal carotid artery, the vertebral artery, or the basilar artery.

Two cardiac cycles were simulated with a time-step size of 0.01 second for a heart rate of 60 bpm. The analysis in this work was based on 100 snapshots of the velocity vector field generated during the second cycle. IA necks were identified on the reconstructed vascular models and used to label the aneurysm and the parent artery. Subsequent flow characterizations were restricted to the aneurysm.

Qualitative Assessments of Spatial Flow Complexity and Temporal Stability

The hemodynamics of 210 IA geometries (83 ruptured) were classified according to Cebral et al. Flows were classified according to visual assessments of spatial complexity and temporal stability, on the basis of the following qualitative criteria.

Flow Complexity. “Simple” refers to flow patterns that consist of a single recirculation zone or vortex structure within the IA. “Complex” refers to flow patterns that exhibit flow divisions or separations within the aneurysm sac and contain more than one recirculation zone or vortex structure.

Flow Stability. “Stable” refers to flow patterns that persist (do not move or change) during the cardiac cycle. “Unstable” refers to flow patterns in which the flow divisions and/or vortex structures move or are created or destroyed during the cardiac cycle.

Streamline plots were used to assess spatial flow complexity. Two examples are shown in Fig 1. Temporal flow stability was assessed by animating the streamline plots over the cardiac cycle.

Quantifying Spatial Flow Complexity

Many algorithms have been proposed to visualize vortices in datasets generated by computational fluid dynamic (CFD) simulations. Vortices were identified in this study by constructing vortex core lines: 1D sets that pass through centers of swirling flow. Vortex core lines provide a simple but accurate way of representing the spatial structures that underpin blood flow patterns in an aneurysm.

Vortex core lines were identified by use of a co-linearity condition between the instantaneous vorticity \( \hat{\omega} \) and velocity \( \hat{v} \) vectors. Mathematically, this condition can be expressed as

\[
1) \quad \hat{\omega} \times \hat{v} = 0
\]

where \( \hat{\omega} = \nabla \times \hat{v} \).

Our numeric algorithm consisted of a parallel search across multiple processors for tetrahedral mesh elements that satisfied Equation 1. Each processor formed and diagonalized the velocity gradient tensor in an element. If a pair of complex conjugate eigenvalues was found, the vorticity vector \( \hat{\omega} \) was formed to test whether Equation 1 was satisfied in the element. Reduced velocities were formed at the element nodes by subtracting the velocity component in the direction of the vorticity vector. Element faces that contained a point where the reduced velocity was zero were marked. If 2 or more faces of an element were found to contain a zero, a vortex core line passes through the element. A segment approximating this core line was constructed by connecting the points along the faces containing the zeros of the reduced velocity.

The vortex core line segments in each mesh element at the \( i^{th} \) snapshot were summed up to produce a total length \( L_i \). Spatial complexity was quantified taking the average vortex core line length over the \( N \) snapshots

\[
2) \quad \langle L \rangle = \frac{1}{N} \sum_{i=1}^{N} L_i
\]

Complex flows (with multiple vortices) are expected to have longer average vortex core lines than simple flows (with a single vor-
Quantifying Temporal Flow Stability

Temporal flow stability is characterized by the creation, destruction, or motion of spatial flow patterns during the cardiac cycle. These patterns are defined by both vortex structures and flow divisions created by inflow jets. Temporal tracking of the vortex core lines was not used to quantify flow stability because of an alternate method that captures both flow divisions and recirculation zones.

The first step in quantifying the temporal flow stability was to separate the temporal dynamics from the spatial dynamics. This was achieved by expressing the velocity vector field ensemble as a linear combination of orthogonal, vector-based modes \( \varphi_i(x) \) and scalar coefficients \( \alpha_i(t) \) that govern their temporal evolution

\[
3) \quad u(x,t) = \sum_{i=1}^{N} \alpha_i(t)\varphi_i(x), \quad j = 1, \cdots, N
\]

where \( N \) is the number of snapshots in the ensemble. POD was used to generate the orthogonal set of basis modes \( \varphi_i(x) \). Although this decomposition may not be unique, we chose the POD procedure to form the basis set because it identifies fundamental spatial flow patterns that, on average, capture more of the fluid kinetic energy per mode than any other basis set.

The POD basis was computed by use of a snapshot method that builds an \( N \times N \) 2-point velocity correlation tensor.\(^{18}\) When diagonalized, the correlation tensor forms an energy matrix \( \eta \) with energy eigenvalues \( \lambda_i \) running along the diagonal in decreasing order. Each mode \( \varphi_i(x) \) is associated with energy eigenvalue \( \lambda_i \) that can be recovered from the mean squared value of the corresponding temporal coefficients \( \lambda_i = \langle \alpha_i(t)\alpha_i(t) \rangle/N \), where \( \langle \cdot \rangle \)

is the Euclidean inner product. The trace of the energy matrix \( Tr(\eta) = \sum_{i=1}^{N} \lambda_i \) is a measure of the total fluid kinetic energy in the aneurysm. The relative energy \( P_i = \lambda_i/\sum_{j=1}^{N} \lambda_j \) quantifies the energy content of the \( i \)th mode, whereas the entropy

\[
4) \quad S = -\sum_{i=1}^{N} P_i \ln(P_i)
\]

quantifies the average energy distributed across the \( N \) modes. It is used here to measure the temporal stability of hemodynamic flows. Entropy is maximized when the energy is evenly spread over the modes and minimized when it is concentrated in a single mode.

An example is provided in Fig 2. The first column contains plots of the temporal coefficients \( \alpha_i(t) \) for a stable (top) and unstable (bottom) flow. The temporal coefficients were scaled to plot the fractional energy content contained in each corresponding basis mode. For visualization purposes, only the temporal coefficients accounting for 99% of the total energy are plotted. The vortex core lines and a few neighboring streamlines are shown in the center and right hand columns at 2 different points in the cardiac cycle. Two coefficients are required to meet the 99% energy threshold for the stable flow while 7 coefficients are required for the unstable flow.

The value of the entropy for the stable flow is \( S = 0.0713 \). Most of the energy during the cardiac cycle is concentrated in the first spatial mode \( \varphi_1(x) \). No flow structures are created, destroyed, or undergo significant motion. The value of the entropy for the unstable flow is \( S = 0.674 \), approximately 9.5 times greater than the stable flow. Large amounts of energy are transferred from \( \alpha_i(t) \) to the remaining 6 coefficients. Significant changes are also observed to occur in the spatial organization of the flow during the cardiac cycle.

RESULTS

The spatial flow complexity and temporal flow stability in all 210 IA geometries were quantified by use of the average core line length \( \langle L \rangle \) and entropy \( S \). Flow classification was based on discrimination thresholds for each of the 2 variables. True- and false-positive rates were computed by sweeping over the discrimination thresholds and comparing the quantitative classifications to the qualitative classifications. The results are summarized by the 2 receiver operating characteristic (ROC) curves in Fig 3. The accuracy of the qualitative classification was measured by integrating the ROC curves. The resulting areas under the curve (AUCs) are presented in Table 1. An AUC of 1 indicates exact agreement for all cases. The AUC is 0.905 for spatial complexity and 0.86 for temporal stability. These results are considered “excellent” and “very good.”\(^{19}\)

FIG 2. The temporal coefficients accounting for 99% of the total energy are plotted for stable (top) and unstable (bottom) flows. Vortex core lines (yellow) and neighboring streamline trajectories (red) are used to visualize the spatial structure of the flow at 2 instants during the cardiac cycle. The stable flow retains its spatial structure during the cardiac cycle. Very little energy is transferred between the temporal coefficients resulting in an entropy of \( S = 0.0713 \). The unstable flow undergoes large fluctuations and changes its spatial structure. Large amounts of energy are transferred between the temporal coefficients resulting in an entropy of \( S = 0.674 \).
Table 1 also compares the variable means for each flow group as established by the qualitative classification. The $P$ values were generated by use of the Wilcoxon rank sum test. The mean core line length is higher in the complex flow group than in the simple flow group. Likewise, the mean entropy is higher in the unstable flow group than in the stable flow group. The differences between the means are statistically significant ($P < .05$).

The same statistical comparison was applied to the group means of the ruptured and unruptured IAs. These results, presented in Table 2, indicate that ruptured IAs tend to have larger core line lengths (ie, more complex spatial flow patterns) and larger entropies (ie, more temporally unstable flow patterns) than unruptured IAs. Again, the differences between the means are statistically significant.

Rupture prediction was based on the ability to quantitatively discriminate between ruptured and unruptured aneurysms. The true- and false-positive rates were established by comparing the predicted state of rupture to the clinical records. A third variable, based on a logistic regression of spatial complexity and temporal stability, was also developed and tested for enhanced predictive power. The 3 ROC curves for rupture are shown in Fig 4. The corresponding AUCs are reported in Table 2. The average vortex core line length had the highest AUC, suggesting that spatial complexity may play a more important role than temporal stability in the rupture of IAs.

DISCUSSION

The results presented in this report confirm and extend previous results that compared qualitative flow characteristics in ruptured and unruptured IAs. Important spatiotemporal flow features (ie, flow complexity and flow stability) previously identified by visual inspection were successfully extracted from the velocity vector fields by using objective quantitative methods based on vortex core lines and POD. Quantitative results confirmed previous observations that ruptured aneurysms tend to have complex-unstable flows and that unruptured aneurysms tend to have simple-stable flows. The results also indicated that flow complexity is a better discriminant of rupture state than flow stability.

The effect of rupture on IA geometries was previously studied. The results indicated small changes in 20% of the IAs and no changes in 80% of the IAs between the pre-ruptured and post-ruptured state. The small changes found in 20% of the ruptured IAs’ geometry were assumed to have a negligible impact on the large-scale hemodynamic properties.

Isosurface methods have been used to visualize vortices in aortic aneurysms. However, the frequent need for a user supplied threshold to construct these surfaces led us to use line-type methods for visualizing and analyzing the spatial structure of hemodynamic flows. Irregular aneurysm geometries make the task of identifying a “characteristic length” difficult and subjective. As a result, we used the unnormalized length.

Our metric for spatial complexity is limited in the sense that it does not measure the number of discrete vortices formed within the aneurysm or account for their topologic structure. Other measures of spatial complexity on the basis of a more detailed analysis...
of the core line structure (geometry, connectivity, or topology) are also possible and may provide a more accurate representation of the original qualitative criteria. Discontinuities between neighboring core line segments were observed because the velocity gradient is piecewise linear over the computational domain. Segments oriented end-to-end created well-defined vortex core lines. Segments that were not oriented end-to-end often formed 2D structures that resembled vortex sheets. Vortices smaller than the mesh elements are unable to be resolved and were ignored in our study. Isolated segments in the domain that were not part of any visible fluid structure could be the result of noise produced by the computation of numeric derivatives.

Mesh sensitivity studies were not performed. The core lines extracted and analyzed in this work were consistent with the degree of approximation of the CFD simulations. Mesh refinement should capture smaller vortices and improve the linear approximation used for the vortex core segments. It should also reduce the gaps in vortex segments between neighboring elements.

The AUC values in Table 2 represent the probability that a ruptured aneurysm randomly selected from the data base will be ranked as “higher risk” than a randomly selected unruptured aneurysm. They indicate that the logistic regression variable performed about the same as the spatial complexity variable. This is an interesting result that further highlights the fact that most spatially complex flows are unstable and that most simple flows are stable. We attribute the lack of improvement in the AUC of the logistic variable to the correlation. One of the limitations of the rupture prediction study was the lack of long-term clinical data. As a result, we would like to point out that caution must be used when interpreting the low values of the AUCs found in Table 2. Artificially high false-positive rates can be generated by IAs that were quantitatively classified as “high risk,” but that have not yet undergone a rupture. A study with an extended clinical history would be required to make a more accurate assessment of rupture prediction on the basis of these variables.

CFD calculations were carried out under pulsatile flow condition at 2 heart rates (60 bpm and 100 bpm). For each heart rate, the corresponding flow waveforms were prescribed from measurements in the cerebral arteries reported in the literature.27 Under these different flow conditions, the vortex core line lengths were not significantly different, and the statistical results were largely unaffected (within a 1% difference). This suggests that the large-scale hemodynamics are independent of relatively small variations in the physiologic conditions.

**CONCLUSIONS**

The observations and methods described in this study can better help us to understand the underlying mechanisms that govern IA initiation, evolution, and rupture. Our quantitative approach for assessing spatial flow complexity and temporal flow stability was consistent with the assessments made using well-defined qualitative approach. Statistically significant differences were found in the variables quantifying the hemodynamics of ruptured and unruptured aneurysms. Complex-unstable flow dynamics were more commonly observed in ruptured aneurysms, whereas simple-stable flow dynamics were more commonly observed in unruptured aneurysms. Spatial complexity was found to be more strongly associated with rupture than temporal stability. This result indicates that complex flows producing high spatial gradients of the wall shear stress vector may play a more fundamental role in predisposing the aneurysm wall for rupture than unstable flows producing temporal oscillations of the wall shear stress vector.
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