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Abstract. We show that the asymptotic behavior of the partial sums of a sequence of positive numbers determine the local behavior of the Hilbert space of Dirichlet series defined using these as weights. This extends results recently obtained describing the local behavior of Dirichlet series with square summable coefficients in terms of local integrability, boundary behavior, Carleson measures and interpolating sequences. As these spaces can be identified with functions spaces on the infinite-dimensional polydisk, this gives new results on the Dirichlet and Bergman spaces on the infinite dimensional polydisk, as well as the scale of Besov-Sobolev spaces containing the Drury-Arveson space on the infinite dimensional unit ball. We use both techniques from the theory of sampling in Paley-Wiener spaces, and classical results from analytic number theory.

1. INTRODUCTION

The theory of Dirichlet series, i.e. functions of the form \( f(s) = \sum_{n \in \mathbb{N}} a_n n^{-s} \) with \( s = \sigma + it \) as the complex variable, offers a bridge between number theory and analysis. Perhaps the most appealing example of the power of this connection is given by the tauberian approach to the classical prime number theorem. One way to state the prime number theorem is to say that the Chebyshev-type inequalities

\[
A \frac{x}{(\log x)^\alpha} \leq \sum_{n \leq x} w_n \leq B \frac{x}{(\log x)^\alpha},
\]

with coefficients

\[
w_n = \begin{cases} 1 & \text{if } n \text{ is a prime} \\ 0 & \text{otherwise} \end{cases},
\]

and \( \alpha = 1 \), holds for any \( A, B > 1 \) as long as \( x > 0 \) is taken to be sufficiently large. Originally due to Ikehara, the general idea of the tauberian approach is to connect the function theoretic properties of the Riemann zeta function \( \zeta(s) = \sum_{n \in \mathbb{N}} n^{-s} \) to the growth of these partial sums (see e.g. [34, p. 245]). As is well-known, the properties of the Riemann zeta function is closely related to the behavior of the prime numbers through the Euler product formula

\[
\zeta(s) = \prod_{p \text{ prime}} \frac{1}{1 - p^{-s}}.
\]

We study the connection between the asymptotic behavior in terms of the inequalities [1] for general sequences \( (w_n)_{n \in \mathbb{N}} \) of non-negative numbers, and local
function theoretic properties of the Hilbert spaces

\[ \mathcal{H}_w = \left\{ \sum_{n \in \mathbb{N}} a_n n^{-s} : \sum_{n \in \mathbb{N}} \frac{|a_n|^2}{w_n} < \infty \right\}. \]

(By convention, if \( w_n = 0 \), we exclude the basis vector \( n^{-s} \) from this definition.)

The recent interest in the theory of these types of spaces began with a paper by Hedenmalm, Lindqvist and Seip [11], where in particular the local behavior of functions in the Dirichlet-Hardy space \( \mathcal{H}^2 \), which corresponds to the choice \( w_n \equiv 1 \), is studied. By the Cauchy-Schwarz inequality, the space \( \mathcal{H}^2 \) is seen to consist of functions analytic on the half-plane \( \mathbb{C}_{1/2} = \{ \text{Re } s > 1/2 \} \). The results of this and later contributions [2, 16, 24, 25] can be summarised as saying that locally \( \mathcal{H}^2 \) looks much like the classical Hardy space \( \mathcal{H}^2(\mathbb{C}_{1/2}) = \left\{ f \text{ analytic on } \mathbb{C}_{1/2} : \sup_{\sigma > 1/2} \frac{1}{2\pi} \int_{\mathbb{R}} |f(\sigma + it)|^2 \, dt < \infty \right\} \).

One of the starting points of the function theory for the Dirichlet-Hardy space is a simple, but striking, local connection indicated by comparing reproducing kernels, i.e. functions \( k_w \) such that \( \langle f | k_w \rangle = f(w) \) for all \( f \) in the space, and points \( w \) in the domain of definition. For the space \( \mathcal{H}^2 \), the reproducing kernel at \( w \in \mathbb{C}_{1/2} \) is the translate \( k_w(s) := \zeta(s + \bar{w}) \) of the Riemann zeta function. The Riemann zeta function is known to be a meromorphic function with a single pole of residue one at \( s = 1 \). This yields the formula

\[ k_w(s) = \frac{1}{s + \bar{w} - 1} + h(s + \bar{w}), \]

where \( h \) is an entire function. This reveals that \( k_w \) is an analytic perturbation of the reproducing kernel for \( \mathcal{H}^2(\mathbb{C}_{1/2}) \), namely the Szegő-kernel \( k^S_w(s) = (s + \bar{w} - 1) \).

The following results strengthens this local connection. The first is [11, Theorem 4.11], which was found independently by Montgomery [22, p. 140] in the context of analytic number theory.

**Theorem** (Local embedding theorem [11, 22]). Given a bounded interval \( I \), there exists \( C > 0 \), depending only on the length of \( I \), such that for all \( F \in \mathcal{H}^2 \) we have

\[ \sup_{\sigma > 1/2} \int_I |F(\sigma + it)|^2 \, dt \leq C \| F \|_{\mathcal{H}^2}^2. \]

It is an immediate consequence of this theorem that if \( F \in \mathcal{H}^2 \) then \( F(s)/s \in H^2(\mathbb{C}_{1/2}) \). In particular, this implies that functions in \( \mathcal{H}^2 \) have non-tangential boundary values almost everywhere on the abscissa \( \sigma = 1/2 \). The second theorem we mention is in some sense dual to the previous one, and describes the space spanned by the boundary functions.

**Theorem** (Local boundary function property [24]). Given a bounded interval \( I \) and a function \( f \in H^2(\mathbb{C}_{1/2}) \), there exists \( F \in \mathcal{H}^2 \) such that \( F - f \) has an analytic continuation across the segment \( 1/2 + iI \).
With these results in hand, it is not difficult to show that a compactly supported positive measure \( \mu \) on \( \mathbb{C}_{1/2} \) is a Carleson measure for \( \mathcal{H}_2 \) if and only if it is a Carleson measure for \( H^2(\mathbb{C}_{1/2}) \) (see also the proof of Theorem 3). Recall that if \( H \) is a Hilbert space of functions on \( \mathbb{C}_{1/2} \), we say that a positive Borel measure is Carleson for \( H \) if there exists \( C > 0 \) such that for all \( f \in H \) we have

\[
\int_C |f(s)|^2 d\mu(s) \leq C \|f\|^2_H.
\]

Finally, we mention the following result on interpolating sequences. Recall that a sequence \((s_j)_{j \in \mathbb{N}}\) is called interpolating for a Hilbert space \( H \) of functions analytic on some domain \( \Omega \), which admits a reproducing kernel \( k \) at all \( w \in \Omega \), if for all sequences \((w_j)_{j \in \mathbb{N}}\) satisfying \( \sum |w_j|^2 / \|k_{w_j}\|^2 < \infty \) there exists a solution \( f \in H \) to the problem \( f(s_j) = w_j \).

**Theorem** (Local interpolation theorem [25]). Let \( S = (s_j) \) be a bounded sequence of distinct points in \( \mathbb{C}_{1/2} \). Then \( S \) is interpolating for \( H_2 \) if and only if it is interpolating for \( H_2(\mathbb{C}_{1/2}) \).

(See [8, 21, 23, 29] for further results on functions spaces of Dirichlet series.)

Such precise results are perhaps surprising in view of a deep feature of the theory, which dates back to H. Bohr [4]. He observed that Dirichlet series can be identified in a natural way with power series of countably infinitely many variables by identifying the \( i \)'th complex variable \( z_i \) with the Dirichlet monomial \( p_i^{-s} \), where \( p_i \) is the \( i \)'th prime number. Therefore the study of the spaces \( \mathcal{H}_w \) can be seen as the study of Hilbert spaces of functions in countably infinitely many variables. Namely, the space \( \mathcal{H}_w \), introduced above, is identified with

\[
\mathcal{H}_w = \left\{ \sum \nu a_{\nu} z^\nu : \sum \nu |a_{\nu}|^2 / w_\nu < \infty \right\}.
\]

Here \( \nu = (\nu_1, \nu_2, \ldots) \) is a multi-index, \( z^\nu = z_1^{\nu_1} z_2^{\nu_2} \cdots \), and we only sum over \( \nu \) with finite non-zero entries in \( \mathbb{N} \). In particular, the Dirichlet-Hardy space \( \mathcal{H}_2 \) is identified with the Hardy space on the infinite dimensional polydisk, \( H^2(\mathbb{D}^\infty) \), which corresponds to the choice \( w_\nu \equiv 1 \).

For completeness, we briefly discuss the space \( H^2(\mathbb{D}^\infty) \), or rather, its more natural counterpart \( H^2(\mathbb{T}^\infty) \), where

\[
\mathbb{T}^\infty = \left\{ (z_1, z_2, \ldots) : z_i \in \mathbb{T} \right\}
\]

is the countably infinite dimensional torus. \( \mathbb{T}^\infty \) is more natural to work on than \( \mathbb{D}^\infty \), since it is a compact abelian group under coordinate-wise multiplication, and therefore admits a unique normalized Haar measure \( \mu \). It follows that we may define the space \( L^2(\mathbb{T}^\infty) \) in the usual way. To define the analytic subspace \( H^2(\mathbb{T}^\infty) \), we identify each \( \chi \in \mathbb{T}^\infty \) with a multiplicative function determined uniquely by \( \chi(p_j) = z_j \), where \( p_j \) is the \( j \)'th prime number. The function \( \chi \) is extended to all the positive rational numbers \( \mathbb{Q}_+ \) by setting \( \chi(1/n) = \overline{\chi(n)} \). The Fourier
spectrum of \( f \in L^2(\mathbb{T}^\infty) \) is in this way identified with \( \mathbb{Q}_+ \). In light of this, we define \( H^2(\mathbb{T}^\infty) \) to be the closed subspace whose Fourier spectrum is supported only on \( \mathbb{N} \). Similarly, for any \( p > 0 \) we obtain the spaces \( H^p(\mathbb{T}^\infty) \). The Bohr identification now yields a family of spaces Dirichlet-Hardy spaces that we denote by \( \mathcal{H}^p \). We refer the reader to [2, 5, 11] for further details. In particular, in [5], it is explained how functions in \( H^p(\mathbb{T}^\infty) \) can be identified with analytic functions on \( D_\infty \cap \ell^2 \), thereby justifying the use the notation \( H^p(D_\infty) \). As a consequence, one direction of the Bohr correspondence can be understood as evaluating a function in \( H^p(\mathbb{T}^\infty) \) at the points \((2^{-s}, 3^{-s}, 5^{-s}, \ldots)\) for \( \text{Re } s > 1/2 \).

Analogues of the three theorems mentioned above have also been obtained in for the choice of weights \( w_n = (\log n)^\alpha \) [24, 25]. However, observe that these spaces, which were introduced by McCarthy in [21], correspond to spaces of functions in infinite variables where monomials of the same degree may differ in norm. Our approach in this paper allows us to consider more general choices of weights \( w_n \), which correspond to more well-known spaces of infinite variables. In fact, we are able determine the local behavior of spaces of Dirichlet series corresponding to important classical spaces. These include the Dirichlet and Bergman spaces on the infinite dimensional polydisk, and the Drury-Arveson space, as well as the general scale of analytic Besov-Sobolev spaces, on the infinite dimensional unit ball. (See examples 1 through 7 below.)

The structure of the paper is as follows. Our results are presented as theorems 1 to 4 in the following section, where we also include a detailed treatment of the examples mentioned above, as well as a few additional ones. In Section 3 we recall some background results on sampling theory needed in the proofs, and establish a simple lemma. The proofs of our theorems are given in sections 4 to 7. In Section 8, we make some concluding remarks.

## 2. Results

We begin with some notation. Recall that we denote the complex variable by \( s = \sigma + it \), and \( \mathbb{C}_{\sigma_0} = \{ \sigma > \sigma_0 \} \). In addition, for a bounded interval \( I \subset \mathbb{R} \), we set \( \mathbb{C}_I = \{ s \in \mathbb{C} : i(s - 1/2) \not\in \mathbb{R} \setminus I \} \). That is, \( \mathbb{C}_I \) is the complex plane with two rays on the abscissa \( \sigma = 1/2 \) removed. Also, we take \( f(x) \sim g(x) \) to mean that \( g(x)/f(x) \to 1 \) for \( x \) approaching some given limit, and by \( f(x) \simeq g(x) \) we mean that there exists constants \( A, B > 0 \) such that \( Af(x) \leq g(x) \leq Bf(x) \) for all \( x \). If only one of the inequalities hold, we use the symbols \( \lesssim \) and \( \gtrsim \). We denote the Lebesgue measure in the plane by \( dm \).

Next, we review the definition of the classical scale of spaces \( D_\alpha(\mathbb{C}_{1/2}) \), which contains the Bergman \( (\alpha = -1) \), Hardy \( (\alpha = 0) \) and Dirichlet \( (\alpha = 1) \) spaces on the half-plane \( \mathbb{C}_{1/2} \). Accordingly, we set \( D_0(\mathbb{C}_{1/2}) := H^2(\mathbb{C}_{1/2}) \). For \( \alpha < 0 \), the space \( D_\alpha(\mathbb{C}_{1/2}) \) consists of the functions \( f \) analytic on the half-plane \( \mathbb{C}_{1/2} \) and
finite in the norm
\[ \|f\|^2_{D_\alpha(C_{1/2})} = \int_{C_{1/2}} |f(s)|^2 \left( \sigma - \frac{1}{2} \right)^{-\alpha-1} dm(s). \]

For \( 0 < \alpha \leq 1 \), the space consists of functions analytic on \( C_{1/2} \) for which \( f(\sigma) \to 0 \) as \( \sigma \to \infty \), and which are finite in the norm
\[ \|f\|^2_{D_\alpha(C_{1/2})} = \int_{C_{1/2}} |f'(s)|^2 \left( \sigma - \frac{1}{2} \right)^{-\alpha+1} dm(s). \]

The spaces \( D_\alpha(C_{1/2}) \) are reproducing kernel spaces. I.e., given \( \alpha \leq 1 \) and \( \xi \in C_{1/2} \), there exists a function \( k_\xi(s) \), such that
\[ \langle f | k_\xi \rangle = f(\xi). \]
For \( \alpha < 1 \) these reproducing kernels are now given by
\[ k_\alpha^\xi(s) = \frac{1}{\pi} \log \frac{1}{s + \xi - 1}. \]

To simplify the statements of our theorems, we define the following notions of local embeddings. Here we use the notation \( \Omega_I = (1/2, 1] \times I \), where \( I \subset \mathbb{R} \) is a bounded interval.

**Definition 1.** Fix \( \alpha \leq 1 \). We say the space \( \mathcal{H}_w \) is locally embedded in the space \( D_\alpha(C_{1/2}) \) if for every finite interval \( I \) there exists a constant \( C > 0 \) such that, if \( \alpha < 0 \) then
\[ \int_{\Omega_I} |F(s)|^2 \left( \sigma - \frac{1}{2} \right)^{-\alpha-1} dm(s) \leq C \|F\|^2_{\mathcal{H}_w}, \]
if \( \alpha = 0 \), then
\[ \sup_{\sigma > 1/2} \int_I |F(\sigma + it)|^2 dt \leq C \|F\|^2_{\mathcal{H}_w}, \]
and if \( 0 < \alpha \leq 1 \), then
\[ \int_{\Omega_I} |F'(s)|^2 \left( \sigma - \frac{1}{2} \right)^{-\alpha+1} dm(s) \leq C \|F\|^2_{\mathcal{H}_w}. \]

We can now formulate our first theorem. It generalizes the local embedding theorem mentioned in the introduction.

**Theorem 1.** Let \( (w_n)_{n \in \mathbb{N}} \) be a sequence of non-negative numbers, and \( \alpha \in (-\infty, 1] \). The following statements are equivalent.

(a) There exists a constant \( C > 0 \) such that for all \( x \geq 2 \),
\[ \sum_{n \leq x} w_n \leq C \frac{x}{(\log x)^\alpha}. \]

(b) \( \mathcal{H}_w \) is embedded locally into the space \( D_\alpha(C_{1/2}) \).
By analogy to the prime number theorem, the inequality in (a) can be considered as an upper Chebyshev-type inequality.

Although we defer most proofs to later sections, we now give the simplest possible illustration of how Chebyshev-type inequalities are connected to the function theoretic properties of the spaces $H_w$. The argument is very similar to the one in [11].

**Proof of** (a) $\Rightarrow$ (b) **when** $\alpha = 0$. For $F \in H_w$ and $\sigma > 1/2$, we calculate by duality

$$
\left( \int_I |F(\sigma + it)|^2 \, dt \right)^{1/2} = \sup_{\|g\|=1} \int_I F(\sigma + it) \, g(it) \, dt
$$

$$
= \sup_{\|g\|=1} \sum_{n=1}^N a_n n^{-\sigma} \int_I g(it) n^{-it} \, dt
$$

$$
= \sqrt{2\pi} \sup_{\|g\|=1} \sum_{n=1}^N a_n \hat{g}(\log n) / n^\sigma.
$$

If we multiply and divide by $\sqrt{w_n}$, apply the Cauchy-Schwarz inequality, and take the appropriate limits, this yields

$$
\left( \int_I |F(1/2 + it)|^2 \, dt \right)^{1/2} \lesssim \|F\|_{H_w} \sup_{\|g\|=1} \sum_{n \geq 1} \frac{|\hat{g}(\log n)|^2}{n} w_n. \quad (2)
$$

The functions $\hat{g}$ are Fourier transforms of functions with compact support in a fixed interval in $\mathbb{R}$, which implies that they are very regular in the sense that for $\xi \in (k, k+1)$ we get the easy estimate $|\hat{g}(\xi)| \leq |\hat{g}(k)| + \|\hat{g}'\|_{L^2(k, k+1)}$. This is sufficient to conclude, since by this estimate, the upper Chebyshev inequality for $(w_n)$, and basic properties of the Fourier transform, we obtain

$$
(*) = \sum_{k=1}^\infty \sum_{n \in (e^k, e^{k+1})} \frac{|\hat{g}(\log n)|^2}{n} w_n \lesssim \sum_{k=1}^\infty \frac{|\hat{g}(k)|^2 + \|\hat{g}'\|_{L^2(k, k+1)}^2}{e^k} \sum_{n \leq e^{k+1}} w_n \lesssim \|g\|_{L^2(I)}^2.
$$

The following result generalizes the theorem on boundary functions mentioned in the introduction (see also Theorem 4 below), and demonstrates the function theoretic significance of lower Chebyshev-type inequalities.

**Theorem 2.** Let $(w_n)$ be a sequence of non-negative numbers and $\alpha \in (-\infty, 1]$. If the upper Chebyshev-type inequality of (1) holds for this choice of $\alpha$ and $(w_n)$, then the following statements are equivalent:
(a) There exists a constant such that for all $x \geq 2$,
$$\sum_{n \leq x} w_n \gtrsim \frac{x}{(\log x)^\alpha}.$$ 

(b) For intervals $I$ sufficiently small and every $f \in D_\alpha(\mathbb{C}_{1/2})$ there exists $F \in \mathcal{H}_w$ such that $f - F$ has an analytic continuation across the segment $1/2 + iI$. Moreover, for every domain $\Gamma$ at a positive distance from $\mathbb{C} \setminus \mathbb{C}_I$, there exists a constant $C$ such that $\|f - F\|_{L^\infty(\Gamma)} \leq C\|f\|_{D_\alpha}$.

The proof relies in a crucial way on the theory of sampling sequences, and is given in Section 5. See also remarks 4 and 5 below on the optimality of this result.

The following result should be considered an application of the previous two theorems, and the proof is given in Section 6.

**Theorem 3.** Let $(w_n)$ be a sequence of non-negative numbers and $\alpha \in (-\infty, 1]$. If both the Chebyshev-type inequalities (1) hold for this choice of $\alpha$ and $(w_n)$, then the following statements are true.

(a) The Carleson measures with compact support for $\mathcal{H}_w$ and $D_\alpha(\mathbb{C}_{1/2})$ coincide.

(b) The bounded interpolating sequences of $\mathcal{H}_w$ and $D_\alpha(\mathbb{C}_{1/2})$ coincide.

We state and prove a simple lemma which is used in the proof of this theorem as it offers a simple application of the Chebyshev-type inequalities. The proof of Theorem 3 is given in Section 6.

**Lemma 1.** Let $(w_n)$ be a sequence of non-negative numbers and $\alpha \in \mathbb{R}$. If both the Chebyshev-type inequalities (1) hold for this $\alpha$ and $(w_n)$, then for $s = \sigma + it$ in $\mathbb{C}_{1/2}$ there are constants such that
$$\|k_s^{D_\alpha}\|_{D_\alpha}^2 \lesssim \sum_{n \in \mathbb{N}} w_n n^{-2\sigma} \lesssim \|k_s^{D_n}\|_{D_n}^2, \quad as \quad \sigma \to 1/2.$$ 

**Proof.** Denote the $k$-th partial sum of $w_n$ by $W_k$. We sum the left-hand side by parts, and then apply the mean value theorem for $\sigma \in (1/2, 1)$, to get
$$\sum_{n \in \mathbb{N}} n^{-2\sigma} w_n = \sum_{n \geq 1} W_n(n^{-2\sigma} - (n + 1)^{-2\sigma}) \simeq \sum_{n \in \mathbb{N}} W_n n^{-2\sigma - 1}.$$ 

By an application of the Chebyshev-type inequalities, this is seen to be comparable to
$$\sum_{n \in \mathbb{N}} \frac{n^{-2\sigma}}{(\log n + 1)^\alpha}.$$ 

The desired conclusion now follows exactly from [25, Lemma 3.1], which gives the behavior of these weighted zeta-type functions as $2\sigma \to 1$. □

Next, we record a stronger version of Theorem 2 as it is more suited for the examples we consider below. The proof is given in Section 7.
Theorem 4. Suppose that for some constant $C > 0$ we have
\[ \sum_{n \leq x} w_n \sim C \frac{x}{(\log x)^\alpha}, \quad \text{as } x \to \infty, \tag{3} \]
then part (b) of Theorem 2 holds for every finite interval $I$.

Our first example asserts that the above results generalize those mentioned in the introduction.

Example 1 (The Dirichlet-Hardy space and McCarthy’s spaces). Let $w_n = (1 + \log n)^\alpha$. For $\alpha = 0$, we have $\mathcal{H}_w = \mathcal{H}^2$, and it is trivial to estimate the partial sums. So, theorems 1 and 3 reduce to the local embedding and interpolation theorem, respectively, of the introduction, as well as the statement on the local equivalence of Carleson measures. Note that Theorem 2 reduces to a weaker result than the one on local boundary functions in the introduction, while Theorem 4, which holds in this and all of the following examples, reduces to exactly this theorem. For general $\alpha \leq 1$, we get the same results, except in this case we have to compare the space $\mathcal{H}_w$ to $D_\alpha(C_{1/2})$. In this case, the spaces $\mathcal{H}_w$ were introduced in [21], and the corresponding results are contained in [24, 25]. Recall that the Dirichlet-Hardy space is identified with $H^2(D_\infty)$ by Bohr's observation, but for $\alpha \neq 0$ there is no such natural identification as the monomials $z^n$ and $z^m$ may have different norms even if $|m| = |n|$ for multi-indices $m, n$.

Examples 2 through 5 explore natural analogues on $D_\infty$ for the scale of spaces on $D$ which include the Bergman, Hardy and Dirichlet spaces. To fix notation, we let $f(z) = \sum_{n \in \mathbb{N}} a_n z^n$, and define norms by
\[ \|f\|_{A_\beta(D)} = \int_D |f(z)|^2 \, dm_\beta(z) = \sum_{n \in \mathbb{N}} |a_n|^2 \frac{n!}{(\beta + 1)(\beta + 2) \cdots (\beta + n)}, \tag{4} \]
where $dm_\beta(z) = ((\beta + 1)/\pi)(1 - r^2)^\beta r \, dr \, d\theta$ is a probability measure on $D$ for $\beta > 0$, and
\[ \|f\|_{D_\alpha(D)}^2 = \sum_{n \in \mathbb{N}} |a_n|^2 (n + 1)^\alpha. \tag{5} \]
(Note that the integral norm in (4) breaks down for $\beta \leq 0$ unless suitably modified. However, for $\beta \in (-1, 0)$ we only consider the coefficient norm.) Here we follow the notation of [10] and [33], respectively. To define the spaces $A_\beta(D^d)$ and $D_\alpha(D^d)$ for $d \in \mathbb{N} \cup \{\infty\}$ while avoiding tedious notation, we content ourselves in saying that for the space $D_\alpha(D^d)$, the monomials $z_1^{\nu_1} \ldots z_d^{\nu_d}$ form an orthogonal basis with norm the square root of $(\nu_1 + 1)^\alpha \cdots (\nu_d + 1)^\alpha$. For $d = \infty$, the union of these systems of monomials form the orthogonal basis. For the spaces $A_\beta(D^d)$, with $\beta > -1$, the corresponding statements holds in terms of the coefficient norms, while for $\beta > 0$ one retains the identity
\[ \|f\|_{A_\beta(D^d)}^2 = \int_{D^d} |f(z_1, \ldots, z_d)|^2 \, dm_\beta(z_1) \ldots dm_\beta(z_d). \tag{6} \]
Since
\[
\frac{(1 + \beta)(2 + \beta)\cdots(n + \beta)}{n!} \approx (1 + n)^\beta,
\]
it follows that on the unit disk, or in fact on any finite polydisk, these spaces have equivalent norms for \(\alpha = -\beta\) and \(\beta > -1\). This no longer holds on \(D^\infty\).

**Example 2** (The spaces \(A_\beta\)). For \(\gamma > 0\) we define the numbers \(d_\gamma(n)\) by the relation
\[
\zeta(s) = \sum_{n \in \mathbb{N}} d_\gamma(n)n^{-s}.
\]
By considering the Euler product, it is not hard to see that
\[
d_\gamma(p^\nu) = \gamma(\gamma + 1)\cdots(\gamma + \nu - 1)/\nu!.
\]
An explicit formula now extends easily to \(n \in \mathbb{N}\) since
\[
d_\gamma(kl) = d_\gamma(k)d_\gamma(l)
\]
whenever \(k\) and \(l\) are relatively prime.

We now define \(A_\beta := H_w\) for the weights \(w_n = d_{\beta+1}(n)\). By the above discussion and the Bohr correspondence, the spaces \(A_\beta\) are isometrically identified with the space \(A_\beta(D^\infty)\). Moreover, the space \(A_\beta\) has translates of \(\zeta(s)^\beta\) as its reproducing kernel, and it follows by [14, Theorem 14.9] that for some constant \(C > 0\),
\[
\sum_{n \leq x} w_n \sim Cx(\log x)^\beta.
\]
Hence, in the sense of theorems 1, 2, 3 and 4, the space \(A_\beta\) behaves locally like \(D_{-\beta}(C_{1/2})\), as could be expected.

**Example 3.** In the limit as \(\beta \to -1^+\), the previous example leads us to also consider the case when \(H_w\) is the space of Dirichlet series with the reproducing kernel given by translates of \(\log \zeta(s) = \sum_{p} \sum_{j} \frac{p^{-js}}{j} := \sum_{n \in \mathbb{N}} \frac{\Lambda(n)}{\log n} n^{-s} \).

Here \(\Lambda(n)\) is the von Mangoldt function. By a calculation, which gave the first proof of the prime number theorem, von Mangoldt [35] found that
\[
\Lambda(n) \sim x.
\]
(The partial sum on the left-hand side of this asymptotic formula is usually called the Chebyshev function and is denoted by \(\psi(x)\).) It now follows that the weights \(w_n = \Lambda(n)/\log n\) satisfy
\[
\sum_{n \leq x} w_n \sim \frac{x}{\log x},
\]
whence, by theorems 1, 2, 3 and 4, the space \(H_w\) behaves locally like \(D_1(C_{1/2})\). Observe that by the same arguments, the space \(H_w'\) with weights \(w'_n = \Lambda(n)\), which has translates of the derivative of \(\log \zeta(s)\) as its reproducing kernel, behaves locally like the Hardy space \(H^2(C_{1/2})\).

**Example 4** (The spaces \(D_\alpha\)). Let \(d(n)\) denote the number of divisors of the \(n\)th integer. Explicitly, if \(n = p_1^{\nu_1} \cdots p_k^{\nu_k}\), where \(p_k\) is the \(k\)th prime number and \(\nu_k \in \mathbb{N}\), then \(d(n) = (\nu_1 + 1)\cdots(\nu_k + 1)\). For \(\alpha \in \mathbb{R}\), we set \(D_\alpha := H_w\) for the weight \(w_n = 1/d(n)^\alpha\). As with the weights of the previous two examples, it is very irregular, since highly composite numbers and prime numbers may occur side by
side among the natural numbers. Still, it follows by Ramanujan \[28\] and Wilson \[38\] that there exists a constant $C > 0$
\[\sum_{n \leq x} w_n \sim C x (\log x)^{2^{-\alpha} - 1}.
\]
Hence, by theorems \[1\] \[2\] \[3\] and \[4\] the space $\mathcal{D}_\alpha$ behaves locally like $D_{1-2^{-\alpha}}(\mathbb{C}_{1/2})$.

The previous example is surprising as one would expect the local behavior of the space $\mathcal{D}_\alpha$ to correspond to the classical space $D_\alpha(\mathbb{C}_{1/2})$. We remark that in this case, the embedding for $\alpha < 0$ was first observed by Seip \[31\].

**Example 5** (The space $\mathcal{D}_\infty$). In the previous example, as $\alpha \to \infty$, it becomes more difficult for functions of a given norm to have coefficients corresponding to composite numbers. So, as a limit space as $\alpha \to \infty$, we suggest
\[\mathcal{D}_\infty = \left\{ \sum_{p \text{ prime}} a_p p^{-s} : \sum_{p \text{ prime}} |a_p|^2 < \infty \right\}.
\]
In other words, we make the choice of weights
\[w_n = \begin{cases} 1 & \text{if } n \text{ is prime}, \\ 0 & \text{else}. \end{cases}
\]
By the Bohr correspondence, this space is identified with the subspace of $\mathcal{H}^2$ spanned by monomials, i.e.
\[\left\{ \sum_{n \in \mathbb{N}} a_n z_n : \sum_{n \in \mathbb{N}} |a_n|^2 < \infty \right\}.
\]
By the prime number theorem
\[\sum_{n \leq x} w_n \sim \frac{x}{\log x},
\]
whence we conclude that the space $\mathcal{D}_\infty$ behaves locally like the space $D_1(\mathbb{C}_{1/2})$ in the sense of theorems \[1\] \[2\] \[3\] and \[4\].

To better see the connection between two previous examples, we consider Figure 2. We observe that as the parameter $\alpha$ of example \[4\] goes to $\infty$ then what we can call the smoothness parameter $1 - 2^{-\alpha}$ goes asymptotically to 1. This corresponds to the choice of $\mathcal{D}_\infty$ as an endpoint space, and its local connection to the space $D_1(\mathbb{C}_{1/2})$ appears natural. (See also Section 8.)

Next, we move on to an example on the countably infinite dimensional ball
\[\mathbb{B}_\infty = \left\{ (z_1, z_2, \cdots) : \sum_{i \in \mathbb{N}} |z_i|^2 < 1 \right\}.
\]
In this context, we invoke Ikehara’s tauberian theorem explicitly. As indicated in the introduction, it allows one to deduce the behavior of the growth of a sequence
by considering functional theoretic properties of a related Dirichlet series. The version we state is due to Delange [6].

**Theorem (Ikehara-Delange).** Let $A(x)$ be a non-decreasing function with support in $(0, \infty)$, and for which the function $F(s) = \int_0^\infty A(x)x^{-s-1}dx$ converges for $\sigma > \sigma_0 \geq 0$. Suppose that $F(s)$ is holomorphic on a neighborhood of the punctured half-plane $\mathbb{C}_{\sigma_0} \setminus \{\sigma_0\}$, and that for $\beta < 1$ it holds in this neighborhood that

$$F(s) = g(s)(s - \sigma_0)^{-1+\beta} + h(s), \quad (7)$$

for functions $g, h$ analytic on a neighborhood of $\mathbb{C}_{\sigma_0}$ with $g(\sigma_0) \neq 0$. Then as $x \to \infty$ it follows that

$$A(x) \sim c_\beta x^{\sigma_0} \log^{\beta} x.$$

For $\beta = 1$, the same conclusion holds when $(7)$ is replaced by

$$F(s) = g(s) \log \frac{1}{s - \sigma_0} + h(s).$$

We remark that this result can be stated in greater generality (see [17]). Also note that we wish to apply this theorem for $\sigma_0 \neq 1$, in which case the functions in the space $\mathcal{H}_w$ will be analytic on $\mathbb{C}_{\sigma_0/2}$. We can still apply theorems 1 through 4 by considering the shift $F(s - 1/2 + \sigma_0/2)$. This is tantamount to replacing the weight $(w_n)_{n \in \mathbb{N}}$ by $(n^{1-2\sigma_0}w_n)_{n \in \mathbb{N}}$.

**Example 6 (The Dirichlet-Besov-Sobolev spaces $\mathcal{B}_2^\gamma$).** For $\gamma \geq 0$ the classical Besov-Sobolev space on the countably infinite dimensional ball is given as

$$B_2^\gamma(\mathbb{B}_\infty) = \left\{ \sum_{\nu} a_\nu z^\nu : \sum_{\nu} \frac{|a_\nu|^2}{(\gamma + |\nu|)^\gamma} < \infty \right\}.$$
Here the multinomial coefficient is defined by
\[
\binom{\nu + \gamma}{\nu} = \frac{\gamma(\gamma + 1) \cdots (\nu - 1 + \gamma)}{\nu_1! \nu_2! \cdots},
\]
when \( \gamma > 0 \) and with \((\nu - 1)!\) as the denominator in the case that \( \gamma = 0 \). The significance of these coefficients is that the reproducing kernel is given by
\[
K_{\gamma}(z, w) = \sum_{\nu} \binom{\nu + \gamma}{\nu} z^{\nu} w^{\nu} = \begin{cases} 
(1 - \sum z_j \bar{w}_j)^{-\gamma} & \text{if } \gamma > 0, \\
-\log(1 - \sum z_j \bar{w}_j) & \text{if } \gamma = 0.
\end{cases}
\]
Applying the Bohr correspondence, the space \( B^2_\gamma(B_\infty) \) is seen to be isometrically isomorphic to the space of Dirichlet series \( B^2_\gamma \) with the reproducing kernel
\[
k_{\gamma}(s, \xi) = \begin{cases} 
(1 - \zeta_P(s + \xi))^{-\gamma} & \text{if } \gamma > 0, \\
-\log(1 - \zeta_P(s + \xi)) & \text{if } \gamma = 0,
\end{cases}
\]
where \( \zeta_P(s) = \sum_{p \text{ prime}} p^{-s} \). Let \( \rho > 1 \) be the unique number for which \( \zeta_P(\rho) = 1 \). Clearly, \( \zeta_P \) is analytic on a neighborhood of \( \mathbb{C}_\rho \), and has a simple zero at \( s = \rho \).

We mention one last example that appeared in [21]. It was introduced as an example of a Hilbert space of Dirichlet series having a complete Pick kernel. Function spaces with this property have attracted interest in the last decade or so. For the definition and related results see e.g. [1, 30, 33]. (The spaces in the previous example have the complete Pick property when \( \gamma \in [0, 1] \).)

**Example 7** (McCarthy’s space). Let \( F(n) \) be the number of non-trivial ways to factor the number \( n \), counting order. E.g., \( F(10) = 3 \) since 10, 2 × 5 and 5 × 2 are the non-trivial ways to factor this number. With this, McCarthy’s space is \( \mathscr{H}_w \) with the weight \( w_n = 1/F(n) \). It is straightforward to check that the reproducing kernel for this space is given by translates of the function
\[
\sum_{n \in \mathbb{N}} F(n)n^{-s} = \frac{1}{2 - \zeta(s)}.
\]
From this relation, it follows that \( \mathscr{H}_w \) has the complete Pick property. If \( \rho_1 \) is the number satisfying \( \zeta(\rho_1) = 2 \), it follows as in the previous example, that \( \mathscr{H}_w \) behaves locally as \( H^2(\mathbb{C}_{\rho_1/2}) \). Note that it is possible to compute weights and determine the local behavior for an entire scale of these spaces by taking the reproducing kernels to some power \( \gamma > 0 \), or by using the logarithm.

3. Preliminaries on Sampling Sequences and Measures

In this section we give the necessary background on sampling sequences and measures.
3.1. Sobolev spaces. To discuss the boundary behavior of functions in spaces which locally behave like $D_\alpha(C_{1/2})$, we need to introduce the restricted Sobolev spaces $W^\alpha(I)$ and their dual spaces $W^{-\alpha}_0(I)$.

Denote the space of tempered distributions by $\mathcal{S}'(\mathbb{R})$. For $\alpha \in \mathbb{R}$, we first define the unrestricted Sobolev space $W^\alpha(\mathbb{R}) = \left\{ u \in \mathcal{S}'(\mathbb{R}) : \hat{u} \in L^2_{\text{loc}} \text{ and } \|u\|_{W^\alpha} := \int_{\mathbb{R}} |\hat{u}(\xi)|^2 (1 + |\xi|^2) \alpha d\xi < \infty \right\}$.

For an open and (possibly unbounded) interval $I \subset \mathbb{R}$, we let $W^\alpha_0(I)$ be the subspace of $W^\alpha(\mathbb{R})$ that consists of distributions having support in $I$. By a scaling and mollifying argument one easily checks that this subspace coincides with the closure of $C_\infty^0(\mathbb{R})$ in the norm of $W^\alpha(\mathbb{R})$. With this, we define the Sobolev space $W^\alpha(I) := W^\alpha(\mathbb{R})/W^{-\alpha}_0(\mathbb{R}\setminus \overline{I})$.

In other words, the quotient space $W^\alpha(I)$ contains the restrictions of distributions in $W^\alpha(\mathbb{R})$ to the interval $I$ with the norm $\|u\|_{W^\alpha(I)} = \inf_{v \in W^\alpha(\mathbb{R})} \|v\|_{W^\alpha(\mathbb{R})}$.

Under the natural pairing $(u, v) = \int_{\mathbb{R}} \hat{u}(\xi)\hat{v}(\xi) d\xi$, the dual space of $W^\alpha(I)$ is isometric to $W^{-\alpha}_0(I)$, as is readily verified. It is well-known that the functions in the spaces $D_\alpha(C_{1/2})$ have distributional boundary values that belong to the Sobolev spaces $W^{\alpha/2}(I)$ on bounded and open intervals $I \subset \mathbb{R}$.

3.2. Sampling sequences and measures for the Paley-Wiener space. Let $H$ be a Hilbert space of functions on some set $\Omega$, with the property that for every $\mu \in \Omega$ there exists a reproducing kernel $k_\mu \in H$. A sequence $\Lambda = (\lambda_j)$ is a sampling sequence for $H$ if for all $f \in H$ it holds that

$$\sum_{\lambda \in \Lambda} \frac{|f(\lambda)|^2}{k_\lambda(\lambda)} \simeq \|f\|^2_H.$$ 

For a bounded interval $I \subset \mathbb{R}$, we let $L^2(I)$ denote the subspace of $L^2(\mathbb{R})$ consisting of functions with support in $I$. The Paley-Wiener space $PW(I)$ may then be defined as the image of $L^2(I)$ under the Fourier transform. If the interval $I$ is centered at the origin, this space may also be described as the space of entire functions of exponential type $|I|/2$ that are square summable on $\mathbb{R}$.

The sampling sequences for $PW(I)$ on the real line have been given a partial description by Seip [32] and Jaffard [15], following an idea of Beurling [3, p. 345], in terms of the density

$$D^-(\Lambda) = \lim_{r \to \infty} \inf_{\xi \in \mathbb{R}} |(\xi, \xi + r) \cap \Lambda| \frac{1}{r}.$$ 

The result can be stated as follows.

**Theorem** (Beurling-Jaffard-Seip). Let $\Lambda \subset \mathbb{R}$ be a sequence of distinct numbers.
(i) If \( \Lambda \) is sampling for \( \text{PW}(I) \), then \( D^-(\Lambda) \geq \frac{|I|}{2\pi} \).

(ii) If \( D^- (\Lambda) > \frac{|I|}{2\pi} \), then \( \Lambda \) is sampling for \( \text{PW}(I) \).

Following Ortega-Cerda [26], we call a positive measure \( \mu \) on \( \mathbb{R} \) a sampling measure for \( \text{PW}(I) \) if there exists constants such that for all \( g \in \text{PW}(I) \) it holds that
\[
\int_{\mathbb{R}} |g(\xi)|^2 d\xi \lesssim \int_{\mathbb{R}} |g(\xi)|^2 d\mu(\xi) \lesssim \int_{\mathbb{R}} |g(\xi)|^2 d\xi. \tag{8}
\]

Note that if the right-hand inequality holds, we say that \( \mu \) satisfies the Carleson-type inequality in (8), or that \( \mu \) is a Carleson measure for \( \text{PW}(I) \).

Next, given any \( r > 0 \) and \( \epsilon > 0 \) we define
\[
\Lambda_\mu(r, \epsilon) = \{ k : \mu([rk, r(k+1)]) \geq \epsilon \}.
\]

The following result [27, Proposition 1] completely characterizes the sampling measures for \( \text{PW}(I) \) in terms of sampling sequences.

**Theorem** (Ortega-Cerda and Seip 2002). Let \( I \subset \mathbb{R} \) be an interval centered at 0. A positive Borel measure \( \mu \) is a sampling measure for \( \text{PW}(I) \) if and only if:

(i) There exists a constant \( C > 0 \) such that \( \mu((\xi, \xi + 1)) \leq C \) for all \( \xi \in \mathbb{R} \).

(ii) For all sufficiently small \( r > 0 \) there exists a \( \delta = \delta(r) > 0 \) such that \( \Lambda_\mu(r, \delta) \) is sampling for \( \text{PW}(I) \).

**Remark.** Condition (i) of the theorem alone is equivalent to the Carleson-type inequality in (8) (see e.g. [26]).

Combined with Beurling’s density result on sampling sequences, this theorem gives on condition on when a measure is a sampling measure (see Corollary 1 below).

### 3.3. Sampling for weighted spaces.

We now combine some of the above results to extract a simple condition for sampling in the spaces \( \mathcal{F}W^\beta_0(I) := \{ f : f \in W^\beta_0(I) \} \). To formulate it, we say that a positive Borel measure \( \mu \) that satisfies
\[
\int_{\mathbb{R}} |\hat{f}(\xi)|^2 (1 + \xi^2)^\beta d\xi \lesssim \int_{\mathbb{R}} |\hat{f}(\xi)|^2 (1 + \xi^2)^\beta d\mu(\xi) \lesssim \int_{\mathbb{R}} |\hat{f}(\xi)|^2 (1 + \xi^2)^\beta d\xi, \tag{9}
\]
for all \( f \in W^\beta_0(I) \), is a sampling measure for \( \mathcal{F}W^\beta_0(I) \).

**Proposition 1.** Let \( I \) be some bounded interval, and for \( \epsilon > 0 \), denote by \( I_\epsilon \) the interval co-centric with \( I \) such that \( |I\setminus I_\epsilon| = 2\epsilon \). If \( \mu \) is a sampling measure for \( \mathcal{F}W^\beta_0(I) \) for some \( \beta_0 \in \mathbb{R} \), then for any \( \epsilon > 0 \) and \( \beta \in \mathbb{R} \) it holds that \( \mu \) is a sampling measure for \( \mathcal{F}W^\beta_0(I_\epsilon) \).

**Proof.** Clearly, if (9) holds for a given \( \beta_0 \in \mathbb{R} \), we can apply the derivative to extend it to \( \beta_0 + 2\mathbb{N} \). Similarly, using integration, \( \mathbb{N} \) can be replaced with \( \mathbb{Z} \). However, to conclude for a general \( \beta \), let \( h \in C^\infty_0(-\epsilon, \epsilon) \) be a function with a real and positive Fourier transform, and set \( \psi_\beta = h \cdot \mathcal{F}^{-1} \{(1 + \xi^2)^{\beta-\beta_0}/2\} \). For \( f \in C^\infty_0(I) \) it is now readily checked that the function \( f \ast \psi_\beta \) is in \( C^\infty_0(I) \) and that the estimate \( |f \ast \psi_\beta(\xi)|^2 \simeq |\hat{f}(\xi)|^2 (1 + \xi^2)^{\beta-\beta_0} \) holds. \( \square \)
Remark 2. As follows from the proof, Proposition 1 also holds if we only consider the Carleson-type inequality in (9).

By combining the previous results, necessary and sufficient conditions for when a measure is a sampling measure for $\mathcal{F}W_0^\beta(I)$ now follow immediately. To formulate them, we define

$$\Lambda_\beta^\mu(r,\delta) = \{ k : \nu(rk, r(k+1)) \geq \delta(1 + (rk)^2)^\beta \}.$$

**Corollary 1.** Suppose that $\nu$ is a sampling measure for $\mathcal{F}W_0^\beta(I)$. Then $\nu(\xi, \xi + 1) \leq C(1 + \xi^2)^\beta$, and given $\epsilon > 0$ by choosing sufficiently small $r > 0$, there exists $\delta = \delta(r) > 0$ such that $D^{-}(\Lambda_\beta^\mu(r,\delta)) \geq |I|/2\pi$. Then given $\epsilon > 0$ the measure $\nu$ is sampling for $\mathcal{F}W_0^\beta(I)$.

**Remark 3.** By combining remarks 1 and 2, it follows that a positive Borel measure $\nu$ on $\mathbb{R}$ is a Carleson measure on $\mathcal{F}W_0^\beta(I)$ if and only if there exists some $C > 0$ such that $\nu(\xi, \xi + 1) \leq C(1 + \xi^2)^\beta$ for all $\xi \in \mathbb{R}$.

### 3.4. Measures continuous at infinity.

The previous discussion simplifies for measures which are continuous in the sense that for every $\epsilon > 0$ there exists an $R < \infty$ and $h > 0$ such that $\mu([x, x + h]) \leq \epsilon(1 + \xi^2)^\beta$ for all $|x| \geq R$. We say that such a measure is $\beta$-continuous at infinity.

The following theorem is due to Ya. Lin [19].

**Theorem (Lin).** Suppose that the positive Borel measure $\mu$ on $\mathbb{R}$ is $0$-continuous at infinity. Then the measure $\mu$ is sampling for $\mathcal{F}W^\beta(I)$ for every bounded interval $I \subset \mathbb{R}$, if and only if for some $L > 0$ it holds that $\inf_{x \in \mathbb{R}} \{ \mu([x - L, x + L]) \} > 0$.

By Proposition 1, the above theorem has the following immediate consequence.

**Corollary 2.** Suppose that the positive Borel measure $\mu$ on $\mathbb{R}$ is $\beta$-continuous at infinity. Then the measure $\mu$ is sampling for $\mathcal{F}W_0^\beta(I)$, for every finite interval $I \subset \mathbb{R}$, if and only if we have $\inf_{\xi \in \mathbb{R}} \{ \mu([\xi - L, \xi + L])(1 + \xi^2)^{-\beta} \} > 0$ for some $L > 0$.

### 4. Proof of Theorem 1

We begin with an elementary lemma that will be used in several arguments below.

**Lemma 2.** Let $(w_n)$ be sequence of non-negative numbers, and suppose that $\alpha \in \mathbb{R}$. Then

$$\exists \eta \in (0, 1) \text { s.t. } \sum_{n \in (\eta x, x)} w_n \lesssim x(\log x)^\alpha \iff \sum_{n \in (0, x)} w_n \lesssim x(\log x)^\alpha.$$
Moreover, suppose that the upper Chebyshev-type inequality holds, then

$$\exists \eta \in (0, 1) \text{ s.t. } \sum_{n \in (\eta x, x)} w_n \gtrsim x (\log x)^\alpha \iff \sum_{n \in (0, x)} w_n \gtrsim x (\log x)^\alpha.$$  

**Proof.** It is clear that for each statement, one implication is trivial. As for the ‘$\implies$’ part of the first statement, note that

$$\sum_{n \leq e^\xi} w_n = \sum_{k \leq \xi} \sum_{n \in (e^k - 1, e^k)} w_n \leq C \sum_{k \leq \xi} e^\xi k^{-\alpha} = C e^\xi \xi^{-\alpha} \sum_{k \leq \xi} \left( \frac{k}{\xi} \right)^{-\alpha}.$$  

This gives the desired conclusion since, by a simple calculation, the sum on the right-hand side is bounded by a constant.

Finally, ‘$\Leftarrow$’ part of the second statement follows from an argument by contradiction. Indeed, assume it holds for no $\eta > 0$, and set $\psi(x) = x (\log x)^{-\alpha}$. Then there exist sequences $x_k \to \infty$ and $\eta_k \to 0$ for which

$$\sum_{n \in (\eta_k x_k, x_k)} w_n \leq \frac{\psi(x_k)}{k}.$$  

Then, this, and the upper Chebyshev-type inequality, imply

$$\sum_{n \in (1, x_k)} w_n \leq \sum_{n \in (1, \eta_k x_k)} w_n + \sum_{n \in (\eta_k x_k, x_k)} w_n \lesssim \psi(\eta_k x_k) + \frac{\psi(x_k)}{k}.$$  

Applying the lower Chebyshev inequality to the left-hand side now yields a contradiction, since the quotient $\psi(\eta_k x_k) / \psi(x_k)$ goes to zero as $k \to \infty$.  

**Proof.** (a) $\Rightarrow$ (b): In the introduction we have already proved this for the case $\alpha = 0$. For $\alpha \neq 0$, the argument holds with minor modifications. Namely, if we multiply and divide by $\sqrt{\log n} w_n$ on the right-hand side of (2), then for $\sigma > 1/2$ we obtain

$$\int_I |F(\sigma + it)|^2 dt \leq \left( \sum_{n=1}^N \left| a_n \right|^2 w_n \left( \log n \right)^{\alpha n^2 - 1} \right)^{(\ast)} \left( \sup_{\|g\|_{L^2(I)}} \sum_{n=1}^N \left| \hat{g}(\log n) \right|^2 \left( \log n \right)^\alpha w_n \right)^{(\ast\ast)}.$$  

The factor (***) can be dealt with exactly as before, using the compact support of the functions $\hat{g}$, to yield (***) $\leq C$. For $\alpha < 0$, we use this to evaluate

$$\int_{1/2}^1 \int_I |F(\sigma + it)|^2 \left( \sigma - \frac{1}{2} \right)^{-\alpha - 1} dtd\sigma \leq C \sum_{n=1}^N \left| a_n \right|^2 w_n \left( \log n \right)^{\alpha} \int_{1/2}^1 n^{-(2\sigma - 1)} \left( \sigma - \frac{1}{2} \right)^{-\alpha - 1} d\sigma \simeq \| F \|_{L^w}^2.$$  

A similar argument holds for $\alpha \in (0, 1]$.  

---
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(b) ⇒ (a): Define the function $g_k(s) := \sum_{n \in [e^k, e^{k+1})} w_n n^{-s}$. Suppose that $\alpha < 0$. Then the local embedding of $H_w$ into $D_\alpha(C_{1/2})$ implies that for any $\delta > 0$ there exists a constant $C > 0$ such that

$$\int_{1/2}^{1} \int_{-\delta}^{\delta} |g_k(s)|^2 \left( \sigma - \frac{1}{2} \right)^{-1-\alpha} \, d\sigma dt \leq C \sum_{n \in [e^k, e^{k+1})} w_n.$$ 

By expanding $|g_k(s)|^2$, we find that the left-hand side of the above expression is equal to

$$2\delta \sum_{n,m \in [e^k, e^{k+1})} w_n w_m \sin \frac{\delta \ln(n/m)}{\delta \ln(n/m)} \int_{1/2}^{1} (nm)^{-\sigma} \left( \sigma - \frac{1}{2} \right)^{-1-\alpha} \, d\sigma.$$ 

We fix $\delta > 0$ small enough so that $\delta \ln(n/m) \leq \pi/2$. By evaluating the integral with respect to $\sigma$, then up to a constant the previous expression is seen to be greater than or equal to

$$\sum_{n,m \in [e^k, e^{k+1})} w_n w_m \frac{(\log nm)^\alpha}{\sqrt{nm}} \geq \frac{(2k)^\alpha}{e^{k+1}} \left( \sum_{n \in [e^k, e^{k+1})} w_n \right)^2.$$ 

By combining the above estimates, we obtain

$$\sum_{n \in [e^k, e^{k+1})} w_n \lesssim e^k k^{-\alpha}.$$ 

By Lemma 2, this implies the desired conclusion. The cases $\alpha = 0$ and $0 < \alpha < 2$ are treated in the same way. \qed

In the paper [24], a more operator theoretic perspective was taken. This made it possible to study the span of the boundary values of functions in the Dirichlet-Hardy space $H^2_w$, as well as the more general spaces introduced by McCarthy (see Example 1). In the next section, we utilise this point of view to study the boundary spaces of the spaces $H_w$. To prepare for this, we introduce the densely defined embedding operator

$$E_I : \sum_{n=1}^{N} a_n n^{-s} \mapsto \left( \sum_{n=1}^{N} a_n n^{-\frac{1}{2} - it} \right)_{t \in I},$$

and establish the following result.

**Lemma 3.** Let $(w_n)$ be a sequence of non-negative numbers, and $\alpha \in (-\infty, 1]$. Then the conditions of the previous theorem are equivalent to either of the statements:

(a') For intervals $I$ of fixed length, there exists a constant such that for all $f \in W_0^{-\alpha/2}(I)$ then

$$\sum_{n \in N} \frac{|\hat{f}(n)|^2}{n} w_n \lesssim \|f\|^2_{W_0^{-\alpha/2}(I)}.$$
(b’) The operator $E_I$ is bounded from $\mathcal{H}_w$ to $W^{\alpha/2}(I)$.

**Proof.** The equivalence $(a’) \iff (b’)$ is obtained exactly as in [24]. One simply computes that the adjoint operator of $E_I$ with respect to the natural non-weighted pairings is given by

$$E_I^*: g \in W_0^{-\alpha/2}(I) \mapsto \sum_{n \in \mathbb{N}} \hat{g}(\log n) \frac{n^{-s}}{\sqrt{n}} \in \mathcal{H}_{I/w}.$$ 

To establish $(a’) \iff (a)$, we observe that using the measure

$$\nu = \sum_{n \in \mathbb{N}} \delta_{\log n} \frac{w_n}{n},$$

it is clear that $(a’)$ is equivalent to the inequality

$$\int |\hat{f}(\xi)|^2 d\nu \lesssim \int |\hat{f}(\xi)|^2 (1 + \xi^2)^{-\alpha/2} d\xi.$$ 

By Remark 3, this is in turn equivalent to $\nu(\xi, \xi + 1) \lesssim (1 + \xi^2)^{-\alpha/2}$. It is plain to see that this is equivalent to

$$\sum_{n \in (e^\xi - 1, e^\xi)} w_n \lesssim e^\xi \xi^{-\alpha}, \quad \forall \xi \geq 1.$$ 

By Lemma 2, this gives the desired conclusion. \hfill \Box

5. PROOF OF THEOREM 2

Continuing in the spirit of the previous lemma, we take the same approach as in [24]. Namely, inspired by the embedding operator $E_I$, which we considered in the previous section, we define an operator

$$R_I: (a_n)_{n \in \mathbb{Z}} \mapsto \left( \sum_{n \in \mathbb{N}} a_n n^{-\alpha/2} + a_{-n} n^{\alpha/2} \right) \bigg|_I.$$ 

Essentially a direct sum of two embedding operators, it allows us the flexibility to study the real parts of functions in $\mathcal{H}_w$. To this end, we define the space

$$\ell^2_w(\mathbb{Z}^*) = \{(a_n)_{n \in \mathbb{Z}}: n \in \mathbb{N} : \sum_{n \in \mathbb{N}} (|a_n|^2 + |a_{-n}|^2)/w_n < \infty\}.$$ 

With this, we establish the following lemma.

**Lemma 4.** Let $(w_n)$ be a sequence of non-negative numbers and $\alpha \in \mathbb{R}$, and suppose that the upper Chebyshev-type inequality for $(w_n)$ holds with this $\alpha$. Then the following are equivalent:

(a’) For intervals $I$ sufficiently small, there exists constants such that

$$A \|f\|_{W_0^{-\alpha/2}(I)}^2 \leq \sum_{n \in \mathbb{N}} \frac{|\hat{f}(\log n)|^2 + |\hat{f}(\log n)|^2}{n} w_n.$$
(b’) For intervals I sufficiently small, the operator \( R_I : \ell^2_w(Z^*) \to W^{\alpha/2}(I) \) is bounded and onto.

(c’) For intervals I sufficiently small, then for every \( f \in D_\alpha(C_1/2) \) there exists an \( F \in \mathcal{H}_w \) such that the real part of \( f - F \) vanishes on \( 1/2 + iI \), and therefore \( f - F \) has an analytic continuation across this segment.

Proof. In light of Lemma 3, the equivalence of \((a') \iff (b')\), as well as the implication \((b') \Rightarrow (c')\) is proved more or less exactly as in [24]. The implication \((c') \Rightarrow (b')\) follows by the same line of reasoning. Indeed, Let \( h(t) \in W^\alpha(I) \) be given, and write \( h = u + iv \). By hypothesis, there exists \( F,G \in \mathcal{H}_w \) such that \( \text{Re} F = u \) and \( \text{Re} G = v \) on \( 1/2 + iI \). If we write

\[
F = \sum (\alpha_n + i\beta_n)n^{-s} \quad \text{and} \quad G = \sum (\gamma_n + i\delta_n)n^{-s},
\]

it follows by considering real parts and imaginary parts, that

\[
R_I(c_n) \mapsto \sum_{n \in \mathbb{N}} \frac{c_n n^{-it} + c_{-n} n^{it}}{\sqrt{n}} = h,
\]

where

\[
c_n = \frac{\alpha_n + \gamma_n}{2} + i\frac{\delta_n + \beta_n}{2},
\]

\[
c_n = \frac{\alpha_n - \gamma_n}{2} + i\frac{\delta_n - \beta_n}{2}.
\]

We are now ready to prove the theorem.

Proof of Theorem 2. By the previous lemma, it suffices to show \((a) \iff (a')\), \((c') \Rightarrow (b)\) and \((b) \Rightarrow (b')\).

\((c') \Rightarrow (b)\): In order to get the analytic continuation, the idea is to express the difference \( f - F \) by using a Szegö-type integral. The norm estimates then follow in a straightforward manner. For the Dirichlet-Hardy space, this is proven in detail as a part of [24, Theorem 1]. For more general weights satisfying the Chebyshev-type inequalities for \( \alpha = 0 \), this proof can be repeated word by word. For \( \alpha \neq 0 \), the necessary adjustments to the argument are outlined in the proof of [24, Theorem 5].

\((a) \iff (a')\): We define the measure

\[
\nu = \sum_{n \in \mathbb{N}} \left( \delta_{\log n} + \delta_{-\log n} \right) \frac{w_n}{n}.
\]

In Lemma 3, we established that the upper Chebyshev inequality is equivalent to the Carleson-type inequality, so we may assume that it holds. As a consequence, \((a')\) holds if and only if \( \nu \) is a sampling measure for \( \mathcal{F}W_0^{-\alpha/2}(I) \).
Suppose that $\nu$ is a sampling measure for $\mathcal{F}W_0^{-\alpha/2}(I)$. By Corollary 1, it follows that for some $r > 0$ and $\delta > 0$, then $\Lambda_{r,\delta}$ has positive density. In particular, for $m > 0$ and sufficiently large $\xi$, we have

$$|\Lambda \cap (\xi - rm, \xi)| \geq C > 0.$$  

So, for sufficiently large $\xi$ there exists $k \in \mathbb{N}$ with $kr \in (\xi - (m + 1)r, \xi - r)$ for which $\nu(kr,(k + 1)r) \geq \delta(kr)^{-\alpha/2}$. This yields

$$\sum_{n \in (1, e^\xi)} w_n \geq e^{kr} \sum_{n \in (e^{kr}, e^{(k+1)r})} \frac{w_n}{n} \geq e^{kr}(kr)^{-\alpha/2} \geq e^{\xi} \xi^{-\alpha/2}.$$  

We turn to the converse. By Lemma 2, if the lower Chebyshev inequality holds, then there exists a number $\eta \in (0, 1)$ so that for large enough $x$ we have

$$\sum_{n \in (\eta x, x)} w_n \geq x(\log x)^{\alpha}.$$  

By setting $\eta = e^{-\alpha}$ and $x = e^\xi$, this implies that there exists $C > 0$ such that for $\xi$ large enough we have $\nu(\xi - q, \xi) \geq C \xi^{-\alpha}$. In other words, the set

$$\Lambda = \{k : \nu(k, (k + 1)q) \geq C(1 + (kr)^2)^{-\alpha/2}\}$$  

has density $D^-(\Lambda) = 1/q$. By basic considerations, it also follows that for $r < q$, the same holds when the constant $C$ is suitably reduced. Hence, by Corollary 1, it follows that $\nu$ is a sampling measure for $\mathcal{F}W_0^{-\alpha/2}(J)$, whenever $|J| \leq 2\pi/q$.

$(b) \Rightarrow (b')$: We use the following basic lemma from operator theory. We refer the reader to e.g. [39, Lemma 4, p. 182] for a proof.

**Lemma 5.** Suppose that $X, Y$ are Banach spaces, and that $Z : X \to Y$ is a closed linear operator. Let $B_X$ and $B_Y$ denote the unit balls of $X$ and $Y$, respectively. If there exists a number $M > 0$ such that for every $y \in B_Y$ there exists $x \in MB_X$ for which $\|Zx - y\| \leq 1/2$, then $Z$ is surjective.

Suppose that the interval $J$ is such that $R_J$ satisfies part $(b)$ of Theorem 2. We show that $(b')$ holds for sufficiently small co-centric intervals $I \subset J$. To this end, suppose that $h$ in the unit ball of $W^{\alpha/2}(I)$ is given, and let $f, g \in D_{\alpha}(\mathbb{C}_{1/2})$ be functions such that $f + \bar{g}$ has $h$ as its boundary distribution on $1/2 + iI$. Since $h$ is the restriction of a compactly supported distribution, it is not hard to use Laplace transforms to show that $f, g$ can be chosen so that both $\|f\|_{D_{\alpha}}$ and $\|g\|_{D_{\alpha}}$ are smaller than or equal to some constant $B$, independent of $h$. We then apply part $(b)$ of Theorem 2 to the disc $\Gamma$ which has the segment $1/2 + iI$ as a diameter. Since $\Gamma$ has a positive distance to $\mathbb{C} \setminus C_J$, there exists a constant $C > 0$, only depending on $\Gamma$ and $I$, and $F, G \in \mathcal{H}_{\alpha'}$ such that both $\phi := f - F$ and $\psi := g - G$ extends analytically across $1/2 + iI$ and satisfies

$$\sup_{s \in \Gamma} |\phi(s) + \psi(s)| \leq C \|h\|_{W^{\alpha/2}} = C.$$  

(10)
With this, and a slight abuse of notation, we get

\[ R_I(F + \overline{G}) = h + (\phi + \overline{\psi})|_I. \]

By a straightforward computation using [10], we get \( \|\phi + \overline{\psi}\|_{W^{\infty/2}(I)} \leq C|I|. \)

Choosing \( I \) so small that \( |I| \leq 1/2C \), we invoke Lemma 3 to get the desired conclusion. \( \square \)

We now give two remarks which shows that Theorem 2 cannot be improved.

**Remark 4.** There exist sequences \( w_n \) which satisfy both an upper and lower Chebyshev inequality for the same \( \alpha \), but for which \( \mathcal{H}_w \) only reproduces boundary functions on small intervals. Indeed, for each \( k \in \mathbb{N} \), choose \( n_k \in \mathbb{N} \) such that \( \log n \in (k - 1/5, k + 1/5) \). For \( n \in \mathbb{N} \), set \( w_n = n \) if \( n = n_k \) for some \( k \), and \( w_n = 0 \) otherwise. We extend this to negative indices by the rule \( w_{-n} = w_n \). On the one hand, it now follows by Kadec’s 1/4 theorem (see e.g. [39, p. 36, Theorem 14]) that \( \nu = \sum \delta_{\log n} w_n/n \) is a sampling measure for \( \text{PW}(-\pi, \pi) \). On the other hand, by the Beurling-Jaffard-Seip density theorem above, this sequence cannot be sampling for \( \text{PW}(-\pi - \epsilon, \pi + \epsilon) \) for any \( \epsilon > 0 \).

**Remark 5.** As an example of a sequence \( w_n \) for which \( \mathcal{H}_w \) reproduces boundary values, but for which the embedding does not hold. One can choose \( w_n \) as in the remark above, and set \( w'_n = e^n \) for \( n \neq n_k \) for any \( k \). Then the space \( \mathcal{H}_{w''} \), where \( w''_n = w_n + w'_n \) reproduces boundary values of \( \text{PW}(-\pi, \pi) \) since \( \mathcal{H}_w \subset \mathcal{H}_{w''} \). However, no embedding of the type that we have considered holds.

## 6. Proof of Theorem 3

**Proof Theorem 3** (a): Suppose that \( \mu \) is a Carleson measure for \( D_\alpha(\mathbb{C}_{1/2}) \) with compact support. Since the space \( \mathcal{H}_w \) is embedded into \( D_\alpha(\mathbb{C}_{1/2}) \) for some \( \alpha \in \mathbb{R} \), it holds that for \( N \in \mathbb{N} \) large enough then \( F \in \mathcal{H}_w \) implies \( F(s)/s^{N} \in D_\alpha(\mathbb{C}_{1/2}) \).

Hence,

\[
\int_{\mathbb{C}_{1/2}} |F(s)|^2 d\mu(s) \lesssim \int_{\mathbb{C}_{1/2}} |F(s)/s^{N}|^2 d\mu(s) \lesssim \|F/s\|_{D_\alpha}^2 \lesssim \|F\|^2_{\mathcal{H}_w}.
\]

As for the converse, we use the fact that by Theorem 2 for every \( f \in D_\alpha(\mathbb{C}_{1/2}) \) and interval \( I \), there exists and \( F \in \mathcal{H}_w \) such that \( F - f \) has an analytic extension across the segment \( 1/2 + iI \). Hence, by choosing the interval \( I \) large enough, we get

\[
\int_{\mathbb{C}_{1/2}} |f|^2 d\mu \leq \int_{\mathbb{C}_{1/2}} |F|^2 d\mu + \int_{\mathbb{C}_{1/2}} |f - F|^2 d\mu \lesssim \|F\|_{\mathcal{H}_w}^2 + C.
\]

The conclusion now follows either by the norm control offered by Theorem 2, or the closed graph theorem.

(b): The following argument is different from the one found in [25], which was applied in the case of the weights \( w_n = (\log n)^\alpha \), as it avoids use of the reproducing kernels beyond their role as norms for point evaluations. Instead, it relies on
Lemma \textsuperscript{5} and part (b) of Theorem \textsuperscript{2}. One direction is simple, and follows by the same arguments as in \textsuperscript{25}. Indeed, by Theorem \textsuperscript{1} the space $H_w$ is embedded locally into the space $D_\alpha(C_{1/2})$. As above, it follows that if $F \in H_w$, then for some $N \in \mathbb{N}$ large enough, we have $F/s^N \in D_\alpha(C_{1/2})$. Since we are dealing with bounded interpolating sequences, the problem $F(s_n) = w_n$ has a solution if and only if $F(s_n) = w_n s_n^N$ does. Hence, $f(s) = F(s)/s^N$ is a function in $D_\alpha(C_{1/2})$ that solves the problem $f(s_n) = w_n$.

We turn to the converse. Assume that $S = (s_n)_{n \in \mathbb{N}}$ is a bounded interpolating sequence for $D_\alpha(C_{1/2})$, and write $k_n^{D_\alpha}$ and $k_n^{H_w}$ for the reproducing kernels at $s_n$ of the respective spaces. This means that the interpolation operator defined by

$$f \in D_\alpha(C_{1/2}) \mapsto \left(\frac{f(s_n)}{\|k_n^{D_\alpha}\|_{D_\alpha}}\right)_{n \in \mathbb{N}} \in \ell^2$$

is bounded and onto $\ell^2$. Since $\|k_n^{D_\alpha}\|_{D_\alpha} \simeq \|k_n^{H_w}\|_{H_w}$, as follows from Lemma \textsuperscript{1}, the same remains true if we replace the weights of the operator by $1/\|k_n^{H_w}\|_{H_w}$.

Next, without loss of generality, we may assume that the sequence $(s_n)_{n \in \mathbb{N}}$ satisfies $\sigma_{n+1} \geq \sigma_n$. With this in mind we set $S_N = (s_n)_{n \geq N}$ and define the operators

$$T_N : F \in H_w \mapsto \left(\frac{F(s_n)}{\|k_n^{H_w}\|_{H_w}}\right)_{n \geq N}.$$

By the same reasoning as in the proof of \textsuperscript{25} Thm. 2.1, it follows that if $T_N$ is surjective for some $N \in \mathbb{N}$, then the operator $T_1$ is also surjective. The argument uses Lagrange-type sums of finite products of the type

$$\prod_{j=1}^{N} \left(1 - p_j^{-s(s-s_j)}\right),$$

where the $p_j$ are prime numbers.

Next, we show that $T_N$ is onto for large enough $N$. So, suppose that $b_j$ is in the unit ball of $\ell^2$, and assume first that there exists $f$ in the unit ball of $D_\alpha(C_{1/2})$, such that $f(s_j) = b_j \|k_n^{H_w}\|_{H_w}$ for $j \in \mathbb{N}$. (In general, it only follows by the open mapping theorem that such an $f$ exists in some dilation of the unit ball.)

To apply part (b) of Theorem \textsuperscript{2} let $\Gamma$ be an open disk in $C_{1/2}$ that contains $S$, and let $I \subset \mathbb{R}$ be some bounded interval such that $\sup \{|\text{Im } s| : s \in I\} \geq 2 \sup \{|\text{Im } s| : s \in \Gamma\}$. Now, since $\Gamma$ is at a positive distance from $C \setminus I$, there exist a constant $C > 0$, only depending on $\Gamma$ and $I$, and $F \in H_w$ such that $\phi := f - F$ extends analytically across $1/2 + iI$ and satisfies

$$\sup_{s \in \Gamma} |\phi(s)| \leq C\|f\|_{D_\alpha(C_{1/2})}.$$

It now follows, with a slight abuse of notation, that

$$T_N F(n) = T_N f(n) + T_N (F - f)(n) = b_n + \phi(s_n)/\|k_n^{H_w}\|_{H_w}.$$
So, to conclude by Lemma 5, we need to show that for $N$ large enough, we have

$$\left\| \left( \frac{\phi(s_n)}{\|k_n \mathcal{H}_w\|_{\mathcal{H}_w}} \right)_{n \geq N} \right\|_{l^2} \leq 1/2. \quad (11)$$

But this follows immediately as $\phi(s_n)$ is uniformly bounded, and the sequence $(1/\|k_n \mathcal{H}_w\|_{\mathcal{H}_w})_{n \in \mathbb{N}}$ is square summable. \qed

7. Proof of Theorem 4

Let $I$ be any bounded interval in $\mathbb{R}$. In light of part $(a')$ of Lemma 4 it suffices to show that there exist constants such that for all $f \in C_0^\infty(I)$ we have

$$\|f\|_{W^{-\alpha/2}(I)}^2 \lesssim \sum_{n \in \mathbb{N}} w_n \lesssim \|f\|_{W^{-\alpha/2}(I)}^2.$$

By definition this is equivalent to the measure

$$\mu = \sum_{n \in \mathbb{N}} \frac{\delta_{\log n} + \delta_{-\log n}}{n} w_n$$

being a sampling measure for $\mathcal{F}W_0^{-\alpha/2}$. To apply Corollary 2, we first need to check that $\mu$ is $(-\alpha/2)$-continuous at infinity.

For $L > 0$ and $\xi > 0$ we get

$$\mu([\xi - L, \xi]) = \sum_{n \in [e^\xi - L, e^\xi)} w_n \lesssim e^{-\xi} \left( \sum_{n \leq e^\xi} w_n - \sum_{n \leq e^{\xi - L}} w_n \right).$$

Given $\epsilon > 0$, we choose $\xi$ large enough for (3) to yield $(C + \epsilon)\xi^{-\alpha} - (C - \epsilon)e^{-L}(\xi - L)^{-\alpha}$. Clearly, by choosing $L > 0$ small, and letting $\xi$ be large enough, we obtain the desired inequality

$$\mu([\xi - L, \xi]) \leq \epsilon(1 + \xi^2)^{-\alpha/2}.$$  

To complete the proof, we need to check that there exists some $L > 0$ such that

$$\inf_{\xi \in \mathbb{R}} \mu([\xi - L, \xi])(1 + \xi^2)^{\alpha/2} > 0.$$ 

But by what was done in the proof of $(a) \Leftrightarrow (a')$ in Theorem 2 there exists $L > 0$ such that for large enough $\xi$ we have

$$\sum_{n \in (e^\xi - L, e^\xi)} w_n \gtrsim e^\xi(\xi - L)^{-\alpha}.$$ 

By Lemma 2 the conclusion now follows.
8. Further Remarks

It is possible to define the spaces $A_\beta$ of example 2 when $\beta > 0$ for general $p \neq 2$ using the expression (6). By [5], the resulting function spaces of Dirichlet series have bounded point evaluations on $\mathbb{C}_{1/2}$. That the same is true for the spaces $D_\alpha$ of example 4, for $\alpha < 0$, is less obvious. However, as it is possible to solve the Hausdorff moment problem $(n + 1)^\alpha = \int_0^1 r^{2n+1}d\nu_\alpha$, for some positive measure $\nu_\alpha$, one obtains a radial probability measure on $\mathbb{D}$ (see e.g. [37, Chapter III]). This yields the required integral expression for the norm on polydisks.

By the previous remark, it is not hard to determine the multiplier algebras of these spaces. In the language of [5], it is clear that the multipliers of the spaces $A_\beta(\mathbb{D}^\infty)$ and $D_\alpha(\mathbb{D}^\infty)$ are exactly the elements of the spaces $H^\infty$ for the respective infinite product measures. But as these measures are products of radial probability measures supported on $\bar{\mathbb{D}}$, it was shown in [5, Theorem 11.1] that these spaces are simply $H^\infty(\mathbb{T}^\infty)$. As explained in [11] for the space $H^2$, which we identified with the space $H^2(\mathbb{T}^\infty)$ in the introduction, it now follows that the multiplier algebra of both the spaces $A_\beta$ and $D_\alpha$ is

$$H^\infty = \left\{ \sum a_n n^{-s} : \sup_{\text{Re } s > 0} \left| \sum a_n n^{-s} \right| < \infty \right\}.$$

The same argument holds for any $p \geq 1$. Recently, similar results were obtained for $p \in (0,1)$ for function spaces on finite polydisks by Harutyunyan and Lusky [9].

Our next remark concerns a consequence of an improvement of an inequality of Hardy and Littlewood. Mateljevic [20] showed that the constant $C = 1$ is best possible in the inequality

$$\sum_n |a_n|^2 (n+1) \leq C \int_{\mathbb{T}} |f(e^{it})| \frac{dt}{\pi}. \quad (12)$$

We remark that the proof of the latter fact was essentially known in the smooth case to Carleman, who considered only the finite Blaschke products, and was proved in full generality by Mateljevic using the same method. Since it seems that his paper did not become widely known, the same proof was later rediscovered by Vukotic [36]. In language of Dirichlet series, Helson [13] exploited this precise estimate to prove, using a method due to Bayart, that

$$\|F\|_{\mathcal{B}_{p-1}} \leq \|F\|_{\mathcal{B}^1}.$$ 

Our observation is that by following the classical proof of the Riesz-Thorin interpolation theorem, it is possible to interpolate between (12) and the Plancherel identity for $p = 2$ to obtain (in the notation of example 4)

$$\|f\|_{D_{1-2/p}(\mathbb{D})} \leq \|f\|_{H^p(\mathbb{D})}. \quad (13)$$

By generalising the argument of Bayart and Helson, this yields

$$\|F\|_{\mathcal{B}_{1-2/p}} \leq \|F\|_{\mathcal{B}^p}.$$
With respect to Figure 2, this family of inequalities takes place between the two points of intersection between the curves which represent the "smoothness" of the spaces of $D_\alpha(C_{1/2})$ and $D_\alpha$ I.e., at the points $\alpha = -1$ and $\alpha = 0$, where the space $D_\alpha$ behaves locally as one would expect.

In addition to the local embeddings discussed above, others are possible. For instance, Seip observed that it follows from (13) and a duality argument that $D_\alpha$ is locally embedded into the space $H^{2^\alpha+1}(C_{1/2})$. Specifically, given a bounded interval $I$, then there exists a constant $C > 0$ such that for $f \in D_\alpha$ we have

$$\sup_{\sigma > 1/2} \int_I |f(\sigma + it)|^{2^\alpha+1} \leq C \|f\|^{2^\alpha+1}_{D_\alpha}.$$

We point out the the best possible constant of (13) is not needed for this argument.

Finally, we mention that the Helson-Bayart inequality mentioned above is used in [13] to prove a special case of the Nehari lifting theorem for Hankel forms on the Hardy space $H^2(T^\infty)$. A Hankel form in countably infinitely many variables is defined by

$$(a_j, b_j) := \sum_{j,k \in \mathbb{N}} a_j b_k \rho_{jk},$$

where $j$ and $k$ are multiplied in the index of $\rho_{jk}$. (Note that the one variable definition is retrieved by only summing over indices $j = 2^m$.) The result of Helson says that if the Hankel form is a Hilbert-Schmidt operator, then there exists a function $\phi$ in $L^\infty(T^\infty)$ such that $\hat{\phi}(n) = \rho_n$ for $n \in \mathbb{N}$. The connection is that the Hilbert-Schmidt condition is exactly

$$\sum_{j,k \in \mathbb{N}} |\rho_{jk}|^2 = \sum_{n \in \mathbb{N}} d(n) |\rho_n|^2 < \infty,$$

where $d(n)$ is the number of divisors function (see Example 4). By the Helson-Bayart inequality, the solution now follows by a duality argument. In the general case, the problem has been settled by Ferguson and Lacey on the bidisk [7] and Lacey and Terwilleger on polydisks of finite dimension [18], but it remains open on the infinite dimensional polydisk. (See also [12, p. 54] for a discussion of this problem.)
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