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Abstract—Control systems often must satisfy strict safety requirements over an extended operating lifetime. Control Barrier Functions (CBFs) are a promising recent approach to constructing simple and safe control policies. This paper proposes a framework for verifying that a CBF guarantees safety for all time and synthesizing CBFs with verifiable safety in polynomial control systems. Our approach is to show that safety of CBFs is equivalent to the non-existence of solutions to a family of polynomial equations, and then prove that this non-existence is equivalent to a pair of sum-of-squares constraints via the Positivstellensatz of algebraic geometry. We develop this Positivstellensatz to verify CBFs, as well as generalization to high-degree systems and multiple CBF constraints. We then propose a set of heuristics for CBF synthesis, including a general alternating-descent heuristic, a specialized approach for compact safe regions, and an approach for convex unsafe regions. Our approach is illustrated on two numerical examples.

I. INTRODUCTION

Safety is a critical property of cyber-physical systems in applications including autonomous vehicles [1], energy [2], and medicine [3]. In the control-theoretic context, safety is typically defined as ensuring that the state trajectory remains within a given safe region (or, equivalently, avoids a given unsafe region) for all time. It is not always possible, however, to guarantee safety by introducing a control input, even for controllable systems without actuation constraints. This has motivated substantial research into characterizing the set of states from which safety can be guaranteed, and constructing controllers that ensure safety from those states [4].

Control Barrier Functions (CBFs) are a promising recent approach to safe control. CBFs are functions of the system state that are negative outside the safe region, so that safety can be guaranteed by ensuring that the CBF remains non-negative. In particular, it has been shown that, if the control input satisfies a particular linear constraint induced by the CBF for all time, then safety is ensured [5]. CBFs have been generalized to high-degree [6], stochastic [7], [8], and uncertain [9], [10] systems, and applied in diverse domains such as bipedal locomotion [11], automotive control [12], [13], and UAVs [14], [15].

While there is a large body of work on proving safety given CBF-induced linear control constraints, the problem of verifying whether such constraints can always be satisfied has received less attention. While constraint satisfaction is guaranteed for fully-actuated systems, the more general case remains open. Recent approaches have been proposed that consider finite time horizons [8], [16] or assume that the control input is a “backup controller”, however, such methods may be conservative. A systematic approach to verification of CBFs, as well as synthesizing CBFs with provable guarantees on safety, would enable broader adoption of CBFs as well as construction of CBFs with minimal performance trade-off.

In this paper, we develop a framework for verification and synthesis of CBFs for polynomial control systems. Our approach is based on the fact that the safety guarantees rely on two properties. First, there should be no point on the boundary of the CBF for which the Lie derivative of the CBF is always negative. Second, the safe region of the CBF should be contained within the overall safe region. We show that both conditions can be expressed as the non-existence of solutions to polynomial equations, which can then be mapped to a set of sum-of-squares inequalities via the Positivstellensatz [17]. This Positivstellensatz mapping allows verification of CBFs via semidefinite programming and construction of CBFs. Our specific contributions are as follows:

- We develop a SOS program for verifying that a given CBF construction ensures safety. We extend this approach to high-order CBFs and systems with multiple CBF constraints.
- We propose an alternating-descent heuristic for synthesizing CBFs using the proposed conditions.
- We consider special cases of our approach, including compact safe regions, and constraints where the unsafe region is a union of non-overlapping convex sets.
- We evaluate our approach through a numerical study.

This paper is organized as follows. Section II presents related work. Section III gives preliminary results. Section IV gives our problem formulation and CBF verification approach. Section V presents our approach to CBF synthesis. Section VI contains numerical results. Section VII concludes the paper.

II. RELATED WORK

CBFs were initially proposed in [12] and further developed in [11]. Extensions of CBFs to high-degree [6], [18], stochastic [7], Euler-Lagrange [19], [20], uncertain [21], and hybrid [22] systems have been proposed. Minimal CBFs were proposed in [23]. CBFs with actuation constraints were investigated in [15]. Most of these works provide safety guarantees under the assumption that a CBF satisfying given safety and reachability properties exists, or derive CBFs from a priori known backup controllers. Hence, they are complementary to the present paper, which investigates synthesis and verification of CBFs.
Some recent works have investigated the problem of constructing CBFs from the point of view of abstraction-free synthesis, in which a higher-level specification (e.g., a temporal logic formula) is implemented by a sequence of control actions, each represented by one or more CBFs [8], [16], [24]–[26]. These approaches are distinct from this paper; in particular, they focus on safety over finite time horizons, as opposed to the positive set invariance guarantees provided in this paper. Sum-of-squares optimization techniques for safety verification, including SOS methods for barrier certificate construction, have been proposed [27].

The problem of identifying positive invariant sets and characterizing states from which safety can be guaranteed has received extensive interest [4], [28]. Other related methods include HJB equations [29] and Lyapunov analysis [30]. The results presented in this paper on verification of safety and synthesis of safe control policies, however, have not appeared in the existing literature. The problem of avoiding convex obstacles (considered in Section IV of this paper) has been studied, e.g., in [31], where it was shown that the obstacles can be avoided through a separating hyperplane construction. CBF-based policies for guaranteed convex obstacle avoidance, however, have not been proposed.

III. PRELIMINARIES AND BACKGROUND

In this section, we define sum-of-squares polynomials and provide background on the Positivstellensatz. A sum-of-squares (SOS) polynomial is a polynomial $f(x)$ such that

$$f(x) = \sum_{i=1}^{m} g_i(x)^2$$

for some polynomials $g_1(x), \ldots, g_m(x)$. Selecting coefficients of $f(x)$ to ensure that $f(x)$ is a sum-of-squares can be formulated as a semidefinite program, a procedure known as sum-of-squares optimization [32].

The Positivstellensatz gives necessary and sufficient conditions for a set of polynomial constraints to have a real solution. It is stated as follows.

**Theorem 1 (Positivstellensatz [17]):** Consider a collection of polynomials \( \{f_j : j = 1, \ldots, r\}, \{g_i : i = 1, \ldots, m\}, \) and \( \{h_k : k = 1, \ldots, s\} \). Then the set

$$\left( \bigcap_{j=1}^{r} \{ x : f_j(x) \geq 0 \} \right) \cap \left( \bigcap_{i=1}^{m} \{ x : g_i(x) = 0 \} \right) \cap \left( \bigcap_{k=1}^{s} \{ x : h_k(x) \neq 0 \} \right)$$

is empty if and only if there exist polynomials \( f, g, \) and \( h \) satisfying (i) \( f(x) = \sum_{j=1}^{r} \alpha_j f_j(x) \), where \( \alpha_j(x) \) is a sum-of-squares; (ii) \( g(x) = \sum_{i=1}^{m} \eta_i(x) g_i(x) \) for some polynomials \( \eta_1, \ldots, \eta_m \); (iii) \( h \) is a product of powers of the \( h_k \)'s, and (iv) \( f(x) + g(x) + h(x)^2 = 0 \) for all \( x \).

We note that we can verify that there does not exist a solution to \( f_j(x) \geq 0, j = 1, \ldots, r \) and \( g_i(x) = 0, i = 1, \ldots, m \) by choosing \( \{h_k\} \) as the singleton set \( h = 1 \). The constraint then becomes \( f(x) + g(x) + 1 = 0 \) for all \( x \).

IV. PROBLEM FORMULATION: CBF VERIFICATION

This section presents the problem of verifying a safe control policy. We first state the problem and then give our verification framework.

A. Problem Statement and Background on CBFs

We consider nonlinear control systems with dynamics

$$\dot{x}(t) = f(x(t)) + g(x(t))u(t)$$

(1)

where \( x(t) \in \mathbb{R}^n \) denotes the state, \( u(t) \in \mathbb{R}^m \) is a control input, and \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g : \mathbb{R}^n \rightarrow \mathbb{R}^m \) are polynomials. The safe region is defined as \( C = \{ x : h(x) \geq 0 \} \), where \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) is a polynomial. The boundary of the safe region, denoted \( \partial C \), is defined by \( \partial C = \{ x : h(x) = 0 \} \). The viability kernel is defined as follows [33].

**Definition 1:** The viability kernel is a set \( \bar{\Omega} \subseteq C \) such that, for any \( x_0 \in \bar{\Omega} \), there is a control input signal \( \{ u(t) : t \in [0, \infty) \} \) that guarantees \( x(t) \in \bar{\Omega} \) for all time \( t \) when the initial state is \( x(0) = x_0 \).

The problem studied in this section is as follows.

**Problem 1:** Given a system (1) and a safety constraint set \( C \), (i) verify whether a set \( \bar{\Omega} \) is contained in the viability kernel, and (ii) verify that a given control policy ensures that the system state remains in the viability kernel.

Note that we do not consider any constraints on the control input \( u(t) \) (e.g., limits on actuation). As a first step to our approach, we define control barrier functions and high-order control barrier functions as follows.

**Definition 2:** A function \( b \) is a control barrier function for system (1) if there is a class-K function \( \alpha \) such that, for all \( x \) with \( b(x) \geq 0 \), there exists \( u \) satisfying

$$\frac{\partial b}{\partial x}(f(x) + g(x)u) \geq -\alpha(b(x))$$

(2)

The following result establishes the safety guarantees provided by CBFs.

**Theorem 2 (12):** Suppose that \( b \) is a CBF, \( b(x(0)) \geq 0 \), and \( u(t) \) satisfies (2) for all \( t \). Then the set \( \{ x : b(x) \geq 0 \} \) is positive invariant.

A potential drawback of CBFs occurs in high-degree systems when \( \frac{\partial b}{\partial x}g(x) = 0 \). High-order CBFs (HOCBFs), defined as follows, address this weakness.

**Definition 3 (6):** For a function \( b \), define functions \( \psi_0, \ldots, \psi_r \) by

$$\psi_0(x) = b(x)$$

$$\psi_1(x) = \psi_0(x) + \alpha_1(\psi_0(x))$$

$$\vdots$$

$$\psi_r(x) = \psi_{r-1}(x) + \alpha_r(\psi_{r-1}(x))$$

where \( \alpha_1, \ldots, \alpha_r \) are class-K functions. Define set \( C_i \) by \( C_i = \{ x : \psi_i(x) \geq 0 \} \) for \( i = 0, \ldots, r \). The functions \( b, \psi_1, \ldots, \psi_r \) define a HOCBF if \( \frac{\partial \psi_i}{\partial x}g(x) = 0 \) for \( i < r \) and, for all \( x \in \bigcap_{i=0}^{r} C_i \), there exists \( u \) satisfying

$$L_f b(x) + L_g L_f^{-1} b(x) u + O(b(x)) + \alpha_m(\psi_{r-1}(x)) \geq 0$$

(3)

where \( O(b(x)) \) denotes lower-order Lie derivatives of \( b(x) \).
Throughout the paper, let $L$ denote the Lie derivative of a function. The following result establishes the positive invariance of HOCBFs.

Theorem 3 (\cite{6}): If $b$ is a HOCBF, then the set $\bigcap_{i=0}^t C_i$ is positive invariant.

While these results lead to safety guarantees for CBFs and HOCBFs, they do not provide a procedure for verifying that such an input $u(t)$ exists for all $t$ (Problem \cite{1}). We derive such an approach in the next section.

B. Verification of CBFs

In what follows, we present an SOS-based approach to verifying a CBF and approximating the viability kernel. We have the following initial result.

Proposition 1: The function $b(x)$ is a CBF iff there is no $x$ satisfying $b(x) = 0$, $\frac{\partial b}{\partial x}g(x) = 0$, and $\frac{\partial b}{\partial x}f(x) < 0$.

Proof: By Nagumo’s Theorem \cite{4}, we have that $b(x(t)) \geq 0$ for all $t \geq 0$ if $b(x(t)) \geq 0$ at the boundary, i.e., when $b(x) = 0$. Suppose that $b(x) = 0$. If $\frac{\partial b}{\partial x}g(x) \neq 0$, then $u(t)$ can be chosen to satisfy \cite{3}. One feasible choice is to select $i$ with $\frac{\partial b}{\partial x}g(x)_i \neq 0$ and choose

$$u_i(t) = -\left(\left[\frac{\partial b}{\partial x}g(x)\right]_i\right)^{-1} \frac{\partial b}{\partial x}f(x) + \alpha(b(x))$$

and $u_j(t) = 0$ for $j \neq i$. Otherwise, if $\frac{\partial b}{\partial x}g(x) = 0$ and $\frac{\partial b}{\partial x}f(x) \geq 0$, then $b(t) \geq 0$. Conversely, if $\frac{\partial b}{\partial x}g(x) = 0$, $\frac{\partial b}{\partial x}f(x) < 0$, and $b(x) = 0$ for some $x_0$, then the set $\{b(x) \geq 0\}$ will not be positive invariant, since $x(t)$ will leave the set if $x(0) = x_0$.

Based on this proposition, we can formulate the following conditions via the Positivstellensatz.

Theorem 4: A polynomial $b(x)$ is a CBF for \cite{1} if and only if there exist polynomials $\eta(x)$, $\theta_1(x)$, ..., $\theta_m(x)$, SOS polynomials $\alpha_0(x)$ and $\alpha_1(x)$, and an integer $r$ such that

$$\eta(x)b(x) + \sum_{i=1}^{m} \theta_i(x) \left[\frac{\partial b}{\partial x}g(x)\right]_i - \alpha_0(x) - \alpha_1(x) \frac{\partial b}{\partial x}f(x) + \left(\frac{\partial b}{\partial x}f(x)\right)^{2r} = 0 \quad (4)$$

Moreover, the set $\{b(x) \geq 0\}$ is a subset of the viability kernel of $C$ if $\cite{3}$ holds and there exist SOS polynomials $\beta_0(x)$ and $\beta_1(x)$ and a polynomial $\omega(x)$ such that

$$\beta_0(x) + \beta_1(x)b(x) + w(x)h(x) + 1 = 0 \quad (5)$$

Proof: By Proposition \cite{1} we have that $b(x)$ is a CBF iff there is no $x$ satisfying $b(x) = 0$, $\frac{\partial b}{\partial x}g(x) = 0$, and $\frac{\partial b}{\partial x}f(x) < 0$. The latter condition is equivalent to $-\frac{\partial b}{\partial x}f(x) \geq 0$ and $\frac{\partial b}{\partial x}f(x) \neq 0$. These conditions are equivalent to (4) by Theorem \cite{1}.

Now, suppose that $\cite{3}$ holds, and hence $b(x(t)) \geq 0$ for all $t$ under any control policy satisfying $\cite{2}$. It therefore suffices to show that $b(x(t)) \geq 0$ for all $t$ implies that $h(x(t)) \geq 0$ for all $t$. If this is not the case, then there exists a point satisfying $h(x) = 0$ and $b(x) \geq 0$. This, however, contradicts $\cite{3}$ by Theorem \cite{1}.

Next, we derive equivalent conditions for $\psi_0(x), \psi_r(x)$ to define a HOCBF.

Theorem 5: If $b(x)$ is a polynomial with relative degree $r$ with respect to \cite{1}, then $b(x)$ and $\psi_0(x), \psi_r(x)$ define a HOCBF if and only if there exist polynomials $\eta(x), \theta_1(x), \ldots, \theta_r(x)$, SOS polynomials $\alpha_0(x), \alpha_1(x)$, and $\gamma_0(x), \ldots, \gamma_{r-1}(x)$, and an integer $s$ such that

$$\eta(x)b(x) + \sum_{i=1}^{r} \theta_i(x)L_yL_y^{r-1}b(x) - \alpha_0(x) - \alpha_1(x)(L_y'f(x) + O(b(x)) + (L_y'f(x) + O(b(x)))^{2s} + \sum_{i=0}^{r-1} \gamma_i(x)\psi_i(x) = 0 \quad (6)$$

Moreover, the set $\bigcap_{i=0}^t C_i$ is a subset of the viability kernel if there exist SOS polynomials $\beta_0(x), \ldots, \beta_{r+1}(x)$ and a polynomial $w(x)$ such that

$$\sum_{i=0}^{r} \psi_i(x)\beta_i(x) + \beta_{r+1}(x) + w(x)h(x) + 1 = 0 \quad (7)$$

Proof: By Theorem \cite{3} positive invariance of $\{b(x) \geq 0\}$ is guaranteed if (6) holds for some $u$ at each $x \in \bigcap_{i=0}^t C_i$. Suppose that there is no $x$ with $x \in C_i$ for all $i = 0, \ldots, r$, $\psi_r(x) = 0$, $L_y'f(x) + O(b(x)) < 0$. This is equivalent to (6) by Theorem \cite{1}.

Now, we want to show that if $x(t) \in C_i$ for $i = 0, \ldots, r$, and $h(x(0)) \geq 0$, then $h(x(t)) \geq 0$ for all $t$ if (7) holds. If (7) holds, then there is no $x$ satisfying $x \in C_i$ for $i = 0, \ldots, r$, and $h(x) = 0$. Since $x(t) \in C_i$ for all $x$ and $i = 0, \ldots, r$, $x(t)$ never reaches the boundary of $C$, and hence remains in $C$ for all time $t$.

We next consider intersections of CBFs. Such constructions may be useful when a single CBF is not sufficient to characterize the viability kernel. An example where such constraints are relevant is when the safe region consists of the complement of a set of disjoint compact sets, e.g., in an obstacle avoidance problem where each of the sets represents an obstacle.

Theorem 6: Let $b_1(x), \ldots, b_k(x)$ be a collection of polyomials. There is a control policy that renders the set $\bigcap_{i=1}^k \{x : b_i(x) \geq 0\}$ positive invariant if the following conditions hold:

1) For each $i = 1, \ldots, k$, there exist polynomials $\eta_i(x)$, $\theta_i(x)$, $\ldots, \theta_i(x)$, and SOS polynomials $\alpha_i(x)$, $\alpha_i(x)$, $\{\lambda_{ij} (x) : j \in \{1, \ldots, k\} \setminus \{i\}\}$ such that

$$\eta_i(x)b_i(x) + \sum_{j=1}^{m} \theta_{ij}(x) \left[\frac{\partial b_i}{\partial x}g(x)\right]_j + \alpha_i(x) \quad (8)$$

2) For each $i, j \in \{1, \ldots, k\}$ with $i \neq j$, there exist polynomials $w_{ij}(x)$ and $w_{ij}(x)$ and SOS polynomials
\[ \alpha_{i,j,l}(x) \text{ for } l = 1, \ldots, m, \text{ such that} \]
\[ - \sum_{l=1}^{m} \left( \alpha_{i,j,l}(x) \frac{\partial b_i}{\partial x} g(x) \right)_l \frac{\partial b_j}{\partial x} g(x) \right)_l + \alpha_{i,j,0}(x) + w_{ij}(x) h_i(x) + w^l_{ij}(x) h_j(x) + 1 = 0 \]

(9)

**Proof:** We consider a control policy in which the control \( u \) is chosen to satisfy (2) for each of the functions \( b_i \).

Suppose the conditions of the theorem hold. For each \( x(t) \) at the boundary of \( \bigcap_{i=1}^{k} \{ b_i(x) \geq 0 \} \), define \( Z(x) = \{ i : b_i(x) = 0 \} \). We have the following cases.

**Case I \(- Z(x) = \{ i \} \):** In this case, Condition (8) implies that there is no \( x \in \bigcap_{j=1}^{k} \{ b_j(x) \geq 0 \} \) with \( b_i(x) = 0 \), \( \frac{\partial b_i}{\partial x} g(x) = 0 \), and \( \frac{\partial b_j}{\partial x} g(x) \) have the same sign, or one of them is zero. Indeed, Condition (9) and the Positivstellensatz imply that there is no point \( x \) satisfying \( h_i(x) = h_j(x) = 0 \) and

\[ \left[ \frac{\partial b_i}{\partial x} g(x) \right]_l \left[ \frac{\partial b_j}{\partial x} g(x) \right]_l, \quad l = 1, \ldots, m. \]

Hence, for each \( i \in Z(x) \), we can select \( u \) of sufficient magnitude to ensure that constraint (2) is satisfied.

Finally, we note that, given multiple CBFs \( b_1(x), \ldots, b_k(x) \) for a safe region \( C \), the set \( \bigcup_{i=1}^{\kappa} \{ x : b_i(x) \geq 0 \} \) is contained in the viability kernel.

**V. Control Barrier Function Construction**

This section gives techniques for constructing control barrier functions. The problem studied in this section is formulated as follows.

**Problem 2:** Given a system and a safety constraint set \( C \), construct a CBF (or HOCBF) \( b \) that verifiably guarantees positive invariance of \( C \).

We first present a general heuristic based on sum-of-squares optimization, followed by approaches for linear systems and compact safe regions, as well as convex unsafe regions.

**A. General Heuristic**

Our approach is based on the observation that the CBF conditions of Theorems 4, 5, and 6 are polynomial constraints, enabling efficient verification when the candidate CBF \( b(x) \) is given. If \( b(x) \) is unknown, however, the constraints are non-linear and cannot be converted to linear matrix inequalities as in sum-of-squares optimization. We therefore propose an alternating-descent heuristic which is described as follows.

We initialize \( b^0(x) \) arbitrarily, and initialize parameters \( \rho_0 \) and \( \rho' \) to be infinite. At step \( k \), we solve the following SOS program with variables \( \rho, \alpha^k(x), \eta^k(x), \theta^k_1(x), \ldots, \theta^k_m(x), \]

minimize \( \rho \)

s.t.

\[ \alpha^k(x) \frac{\partial b^{k-1}}{\partial x} f(x) + \sum_{i=1}^{m} \theta^k_i(x) \left[ \frac{\partial b^{k-1}}{\partial x} g(x) \right]_i + \eta^k(x) b^{k-1}(x) + \rho \Lambda(x) - 1 \in \text{SOS} \]

\[ -\beta^k(x) b^{k-1}(x) + w(x) h(x) - 1 \in \text{SOS} \]

\[ \beta^k(x), \alpha^k(x) \in \text{SOS} \]

(10)

Here \( \Lambda(x) \) is a fixed SOS polynomial of sufficiently large degree to ensure that the first constraint is SOS for sufficiently large \( \rho \). We let \( \rho_k \) denote the value of \( \rho \) returned by the optimization. The procedure terminates if \( \rho < 0 \) or if \( |\rho_k - \rho_{k-1}| < \epsilon \). Otherwise, we solve the SOS problem with variables \( \rho \) and \( b^k \) given by

minimize \( \rho \)

s.t.

\[ \alpha^k(x) \frac{\partial b^k}{\partial x} f(x) + \sum_{i=1}^{m} \theta^k_i(x) \left[ \frac{\partial b^k}{\partial x} g(x) \right]_i + \eta^k(x) b^k(x) + \rho \Lambda(x) - 1 \in \text{SOS} \]

\[ -\beta^k(x) b^k(x) + w(x) h(x) - 1 \in \text{SOS} \]

\[ \beta^k(x), \alpha^k(x) \in \text{SOS} \]

(11)

We let \( \rho'_k \) denote the value of \( \rho \) returned by the optimization. The procedure terminates if \( \rho < 0 \) or if \( |\rho_k - \rho'_k| < \epsilon \). The following theorem establishes the correctness and convergence of this approach.

**Theorem 7:** If the procedure described above terminates at stage \( k \) with \( \rho_k < 0 \), then \( b^{k-1}(x) \) is a CBF and \( \{ b^{k-1}(x) \geq 0 \} \) is a subset of the viability kernel. If the procedure terminates at stage \( k \) with \( \rho_k > 0 \), then \( b^k(x) \) is a CBF and \( \{ b^k(x) \geq 0 \} \) is a subset of the viability kernel. The procedure converges in a finite number of iterations \( k \).

**Proof:** We prove that if \( \rho_k < 0 \), then \( b^{k-1}(x) \) is a CBF and \( \{ b^{k-1}(x) \geq 0 \} \) is a subset of the viability kernel. The case of \( \rho'_k \) is similar. If \( \rho_k < 0 \), then by construction of \( \{ \theta \} \) there exist SOS polynomials \( \overline{\theta}(x) \) and \( \overline{\beta}(x) \) such that

\[ \overline{\theta}(x) = \alpha^k(x) \frac{\partial b^{k-1}}{\partial x} f(x) + \sum_{i=1}^{m} \theta^k_i(x) \left[ \frac{\partial b^{k-1}}{\partial x} g(x) \right]_i \]

+ \eta^k(x) b^{k-1}(x) + \rho_k \Lambda(x) - 1 \in \text{SOS} \]

(12)

(13)

\[ \overline{\beta}(x) = -\beta^k(x) b^{k-1}(x) + w(x) h(x) - 1 \in \text{SOS} \]

(14)

Rearranging (13) and setting \( \overline{\theta} = -\theta^k_i \) and \( \overline{\eta} = -\eta^k \) yields

\[ \sum_{i=1}^{m} \overline{\theta}_i(x) \left[ \frac{\partial b^{k-1}}{\partial x} g(x) \right]_i + \overline{\eta}(x) b^{k-1}(x) \]

+ \( \overline{\theta}(x) - \rho_k \Lambda(x) - \alpha^k(x) \frac{\partial b^{k-1}}{\partial x} f(x) + 1 = 0 \)

Since \( \rho_k \leq 0 \) and \( \Lambda(x) \) is SOS, \( \overline{\theta}(x) - \rho_k \Lambda(x) \) is SOS. Hence, by Theorem 4 there does not exist any \( x \) satisfying

\[ \frac{\partial b^{k-1}}{\partial x} f(x) \leq 0, \ b^{k-1}(x) = 0, \ \frac{\partial b^{k-1}}{\partial x} g(x) = 0 \]

and \( b^{k-1}(x) \) is a CBF by Proposition 1.

Similarly, setting \( \overline{\theta}(x) = -w(x) \), we have

\[ \overline{\beta}(x) + \beta^k(x) b^{k-1}(x) + \overline{\theta}(x) h(x) + 1 = 0 \]

implying that \( \{ b^{k-1}(x) \geq 0 \} \subseteq C \) by Theorem 4.
Finally, to prove convergence, we observe that \( \rho_{k-1}, \alpha^{k-1}(x), \eta^{k-1}(x), \theta^{k-1}_1(x), \theta^{k-1}_2(x), \) and \( \beta^{k-1}(x) \) comprise a feasible solution to \[ 10 \] and \( \rho_k, b^{k-1}(x) \) are feasible solutions to \[ 11 \]. Hence \( \rho_1 \geq \rho_2 \geq \cdots \geq \rho_k \geq \cdots \), i.e., the sequence is monotone nonincreasing. If the sequence is unbounded, then there exists \( K \) such that \( \rho_k, \rho_k \leq 0 \) for all \( k > K \), and hence the algorithm terminates after \( K \) iterations. If the sequence is bounded below by zero, then it converges by the monotone convergence theorem and hence \( |\rho_k - \rho_k| < \epsilon \) and \( |\rho_k - \rho_{k-1}| < \epsilon \) for \( k \) sufficiently large, implying termination of the procedure.

We next consider the problem of constructing HOCBFs. We observe that, in addition to the same non-convexity as the CBF, HOCBFs have an additional degree of freedom, namely, the selection of the class-K functions \( \alpha_i \) in Definition 3. To mitigate this complexity, we present the following.

**Proposition 2:** Let \( \psi_0(x), \psi_1(x) \) be a collection of polynomials such that the following hold: (i) for all \( i = 1, \ldots, r \), there is no \( x \) satisfying \( \psi_i(x) \geq 0 \), \( \psi_1(x) \leq 0 \), and \( \partial \psi_1(x) f(x) < 0 \), and (ii) \( \partial \psi_i(x) g(x) = 0 \) for all \( i < r \). If \( \psi_1(x) \) holds for all \( t \), then \( \bigcap_{i=0}^r \{ \psi_i(x) \geq 0 \} \) is positive invariant.

**Proof:** The proof is by backwards induction. By \[ 3 \], \( \psi_r(x(t)) \geq 0 \) for all \( t \). By Nagumo’s Theorem, we have that \( L \psi_{r-1}(x) \geq 0 \) at the boundary points where \( \psi_{r-1}(x) = 0 \) and \( \psi_r(x) \geq 0 \), and hence \( \bigcap_{i=0}^{r-1} \{ \psi_i(x) \geq 0 \} \) is positive invariant if \( \{ \psi_i(x) \geq 0 \} \) is positive invariant, completing the proof.

We then adopt the following alternating-descent procedure analogous to the CBF case. We initialize \( \psi_0 \) arbitrarily and choose \( \psi_1, \ldots, \psi_r \) according to Definition 3. We then solve the SOS problem with variables \( \rho, \alpha^k(x), \eta^k(x), \theta^k_1(x), \theta^k_2(x), \) \( w(x), \beta^k(x), \lambda^k_1(x), \lambda^k_2(x), \psi^k_{r-1}(x), \gamma^k_0(x), \gamma^k_1(x), \gamma^k_2(x), \) and \( \phi_0(x), \phi_{r-1}(x) \)

\[
\begin{align*}
\min \quad & \rho_k \\
\text{s.t.} \quad & \eta^k(x)\psi^{k-1}_{r-1}(x) + \sum_{i=1}^m \theta^k_i(x)L_gL_f^{-1}\psi^{k-1}_{r-1}(x) \\
& + \alpha^k(x)(L_f^T\psi^{k-1}_{r-1}(x) + O(b(x))) \\
& - \sum_{i=1}^m g_i^k(x)\psi^{k-1}_{r-1}(x) + \rho_k\lambda(x) - 1 \in \text{SOS} \\
& - \sum_{i=1}^m g_i^k(x)\psi^{k-1}_{r-1}(x) + w(x)h(x) - 1 \in \text{SOS} \\
& - \sum_{i=1}^m g_i^k(x)\psi^{k-1}_{r-1}(x) + \psi^{k-1}_{r-1}(x) - 1 \in \text{SOS} \\
& + \beta^k(x)(\psi^{k-1}_{r-1}(x) + \root_{r-1}^k \psi^{k-1}_{r-1}(x) + \phi_0(x), \phi_{r-1}(x) \\
& + \alpha^k(x), \lambda^k_1(x), \lambda^k_2(x), \gamma^k_0(x), \gamma^k_1(x), \gamma^k_2(x) \in \text{SOS}
\end{align*}
\]

As above, \( \lambda(x) \) is a suitably-chosen SOS polynomial. If the solution \( \rho_k \leq 0 \) or \( |\rho_k - \rho_{k-1}| < \epsilon \), the algorithm terminates. Else, we solve the SOS problem with variables \( \psi_0(x), \ldots, \psi_k(x), \rho_k \) given by

\[
\begin{align*}
\min \quad & \rho_k \\
\text{s.t.} \quad & \eta^k(x)\psi^{k-1}_{r-1}(x) + \sum_{i=1}^m \theta^k_i(x)L_gL_f^{-1}\psi^{k-1}_{r-1}(x) \\
& + \alpha^k(x)(L_f^T\psi^{k-1}_{r-1}(x) + O(b(x))) - \sum_{i=0}^{r-1} g_i^k(x)\psi^{k-1}_{r-1}(x) \\
& + \rho_k\lambda(x) - 1 \in \text{SOS} \\
& - \sum_{i=0}^{r-1} g_i^k(x)\psi^{k-1}_{r-1}(x) + w(x)h(x) - 1 \in \text{SOS} \\
& - \sum_{i=0}^{r-1} g_i^k(x)\psi^{k-1}_{r-1}(x) + \psi^{k-1}_{r-1}(x) - 1 \in \text{SOS} \\
& + \beta^k(x)(\psi^{k-1}_{r-1}(x) + \root_{r-1}^k \psi^{k-1}_{r-1}(x) + \phi_0(x), \phi_{r-1}(x) \\
& + \alpha^k(x), \lambda^k_1(x), \lambda^k_2(x), \gamma^k_0(x), \gamma^k_1(x), \gamma^k_2(x) \in \text{SOS}
\end{align*}
\]

If \( \rho_k \leq 0 \) or \( |\rho_k - \rho_k| < \epsilon \), the algorithm terminates. We have the following result.

**Theorem 8:** If \( \rho_k \leq 0 \), then \( \psi_k^{k-1}(x), \ldots, \psi_k^{k-1}(x) \) define a HO CBFB and \( \bigcap_{i=0}^r \{ \psi_i^{k-1}(x) \} \subseteq C \). If \( \rho_k^l \leq 0 \), then \( \psi_0^{k-1}(x), \ldots, \psi_r^{k-1}(x) \) define HO CBFB and \( \bigcap_{i=0}^r \{ \psi_i^{k-1}(x) \} \subseteq C \). The procedure terminates in finite time.

**Proof:** We prove that if \( \rho_k \leq 0 \), then \( \psi_0^{k-1}(x), \ldots, \psi_r^{k-1}(x) \) defines a HO CBFB and \( \bigcap_{i=0}^r \{ \psi_i^{k-1}(x) \} \subseteq C \). The case of \( \rho_k^l \leq 0 \) is similar. If \( \rho_k \leq 0 \), then

\[
\begin{align*}
& \bigg( \Big( \sum_{i=1}^m \tilde{g}_i(x)L_gL_f^{-1}\psi^{k-1}_{r-1}(x) \bigg) + \sum_{i=0}^{r-1} \gamma_i^k(x)\psi^{k-1}_{r-1}(x) + 1 = 0 \\
& \text{for some SOS polynomial } \tilde{\gamma}(x), \text{ where } \tilde{\gamma}(x) = -\eta^k(x) \text{ and } \tilde{g}_i(x) = -\theta^k_i(x). \text{ Hence Eq. (3) is feasible for all } x \in \bigcap_{i=0}^r \{ \psi_i^{k-1}(x) \geq 0 \} \text{ by the Positivstellensatz. Similarly, we have that} \\
& \tilde{\beta}(x) + \sum_{i=0}^{r-1} \psi_i^{k-1}(x)\tilde{\beta}_i(x) + w(x)h(x), \text{ and hence } \bigcap_{i=0}^r \{ \psi_i^{k-1}(x) \geq 0 \} \text{ is in the viability kernel.} \\
& \text{Finally, we have} \\
& \lambda^k \psi_i^{k-1}(x) - \psi_i^{k-1}(x) - \phi_i^k(x)L_p^{k-1} \psi_i^{k-1}(x) + \beta_i^k(x)(\psi^{k-1}_{r-1}(x) + 1 = 0 \\
& \text{for some SOS polynomial } \lambda_i(x) \text{ for all } i, \text{ and thus the conditions of Proposition 2 hold and the set is a subset of the viability kernel. The termination proof is similar to Theorem 7.}
\end{align*}
\]

The preceding results provide heuristics for constructing CBFs and HO CBFs. However, we observe several limitations of this approach. First, there is no guarantee that the algorithm will terminate when \( \rho_k \leq 0 \), and hence no guarantee that a CBF or HO CBFB will be returned. Second, the approach involves solving 2k SOS programs, each of which includes multiple linear matrix inequalities, and hence is computationally challenging for high-dimensional systems. In the following, we present more efficient approaches with provable guarantees for special cases of compact safe regions, as well as convex unsafe regions.

**B. Compact Safe Region**

In what follows, we consider the case where \( C \) is compact. Our approach is motivated by the following preliminary result.

**Proposition 3** (34): Suppose that \( \tilde{x}(t) = f(x(t)) \) is a dynamical system that remains in a compact region. Then \( f(x) \) has a fixed point.

We observe that, if a given feedback control policy ensures that \( x(t) \) remains within the safe region, then the control policy results in a fixed point. Based on this preliminary result, our approach is to identify fixed points of \[ 4 \], and then construct barrier functions in the neighborhoods of those points.
Lemma 1: Let \((x^*, u^*)\) satisfy \(f(x^*) + g(x^*)u^* = 0\) and \(x^* \in \text{int}(C)\). Then there exists a positive definite matrix \(P\) and \(\delta > 0\) such that the function

\[
b_0(x; x^*) = \delta - (x - x^*)^TP(x - x^*)
\]

is a CBF with \(\{b_0(x; x^*) \geq 0\} \subseteq C\).

Proof: Let \(\dot{x}(t) = Fx(t) + Gu(t)\) be the linearization of \(\dot{x} = f(x) + g(x)u\) in a neighborhood of \((x^*, u^*)\). Let \(\tilde{u}(t) = u^* - K(x - x^*)\) be a stabilizing controller of the linearized system. Hence, there is a quadratic Lyapunov function \(V(x) = (x - x^*)^TP(x - x^*)\) such that \(\frac{\partial}{\partial x} f(x) + g(x)\tilde{u}(t) \leq 0\).

By construction of \(b_0(x; x^*)\), this is equivalent to

\[
\frac{\partial}{\partial x} f(x) + g(x)\tilde{u}(t) \geq 0
\]

for \((x - x^*)\) sufficiently small. Furthermore, since \(x^*\) is an interior point, \(b_0(x; x^*) \geq 0\) is contained in \(C\) for \(\delta\) sufficiently small.

The preceding lemma implies that we can construct a CBF by identifying a fixed point \((x^*, u^*)\), constructing a stabilizing linear controller \(\pi = -K\pi\) of the linearized system, and solving the Lyapunov equation

\[
\bar{F}^TP + P\bar{F} + N = 0,
\]

where \(\bar{F} = (F - GK)\) and \(N\) is a positive definite matrix. We can then find a value of \(\delta\) such that \(b_0(x; x^*)\) is a CBF by solving a sequence of SOS verification problems of the form \(\delta^*\). We have the following result.

Theorem 9: Suppose that \((x^*, u^*)\) is a fixed point of \(\pi\), \(P\) is a solution to the Lyapunov equation corresponding to a stabilizing controller of the linearized system, and the SOS constraints

\[
\alpha(x)(-2(x-x^*)^TPf(x)) + \sum_{i=1}^{m} \theta_i(x) [-2(x-x^*)^TPg(x)]_i
\]

\[
+ \eta(x)(\delta - (x - x^*)^TP(x - x^*)) \in \text{SOS} \quad (17)
\]

and

\[
h(x) - \beta(x)(\delta - (x - x^*)^TP(x - x^*)) \in \text{SOS} \quad (18)
\]

hold for some polynomials \(\theta_1, \ldots, \theta_m, \eta, \alpha\) and SOS polynomials \(\alpha(x)\) and \(\beta(x)\). Then \(b_0(x; x^*) = \delta - (x - x^*)^TP(x - x^*)\) is a CBF and \(\{b_0(x; x^*) \geq 0\}\) is in the viability kernel.

Proof: If (17) holds, then \(b_0(x; x^*)\) is a CBF by Theorem 4. To show (18) implies that \(\{b_0 \geq 0\}\) is in the viability kernel, we use nonnegativity of SOS polynomials to conclude that \(\{b_0(0) \geq 0\}\) implies \(\{h(x) \geq 0\}\) if

\[
h(x) = \beta(x)b_0(x) + \beta_0(x)
\]

for some SOS \(\beta\) and \(\beta_0\). Rearranging terms gives (18).

The preceding theorem suggests that a binary search approach can be used to find the maximum \(\delta\) such that (17) and (18) hold, and choosing \(b_0(x; x^*)\) as the CBF. Moreover, we can generalize this approach by considering functions of the form

\[
b_1(x; x^*) = b_0(x; x^*) + \alpha(h(x)),
\]

where \(\alpha(\cdot)\) is a class-K function. We have the following.

Lemma 2: If \(b_1(x; x^*)\) is a CBF, then the set

\[
\mathcal{V}(b_0, b_1) = (\{b_0(x; x^*) \geq 0\} \cup \{b_1(x; x^*) \geq 0\}) \cap C
\]

is in the viability kernel.

Proof: We construct a control policy that ensures positive invariance of \(\mathcal{V}(b_0, b_1)\) as follows. We select \(\mu\) to satisfy (2) for \(b_0(x; x^*)\) when \(b_0(x(t); x^*) \geq 0\) and to satisfy (2) for \(b_1(x; x^*) \geq 0\) if \(b_1(x(t); x^*) \geq 0\) and \(b_0(x; x^*) < 0\).

First, suppose that \(b_0(x(t'); x^*) \geq 0\) for some \(t'\). Since \(b_0(x; x^*)\) is a CBF, the set \(\{b_0(x; x^*) \geq 0\}\) is positive invariant and is contained in \(C\).

Next, suppose that \(x(t_0)\) is not in the viability kernel. Let

\[
t^* = \inf \{ t : h(x(t)) = 0 \}.
\]

By the preceding discussion, we must have \(b_0(x(t)) < 0\) for \(t \in [t_0, t^*]\). We therefore have

\[
b_1(x(t^*); x^*) = b_0(x(t^*); x^*) + \alpha(h(x(t^*)))
\]

\[
= b_0(x(t^*)) < 0
\]

contradicting Theorem 2.

One candidate for \(\alpha\) is the function \(\alpha(h(x)) = kh(x)\), where \(k\) is a positive real number. We observe that, for \(k\) sufficiently small, \(b_0(x; x^*) + kh(x)\) is a CBF. We can therefore select such a \(k\) by solving the feasibility problem (4)–(5) and approximate the viability kernel as

\[
\bigcup_{x^* \in FP} \left( \{b_0(x; x^*) \geq 0\} \cup \{b_0(x; x^*) + kh(x) \geq 0\} \right) \cap C
\]

where \(FP\) denotes the set of fixed points of (1).

We observe that, while this approach is valid for general unsafe regions, there may be safe trajectories that do not contain fixed points when the safe region is not compact.

C. Convex Unsafe Region

In what follows, we consider a special case where the viability kernel and \(C\) are identical. This is the case of controllable linear systems \(x(t) = Fx(t) + Gu(t)\) where the safe region is given by \(C = \mathbb{R}^n \setminus \bigcup_{i=1}^{m} \{h_i(x) \leq 0\}\), where each \(h_i\) is a convex function, and the distance \(d(\{h_i(x) \leq 0\}, \{h_j \leq 0\}) > \delta\) for all \(i, j\) and some \(\delta > 0\). We observe that this problem formulation has been considered, e.g., in [31], and safe control strategies have been proposed. This section presents a CBF-based framework for convex obstacle avoidance.

Theorem 10: Under the conditions described above, the viability kernel is equal to \(C\), and there exists a CBF-based policy that ensures safety.

Proof: We will prove that, for any \(\epsilon > 0\), there exists a control policy such that \(\bigcap_{i=1}^{m} \{h_i(x) > \epsilon\}\) is in the
viability kernel. The proof is by construction. We assume that \( \epsilon < \delta \). As a first step, for each \( i \), we cover the set \( \{ x : h_i(x) \in (\epsilon/2, \epsilon) \} \) with a collection of balls denoted \( \{ U_{ij} : j \in I_i \} \) where \( I_i \) is an index set. For each \( U_{ij} \), we let \( h_{ij}(x) = a_{ij}^T x - b_i \) be such that \( \{ h_{ij}(x) \geq 0 \} \) is a separating hyperplane between \( U_{ij} \) and \( \{ h_i(x) < \epsilon/2 \} \).

We consider each set \( U_{ij} \). In the case where \( a_{ij}^T G \neq 0 \), our control policy follows the CBF constraint (2) whenever \( x \in U_{ij} \). When \( a_{ij}^T G = 0 \), we have that \( a_{ij}^T F^r G \neq 0 \) for some \( r \in \{1, \ldots, n-1 \} \) since \( (F, G) \) is controllable. We then define an HOCBF as

\[
\mathcal{H}_{ij}^0(x) = \mathcal{H}_{ij}(x) = a_{ij}^T F x + k_0 \mathcal{H}_{ij}(x) \\
\vdots \\
\mathcal{H}_{ij}^{r-1}(x) = a_{ij}^T F^{r-1} x + \sum_{s=1}^{r-2} \left( \prod_{k=s}^{r-1} k_s \right) a_{ij}^T F^s x \\
+ \left( \prod_{k=0}^{r-2} k_s \right) \mathcal{H}_{ij}(x)
\]

for \( k_0, \ldots, k_{r-2} > 0 \). In the limit as \( k_l \to 0 \) (for \( l > 0 \)) and \( k_0 \to \infty \), the set

\[
C_{ij} = \bigcap_{l=0}^{r-1} \{ \mathcal{H}_{ij}(x) \geq 0 \}
\]

approaches \( \{ \mathcal{H}_{ij}(x) \geq 0 \} \).

Hence, by following this control policy, the set \( \bigcap_{l=1}^{n} \{ h_i(x) > \epsilon \} \) is positive invariant, implying the viability kernel is equal to \( \mathcal{C} \).

VI. SIMULATION

We evaluated our approach through simulation of two example systems. First, we examined an unstable linear system with dynamics

\[
\dot{x}(t) = \begin{pmatrix} 1 & 0 \\ -1 & 4 \end{pmatrix} x(t) + \begin{pmatrix} 1 \\ 0 \end{pmatrix} u(t) \tag{19}
\]

As the safe region, we chose \( \{ h(x) \geq 0 \} \) where \( h(x) = 1 - x^T x \), i.e., the unit disc. We first approximated the viability kernel using the approach of Section VI-B using the stabilizing feedback controller \( u(t) = -K x(t) \) where \( K = (8 - 30) \). The approximate viability kernel is shown as the red shaded region in Fig. (a). To evaluate our approximation of the viability kernel, we simulated trajectories beginning inside and outside the kernel at the points \( (-0.75 - 0.15)^T \) and \( (-0.4 - 0.4)^T \), respectively. For both points, we used a CBF-based control policy with CBF \( \mathcal{H} = k \) \( (x - x_0)^T P (x - x_0) \), where \( k = 1.1575 \), \( x_0 = (0.1378, 0) \), and

\[
P = \begin{pmatrix} 6.23 & -26.7 \\ -26.7 & 146.7 \end{pmatrix}
\]

As shown in Fig. (a), the trajectory originating inside the viability kernel remains safe, whereas the trajectory originating at the point outside the viability kernel leaves the safe region.

We next evaluated our approach on an inverted pendulum with dynamics

\[
\dot{x}(t) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} x(t) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} u(t) \tag{20}
\]

and the safe region is defined by \([ -0.1, 0.15 ] \times [ -0.3, 0.25] \). This region can be viewed as the intersection of four half-plane constraints. We approximated the viability kernel of Section VI-B with feedback controller \( u(t) = -K x(t) \) where \( K = (3 3) \). We simulated trajectories beginning inside and outside the kernel at the points \( (0.1 - 0.1)^T \) and \( (0.13 0.25)^T \), respectively. For both initial conditions, we used a CBF-based control policy with CBF \( \mathcal{H} = k \) \( (x - x_0)^T P (x - x_0) \), where \( k = 1.1575 \), \( x_0 = (0.1378, 0) \), and

\[
P = \begin{pmatrix} 6.23 & -26.7 \\ -26.7 & 146.7 \end{pmatrix}
\]
based method, and a CBF construction for convex unsafe semidefinite programming approach, a Lyapunov function—can be solved via semidefinite programming. We proposed equivalent to sum-of-squares optimization problems, which existence of solutions to a system of polynomial equations. Using the conditions for safe CBFs and HOCBFs to the existence of solutions to a system of polynomial equations. Using CBF construction heuristics, including an alternating-descent semidefinite programming approach, a Lyapunov function-based method, and a CBF construction for convex unsafe regions. Our results were verified via numerical study, which showed that our approach distinguished between safe and unsafe states of an unstable linear system.

VII. CONCLUSIONS AND FUTURE WORK

This paper presented a framework for verification and synthesis of control barrier functions for safe control. We mapped the conditions for safe CBFs and HOCBFs to the existence of solutions to a system of polynomial equations. Using the Positivstellensatz, we proved that these conditions are equivalent to sum-of-squares optimization problems, which can be solved via semidefinite programming. We proposed CBF construction heuristics, including an alternating-descent semidefinite programming approach, a Lyapunov function-based method, and a CBF construction for convex unsafe regions. Our results were verified via numerical study, which showed that our approach distinguished between safe and unsafe states of an unstable linear system.

REFERENCES

[1] P. Koopman and M. Wagner, “Autonomous vehicle safety: An interdisciplinary challenge,” IEEE Intelligent Transportation Systems Magazine, vol. 9, no. 1, pp. 90–96, 2017.

[2] K. Morison, L. Wang, and P. Kundur, “Power system security assessment,” IEEE power and energy magazine, vol. 2, no. 5, pp. 30–39, 2004.

[3] A. Rovetta, “Telerobotic surgery control and safety,” in Proceedings 2000 ICRA. Millennium Conference. IEEE International Conference on Robotics and Automation. Symposia Proceedings (Cat. No. 00CH37065), vol. 3. IEEE, 2000, pp. 2895–2900.

[4] J.-P. Aubin, A. M. Bayen, and P. Saint-Pierre, Viability theory: new directions. Springer Science & Business Media, 2011.

[5] A. D. Ames, X. Xu, J. W. Grizzle, and P. Tabuada, “Control barrier function based quadratic programs for safety critical systems,” IEEE Transactions on Automatic Control, vol. 62, no. 8, pp. 3861–3876, 2016.

[6] W. Xiao and C. Belta, “Control barrier functions for systems with high relative degree,” in 2019 IEEE 58th Conference on Decision and Control (CDC). IEEE, 2019, pp. 474–479.

[7] A. Clark, “Control barrier functions for complete and incomplete information stochastic systems,” in 2019 American Control Conference (ACC). IEEE, 2019, pp. 2928–2935.

[8] P. Jagtap, S. Soudjani, and M. Zamani, “Formal synthesis of stochastic systems via control barrier certificates,” IEEE Transactions on Automatic Control, 2020.

[9] W. Xiao, C. Belta, and C. G. Cassandras, “Adaptive control barrier functions for safety-critical systems,” arXiv preprint arXiv:2002.04577, 2020.

[10] R. Cheng, G. Orosz, R. M. Murray, and J. W. Burdick, “End-to-end safe reinforcement learning through barrier functions for safety-critical continuous control tasks,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33, no. 01, 2019, pp. 3387–3395.

[11] S.-C. Hsu, X. Xu, and A. D. Ames, “Control barrier function based quadratic programs with application to bipedal robotic walking,” in 2015 American Control Conference (ACC). IEEE, 2015, pp. 4542–4548.

[12] A. D. Ames, J. W. Grizzle, and P. Tabuada, “Control barrier function based quadratic programs with application to adaptive cruise control,” in 53rd IEEE Conference on Decision and Control. IEEE, 2014, pp. 6271–6278.

[13] W. Xiao, C. G. Cassandras, and C. A. Belta, “Bridging the gap between optimal trajectory planning and safety-critical control with applications to autonomous vehicles,” arXiv preprint arXiv:2008.07632, 2020.