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Abstract

We prove that the set of \( n \)-point configurations for which the solution of the planar Steiner problem is not unique has the Hausdorff dimension at most \( 2n - 1 \) (as a subset of \( \mathbb{R}^{2n} \)). Moreover, we show that the Hausdorff dimension of the set of \( n \)-point configurations on which at least two locally minimal trees have the same length is also at most \( 2n - 1 \). Methods we use essentially require rely upon the theory of subanalytic sets developed in [1]. Motivated by this approach we develop a general setup for the similar problem of uniqueness of the Steiner tree where the Euclidean plane is replace by an arbitrary analytic Riemannian manifold \( M \). In this setup we argue that the set of configurations possessing two locally-minimal trees of the same length either has the dimension \( n \dim M - 1 \) or has a non-empty interior. We provide an example of a two-dimensional surface for which the last alternative holds.

In addition to abovementioned results, we study the set of set of \( n \)-point configurations for which there is a unique solution of the Steiner problem in \( \mathbb{R}^d \). We show that this set is path-connected.

1 Introduction

We consider the following form of the Steiner tree problem:

**Problem 1.** For a given finite set \( P = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d \) find a connected set \( S_t \) with minimal length (one-dimensional Hausdorff measure \( \mathcal{H}^1 \)) containing \( P \).

Throughout the article \( n \geq 4, d \geq 2 \) are natural numbers. All the solutions of Problem 1 for \( n \leq 3 \) are known in the explicit form since 17-th century.

A solution of Problem 1 is called Steiner tree. It is known that such an \( S_t \) always exists (but is not necessarily unique, see Fig. 1) and that it is a union of a finite set of segments. Thus, \( S_t \) can be represented as a graph, embedded into the Euclidean space, such that its set of vertices contains \( P \) and all its edges are straight line segments. This graph is connected and does not contain cycles, i.e. is a tree, which explains the naming of \( S_t \).

It is known that the maximal degree of the vertices of \( S_t \) is at most 3. Moreover, only vertices \( x_i \) can have degree 1 or 2, all the other vertices have degree 3 and are called Steiner points while the vertices \( x_i \) are called terminals. Vertices of the degree 3 are called branching points. The angle between any two adjacent edges of \( S_t \) is at least \( 2\pi/3 \). That means that for a branching point the angle between any two segments incident to it is exactly \( 2\pi/3 \), and these three segments belong to the same 2-dimensional plane.

The number of Steiner points in \( S_t \) does not exceed \( n - 2 \). A Steiner tree with exactly \( 2n - 2 \) vertices is called full. Every terminal point of a full Steiner tree has degree one.

For a given finite set \( P \subset \mathbb{R}^d \) consider a connected acyclic set \( S \) containing \( P \). Then \( S \) is called a locally minimal tree if \( S \cap B_\varepsilon(x) \) is a Steiner tree for \( (\{x\} \cap P) \cup \partial(S \cap B_\varepsilon(x)) \) for every point \( x \in S \) and small enough \( \varepsilon > 0 \). Clearly every Steiner tree is locally minimal and not vice versa. Locally minimal trees have all the mentioned properties of Steiner trees except the minimal length condition. So locally minimal trees inherit the definitions of terminals, Steiner points, branching points and fullness. Proof of the listed properties of Steiner and locally minimal trees together with an additional information on them can be found in book [11] and in article [7].

Similar problems could also be considered in abstract metric spaces. In the most general form the problem would be to connect a set (not necessarily finite or countable) of subsets of an arbitrary metric space in a minimal way with respect to the metric [17], see Section [11].

The Steiner problem may have several solutions starting with \( n = 4 \) (see Fig. 1). The main result of the paper implies the uniqueness of a solution for a general input.
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Let us denote by \( P_d := \mathbb{R}^d \setminus \text{diag} \) the space of labeled \( n \)-point configurations \( x_1, \ldots, x_n \in \mathbb{R}^d \) of distinct points in the Euclidean space, where \( \text{diag} \) is the union of \((dn - d)\)-dimensional subspaces \( x_i = x_j, i \neq j \). Note that every point of \( P_d \) corresponds to some labeled non-degenerate configuration; so let us consider \( P_d \) as a configuration space.

A configuration \( P \in P_d \) is ambiguous if there are several Steiner trees for \( P \). Ivanov and Tuzhilin proved that the complement to the set of ambiguous configurations contains an open dense subset of \( P_2 \). Edelsbrunner and Strelkova asked whether the measure of ambiguous configurations is zero or not. We provide a positive answer by proving the following stronger statement.

**Theorem 1.** Assume that \( n \geq 4 \). Then the set of planar ambiguous configurations in \( P_2 \) has the Hausdorff dimension \( 2n - 1 \).

![Figure 1: An example of nonunique solution. Labelled points form a square.](image)

### 1.1 Topology and embedding class of a tree

For the sake of convenience and completeness, we would like to begin our discussion with a careful introduction of the concept of “topology” of a tree often used in the context of the Steiner problem. As it is usually done in the literature (see, for instance [9, 11]), we define the topology of a Steiner tree to be the corresponding abstract topological graph with labelled terminals and unlabelled Steiner points. Thus, a topology \( T \) is a topological space with a tree structure, and some vertices of \( T \), including all its leaves and vertices of degree 2, are labelled. Moreover, we assume that all vertices of \( T \) have degrees at most 3, as it naturally holds for any Steiner tree.

Note that two trees embedded in a different (non-homotopic) way into the plane may have the same topology. To distinguish non-homotopic embeddings Edelsbrunner and Strelkova introduced another invariant way to describe the topological type of the tree which we call the “embedding class”. Below we introduce several ways to define the embedding class of a tree commonly used. We include the proof of their equivalence in the Appendix for the sake of completeness.

Let \( T \) be a combinatorial tree. Let \( \hat{E}(T) \) denote the set of oriented edges of \( T \) (in particular, \(|\hat{E}(T)| = 2|E(T)|\)). Given an edge \( \hat{e} \in \hat{E} \) denote by \( o(\hat{e}) \) the origin and by \( t(\hat{e}) \) the tail. Let us say that a bijection \( \sigma : \hat{E}(T) \to \hat{E}(T) \) determines a cyclic order around each vertex of \( T \) if \( o(\sigma(\hat{e})) = o(\hat{e}) \) for any \( \hat{e} \) and for any vertex \( v \in V(T) \) and \( \hat{e} \) such that \( o(\hat{e}) = v \) the set \( \hat{e}, \sigma(\hat{e}), \sigma^2(\hat{e}), \ldots \) is exactly the set of oriented edges emanating from \( v \).

The following classical lemma defines the embedding class:

**Lemma 1.** Let a positive integer \( n \) be fixed. The following three sets are in natural bijection:

1. The set \( PM_1 \) of pairs \((T, \sigma)\), where \( T \) is a combinatorial tree with all vertices of degree at most 3, with \( n \) labelled vertices, including all leaves of \( T \) and vertices of degree 2, and \( \sigma : \hat{E}(T) \to \hat{E}(T) \) is a bijection determining a cyclic order around each vertex.

2. The set \( PM_2 \) of pairs \((T, [f])\), where \( T \) is a combinatorial tree with all vertices of degree at most 3, with \( n \) labelled vertices, including all leaves of \( T \) and vertices of degree 2, \( f \) is a bijection between \( \hat{E}(T) \) and the set \( \partial D \) of edges of the regular \(|\hat{E}(T)|\)-gon \( D \) (0-gon is assumed to be empty) oriented clockwise such that if \( o(f(\hat{e})) = t(f(\hat{e})) \), then \( o(\hat{e}) = t(\hat{e}) \), and \([f]\) is the equivalence class of \( f \) with respect to the cyclic shift on \( \partial D \).

3. The set \( PM_3 \) of pairs \((T, [\iota])\), where \( T \) is a topology with \( n \) labelled vertices, \( \iota \) is some embedding of \( T \) into the plane and \([\iota]\) is the homotopy class of \( \iota \) in the space of embeddings.
Proposition 1 (Melzak, [15]). Although the number of possible topologies for an S-tree is full. Further, let us call a topology T a connectedness in the plane maps, presented in aforementioned lemmas.

Let (T, σ) ∈ PM1 and ϕ = α ● σ, where α : E(T) → E(T) is the involution reversing the orientation. Assume that T has n labels. Let A = {1, 2, 3, ..., n, b} be the alphabet on n + 1 letters, n of them are numbers from 1 to n, and (n + 1)-th is the special letter b. Let

\[ C = \left( \bigcup_{k \geq 0} A^k \right) /\text{cyclic shift} \]

be the set of all words build from this alphabet considered up to the cyclic shift. Let \( \bar{c} \in \bar{E}(T) \) be arbitrary and N = |\bar{E}(T)|. Then, given (T, σ), define the word C(T, σ) ∈ C by the following rule: fix a vector \( \bar{e}_0 \in \bar{E}(T) \) and set \( \bar{e}_i = \varphi(\bar{e}_{i-1}) \), then define C(T, σ) = a_0a_1...a_{N-1}, where a_i is the label of o(ϕ(\bar{e}_i)) if o(ϕ(\bar{e}_i)) is labelled, and a_i = b else; if T consists of one vertex, then the word C(T, σ) is the empty word.

Let (T, [f]) ∈ PM2 corresponds to (T, σ) and D be the regular N-gon. As D can be seen as the outer face of the planar graph \( \iota(T) \), there is a many-to-one correspondence between the vertices of D and the vertices of T. Then the word C(T, σ) is nothing but the list of vertices obtained by going along the boundary of D: each time we met a vertex walking along \( \partial D \), we add its label to C(T, σ), or the letter b if the vertex does not have a label. For example, we have C = 1bb2b3bb4b and C = 1bb2b3bb4b (and we could also write C = b2b3b4b01 in the latter case as we factorized by a cyclic shift) for the left and the right trees on the Fig. respectively.

Lemma 2. The morphism (T, σ) ⧸→ C(T, σ) is injective from the set of pairs (T, σ) to C.

We prove Lemma 2 in the Appendix.

Starting from now we will call the word C(T, σ) an embedding class. Using Lemma 1 and Lemma 2 we will feel free to identify the embedding class with the homotopy class of embeddings defined in several ways presented in aforementioned lemmas.

1.2 Connectedness in \( \mathbb{P}_d \)

Let us return to our analysis of Steiner trees. We say that a topology T of a tree S is full if the corresponding tree is full. Further, let us call a topology T realizable for a set P if there exists such a locally minimal tree \( S(P) \) with topology T; we will denote this tree by \( S_T(P) \).

Proposition 1 (Melzak, [15]). If a topology T is realizable for P ∈ \( \mathbb{P} \) then the realization \( S_T(P) \) is unique.

Proposition 1 shows that \( S_T(P) \) is uniquely defined. Moreover one can construct (or show that it is impossible) \( S_T(P) \) in a linear time [10]. However, we rarely know a priori, which topology gives a Steiner tree. Although the number of possible topologies for an n points configuration is finite, checking all of them may consume a lot of time, since this number of topologies grows very fast with n, see [11]. Indeed, the Steiner tree problem is NP-complete [8].

We need the following generalization of Proposition 1. For a full topology T define D(T) as the set of topologies that can be obtained from T by shrinking some edges connecting a terminal with a Steiner point (these edges should have pairwise different ends).

Proposition 2 (Gilbert–Pollak [9], Hwang–Weng [12]). Let T be a full topology and P ∈ \( \mathbb{P} \). Consider function \( L(y_1, \ldots, y_{n-2}) : (\mathbb{R}^2)^n \rightarrow \mathbb{R} \) which is the length of a tree on the vertex set \( P \cup \{y_1, \ldots, y_{n-2}\} \) with straight edges and topology T (we allow \( y_i \) coincide with terminals). Then L has unique local minimum and so there is exactly one realization with a topology from D(T).

A generic topology is a topology without terminals of degree 3.

Observation 1. (i) Every generic topology R belongs to exactly one set D(T), because the reverse procedure (replacing every vertex A of degree 2 in R on a Steiner point b and add edge bA) leads to a full topology T.
ii) Suppose that $S_t$ is the unique Steiner tree for some $P \in \mathbb{P}$ and has a generic topology $R \in D(T)$ for some full topology $T$. Then for some positive $\eta > 0$ and any other full topology $T'$ the length of the realization from $D(T')$ exceeds $\mathcal{H}(S_t)$ by at least $\eta$. If one changes every terminal with a point from its $\eta/n$-neighborhood, then by triangle inequality a perturbed configuration $P'$ has a unique Steiner tree $S_t(P')$ and the topology of $S_t(P')$ belongs to $D(T)$.

(iii) Configurations $P \in \mathbb{P}_2$ for which there is a locally minimal tree with non-generic topology has the Hausdorff dimension $2n - 2$.

In the paper we study the way realizations and minimal realizations of different embedding classes divide the configuration space.

A similar research topic appears in [6, 5], where the connectedness of some sets related to an embedding class $EC$, is studied. Let $\Omega(EC)$ be a subset of $\mathbb{P}$ consisting of all $P \in \mathbb{P}$ for which $EC$ is realizable. Note that for every embedding class $EC$ the set $\Omega(EC)$ is path-connected.

**Theorem 2** (Edelsbrunner–Strelkova, [6, 5]). Let $EC$ be an embedding class. Then the subset of $\mathbb{P}_d$ for which a Steiner tree is unique and has the embedding class $EC$ is path-connected.

In the planar case they also obtained the following result.

**Theorem 3** (Edelsbrunner–Strelkova, [6, 5]). Let $EC$ be a full embedding class. Then the subset of $\mathbb{P}_2$ for which a Steiner tree has the embedding class $EC$ is path-connected.

The second result of our paper is the following.

**Theorem 4.** The subset of $\mathbb{P}$ for which there is a full Steiner tree is path-connected.

The proof of Theorem 3 is constructive (modulo Theorem 2) and the embedding classes of the Steiner tree is known at every point of a constructed path.

**Structure of the paper.** Section 2 is devoted to the proof of Theorem 4. We begin with Section 2.1 where we recall the construction of a universal Steiner tree introduces by Paolini, Stepanov and Teplitskaya. Using this construction we introduce a canonical realization of an embedding class in Section 2.2 and use it to prove Theorem 4 in Section 2.3.

We proceed with Section 3. In Section 3.1 we review some facts about subanalytic subsets following [1]. We will use the following corollary of Theorem 5, which explains why a full binary Steiner tree is universal, i.e. it contains a subtree with a given combinatorial structure.

**Corollary 1.** In the conditions of Theorem 5 each connected closed subset $S$ of $S_\infty$ contained in $S_k$ for some $k$ has a natural tree structure. Moreover, every such an $S$ is the unique Steiner tree for any set $P$ containing the set of the vertices with the degree 1 and 2 of $S$.
Figure 2: Three iterations in the construction of $\Sigma_\infty$. The set $\Sigma_3$ is thick blue.

Proof. Let $S \subset \Sigma_\infty$ and $P \subset S$ satisfy the conditions of the corollary. The fact that $S$ is a tree is straightforward. Let $S' \neq S$ be any Steiner tree for $S$ and assume that $\mathcal{H}^1(S') \leq \mathcal{H}^1(S)$. Then it is clear that $\mathcal{H}^1((\Sigma_k \setminus S) \cup S') \leq \mathcal{H}^1(\Sigma_k)$, but on the other hand $\{y_0\} \cup A_k \subset (\Sigma_k \setminus S) \cup S'$, which contradicts to Theorem 5.

2.2 Canonical realization of an embedding class

Using the construction of the tree $\Sigma_\infty$ from the previous section we define the canonical realization tree $S_{EC}$ for any embedding class $EC$.

Fix a topological tree $S$ with the embedding class $EC$ and pick some vertex $v$ of $S$ of degree one. Then identify $S$ with the subtree of $\Sigma_\infty$ by mapping $v$ to the root $y_0$ of $\Sigma_\infty$ and mapping all the other vertices following the steps of the breadth-first search algorithm started from $v$, where at every vertex of degree 2 of $S$ we choose the left direction in $\Sigma_\infty$ (i.e. map the only child to $y_{2k}$ if the parent was mapped to $y_k$).

2.3 Proof of Theorem 4

In this section we prove Theorem 4. Note that there are no ambiguous configurations on at most 3 points, so Theorem 4 clearly holds for $n \leq 3$. Thus we have a deal with $n \geq 4$ to prove the theorem. First we deal with the planar case.

Let us denote by $P^n_2 \subset P_2$ the subset of configurations having a unique Steiner tree. Observe that, due to Theorem 2, Theorem 4 will follow from the following

Theorem 6. Let $T_1, T_2$ be two embedding classes and $P_1, P_2 \in P^n_2$ be the two configurations of terminal points of the corresponding canonical realizations $S_{EC_1}, S_{EC_2}$. Then there is a path in $P^n_2$ connecting $P_1$ and $P_2$.

Define the special (non-labelled) all-left linear tree $ALT$ to be the path on $n$ vertices starting at $y_0$ and turning left at every branching point of $\Sigma_\infty$, i.e. $ALT$ is the subgraph of $\Sigma_\infty$ with the vertices $y_0, y_1, \ldots, y_{2^n}, \ldots, y_{2^n-2}$.

To establish Theorem 4 we will show that any $S_{EC}$ corresponding to an embedding class with $n$ terminal vertices can be continuously deformed to $ALT$ inside the space of unique Steiner trees with some deformation preserving the labeling of terminal vertices. We construct such a deformation in several steps described below.

In each step we continuously deform the set $P$ of the terminal points of $S_{EC}$ to the set $P'$ of the terminals of $S_{EC}$ inside $P^n_2$ by moving several points from $P$ one by one.

We need a preliminary lemma.

Lemma 3. Let $EC$ be an embedding class with generic topology $R$. Suppose that $S_{EC}$ contains a leaf $B = y_{2k}$ adjacent to the terminal $A = y_k$ of degree 2. Then one can continuously move $B$ to $y_{2k+1}$ along a path $\gamma$ in such a way that the whole configuration will remain in $P^n_2$ at any point of $\gamma$ and has the embedding class $EC$.

Proof. We construct a desired part of $\gamma$ explicitly (see Fig. 3). First move $B$ into $\mu$-neighborhood of $A$ inside the segment $[y_{2k}y_k]$, where a small enough $\mu$ will be defined in the next paragraph; by Corollary 1 a Steiner tree is unique and has the embedding class $EC$ at any configuration from this part of $\gamma$.

Let $\check{R}$ be the topology of $S_{EC} \setminus [AB]$; obviously $\check{R}$ is also generic. Observation 1(i) states that $\check{R}$ lies in the exactly one set $D(\check{O})$, where $\check{O}$ is a full topology. By Corollary 1 $S_{EC} \setminus [AB]$ is a unique Steiner tree with
$n - 1$ terminals, so by Observation $\ref{obs:degenerate}$ (ii) there is $\eta > 0$ such that any other full topology $R'$ the length of the realization from $D(R')$ exceeds $\mathcal{H}(\text{St} \setminus [AB])$ by at least $\eta$. Put $\mu = \eta/2$.

Now rotate $B$ around $A$: let $B(\alpha), \alpha \in [0, 2\pi/3]$ be a such point that $|BA| = |B(\alpha)A|$ and the clockwise-oriented angle $y_{[k/2]}AB(\alpha)$ is equal to $2\pi/3 + \alpha$. In particular $B(0) \in [Ay_2k], B(2\pi/3) \in [Ay_{2k+1}]$.

Let $\text{St}(\alpha)$ be a Steiner tree for the terminals of $\text{St} \setminus [AB]$ and $B(\alpha)$. Then

$$\mathcal{H}(\text{St}(\alpha)) \leq \mathcal{H}(\text{St} \setminus [AB] \cup [AB(\alpha)]) = \mathcal{H}(\text{St} \setminus [AB]) + \mu < \mathcal{H}(\text{St} \setminus [AB]) + \eta.$$  

Let $O$ be the full topology such that $R \in D(O)$. Then the topology of $\text{St}(\alpha)$ belongs to $D(O)$. By Proposition $\ref{prop:degenerate}$ $\text{St}(\alpha)$ is uniquely defined. The set $\text{St} \setminus [AB] \cup [AB(\alpha)]$ is locally minimal, and has the topology from $D(R)$, so it coincides with $\text{St}(\alpha)$. Thus not only the topology but the embedding class is preserved during this part of the path.

Finally, move $B$ from $B(2\pi/3)$ to $y_{2k}$ inside the segment $[y_{2k}y_k]$.

Let us now fix an embedding class $EC$ and construct the desired deformation of $\text{St}_{EC}$ to $ALT$ inside the space of unique Steiner trees.

**Step 1. Transform $\text{St}_{EC}$ into a full Steiner tree $\text{St}_{EC'}$ inside $\mathbb{P}_2^\eta$.** To make such a transformation we need to move all terminal vertices of $\text{St}_{EC}$ of degree 2 or 3 to make them leaves.

Suppose first that $\text{St}_{EC}$ contains a terminal $A = y_j$ of degree 2. By the construction of $\text{St}_{EC'}$, the vertex $A$ is adjacent to vertices $B = y_{2j}$ and $C = y_{[j/2]}$, which may be terminals or Steiner points. Move $A$ towards $y_{2j+1}$ along the edge $y_{j}y_{2j+1}$ of $\Sigma_\infty$ until it hits $y_{2j+1}$ (see Fig. $\ref{fig:elimination}$). Corollary $\ref{cor:degenerate}$ ensures that thus obtained deformation of the set of terminal points lies inside $\mathbb{P}_2^\eta$. Applying this deformation to each terminal vertex of degree 2 one by one we eventually get rid of those.

Assume now that $\text{St}_{EC}$ has a terminal point of degree 3. Since $\text{St}_{EC}$ has no terminal of degree two and the number of Steiner points is at most the number of leaves minus two, one may move terminals of degree three one by one in neighborhoods of different leaves by a path in $P$. From now a topology of a tree is generic.

Now consider any point $A$ in an $\varepsilon$-neighborhood of a leaf $B$ for some small $\varepsilon$. Then continue moving $A$ while moving $B$ simultaneously in the same direction until $A$ riches $y_k$ and $B$ riches $B(\pi/3)$ (see Fig. $\ref{fig:elimination}$). Now stop moving $A$, but rotate $B$ around $A$ until it hits the ray $Ay_{2k+1}$, then extend $B$ to $y_{2k+1}$ and $A$ to $y_{2k}$. Now all our terminal points again belongs to the set $\{y_0, y_1, \ldots\}$ and the unique Steiner tree is given by the canonical realization $\text{St}_{EC'}$ for some new embedding class $EC'$. The fact that the set of terminal points was staying inside $\mathbb{P}_2^\eta$ while we were moving them follows from Corollary $\ref{cor:degenerate}$ and the proof of Lemma $\ref{lem:degenerate}$.

Note that $\text{St}_{EC'}$ still has no terminal points of degree 2 and has one less terminal point of degree 3 than $\text{St}_{EC}$. Hence we can do this procedure until we obtain a canonically realized full tree.
Step 2. Permute the labels of terminal points of $St_{EC}$ if necessary. Now we can assume that $St_{EC}$ is a full tree. By Theorem 2 one may put label 1 into the root by a path in $P$ and do not touch the root of the tree later on. Let $A$ and $B$ be two terminal points which we want to swap.

Now we can assume that $St_{EC}$ is a full tree, hence it has exactly $n - 2$ Steiner points. In particular, we can choose two Steiner points of $St_{EC}$ that are connected with two terminal points of $St_{EC}$; let $y_k$ be the one of them which is not adjacent to the root of $\Sigma_\infty$. Denote the terminals adjacent to $y_k$ by $B = y_{2k}$ and $A = y_{2k+1}$.

We may swap $A$ with any label. First swap $A$ and $B$ as shown at Fig. 6: move $B$ into $y_k$ and $A$ in a small neighborhood of $y_k$, then turn and finally make a reverse procedure. By Lemma 3 Steiner tree is unique during the middle part of this procedure; by Corollary 1 Steiner tree is unique during other parts.

Then swap $A$ with any terminal $C \neq B$ of $St_i'$ (see Fig. 7). Start with the previous procedure and stop it at the point $B = B(\pi/3)$ (in the notation of Lemma 3). Then $A$ moves inside the tree into a neighborhood of $C = y_l$ and $B$ comes to $y_k$. We are going to apply Lemma 3 to $A$ and $C$: move $C$ to $C(\pi/3)$ and $A$ to $y_l$. Then $C$ rotates to $y_{2l+1}$, after that $A$ moves to $y_{2l}$. Now the positions of $A$ and $C$ are symmetric so we may do the reverse procedure after swapping $A$ and $C$.

Finally to swap labels of arbitrary terminals $C$ and $D$ we swap $A = y_{2k+1}$ with $C$, $C = y_{2k+1}$ with $D$ and $D = y_{2k+1}$ with $A$. Since the set of all transpositions spans the symmetric group we may construct a path in $P$ connecting $St_{EC}$ and the same tree with an arbitrary permutation of its labels. Till the end of the section all trees are not labelled.

Step 3. Connect $St_i'$ with the all-left linear tree $ALT$ by a path in $P$. While there is a terminal point $A = y_j$ of $St_i'$ not belonging to $ALT$, consider such a vertex with the largest $j$. It implies that the degree of $A$ is 1. Our aim is to move $A$ inside $\Sigma_\infty$ to the first vertex $y_w$ of $ALT$ which does not belong to $St_i'$. 

Figure 5: Elimination of points with degree 3 in $St_{EC}$

Figure 6: Swapping the labels of terminals connecting with a common branching point

Figure 7: Swapping the labels of arbitrarily terminals
Consider the case when $A$ is adjacent to a branching point $y_l$ then $j = 2l + 1$ and $B = y_{2l}$ is also a terminal of $S^l_i$ because of the maximality of $j$. Move $A$ into $y_l$ and rotate $B$ into $B(\pi/3)$ (in the notation of Lemma 3). Then $A$ moves into the tree and $B$ moves into $y_l$.

Now $A$ is either inside the tree or $A$ is a terminal connected with a vertex of degree 2. Move $A$ into $y_w$, the only problem is that $A$ cannot coincide with the terminal of degree 2. Movement through a terminal of degree 2 is depicted in Fig. 8.

Finally all the vertices of $S^l_i$ belong to $ALT$, so we are done. Since we connect $St_{EC_1}$ with $ALT$ and $St_{EC_2}$ with $ALT$, the desired $\gamma$ is constructed.

Proof of Theorem 4. Let $P_1, P_2 \in \mathbb{P}_d$ be configurations with unique Steiner trees $St(P_1)$ and $St(P_2)$ having embedding classes $T_1$ and $T_2$, respectively. By Theorem 2 there is a path $\gamma_1$ between $St(P_1)$ and $St(T_1)$ in $\mathbb{P}_d$ such that a Steiner tree is unique during $\gamma_1$. We have constructed the path $\gamma$ between $St(P_1)$ and $St(T_2)$ in $\mathbb{P}_d$; a Steiner tree is also unique during $\gamma$. The gluing of $\gamma_1$, $\gamma$ and $\gamma_2^{-1}$ finishes the proof.

## 3 Proof of Theorem 1

This section is devoted to the proof of Theorem 1. The prove is using the theory of subanalytic sets, and for the sake of completeness we begin our exposition with a brief reminder of some definitions and facts from this theory.

### 3.1 Subanalytic subsets of a real analytic manifold

All the facts expounded in this section are well-known. During our exposition we mostly follow Sections 2 and 3 from the paper [1].

Let $M$ be a real analytic manifold and $\mathcal{O}_M$ denote the sheaf of real analytic functions on $M$, that is, for any open $U \subset M$ the set $\mathcal{O}_M(U)$ is the space of real analytic functions defined on $U$. We introduce the following definitions:

1. A subset $A \subset M$ is called an analytic submanifold if for any $p \in A$ there exists a neighborhood $U \subset M$ of $p$ in $A$ such that either $A \cap U = U$, or there exist a finite collection $f_1, f_2, \ldots, f_k \in \mathcal{O}_M(U)$ such that $A \cap U$ is the set of common zeros of $f_1, \ldots, f_k$ and for any $x \in A \cap U$ the gradients $\nabla f_1(x), \ldots, \nabla f_k(x)$ are linearly independent.

2. A subset $A \subset M$ is called analytic if for any $p \in M$ there exists a neighborhood $U$ of $p$ such that either $A \cap U = U$, or there exists a finite set of functions $f_1, \ldots, f_k \in \mathcal{O}_M(U)$ such that $A \cap U$ is the set of common zeros of $f_1, \ldots, f_k$. Note that we require this property for all $p \in M$, not only for $p \in A$.

3. A subset $A \subset M$ is called semianalytic if for any point $p \in M$ there exists a neighborhood $U \subset M$ and a finite number of subsets $A_{i,j} \subset U$ such that $A \cap U = \cup_i \cap_j A_{i,j}$ and each $A_{i,j}$ is of the form $\{ f > 0 \}$ or $\{ f = 0 \}$ for some $f \in \mathcal{O}_M(U)$. A semianalytic subset $A$ is called smooth if it is an analytic submanifold.

The following lemma follows from [1] Proposition 2.10:

**Lemma 4.** Let $M$ be a real analytic manifold, $A \subset M$ be a semianalytic subset and $p \in M$ be an arbitrary point. Then there exists a neighborhood $U \subset M$ of $p$ and a finite collection of disjoint subsets $A_1, A_2, \ldots, A_k \subset U$ such that

1. each of $A_1, \ldots, A_k$ is a semianalytic subset of $U$ and an analytic submanifold of $M$, and
2. \( A \cap U \) is a disjoint union of \( A_1, \ldots, A_k \).

Semianalytic sets admit many properties similar to those of semialgebraic sets (i.e. those given by polynomial inequalities), but the theories are not identical. An important difference is that images of semianalytic sets under proper maps are not necessary semianalytic (see [1, Example 2.14]), while for semialgebraic sets this is always true. This motivates the following definition:

**Definition 1.** A subset \( X \subset M \) is called subanalytic if for any \( p \in M \) there is a neighborhood \( U \) of \( p \), an analytic manifold \( N \) and a relatively compact semianalytic subset \( A \subset M \times N \) such that \( X \cap U = \pi(A) \), where \( \pi \) is the projection on \( M \).

The following lemma follows immediately from this definition:

**Lemma 5.** Let \( N, M \) be two analytic manifolds and \( f : N \to M \) be an analytic map. Assume that \( A \subset N \) is semianalytic and \( f \) restricted to the closure of \( A \) is proper. Then \( f(A) \) is a subanalytic subset of \( M \).

**Proof.** Let \( \Gamma_f \subset M \times N \) be the graph of the mapping \( f \). The graph is an analytic subset of \( \Gamma_f \subset M \times N \) since \( f \) is analytic. Let \( p \in M \) and \( U \subset M \) be its relatively compact semianalytic neighborhood. Define \( B = (U \times A) \cap \Gamma_f \subset M \times N \), then \( B \) is semianalytic and relatively compact since since \( f \) restricted to the closure of \( A \) is proper. We have \( f(A) \cap U = \pi(B) \), where \( \pi \) is the projection on \( M \). Since \( p \) were arbitrary, we conclude that \( f(A) \) is subanalytic.

Subanalytic sets, although not being semianalytic in general, still have a lot of nice properties. Direct products, finite intersections and unions, closures, complements and, thus, interiors of subanalytic sets are still subanalytic (see [1, Chapter 3]). The following lemma describes a local structure of subanalytic sets, see [1, Lemma 3.4]):

**Lemma 6.** Let \( N, M \) be analytic manifolds and \( A \subset N \times M \) be a relatively compact semianalytic subset. Then there exists a finite collection of smooth connected semianalytic subsets \( A_1, \ldots, A_k \subset N \times M \) such that

1. \( A = \bigcup_{j=1}^{k} A_j \),

2. for any \( j \) the rank of \( d\pi \) on \( T_x A_j \) does not depend on \( x \in A_j \).

From this lemma we get an immediate corollary:

**Corollary 2.** Let \( M \) be an analytic manifold and \( X \subset M \) be a subanalytic subset. Then there exists a countable collection of connected analytic submanifolds \( X_1, X_2, X_3, \ldots \) of \( M \) such that \( X = X_1 \cup X_2 \cup X_3 \cup \ldots \).

**Proof.** Since the topology of \( M \) has a countable base, it is enough to prove the statement of the corollary locally. Passing to a neighborhood of some point if necessary we can assume that there is a relatively compact semianalytic subset \( A \subset M \times N \) for some real analytic manifold \( N \) such that \( X = \pi(A) \). Let \( A_1, \ldots, A_k \subset M \times N \) be such in Lemma 6. For each \( j = 1, \ldots, k \) there is a countable collection of open subsets \( U_{j1}, U_{j2}, \ldots \) of \( M \times N \) covering \( A_j \) and such that \( \pi(U_{ji} \cap A_j) \) is a connected analytic submanifold of \( M \). Then we have

\[
X = \pi(A) = \bigcup_{j=1}^{k} \bigcup_{i \geq 1} \pi(U_{ji} \cap A_j).
\]

For a technical reason we need to introduce the notion of a fiber product. Let \( X, Y, U \) be some sets and \( f : X \to U, g : Y \to U \) be some maps between these sets. Then

\[
X \times_{f=g} Y = \{(x, y) \in X \times Y \mid f(x) = g(y)\}.
\]

(1)

Note that we have a natural projection \( X \times_{f=g} Y \to U \) which sends \( (x, y) \) to \( f(x) \).

**Lemma 7.** Assume that \( M, N, U \) are real analytic manifolds and \( f : M \to U \) and \( g : N \to U \) are analytic maps. Let \( X \subset M \) and \( Y \subset N \) be sub- or semianalytic subsets. Then \( X \times_{f=g} Y \) is a sub- or semianalytic subset of \( M \times_{f=g} N \) respectively.

**Proof.** Follows immediately from definitions. Indeed, \( X \times_{f=g} Y \) is the intersection of the sub- or semianalytic set \( X \times Y \) and the subset \( \{(x, y) \in M \times N \mid f(x) = g(y)\} \) inside \( M \times N \), hence is sub- or semianalytic respectively.
3.2 Proof of Theorem 1

In this section we prove Theorem 1. Recall that a number \( n \geq 4 \) of terminals is fixed and \( P_2 \) is equal to \((\mathbb{R}^2)^n\) with diagonals removed. Denote the subset of ambiguous configurations by \( A \). Let also \( A_{non\text{-}generic} \) denote the set of all configurations admitting non-generic Steiner tree. Recall that \( \dim A_{non\text{-}generic} = 2n - 2 \) by Observation 4.

We begin with the following lemma.

Lemma 8. The Hausdorff dimension of \( A \) is at least \( 2n - 1 \).

Proof. Let \( T_1, \ldots, T_N \) be all possible full topologies on \( n \) points and \( V(T_j) \) denotes the set of vertices of \( T_j \). Given a map \( f : V(T_j) \to \mathbb{R}^2 \), let \( L(f) \) the total length of the segments connecting \( f(V(T_j)) \) accordingly to topology \( T_j \) (note that we do not claim any restrictions, in particular absence of cycles or local minimality), i.e.

\[
L(f) = \sum_{vw \text{ is an edge of } T_j} |f(v) - f(w)|.
\]

As it follows from Proposition 2 for any \( P \in \mathbb{P}_2 \) and \( j = 1, \ldots, N \) there exists precisely one map \( f : V(T_j) \to \mathbb{R}^2 \) which maps the terminals of \( T_j \) to the points from \( P \) keeping the enumeration and which minimize \( L(f) \) among all such maps. Set \( L_j(P) = L(f) \) in this case. Note that \( L_j \) is a continuous function on \( \mathbb{P}_2 \). Define

\[
B_j = \{ P \in \mathbb{P}_2 \mid L_j(P) < L_i(P) \forall i \neq j \}.
\]

It follows that \( B_j \)'s are open and disjoint sets. We also have \( B_j \neq \emptyset \); indeed, by Corollary 1 each \( T_j \) is the topology of some Steiner tree which is unique. Note that \( A = \mathbb{P}_2 \setminus (\bigcup_{j=1}^N B_j) \subset A_{\text{non\text{-}generic}} \) by Observation 4. The lemma now follows from \( \dim A_{\text{non\text{-}generic}} = \dim \mathbb{R}^{2n} - \mathbb{P}_2 = 2n - 2 \) and Lemma 9.

Lemma 9. Assume that \( N \geq 2, m \geq 1 \) and \( B_1, \ldots, B_N \subset \mathbb{R}^m \) are non-empty disjoint open sets. Put \( A = \mathbb{R}^m \setminus (\bigcup_{j=1}^N B_j) \). Then \( \dim A \geq m - 1 \), where \( \dim \) is the Hausdorff dimension.

Proof. Let \( P_1, P_2, \ldots, P_N \) be such that \( P_1 \in \bigcup_{j=1}^N B_j \) and \( P_2 \in B_2 \). Let \( l \) be the line passing through these points and \( V \subset \mathbb{R}^m \) be the orthogonal subspace of codimension 1 orthogonal to \( l \). Let \( \pi : \mathbb{R}^m \to V \) be the orthogonal projection. Note that \( v \in \pi(A) \) if and only if the line \( \pi^{-1}(v) \) intersects \( A \). In particular, \( v_0 = \pi(l) \in \pi(A) \) and moreover there exists \( \varepsilon > 0 \) such that \( v \in \pi(A) \) if \( |v - v_0| \leq \varepsilon \) since \( B_1, B_2 \) are open. It follows that \( \pi(A) \) has a non-empty interior as a subset of \( V \) and \( \dim \pi(A) = m - 1 \). Since \( \pi \) is 1-Lipschitz, it implies that \( \dim A \geq m - 1 \).

The converse estimate \( \dim A \leq 2n - 1 \) is more involved and requires some additional constructions. Let \( T \) be some (not necessary full or generic) topology with \( n \) terminals. Enumerate the Steiner points of \( T \) arbitrary, let \( k \) be the total amount of them. Given \((P, q) = (p_1, \ldots, p_n, q_1, \ldots, q_k) \in \mathbb{P}_2 \times (\mathbb{R}^2)^k \), we can identify the corresponding points on the plane with the vertices of \( T \) following the enumeration and connect a pair of corresponding points by a straight segment for each edge of \( T \). Thus, any such \((P, q)\) defines a map \( T \) to the plane. Let \( \mathcal{R}_{\text{geoemb}}(T) \subset \mathbb{P}_2 \times (\mathbb{R}^2)^k \) be the following:

\[
\mathcal{R}_{\text{geoemb}}(T) = \{ (P, q) \in \mathbb{P}_2 \times (\mathbb{R}^2)^k \mid (P, q) \text{ defines an embedding of } T \}.
\]

Obviously, \( \mathcal{R}_{\text{geoemb}}(T) \) is an open subset of \( \mathbb{P}_2 \times (\mathbb{R}^2)^k \). Let \( L_T : \mathbb{P}_2 \times (\mathbb{R}^2)^k \to \mathbb{R} \) be the function that computes the length of the image of \( T \); note that \( L_T \) is real analytic on \( \mathcal{R}_{\text{geoemb}}(T) \) and continuous everywhere. Define

\[
\mathcal{R}_{\text{lencrit}}(T) = \{ (P, q) \in \mathcal{R}_{\text{geoemb}}(T) \mid \nabla q L_T(P, q) = 0 \},
\]

where \( \nabla q \) is the gradient with respect to the variable \( q \). Since \( L_T \) is real-analytic, \( \mathcal{R}_{\text{lencrit}}(T) \) is an analytic subset of \( \mathcal{R}_{\text{geoemb}}(T) \). We have the following lemma.

Lemma 10. The following statements hold:

1. Let \((P, q) \in \mathcal{R}_{\text{lencrit}}(T)\). Consider the function \( L_T(P, \cdot) \) as a continuous function from \((\mathbb{R}^2)^k \to \mathbb{R} \). Then \( q \) is the unique point of the global minimum of \( L_T(P, \cdot) \).

2. Let \( P_T : \mathcal{R}_{\text{geoemb}}(T) \to \mathbb{P}_2 \) be the projection. Then \( P_T \) restricted to \( \mathcal{R}_{\text{lencrit}}(T) \) is injective and the set \( P_T(\mathcal{R}_{\text{lencrit}}(T)) \) is open in \( \mathbb{P}_2 \).

Proof. Note that for any fixed \( P \) the function \( L_T(P, \cdot) \) is coercive on \((\mathbb{R}^2)^k \). It follows that for any \( P \) there is a point \( q(P) \in (\mathbb{R}^2)^k \) where \( L_T(P, \cdot) \) attains its global minimum. By Proposition 2 such a point is always unique and there are no other local minima of \( L_T(P, \cdot) \). In particular, the mapping \( P \mapsto q(P) \) is a well-defined mapping \( \mathbb{P}_2 \to (\mathbb{R}^2)^k \). From the continuity of \( L_T \) it follows that this mapping is continuous.
To prove the first item, it is enough to show that whenever \((P, q) \in R_{\text{lencrit}}(T)\), the value \(L_T(P, q)\) is a local minimum of \(L_T(P, \cdot)\). Let \(v_1, \ldots, v_n\) be the terminals of \(T\), let \(T_1, \ldots, T_l\) be the connected components of \(T \setminus \{v_1, \ldots, v_n\}\) containing Steiner points and let \(T_i\) be the closure of \(T_i\) in \(T\). Then each \(T_i\) is a full topology (with terminals being a subset of terminals of \(T\)). Let \(f : T \to \mathbb{R}^2\) be the embedding corresponding to \((P, q)\), then it is easy to see that the differential condition \(\nabla_q L_T(P, q) = 0\) is equivalent to the fact that \(f(T_i)\) is a locally minimal tree, which implies the statement.

For the second item, consider the mapping \(M : \mathbb{P}_2 \to \mathbb{P}_2 \times (\mathbb{R}^2)^k\) which sends \(P\) to \((P, q(P))\). Then \(M\) is continuous. But since \(P_T(R_{\text{lencrit}}(T)) = M^{-1}(R_{\text{geoemb}}(T))\) and \(R_{\text{geoemb}}(T)\) is open in \(\mathbb{P}_2 \times (\mathbb{R}^2)^k\), we conclude that \(R_{\text{lencrit}}(T)\) is open.

Recall that \(P_T : R_{\text{geoemb}}(T) \to \mathbb{P}_2\) is the projection. Given two topologies \(T_1, T_2\) with \(n\) labelled vertices, define
\[
\mathcal{A}_{T_1, T_2} = \{P \in P_{T_1}(R_{\text{lencrit}}(T_1)) \cap P_{T_2}(R_{\text{lencrit}}(T_2)) \mid L_{T_1}(P, q_1) = L_{T_2}(P, q_2), \text{ where } (P, q_1) \in R_{\text{lencrit}}(T_1)\}.
\]

In the next lemma we will use the notion of a subanalytic subset introduced in Section [6].

**Lemma 11.** Let \(T_1 \neq T_2\) be two generic topologies with \(n\) terminals. Then there exists an open set \(U \subset \mathbb{P}_2\) such that \(\mathcal{A}_{T_1, T_2}\) is a subanalytic subset of \(U\). In particular, \(\mathcal{A}_{T_1, T_2}\) is a union of a countable collection of connected analytic submanifolds of \(U\).

**Proof.** Recall that for any \(T\) the map \(P_T : R_{\text{geoemb}}(T) \to \mathbb{P}_2\) is the projection. Define \(U = P_{T_1}(R_{\text{lencrit}}(T_1)) \cap P_{T_2}(R_{\text{lencrit}}(T_2))\). By Lemma [10] we have that \(U\) is an open subset of \(\mathbb{P}_2\), and we have \(\mathcal{A}_{T_1, T_2} \subset U\) by the definition of \(\mathcal{A}_{T_1, T_2}\).

Introduce the temporary notation \(R_{\text{lencrit}}(T_1)U = R_{\text{lencrit}}(T_1) \cap P_{T_1}^{-1}(U)\) and \(R_{\text{geoemb}}(T_1)U = R_{\text{geoemb}}(T_1) \cap P_{T_1}^{-1}(U)\) for simplicity. Recall the definition of a fiber product introduces in [1]. As we can see from the definition,
\[
R_{\text{geoemb}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U \subset U \times (\mathbb{R}^2)^{k_1} \times (\mathbb{R}^2)^{k_2}
\]
is an open subset, where \(k_i\) is the number of Steiner points of \(T_i\) and we identify \(U \times (\mathbb{R}^2)^{k_1} \times (\mathbb{R}^2)^{k_2}\) with \((U \times (\mathbb{R}^2)^{k_1}) \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U\). Therefore \(R_{\text{geoemb}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U\) is a real analytic submanifold of \(R_{\text{geoemb}}(T_1)U \times R_{\text{geoemb}}(T_2)U\). The set \(R_{\text{lencrit}}(T_1)U\) is an analytic subset of \(R_{\text{geoemb}}(T_1)U\), hence by Lemma [7] \(R_{\text{lencrit}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U\) is an analytic subset of \(R_{\text{geoemb}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U\). Define now
\[
\mathcal{R} = \{(P, q_1, q_2) \in R_{\text{geoemb}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U \mid L_{T_1}(P, q_1) = L_{T_2}(P, q_2)\}.
\]
Then \(\mathcal{R}\) is an analytic subset of \(R_{\text{geoemb}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U\). Denote by \(\pi : R_{\text{geoemb}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U \to U\). Then we have
\[
\mathcal{A}_{T_1, T_2} = \pi\left(\mathcal{R} \cap \left(R_{\text{lencrit}}(T_1)U \times_{P_{T_1}} R_{\text{geoemb}}(T_2)U\right)\right).
\]
It follows from Lemma [5] that \(\mathcal{A}_{T_1, T_2}\) is a subanalytic subset of \(U\).

The last assertion of the lemma follows from Corollary [2].
Given a point \( v \) from \( P \) and an oriented edge \( \vec{e} \) of \( S_1(P) \) emanating from \( v \) in \( S_1(P) \) denote by \( \eta(v, \vec{e}) \in \mathbb{R}^2 \) the unit vector in \( \mathbb{R}^2 \) codirected with \( \vec{e} \). Set

\[
\eta(v) = \sum_{\vec{e} \in E(S_1(P)) : o(\vec{e}) = v} \eta(v, \vec{e});
\]

note that the sum consists of one or two elements for each \( v \) since all terminal vertices have degrees 1 or 2. A direct computation using angle condition at Steiner points of \( S_1(P) \) shows that for any \( \mu \in (\mathbb{R}^2)^n \) the derivative in the direction \( \mu \) of \( L_{T_1}(P,q_i(P)) \) is given by

\[
\frac{\partial}{\partial \mu} L_{T_1}(P,q_i(P)) = -\sum_{j=1}^n \eta(v_j) \cdot \mu_j,
\]

where \( v_j \) is the \( j \)-th terminal. Since \( L_{T_1}(\cdot, q_1(\cdot)) \) and \( L_{T_2}(\cdot, q_2(\cdot)) \) are equal in a neighborhood of \( P \), we conclude that \( \eta(v_j) = \eta_2(v_j) \) for any \( j = 1, \ldots, n \). If \( \deg_{S_1(P)} v_j = \deg_{S_2(P)} v_j = 1 \), then this means that \( S_1(P) \) and \( S_2(P) \) are codirected at \( v_j \). Assume that \( \deg_{S_1(P)} v_j = 2 \); then \( |\eta_1(v_j)| \neq 1 \) since the angle between the two edges emanating from \( v_j \) is not equal to \( 2\pi/3 \) by our assumption. From this inequality and the equality \( \eta_1(v_j) = \eta_2(v_j) \) we find that \( \deg_{S_2(P)} v_j = 2 \) also. Further, we have \( \eta_1(v_j) \neq 0 \) since the angle between the two edges emanating from \( v_j \) is not equal to \( \pi \) by our assumption. As a consequence, there is only one unordered pair of unit vectors \( (\mu_+, \mu_-) \) such that \( \eta_1(v_j) = \mu_+ + \mu_- \), hence the pair of edges emanating from \( v_j \) in both \( S_1(P) \) and \( S_2(P) \) must have these directions, so that \( S_1(P) \) and \( S_2(P) \) are codirected at \( v_j \). We conclude that \( S_1(P) \) and \( S_2(P) \) are codirected at all terminals.

Let us now formulate the following theorem of Oblakov:

**Theorem 7** (Oblakov [10]). Assume that \( S_1 \) and \( S_2 \) are two locally minimal trees connecting the same set of terminals \( P \in \mathbb{P}_2 \) and codirected at this set. Then \( S_1 \) and \( S_2 \) coincide.

Given two generic topologies \( T_1 \) and \( T_2 \) with \( n \) terminals and \( P \in A_{T_1,T_2} \), denote by \( S_1(P) \) and \( S_2(P) \) the embeddings of \( T_1 \) and \( T_2 \) as in the lemma above. Define

\[
A^\text{min}_{T_1,T_2} = \{ P \in A_{T_1,T_2} \mid S_1(P) \text{ and } S_2(P) \text{ are both locally minimal trees} \}.
\]

We have the following

**Corollary 3.** Let \( T_1 \neq T_2 \) be two generic topologies with \( n \) terminals. Then we have

\[
\text{Int}(A_{T_1,T_2}) \cap A^\text{min}_{T_1,T_2} = \emptyset,
\]

where \( \text{Int} \) stays for the interior in \( \mathbb{P}_2 \).

**Proof.** Follows from Lemma [24] and Theorem [7] \( \Box \)

**Lemma 13.** We have

\[
A \subset \bigcup_{T_1 \neq T_2} A^\text{min}_{T_1,T_2} \cup \{ P \in \mathbb{P}_2 \mid \text{there is a Steiner tree for } P \text{ with a non-generic topology} \}.
\]

**Proof.** Let \( P \in A \), then \( P \) is connected by two Steiner trees \( S_1 \) and \( S_2 \). If both \( S_1 \) and \( S_2 \) have the same topology \( T \), then we get the contradiction with Lemma [10]. Thus the topologies of \( S_1 \) and \( S_2 \) are different and the lemma follows. \( \Box \)

We can now proof Theorem [11]

**Proof of Theorem 7**. By Lemma [8] the dimension of the set \( A \) of ambiguous configurations is at least \( 2n - 1 \). Therefore, by Lemma [13] and Observation [11] (iv), we have

\[
\dim A \leq \max\{\dim A^\text{min}_{T_1,T_2} \mid T_1 \neq T_2, T_1, T_2 \text{ - generic} \}.
\]

Let two generic topologies \( T_1 \neq T_2 \) be fixed. Let \( P \in A^\text{min}_{T_1,T_2} \). By Lemma [11] we have \( A_{T_1,T_2} = X_1 \cup X_2 \cup \ldots \), where \( X_1, X_2, \ldots \) are connected analytic submanifolds of an open subset \( U \subset \mathbb{P}_2 \). Therefore, by Corollary [3]

\[
A^\text{min}_{T_1,T_2} \subset \bigcup_{i : \dim X_i \leq 2n-1} X_i.
\]

It follows that \( \dim A^\text{min}_{T_1,T_2} \leq 2n - 1 \). Since \( T_1, T_2 \) were arbitrary, we conclude that \( \dim A \leq 2n - 1 \). \( \Box \)
Remark 2. A reasonable question would be if the dimension of the whole $\mathcal{A}_{T_1,T_2}$ (not only $\mathcal{A}_{T_1,T_2}^{\min}$) is less or equal to $2n - 1$. We claim that it can be proven in the similar way we prove it for $\mathcal{A}_{T_1,T_2}^{\min}$. Indeed, due to Lemma 17 it is enough to prove that the interior of $\mathcal{A}_{T_1,T_2}$ is empty. If $P \in \text{Int} \mathcal{A}_{T_1,T_2}$ and $S_1(P)$ and $S_2(P)$ are the corresponding embeddings of $T_1,T_2$, then by Lemma 18 trees $S_1(P)$ and $S_2(P)$ are codirected. Our claim is now that Theorem 7 can still be applied in this case to say that $S_1(P)$ and $S_2(P)$ coincide. Note that $S_1(P)$ and $S_2(P)$ are non necessary locally minimal networks as we allow them to have angles less than $\frac{2\pi}{3}$ at terminals of degree 2. Nevertheless, the proof of Theorem 7 given by Oblakov [10] still applies to this case.

4 Steiner trees in real analytic Riemannian manifolds

A question on the uniqueness of Steiner trees in a Riemannian manifold was raised in [4].

We should not expect that Theorem 4 can be directly generalized to the case when $\mathbb{R}^2$ is replaced with an arbitrary manifold $M$ (cf. Section 3.3). Nevertheless, if $M$ is a real analytic manifold, then we still can expect that the set of ambiguous configurations of terminals either has a non-empty interior, or dimension strictly less than the set of all configurations of terminals.

The aim of this section is to build a similar framework to the one used in the proof of Theorem 1 in Section 3.2 in the case of arbitrary real analytic manifold $M$. Using this framework we reduce the alternative stated above to Conjecture 1 about analytic sets.

4.1 Realization space $\mathcal{R}_{geoemb}$ for an arbitrary metric space

Let us begin with rephrasing Problem 1 with an arbitrary proper metric space $M$ instead of $\mathbb{R}^d$.

Problem 2. Let $M$ be a metric space. For a given finite set $Q = \{p_1, \ldots, p_n\} \subset M$ find a connected set $St$ with minimal length (one-dimensional Hausdorff measure containing $Q$).

Due to the following theorem solutions to Problem 2 still lie among geodesically embedded trees:

Theorem 8 (Paolini–Stepanov, [7]). Assume that $M$ is proper (i.e. all closed balls in $M$ are compact) and connected. Then a solution of Problem 2 exists. Moreover, for any solution $St(Q)$ the following statements hold:

(i) $St$ is compact;

(ii) $St$ contains no closed loops (homeomorphic images of $S^1$);

(iii) $St \setminus Q$ has a finite number of connected components, each component has strictly positive length, and the closure of each component is a finite geodesic embedded graph with endpoints in $Q$;

(iv) the closure of every connected component of $St \setminus Q$ is a topological tree with endpoints in $Q$, and all the branching points having finite degree.

This theorem motivates the following definition. Given a positive integer $n$ and a topology $T$, define

$$\mathcal{R}_{geoemb}(T) = \{f : T \to M \mid f \text{ is an embedding which maps all edges to (shortest) geodesics}\}/\sim,$$

where $f_1 \sim f_2$ if and only if $f_1(v) = f_2(v)$ for any labelled vertex $v$ and $f_1(T) = f_2(T)$ as subsets of $M$. Note that this $\mathcal{R}_{geoemb}(T)$ is a straightforward generalization of $\mathcal{R}_{geoemb}(T)$ introduces in Section 3.2. Let $K(M)$ be the set of all compact subsets of $M$ endowed with the Hausdorff metric. Introduce two maps: first, $\mathcal{R}_{geoemb}(T) \to K(M)$ which maps $f$ to $f(T)$, second, $Pr : \mathcal{R}_{geoemb}(T) \to M^n$ which sends $f$ to the collection $(f(v_1), \ldots, f(v_n))$ of images of $n$ terminals. The topology on $\mathcal{R}_{geoemb}(T)$ is defined to be the pullback of the product topology under the map $\mathcal{R}_{geoemb}(T) \to K(M) \times M^n$ given by the two maps above (the map $Pr$ is added to keep track of the enumeration of terminals).

4.2 Manifold structure on $\mathcal{R}_{geoemb}$

Let us now assume that $M$ is a connected real analytic manifold with a Riemannian metric $d$ which depends analytically on the point of $M$. We define the intrinsic metric $d_{in}$ on $M$ as usual; note that $(M, d_{in})$ is a proper metric space. Given a point $p$, denote by $exp_p$ the exponential map defined with respect to $d$; since we have not required $(M, d_{in})$ to be complete, $exp_p$ is defined only for an open subset of the tangent space $T_p M$. Set

$$\widehat{\mathcal{R}}_p \mathcal{M} = \{w \in T_p M \mid w \neq 0 \text{ and } exp_p(w) \text{ is defined}\}.$$

Denote by $TM$ the tangent bundle of the manifold $M$. Elements of $TM$ are parameterized by pairs $(p, w)$ where $p \in M$ and $w \in T_p M$. Let $\mathcal{C} TM \subset TM$ be the union of $\widehat{\mathcal{R}}_p \mathcal{M}$ over all $p \in M$. Then $\mathcal{C} TM$ is an open subset of $TM$. 
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and \( \exp : \overline{T M} \to T M \), given by \( (p, w) \mapsto (\exp_p(w), d \exp_p(w)) \) on each fiber, is a real analytic map mapping \( T M \) onto its image in \( T M \) diffeomorphically (see \([3]\) Section 8)). Moreover, this diffeomorphism is analytic at any point.

Let us show that for any topology \( T \) the set \( \mathcal{R}_{\text{geoemb}}(T) \) has a natural structure of an analytic manifold. Let \( e_1, \ldots, e_m \) be the edges of \( T \) and \( \vartheta \) be an arbitrary orientation on edges of \( T \). Define the map \( \varphi_\vartheta : \mathcal{R}_{\text{geoemb}}(T) \to (\overline{T M})^m \) by
\[
\varphi_\vartheta(f) = ((f(o(e_1)), w_1), \ldots, (f(o(e_m)), w_m)) \in (\overline{T M})^m,
\]
where \( o(e_k) \) is the origin of \( e_k \) oriented according to \( \vartheta \) and \( w_k \) is the tangent vector at \( o(e_k) \) such that the geodesic \( f(e_k) \) is given by \( \{\exp_{o(e_k)}(tw_k)\}_{0 \leq t \leq 1} \).

**Lemma 14.** The following statements hold true:

(i) For any orientation \( \vartheta \), the map \( \varphi_\vartheta \) is a homeomorphism between \( \mathcal{R}_{\text{geoemb}}(T) \) and a smooth real analytic submanifold \( U_\vartheta \subset (\overline{T M})^m \) of dimension \( (m + 1) \cdot \dim M \).

(ii) The morphism \( P_T \circ \varphi_\vartheta^{-1} : U_\vartheta \to \mathbb{R}^n \) is analytic.

(iii) Given two orientations \( \vartheta_1, \vartheta_2 \), the map \( \varphi_{\vartheta_2} \circ \varphi_{\vartheta_1}^{-1} : U_{\vartheta_1} \to U_{\vartheta_2} \) is analytic.

**Proof.** We first prove (i). Note that \( \varphi_\vartheta \) is injective. Let us show now that \( U_\vartheta = f(\mathcal{R}_{\text{geoemb}}(T)) \) is a real analytic submanifold. In fact we have
\[
U_\vartheta = \{(x_1, w_1), \ldots, (x_m, w_m) \in (\overline{T M})^m \mid \exp_{x_j}(w_i) = x_j \text{ if } x_j = \text{tail}(e_i), \ x_i = x_j \text{ if } o(e_i) = o(e_j)\}, \tag{3}
\]
where \( \text{tail}(e_i) \) is the tail of \( e_i \) oriented according to \( \vartheta \). It follows that \( U_\vartheta \) is an analytic subset of \( (\overline{T M})^m \). The smoothness easily follows from the fact that \( \exp \) is a diffeomorphism.

Finally, we have that the inverse mapping \( \varphi_\vartheta^{-1} : U_\vartheta \to \mathcal{R}_{\text{geoemb}}(T) \) is continuous because \( \exp \) is continuous. We conclude that \( \varphi_\vartheta \) is continuous because \( U_\vartheta \) is locally compact. The items (ii) and (iii) follows easily from that fact that \( \exp \) is analytic. \( \Box \)

From Lemma 14 we see that \( \mathcal{R}_{\text{geoemb}}(T) \) has a natural structure of a real analytic manifold.

**Lemma 15.** The map \( P_T : \mathcal{R}_{\text{geoemb}}(T) \to \mathbb{R}^n \) is analytic and \( P_T(\mathcal{R}_{\text{geoemb}}(T)) \) is open in \( \mathbb{R}^n \). The differential \( dP \) has the maximal rank at any point. In particular, the fiber of \( P \) is smooth and has the dimension \( \dim \mathcal{R}_{\text{geoemb}}(T) = n \dim M \).

**Proof.** Choose an arbitrary orientation \( \vartheta \) on the edges of \( T \) having the property that any terminal is an origin of some edge. The lemma now follows from Lemma 14 and the description (3) of \( U_\vartheta \). \( \Box \)

### 4.3 The subvariety \( \mathcal{R}_{\text{locmin}} \) of \( \mathcal{R}_{\text{geoemb}} \)

Define the length function \( L_T : \mathcal{R}_{\text{geoemb}}(T) \to \mathbb{R} \) by
\[
L_T(f) = \mathcal{H}^1(f(T)).
\]
Let \( \mathcal{R}_{\text{locmin}}(T) \subset \mathcal{R}_{\text{geoemb}}(T) \) be the subset given by
\[
\mathcal{R}_{\text{locmin}}(T) = \{f \in \mathcal{R}_{\text{geoemb}}(T) \mid f \text{ is a local minimum of } L_T \text{ on the set } P_T^{-1}(P_T(f))\}.
\]
Note that, given the orientation \( \vartheta \) on the edges of \( T \) we have
\[
L \circ \varphi_\vartheta^{-1}((x_1, w_1), \ldots, (x_m, w_m)) = |w_1| + \cdots + |w_m|
\]
(cf. Lemma 14), hence \( L_T \) is an analytic function on \( \mathcal{R}_{\text{geoemb}}(T) \). Recall that due to Lemma 15, the fibers of \( P_T \) are smooth. Define the vertical gradient of the function \( L_T \) at a point \( f \in \mathcal{R}_{\text{geoemb}}(T) \) to be the restriction of \( \nabla L_T \) to the tangent space to the fiber \( P_T^{-1}(P_T(f)) \) of \( P_T \) over \( f \). Define
\[
\mathcal{R}_{\text{lencrit}}(T) = \{f \in \mathcal{R}_{\text{geoemb}} \mid \text{vertical gradient of } L_T \text{ at } f \text{ is zero}\}.
\]
Clearly, \( \mathcal{R}_{\text{locmin}}(T) \subset \mathcal{R}_{\text{lencrit}}(T) \); note that if \( M = \mathbb{R}^2 \) with the Euclidean metric, then the converse inclusion is also true, but in general we do not have equality between these two sets. We expect nevertheless that \( \mathcal{R}_{\text{locmin}}(T) \) is a subanalytic subset of \( \mathcal{R}_{\text{geoemb}}(T) \). By Lemma 15 this statement would immediately follow from the following assertion:
Conjecture 1. Assume that $U \subset \mathbb{R}^m$ and $V \subset \mathbb{R}^k$ are open subsets, $f : U \times V \to \mathbb{R}$ is real analytic. Put
\[ A = \{(x, y) \in U \times V \mid x \text{ is a local minimum for } f(\cdot, y) \text{ on } U, \text{ if } y \text{ is fixed}\}. \]
Then $A$ is a semianalytic subset of $U \times V$.

Assume that for any $T$ the set $\mathcal{R}_{\text{locmin}}(T)$ is subanalytic for a moment. In this case we immediately have the following

Proposition 3. Let $T_1, T_2$ be two topologies with $n$ terminals and assume that
\[ A_{T_1, T_2} = \{ P \in M^n \mid \exists f_1 \in \mathcal{R}_{\text{locmin}}(T_1), f_2 \in \mathcal{R}_{\text{locmin}}(T_2) : P_{T_1}(f_1) = P_{T_2}(f_2) = P \text{ and } L_{T_1}(f_1) = L_{T_2}(f_2) \}, \]
Then either $A_{T_1, T_2}$ has non-empty interior, or the Hausdorff dimension of $A_{T_1, T_2}$ is strictly less than $n \dim M$.

Note that both alternatives in Proposition 3 can occur, see Section 4.4.

Proof. The proof essentially follows proof of Lemma 11. We consider the fiber product $\mathcal{R}_{\text{locmin}}(T_1) \times_{\mathcal{R}_{\text{locmin}}(T_2)} \mathcal{R}_{\text{locmin}}(T_2)$ which is subanalytic due to Lemma 4. Inside $\mathcal{R}_{\text{locmin}}(T_1) \times_{\mathcal{R}_{\text{locmin}}(T_2)} \mathcal{R}_{\text{locmin}}(T_2)$ we consider the set $A_{T_1, T_2}$ cut out by the equation $L_{T_1}(f_1) = L_{T_2}(f_2)$. Then $A_{T_1, T_2}$ is subanalytic and $A_{T_1, T_2} = P(\mathcal{A}_{T_1, T_2})$, where $P = P_{T_2} : \mathcal{R}_{\text{locmin}}(T_1) \times_{\mathcal{R}_{\text{locmin}}(T_2)} \mathcal{R}_{\text{locmin}}(T_2) \to M^n$ is the projection. The proposition now follows from Corollary 2.

Let us finalize this section with a short discussion on Conjecture 1. Note that if $k = 0$ so that $V$ is just a point, then the statement in the conjecture is straightforward (see also 12 for much more general statement). Indeed, define first
\[ Z = \{ x \in U \mid \nabla f(x) = 0 \}, \]
Clearly, $A \subset Z$. Using [11, Proposition 2.10] we find that each $(x, y) \in U$ has a neighborhood $U'$ such that $Z \cap U' = Z_1 \cup \cdots \cup Z_k$ where each $Z_j$ is a connected semianalytic subset of $U'$ which is also an analytic submanifold of $U$. In particular, $f$ restricted to each $Z_j$ is a constant, say, $C_j$. Define
\[ B_j = \{ x \in U \mid f(x) < C_j \}. \]
Then $B_j$ is a semianalytic subset (as the closure of a semianalytic subset is semianalytic [11, Proposition 2.10]). We have
\[ A \cap U' = \bigcup_{j=1}^k (Z_j \setminus B_j). \]
Since $x$ was chosen arbitrary, this proves that $A$ is semianalytic.

With some more involved arguments using Weierstrass preparation theorem we can prove the conjecture when $\dim U = 1$ and $V$ is arbitrary, but the general case remains unclear to us.

4.4 Example of $A_{T_1, T_2}$ with non-empty interior

In this subsection we construct an example of a Riemann surface $M$ with a locally flat metric such that there exist two topologies $T_1, T_2$ on 8 terminals for which $A_{T_1, T_2}$ has non-empty interior (see Proposition 4 for the definition of $A_{T_1, T_2}$).

Let $T_1$ and $T_2$ be the two topologies introduced by Ivanov and Tuzhilin in [13, Fig. 1], see Figure 9. Let $T_1$ be the topology of the tree drawn by solid lines for certainty. We fix a set of terminals $x = (x_1, \ldots, x_8) \in \mathbb{P}_2$ and fix immersions $f_i : T_1 \to \mathbb{R}^2$ into plane as on Figure 10. Following [13] we have the following

Lemma 16. For any configuration $(\tilde{x}_1, \ldots, \tilde{x}_8)$ sufficiently close to $(x_1, \ldots, x_8)$ the corresponding immersions $f_1, f_2$ of the topologies $T_1, T_2$ realizing them as locally minimal trees are codirected and have the same length.

Proof. Follows immediately from Melzak algorithm. Note that being codirected at some point implies being codirected in a neighborhood, which in turn is equivalent to the equality of length (cf. Lemma 12).

Let
\[ T = T_1 \sqcup T_2 / \text{glued along terminal half-edges}, \]
i.e. we glue $T_1$ and $T_2$ along the portion of edges emanating from $x_1, \ldots, x_8$ which coincide on the picture (other intersection points on the picture are not glued). Let $f : T \to \mathbb{R}^2$ be the correspondind immersion.

Note that $T$ inherits a metric from $f(T)$: use Euclidean metric on $f(T)$ to measure distances along an edge of $T$, and use the inner metric to measure the distance between two arbitrary points.
Fix an $\varepsilon > 0$ and for each $t \in T$ define the surface $M_t$ to be a copy the $\varepsilon$-neighborhood of $f(t)$ in $\mathbb{R}^2$. The map $f$ extends to the embedding $F_t : M_t \to \mathbb{R}^2$. Given $t_1, t_2 \in T$ on the distance at most $10\varepsilon$ from each other, glue $M_{t_1}$ and $M_{t_2}$ such that $F_{t_1} = F_{t_2}$. As a result we obtain Riemann surface $M$ containing $T$, and an immersion $F : M \to \mathbb{R}^2$ such that the image $F(M)$ is the $\varepsilon$-neighborhood of $f(T)$. Note that $M$ is endowed with a locally flat metric for which $F$ is a local isometry.

Let $g_i : T_i \to M, i = 1, 2,$ be the natural maps. Note that $f_i = F \circ g_i$ and $g_i$ are injective. Denote by $X_1, \ldots, X_8 \in M$ the points such that $F(X_i) = x_i$. The following proposition is straightforward.

**Proposition 4.** Trees $g_1(T_1), g_2(T_2)$ are locally minimal on $M$ and $(g_1, g_2) \in \text{Int } A_{T_1, T_2}$.

We are not able to extend this example on minimal trees.
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Appendix

Proof of Lemma 4 We construct a map $F_i : PM_i \rightarrow PM_{i+1}$ for $i = 1, 2, 3$ (where we compute indices mod 3), and then show that the composition of these maps is identity.

Let $(T, \sigma) \in PM_1$ be given, let $N = |\hat{E}(T)|$. If $N = 0$, then we just take an empty $D$. Assume that $N > 0$. Define $\alpha : \hat{E}(T) \rightarrow \hat{E}(T)$ to be the involution reversing the orientation and set $\varphi = \alpha \circ \sigma$. It is easy to verify that $\varphi$ is a cyclic permutation of $\hat{E}(T)$. Set $f : \hat{E}(T) \rightarrow \partial D$ to be any bijection which respects the cyclic order imposed by $\varphi$. It is easy to check that $(T, [f])$ belongs to $PM_2$, thus we get the map $F_1$.

Let $(T, [f]) \in PM_2$ be given. If $T$ is one point, then we define $\iota$ arbitrary. Assume that $T$ has at least two vertices, let $N = |\hat{E}(T)|$ and $D$ be the regular $N$-gon. As above, let $\alpha : \hat{E}(T) \rightarrow \hat{E}(T)$ to be the involution reversing the orientation. Now, glue each edge $e \in \partial D$ with $f \circ \alpha \circ f^{-1}(e)$ in opposite direction. It is straightforward to see that in this way we get an oriented surface $S$ out of $D$, and a natural embedding $\iota$ of $T$ into $S$. Computing the Euler characteristic we find out that $S$ is a sphere and hence $\iota$ corresponds to a planar embedding of $T$. Set $F_2(T, [f]) = (T, [\iota])$ (where the topology on $T$ comes from $\iota$ naturally).

Let $(T, [\iota]) \in PM_3$ be given. If $T$ is one point, then we take $\sigma$ to be the only map between empty sets. Assume that $T$ has at least two vertices. Let $v$ be a vertex and $\hat{E}_v(T)$ be the set of oriented edges emanating from $v$. Then given $\tilde{e} \in \hat{E}_v(T)$ define $\sigma(\tilde{e})$ to be first edge in $\hat{E}_v(T)$ coming after $\tilde{e}$ when going around $\iota(v)$ in counterclockwise direction. Set $F_3(T, [\iota]) = (T, \sigma)$.

The fact that $F_3 \circ F_2 \circ F_1 = id$ is a simple exercise which we leave to the reader. Note that given a labelled tree $T$ the amount of all possible $\sigma$ such that $(T, \sigma) \in PM_1$, or $f$ such that $(T, [f]) \in PM_2$ is finite; this shows that $F_3$ is a bijection. On the other hand, the fact that the number of homotopy classes of embeddings $\iota$ for a given topology is finite is not obvious. Hence, at the moment we have only a right inverse for $F_3$. Let us sketch the construction the inverse map for $F_3$ to overcome this difficulty. Choose an embedding $\iota : T \rightarrow \mathbb{C}$ and consider the simply-connected surface $\hat{C} \setminus \iota(T)$, where $\hat{C}$ is the Riemann sphere. Let $\mathbb{D}$ be the unit disc and $\psi : \mathbb{D} \rightarrow \hat{C} \setminus \iota(T)$ be the uniformization map. One can show that $\psi$ extends to the boundary of $\mathbb{D}$ in a unique way such that $\psi : \partial \mathbb{D} \rightarrow \hat{C}$ is continuous. Moreover, each point of $\iota(T)$ corresponds to several prime ends of the domain $\hat{C} \setminus \iota(T)$ (see [19] Chapter 2); there are two prime ends for each inner point of an edge, and deg $v$ prime ends for each vertex $v$. Let $v_1, \ldots, v_N$ be all the preimages of vertices of $T$ on $\partial \mathbb{D}$, the count of the prime ends implies that $N = |\hat{E}(T)|$. Then $\mathbb{D}$ together with these points has the combinatorics of the regular $N$-gon, whence we get the morphism $f$ such that $(T, f) \in PM_2$. The fact that this construction inverses $F_3$ is straightforward.
Proof of Lemma 2. Let \((T, \sigma)\) be given and \(N = |\vec{E}(T)|\). Then the length of the word \(C(T, \sigma)\) is \(N\), hence \(C\) distinguishes pairs \((T, \sigma)\) with different cardinality \(N\) of the set of edges of the tree. We will show that \(C\) distinguishes different pairs with the same \(N\) by induction. If \(N = 0, 2, 4\), then there is nothing to prove, assume that \(N > 4\) and \(W = C(T, \sigma)\). We need to show that if \(W = C(T_1, \sigma_1)\), then \((T, \sigma) = (T_1, \sigma_1)\). Define

\[
I_1 = \{i \mid a_i \text{ occurs 1 time in } W\} \\
I_2 = \{i \mid a_i \text{ occurs 2 times in } W\}.
\]

We clearly have a bijection between the labels \(\{a_i \mid i \in I_1\}\) and \(\{a_i \mid i \in I_2\}\) and the vertices of degree 1 and 2 in \(T\) respectively, and the same for \(T_1\). Assume that we can find \(i \in I_1\) such that \(i + 1 \in I_2\) (here \(N + 1 = 1\)). Then consider the word \(W'\) obtained from \(W\) by removing \(a_i\) and \(a_{i+1}\). Then \(W' = C(T', \sigma')\), where \(T'\) is obtained from \(T\) by removing the edge \(a_i a_{i+1}\) and keeping all labels, and \(\sigma'\) is computed from \(\sigma\) in the natural way (note that \(T\) has at least one edge since we assume that \(N > 4\)). In the same time, \(W' = C(T'_1, \sigma'_1)\), where \((T'_1, \sigma'_1)\) is obtained from \((T_1, \sigma_1)\) in the same procedure. By the induction hypothesis \((T', \sigma') = (T'_1, \sigma'_1)\). From here, it is easy to see that \((T, \sigma) = (T_1, \sigma_1)\).

Assume now that for any \(i \in I_1\) we have \(i + 1 \notin I_2\). It follows that one can find \(i \in I_1\) such that \(i + 2 \in I_1\) also. Consider the word \(W'\) obtained from \(W\) by removing \(a_{i-1}, a_i, a_{i+1}\) and \(a_{i+3}\). This word corresponds to \(C(T', \sigma')\), where \(T'\) is obtained from \(T\) by removing two vertices \(a_i\) and \(a_{i+2}\) and labelling their common parent by \(a_{i+2}\) (note that their parent must have degree 3). Note that \(T'\) has at least one edge since \(N > 4\). Doing the same with \(T_1\) we again get two pairs \((T', \sigma')\) and \((T'_1, \sigma'_1)\) such that \(W' = C(T', \sigma') = C(T'_1, \sigma'_1)\), which implies that \((T', \sigma') = (T'_1, \sigma'_1)\) by the induction and, eventually, \((T, \sigma) = (T', \sigma')\).