GLOBAL SEMICLASSICAL LIMIT FROM HARTREE TO VLASOV EQUATION FOR CONCENTRATED INITIAL DATA

LAURENT LAFLECHE\textsuperscript{1,2}

Abstract. We prove a quantitative and global in time semiclassical limit from the Hartree to the Vlasov equation in the case of a singular interaction potential in dimension $d \geq 3$, including the case of a Coulomb singularity in dimension $d = 3$. This result holds for initial data concentrated enough in the sense that some space moments are initially sufficiently small. As an intermediate result, we also obtain quantitative bounds on the space and velocity moments of even order and the asymptotic behavior of the spatial density due to dispersion effects, uniform in the Planck constant $\hbar$.
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1. INTRODUCTION

The equation governing the dynamics of a large number of interacting particles of density $f = f(t, x, \xi)$ in the phase space is the Vlasov equation

\[(\text{Vlasov}) \quad \partial_t f + \xi \cdot \nabla_x f + E \cdot \nabla_\xi f = 0,\]
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where $E = -\nabla V$ is the force field corresponding to the mean field potential $V = V(x)$ given by

$$V = K * \rho_f = \int_{\mathbb{R}^d} K(x - y) \rho_f(y) \, dy,$$

where we denote by $\rho_f(x) := \int_{\mathbb{R}^d} f(x, v) \, dv$ the spatial density and by $K(x)$ the pair interaction potential between two particles at distance $|x|$.

The counterpart of the Vlasov equation in quantum mechanics is the Hartree equation

\begin{equation}
\tag{Hartree}
\ii \hbar \partial_t \rho = [H, \rho],
\end{equation}

where $\rho$ is a self-adjoint Hilbert-Schmidt operator called the density operator and the Hamiltonian is defined by

$$H = -\frac{\hbar^2}{2} \Delta + V.$$

In this formula, the potential is defined by $V = K * \rho$ where the spatial density $\rho$ is defined as the diagonal of the kernel $g(x, y)$ of the operator $\rho$, i.e. $\rho(x) = g(x, x)$.

In this paper, we study in a quantitative way the limit when $\hbar \to 0$ of the Hartree equation which is known to converge to the Vlasov equation. The question of the derivation of this equation from the quantum mechanics is a very active topic of research. Non-constructive results in weak topologies have indeed already been proved, including the case of Coulomb interactions, starting from the work of Lions and Paul [36] and Markowich and Mauser [39]. See also [32, 23, 31, 2, 1].

Some more precise quantitative results have also more recently been proved for smooth forces which are always at least Lipschitz in [6, 3, 4, 12, 26]. In [27], Golse and Paul introduce a pseudo-distance on the model of the Wasserstein-(Monge-Kantorovitch) between classical phase space densities and quantum density operators to get a rate of convergence for the semiclassical limit for Lipschitz forces. This strategy has been used in the recent paper [35] of the present author to extend this result to more singular interactions, but only up to a fixed time in the case of potentials with a strong singularity such as the Coulomb interaction.

We also mention the work of Porta et al [48] and Saffirio [50] about the question of the mean-field limit for the Schrödinger equation to the Hartree equation for Fermions since this limit is coupled with a semiclassical limit. Results are proved for the Coulomb interaction under assumptions of propagation of regularity along the Hartree dynamics which is still an open problem. Other results about the mean-field limit can be found in [10, 20, 9] where non-quantitative results are established for the Coulomb potential, and more precise limits can be found in [49, 47, 26, 40, 27, 29, 30] for Bosons and in [22, 21, 13, 11, 7, 45, 48, 44] for Fermions.

Here, we extends the results of [35] by proving a global in time semiclassical limit under a smallness condition of space moments. We first prove a global in time bound on some modified space moments, from which we obtain the propagation of space and velocity moments. The same kind of results were already known for $\hbar = 1$ (see Remark 1.4), and the main novelty is the fact that the bounds we prove are uniform in $\hbar$. The bound on the velocity is then sufficient to use the theory already used in the above mentioned paper to get a global $L^\infty$ bound on the spatial density and the quantitative semiclassical limit in the quantum Wasserstein pseudo-distance.
The fact that the time decay due to the dispersion properties gives global estimates for the Vlasov equation was already used in [8]. The modified space moments of order 2 are linked to a Lyapunov functional reminiscent of the conservation of energy, see [43, 19]. The propagation of modified space moments was investigated further in [16, 41, 42].

1.1. Main results. We adopt the same notational conventions as in [35]. In particular, $L^{p,\infty}$ denotes the weak Lebesgue spaces of functions on $\mathbb{R}^d$ and we define the quantum version of the phase space Lebesgue and weighted Lebesgue spaces as

$$L^p := \{ \rho \in \mathcal{B}(L^2), \| \rho \|_{L^p} := \mathcal{H}^{-d/p} \text{Tr}(|\rho|^p)^{1/p} < \infty \}$$

$$L^p_+ := \{ \rho \in L^p, \rho = \rho^* \geq 0 \}$$

$$L^p(m) := \{ \rho \in L^p, \rho m \in L^p \},$$

where $\mathcal{B}(L^2)$ denotes the set of bounded linear operators on $L^2$ and Tr denotes the trace. We also define the quantum probability measures by

$$\mathcal{P} := \{ \rho \in L^1_+, \text{Tr}(\rho) = 1 \}.$$

Moreover, in order to ensure well-posedness

We will denote by $p := -i\hbar \nabla$ the quantum impulse, which is an unbounded operator on $L^2$, and by $M_0$ the common total mass of the densities in both the quantum and the classical setting

$$M_0 := \text{Tr}(\rho) = \int_{\mathbb{R}^{2d}} f(t, x, v) \, dx \, dv.$$

Our first result states that if the spatial density is concentrated enough, then the Eulerian moments $\text{Tr}(|x - (p|^{n} \rho) \in L^{\infty}(\mathbb{R})$ are bounded globally in time.

**Theorem 1.** Let $d \geq 3$, $n \in 2\mathbb{N} \setminus \{0\}$, $r \in [1, \infty]$ and define $b_n := \frac{nr+d}{n+1}$. Assume

$$\nabla K \in L^{b,\infty} \text{ with } b \in \left( \max\left( \frac{d}{2}, b_4, b_n, \frac{d}{n+1} \right) \right),$$

and let $\rho$ be a solution of the Hartree equation with initial condition

$$\rho^{in} \in L^{r} \cap L^{1}_+(1 + |x|^n + |p|^n).$$

Then there exists an explicit constant $C > 0$ depending on $M_0$, Tr$(|p|^n \rho^{in})$, $\| \nabla K \|_{L^{b,\infty}}$, $\| \rho^{in} \|_{L^{r}}$ and not on $\hbar$, such that if

$$\text{Tr}(|x|^n \rho^{in}) < C,$$

then

$$\text{Tr}(|x - t p|^n \rho) \in L^{\infty}(\mathbb{R})$$

uniformly in $\hbar$.

**Remark 1.1.** The theorem applies in particular in the case of interaction kernels $K$ with a singularity like the Coulomb interaction. For example for any $\varepsilon > 0$

$$K(x) = \frac{\pm 1}{|x|} 1_{|x| \leq 1} + \frac{\pm 1}{|x|^{1+\varepsilon}} 1_{|x| > 1}.$$
An other interesting case of application is the case of the Yukawa potential that is commonly used as an approximation in the case when there are particles with positive and negative charge, and which is of the form

\[ K(x) = e^{-|x|/\lambda_D}, \]

where \( \lambda_D > 0 \) is the Debye length, which represents the characteristic size of the interaction.

**Remark 1.2.** An other good example of potentials verifying the assumptions of the theorem are potentials of the form

\[ (3) \quad K(x) = \pm \frac{1}{|x|^a}, \]

with \( a = \frac{d}{4} - 1 \in (1, \frac{d}{2}) \) when \( d = 3 \). In dimension \( d = 4, d = 5 \) and \( d \geq 6 \), one can even better take respectively \( a \in (1, \frac{d}{2}), a \in (1, \frac{16}{9}) \) and \( a \in (1, 2) \). Of course, regular potentials also enter the scope of this first theorem as long as they decay sufficiently at infinity, so that we can take for example

\[ K(x) = \pm \frac{1}{1 + |x|^a}, \]

for any \( a > 1 \).

**Remark 1.3.** Since \( \rho \in L^1_+ \), it is an Hilbert-Schmidt operator that can be written as an integral operator of kernel \( \rho(x, y) \) and it can also be diagonalized by the spectral theorem. Hence, we can write for any \( \varphi \in L^2 \)

\[ (4) \quad \rho \varphi(x) = \int_{\mathbb{R}^d} \rho(x, y) \varphi(y) \, dy = \sum_{j \in J} \lambda_j |\psi_j(x)|^2 \langle \psi_j | \varphi \rangle, \]

where \( (\psi_j)_{j \in J} \in (L^2)^J \) with \( J \subset \mathbb{N} \) is an orthogonal basis. The space density can then be written

\[ \rho(x) := \rho(x, x) = \sum_{j \in J} \lambda_j |\psi_j(x)|^2, \]

and the space moments

\[ \text{Tr}(|x|^n \rho) = \int_{\mathbb{R}^d} \rho(x) |x|^n \, dx. \]

For even integers \( n \in 2\mathbb{N} \), the velocity moments can be written

\[ (5) \quad \text{Tr}(|p|^n \rho) = h^n \sum_{j \in J} \lambda_j \int_{\mathbb{R}^d} |\nabla \hat{\varphi} \psi_j|^2. \]

**Remark 1.4.** Notice that the existence theory for both Hartree and Vlasov equations is already quite well understood, see for example [24, 25, 33, 14, 34, 15] for the Hartree equation and [37, 51, 46] for the Vlasov equation. For more singular potentials than the Coulomb potential, remark that by the real interpolation definition of Lorentz spaces, our hypothesis (1) on \( \nabla K \) implies

\[ \nabla K \in L^p + L^q \text{ for any } (p, q) \text{ such that } 0 < p < b < q < \infty, \]
where one can take $p = \frac{2d+8}{d+8}$ since $b > b_4$. Moreover, by Sobolev embeddings, since $b > \frac{d}{3}$,

$$K \in L^{r_0} + L^\infty$$

with $r_0 > \frac{d}{2}$.

and also with $r_0 > \frac{d+4}{4}$ when $d \geq 3$, since $b > b_4$. Therefore, our assumptions implies hypotheses (90) and (91) in [36] and so the existence of solutions for both equations. Remark that, as in our previous paper [35], we are not trying to prove here the propagation of regularity for $\psi$. In particular the global in time propagation for $\hbar = 1$ of the multi-Sobolev norms defined by Formula (5) is proved in [15, Appendix] in the case of the Coulomb potential, where they are denoted by $\|\Psi\|_{H^n(\lambda)}$ for $\Psi = (\psi_j)_{j \in J}$. The same analysis can be performed for our class of potentials.

Thus, since we assume initially bounded velocity moments of order $n \geq 2$, this implies that our solutions will always satisfy $\Psi \in L^\infty_{\text{loc}}((0,T),H^n(\lambda))$ but with a bound a priori not uniform in $\hbar$. Hence, the difficulty lies in the fact to obtain $\hbar$ independent bounds, which prevent for example to estimate separately each part of the commutator appearing in Hartree equation.

We can state the analogue of this theorem for solutions of the Vlasov equation

**Proposition 1.1.** Let $d \geq 3$, $n \in 2\mathbb{N}$, $r \in [1, \infty]$ and assume $\nabla K$ verifies Condition (1). Let $f$ be a solution of the Vlasov equation with nonnegative initial condition

$$f^{\text{in}} \in L^r_{x,\xi} \cap L^1(1 + |x|^n + |\xi|^n).$$

Then there exists an explicit constant $C > 0$ such that if

$$\int_{\mathbb{R}^{2d}} f^{\text{in}}(x, \xi) |x|^n \, dx \, d\xi < C,$$

then

$$\int_{\mathbb{R}^{2d}} f(\cdot, x, \xi) |x - t\xi|^n \, dx \, d\xi \in L^\infty(\mathbb{R}_+).$$

**Remark 1.5.** For the Vlasov equation, contrarily to the Hartree equation, we generally not have strong solutions in our setting (the velocity moments are not derivatives in the classical case). However, we still have global existence of renormalized solutions (see [17, 18]).

We can use the first theorem to obtain good estimates on the space and velocity moments and on the spatial density that do not depend on $\hbar$.

**Theorem 2.** Let $d \geq 3$, $r \in [d', \infty]$, $n \in (2\mathbb{N}) \setminus \{0, 2\}$ and assume

(6)

$$\nabla K \in L^{b,\infty}$$

with $b \in (\max(b_4, \frac{d}{2}), \frac{d}{2})$,

and let $\rho$ be a solution of the Hartree equation with initial condition

$$\rho^{\text{in}} \in L^r \cap L^1_{x,\xi}(1 + |x|^4 + |p|^n).$$

for a given even integer $n \geq 4$. Then there exists a constant $C$ depending on $M_0$, $\text{Tr}(|p|^4 \rho^{\text{in}})$, $\|\nabla K\|_{L^{b,\infty}}$, and $\|\rho^{\text{in}}\|_{L^r}$ such that if

$$\text{Tr}(|x|^4 \rho^{\text{in}}) \leq C,$$
then there exists \( c_n = c_{d,n,r} \geq 0 \) and \( C > 0 \) depending on the initial conditions such that

\[
\begin{align*}
\text{Tr}(p^n \rho) & \leq C \langle t \rangle^{c_n} \\
\text{Tr}(x^n \rho) & \leq C \langle t \rangle^{n(c_n+1)} \\
\|\rho\|_{L^p} & \leq C \langle t \rangle^{-d/p'} ,
\end{align*}
\]

where \( p' = r' + \frac{d}{n} \) and \( \langle t \rangle = \sqrt{1 + t^2} \). Moreover, if \( \text{Tr}(|x^n \rho^{in}|) \) is sufficiently small, then we can get more precise estimates

\[
\begin{align*}
\text{Tr}(p^n \rho) & \leq C \\
\text{Tr}(x^n \rho) & \leq C \langle t \rangle^n \\
\|\rho\|_{L^{p_n}} & \leq C \langle t \rangle^{-d/p'_n} ,
\end{align*}
\]

where \( p'_n = r' + \frac{d}{n} \).

We can once more state the analogue result for the Vlasov equation.

**Proposition 1.2.** Let \( d \geq 3, r \in [d', \infty], n \in (2\mathbb{N})\backslash\{0,2\} \) and assume K verifies (6). Let \( f \) be a solution of the Vlasov equation with nonnegative initial condition

\[
\begin{align*}
f^{in} & \in L^r_{x,\xi} \cap L^1_{x,\xi}(1 + |x|^3 + |\xi|^n),
\end{align*}
\]

for a given even integer \( n \geq 4 \). Then there exists \( C > 0 \) such that if

\[
\int \int_{\mathbb{R}^{2d}} f^{in}(x, \xi) |x|^4 \, dx \, d\xi \leq C,
\]

then there exists \( c_n = c_{d,n,r} > 0 \) and \( C > 0 \) depending on the initial conditions such that

\[
\begin{align*}
\int \int_{\mathbb{R}^{2d}} f(t, x, \xi) |\xi|^n \, dx \, d\xi & \leq C \langle t \rangle^{c_n} \\
\int \int_{\mathbb{R}^{2d}} f(t, x, \xi) |x|^n \, dx \, d\xi & \leq C \langle t \rangle^{n(c_n+1)} \\
\|\rho_f\|_{L^p} & \leq C \langle t \rangle^{-d/p'} ,
\end{align*}
\]

where \( p' = r' + \frac{d}{n} \). As in the previous theorem, one can take \( c_n = 0 \) and \( p' = r' + \frac{d}{n} \) if the initial space moments of order \( n \) are small.

Before stating the result about the semiclassical limit, we recall the definition of the semiclassical Wasserstein-(Monge-Kantorovitch) distance introduced by Golse and Paul in [27]. We say that \( \gamma \in L^1(\mathbb{R}^{2d}, \mathcal{P}) \) is a semiclassical coupling between a classical kinetic density \( f \in L^1 \cap \mathcal{P}(\mathbb{R}^{2d}) \) and a density operator \( \rho \in \mathcal{P} \) and we write \( \gamma \in C_h(f, \rho) \) when

\[
\text{Tr}(\gamma(z)) = f(z) \\
\int_{\mathbb{R}^{2d}} \gamma(z) \, dz = \rho.
\]

Then we define the semiclassical Wasserstein-(Monge-Kantorovitch) pseudo-distance in the following way

\[
W_{2,h}(f, \rho) := \left( \inf_{\gamma \in C_h(f, \rho)} \int_{\mathbb{R}^{2d}} \text{Tr}(c_h(z)\gamma(z)) \, dz \right)^{\frac{1}{2}},
\]
where $c_k(z)\varphi(y) = (|x-y|^2 + |\xi - p|^2) \varphi(y)$, $z = (x,\xi)$ and $p = -i\hbar \nabla_y$. This is not a distance but it is comparable to the classical Wasserstein distance $W_2$ between the Wigner transform of the quantum density operator and the normal kinetic density, in the sense of the following theorem.

**Theorem 3** (Golse & Paul [27]). Let $\rho \in \mathcal{P}$ and $f \in \mathcal{P}(\mathbb{R}^{2d})$ be such that

$$
\int_{\mathbb{R}^{2d}} f(x,\xi) \left(|x|^2 + |\xi|^2\right) \, dx \, d\xi < \infty.
$$

Then one has $W_{2,\hbar}(f,\rho)^2 \geq dh$ and for the Husimi transform $\hat{f}_h$ of $\rho$, it holds

$$
W_2(f,\hat{f}_h)^2 \leq W_{2,\hbar}(f,\rho)^2 + dh.
$$

See [28] for more results about this pseudo-distance and the definition of the Husimi transform.

Our last theorem uses these results to obtain the semiclassical limit. We also recall the following theorem which will give us our assumptions on the classical solution of the Vlasov equation.

**Theorem 4** (Lions & Perthame [37], Loeper [38]). Assume $f^\text{in} \in L_{x,\xi}^\infty(\mathbb{R}^d)$ verify

$$
\int_{\mathbb{R}^d} f^\text{in} |\xi|^{n_0} \, dx \, d\xi < C \text{ for a given } n_0 > 6,
$$

and for all $R > 0$,

$$
\sup \{ f^\text{in}(y + t\xi,w), |x-y| \leq Rt^2, |\xi-w| \leq Rt \} \in L_{x,\xi}^\infty(\mathbb{R}^d, L_x^6 L_\xi^1) \cap L_{x,\xi}^\infty(\mathbb{R}^d, L_x^1 L_\xi^6).
$$

Then there exists a unique solution to the Vlasov equation with initial condition $f_{t=0} = f^\text{in}$. Moreover, in this case, the spatial density verifies $\rho_f \in L_{t,x}^\infty(\mathbb{R}^d, L^\infty)$. 

**Theorem 5.** Let $d \geq 3$ and assume

$$
\nabla K \in B_{1,\infty} \cap L^b \text{ with } b \in \left( \max\{b_4, \frac{d}{2}\}, \frac{d}{2}\right).
$$

Let $\rho$ be a solution of the Hartree equation with initial condition $\rho^\text{in} \in \mathcal{P}$ verifying

$$
\rho^\text{in} \in \mathcal{L}^\infty \cap \mathcal{L}^1_+ (1 + |p|^n_1) \\
\forall i \in [1,d], p_i^{n_0} \rho^\text{in} \in \mathcal{L}^\infty,
$$

where $p_i := -i\hbar \partial_i$, $[1,d] = [1,d] \cap \mathbb{N}$, and $(n_0, n) \in (2\mathbb{N})^2$ is such that

$$
n_0 > d \\
n \geq \frac{d + b(n_0 - 1)}{b - 1}.
$$

Let $f$ be a solution of the Vlasov equation with initial condition $f^\text{in}$ verifying the hypotheses of Theorem 4 and of mass $M_0 = 1$. Then there exists a constant $C > 0$ depending on $\text{Tr}(p|p|^{4} \rho^\text{in})$, $\|\nabla K\|_{L_{t,x}^\infty}$ and $\|\rho^\text{in}\|_{L^\infty}$ such that if

$$
\text{Tr}(|x|^4 \rho^\text{in}) \leq C,
$$

then there exists a constant $C > 0$ depending on the initial conditions such that

$$
\|\rho(t)\|_{L^\infty} \leq C (t)^{n_0(1 + \frac{d}{17})}
$$

(14)
where \( c = c_n \) is given by (7). Again, if additionally \( \text{Tr}(|x|^n \rho^{in}) \) is also sufficiently small, then one can take \( c = 0 \). Moreover, the following semiclassical estimate holds

\[
W_{2,\hbar}(f(t), \rho(t)) \leq W_{2,\hbar}(f^{in}, \rho^{in}) e^{\theta(t)} e^{\lambda(t)},
\]

with

\[
\theta = \frac{\text{sign}(\ln W_{2,\hbar}(f^{in}, \rho^{in}))}{2},
\]

\[
\lambda(t) = C^{in} (t)^{1+n_0 (1+\frac{c}{b'})},
\]

\[
C^{in} = 1 + C \|\nabla K\|_{B^{1}_{1,\infty}} \sup_t \left\{ \frac{\|\rho_f(t)\|_{L^\infty} + \|\rho(t)\|_{L^\infty}}{(t)^{n_0 (1+c/b')}} \right\},
\]

for some constant \( C > 0 \) independent from the initial conditions.

Remark 1.6. Again, the additional assumption \( \nabla K \in B^{1}_{1,\infty} \) is compatible with a kernel with a Coulomb singularity in dimension \( d = 3 \) such as the one given in Remark 1.1. However, higher local singularities such that the one from Equation (3) are not admissible for this result. This seems natural since even the uniqueness of solutions for the Vlasov equation is not known for such singular potentials.

Remark 1.7. This theorem implies a result of convergence in the classical Wasserstein distance at a rate \( C t^\hbar \) as soon as the quantity \( W_{2,\hbar}(f^{in}, \rho^{in}) \) is initially smaller than some power of \( \hbar \). In particular, this implies weak convergence of the Wigner transform of the solution of the Hartree equation to the solution of the Vlasov equation. Remark that by [27, Theorem 2.4], \( W_{2,\hbar}(f^{in}, \rho^{in}) \) is always larger than \( \sqrt{d} \hbar \). The fact that \( W_{2,\hbar} \) can be controlled by the classical Wasserstein distance up to an error term \( \sqrt{d} \hbar \) can be proved for example when the initial states are superposition of coherent states and this leads to results that can be written uniquely in term of the classical Wasserstein distance as in [35, Section 7].

2. Free Transport

We want to use the time decay properties of the kinetic free transport equation which writes for \( f = f(t, x, \xi) \)

\[
\partial_t f + \xi \cdot \nabla_x f = 0.
\]

In quantum mechanics, free transport is given by the free Schrödinger equation

\[
i\hbar \partial_t \psi = H_0 \psi,
\]

where \( \hbar = \frac{\hbar}{2\pi} \) and \( H_0 = -\frac{\hbar^2 \Delta}{2} \) which can be written \( H_0 = |p|^2 / 2 \) with the notation \( p = -i\hbar \nabla \). The solution corresponding to the initial condition \( \psi^{in} \) can be written \( T_t \psi^{in} \) where the semigroup \( T_t \) is given by

\[
T_t \psi = e^{-iH_0 t/\hbar} \psi = e^{-it |x|^2 / (\hbar t)} \psi.
\]

The corresponding equation for density operators \( \rho \in \mathcal{P} \) is

\[
i\hbar \partial_t \rho = [H_0, \rho],
\]

whose solution is \( S_t \rho^{in} \) where the semigroup \( S_t \) is defined by

\[
S_t \rho := T_t \rho T_{-t}.
\]
As it can be easily noticed, it holds $T^*_t = T^{-1}_t = T_{-t}$ and for any $(\rho_1, \rho_2) \in \mathcal{P}^2$, $S(\rho_2 \rho_1) = S(\rho_2) S(\rho_1)$. Moreover, a straightforward computation shows that

$$S_t p = p,$$

$$S_t x = x - tp.$$  

By the spectral theory, it implies that $S_t(f(x)) = f(x - tp)$ for any nice function $f$. By analogy, we can define the operator of translation of the impulsion $p$ by

$$\tilde{T}_t \psi(x) := e^{-\frac{i |x|^2}{\hbar t}} \psi(x) = G_t(x) \psi(x)$$

$$\tilde{S}_t \rho := \tilde{T}_t \rho \tilde{T}_{-t},$$

which verifies the equation

$$i \hbar \partial_t (\tilde{S}_t \rho) = \left[ -\frac{|x|^2}{2}, \tilde{S}_t \rho \right],$$

and the two following relations

$$\tilde{S}_t x = x$$

$$\tilde{S}_t p = p - tx.$$  

We recall the quantum kinetic interpolation inequality that was already used in [35, Theorem 6]. For $k \in 2\mathbb{N}$ we define

$$\rho_k := \sum_{j \in J} \lambda_j |p_j^x \psi_j|^2 = \text{diag} \left( p_j^x \cdot p_j^x \right),$$

and for $r \geq 1$ and $0 \leq k \leq n$, we define the exponent $p_{r,k}$ by its Hölder conjugate

$$p_{r,k} = \left( \frac{n}{k} \right)^r p_n' \text{ with } p_n' = \left( r' + \frac{d}{n} \right).$$

Then the following inequality holds

**Proposition 2.1.** Let $(k, n) \in (2\mathbb{N})^2$ be such that $k \leq n$ and $\rho \in L^1(|\rho|^n) \cap L^r_+$ for a given $r \in [1, \infty)$. Then there exists $C = C_{d,r,n,k} > 0$ such that

$$\|\rho_k\|_{L^{p_{r,k}}} \leq C \text{Tr}(|\rho|^n \rho)^{1-\theta} \|\rho\|_{L^r}^\theta,$$

where $\theta = \frac{r'}{p_n'}$.

From this result, we can get an inequality with an additional time decay if we replace the velocity moments by the Eulerian moments Tr$(|x - tp|^n \rho)$.

**Corollary 2.1.** Let $n \in 2\mathbb{N}$, $r \in [1, \infty]$, $p' := r' + \frac{d}{n}$ and $\theta = \frac{r'}{p'}$. Then

$$\|\rho\|_{L^p} \leq \frac{1}{td^p} \text{Tr}(|x - tp|^n \rho)^{1-\theta} \|\rho\|_{L^r}^\theta.$$

**Proof of Corollary 2.1.** We just remark that by Formula (20), we get

$$t^{-n} \text{Tr}(|x - tp|^n \rho) = \text{Tr}(\rho - x/t|^n \rho)$$

$$= \text{Tr}(\tilde{S}_{1/t}(|p|^n) \rho) = \text{Tr}(|p|^n \tilde{S}_{-1/t}(\rho)).$$

Moreover, since $\tilde{T}$ is a unitary transformation, the following identities hold

$$\text{diag}(\tilde{S}_t \rho) = G_t(x) g(x, x) G_{-t}(x) = \rho(x)$$

$$\|\tilde{S}_{-1/t} \rho\|_{L^r} = \|\rho\|_{L^r}.$$
Then by the interpolation Inequality (22) we get
\[ \|\rho\|_{L^p} = \|\text{diag}(\tilde{S}^{-1/\ell}\rho)\|_{L^p} \]
\[ \leq \text{Tr}(|p|^n \tilde{S}^{-1/\ell}(\rho))^{1-\theta} \|\tilde{S}^{-1/\ell}\rho\|_{L^\theta} \]
\[ \leq t^{-n(1-\theta)} \text{Tr}(|x - tp|^n \rho)^{1-\theta} \|\rho\|_{L^\theta}. \]

Finally, we remark that \( n(1-\theta) = \frac{n(r'+d/n-r')}{p'+d/n} = \frac{d}{p'} \) to get the result. \( \square \)

3. Propagation of moments

3.1. Classical case. In this section, we define the classical Eulerian, velocity and space moments by
\[ L_n := \int_{\mathbb{R}^d} f(t, x, \xi) |x - t\xi|^n \, dx \, d\xi \]
\[ M_n := \int_{\mathbb{R}^d} f(t, x, \xi) |\xi|^n \, dx \, d\xi \]
\[ N_n := \int_{\mathbb{R}^d} f(t, x, \xi) |x|^n \, dx \, d\xi. \]

**Proposition 3.1** (Classical large time estimate). Let \((r, b) \in [1, \infty] \times [b_n, \infty], \nabla K \in L^{b, \infty}\) and \( f \in L^\infty(\mathbb{R}_+, L^r_{x, \xi} \cap L^\infty_{r, \xi}) \) be a nonnegative solution of Vlasov equation. Then for any \( n \in 2\mathbb{N} \), there exists a constant \( C = C_{d, r, n} > 0 \) such that
\[ \left| \frac{dL_n}{dt} \right| \leq C \|\nabla K\|_{L^{b, \infty}} M_0^{\Theta_0} \|f^{in}\|_{L^r_{x, \xi}} L_n^{1+\frac{a}{n}}(t), \]

where \( a = \frac{d}{b} - 1 \) and \( \Theta_0 = 1 - \frac{a}{n} - \frac{\ell}{b}. \)

**Proof.** We write \( f = f(t, x, \xi) \), \( E = E(x) \) and we compute
\[ \frac{dL_n}{dt} = \int_{\mathbb{R}^d} |x - t\xi|^n (-\xi \cdot \nabla_x f - E \cdot \nabla_\xi f) - |x - t\xi|^{n-2} (x - t\xi) \cdot \xi f \, dx \, d\xi \]
\[ = -t \int_{\mathbb{R}^d} f |x - t\xi|^{n-2} (x - t\xi) \cdot E \, dx \, d\xi. \]

By Hölder’s inequality, we deduce for \( t \geq 0 \) and any \( p \in (1, \infty) \)
\[ \left| \frac{dL_n}{dt} \right| \leq t \int_{\mathbb{R}^d} f |x - t\xi|^{n-1} \, dx \|E\|_{L^p} \]
\[ \leq t^n \int_{\mathbb{R}^d} f |\tilde{\xi} - \xi|^{n-1} \, d\xi \|\nabla K \ast \rho f\|_{L^p} \]
\[ \leq C_K t^n \int_{\mathbb{R}^d} f(t, x, \xi + \frac{\xi}{t}) |\xi|^{n-1} \, d\xi \int_{\mathbb{R}^d} f \, dx \|f\|_{L^q}, \]

where we used Hardy-Littlewood-Sobolev’s inequality with \( C_K = \|\nabla K\|_{L^{b, \infty}} \) and \( p \in (1, \infty) \) such that
\[ \frac{1}{p'} + \frac{1}{q'} = \frac{1}{b}. \]
Then we want to use the classical kinetic interpolation inequality which tells that for 
\( p'_{n,k} = \left( \frac{a'}{b'} \right)' \left( r' + \frac{d'}{n} \right) \) and \( g = g(x, \xi) \geq 0 \), it holds
(24) \[
\left\| \int_{\mathbb{R}^d} g(x, \xi) \left| \xi \right|^k \text{d}\xi \right\|_{L^p_{n,k}} \leq C_{d,r,n} \left( \int_{\mathbb{R}^{2d}} g(x, \xi) \left| \xi \right|^n \text{d}x \right)^{1-r'/p'_{n,k}} \left\| g \right\|_{L^{p'/n}_{r',\xi}}^{r'/p'_{n,k}}.
\]
Since
\[
\frac{1}{p'_{n,n-1}} + \frac{1}{p'_n} = \frac{1}{r' + d/n} \left( 1 - \frac{n - 1}{n} + 1 \right) = \frac{n + 1}{nr' + d} = \frac{1}{b_n} \geq 1/b,
\]
we can choose \( p \leq p_{n,n-1} \) and \( q \leq p_{n,0} \) verifying (23). Take \( p := p_{n,n-1} \). Then
\( 1 < q \leq p_n \) and by interpolation
\[
\left\| \int_{\mathbb{R}^d} f \text{d}\xi \right\|_{L^q} \leq M_0^{1-\frac{p}{p'}} \left\| \int_{\mathbb{R}^d} f \text{d}\xi \right\|_{L^p_{n,n}}^{p'/q'}.
\]
Using the above inequality and then the interpolation inequality (24) for \( k = 0 \) and \( k = n - 1 \) yields
\[
\left| \frac{dL_n}{dt} \right| \leq C_{d,r,n} \left( \frac{a}{b} - 1 \right) M_0^{1-\frac{p}{p'}} \left\| f \right\|_{L^r_{x,\xi}} \left( \int_{\mathbb{R}^{2d}} f(t, x, \xi) \left| \xi \right|^n \text{d}x \right)^{1+r'(1-\frac{d}{b})},
\]
with \( a = \frac{a}{b} - 1 \) and by a change of variable, we get
\[
\left| \frac{dL_n}{dt} \right| \leq C_{d,r,n} \frac{a}{b} M_0^{1-\frac{p}{p'}} \left\| f \right\|_{L^r_{x,\xi}} \left( \int_{\mathbb{R}^{2d}} f(t, x, \xi) \left| \xi - \frac{\xi}{t} \right|^n \text{d}x \right)^{1+r'},
\]
which is the expected inequality. \( \square \)

3.2. Boundedness of Eulerian moments. We define \( \tilde{\rho} := \tilde{S}_{-1/\ell}(\rho) \) and for \( n \in 2\mathbb{N} \)
\[
\hat{\rho}_n := \text{diag} \left( \rho^{n/2} \tilde{\rho} \cdot \rho^{n/2} \right)
\]
\[
l_n := t^n \hat{\rho}_n.
\]
We also introduce the following notations for the Eulerian, velocity and space moments
\[
L_n := \text{Tr}(|x - tp|^n \rho)
\]
\[
M_n := \text{Tr}(|p|^n \rho)
\]
\[
N_n := \text{Tr}(|x|^n \rho),
\]
as well as the corresponding moments \( M_n \) and \( N_n \) for \( \tilde{\rho} \). In particular, since we have
\[
L_n = \text{Tr}(|x - tp|^n \rho) = t^n \text{Tr}(|p - x/t|^n \rho)
\]
\[
eq t^n \text{Tr}(|p|^n \rho) = t^n \text{Tr} (\rho^{n/2} \tilde{\rho} \cdot \rho^{n/2}),
\]
we obtain with these notations
\[
L_n = \int_{\mathbb{R}^d} l_n, M_n = \int_{\mathbb{R}^d} \rho_n \quad \text{and} \quad N_n = \int_{\mathbb{R}^d} \rho(x) \left| x \right|^n \text{d}x.
\]
3.2.1. Long time estimate. To obtain a differential inequality which will give us the long time behavior of the solution, we first need the following time dependent interpolation inequalities.

**Proposition 3.2.** Let \( 0 \leq k \leq n \) and \( p'_{n,k} := \left( \frac{n}{k} \right)' p'_{n} \) and \( p \in [1, p_{n,k}] \). Then for any \( \alpha \leq k \), there exists a constant \( C = C_{d,r,n,k} > 0 \) such that

\[
\| \rho_k \|_{L^p} \leq C M_n^{1-\theta_{n,k,\alpha}} M_n^{\theta_{n,k,\alpha}} \| \rho \|_{L^{p_{n,k}}}^{\theta_{n,k,\alpha}} \tag{25}
\]

\[
\| I_k \|_{L^p} \leq C t^{-d/p'} L_n^{1-\theta_{n,k,\alpha}} L_n^{\theta_{n,k,\alpha}} \| \rho \|_{L^{p_{n,k}}}^{\theta_{n,k,\alpha}} \tag{26}
\]

where

\[
\theta_{n,k,\alpha} = \frac{p'_{n,\alpha}}{p'} + \frac{k - \alpha}{n - \alpha}.
\]

**Proof.** By the kinetic interpolation inequality (22),

\[
\| \rho_k \|_{L^{p_{n,k}}} \leq C_{d,r,n,k} M_n^{1-\theta_{n,k,\alpha}} \| \rho \|_{L^{p_{n,k}}}^{\theta_{n,k,\alpha}} \| \rho \|_{L^{p_{n,k}}}^{\theta_{n,k,\alpha}}.
\]

Therefore, since \( p \leq p_{n,k} \), by interpolation between \( L^p \) spaces, we get

\[
\| \rho_k \|_{L^p} \leq \| \rho_k \|_{L^1}^{1-\theta} \| \rho_k \|_{L^{p_{n,k}}}^{\theta} \leq C M_n^{1-\theta} M_n^{\theta} \| \rho \|_{L^{p_{n,k}}}^{\theta},
\]

where \( \theta = \theta_{n,k,\alpha} = \frac{p'_{n,k}}{p} \) and we used the fact that \( \| \rho_k \|_{L^1} = M_k \). It already proves Inequality (25) for \( k = \alpha \). Since \( k \in [\alpha, n] \), we can also bound \( M_k \) in the following way

\[
M_k \leq M_n^{\frac{k-\alpha}{n-\alpha}} M_n^{\frac{k-\alpha}{n-\alpha}},
\]

which yields Inequality (25). To get (26), we follow the proof of Corollary 2.1. Since \( \tilde{S} \) preserves the Schatten norms, we can write

\[
\| \tilde{\rho} \|_{L^r} = \| \rho \|_{L^r}.
\]

Hence, by replacing \( \rho \) by \( \tilde{\rho} \) in the kinetic interpolation inequality (22) and multiplying by \( t^k \), we obtain

\[
\| I_k \|_{L^{p_{n,k}}} = t^k \| \rho_k \|_{L^{p_{n,k}}} \leq C t^k \left( \text{Tr}(\rho^n \tilde{S}_{-1/t} \rho) \right)^{1-p'/p_{n,k}} \| \tilde{S}_{-1/t} \rho \|_{L^{p_{n,k}}}^{p'/p_{n,k}} \leq C t^k \left( \text{Tr}(\rho^n \tilde{S}_{-1/t} \rho) \right)^{1-p'/p_{n,k}} \| \rho \|_{L^{p_{n,k}}}^{p'/p_{n,k}} \leq C t^{k-n + \frac{mr'}{p'_{n,k}}} L_n^{1-\frac{mr'}{p'_{n,k}}} \| \rho \|_{L^{p_{n,k}}}^{p'/p_{n,k}}.
\]

Next we remark that

\[
k - n + \frac{mr'}{p'_{n,k}} = k - n + \left( 1 - \frac{k}{n} \right) \frac{mr'}{r' + d/n} = -(n - k) \left( \frac{d/n}{r' + d/n} \right) = - \frac{d}{p'_{n,k}},
\]

and we deduce Inequality (26) again by interpolation of \( L^p \) between \( L^1 \) and \( L^{p_{n,k}} \) and by interpolation of \( L_k \) between \( L_\alpha \) and \( L_n \). \( \blacksquare \)
Proposition 3.3 (Large time estimate). Let \((r, b) \in [1, \infty] \times [b_n, \infty], \nabla K \in L^{b, \infty}\) and \(\rho \in L^{\infty}(\mathbb{R}^d, L^r \cap L^{\frac{r}{r'}}_1)\) be a solution of the Hartree equation. Then for any \(n \in 2\mathbb{N}\), there exists a constant \(C = C_{d, r, n} > 0\) such that

\[
\left| \frac{dL_n}{dt} \right| \leq C \|\nabla K\|_{L^{b, \infty}} M_0^{\Theta_0} \|\rho^n\|_{L^{\frac{r}{r'}}} \frac{L_n^{1+\frac{\delta}{\delta'}}(t)}{t^a},
\]

where \(a = \frac{d}{\delta} - 1\) and \(\Theta_0 = 1 - \frac{a}{\delta} - \frac{\delta'}{\delta} - 1\).

**Proof.** We first remark that by Formula (18) and spectral theory, we deduce \(|x - tp|^n = S_t(|x|^n)|. Therefore, since \(b \geq b_n\), we have

\[
|\rho| = \Theta_0 |\rho|.
\]

We deduce

\[
|\rho^n| = |\rho^n|.
\]

Then we use the operator \(\tilde{S}_t\) of translation in the \(x\) direction defined in (19). By formulas (20) and spectral theory, we deduce that for any \(t \in \mathbb{R}, \tilde{S}_t V = V\). Therefore, we deduce

\[
i\hbar \partial_t L_n = t^n \text{Tr}([|p| - x/t|^n, V] \rho) = t^n \text{Tr}(\tilde{S}_{1/t}(\rho^n, V) \rho).
\]

As it has been proved in [35, Equation (38)], this expression can be bounded in the following way

\[
\|\text{Tr}([|p|^n, V] \rho)\| \leq C_K \hbar M_n^{\frac{2}{b} \sum_{\frac{a+b+c}{d} = n/2 - 1}} \|\tilde{\rho}_{2[a]}\|_{L^{\alpha}} \|\tilde{\rho}_{2[b]}\|_{L^{\beta}} \|\tilde{\rho}_{2[c]}\|_{L^{\gamma}},
\]

where \((a, b, c) \in (\mathbb{N}^d)^3\) are multi-indices with \(|a| = a_1 + \ldots + a_d\) and

\[
2 = \frac{2}{\alpha} + \frac{1}{\beta} + \frac{1}{\gamma}.
\]

As in [35, Proof of Theorem 3, Step 2], we remark that for the exponents \(p_{n,k}\) defined in (21) and multi-indices such that \(|a + b + c| = n/2 - 1\), we have

\[
\frac{1}{p'_{n,2[a]}} + \frac{1}{p'_{n,2[b]}} + \frac{1}{p'_{n,2[c]}} = \frac{1}{p_n} \left(3 - \frac{2|a| + 2|b| + 2|c|}{n}\right) = \frac{2(n + 1)}{nr' + d - 2b_n}.
\]

Therefore, since \(b \geq b_n\), we can find \((\alpha, \beta, \gamma) \in [1, p_{n,2[a]}] \times [1, p_{n,2[b]}] \times [1, p_{n,2[c]}]\) verifying (27) and use the interpolation inequality (26) for \(\alpha = 0\). By the definition
of $l_k$ and the fact that $L_0 = M_0$, we deduce

$$\partial_t L_n \leq C_K t^{-n/2 - (|a| + |b| + |c|)} L_n \sup_{|a + b + c| = n/2 - 1} \|l_2|a|\|_L^2 \|l_2|b|\|_L^2 \|l_2|c|\|_L^2 \gamma$$

$$\leq C_K t L_n^{1/2} \sup_{|a + b + c| = n/2 - 1} \|l_2|a|\|_L^2 \|l_2|b|\|_L^2 \|l_2|c|\|_L^2 \gamma$$

$$\leq \left( C_{d,r,n} M_0^{\Theta_0} \|\rho\|_{L^r}^{\Theta_1} \right) t^{-\alpha} L_n^{\Theta},$$

where

$$a = \frac{d}{2} \left( \frac{1}{\alpha'} + \frac{1}{\beta'} + \frac{1}{\gamma'} \right) - 1 = \frac{d}{b} - 1$$

$$\Theta_0 = \frac{1}{2} \left( 3 - p'_n \left( \frac{1}{\alpha'} + \frac{1}{\beta'} + \frac{1}{\gamma'} \right) - \frac{2 |a| + 2 |b| + 2 |c|}{n} \right)$$

$$= 1 + \left( 1 - \frac{a}{n} - \frac{r'}{b} \right)$$

$$\Theta_1 = \frac{r'}{2} \left( \frac{1}{\alpha'} + \frac{1}{\beta'} + \frac{1}{\gamma'} \right) = \frac{r'}{b}$$

$$\Theta = \frac{1}{2} \left( 1 + p'_n \left( \frac{1}{\alpha'} + \frac{1}{\beta'} + \frac{1}{\gamma'} \right) + \frac{2 |a| + 2 |b| + 2 |c|}{n} \right) - \left( \frac{1}{\alpha'} + \frac{1}{\beta'} + \frac{1}{\gamma'} \right)$$

$$= 1 + \frac{1}{n} \left( \frac{d}{b} - 1 \right) = 1 + \frac{a}{n}.$$

We conclude by recalling that $\|\rho\|_{L^r} = \|\rho^{in}\|_{L^r}$ since the Hartree equation preserves the Schatten norm. \(\square\)

3.2.2. \textit{Short time estimate}. To prove the short time estimate, we will use the boundedness of $M_n$ and $N_n$ for short times to get the boundedness of $L_n$. To achieve this, we first need some lemmas to bound traces expressions with products of $x$ and $p$ by $M_n$ and $N_n$.

\textbf{Lemma 3.1} (Interpolation for weighted traces). \textit{Let} $0 \leq k \leq n$ \textit{and} $A = |p|$ \textit{or} $A = |x|$. \textit{Then for any operator} $\rho \geq 0$ \textit{we have the following inequalities}

$$\text{Tr}(A^k \rho) \leq \text{Tr}(A^n \rho)^{\frac{k}{n}} \text{Tr}(\rho)^{1 - \frac{k}{n}}.$$ (28)

\textit{Proof.} By our definition of the absolute value, for two positive operators we have $|AB|^2 = BA^2 B$. Therefore, the lemma follows from Hölder’s inequality for the trace and Araki-Lieb-Thirring inequality [5] since

$$\text{Tr}(A^k \rho) = \left\| A^{\frac{k}{2}} \rho^{\frac{k}{2}} \right\|_2^2 \leq \left\| A^{\frac{k}{2}} \rho^{\frac{k}{2}} \right\|_2^{\frac{k}{2}} \left\| \rho^{\frac{k}{2}(1 - \frac{k}{2})} \right\|_2^{\frac{k}{2}} \leq \left\| A^{\frac{k}{2}} \rho^{\frac{k}{2}} \right\|_2^{\frac{k}{2}} \text{Tr}(\rho)^{1 - \frac{k}{n}},$$

and the right-hand side here is exactly the right-hand side of Inequality (28). \(\square\)

In the more general case of mixed product of $x$ and $p$, for any $i \in [1, d]^n$ we can define the set

$$\mathcal{Z}_k^n(i) = \{ z_i, \ldots, z_i, \forall j \in [1, n], z_i = x_{ij} \text{ or } z_i = p_{ij}, |\{ j, z_j = p_j \} | = k \}.$$

of operators $z$ consisting of a product of $k$ partial derivatives and $n - k$ multiplications by a coordinate of $x$, and look at the following quantities

$$\text{Tr}(z \rho) = \text{Tr}(z_1 \ldots z_n \rho).$$
We denote by $Z^n_k := \bigcup_{i \in [1, d]} Z^n_k(i)$. Then we have the following Lemma.

**Lemma 3.2.** Let $n \in 2\mathbb{N}$, $k \in [1, n-1]$ and

$$Z^n_k = \sup_{z \in Z^n_k} |\text{Tr}(z \rho)|.$$  

Then there exist an integer $I \in [0, n]$ and a constant $C > 0$ depending only on $d$, $n$ and $k$ such that for any operator $\rho \geq 0$

$$Z^n_k \leq M_n^2 N_n^{1-\frac{k}{n}} + C \sum_{i=0}^I (\hbar Z^{n-2}_{k-1})^{2^{-i}} M_n^{(1-2^{-i})} N_n^{(1-2^{-i})(1-\frac{k}{n})}.$$  

(29) Moreover, $Z^n_0 = N_n$ and $Z^n_n = M_n$. This implies the fact that for any $\varepsilon > 0$, there exists $C_\varepsilon > 0$ such that

$$Z^n_k \leq \varepsilon N_n + C_\varepsilon (M_n + \hbar^\frac{1}{2} M_0).$$  

(30)

**Remark 3.1.** In the case $k = 1$, since $Z^n_0 = N_n - 2 \leq N_n^{\frac{1}{2}} M_0^\frac{1}{2}$, this leads to the following inequalities

$$Z^n_1 \leq M_n^2 N_n^{1-\frac{1}{n}} + C \sum_{i=0}^I \hbar^{2^{-i}} M_0^{2^{-i}} N_n^{1-\frac{2^{-i}}{n}} N_n^{1+2^{-i}-\frac{1}{n}}.$$  

(31) $C \leq C \left( M_n^2 N_n^{1-\frac{1}{n}} + \hbar M_0^\frac{1}{2} N_n^{1-\frac{1}{n}} \right)$

**Remark 3.2.** For $n \in 2\mathbb{N}$, by expanding $\text{Tr}(|x - p|^n \rho)$ with the formula

$$\text{Tr}(|x - p|^n \rho) = \text{Tr}(|x|^n \rho) + \text{Tr}(|p|^n \rho) + \sum_{k=1}^{n-1} \sum_{z \in Z^n_k} C_z \text{Tr}(z \rho),$$  

(32) using the above lemma and Young’s inequality, and replacing $\hbar$ by $t$, we obtain for any $\varepsilon > 0$

$$\text{Tr}(|x - t|^n \rho) \leq (1 + \varepsilon) \text{Tr}(|x|^n \rho) + C_\varepsilon \text{Tr} \left( (|t|^n + |t|^\frac{1}{2}) \rho \right).$$  

(33)

**Proof.** The idea of the proof is to reiterate commutation of operators $z_i$ and Hölder’s inequality for the trace. We start with the simplest case $n = 2$.

**Step 1. Case $n = 2$.** In this case it is sufficient to look at $|\text{Tr}(x_i p_j \rho)|$ for any $(i, j) \in [1, d]^2$. By Hölder’s and Young’s inequalities, we get

$$|\text{Tr}(x_i p_j \rho)| = \left| \text{Tr}(\rho^\frac{1}{2} x_i p_j \rho^\frac{1}{2}) \right| \leq \left\| \rho^\frac{1}{2} x_i \right\|_2 \left\| p_j \rho^\frac{1}{2} \right\|_2 \leq N_2^\frac{1}{2} M_2^\frac{1}{2}.$$  

(34)

**Step 2. Case $n > 2$.** Let $z \in Z^n_k$. Since we have the following commutation relations for $j \neq k \in [1, d]^2$

$$[x_j, p_k] = [p_j, p_k] = [x_j, x_k] = [x_j, x_j] = 0$$  

(35)

$$[x_j, p_j] = i \hbar,$$  

(36) any commutation operation of the form (36) of two adjacent $z_j$ in $\text{Tr}(z \rho) = \text{Tr}(z_1 \ldots z_n \rho)$ will add a term of the form $\text{Tr}(z \rho)$ with $z \in Z^n_{k-1}$. Therefore, we will use the notation $C_{n-2}$ in the following steps to denote a term of the form

$$C_{n-2} = \hbar \sum_{\tilde{z} \in Z^n_{k-1}} C_{\tilde{z}} \text{Tr}(\tilde{z} \rho),$$  

(37)
for some constants $C_\delta > 0$. Hence, we can write

$$\text{Tr}(\mathbf{z}) \leq \text{Tr}(p^{\alpha} x^\beta \rho) + C_{n-2} \leq \text{Tr}
left(\rho^2 p^{\alpha} x^\beta \rho^2\right) + C_{n-2}$$

with $(\alpha, \beta) \in (N^n)^2$ such that $|\alpha| = k$ and $|\beta| = n - k$, where we use the multi-index notations $|\alpha| = \alpha_1 + \cdots + \alpha_d$, $x^\beta = x_1^{\beta_1} \cdots x_d^{\beta_d}$, and $p^\alpha = (-ih)^{\alpha_1} \partial_{x_1}^{\alpha_1} \cdots \partial_{x_d}^{\alpha_d}$.

- If $|\alpha| \leq \frac{n}{2}$, then we can write $\beta = (\gamma, \delta)$ with $|\gamma| = \frac{n}{2} - |\alpha| \geq 0$ and $|\delta| = \frac{n}{2}$, so that by Hölder’s inequality

$$\text{Tr}(p^\alpha x^\beta \rho) = \text{Tr}
left(\rho^\frac{1}{2} p^\alpha x^\gamma \rho^\frac{1}{2}\right) \leq \text{Tr}
left(\rho^\frac{1}{2} p^\alpha x^\gamma \rho^\frac{1}{2}\right)^\frac{1}{2} \cdot \text{Tr}
left(\rho^\frac{1}{2} p^\alpha x^\gamma \rho^\frac{1}{2}\right)^\frac{1}{2} \leq \text{Tr}(p^\alpha x^{2\gamma} \rho)^\frac{1}{2} N_n^{\frac{1}{2}} \leq \text{Tr}(p^{\alpha} x^{2\gamma} \rho)^\frac{1}{2} N_n^{\frac{1}{2}}$$

where we used the inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$. If $|\alpha| = \frac{n}{2}$, then $|\gamma| = 0$ and $\text{Tr}(p^\alpha x^{2\gamma} \rho) \leq M_n$. If $|\alpha| < \frac{n}{2}$, remark that $\text{Tr}(p^\alpha x^{2\gamma} \rho) = \text{Tr}(p^{\alpha(i)} x^{\beta(i)} \rho)$ with $\alpha_1 = 2 \alpha$ and $\beta_1 = 2 \gamma$, which is of the same form as the term $\text{Tr}(p^\alpha \rho \rho)$ we started from, but with $|\alpha(i)| = 2|\alpha| > |\alpha|$. We can continue repeating this process creating in this way a sequence $(\alpha(i))_{i \in \{1, \ldots, j\}}$ as long as $|\alpha(i)| < \frac{n}{2}$, and with the property that $|\alpha(i)| = 2i |\alpha|$ is increasing and $|\beta(i)| = n - |\alpha(i)|$ is decreasing. If the last term of this sequence $\alpha(j)$ verifies $|\alpha(j)| = \frac{n}{2}$, then $|\beta(j)| = \frac{n}{2}$ and we get

$$\text{Tr}(\mathbf{z}) \leq \text{Tr}(p^{\alpha(j)} x^{\beta(j)} \rho)^{\frac{1}{2}} N_n^{1 - \frac{1}{2\gamma}} + \sum_{i=0}^{j+1} C_{n-2}^i N_n^{1 - \frac{1}{2\gamma}}$$

where $C_{n-2}$ depends on $i$.

- If this is not the case, then we get $|\alpha(j)| \in (\frac{n}{2}, n)$, so we are in the case of terms of the form $\text{Tr}(p^\alpha \rho)$ with $|\alpha| > \frac{n}{2}$. For such a term, we do the same reasoning as in the case $|\alpha| < \frac{n}{2}$ but replacing the role of $x$ and $p$. This gives us a sequence $(\alpha(i), \beta(i))_{i \in \{1, \ldots, j\}}$ with $|\beta(i)| < \frac{n}{2}$ strictly increasing, $|\alpha(i)| > \frac{n}{2}$ strictly decreasing and such that

$$\text{Tr}(p^{\alpha(j)} x^{\beta(j)} \rho) \leq \text{Tr}(p^{\alpha(j)} x^{\beta(j)} \rho)^{\frac{1}{2}} M_n^{1 - \frac{1}{2\gamma}} + \sum_{i=1}^{j} C_{n-2}^i M_n^{1 - \frac{1}{2\gamma}}$$

One more time, the last term verifies either $|\alpha(j)| = \frac{n}{2}$, or $|\alpha(j)| < \frac{n}{2}$, in which case we continue to create the sequence as we did for $i \leq j$.

- If the sequence $|\alpha(i)|_{i \in \mathbb{N}}$ never converges to $\frac{n}{2}$, there is a periodic orbit. More precisely, since the sequence $(|\alpha(i)|)_{i \in \mathbb{N}}$ takes values in the finite set $[1, n - 1] \setminus \{\frac{n}{2}\}$, we deduce that it will come back twice at the same point, i.e. there exists $(i_0, i_1) \in \mathbb{N}^2$ such that $0 < i_0 < i_1 < n$, $\alpha(i_0) = \alpha(i_1)$ and

\begin{equation}
\text{Tr}(p^{\alpha(i)} x^{\beta(i)} \rho) \leq \text{Tr}(p^{\alpha(i)} x^{\beta(i)} \rho)^{2^{-\gamma}} M_n^{\theta_2} N_n^{\theta_2} + \sum_{i=1}^{j} C_{n-2}^{i-1} M_n^{\theta_1} N_n^{\theta_1},
\end{equation}
where $i_2 = i_1 - i_0$ and $(\theta_1, \varepsilon_1) \in (0, 1)^2$ are such that
\[
\theta_1 + \varepsilon_1 = 1 - 2^{-i} =: \tau_i.
\]
From Inequality (37), using Young’s inequality on the first term of the right-hand side and removing $2^{-i_2}$ \( \text{Tr}(p^{\alpha(\omega), x^{\beta(\omega)} \rho}) \) on both side yields
\[
\tau_i \text{Tr}(p^{\alpha(\omega), x^{\beta(\omega)} \rho}) \leq \tau_i M_n^{i_2} N_n^{i_2} + \sum_{i=1}^{i_2} C_{n-2}^{2-i} M_n^{\Theta} N_n^{\varepsilon_i},
\]
and this leads to
\[
\text{Tr}(z \rho) \leq \text{Tr}(p^{\alpha(\omega), x^{\beta(\omega)} \rho}) 2^{-i_0} M_n^{\Theta} N_n^{\varepsilon_i} + \sum_{i=0}^{i_0} C_{n-2}^{2-i} M_n^{\Theta} N_n^{\varepsilon_i},
\]
where $(\Theta_1, \varepsilon_1) = (\Theta_{i_0}, \varepsilon_{i_0}) + 2^{-i_0}(\theta_1 - i_0, \varepsilon_1 - i_0)$ if $i > i_0$ and $\Theta = 2^{-i_0} \theta_1 + \Theta_{i_0}$. In particular, since $\Theta_{i_1} = \Theta_{i_1} + 2^{-i_0} \theta_{i_2}$, we deduce that
\[
\Theta = \Theta_{i_0} + \frac{1}{\tau_{i_2}}(\Theta_{i_1} - \Theta_{i_0}) = \Theta_{i_1} + \frac{2i_0}{2i_1 - 2i_0} (\Theta_{i_1} - \Theta_{i_0}) > \Theta_{i_1},
\]
and similarly $\varepsilon = 1 - \Theta > \varepsilon_{i_1}$.

- In all the cases, we end up with an inequality of the form
\[
(38) \quad \text{Tr}(z \rho) \leq M_n^{\Theta} N_n^{\varepsilon_i} + \sum_{i=0}^{T} C_{n-2}^{2-i} M_n^{\Theta} N_n^{\varepsilon_i},
\]
where $(\Theta_i)_{i \in [0, T]}$ and $(\varepsilon_i)_{i \in [0, T]}$ are two increasing sequences with values in $[0, 1)$ such that $\varepsilon_i + \Theta_i = \tau_i, \Theta_i \geq \Theta_T$ and $\varepsilon_i \geq \varepsilon_T$.

**Step 3. Rescaling.** Replacing $h$ by $\lambda h$ for some $\lambda > 0$ and dividing Formula (38) by $\lambda^k$ yields
\[
\text{Tr}(z \rho) \leq \lambda^{\Theta-n-k} M_n^{\Theta} N_n^{\varepsilon_i} + \sum_{i=0}^{T} \lambda^{\Theta-n-k} C_{n-2}^{2-i} M_n^{\Theta} N_n^{\varepsilon_i}.
\]
Taking $\lambda = N_0^{-\frac{i}{i_0}} M_0^{\frac{i}{i_0}}$, we arrive at the following formula
\[
\text{Tr}(z \rho) \leq M_n^{\Theta} N_n^{\varepsilon_i} + \sum_{i=0}^{T} C_{n-2}^{2-i} M_n^{\Theta} N_n^{\varepsilon_i},
\]
from which we deduce (29). Formula (30) then follows by an induction on $n$, Lemma 3.1 and Young’s inequality.

To get a short time Eulerian moment estimate, we use [35, Theorem 3] which tells us that for any $n \in 2\mathbb{N}$ and $b > \max(b_0, b_n)$, there exists a time
\[
T = T_{\|\nabla K\|_{L^\infty}, \|\rho^{m_{in}}\|_{L^r}, M_0, M_n^{\frac{1}{i_0}, d, r, n}},
\]
and a positive constant $m$ depending on $\nabla K, \|\rho^{m_{in}}\|_{L^r}, M_0, M_n^{\frac{1}{i_0}, d, r, n}$ such that
\[
(40) \quad \forall (k, t) \in [0, n] \times [0, T], \ M_k(t) \leq m.
\]
Proposition 3.4 (Short time estimate). Assume \( \hbar \in (0, 1) \) and let \( n \in 2\mathbb{N}\setminus\{0\} \), \( r \in [1, \infty) \),
\[
\nabla K \in L^{b, \infty} \text{ for } b \in \left( \max(b_4, b_5), \infty \right],
\]
and \( \rho \in L^\infty([0, T], L^r \cap L_1^1 (1 + |x|^n + |p|^n)) \) be a solution of the Hartree equation. Then for any \( t \in [0, T] \) it holds
\[
L_n \leq 2^n \text{Tr}(|x|^n \rho^\text{in}) + C_{d,n,T} m \left( 1 + \hbar^{\frac{2}{n}} \right) t^{\frac{2}{n}},
\]
where \( T \) is given by (39).

Proof. We first remark that
\[
[|x|^n, |p|^2] = 2i\hbar \nabla (|x|^n) \cdot p - (-i\hbar)^2 \Delta (|x|^n) = n\hbar |x|^{n-2} (2x \cdot p - i\hbar(d + n - 2)).
\]
Therefore, recalling the notation \( N_n := \text{Tr}(|x|^n \rho) \) and using the fact that \( |x|^n \) commutes with \( V(x) \), we can compute
\[
\frac{dN_n}{dt} = \frac{1}{i\hbar} \text{Tr} \left( \left[ |x|^n, \frac{|p|^2}{2} + V \right] \rho \right)
= \frac{n}{2} \text{Tr} \left( |x|^{n-2} (2x \cdot p - i\hbar(d + n - 2)) \rho \right)
= n \text{Tr} \left( |x|^{n-2} x \cdot p \rho \right) - \frac{n\hbar(d + n - 2)}{2} \text{Tr} \left( |x|^{n-2} \rho \right).
\]
But since \( N_n \) remains a real number, its derivative is the same as the derivative of its real part and we finally obtain
\[
\frac{dN_n}{dt} = n \text{Tr} \left( |x|^{n-2} x \cdot p \rho \right).
\]
This quantity can be bounded using Inequality (31), leading to
\[
\frac{dN_n}{dt} \leq C \hbar M_0^{\frac{2}{n}} N_n^{\frac{2}{n}} + C M_n^{\frac{1}{n}} N_n^{\frac{1}{n}}.
\]
Since \( M_n \) is uniformly bounded on \([0, T]\) by the bound (40), we deduce by Gronwall’s Lemma that \( N_n \) is also bounded uniformly on \([0, T]\). Therefore, since \( \frac{2}{n} \leq n \), we can write \( N_n^{\frac{2}{n}} \leq C_T N_n^{\frac{2}{n}} \) on \([0, T]\) with \( C_T = \|N_n\|_{L^\infty(0,T)} \) depending only on the initial conditions. Thus, Inequality (42) implies \( \partial_t N_n \leq C_T N_n^{\frac{n+2}{n}} \) with \( C_T = \hbar M_0^{\frac{2}{n}} + C M_0^{\frac{1}{n}} \). Therefore, using once more Gronwall’s Lemma
\[
N_n(t) \leq \left( (N_n^{\text{in}})^{\frac{2}{n}} + \frac{2}{n} C_T t \right)^{\frac{n}{2}} \leq 2^{\frac{n}{2}-1} \left( N_n^{\text{in}} + (C_T t)^{\frac{2}{n}} \right).
\]
Finally, by Inequality (33) with \( 1 + \varepsilon = 2^{1/2} \), and the fact that \( t \leq T \), we obtain
\[
L_n \leq 2^{\frac{n}{2}} N_n + C_n \left( t^n M_n + |\hbar|^{\frac{2}{n}} M_0 \right)
\leq 2^n \left( N_n^{\text{in}} + t^\frac{n}{2} \left( C_T^{\frac{n}{2}} + C_n T^{\frac{n}{2}} m + C_n \hbar^{\frac{n}{2}} M_0 \right) \right),
\]
which yields the result. \( \square \)
Global estimate. To prove the first theorem, we will now combine the short time estimate, which tells that $L_n$ is not growing fast initially, with the long time estimate which works only when $L_n$ is not to large after a short time. Since by assumption $L_n$ is small initially, the combination of these estimates will give us a global bound on $L_n$.

Proof of Theorem 1. Since $b < \frac{d}{2}$, we have $a := \frac{d}{b} - 1 > 1$. Thus, by Gronwall’s Lemma and Proposition 3.3, for any $t > \tau > 0$ we obtain

$$L_n(t) - \frac{a/n}{A} \leq L_n(\tau) - \frac{a/n}{A} + \frac{1}{A} \left( \frac{1}{t^{a-1}} - \frac{1}{\tau^{a-1}} \right)$$

$$\geq L_n(\tau) - \frac{1}{A\tau^{a-1}},$$

where

$$A = \left( 1 - \frac{1}{a} \right) \frac{n}{C \|\nabla K\|_{L^{b, \infty}} M^a_{\omega} \|\rho^n\|_{L^r}}.$$

Combining the above inequality with Proposition 3.4, we know that there exists $T$ such that for any $\tau \in (0, T]$ and $t > 0$, it holds

$$L_n(t) \leq \left( 2^n N^a_n + C_T \tau \right) - \frac{a}{A\tau^{a-1}} \leq \frac{1}{A\tau^{a-1}},$$

as soon as the right-hand side is positive and with $C_T = C_{T, N^a_n, M^a_{\omega}, M_*}$. Now we choose $C_T$ and $N^a_n$ so that this positivity property holds. Since $b > \frac{d}{2}$, we have $2 < a' = \frac{a}{a-1}$. Thus we can define $\tau_0 := \min\{T, (A C_{T, T}^{2^n} \tau_0^{a})^{\frac{2}{a'}}\}$ and $N := 2^{-n} \left( A^{2^n} \tau_0^{a} - C_T \tau_0 \right)$. We remark that $N \geq 0$ since

$$\tau_0 \leq (A C_{T, T}^{2^n} \tau_0^{a})^{\frac{2}{a'}} \implies C_T \tau_0^{\frac{2}{a'}} \leq A^2 \implies N \geq 0.$$

Taking $\tau = \tau_0$ and $N^a_n < N$, we obtain that

$$C_{T, N^a_n, M^a_{\omega}, M_*} := (2^n N^a_n + C_T \tau_0) - \frac{a}{A\tau_0^{a-1}}$$

$$> (N + C_T \tau_0)^{\frac{a}{a'}} - \frac{1}{A\tau_0^{a-1}} = 0.$$

We deduce that for any $t > 0$

$$L_n(t) < C_{T, N^a_n, M^a_{\omega}, M_*}^{2^n},$$

which proves the result.

3.3. Application to the semiclassical limit. We fix now $\rho \geq 0$ a solution of the Hartree equation and we assume $\hbar \leq 1$ (or equivalently, we do not write the $\hbar$ dependence of constants that are bounded when $\hbar \to 0$). We will now use the uniform in time estimate on $L_n$ and again the differential inequality for $N_n$ to obtain bounds on $N_n$ and $M_n$.

To implement this strategy, first remark that by defining $\bar{\rho} := \bar{\xi}_{-1/t} \rho$ and $\bar{M}_n := \text{Tr}(\rho^n \bar{\xi}_{-1/t})$, then as in the proof of Corollary 2.1, it holds

$$t^n \bar{M}_n = t^n \text{Tr}(\rho^n \bar{\xi}_{-1/t}) = \text{Tr}(\rho^n) = L_n,$$
while $\text{Tr}(|x|^n \hat{\rho}) = N_n$ and $\text{Tr}(\hat{\rho}) = M_0$ are unchanged by this transformation. Similarly, we also have

$$t^n M_n = \text{Tr}(|x + tp|^n \hat{\rho}),$$

Expanding the right-hand side of this inequality as in Equation (32) and then using Formula (44), we obtain

$$t^n M_n \leq N_n + L_n + C \sum_{k=1}^{n-1} k^2 \tilde{Z}_n^k,$$

where $\tilde{Z}^n_k = \sup_{x \in Z^n_k} |\text{Tr}(x \hat{\rho})|$. From this inequality and the result of Theorem 1, we obtain the following bounds.

**Proposition 3.5.** Under the hypotheses of Theorem 1, it holds

$$N_n \leq N_n^{\text{in}} + C (t^n + t^2)$$

$$M_n \leq C,$$

and for any $k \in [0, n]$, $\tilde{Z}^n_k \leq C t^{-k} \langle t \rangle^{n-k}$, where the constants $C > 0$ involved depends on $\|\nabla K\|_{L^{b, \infty}}$, $M_0$, $M_n^{\text{in}}$, $\|\rho^{\text{in}}\|_{C^r}$, $d$, $n$ and $r$.

**Proof.** Once again, we will proceed by induction on $n$.

**Step 1. Case** $n = 2$. In this case, conservation of energy together with the boundedness of the potential energy by $M_2$ as soon as $K \in L^{b, \infty} \L^\infty$ implies that $M_2$ is uniformly bounded independently from $\hbar$ and $t$ (see e.g. [35, Remark 3.1] or [36]). By Sobolev’s embedding, this is always true if $\nabla K \in L^{b_4}$. Then by Formula (41) and Inequality (34), we deduce

$$\frac{dN_2}{dt} = 2 \text{Tr}(x \cdot p \rho) \leq 2 M_2^{\frac{1}{2}} N_2^{\frac{1}{2}},$$

which by Gronwall’s inequality yields

$$N_2(t) \leq \left( N_2(0)^{\frac{1}{2}} + m_2 t \right)^2,$$

where $m_2 = \|M_2\|_{L^{\infty(\mathbb{R}_+)}$. Then, by Formula (44), we obtain

$$\text{Tr}(x \cdot p \hat{\rho}) \leq 2 M_2^{\frac{1}{2}} N_2^{\frac{1}{2}} = 2 t^{-1} L_2^{\frac{1}{2}} N_2^{\frac{1}{2}} \leq C \langle t \rangle^{-1} \langle t \rangle,$$

from which we easily deduce that $\tilde{Z}_1^2 \leq C t^{-1} \langle t \rangle$. Finally, $\tilde{Z}_0^2 = N_2 \leq C \langle t \rangle^2$ and $\tilde{Z}_2^2 = M_2 = L_2 t^{-2}$.

**Step 2. Case** $n > 2$. We go back to Equation (41) which together with Inequality (29) with $k = 1$ and the fact that by our induction hypothesis $Z_0^{n-2} = N_{n-2} \leq C \langle t \rangle^{n-2}$ implies that

$$\frac{dN_n}{dt} \leq n \left( M_2^{\frac{1}{2}} N_2^{\frac{1}{2}} + C \sum_{i=0}^{n} \langle t \rangle^{n-2} M_n^{\frac{1}{2}} N_n^{\frac{1}{2}} \right),$$

$$\langle \rho \rangle^{n-2} + \langle t \rangle^{\epsilon(n-2)} M_n^{\frac{1}{2}} N_n^{\frac{1}{2}} \right),$$

(46)
with \( \varepsilon = 2^{-n} \). Remark that we can replace \( N_n \) by \( N := 1 + N_n \) in Inequality (46). From Theorem 1, we know that \( L_n \) is bounded by a constant, hence by Inequality (45), we can bound \( M_n \) by

\[
M_n \leq \frac{N}{t^n} + \frac{C}{t^n} + C \sum_{k=1}^{n-1} t^{k-n} \tilde{Z}_k^n.
\]

To control \( \tilde{Z}_k^n \), we use Inequality (29) with \( \bar{\rho} \). Together with the the induction hypothesis on \( \tilde{Z}_{k-1}^{n-2} \), the fact that \( M_n \leq C t^{-n} \) and the fact that \( \bar{N}_n = N_n \leq N \), we get

\[
\tilde{Z}_k^n \leq C t^{-k} N^{1-\frac{2}{n}} + C \sum_{i=0}^{n} t^{2^{-i-k}} (t^n)^{2^{2-i(n-1-k)}} N (1-2^{-i})(1-\frac{1}{n})
\]

\[
\leq C \left( t^{-k} N^{1-\frac{2}{n}} + t^{1-k} (t^n)^{n-1-k} + t^{\varepsilon-k} (t^n)^{\varepsilon(n-1-k)} N (1-\varepsilon)(1-\frac{1}{n}) \right),
\]

where the second inequality follows from Young’s inequality for the product. Putting these inequalities back into Formula (47) and using again Young’s inequality, we obtain for any \( t \geq \tau > 0 \)

\[
M_n \leq \frac{N}{t^n} + C \tau \left( \frac{N^{1-\frac{2}{n}}}{t^n} + \frac{1}{t^n} \right)
\]

for some constant \( C \tau \) depending on \( \tau \). Together with (46) and the fact that \( t \geq \tau \) and \( N \geq 1 \), this implies

\[
\frac{dN}{dt} \leq n \frac{N}{t} + C \tau \left( \frac{N^{1-\frac{2}{n}}}{t^n} + \frac{N^{1-\frac{2}{n}}}{t^n} + t^{-2} + \frac{N^{1-\varepsilon}}{t^{1-\varepsilon(n-1)}} + \frac{N^{1-\varepsilon}(1-\frac{1}{n})}{t^{1-\varepsilon(n-2-\frac{1}{n})}} \right),
\]

or equivalently, for \( \bar{N} = N t^{-n} \),

\[
\frac{d\bar{N}}{dt} \leq C \tau \left( \frac{\bar{N}^{1-\frac{2}{n}}}{t^{1+\frac{2}{n}}} + \frac{\bar{N}^{1-\frac{2}{n}}}{t^{1+\frac{2}{n}}} + C \tau \frac{\bar{N}^{1-\varepsilon}}{t^{1+\varepsilon}} + C \tau \frac{\bar{N}^{1-\varepsilon}(1-\frac{1}{n})}{t^{1+\varepsilon}(1+\frac{1}{n})} \right) =: F(\bar{N}, t)
\]

with \( F \in C^1((0, \infty) \times [\tau, \infty)) \). Taking \( y(t) \) as the solution of \( y'(t) = F(y(t), t) \) with initial condition \( y(\tau) = \bar{N}(\tau) \), we see that \( y'(t) \geq 0 \), hence \( y(t) \geq y(\tau) > 0 \). Therefore, up to multiplying by a constant depending on \( \tau \), we can keep only the biggest powers of \( y \) and \( t \) in \( F(y, t) \) if we just want to bound \( y' \) by above. This leads to

\[
y'(t) \leq C \tau \frac{y(t)^{1-\varepsilon}}{t^{1+\varepsilon}}
\]

where we used the fact that \( \varepsilon^{-1} = 2^n \geq n^2 \geq n \) since \( n \geq 4 \). This implies that for any \( t > \tau \), \( y(t)^{\varepsilon} \leq y(\tau)^{\varepsilon} + C \tau \) is bounded if \( y(\tau) \) is bounded. However, we already know by Inequality (43) that \( N_n(t) \leq N_n^{\infty} + C \tau t^{\frac{2}{n}} \) for any \( t \in [0, T] \) for some \( T > 0 \). Therefore, taking for example \( \tau = T \), we obtain that \( y(\tau) = (N_n(T) + 1) T^{-n} \) is bounded. Therefore, \( y \) is bounded for \( t \geq T \) and also \( N_n \) since

\[
N_n(t) \leq N_n^{\infty} + C \tau t^{\frac{2}{n}} \quad \text{if} \quad t \leq T
\]

\[
N_n(t) = \bar{N}(t) t^n - 1 \leq y(t) t^n \leq C \tau t^n \quad \text{if} \quad t \geq T.
\]

The bound on \( M_n \) is then an immediate consequence of Inequality (49) for large times and the fact that \( M_n \) is bounded on \([0, T]\), while the bound on \( \tilde{Z}_k^n \) is a consequence of Formula (48). \( \square \)
Actually, it is sufficient to use the condition of smallness of moments for \( n = 4 \) to get a global propagation of higher moments as soon as \( b_4 > b_n \) (which corresponds to \( r > \frac{d'}{d-1} \)). This leads to the following proposition.

**Proposition 3.6.** Under the condition of Theorem 2, \( M_n \in L^\infty_{\text{loc}}(\mathbb{R}_+) \) and more precisely, there exists \( c_n = c_{d,n,r} \geq 0 \) and \( C > 0 \) depending on the initial conditions such that

\[
M_n \leq C \langle t \rangle^{c_n}.
\]

**Proof of the proposition and of Theorem 2.** Since \( b \geq b_4 \) and \( b \geq d \), we can use Proposition 3.5 for \( n = 4 \), and deduce \( M_4 \leq C \), for a given \( C > 0 \). This already proves the result in the case \( n = 4 \), so that we assume now that \( n \geq 6 \). Then, we use Formula (44) from [35], which reads

\[
\frac{dM_n}{dt} \leq C_{d,r,n}C_K \left\| \rho^m \right\|_{L^1} \Theta_2 \left[ M_{n-2}^\Theta M_n^\Theta \right],
\]

with

\[
\Theta = 1 + \frac{n-1}{2} \left( \frac{b_{n-2}}{b} - 1 \right),
\]

\[
\Theta_0 = (1 - \varepsilon) \left( \frac{3}{2} - \frac{r'}{p'_{n-2}} \right),
\]

\[
\Theta_2 = \frac{3}{2} - \Theta_1 - \Theta_0,
\]

where

\[
\varepsilon = \frac{nr' + d}{(n-2)r' + 3d} \left( \frac{(n-2)r' + d}{b} - (n-2) \right).
\]

In particular, since \( r \geq d' \), then \( b_n \) is a non-increasing sequence and we deduce that for any \( n \geq 6 \), \( b \geq b_4 \geq b_{n-2} \), which implies that \( \Theta < 1 \). We then obtain Inequality (7) by Gronwall’s Lemma and by induction over \( n \in 2\mathbb{N} \). From this bound, Formula (8) about \( N_n \) can be deduced by using again Inequality (42) and Gronwall’s Lemma. Finally, since we know by Theorem 1 that \( L_4 \) is bounded, the asymptotic behavior of \( \rho \) in Formula (9) is a consequence of Corollary 2.1. The other inequalities follows from Proposition 3.5. \( \square \)

**Proof of Theorem 5.** The hypotheses of Theorem 2 are fulfilled with \( r = \infty \), thus we deduce the existence of nonnegative constants \( c \) and \( \nu_M \) such that

\[
M_n \leq \nu_M \langle t \rangle^c.
\]

Therefore, we can use [35, Proposition 5.3], which tells us that for any \( (n_0, n) \in (2\mathbb{N})^2 \) verifying \( d < n_0 \leq (1 - \frac{1}{b}) n + 1 - \frac{d'}{b} \), it holds

\[
c_{d,n_0} \left\| \rho(t) \right\|_{L^\infty} \leq \left\| \rho(t) \right\|_{L^{\infty}(m)}
\]

\[
\leq 2^{n_0} \left( \left\| \rho^m \right\|_{L^{\infty}(m)} + C_{\rho^m} \left( t + \int_0^t M_n^{1 - \frac{1}{b}} \right)^{n_0} \right)
\]

\[
\leq 2^{n_0} \left( \left\| \rho^m \right\|_{L^{\infty}(m)} + C_{\nu_M, \rho^m} \left\| \rho(t) \right\|_{L^{\infty}(m)} \right)^{n_0(1 + \frac{1}{b})},
\]

where

\[
\Theta = 1 + \frac{n-1}{2} \left( \frac{b_{n-2}}{b} - 1 \right),
\]

\[
\Theta_0 = (1 - \varepsilon) \left( \frac{3}{2} - \frac{r'}{p'_{n-2}} \right),
\]

\[
\Theta_2 = \frac{3}{2} - \Theta_1 - \Theta_0,
\]

with

\[
\varepsilon = \frac{nr' + d}{(n-2)r' + 3d} \left( \frac{(n-2)r' + d}{b} - (n-2) \right).
\]

In particular, since \( r \geq d' \), then \( b_n \) is a non-increasing sequence and we deduce that for any \( n \geq 6 \), \( b \geq b_4 \geq b_{n-2} \), which implies that \( \Theta < 1 \). We then obtain Inequality (7) by Gronwall’s Lemma and by induction over \( n \in 2\mathbb{N} \). From this bound, Formula (8) about \( N_n \) can be deduced by using again Inequality (42) and Gronwall’s Lemma. Finally, since we know by Theorem 1 that \( L_4 \) is bounded, the asymptotic behavior of \( \rho \) in Formula (9) is a consequence of Corollary 2.1. The other inequalities follows from Proposition 3.5. \( \square \)
where $m = 1 + \sum_{i=1}^{d} P_{i}^{m}$ and $C_{\rho}^{m} = (C_{d,m,n_{a}} \| \nabla K \|_{L^{p}} (1 + M_{0}))^{n_{a}} \| \rho \|_{\frac{1+n_{a}}{2}}$. This proves (14). As in [27, Section 4], we then define the time dependent coupling $\gamma = \gamma(t, z)$ with $z = (x, \xi)$ as the solution to the Cauchy problem

$$\partial_{t} \gamma = (-v \cdot \nabla x - E \cdot \nabla \xi) \gamma + \frac{1}{\hbar} [H, \gamma],$$

with initial condition $\gamma^{(0)} \in C_{h}(f^{\text{in}}, \rho^{\text{in}})$. As proved in [27, Lemma 4.2], the coupling property is preserved by the dynamics, and so $\gamma \in C(f(t), \rho(t))$. We also define with the notations of (10) the quantity

$$\mathcal{E}_{h} = \mathcal{E}_{h}(t) := \int_{\mathbb{R}^{2d}} \text{Tr}(c_{h}(z) \gamma(z)) \, dz,$$

so that by the definition (10) of $W_{2,h}$, we have

$$W_{2,h}(f(t), \rho(t))^{2} \leq \mathcal{E}_{h}.$$  

Moreover, remark that by [27, Theorem 2.4], the left-hand side here is bigger or equal to $dh$, so that $\mathcal{E}_{h} \geq dh$. Then, as in [35, Proof of Proposition 6.3], we obtain

$$\frac{d\mathcal{E}_{h}}{dt} \leq \mathcal{E}_{h} + \sqrt{2\mathcal{E}_{h}} \left( C_{1}^{2} (\mathcal{E}_{h} + dh) + C_{2}^{2} \left( \mathcal{E}_{h} + \frac{1}{4} \mathcal{E}_{h} \ln(\mathcal{E}_{h})^{2} \right) \right)^{\frac{1}{2}},$$

with $C_{1} = C_{K} \max(\| \rho \|_{L^{\infty}}, \| \rho \|_{L^{\infty}})^{\frac{1}{2}} \| \rho(t) \|_{L^{\infty}}^{\frac{1}{2}}$ and $C_{2} = C_{K} \| \rho(t) \|_{L^{\infty}}$ with $C_{K} = C_{d} \| \nabla K \|_{B_{1,\infty}^{1}}$. Using the facts that $\mathcal{E}_{h} \geq dh$ and $C_{2} \leq C_{1}$, and dividing the inequality by $\mathcal{E}_{h}$, this leads to

$$\frac{d \ln(\mathcal{E}_{h})}{dt} \leq 1 + \left( 6 C_{1}^{2} + \frac{C_{2}^{2}}{2} \ln(\mathcal{E}_{h})^{2} \right)^{\frac{1}{2}} \leq 1 + \sqrt{6} C_{1} + C_{2} \ln(\mathcal{E}_{h}).$$

Remark that the right-hand side is a Lipschitz function of $\ln(\mathcal{E}_{h})$. Denoting by $y(t, y_{0})$ the solution of $\partial_{t} y = 1 + \sqrt{6} C_{1} + C_{2} |y|$ with initial condition $y_{0}$, we deduce by Inequality (52) and comparison of ordinary differential equations that

$$W_{2,h}(f(t), \rho(t))^{2} \leq \mathcal{E}_{h}(t) \leq e^{y(t, \ln(\mathcal{E}_{h}(0)))}.$$

Since $y(t, \cdot)$ is a non-decreasing function, minimizing over $\mathcal{E}_{h}(0)$ yields

$$W_{2,h}(f(t), \rho(t))^{2} \leq e^{y(t, 2 \ln(\mathcal{E}_{h}(f(t), \rho(t))))}.$$  

Recalling that $1 + \sqrt{6} C_{1}$ and $C_{2}$ are bounded by above by a function of the form $b(t) = C_{\text{in}}(t)^{\alpha_{0}(1 + \frac{1}{\gamma})}$, we find by solving the equation $y = b(t) (1 + |y|)$ that

$$y(t) \leq \left( y(0) + 1 \right) e^{B(t)} - 1 \quad \text{if} \quad y(0) \geq 0,$$

$$y(t) \leq y(0) e^{-B(t)} + 1 - e^{-B(t)} \quad \text{if} \quad y(0) \leq 0 \text{ and } y(t) \leq 0,$$

$$y(t) \leq \frac{e^{B(t)}}{1 - y(0)} - 1 \quad \text{if} \quad y(0) \leq 0 \text{ and } y(t) \geq 0,$$

where $B(t) = \int_{0}^{t} b(s) \, ds$ and $C_{\text{in}} = 1 + C_{d} \| \nabla K \|_{B_{1,\infty}^{1}} \sup_{y(t)} \| \rho(t) \|_{L^{\infty}} + \| \rho(t) \|_{L^{\infty}}$ depend only on the initial conditions by Inequality (51).}
We conclude by combining this inequality with Formula (53).
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