Abstract
External control of agent-based models is vital for complex adaptive systems research. Often these experiments require vast numbers of simulation runs and are computationally expensive. NetLogo is the language of choice for most agent-based modelers but lacks direct API access through Python. NL4Py is a Python package for the parallel execution of NetLogo simulations via Python, designed for speed, scalability, and simplicity of use. NL4Py provides access to the large number of open-source machine learning and analytics libraries of Python and enables convenient and efficient parallelization of NetLogo simulations with minimal coding expertise by domain scientists.
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Table 1: Code metadata

1. Motivation and significance

   Agent-based modeling is a widely used modeling and simulation technique where complex adaptive systems [1][2][3][4][5] are replicated as the result of micro-scale interactions of autonomous agents. Agent-based models are capable of reproducing emergent properties of real-world complex adaptive systems such as dynamic equilibria, non-linearity, and high sensitivity to initial conditions. Agent-based models often produce a vast space of possible macro-scale outcomes [6] that require rigorous statistical scrutiny to characterize. Techniques used range from simple factorial experiments, Monte-Carlo experiments, single or multi-objective parameter calibration/optimization [7], sensitivity analysis [6][8], model/rule discovery [9], and pattern identification [10]. Performing such experiments requires controlling agent-based models through an external application, perfferable written in a scripting language, rich with quick and easy-to-use statistical, computational, and machine learning libraries that are easily parallelizable.

   At the time of writing, NetLogo [1][11][12] is the most popular agent-based modeling toolkit used in computational research. NetLogo is a dynamically-typed, pseudo-functional programming language, influenced by Logo and
Lisp, accompanied by a drag-and-drop graphical user interface builder for parameter controls and model output display, making it quick and easy to learn. For this reason, NetLogo has enabled domain scientists with modest, to no, programming skills to quickly develop and experiment with agent-based models. While many other agent-based modeling frameworks exist with varying popularity (e.g., Repast Simphony/HPC [13, 14], MASON [15], AnyLogic [16]), NetLogo has remained the platform of choice for many conducting agent-based modeling research. Python has quickly become the preferred language for machine learning and data analysis, thanks to its extensive, well-maintained collection of open-source machine learning and statistics libraries, such as Numpy [17], SciPy [18], Pandas [19], SALib [20], Scikit-learn [21], DEAP [22], and Matplotlib [23], to name a few. Additionally, Python’s ease of use and short learning curve paired with browser-based integrated development environments such as Jupyter notebook [24] has made it the language of choice for many looking to perform quick, shareable, data intensive experiments.

There has been an increasing need for researchers to have access to a NetLogo controlling library for Python for performing post-simulation, model analysis. However, NetLogo is written in a combination of Java and Scala, making it difficult to directly call and control NetLogo procedures through Python. Instead, external machine learning or data analysis code can access the NetLogo controlling application programming interface (API). This is straightforward through languages such as Java that interface directly with the NetLogo controlling API. Tools implemented in Java or Scala, such as NetLogo’s BehaviorSpace, for factorial experiments, and BehaviorSearch [7], for model calibration, integrate easily with the NetLogo controlling API. However, working with the NetLogo controlling API through Python requires the researcher to have the programming expertise necessary to work with the Java native interface (JNI) or remote procedure calls to the Java virtual machine (JVM) through sockets. Additionally, many statistical techniques used to analyze agent-based model output require vast counts of model runs under varying parameter configurations, often requiring the application to manage parallel NetLogo simulation execution.

NL4Py was developed to provide programmatic control of NetLogo models through Python and allow for parallel simulation. Similar to RNetLogo for R [25], with NL4py, computational social scientists are enabled to utilize the many machine learning and data analytics libraries of Python to investigate the dynamics produced by their NetLogo models. NL4Py was initially developed to support such a framework, *evolutionary model discovery*, which combines genetic programming and random forests for causal inference in complex adaptive systems [26, 27, 28], and was later released as a general
purpose library. NL4Py enabled evolutionary model discovery to easily interface with NetLogo models via Python and utilize the evolutionary algorithms library DEAP [22], the machine learning library SciKit-Learn [21], and the scientific computing library SciPy [18]. Other such projects have also benefited from NL4Py towards the analysis of agent-based models in NetLogo [29, 30, 31, 32, 33]. NL4Py was developed with the goals of usability, rapid parallel execution, and model parameter access in mind. We also compare NL4Py’s performance with that of PyNetLogo [34], an alternate solution for controlling NetLogo models in Python. Unlike PyNetLogo, which uses the Java native interface (JNI) framework to access the JVM, NL4Py, inspired by [35], employs a client-server architecture via Py4J [36], a Python-Java bridging package that uses socket communication.

2. Software Description

NL4Py is a Python library that facilitates the external deployment, execution, and reporting of parallel simulations of NetLogo agent-based models. NL4Py supports Windows, MacOS, and Linux, and runs on Python 3.

2.1. Software Architecture

NL4Py uses a client-server architecture and consists of two main components, 1) the Python-based NL4Py client and 2) the Java-based NetLogoControllerServer JAR executable, as shown in Fig. 1. The client communicates with the NetLogoControllerServer through sockets using the Py4J library. NetLogo headless workspaces can be accessed via the NetLogo controlling API for Java or Scala applications and is used by the NetLogoControllerServer to create and manage NetLogo simulations upon request. The client-server architecture allows headless workspaces to be run in parallel as Java threads on the NetLogoControllerServer, independent of the user’s Python application code. This eliminates the need for users to have to manage the connection to the JVM, thread/process creation, and garbage collection of multiple headless workspaces from their Python application code.

The NL4Py Python client provides thread-safe NetLogoHeadlessWorkspace objects to the Python application developer, created according to the factory design pattern. Each NetLogoHeadlessWorkspace object is mapped to a HeadlessWorkspaceController object on the NetLogoControllerServer, which is responsible for starting and stopping the NetLogo model, sending commands to the model, fetching results from reporters on the model, querying parameters, and scheduling reporters over simulation execution. Each HeadlessWorkspaceController object runs on a separate JVM thread. For batch simulation runs, NL4Py is able to relieve the Python application of thread/process management with
run_experiment by supplying a setup function and initialization data, allowing the
NetLogoControllerServer to handle thread and workspace management internally using JVM threads.

2.2. Software Functionalities

NL4Py can be imported and initialized with the path to the NetLogo directory using:

```python
import nl4py
nl4py.initialize(netlogo_home : str)
```

NetLogoHeadlessWorkspaceS can be created with the following function:

```python
nl4py.create_headless_workspace() => nl4py.NetLogoHeadlessWorkspace.
```

The NetLogo application can be started in GUI mode with the NetLogoGUI object using:

```python
nl4py.netlogo_app() => nl4py.NetLogoGUI.NetLogoGUI
```

The following functions can be then used to open and close NetLogo models on NetLogoHeadlessWorkspaceS (or NetLogoGUI), respectively:

```python
nl4py.NetLogoHeadlessWorkspace.NetLogoHeadlessWorkspace.open_model(self, path : str)
nl4py.NetLogoHeadlessWorkspace.NetLogoHeadlessWorkspace.close_model(self)
```

The NetLogoHeadlessWorkspace and NetLogoGUI objects can execute NetLogo commands and reporters with the command and report functions. The command function takes NetLogo syntax as Python strings and executes the command on the respective workspace, while the report function takes in NetLogo syntax as strings, executes the reporter, and returns the results from the simulation.
Reporters can be scheduled with the `schedule_reporters` function. A list of NetLogo reporters as Python strings is required. Additionally, the tick to start and stop reporting, and tick interval between reporter execution can be provided. Optionally, a custom `go_command` can be supplied, besides the default ‘go’. The results are returned as a dictionary (keys are ticks) of dictionaries (keys are reporters and values are reporter results).

The following functions can be used to query a NetLogo model’s parameter names and the default ranges, and set the model parameters to random values, with the following functions, respectively:

The following functions can be used to delete a NetLogoHeadlessWorkspace.

Finally, a batch of NetLogo runs may be executed with `run_experiment`. This function requires a callback function that must return a list of NetLogo setup commands to initialize each simulation instance and a list of input data to be passed to the callback function per simulation. Additionally, a list of reporters is required, and the ticks to start and stop reporting, tick interval between reporter execution, and simulation start `go_command` can be supplied. The callback function must accept elements from `data` as a parameter. A simulation is started for each element in `data`, by passing the element into callback and initializing each simulation by executing the list of NetLogo commands returned by executing `callback`. Each simulation is executed on a JVM worker thread and the number cores to be used can be optionally provided, otherwise all available cores are used by default. Each worker thread is assigned a chunk of the resulting list of lists of setup commands from executing `callback` on `data` and the results are returned as a Pandas DataFrame.
2.3. Performance Benchmarking

We benchmarked the performance of running parallel NetLogo simulations, on local and cloud environments with NL4Py, against PyNetLogo [34] and NetLogo’s BehaviorSpace tool. PyNetLogo is an alternative solution to controlling NetLogo models through Python that uses the Java Native Interface, instead of socket communication. BehaviorSpace is NetLogo’s GUI-based tool, implemented in Java and Scala, for performing batch simulation runs for factorial experiments, and does not provide the degree of programmatic simulation control offered by either NL4Py or PyNetLogo via the NetLogo controlling API. BehaviorSpace can also be executed via command-line and command-line execution was used for performance comparisons below.

We compared simulations of the Fire [37], Ethnocentrism [38, 39], and Wolf Sheep Predation [40] NetLogo sample models.

Fig. 2 compares the mean execution times and maximum memory usage (and 95% confidence intervals of means) reported on the Windows desktop machine for the three different models over increasing run counts. Execution time is significantly lowered when using NL4Py’s run_experiment over the other two Python functions, nearing the execution time of BehaviorSpace, for all three models. Maximum memory usage is also higher for both PyNetLogo’s repeat_report and NL4Py’s scheduled_reporters in comparison to NL4Py’s run_experiment, which has roughly half of the memory footprint of the former two functions in most cases. In comparison, BehaviorSpace has a much smaller memory usage than all three Python functions.

Fig. 3 compares the mean execution times and maximum memory usage (and 95% confidence intervals of means) on the EC2 instance. Again, NL4Py’s run_experiment has significantly lower execution times than repeat_report and schedule_reporters, for the Fire and Wolf Sheep Predation models, with
Figure 2: Execution time and maximum memory usage comparisons between NL4Py parallelized `scheduled_reporters`, NL4Py `run_experiment`, and PyNetLogo `repeat_report` over varying model runs on a 8 core Desktop machine running Windows 10.

similar execution times to BehaviorSpace on Wolf Sheep Predation. However, for the Ethnocentrism model all three Python functions have lower execution times than BehaviorSpace for simulations with more than 600 runs. `run_experiment` and `schedule_reporters` have very similar memory usage for all three models, while memory usage is consistently very high for PyNetLogo’s `repeat_report` (over 4 times more for 1000 runs of Fire and Wolf Sheep Predation, and 2 times more for 1000 runs of Ethnocentrism). Again BehaviorSpace has a much lower memory usage than all three Python functions.

Overall, it is seen that NL4Py’s `run_experiment` is the fastest Python function and is capable of reasonably nearing the execution times of BehaviorSpace compared to the other two Python functions. This can be attributed to its hybrid approach of using JVM threads for parallelization, similar to BehaviorSpace. All three Python methods generally use more memory than BehaviorSpace, due to the need to maintain additionally objects in memory to communicate with the NetLogo controlling API, while NL4Py demonstrates lower memory usage than PyNetLogo in many cases, especially on the cloud environment.
3. Illustrative Examples

3.1. Factorial Experiment

A batch of NetLogo simulations can be run using `run_experiment`, which automatically handles parallelization. The example code shown in Fig. 4 demonstrates how a parallelized factorial experiment on the Fire.nlogo sample model with 100 runs each of 100 possible parameter values, for a total of 10000 simulation runs, can be set up with only a few lines of code with NL4Py.

3.2. Calibration

Calibration is a commonly used technique in agent-based modeling for finding the optimal parameter configurations required to produce a particular target outcome. Calibration has become such an integral part of the methodology that agent-based modeling platforms have been accompanied with ready-made calibration tools, such as OptQuest for AnyLogic and BehaviorSearch for NetLogo. However, if the user desires to use an optimization algorithm outside of those implemented by the provided calibration tool, they would require a way to control the agent-based model from their own code.
from typing import List
import multiprocessing
import math
import nlp

nlp.initialize("/opt/netlogo")
setup_data = list(range(10000))
model = "./Ethnocentrism.netlogo"

# Define simulation setup callback function that returns a list of setup commands

def run_simulation_fire(run_id : int) -> List[str]:
    resolution = 100
    mutation_rate = (run_id % resolution) / resolution
    death_rate = (math.floor(run_id / resolution) % resolution) / resolution
    setup_commands = ["set mutation-rate {mutation_rate}" ,
                      "set death-rate {death_rate}" ,
                      "setup-full"]
    return setup_commands

# Use run_experiment to run n simulations of fire model and return results

results = nlp.run_experiment(model, run_simulation_fire, setup_data, reporters, stop_at_tick=100)

print(f"There are {len(set(results.Run.unique().shape[0]))} runs of results.")

Figure 4: Example Python code for performing a parallelized factorial experiment on the Ethnocentrism model with NL4Py’s run_experiment.

The Python package index has several optimization packages, from which we choose DEAP [22], due to its popularity, ease of use, and parallelization support. We demonstrate how DEAP and NL4Py can be used to configure and run an evolutionary algorithm (EA) to calibrate the Wolf Sheep Predation model in Fig. 5. The objective of the calibration process in this experiment was finding a parameter configuration that was able to achieve a dynamic equilibrium of both wolf and sheep populations defined by the function calculate_population_stability. This fitness function is described fully in Appendix A. Fig. 6 displays the gradual convergence of the EA towards a solution. The maximum and mean fitness of the EA individuals increase rapidly within the first 20 generations after which fitter individuals are only found at a slower rate.

4. Impact

Python has become the language of preference for most scientific computing and data analytics research, while NetLogo remains the software used for most agent-based modeling research. NL4Py enables researchers looking to scrutinize NetLogo models with powerful machine learning and analytical libraries that are freely available in Python. The complexity inherent to complex adaptive systems modeled using NetLogo causes even the simplest model to produce a vast landscape of possible outcomes. In response, NL4Py allows researchers to easily parallelize their experiments in Python to utilize
Figure 5: Python code for model calibration with NL4Py and DEAP. NL4Py is used for extracting model parameter names and ranges, defining functions for initializing, executing, and measuring NetLogo simulations by the genetic algorithm individuals.

```python
import random
import numpy as np
from multiprocessing import Pool
import matplotlib.pyplot as plt

from deap import base, creator, tools, algorithms
import nl4py

def run_netlogo(base, creator, tools, algorithms):    
    #netlogo_path = '/opt/netlogo'
    model_path = 'Models/Wolf Sheep Predation.nlogo'
    nl4py.initialize(model_path)

creator.create('FitnessMax', base.Fitness, weights=(1.0,))
creator.create('Individual', list, fitness=creator.FitnessMax)
toolbox = base.Toolbox()

# Use nl4py to find the parameter names and ranges
n = nl4py.createヘッドレスワークスペース()
model_path = 'Models/Wolf Sheep Predation.nlogo'
model = open_model(model_path)
param_names = n.get_param_names()
param_ranges = n.get_param_ranges()
param_initializers = []

# Create DEAP initializers for all the parameters of the model
for param_name, param_range in zip(param_names, param_ranges):
    param_name = ... .join(filter(lambda x: x in param_name))
    if len(param_range) == 3:
        toolbox.register(param_name, random.randint, param_range[0], param_range[-1])
param_initializers.append(eval('toolbox.' + str(param_name)))

def init(individual):
    """Initializes model for each GA individual""
    global workspace
    workspace = nl4py.createヘッドレスワークスペース()
    workspace.open_model(model_path)

def evaluate_wolf_sheep_predation(individual):
    """Executes and measures simulation for each GA individual""
    global workspace
    for name, value in zip(param_names, individual):
        workspace.executeCmd(name, value)
        simulation_results = workspace.scheduleReporters(['ticks', 'count sheep', 'count wolves'], 0, 1500, 'go')
    aggregate_metrics = calculate_population_stability(simulation_results)  # defined in supplementary material
    return aggregate_metrics,

# Define the EA 'individual' function in the DEAP toolbox.
toolbox.register('individual', tools.initCycle, creator.Individual, tuple(param_initializers))
toolbox.register('population', tools.initRepeat, list, toolbox.individual)

toolbox.register('mate', tools.cxTwoPoint)
lower_bounds = [row[1] for row in param_ranges[:-1]]
upper_bounds = [row[2] for row in param_ranges[:-1]]

toolbox.register('mutate', tools.mutUniformInt, low=lower_bounds, up=upper_bounds, indpb=0.1)
toolbox.register('select', tools.selTournament, tournsize=10)
toolbox.register('evaluate', evaluate_wolf_sheep_predation)
stats = tools.Statistics(key=lambda ind: ind.fitness.values)
stats.register('min', np.min)
stats.register('mean', np.mean)

def report(pop):
    """Report on population status""
    #with Pool(initializer=init, initargs=(model_path,)) as pool:
    final_pop, log = algorithms.eaSimple(toolbox.population(n=200), toolbox, cxpb=0.8, mutpb=0.2)
    ngen=100, stats = stats, hallOfFame = hof
    convergence_progress = pop.dataFrame[log][['max', 'mean']]
    plot = convergence_progress.plot(legend=True)
    plt.xlabel('Generation', size = 14)
    plt.ylabel('Fitness', size = 14)
    plt.show()
high-performance computing infrastructure and perform the massive number of simulations required within reasonable time.

Agent-based models are often subjected to factorial experiments (section 3.1) and other sensitivity analysis techniques, and parameter calibration (section 3.2). These experiments often require vast numbers of simulation runs corresponding to the number of permutations of model parameter ranges or the number of iterations an optimization algorithm needs for model calibration. Due to their inherent stochasticity, agent-based models often require multiple simulations of each parameter configuration for a statistically valid description of their outputs. We have provided example scripts for the convenience of users looking to quickly set up such experiments with NetLogo models using NL4Py.

NL4Py allows researchers using NetLogo as their agent-based modeling framework to move beyond the optimization algorithms implemented in BehaviorSearch for parameter calibration (random search, simulated annealing, gradient descent, and genetic algorithm) and design more sophisticated experiments of their choice. Python has a rich ecosystem of machine learning and data analysis algorithms that researchers can now utilize to assemble easily extensible scripts that perform experiments such as sensitivity analysis, without the burden of setting up a compilable code infrastructure in Java or Scala that can work with the NetLogo controlling API.

NL4Py has enabled several research projects that required external ma-
nipulation of NetLogo models additional to the evolutionary model discovery project it was initially designed for. Specifically, NL4Py has enabled sensitivity analysis and feature engineering for models of bacterial growth\textsuperscript{1}, agent-based modeling of emergency evacuation\textsuperscript{[31]}, modeling production scheduling \textsuperscript{[29]}, and the prediction of tipping points in complex social systems \textsuperscript{[30]}. These projects are examples where domain scientists, in this case, microbiologists, operations researchers, industrial engineers, and computational social scientists, benefited from the parallelized, external control of NetLogo models that NL4Py offers. Furthermore, the GitHub project has garnered 27 stars and 4 forks at the time of writing, and users have brought up several issues that have led to the improvement of the software over the course of time.

5. Conclusions

We developed NL4Py as a means through which the agent-based modeling community can externally control and measure simulations of NetLogo models through Python in an easily parallelizable fashion. With NL4Py, developers can now open, set parameters, send commands, and schedule reporters to NetLogo models. Importantly, this enables machine learning and data analysis experiments to be performed on NetLogo models, which may have vast fitness landscapes and require many parallel simulations to explore. NL4Py is platform independent, compatible with Python 3.6+ and has been tested to work on Windows 10, MacOS 10, and Ubuntu operating systems. NL4Py’s client-server architecture demonstrates reasonable performance improvements in memory usage and execution time, under the differing conditions of both desktop environments and virtual cloud instances. We demonstrate how calibration can be performed on a NetLogo sample model using NL4Py and DEAP. We also provide an example on how a complete batch of parallelized NetLogo simulations can be easily executed and reportered on, with a few lines of code by allowing NL4Py to manage the details of parallelization. Our hope is that this contribution will increase the accessibility of NetLogo to computational researchers and domain scientists. We see NL4Py as a vital link, allowing the agent-based modeling community to utilize the latest technological advancements in data analytics libraries that are increasingly available on the Python package index.
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Appendix A. Population Stability calculation for the Wolf Sheep Predation Model

The Wolf Sheep Predation model [40] is an agent-based model of a predator-prey system inspired by the Lotka-Volterra equations [41, 42]. A NetLogo implementation of this model is provided with the NetLogo sample models suite. In the calibration experiment, we use NL4Py to control simulations of this NetLogo model and measure population stability. The objective of the experiment is to find the optimal parameters that can maximize a population stability score. Total population stability, $E_t$, was calculated at every simulation time step, $t$. $E_t$ was found as follows. We measured the first order derivatives of both the wolf population ($P_W$) and sheep population ($P_S$) over time, $\frac{dP_W}{dT}$ and $\frac{dP_S}{dT}$, by finding the change in population between each simulation tick (see Eqs. A.1 and A.2). These derivatives were then passed through a unit step function, in order to score extinction of either species as 0. The reciprocal of this result was considered the population stability score for each species at $t$, $E_{W,t}$ and $E_{S,t}$ (see Eq. A.3). We then took the mean population stability for both species, for each simulation step, to get a total population stability over time. Finally, an aggregate mean total population stability score, score, was found by dividing the result by the number of time steps simulated, $k$ (see Eq. A.4).

$$\frac{dP_W}{dT} = \frac{(P_{W,t} - P_{W,t-1})}{\Delta T} \quad \text{and} \quad \frac{dP_S}{dT} = \frac{(P_{S,t} - P_{S,t-1})}{\Delta T} \quad (A.1)$$

$\Delta T = 1$, since the model runs in discrete simulation time units, or ticks. So,

$$\frac{dP_W}{dT} = (P_{W,t} - P_{W,t-1}) \quad \text{and} \quad \frac{dP_S}{dT} = (P_{S,t} - P_{S,t-1}) \quad (A.2)$$
```python
from typing import List, Any
import numpy as np
import pandas as pd

def calculate_population_stability(simulation_results : List[List[Any]]):
    df = pd.DataFrame(simulation_results)
    sheep_pop = pd.to_numeric(df.iloc[:,1])
    wolves_pop = pd.to_numeric(df.iloc[:,2])
    # since time is in simulation ticks, this is the absolute rate of change of sheep population.
    dsheep_dt = sheep_pop.diff().abs()
    # since time is in simulation ticks, this is the absolute rate of change of wolf population.
    dwolves_dt = wolves_pop.diff().abs()
    # find population stabilities over time for species as reciprocal of derivatives multiplied by
    # a heaviside function ensuring extinction is scored at 0.
    epsilon = 0.000001
    population_stability_sheep = np.divide(1,dsheep_dt + epsilon).mul(np.where(sheep_pop==0,0,1))
    population_stability_wolves = np.divide(1,dwolves_dt + epsilon).mul(np.where(wolves_pop==0,0,1))
    # find total population stability over time as the mean of population stabilities for both species.
    population_stability_total = (population_stability_sheep + population_stability_wolves) / 2
    # the aggregate metric is the mean, total population stability over time
    aggregate_metric = population_stability_total.sum()/len(population_stability_total)
    return aggregate_metric
```

Figure A.7: Python code for calculating population stability in the Wolf Sheep Predation model

\[ E_{W,t} = \begin{cases} \frac{1}{dP_{W,t}}, & \text{if } P_{W,t} \geq 1 \\ 0, & \text{otherwise} \end{cases} \quad \text{and} \quad E_{S,t} = \begin{cases} \frac{1}{dP_{S,t}}, & \text{if } P_{S,t} \geq 1 \\ 0, & \text{otherwise} \end{cases} \]  \quad (A.3)

\[ \text{score} = \frac{\sum_{t=0}^{k} (E_{S,t} + E_{W,t})}{k} \]  \quad (A.4)

The Python function is provided in Fig. A.2.
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Please add the reference to the software repository if DOI for software is available.

**Current executable software version**

| Nr. | (Executable) software metadata description | Please fill in this column |
|-----|-------------------------------------------|---------------------------|
| S1  | Current software version                  | 0.9.0                     |
| S2  | Permanent link to executables of this version | [https://pypi.org/project/NL4Py/](https://pypi.org/project/NL4Py/) |
| S3  | Legal Software License                    | GNU General Public License 3.0 (GPLv3) |
| S4  | Computing platforms/Operating Systems      | Linux, OS X, and Microsoft Windows 10 |
| S5  | Installation requirements & dependencies  | NetLogo, Java, Python 3.6+ |
| S6  | If available, link to user manual - if formally published include a reference to the publication in the reference list | [https://github.com/chathika/NL4Py/blob/master/Readme.md](https://github.com/chathika/NL4Py/blob/master/Readme.md) |
| S7  | Support email for questions               | chathika@knights.ucf.edu |

Table A.2: Software metadata