Abstract. We compute the power spectrum of curvature perturbations in stochastic inflation. This combines the distribution of first crossing times through the end-of-inflation surface, which has been previously studied, with the distribution of the fields value at the time when a given scale crosses out the Hubble radius during inflation, which we show how to compute. This allows the stochastic-$\delta N$ formalism to make concrete contact with observations. As an application, we study how quantum diffusion at small scales (arising e.g. in models leading to primordial black holes) affects the large-scale perturbations observed in the cosmic microwave background. We find that even if those sets of scales are well separated, large effects can arise from the distortion of the classical relationship between field values and wavenumbers brought about by quantum diffusion near the end of inflation. This shows that cosmic microwave background measurements can set explicit constraints on the entire inflationary potential down to the end of inflation.
1 Introduction

Stochastic inflation [1, 2] is a powerful formalism to investigate quantum effects in inflating space times. It consists of an effective theory for the long-wavelengths part of quantum fields, when coarse-grained at super-Hubble scales. Above the Hubble radius indeed, the decaying modes become negligible, and possible effects from the non-vanishing commutators between the fields and their conjugate momenta suffer the same fate [3–6]. Quantum fields thus behave in a classical, though stochastic way (even if they may retain some genuine quantum properties [6–11]), and evolve according to stochastic Langevin equations.

The stochastic formalism has been shown to provide excellent agreement with usual quantum field theoretic (QFT) techniques in regimes where the two methods can be compared [12–22]. However the stochastic approach can go beyond perturbative QFT and describe the non-perturbative evolution of the coarse-grained fields through the full nonlinear equations of general relativity. It then relies on the separate universe approach [23–29], where the homogeneous equations of motion are able to describe the inhomogeneous fields at leading order in a gradient expansion. This can be used to reconstruct the primordial density perturbation on super-Hubble scales, by combining stochastic inflation with the $\delta N$ formalism [1, 26, 29–31]. The latter provides a framework in which curvature perturbations
are related to fluctuations in the integrated amount of expansion and can be characterised from the knowledge of the stochastic dynamics of the fields driving inflation.

This gives rise to the stochastic-$\delta N$ approach [16, 32, 33], which has been recently used to derive the full probability distribution of the primordial density field [34, 35], finding large deviations from a Gaussian statistics in the nonlinear tail of the distribution. At the technical level, the main task of the stochastic-$\delta N$ program is to work out the distribution of first-passage times through the end-of-inflation surface, starting from some initial conditions. In fact, the problem that has been solved so far is the one when those initial conditions correspond to a fixed point $\Phi$ in field space (here $\Phi$ is a vector containing the values of all coarse-grained fields, and possibly of their conjugate momenta in the case where deviations from the slow-roll attractor are considered [36, 37]). However, the amplitude of the fluctuations at a given length scale $\lambda$ are related to the statistics of the first-passage times from an initial condition that rather corresponds to when that scale crosses out the Hubble radius during inflation.

In regimes where quantum diffusion plays a negligible role, the fields driving inflation follow a classical, deterministic trajectory, so as a first approximation, there is a one-to-one correspondence between a scale $\lambda$, or equivalently, the Fourier wavenumber $k = 2\pi/\lambda$ that is associated to it, and the value of the fields $\Phi$ at the time when $k = aH$, i.e. when $k$ crosses out the Hubble radius (where $a$ is the Friedmann-Lemaître-Robertson-Walker metric scale factor, $H = \dot{a}/a$ is the Hubble parameter, and a dot denotes derivation with respect to cosmic time). In other words, there exists a function

$$\Phi_{cl}(k)$$  \hspace{1cm} (1.1)

that relates $k$ to a specific point in field space, which can be used as the initial condition for the first-passage time problem.

However, there are regimes where this approximation may not be sufficient. In particular, in regions of the inflationary potential giving rise to large cosmological fluctuations, which may be relevant for primordial black holes, the effect of quantum diffusion is important [34, 35, 38, 39] and the classical trajectory cannot be used as a proxy for the typical realisations of the stochastic process. Furthermore, even if quantum diffusion plays an important role only at late time during inflation, and directly affects small scales only, the breakdown of Eq. (1.1) distorts the link between wavenumbers and field values at all scales, which implies that a substantial stochastic imprint may be left on the large scales observed in the Cosmic Microwave Background (CMB), even if they emerge at a time when quantum diffusion is negligible.

The aim of this paper is therefore to solve the first-passage time problem associated to a given scale rather than to a given field value, in order to bridge the final gap between the stochastic-$\delta N$ formalism and observable predictions. It is organised as follows. In Sec. 2, we first review the stochastic-$\delta N$ formalism and explain how the first-passage time problem can be solved. In Sec. 3, we present our calculation of the power spectrum in a generic inflating setup. In the quasi de-Sitter limit, we show that it boils down to deriving the probability distribution of the fields value at a given number of $e$-folds before the end of inflation, and we explain how this can be computed from the solution of the Fokker-Planck and first passage-time problems. In Sec. 4, we apply our results to the case where quantum diffusion is efficient at small scales only, and we show that even then, it affects the power spectrum at large scales. We summarise our main results in Sec. 5 where we also present our conclusions, and we end
the paper by Appendix A, where some technical aspects of the calculation performed in Sec. 4 are deferred.

2 The stochastic-$\delta N$ formalism and the first-passage time problem

2.1 The stochastic-$\delta N$ formalism

On super Hubble scales, the curvature perturbation is related to the amount of expansion $N = \ln a$ from an initial flat space-time slice to a final space-time slice of uniform energy density $\rho$,

$$\zeta(t, x) = N(t, x) - \overline{N}(t) \equiv \delta N,$$

(2.1)

where $\overline{N}(t)$ is the unperturbed number of $e$-folds. In the separate universe approach (the validity of which has recently been shown to extend beyond slow roll in Ref. [37]), on super-Hubble scales, gradients can be neglected, so $N(t, x)$ is the amount of expansion in unperturbed, homogeneous universes. The curvature perturbation $\zeta$ can thus be extracted from the knowledge of the durations of inflation in such universes. These durations vary under quantum fluctuations in the fields that drive inflation, which can be described in the stochastic inflation formalism by coarse-graining the fields above a fixed physical scale $k_\sigma = \sigma a H$,

$$\hat{\Phi}_{cg}(x) = \frac{1}{(2\pi)^{3/2}} \int_{k < k_\sigma} d^3 k \hat{\Phi} k e^{-ik \cdot x},$$

(2.2)

where $\sigma \ll 1$ is a fixed parameter that sets the scale at which quantum fluctuations backreact onto the local homogeneous geometry. At leading order in the gradient expansion, the quantum fields $\hat{\Phi}_{cg}$ can be described by classical random variables $\Phi_{cg}$, which obey stochastic Langevin equations of the form

$$\frac{d\Phi_{cg}}{dN} = F_{cl}(\Phi_{cg}) + \xi,$$

(2.3)

where $F_{cl}(\Phi)$ encodes the classical equations of motion, and $\xi$ is a white Gaussian noise with vanishing mean, and variance given by

$$\langle \xi_i(x, N_i) \xi_j(x, N_j) \rangle = \frac{d\ln k_\sigma}{dN} P_{\Phi_i, \Phi_j}[k_\sigma(N_i), N_i] \delta(N_i - N_j),$$

(2.4)

which describes the continuous inflow of modes into the coarse-grained sector. In this expression, $P_{\Phi_i, \Phi_j}[k_\sigma(N), N] = k^3/(2\pi^2) \text{Re} \left\{ \Phi_i[k_\sigma(N)] \Phi_j^* [k_\sigma(N)] \right\}$ is the reduced cross power spectrum between the field variables $\Phi_i$ and $\Phi_j$, evaluated at the scale $k_\sigma(N)$ and at time $N$. Note that when deriving the Langevin equation (2.3), the time coordinate (here the number of $e$-folds $N$) has not been perturbed, so these power spectra must be evaluated in the gauge where $N$ is uniform, see Ref. [37].

The Langevin equation (2.3) gives rise to a Fokker-Planck equation that drives the probability to find the field $\Phi_{cg}$ at position $\Phi$ in field space at time $N$, given that it was at position $\Phi_{in}$ at a previous time $N_{in}$,

$$\frac{d}{dN} P(\Phi, N|\Phi_{in}, N_{in}) = \mathcal{L}_{FP}(\Phi) \cdot P(\Phi, N|\Phi_{in}, N_{in}).$$

(2.5)
In this expression, $\mathcal{L}_{\text{FP}}(\Phi)$ is a differential operator of second order in phase space (i.e. it contains first and second derivatives with respect to the field coordinates $\Phi_i$), called the Fokker-Planck operator.\footnote{When deriving Eq. (2.5) from Eq. (2.3), one needs to specify the discretisation scheme with which Eq. (2.3) is interpreted. While this has important consequences for multiple-field systems in curved field spaces, where only the Stratonovitch scheme is compatible with field-space covariance [40], this has less importance for single-field systems. The generic formalism we construct in Sec. 3 does not specify the details of the Fokker-Planck operator and is therefore independent of the choice of discretisation scheme. For the specific model we later consider in Sec. 4, all discretisation schemes give the same result.}

The duration of inflation under the process (2.3), starting from the location $\Phi_{\text{in}}$ in field space, is a random variable that we denote $\mathcal{N}$. Its probability distribution, $P_{\text{FFT}}(\mathcal{N}, \Phi_{\text{in}})$, can be shown to obey the adjoint Fokker-Planck equation [16, 34]

$$\frac{d P_{\text{FFT}}(\mathcal{N}, \Phi)}{d \mathcal{N}} = \mathcal{L}_{\text{FP}}^\dagger(\Phi) \cdot P_{\text{FFT}}(\mathcal{N}, \Phi),$$

(2.6)

where $\mathcal{L}_{\text{FP}}^\dagger(\Phi)$ is the adjoint Fokker-Planck operator, related to the Fokker-Planck operator via $\int d\Phi F_1(\Phi) \mathcal{L}_{\text{FP}}(\Phi) \cdot F_2(\Phi) = \int d\Phi F_2(\Phi) \mathcal{L}_{\text{FP}}^\dagger(\Phi) \cdot F_1(\Phi)$. Since Eq. (2.6) is a partial differential equation, it needs to be solved with some boundary condition. The first condition is given by the end-of-inflation surface $\mathcal{C}_{\text{end}} = \{\Phi, \rho(\Phi) = \rho_{\text{end}}\}$,\footnote{In single-field inflation, assuming that the slow-roll attractor has been reached before the end of inflation, the field and its conjugated momentum are directly related, so inflation ends through a single point in field phase space, and $\rho_{\text{end}}$ can be taken as the energy density at that point. The situation is more involved in multiple-field systems, but assuming that quantum diffusion becomes negligible when inflation terminates, the choice of the precise value for $\rho_{\text{end}}$ becomes irrelevant.} where the number of inflationary $e$-folds necessarily vanishes, hence $P_{\text{FFT}}(\mathcal{N}, \Phi) = \delta(\mathcal{N})$ for $\Phi \in \mathcal{C}_{\text{end}}$. In hilltop models, $\mathcal{C}_{\text{end}}$ makes the inflating domain of field space compact and is enough to fully specify the problem. Otherwise, another boundary condition has to be added, which in practice we take to be a reflective boundary condition high enough in the potential [19, 41], along some surface $\mathcal{C}_{uv}$, such that $\langle u(\Phi) \cdot \nabla \rangle P_{\Phi}(\mathcal{N}) = 0$ when $\Phi \in \mathcal{C}_{uv}$, where $u$ is a field-space vector orthogonal to $\mathcal{C}_{uv}$. The details of this second boundary condition are anyway irrelevant as long as inflation proceeds at sub-Planckian energies [19, 41].

From Eq. (2.6), the statistics of $\mathcal{N}$, hence of $\delta \mathcal{N} = \mathcal{N} - \langle \mathcal{N} \rangle$ (where $\langle \cdot \rangle$ denotes statistical average), and in turn the one of $\zeta$ through Eq. (2.1), can be inferred. This is the stochastic-$\delta \mathcal{N}$ program. Since the power spectrum corresponds to the two-point function of the curvature perturbation, in practice, one needs to compute the two first moments of $\mathcal{N}$, given that $\langle \delta \mathcal{N}^2 \rangle = \langle \mathcal{N}^2 \rangle - \langle \mathcal{N} \rangle^2$. By applying the adjoint Fokker-Planck operator to the definition of the $n^{\text{th}}$ moment of $\mathcal{N}$, $\langle \mathcal{N}^n \rangle(\Phi) = \int P_{\text{FFT}}(\mathcal{N}, \Phi) \mathcal{N}^n d\mathcal{N}$, after integration by part, one obtains the iterative set of differential equations [16]

$$\mathcal{L}_{\text{FP}}^\dagger(\Phi) \cdot \langle \mathcal{N}^n \rangle(\Phi) = -n \langle \mathcal{N}^{n-1} \rangle(\Phi).$$

(2.7)

Starting from $\langle \mathcal{N}^0 \rangle = 1$, one can then solve iteratively for $\langle \mathcal{N} \rangle$ and $\langle \mathcal{N}^2 \rangle$.

Let us stress that $P_{\text{FFT}}(\mathcal{N}, \Phi)$ corresponds to the distribution of $\mathcal{N}$ associated to a given initial point $\Phi$ in field space. However, as explained in Sec. 1, in order to make contact with observations, one should determine the distribution of $\mathcal{N}$ associated to a given scale $k$. The link between $\Phi$ and $k$ thus remains to be specified, and this is the goal of the present paper.

2.2 Power spectrum in the low-diffusion limit

In the regime where the stochastic noise plays a negligible role in the Langevin equation (2.3), at first order in the noise, all realisations follow the classical, deterministic equation of motion.
The value of the fields $\Phi$ at the time when the scale $k$ crosses out the Hubble radius, i.e., when $k = aH$, is therefore the same for all realisations, which defines the function $\Phi_{cl}(k)$ introduced in Eq. (1.1), which can be inverted into the function $k_{cl}(\Phi)$.

At this order, the fluctuations in the duration of inflation starting from $\Phi_{\text{in}}$ receive a contribution from all modes that cross out the Hubble radius between the time when $\Phi = \Phi_{\text{in}}$ and the end of inflation, i.e., from all modes $k$ such that $k_{c}(\Phi_{\text{in}}) < k < k_{\text{end}}$, where $k_{\text{end}}$ corresponds to the Hubble scale at the end of inflation. One thus has [33]

$$\langle \delta N^2(\Phi) \rangle = \int_{k_{cl}(\Phi) < k < k_{\text{end}}} P_{\zeta}(k) d \ln k. \quad (2.8)$$

A detailed derivation of this (otherwise intuitive) formula will be provided in Sec. 3, but for now, let us note that by differentiating both hands with respect to the field-space coordinate along the background, classical trajectory, one obtains

$$P_{\zeta}(k) = -\frac{d}{d \langle \delta N^2 \rangle} \frac{\Phi_{cl}(k)}{d \ln(k)}. \quad (2.9)$$

### 2.3 Case of a slowly-rolling single field

For illustrative purpose, let us apply the above calculational program to the case of a single field in the slow-roll regime, and see how the standard formula for the power spectrum can be recovered. For a single scalar field $\phi$ with a canonical kinetic term and potential function $V(\phi)$, in the slow-roll regime, the Fokker-Planck and adjoint Fokker-Planck operators are respectively given by [2, 12]

$$\frac{1}{M_{\text{Pl}}^2} \mathcal{L}_{\text{FP}}(\phi) \cdot F = \frac{\partial}{\partial \phi} \left[ \frac{v'(\phi)}{v(\phi)} F(\phi) \right] + \frac{\partial^2}{\partial \phi^2} \left[ v(\phi) F(\phi) \right] \quad (2.10)$$
$$\frac{1}{M_{\text{Pl}}^2} \mathcal{L}^\dagger_{\text{FP}}(\phi) \cdot F = -\frac{v'(\phi)}{v(\phi)} \frac{\partial}{\partial \phi} F(\phi) + v \frac{\partial^2}{\partial \phi^2} F(\phi), \quad (2.11)$$

where $F$ is a dummy function on which the differential operators act, $M_{\text{Pl}}$ is the reduced Planck mass, a prime denotes derivation with respect to the field value $\phi$, and we have introduced the reduced potential

$$v(\phi) = \frac{V(\phi)}{24\pi^2 M_{\text{Pl}}^4} \quad (2.12)$$

for convenience. This allows one to integrate Eq. (2.7) exactly, and one obtains [16, 41]

$$\langle N^n \rangle (\phi) = n \int_{\phi_{\text{end}}}^{\phi} \frac{d\phi_1}{M_{\text{Pl}}} \int_{\phi_1}^{\phi_{\text{end}}} \frac{d\phi_2}{M_{\text{Pl}}} \frac{\langle N^{n-1} \rangle (\phi_2)}{v(\phi_2)} \exp \left[ \frac{1}{v(\phi_2)} - \frac{1}{v(\phi_1)} \right], \quad (2.13)$$

where $\phi_{\text{end}}$ is the value of $\phi$ at the end of inflation, such that $\langle N^n \rangle (\phi_{\text{end}}) = 0$, and the upper bound of the second integral is set to $\phi_{uv}$ in order to satisfy the second boundary condition, namely $\langle N^n \rangle (\phi_{uv}) = 0$. This formula allows one to compute all moments iteratively, for any potential function $v(\phi)$.

Let us now consider the low-diffusion limit. Since $v$ measures the potential energy in Planckian units, $1/v \gg 1$ in the regime of interest, which allows one to perform a saddle-point expansion of the integrals appearing in Eq. (2.13), owing to the large exponential
terms. Under the condition \(|v''| v^2 \ll v^2\) (which imposes that the slope of the potential is large enough so that the classical drift dominates over quantum diffusion), one obtains [16]

\[
\langle \mathcal{N} \rangle (\phi) \simeq \int_{\phi_{\text{end}}}^{\phi} \frac{d\tilde{\phi}}{M_{\text{Pl}}^2} \frac{v(\tilde{\phi})}{v^2(\tilde{\phi})},
\]

(2.14)

\[
\langle \delta \mathcal{N}^2 \rangle (\phi) \simeq 2 \int_{\phi_{\text{end}}}^{\phi} \frac{d\tilde{\phi}}{M_{\text{Pl}}^4} \frac{v^4(\tilde{\phi})}{v^2(\tilde{\phi})}.
\]

(2.15)

At leading order in slow roll where \(H\) is almost constant, \(k/k_{\text{end}} = a_{\text{cl}}(k)/a_{\text{end}} H_{\text{end}} \simeq e^{N_{\text{cl}}(k) - N_{\text{end}}},\) hence the derivation with respect to \(\ln(k)\) in Eq. (2.9) is a derivation with respect to \(N_{\text{cl}}(k) - N_{\text{end}} \simeq -\langle \mathcal{N} \rangle [\phi_{\text{cl}}(k)],\) which gives rise to

\[
P_\zeta(k) \simeq \frac{\langle \delta \mathcal{N}^2 \rangle [\phi_{\text{cl}}(k)]}{\langle \mathcal{N} \rangle [\phi_{\text{cl}}(k)]} \simeq \frac{2}{M_{\text{Pl}}^2} \frac{v^3 [\phi_{\text{cl}}(k)]}{v^2 [\phi_{\text{cl}}(k)]}.
\]

(2.16)

In the last equality, we have made use of Eqs. (2.14) and (2.15). In this way one recovers the standard formula for the power spectrum of curvature perturbations in single-field slow-roll inflation [42, 43]. An important remark is that the validity of this formula relies on assuming quantum diffusion to be low not only at the time when the observed scales are produced, but at any later time during inflation. While the former condition is known to be satisfied for the scales observed in the CMB, the later condition is not guaranteed, and is even explicitly violated in models giving rise to large cosmological perturbations at small scales, in particular those leading to primordial black holes. The goal of the rest of this paper is therefore to go beyond those approximations.

3 Power spectrum in stochastic inflation

3.1 Encoding spatial correlations into statistical trees

Since the power spectrum is nothing but the Fourier transform of the two-point correlation function in real space, one must be able to describe the spatial structure of the correlations between the durations of inflation at different points in order to compute the power spectrum. However, since the Langevin equation describes the dynamics of independent patches of the universe, and a priori carries no information about their relative spatial positions, one may be concerned that this spatial structure is lost and that only one-point correlation functions can be computed in stochastic inflation. In fact, as we shall now see, the distance between two patches is encoded in the time at which they become statistically independent, such that the two-point function is contained in the one-point dynamics of the Langevin equation.

More explicitly, the situation we consider is depicted in the space-time diagram of Fig. 1. During inflation, there is a point before which the entire observable universe lies within a single Hubble patch. We call \(\Phi_0\) the value of the inflationary fields inside that patch (since \(\Phi\) is coarse-grained on super-Hubble scales, it is indeed homogeneous within a Hubble patch). Each comoving point on that patch, labeled by its position \(x,\) crosses the end surface (displayed in green) at a different time, that we denote \(N(x, \Phi_0)\) (see the violet point in Fig. 1).

Let us consider two points \(x_i\) and \(x_j\) on the end-of-inflation surface. They are the end points of two comoving lines displayed in blue. Prior to the end of inflation, there is a time when the distance between these two lines coincides with the Hubble radius, and we call \(\Phi_*,\)
Figure 1. Space-time diagram (here in one dimension for display convenience) during inflation. For two comoving points labeled by $x_i$ and $x_j$ on the end-of-inflation surface, there exists a time at which their distance equals the Hubble radius. Prior to this time, they belong to the same Hubble patch and their dynamics is identical. Past this time, their evolutions become statistically independent, and the time that separates this point from the end-of-inflation surface is related to the spatial distance between $x_i$ and $x_j$.

the value of the fields at that point (since $\Phi$ is uniform across a Hubble patch, it is indeed the same at $x_i$ and $x_j$ at that time). This defines the function

$$\Phi_*(x_i, x_j).$$  \hspace{1cm} (3.1)$$

Before that point, the two blue lines lie within the same Hubble patch, hence they share the same history, i.e. they are described by the same realisation of the Langevin equation. Past that “splitting” point, owing to the Markovian property of the stochastic process we consider, they become statistically independent. If $N(\Phi_0)$ denotes the mean value of $N_x(\Phi_0)$ over all end points, according to Eq. (2.1), one has

$$\zeta(x_i) = N_i(\Phi_0) - \bar{N}(\Phi_0),$$  \hspace{1cm} (3.2)$$

where $N_i$ is a short-hand notation for $N_{x_i}$. One can also introduce the physical distance $r$ between the two end points. On the splitting patch (displayed in orange and labeled with $H^{-1}(\Phi_*)$ in Fig. 1), let $y$ label the comoving position along the geodesic connecting $x_i$ and $x_j$. Each such point gives rise to one of the grey lines in Fig. 1, and undergoes a number of inflationary $e$-folds that we denote $N_y[\Phi_*(x_i, x_j)]$. The physical distance between $x_i$ and $x_j$ on the end surface is thus given by

$$r(x_i, x_j) = \int_0^{H^{-1}[\Phi_*(x_i, x_j)]} e^{N_y[\Phi_*(x_i, x_j)]} dy,$$  \hspace{1cm} (3.3)$$
where we have introduced \( y = x_i + y(x_j - x_i)/|x_j - x_i| \). The two-point function of \( \zeta \) at separation \( r \) is then given by the expectation value of the product \( \zeta(x_i)\zeta(x_j) \), averaged over all pairs of comoving lines that share the same distance \( r \). The power spectrum is then simply defined as the Fourier transform of that function, such that

\[
\langle \zeta(x_i)\zeta(x_j) \rangle_{r(x_i,x_j)=\tilde{r}} = \int_0^\infty \mathcal{P}_\zeta(k) \frac{\sin(k\tilde{r})}{k} dk. \tag{3.4}
\]

A remark is in order regarding the appearance of the cardinal sine function in this expression. In principle, the two-point function of the noise \( \xi \) in the Langevin equation (2.3) also depends through a cardinal sine function on the distance (in Hubble units) between the two points at which it is evaluated [12]. Therefore, the realisations of the noise at two distant points are still slightly correlated after they split (i.e. after they no longer belong to the same Hubble patch), and are not exactly independent. By neglecting this remaining amount of correlation, one is effectively approximating the cardinal sine function with a Heaviside function. This approximation is well justified since those correlations quickly decay on super-Hubble scales (and given that their details anyway depend on the window function that has been used to coarse grain the fields), but for consistency, the cardinal sine function in Eq. (3.4) should also be replaced by a Heaviside function. By differentiating both hands of Eq. (3.4) with respect to \( \tilde{r} \), one then obtains

\[
\mathcal{P}_\zeta(k) = -\frac{\partial}{\partial \ln(\tilde{r})} \langle \zeta(x_i)\zeta(x_j) \rangle_{r(x_i,x_j)=\tilde{r}} \bigg|_{\tilde{r}=1/k}. \tag{3.5}
\]

This formula can be used to extract the power spectrum from a numerical lattice simulation of the Langevin equations.

### 3.2 Using the first-passage-time moments

Let us now try to benefit from the results recalled in Sec. 2.1, which provide the statistical moments of the first passage time through the end surface from a given point in field space. In order to make use of these formulas, it is convenient to introduce \( P_r(\Phi_\ast) \), which is the probability density associated to the fields value in the splitting patch, for two comoving lines separated by \( r \) on the end surface. The calculation of this function will be discussed below.

Along the line labeled by \( x_i \), let us first write \( N_i(\Phi_0) \) as the sum of the number of \( e \)-folds realised between the original patch and the splitting patch, which we denote \( N_i[\Phi_0 \to \Phi_\ast(x_i,x_j)] \) (and which is not necessarily a first-passage time), and the number of \( e \)-folds realised between the splitting patch and the end surface, \( N_i[\Phi_\ast(x_i,x_j)] \), such that Eq. (3.2) gives rise to

\[
\zeta(x_i) = N_i[\Phi_0 \to \Phi_\ast(x_i,x_j)] + N_i[\Phi_\ast(x_i,x_j)] - \overline{N}(\Phi_0). \tag{3.6}
\]

Obviously, a similar formula holds for \( \zeta(x_j) \), and given that the two branches \( x_i \) and \( x_j \) share the same common past before the splitting patch, one has \( N_i[\Phi_0 \to \Phi_\ast(x_i,x_j)] = N_j[\Phi_0 \to \Phi_\ast(x_i,x_j)]. \) Because of Eq. (3.5), one must cross correlate Eq. (3.6) with the same expression when \( x_i \) is replaced by \( x_j \), under the condition that the distance between \( x_i \) and \( x_j \) is fixed. This gives rise to several terms that we now discuss one by one.

Let us first consider the product term \( N_i(\Phi_\ast)N_j(\Phi_\ast) \) (hereafter, for notational convenience, we drop the arguments of the function \( \Phi_\ast \)). Using the chain rule for conditional
probabilities, one has

\[ \langle N_i(\Phi_*) N_j(\Phi_*) \rangle_{r(x_i, x_j) = \tilde{r}} = \int d\Phi_* P(\Phi_*) \langle N_i(\Phi_*) N_j(\Phi_*) \rangle_{r(x_i, x_j) = \tilde{r}, \Phi_*(x_i, x_j) = \tilde{\Phi}_*}. \tag{3.7} \]

An important remark is that if the distance between \( x_i \) and \( x_j \) is much larger than the Hubble radius on the end surface (which needs to be the case since the stochastic formalism only allows us to describe long-distance correlations), most lines labeled by \( y \) (and displayed in grey in Fig. 1) split from the ones ending in \( x_i \) and \( x_j \) much before the end of inflation. As a consequence, the number of e-folds realised along these lines is almost independent from the one undergone by the lines ending in \( x_i \) and \( x_j \), hence Eq. (3.3) indicates that the value of \( r \) is (almost) uncorrelated with \( N_i(\Phi_*) \) or \( N_j(\Phi_*) \). This implies that \( \langle N_i(\Phi_*) N_j(\Phi_*) \rangle_{r(x_i, x_j) = \tilde{r}, \Phi_*(x_i, x_j) = \tilde{\Phi}_*} = \langle N_i(\Phi_*) N_j(\Phi_*) \rangle_{\Phi_*(x_i, x_j) = \tilde{\Phi}_*} = \langle N_i \rangle^2(\tilde{\Phi}_*) \), and one recovers the first statistical moment of the first-passage time computed in Sec. 2.1.

The chain rule of Eq. (3.7) applies more generally to any function of \( x_i \) and \( x_j \), so the other terms can also be evaluated as integrals over \( \Phi_* \) of correlators at fixed \( r \) and \( \Phi_* \).

For the term \( N_i(\Phi_0 \to \Phi_*) N_j(\Phi_0 \to \Phi_*) \), since \( r \) depends only on the post-splitting-patch dynamics, the fact that \( r \) is fixed is irrelevant and one has

\[ \langle N_i(\Phi_0 \to \Phi_*) N_j(\Phi_0 \to \Phi_*) \rangle_{r(x_i, x_j) = \tilde{r}, \Phi_*(x_i, x_j) = \tilde{\Phi}_*} = \left( \langle N \rangle(\tilde{\Phi}_*) \right), \tag{3.9} \]

where we have used the fact that \( N_i(\Phi_0 \to \Phi_*) = N_j(\Phi_0 \to \Phi_*) \) as mentioned above. Let us stress that contrary to the previous term, this quantity is not a statistical moment of a first passage time, so it cannot be evaluated with the techniques presented in Sec. 2.1, but we will see below that it cancels out with other contributions in the final result.

The Markovian nature of the process also implies that \( N_j(\Phi_*) \) and \( N_i(\Phi_0 \to \Phi_*) = N_j(\Phi_0 \to \Phi_*) \) are independent when \( \Phi_* \) is fixed, so

\[ \langle N_i(\Phi_0 \to \Phi_*) N_j(\Phi_*) \rangle_{r(x_i, x_j) = \tilde{r}, \Phi_*(x_i, x_j) = \tilde{\Phi}_*} = \left( \langle N \rangle(\tilde{\Phi}_*) \right), \tag{3.10} \]

where the last term is the first moment of a first-passage time.

Those considerations allow one to compute the 9 terms that appear in the expectation value of \( \zeta(x_i) \zeta(x_j) \), and after some rearrangements one obtains

\[ \left\langle \zeta(x_i) \zeta(x_j) \right\rangle_{r(x_i, x_j) = \tilde{r}} = \int d\Phi_* P(\Phi_*) \left[ \langle N^2(\Phi_0 \to \Phi_*) \rangle + \langle N \rangle^2(\Phi_*), + \bar{N}^2(\Phi_0) \right] + 2 \langle N(\Phi_0 \to \Phi_*) \rangle \langle N \rangle(\Phi_*) - 2 \bar{N}(\Phi_0) \langle N(\Phi_0 \to \Phi_*) \rangle - 2 \bar{N}(\Phi_0) \langle N \rangle(\Phi_*) \right]. \tag{3.11} \]

This expression can be further simplified by noting that, if one decomposes \( N(\Phi_0) = N(\Phi_0 \to \Phi_*) + N(\Phi_*) \) and takes the stochastic average, one has \( \bar{N}(\Phi_0) = \langle N(\Phi_0 \to \Phi_*) \rangle + \langle N \rangle(\Phi_*) \), so by replacing \( \bar{N}(\Phi_0) \) in the above expression, it reduces to

\[ \left\langle \zeta(x_i) \zeta(x_j) \right\rangle_{r(x_i, x_j) = \tilde{r}} = \int d\Phi_* P(\Phi_*) \left( \delta N^2(\Phi_0 \to \Phi_*) \right). \tag{3.12} \]

Finally, let us note that, invoking again the Markovian nature of the process, \( N(\Phi_0 \to \Phi_*) \) and \( N(\Phi_*) \) are two independent variables (where \( \Phi_* \) is fixed). Therefore by squaring the relation \( N(\Phi_0) = N(\Phi_0 \to \Phi_*) + N(\Phi_*) \) given above, and after taking its stochastic average, one obtains \( \delta N^2(\Phi_0 \to \Phi_*) = (\delta N^2)(\Phi_0) - (\delta N^2)(\Phi_*) \). Since the first term in the right-hand side of this expression does not depend on \( \Phi_* \), it provides a contribution proportional
to $\int d\Phi_* P_r(\Phi_*) = 1$ in Eq. (3.11), i.e. a term that does not depend on $\tilde{r}$ so Eq. (3.5) gives rise to

$$P_\zeta(k) = \frac{1}{k} \int d\Phi_* \left. \frac{\partial P_r(\Phi_*)}{\partial r} \right|_{r=1/k} \langle \delta N^2 \rangle(\Phi_*) .$$

(3.12)

This expression has the advantage to directly involve the second moment of the first-passage time, studied in Sec. 2.1.

### 3.3 Field value at the splitting patch

The next step in the calculation is to compute the probability associated to the field value at the splitting patch, $P_r(\Phi_*)$, which appears in Eq. (3.12).

An important remark is that if two points are separated by a distance $r$ on the end surface, this distance should be red-shifted (or rather blue-shifted) to previous times using the backward $e$-fold number, $N_{bw} = N_{end} - N$, i.e. the number of $e$-folds before the end of inflation. Indeed, as argued in Ref. [44], observable quantities should be stated in terms of physical scales as seen by local observers, which imposes to label scales with backwards $e$-folds. Note that since the stochastic noise is turned off at the end of inflation, physical scales on the end surface are directly mapped to scales measured in observations today.

As a consequence, if two comoving lines are separated by a distance $r$ on the end surface, they become independent when

$$e^{N_{bw}} = rH(\Phi_*) .$$

(3.13)

Along each realisation of the Langevin equation, one can determine when this condition is satisfied, record the value of $\Phi_*$ at that time, and then reconstruct the probability distribution associated to $\Phi_*$. As will be shown below, in the case of a one-dimensional field phase space (i.e. for single-field systems that have reached the slow-roll attractor\(^3\)), the result does not depend on the initial condition $\Phi_0$, because of the Markovian nature of the process. In multiple field systems however, the distribution $P_r(\Phi_*)$ does a priori depend on the choice of $\Phi_0$ (or more generally, on the distribution function associated to $\Phi_0$), which is a fundamental difference.

This prescription allows one to evaluate $P_r(\Phi_*)$ numerically in a straightforward way, so the above considerations provide an explicit procedure to evaluate the power spectrum in stochastic inflation, which was one of the main goals of this paper.

In order to gain further analytical insight, let us notice that in the quasi de-Sitter limit where $H$ is almost a constant, $H(\Phi_*)$ can be simply replaced by $H_{end}$ in Eq. (3.13), which allows one to define

$$N_{bw}(r) = \ln (rH_{end}) = -\ln \left( \frac{k}{k_{end}} \right) .$$

(3.14)

In this limit, the probability $P_r(\Phi_*)$ becomes the one associated to the fields value at a fixed backward $e$-fold number,

$$P_r(\Phi_*) \simeq P_{bw}[\Phi_*, N_{bw}(r)] .$$

(3.15)

\(^3\)Single-field setups that violate slow-roll for a transient period (and typically enter a phase of ultra slow roll) are usually preceded by a phase of slow roll inflation, in which case the dependence on initial condition is also erased.
which we further study in the next section. Combined with Eq. (3.12), it gives rise to

\[ P_c(k) = \int d\Phi_\ast \frac{\partial P_{bw}(\Phi_\ast, N_{bw})}{\partial N_{bw}} \bigg|_{N_{bw}=-\ln(k/k_{end})} \langle \delta N^2 \rangle (\Phi_\ast). \]  

(3.16)

At this stage, it is worth noting that at leading order in the low-diffusion limit, the backward probability is simply a Dirac distribution centred on the classical trajectory, \( P_{bw}(\Phi_\ast, N_{bw}) = \delta[\Phi_\ast - \Phi_{cl}(k)], \) where the function \( \Phi_{cl}(k) \) was introduced in Eq. (1.1). By plugging this expression into Eq. (3.16), after integration by parts, one recovers Eq. (2.9), which is a good consistency check.

### 3.4 Backward probability

In this section, we explain how the backward probability can be computed from the solutions of the Fokker-Planck and adjoint Fokker-Planck equations studied in Sec. 2. For notational convenience, we use \( \mathbb{P}(\cdot) \) to denote the probability (density) associated to the event written in the argument in general. For instance, we have \( \mathbb{P}[\Phi(N) = \Phi|\Phi(N_{in}) = \Phi_{in}] = P(\Phi, N|\Phi_{in}, N_{in}) \), which was introduced in Eq. (2.5), and \( \mathbb{P}[\mathcal{N}(\Phi) = \mathcal{N}] = P_{FPT}(\mathcal{N}, \Phi) \), which was introduced in Eq. (2.6).

Let us consider the subset of Langevin realisations originating from the original patch at \( \Phi_0 \) that realise at least \( N_{bw} \) inflationary \( e \)-folds. The backward probability \( P_{bw}(\Phi_\ast, N_{bw}) \) corresponds to the fraction of those realisations for which the value of the fields \( N_{bw} \) \( e \)-folds before the end of inflation is \( \Phi_\ast \), so

\[ P_{bw}(\Phi_\ast, N_{bw}) = \int_{N_{bw}}^{\infty} dN_{tot} \mathbb{P}[\Phi(N_{tot} - N_{bw}) = \Phi_\ast \wedge \mathcal{N}(\Phi_0) = N_{tot} | \mathcal{N}(\Phi_0) > N_{bw}] \]  

(3.17)

where one averages over the value of \( \mathcal{N}(\Phi_0) \). Since the integral is performed over \( N_{tot} > N_{bw} \), the condition \( \mathcal{N}(\Phi_0) = N_{tot} \) guarantees that \( \mathcal{N}(\Phi_0) > N_{bw} \) so the integrand of Eq. (3.17) is of the form \( \mathbb{P}(A, B|C) \) with \( B \Rightarrow C \). Using the chains rule, it can thus be written as \( \mathbb{P}(A, B|C) = \mathbb{P}(A, B, C)/\mathbb{P}(C) = \mathbb{P}(A, B)/\mathbb{P}(C) \). Using the chain rule one more time, it is given by \( \mathbb{P}(A, B|C) = \mathbb{P}(A|B)\mathbb{P}(B)/\mathbb{P}(C) \), hence

\[ P_{bw}(\Phi_\ast, N_{bw}) = \frac{\int_{N_{bw}}^{\infty} dN_{tot} \mathbb{P}[\Phi(N_{tot} - N_{bw}) = \Phi_\ast | \mathcal{N}(\Phi_0) = N_{tot}] P_{FPT}(N_{tot}, \Phi_0)}{\int_{N_{bw}}^{\infty} dN_{tot} P_{FPT}(N_{tot}, \Phi_0)}. \]  

(3.18)

The first term in the integrand of the numerator is a probability associated to a past event under a future condition, which makes it difficult to apprehend. Instead, it is simpler to use Baye’s theorem and rewrite it in terms of the probability of a future event under a past condition,

\[ \mathbb{P}[\Phi(N_{tot} - N_{bw}) = \Phi_\ast | \mathcal{N}(\Phi_0) = N_{tot}] = \mathbb{P}[\mathcal{N}(\Phi_0) = N_{tot} | \Phi(N_{tot} - N_{bw}) = \Phi_\ast] \times \mathbb{P}[\Phi(N_{tot} - N_{bw}) = \Phi_\ast] \]  

(3.19)

\[ \times \frac{P_{FPT}(N_{tot}, \Phi_0)}{P_{FPT}(N_{tot}, \Phi_0)}. \]

Because of the Markovian property of the process we consider, the probability appearing on the right-hand side in the first line can be written as \( \mathbb{P}[\mathcal{N}(\Phi_0) = N_{tot} | \Phi(N_{tot} - N_{bw}) = \Phi_\ast] = \mathbb{P}[\mathcal{N}(\Phi_\ast) = N_{bw}] = P_{FPT}(N_{bw}, \Phi_\ast) \), and the probability appearing in the numerator
in the second line is nothing but \( \mathbb{P}[\Phi(N_{tot} - N_{bw}) = \Phi_b] = P(\Phi_b, N_{tot} - N_{bw} | \Phi_0, 0) \), where we set the time on the original patch to zero without loss of generality. Combining the above results, one obtains

\[
P_{bw}(\Phi_b, N_{bw}) = P_{FPT}(N_{bw}, \Phi_b) \frac{\int_{0}^{\infty} dN P(\Phi_b, N | \Phi_0, 0)}{\int_{N_{bw}}^{\infty} dN_{tot} P_{FPT}(N_{tot}, \Phi_0)},
\]

(3.20)

where in the numerator, we have performed the change of integration variable \( N = N_{tot} - N_{bw} \). Several remarks are in order regarding this expression. First, one can see that as announced at the beginning of this section, it provides a formula to compute the backwards probability from the knowledge of \( P \) and \( P_{FPT} \) only, i.e. from the solutions of the Fokker-Planck and adjoint Fokker-Planck equations. Second, one can check that it is normalised to unity, i.e. \( \int d\Phi_b P_{bw}(\Phi_b, N_{bw}) = 1 \). Third, the term in the denominator corresponds to the probability that at least \( N_{bw} \) e-folds are realised starting from \( \Phi_0 \). In inflationary models where an arbitrarily large number of e-folds can be realised (as in large-field or plateau potentials, but not in hilltop potentials), by setting \( \Phi_0 \) high enough in the potential, this term can therefore be brought to values arbitrarily close to one, in which case it can be discarded. Fourth, for one-dimensional setups, the term in the numerator does not depend on \( \Phi_0 \) because of the Markovian nature of the process.\(^4\) This confirms that observable quantities depend on initial conditions for multiple-field systems only.

### 4 Imprint of small-scale diffusion on the large-scale power spectrum

In this section, we apply the results derived in Sec. 3 to the case where the scales at which the power spectrum is observed cross out the Hubble radius during inflation at a time when quantum diffusion plays a negligible role. In other words, we assume that the backward probability \( P_{bw}[\Phi_b, N_{bw}(k)] \) takes most of its support at values of \( \Phi_b \) where the potential gradient is the main driver of the fields dynamics. This is the case for the scales observed in the CMB in most inflationary models. However, if quantum diffusion plays an important role closer to the end of inflation, which occurs e.g. in models producing primordial black holes, the backward probability may be widely spread, and as argued in Sec. 2.1, the standard formula does not apply in that case. We therefore want to investigate how quantum diffusion at small scales distort the power spectrum at large scales in such scenarios.

#### 4.1 Averaging the classical power spectrum

Let us first note that Eq. (3.20) can be plugged into Eq. (3.16) to derive a compact formula for the power spectrum. In the limit where \( \Phi_0 \) is taken sufficiently high in the potential and the denominator of Eq. (3.20) can be discarded, the derivation with respect to \( N_{bw} \) appearing in Eq. (3.16) only acts on the term \( P_{FPT}(N_{bw}, \Phi_b) \) of Eq. (3.20), and according to Eq. (2.6),

\(^4\)To demonstrate this explicitly, let us consider two values for the initial field value, \( \phi_{Ao} \) and \( \phi_{Bo} \), with \( \phi_{end} < \phi_{Ao} < \phi_{Bo} \) in a one-dimensional setup. The field distribution initiated from \( \phi_{Bo} \), \( P(\phi, N|\phi_{Bo}, 0) \), can be expressed in terms of that from \( \phi_{Ao} \), \( P(\phi, N|\phi_{Ao}, 0) \), as \( P(\phi, N|\phi_{Bo}, 0) = \int d\phi P(\phi, N - N'|\phi_{Ao}, 0) \delta(N - N') P_{FPT}(N) \) for \( \phi < \phi_{Ao} \), where \( P_{FPT}(N) \) stands for the first passage time distribution from \( \phi_{Bo} \) to \( \phi_{Ao} \). This relation relies on the Markovian property and the fact that the system is one dimensional. By integrating both sides over \( N \), one obtains \( \int_{0}^{\infty} dN P(\phi, N|\phi_{Bo}, 0) = \int_{0}^{\infty} dN P(\phi, N|\phi_{Ao}, 0) \).
it gives rise to $L_{FP}^\dagger(\Phi_*) \cdot P_{FPT}(N_{bw}, \Phi_*)$. By using the definition of the adjoint Fokker-Planck operator in terms of the Fokker-Planck operator, see below Eq. (2.6), one obtains

$$P_{\zeta}(k) = \int d\Phi_* P_{FPT}[N_{bw}(k), \Phi_*] \int_0^\infty dN L_{FP}(\Phi_*) \cdot [\langle \delta N^2 \rangle (\Phi_*) P(\Phi_*, N|\Phi_0, 0)] \quad (4.1)$$

In this expression, the Fokker-Planck operator, which we recall is a second-order partial differential operator, acts on the product of two terms, namely $\langle \delta N^2 \rangle (\Phi_*)$ and $P(\Phi_*, N|\Phi_0, 0)$. When acting directly on $P(\Phi_*, N|\Phi_0, 0)$, because of Eq. (2.5), it returns $\langle \delta N^2 \rangle (\Phi_*)$, so the term $P(\Phi_*, N|\Phi_0, 0)$, for which the integral over $N$ can be readily performed in Eq. (4.1) and provides a vanishing contribution.\footnote{The lower bound is $P(\Phi_*, 0|\Phi_0, 0) = \delta(\Phi_* - \Phi_0)$, so the term $P_{FPT}[N_{bw}(k), \Phi_*]$ has to be evaluated at $\Phi_* = \Phi_0$ where it vanishes for finite $N_{bw}$ since $\Phi_0$ has been set asymptotically high up in the potential. The upper bound $P(\Phi_*, \infty|\Phi_0, 0)$ vanishes since all realisations exit the inflating domain after a finite number of e-folds.} This allows one to remove some of the terms appearing in Eq. (4.1). In the regime of low diffusion, the second-order terms (i.e. those involving second derivatives with respect to the field values) can be neglected as they account for quantum diffusion, so only the drift term of the Fokker-Planck equation remains, and one finds

$$P_{\zeta}(k) \simeq -\int d\Phi_* P_{bw}[\Phi_*, N_{bw}(k)] F_{cl}(\Phi_*) \cdot \frac{\partial}{\partial \Phi_*} \langle \delta N^2 \rangle (\Phi_*) \quad (4.2)$$

where we recall that the drift function $F_{cl}$ was introduced in Eq. (2.3), and where the dot stands for a scalar product, namely $F_{cl} \cdot (\delta/\delta \Phi_*) = \sum_i F_{cl,i}(\partial/\partial \Phi_i)$ where one sums over all the fields contained in the vector $\Phi$. Since $F_{cl}$ is, by definition, $\partial \Phi_i / \partial N$ along the classical trajectory, one can rewrite the derivative with respect to $\Phi_*$ in Eq. (4.2) as a derivative with respect to $N$, leading to

$$P_{\zeta}(k) \simeq \int d\Phi_* P_{bw}[\Phi_*, N_{bw}(k)] P_{\zeta,cl}(\Phi_*). \quad (4.3)$$

In this expression, the classical power spectrum $P_{\zeta,cl}$ corresponds to Eq. (2.9), obtained in the low-diffusion limit. The physical interpretation of Eq. (4.3) is rather clear: it corresponds to the standard formula for the power spectrum evaluated at $\Phi_*$, and averaged over all possible values of $\Phi_*$ reached $N_{bw}(k)$ e-folds before the end of inflation. Let us however stress that, although intuitive, this formula only holds when quantum diffusion is low at the scale one considers: in general, the power spectrum does not result from an averaging procedure of the type of Eq. (4.3), and one should rather use Eq. (4.1), which features a more involved structure.

### 4.2 A quantum well between two classical regions

For explicitness, let us restrict the analysis to one-field slow-roll setups, for which the Langevin equation (2.3) reads

$$\frac{d\phi}{dN} = -M_p^2 \frac{v'}{v} + \frac{H}{2\pi} \xi(N) \quad (4.4)$$

where $\xi$ is a white Gaussian noise with vanishing mean and unit variance. The potential we consider is depicted in Fig. 2, where quantum diffusion is only effective inside the region...
Figure 2. Sketch of the single-field potential studied in Sec. 4.2, where quantum diffusion is only effective inside a “quantum well”, that is surrounded by two regions where the field is only driven by the potential gradient.

Comprised between $\phi_c$ and $\phi_w$ that we call the “quantum well”. This quantum well is surrounded by two other regions where we assume that the stochastic noise plays a negligible role compared to the potential gradient and can therefore be neglected. This corresponds for instance to models with a flat inflection point close to the end of inflation [45, 46], where large perturbations (that possibly later collapse into primordial black holes) are produced within the well, while the CMB scales emerge in the first classical region, at $\phi > \phi_w$.

Let us introduce a few notations. For $\phi > \phi_w$, let $N_{cl,1}(\phi)$ be the number of e-folds that is classically realised from $\phi$ to $\phi_w$, and similarly, for $\phi < \phi_c$, let $N_{cl,2}(\phi)$ denote the number of e-folds that is classically realised from $\phi$ to $\phi_{end}$. In practice, they are given by Eq. (2.14), where, for $N_{cl,1}(\phi)$, the lower bound of the integral has to be set to $\phi_w$. These functions are inverted as $\phi_{cl,1}(N)$ and $\phi_{cl,2}(N)$, which return the field value $N$ e-folds before reaching $\phi_w$ and $\phi_{end}$ respectively. In addition, for $\phi_c < \phi < \phi_w$, the distribution associated to the time of first passage through $\phi_c$ is noted $P_{FPT}(N, \phi)$. Let us note that since the field can only decrease at $\phi < \phi_c$, it can never return into the well once it has escaped from it, and likewise, since the field can only decrease at $\phi > \phi_w$, it can never exit the well from above. In practice, this can be modelled by setting an absorbing boundary at $\phi_c$ and a reflective boundary at $\phi_w$. Finally, the probability associated to the field value after it has spent $N$ e-folds inside the well is noted $P_{well}(\phi, N) = P(\phi, N | \phi_w, 0)$.

In Sec. 4.3, the calculation will be specified to the case where the quantum well is exactly flat, but the present considerations are still generic, the only assumption is that the stochastic noise can be neglected outside the well.
Backward probability

Let us first evaluate the backward probability in this model. We assume that \( \phi_0 \) is set sufficiently high up in the potential such that the denominator of Eq. (3.20) can be discarded. In practice, this is guaranteed if one considers scales such that \( N_{bw}(k) \leq N_{cl,2}(\phi_c) + N_{cl,1}(\phi_0) \).

Since field space is one dimensional, we therefore expect the result not to depend on \( \phi_0 \), see footnote 4.

If \( N_{bw} \leq N_{cl,2}(\phi_c) \), the field is necessarily in the second deterministic region \( N_{bw} \) e-folds before the end of inflation, and the backward probability is simply

\[
P_{bw}(\phi_*, N_{bw}) = \delta [\phi_* - \phi_{cl,2}(N_{bw})] \quad \text{for} \quad \phi_{end} \leq \phi_* \leq \phi_c. \tag{4.5}
\]

If \( N_{bw} \geq N_{cl,2}(\phi_c) \), the field is either in the quantum well or in the first deterministic region \( N_{bw} \) e-folds before the end of inflation. The solution of the Fokker-Planck equation, for \( \phi > \phi_c \), is given by

\[
P(\phi, N|\phi_0, 0) = \begin{cases} 
P_{well}^{}[\phi, N - N_{cl,1}(\phi_0)] \theta [N - N_{cl,1}(\phi_0)] & \text{for} \quad \phi_c \leq \phi \leq \phi_w, \tag{4.6} \\
\delta [\phi - \phi_{cl1} [N_{cl,1}(\phi_0) - N]] \theta [N_{cl,1}(\phi_0) - N] & \text{for} \quad \phi \geq \phi_w, \end{cases}
\]

where \( \theta \) is the Heaviside function, and we do not give the solution for \( \phi < \phi_c \) since we will not use it. In order to evaluate the backward probability with Eq. (3.20), on the one hand, one needs to integrate this probability over \( N \), giving rise to

\[
\int_0^{\infty} dN \ P(\phi_*, N|\phi_0, 0) = \begin{cases} 
\int_0^{\infty} dN \ P_{well}^{}(\phi_*, N) & \text{for} \quad \phi_c \leq \phi_* \leq \phi_w, \\
N_{cl,1}^{}(\phi_*) & \text{for} \quad \phi_* > \phi_w. \tag{4.7}
\end{cases}
\]

On the other hand, Eq. (3.20) involves the probability density function of the first passage time \( P_{FTP}(N, \phi_*) \), which is given by

\[
P_{FTP}^{}(N, \phi_*) = \begin{cases} 
P_{well}^{}[N - N_{cl,2}(\phi_c), \phi_*] & \text{for} \quad \phi_c \leq \phi_* \leq \phi_w, \tag{4.8} \\
P_{well}^{}[N - N_{cl,1}(\phi_*), N_{cl,2}(\phi_c), \phi_w] \theta [N - N_{cl,1}(\phi_*) - N_{cl,2}(\phi_c)] & \text{for} \quad \phi_* \geq \phi_w.
\end{cases}
\]

By plugging Eqs. (4.7) and (4.8) into Eq. (3.20), it can thus be computed for \( N_{bw} \geq N_{cl,2}(\phi_c) \), and combining the result with Eq. (4.5), one obtains

\[
P_{bw}^{}(\phi_*, N_{bw}) = \begin{cases} 
\delta [\phi_* - \phi_{cl,2}(N_{bw})] \theta [N_{cl,2}(\phi_c) - N_{bw}] & \text{for} \quad \phi_{end} \leq \phi_* \leq \phi_c, \\
P_{FTP}^{}[N_{bw}^{} - N_{cl,2}(\phi_c), \phi_*] \int_0^{\infty} dN \ P_{well}^{}(\phi_*, N) \theta [N_{bw}^{} - N_{cl,2}(\phi_c)] & \text{for} \quad \phi_c \leq \phi_* \leq \phi_w, \tag{4.9} \\
N_{cl,1}^{}(\phi_*) \ P_{FTP}^{}[N_{bw}^{} - N_{cl,1+2}(\phi_*), \phi_w] \theta [N_{bw}^{} - N_{cl,1+2}(\phi_*)] & \text{for} \quad \phi_* \geq \phi_w.
\end{cases}
\]

where we have defined \( N_{cl,1+2}(\phi_*) \equiv N_{cl,1}(\phi_*) + N_{cl,2}(\phi_c) \).

Power spectrum

In order to evaluate the power spectrum (3.16), one also needs to compute \( \langle \delta N^2 \rangle(\phi_*) \). As explained above, the boundaries placed at \( \phi_c \) and \( \phi_w \) are one-way boundaries (the field can cross them once only and only from above), so the numbers of e-folds realised in each of the
three regions are independent random variables (invoking again the Markovian nature of the process). As a consequence, one has

\[
\langle \delta N^2 \rangle (\phi_s) = \begin{cases} 
\langle \delta N_{c1}^2 \rangle (\phi_s) & \text{for } \phi_s < \phi_c \\
\langle \delta N_{c2}^2 \rangle (\phi_c) + \langle \delta N_{\text{well}}^2 \rangle (\phi_s) & \text{for } \phi_c < \phi_s < \phi_w \\
\langle \delta N_{c1}^2 \rangle (\phi) + \langle \delta N_{\text{well}}^2 \rangle (\phi_w) + \langle \delta N_{c1,1}^2 \rangle (\phi) & \text{for } \phi_s > \phi_w
\end{cases}
\]  

(4.10)

with \( \langle \delta N_{c1,1}^2 \rangle \) and \( \langle \delta N_{c1,2}^2 \rangle \) given by Eq. (2.15), where, in the case of \( \langle \delta N_{c1,1}^2 \rangle \), the lower bound of the integral needs to be replaced with \( \phi_c \).

If the scale \( k \) is such that \( N_{bw}(k) < N_{c1,2}(\phi_c) \), only the first branch \( (\phi_s \leq \phi_c) \) of Eq. (4.9) contributes to the integral of Eq. (3.16). By acting \( \partial / \partial N_{bw} \) onto \( P_{bw} \) given in Eq. (4.9), one obtains \( -\delta'(\phi_s - \phi_{c1,2}(N_{bw})) / N_{c1,2}'(\phi_s) \). Plugging the result into Eq. (3.16), and making use of Eq. (4.10), after integration by parts one obtains \( P_\zeta(k) = \langle \delta N_{c1,2}^2 \rangle |(\phi_{c1,2}(N_{bw})| / N_{c1,2}'(\phi_{c1,2}(N_{bw})) \). Using Eqs. (2.14) and (2.15), this gives rise to Eq. (2.16), so one recovers the standard formula for the power spectrum in the low-diffusion limit, which is a good consistency check.

If the scale \( k \) is such that \( N_{bw}(k) > N_{c1,2}(\phi_c) \), the second \( (\phi_c < \phi_s < \phi_w) \) and third \( (\phi > \phi_w) \) branches of Eq. (4.9) contribute to the integral of Eq. (3.16). We denote their contributions by \( P_\zeta^{(2)} \) and \( P_\zeta^{(3)} \) respectively. We cannot say much about \( P_\zeta^{(2)} \) without specifying the shape of the inflationary potential inside the quantum well (this will be done in Sec. 4.3) so let us focus on \( P_\zeta^{(3)} \). When acting \( \partial / \partial N_{bw} \) on the third branch of Eq. (4.9), one obtains two terms, one where \( \partial / \partial N_{bw} \) acts on \( P_{\text{FFT}}^{\text{well}} \) and one where \( \partial / \partial N_{bw} \) acts on the Heaviside function. The second term is proportional to \( \delta(N_{bw} - N_{c1,1} + 2(\phi_s)) \) so it involves \( P_{\text{FFT}}^{\text{well}}(0, \phi_w) \), which vanishes (the probability to cross the entire well in no time at all is necessarily zero). Only remains the first term, and by plugging the result into Eq. (3.16), one obtains

\[
P_\zeta^{(3)}(k) = \int_{\phi_w}^{\phi_{c1,1} N_{bw} - N_{c1,2}(\phi_s)} d\phi_s N_{c1,1}'(\phi_s) \frac{\partial P_{\text{FFT}}^{\text{well}}[N_{bw} - N_{c1,1} + 2(\phi_s), \phi_w]}{\partial N_{bw}} \langle \delta N^2 \rangle (\phi_s). 
\]  

(4.11)

Let us then perform a change of integration variable and label the field value \( \phi_s \) via the corresponding classical e-fold number, \( N_{cl} = N_{c1,1} + 2(\phi_s) \). This allows us to rewrite the above expression as

\[
P_\zeta^{(3)}(k) = \int_{N_{c1,2}(\phi_c)}^{N_{bw}} dN_{cl} \frac{\partial P_{\text{FFT}}^{\text{well}}[N_{bw} - N_{cl}, \phi_w]}{\partial N_{bw}} \langle \delta N^2 \rangle \{ \phi_{c1,1}[N_{cl} - N_{c1,2}(\phi_c)] \}. 
\]  

(4.12)

An important remark is that since \( P_{\text{FFT}}^{\text{well}} \) depends on \( N_{bw} \) only through the combination \( N_{bw} - N_{cl} \), acting \( \partial / \partial N_{bw} \) on it is equivalent to acting \( -\partial / \partial N_{cl} \). This allows one to integrate by parts, leading to

\[
P_\zeta^{(3)}(k) = P_{\text{FFT}}^{\text{well}}[N_{bw} - N_{c1,2}(\phi_c), \phi_w] \langle \delta N^2 \rangle (\phi_w) \\
+ \int_{N_{c1,2}(\phi_c)}^{N_{bw}} dN_{cl} P_{\text{FFT}}^{\text{well}}[N_{bw} - N_{cl}, \phi_w] \phi'_{c1,1}[N_{cl} - N_{c1,2}(\phi_c)] \langle \delta N^2 \rangle \{ \phi_{c1,1}[N_{cl} - N_{c1,2}(\phi_c)] \}
\]  

(4.13)

where we have used again that \( P_{\text{FFT}}^{\text{well}}(0, \phi_w) = 0 \). In this expression, making use of Eq. (4.10), one has \( \langle \delta N^2 \rangle = \langle \delta N_{c1,1}^2 \rangle \), and performing the inverse change of integration \( N_{cl} \rightarrow \phi_s =
\[\phi_{cl,1}[N_{cl} - N_{cl,2}(\phi_c)], \text{ one obtains} \]
\[
\mathcal{P}^{(3)}_\zeta(k) = \mathcal{P}^{\text{well}}_{\text{FPT}}[N_{bw} - N_{cl,2}(\phi_c), \phi_w] \langle \delta N^2 \rangle (\phi_w) \\
+ \int_{\phi_w}^{\phi_{cl,1}[N_{bw} - N_{cl,2}(\phi_c)]} d\phi_w \mathcal{P}^{\text{well}}_{\text{FPT}}[N_{bw} - N_{cl,1+2}(\phi_*), \phi_w] \langle \delta N^2_{cl,1} \rangle (\phi_*). \tag{4.14}
\]

Let us note that, looking at the third branch of Eq. (4.9), the second term in the above expression can be written as \(\int d\phi_* \mathcal{P}_{\text{bw}}(\phi_*, N_{bw}) \mathcal{P}_{\zeta,cl}(\phi_*)\) where the classical power spectrum \(\mathcal{P}_{\zeta,cl} = \langle \delta N^2 \rangle / N'_cl\) is given in Eq. (2.16). One therefore recovers the standard power spectrum averaged with the backwards probability, see Eq. (4.3), but let us stress that this is not the only contribution: there is also the first integrated term of Eq. (4.14), and \(\mathcal{P}^{(2)}_\zeta\), which we have not computed yet and to which we now turn our attention. These additional contributions correspond to realisations where, \(N_{bw}(k)\) e-folds before the end of inflation, the field is found inside the quantum well.

### 4.3 Case of a flat quantum well

In this section, in order to derive explicit results, we assume for simplicity that the quantum well is exactly flat. One may be concerned that, if the potential is exactly flat, inflation proceeds in the ultra-slow-roll regime and the slow-roll approximation may not be valid. This is however not the case if the approach to the flat region is sufficiently smooth, and in practice, as shown in Refs. [34, 35], a flat well provides a good approximation to several potentials featuring flat or quasi-flat points, for which the width of the equivalent flat well has to be set by the criterion \(|v''|v^2 \sim v'^2\) mentioned above. This toy model is therefore of practical interest.

By rescaling the field variable as \(x = (\phi - \phi_c)/(\phi_w - \phi_c)\) inside the well, where \(x\) varies between 0 and 1, the Langevin equation (4.4) takes the simple form
\[
\frac{dx}{dN} = \sqrt{2} \mu \xi(N), \quad \text{where} \quad \mu^2 = \frac{(\phi_w - \phi_c)^2}{M_{Pl}^2 v_{\text{well}}} \tag{4.15}
\]
is the ratio between the squared width of the potential well and its height, in Planckian units. In Appendix A, we show that the solution to the Fokker-Planck and adjoint Fokker-Planck problems are given by
\[
P^{\text{well}}(x, N|x_{in}, 0) = \frac{1}{2} \vartheta_2 \left[ -\frac{\pi}{2} (x - x_{in}), e^{\frac{-x^2 N}{\mu^2}} \right] + \frac{1}{2} \vartheta_2 \left[ -\frac{\pi}{2} (x + x_{in}), e^{\frac{-x^2 N}{\mu^2}} \right] \tag{4.16}
\]
\[
P^{\text{FPT}}_{\text{well}}(x, N) = -\frac{\pi}{2\mu^2} \vartheta_2' \left( \frac{\pi}{2} x, e^{\frac{-x^2 N}{\mu^2}} \right) \tag{4.17}
\]
where \(\vartheta_2\) is the second elliptic theta function, and \(\vartheta_2'\) denotes its derivative with respect to its first argument. Note that the expression for \(P^{\text{well}}_{\text{FPT}}\) was already obtained in Ref. [34],

\[\vartheta_1(z,q) = 2 \sum_{n=0}^{\infty} (-1)^n q^{(n+\frac{1}{2})^2} \sin [(2n + 1) z] \quad \vartheta_2(z,q) = 2 \sum_{n=0}^{\infty} q^{(n+\frac{1}{2})^2} \cos [(2n + 1) z], \]
\[
\vartheta_3(z,q) = 1 + 2 \sum_{n=1}^{\infty} q^n \cos (2nz) \quad \vartheta_4(z,q) = 1 + 2 \sum_{n=1}^{\infty} (-1)^n q^n \cos (2nz). \tag{4.18}
\]
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Figure 3. Backward probability in a flat potential with an absorbing wall at $x = 0$ and a reflective wall at $x = 1$, computed by means of Eq. (4.21), with $\mu = 1$ and for a few values of $N_{bw}$, assuming that $N_{cl,2}(\phi_c) = 0$ [otherwise the value of $N_{bw}$ is simply shifted by $N_{cl,2}(\phi_c)$].

see Eq. (4.11) of that reference, but in Appendix A it is derived with different techniques (namely the “method of images”, while in Ref. [34] the result is obtained by solving for the characteristic function). In a flat potential, the integrals appearing in Eq. (2.13) can also be performed exactly, and for the two first moments, one obtains

$$\langle N_{well} \rangle (x) = \frac{\mu^2}{2} \left[ 1 - (1 - x)^2 \right],$$  \hspace{1cm} (4.19)$$
$$\langle \delta N_{well}^2 \rangle (x) = \frac{\mu^4}{6} \left[ 1 - (1 - x)^4 \right].$$  \hspace{1cm} (4.20)

These expressions allow one to further specify the second and third branches of the backward probability in Eq. (4.9). The second branch requires to integrate Eq. (4.16) over $N$ when $x_{in} = 1$. This is done in details at the end of Appendix A, where it is first noted that by setting $x_{in} = 1$ in Eq. (4.16), one obtains $P_{well}(x, N) = \vartheta_1(\pi x/2, e^{-\pi^2 N/\mu^2})$, which then gives rise to $\int_0^\infty P_{well}(x, N)dN = \mu^2 x$. When $N_{bw} > N_{cl,2}(\phi_c)$, the backward probability (4.9) thus reads

$$P_{bw}(\phi_s, N_{bw}) =$$

$$\begin{cases} 
-\frac{\pi x_s}{2(\phi_s - \phi_c)} \vartheta_2 \left( \frac{\pi}{2} x_s, e^{-\frac{x^2}{\mu^2}} [N_{bw} - N_{cl,2}(\phi_c)] \right) & \text{for } \phi_c < \phi_s < \phi_w; \\
-N_{cl,1}^{\prime} (\phi_s) \frac{\pi}{2\mu^2} \vartheta_2 \left( \frac{\pi}{2}, e^{-\frac{x^2}{\mu^2}} [N_{bw} - N_{cl,1+2}(\phi_s)] \right) \theta [N_{bw} - N_{cl,1+2}(\phi_s)] & \text{for } \phi_s > \phi_w
\end{cases}$$

(4.21)

and is displayed in Fig. 3 when $\phi_s$ lies within the well (outside the well, the distribution depends on the inflationary potential at $\phi > \phi_w$, which we have not specified yet) and for a few values of $N_{bw}$. When $N_{bw}$ is small, the distribution is peaked close to the absorbing boundary, and is in fact similar to the one obtained in Appendix A.1 without setting a reflective boundary at $x = 1$, see Fig. 7. This is because, for small values of $N_{bw}$, the probability to bounce against the reflective wall during the last $N_{bw}$ e-folds spent in the well...
is low. Formally, one can indeed show that by expanding Eq. (4.21) in the limit \( x_* \ll 1 \), one recovers Eq. (A.12). When \( N_{bw} \) increases, the backward distribution becomes more widely spread, and centred over larger field values. Let us also note that by integrating Eq. (4.21) over \( \phi_* \), one can check explicitly that it is properly normalised, and that the probability to find the field inside the well \( N_{bw} \) e-folds before the end of inflation is given by

\[
p_{\text{well}}(N_{bw}) = \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{-\left(n+\frac{1}{2}\right)^2 \frac{x_*^2}{2}\left[N_{bw} - N_{cl,2}(\phi_c)\right]}.
\]  

(4.22)

When \( N_{bw} = N_{cl,2}(\phi_c) \), this probability equals one as expected, and then it decreases when \( N_{bw} \) increases.

Let us now compute the power spectrum. The contribution coming from the branch \( \phi_* < \phi_* < \phi_w \), denoted \( P_\zeta^{(2)} \) in Sec. 4.2, can be obtained by plugging Eqs. (4.21) and (4.20) into Eq. (3.16). It is however more convenient to use Eq. (4.1) directly, where the Fokker-Planck operator can be read off from the right-hand side of Eq. (A.2), namely \( L_{FP} = \partial^2/\partial x^2 \). Furthermore, the integral term of Eqs. (4.17) and (4.20), one can also show that the term in the second line exactly cancels out according to its definition (4.18), and by integrating each term individually. Making use of Eqs. (4.17) and (4.20), one can also show that the term in the second line exactly cancels out with the first term in Eq. (4.14). Furthermore, the integral term of \( P_\zeta^{(3)} \) can be evaluated by plugging Eqs. (4.17) and (4.20) into Eq. (4.14), and after performing the change of variable \( \phi_* \to N_{bw} - N_{cl,2}(\phi_c) - N_{cl,1}(\phi_c) \) in the integral, the sum of \( P_\zeta^{(2)} \) and \( P_\zeta^{(3)} \) reads

\[
P_\zeta(k) = 4 \mu^2/3 \partial_2 \left( 0, e^{-\frac{x_*^2}{2}\left[N_{bw}(k) - N_{cl,2}(\phi_c)\right]} \right)
\]

\[
+ 8 \mu^2 \sum_{n=0}^{\infty} e^{-\left(n+\frac{1}{2}\right)^2 \frac{x_*^2}{2}\left[N_{bw}(k) - N_{cl,2}(\phi_c)\right]} \left[ 5 \left(\frac{-1}{n+\frac{1}{2}}\right)^2 - 4\pi \right]
\]

\[- \frac{1}{2\pi} \int_0^1 dq \frac{q}{2} \partial_2 \left( \frac{\pi}{2}, q \right) P_{\zeta,cl}. \]

(4.24)

This expression applies for scales \( k \) such that \( N_{bw}(k) > N_{cl,2}(\phi_c) \), and when \( N_{bw}(k) < N_{cl,2}(\phi_c) \), we recall that Eq. (2.16) applies, see the discussion below Eq. (4.10). In the last term, \( P_{\zeta,cl} = \langle \delta N_{cl}^2 \rangle'/N_{cl}^2 \) corresponds to the standard formula for the power spectrum, see Eq. (2.16). It needs to be evaluated at the value \( \phi_* \) related to \( q \) through the change of variables we just mentioned. Note that this last term can also be written as \( \int_{-\infty}^{\infty} d\phi_* P_{bw}(\phi_*, N_{bw}) P_{\zeta,cl}(\phi_*) \), so it corresponds to the standard power spectrum averaged over the first classical part of the inflationary potential with the backwards probability, see Eq. (4.3). This is however not the only contribution, and the power spectrum receives corrections from the quantum well directly, in the form of the terms displayed in the first two lines. One notices that if \( N_{bw}(k) \) e-folds before the end of inflation, the probability to find the field inside the well is low, i.e. if \( p_{\text{well}}(N_{bw}) \ll 1 \), where \( p_{\text{well}}(N_{bw}) \) is given in Eq. (4.22),
then the correction coming from those terms is small too. This happens when the number of e-folds elapsed before the second classical part is much larger than the mean number of e-folds spent in the well, given in Eq. (4.19). In the limit where this is the case, i.e. when $N_{bw} - N_{cl,2}(\phi_c) \gg \mu^2$, the terms with $n = 0$ and $n = 1$ dominate in the infinite sums appearing in those corrective terms, which thus provide a contribution approximated by

$$
\Delta P_\zeta(k) \simeq \frac{960 - 384\pi + 8\pi^3}{3\pi^2} \mu^2 e^{-\frac{\pi^2}{4\mu^2} [N_{bw}(k) - N_{cl,2}(\phi_c)]}. \quad (4.25)
$$

In practice, the amplitude of the correction coming from the direct contribution of the well can thus be assessed by comparing this value to the amplitude of the power spectrum observed in the CMB, $P_\zeta \simeq 2.1 \times 10^{-9}$.

### Quadratic potential

In order to illustrate our analytical result (4.24) with numerical computations, one needs to specify the potential outside the well (so one can evaluate $P_\zeta, cl$ appearing in the last term). For simplicity, let us consider the case of a quadratic potential interrupted by a flat quantum well,

$$
V(\phi) = \begin{cases} 
\frac{1}{2} m^2 \phi^2 & \text{for } \phi_{\text{end}} \leq \phi \leq \phi_w \\
\frac{1}{2} m^2 \phi^2 & \text{for } \phi \geq \phi_w
\end{cases}
$$

(4.26)

We also assume that there is no second classical phase, so $\phi_c = \phi_{\text{end}}$ (otherwise $\ln(k)$ is simply shifted by a constant). From Eq. (2.14), in the classical branch, one has $N_{cl,1}(\phi_*) = (\phi_*^2 - \phi_w^2)/(4M_{Pl}^2)$, and from Eq. (2.16), $P_{\zeta, cl}(\phi_*) = m^2 \phi_*^4/(96\pi^2 M_{Pl}^6)$.

The model contains three parameters, namely $m$, $\mu$ and $\phi_w$. Let us fix two of them such that we only have one parameter to vary. In order to allow for a direct comparison with the standard case, where no quantum well is considered, we take for $m$ the standard value

$$
m \simeq 6.98 \times 10^{-6} M_{Pl} \frac{2 \times 50 + 1}{2N_{bw}(k_p) + 1},
$$

(4.27)

which leads to the correct normalisation of the amplitude of the power spectrum at CMB scales if the pivot scale of the CMB, $k_p = 0.05 \text{Mpc}^{-1}$, exits the Hubble radius $N_{bw}(k_p)$ e-folds before the end of inflation [48]. Furthermore, since the mean number of e-folds elapsed from $\phi_\ast > \phi_w$ to the end of inflation is given by

$$
\langle N(\phi_\ast) \rangle = N_{cl,1}(\phi_\ast) + \langle N(\phi_w) \rangle = \frac{\phi_*^2 - \phi_w^2}{4M_{Pl}^2} + \frac{\mu^2}{2}, \quad (4.28)
$$

let us choose $\phi_w$ such that this also matches the standard formula $N(\phi_\ast) = (\phi_*^2 - \phi_{\text{end}}^2)/(4M_{Pl}^2)$ where $\phi_{\text{end}} = \sqrt{2} M_{Pl}$ [48], which leads to

$$
\phi_w = \sqrt{2} (\mu^2 + 1) M_{Pl}. \quad (4.29)
$$

This fixes $m$ and $\phi_w$, and we can keep $\mu$ as the only free parameter. When $\mu = 0$, $\phi_w = \phi_c = \phi_{\text{end}}$ and one recovers standard quadratic inflation, while $\mu > 0$ should yield finite stochastic corrections to the power spectrum at all scales. Note that quadratic inflation is known to yield a tensor-to-scalar ratio that is in strong tension with the latest observations [49], but
Figure 4. Backward probability outside the flat well in the quadratic potential (4.26), where $m$ and $\phi_w$ are set according to the discussion around Eq. (4.29). In the left panel, $\mu = 1$ (which corresponds to $\phi_w = 2M_{Pl}$) and the result is shown for several values of $N_{bw}$ (the backward probability inside the well for that same value of $\mu$ is shown in Fig. 3). When $N_{bw} = 1$, the probability to lie in the quantum well is $p_{well} \simeq 0.11$, see Eq. (4.22), and this probability is negligible for the other values of $N_{bw} = 1$. In the right panel, we set $N_{bw} = 50$ and let $\mu$ vary. The magenta line shows the value of $\phi_*$ from which the mean number of $e$-folds is 50, i.e. such that $\langle N \rangle(\phi_*) = 50$.

In Fig. 4, we first display the backward probability outside the well, in the first classical region. In the left panel, we set $\mu = 1$ [so $\phi_w = 2M_{Pl}$ because of Eq. (4.29)], and we recall that the backward probability inside the well for that value of $\mu$ was shown in Fig. 3. When $N_{bw}$ increases, the distribution becomes more peaked, and centred around larger values of $\phi_*$. This is because the velocity of the inflaton measured in terms of $e$-folds, $|d\phi/dN| \propto 1/\phi$, is larger for smaller $\phi$. In the right panel, we set $N_{bw} = 50$ and let $\mu$ vary. Because of the choice made in Eq. (4.29), the value of $\phi_*$ from which the mean number $e$-folds equals 50 is the same for all curves, and one can see that as $\mu$ decreases, the backward probability becomes more and more peaked around this value. It is also interesting to note that the backward distribution is rather skewed, and has a heavier tail at small values of $\phi_*$ (i.e. towards the location of the flat well) than at large values of $\phi_*$.

The amplitude of the power spectrum at the CMB pivot scale is then displayed as a function of $\mu$ in Fig. 5, for $N_{bw}(k_p) = 50$ and $N_{bw}(k_p) = 60$. In the left panel, the absolute value of the power spectrum is shown. One can check that when $\mu \to 0$, the power spectrum approaches the observed value $P_{\zeta,cl} = 2.1 \times 10^{-9}$, which is guaranteed by our choice for $m$. When $\mu^2 \gtrsim 6$, a substantial enhancement of the power spectrum at CMB scales is observed compared to the standard case. The correction is larger for smaller values of $N_{bw}(k_p)$ (the actual value of $N_{bw}(k_p)$ depends on the reheating dynamics [51, 52]), given that, when $N_{bw}(k_p)$ decreases, the pivot scale crosses out the Hubble radius closer to the quantum well.

In order to compare the amplitude of the stochastic corrections with observational precision, in the right panel, we show the relative difference between the full power spectrum and its classical counterpart, and we superimpose the 68% observational precision from the
Planck satellite measurement [50]. This confirms that, for $\mu^2 \gtrsim 6$, the effect is within the reach of current experiments. Interestingly, $\mu^2 \sim 6$ also corresponds to the point where the classical power spectrum averaged with the backward probability, i.e. the term in the last line of Eq. (4.24) [see also Eq. (4.3)], stops providing an accurate approximation to the full result. This means that, when $\mu^2 \gtrsim 6$, the quantum well does not only “blur” the relationship between $k$ and $\phi_*$ at large scales, it also directly contributes to the power spectrum amplitude at the pivot scale.

Let us also note that the averaged classical power spectrum, i.e. the last term in Eq. (4.24), can be approximated as follows. In the regime where it provides a good description of the full result, $p_{\text{well}}$ has to be small, hence, from Eq. (4.22), the lower bound in the integral of the averaged power spectrum is small too. We thus assume that it can be taken to 0, which amounts to neglecting corrections suppressed by $e^{-\pi^2 N_{\text{bw}}/\mu^2}$, which are of the same order as the first terms of Eq. (4.24) that we also neglect (the fact that the function $\vartheta_2(\pi/2, q)$ approaches 0 when $q \to 0$ makes the approximation even better). Making use of the expressions given above for $P_{\zeta,\text{cl}}(\phi_*)$ and for $N_{\text{cl},1}(\phi_*)$, the classical power spectrum as a function of $q$ is given by $P_{\zeta,\text{cl}} = m^2/(6\pi^2 M_{\text{Pl}}^2)[N_{\text{bw}}(k) + (\mu^2 + 1)/2 + \mu^2 \ln(q)/\pi^2]^2$. The integral over $q$ can thus be performed exactly, by expanding the elliptic function according to its definition (4.18) and by integrating each term individually, before resumming them. One obtains

$$P_{\zeta}(k) \simeq \frac{m^2}{6\pi^2 M_{\text{Pl}}^2} \left\{ N_{\text{bw}}(k) + \frac{1}{2} \right\}^2 + \frac{\mu^4}{6}. \quad (4.30)$$

This provides an excellent approximation to the dotted lines in Fig. 5 (where we do not display Eq. (4.30) since the difference would not be seen by eye). This formula confirms that,
when $\mu \to 0$, one recovers the standard result $P_{\zeta}(k) \simeq P_{\zeta, cl}(k)$. The standard result is also recovered at large values of $N_{bw}(k)$, i.e. at large scales.

A shift in the overall amplitude of the power spectrum can however be easily absorbed by a change in the normalisation of $m$, hence it is not clear how the presence of those corrections would be detected experimentally. Nonetheless, we also have at our disposal high-accuracy measurements of the scale dependence of the power spectrum, in particular via its spectral index

$$n_S = 1 + \frac{d \ln P_{\zeta}}{d \ln k} \simeq 1 - \frac{d \ln P_{\zeta}}{d N_{bw}(k)}$$

(4.31)

where in the second expression, we have made use of Eq. (3.14), which is valid at leading order in slow roll only. This is why, in Fig. 6, we show the power spectrum as a function of $k$ for several values of $\mu^2$. The right panel zooms in on the region close to $k_{end}$. One can see that power spectrum is roughly divided into three regions. At small values of $k$, the probability to find the field inside the well $N_{bw}(k)$ $e$-folds before the end of inflation is low, so the power spectrum is well approximated by the average of the classical power spectrum with the backward probability. In this regime, Eq. (4.30) provides a good approximation to the full result, and from Eq. (4.31), the spectral index receives a perturbatively small correction,

$$n_S - 1 \simeq -\frac{2}{N_{bw} + \frac{1}{2}} \left[ 1 - \frac{\mu^4}{\mu^4 + 6 \left( N_{bw} + \frac{1}{2} \right)^2} \right],$$

(4.32)

where the first term corresponds to the standard result. At intermediate scales, this formula breaks down (as we have seen in Fig. 5), but one can still approximate the full result by keeping the leading-order term when expanding Eq. (4.24) in powers of $e^{-\pi^2 N_{bw}(k)/\mu^2}$, which leads to Eq. (4.25). The sum of the contributions (4.30) and (4.25) is displayed with the dotted lines in the right panel of Fig. 6, where one can check that it indeed provides an excellent approximation to the full result when $N_{bw}(k) \gg \mu^2/\pi^2$. 

Figure 6. Power spectrum of curvature perturbations in the same situation as in Fig. 5, as a function of the wavenumber $k$, for $N_{bw}(k_p) = 50$. In the left panel, the black dashed line stands for the classical result, see Eq. (2.16). The right panel zooms in on the region close to $k_{end}$. The dotted lines stand for the sum of Eqs. (4.30) and (4.25), which provides a good approximation to the full result when $N_{bw}(k) \gg \mu^2/\pi^2$. 
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approximation to the full result when $N_{bw}(k) \gg \mu^2/\pi^2$. In this intermediate regime, the spectral index is given by

$$n_s - 1 \simeq \frac{\pi^2}{4\mu^2}. \quad (4.33)$$

In particular, one can see that the power spectrum is blue, i.e. its amplitude increases with $k$, which is ruled out by current measurements. This means that the scales observed in the CMB cannot be in the intermediate region, and this places strong constraints on $\mu$. In the present toy model, this gives rise to $\mu^2 \lesssim 6$ as explained above, but this time, the effect cannot be simply re-absorbed by a change in the normalisation of the parameters of the model, since the problem comes from the colour of the spectrum. Finally, when $N_{bw}(k) \leq \mu^2/\pi^2$, even this approximation breaks down, and one has to make use of the full result (4.24).

Let us stress that at both intermediate and small scales, the power spectrum is found to be very blue (and even bluer at small scales than at intermediate scales). The fact that quantum diffusion breaks the quasi scale invariance of near de Sitter expansion is related to presence of the end-of-inflation surface, which acts as an absorbing wall in field space and strongly breaks field-translation invariance. This is a non trivial result, and indicates that a large enhancement of the power spectrum can arise at small scales without violating slow roll, which is otherwise often presented as a necessary condition to produce primordial black holes.

One may be concerned that as $k$ approaches $k_{\text{end}}$, the power spectrum seems to diverge in Fig. 6. This is however an artefact of the simple toy model we have considered in this discussion, where the slope of the potential is discontinuous as one approaches $\phi_c = \phi_{\text{end}}$, where inflation is ended abruptly. One may expect that, if the transition at the end of inflation was rather described by a smooth potential, the power spectrum would approach a finite value, the details of which depend on how inflation ends. Moreover, as pointed out in Sec. 3.1, the present calculation of the power spectrum in stochastic-$\delta N$ inflation neglects the presence of correlations between nearby patches. While this is a valid approximation at large scales, it becomes inaccurate for scales immediately above the Hubble radius, which indicates that the result may not be trusted for wavenumbers $k$ near $k_{\text{end}}$.

Before concluding this section, let us stress that the intermediate regime, where the averaged classical power spectrum fails to reproduce the full result and Eq. (4.25) provides a reliable approximation, lies in the domain of parameter space where $N_{bw}(k) \gg \mu^2/\pi^2$, i.e. is such that the probability to find the field in the well $N_{bw}$ e-folds before the end of inflation is exponentially suppressed, see Eq. (4.22). If $p_{\text{well}}(N_{bw})$ is small, one may be surprised that the averaged classical formula breaks down, but the reason is that the power spectrum inside the quantum well can be much larger than the one at large-field values, as can be seen when comparing Eqs. (4.30) and (4.25). This means that, although there are very few Hubble patches on the end-of-inflation surface for which $\phi_c$ lies inside the quantum well, those patches feature a very large power spectrum at the scale of interest, so large that it compensates for their sparse statistics. In such a case, one might expect a signal to arise in the statistics of very hot or very cold spots, that we may not be able to describe with the power spectrum only. This also allows us to stress that, even if $p_{\text{well}}(N_{bw})$ is small, the corrections induced by quantum diffusion at small scales on the large-scale power spectrum can be more involved than a simple re-averaging of the power spectrum, which shows the usefulness of the formalism we have developed in this work.
5 Conclusion

Let us summarise our main results and draw a few conclusions. In this work, we have derived the formalism required to compute the power spectrum of curvature perturbations in stochastic inflation. This relies on deriving the distribution of first passage times from a given position in field space, which had already been studied in previous works [16, 34, 35], but here, we have also accounted for the fact that the value of the fields driving inflation at the time when a given scale exits the Hubble radius is different for each realisation of the stochastic process.

The most generic formulas are given by Eqs. (3.5) and (3.12), which can be used in numerical lattice simulations. In the quasi de-Sitter limit, a given scale emerges from the Hubble radius at a fixed number of e-folds before the end of inflation, and this reduces to Eq. (3.16). This formula features the backward probability distribution, i.e. the distribution of the fields value at a given number of e-folds before the end of inflation. This is because we have computed the power spectrum in physical scales, as seen by a local observer. We have explained how to compute the backward probability in Sec. 3.4 in terms of the solutions of the Fokker-Planck and first-passage-time problems, see Eq. (3.20).

We have then studied in more detail the possible corrections arising at CMB scales from quantum diffusion occurring at small scales (i.e. at scales that cross out the Hubble radius close to the end of inflation). We have found that, in some regime, the full power spectrum is well approximated by the standard result if averaged with the backward distribution. We have however stressed that this is not always the case, and that this approximation can break down even in regimes where the probability to find the fields inside the stochastically dominated region 50 e-folds before the end of inflation is small. This shows that, in general, quantum diffusion at small scales does not only blur the classical relationship between wavenumbers and field values, and that it can go beyond a simple re-averaging of the standard formulas (which otherwise yield small corrections for quasi scale-invariant power spectra, i.e. corrections that are proportional to the spectral running).

Finally, for illustration, we have considered the case of a single-field quadratic potential containing a flat potential well near the end of inflation. The amplitude of the stochastic corrections in that case is controlled by the parameter denoted $\mu^2$, see Eq. (4.15), which corresponds to the squared width of the well divided by its potential height, in Planckian units. We have found that when $\mu^2 \gtrsim 6$, the corrections coming from the quantum well are so large that they make the power spectrum blue (i.e. the spectral index is larger than one), which is excluded by CMB measurements. Let us stress that for $\mu^2 = 6$, the scale that crosses out the Hubble radius 50 e-folds before the end of inflation has probability $p_{\text{well}} \approx 1.5 \times 10^{-9}$ to do so when the field is inside the quantum well. The CMB therefore scans regions of the inflationary potential that are very far from the quantum well, but yet, the contribution from the well to the observed power spectrum is substantial.

This shows that, for models featuring large quantum diffusion at small scales, it is important to employ the formalism developed in this work to compute the power spectrum at large scales, even if CMB scales seem a priori (and, we argue, wrongly) immune to physics at much smaller scales. This is typically the case in models leading to primordial black holes. This also indicates that CMB measurements have the ability to constrain the shape of the inflationary potential in the entire range from the point where CMB scales are generated down to the end of inflation.

We also found that, at small scales where quantum diffusion dominates, the power
spectrum becomes very blue tilted. Contrary to the standard lore, slow-roll violations are therefore not necessary to enhance perturbations at small scales and produce primordial black holes.

Let us also mention that the constraint \( \mu^2 \lesssim 6 \) may not seem very competitive since it was shown in Ref. [34] that \( \mu^2 \gtrsim 1 \) leads to an overproduction of primordial black holes anyway. However, primordial black holes arising from scales that emerge close to the end of inflation are often very light, and can Hawking evaporate before big-bang nucleosynthesis, in which case they cannot be constrained without making further assumptions (with the exception of via the stochastic gravitational wave background that is emitted in the transient phase during which they dominate the universe content [53]). More precisely, if inflation proceeds at an energy density of \( 10^{16}\text{GeV} \) (which is the largest value that is compatible with current upper bounds on the tensor-to-scalar ratio in single-field slow-roll models), the Hubble mass at the end of inflation is of the order of \( 10^g \), and the mass that would evaporate at big-bang nucleosynthesis, \( 10^9\text{g} \), crosses out the Hubble radius around 10 e-folds before the end of inflation if black holes form during a radiation era, and around 6 e-folds if they form in a matter era. From Eq. (4.19), the mean number of e-folds spent in the quantum well is \( \mu^2/2 \), so it means that the (potentially overproduced) black holes evaporate before big-bang nucleosynthesis and can therefore not be excluded as soon as \( \mu^2 \lesssim 20 \) (if black holes form in a radiation era) or \( \mu^2 \lesssim 12 \) (if black holes form in a matter era). The constraint \( \mu^2 \lesssim 6 \) is therefore competitive. Furthermore, we have found that inside the quantum well, the power spectrum is blue-tilted. In such cases, it has recently been shown [54] that the mass distribution of primordial black holes peaks at the smallest masses, which are the ones that Hawking evaporate first. In this case, the overproduction problem may be even easier to evade, and our constraint becomes even more important. Let us also mention the possibility of having multiple quantum wells, each compatible with primordial black holes constraints, but collectively leading to a large \( \mu^2 \). Such models have recently been proposed in the context of the swampland conjectures [55–57], and primordial black holes arising from mutistaged inflation have been studied in Ref. [58].

The formalism we have developed also opens up a few prospects. First, while the concrete example we have considered in Secs. 4.2 and 4.3 is the one of a single-field, slow-roll toy model, the formalism we have developed in Sec. 3 applies to any inflationary setup. In particular, we have shown that the dependence on the (probability distribution of the) initial condition \( \Phi_0 \) drops only in single-field models in the presence of a dynamical attractor such as slow roll, but remains otherwise. It would be interesting to study the role played by initial conditions in multiple-field models.

Second, most analytical expressions we have derived are valid in the quasi de-Sitter limit, since they assume that a given scale crosses out the Hubble radius at a fixed number of e-folds before the end of inflation (hence that \( H \) is almost constant). Otherwise, analytical calculations seem difficult to carry out. However, fully numerical approaches can still be designed, making use of the exact formula (3.5) or with Eq. (3.12). This may be required to compute slow-roll corrections at next-to-leading order. Lattice simulations could also include the finite spatial correlation between the noise realisations in two separate Hubble patches.

Third, the power spectrum we have computed in this work is the statistical expectation value of the power spectrum inside a given observable universe, but it should be possible to extend our formalism to compute higher moments, such as the stochastic variance of the power spectrum for instance. This would lead to a calculation of cosmic variance that includes quantum diffusion effects. One may also want to resolve the full distribution function...
associated to the power spectrum. In the toy-model example mentioned above, indeed, a very small fraction of the Hubble patches on the end-of-inflation surface receive a direct contribution from the quantum well, but this contribution is so large that it leads to a substantial enhancement of the mean power spectrum. Instead of the mean power spectrum, a more relevant calculation may therefore be the probability that such a patch lies inside our observable universe, or the density of the hot (or cold) spots associated to such rare patches.

More generally, note that, in this work, as a first step, we have only performed the calculation of the power spectrum of curvature perturbations $\zeta$ at a given scale $k$, leaving the investigation of the full statistics of $\zeta_k$, and possibly, of joint distributions between the curvature perturbation at several scales, for future works. The reason is that the main application we have considered is the imprint left by quantum diffusion at small scales on large-scales observables such as the CMB. Since, at large scales, non-Gaussianities have not been detected yet, the power spectrum is the only observable we have at our disposal, which explains why we focused on the power spectrum. We however think that the tools we have developed here lay the ground for such extensions to be carried out in the future.
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A Solutions to the Fokker-Planck and adjoint Fokker-Planck equations in a flat potential well

In this appendix, we derive the solution of the Fokker-Planck equation for the distribution function of the field, $P^{\text{well}}(\phi, N)$, and of the adjoint Fokker-Planck equation for the distribution function of first passage times, $P_{\text{FPT}}(N, \phi)$, in a flat potential well. Following the discussion presented in Sec. 4.3, we label the field with the variable $x$ introduced in Eq. (4.15), in terms of which the Langevin equation reads

$$\frac{dx}{dN} = \frac{\sqrt{2}}{\mu} \xi(N). \quad (A.1)$$

Inside the well, the variable $x$ varies between 0, where an absorbing boundary is located, and 1, where a reflective boundary is placed. The Fokker-Planck equation associated to Eq. (A.1) is given by [59]

$$\frac{\partial}{\partial N} P^{\text{well}}(x, N|x_{\text{in}}, 0) = \frac{1}{\mu^2} \frac{\partial^2}{\partial x^2} P^{\text{well}}(x, N|x_{\text{in}}, 0). \quad (A.2)$$

This result does not depend on the discretisation scheme the Langevin equation is interpreted with, see footnote 1.

A.1 Flat well with one absorbing wall

As a warm up, let us first consider the case where only the absorbing boundary at $x = 0$ is considered. This boundary condition imposes that $P^{\text{well}}(x, N|x_{\text{in}}, 0) = 0$ when $x = 0$, and we set the initial condition at $x_{\text{in}}$ when $N = 0$, i.e. $P^{\text{well}}(x, 0|x_{\text{in}}, 0) = \delta(x - x_{\text{in}})$. A
first remark is that Eq. (A.2) describes free Brownian motion with diffusivity $2/\mu^2$, hence it accepts Gaussian solutions of the form

$$f_{x,\bar{N}}(x, N) = \frac{\mu}{2\sqrt{\pi N (N - \bar{N})}} e^{-\frac{x^2 (x-x_{in})^2}{4N}} ,$$

(A.3)

where $\bar{x}$ and $\bar{N}$ are two integration constants. Since the Fokker-Planck operator is linear and second order, those functions form a basis on which all solutions can be expanded. In practice, the coefficients in these expansions are set in order to satisfy the boundary conditions. Let us note that in the absence of any boundary condition, the solution would be simply given by $P_{\text{well}}(x, N|x_{in}, 0) = f_{x_{in},0}(x, N)$. However this solution does not satisfy the boundary condition at $x = 0$. This can be fixed by subtracting the same solution, but centred at the symmetric point $-x_{in}$, which gives rise to $P_{\text{well}}(x, N|x_{in}, 0) = f_{x_{in},0}(x, N) - f_{-x_{in},0}(x, N)$, or more explicitly,

$$P_{\text{well}}(x, N|x_{in}, 0) = -\frac{\mu}{2\sqrt{\pi N}} \left[ e^{-\frac{x^2 (x-x_{in})^2}{4N}} - e^{-\frac{x^2 (x+x_{in})^2}{4N}} \right] \theta(x) .$$

(A.4)

By construction, this function satisfies the Fokker-Planck equation, it vanishes at $x = 0$, and it is such that $P_{\text{well}}(x, 0|x_{in}, 0) = [\delta(x-x_{in}) - \delta(x+x_{in})] \theta(x) = \delta(x-x_{in})$. It has been obtained by removing the mirrored image of the solution obtained without boundary conditions (where the “mirror” is thought of as sitting at the location of the absorbing boundary), and for that reason this technique is often referred to as the “method of images”.

The distribution associated to first passage times through the absorbing boundary can then be obtained as follows. On the one hand, from the solution of the Fokker-Planck equation, one can compute the survival probability $S(N)$, which corresponds to the probability that the field is still within the well at time $N$,

$$S(N) = \int_0^\infty P_{\text{well}}(x, N|x_{in}, 0)dx .$$

(A.5)

On the other hand, the probability to have already escaped from the well at time $N$ is given by

$$\int_0^N P_{\text{FPT}}(N, x_{in})dN = 1 - S(N) .$$

(A.6)

By differentiating both expressions with respect to $N$, one obtains

$$P_{\text{FPT}}(N, x_{in}) = -\frac{\partial}{\partial N} \int_0^\infty P_{\text{well}}(x, N|x_{in}, 0)dx .$$

(A.7)

One can then use the fact that $P_{\text{well}}$ satisfies the Fokker-Planck equation (A.2), which leads to

$$P_{\text{FPT}}(N, x_{in}) = \frac{1}{\mu^2} \frac{\partial}{\partial x} P_{\text{well}}(x, N|x_{in}, 0) \bigg|_{x=0} .$$

(A.8)

Making use of Eq. (A.4), one finally obtains a Levy distribution,

$$P_{\text{FPT}}(N, x_{in}) = \frac{\mu x_{in}}{2\sqrt{\pi N^{3/2}}} e^{-\frac{x_{in}^2}{4N}} .$$

(A.9)
In passing, let us compute the backwards probability distribution in this semi-infinite well. This can be done by plugging Eqs. (A.4) and (A.9) into Eq. (3.20). The integral of $P_{\text{FPT}}(N, \phi_0)$ over $N$ can be performed by means of the error function,

$$\int_{N_{bw}}^{\infty} dN \, P_{\text{FPT}}(N, x_0) = \text{erf} \left( \frac{x_0 \mu}{2 \sqrt{N_{bw}}} \right). \quad (A.10)$$

This approaches one when $x_0 \to \infty$, in agreement with the discussion below Eq. (3.20). The integral of $P_{\text{well}}(x, N|x_0, 0)$ over $N$ also takes a simple form, and combining the above results, one obtains

$$P_{bw}(x_*, N_{bw}) = \frac{\mu^3 x_* \min(x_*, x_0)}{2 \sqrt{\pi N_{bw}^{3/2}}} e^{-\frac{x_*^2}{4 N_{bw}}} \text{erf} \left( \frac{x_0 \mu}{2 \sqrt{N_{bw}}} \right). \quad (A.11)$$

One can check explicitly that this distribution is properly normalised, and that it vanishes when $x_* = 0$. In the limit where $x_0$ is sent to infinity, it reduces to

$$P_{bw}(x, N_{bw}) = \frac{\mu^3 x_*^2}{2 \sqrt{\pi N_{bw}^{3/2}}} e^{-\frac{x_*^2}{4 N_{bw}}}. \quad (A.12)$$

This distribution is displayed in Fig. 7 for $\mu = 1$ and for a few values of $N_{bw}$. One can check that, for small values of $N_{bw}$, the distribution is peaked close to $x = 0$, while it is more widely spread and centred around larger values of $x$ for larger values of $N_{bw}$.

### A.2 Flat well with one absorbing wall and one reflective wall

Let us now study the setup of interest for Sec. 4.3, where, on top of the absorbing boundary at $x = 0$, one places a reflective boundary at $x = 1$. Compared to the situation studied in Sec. A.1, the equations are slightly more involved, but the calculational techniques are the same, which is why it was useful to first study the simple case where only the absorbing boundary is accounted for.
The method of images can be employed by introducing the image sources at locations

\[ \bar{x}_n = n + \frac{1}{2} + (-1)^n \left( x_{\text{in}} - \frac{1}{2} \right). \]  

(A.13)

When \( n = 0 \), one has \( \bar{x}_n = x_{\text{in}} \), so one initiates this set of image sources at the initial location of the field. Then, when mirrored through the absorbing wall, one has \( \bar{x}_n \to -\bar{x}_n = \bar{x}_{n-1} \), and when mirrored through the reflective wall, one has \( \bar{x}_n \to 2 - \bar{x}_n = \bar{x}_{n+1} \). Therefore, the values \( \bar{x}_n \) indeed correspond to all possible image sources of \( x_{\text{in}} \) after an arbitrary number of reflections against the absorbing and reflective walls. The solution to the Fokker-Planck equation should be constructed as a sum of free solutions centred on each of these images, with a sign that remains the same when going through the reflective wall and that flips when going through the absorbing wall. Starting from \( x_{\text{in}} \), schematically, one has

\[ \begin{array}{c}
\frac{x_{\text{in}}}{+} \\
R \rightarrow \bar{x}_1 \\
A \rightarrow \bar{x}_2 \\
R \rightarrow \bar{x}_3 \\
A \rightarrow \bar{x}_4 \\
R \rightarrow \bar{x}_5 \\
\rightarrow \cdots \\
\end{array} \]  

(A.14)

\[ \begin{array}{c}
\frac{x_{\text{in}}}{+} \\
+ \rightarrow x_{-1} \\
A \rightarrow \bar{x}_2 \\
+ \rightarrow \bar{x}_3 \\
A \rightarrow \bar{x}_4 \\
+ \rightarrow \bar{x}_5 \\
\rightarrow \cdots \\
\end{array} \]  

(A.15)

where \( A \) and \( R \) mean reflection against the absorbing and reflective walls respectively, and the sign associated to each image source is displayed below it. One can see that it is given by \( (-1)^{\lfloor n/2 \rfloor} \), where \( \lfloor \cdot \rfloor \) denotes the floor integer part. One thus has

\[ P_{\text{well}}(x, N \mid x_{\text{in}}, 0) = \theta(x) \theta(1-x) \sum_{n=-\infty}^\infty (-1)^{\lfloor n/2 \rfloor} f_{x_{\text{in}}, 0}(x, N) . \]  

(A.16)

Hereafter, we will drop the Heaviside functions and remember that the above expression applies within the well only. It can be decomposed into two sums, one where \( n = 2m \) is even and one where \( n = 2m + 1 \) is odd. In both cases, \( \lfloor n/2 \rfloor = m \), and making use of Eq. (A.3), this gives rise to

\[ P_{\text{well}}(x, N \mid x_{\text{in}}, 0) = \frac{\mu}{2\sqrt{\pi}N} \left[ \sum_{m=-\infty}^\infty (-1)^m e^{-\frac{\mu^2(x-x_{2m})^2}{4N}} + \sum_{m=-\infty}^\infty (-1)^{m+1} e^{-\frac{\mu^2(x-x_{2m+1})^2}{4N}} \right] . \]  

(A.17)

If one replaces the locations of the image sources by their expression (A.13), one obtains

\[ P_{\text{well}}(x, N \mid x_{\text{in}}, 0) = \frac{\mu}{2\sqrt{\pi}N} \sum_{m=-\infty}^\infty (-1)^m e^{-\frac{\mu^2(x-x_{m})^2}{4N}} - \{ x_{\text{in}} \to -x_{\text{in}} \} . \]  

(A.18)

By expanding the square in the argument of the exponential function, one notices that the result can be written in terms of the fourth elliptic theta function \( \vartheta_4 \),

\[ P_{\text{well}}(x, N \mid x_{\text{in}}, 0) = \frac{\mu}{2\sqrt{\pi}N} e^{-\frac{\mu^2(x-x_{\text{in}})^2}{4N}} \vartheta_4 \left[ \frac{i\mu^2}{2N} (x - x_{\text{in}}), e^{-\frac{\mu^2}{N}} \right] - \{ x_{\text{in}} \to -x_{\text{in}} \} . \]  

(A.19)

where \( \vartheta_4 \) is defined in Eq. (4.18), see footnote 6 in the main text. The next step is to notice that this expression can be further simplified by making use of the Jacobi identity

\[ \vartheta_4 (iz, e^{-\pi \tau}) = \frac{e^{\frac{\pi^2}{t^2}}}{\sqrt{t}} \vartheta_2 \left( \frac{z}{t}, e^{-\frac{\pi^2}{4t^2}} \right) , \]  

(A.20)
see Eq. (20.7.33) of Ref. [47], where $\vartheta_2$ is defined in Eq. (4.18). This allows one to rewrite Eq. (A.19) as

$$P_{\text{well}}(x, N|x_{\infty}, 0) = \frac{1}{2} \vartheta_2 \left[ -\frac{\pi}{2} (x - x_{\infty}), e^{-\frac{\pi^2 N}{\mu^2}} \right] - \frac{1}{2} \vartheta_2 \left[ -\frac{\pi}{2} (x + x_{\infty}), e^{-\frac{\pi^2 N}{\mu^2}} \right]. \quad (A.21)$$

This expression also allows one to compute the distribution of first passage times, making use of Eq. (A.8). The result is given in terms of the $\vartheta'_2$ function, which denotes the derivative of $\vartheta_2$ with respect to its first argument. Since $\vartheta_2$ is an even function of its first argument, $\vartheta'_2$ is an odd function, so the two terms in Eq. (A.21) provide the same contribution and one obtains

$$P_{\text{well}}(x, N)_{\text{FPT}}(x, N) = -\frac{\pi}{2\mu^2} \vartheta'_2 \left( \frac{\pi}{2} x, e^{-\frac{\pi^2 N}{\mu^2}} \right). \quad (A.22)$$

This matches Eq. (4.11) of Ref. [34], although here it is derived using different techniques.

Finally, let us note that in order to evaluate the backward probability with Eq. (3.20), one needs to integrate Eq. (A.21) over $N$ when setting $x_{\infty} = 1$. A first remark is that, making use of the definition of the elliptic functions, see Eq. (4.18), one can easily show that $\vartheta_2(z \pm \pi/2, q) = \pm \vartheta_1(-z, q)$. As a consequence, one has

$$P_{\text{well}}(x, N|1, 0) = \vartheta_1 \left( \frac{\pi}{2} x, e^{-\frac{\pi^2 N}{\mu^2}} \right). \quad (A.23)$$

After performing the change of integration variable $e^{-\pi^2 N/\mu^2} = q$, and denoting $z = \pi x/2$, one thus has to compute

$$\int_0^\infty P_{\text{well}}(x, N) dN = \frac{\mu^2}{\pi^2} \int_0^1 dq \vartheta_1(z, q). \quad (A.24)$$

By expanding the $\vartheta_1$ function according to its definition given in Eq. (4.18), each term can be integrated exactly, and this gives rise to

$$\int_0^1 dq \vartheta_1 \left( \frac{\pi}{2} x, q \right) = 8 \sum_{n=0}^\infty (-1)^n \frac{\sin \left[ (2n + 1) z \right]}{(2n + 1)^2} \equiv F(z), \quad (A.25)$$

which defines the function $F(z)$. By differentiating this function, one obtains

$$F'(z) = 8 \sum_{n=0}^\infty (-1)^n \frac{\cos \left[ (2n + 1) z \right]}{(2n + 1)^2} \quad (A.26)$$

$$= 4 \left[ \sum_{n=0}^\infty \frac{(-1)^n}{2n + 1} e^{(2n+1)iz} \arctan(e^{iz}) \right] + \left[ \sum_{n=0}^\infty \frac{(-1)^n}{2n + 1} e^{-(2n+1)iz} \arctan(e^{-iz}) \right], \quad (A.27)$$

where we one recognises the Taylor expansion of the arctan function. The next step is to make use of the identity $\arctan(Z) + \arctan(1/Z) = \pi/2$, which is valid when the argument of $Z$ is comprised between $0$ and $\pi/2$, which is the case here since $Z = e^{iz} = e^{i\pi x/2}$ and $0 \leq x \leq 1$. This gives rise to $F'(z) = 2\pi$. Furthermore, when $z = 0$, $\theta_1(z, q) = 0$ so $F(0) = 0$ and one obtains $F(z) = 2\pi z$. Combining the above results, one is led to

$$\int_0^\infty P_{\text{well}}(x, N) dN = \mu^2 x, \quad (A.28)$$

which we use in the main text below Eq. (4.20).
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