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Abstract—This paper presents ALPAQA, an open-source C++ implementation of an augmented Lagrangian method for nonconvex constrained numerical optimization, using the first-order PANOC algorithm as inner solver. The implementation is packaged as an easy-to-use library that can be used in C++ and Python. Furthermore, two improvements to the PANOC algorithm are proposed and their effectiveness is demonstrated in NMPC applications and on the CUTEst benchmarks for numerical optimization. The source code of the ALPAQA library is available at https://github.com/kul-optec/alpaqa and binary packages can be installed from https://pypi.org/project/alpaqa.

I. INTRODUCTION

A. Background and motivation

Large-scale optimization problems arise naturally in many areas of science and engineering. As the models used in these different application domains are becoming increasingly complex, the need arises for solvers that can handle large, nonconvex optimization problems. For instance, in the field of systems and control, the demand for improved autonomy in dynamical, complex and uncertain environments has boosted the importance of optimal control under nonlinear dynamics and long prediction horizons. This in turn yields nonconvex and large-scale optimization problems.

One of the core motivations for the present work is the requirement for real-time solution of nonconvex optimization problems in the context of nonlinear model predictive control (NMPC). The real-time requirement, and often limited hardware capabilities available on embedded devices, result in a need for efficient solvers, both in terms of computation and memory.

Classical techniques for solving NMPC problems include sequential quadratic programming (SQP) and interior point (IP) methods. An advantage of SQP is that the solver can be warm-started using (a shifted version of) the solution of the previous time step, and techniques like real-time iteration (RTI) require the solution of just a single QP at each time step. Interior point methods are popular general-purpose solvers, and state-of-the-art implementations such as IPOPT [1] are fast and easy to use. A disadvantage of interior point methods for model predictive control is that they cannot easily be warm-started, although some techniques do exist [2].

Another family of algorithms for constrained optimization that saw increased interest in the past decade are Augmented Lagrangian methods (ALM) [3]. These methods involve the successive minimization of the augmented Lagrangian function, an exact penalty function for the original constrained optimization problem. The minimization problems in the inner loop of the ALM algorithm have simpler constraints than the original problem (often box constraints), and can be solved using a wide range of existing solvers. Thanks to the use of a penalty function, ALM can cope with large numbers of constraints. Moreover, by repeatedly solving similar problems, ALM naturally takes advantage of warm-starting the inner solver. These properties render it particularly suitable for MPC applications, where a good initial guess is typically available.

In this work, ALM is used to tackle general nonconvex constraints, and the recently developed method called PANOC (Proximal Averaged Newton-type method for Optimal Control) [4] is used as an inner solver. PANOC is a quasi-Newton-accelerated first-order method, which – despite its simple, inexpensive iterations – enjoys locally superlinear convergence, without requiring the manipulation of large Jacobian or Hessian matrices. Applying ALM and penalty-based methods combined with PANOC has recently proven successful within several applications in NMPC [5], [6] and the Optimization Engine (OPE) software [7], which shares some of its algorithmic foundations with the present work, although it is tailored more heavily towards embedded systems applications.

B. Contributions

The main contribution of this paper is ALPAQA (Augmented Lagrangian Proximal Averaged Quasi-Newton Algorithms), an open-source software package that provides efficient C++ implementations of an augmented Lagrangian method and different variants of PANOC. The solvers can be used both directly from C++ and from Python through a user-friendly interface based on CasADi [8].

Furthermore, we propose two modifications to PANOC that significantly improve the practical performance and robustness of the algorithm: Section III exploits the structure of the derivatives of the objective function when applied to box-constrained problems, and Section IV introduces an
alternative line search condition to help reject poor quasi-Newton steps that harm the practical convergence. In Section V, the effectiveness of these modifications is demonstrated by applying the ALPAQA implementation to an NMPC problem and a subset of the CUTest benchmark collection.

**NOTATION**

Let \([a, b]\) denote the closed interval from \(a\) to \(b\). \(\mathbb{N}_{[i, j]} \triangleq [i, j] \cap \mathbb{N}\) is the inclusive range of natural numbers from \(i\) to \(j\). The set of extended real values is denoted as \(\mathbb{R} \triangleq \mathbb{R} \cup \{+\infty\}\). Uppercase calligraphic letters are used for index sets. \(x_i\) refers to the \(i\)’th component of \(x \in \mathbb{R}^n\). Given an index set \(I = \{i_1, \ldots, i_m\} \subseteq \mathbb{N}_{[1, n]}\), we use the shorthand \(x_I = (x_{i_1}, \ldots, x_{i_m})\). For \(u, v \in \mathbb{R}^n\), let \(u \leq v\) denote the component-wise comparison. Given a positive definite matrix \(\Sigma\), define the \(\Sigma\)-norm as \(\|x\|_{\Sigma} \triangleq \sqrt{x^T \Sigma x}\), and the distance in \(\Sigma\)-norm of a point \(x\) to a set \(C\) as \(\text{dist}_\Sigma(x, C) \triangleq \min\{\|x - v\|_{\Sigma} \mid v \in C\}\). The proximal operator of function \(h : \mathbb{R}^n \rightarrow \mathbb{R}\) is defined as \(\text{prox}_{\alpha h}(x) \triangleq \min_w\{h(w) + \frac{1}{2\alpha}\|w - x\|^2\}\), and the Moreau envelope of \(h\) is defined as the value function of \(\text{prox}_{\alpha h}\), \(h^\alpha(x) \triangleq \inf_w\{h(w) + \frac{1}{2\alpha}\|w - x\|^2\}\) [9, Def. 1.22].

## II. PROBLEM STATEMENT AND PRELIMINARIES

We propose a numerical optimization solver for general nonconvex nonlinear programs of the form

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad \begin{array}{l}
\quad \preceq x \leq \bar{x} \\
\quad \quad \quad \quad z \leq g(x) \leq \bar{z},
\end{array}
\end{align*}
\]

(P)

with the objective function \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) and the constraints function \(g : \mathbb{R}^n \rightarrow \mathbb{R}^m\) possibly nonconvex.

Define the rectangular sets \(C\) and \(D\) as the cartesian products of one-dimensional closed intervals, \(C_i \triangleq [c_i, \bar{c}_i]\), \(C \triangleq C_1 \times \cdots \times C_n\) and \(D_i \triangleq [d_i, \bar{d}_i]\), \(D \triangleq D_1 \times \cdots \times D_m\), such that the constraints of Problem (P) can be written as \(x \in C\) and \((g(x)) \in D\).

For completeness, we briefly review the augmented Lagrangian method and the PANOC algorithm [3], [4], including a minor modification to the ALM penalty factor, following [10]. The methods described in this section serve as the algorithmic foundation for ALPAQA. In Sections III and IV, we subsequently describe included improvements to these basic methods.

### A. Augmented Lagrangian method

The general constraints \((g(x)) \in D\) in Problem (P) are relaxed by introducing a slack variable \(z\) and by applying an augmented Lagrangian method to the following problem:

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad z = g(x).
\end{align*}
\]

(P-ALM)

Given a diagonal, positive definite \(m\)-by-\(m\) matrix \(\Sigma\), define the augmented Lagrangian function \(L_{\Sigma} : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}\) with penalty factor \(\Sigma\) as

\[
L_{\Sigma}(x, z, y) \triangleq L(x, z, y) + \frac{1}{2}\|g(x) - z\|^2_{\Sigma},
\]

where \(L(x, z, y) = f(x) + \langle y, g(x) - z \rangle\) denotes the standard Lagrangian.

The augmented Lagrangian method for solving Problem (P-ALM) then consists of repeatedly (1) minimizing \(L_{\Sigma}\) with respect to the decision variables \(x\) and the slack variables \(z\); (2) updating the Lagrange multipliers \(y\); and (3) increasing the penalty factors \(\Sigma\) corresponding to constraints with high violation. This procedure is shown in Algorithm 1. The minimization problem in step (1) is solved up to a tolerance \(\epsilon^\nu\) with \(\lim_{\nu \rightarrow \infty} \epsilon^\nu = 0\) such that \(\|z^{\nu} - \Pi_C(\Pi_C(x^{\nu} - \nabla_x L_{\Sigma}(x^{\nu}, z^{\nu}, y^{\nu}))\|_{\infty} \leq \epsilon^\nu\), with \(z^{\nu} \in C\), \(z^{\nu} \in D\). The solution \((x^{\nu}, z^{\nu}, y^{\nu})\) is returned when the termination criteria \(\|g(x^{\nu}) - z^{\nu}\|_{\infty} \leq \delta\) and \(\epsilon^\nu \leq \delta\) are satisfied, for given tolerances \(\epsilon\) and \(\delta\).

**Algorithm 1 Augmented Lagrangian Method**

\[
\begin{align*}
\text{procedure} & \quad \text{ALM}(x^0, y^0, \Sigma^0) \\
\quad & \text{for } \nu = 1, 2, \ldots \text{ do} \\
\quad & \quad (x^\nu, z^{\nu}) \leftarrow \text{argmin}_{x \in C, z \in D} L_{\Sigma^{\nu-1}}(x, z; y^{\nu-1}) \tag{1} \\
\quad & \quad y^{\nu} \leftarrow \Pi_Y \left(y^{\nu-1} + \Sigma^{\nu-1} \left(g(x^{\nu}) - z^{\nu}\right)\right) \tag{2} \\
\quad & \quad \Sigma^{\nu} \leftarrow \text{UPDATE}_\Sigma(x^{\nu}, z^{\nu}, z^{\nu-1}, y^{\nu-1}, \Sigma^{\nu-1}) \tag{3} \\
\quad & \text{for } i = 1, 2, \ldots, m \text{ do} \\
\quad & \quad \text{if } |e_i^{\nu}| > \theta |e_i^{\nu-1}| \text{ then} \\
\quad & \quad \quad \Sigma_{i, i}^{\nu} \leftarrow \Sigma_{i, i}^{\nu-1} \max\left\{1, \Delta \frac{|e_i^{\nu}|}{\|e_i^{\nu}\|_{\infty}}\right\}
\end{align*}
\]

**return** \(\Sigma^\nu\)

The use of a diagonal matrix \(\Sigma\) as penalty factor – with a separate penalty factor for each constraint, rather than a single scalar for all constraints – was inspired by the QPALM solver [10]. QPALM uses the same heuristic to update the penalty factors, where the increase in the penalty for a given constraint depends on the violation of that constraint relative to the total constraint violation.

### B. PANOC

The inner minimization problem in step (1) of Algorithm 1 will be solved by the PANOC algorithm [4]. PANOC solves problems of the form:

\[
\begin{align*}
\text{minimize} & \quad \psi(x) + h(x),
\end{align*}
\]

(P-PANOC)

where \(\psi : \mathbb{R}^n \rightarrow \mathbb{R}\) is real-valued and \(h : \mathbb{R}^n \rightarrow \mathbb{R}\) allows efficient computation of the proximal operator. Recall that in (1), our aim is to solve

\[
\begin{align*}
\min_{x \in C, z \in D} L_{\Sigma}(x, z, y) &= \min_{x \in C} \{\psi(x; y)\} - \frac{1}{2} \|y\|_{\Sigma^{-1}}^2, \tag{2}
\end{align*}
\]

where

\[
\begin{align*}
\psi(x; y) &\triangleq f(x) + \min_{z \in D} \left\{\frac{1}{2} \|z - (g(x) + \Sigma^{-1}y)\|^2_{\Sigma}\right\} \\
&= f(x) + \frac{1}{2} \text{dist}^2_{\Sigma} \left(g(x) + \Sigma^{-1}y, D\right).
\end{align*}
\]

The minimizer \(z^{\nu} = \Pi_D \left(g(x^{\nu}) + \Sigma^{-1}y\right)\) can be computed directly. Setting \(\psi(x) = \psi_{\Sigma}(x; y)\) and \(h = \delta C\), the indicator
function of \( C \), it is clear that PANOC is indeed applicable to the problem at hand.

The main idea behind PANOC is to select the next iterate as a convex combination of a proximal gradient step and a quasi-Newton step. Iteration using proximal gradient steps is slow, but convergence to a stationary point can be guaranteed, whereas the quasi-Newton steps are faster, but only convergent close to a local minimum. A line search is used as a globalization strategy, preserving the global convergence of the proximal gradient algorithm, while preferring quasi-Newton steps whenever possible to speed up the algorithm.

A popular quasi-Newton method is limited-memory BFGS (L-BFGS) [11, Algorithm 2].

To set the stage for the proposed improvements in the following sections, we now introduce the necessary details regarding PANOC. Let the forward-backward operator \( T_\gamma : \mathbb{R}^n \rightarrow \mathbb{R}^n \) denote the set of proximal gradient steps in \( x \), i.e.,

\[
T_\gamma(x) \triangleq \text{prox}_{\gamma h}(x - \gamma \nabla \psi(x)) = \arg\min_w \left\{ h(w) + \frac{1}{2\gamma} \| x - \gamma \nabla \psi(x) - w \|_2^2 \right\}. \tag{4}
\]

Local solutions of the penalized problem (P-PANOC) are fixed points of \( R_\gamma \). More specifically, let the parameter \( \gamma \) be an operator that is in some sense close to the inverse Jacobian of the fixed-point residual \( R_\gamma(x) \). Then for a given step size \( \gamma \), the next PANOC iterate is computed as

\[
\begin{align*}
\hat{x}^k &\in T_\gamma(x^k) \quad \text{(5a)} \\
p^k &\triangleq \hat{x}^k - x^k \quad \text{(5b)} \\
q^k &\triangleq -H_kR_\gamma(x^k) = -\gamma^{-1}H_kp^k \quad \text{(5c)} \\
x^{k+1} &\triangleq x^k + (1 - \tau)p^k + \tau q^k \quad \text{(5d)}
\end{align*}
\]

The parameter \( \tau \in [0, 1] \) is selected using a backtracking line search over the forward-backward envelope (FBE) [13], an exact, continuous, real-valued penalty function for the inner problem (P-PANOC). More specifically, let the parameter \( \sigma \in (0, \frac{1 - \gamma L}{2\gamma^2}) \), where the step size \( \gamma \) and the parameter \( L \in (0, \gamma^{-1}) \) are chosen such that the following quadratic upper bound is satisfied:

\[
\psi(\hat{x}^k) \leq \psi(x^k) + \nabla \psi(x^k)^\top (\hat{x}^k - x^k) + \frac{\gamma}{2}\|\hat{x}^k - x^k\|^2. \tag{6}
\]

Then, PANOC uses the sufficient decrease condition

\[
\varphi_\gamma(x^{k+1}) \leq \varphi_\gamma(x^k) - \sigma \| p^k \|^2, \tag{7}
\]

where \( \varphi_\gamma : \mathbb{R}^n \rightarrow \mathbb{R} \) is the FBE defined as

\[
\varphi_\gamma(x) \triangleq \psi(x) - \frac{\gamma}{2}\|\nabla \psi(x)\|^2 + h^\top(x - \gamma \nabla \psi(x)),
\]

and \( p^k \) is the proximal gradient step as defined in (5b).

When these conditions hold, it can be shown that when \( \tau = 0 \) or \( x^{k+1} = \hat{x}^k \), the line search condition (7) is satisfied, and global convergence of the algorithm can be demonstrated by telescoping equation (7) [4, Thm. III.3].

At each iterate, condition (6) is satisfied using the procedure outlined in Algorithm 2. If the gradient of \( \psi \) is \( L_\psi \)-Lipschitz continuous, then the while loop will terminate, because condition (6) holds whenever \( L \geq L_\psi \). If \( \nabla \psi \) is only locally Lipschitz and if the domain is bounded, then the maximum value of \( L \) can be bounded as well, again implying the termination of Algorithm 2. [4, Remark III.4]

III. Structured PANOC

In the original PANOC algorithm, \( h \) was essentially allowed to be any proximable mapping. Since for our purposes, \( h \) in (P-PANOC) is taken to be the indicator of \( C \), its proximal operator reduces to a projection onto the box, i.e., \( \text{prox}_{\gamma h}(x) = \arg\min_w \{ \frac{1}{2\gamma} \| w - x \|^2 \} = \Pi_C(x) \).

This results in an inexpensive component-wise operation and furthermore induces some additional structure, which we may exploit to replace line 4 in Algorithm 3, which was originally implemented using a general L-BFGS strategy. This results in a more efficient variant of PANOC, which is better tailored to our particular purpose.

To this end let us first define the set of indices corresponding to active box constraints on \( x \) after a gradient step,

\[
\mathcal{K}(x) \triangleq \left\{ i \in \mathbb{N}_{[1,n]} : \begin{array}{c}
\psi_i(x) \leq x_i - \gamma \nabla x_i \psi(x) \\
\psi_i(x) > x_i - \gamma \nabla x_i \psi(x)
\end{array} \right\},
\]

and its complement \( \mathcal{J}(x) \triangleq \mathbb{N}_{[1,n]} \setminus \mathcal{K}(x) \) (inactive constraint indices). For ease of notation, let \( L_{KJ} \) denote a row permutation matrix that reorders all rows with indices \( k \in \mathcal{K}(x) \) before the rows with indices \( j \in \mathcal{J}(x) \).

A straightforward calculation reveals that if \( \nabla \psi \) and the fixed-point residual \( R_\gamma \) are differentiable at \( x \), the Jacobian \( JR_\gamma(x) \) is given by

\[
JR_\gamma(x) = P_{KJ}^T \begin{pmatrix}
\gamma^{-1}I \\
\nabla^2 \psi(x) \\
0
\end{pmatrix} P_{KJ},
\]

Algorithm 2 Step size selection

\[
\begin{align*}
\text{function UPDATE_STEP_SIZE}(x, \gamma, \tau) \\
\gamma &\leftarrow \gamma / 2, \quad \tau \leftarrow 2L, \quad x \leftarrow T_\gamma(x), \quad p \leftarrow x - x
\end{align*}
\]

Algorithm 3 PANOC

1: procedure PANOC(\( x^0, \gamma_0, L_0 \))
2: for \( k \leftarrow 0, 1, 2, \ldots \) do
3: \( p^k \leftarrow T_{\gamma k}(x^k) - x^k \) \quad \triangleright \text{Proximal gradient step}
4: \( q^k \leftarrow -\gamma^{-1}H_k p^k \) \quad \triangleright \text{Quasi-Newton step}
5: \( \tau \leftarrow 1 \)
6: do
7: \( x^{k+1} \leftarrow x^k + (1 - \tau)p^k + \tau q^k \)
8: \( \tau \leftarrow \tau / 2 \)
9: while \( \varphi_{\gamma_k}(x^{k+1}) > \varphi_{\gamma_k}(x^k) - \sigma_k \| p^k \|^2 \)
10: \( \gamma_{k+1}, L_{k+1} \leftarrow \text{UPDATE_STEP_SIZE}(x^{k+1}, \gamma_k, L_k) \)

Specifically, if \( H_k \) satisfies the Dennis-Moré condition [12], local superlinear convergence can be achieved. [4, Thm. III.5]
using which we may apply a semismooth Newton method to the problem of finding roots of $R_{\gamma}$, replacing the quasi-Newton step $q^{k} = -H_k R_{\gamma}(x^k)$. The Newton step $q$ is computed as the solution to the system of equations

$$
\begin{pmatrix}
\nabla^2_{x \in A(x)}^2 \psi(x) & 0 \\
\nabla^2_{x \in A(x)} \psi(x)
\end{pmatrix} P_{K,J} q = -P_{K,J} R_{\gamma}(x).
$$

(11)

Defining $\{q_{K}, q_{\gamma}\} \triangleq P_{K,J} q$, this can be written as

$$
q_{K} = x_{K} - T_{\gamma}(x)\kappa
$$

(12a)

$$
\nabla^2_{x \in A(x)} \psi(x) q_{\gamma} = -\nabla_{x \in A(x)} \psi(x) - \nabla^2_{x \in A(x)} \psi(x) q_{K}.
$$

(12b)

Here, the Hessian of $\psi$ is given by

$$
\nabla^2 \psi(x) = \nabla^2 f(x) + \sum_{i \in A(x)} \nabla^2 g_i(x) \tilde{y}_{i}(x)
$$

$$
+ \sum_{i \in A(x)} \Sigma_i \nabla g_i(x) \nabla g_i(x)^T
$$

(13)

where

$$
A(x) = \left\{ i \in \mathbb{N}_{[1,m]} \left| g_i(x) + \Sigma_i^{-1} y_i < t_i \right. \right\}
$$

(14)

is the set of indices of the active (nonlinear) constraints, and $\tilde{y}_{i}(x) \triangleq \Sigma \left( g(x) + \Sigma_i^{-1} y - \Pi_D \left( g(x) + \Sigma_i^{-1} y \right) \right).

Equation (12a) can be computed without any additional work, because these components of the Newton step are equal to the projected gradient step, $q_K = \kappa$.

Equation (12b) on the other hand requires the solution of a (smaller) linear system using part of the Hessian of the augmented Lagrangian function, $\nabla^2_{x \in A(x)} \psi(x)$.

Sections III-A and III-B present different strategies for solving the system (12b).

A. Direct solution using the Hessian of the augmented Lagrangian

A first approach to compute the step $q_{\gamma}$ in equation (12b) is to solve it directly using standard techniques such as $LDL^T$ or Cholesky factorization. If the block $\nabla^2_{x \in A(x)} \psi(x)$ of the Hessian is not positive definite, a modified Cholesky factorization [14], or a conjugate gradients method [15, §7] can be used.

A disadvantage of this approach is that, in general, the Hessian of the augmented Lagrangian $\nabla^2 \psi(x)$ could be dense, even if the Hessian of the Lagrangian $\nabla_{x \in A(x)}^2 \mathcal{L}$ is sparse, because of the rightmost term in equation (13). For large-scale optimization problems, computing, storing and factorizing this dense Hessian is often prohibitively expensive.

B. Solution using the Hessian of the Lagrangian and the Jacobian of the constraints

Using the equation (13), the Hessian of the augmented Lagrangian can be written in terms of the Hessian of the Lagrangian and the Jacobian of the constraints, with the goal of exploiting the sparsity of these matrices.

For ease of notation, define the matrices

$$
H_J \triangleq \nabla^2_{x \in A(x)} \mathcal{L}(x, y)\left( x, y(x) \right) \quad \text{and} \quad G_J \triangleq \nabla^2_{x \in A(x)} g_A(x).
$$

Then (12b) is equivalent to the following linear system

$$
\begin{pmatrix}
H_J & G_J \\
G_J & -\Sigma_{A}^{-1}
\end{pmatrix} \begin{pmatrix}
q_{\gamma} \\
v
\end{pmatrix} = -\left( \nabla_{x \in A(x)} \psi(x) + \nabla^2_{x \in A(x)} \psi(x) q_{K} \right) \Sigma_{A}^{-1} y_A(x),
$$

where $v = \Sigma_A G_J q_{\gamma} + y_A(x)$. This system is larger than (12b), but its sparsity pattern consists of the sparsity of the Hessian of the Lagrangian and the Jacobian of the constraints. It can be solved using symmetric indefinite (sparse) linear solvers, such as MA57 [16].

C. Approximate solution using quasi-Newton methods

In the spirit of the original PANOC algorithm, one could use a quasi-Newton method such as L–BFGS to approximate the inverse of $\nabla^2_{x \in A(x)} \psi(x)$ instead of explicitly solving a linear system. Since the set of active constraints $K(x)$ may change at any iteration, the L–BFGS algorithm [15, Algorithm 7.4] has to be updated to account for this: The full vectors $s^k \triangleq x^{k+1} - x^k \in \mathbb{R}^n$ and $y^k = \nabla \psi(x^{k+1}) - \nabla \psi(x^k) \in \mathbb{R}^n$ are stored, and when the L–BFGS estimate is applied to a vector, only the components of $s^k$ and $y^k$ with indices in the index set $J(x^k)$ are used. However, this means that the curvature condition $y^k J s^k J > 0$ that ensures positive definiteness of the L–BFGS Hessian estimate [15, Eq. 6.7] cannot be verified when the vectors $s^k$ and $y^k$ are added, the condition has to be checked later when applying the estimate.

The last term of equation (12b), the Hessian-vector product $\nabla_{x \in A(x)}^2 \psi(x) q_{K}$ can be computed using algorithmic differentiation, by computing finite differences of $\nabla \psi$, or left out entirely. By leaving out this term, the method becomes equivalent to applying L–BFGS to the problem of minimizing $\psi$ without box constraints, but only applied to the components of the decision variable for which the box constraints of the original problem are inactive.

The strategies from Sections III-A and III-B give rise to second-order methods and require specialized linear solvers. For this reason, ALPAQA implements the quasi-Newton method from Section III-C.

IV. IMPROVED LINE SEARCH

A practical issue that occurs with the original PANOC algorithm is that when L–BFGS produces a step $q^k$ of low quality (i.e., a step that results in a significant increase of the objective function and/or constraint violation), it is sometimes accepted by the line search procedure. The reason for this counterintuitive acceptance is that the quadratic upper bound of equation (6) is not necessarily satisfied between $x^{k+1}$ and as a result, the FBE $\varphi_{\gamma}$ cannot be bounded from below [17, Proposition 2.1]. This means that the FBE might decrease significantly by accepting the step $q^k$, even when the original objective $\psi + h$ increases. This phenomenon does not affect the global convergence of the algorithm. However, in the interest of practical performance, it is beneficial to reject these low-quality L–BFGS steps, as two problems arise when
such steps are accepted: (1) it is likely that the next iterate will be (much) farther away from the optimum than before; and (2) the local curvature of $\psi$ might be much larger at $x^{k+1}$, demanding a significant reduction of the step size $\gamma$ in the next iteration in order to satisfy equation (6). The combined effect of ending up far away from the optimum and having to advance with small steps is detrimental for performance.

A. An improved, stricter line search condition

The solution proposed here is to update the step size at the candidate iterate $x^{k+1} = x^k + (1 - \tau)p^k + \tau q^k$ using Algorithm 2 before evaluating the line search condition, and to use this new step size $\gamma_{k+1}$ in the left-hand side of the line search condition (7), rather than the old step size $\gamma_k$. As a consequence, candidate steps that would result in a significant reduction of the step size are penalized by the new $\gamma$ to use this new step size iterate $x^{k+1}$ in the current iterate $x^k$. If the candidate $x^{k+1}$ does not require step size reduction, $\gamma_{k+1}$ is equal to $\gamma_k$ and the modified algorithm is equivalent to the original PANOC algorithm.

Specifically, the modified line search accepts the candidate iterate $x^{k+1} = x^k + (1 - \tau)p^k + \tau q^k$ if

$$\varphi_{\gamma_{k+1}}(x^{k+1}) \leq \varphi_{\gamma_k}(x^k) - \sigma \|p^k\|^2,$$

where the step sizes $\gamma$ and the parameters $L \in (0, \gamma^{-1})$ are chosen such that the following quadratic upper bounds are satisfied in the current iterate $x^k$ and in the candidate iterate $x^{k+1}$:

$$\psi(\hat{x}) \leq \psi(x) + \nabla \psi(x^k)^T (x^k - x) + L_2 \|x^k\|^2,$$

$$\psi(x^{k+1}) \leq \psi(x^k) + \nabla \psi(x^{k+1})^T (x^{k+1} - x^k) + \frac{L_{k+1}}{2} \|x^{k+1}\|^2,$$

with the usual definitions of $\hat{x} \triangleq T_{\gamma_k}(x^k), p^k \triangleq \hat{x} - x^k$ and $\hat{x}^{k+1} \triangleq T_{\gamma_{k+1}}(x^{k+1}), p^{k+1} \triangleq \hat{x}^{k+1} - x^{k+1}$.

The pseudocode for the PANOC algorithm with this modified line search is listed in Algorithm 4; compare the location of the call to UPDATE_STEP_SIZE to the original version in Algorithm 3.

**Algorithm 4 PANOC with improved line search condition**

1: procedure PANOC($x^0, \gamma_0, L_0$)
2: for $k \leftarrow 0, 1, \ldots$ do
3: $p^k \leftarrow T_{\gamma_k}(x^k) - x^k$  \hspace{1cm} \triangleright \text{Proximal gradient step}
4: $q^k \leftarrow -\gamma^{-1} H_k p^k$  \hspace{1cm} \triangleright \text{Quasi-Newton step}
5: $\tau \leftarrow 1$
6: do
7: if $\tau < \tau_{\text{min}}$ then
8: $\tau \leftarrow 0$
9: $x^{k+1} \leftarrow x^k + (1 - \tau)p^k + \tau q^k$
10: $\gamma_{k+1}, L_{k+1} \leftarrow \text{UPDATE_STEP_SIZE}(x^{k+1}, \gamma_k, L_k)$
11: $\tau \leftarrow \tau / 2$
12: while $\varphi_{\gamma_{k+1}}(x^{k+1}) > \varphi_{\gamma_k}(x^k) - \sigma \|p^k\|^2$ and $\tau \neq 0$

B. Convergence of PANOC with improved line search

The line search condition presented in the previous section is stricter than the original one because of the following trivial property of the FBE:

$$\gamma_{k+1} \geq \gamma_k \Rightarrow \varphi_{\gamma_{k+1}} \geq \varphi_{\gamma_k}.$$  (16)

Since the new line search condition implies the original one, the global convergence results carry over to this improved algorithm.

One caveat is that proving termination of the line search loop is no longer possible, because it is not necessarily the case that $\varphi_{\gamma_{k+1}}(x^{k+1}) \leq \varphi_{\gamma_k}(x^k) - \sigma \|p^k\|^2$. Fortunately, this is not an issue in practice, since one could simply enforce termination after a finite number of line search iterations and accept the proximal gradient iterate $x^k$ regardless of whether it satisfies condition (15). Given that $x^k$ necessarily satisfies condition (7), this does not affect the global convergence. In fact, practical implementations of the original PANOC algorithm already limit the number of line search iterations for performance reasons and to avoid numerical issues that might cause the line search not to terminate in practice. For example, in Algorithm 4, this is achieved by setting $\tau$ equal to zero when it reaches a certain threshold $\tau_{\text{min}} \in (0, 1)$.

V. APPLICATIONS AND EXPERIMENTAL RESULTS

In this section, the ALPAQA library is applied to different nonconvex optimization problems, and a comparison is made of the performance and robustness of the proposed modifications.

A. NMPC of a hanging chain

The hanging chain model from [18] is used as a benchmark: six balls are connected using seven springs. The first ball is connected to the origin using a spring, and the last ball is connected to an actuator using another spring. The origin remains fixed, the actuator can be moved through three-dimensional space with a maximum velocity of 1 m/s in each of the three components. The model is discretized using a fourth-order Runge-Kutta method with a time step of $T_s = 0.05$ s. The springs have a spring constant $D = 1.6$ N/m, a rest length $L = 0.0055$ m and the balls have a mass $m = 0.03$ kg. Additionally, the positions of the balls and the actuator are constrained by $x_i \geq c(x_i - a)^3 + d(x_i - a) + b$ with $a = 0.6, b = -1.4, c = 5, d = 2.2$. After setting up the balls equidistantly between 0 and 1 on the $x$-axis, the system is perturbed by an input of $u = (-0.5, 0.5, 0.5)$ for three time steps. An optimal control problem of horizon 40 is formulated, using $L(x, u) = \alpha \|x_{\text{actuator}} - x_{\text{end}}\|^2 + \beta \sum_{i=1}^6 \|\dot{x}^{(i)}\|^2 + \gamma \|u\|^2$ as the stage cost function, with $x_{\text{actuator}}$ the position vector of the actuator, $x_{\text{end}}$ the target position for the actuator, $\dot{x}^{(i)}$ the velocity vector of the $i$-th ball, and $u$ the velocity of the actuator, which is the input to the system. The goal of the MPC controller is to drive the system to the equilibrium state with the actuator at $x_{\text{end}} = (1, 0, 0)$. The specific weighting factors used are $\alpha = 25s^{-2}, \beta = 1$ and $\gamma = 0.01$. A single-shooting formulation is used, using ALM for the general state constraints and PANOC for the box constraints on the actuator velocity. Fig. 1 shows a schematic representation of the chain and the constraints.
[4], structured PANOC using L–BFGS with inclusion of the Hessian-vector product in equation (12b), and structured PANOC using L–BFGS without the rightmost term in (12b) – are all tested with the original line search condition and with the improved line search condition. The NMPC controller is simulated for 10 time steps, and the total number of function and gradient evaluations, the number of PANOC iterations, and the run time are reported. A first experiment investigates the performance of the solvers when an initial guess of all zeros is used at each time step, whereas in a second experiment, the solver is warm-started using the solution and the Lagrange multipliers from the previous time step, shifted by one time step. The results are shown in Fig. 2.

In most cases, the improved line search condition from Section IV reduces the number of function evaluations, the number of iterations, and the runtime. This is especially noticeable when the solver is cold-started.

When cold-started, the structured PANOC solver with the Hessian-vector product of equation (12b) performs significantly better than standard PANOC in terms of the number of iterations. However, the run time is similar. The reason for this is the Hessian-vector term in (12b), which requires an additional gradient evaluation in each iteration when using finite differences to compute this product. In the ideal case, standard PANOC requires one gradient evaluation per iteration, whereas structured PANOC with finite differences requires at least two, and this results in a higher run time per iteration.

The last two solvers approximate (12b) by dropping the Hessian-vector term entirely. This eliminates one gradient evaluation per iteration, which can clearly be seen in the figures. The number of iterations is very close to that of structured PANOC with the Hessian-vector term, so dropping this term results in a significant reduction of the run time.

When warm-starting, the differences in the number of iterations between the six solvers are much smaller, but structured PANOC without the Hessian-vector term still outperforms standard PANOC. When including the Hessian-vector term, the number of gradient evaluations increases by almost a factor of two, as described above, resulting in a significantly worse run time.

C. Comparison to IPOPT

In the following two experiments, the ALPAQA implementation of structured PANOC with the improved line search condition without Hessian-vector products (the best PANOC-based solver from the previous subsection) is compared to the popular interior point solver IPOPT [1].

The tolerances used for ALPAQA are $\varepsilon = \delta = 10^{-3}$. For IPOPT, the tol and constr_viol_tol options are
both set to $10^{-3}$. Three different configurations of IPOPT are used: (1) the default configuration with the exact Hessian without just-in-time compilation\(^2\), (2) limited-memory Hessian approximation without just-in-time compilation, and (3) limited-memory Hessian approximation with just-in-time compilation\(^1\). The four solvers are applied to the same hanging chain MPC problem as before and simulated for 30 time steps. In a first experiment, the solvers are not warm-started (initial guesses set to zero), and in a second experiment, all solvers are warm-started using the shifted solution and multipliers from the previous time step. The results are shown in Figure 3.
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**Fig. 3.** Comparison of the run time of ALPAQA (approximate structured PANOC with improved line search) and IPOPT (exact Hessian, limited memory Hessian, and limited memory with JIT compilation) for 30 optimal control problems (with and without warm starting).

It is clear that the ALPAQA solver benefits from the warm start, being up to an order of magnitude faster compared to a cold start. IPOPT also converges slightly more quickly when warm-started, but the difference is not as substantial. Another observation is that the run time for IPOPT is relatively consistent across time steps, whereas the performance of ALPAQA depends on the constraints: in the first iterations of the simulation, many state constraints are active, and more ALM iterations are required to satisfy them, at the end of the simulation, this is no longer the case, and ALPAQA converges more quickly.

For smaller tolerances, IPOPT with the exact Hessian does have an advantage over the first-order ALPAQA methods, but very precise solutions are usually not required in real-time MPC applications.

**D. Performance on the CUTEST benchmarks**

When applied to a collection of 219 problems (excluding QPs) from the CUTEst benchmarks, the original PANOC solver solves 148 problems, PANOC with the improved line search condition solves 153, and structured PANOC with the improved line search condition manages to solve 158. The latter is not only more robust, it also solves the problems more quickly than the original PANOC solver, as shown in Figure 4.
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**Fig. 4.** Comparison between the number of iterations and run time for the original PANOC solver and the structured PANOC solver with the improved line search, applied to CUTEst benchmarks.

**VI. CONCLUSION AND FURTHER RESEARCH**

We presented the ALPAQA library for nonconvex constrained optimization, and applied it to several benchmark problems. An attractive property of the augmented Lagrangian method and the PANOC algorithm is that it can be warm-started, making it competitive with state-of-the-art solvers such as IPOPT in MPC applications. The use of first-order methods opens the door to large-scale problems and embedded environments.

The ALPAQA library also implements two improvements to the original PANOC algorithm: a way to compute the quasi-Newton steps while exploiting the structure of the box-constrained inner problems, and a stricter line search condition that can reject low-quality quasi-Newton steps. These modifications were shown to improve both the performance and the robustness of PANOC.

Possible further work includes adding support for the quadratic penalty method for handling non-smooth constraints, implementing the second-order solution strategies covered in Sections III-A and III-B, and exploitation of the specific structure that arises from MPC problems.
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