A super-polynomial quantum-classical separation for density modelling
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Density modelling is the task of learning an unknown probability density function from samples, and is one of the central problems of unsupervised machine learning. In this work, we show that there exists a density modelling problem for which fault-tolerant quantum computers can offer a super-polynomial advantage over classical learning algorithms, given standard cryptographic assumptions. Along the way, we provide a variety of additional results and insights, of potential interest for proving future distribution learning separations between quantum and classical learning algorithms. Specifically, we (a) provide an overview of the relationships between hardness results in supervised learning and distribution learning, and (b) show that any weak pseudo-random function can be used to construct a classically hard density modelling problem. The latter result opens up the possibility of proving quantum-classical separations for density modelling based on weaker assumptions than those necessary for pseudo-random functions.

I. INTRODUCTION

The task of learning a representation of a probability distribution from samples is of importance in a wide variety of contexts, from the natural sciences to industry. As such, a central focus of modern machine learning is to develop algorithms and models for this task. Of particular importance is the distinction between density modelling and generative modelling. In density modelling the task is to learn an evaluator for a distribution – i.e., a function which on input of a sample returns the probability weight assigned to that sample by the underlying distribution. As such, density modelling is sometimes referred to, as we do here, as evaluator learning. In generative modelling, the task is to learn a generator for a distribution – i.e., a function which given a (uniformly) random input seed outputs a sample with probabilities according to the target distribution. As a result, generative modelling is sometimes referred to as generator learning. As an example, in a generative modelling problem the goal might be to generate images of cats or dogs, while the associated density modelling problem would be to evaluate the probability that an image depicts a cat or a dog. It is important to stress that these two learning tasks are indeed fundamentally different. That is to say, efficiently learning a generator for a distribution does not imply efficiently learning an evaluator and vice versa [1].

Given the incredible success of modern machine learning, and the rapidly increasing availability of quantum computational devices, a natural question is whether or not quantum devices can provide any advantage in this domain [2–5]. Most current research in this direction is of a heuristic nature [6, 7]. However, there also exists an emerging body of results which provide examples of machine learning tasks for which one can prove rigorously a meaningful separation between the power of classical and quantum computational devices [8–11], even though results on such rigorous separations are still rather scarce [12]. One of these, the work of Ref. [11] has shown rigorously that one can obtain a quantum advantage in generative modelling by constructing a distribution class which is (a) provably hard to generator learn classically, but (b) efficiently generator learnable using a fault-tolerant quantum computer. Importantly however, Ref. [11] has not addressed the related task of density modelling.

In this work, we close this gap, by showing that the class of probability distributions constructed in Ref. [11] in fact also allows one to demonstrate a super-polynomial quantum-classical separation for density modelling. Additionally, along the way we provide a variety of insights and additional results, which may be of independent interest for constructing future quantum-classical separations in distribution learning. More specifically, in this work we do the following:

1. Any quantum-classical separation requires a proof of classical hardness. The generative modelling separation of Ref. [11] relies crucially on a result from Ref. [1] which shows that from any pseudo-random function (PRF) one can construct a distribution class which is provably hard to generator learn classically. We strengthen this
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fundamental tool, by showing that for the case of density modelling, any weak PRF can be used to construct a distribution class which is provably hard to evaluator learn classically. This opens up the door for proving classical hardness results for density modelling, based on weaker assumptions than those necessary for candidate PRF constructions. In particular, the hope is that one may be able to prove classical hardness using assumptions which do not immediately also rule out the possibility of efficient learning algorithms running on near-term quantum devices.

2. We prove a super-polynomial quantum-classical separation for density modelling using the distribution class from Ref. [11]. As the distribution class from Ref. [11] is constructed from a PRF, the classical hardness follows immediately given the above mentioned insight that even weak PRFs are sufficient for density modelling hardness. As such, what remains is to provide an efficient quantum evaluator-learner for this distribution class, and we show that a simple modification of the quantum generator-learner from Ref. [11] is sufficient to achieve this.

3. The majority of work in computational learning theory has been focused on the task of supervised learning Boolean functions. As such, it is natural to ask to which extent hardness results and quantum-classical separations in supervised learning can be leveraged to obtain separations for distribution learning. We provide an overview of the extent to which this is or is not possible, for both generative and density modelling. Once again, the hope is that this provides a toolbox for proving future quantum-classical separations in distribution learning.

This work is structured as follows: We start below in Section II by providing some essential definitions and background from both computational learning theory and cryptography. We note that as this work to a large extent generalizes and extends Ref. [11], we do not provide all necessary background here, and we refer often to Ref. [11] for a variety of definitions and constructions. Given the necessary background we proceed in Section III to present a variety of techniques – both known and novel – for proving hardness results in distribution learning from hardness results in supervised learning. Of particular interest is Section III B in which we show that one can use any weak PRF to construct a distribution class which is classically hard to evaluator learn. Using these tools, we then show in Section IV a super-polynomial quantum-classical separation for density modelling, using the distribution class from Ref. [11]. Finally, we conclude in Section V with a discussion and outlook.

II. BACKGROUND

To show a quantum-classical learning separation, on the highest level, one needs to prove two things: one has to prove classical learning hardness and show efficiency of quantum learning. To introduce the necessary formalism, we will start in this section by providing an overview of the PAC framework for learning both functions and distributions. Given this, we will then present a construction from Ref. [1] which allows one to define distribution classes from function classes in a way which facilitates the conversion of function learning hardness to distribution learning hardness. Finally, we introduce weak-secure pseudo-random functions, which will later be used to construct distribution classes, via the aforementioned construction from Ref. [1], for which the density modelling problem is provably hard for classical learning algorithms. In what follows, we denote:

- 1(x, y) : the index function evaluating to 1 if and only if x = y,
- \(x \sim U(\mathcal{X})\) : sample x from the uniform distribution over a set \(\mathcal{X}\) (sometimes \(\mathcal{X}\) is omitted if \(\mathcal{X}\) is clear from the context),
- poly(a, b) : any polynomial in a and b or sometimes also meaning the set of all polynomials in a, b,
- \(\{0, 1\}^n\) : the set of bit strings of length n,
- a∥b : the concatenation of bit strings a, b,
- 1^n : the bit string consisting of n 1’s,
- \(D(x)\) : the probability mass assigned to x, if \(D\) is a probability distribution,
- \(d_{TV}(P, Q)\) : the total variation distance between distributions P and Q,
- \(\mathbb{Z}_q\) : the residue class ring \(\mathbb{Z}/q\mathbb{Z}\).
Before introducing the formalism for analyzing distribution learning, we introduce Valiant’s PAC learning framework for function learning [13], which since its proposal is the standard framework for rigorously analyzing the complexity of supervised learning problems [14]. In it we are concerned with learning some class of functions that map $n$ bits to $m$ bits. At a high level, for any such target function in the class, when given some sort of oracle access to the unknown target function, a learning algorithm should with high probability, output a hypothesis function that is close to the target function.

For this function learning task, we distinguish between two different types of oracle access to the function $f$ that is to be learned. Firstly, the membership query oracle to $f$, $MQ(f)$, which when queried with $x$ yields the tuple $(x, f(x))$. We denote this via

$$\text{query}[MQ(f)](x) = (x, f(x)).$$

The membership query access corresponds to the ability to evaluate $f$ on chosen points. We sometimes refer to the membership query oracle in general without any fixed function simply as $MQ$. Secondly, the $\eta$-noisy random example oracle $REX(f, P, \eta)$ to $f$ is defined via

$$\text{query}[REX(f, P, \eta)] = \begin{cases} (x, f(x)) \text{ with probability } P(x)(1 - \eta) \\ (x, \neg f(x)) \text{ with probability } P(x)(\eta) \end{cases},$$

where $P$ is a probability distribution over inputs, $\eta \in [0,1]$ is a noise rate and $\neg f(x)$ is any element in the image space of $f$ except $f(x)$. If $\eta = 0$, we also write $REX(f, P)$. At a high level, this oracle generates random (possibly noisy) input output tuples from $f$. If we refer to the random example oracle in general, without any fixed function, we write $REX(P, \eta)$. Algorithmically, we consider a query to $MQ$ or $REX$ to take unit time.

We can now give the definition of a PAC learning algorithm for function classes. Note that here we use the notation $O(f, D)$ to denote some oracle, which might be either $MQ(f)$ or $REX(f, D)$.

**Definition 1** (($\epsilon, \delta, O$)-PAC function learner for $\mathcal{F}$). Let $\mathcal{F}$ be a class of functions, with $f : \{0,1\}^n \to \{0,1\}^m$ for all $f \in \mathcal{F}$ . Given some fixed $\epsilon, \delta \in (0,1)$, an algorithm $A$ is an ($\epsilon, \delta, O, D$)-PAC function learner $\mathcal{F}$, if for all $f \in \mathcal{F}$, when given oracle access $O(f, D)$, with probability at least $1 - \delta$, $A$ outputs a hypothesis $h$ satisfying

$$\Pr_{x \sim D}[f(x) \neq h(x)] \leq \epsilon.$$

The algorithm $A$ is an ($\epsilon, \delta, O$)-PAC function learner for $\mathcal{F}$ if it is a ($\epsilon, \delta, O, D$)-PAC function learner for $\mathcal{F}$ for all distributions $D$. We call $A$ an efficient ($\epsilon, \delta, O$)-PAC function learner for $\mathcal{F}$ if the time complexity of $A$ is $O(\text{poly}(n))$. We call $\mathcal{F}$ ($\epsilon, \delta, O$)-PAC-hard, if there exists no efficient ($\epsilon, \delta, O$)-PAC function learner for it.

The above definition refers to fixed accuracy and probability parameters ($\epsilon, \delta$), but we note that if these parameters are considered as variables, then an efficient learner is taken as one with time complexity $O(\text{poly}(n,1/\epsilon,1/\delta))$. In this case, the algorithm will be efficient with respect to the definition above for any $\epsilon, \delta = \Omega(1/\text{poly}(n))$. Additionally, we stress that the learning algorithm could be either classical or quantum. Indeed, as we will see in this work, it is possible that there exists an efficient quantum learning algorithm for a given class, but no efficient classical learning algorithm.

We would now like to generalize the PAC framework for learning functions to the natural and important problem of learning distributions. To formulate this problem rigorously, it is necessary to first introduce the different possible representations of a distribution that one might want to learn, namely *generators* and *evaluators*:

**Definition 2** (Generator and evaluator for $D$). Let $D$ be a discrete probability distribution over $\{0,1\}^n$. A generator for $D$ is any function $\text{GEN}_D : \{0,1\}^m \to \{0,1\}^n$ that on uniformly random inputs outputs samples according to $D$, i.e.,

$$\Pr_{x \sim U(\{0,1\}^m)}[\text{GEN}_D(x) = y] = D(y).$$

An evaluator for $D$ is any function $\text{EVAL}_D : \{0,1\}^n \to [0,1]$ that evaluates the probability mass assigned to a event with respect to $D$, i.e.,

$$\text{EVAL}_D(x) = D(x).$$

---

1 We note that one can consider many other types of oracle access as well, such as for example, statistical query access [15].
We note that evaluating and generating are indeed two distinct tasks and in general, the ability to do one does not imply the ability to do the other. To avoid any complexity-theoretic loopholes, during the course of this work, we assume that any evaluators or generators of interest are computable in time \( poly(n) \). With the definition of a generator and an evaluator of a distribution at hand, we can now define PAC learners for distributions.

**Definition 3** ((\( \epsilon, \delta \))-PAC generator and evaluator learner for \( D \)). Let \( D \) be a class of discrete probability distributions over \( \{0,1\}^n \). Given some fixed \( \epsilon, \delta \in (0,1) \) an algorithm \( A \) is an \((\epsilon, \delta)-\text{PAC}\) (a) generator (\( \text{GEN} \)) or (b) evaluator (\( \text{EVAL} \)) learner of \( D \), if for all \( D \in D \), when given access to samples from \( D \), with probability at least \( 1 - \delta \), \( A \) outputs a (a) generator or (b) evaluator for some distribution \( D' \), satisfying

\[
d_{TV}(D, D') \leq \epsilon. \tag{6}\]

We call \( A \) an efficient \((\epsilon, \delta)-\text{PAC}\) (generator or evaluator) learner for \( D \) if its time complexity is \( O(poly(n)) \). We call \( D \) \((\epsilon, \delta)-\text{PAC} \) (generator or evaluator) hard if there is no efficient \((\epsilon, \delta)-\text{PAC} \) (generator or evaluator) learner for \( D \).

In this work, we aim at proving a quantum-classical separation for distribution learning and we want to do this by leveraging known classical hardness results for learning functions. In order to carry PAC function learning hardness results to the distribution learning regime, we use a generalization of a construction from Ref. [1], which allows one to define from any function a corresponding distribution. More specifically, we consider induced distributions defined as follows:

**Definition 4** (Induced distribution of \( f \)). For any function \( f : \{0,1\}^n \to \{0,1\}^m \), we define the induced distribution \( D_{f,P,\eta} \) as the discrete probability distribution over \( \{0,1\}^{n+m} \) via

\[
D_{f,P,\eta}(x|y) = \begin{cases} 
P(x)(1-\eta), & \text{if } f(x) = y \\
P(x)(\eta/(2^m - 1)), & \text{else}
\end{cases} \tag{7}
\]

for \( x \in \{0,1\}^n \) and \( y \in \{0,1\}^m \) and \( \eta \in [0,1] \) and \( P \) any probability distribution over \( \{0,1\}^n \). If \( \eta = 0 \), we simply write \( D_{f,P} \). Similarly, we define the induced distribution class of the function class \( F \) by \( D_{F,P,\eta} = \{D_{f,P,\eta}|f \in F\} \) and write \( D_{F,P} \) if \( \eta = 0 \).

We note that the induced distributions defined above are constructed precisely to allow a direct correspondence between oracle access to the function and sample access to the induced distribution. In particular, we note that a query to \( \text{REX}(f, P, \eta) \) is precisely the same as drawing a sample from \( D_{f,P,\eta} \).

The final background ingredient we require is that of pseudo-random functions, which as we will soon see, allows us to prove distribution learning hardness results for the associated induced distributions. Intuitively, a pseudo-random function \( f \) is one that cannot be distinguished from a completely random function, by any polynomial-time algorithm that has oracle access to \( f \), with non-negligible probability. Before giving the definition of pseudo-random functions, let \( \Theta \) be a parameter set, for which there exists an instance generation algorithm \( IG \) which on input \( n \) outputs some “size \( n \)” parameter \( \theta \in \Theta \). We call \( IG \) efficient and \( \Theta \) efficiently sampleable if \( IG \) runs in time \( O(poly(n)) \). For more details on why we require this efficiently sampleable parameter set, we refer the reader to Ref. [11].

**Definition 5** (Pseudo-random function collection). A set of efficiently computable functions

\[
\{F_\theta : \mathcal{K}_\theta \times \mathcal{X}_\theta \to \mathcal{Y}_\theta | \theta \in \Theta\} \tag{8}
\]

is called a (a) classic-secure or (b) weak-secure pseudo-random function collection if for all classical probabilistic polynomial time algorithms \( A \), all polynomials \( p \), and all sufficiently large \( n \), it holds that

\[
\left| \Pr_{\theta \sim \mathcal{K}_n} \left[ A^{O(F_\theta(k, \cdot))}(\theta) = 1 \right] - \Pr_{\theta \sim \mathcal{K}_n} \left[ A^{O(\cdot)}(\theta) = 1 \right] \right| < \frac{1}{p(n)} \tag{9}
\]

where \( U(F : \mathcal{X}_\theta \to \mathcal{Y}_\theta) \) denotes the uniform distribution over all functions from \( \mathcal{X}_\theta \) to \( \mathcal{Y}_\theta \), \( \mathcal{K}_n \) denotes the key space, \( IG \) is the efficient instance generation algorithm for the parameters \( \theta \) and \( A \) is given oracle access to (a) \( O(f) = MQ(f) \) or (b) \( O(f) = \text{REX}(f,U) \).

Note the core statement of the definition above: Any polynomial time algorithm \( A \) with access to the oracle \( O(f) \) cannot determine with non-negligible probability whether \( f \) was drawn from the function collection, or is a truly random function. While a classic-secure PRF cannot be distinguished from a random function using membership query access to the function, a weak-secure PRF cannot be distinguished from a random function using random example access. Since there exists an algorithm that can simulate random example queries using membership queries, membership query access is more powerful than random example access and any classic-secure PRF is also weak-secure.
III. FROM SUPERVISED LEARNING TO DISTRIBUTION LEARNING

As we have mentioned, showing a quantum-classical distribution learning separation requires us to show two things: classical hardness and efficiency of quantum learning (for the same distribution learning task). For showing the former, a variety of techniques have been used previously, most of which exploit either PAC-hard functions or PRFs, primarily through the "function to distribution construction" in Definition 3 of the previous section. In order to consolidate and make explicit these techniques, we provide in this section an overview of known results and methods, as well as two extensions and generalizations. In particular, we first provide a theorem which abstracts and generalizes the technique of translating PAC function learning hardness to PAC evaluator learning hardness (used implicitly in Ref. 1) for functions that map to \( m = O(\log(n)) \) bits, even in the case of noisy random examples. Additionally, we then provide a theorem which shows that one can prove evaluator learning hardness for distributions induced by weak PRFs. This strengthens, and makes applicable to density modelling, the technique used in Ref. 1 to prove hardness of generative modelling from PRFs. Table I below puts our unique contributions in the context of prior work. We note that the primary focus of our work is on density modelling (i.e., evaluator learning) and we refer to Ref. 16 for a similar study focused on generative modelling, which considers additional "function to distribution" constructions than the one presented here.

| Function class \( F \) | EVAL learning \( \mathcal{D}_{f,p} \) | GEN learning \( \mathcal{D}_{f,p} \) |
|-------------------------|-----------------------------|-----------------------------|
| weak PRFs | Hard (Theorem 2) | Open question |
| PRFs | Hard (Corollary of Theorem 2) | Hard (Ref. 1 and Ref. 16) |
| PAC-hard \( m = 1 \) | Hard (follows from Corollary 1) | Not necessarily hard (Ref. 16) |
| PAC-hard \( m = O(\log(n)) \) | Hard (implicit in Ref. 16) – explicit in Corollary 1 | Open question |
| PAC-hard \( m = \Omega(\log(n)) \) | Open question | Open question |

Table I. Given some hard-to-learn function class \( F \) that contains functions mapping from \( n \) bits to \( m \) bits, can we obtain EVAL or GEN learning hardness for \( \mathcal{D}_{f,p} \)? The table above places our contributions within the context of prior work on this question. Firstly, in Theorem 1 we generalize the implicit techniques from Ref. 1 to show in Corollary 1 that PAC-hard functions translate to EVAL learning hardness for functions with \( m = O(\log(n)) \) output bits. Secondly, in Theorem 2 we show that EVAL learning hardness can generally be obtained from weak PRFs.

A. Learning distributions induced by \( m = O(\log(n)) \)-functions

We begin by establishing (in Theorem 1) a direct relationship between PAC learning a function class and PAC evaluator learning the induced distribution class for functions \( f : \{0,1\}^n \to \{0,1\}^m \), with \( m = O(\log(n)) \). This result essentially generalizes and makes explicit the technique used implicitly in Ref. 1. In particular, the formulation we provide in Theorem 1 makes clear (a) the applicability of the technique even in the case of noisy random example access in the function case (i.e., when \( \eta \neq 0 \)) and (b) that one can consider functions with up to logarithmically many output bits. Additionally, this result serves as a warm-up to familiarize the reader with the definitions from Section 1.

We start with a lemma that shows the equivalence between the error (or “loss”) in function learning and the error in distribution learning.

**Lemma 1** (Equivalence of distribution and function loss). Let \( f, h : \{0,1\}^n \to \{0,1\}^m \) be two functions and \( D_{f,p}, D_{h,p} \) be their two induced distributions. It holds for all distributions \( P \) that

\[
\Pr_{x \sim P}[f(x) \neq h(x)] = d_{TV}(D_{f,p}, D_{h,p}).
\]

**Proof.** We have

\[
d_{TV}(D_{f,p}, D_{h,p}) = \frac{1}{2} \sum_{x \in \{0,1\}^n} \sum_{y \in \{0,1\}^m} |D_{f,p}(x||y) - D_{h,p}(x||y)|
\]

\[
= \sum_{x \in \{0,1\}^n} \Pr_{x \sim P}[f(x) \neq h(x)]
\]

\[
= \Pr_{x \sim P}[f(x) \neq h(x)].
\]

\[\square\]
To prove that hardness of learning a function class implies hardness of evaluator learning the induced distribution class, we will show that if we had an evaluator learner for some induced distribution class, then we can get a function learner for the underlying function class. To do this, we need a way to construct a function hypothesis from a given evaluator. A natural way to do this is to take a hypothesis that on any given input \(x\), outputs a \(y\), such that \(x\|y\) is assigned the highest probability under the evaluator. More formally, if \(D\) is some discrete probability distribution over \(\{0,1\}^{n+m}\), then we let \(h\) be defined via \(h(x) = \arg\max_y D(x\|y)\). This argmax construction is a natural way to obtain a function hypothesis from an evaluator, and below we show that this is optimal.

**Lemma 2** (Optimal function hypothesis from an evaluator). Let \(D\) be some discrete probability distribution over \(\{0,1\}^{n+m}\) and let \(h\) be defined via \(h(x) = \arg\max_y D(x\|y)\), for \(x \in \{0,1\}^n\), \(y \in \{0,1\}^m\), then it holds for all functions \(f: \{0,1\}^n \to \{0,1\}^m\) and all probability distributions \(P\) that

\[
 d_{TV}(D, D_h, P) \leq d_{TV}(D, D_f, P) .
\]

**Proof.** By definition, we have that

\[
d_{TV}(D, D_h, P) = \frac{1}{2} \sum_x \sum_y |D(x\|y) - D_h(x\|y)|
\]

\[
= \frac{1}{2} \sum_x \left( \sum_{y \neq h(x)} D(x\|y) + |D(x\|h(x)) - P(x)| \right)
\]

\[
:= \frac{1}{2} \sum_x L(x, h).
\]

Now, we would like to show that \(d_{TV}(D, D_f, P) - d_{TV}(D, D_h, P) \geq 0\). Note, we have that

\[
d_{TV}(D, D_f, P) - d_{TV}(D, D_h, P) = \frac{1}{2} \sum_x [L(x, f) - L(x, h)]
\]

and therefore, it is sufficient to show that \(L(x, f) - L(x, h) \geq 0\) for all \(x\). To this end,

\[
L(x, f) - L(x, h) = \left( \sum_{y \neq f(x), h(x)} D(x\|y) \right) + D(x\|h(x)) + |D(x\|f(x)) - P(x)|
\]

\[
- \left( \sum_{y \neq f(x), h(x)} D(x\|y) \right) + D(x\|f(x)) + |D(x\|h(x)) - P(x)|
\]

\[
= |D(x\|f(x)) - P(x)| + D(x\|h(x)) - |D(x\|h(x)) - P(x)| - D(x\|f(x)).
\]

Thus, we need to show that

\[
|D(x\|f(x)) - P(x)| + D(x\|h(x)) \geq |D(x\|h(x)) - P(x)| - D(x\|f(x)).
\]

Due to how \(h\) is constructed, we have

\[
D(x\|h(x)) \geq D(x\|f(x))
\]

for all \(x\) and can express \(D(x\|h(x)) = P(x) + \alpha\) and \(D(x\|f(x)) = P(x) + \beta\), where \(1 - P(x) \geq \alpha \geq \beta \geq -P(x)\). We plug this into the inequality (16) and obtain

\[
|\beta| + \alpha \geq \alpha + \beta.
\]

\[\square\]

With these two lemmata in hand, we can prove the following result, which at a high level says that any PAC function learner for a given class of functions (mapping to at most logarithmically many output bits) can be turned into an evaluator learner for the induced distribution class, and vice versa.

**Theorem 1.** Let \(\mathcal{F}\) be some function class consisting only of functions \(f: \{0,1\}^n \to \{0,1\}^m\), for some \(m = O(\log(n))\). Let \(D_{\mathcal{F},P,\eta}\) be the induced distribution class for some fixed probability distribution \(P\) over \(\{0,1\}^n\) and \(0 \leq \eta < \frac{1}{2}\).
• If $\mathcal{D}_{F,P,\eta}$ is efficiently $(\epsilon, \delta)$-PAC EVAL learnable, then $\mathcal{F}$ is efficiently $(2(\eta + \epsilon), \delta, \text{REX}(P, \eta))$-PAC learnable.

• If $\mathcal{F}$ is efficiently $(\epsilon, \delta, \text{REX}(P, \eta))$-PAC learnable, then $\mathcal{D}_{F,P,\eta}$ is efficiently $(\eta + \epsilon, \delta)$-PAC EVAL learnable.

Proof. First statement: Assume $\mathcal{A}_{\mathcal{D}}$ is an efficient $(\epsilon, \delta)$-PAC EVAL learner for $\mathcal{D}_{F,P,\eta}$, then $\mathcal{A}_{\mathcal{D}}$ outputs an evaluator $\text{EVAL}_{\mathcal{D}}$ to $D_{f,P,\eta}$ with $d_{TV}(D', D_{f,P,\eta}) \leq \epsilon$ for all $D_{f,P,\eta} \in \mathcal{D}_{F,P,\eta}$ with probability at least $1 - \delta$. Note that $D'$ has no subscripts, as it is not necessarily an induced distribution and can have any structure. All we know is that $D'$ is $\epsilon$-close to $D_{f,P,\eta}$. We construct now the algorithm $\mathcal{A}_{\mathcal{F}}$, which simulates $\mathcal{A}_{\mathcal{D}}$ by answering any sample accesses to $D_{f,P,\eta}$ with query $\text{REX}(f, P, \eta)$ and obtains $\text{EVAL}_{\mathcal{D}'}$. $\mathcal{A}_{\mathcal{F}}$ then outputs the function $h$ as an algorithm, which on input $x$ calculates $p_i = \text{EVAL}_{\mathcal{D}'}(x||y)$ for all possible $y_i \in \{0,1\}^m$ and returns the $y_i$ with the largest $p_i$. Since $m = O(\log(n))$, this is done in time $O(n)$. Due to Lemma[2] and the triangle inequality, we get

$$\Pr_{x \sim P}[f(x) \neq h(x)] = d_{TV}(D_{h,P}, D_{h,P}) \leq d_{TV}(D_{h,P}, D_{h,P}) + d_{TV}(D', D_{h,P}) \leq \eta + \epsilon + d_{TV}(D', D_{h,P}) \leq \eta + \epsilon.$$

Thus, $\mathcal{A}_{\mathcal{F}}$ is an $(2(\eta + \epsilon), \delta, \text{REX}(P, \eta))$-PAC learner for $\mathcal{F}$.

Second statement: Assume $\mathcal{F}$ is efficiently $(\epsilon, \delta, \text{REX}(P, \eta))$-PAC learnable, then there exists an algorithm $\mathcal{A}_{\mathcal{F}}$ that for all $f \in \mathcal{F}$, with probability $1 - \delta$ and query access to $\text{REX}(f, P, \eta)$ outputs a hypothesis $h \in \mathcal{F}$ where $\Pr_{x \sim P}[f(x) \neq h(x)] \leq \epsilon$. We construct the learning algorithm $\mathcal{A}_{\mathcal{D}}$ to simulate $\mathcal{A}_{\mathcal{F}}$ (by answering any queries to the REX oracle with a sample from $D_{f,P,\eta}$) and output

$$\text{EVAL}_{D_{h,P}}(x||y) = \begin{cases} P(x), & \text{if } h(x) = y \\ 0, & \text{else} \end{cases}.$$

Since

$$d_{TV}(D_{h,P}, D_{f,P}) = \Pr_{x \sim P}[f(x) \neq h(x)] \leq \epsilon,$$

we have

$$d_{TV}(D_{h,P}, D_{f,P,\eta}) \leq d_{TV}(D_{h,P}, D_{f,P}) + d_{TV}(D_{f,P}, D_{f,P,\eta}) \leq \eta + \epsilon.$$

Thus, $\text{EVAL}_{D_{h,P}}$ is an $(\eta + \epsilon)$-close evaluator of $D_{f,P,\eta}$ and $\mathcal{A}_{\mathcal{D}}$ is an $(\eta + \epsilon, \delta)$-PAC EVAL learner for $\mathcal{D}_{F,P,\eta}$.  

Theorem[1] has been phrased in terms of efficient learnability – i.e., it shows how efficient learners for one problem imply efficient learners for another. However, we can straightforwardly rephrase Theorem[1] in terms of hardness implications. More specifically, we obtain from Theorem[1] the following simple corollary:

Corollary 1. Let $\mathcal{F}$ be some function class consisting only of functions $f : \{0,1\}^n \rightarrow \{0,1\}^m$, for some suitable $m = O(\log(n))$. Let $\mathcal{D}_{F,P,\eta}$ be the induced distribution class for some fixed probability distribution $P$ over $\{0,1\}^n$ and $0 \leq \eta < \frac{1}{2}$.

• if $\mathcal{D}_{F,P,\eta}$ is $(\eta + \epsilon, \delta)$-PAC EVAL hard, then $\mathcal{F}$ is $(\epsilon, \delta, \text{REX}(P, \eta))$-PAC hard.

• if $\mathcal{F}$ is $(2(\eta + \epsilon), \delta, \text{REX}(P, \eta))$-PAC hard, then $\mathcal{D}_{F,P,\eta}$ is $(\epsilon, \delta)$-PAC EVAL hard.

As claimed in Table[1] the above corollary shows clearly that – at least for the case of functions with at most logarithmically many output bits – one can use function learning hardness results to prove distribution learning hardness results, and vice versa. We note that this correspondence holds even for function learning with noisy random examples, provided one considers the appropriate associated induced distribution class. Additionally, we note that one can also straightforwardly extend Theorem[1] to the setting in which both the function and distribution learner have statistical query access, as opposed to (noisy) random example and sample access as considered here.
using the construction of induced distributions, for functions that map to inference exams can be used for the characterization of weak PRFs. Inference exams have been introduced in Ref. [17] as an alternative characterization of PRFs, and we note here that strong inference exams can be used for the characterization of weak PRFs.

Figure 1. Illustration of the difference between a conventional inference exam and a strong inference exam. Conventional inference exam as it is harder to pass than the conventional inference exam, in which the distinguishing strong inference exam, in which the distinguishing

B. Evaluator learning hardness from weak PRFs

In the previous section, we laid out how one can obtain EVAL learning hardness from PAC-hard functions by using the construction of induced distributions, for functions that map to \( m = O(\log(n)) \) bits. We are now interested in whether one can obtain EVAL learning hardness in a more general setting, or from other primitives. We will see in this section that we can indeed obtain EVAL learning hardness by using weak-secure PRFs as the distribution inducing functions. We note that this is very closely related to prior work in Ref. [1], where it was implicitly shown that one can use classic-secure PRFs to obtain generator learning hardness. This was made explicit and generalized in Ref. [11], which used this technique to prove a quantum-classical separation for generative modelling. However, in Ref. [11] it was posed as an open question whether or not one can obtain distribution learning hardness results from weak PRFs, and it is this question which we answer in the affirmative here, for the case of evaluator learning. Apart from allowing us to prove the quantum-classical distribution learning separation in Section V, this result also opens the possibility of proving classical hardness results based on weaker assumptions than those necessary for candidate classic-secure PRFs, or hard to learn function classes.

To this end, we note that there is a very useful characterization of classic-secure PRFs, namely the ability to withstand a so-called inference exam [17]. In particular, this characterization has been crucial for proving generator learning hardness for distributions induced by classic-secure PRFs [11]. As shown in Figure 1, the inference exam is a procedure where a learner is tested whether it has really learned anything about the function by asking whether it can distinguish between a function input/output pair and a random input/output pair. It has been shown that this distinguishing task is not possible efficiently, with convincing probability, if the function is a classic-secure PRF [17].

For our proof of EVAL learning hardness from weak-secure PRFs we will make use of a similar characterization of weak PRFs in terms of a slightly modified inference exam. More specifically, as shown in Figure 1 in a conventional inference exam (defined in Ref. [17]), the distinguishing algorithm has (a) membership query access to the unknown function, and (b) the ability to choose its own exam string. We will define a strong inference exam, in which the distinguishing algorithm has (a) only random example access to the unknown function, and (b) gets given an exam pair drawn at random. Intuitively, we call this a strong inference exam as it is harder to pass than the conventional inference exam, due to the weaker oracle access and lack of ability to choose the exam. As we will see, we can characterize weak-PRFs in terms of the existence or non-existence of algorithms which succeed in the task of strong-inference, analogously to how classic-secure PRFs can be characterized in terms of inference exams.

Let us now describe the strong inference exam, that is used to characterize weak-secure PRFs and we refer the interested reader to Ref. [11, 17] for the details of standard inference exams. In the following we consider function collections \( \{ F_{\theta} : \mathcal{K}_{\theta} \times \mathcal{X}_{\theta} \rightarrow \mathcal{Y}_{\theta} | \theta \in \Theta \} \) which have the structure of PRF collections, where \( \mathcal{K}_{\theta} \) is the so-called secret key space. In particular, let \( k \in \mathcal{K}_{\theta} \) be some fixed but unknown secret key. We then define a strong inference exam as follows:
Definition 6 (Strong inference exam). Let $A$ be some probabilistic polynomial time classical algorithm that “takes the exam”. On input $\theta \in \Theta$, $A$ can carry out any computation while having access to $\text{REX}(F_\theta(k, \cdot), U)$. After some time, when $A$ signals that it is ready for the exam, $A$ is presented two pairs $(x', f_1)$ and $(x', f_2)$ in random order, where $x' \sim U(X_0)$, $f_1 = F_\theta(k, x')$ and $f_2 \sim U(Y_\theta \setminus \{F_\theta(k, x')\})$. We say that $A$ “passes the exam” if it correctly guesses which of the two pairs stems from the function $F_\theta$ and which was the random value from $U(Y_\theta)$.

Analogously to the definition of $Q$-inference in Ref. [17], we now define the notion of strong $Q$-inference, which defines a lower bound on the probability of $A$ passing the random example inference exam.

Definition 7 (Strong $Q$-inference). Let $Q$ be some function. We say that $A$ strongly $Q$-infers the collection $\{F_\theta : K_\theta \times X_\theta \to Y_\theta | \theta \in \Theta\}$ if for infinitely many $n$, given input $\theta \in \Theta$, it holds that

$$\Pr[\text{"A passes the exam"}] \geq 1/2 + 1/Q(n),$$

(23)

where the probability is taken uniformly over all possible choices of $\theta \leftarrow \mathcal{IG}(1^n)$, $k \in K_\theta$, $x' \in X_\theta$, $f_2 \in Y_\theta$, and all possible orderings of the exam pairs. We say that a function collection can be polynomially strongly inferred if there exists a polynomial $Q$ and a probabilistic polynomial time algorithm $A$ which strongly $Q$-infers the collection.

We are now ready to state a core lemma, that is analogous to the result in Ref. [17], which characterizes PRFs via the strong polynomial $Q$-inference exam.

Lemma 3 (Weak-secure PRFs cannot be polynomially strongly inferred). Let $F = \{F_\theta : K_\theta \times X_\theta \to Y_\theta | \theta \in \Theta\}$ be a collection of efficiently computable functions. $F$ is weak-secure pseudo-random if and only if $F$ cannot be polynomially strongly inferred.

Proof. The proof is a direct generalization of the proof for Theorem 4 in Ref. [17].

With the necessary definitions at hand, we can now present Theorem 2 which shows that distributions induced by weak-secure pseudo-random functions are hard to EVAL learn.

Theorem 2 (Classical evaluator learning hardness from weak pseudo-random functions). Let

$$F = \{F_\theta : K_\theta \times X_\theta \to Y_\theta | \theta \in \Theta\}$$

(24)

be a weak-secure pseudo-random function collection, where for all $\theta$ one has that $X_\theta = Y_\theta = \{0, 1\}^n$ for some $n$. For all $\theta \in \Theta$ and all $k \in K_\theta$, we define the induced probability distribution $D_{(\theta,k)} := D_{F_\theta(k, \cdot), U}$, and the associated distribution class $D := \{D_{(\theta,k)} | \theta \in \Theta, k \in K_\theta\}$. For all sufficiently large $n$, all $\epsilon < 1/9$ and $\delta \leq 1/5 - \Omega(1/poly(n))$, there exists no efficient classical $(\epsilon, \delta)$-PAC EVAL learner of $D$.

In order to prove Theorem 2 we require the following two technical lemmas.

Lemma. Let $f : \{0, 1\}^n \to \{0, 1\}^n$ and let $D'$ be some distribution satisfying $d_{TV}(D_{f,U}, D') \leq \epsilon$, for some $\epsilon < 1/9$. Then, for at least $3/4 \times 2^n$ strings $x$, it holds that

$$D'(x||f(x)) \geq \frac{\epsilon}{2^n}.$$

(25)

Proof. Per contradiction, assume that the claim is false, thus, it holds that for at least $1/4 \times 2^n$ strings $x$,

$$D'(x||f(x)) < \frac{\epsilon}{2^n}.$$

(26)
It follows that
\[
\begin{align*}
   d_{TV}(D_{f,U}, D') &= \frac{1}{2} \sum_{x,y \in \{0,1\}^n} |D_{f,U}(x\|y) - D'(x\|y)| \\
   &= \frac{1}{2} \sum_{x \in \{0,1\}^n} \left[ \frac{1}{2^n} - D'(x\|f(x)) \right] + \sum_{\text{other } x,y} |D'(x\|y)| \\
   &\geq \frac{1}{2} \sum_{x \in \{0,1\}^n} \left[ \frac{1}{2^n} - D'(x\|f(x)) \right] \\
   &> \frac{1}{2} \left( \frac{2^n}{4} \right) \left[ \frac{1}{2^n} - \frac{\epsilon}{2^n} \right] \\
   &= \frac{1}{8} (1 - \epsilon) \\
   &> \epsilon \quad \text{ (when } \epsilon < \frac{1}{9})
\end{align*}
\]
which contradicts the assumption. \(\square\)

**Lemma 5.** Let \( f : \{0,1\}^n \to \{0,1\}^n \) and let \( D' \) be some distribution satisfying \( d_{TV}(D_{f,U}, D') \leq \epsilon \). For at least \( \frac{1}{2} \times (2^{2n} - 2^n) \) of the strings \( x\|y \) with \( y \neq f(x) \), it holds that
\[
D'(x\|y) \leq \frac{4\epsilon}{2^{2n} - 2^n}.
\]

**Proof.** Per contradiction, assume that the claim is false, and therefore, for at least \( \frac{1}{2} \times (2^{2n} - 2^n) \) of the strings \( x\|y \) with \( y \neq f(x) \), it holds that
\[
D'(x\|y) > \frac{4\epsilon}{2^{2n} - 2^n}.
\]

From this, it follows that
\[
\begin{align*}
   d_{TV}(D_{f,U}, D') &= \frac{1}{2} \sum_{x,y \in \{0,1\}^n} |D_{f,U}(x\|y) - D'(x\|y)| \\
   &= \frac{1}{2} \sum_{x \in \{0,1\}^n} \left[ \frac{1}{2^n} - D'(x\|f(x)) \right] + \sum_{\text{other } x,y} |D'(x\|y)| \\
   &\geq \frac{1}{2} \sum_{\text{other } x,y} |D'(x\|y)| \\
   &\geq \frac{1}{2} \times \frac{1}{(2^{2n} - 2^n) \text{ many}} \left[ \frac{4\epsilon}{2^{2n} - 2^n} \right] \\
   &= \epsilon,
\end{align*}
\]
which contradicts the assumption. \(\square\)

Given the above lemmas, we can now prove Theorem 2.

**Proof for Theorem 2.** The proof will be by contradiction. To do this, we assume that, for some \( \epsilon < 1/9 \) and \( \delta \leq 1/5 - \Omega(1/poly(n)) \), there exists a classical efficient \((\epsilon, \delta)\text{-PAC evaluator learner of } D\) - i.e., a polynomial time probabilistic classical algorithm \( \hat{A} \), which for all \( D_{\theta,k} \in D \), when given sample access to \( D_{\theta,k} \), outputs with probability at least \( 1 - \delta \), an evaluator \( \text{EVAL}_{D'} \) for some distribution \( D' \) satisfying \( d_{TV}(D_{\theta,k}, D') \leq \epsilon \). We now use this assumption to construct an efficient classical algorithm \( A \) that uses \( \hat{A} \) to polynomially strongly infer \( F \). This strong polynomial-inference is per definition of \( F \) not possible, resulting in the sought contradiction.

So, let us describe algorithm \( A \): When given access to \( \text{REX}(F_{\theta}(k, \cdot), U) \), algorithm \( A \) starts by simulating algorithm \( \hat{A} \). In particular, for every query made by \( \hat{A} \), algorithm \( A \) queries \( \text{REX}(F_{\theta}(k, \cdot), U) \), obtains some tuple \((x, F_{\theta}(k, x))\),
and then passes the string \( x \| F_θ(k, x) \) to \( \hat{A} \). As this is indistinguishable from a sample query to the distribution \( D(θ, k) \), algorithm \( \hat{A} \) will, after a polynomial number of queries, output with probability at least \( 1 - δ \), an evaluator \( EVAL_{D'} \) for some distribution \( D' \) satisfying \( d_{TV}(D(θ, k), D') ≤ \epsilon \).

At this stage, \( A \) is ready to take the random example inference exam, and when presented the two exam pairs \( s_1 = (x', f_1) \) and \( s_2 = (x', f_2) \), \( A \) will run the strategy presented in Algorithm 1 to determine which of the two values \( f_1, f_2 \) is \( F_θ(k, x') \).

### Algorithm 1: Exam strategy to infer \( F \)

**Input:** Exam strings: \( s_1, s_2 \in \{0, 1\}^{2n} \), Evaluator: \( EVAL_{D'} \), parameters: \( n, \epsilon \)

**Output:** Index of the exam string that has been produced by \( F_θ(k, x') \)

1. \( p_1 \leftarrow EVAL_{D'}(s_1) \)
2. \( p_2 \leftarrow EVAL_{D'}(s_2) \)
3. **if** \( p_1 ≥ \frac{\epsilon}{2n} \) and \( p_2 ≤ \frac{4\epsilon}{2^{2n} - 2n} \) **then**
   4. return 1;
5. **else if** \( p_1 ≤ \frac{4\epsilon}{2^{2n} - 2n} \) and \( p_2 ≥ \frac{\epsilon}{2n} \) **then**
6. return 2;
7. **else**
8. return random \( \sim U(\{1, 2\}) \).

We will now analyse the probability that \( A \) passes the random example inference exam. Firstly, note that for \( n ≥ 3 \), we have that \( \epsilon/2^n > 4\epsilon/(2^{2n} - 2^n) \) and thus the conditions in lines (3) and (5) of Algorithm 1 cannot be true at the same time. Additionally, if algorithm \( \hat{A} \) was successful, which happens with probability at least \( 1 - δ \), then it follows from Lemma 4 and 5 as well as the promise that \( \epsilon < 1/9 \), that

\[
\Pr_{x' \sim U(X_θ)} \left[ EVAL_{D'}(x' \| F_θ(k, x')) ≥ \frac{\epsilon}{2^n} \right] ≥ \frac{3}{4},
\]

\[
\Pr_{x' \sim U(X_θ)} \left[ EVAL_{D'}(x' \| F_θ(k, x')) < \frac{\epsilon}{2^n} \right] < \frac{1}{4},
\]

\[
\Pr_{x' \sim U(X_θ)} \left[ EVAL_{D'}(x' \| u) ≤ \frac{4\epsilon}{2^{2n} - 2^n} \right] ≥ \frac{1}{2},
\]

\[
\Pr_{x' \sim U(X_θ)} \left[ EVAL_{D'}(x' \| u) > \frac{4\epsilon}{2^{2n} - 2^n} \right] < \frac{1}{2}.
\]

From the above, we can now bound the probability that algorithm \( A \) is successful, conditioned on \( \hat{A} \) being successful. To do this, we denote the event that "Algorithm 1 returns on line (1) given that \( A \) was successful" by "(1)". Using this, we have the following.

**Case 1.** \( s_1 = x' \| F_θ(k, x') \) and \( s_2 = x' \| u \):

\[
\Pr \left[ 4 \right] ≥ \frac{1}{2} \times \frac{3}{4} = \frac{3}{8},
\]

\[
\Pr \left[ 6 \right] < \frac{1}{2} \times \frac{1}{4} = \frac{1}{8},
\]

and therefore

\[
\Pr \left[ \text{Algorithm 1 returns 1 | \( \hat{A} \) successful} \right] = \Pr \left[ 4 \right] + \frac{1}{2} \Pr \left[ 8 \right]
\]

\[
= \Pr \left[ 4 \right] + \frac{1}{2} \left[ 1 - \left( \Pr \left[ 4 \right] + \Pr \left[ 6 \right] \right) \right]
\]

\[
= \frac{5}{8}.
\]
Case 2. \( s_1 = x'\|u \) and \( s_2 = x'\|F_\theta(k, x') \):

\[
\Pr[4] < \frac{1}{2} \times \frac{1}{4} = \frac{1}{8},
\]

\[
\Pr[6] \geq \frac{1}{2} \times \frac{3}{4} = \frac{3}{8}.
\]

and therefore

\[
\Pr[\text{Algorithm 1 returns 2 | } \tilde{\mathcal{A}} \text{ successful}] = \Pr[6] + \frac{1}{2} \Pr[8]
\]

\[
= \Pr[6] + \frac{1}{2} \left[ 1 - \left( \Pr[6] + \Pr[4] \right) \right]
\]

\[
= \frac{1}{2} + \frac{1}{2} \Pr[6] - \frac{1}{2} \Pr[4]
\]

\[
\geq \frac{5}{8}.
\]

Thus, taking both cases together, we have that

\[
\Pr[\text{Algorithm 1 returns correct index | } \tilde{\mathcal{A}} \text{ successful}] \geq \frac{5}{8}.
\]

Using the above, we can now lower bound the probability that \( \mathcal{A} \) passes the exam, to get

\[
\Pr[\mathcal{A} \text{ passes exam}] = \Pr[\text{Alg. 1 returns correct index | } \tilde{\mathcal{A}} \text{ successful}] \times \Pr[\tilde{\mathcal{A}} \text{ successful}]
\]

\[
= \Pr[\text{Alg. 1 returns correct index | } \tilde{\mathcal{A}} \text{ successful}] \times \Pr[\tilde{\mathcal{A}} \text{ successful}]
\]

\[
\geq \Pr[\text{Alg. 1 returns correct index | } \tilde{\mathcal{A}} \text{ successful}] \times \Pr[\tilde{\mathcal{A}} \text{ successful}]
\]

\[
\geq \frac{5}{8} (1 - \delta)
\]

\[
= \frac{5}{8} - \frac{5}{8} \delta
\]

\[
\geq \frac{5}{8} \left[ \frac{1}{2} - \Omega \left( \frac{1}{\text{poly}(n)} \right) \right]
\]

\[
\geq \frac{1}{2} + \Omega \left( \frac{1}{\text{poly}(n)} \right).
\]

Therefore, \( \mathcal{A} \) polynomially strongly infers \( \mathcal{F} \), which contradicts the assumption that \( \mathcal{F} \) is weak-secure pseudo-random.

\[\square\]

IV. A QUANTUM-CLASSICAL SEPARATION FOR DENSITY MODELLING

In this work, we are interested in obtaining a quantum-classical separation for density modelling (evaluator learning). So far, we have seen in Section III B that when we instantiate the “function to distribution” construction with a weak-secure PRF, we can achieve a classical hardness result. The question is therefore, is there a weak-secure PRF which allows us to also prove an efficient quantum learning result? In this section we show that by using the PRF previously utilized in Ref. [11] to show a separation for GEN learning, we can also achieve a separation for EVAL learning.

To begin, we restate the definition of the PRF used in Ref. [11], and we refer there for additional details and discussion. Let \( p \in \mathbb{N} \), we say that an element \( y \in \mathbb{Z}_q \) is a quadratic residue modulo \( p \) if there exists an \( x \in \mathbb{Z}_q \) such that \( x^2 \equiv y \mod p \). Additionally, we say that \( p \) is a safe prime if \( p = 2q + 1 \) with \( q \) prime. Let \( \text{QR}_p \) be the set of quadratic residues modulo \( p \) and \( \{ \text{QR}_p \} \) be the set of such sets where \( p \) is a safe prime. Define the parameter set \( \mathcal{P}(p,g,g^a) \) as the infinite set of all tuples of the form \( (p, g, g^a) \) where \( p \) is some safe prime, \( g \) is a generator for \( \text{QR}_p \) and \( a \in \mathbb{Z}_q \). We denote the subset of all such tuples in which \( p \) is an \( n \)-bit prime as \( \mathcal{P}_n(p,g,g^a) \) and we note that \( \mathcal{P}(p,g) = \bigcup_{n \in \mathbb{N}} \mathcal{P}_n(p,g,g^a) \) is an efficiently sampleable parameter set (see Ref. [11] for a description of the efficient
instance generation algorithm). Now, given some safe prime \( p = 2q + 1 \), define the function \( f_p : \text{QR}_p \to \mathbb{Z}_q \) via

\[
f_p(x) = \begin{cases} 
  x & \text{if } x \leq q \\
  p - x & \text{if } x > q.
\end{cases}
\]  

(44)

This allows us to define the functions \( \tilde{G}_0^{(p,g,g^a)} \) and \( \tilde{G}_1^{(p,g,g^a)} : \mathbb{Z}_q \to \mathbb{Z}_q \) via

\[
\tilde{G}_0^{(p,g,g^a)}(b) := f_p(g^a \mod p),
\]  

(45)

\[
\tilde{G}_1^{(p,g,g^a)}(b) := f_p(g^{ab} \mod p).
\]  

(46)

With this in hand, we can finally define the function collection \( \{F_{(p,g,g^a)} | (p, g, g^a) \in \mathcal{P}_{p,g,g^a}\} \), where

\[
F_{(p,g,g^a)} : \mathbb{Z}_q \times \{0,1\}^n \to \mathbb{Z}_q
\]  

(47)

is defined algorithmically in Algorithm 2 below:

---

**Algorithm 2**: Algorithmic implementation of \( F_{(p,g,g^a)} \)

---

\[
\begin{array}{l}
\text{Input} : \text{Function input: } x \in \{0,1\}^n, \text{ Secret key: } k \in \mathbb{Z}_q, \text{ Parameters: } p, g, g^a \\
\text{Output} : \text{The function value of } F_{(p,g,g^a)}(k, x) \\
\end{array}
\]

1. \( b_0 \leftarrow k; \)
2. \( \text{for } 1 \leq j \leq n \) do
3. \( \quad \text{if } x_j = 0 \) then
4. \( \quad \quad b_j \leftarrow \tilde{G}_0^{(p,g,g^a)}(b_{j-1}); \)
5. \( \quad \text{else if } x_j = 1 \) then
6. \( \quad \quad b_j \leftarrow \tilde{G}_1^{(p,g,g^a)}(b_{j-1}); \)
7. \( \text{return } b_n; \)

---

As shown in Ref. [11] the function collection \( \{F_{(p,g,g^a)} | (p, g, g^a) \in \mathcal{P}_{p,g,g^a}\} \) is a classic-secure PRF collection, under the Decisional Diffie-Hellman (DDH) assumption\(^2\). Given that any classic-secure PRF is also a weak-PRF, we know (from Theorem 2) that we can instantiate the "function to distribution" construction with \( \{F_{(p,g,g^a)}(k, \cdot) | (p, g, g^a) \in \mathcal{P}_{p,g,g^a}, k \in \mathbb{Z}_q\} \) to obtain a distribution class \( \mathcal{D} = \{D_{(p,g,g^a)}(k) : (p, g, g^a) \in \mathcal{P}_{p,g,g^a}, k \in \mathbb{Z}_q\} \) which is hard to evaluator learn. However, as done in Ref. [11] we will in fact consider a slight modification of the induced distribution class - for reasons which will soon become clear - in which an encoding of the parameters \( (p, g, g^a) \) is appended onto the samples. More specifically, recall that one samples from \( D_{(p,g,g^a)} \) by first drawing \( x \leftarrow \{0,1\}^n \), and then outputting \( x||F_{(p,g,g^a)}(k, x) \). We define the distribution \( \bar{D}_{(p,g,g^a)} \) as the distribution which is sampled from by first drawing \( x \leftarrow \{0,1\}^n \), and then outputting \( x||F_{(p,g,g^a)}(k, x)|| (p, g, g^a) \) - i.e., the exact same distribution as \( D_{(p,g,g^a)} \), but with the parameters appended to each sample. Naturally, we then define the distribution class

\[
\bar{\mathcal{D}} = \{\bar{D}_{(p,g,g^a)}(k) : (p, g, g^a) \in \mathcal{P}_{p,g,g^a}, k \in \mathbb{Z}_q\}.
\]  

(48)

As discussed in Ref. [11], given the fact that any candidate inference algorithm for a PRF (or weak PRF) is also given the parameters of the unknown PRF (see Figure 1), the proof of Theorem 2 is unaffected if one uses the distribution class \( \bar{\mathcal{D}} \) in place of \( \mathcal{D} \). As such, we obtain the following Corollary from Theorem 2 and the fact that \( \{F_{(p,g,g^a)} | (p, g, g^a) \in \mathcal{P}_{p,g,g^a}\} \) is a classic-secure PRF collection under the DDH assumption:

**Corollary 2** (Evaluator learning hardness of \( \bar{\mathcal{D}} \)). *Under the Decisional Diffie Hellman assumption, for all sufficiently large \( n \), all \( \epsilon < 1/9 \) and all \( \delta \leq 1/5 - \Omega(1/\text{poly}(n)) \), there is no efficient classical (\( \epsilon, \delta \))-PAC EVAL learner for \( \bar{\mathcal{D}} \).*

We would now like to show that one can indeed obtain an efficient quantum evaluator learner for \( \bar{\mathcal{D}} \). To this end, we start with the following observation:

**Observation 1** (Exact evaluator from knowing the secret key). *For all \( \bar{D}_{(p,g,g^a)} \in \bar{\mathcal{D}} \), given the secret key \( k \), along with parameters \( (p, g, g^a) \), one can output an efficient exact evaluator of \( \bar{D}_{(p,g,g^a)} \).*

\(^2\) A reader familiar with pseudorandom functions may recognize Algorithm 2 as the Goldreich-Goldwasser-Micali construction of a PRF, from the pseudorandom generator implicit in the Diffie-Hellman assumption.
The above observation can be easily understood by the considering the following evaluator

\[
\text{EVAL}_{\tilde{D}(p,g,g^a)}(x||y|(p,g,g^a)) = \begin{cases} 
\frac{1}{2^\epsilon}, & \text{if } F_{(p,g,g^a)}(k, x) = y \\
0, & \text{else}
\end{cases}
\]

(49)

It follows from the construction of \( F_{(p,g,g^a)} \) that the evaluator \( \text{EVAL}_{\tilde{D}(p,g,g^a),k} \) is computable in poly-time if both \( k \), as well as \((p,g,g^a)\) are known. In light of this, we see that learning an evaluator for \( \tilde{D}(p,g,g^a),k \) reduces to learning, from samples, the parameters \((p,g,g^a)\) as well as the secret key \( k \). However, by design, the parameters \((p,g,g^a)\) come “for free” with each sample, and therefore, one only needs to learn the secret key \( k \). To this end, we note that precisely such an algorithm has already been constructed in Ref. [11]. More specifically, Ref [11] has constructed an efficient quantum algorithm which, by using the exact quantum algorithm for discrete logarithms as a subroutine, can deterministically recover the secret key \( k \) from samples from \( \tilde{D}(p,g,g^a),k \). Putting it all together, we see that by using the efficient (deterministic) quantum key-learning algorithm from Ref. [11], coupled with fact that the parameters \((p,g,g^a)\) are given for free, and that together the key \( k \) and parameters \((p,g,g^a)\) fully specify an (exact) evaluator for \( \tilde{D}(p,g,g^a),k \), we obtain the following corollary:

**Corollary 3.** \( \tilde{D} \) is quantumly efficiently (\( \epsilon = 0, \delta = 0 \))-PAC evaluator learnable.

Juxtaposing Corollary 2 with Corollary 3 yields a super-polynomial quantum-classical separation for density modelling, up to the Decisional Diffie-Hellman assumption.

V. CONCLUSIONS AND OUTLOOK

In this work, we have provided a variety of rigorous insights into the relative power of classical and quantum computers for the task of density modelling. Specifically, we first provided an overview of techniques for proving distribution learning hardness from various classes of functions. Apart from providing a comprehensive picture of existing techniques, we have (a) provided a generalization of methods for proving distribution learning hardness from PAC hard-to-learn functions and (b) shown that weak-secure PRFs are sufficient to prove hardness of evaluator learning. Given this, we have then shown that there exists a density modelling task which is provably hard for classical computers, but can be solved by an efficient quantum learning algorithm. This separation contributes to the relatively scarce collection of machine learning type problems for which one can rigorously prove a quantum advantage [12]. In our outlook, we like to formulate the following open research questions:

1. Can one get a computational separation (possibly with a fault-tolerant quantum computer) for a realistic learning task? Indeed, the learning task considered in this work involved a synthetic and highly fine-tuned distribution that almost certainly does not appear naturally and is not of any practical relevance. As such, it is still an open question whether one can find a practical – or “real world” – learning task for which quantum computers offer a super-polynomial speedup.

2. Furthermore, a major question is whether (even for learning problems that are synthetic and not of any practical relevance) one can prove a quantum advantage using a quantum algorithm that works on noisy, near-term quantum devices instead of large-scale error-corrected quantum computers. Indeed, it is the hope that by formalizing and abstracting methods for proving classical hardness results in distribution learning, this work stimulates and facilitates such research efforts.

3. To that end, it is an interesting research question to find a quantum-classical learning separation based on weak-but not classic-secure PRFs. More specifically, a separation which requires a weaker assumption than that necessary for the existence of classic-secure PRFs. The hope is that whichever assumption is used for classical hardness, can be broken by near-term quantum devices. What first comes to mind when pursuing this idea, is to use weak-secure PRFs based on the hardness of learning parity with noise (LPN) [13]. In particular, while learning such a PRF classically is believed to be hard, there are efficient quantum learning algorithms [19]. However, these quantum algorithms require access to a quantum random example oracle, and it is not clear how to overcome this limitation. Indeed, it is an interesting question of independent interest whether there exist candidate weak-PRFs, which are not secure against near-term quantum adversaries.

4. Finally, the answers to the open questions in Table I are certainly interesting and important.
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