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Abstract

This paper studies a system of nonlinear fractional differential equations (FDEs) with deviated arguments. Many linear and nonlinear problems are faced in the real-life. Generally, linear problems are solved quickly, but some difficulties appear while solving nonlinear problems. Our purpose is to approximate those solutions numerically via the Adomian decomposition method (ADM). Here, our main goal is to apply the ADM to solve higher-order nonlinear system of FDEs with deviated arguments. We prove the existence and uniqueness of the solution using Banach contraction principle. Moreover, we plot the figures of ADM solutions using MATLAB.
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Introduction

“Science is a differential equation,” said Alan Turing, and Paul Ormerod “Baseball players or cricketers do not need to be able to solve explicitly the nonlinear differential equations which govern the flight of the ball. They just catch it.” Nonlinear differential equations describe many real-world physical phenomena. To understand the nature of these phenomena, we must first solve differential equations. “In order to solve this differential equation, you look at it until a solution occurs to you,” George Polya explained. In 1980, George Adomian proposed a new iterative scheme known as ADM. This method provides analytical solutions to both linear and nonlinear differential equations.

Classical differential equations cannot adequately describe more and more phenomena as science and technology advance. Various physical processes, for example, have memory and heritability properties that the classical local differential operators cannot adequately repre-
sent. Many great mathematicians such as Euler, Liouville, Riemann, Caputo, and Letnikov developed a new excellent tool to describe these nonlocal processes (fractional differential equations described by nonlocal operators) [21, 23]. Fractional Calculus was born in 1695. G.F.A. de L Hospital thought about what happens if the order is \(1/2\). And in 1697, G.W. Leibniz used fractional derivatives of order \(1/2\) and made some remarks on it. However, in 1819, S.F. Lacroix mentioned the derivative of arbitrary order in his text on differential and integral calculus. N.H. Abel gave the first application of fractional calculus in 1823.

Fractional calculus has been included in recent studies on CoViD-19 [3, 17, 20]. Many studies have been conducted in the field of mathematics, and it has been shown that differential equations using fractional operators are effective in demonstrating epidemic models linked to many infectious illnesses [7, 12]. Two leading implementations of fractional calculus are in epidemiological and biomathematical models [6, 18, 19]. Ahmad et al. [2] performed simulations of a fractional model for CoViD-19 transmission, taking into account various values of the non-integer order derivative and came to the conclusion that the value of \(= 0.97\) best matched the actual data. Furthermore, Zhang et al. [29] created a non-integer order model for the dynamics of CoViD-19. The authors investigated the stability of the system and reproduction number.

FDEs with deviated arguments have many applications in science and engineering, including fractals theory, chemistry, biology, physics, neural network, weather prediction model, etc. [19, 26]. Brauer et al. [5] presented logistic equations, which are particularly applicable to epidemic systems. Xu et al. [26] explored the effect of numerous time delays on fractional-order neural network bifurcation. There are various methods to solve fractional differential equations: the homotopy perturbation method [9, 13, 14, 22], the Adomian decomposition method [1, 8, 15, 16, 25, 27], the polynomial least square method [4], and so on [24].

In [10], Duan et al. provided a review of ADM and its application to FDEs. Evans and Raslan [11] applied the Adomian method to solve a particular ordinary delay differential equations in which the delay is located in the linear or nonlinear part, where the history function is not necessary. In [16], Li and Pang provided an application of ADM to a nonlinear system. In [25], Saeed and Rahman studied the ADM for solving the system of delay differential equation. In [27], Ziada studied the nonlinear system of fractional differential equations via ADM, and the fractional order rabies model was solved as an application. However, in [28] Ziada studied the analytical and numerical solutions of a multi-term nonlinear differential equation with deviated arguments.

Motivated by the works of Ziada [27, 28] as well as Saeed and Rahman [25], we construct the system (1)–(2). We extend the work of [25] for higher order nonlinear systems of FDEs with deviated arguments.

Delay differential equations are far more complicated than traditional ordinary differential equations, they explain many processes found in several fields such as biology, medicine, chemistry, economics, engineering and physics. Systems of FDEs have many applications in engineering and science, including electrical networks, control theory, fractals theory, viscoelasticity, optical and neural network systems. This paper aims to discuss the approximate solution of a nonlinear system of FDEs with deviated arguments via ADM (an algorithm that uses a decomposition technique). Here, our main goal is to apply the ADM to solve higher-order nonlinear systems of FDEs with deviated arguments. This method has numerous advantages. It is very simple to use and can solve a wide range of nonlinear systems, such as ordinary and partial differential equations, fractional delay differential equations, and so on. It avoids the Picard method’s time-consuming integrations. It decomposes the solution into a series with easily computed components. It has the advantage of converging to the exact solution.
The remaining paper is designed as “Formulation of the Problem” section introduces the formulation of the problem and ADM’s iterative scheme. “Basic Definitions” section contains some useful basic definitions. In the next two sections, we prove the existence, uniqueness and convergence of the solution of the system (1)–(2). Numerical examples have been provided in “Numerical Examples” section. The conclusion is added in the last section.

Formulation of the Problem

Consider the following higher-order nonlinear system of FDEs with deviated arguments

\[ C^{q_i}D^i y_i(t) = F_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))), \quad t \in J_0 = [0, T], \]

with initial conditions

\[ y_i^{(j)}(0) = c_{ij}, \quad v_i(t) \leq t, \quad y_i(t) = \Psi_i(t), \quad t \leq 0. \]

where \( C^{q_i}D^i \) denote the Caputo derivative of order \( n - 1 < q_i \leq n, \quad i = 1, 2, \ldots, n, \quad j = 0, 1, 2, \ldots, n - 1 \). Here, we use Caputo fractional derivative amongst a variety of definitions for fractional order derivatives as it is suitable for describing various phenomena, since the initial values of the function and its integer order derivatives have to be specified. \( F_i \) are nonlinear operators that satisfy Lipschitz condition with Lipschitz constant \( L_i \), such as

\[ \left| (F_i y_i)(t) - (F_i z_i)(t) \right| = L_i \left( \sum_{i=1}^{n} |y_i(t) - z_i(t)| + \sum_{i=1}^{n} |y_i(v_i(t)) - z_i(v_i(t))| \right). \]

\( y_i(t) \in C(J_0) \) are unknown functions, \( \Psi_i(t) \) are given continuous functions and \( c_{ij} \) are given constants. In order to solve the problem (1) with (2) by using the ADM, performing the fractional integral \( \mathcal{I}_t^{q_i} \) to both sides of (2), we have

\[ y_i(t) = \sum_{j=0}^{n-1} c_{ij} t^j + \mathcal{I}_t^{q_i} F_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))). \]

Adomian’s method defines the solution by series

\[ y_i(t) = \sum_{m=0}^{\infty} y_{i,m}(t). \]

So that, the components \( y_{i,m} \) will be determined recursively. Moreover, the method defines the nonlinear term \( F_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))) \) by the Adomian polynomials

\[ F_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))) = \sum_{m=0}^{\infty} A_{i,m}(y_{i,0}, y_{i,1}, \ldots, y_{i,m}), \]

where \( A_{i,m} \) are Adomian polynomials that can be generated for all forms of nonlinearity as

\[ A_{i,m} = \left[ \frac{1}{m!} \frac{d^m}{d\lambda^m} F_i \left( t, \sum_{m=0}^{\infty} \lambda^m y_{1,m}(t), \ldots, \sum_{m=0}^{\infty} \lambda^m y_{n,m}(t), \right. \right. \]

\[ \left. \left. \sum_{m=0}^{\infty} \lambda^m y_{1,m}(v_1(t)), \ldots, \sum_{m=0}^{\infty} \lambda^m y_{n,m}(v_n(t)) \right) \right]_{\lambda=0}. \]
where $\lambda$ is a parameter.

In view of (5) and (6), (4) becomes

$$
\sum_{m=0}^{\infty} y_{i,m}(t) = \sum_{j=0}^{n-1} c_{ij} \frac{t^j}{j!} + \tau_q^i \sum_{m=0}^{\infty} A_{i,m}.
$$

(8)

To determine the components $y_{i,m}(t)$, $m \geq 0$. First we identify the zero component $y_{i,0}$ by the terms $\sum_{j=0}^{n-1} c_{ij} \frac{t^j}{j!}$ and $\tau_q^i f_i(t)$, where $f_i(t)$ represent the non-homogeneous parts of $F_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t)))$. Thus, the recurrence relation is

$$
y_{i,0} = \sum_{j=0}^{n-1} c_{ij} \frac{t^j}{j!} + \tau_q^i f_i(t),
$$

(9)

$$
y_{i,m+1} = \tau_q^i A_{i,m}, \quad m = 0, 1, 2, \ldots.
$$

(10)

We can approximate the solution $y_i$ by the truncated series

$$
N_{i,k} = \sum_{m=0}^{k-1} y_{i,m}, \quad \lim_{k \to \infty} N_{i,k} = y_i(t).
$$

Basic Definitions

Definition 3.1 [21, 23] (a) Caputo fractional derivative

$$(^C D_0^q y)(t) = (^q D_0^r y)(t),$$

where

$$(^q D_0^r y)(t) = \frac{1}{\Gamma(r)} \int_0^t (t-s)^{r-1} y(s)ds.$$

(b) $\tau_q^i t^\mu = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + q + 1)} t^{\mu+q}$, $q > 0, \mu > -1, t > 0$.

(c) $\tau_q^i \tau_{q_2}^i y = \tau_{q_1+q_2}^i y$, $q_1, q_2 > 0$.

Existence and Uniqueness of Solution

Define the operator $P : \mathcal{Y} \to \mathcal{Y}$, where $\mathcal{Y}$ is the Banach space $(C(J_0), || \cdot ||)$, the space of all continuous functions on $J_0$ equipped with the norm $||y|| = \sup_{t \in J_0} |y(t)|$.

Theorem 4.1 If $F_i$ satisfy the Lipschitz condition (3) and $0 < \gamma < 1$, where $\gamma = \frac{2nL \tau_q^i}{\Gamma(qi+1)}$, $L = \sup\{L_1, L_2, \ldots, L_n\}$, then the system (1)–(2) has a unique solution $y_i \in \mathcal{Y}$ on $J_0$. 
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**Proof** Define the operator $\mathcal{P} : \mathcal{Y} \to \mathcal{Y}$ as

$$
(\mathcal{P}y_i)(t) = \sum_{j=0}^{n-1} c_{ij} t^j + \frac{1}{\Gamma(q_i)} \int_0^t (t-s)^{q_i-1} \mathcal{F}_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))) ds.
$$

Let $y_i, z_i \in \mathcal{Y}, i = 1, 2, \ldots, n$, then

$$
\left| (\mathcal{P}y_i)(t) - (\mathcal{P}z_i)(t) \right| \\
= \left| \frac{1}{\Gamma(q_i)} \int_0^t (t-s)^{q_i-1} \left[ \mathcal{F}_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))) \right. \\
- \mathcal{F}_i(t, z_1(t), \ldots, z_n(t), z_1(v_1(t)), \ldots, z_n(v_n(t))) \left. \right] ds \right| \\
\leq \frac{1}{\Gamma(q_i)} \int_0^t (t-s)^{q_i-1} \left| \mathcal{F}_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))) \right. \\
- \mathcal{F}_i(t, z_1(t), \ldots, z_n(t), z_1(v_1(t)), \ldots, z_n(v_n(t))) \left| ds \\
\Rightarrow \sup_{t \in J_0} \left| (\mathcal{P}y_i)(t) - (\mathcal{P}z_i)(t) \right| \\
\leq \frac{L}{\Gamma(q_i)} \sum_{i=1}^n \sup_{t \in J_0} \int_0^t (t-s)^{q_i-1} \left| y_i(t) - z_i(t) \right| ds
$$

Since $0 < \gamma < 1$, therefore the mapping $\mathcal{P}$ is contraction. By Banach contraction principle, there exists a unique solution $y_i \in \mathcal{Y}$. This completes the proof. \hfill \Box

### Proof of Convergence

**Theorem 5.1** The series solution (5) of the system (1)–(2) using ADM converges if $|y_{i,1}(t)| < \infty$ and $0 < \delta < 1$, where $\delta = \frac{L T}{(q_i + 1)}$, $L = \sup\{L_1, L_2, \ldots, L_n\}$. 

\( \square \)
Proof Define the sequence of partial sum \( \{S_{i,p}\} \), as \( S_{i,p} = \sum_{m=0}^{p} y_{i,m}(t) \).

Since,

\[
\mathcal{F}_i(t, y_1(t), \ldots, y_n(t), y_1(v_1(t)), \ldots, y_n(v_n(t))) = \sum_{m=0}^{\infty} A_{i,m}.
\]

So, we have

\[
\mathcal{F}_i(t, S_{1,p}(t), \ldots, S_{n,p}(t), S_{1,p}(v_1(t)), \ldots, S_{n,p}(v_n(t))) = \sum_{m=0}^{p} A_{i,m}.
\]

Further, we prove that \( \{S_{i,p}\} \) is a Cauchy sequence in \( \mathcal{Y} \). Let \( \{S_{i,p}\}, \{S_{i,q}\} \) be two arbitrary partial sums such that \( p \geq q \), then

\[
\|S_{i,p} - S_{i,q}\| = \sup_{t \in J_0} |S_{i,p} - S_{i,q}|
\]

\[
= \sup_{t \in J_0} \left| \sum_{m=q+1}^{p} y_{i,m}(t) \right|
\]

\[
= \sup_{t \in J_0} \left| \sum_{m=q+1}^{p} \frac{1}{\Gamma(q_i)} \int_{0}^{t} (t-s)^{q_i-1} A_{i,m-1} ds \right|
\]

\[
= \sup_{t \in J_0} \left| \frac{1}{\Gamma(q_i)} \int_{0}^{t} (t-s)^{q_i-1} \sum_{m=q+1}^{p} A_{i,m-1} ds \right|
\]

\[
= \sup_{t \in J_0} \left| \frac{1}{\Gamma(q_i)} \int_{0}^{t} (t-s)^{q_i-1} \sum_{m=q}^{p-1} A_{i,m} ds \right|
\]

\[
= \sup_{t \in J_0} \left| \frac{1}{\Gamma(q_i)} \int_{0}^{t} (t-s)^{q_i-1} \left[ \mathcal{F}_i(S_{i,p-1}) - \mathcal{F}_i(S_{i,q-1}) \right] ds \right|
\]

\[
\leq \frac{1}{\Gamma(q_i)} \sup_{t \in J_0} \left| \int_{0}^{t} (t-s)^{q_i-1} \left[ \mathcal{F}_i(S_{i,p-1}) - \mathcal{F}_i(S_{i,q-1}) \right] ds \right|
\]

\[
\leq \frac{L_i}{\Gamma(q_i)} \left\| S_{i,p-1} - S_{i,q-1} \right\| \int_{0}^{t} (t-s)^{q_i-1} ds
\]

\[
\leq \frac{L_i}{\Gamma(q_i)} \left\| S_{i,p-1} - S_{i,q-1} \right\| \int_{0}^{1} (t-s)^{q_i-1} ds
\]

\[
\leq \delta \left\| S_{i,p-1} - S_{i,q-1} \right\|.
\]

Let \( p = q + 1 \), then

\[
\|S_{i,q+1} - S_{i,q}\| \leq \delta \left\| S_{i,q} - S_{i,q-1} \right\| \leq \delta^2 \left\| S_{i,q-1} - S_{i,q-2} \right\| \leq \ldots \leq \delta^q \left\| S_{i,1} - S_{i,0} \right\|.
\]

Using triangle inequality, we have

\[
\|S_{i,p} - S_{i,q}\| \leq \delta^q \left\| \sum_{m=0}^{p-q} \frac{1}{1-\delta} \right\| y_{i,1} \|.
\]

Since \( 0 < \delta < 1 \) and \( p \geq q \), then \( 1 - \delta^{p-q} \leq 1 \). Hence,

\[
\|S_{i,p} - S_{i,q}\| \leq \left[ \frac{\delta^q}{1-\delta} \right] \sup_{t \in J_0} |y_{i,1}(t)|.
\]
Since $|y_{i,t}(t)| < \infty$, therefore $\|S_{i,p} - S_{i,q}\| \to 0$ as $q \to \infty$. Hence, $\{S_{i,p}\}$ is a Cauchy sequence in $\mathcal{Y}$ and thus the series (5) converges. The proof is completed. 

\section*{Numerical Examples}

\textbf{Example 1} Consider the following nonlinear system

$$
\begin{align*}
D^q y_1(t) &= y_1\left(\frac{t}{2}\right) + 3y_2^2\left(\frac{t}{2}\right), \\
D^q y_2(t) &= y_2(t)y_3(t), \\
D^q y_3(t) &= y_1^2(t) + ty_3(t),
\end{align*}
$$

subject to the initial conditions

$$
y_1(0) = 0, \quad y_2(0) = 1, \quad y_3(0) = 1,
$$

where $q \in (0, 1], t \in [0, 2]$.

On applying ADM to system (12), we obtain the following scheme

$$
\begin{align*}
y_{1,0}(t) &= 0, & y_{1,m+1}(t) &= \mathcal{I}^q_{t}\left(y_{1,m}\left(\frac{t}{3}\right)\right) + \mathcal{I}^q_{t}\left(3A_{1,m}(t)\right), \\
y_{2,0}(t) &= 1, & y_{2,m+1}(t) &= \mathcal{I}^q_{t}\left(A_{2,m}(t)\right), \\
y_{3,0}(t) &= 1, & y_{3,m+1}(t) &= \mathcal{I}^q_{t}\left(A_{3,m}(t)\right) + \mathcal{I}^q_{t}\left(ty_{3,m}(t)\right),
\end{align*}
$$

where $A_{1,m}(t)$, $A_{2,m}(t)$ and $A_{3,m}(t)$ represent the Adomian polynomials of nonlinear terms $y_2^2\left(\frac{t}{2}\right)$, $y_2(t)y_3(t)$ and $y_1^2(t)$, respectively.

Using the relations (13)–(15), the first four terms of the series solutions are

$$
\begin{align*}
y_1(t) &= \frac{3}{\Gamma(q + 1)}t^q + \frac{3^{2-q}2^{1-q}}{\Gamma(2q + 1)^2}t^{2q} + \frac{3}{2^{2q}\Gamma(3q + 1)^{\frac{3}{2}}} \left(\frac{\Gamma(2q + 1)}{\Gamma(q + 1)^2} + 2\right)t^{3q} \\
&\quad + \frac{3^{2-5q}2^{1-q}}{\Gamma(2q + 1)^2\Gamma(5q + 1)}t^{5q} + \ldots, \\
y_2(t) &= 1 + \frac{1}{\Gamma(q + 1)}t^q + \frac{1}{\Gamma(2q + 1)}t^{2q} + \frac{1}{\Gamma(2q + 2)}t^{2q+1} \\
&\quad + \frac{1}{\Gamma(3q + 2)}\left(\frac{\Gamma(2q + 2)}{\Gamma(q + 1)\Gamma(q + 2)} + 1\right)t^{3q+1} + \frac{(2 + q)}{\Gamma(3q + 3)}t^{3q+2} \\
&\quad + \frac{1}{\Gamma(3q + 1)}t^{3q} + \ldots, \\
y_3(t) &= 1 + \frac{1}{\Gamma(q + 2)}t^{q+1} + \frac{(2 + q)}{\Gamma(2q + 3)}t^{2q+2} + \frac{9\Gamma(2q + 1)}{\Gamma(q + 1)^2\Gamma(3q + 1)}t^{3q} \\
&\quad + \frac{(2 + q)\Gamma(2q + 4)}{\Gamma(2q + 3)\Gamma(3q + 4)}t^{3q+3} + \ldots.
\end{align*}
$$

Figure 1A–C show ADM solution of $y_1$, $y_2$ and $y_3$ at different values of $q$ ($q = 0.125, 0.33, 0.55, 0.70, 1$), respectively.

\textbf{Example 2} Consider the following system

$$
\begin{align*}
D^{0.75} y_1(t) &= y_1^2(t) + t^3, \\
D^{1.25} y_2(t) &= y_1^2(t) + y_2\left(\frac{t}{4}\right), \\
D^{2.5} y_3(t) &= y_2\left(\frac{t}{4}\right) + y_3^3(t) - t,
\end{align*}
$$
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Fig. 1 A–C. ADM Sol. of $y_1$, $y_2$, $y_3$
subject to the initial conditions

\[ y_1(0) = 0, \quad y_2(0) = 0, \quad y_2'(0) = 0, \]
\[ y_3(0) = 0, \quad y_3'(0) = 0, \quad y_3''(0) = 0, \]
\[ t \in [0, 2]. \]

On applying ADM to system (19), we have the following recursive relations

\[ y_{1,0}(t) = \frac{\Gamma(4)}{\Gamma(4.75)} t^{3.75}, \quad y_{1,m+1}(t) = \frac{\Gamma(4)}{\Gamma(4.75)} t^{3.75}, \]
\[ y_{2,0}(t) = 0, \quad y_{2,m+1}(t) = \frac{\Gamma(4)}{\Gamma(4.75)} t^{3.75}, \]
\[ y_{3,0}(t) = -\frac{1}{\Gamma(4.5)} t^{3.5}, \quad y_{3,m+1}(t) = \frac{\Gamma(4)}{\Gamma(4.75)} t^{3.5}, \]

where \( A_{1,m}(t) \), \( A_{2,m}(t) \) and \( A_{3,m}(t) \) represent the Adomian polynomials of nonlinear terms \( y_1^2(t) \), \( y_1^3(t) \) and \( y_2^2(t) \), respectively.

Using the relations (20)–(22), the first few terms of the series solution are

\[ y_1(t) = \frac{\Gamma(4)}{\Gamma(4.75)} t^{3.75} + \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^2 \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} t^{8.25} \]
\[ + 2 \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^3 \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} \cdot \frac{\Gamma(13)}{\Gamma(13.75)} t^{12.25} \]
\[ + \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^4 \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} \cdot \frac{\Gamma(17.5)}{\Gamma(18.25)} \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} + 4 \frac{\Gamma(13)}{\Gamma(13.75)} \right] t^{17.25} \]
\[ + \ldots \]
\[ y_2(t) = \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^4 \cdot \frac{\Gamma(16)}{\Gamma(17.25)} t^{16.25} + 4 \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^5 \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} \cdot \frac{\Gamma(20.5)}{\Gamma(21.75)} t^{20.75} \]
\[ + 2 \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^6 \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} \cdot \frac{\Gamma(25)}{\Gamma(26.25)} \cdot \frac{3 \Gamma(8.5)}{\Gamma(9.25)} + 4 \frac{\Gamma(13)}{\Gamma(13.75)} \right] t^{25.25} \]
\[ + 4 \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^5 \cdot \frac{\Gamma(8.5)}{\Gamma(9.25)} \cdot \frac{\Gamma(20.5)}{\Gamma(23)} \cdot \left( \frac{1}{7} \right)^{16.25} t^{22} \]
\[ + \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^4 \cdot \frac{\Gamma(16)}{\Gamma(19.75)} \cdot \left( \frac{1}{7} \right)^{33.75} t^{18.75} + \ldots \]
\[ y_3(t) = -\frac{1}{\Gamma(4.5)} t^{3.5} - \left[ \frac{1}{\Gamma(4.5)} \right]^3 \cdot \frac{\Gamma(11.5)}{\Gamma(14)} t^{13} \]
\[ + \left[ \frac{\Gamma(4)}{\Gamma(4.75)} \right]^4 \cdot \frac{\Gamma(16)}{\Gamma(17.25)} \cdot \frac{1}{\Gamma(4.5)} \cdot \left( \frac{1}{5} \right)^{16.25} t^{3.5} \]
\[ - 3 \left[ \frac{1}{\Gamma(4.5)} \right]^5 \cdot \frac{\Gamma(11.5)}{\Gamma(14)} \cdot \frac{\Gamma(21)}{\Gamma(23.5)} t^{22.5} + \ldots \]

Figure 2 shows the ADM solution of \( y_1, y_2, y_3 \).
Example 3 Consider the following system

\begin{align}
D^p y_1(t) &= y_1(t) + y_2(t) - \frac{\Gamma(3+p)}{\Gamma(3)} t^2, \\
D^q y_2(t) &= y_2(t) \sin(y_1(t)) + ty_1(t),
\end{align}

subject to the initial conditions

\begin{align*}
y_1(0) &= 0, \quad y_1'(0) = 0, \quad y_2(0) = 0,
\end{align*}

where \( p \in (1, 2), q \in (0, 1), t \in [0, 2] \).

Applying ADM to system (26), we get the following scheme

\begin{align}
y_{1,0}(t) &= -t^{p+2}, & y_{1,m+1}(t) &= \mathcal{I}^p_t y_1(t) + \mathcal{I}^p_t (A_{1,m}(t)), \\
y_{2,0}(t) &= 0, & y_{2,m+1}(t) &= \mathcal{I}^q_t y_2(t) + \mathcal{I}^q_t (ty_1(t)),
\end{align}

where \( A_{1,m}(t) \) and \( A_{2,m}(t) \) represent the Adomian polynomials of nonlinear terms \( y_2(t) \) and \( y_2(t) \sin(y_1(t)) \), respectively.

Using the relations (27)–(28), the first few terms of the series solution are

\begin{align*}
y_1(t) &= -t^{p+2} - \frac{1}{3^{p+2}} \cdot \frac{\Gamma(p+3)}{\Gamma(2p+3)} t^{2p+2} + \frac{\Gamma(2p+5)}{\Gamma(3p+5)} t^{3p+4}
\end{align*}
Fig. 3  A, B, ADM Sol. of $y_1, y_2$
Example 4
Consider the following nonlinear system

\[ \begin{align*}
\mathcal{D}^{5/2} y_1(t) &= y_2 \left( \frac{t}{3} \right) + y_1(t) y_2(t) + \Gamma(7/2) \cos(\Gamma(9/2)), \\
\mathcal{D}^{3/2} y_2(t) &= t y_1 \left( \frac{t}{5} \right) + \pi^2 \tan(3) y_2^2(t).
\end{align*} \]

subject to the initial conditions

\[ y_1(0) = 1, \quad y_1'(0) = -1, \quad y_1''(0) = -1, \]

\[ y_2(0) = 0, \quad y_2'(0) = 1, \]

\[ t \in [0, 4]. \]

Applying ADM to system (31) leads to the following scheme

\[ \begin{align*}
y_{1,0}(t) &= 1 - t - \frac{t^2}{2} + \cos(\Gamma(9/2)) t^{5/2}, \\
y_{1,m+1}(t) &= \frac{\mathcal{I}^{5/2}_m \left( y_{2,m} \left( \frac{t}{3} \right) \right) + \mathcal{I}^{5/2}_m \left( A_{1,m}(t) \right)}{\Gamma(7/2)}, \\
y_{2,0}(t) &= t, \\
y_{2,m+1}(t) &= \frac{\mathcal{I}^{3/2}_m \left( t y_{1,m} \left( \frac{t}{5} \right) \right) + \pi^2 \tan(3) \mathcal{I}^{3/2}_m \left( A_{2,m}(t) \right)}{\Gamma(7/2)},
\end{align*} \]

where \( A_{1,m}(t) \) and \( A_{2,m}(t) \) represent the Adomian polynomials of nonlinear terms \( y_1(t) y_2(t) \) and \( y_2^2(t) \), respectively.

Using the relations (32)–(33), the first few terms of the series solution are

\[ \begin{align*}
y_1(t) &= 1 - t - \frac{t^2}{2} + \cos(\Gamma(9/2)) t^{5/2} + \frac{4}{3} \frac{\Gamma(4)}{\Gamma(13/2)} t^{11/2} - \frac{\Gamma(3)}{\Gamma(11/2)} t^{9/2} \\
&\quad - \frac{1}{2} \frac{\Gamma(4)}{\Gamma(7)} t^{11/2} + \cos(\Gamma(9/2)) \cdot \frac{\Gamma(9/2)}{\Gamma(7)} t^6 + \ldots, \\
y_2(t) &= t + \frac{1}{\Gamma(7/2)} t^{5/2} + \frac{\Gamma(3)}{\Gamma(9/2)} \left[ \pi^2 \tan(3) - \frac{1}{5} \right] t^{7/2} - \frac{1}{50} \frac{\Gamma(4)}{\Gamma(11/2)} t^{9/2} \\
&\quad + \frac{\Gamma(9/2)}{\Gamma(6)} \left[ \cos(\Gamma(9/2)) \cdot \left( \frac{1}{5} \right)^{5/2} + \frac{4}{3} \frac{\Gamma(9/2)}{\Gamma(7/2)} + \frac{2\pi^2 \tan(3)}{\Gamma(7/2)} \right] t^5 \\
&\quad + \frac{4\pi^2 \tan(3)}{\Gamma(9/2)} \left[ \pi^2 \tan(3) - \frac{1}{5} \right] \frac{\Gamma(11/2)}{\Gamma(7)} t^6 + \ldots
\end{align*} \]

Figure 4 shows the ADM solution of \( y_1, y_2 \).
In general, finding the exact solution of every differential equation is difficult, particularly the higher-order non-linear fractional differential equations with deviated arguments. The question is how one can check the accuracy of the method in the absence of the exact solution. Therefore, we give the following example with the known exact solution and show the accuracy of the proposed method.

**Example 5** Consider the following nonlinear system

\[
\begin{align*}
\mathcal{D}^p y_1(t) &= -2 y_2^2(t) y_1(t), \\
\mathcal{D}^p y_2(t) &= 1 - 2 y_2^2(t),
\end{align*}
\]

subject to the initial conditions

\[y_1(0) = 1, \quad y_2(0) = 0,\]

where \(0 < p \leq 1, t \in [0, 1]\), which has the exact solution \(y_1(t) = \cos t\) and \(y_2(t) = \sin t\) at \(p = 1\) (Fig. 5).

On applying ADM to system (36), we obtain the following scheme

\[
\begin{align*}
y_{1,0}(t) &= 1, \quad y_{1,m+1}(t) = -2 \mathcal{I}^p t (\mathcal{A}_{1,m}(t)), \\
y_{2,0}(t) &= 0, \quad y_{2,m+1}(t) = -2 \mathcal{I}^p t (\mathcal{A}_{2,m}(t)),
\end{align*}
\]

| Table 1 | The exact and numerical values of the solution \(y_1\) of example 5 |
|---------|-------------------------------------------------|
| \(t\)   | Exact solution | ADM solution | Error |
| 0       | 1.0000         | 1.0000        | 0     |
| 0.1     | 0.9950         | 0.9950        | 0.0000|
| 0.2     | 0.9801         | 0.9801        | 0.0000|
| 0.3     | 0.9553         | 0.9553        | 0.0000|
| 0.4     | 0.9211         | 0.9211        | 0.0000|
| 0.5     | 0.8776         | 0.8776        | 0.0000|
| 0.6     | 0.8253         | 0.8254        | 0.0001|
| 0.7     | 0.7648         | 0.7650        | 0.0002|
| 0.8     | 0.6967         | 0.6971        | 0.0004|
| 0.9     | 0.6216         | 0.6223        | 0.0007|
| 1       | 0.5403         | 0.5417        | 0.0014|

| Table 2 | The exact and numerical values of the solution \(y_2\) of example 5 |
|---------|-------------------------------------------------|
| \(t\)   | Exact solution | ADM solution | Error |
| 0       | 0              | 0             | 0     |
| 0.1     | 0.0998         | 0.0998        | 0.0000|
| 0.2     | 0.1987         | 0.1987        | 0.0000|
| 0.3     | 0.2955         | 0.2955        | 0.0000|
| 0.4     | 0.3894         | 0.3893        | 0.0001|
| 0.5     | 0.4794         | 0.4792        | 0.0003|
| 0.6     | 0.5646         | 0.5640        | 0.0006|
| 0.7     | 0.6442         | 0.6428        | 0.0014|
| 0.8     | 0.7174         | 0.7147        | 0.0027|
| 0.9     | 0.7833         | 0.7785        | 0.0048|
| 1       | 0.8415         | 0.8333        | 0.0081|
where $A_{1,m}(t)$ and $A_{2,m}(t)$ represent the Adomian polynomial of nonlinear terms $y_2\left(\frac{t}{2}\right)y_1\left(\frac{t}{2}\right)$ and $y_2^2\left(\frac{t}{2}\right)$, respectively. Using the relations (37)–(38), the first few terms of the series solution are

\[ y_1(t) = 1 - \frac{1}{2^{p-1}\Gamma(2p + 1)} t^{2p} + 2 \left[ \frac{1}{2^{4p-1}\Gamma(p + 1)\Gamma(2p + 1)} \Gamma(3p + 1) t^{4p} - \frac{16}{[2^4p\Gamma(p + 1)]^2} \right. \\
+ \frac{2^{5p-1}[\Gamma(p + 1)]^2\Gamma(3p + 1)}{\Gamma(2p + 1)} \Gamma(4p + 1) t^{6p} + \ldots, \]

\[ y_2(t) = \frac{1}{\Gamma(p + 1)} t^p - \frac{2}{[2p\Gamma(p + 1)]^2} \cdot \frac{\Gamma(2p + 1)}{\Gamma(3p + 1)} \Gamma(4p + 1) t^{5p} + \ldots. \]
Fig. 5  A, B, ADM and exact sol. of $y_1, y_2$
Tables 1 and 2 show the exact and numerical values of $y_1$ and $y_2$. Figure 5 A, B show the solutions of $y_1$ and $y_2$, respectively.

**Conclusion**

The focus of this paper is to approximate the solution of a nonlinear system of FDEs with deviated arguments using a simple method. Using Banach contraction principle, we prove the existence and uniqueness of the solution. As we know that in real-life, many linear and nonlinear problems occur in the form of a differential equation. Some difficulties occur while solving nonlinear FDEs. Therefore, we apply the ADM method to solve the higher-order nonlinear system of FDEs with deviated arguments and provide some numerical examples to show the effectuality of the method. We plot the figures of ADM solutions using MATLAB.

**Author Contributions**  AA and AR are contributed equally.

**Funding**  The first author acknowledges UGC, India, for providing financial support through MANF F.82-27/2019 (SA-III)/4453.

**Data Availability**  Not applicable.

**Code Availability**  Not applicable.

**Declarations**

**Conflict of Interest**  The authors declare no conflict of interest.

**References**

1. Adomian, G.: Solving frontier problems of physics: the decomposition method, Springer. Dordrecht (1994). https://doi.org/10.1007/978-94-015-8289-6
2. Ahmad, S., Ullah, A., Al-Mdallal, Q.M., Khan, H., Shah, K., Khan, A.: Fractional order mathematical modeling of COVID-19 transmission. Chaos Solitons Fractals 139, 110256 (2020)
3. Arfan, M., Shah, K., Abdeljawad, T., Mlaiki, N., Ullah, A.: A Caputo power law model predicting the spread of the COVID-19 outbreak in Pakistan. Alex. Eng. J. 60, 447–56 (2021)
4. Bota, C., ˘Caruntu, B.: Analytical approximate solutions for quadratic Riccati differential equation of fractional order using the polynomial least squares method. Chaos Solitons Fractals 102, 339–345 (2017). https://doi.org/10.1016/j.chaos.2017.05.002
5. Brauer F., Castillo-Chavez C. Mathematical models in population biology and epidemiology, vol. 40, Springer, (2001)
6. Carvalho, A.R.M., Pinto, C.M.A., de Carvalho, J.M.: Fractional Model for Type 1 Diabetes. In: Machado, J., Özdemir, N., Baleanu, D. (eds.) Mathematical modelling and optimization of engineering problems, nonlinear systems and complexity, vol. 30. Springer, Cham (2020)
7. Carvalho, J.P.S.M., Pinto, C.M.A., Role of the immune system in AIDS-defining malignancies. In: Awrejcewicz, J. (eds) Perspectives in Dynamical Systems I: Mechatronics and Life Sciences. DSTA 2019. Springer Proceedings in Mathematics and Statistics, vol 362. Springer, Cham, (2022)
8. Daftardar-Gejji, V., Jafari, H.: Adomian decomposition: a tool for solving a system of fractional differential equations. J. Math. Anal. Appl. 301, 508–518 (2005)
9. Daraghmeh, A., Qatanani, N., Saadeh, A.: Numerical solution of fractional differential equations. Appl. Math. 11, 1100–1115 (2020). https://doi.org/10.4236/am.2020.1111074
10. Duan, J.S., Rach, R., Baleanu, D., Wazwaz, A.M.: A review of the Adomian decomposition method and its applications to fractional differential equations. Commun. Fract. Calc. 3(2), 73–99 (2012)
11. Evans, D.J., Raslan, K.R.: The Adomian decomposition method for solving delay differential equation. Int. J. Comput. Math. 82, 49–54 (2005). https://doi.org/10.1080/00207160412331286815
12. Ghanbari, B., Kumar, S., Kumar, R.: A study of behaviour for immune and tumor cells in immune genetic tumour model with non-singular fractional derivative. Chaos Solitons Fractals 133, 109619 (2020)
13. Guo, S., Mei, L., Li, Y.: Fractional variational homotopy perturbation iteration method and its application to a fractional diffusion equation. Appl. Math. Comput. 219(11), 5909–5917 (2013). https://doi.org/10.1016/j.amc.2012.12.003
14. Gómez-Aguilar, J.F., Yépez-Martínez, H., Escobar-Jiménez, R.F., Olivares-Peregrino, V.H., Reyes, J.M., Sosa, I.O.: Series solution for the time-fractional coupled mKdV equation using the homotopy analysis method, Math. Probl. Eng., 7047126, (2016). https://doi.org/10.1155/2016/7047126
15. Jafari, H., Daftardar-Gejji, V.: Solving a system of nonlinear fractional differential equations using Adomian decomposition method. J. Comput. Appl. Math. 196, 644–651 (2006). https://doi.org/10.1016/j.cam.2005.10.017
16. Li, W. and Pang, Y.: Application of Adomian decomposition method to nonlinear system, Adv. Differ. Equ., 2020(67), (2020)
17. Muhammad, A., Alrabaiah, H., Rahman, M.U., Sun, Y.L., et al.: Investigation of fractal-fractional order model of COVID-19 in Pakistan under Atangana-Baleanu Caputo (ABC) derivative. Results Phys. 24, 104046 (2021). https://doi.org/10.1016/j.rinp.2021.104046
18. Mahata, A., Paul, S., Mukherjee, S., et al.: Dynamics of caputo fractional order SEIRV epidemic model with optimal control and stability analysis. Int. J. Appl. Comput. Math. 8, 28 (2022). https://doi.org/10.1007/s40819-021-01224-x
19. Mahata, A., Paul, S., Mukherjee, S., Roy, B.: Stability analysis and Hopf bifurcation in fractional order SEIRV epidemic model with a time delay in infected individuals. Partial Differ. Equ. Appl. Math. 5, 100282–100282 (2022)
20. Maurício de Carvalho, J.P.S., Moreira-Pinto, B.: A fractional-order model for CoViD-19 dynamics with reinfection and the importance of quarantine. Chaos Solitons Fractals 151, 111275 (2021)
21. Miller, K.S., Ross, B.: An introduction to the fractional calculus and fractional differential equations. Wiley, New York (1993)
22. Odibat, Z.: On the optimal selection of the linear operator and the initial approximation in the application of the homotopy analysis method to nonlinear fractional differential equations. Appl. Numer. Math. 137, 203–212 (2019). https://doi.org/10.1016/j.apnum.2018.11.003
23. Podlubny, I.: Fractional differential equations. Academic Press, New York (1999)
24. Rida, S.Z. and Arafa, A.A.M.: New method for solving linear fractional differential equations, Int. J. Differ. Equ., 814132, (2011). https://doi.org/10.1155/2011/814132
25. Saeed, R.K., Rahman, B.M.: Adomian decomposition method for solving system of delay differential equation. Aust. J. Basic Appl. Sc. 4(8), 3613–3621 (2010)
26. Xu, C., Liao, M., Li, P., Guo, Y., Xiao, Q., Yuan, S.: Influence of multiple time delays on bifurcation of fractional-order neural networks. Appl. Math. Comput. 361, 565–582 (2019)
27. Ziada, E.A.A.: Analytical solution of nonlinear system of fractional differential equations. J. Appl. Math. Phy. 9, 2544–2557 (2021). https://doi.org/10.4236/jamp.2021.910164
28. Ziada, E.A.A.: On the analytical and numerical solutions of a multi-term nonlinear differential equation with deviated arguments. Electron. J. Math. Anal. Appl. 8(1), 227–235 (2020)
29. Zhang, Z., Zeb, A., Egbelowo, O.F., Erturk, V.S.: Dynamics of a fractional order mathematical model for COVID-19 epidemic. Adv. Differ. Equ. 1–16, 2020 (2020)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.