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Abstract

Domain Generalization (DG) aims to learn models whose performance remains high on unseen domains encountered at test-time by using data from multiple related source domains. Many existing DG algorithms reduce the divergence between source distributions in a representation space to potentially align the unseen domain close to the sources. This is motivated by the analysis that explains generalization to unseen domains using distributional distance (such as the Wasserstein distance) to the sources. However, due to the openness of the DG objective, it is challenging to evaluate DG algorithms comprehensively using a few benchmark datasets. In particular, we demonstrate that the accuracy of the models trained with DG methods varies significantly across unseen domains, generated from popular benchmark datasets. This highlights that the performance of DG methods on a few benchmark datasets may not be representative of their performance on unseen domains in the wild. To overcome this roadblock, we propose a universal certification framework based on distributionally robust optimization (DRO) that can efficiently certify the worst-case performance of any DG method. This enables a data-independent evaluation of a DG method complementary to the empirical evaluations on benchmark datasets. Furthermore, we propose a training algorithm that can be used with any DG method to provably improve their certified performance. Our empirical evaluation demonstrates the effectiveness of our method at significantly improving the worst-case loss (i.e., reducing the risk of failure of these models in the wild) without incurring a significant performance drop on benchmark datasets.

1 Introduction

A major challenge in machine learning is to develop models that can generalize well to domains unseen during training. For example, a self-driving car or a drone deployed in the wild can encounter complex spatial or temporal changes such as object variations, camera blur, unseen weather changes, etc., which are not seen during training. This domain shift at test-time leads to drastic degradation in the performance of the models and increases the risk of deploying these models in the real world [11,32]. The area of Domain Generalization (DG) [69] studies this crucial problem and aims to develop models whose performance remains high on unseen domains (or variations). Analyses in recent works have demonstrated that the distributional distance between the source and the unseen domains is a key metric to predict the generalization performance of the model on unseen domains [62,40,39,20,19,63,7,70,6,1]. To ensure that the unseen domain lies close to the source domains some works in DG impose additional assumptions [2,1,58,50,70] on the unseen domains whereas others learn a representation space in which the divergence between multiple source domains can be reduced while ensuring high performance on these domains [11,24,72,76]. By learning such a representation space, these methods aim to potentially reduce the divergence between source and unseen domains, thereby guaranteeing generalization. However, due to the openness of the DG goal, it is challenging to evaluate the quality of the representation learned by DG algorithms.
comprehensively only through empirical evaluations. Furthermore, it is unclear if the performance of a DG algorithm on benchmark datasets is representative of its performance in the wild. In Fig. 1, we demonstrate these difficulties by considering a number of possible target domains such as Arts and Photos from PACS [43], having variations in the image style as well as various corrupted versions [32, 52] of domains in PACS. We plot the performance of various DG methods versus the distance of these domains from the sources in the representation space. Although, the accuracy of DG methods degrades quickly as the unseen domain becomes farther from the source (as expected), what is surprising is the high variability in the accuracy of the models even on unseen domains equidistant from the sources (e.g., the accuracy varies from 90%-75% at a normalized distance of 1.2 for G2DM [1] in Fig. 1). Moreover, the performance of a DG method relative to another method is not consistent over different unseen domains, making it difficult to assess the progress of DG as a field (see Sec. 4.1 for a detailed discussion). This highlights the insufficiency of empirical evaluation on benchmark datasets to reliably assess the true generalization performance of DG methods and motivates the need for a more rigorous and reliable method for evaluation of DG algorithms.

Thus, we propose a universal, target-independent, and computationally-efficient certification framework that quantifies the risk of deploying a DG model in the real world in terms of its worst-case performance. Our certification framework, Cert-DG, considers the space of probability distributions with Wasserstein distance as a metric and computes the loss of the worst-case distribution in a ball around the source distributions (see Fig. 2) in the representation space. Building on existing works on the strong duality of distributionally robust optimization (DRO) [26, 62, 7] we show the ease of computing the dual optimal value with common losses including cross-entropy, hinge, and 0-1 loss. One issue with measuring distances in the representation space is that each representation space has an arbitrary scale, making it difficult to compare the certificates across models trained with different methods, data, or initializations. To remedy this, we propose a distance normalization approach, for a fair model comparison that measures all distances relative to a reference distribution in the representation space. We propose to use the distribution consisting of the closest misclassified points of the source domains in the representation space as the reference distribution (see Sec 3), because of its existence in models trained with any method, its intuitive meaning, and ease of computation.

For models trained with DG methods, we observe a large gap between the certified loss and the empirical loss on benchmark and synthetic domains (see Fig. 3). Therefore, to improve the certified loss of the models trained with DG methods, we also propose a DRO-based iterative training algorithm, DR-DG, that augments the training data with samples incurring high loss under the current model. DR-DG can be used to improve the certified loss of models trained with any DG method and effectively reduces the worst-case loss over a large distance from the sources with computational complexity similar to adversarial training [46, 67, 62]. Our results demonstrate a significant improvement in the certified loss of the models trained with DR-DG with a minor decrease in the accuracy of the models.
on the source domains. The reduction in the gap between the empirical and the certified loss of the models suggests that DR-DG trained models are more generalizable to unseen domains as well their performance on benchmark datasets is representative of their performance in the wild. Thus, our certification framework, which explicitly provides performance guarantees based on distance, and our algorithm DR-DG, which trains to minimize the worst-case loss, are efficient and effective ways for certifying and improving the generalization of models to unseen domains.

Our main contributions are as follows.

- We highlight a fundamental limitation with the evaluation of DG methods using a few benchmark datasets, that could lead to a biased evaluation and an incorrect understanding of their generalization to other unseen domains.
- To achieve provably reliable DG, we propose a target-independent certification framework that can certify the worst-case performance of any DG method solely based on the distance in the representation space. We show its computational efficiency with common losses including cross-entropy, hinge, and 0-1 loss.
- We present a simple intuitive distance normalization technique that allows comparison of any performance metric across different models in relation to distances in the representation space.
- We propose a computationally efficient algorithm that improves the generalization performance of models on unseen domains by reducing the worst-case loss at different distances.

2 Related Work

**Domain generalization and domain adaptation:** The key problem addressed by works in these areas is to improve the performance of the models when training and test distributions are different. Analytical works in these areas [6, 5, 47, 61, 49, 78, 36, 10] have shown that model’s generalization performance remains high under distribution shifts when the training (source) and test (target) distributions are close under certain divergence measures. Distributional divergence measures studied in previous works include the Wasserstein distance [62, 40, 39, 26], maximum mean discrepancy [63], f-divergence [7, 70], H-divergence [6, 1]. Since generalization to arbitrary domains is not possible, previous works make additional assumptions on the unseen domains such as [9] assumes that the source and target distributions are derived from the same hyper-distribution, [1] assumes that the target distributions belong to the convex hull of the source distribution(s), [40] considers shifts generated by different parameterized transformations. Another line of work considers learning a representation space by minimizing different divergence measures between the source distributions [1, 73, 25, 79, 55, 30]. Yet another line of research in DG learns a representation space that disentangles [3, 74, 20, 51] domain-specific features from the domain invariant features such that predictors learned on top of these invariant features also become domain invariant. Another popular approach for DG uses data augmentation approaches [34, 68, 37, 12, 64] that make the models invariant to common/natural variations of the data from the source.

**Certified robustness:** Point-wise certification guarantees on the performance of the classifier has been extensively studied in the area of certified adversarial robustness [65, 46, 41, 42, 71, 56, 58, 72, 62, 48], where the certification outputs a radius around a test point within which classifier predictions remain constant. Our work is different from these works since we are concerned with distributional robustness guarantees for DG, i.e., a certification that allows us to quantify the generalization performance on an unseen distribution rather than certifying the instance-wise performance (see Appendix C.3 for a comparison between point-wise and distributional robustness). Recently, certified robustness has gained attention in the context of certifying the performance of the classifier (in a distributional sense) on bounded distribution shifts [40, 70, 59].

**Distributionally robust optimization:** DRO has been extensively used in machine learning to quantify the performance of a model on distributions belonging to different uncertainty sets [7, 50, 21, 71, 26, 8]. Previous works have considered the uncertainty sets to be the Wasserstein balls [62, 26, 60, 16, 59, 10, 67, 55], f-divergence balls [7, 21, 31, 35, 70] around the source distribution as well as shifts over different groups [57]. Our certification framework considers the uncertainty set to be the Wasserstein ball around the source distributions in the representation space.
3 A framework for provable domain generalization

Notation: Let \( \mathcal{X} \) denote the data domain, \( \mathcal{Y} \) denote the labels, and \( P_{S/T}(x, y) \) be the joint distributions of features and labels for the source/target domain. Let \( D_{S/T} \) denotes examples drawn from \( P_{S/T}(x, y) \). When there are multiple sources, \( P^i_{S}(x, y) \) denotes the \( i^{th} \) source. Let \( g : \mathcal{X} \rightarrow \mathcal{Z} \) be the representation map of an input \( x \) to its features in the representation space \( \mathcal{Z} \) and let \( h : \mathcal{Z} \rightarrow \mathcal{Y} \) be the classifier on top of \( \mathcal{Z} \). A distribution on \( \mathcal{Z} \times \mathcal{Y} \) can be a new distribution or a push-forward distribution (\( g_{*}P \)) of an input-space distribution, which can be distinguished from the context.

3.1 Domain Generalization via minimizing Wasserstein Distance

Consider the space of joint probability distributions \( \Pi(P, Q) \) with marginal distributions \( P \) and \( Q \), and suppose \( c \) is the cost of transporting mass from \( (x_1, y_1) \) to \( (x_2, y_2) \). The Optimal Transport (OT) distance \( W_2(P, Q) \) is the minimum expected cost \( \inf_{\pi \in \Pi(P, Q)} \mathbb{E}_\pi[c((x_1, y_1), (x_2, y_2))] \), denoted by \( OT_c(P, Q) \). When the cost is a \( \ell_2 \)-norm, OT distance is also known as the type-2 Wasserstein distance: \( W_2(P, Q) = (\inf_{\pi \in \Pi(P, Q)} \mathbb{E}_{(x_1,y_1),(x_2,y_2) \in \pi} [c((x_1,y_1),(x_2,y_2))^2])^{1/2} \). Following \( [62, 67] \), we measure \( OT_c \) between distributions in the representation space \( \mathcal{Z} \) with the cost \( c((z_1, y_1), (z_2, y_2)) = \|z_1 - z_2\|_2^2 + \infty \cdot I[y_1 \neq y_2] \), which allows couplings only between points of the same class. With this choice of \( c \), we have \( OT_c = W_2^2 \). Previous works have shown that the Wasserstein distance can be computed efficiently using linear programming \( [54, 23] \), entropic regularization, \( [17] \) or the dual formulation \( [27, 61, 4] \) for small-scale problems and specific norms. For large-scale problems, regularized version of OT is often used \( [44, 28] \).

Many DG methods minimize different divergence measures to align source distributions in the representation space \( \Pi(Z, P, Q) \) (see Appendix B for a review of DG). As concrete examples, G2DM \( [1] \) and CDAN \( [45] \) learn a representation space by minimizing the classification loss on multiple source domains and uses one-vs-all type discrimination losses to minimize the divergence between different source domains. Following these works, we propose a Wasserstein Matching (WM) based algorithm which uses one-vs-all type Wasserstein distance-based loss to minimize the divergence between the source distributions (see Appendix B for details). The WM method performs competitively with G2DM, CDAN, and other state-of-the-art DG methods on benchmark datasets. To compute and optimize Wasserstein distances between distributions we follow \( [18] \) which computes the distance cost matrix per batch and then optimizes the coupling for that batch. One challenge with measuring distances in the representation space is that the representation map learned by different DG methods or even the same method for different model initialization has arbitrary scales and therefore the distances are not directly comparable across models or methods. To address this, we propose a distance normalization technique that uses the distance between the source \( P_S \) and a unique reference distribution \( P_{S_{adv}} \) as the unit length in the representation space. This distribution \( P_{S_{adv}} \) consists of points \((z', y)\) generated similarly to the CW-attack \( [59, 13] \): for each \( z \) from the source, \( z' \) is the closest misclassified point \( h(z') \neq y \). Using this, we report all distances in this paper as the normalized distance \( \rho_{adv} = W_2(P_S, P_{S_{adv}}) \). The unit distance \( \rho_{adv} \) (see Fig. 2) is dependent on the learned representation map and the classification boundary. As the adversarial distribution \( P_{S_{adv}} \) is the closest distribution whose accuracy is zero (since all points \( z' \) are misclassified by construction), the normalized distance of 1 provides a sense of distance from the source where the generalization performance is expected to be low in general (and in particular the accuracy is zero for the adversarial distribution \( P_{S_{adv}} \)).

![Figure 2: The space of probability distributions with Wasserstein distance as a metric.](image)
Algorithm 1 Cert-DG: Certifying Domain Generalization

Input: Radius $\rho$, Representation map $g_\theta$, Classifier $h_\zeta$, Source data $D_S$.

Output: $\ell_{\text{worst}}$ (worst-case loss within a ball of radius $\rho$)

Init: $\gamma \leftarrow \gamma_{\text{init}}$, $D \leftarrow \langle g_\theta(X_S), Y_S \rangle$

for $m = 1, \ldots, T_1$ do
  for a batch $(x, y) \sim D_S$ and corresponding batch $z \sim D$ of size $n$ do
    for $t = 1, \ldots, T_2$ do
      $\phi_{\gamma} \leftarrow \ell(h_\zeta(z^i), y^i) - \gamma \|z^i - g_\theta(x^i)\|_2^2$ \hspace{1cm} $\triangleright$ Compute $\phi_{\gamma}$
      $z^i \leftarrow z^i + \alpha \nabla_{\theta} \phi_{\gamma}$ \hspace{1cm} $\triangleright$ Update $z$ and store back in $D$
      $\gamma \leftarrow \gamma - \beta (\rho^2 - \frac{1}{n} \sum_{i=1}^n \|z^i - g_\theta(x^i)\|_2^2)$ \hspace{1cm} $\triangleright$ Update $\gamma$ using the gradient
      $\gamma \leftarrow \text{Clip}(\gamma, \gamma_{\text{min}}, \gamma_{\text{max}})$ \hspace{1cm} $\triangleright$ Clip the value of $\gamma$
    $\ell_{\text{worst}} \leftarrow \{\gamma \rho^2 + \frac{1}{n} \sum_{(x,y) \sim D_S, z \sim D} [\phi_{\gamma}((x, y, z))]\}$ \hspace{1cm} $\triangleright$ Return the worst-case loss in the $\rho$ ball

3.2 Certifying Domain Generalization

As demonstrated in Figs. 1 and 6 (in Appendix), the empirical loss of various distributions has high variability and is not a deterministic function of the distance to the source. Thus, to provide a data-independent measure of DG performance, we propose to use the worst-case loss at a particular distance, as used in distributionally robust optimization [17, 50, 21, 77, 26, 8]. Considering the space of joint distributions on $X \times Y$ with 2-Wasserstein distance as a metric [42] (see Fig. 2). The worst-case loss of any distribution $P$ whose distance is at most $\rho$ from source distribution $Q$ is then

$$\sup_{P:W_2(P,Q) \leq \rho} \mathbb{E}_{(x,y) \sim P}[\ell(h(g(x)), y)].$$

This (primal) optimization problem is an infinite-dimensional problem over a convex set $P$, which makes it difficult to solve it directly, in general. However, the optimal value can be computed through a finite-dimensional optimization problem through the following equality

$$\sup_{P:W_2(P,Q) \leq \rho} \mathbb{E}_P[\ell(h(g(x)), y)] = \inf_{\gamma \geq 0} \{\gamma \rho^2 + \mathbb{E}_{(x_0,y_0) \sim Q}[\phi_{\gamma}(x_0, y_0)]\},$$

where

$$\phi_{\gamma}(x_0, y_0) := \sup_{z \in \mathcal{X}} \{(\ell(h(g(x)), y_0) - \gamma c((g(x_0), y_0), (g(x), y_0))\}$$

is the Moreau envelope or the surrogate function [62, 67]. The equality in Eq. 2 is called the strong duality and is proven under different assumptions on $c$, $\ell$ and whether the nominal distribution $Q$ is continuous, empirical ($\frac{1}{N} \sum_{i=1}^N \delta(z - z_i)$, where $N$ denotes number of points in the empirical distribution) or both [26, 62, 50, 21, 10]. To certify the data-independent worst-case loss of any DG method, we solve Eq. 2 using the algorithm presented in Alg. 1 called Cert-DG. The proposed algorithm is different from existing works in the following ways. [62] proposed to solve the Lagrangian relaxed penalized version while we solve the non-relaxed problem by minimizing over the dual variable $\gamma$ (Eq. 2) as well as computing the surrogate loss (Eq. 3). More importantly, since DG methods align the distributions in the representation space (one layer before the logit/softmax layer [11, 45]), we solve Eq. 2 directly in this space using the following surrogate loss

$$\phi_{\gamma}(z_0, y_0) := \sup_{z \in \mathcal{Z}} \{\ell(Wz + b, y_0) - \gamma \|z - z_0\|_2^2\}.$$
with Vanilla DG methods show a large gap between the worst-case performance and performance on

Algorithm 2 DR-DG: Distributionally-Robust Domain Generalization

Input: $F, T_1, T_2, \alpha, \beta, \eta, \gamma_{init}, \gamma_{min}, \gamma_{max}, D_S = \{D^j_S\}_{j=1}^{N_S}, D^i_S = \{(x^i_j, y^i_j)\}_{i=1}^{N_i}$, $\ell$.
Output: Representation model parameters $\theta$, Classifier parameters $\zeta$.

Init: Initialize parameters of the representation $g_0$ and classification $h_\zeta$ models.

for $m = 1, \cdots, T_1$ do
  $D_{adv} \leftarrow \text{GenAdAdvDist}(D_S, g_0, h_\zeta)$ \label{alg:1} \triangleright \text{Generate adversarial distribution via CW-attack}\cite{13}
  $\rho \leftarrow F_{W_2}(D_{adv}, (g_0(X_S), h_\zeta))$ \label{alg:2} \triangleright \text{Initialize the ball size } \rho
for a batch $(x, y) \sim D_S$ and corresponding batch $z \sim D$ of size $n$ do
  for $t = 1, \cdots, T_2$ do
    for $i = 1, \cdots, n$ do
      $\phi_\gamma \leftarrow \ell(h_\zeta(z^i), y^i) - \gamma \|z^i - g_0(x^i)\|_2^2$
      $z^i \leftarrow z^i + \alpha \nabla_{z^i} \phi_\gamma$
      $\gamma \leftarrow \gamma - \beta \{\rho^2 - \frac{1}{n} \sum_{i=1}^{n} \|z^i - g_0(x^i)\|_2^2\}$
    $\gamma \leftarrow \text{Clip}(\gamma, \gamma_{min}, \gamma_{max})$ \label{alg:3} \triangleright \text{Update } \gamma \text{ using the gradient}
    $\phi_\delta \leftarrow \frac{1}{n} \sum_{i=1}^{n} \ell(h_\zeta(z^i), y^i)$ \label{alg:4} \triangleright \text{Loss on the worst-case distribution in } \rho\text{-ball}
    $\ell_{total} \leftarrow \ell_{dro} + \ell_{dg}$ \label{alg:5} \triangleright \ell_{dg} \text{ is the loss of a given DG method.}
    $\theta \leftarrow \theta - \eta \nabla_{\theta} \ell_{total}$ \label{alg:6} \triangleright \text{Update Representation model params}
    $\zeta \leftarrow \zeta - \eta \nabla_{\zeta} \ell_{total}$ \label{alg:7} \triangleright \text{Update Classification model params}

The results of using our certification (see Fig.\ref{fig:example} and Figs.\ref{fig:example1} \ref{fig:example2} in the Appendix) on models trained with Vanilla DG methods show a large gap between the worst-case performance and performance on benchmark tasks. This gap exists since the vanilla models are not trained to learn a representation space where the loss of the worst-case distribution is small at any given distance from the sources. Thus, to improve the worst-case performance of a given DG algorithm, we propose to perform distributionally-robust model training \(\min_{\zeta, \theta, \gamma \geq 0} \{\gamma \rho^2 + \mathbb{E}_Q[\phi_\gamma]\}\) in addition to minimizing losses of specific DG algorithm. Our algorithm takes the losses of specific DG algorithms as input and optimizes those along with the DR-DRO loss. Our proposed algorithm, DR-DG, is presented in Alg.\ref{alg:2}.

Similar to Cert-DG, DR-DG can be used in conjunction with any existing DG method to improve their worst-case loss at various distances. DR-DG improves the worst-case loss by alternating between two steps. In the first step, we generate the data which approximates the loss the worst-case distribution by solving the dual problem in Eq.\ref{eq:2} over a mini-batch. The size of the Wasserstein ball $\rho$ is computed relative to the distance to the adversarial distribution $\rho_{adv}$ (see Fig.\ref{fig:example}), i.e. $\rho = F \cdot \rho_{adv}$, where $F$ is a factor specified as an input parameter. In the second step, we minimize the objectives of the DG algorithm and additionally minimize the loss of the worst-case samples generated in the first step. In the experiments, we demonstrate that this simple training procedure leads to a significant reduction in the worst-case loss of the model. This makes models trained with our method certifiably more generalizable to unseen domains than their vanilla counterparts. To run the optimization end-to-end with SGD, the choice of loss needs to be restricted to (a.e.) differentiable losses. However, separate from the training procedure, the trained model can be certified with any loss (see Fig.\ref{fig:example}). In practice, the additional objective of generating and training on samples that approximate the loss of the worst-case distribution only adds a small overhead to vanilla DG training. The overall run-time increase is proportional to the number of maximization steps executed per batch ($T_2$ in Alg.\ref{alg:2}). For $T_2=20$ on PACS with WM and G2DM the run-time increases by mere $\sim 3$ seconds per epoch in our experiments. Lastly, while we are minimizing the worst-case loss of the empirical distribution in practice, it also minimizes the worst-case loss of the unknown true distribution as shown in Theorem 3 \cite{22}: \(\sup_{P: W_2(P,Q) \leq \rho} \mathbb{E}_Q[\ell] \leq \gamma \rho^2 + \mathbb{E}_Q[\phi_\gamma] + O(n^{-1/2})\) with high probability, where $\hat{Q}$ is the.
n-sample empirical training (source) distribution of Q. Thus, DR-DG reduces the worst-case loss and improves its generalization on unseen domains in a principled way.

4 Experiments

In this section, we present empirical evaluations of Cert-DG and DR-DG. As mentioned in Sec. 3, we use various DG algorithms that learn a representation space by minimizing the divergence between the source distributions during training. In particular, we use Wasserstein matching (WM), which explicitly reduces the Wasserstein distance between the source distributions in the representation space (see Appendix B). G2DM [1] and CDAN [43] which use discriminators to align the source distributions. We also present results on another popular DG algorithm VREX [38] in the Appendix. We use benchmark datasets Rotated MNIST (R-MNIST) [29], PACS [43] and VLCS [22]. Dataset details are present in Appendix D. Similar to [30], we use a convolutional neural network for R-MNIST and fine-tune a ResNet50 model pre-trained on Imagenet for PACS and VLCS. For all our experiments, we arbitrarily chose two domains for training (0° and 15° for R-MNIST, Cartoon and Sketch for PACS, Caltech101 and SUN09 for VLCS), while reserving others for various evaluations.

We used the Python OT library [23] to measure Wasserstein distances. As described in Sec. 3, we use the $W_2^2$ Wasserstein distance in our work. During the training of WM, we use batch-wise computation of Wasserstein distance similar to [18]. To be able to compare the distances across different representation spaces, as shown in Sec. 3, we normalize the distance by the distance between the source and its adversarial distribution in the representation space. The distance computation and Alg. 2 rely on the computation of the adversarial distribution. We use the Cleverhans [53] implementation of the CW attack [14] in the representation space for computing this distribution. Additional results on Cert-DG and DR-DG are in Appendix A along with experimental details in Appendix D. Our codes are available at https://github.com/akshaymehra24/CertifiableDG.

4.1 Performance of DG algorithms on unseen distributions

To understand how the accuracy of the models trained with DG methods changes on the unseen domains in relation to the distance of the unseen domains in the representation space, we evaluate the models on several benchmark and synthetic domains. For models trained with R-MNIST, we use, 30°, 45°, 60°, 75° as unseen domains, and for models trained with PACS, we use Art and Photo as unseen domains. We generate additional unseen target domains by adding natural corruptions [32, 52] to test data of the source domains. For R-MNIST we use corruptions from MNIST-C [52] and for PACS we used corruptions from Imagenet-C [33] (see Appendix D.3). We chose to use common corruptions to create the unseen domains since they resemble some of the variations that may be encountered at test time. We control the severity level to create a number of unseen domains whose distance changes with severity. As observed in Fig. 1 and 6, accuracy of DG methods on distributions lying at similar distances in the representation space from the source has high variability. In particular, the smaller-range plots show that the accuracy of these models varies by about 5-7% on different unseen domains. This variability in the accuracy is not only observed for corrupted distributions but also on benchmark distributions, where the distributions of Art and Photo lie at a similar distance to the sources in the representation space but have about 15% performance variation. Moreover, the results also highlight the limitation of evaluating DG methods only on benchmark datasets since the performance of the models on these datasets is not representative of the model’s performance on unseen domains. In particular, the high performance on Photos domain in Fig. 1 does not imply that the model’s performance on other domains at that distance will also be high. Lastly, across algorithms performance of models can be different in different domains. For instance on R-MNIST (Fig. 6 in Appendix), WM is good on scaling compared to all other methods but performs worse on shot noise. These differences in the performance of the models trained with DG methods make it difficult to assess the generalization of these models to unseen domains by only empirical evaluation and motivates the need for a principled certification framework for DG.

4.2 Certifying the worst-case loss of models trained with DG methods

In this section, we use Cert-DG, Alg. 1, to compute the worst-case loss of the DG methods at different distances from the source distribution in the representation space. As seen in Fig. 5, the high worst-
case loss, even close to the source, indicates the existence of distributions that can potentially lead to a drastically different performance than that expected from the evaluation on benchmark datasets. In addition to corrupted domains, we also plot adversarial domains, in Fig. 3 crafted by PGD [46] attacks in the input as well as the representation space (see Appendix D.4). The large gap between the certified loss and the empirical loss indicates the existence of distributions beyond corruptions and adversarial examples, which could degrade the performance of the models. Since the worst-case distribution computed by Cert-DG can contain points distorted by different amounts, its loss can be higher than the loss incurred by a PGD attack which constrains the distortion of every point to be the same [46, 40]. This highlights that Cert-DG considers a more general worst-case distribution than the adversarial distribution with a fixed perturbation budget. As shown in Sec. 3 our certification framework is compatible with various loss functions. Here we demonstrate the certification performance of DG methods with the cross-entropy and modified hinge loss. As seen from Fig. 3, the certification produces similar results when using different loss functions although we found that the modified hinge loss makes the inner maximization better behaved (see Appendix C.1).

4.3 Certifying the worst-case loss of models trained with DR-DG

The large gap between the certified worst-case and empirical loss of the models trained with DG methods indicates that their performance can have high variability even on distributions lying at similar distances in the representation space. DR-DG Alg. 2, is proposed to improve the worst-case performance by training on examples drawn from the worst-case distributions lying at different distances in the representation space. DR-DG requires a $F$ which is used to determine the radius $\rho$ of the Wasserstein ball around the source distributions. DRO training aims to improve the loss on the worst-case distributions lying in this ball of radius $\rho$. The larger the $F$, the larger will be the radius $\rho$ of the ball that will be considered for finding the worst-case distributions. Similar to point-wise adversarial robustness procedures such as adversarial training [46] or randomized smoothing [15], DR-DG with larger values of $\rho$ can improve the worst-case loss but can lead to a reduction in the performance of the model near the source distributions. Thus, there exists a trade-off between lowering the worst-case loss at a larger distance versus maintaining the low loss near the source(s). To demonstrate this trade-off we use three different values of $F$. The results in Fig 5 demonstrate that models trained with DR-DG achieve significantly better worst-case loss in comparison to the models trained with vanilla DG methods with only a minor increase in the loss on the source distribution(s). Moreover, compared to the results in Fig. 3 we observe that in Fig. 4 DR-DG has 1) significantly reduced the variability in the performance of the models across various unseen distributions and 2) lowered the loss of the worst-case distribution at most distances. This demonstrates that DR-DG has improved the generalization of DG methods to unseen domains. We observe similar results on other benchmark datasets and algorithms and present those in Fig. 7, 8 in the Appendix.
Figure 5: (Best viewed in color.) DR-DG proposed in Alg. 2 significantly reduces the worst-case loss of the models trained with DG methods on different datasets. The reduced worst-case loss provably improves the generalization of the models to unseen distributions in comparison to models trained without DR-DG.

Table 1: DR-DG trained models on two source domains from R-MNIST ($F_1 = 0.5, F_2 = 1, F_3 = 1.5$) and PACS ($F_1 = 0.25, F_2 = 0.5, F_3 = 0.75$), incur small worst-case (certified) loss. DR-DG also helps reduce the gap between the empirical loss of the models on unseen domains in these datasets and the worst-case loss. This makes the performance of DG models on benchmark datasets more representative of their performance on unseen domains lying at a similar distance.

| Method | 30° | 45° | Art | Photo |
|--------|-----|-----|-----|-------|
|        | Accuracy | Loss | Certified Loss | Gap | Accuracy | Loss | Certified Loss | Gap | Accuracy | Loss | Certified Loss | Gap |
| WM     | 92.11 | 0.26 | 1.87 | 1.61 | 65.59 | 1.21 | 3.76 | 2.55 | 73.24 | 0.82 | 2.63 | 1.82 |
| DR-DG  | 89.61 | 0.38 | 0.85 | 0.47 | 61.12 | 1.24 | 2.02 | 0.82 | 72.48 | 0.92 | 2.21 | 1.29 |
| G2DM   | 88.25 | 0.52 | 0.80 | 0.28 | 54.26 | 1.36 | 1.78 | 0.44 | 60.58 | 1.01 | 2.12 | 1.14 |
| DR-DG  | 86.90 | 0.61 | 0.87 | 0.26 | 54.46 | 1.41 | 1.77 | 0.36 | 54.23 | 0.88 | 1.53 | 0.64 |
| DM     | 91.55 | 0.35 | 2.14 | 1.79 | 65.59 | 1.21 | 3.76 | 2.55 | 73.24 | 0.82 | 2.63 | 1.82 |
| DR-DG  | 89.61 | 0.38 | 0.85 | 0.47 | 61.12 | 1.24 | 2.02 | 0.82 | 72.48 | 0.92 | 2.21 | 1.29 |
| G2DM   | 88.25 | 0.52 | 0.80 | 0.28 | 54.26 | 1.36 | 1.78 | 0.44 | 60.58 | 1.01 | 2.12 | 1.14 |
| DR-DG  | 86.90 | 0.61 | 0.87 | 0.26 | 54.46 | 1.41 | 1.77 | 0.36 | 54.23 | 0.88 | 1.53 | 0.64 |
| DM     | 91.55 | 0.35 | 2.14 | 1.79 | 65.59 | 1.21 | 3.76 | 2.55 | 73.24 | 0.82 | 2.63 | 1.82 |
| DR-DG  | 89.61 | 0.38 | 0.85 | 0.47 | 61.12 | 1.24 | 2.02 | 0.82 | 72.48 | 0.92 | 2.21 | 1.29 |
| G2DM   | 88.25 | 0.52 | 0.80 | 0.28 | 54.26 | 1.36 | 1.78 | 0.44 | 60.58 | 1.01 | 2.12 | 1.14 |
| DR-DG  | 86.90 | 0.61 | 0.87 | 0.26 | 54.46 | 1.41 | 1.77 | 0.36 | 54.23 | 0.88 | 1.53 | 0.64 |
| DM     | 91.55 | 0.35 | 2.14 | 1.79 | 65.59 | 1.21 | 3.76 | 2.55 | 73.24 | 0.82 | 2.63 | 1.82 |
| DR-DG  | 89.61 | 0.38 | 0.85 | 0.47 | 61.12 | 1.24 | 2.02 | 0.82 | 72.48 | 0.92 | 2.21 | 1.29 |
| G2DM   | 88.25 | 0.52 | 0.80 | 0.28 | 54.26 | 1.36 | 1.78 | 0.44 | 60.58 | 1.01 | 2.12 | 1.14 |
| DR-DG  | 86.90 | 0.61 | 0.87 | 0.26 | 54.46 | 1.41 | 1.77 | 0.36 | 54.23 | 0.88 | 1.53 | 0.64 |
| DM     | 91.55 | 0.35 | 2.14 | 1.79 | 65.59 | 1.21 | 3.76 | 2.55 | 73.24 | 0.82 | 2.63 | 1.82 |
| DR-DG  | 89.61 | 0.38 | 0.85 | 0.47 | 61.12 | 1.24 | 2.02 | 0.82 | 72.48 | 0.92 | 2.21 | 1.29 |
| G2DM   | 88.25 | 0.52 | 0.80 | 0.28 | 54.26 | 1.36 | 1.78 | 0.44 | 60.58 | 1.01 | 2.12 | 1.14 |
| DR-DG  | 86.90 | 0.61 | 0.87 | 0.26 | 54.46 | 1.41 | 1.77 | 0.36 | 54.23 | 0.88 | 1.53 | 0.64 |

4.4 Performance of models trained with DR-DG on benchmark datasets

In this section, we evaluate the performance of models trained with DR-DG, Alg. 2, on various target distributions used for comparing the performance of DG methods in previous works. As demonstrated in Table 1 our algorithm improves the certified loss of the models for all benchmark distributions. This reduces the gap between the empirical loss of the model on a particular unseen distribution and the worst-case distribution at that distance (from the sources). The reduced gap not only leads to a provably reduced variability in the performance of the model on target distributions lying at that distance but also makes evaluation on benchmark datasets more representative of the generalization of the models to unseen distributions. However, as discussed in the previous section, gaining robustness to the worst-case distributions may lead to a decrease in the performance of the model on sources as well as on some unseen domains. This is similar to the accuracy vs robustness trade-off observed in point-wise adversarial robustness literature. Recent research in that area has shown that it is possible to maintain the accuracy of the model and gain robustness by using different loss functions \[75\] and modifying the training procedure. While this is an interesting direction, we leave the use of different techniques for keeping the performance of DG methods on sources and benchmark targets for future work.

5 Conclusion

Domain generalization aims to produce models whose performance remains high even on data from domains unseen during training. However, the current evaluation of these methods using a few benchmark datasets is a poor indicator of their generalization to data from unseen domains. To make the evaluation of DG reliable, we proposed a novel target-independent certification framework that allows us to evaluate the worst-case performance of any DG method based on the distance in the representation space. To reduce the large gap between the certified loss and the empirical loss incurred by DG methods on different benchmark distributions we proposed a novel training algorithm based on DRO that can provably improve the worst-case loss of any DG method. Based on our results, we believe that evaluation of DG methods via a target-independent metric such as the worst-case loss at a given distance could provide additional insights beyond empirical evaluation on benchmark datasets. Thus, allowing us to objectively judge the progress made towards learning models whose performance does not degrade when faced with data from domains unseen during training.
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Appendix

We present additional evaluation results of Cert-DG and DR-DG in Appendix A, followed by details of our experiments and model architectures in Appendix D. We also provide a brief review of various DG algorithms used in our paper along with existing analyses of the DG problem in Appendix B. Lastly, we discuss certification using different loss functions and the difference between input-space and representation-space certification in Appendix C.

A Additional experimental results

A.1 Variability in the performance of models trained with various DG methods

As discussed in the introduction and Sec. 4.1, models trained with different DG methods can have high variability in their performance. Surprisingly, this variability happens even on distributions at the same distance from the sources in the representation space. In addition to Fig. 1, Fig. 6 demonstrates this variability on models trained with WM, G2DM, CDAN [45], and VREX [38] on the R-MNIST dataset. The variability in the performance of models on unseen distributions lying at the same distance from the sources in the representation space, makes it hard to evaluate the generalization performance of models trained with DG methods using only a few benchmark datasets.

A.2 Additional results of Cert-DG and DR-DG on CDAN and VREX

Similar to Fig. 5, we demonstrate the effect of using different $F$ values for DR-DG training on other popular DG methods, namely, CDAN [45] and VREX [38] on R-MNIST, PACS and VLCS in Fig. 9. As noted in Sec. 4.3, we observe that DR-DG training using CDAN and VREX with different $F$ values improves the worst-case loss of models over models trained with their vanilla counterparts. Larger values of $F$ lead to a higher decrease in the worst-case loss but can increase the loss on the source distributions and other distributions that lie close to the sources in the representation space. This again suggests a trade-off between improving the worst-case loss of the models at a larger distance from the sources at the cost of potentially increasing the loss of models on distributions lying close to the sources.

A.3 Additional results of Cert-DG and DR-DG on VLCS dataset

Here, we present the results of using our certification and training method on the VLCS [22] dataset. Last column in Fig. 9 demonstrates that models trained on this dataset with different algorithms also achieve improved worst-case loss when trained with DR-DG, similar to the results presented on R-MNIST and PACS datasets in Fig. 5. For training models on this dataset, we used Caltech101 and SUN09 as our source data. We observe that models trained with this setting using different (vanilla) DG methods (WM, G2DM, CDAN, and VREX) achieve comparable performance on the source test sets as well as other unseen domains in the dataset (LabelMe and VOC2007).

A.4 Detailed certification results on models trained with DG methods

Here we present detailed results (Rows 1 and 3 of Figs. 7 and 8) of using our certification method Cert-DG on models trained using WM, G2DM [11] and CDAN [45] on R-MNIST, PACS, and VLCS datasets as presented in Sec. 4.2. Similar to the results in Fig. 3, our results in the rows 1 and 3 of Figs. 7 and 8 show that models trained with vanilla DG methods incur high certified loss even very close to the source. The high certified loss implies that the performance of DG methods can vary substantially on different distributions at the same distance and thus good performance on certain benchmark datasets is not enough to guarantee good generalization performance of these methods on unseen domains. Comparing different algorithms on same datasets we observe that models trained with WM achieve comparatively smaller worst-case loss than the models trained with G2DM, CDAN and VREX. This is due to the fact that WM, which explicitly minimizes the Wasserstein distance between the distributions in the representation space, is closely related to the certification procedure which also uses the Wasserstein distance. On the other hand, G2DM and CDAN rely on discriminators to align the two domains which minimize the divergence between distributions but as seen in our results their performance is less certifiable. Moreover, VREX does not explicitly consider reducing
Difficulty of empirically evaluating the generalization performance of a DG method: The difference in the performance of DG methods on data from different unseen domains demonstrates that comparing the performance of DG methods using a few benchmark datasets is not sufficient for assessing the generalization performance of DG methods. The triangles denote unseen benchmark distributions (30°, 45°, 60°, 75° for R-MNIST (left to right)) and lines denote distributions under common corruptions.

the distance of the sources in the representation space and focuses on making the hypothesis yield similar risk/loss on the source domains. Although the objective of VREX is different from those of the other algorithms considered here but we include it in our evaluation to demonstrate that our certification procedure can be used with any DG method. A detailed empirical/theoretical comparison of which DG algorithm works the best across the board still remains open although we can now use our target independent certification procedure to gain better insights into this problem rather than only relying on the performance of these methods on a small number of unseen domains available in benchmark datasets.

Lastly, in addition to the certified loss, we also plot loss on different corruption of the data in Figs. 7 and 8. Similar to Fig 3, we observe that certified loss is much higher than the loss on the corrupted versions of the source test sets which indicates the existence of other unseen distributions that can lower the performance of the DG models.

A.5 Certification results of models trained with DR-DG

Here we present the full certification results (Rows 2 and 4 in Figs. 7 and 8) of models trained with DR-DG. In addition to minimizing the loss on the worst-case distribution in the representation space, we use losses of four DG methods for DR-DG training. Specifically, we use WM, G2DM [1], CDAN [45], and VREX [38] with DR-DG. Similar to the results presented in the main paper in Fig. 4, we observe that the DR-DG significantly improves the worst-case loss of the models compared to training with vanilla DG methods. Specifically, the dotted lines, depicting the certified loss, in the rows 2 and 4 are much lower than the dotted lines in the rows 1 and 3 of Figs. 7 and 8. This improvement in the worst-case loss suggests that the models trained with DR-DG are more robust to unseen domains than their vanilla counterparts. We also observe that the gap between the certified and the empirical loss of the models is much smaller for the models trained with WM in comparison to models trained with G2DM, CDAN and VREX. As mentioned in the previous section, this difference is due to the similarity certification and WM both relying on Wasserstein distance. In comparison to G2DM and CDAN, we observe marginally better results with using a conditional discriminator as suggested by CDAN although we found the CDAN algorithm to be more stable when used in DR-DG.

Another important observation that makes DR-DG models better than their vanilla counterparts is that after DR-DG training the corrupted distributions lie closer to the source as evident from the higher density of points in regions close to the source data. This suggests that the additional objective of minimizing the worst-case loss helps to align the distributions closer to the source in the representation space. Thus, helping DG methods reduce the divergence between the source and unseen distributions. Lastly, we also note that compared to vanilla counterparts, the performance of...
Figure 7: (Best viewed in color.) Comparison of the certified (worst-case) loss of the models trained with WM and G2DM on R-MNIST, PACS, and VLCS dataset. Rows 1 and 3 show models trained with Vanilla DG methods and rows 2 and 4 show models trained with DR-DG using additional losses from WM and G2DM, respectively. The models trained with DR-DG incur smaller certified loss compared to their vanilla counterparts and only slightly higher loss on unseen distributions created through common corruptions.

DR-DG trained models is slightly worse on the source and distribution of corrupted data. As noted in Sec. 4.4, this is similar to the accuracy versus robustness trade-off observed in the area of adversarial robustness. Efficient methodologies exist for solving this problem specifically by using different loss functions and gradually increasing $\rho$ for DR-DG training which will be explored in future work.

### A.6 Comparison of accuracy of models trained with and without DR-DG

Here, we provide a comparison of the accuracy of the models trained with DR-DG and models trained with vanilla DG methods on distributions generated by adding common corruptions to the test set. Fig. 12 shows that the accuracy of DR-DG models doesn’t degrade significantly compared to models trained with vanilla methods on these distributions. We emphasize that improving the performance on the distributions of corrupted data is not the primary goal of DR-DG and these results are presented for completeness.
Figure 8: (Best viewed in color.) Comparison of the certified (worst-case) loss of the models trained with CDAN and VREX methods on R-MNIST, PACS, VLCS. Rows 1 and 3 show models trained with Vanilla DG methods and rows 2 and 4 show models trained with DR-DG using additional losses from CDAN and VREX. The models trained with DR-DG incur smaller certified loss compared to their vanilla counterparts and only slightly higher loss on unseen distributions created through common corruptions.

B Review of DG algorithms and analyses

B.1 DG algorithms

In this section, we review the DG methods used in this work and describe their objective functions. For detailed descriptions of these algorithms, we refer the reader to original works.

**G2DM [1]**: This algorithm relies on using $N_S$ one-vs-all discriminators to distinguish a source domain from other $N_S - 1$ source domains. By learning a representation that fools the discriminator this method aims to align the source domains in the representation space. Mathematically, it solves the following problem

$$\min_{g,h} \max_{\tau_1, \cdots, \tau_{N_S}} \mathcal{L}(D_{S}; h, g) - \sum_{k=1}^{N_S} \mathcal{L}_k(D_k(g(x)), y_k),$$

where $\mathcal{L}$ denotes the average loss of a given loss $\ell$ (we used cross-entropy loss) on all points in the the sources, $D_k$ denotes the $k^{th}$ discriminator with parameters $\tau_k$, $y_k$ denotes binary labels such that
Figure 9: (Best viewed in color.) Improved worst-case loss of models trained with CDAN [45] and VREX [38] using DR-DG proposed in Alg. 2 on R-MNIST, PACS and VLCS datasets.

the points belonging to the $k^{th}$ source domain are labeled as zeros and points from all other domains are labeled as ones and $L_k$ denotes the classification loss of the $k^{th}$ discriminator.

**CDAN [45]:** Similar to G2DM, this method also utilizes discriminators to align the source distributions. The discriminators used in this approach are conditioned to use the labels of the source domain data for alignment. The overall mathematical objective remains the same as G2DM except for the discriminators in G2DM are replaced by conditional discriminators which use multi-linear conditioning (see [45] for more details). For CDAN, we used binary discriminators which use a one-vs-all strategy similar to G2DM.

**Wasserstein Matching (WM):** Many previous works have demonstrated the effectiveness of using Wasserstein distance for domain alignment, especially in the domain adaptation literature [61][18]. Building on that we propose to use Wasserstein matching to reduce the divergence between the source domains in the representation space similar to G2DM and CDAN. Mathematically, our objective still remains the same as G2DM, except that the discriminators are now replaced with Wasserstein distance-based terms which consider alignment in a one-vs-all fashion. Concretely, our objective
becomes

$$\min_{g,h} \mathcal{L}(\mathcal{D}_S; h, g) + \sum_{k=1}^{N_S} W^2_2(\mathcal{D}_S^k, \mathcal{D}_{S}^k),$$

where \( \mathcal{D}_S \backslash \mathcal{D}_S^k \) denotes all source domains except the \( k \)-th source domain. To efficiently solve this problem we use the methodology proposed in [13], where the coupling is computed batch-wise using a fixed cost matrix and then this coupling is used to optimize the cost matrix. The dissimilarity cost between points \((x, y)\) and \((x', y')\) used to populate the cost matrix is computed using the feature distance i.e. \(\|g(x) - g(x')\|_2^2\) and label distance i.e. \(\|y - y'\|_2^2\) (assuming \(y\) are one-hot encoded vector of labels). Thus the overall dissimilarity cost between two points \((x, y)\) and \((x', y')\) is \(\|g(x) - g(x')\|_2^2 + \lambda \|y - y'\|_2^2\). In our experiments we set \(\lambda = 1\).

**VREX [38]:** This work proposed to use variance of the risks as a regularizer (VREX) to learn models which can generalize well to unseen domains. In particular, they proposed adding an additional objective to the average error of the source domains, thereby solving

$$\min_{g,h} \mathcal{L}(\mathcal{D}_S; h, g) + \beta \text{Var}(\{\mathcal{L}(\mathcal{D}_S^k; h, g), \cdots, \mathcal{L}(\mathcal{D}_S^{N_S}; h, g)\}).$$

In our experiments we fix the parameter \(\beta\) to be 1.

**B.2 Analyses of DG using distributional divergence**

In this section, we review some of the recent analyses of the DG problem which have demonstrated that generalization to an unseen domain can be studied in terms of the distributional distance between the source and the unseen distributions. Please refer to the original works for detailed descriptions of the assumptions and results.

[6], [61]: In one of the early works, it was shown that performance on an unknown target domain can be estimated based on the performance on the source domain and the distance between the marginal distributions and labeling functions of the two domains. Let a domain be \((P, f)\), where \(P\) denotes the distribution on inputs \(\mathcal{X}\) and \(f : \mathcal{X} \to [0, 1]\) denotes the labeling function. Let \(h : \mathcal{X} \to \{0, 1\}\) be a hypothesis and \(\mathcal{E}_P(h, f) := \mathbb{E}_{x \sim P}[|h(x) - f(x)|]\) denote the risk of the hypothesis \(h\). Then it was shown in Theorem 1 of [6] that

$$\mathcal{E}_T(h, f_T) \leq \mathcal{E}_S(h, f_S) + d_1(P_S, P_T) + \min\{\mathbb{E}_{P_S}[|f_S(x) - f_T(x)|], \mathbb{E}_{P_T}[|f_S(x) - f_T(x)|]\},$$

where \(d_1\) denotes the total variation distance. [61], showed a similar result (Theorem 1 of [61]) using type-1 Wasserstein distance for all \(K\)-Lipschitz continuous hypotheses i.e.,

$$\mathcal{E}_T(h, f_T) \leq \mathcal{E}_S(h, f_S) + 2K \cdot W_1(P_S, P_T) + \lambda,$$

where \(\lambda\) is the combined error of the ideal hypothesis \(h^*\) that minimizes the combined error \(\mathcal{E}_S(h, f_S) + \mathcal{E}_T(h, f_T)\).

[40]: Recent work showed that the accuracy of smoothed classifiers, smoothed using different smoothing functions under distribution shifts can also be bounded using a function dependent on the Wasserstein distance between the source and target domains. Theorem 4.1 [40] shows that for a function \(h : \mathcal{X} \times \mathcal{Y} \to [0, 1]\), whose smoothed version is defined as \(\overline{h}(x, y) := \mathbb{E}_{x' \sim S(x)}|h(x', y)|\),

$$|\mathbb{E}_{(x_1, y_1) \sim S}[\overline{h}(x_1, y_1)] - \mathbb{E}_{(x_2, y_2) \sim T}[\overline{h}(x_2, y_2)]| \leq \psi(\rho),$$

where \(\rho\) is the radius of the Wasserstein ball around \(S\).

[59]: Another recent work showed that distribution divergence can also be used to explain the transfer of robustness across the two domains. In particular, Theorem 1 [59] shows that the difference in the average margin \(\text{Rob}(h, P) := \mathbb{E}_{(x, y) \sim P}[\inf_{h(\cdot') \neq y} \|\|x' - x\|\|]\) of the classifier \(h : \mathcal{X} \to \mathcal{Y}\) under distribution shift is bounded by conditional Wasserstein distance between the two domains (see the original paper for definition).

$$|\text{Rob}(h, P_S) - \text{Rob}(h, P_T)| \leq W_{\text{cond}}(P_S, P_T).$$

Assuming robust error (RE\(_e\)) at a perturbation \(\epsilon\) is defined as the probability of having margin \((\text{mar} := \inf_{h(\cdot') \neq y} \|\|x' - x\|\|)\) less than \(\epsilon\) i.e., \(\text{RE}_e := Pr[\text{mar} < \epsilon]\) and average margin \(\mathbb{E}[	ext{mar}]\).
Using Markov’s inequality, we have $1 - RE_\epsilon \leq \epsilon^{-1}E[mar]$. Since $1 - RE_\epsilon = RA_\epsilon$, the robust accuracy at $\epsilon$, we get a bound on the robust error under distribution shift, as follows

$$|RE_\epsilon(P_S) - RE_\epsilon(P_T)| \leq \epsilon^{-1}W_{cond}(P_S, P_T).$$

Along with these works, a large body of works exists in the DRO literature which explicitly considers their uncertainty set to be based on different divergence measures such as the Wasserstein distance, $f$–divergences such as Jenson Shannon, Kullback–Leibler, Hellinger distance as discussed in the related work section of the main paper. This highlights the important role of distributional divergence in certification as we are proposing in the paper to assess the performance of domain generalization methods on new unseen domains.

### C Additional discussions

In this section, we discuss certification using different loss functions in Cert-DG and also present a comparison of input space versus representation space certification.

#### C.1 Certification using different loss functions

As discussed in the main paper, the proof of strong duality (Eq. 2) has been shown to hold under different assumptions as well as loss functions. Here we show that Cert-DG can be used with the hinge loss and the 0/1 loss; the latter can be used to certify the accuracy of the DG models.

##### C.1.1 Hinge loss

When the loss is piece-wise affine $l(z) = \max_{k \leq K} [a_k^T z + b_k]$ such as the hinge loss, the dual problem can be written as a simple linear programming (Corollary 5.1, Remark 6.6 [50], Remark 9 [26]), and therefore the optimum $\inf_{z_\epsilon \geq 0} [\gamma \rho^2 + E[\phi_\gamma(z_0, y_0)]]$ can be computed accurately and efficiently. Furthermore, we try to find the optimum for an unconstrained saddle-point problem using SGD in our approach. However, the vanilla hinge loss requires modification to be used with SGD, because the loss gradient is zero ($\nabla_z l(z) = 0$) for correctly classified point $z$, and therefore SGD does not progress. We address this by using the modified hinge loss (similar to leaky ReLU)

$$\ell_{modified, hinge}(t) = \max\{0, 1 - t\} - \alpha \max\{0, t - 1\}$$

where $t$ denotes the difference between the logit of the true class and the maximum logit of the other classes i.e., $t = h_y(x) - h_{other}(x)$ for a point $(x, y)$ and $\alpha$ is a small constant such as 0.1. Different from the vanilla hinge loss, the modified loss can have negative values for correctly classified points. This may be undesirable when the objective is loss minimization but has no impact when the objective is loss maximization as is required for certification.

##### C.1.2 0/1 loss

Here we describe how our certification method can be used to certify the accuracy of the models trained with DG methods. We consider 0/1 loss for certifying accuracy. Using the 0/1 loss, the solution to the robust surrogate loss, Eq. 4 can be computed in closed form as shown below:

$$\sup_z \{l(z) - \gamma c(z, z_0)\} = \max\{0, 1 - \gamma \|z_0 - z_{adv}\|^2\},$$

Figure 10: (Best viewed in color.) Comparison of certified loss and empirical loss on corrupted and adversarial domains of a model trained with WM on R-MNIST. The models trained with Vanilla WM on R-MNIST are certified using Cert-DG with three loss functions.
While our method can be used for certifying the model performance with different loss functions we restrict the certification only in the second to last layer. Although certification can be applied with ReLU activations. Even if the ReLU activations are changed to smoother ones, there are still major advantages of computing the worst-case loss by considering the Wasserstein ball in the well on the R-MNIST dataset. But, we observe that the Wasserstein distance measured in the input space is the ease of solving the robust surrogate in Eq. 4) compared to solving the representation-space distance is preferable compared to the input-space distance. As long as DG algorithms can achieve this, certification using the distance between the distributions is measured in the input space. As long as DG algorithms can achieve this, certification using the distributional distance between the source distributions and the unseen distributions is vacuous since the distributional distance between the source distributions and the well-performing target distribution is very large. But the normalized distance of the domain from the sources is roughly 5, which is too far from the sources to provide any meaningful guarantees. Thus, the high performance of DG methods is uncertifiable in the input space i.e. as depicted in Fig. 2 there could be other distributions (\(P_{\text{target}}\)) at the same distance from the source with a worse loss. In contrast, the representation space learned by DG methods is much more useful for certification since the distance between the distributions is explicitly reduced by either using Wasserstein matching or discriminator-based approaches or DR-DG. Although there are distinct trade-offs between different methods of alignment, unseen distributions in general lie much closer to the sources compared to their distances in the input space. As long as DG algorithms can achieve this, certification using the representation-space distance is preferable compared to the input-space distance.

A major advantage of computing the worst-case loss by considering the Wasserstein ball in the representation space is the ease of solving the robust surrogate in Eq. 4) compared to solving the version in Eq. 3 which considers the ball in the input space. As discussed extensively in [62], finding the maximizer of the robust surrogate loss is in general an NP-hard problem for networks with ReLU activations. Even if the ReLU activations are changed to smoother ones, there are still problems with provably maximizing the robust surrogate loss which has been shown to be possible only when additional assumptions such as bounded Lipschitz gradient w.r.t to the input and the model parameters are imposed. These assumptions are prohibitive and restrict certification only for small to medium size problems. However, when certifying in the representation space, we don’t need these assumptions since representation space is usually followed by a single softmax layer, and maximization of the robust surrogate is much easier both theoretically and practically. In this work we restrict the certification only in the second to last layer. Although certification can be applied
Figure 11: (Best viewed in color.) Comparison of the certified (worst-case) loss computed in the representation space (by using Eq. 4 as the surrogate loss) versus the certified loss computed in the input space (by using Eq. 3 as the surrogate loss) with WM and G2DM trained on R-MNIST dataset.

to other layers but additional assumptions are needed to guarantee convergence of the certification procedure. Some of these assumptions, as discussed earlier, could be prohibitive for large neural networks or may require changes to the architecture. Moreover, as we consider layers closer to the input, it becomes more difficult for DG algorithms to reduce the distance between the sources, thereby leading to poor/vacuous certification guarantees.

A potential disadvantage of our certification method is that it considers the uncertainty set to be distributions in the representation space. This may overestimate the worst-case loss since this space can have a worst-case distribution that is not a push-forward distribution, i.e., one that is not generated through the representation map. Considering only push forward distributions is possible by adding additional constraints to our uncertainty set but it significantly increases the computational complexity of both Cert-DG and DR-DG since the maximizer of the robust surrogate must be computed through the representation map (Eq. 5). Although solving Eq. 5 restricts the worst-case distribution to be the push forward distributions, we find the worst-case loss to be very similar in both cases, as shown in Fig. 11. The gap between the worst-case losses computed becomes even smaller when the models are trained by DR-DG. This small gap demonstrates that our representation space based certification is not significantly overestimating the loss of the worst-case distribution compared to the input space certification. We thus prefer solving Eq. 4 due to its ease of computation compared to Eq. 5 which gives us the ability to use Cert-DG and DR-DG on even large-scale problems.

C.3 Point-wise adversarial robustness versus distributional robustness

Point-wise adversarial robustness focuses on ensuring the predictions of a data point remains constant when it is perturbed by a specific amount (usually within an $\ell_p$ ball). In contrast, distributional robustness deals with how the performance of the models changes on average when faced with a distribution different from the one used during training. Specifically, distributional robustness does not focus on how the model behaves for a specific point from the distribution but rather focuses on how the model behaves on average on points from a distribution. In this context, the worst-case and average-case point-wise robustness of the models can be evaluated using the following objectives

$$
\mathbb{E}_{(x,y)} \in \mathcal{Q} \left[ \max_{\delta \in \Delta(x)} \ell(h(g(x + \delta)), y) \right] \quad \text{and} \quad \mathbb{E}_{(x,y)} \in \mathcal{Q} \left[ \mathbb{E}_{\delta \in T(x)} \ell(h(g(x + \delta)), y) \right]
$$

where $\Delta(x)$ denotes the permissible perturbations set around a point $x$, $T(x)$ is the distribution of permissible perturbations and $\mathcal{Q}$ is the source distribution. Notice the above problems are different
from the problem in Eq. 1 which focuses on generating a worst-case distribution in the Wasserstein ball around the source. The above problems can be approximately solved using PGD \cite{46} attack and by evaluating the model’s performance on known transformations in \( T(x) \) but solving for the worst-case distribution as required in Eq. 1 is not possible directly since the problem is infinite-dimensional. Methodology to solve the problem in Eq. 1 is the focus of our work and has been discussed extensively in Sec. 3. Moreover, our work focuses on solving the problem certifiably and providing a guarantee on the performance of the model on the worst-case distribution in the Wasserstein ball around the source distribution in the representation space. Thus, our work can be considered as a distributional analog of point-wise certified robustness works such as those based on randomized smoothing or interval bound propagation (for adversarial robustness) which aim to provide a certified radius within which performance of the model remains constant (for that point).

Our certification algorithm, Cert-DG, aims to compute the loss of the worst-case distribution in the Wasserstein ball in the representation space. Since we consider the distribution in the representation space, we are able to solve the robust surrogate loss in Eq. 4 without requiring any prohibitive assumptions, which are needed if the worst-case distribution is considered in the input space \cite{62}. Similar to point-wise certification guarantees \cite{15}, models trained with empirical risk minimization (ERM) achieve small certified distributional robustness which implies that the loss of the worst-case distribution even close to the source distribution can be high. However, this gap does not imply that the certification results are not tight but shows the existence of distributions that could lead to a much higher loss. Although, by imposing additional assumptions on the target distributions it may be possible to obtain better certification results but it would limit the kind of distribution shift that the model is certified for and is less general than the setting we consider. To make models provably more robust than the models trained with ERM, we proposed the DRO-based training approach, DR-DG. The point-wise analog of which are approaches proposed in \cite{58,72} which provided new training methods that can make models certifiably more robust. Similar to their results we observe that DR-DG lowers the worst-case loss of the models under distribution shift without significantly lowering the empirical performance of the models. Thus, making the models provably robust to unseen distributions which is crucial for enabling their deployment in critical applications.

D Experimental details

All codes are written in Python using Tensorflow/Keras and were run on Intel Xeon(R) W-2123 CPU with 64 GB of RAM and dual NVIDIA TITAN RTX. Dataset details and model architectures used are described below.

D.1 Dataset description

We have used three popular DG benchmark datasets in our work as described below.

**Rotated MNIST (R-MNIST)** \cite{29}: This is a variant of the popular MNIST dataset where domains are created by rotating images at different angles. The rotation angles present in the datasets are \{0, 15, 30, 45, 60, 75\}. Domains in our dataset comprise of 2000 images from each rotation angle. We use 1000 images from the domain for our model training and reserve the other 1000 images for testing. For evaluating the performance of models trained with DG we use the images from the test set (although for unseen domains distinguishing training and test set is not required).

**PACS** \cite{43}: This dataset contains images for different styles from four domains Art, Cartoons, Photos, and Sketches. It contains 9991 images belonging to 7 different classes. For evaluating the performance of DG methods on source domains we hold out 10\% of the data from each source domain. However, for evaluating performance on the unseen domains use all the data from those domains.

**VLCS** \cite{22}: This dataset contains images from four domains Caltech101, LabelMe, SUN09, VOC2007. It contains 10729 images belonging to 5 different classes. Similar to PACS, we evaluate the performance of DG methods on source domains using a held-out dataset comprising 10\% of the data from each source domain and use all the data from unseen domains for evaluating the performance of the models.
D.2 Model description

The representation network for R-MNIST uses a convolutional neural network similar to the one described in Table 7 [30] and we fine-tune a Resnet-50 model for PACS and VLCS. Additionally, for PACS and VLCS we add 2 additional fully connected layers on top of the 512-dimensional output of the Resnet-50 to reduce the size of the output dimension to 128. This is needed since estimating Wasserstein distance in a high dimensional space required a large number of samples. Due to the limited size of these datasets and even smaller size of the test sets, we reduce the dimension to estimate the Wasserstein distance better. For discriminators used in G2DM and CDAN, we use two fully connected layers and feed in the output of the representation network. For G2DM we do not use the random projection layers in the network and for CDAN we use multi-linear conditioning. Our classifier just comprises of a fully connected layer on top of the representation network.

D.3 Corruptions used in Figs. 1 and 6

To evaluate the performance of models trained with DG methods on unseen domains in relation to their distance from the source domains, we chose to add common corruptions to the test set of the source domain data. The ability to change the severity of the corruption allows us to create multiple unseen domains at different distances from the sources. We emphasize that the use of common corruptions is just an easy and efficient way of generating multiple unseen domains and only covers a small subset of all possible unseen domains. Moreover, our task here is not to show that the performance of models trained with different DG methods deteriorates on these corrupted domains but it is rather to highlight the high variability in their performance even when distributions lie at the same distance. For R-MNIST we use the corruptions from the MNIST-C dataset [52] (shot noise, impulse noise, glass blur, shear, scale, translate, fog, spatter, elastic transform) and for PACS and VLCS we use corruptions from the Imagenet-C dataset [33] (Gaussian noise, shot noise, impulse noise, speckle noise, Gaussian blur, defocus blur, zoom blur, spatter, contrast, brightness, saturate, elastic transform).

D.4 PGD adversarial attacks

We consider adversarial attacks using PGD [46] to demonstrate the existence of distributions beyond common corruptions which can degrade the performance of DG methods as predicted by our certification in Fig. 3. We consider two variants of this attack. The first is the usual PGD attack where the adversarial examples are crafted in the input space by maximizing the loss of the perturbed examples (denoted by the grey dashed line with square markers in Fig. 3). The distance between the adversarial example and the clean example is measured in the input space in this case. The second variant is the PGD attack created in the representation space. In this attack, the distortion between the clean and adversarial examples is measured in the representation space and the perturbation is applied to the representation of the clean examples, i.e., \[ \max_{z'} \ell(h(z'), y) \text{ s.t. } \|z' - z\|_2 \leq \epsilon_g \] where \( z' \) is the adversarial example in the representation space for the point \( (z = g(x), y) \) and \( \epsilon_g \) is the bound on the distortion in the representation space. The result of this attack is shown as the green dashed line in Fig. 3.

D.5 Implementation details of Cert-DG and DR-DG

Here we briefly describe some of the implementation details for our certification and training algorithms. Cert-DG requires to compute distributions which have an average distortion of \( \rho^2 \). Solving the certification problem requires maximization of the robust surrogate loss Eq. 4 for every point. We solve the problem batch-wise and keep track of the perturbation applied to the points. Since the network parameters are fixed during certification, using the previously saved perturbation as the starting point helps the algorithm converge faster with minimal tuning of the hyperparameters such as the learning rates in Alg. 1. For DR-DG, since the representation space changes we find that keeping track of the perturbations is not as helpful for some DG methods specially on PACS and VLCS where the representation is fine-tuned starting from a pre-trained ResNet-50 models. Thus, for G2DM, CDAN and VREX, we opt to increase the number of maximization steps per batch rather than using the previous perturbation on VLCS and PACS. On the other hand, for WM on these datasets we use a fewer maximization steps and keep track of the perturbations since we empirically found that
the representation changes gradually when trained WM and using the previous perturbations help generate distributions perturbed by $\rho^2$ just as in Cert-DG. Due to the simplicity of the R-MNIST dataset we do not observe any difference in behavior of the algorithms while training with DR-DG and thus we chose to keep track of the perturbations applied to the points to solve the problem more efficiently. The main advantage of keeping track of the perturbation is that it helps eliminate the problem of doing a large number of steps to generate distributions with perturbation $\rho^2$ which can slow down DR-DG training.

Our distance computations and DR-DG algorithm rely on estimating the adversarial distribution in the representation space. We rely on the Cleverhans implementation of the CW-attack [14] for generating this distribution. We use 1000 points from the test set and compute the adversarial examples for these points and measure $\rho_{adv}$ (in Fig. 2) using the original and the perturbed points. Since we work in the representation space estimating the adversarial distribution is computationally easy and we require approximately 2 minutes for computing points which achieve greater than 95% attack success on models trained with vanilla DG methods.
Figure 12: (Best viewed in color.) Comparison of accuracy of the models on unseen distributions created by adding common corruptions to the source test set trained with Vanilla DG methods (rows 1, 3 and 5) and DR-DG (rows 2, 4, and 6) on R-MNIST (rows 1 and 2), PACS (rows 3 and 4), and VLCS (rows 5 and 6).