Revealing Perceptional and Cognitive Mechanisms in Static and Dynamic Cocktail Party Listening by Means of Error Analyses
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Abstract
In cocktail party situations multiple talkers speak simultaneously, which causes listening to be perceptually and cognitively challenging. Such situations can either be static (fixed target talker) or dynamic, meaning the target talker switches occasionally and in a potentially unpredictable way. To shed light on the perceptional and cognitive mechanisms in static and dynamic cocktail party situations, we conducted an analysis of error types that occur during a multi-talker speech recognition test. The error analysis distinguished between misunderstood or omitted words (random errors) and target-masker confusions. To investigate the effects of aging and hearing impairment, we compared data from three listener groups, comprised of young as well as older adults with and without hearing loss. In the static condition, error rates were generally very low, except for the older hearing-impaired listeners. Consistent with the assumption of decreased audibility, they showed a notable amount of random errors. In the dynamic condition, errors increased compared to the static condition, especially immediately following a target talker switch. Those increases were similar for random and confusion errors. The older hearing-impaired listeners showed greater difficulties than the younger adults in trials not preceded by a switch. These results suggest that the load associated with dynamic cocktail party listening affects the ability to focus attention on the talker of interest and the retrieval of words from short-term memory, as indicated by the increased amount of confusion and random errors. This was most pronounced in the older hearing-impaired listeners proposing an interplay of perceptual and cognitive mechanisms.
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Introduction
In everyday life, people often listen to a talker while others speak at the same time. Based on the seminal work by Cherry (1953), this is commonly referred to as a “cocktail party situation”. Competing speech can not only reduce audibility by energetic masking (EM), but may also cause “informational masking” (IM). IM refers to the fact that competing speech might contain irrelevant and potentially distracting information which has to be ignored. The degree of IM depends on the similarity of the target and masker as well as stimulus uncertainty (cf. Kidd et al., 2008) and is closely related to attentional processes (Shinn-Cunningham, 2008). As a consequence, cocktail party listening poses both auditory and cognitive challenges, and may thus be especially detrimental to older individuals or listeners with hearing impairment (e.g., Helfer & Freyman, 2008).

In a cocktail party situation, listeners are exposed to a multitude of simultaneous sounds with overlapping frequency spectra. According to the model of auditory scene analysis (Bregman, 1990), at any given point in time, listeners have to group the individual spectral components of these sounds based on the source from which they originate. As described in the review by Bronkhorst (2015), a “primitive” grouping of speech sounds is enabled by different cues, some of which are characteristics of the voice itself such as the
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fundamental frequency and vocal tract length. Other cues like interaural time and level differences (ITDs, ILDs) arise when speech sounds arrive at the listener’s head from different directions. Bronkhorst (2015) views this primitive grouping as the preattentive segregation and streaming of sounds. Subsequently, attention comes into play and allows the selection of parts of the incoming auditory information (Shinn-Cunningham, 2008). In line with Bregman’s concept of scene analysis, this mechanism enables the listener to focus their attention on the talker of interest and to suppress competing speech (cf. Alain & Arnott, 2000).

In daily communication situations the talker of interest often changes in a possibly unpredictable manner. Thus, one may distinguish between “static” and “dynamic” cocktail party listening (Brungart & Simpson, 2007; Lin & Carlile, 2015; Meister et al., 2020). Here, dynamic refers to the stimulus presentation but does not assume movements of the listener or the sound sources. Whereas static listening entails focusing attention on a target talker known in advance, dynamic situations require to monitor multiple sound sources due to the ubiquitous stimulus uncertainty, and to occasionally switch attention from one talker to another. For this reason, dynamic cocktail party situations are associated with an additional cognitive load (Lin & Carlile, 2015), which typically results in decreased speech recognition performance compared to static situations (Brungart & Simpson, 2007).

Several studies have investigated dynamic listening situations in the context of aging. Singh et al. (2013) presented sentences of the coordinate response measure (CRM, Bolia et al., 2000) with three competing talkers at different locations. They demonstrated similar speech recognition performance in young and older normal-hearing listeners, when the target was cued using a call-sign. In a second experiment, the task was slightly changed, requiring listeners to repeat back the words from the talker opposite the location indicated by the call-sign. In comparison to the first experiment, the findings revealed significantly decreased performance in older—but not in younger—listeners, indicating that difficulties due to temporarily misdirecting attention may partly explain age-related problems in dynamic cocktail party situations.

Getzmann et al. (2015) compared younger and older adults with normal hearing using a setup with four competing talkers, which required the listeners to switch attention based on a predefined call-sign. While behavioral results only showed slightly different performance in the young and older listeners, analysis of event-related potentials suggested deficits that are potentially based on less flexible inhibitory control and increased distraction in older adults.

This suggestion is in line with a study by Oberem et al. (2017) who asked younger and older subjects with normal hearing to recognize spoken digits from occasionally changing locations indicated by a visual cue in the presence of a distractor talker. While higher reaction times and error rates were observed in the older listeners, the influence of target location changes was similar for both age groups. The authors concluded that switching auditory attention is not affected by aging, but ignoring competing speech is more challenging for older listeners.

In order to shed more light on whether the ability to switch attention or to monitor multiple sources of information is subject to age-related changes in dynamic cocktail party listening, Meister et al. (2020) analyzed “general” and “specific” switch costs. Specific costs, which reflect the performance decrease associated with a target talker change, did not show significant differences between groups of normal-hearing young and older listeners. In contrast, a significant difference was found for general costs that reflect the load associated with monitoring multiple talkers when no a priori target information is given.

Finally, Wächtler et al. (2021) compared older listeners with and without hearing impairment in static and dynamic cocktail party scenarios using matrix sentences presented from three different locations. The dynamic scenarios considered either a variable or a fixed target voice as well as probabilities of 20% or 100% target switches across a test list. In order to characterize problems in dynamic listening, the authors calculated costs by comparing performance in the static and dynamic condition. Notably, a significant difference in costs between the listeners with and without hearing impairment could only be shown for the condition with a low switching probability of a variable target voice. In contrast, costs were similar in both groups when the target voice was kept constant or the target talker changed continually.

Taken together, these findings give some evidence that dynamic cocktail party listening is associated with greater difficulties for older than for younger listeners. In comparison to static situations in which focusing attention on a pre-known target is important, dynamic situations cause a higher cognitive load due to the need to monitor different talkers and to switch attention from one source to another. The studies presented above are not fully conclusive regarding the extent to which inhibitory control, switching attention and monitoring multiple information sources underlie age-related changes. There is, however, some evidence that monitoring multiple sources, which is vital in situations of stimulus uncertainty, shows some decline with increasing age. In contrast, switching attention seems to be unaffected by aging, unless the task poses high demands on cognitive processes (e.g., when attention is momentarily misdirected and must be deliberately refocused, Singh et al., 2013).

Since the mechanisms behind static and dynamic cocktail party listening are still unclear, a more detailed analysis of the outcome, such as determining different error patterns that occur in multi-talker listening, may be beneficial. This could also be helpful for distinguishing peripheral effects (such as availability of grouping cues, hearing loss) from cognitive aspects (such as attention).
Basically, two different types of errors can be distinguished: First, the target may be confused with one of the competing talkers. In terms of the “primitive” grouping mechanism described by Bronkhorst (2015), confusion errors might reflect the ability to assign the words to the correct auditory stream based on the auditory cues provided. For instance, if spatial cues are not very salient, such as with small ITDs or ILDs, the resulting target-masker similarity will increase and thus the likelihood to confuse target and masker. On an attentional level, confusions might reflect the ability to focus on the target and to suppress the competing information. Alternatively, it is conceivable that words are assigned to the correct auditory streams during perception, but are confused during the “post-stimulus decision phase” (Lin & Carlile, 2015), e.g., when they are recalled from short-term memory.

Second, unsystematic errors (“random” errors) might occur, including misunderstood or omitted words. Random errors might reflect EM or effects of hearing loss. For instance, restricted audibility will increase the likelihood of misperception and omissions. Furthermore, random errors may also reflect the inability to retrieve the information from short-term memory—possibly as a result of cognitive load (Lin & Carlile, 2015). Consistent with limited capacity theory (Kahneman, 1973), it has been shown that cognitive load affects recall (Barrouillet et al., 2007; Camos & Portrat, 2015), potentially increasing omissions or misperceived words (Matty & Palmer, 2015).

Several studies have carried out such error analyses in the framework of dynamic cocktail party listening. Using the CRM Test (Bolia et al., 2000), which provides a call-sign as well as a color and number target word, Kidd et al. (2005) presented young normal-hearing listeners with three competing talkers at different positions. Presentations varied in terms of uncertainty regarding the position of the target talker who was indicated by the call-sign. As expected, errors grew with increasing uncertainty. The most frequently observed error was a confusion of both the number and color word from one and the same competing talker, indicating that attention was misdirected on the wrong source.

Using the CRM Test with two competing talkers and an error analysis similar to that of Kidd et al. (2005), Ihlefeld and Shinn-Cunningham (2008) investigated the reasons that underlie the speech recognition benefits that can be achieved by spatially separating competing talkers. They found that when the location of the target talker is cued, spatial separation reduced “masker errors” (all reported words from masker) and “mix errors” (mixing words from target and masker). This suggests that in this case spatial separation helps both focusing attention on the target (object selection) as well as linking words of a talker over time and thus forming a stream (object formation). When only the voice characteristic of the target but not its location is indicated, spatial separation only reduced the “mix errors” which suggests that in this case only the formation of auditory objects can be improved.

The study by Lin and Carlile (2015) examined errors during switch and non-switch trials using three simultaneous matrix sentences recorded from the same talker that were presented from different locations. The sentence of interest was indicated by the first word (name), and switches comprised changes in the spatial position of the target. The authors contrasted confusions and “passes”, the latter specifying that single words were not repeated back. Confusions were taken as an indication of IM, whereas passes were attributed to failures in word recall, due to the high cognitive load caused by target talker changes. They found that both the probability of confusion errors and passes were significantly increased after switches of the target when compared to non-switch trials. Thus, both misdirecting attention as well as failures in recall appear to play a role in dynamic multi-talker listening.

The mechanisms behind misdirected attention were further examined in the follow-up study by Lin and Carlile (2019) using a setup with two co-located competing talkers with different voices. Two types of switches were used: either the previous target voice became the masker in the next trial (“old voice switch”), or it was replaced with a new voice (“new voice switch”). Relative to the no-switch conditions, they found a significantly higher amount of confusions for old voice switches, but not for new voice switches. This finding suggests that not only refocusing attention to a new target talker, but also disengaging attention from the preceding target can be challenging, as listeners may be biased by the voice of the previous talker (cf. Best et al., 2008).

These error analyses give valuable information on mechanisms of dynamic cocktail party listening. However, to our knowledge, such analyses only included data from young normal-hearing listeners and are thus not informative regarding possible effects associated with age and hearing loss. Additionally including older and hearing impaired listeners would be of particular interest due the possible interplay between sensory and cognitive factors. For example, the ELU-model (Rönnberg et al., 2013) and FUEL-model (Pichora-Fuller et al., 2016) suggest that speech degraded by an impaired auditory periphery causes perceptual load. As a consequence, top-down compensation processes are needed, resulting in an additional cognitive load. Given the idea that cognitive capacity is limited (Kahneman, 1973), hearing loss and aging could therefore reduce the amount of cognitive resources available for other tasks like switching attention, possibly making dynamic situations especially problematic and effortful. Thus, the aim of the present examination is to extend error analyses in multi-talker situations to different listener groups and to shed light on age-related mechanisms. Therefore, groups of young and older listeners with normal hearing as well as older listeners with typical mild-to-moderate hearing loss were examined in static and dynamic cocktail party situations with three competing talkers (Meister et al., 2020; Wächtler et al., 2021). In the
static conditions, a priori knowledge about the target talker was given, minimizing stimulus uncertainty and cognitive load. In the dynamic conditions, the target talker was unpredictable and could change from trial to trial constituting high cognitive load. Confusion and random errors were determined in both static and dynamic conditions. Based on the distribution of the errors, an attempt was made to discuss different mechanisms considering the cognitive load applied.

We hypothesized that older listeners would show more confusions than the young individuals due to problems with inhibitory control, especially in the demanding dynamic situation. Moreover, we expected hearing loss to increase random errors as a consequence of audibility in the static situation and due to the combined perceptual and cognitive load in the dynamic situation. In addition, we anticipated age-related differences in error rates to be relatively small for trials following a switch, since the ability to refocus attention seems to be minimally affected by aging. By contrast, we expected non-switch trials, in which target uncertainty and thus monitoring multiple talkers poses the main difficulty, to reveal greater effects of age. Lastly, due to potential problems with attention disengagement from the voice of the previous target, we hypothesized that most of the confused words after a target talker switch originate from the previous target talker.

**Methods**

**Participants**

Data from 47 listeners (33 female, 14 male), all of which passed a dementia screening test (Kalbe et al., 2004), were included in the study. Participants were grouped based on their age and hearing status. In accordance with the World Health Organization (Mathers et al., 2000), hearing status was classified based on the average of the pure-tone thresholds at 500, 1000, 2000, and 4000 Hz in the better ear (better ear hearing loss, BEHL), whereby a BEHL value of 25 dB HL or less is defined as normal hearing.

The 14 participants in the young normal-hearing group (young NH) had a mean age of 24.6 years (range: 18–33 years) and BEHL values of 2.2 ± 2.5 dB HL (mean ± SD). Eighteen older participants with normal hearing (old NH group) had a mean age of 69.7 years (62–78 years) and BEHL values of 13.3 ± 4.9 dB HL. Fifteen older listeners (71.1 years, range: 65–83 years) had mild-to-moderate symmetrical hearing impairments (BEHL of 32.9 ± 6.1 dB HL, old HI group).

Hearing thresholds were predominantly symmetrical, with the mean of the thresholds at 500, 1000, 2000, and 4000 Hz differing between both ears by an average of 3.5 dB (maximum: 13.8 dB). None of the subjects were fitted with hearing aids.

Figure 1 compares the audiometric pure-tone thresholds of the three groups.

**Figure 1.** Mean audiometric pure-tone thresholds of the three listener groups. Thresholds were averaged across left and right ears. Error bars indicate standard deviations. Note that data points were horizontally shifted by a small amount to prevent the error bars from overlapping.

**Setup and Stimuli**

Experiments were conducted in a sound-treated and soundproof booth to reduce room acoustic effects and to eliminate external noise. Participants sat in front of three loudspeakers (active near-field monitor KRK Rokit 5, providing a flat frequency response across the speech spectrum) located at azimuth angles of −60 (left), 0 (center) and 60 degrees (right). Each of the loudspeakers had a distance of 1.2 m from the listener’s head. Through each of the loudspeakers, a sentence was played back at 65 dB SPL.

The experimental setup including the voices, locations and speech materials used are visualized in the upper part of Figure 2. The three sentences were presented simultaneously and were uttered by talkers with different voice characteristics: a male voice (fundamental frequency 122 Hz) as well as a deep and a high female voice (143 Hz and 202 Hz). The talkers remained at fixed positions; for example, the high female voice was always presented through the right loudspeaker. This resembles a typical real-world listening situation with people located at fixed positions, e.g. around a table. Speech stimuli were derived from the German version of the Oldenburg sentence test (Wagener et al., 1999), a matrix sentence test containing five-word sentences such as “Stefan kauft acht nasse Autos” (Stefan buys eight wet cars) or “Nina sieht neun weiße Sessel” (Nina sees nine white armchairs). The duration of each sentence was 2.5 s. Three different sentences with no words in common were chosen for each trial. Participants had the task to verbally repeat back the words uttered by the target talker, which was indicated by the cue word “Stefan”.

Using this setup, errors during speech recognition in static as well as in dynamic cocktail party situations were
investigated. In the static conditions, the talker uttering the target sentence remained constant for the duration of a test list (10 trials). Moreover, the experimenter verbally provided participants with a priori information about the voice and the location of the target talker before the start of a test list. There was one static test list for each of the three target talkers.

The upper part of Figure 2 shows an example for a target talker switch, whereas the lower part illustrates the composition of the test list for the dynamic condition. The target talker switched in 20% of the trials, resulting in 6 switch trials and 24 non-switch trials across a test list of 30 trials. Switches occurred at pseudo-random intervals of 2 to 5 trials. Participants were not given any information about the position and voice of the target talker. This was done to create stimulus uncertainty, requiring listeners to monitor all three speakers and to listen for the keyword in order to identify the target talker.

**Procedures**

The study was approved by the local ethics committee. After the participants had signed the informed consent forms, the pure tone-threshold measurement and the dementia screening test were carried out. Subsequently, the multi-talker listening test was conducted. The test began by introducing participants to the test materials and procedures by first presenting them with multiple sentences from the Oldenburg sentence test uttered by the three different voices. Next, 30 practice trials that represented the actual test were presented so that participants could get used to the multi-talker situation and rehearse the task at hand. The actual test included the aforementioned static and dynamic conditions. Listeners were instructed to face towards the loudspeaker at the center position throughout the presentation of a test list. The test had a total duration of about 1 h.

**Data Analysis**

**Error Analyses in Static and Dynamic Conditions**

We distinguished between confusion and random errors. In general, errors were quantified as error rates—that is the number of omitted or incorrectly reported words divided by the total number of target words presented. The first word of each sentence was ignored for the calculation of error rates since it solely served as a cue word, meaning there were four target words in each trial.

For the static condition, a total of 120 target words were considered (3 voices * 10 trials * 4 target words/trial) per participant. For the dynamic condition, only switch trials and trials directly preceding a switch were analyzed. The rationale here is that error rates increase directly after a switch and then gradually decrease over the next few trials until they are back to their initial state (e.g., Brungart & Simpson, 2007). Therefore, it can be assumed that switch trials (T0) are those most affected by a switch, which is why only these trials were analyzed to examine the effect of switches. In contrast, for trials directly preceding a switch (T-1), the effect of the previous switch is assumed to be minimal, and they were thus used to investigate effects of monitoring different targets due to stimulus uncertainty. This results in a total of 24 target words (6 trials * 4 target words/trial) being considered for T-1 and T0 trials, respectively.

Random and confusion errors for the dynamic condition were calculated as the increase in error rates relative to an individual static baseline. The rationale here is that we wanted to focus on the additional errors that were made in the dynamic condition compared to static situations, making error rates comparable across listeners with different levels of performance. Static baselines represented the individual error rates in the static condition and also reflected the presentation schemes (i.e., the different voices and locations) in the dynamic condition. This was necessary since the different target voices did not occur equally often in T-1 and T0 trials. To obtain the baseline, static error rates were averaged across target voices, using the frequency of occurrence of the respective target voice in the corresponding trial type (T-1, T0) as a weighting factor. For example, the six switch trials comprised three presentations of the target from the left position uttered by the deep female voice, two from the center by the male talker, and one from the right by the high female voice. The baseline for the switch trials was therefore 

\[
\frac{3\cdot E_{\text{static, left, female\text{low}}} + 2\cdot E_{\text{static, center, male}} + 1\cdot E_{\text{static, right, female\text{high}}}}{6},
\]

with \( E_{\text{static, x}} \) being the error rate for the respective talker and position in the static conditions.

**Statistical Analysis**

Data were analyzed by means of linear mixed models (LMMs) with participants as random factor. Three separate LMMs were fitted—namely, for the analysis of errors in the static and dynamic conditions as well as for the comparison of different types of confusion errors (Figure 5).

For each analysis, different fixed effect structures were tested: We first fitted the full models including all fixed factors and every possible interaction between them. Next, non-significant factors and interactions were successively removed from the models until either a model with only significant factors or with just one remaining factor (i.e., no further reduction possible) was reached. Since the \( p \)-values between the full models and the reduced models only differed slightly, we will only report the results of the full models in the following.

Regarding the random effects, fitting the models was first attempted using the maximal effects structure (by-subject random slopes and intercepts for all within-subject factors). In case of singular fits or errors due to an insufficient number of observations, the random effects structure was simplified by removing the random slope of the corresponding factor.

The formulas and coefficients for all fitted models as well as outcomes of the statistical tests (\( p \)-values) can be found in the supplementary materials.
LMMs were calculated in R (version 3.6.1; R Core Team, 2019) using version 1.1–26 of the lme4 package (Bates et al., 2015). The car library (version 3.0–3; Fox & Weisberg, 2019) was used to obtain p-values from the models. Post-hoc analyses were carried out by comparing estimated marginal means using version 1.4.3.01 of the R package emmeans (Lenth, 2019). p-values were Bonferroni corrected in case of multiple comparisons. The significance level was set to 0.05.

**Results**

**Errors in the Static Condition**

Figure 3 shows the random and confusion error rates for the static condition. In general, error rates appear to be low, with the exception of the random error rate of the old HI group. The factors error type ($\chi^2(1) = 9.1$, $p < 0.01$), group ($\chi^2(2) = 20.2$, $p < 0.001$) as well as their interaction ($\chi^2(2) = 12.4$, $p < 0.01$) had a significant effect on the error rates. Pairwise comparisons between groups conducted separately for each error type confirm that confusion errors as well as random errors are significantly higher for old HI than for both other groups (all $p < 0.02$). However, both the rate of confusion errors as well as the group differences for this error type are small and seem to be affected by floor effects.

**Errors in the Dynamic Condition**

Figure 4 depicts confusion and random error rates in the dynamic condition relative to the static baseline for both
trial types (T-1, T0). Confusion and random errors yield roughly similar patterns. It can be seen that the increases in error rates were higher in T0 compared to T-1 trials for all listener groups. Older HI listeners appear to have the highest increase of all groups. The LMM reveals significant differences between trial types ($\chi^2(1)=40.9, p < 0.001$) and groups ($\chi^2(2)=9.0, p=0.011$), but not between confusion and random errors ($\chi^2(1)=0.001, p=0.97$). None of the interactions between these factors were significant (all $p \geq 0.23$). Motivated by our hypothesis regarding the age effect in non-switch trials, a post-hoc analysis of the group effect was conducted for both trial types separately: In T-1 trials, old HI had a significantly larger increase in error rates than the young NH ($p=0.0049$), but not than the old NH ($p=0.156$). No significant group differences could be observed for T0 trials.

Figure 4 shows results of an analysis inspired by Lin and Carlile (2015), which further distinguishes between confusions with the previous target and with the other masker. Note that this figure depicts absolute error rates, i.e., in contrast to the data in Figure 4, error rates are not given relative to a static baseline. The LMM revealed no significant effects for the factors listener group ($\chi^2(2)=4.15, p=0.126$), confusion type ($\chi^2(1)=0.75, p=0.39$) or the confusion type × group interaction ($\chi^2(2)=1.80, p=0.41$).

Discussion

This study examined different error types in static and dynamic cocktail party listening. Two error types were distinguished—namely, confusions of target and maskers and random errors. In order to uncover potential age and
hearing loss effects, three different listener groups were enrolled.

**Static Condition**

In the static situation, cognitive load was low: listeners had a priori information about the voice and the position of the target talker and could accordingly focus their attention on the talker of interest (Kidd et al., 2005). In this situation, we assumed that random errors reflect problems with identifying words correctly and confusions reflect problems with assigning words to the correct auditory stream. We expected hearing loss to increase random errors as a consequence of limited audibility.

Analysis of the errors in the static situation revealed a significant listener group by error type interaction. Confusions were generally rare, suggesting that the voice and spatial cues provided were salient and allowed robust streaming. Still, a significantly higher proportion of confusions was found in the HI listeners. This would suggest that the use of the talker characteristics is restricted in this group, in accordance with findings based on F0 cues (Grimault et al., 2001) as well as spatial cues (Glyde et al., 2013). However, despite statistical significance, the amount of confusions was generally very low (i.e., around 1–3%).

In line with our hypothesis, the old HI listeners showed a clearly higher rate of random errors than both of the normal hearing groups. This supports the assumption that hearing loss affected audibility of the speech signal, consequently yielding more omissions and words misunderstood. Nevertheless, as random errors amounted on average to about 10%, performance in the static situation was still very high in this group despite the effects of their (mild-to-moderate) hearing impairment. Thus, it can be concluded that the static situation presented the listeners with robust voice and spatial cues, allowing them to focus attention on a given talker.

**Dynamic Condition**

In the dynamic condition, cognitive load was substantially higher, since the listeners had no a priori information about the target talker. Thus, they were always required to monitor different potential targets. In addition, they had to switch attention to a new position and voice when the target changed. In order to focus on the effects of the increased cognitive load in the dynamic situation, the errors were calculated relative to the static situation. This considers the aforementioned group differences as a baseline condition, thus allowing a more direct view on the effects of cognitive load. In the dynamic situation, we assumed that an increase in confusions reflects a failure to focus attention on the target talker and to inhibit the competing information as a result of stimulus uncertainty and target variability. Increase in random errors was interpreted as a load effect on the ability to retrieve the information from short term memory beyond the effects of audibility. For instance, Mattys and Palmer (2015) have shown that cognitive load decreases perceptual accuracy, potentially resulting in incorrectly perceived words. Moreover, consistent with limited capacity theory (Kahneman, 1973), it is expected that cognitive load affects recall (Barrouillet et al., 2007; Camos & Portrat, 2015), possibly increasing omissions.

We hypothesized that both error types would increase in the dynamic situation and that this would be especially pronounced in the older HI listeners. We further expected that older listeners show problems with monitoring different talkers and inhibiting irrelevant information, reflected in a growing amount of confusions.

The analysis revealed that both confusion and random errors increased by a similar amount in the dynamic relative to the static situations. In line with the argumentation above, both focusing attention on the target as well as retrieving the information from memory seem to be compromised in the dynamic situation. In order to distinguish between the load due to monitoring different talkers as well as additionally switching attention, errors in the trial before (T-1) and after target changes (T0) were contrasted. Compared to the static baseline condition, T0 revealed a significantly higher increase in confusion and random errors than T-1. This appears to reflect the additional load of switching attention to a new target, apart from the need to monitor different talkers. Moreover, the analysis revealed a significantly higher increase in errors in the old HI listeners compared to the young NH subjects, whereas the difference between old HI and old NH did not reach statistical significance. This gives evidence that the load associated with the dynamic situation is especially detrimental in older listeners with hearing impairment. Note that this is unlikely a simple hearing loss effect since the increase in errors relative to the static situation was considered here. In line with our interpretation of the error types, this would suggest that hearing impairment affects the ability to focus attention as well as the retrieval from memory beyond pure peripheral effects. We propose that this is due to the combination of perceptual and cognitive mechanisms: hearing impairment compromises the speech input and causes a perceptual load. Consistent with the idea that this calls for top-down compensation (e.g., ELU-model, Rönnberg et al., 2013) this results in a cognitive load. In addition, the task-specific load of the dynamic situation becomes effective, possibly bringing cognitive capacity near or to its limit.

We further expected to detect group differences, especially in the non-switch trials. This was motivated by the fact that several studies did not find age-related differences for switching attention (Oberem et al., 2017; Singh et al., 2013), but rather showed that the stimulus uncertainty in the non-switch trials revealed age effects (Getzmann et al., 2017; Meister et al., 2020). Despite the fact that our analysis did not show a significant trial (T-1, T0) by group interaction,
the pattern in Figure 4 suggests such an effect. While the young NH subjects revealed virtually no increase in confusion or random errors for T-1 relative to the static baseline, both error types increased in the older listeners, particularly in the old HI group. Indeed, an analysis of the errors in T-1 showed significantly higher increases in error rates for the old HI than for the young NH, but not than the old NH.

Regarding the confusion errors found in the switch trial (T0), Lin and Carlile (2019) suggested that two different mechanisms are involved when the target voice changes—namely, re-engaging attention to the new target voice, but also disengaging attention from the previous target voice. This seems plausible since listeners may develop an attentional bias towards one talker, which may hinder switching attention to a new talker of interest. For instance, Brungart and Simpson (2007) found a negative priming effect when examining talker switches in a dynamic situation. Repeatedly presenting the target sentence from one talker builds up an expectation that the target talker will remain the same in subsequent trials, which makes the listeners less able to switch attention. Based on these assumptions, we hypothesized that confusions with the previous target talker would occur more frequently than with the other talker. However, our analysis revealed that the proportion of confusions originating from the two non-targets did not differ significantly from each other. This result does not give evidence that such a negative priming effect emerged and that disengaging attention played an important role. This might be explained with the relatively short periods (2 to 5 trials) of the target talker remaining the same in our study, in contrast to Brungart and Simpson (2007), who presented up to about 50 trials. In this regard, our paradigm more resembles a typical dynamic conversation situation in which the buildup of expectation may be rather weak. In line with the outcomes of our study, an analysis of confusion errors by Lin and Carlile (2015) also did not reveal problems with attention disengagement from the previous target. However, in this study, all three competing sentences were uttered by the same voice and switches were only spatial, which may explain the discrepancies with their follow-up study (Lin & Carlile, 2019), which only included switches of the target voice. Comparing the findings of the two studies by Lin and Carlile and the present study, one could suggest that either the absence of spatial cues (Lin & Carlile, 2019) facilitates bias effects or that listeners become more easily biased towards a voice than a location. The latter hypothesis begs the question why no problems with attention disengagement could be observed in the present study, even though talkers with distinct voices were used. It is conceivable that methodological differences explain this: In the experiments by Lin and Carlile, switches occurred between pairs of target sentences that were presented in quick succession (temporal gap of 300–400 ms), whereas in the present study, target sentences were separated by a gap of several seconds, during which participants had to repeat back the words they recognized. Those prolonged pauses between stimulus presentations could have mitigated the biasing effect.

**Summary and Conclusions**

In the present study, we analyzed speech recognition errors in static and dynamic cocktail party situations in young as well as older listeners with and without hearing loss. The analyses distinguished between random and confusion errors.

In the static condition, in which cognitive load was assumed to be low, performance was generally high. As expected, the older HI listeners showed a higher rate of random errors than the two other groups, which was probably due to reduced audibility. Confusion errors were rare in all listener groups.

In the dynamic condition, which is assumed to be more cognitively demanding, both random and confusion errors increased by a similar amount relative to the static condition. This suggests increased problems with focusing attention and memory recall associated with higher cognitive demand. Increases in errors were higher in switch trials than in trials immediately before a switch, which can be linked to the additional cognitive load caused by the need to switch attention to a new target. In addition, increases in errors differed significantly between listener groups.

Contrary to our expectations, there was no significant interaction between trial type (T-1, T0) and group. However, a post-hoc analysis revealed that old HI listeners showed a significantly higher increase in error rates than the young NH group (but not than the old NH) for trials before switches (T-1), whereas there were no group differences for switch trials. This might suggest that hearing loss in combination with the task-specific demand of the dynamic condition challenges cognitive resources. Specifically, this mainly affected trials before switches, in which stimulus uncertainty is assumed to be the main challenge. By contrast, the adverse effect of target talker switches on errors does not seem to depend on age or hearing loss.

We further hypothesized that due to potential problems with attention disengagement, listeners would tend to keep their attention focused on the previous target talker after a switch. However, an analysis of switch trials could not confirm this: Confused words originated from the previous target talker and the other masker with a similar frequency, suggesting there was no attentional bias towards the previous target.

Taken together, the analysis of confusion and random errors proposed that the load associated with dynamic cocktail party listening affects the ability to focus attention on the talker of interest as well as the retrieval of words from short-term memory. The finding that older listeners with hearing loss showed the highest increase in both error types in dynamic cocktail party listening is in line with an interplay of perceptual and cognitive mechanisms.
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