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Abstract

Majority of pipeline infrastructure are old and susceptible to possible catastrophic failures due to fatigue. Timely maintenance is the key to keep pipeline in serviceable and safe condition. This paper proposed a Bayesian inference methodology based on the observed crack growth measurements and cycle data that predicts the probability density of failure after initially estimating the equivalent initial flaw size (EIFS). The model was first developed based on one-dimensional crack growth problem in plate with edge crack. Then the model was expanded to two-dimensional crack growth problem in pipe wall. Stress intensity factors (SIF) at the crack tip in pipe model were calculated using finite element (FE) analysis for different crack lengths and depths. Polynomial function and Gaussian process were used to develop surrogate models of SIF. The analysis demonstrated that the proposed Bayesian inference method with hyperparameters generated accurate inferred results for probability density function (PDF) of both EIFS and the number of cycles to failure.

Introduction

Fatigue cracking is an inherently stochastic problem affected by various sources of variability and uncertainty. In the particular case of oil and gas pipeline fatigue-induced cracks, it is important to effectively and efficiently monitor and inspect pipelines. Due to the old age and large size of pipeline transmission network, maintaining these infrastructures within safe and serviceable conditions is not an easy task. As a result, it is important to contentiously improve and update efficiency of means and interval of monitoring and maintenance by use of innovative scientific methodologies. Such methodologies should be able to account for probabilistic nature of fatigue process, such as uncertainties in material properties, variability of internal pressure within the pipe, and reliability and accuracy of inspection data about the condition of pipe structure.

Traditionally probabilistic models within the classical statistics scope deal with analyzing statistics of the error due to differences between model predictions and measurement/observation data. The accuracy of such models rely upon the quality and quantity of available observation data. On the other hand, Bayesian statistics view on model definition quantifies the extent to which the model represents the data and determines the probability of the model being correct itself. This makes Bayesian models suitable for cases in which the relevant data is limited.

In recent years there has been a great focus on data driven solutions with help of machine learning methods in detecting patterns and performance prediction in various fields of science and engineering. Aeronautical engineering and aircrafts structural failures has been the major front for doing research related to fatigue in various metallic alloys [1–6]. Knowledge about equivalent initial flaw size (EIFS) in material is key to estimate crack initiation and progression process [7]. Different researchers have studied various aspects of applying Bayesian inference in fatigue modeling. Makeev et al. [3] investigated Bayesian inference of EIFS using Weibull and log-normal Distribution. In the follow up work, Cross et al. [1] extended the inference of Makeev’s work
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to multivariable inference of other crack growth parameters in addition to EIFS using Markov Chain Monte Carlo (MCMC) method. Liu et al. [2] used a fracture mechanics based approach to estimate EIFS based fatigue limit of the material and compared the results with the observed material microstructure and subsequently presented prediction on fatigue life. Sankararaman et al. [4, 5] performed detailed inference of multiple parameters involved in crack growth model in conjunction with finite element (FE) simulations under variable amplitude loading. Xie et al. [8] used Bayesian inference to infer parameters of crack growth model in addition to fatigue life. They tested their model with pipeline field data and reported desirable results.

Gobbato et al. [9] introduced a recursive Bayesian prognosis methodology to predict and update remaining fatigue life (RFL) of structural components in aerospace structures using continues non-destructive evaluation (NDE) data. Ribeiro et al. [10] further employed Bayesian inference to estimate RFL of fixed offshore structures. Babuška et al. [11] used Bayesian network to predict fatigue parameters of 755-T6 aluminum alloys by using strain-life (S-N) curve data. Arzaghi et al. [12] used Bayesian network inference to propose a dynamic decision making and planned maintenance framework for sub-sea pipelines. Li et al. [13] recommended a probabilistic health prognosis for aircraft wing structure due to an edge crack using dynamic Bayesian networks (DBN). They considered uncertainties and proposed methodology which reduced computational cost by modifying DBN updating interval requirements.

**Objective and scope**

This study aims to employ a combination of these approaches to establish a hybrid model that improves its prediction for future state of pipeline condition as more inspection data is entered into the model. The model has backward and forward inference. At each addition of data point on number of cycle and crack size first the model infers the equivalent initial flaw size (EIFS) probability density (PDF) and subsequently uses that to infer the PDF for number of cycles to failure. The model can be used to prioritize maintenance orders by isolating sections that are at greatest risk of failure.

First, a base Bayesian framework model is established based on synthetically generated data sets generated from crack growth in steel plate from available equations in literature for edge crack in plates. Secondly, FE simulations were performed on pipe model for several cases of crack length and depth in pipe wall thickness. Surrogate models were fitted to compute SIF for intermediary points among actual FE simulated SIF values. The proposed model predicts the failure based on 2-dimensional crack growth in the pipe wall thickness. Results of the proposed methodology are presented and ground truth values were compared with inferred values.

**Base model development and results for steel plate**

**Equivalent initial flaw size (EIFS) definition concept**

Using the available empirical solution for crack propagation in plates with a single edge notch in a load controlled boundary conditions (constant remote tensile stress) the base model was established. To calculate stress intensity factor (SIF) at a given crack length, the equation proposed by [14] was used to calculate shape factor in the general SIF formula:

\[
K_I = \sigma \sqrt{\pi a} F\left(\frac{a}{b}\right)
\]

\[
F\left(\frac{a}{b}\right) = \sqrt{\frac{2b}{na}} \tan\left(\frac{na}{2b}\right) \times \frac{0.752 + 2.03\left(\frac{a}{b}\right) + 0.37(1- \sin\left(\frac{\pi b}{2a}\right))^2}{\cos\left(\frac{\pi a}{2b}\right)}
\]

Where \(K_I\) is mode-I SIF, \(\sigma\) is applied nominal constant remote stress, \(a\) is crack length, \(b\) is plate width, and \(F\) is shape factor given by Tada’s equation and is valid for any \(\frac{a}{b}\) ratio.

The crack growth model will follow Paris’ crack growth regime [15]:

\[
\frac{da}{dN} = C_1(\Delta K)^{C_2}
\]

Where, \(C_1\) and \(C_2\) are material properties calibrated based on experimental data, and \(\Delta K\) is stress intensity factor range between minimum and maximum applied remote stress. \(\frac{da}{dN}\) is the rate of crack growth with the change of loading cycle.

Combining the equation for SIF and Paris’ regime:

\[
N = \int_c^a \frac{da}{C_1(\Delta K)^{C_2}}
\]

\[
N = \int_c^a \frac{da}{C_1(\sigma\sqrt{\pi a} F\left(\frac{a}{b}\right))^{C_2}}
\]

Where, \(c\) is initial crack length. This integral can be numerically calculated using Simpson’s method.

The experimental data follows a general function in the form of:

\[
N = f(a, \phi)
\]

Where, \(\phi\) is the vector of model parameters such as loading, material properties, and geometry. The elements of \(\phi\) are considered random variables in a probabilistic scheme. The parameters governing the distribution of each random variable in \(\phi\) are called hyper-parameters.
The probability of observing target cycle for a given data point of \((N, \phi)\) can be framed using normal distribution.

\[
p(N|a, \theta, \beta) = \frac{1}{\sqrt{2\pi\beta^2}} \exp \left( -\frac{(N-f(a, \phi))^2}{2\beta^2} \right) \tag{6}
\]

Where, \(p\) is conditional probability of observing \(N\) cycle given model parameters, which includes EIFS, crack length \(a\) at cycle \(N\), and associated noise in the crack growth model with standard deviation of \(\beta\):

\[
\log(N) = \log(N) \pm \beta
\tag{7}
\]

Where \(\tilde{N}\) is the noisy measurement of the cycle compared to the true cycle.

Using Bayesian inference the joint probability of target data, \(\tilde{N}\), given model for \(k\) number of data points can be derived as:

\[
p(N|a, \{\phi_k\}, \beta) = \prod_{k=1}^{m} p(N_k|a_k, \phi_k, \beta) = \prod_{k=1}^{m} \frac{1}{\sqrt{2\pi\beta^2}} \exp \left( -\frac{[N_k-f(a_k, \phi_k)]^2}{2\beta^2} \right) \tag{8}
\]

The initial flaw size (IFS) in fatigue analysis refers to the small flaws that exist in material's grain size scale. Such flaws do not necessarily follow crack growth regimes such as Paris' equation which relates long crack propagation rates to material properties. The small crack growth rate exhibits oscillatory behavior compared to generally monotonic behavior in long crack growth rates.

The equivalent initial flaw size (EIFS) is the concept that allows interpretation of IFS into long crack analysis realm. This allows implementation of long-crack based crack propagation models from the beginning life of a material undergoing cyclic loading. In other words, the number of cycles required to reach a certain crack length \(a_f\) considering IFS and EIFS are equal. Their respective short-crack and long-crack growth models \(g_s(a)\) and \(g_l(a)\) are as follows [2]:

\[
N_f = \int_{IFS}^{a_f} \frac{da}{g_s(a)} = \int_{EIFS}^{a_f} \frac{da}{g_l(a)}
\]

**EIFS direct probability density inference - \(p(\theta)\)**

To develop and verify base model, it was assumed that all the uncertainties are the result of EIFS or initial crack length, \(\theta\). The modified distribution is as follows:

\[
p(N|a, \theta, \beta) = \prod_{k=1}^{m} p(N_k|a_k, c_k, \beta)
\]

Where now only EIFS, \(c\), is the only parameter whose distribution is directly inferred.

To solve for \(p\) for each data point, \(k\), we have to solve for \(\tilde{N}\) by solving for \(f(a_k, \phi_k)\) following Eq. (5). To calculate the one dimensional integral in Eq. (5) Simpson's quadratic integration rule can be employed which is discussed in detail in [16].

To evaluate the proposed base model, various sets of data points where generated and \(\beta = 10\%\) noise was added to the data to account for uncertainty within crack growth model. The training data were generated according to the following framework:

1. It was assumed that the initial flaw size, \(\theta\), follows a normal distribution with assumed mean and standard deviation. \(k\) samples were drawn from this distribution.
2. Uniform distributions was assumed for final crack size, \(a\), and \(k\) samples were drawn from this distribution. The lower bound of this uniform distribution was assumed to be at least 3 times of the assumed standard deviation of the normal distribution for \(c\), larger than the mean assumed for \(c\).
3. Given \(a\) and \(c\) for each data point the corresponding number of cycles, \(N\), for that data point was calculated following Eq. (5) and using Simpson's quadratic numerical integration method.
4. A random noise with zero mean and \(\beta\) standard deviation was added to the calculated \(N\).

Figure 1 shows a sample of synthetically generated data points. In Fig. 1(a) final crack size and its corresponding cycle number is visualized for \(k\) data point, in which for this example they are 20 data points.

Table 1 shows the selected properties from previous study [8] and assumed parameters for crack growth in the base model for a steel plate with an edge crack.

For each data point \((N, a)\) an EIFS likelihood probability density is calculated and the product of all data point likelihoods as shown in Eq. (9) will establish estimated probability density of EIFS. Figure 2 shows box plots of EIFS PDF for the dataset containing 20 data points. The variation of the inferred EIFS distribution at each data point is clearly distinguishable.

The final inferred EIFS distribution shown in Fig.1(c) and summarized in Table 2 based on 20 data pints shows that the estimation for mean is very close to the mean of the true distribution but the standard deviation or spread is not captured very well. To improve the inferred distribution, we will try to infer the distribution
parameters instead of distribution itself in the next section.

EIFS probability density inference with hyper parameters -
$p(\theta | \alpha)$
In this section instead of inference on EIFS itself, the
parameters of the assumed governing distribution for
EIFS conditioned on its distribution parameters will be
inferred:

$$p(\theta | \alpha) = \prod_{k=1}^{m} p(\theta_k | \alpha)$$  \hspace{1cm} (12)

$$p(N | \alpha, \theta, \beta) = \int p(N | \alpha, \theta, \beta) p(c | \alpha, \beta) dc$$
$$= \int p(N | \alpha, \theta, \beta) p(c | \alpha) dc$$  \hspace{1cm} (13)

$$p(N | \alpha, \theta, \beta) = \prod_{k=1}^{m} \frac{1}{\sqrt{2\pi\beta^2}} \exp\left(-\frac{(N_k - f(a_k, \theta))^2}{2\beta^2}\right) p(\theta | \alpha) d\theta$$  \hspace{1cm} (14)

Now in this equation where we have introduced a
prior probability for EIFS, $p(\theta | \alpha)$, which is conditioned
on $\alpha$. This forms a hierarchical Bayes model. In this
approach an additional integration is introduced. This
integration can be solved by applying Simpson’s quad-
ratic integration twice.

Let us elaborate inference process of hyper-parameters
of EIFS distribution. We select some possible lower and
higher bounds for both mean and standard deviation.
Mathematically the bounds for mean can be from $-\infty$ to $+\infty$, and for standard deviation it can be from 0 to $+\infty$; but to save a huge computation cost especially if we are
considering a finer step size or mesh, with a good guess
based on engineering judgement, we can select appropri-
ate bounds. The physics of the problem such as max-
imum possible crack depth and minimum possible crack
depth, a non- negative value, would give initial intuition.

In the next step we select a small enough step size to
capture a smooth outcome. This can be achieved by run-
ning few trial cases. After selecting the appropriate step
size for both standard deviation range and mean range a
$\theta$ distribution can be generated (bounds of $\theta$ (EIFS) was
chosen from zero to close to maximum possible crack
depth or plate thickness, b).

Integrating the resulting joint probability density
along mean and standard deviation separately yields
the marginal probability densities of mean and stand-
ard deviation of the EIFS. As it can be seen from
Fig. 3(d) and the accuracy of EIFS distribution estima-
tion using hierarchical model and hyper-parameters
has increased significantly. It is clear that inference
directly on EIFS distribution can estimate the mean
within an acceptable range with less than 0.1 mm
error (less than 6%), but it fails to predict standard
deviation and it has more than 90% error in standard
deviation prediction. On the other hand, the hierarch-
ical model was able to predict both mean and stand-
ard deviation with high accuracy. The error for
estimating EIFS distribution mean was 2% and error
for estimating standard deviation of EIFS distribution
was 4.6%.

### Table 1 Material and model parameters used in the plate
model

| Parameter                  | Definition - Value |
|----------------------------|--------------------|
| $C1$                       | 3.39e-13           |
| $C2$                       | 2.9                |
| $\beta$                    | 10%                |
| $\sigma$                   | 40 MPa             |
| $b$ (plate width/pipe wall thickness) | 7.1 mm            |
Comparison of results between simple maximum likelihood (direct EIFS inference) and hierarchical Bayesian analysis are shown in Table 2.

### Estimating probability and cycle of failure

To estimate probability of failure we need to set a failure crack length/depth criteria, $a_f$. This could be a percentage of the width in which crack is being propagated. From previous section we determined probability density of the EIFS for the plate problem. For the plate problem only $a$ is the variable of crack that is growing and crack length does not apply.

Now, having the EIFS distribution, distribution of number cycles required to reach failure can be proactively estimated as inspection data is gathered over time. In the case of pipe problem, the inspection data could include length and depth of the cracks detected in the wall of pipe section.

To test this hypothesis, synthetic inspection data points corresponding the number of cycles and respective crack length at that cycle (or time) needed to generated. Paris’ crack growth model was used to progress crack length from the assumed initial size to assumed final crack size for each synthetically generated data point.

Initial crack length is randomly sampled from EIFS distribution. As for the failure crack depth, a certain percentage of plate width, $b$, (and later pipe wall thickness in the pipe model) is assumed as the mean of failure crack depth (maximum allowable crack length). To include uncertainty for the failure crack length, a standard deviation is added to the assumed mean of failure crack depth to generate a normal distribution for the final crack length. In addition, for each randomly sampled EIFS, a corresponding failure crack depth is sampled from failure crack depth distribution and hence the number of cycles were calculated as shown in the flow chart in Fig. 4. The flow chart shown in this figure can be used in either plate problem or pipe problem. In the plate problem, being a 2D model, crack only grows in one dimension (one crack front), while in the pipe model crack grows along length of pipe and depth (through pipe thickness). Consequently, their corresponding SIF functions are single variate and bivariate, respectively.

For each synthetic data point generated using the algorithm that was introduced earlier, the number of cycles to the failure point corresponding to the sampled EIFS and failure crack depth is estimated. Using Bayesian analysis two forecast scenarios are viable:

1. Estimating the distribution of number of loading cycles to failure ($N_f$) based on observed numbers of data points sampled from EIFS and failure crack

![Fig. 2 Box plot illustrating EIFS distribution for individual data points](image-url)
depth distributions. This can only be done on the synthetic data or field data where data was collected after observing actual failure in the field or lab test.

2- Estimating the distribution of number of loading cycles to failure ($N_f$) based on observed numbers of data points sampled from EIFS and any random final crack depth that is sampled from a uniformly distributed final crack size from the sampled EIFS to any value smaller than assumed value for mean of failure crack depth. i.e. We will be able to predict probability distribution of number of loading cycles to failure from observed data (loading cycles vs crack depth) as new data points are added.

It should be mentioned the distributions resulted from scenario-1 may be used as an informative prior in the Bayesian process of estimating the distribution of number of cycles to failure in scenario-2. The mathematical expression is as follows:

$$p(N|N_{\text{range}}, \beta) = \prod_{k=1}^{m} p(N_k|N_{\text{range}}, \beta)$$

$$= \prod_{k=1}^{m} \frac{1}{\sqrt{2\pi\beta^2}} \exp\left(-\frac{(N_k - N_{\text{range}})^2}{2\beta^2}\right)$$

Where, $N_{\text{range}}$ is a vector with lower bound and higher bound that covers the range of the number of cycles that may cause failure.

The upper bound of $N_{\text{range}}$ can be calculated by assuming an extreme case of smallest possible EIFS and largest possible crack depth. The probability of such combination is very low in reality and even in case of synthetically generated data. For example, Fig. 5, shows an illustration of possible failure cycle outcomes for a steel plate with an edge crack. This example includes 250,000 data points which was generated by sampling 500 EIFS and 500 $a_f$ from distributions $\text{EIFS} \sim \mathcal{N}(1.5,0.12)$ and $a_f \sim \mathcal{N}(6,0.1)$, respectively. As it can be seen in Fig. 5, for this particular example the number of cycles does not reach 3 million. While calculating the number of cycles for the extreme case by considering $IFS = 0.1 mm$, and $a_f = 6.99 mm$, yields the maximum number of cycles at about 3.8 millions.

With this overview of methodology, we now investigate the estimations of number cycles to failure for
various synthetic data sizes by directly estimating $N_{\text{range}}$ distribution for the plate problem with edge crack. The following flowchart, shown in Fig. 6 demonstrates the process for estimating the distribution of number of cycles to failure.

The non-informative prior was selected as unit integrer. The informative prior may be a PDF generated the similar way as the example shown in Fig. 5 by sampling from EIFS and an assumed failure crack length. In this particular method using a good informative prior will reduce the standard deviation of the final posterior PDF.

To demonstrate this methodology with example, results of various estimations for number of cycles to failure is shown in Fig. 7 (top). In this example the inference was performed on four datasets comprising 5, 15, 30, and 50 data points.

From the Fig. 7 (left) we can observe that as more data points are added (blue 5 samples and red 50 samples) the distribution becomes sharper at peak and closer to the mean of sample distribution shown in black dash lines. In the case of EIFS inference this method is better if only a single estimate is desired rather than the whole distribution. Table 3 lists the parameters of the distributions.

To have the standard deviation also represented in our inference process we will again resort to inferring hyper parameters of the $N_{\text{range}}$ distribution as we did for EIFS. Figure 7 (middle) shows an example of resulting joint likelihood probability density for mean and standard deviation of the $N_{\text{range}}$ distribution with 50 samples. To the right we can see progression of the $N_{\text{range}}$ distribution inference with 5 samples (blue curve) to 50 samples (red curve). The dashed black distribution is observed sample distribution. As it can
be seen clearly there is very good match between predictions and observed samples. Table 4 summarizes the parameters of this distributions.

It is worth noting that final number cycles were more affected by the distribution of the EIFS than the final crack size during process of generating synthetic data. This another instance that the exemplifies importance of EIFS distribution inference.

**Pipe model development and Bayesian inference results**

In this section first the methodology to compute stress intensity factor (SIF) using FE models is discussed. In addition, surrogate models were introduced to interpolate SIF values at the crack length and depths that FE simulation were not performed. First, EIFS for crack depth and were inferred and those inferred values were used to estimate the distribution for number of cycles to estimate cycle at final crack length.

**Finite element (FE) modeling**

The finite element modeling of this research included 3D simulation to calculate at the crack tip. Commercially available multi-physics software ABAQUS was used to perform FE simulations. For purpose of this study typical steel material properties ($E = 200 \text{ GPa}, \nu =$}
0.3) were assumed for steel and it was assumed that steel has elastic behavior within the scope of SIF simulations.

To investigate crack growth and the respective SIF evaluation more accurately a 3D model was developed and a semi-elliptical (halved ellipse) shape was assumed for the crack shape as previously it was reported in the literature to emulate realistic crack shape more closely [8, 17, 18]. The diameter of pipe was selected as $D = 863.6 \text{mm}$ and pipe wall thickness of $t = 7.1 \text{mm}$. These numbers were adopted from [8]. The length of the pipe section model was chosen to be $1000 \text{mm}$.

To reduce running time of each analysis case a preliminary mesh sensitivity analysis was performed to determine largest mesh size where solution reaches stable state and will not be improved by any further mesh size reduction at the vicinity of the crack. This analysis was performed for the crack with length of $L = 10 \text{mm}$ and depth of $=1\text{mm}$. The analysis concluded that a mesh size of approximately $0.5\text{mm}$ (equivalent to 23 nodes) is small enough to produce the stable response.

To further optimize required running time for each analysis case a preliminary mesh sensitivity analysis was performed to determine largest mesh size where solution reaches stable state and will not be improved by any further mesh size reduction at the vicinity of the crack. This analysis was performed for the crack with length of $L = 10 \text{mm}$ and depth of $=1\text{mm}$. The analysis concluded that a mesh size of approximately $0.5\text{mm}$ (equivalent to 23 nodes) is small enough to produce the stable response.

To further optimize required running time for each analysis case, the symmetry of the model was taken advantage of, to reduce model size. To this end, as shown in Fig. 8, the full pipe model was once reduced in half due to symmetry along y axis (x-z plane) and a second time along z axis (x-y plane). In addition, bias mesh sizing was used to incrementally increase mesh size of the pipe as we go farther away from location of embedded crack to reduce computation effort.

It should be noted that the region where crack was embedded was always meshed uniformly in size and corresponding to the appropriate mesh size derived from mesh sensitivity analysis that was pointed earlier. This incremental progression of mesh sizing can be observed in Fig. 8(b) where the elliptical crack is embedded in the quartile model (the model with symmetry along Y and Z axis) and mesh dimension along perimeter of pipe and long Z axis is increased as we go away from the crack region. To verify validity of this model reduction approach we performed analysis for all models introduced in Fig. 8. The observed corresponding SIF calculations results in the quartile model was validated and verified as an alternative to the full model.

Figure 8(c) shows a snippet of cross section of the pipe along Z axis where the crack is embedded (crack is positioned in the middle of the pipe). In this cross section we can calculate the SIF for Mode-I fracture along the perimeter of semi-elliptical crack. All combination crack length (10, 15, 20, 25, 30, 35, and 40 mm) and depth (1, 2, 3, 4, 5, and 6 mm) generates 42 simulation cases.

It is worth noting that in Fig. 4 flowchart the criteria for finding maximum number of cycles is controlled by the maximum depth of crack through wall thickness of the pipe. There are two reasoning for this criteria: first

### Table 3 Comparison of direct inference of $N_{\text{range}}$ on different sample sizes

| No Samples | STD | Estimate | STD | Estimate |
|------------|-----|----------|-----|----------|
| 5          | 515,847 | 52,757 | 1,422,988 | 1,115,177 |
| 15         | 530,064 | 32,175 | 1,569,746 | 1,148,483 |
| 30         | 425,478 | 24,247 | 1,572,589 | 1,256,449 |
| 50         | 368,879 | 19,258 | 1,553,850 | 1,303,446 |

### Table 4 Comparison of inference of $N_{\text{range}}$ with hyper parameters on different sample sizes

| No Samples | STD | Estimate | STD | Estimate |
|------------|-----|----------|-----|----------|
| 5          | 482,924 | 460,000 | 1,138,528 | 1,290,000 |
| 15         | 425,447 | 450,000 | 1,516,247 | 1,520,000 |
| 30         | 428,778 | 420,000 | 1,493,829 | 1,460,000 |
| 50         | 412,633 | 420,000 | 1,578,909 | 1,570,000 |

---

Fig. 7 Estimating the distribution for number of cycles to reach final crack size. Inferring $N_{\text{range}}$ likelihood density directly for various sample sizes (left), Inferring $N_{\text{range}}$ hyper parameters’ joint likelihood (middle), and likelihood densities of $N_{\text{range}}$ for various sample sizes (right).
as the ratio of crack length to crack depth \((\frac{L}{a})\) increases the stress intensity factor along crack length becomes less critical and the stress intensity factor along crack depth is dominant. Second, in the crack growth process, due to physics of the problem the room for crack growth along the length of the pipe is many times larger than the room for crack growth along crack depth through the pipe wall thickness. This methodology can be reduced to only account for crack growth along the length and neglect the crack length growth evolution if the final crack length is not of the interest for a particular problem such as edge crack growth in the plate problem discussed earlier. It is important to note that while crack length would be neglected as a failure assessment criterion, updating crack length is necessary to have correct crack depth growth progress.

The simulation results reveal that at shorter crack lengths as the depth of crack increases the SIF becomes more critical at the endpoints along the crack length, as shown in Fig. 9(a). As the length of the crack becomes longer the critical SIF remains at the deepest point of the crack. In other words, the longer the crack length becomes the more dominant crack depth becomes. This is the assertion and justification to an earlier explanation about the implementation made in the algorithm in Fig. 4 that crack depth is the main derive behind crack growth progression. The cases illustrated in Fig. 9(a) the critical points of stress intensity are clearly visible at red areas along crack perimeter.

**Surrogate model of SIF**

Due to high computation cost and time, evaluating SIF values for all possible combinations of crack lengths and depths are not feasible. In a crack growth model and the flowchart shown in Fig. 4 in each cycle SIF needs to be calculated for the updated \(L\) and \(a\). To this end a function was defined that can continuously compute SIF at any \(L\) and \(a\) within the lower and upper bounds of the crack length and depth that was evaluated in the FE model. This function is known as **surrogate function**.

The surrogate function forms a 3D surface. This surface can be estimated using various functions such as polynomial based function or probabilistic based function such as Gaussian process (GP) model. Here we will investigate both of these function for the simulated cases and compare their fitting.

**Polynomial surface fitting**

A bivariate polynomial function with variables \(L\) and \(a\) was used as inputs which are crack length and depth, respectively. Consequently, the SIF value can be calculated as follows:

\[
\hat{SIF}(a, L) = \sum_{i=0}^{\deg_a} \sum_{j=0}^{\deg_L} c_{i,j}L^ia^j
\]

Where \(\deg_a\) and \(\deg_L\) are the highest degree for each variable \((L\ and \ a)\) in the bivariate polynomial. Here we chose \(\deg_a = \deg_L = 2\). In addition, \(c_{i,j}\) are constant coefficients of the polynomial that will be evaluated using linear optimization. As we have two sets of SIF this function needs to be determined twice: once as \(SIF_a\) and second time as \(SIF_L\); which are SIF values at the front of the crack along the length and SIF values at the front of the crack along the depth, respectively. See Fig. 8(c) for...
visualized locations of crack fronts annotated with $SIF_a$ and $SIF_L$.

**Gaussian process (GP) fitting**

In the GP fitting method each SIF data point is fitted to a normal distribution and the expected value of the distribution is chosen as fitted value at that point. Assuming input variables (L and a) in form of a vector $X_i = X_1, X_2, ..., X_m$ for $m$ data points, the output, $\tilde{SIF}(a, L)$, would be in form of $Y(X_1), Y(X_2), ..., Y(X_m)$. At each non training point, $X^*$:

$$K(X_i, X_j) = Cov(f(X_i), f(X_j)) = e^{-\frac{1}{2\ell^2}|X_i-X_j|^2}$$

**Fig. 9** a Stress contour at crack front for different crack lengths and depths. b Fitted surrogate functions using 42 data points for SIF along crack depth. c Fitted surrogate functions using 42 data points for SIF along crack length (Crack lengths are in mm and SIF in MPa·mm$^{-1}$).
\[ \hat{\text{SIF}}(a, L) = Y^*(X^*) = \mathbb{E}[Y^*(X^*)|X, Y] \]
\[ = K(X^*, X)K(X, X)^{-1}Y \]
\[ \text{Var}[Y^*(X^*)|X, Y] = K(X^*, X^*) - K(X^*, X)K(X, X)^{-1}K(X, X^*) \]

Where, \( K \) is the kernel or covariance function, \( f \) is the process function, and \( \ell \) is the characteristic length of the covariance function. In this study Radial-basis function (RBF) kernel (squared-exponential (SE) kernel) was used.

Too small \( \ell \) values cause oscillatory behavior between training data points as result of faster variations of the function. For details on Gaussian process implementation refer to [19, 20].

Totally 42 cases of FE simulations were conducted. These two surface fitting methods’ accuracy were compared with different number of training points. Simulations were performed at 6 crack depths and 7 crack length, which in total yields 42 cases of simulation.

Figure 9 illustrates results of fitting surface to the FE simulations. In these figures the fitted surface is shown in blue and the all data points are shown in red circles.

Overall it can be said that both methods perform very good with predictions. But caution is needed when dealing with GP method as the fitting in this method is very sensitive to the length scale parameter (\( \ell \)). In addition, GP method has a tendency of overfitting if not tuned well with a good covariance function (kernel) [20]. The polynomial based fitting method showed that it consistently gets better as more training data is included in the fitting process. It is worth noting that neither of these methods (especially GP method) are capable of having good extrapolated predictions so it is necessary to have as many boundary points as possible to make the fitted model more accurate. Nevertheless, both these methods were incorporated in the developed algorithm that computes the SIF values for predicting number of cycles in the crack growth model.

---

**Fig. 10** Synthetic data points generated for 2 dimensional crack growth in pipe wall. Crack depth vs. cycle (left), crack length vs. cycle (middle), and true cycle vs. noise added cycle (right)

**Fig. 11** Comparison of estimated and true marginal EIFS likelihood distributions. Joint likelihood distribution of crack length and depth (left), Crack depth distribution (middle), Crack length (right) for 30 data points
Inference of EIFS for pipe

Applying the aforementioned method to crack growth in pipeline problem brings a few more challenges. The case for crack growth in an edge crack in steel plate only assumes crack growth in single dimension while the crack growth in pipe wall is assumed as a semi-elliptical shape that has two growth fronts; along the depth and along the length of the crack (minor and major axis of ellipse respectively). This property makes this problem similar to the problem of EIFS distribution with hyper-parameters (introduced in the section “EIFS probability density inference with hyper parameters- p(\theta|\alpha)”) which would require cubic likelihood array. Applying the 2-dimensional version of crack growth algorithm illustrated in Fig. 4 we will generate 30 data points as shown in Fig. 10. The finer the step size for cycles and mesh size for crack length and depth, the longer it takes for the code to yield the results.

Consequently, there exists a likelihood distribution for every possible pair of crack length and crack depth. So, in the end we will find a joint likelihood distribution of EIFS for crack length and crack depth. The example of such joint likelihood distribution is shown in Fig. 11 (left). We can solve for marginal likelihoods of EIFS for crack length and crack depth by integrating out the other variable using Simpsons’ quadrature technique introduced earlier. The computed marginal likelihoods of crack length and depth are shown in Fig. 11 for crack depth (middle) and crack length (right). The results show that the algorithm has good accuracy in estimating (represented by blue curves) mean of the true distribution (represented by red as ground truth distribution and green as sample distribution). Similar to the plate problem, the standard deviation of crack depth and length is not well estimated in this method.

To improve inference on standard deviation we could use hyper-parameter estimation as we did for plate problem. In comparison to the plate problem where crack growth was single dimensional, we only had to solve marginal likelihoods once for each data point. In the case of pipe crack growth given we consider hyper parameters (mean and standard deviation) for both crack depth and crack length, we will have 4 hyper parameters to estimate. Solving this problem with Simpson’s quadrature will be extremely expensive. To solve this problem Monte Carlo simulations would work more efficiently as also mentioned in [1, 2, 4]. We chose to assume standard deviation for our problem in the section where we infer number of cycle to final crack size. This is because we did not perform hyper parameter estimates for mean and standard deviation of crack depth and length separately as we did in case of plate problem (see Fig. 3, and Table 2). Such computation can be performed using MCMC [21].

The properties of estimates for EIFS are summarized in Table 5. The estimated values of standard deviation in this table are not capturing the variability compared to true values. The assumed values were selected based on many observations and engineering judgments. Values between 0.1 to 0.5 mm for depth and 0.5 to 1.5 mm can be considered good guess range for standard deviations according to author’s observations in other cases. We

Table 5 Estimated vs. true distribution values for EIFS along depth and length

| EIFS   | Mean True | Mean Estimate | STD True | STD Estimate | Assumed |
|--------|-----------|---------------|----------|--------------|---------|
| Depth  | 1.74      | 1.794         | 0.222    | 0.052        | 0.19    |
| Length | 15.166    | 15.429        | 1        | 0.555        | 1       |

![Fig. 12 Estimating the distribution for number of cycles to reach final crack size. Inferring \(N_{\text{range}}\) likelihood density directly for various sample sizes (left), Inferring \(N_{\text{range}}\) hyper parameters’ joint likelihood (middle), and Likelihood densities of \(N_{\text{range}}\) for various sample sizes (right)](image-url)
will use these estimated values as input for the model to do inference of the likelihood distribution for the number of cycles to failure in the next section.

**Estimating probability and cycle of failure**

Here we will follow the similar steps as we did for plate problem to estimate the distribution for the number of cycles to failure, \( N_{\text{range}} \). Using the methodology discussed in section “Estimating probability and cycle of failure” for plate problem we will estimate the distribution of number of cycles to failure. As shown in Fig. 12 (top) the direct inference on \( N_{\text{range}} \) distribution is shown for various sample sizes. We can see the progressive approach of the predictions towards the true sample distribution from 5 samples (blue) to 50 samples (red). The ground truth of the sample distribution is shown in black dashed line. As with previous observation using direct inference we can see that while the standard deviation is not accurately captured the mean or expected value of number of cycles to final crack size is very well captured. The summary of data for this model is presented in Table 6.

Using hyper parameters to perform estimations we will have the joint marginal likelihood distribution of mean and standard deviation of number of cycles to failure, shown in Fig. 12 (bottom left).

Integrating along mean and standard deviation separately we have marginal distribution for mean and standard deviation of number of cycles to failure separately. Using the expected value of the latter distributions we construct the distribution for number of cycles to failure. These distributions for various number data points or samples are shown in Fig. 12 (bottom right). We can see that as more data points are added to the model, from samples (blue curve) to 50 samples (red curve), the estimated distribution very closely matches the true sample distribution shown in black dashed line. The results for various sample sizes are summarized in Table 7.

**Conclusions and discussions**

In this paper a Bayesian inference methodology was implemented to accurately estimate the time (cycle) when the structure (pipe or plate) has the most probability of failure based on observed crack growth measurements and cycle data (equivalent to field inspection) which was generated synthetically. A methodology to estimate Equivalent Initial Flaw Size (EIFS) was introduced and the distribution for number of cycles to failure was predicted.

A base model was initially developed based on edge crack growth in a steel plate and verified the methodology. Then the method was expanded to model predictions for two-dimensional crack growth in pipe wall thickness. Finite Element (FE) Modeling was employed to calculate stress intensity factor (SIF) at finite pints of crack length and depth combinations. Two surrogate models were used to interpolate the SIF values at the points in which FE simulations were not conducted. The Bayesian inference was performed with and without hyper parameters and the result demonstrated the gain in accuracy with use of hyperparameters.

Comparison of estimation and true values showed that the proposed methodology has strong grounds for accurately predicting most critical time (cycle) when the structure may become susceptible to failure as more inspection data is collected and input into the model. The model can be further customized and more variables can be inferred simultaneously. Consequently, the more variables of the model to be inferred, the more complex and certainly more computationally expensive it becomes.
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