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Abstract—We present a fully memristive spiking neural network (MSNN) consisting of novel memristive neurons trained using the backpropagation through time (BPTT) learning rule. Gradient descent is applied directly to the memristive integrate-and-fire (MIF) neuron designed using analog SPICE circuit models, which generates distinct depolarization, hyperpolarization, and repolarization voltage waveforms. Synaptic weights are trained by BPTT using the membrane potential of the MIF neuron model and can be processed on memristive crossbars. The natural spiking dynamics of the MIF neuron model are fully differentiable, eliminating the need for gradient approximations that are prevalent in the spiking neural network literature. Despite the added complexity of training directly on SPICE circuit models, we achieve 97.58% accuracy on the MNIST testing dataset and 75.26% on the Fashion-MNIST testing dataset, the highest accuracies among all fully MSNNs.

Index Terms—Neuromorphic computing, memristor, spiking neural network, supervised learning, backpropagation.

I. INTRODUCTION

SPIKING Neural Networks (SNNs), often referred to as the third generation of neural networks, draw inspiration from biological neurons to enable heightened efficiency over conventional neural networks. When processed on neuromorphic hardware, SNNs have shown significant energy and latency savings due to their activation sparsity, spike-based representations of data, and event-based data processing [1]–[3]. Recently, the remarkable success of backpropagation in the training of Deep Neural Networks (DNNs) has broadened and inspired research on SNNs. By unrolling the computational graph of spiking neuron models, SNNs can take advantage of the backpropagation through time (BPTT) algorithm [5] such that a global error is calculated in the final layer and backpropagated across the full history of the SNN dynamics. By analogy, we propose that circuit-level neuron models described by dynamical state equations can also be trained in a similar manner. In doing so, the rich dynamics of nonlinear circuit elements, such as memristors, can be fully leveraged during the network optimization process.

The memristor, theoretically postulated by Chua in 1971 [6] and generalized by Chua and Kang in 1976 [7], has become a commercially available technology that can be integrated in the back-end-of-the-line (BEOL) of modern CMOS processes [8], [9]. The non-volatile retention capacity of the memristor is often likened to synaptic memory [10]–[13], and its threshold-switching characteristics have been exploited in spiking neuron models [14]–[17]. However, much of the prior work on memristive spiking neural networks (MSNNs) is constrained to using either memristive synapses or memristive neurons, but not both. Memristive synaptic arrays are used only for non-volatile memory retention, where networks are trained offline and thus, do not harness the complex dynamics of memristors. Networks of memristive neurons (‘neuristors’), on the other hand, are challenging to train and only used in small-scale networks constrained to simple tasks, such as low-dimensional pattern recognition solved via associative or local learning rules. The work in [18] successfully integrates a fully memristive network, including memristive synapses and neurons, to perform basic pattern recognition, but the memristors used in this work are not accessible to the broader research community. The work presented in [19] uses analog ReLU activations with memristive synapses to achieve 93.63% testing accuracy on the MNIST dataset. As a non-spiking network, analog signals are noise prone, whereas spikes are error tolerant discrete events distributed in time.

In this paper, we scale up the complexity of learnable tasks in fully memristive SNNs by directly applying gradient descent to the nonlinear state evolution of memristive neurons and synapses. Both neurons and synapses are modeled using memristors. The memristive integrate-and-fire (MIF) neuron model is designed to achieve distinct depolarization, hyperpolarization, and repolarization voltage phases with a minimal set of circuit elements. Memristive synapses interconnect layers of neurons. To train the fully memristive network, we propose SPICEprop, an application of error backpropagation to large-scale networks derived from SPICE circuit models. This enables dynamical, time-varying memristive neurons to achieve much higher accuracy on data-driven tasks than has been previously reported with MSNNs. By relying on the analog spiking characteristics that naturally occur in the MIF neuron model, the non-differentiability of spike-based activations are completely avoided. This means SPICEprop does not rely on surrogate gradient techniques that are commonly used to train SNNs, which calculates biased gradient estimators to circumvent the dead neuron problem [20]. To promote broad accessibility of our methods, we use SPICE models of commercially available, low-cost memristors to demonstrate the efficacy of SPICEprop in a supervised deep learning framework.
II. METHODS

A. MIF model

Our MSNN adopts the MIF neuron model shown in Fig. 1 [21]. The MIF neuron is characterized by the differential equations below:

\[
\frac{dv}{dt} = \frac{I - G_1(v - E_{\text{rest}}) - G_2(v - E_{\text{reset}})}{C} \quad (1a)
\]

\[
\frac{dx_1}{dt} = \frac{1}{\tau_1} \left( \frac{1 - x_1}{1 + e^{\frac{x_1}{\theta_{\text{off1}}}}} - \frac{x_1}{1 + e^{\frac{(v - E_{\text{reset}}) - x_1}{\theta_{\text{off1}}}}} \right) \quad (1b)
\]

\[
\frac{dx_2}{dt} = \frac{1}{\tau_2} \left( \frac{1 - x_2}{1 + e^{\frac{x_2}{\theta_{\text{off2}}}}} - \frac{x_2}{1 + e^{\frac{(v - E_{\text{reset}}) - x_2}{\theta_{\text{off2}}}}} \right) \quad (1c)
\]

\[
G_1 = \frac{x_1}{R_{\text{on1}}} + \frac{1 - x_1}{R_{\text{off1}}} \quad (1d)
\]

\[
G_2 = \frac{x_1}{R_{\text{on2}}} + \frac{1 - x_2}{R_{\text{off2}}} \quad (1e)
\]

where \(G_1\) and \(G_2\) are the memductances, \(x_1\) and \(x_2\) are a pair of internal states, \(\tau_1\) and \(\tau_2\) are time constants governing the rate of change in internal states, and \(\theta_{\text{th}}\) is the effective thermal voltage. They are the characteristic variables of \(M_1\) and \(M_2\), respectively. This system of equations mirrors several prominent SPICE memristor models, and has been used to emulate the commercially available KNOWM™ memristor.

For a physically plausible system, discrete spikes must be represented as continuous current inputs. An input spike train of Dirac delta pulses \(\sum_n \delta(t - t^*_j)\) is used to generate an alpha-shaped input current \(I\), modeled by Eq. (2):

\[
\tau_{\text{syn}} \frac{df}{dt} = a - I \quad (2a)
\]

\[
\tau_{\text{syn}} \frac{da}{dt} = -a + W_i \cdot \sum_n \delta(t - t^*_i) \quad (2b)
\]

where \(a\) is an internal state variable, \(\tau_{\text{syn}}\) is a time constant governing the shape of the alpha current, \(W_i\) is the synaptic weight between presynaptic neuron \(i\) and associated postsynaptic neuron.

The parameters used in this network are listed in Table I.

B. Numerical Integration of MIF Model

The SPICE model of the memristor used in the MIF neuron described in Eq. (1) must be adapted to a recurrent form to be compatible in a deep learning framework. SPICE simulators employ a variety of ordinary differential equation (ODE) solvers, which, in the first order, are often equivalent to the backward Euler method. For compatibility with BPTT, we adopt the forward Euler method to find an approximate solution to the MIF network, as the forward Euler method provides an explicit update equation. As such, we retain the temporal dynamics of the MIF neuron, and also derive a discrete time representation of the MIF neuron that can be unrolled across time steps for use with the BPTT algorithm.

The approximate solution of a MIF neuron model with alpha current dynamics using the forward Euler method is provided in Eq. (3).

\[
a[t + 1] = -\frac{a[t]}{\tau_{\text{syn}}} + a[t] + \sum_j W_j \cdot S_j \quad (3a)
\]

\[
I[t + 1] = \frac{a[t] - I[t]}{\tau_{\text{syn}}} + I[t] \quad (3b)
\]

\[
x_1[t + 1] = \frac{1}{\tau_1} \left( \frac{1 - x_1[t]}{1 + e^{\frac{(v - E_{\text{reset}}) - x_1[t]}{\theta_{\text{th}}}}} \right) + x_1[t] \quad (3c)
\]

\[
x_2[t + 1] = \frac{1}{\tau_2} \left( \frac{1 - x_2[t]}{1 + e^{\frac{(v - E_{\text{reset}}) - x_2[t]}{\theta_{\text{th}}}}} \right) + x_2[t] \quad (3d)
\]

\[
G_1[t + 1] = \frac{x_1[t + 1]}{R_{\text{on1}}} + \frac{1 - x_1[t + 1]}{R_{\text{off1}}} \quad (3e)
\]

\[
G_2[t + 1] = \frac{x_2[t + 1]}{R_{\text{on2}}} + \frac{1 - x_2[t + 1]}{R_{\text{off2}}} \quad (3f)
\]

\[
v[t + 1] = \frac{I[t] - G_1[t](v[t] - E_{\text{rest}}) - G_2[t](v[t] - E_{\text{reset}})}{C} + v[t] \quad (3g)
\]

Fig. 2 shows the simulation results across 1,000 time steps. Each time step is of duration 0.01 ms and the total time simulated is 10 ms. The rest, integrate, threshold, and reset

### TABLE I

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(E_{\text{reset}}\) | 0 mV | \(E_{\text{rest}}\) | 50 mV |
| \(C\) | 100 pF | \(k_{\text{th}}\) | 15 mV |
| \(v_{\text{off1}}, v_{\text{off2}}\) | 5 mV | \(v_{\text{on1}}, v_{\text{on2}}\) | 110 mV |
| \(R_{\text{off1}}, R_{\text{off2}}\) | 0.1 MΩ | \(R_{\text{on1}}, R_{\text{on2}}\) | 1 kΩ |
| \(\tau_1, \tau_2\) | 100 steps | \(\tau_{\text{syn}}\) | 100 steps |
performances are correctly simulated by a SPICE simulator to match the dynamics of the alpha synapse current and the MIF neuron modeled by the ODEs in Eq. (1) and (2).

C. Backpropagation Through Time in Memristive Spiking Neural Networks

The discrete-time solution in Eq. (3) is illustrated as an MSNN computational graph in Fig. 3 resembling an unrolled recurrent neural network. The loss can be calculated based on either spiking activity or the membrane potential. Two observations support the use of the membrane potential. Firstly, an increase in potential of the correct output neuron drives the neuron to spike, while decreasing the potential of the incorrect neuron classes makes these neurons silent. Applying the target to the membrane potential can serve as a proxy for modulating the spiking behavior. Secondly, the MIF membrane potential is autonomously reset after a spike is elicited without the need for extra circuitry; i.e., the spike is part of the membrane potential waveform which is weighted and propagated to downstream layers. Therefore, a fully analog MSNN can be trained without reliance on additional surrogate gradient calculation steps, as used in almost all multi-layer SNNs trained via error backpropagation [21], [22].

D. Network Architecture

To validate the use of MIF neurons in a deep learning framework, we used a 4-layer neural network shown in Fig. 4. In the input layer, there are $28 \times 28 = 784$ input units. The first hidden layer consists of 100 neurons followed by a ReLU activation, and the second hidden layer contains 10 neurons followed by a ReLU activation. Finally, the output layer consists of 10 MIF neurons. Fully connected (all-to-all) weights are used between each layer.

III. RESULTS

The automatic differentiation engine from PyTorch v1.10.1 was used to perform BPTT through the network in Python 3.8. For training and testing, we used the MNIST dataset [22] which consists of 70,000 samples of handwritten digits. During the training process, 1,000 time steps are simulated for each input image sample. Over the 1,000 steps, the input pixel intensity is fed to the network only at steps 0, 400, and 800 to promote sparse network activity. The negative log-likelihood loss is applied to the membrane potential, i.e., $v(t)$ in the MIF circuit in Fig. 1 at each time step. In other words, the goal of the network is to maximize the voltage across the MSNN circuit of the correct class. The total loss is summed prior to backpropagating the error through the SPICE memristor model. The Adam optimizer is utilized as it performs well on both recurrent networks and stochastic problems [23]. For the Adam optimizer, the learning rate is set to $10^{-4}$, the initial decay rates for first and second order moments are set to $\beta_1 = 0.9$, $\beta_2 = 0.999$. The learnable weights of dense layers are initialized by sampling from a uniform distribution $U(-\sqrt{k}, \sqrt{k})$, where $k = \frac{1}{N_i}$ and $N_i$ is the number of input features to layer $i$. The MSNN is trained for 40 epochs using a batch size of 200 samples. Accuracy is evaluated at every 10 training iterations. For the MNIST dataset, the training and testing accuracies across multiple epochs are shown in Fig. 5. 97.58% accuracy is achieved for the total MNIST test set. For a more challenging task using real-world data, we also train our MSNN on the Fashion-MNIST dataset, where we obtain 75.26% testing accuracy. This demonstrates the first functional result on the Fashion-MNIST dataset using analog MSNNs, and highlights the potential for MSNNs to be capable of moving beyond simple MNIST classification.
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for differentiable spike propagation through a MSNN, eliminating the need for biased gradient estimators such as surrogate gradients.

Future work will involve further increasing the complexity of the datasets, accounting for the non-idealities present in memristive synapses, and stochasticity that is not designed in the SPICE model yet.
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fig. 5. accuracy across epochs for training and testing processes for (a) MNIST dataset (b) Fashion-MNIST dataset.

IV. DISCUSSION AND CONCLUSION

We have confirmed the compatibility of circuit-level MSNNs with error-driven supervised learning. Our primary results show that MIF neurons based on SPICE models can be trained in a multi-layer neural network using BPTT, side-stepping the need for surrogate gradient signals. To the best of our knowledge, this is the first work to perform gradient descent directly on a network of SPICE models of memristive neurons that emit analog spikes.

While MSNNs are extremely power efficient, they are also highly challenging to train. We achieve state of the art accuracy on MNIST and Fashion-MNIST datasets when compared to all other networks of spiking MSNNs. Prior attempts on the MNIST dataset using memristive spiking neurons with error-driven optimization [24] only achieved 83.24%. The approach in [24] aims to fit memristive neurons to LIF neuron models, whereas our approach directly relies on the gradient of the naturally arising memristive dynamics during training, in order to achieve the accuracy boost to 97.58%.

Although SNNs add more latency for training due to the additional temporal dimension, there are many reasons why this approach is valuable and holds great potential:

- SNNs can exploit sparse data connections and activations to reduce memory access frequency, which we exploit by only presenting input data for 3 out of the total 1,000 time steps of simulation. [17], [25]–[27].
- A large-scale neural network based on the MIF neuron has a much higher density compared with the conventional CMOS counterparts by taking advantage of vertical BEOL CMOS integration.
- Area and power can be saved as less peripheral circuits are needed by eliminating the need for analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) in bit-line current summation approaches; i.e., all spiking is a result of the natural evolution of the memristor’s state dynamics.
- The natural temporal dynamics of the MIF model allow for differentiable spike propagation through a MSNN, resulting in much higher accuracy than alternative approaches.
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