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Abstract

Code-switching (CS) occurs when a speaker alternates words of two or more languages within a single sentence or across sentences. Automatic speech recognition (ASR) of CS speech has to deal with two or more languages at the same time. In this study, we propose a Transformer-based architecture with two symmetric language-specific encoders to capture the individual language attributes, that improve the acoustic representation of each language. These representations are combined using a language-specific multi-head attention mechanism in the decoder module. Each encoder and its corresponding attention module in the decoder are pre-trained using a large monolingual corpus aiming to alleviate the impact of limited CS training data. We call such a network a multi-encoder-decoder (MED) architecture. Experiments on the SEAME corpus show that the proposed pre-trained MED architecture achieves 10.2\% and 10.8\% relative error rate reduction on the CS evaluation sets with Mandarin and English as the matrix language respectively.

Index Terms: speech recognition, code-switching, attention, Transformer

1. Introduction

Code-switching (CS) or code-mixing is defined as the language alternation in an utterance or discourse [1,2]. CS occurs commonly in everyday conversations in multilingual societies. For example, Mandarin and English are often mixed in Singapore and Malaysia, while Cantonese and English are mixed in colloquial Cantonese in Hong Kong [3]. Most commercial ASR systems, however, are designed to recognize one language, that limits the scope of the applications. To handle CS speech, there have been studies in acoustic modeling [4,5], language modeling [6,7], and ASR systems [8,9].

Recently, the sequence-to-sequence acoustic modeling has attracted great attention in ASR research [10,11]. Unlike the conventional hybrid ASR framework, this architecture encapsulates the acoustic and language information jointly in a single network. The recently proposed Transformer-based end-to-end ASR architectures use deeper encoder-decoder architecture with feedforward layers and multi-head attention for sequence modeling [12], and comes with the advantages of parallel computation and capturing long-contexts without recurrence [13-16]. These networks have provided comparable performance to the conventional hybrid and other end-to-end approaches on several well-known benchmarks [17].

CS ASR is typically a low-resource task due to the scarce acoustic and text resources that contain CS. In the multilingual ASR, to solve the data scarcity problem during acoustic modeling [18,19], one could adapt a well-trained high-resource language acoustic model to the target low-resource domain using transfer learning [15-21]. Similarly in CS ASR, we can adapt two well-trained acoustic models towards a low-resource code-switching scenario. Another strategy is apply multi-task learning technique to exploit the language-specific attributes and alleviate the data sparsity in CS ASR, by jointly training the ASR acoustic model and the language identification classifier [22,23]. In these works, the language-specific information was only captured in the decoder or the deep neural network output layer.

To construct a CS ASR system, there are basically two groups of thoughts. One is to train two language dependent acoustic-language models independently and optimize the combination of them for CS speech [24]. Another is to train a single bilingual acoustic-language model for two languages [3,24]. The former benefits from the precise language specific modeling, but has to face a challenge as to how to integrate two decoders of different probability distributions for a single unbiased decoding process; the latter benefits from the unified training framework that leads to a single bilingual model for two languages, however it is optimized to the average of two very different languages, that cannot be the best for either one.

We propose a modified Transformer architecture that takes the best of the two groups of thought. Particularly, we introduce a multi-encoder-decoder (MED) Transformer architecture with two language-specific symmetric encoder branches and corresponding attention modules in the decoder. While MED benefits from the language specific encoder and decoder, it employs a multi-layer decoder structure that unifies the decoding. Each of the encoder and attention module is pre-trained using a large monolingual corpus for effective initialization. The complete MED-Transformer model is finally optimized using a smaller amount of code-switching data with Connectionist Temporal Classification (CTC) [26,27] and Kullback-Leibler divergence [28] criteria. Experiments on the Mandarin-English CS corpus, SEAME, show that the proposed pre-trained MED-Transformer does not only effectively exploit the discrimination between the mixed languages, but also alleviates the CS training data scarcity problem to a certain extent.

The rest of the paper is organized as follows. Section 2 details the fundamentals of the Transformer architecture. Section 3 describes the MED-Transformer model proposed in this paper. The experimental setup is described in Section 4. The recognition results are presented and discussed in Section 5.
2. Transformer Architecture

2.1. Encoder-Decoder with Attention

Like many neural sequence transduction models, the Transformer model also uses an encoder-decoder architecture [12][13][16]. In this architecture, the encoder can be regarded as a feature extractor, which converts the input vector \( x \) into a high-level representation \( h \). Given \( h \), the decoder generates prediction sequence \( y \) one token at a time auto-regressively. In ASR tasks, tokens are usually modeling units, such as phones, characters or sub-word. During the decoding, the output token at the previous time step, \( y_{t-1} \), is also taken as an input to predict the output \( y_t \).

The encoder consists of \( N \) layers, each of which contains two sub-layers: (1) a multi-head self-attention (MHA) and (2) a position-wise fully connected feed-forward network (FFN). Similar to the encoder, the decoder is also composed of a stack of \( M \) identical layers. In addition to the two sub-layers, each layer of decoder also has a third sub-layer between the FFN and MHA, which performs multi-head source-target attention over the output representation of the encoder stack.

2.2. Multi-Head Attention

Multi-head attention is the core module of the Transformer. Unlike ordinary attention, MHA can learn the relationship between queries, keys and values from different subspaces. It takes the “Scaled Dot-Product Attention” with the following form:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_v}} \right) V,
\]

where \( Q \in \mathbb{R}^{l \times d_v} \) are the queries, \( K \in \mathbb{R}^{l \times d_k} \) are the keys and \( V \in \mathbb{R}^{l \times d_v} \) are the values with input length \( l \), and the dimension of corresponding elements \( d_v \). To prevent pushing the softmax into extremely small gradient regions caused by large dimensions, the \( \frac{1}{\sqrt{d_v}} \) is used to scale the dot products.

In order to calculate attention from multiple subspaces, multi-head attention is constructed as follows:

\[
\text{MHA}(Q, K, V) = \text{Concat}(\text{Head}_1, ..., \text{Head}_H)W^{O},
\]

\[
\text{Head}_i = \text{Attention}(QW^K_i, KW^R_i, VW^V_i),
\]

where \( W^K_i \) is the projection matrices with \( W^K \in \mathbb{R}^{d_{\text{model}} \times d_K} \), \( W^R_i \in \mathbb{R}^{d_{\text{model}} \times d_R} \) and \( W^V \in \mathbb{R}^{d_{\text{model}} \times d_v} \), \( d_{\text{model}} \) is the dimension of the input vector to the encoder.

\( Q, K \) and \( V \) in each attention are projected to \( d_v \)-dimensional space through three linear projections layers \( W^K_i \) respectively. After performing \( H \) attentions, namely calculating the representations at \( H \) different subspaces, the output values are concatenated and projected using \( W^O \) to get the MHA output.

2.3. Positional Encoding

The multi-head attention contains no recurrences and convolutions unlike the recurrent and convolutional neural networks, hence, it cannot model the order of the input acoustic sequence. For this reason, “positional encodings” are used to learn the positional information in the input speech. The formulae of the positional encoding are shown as follows:

\[
\text{PE}_{(pos,2i)} = \sin(pos/10000^{2i/d_{\text{model}}}),
\]

\[
\text{PE}_{(pos,2i+1)} = \cos(pos/10000^{2i/d_{\text{model}}}),
\]

where \( \text{pos} \) is the position of the current frame/token in the current utterance/text and \( i \) is the dimension. The encoding values at the even and odd positions are calculated by equation (4) and (5) respectively. By adding different values to different dimensions of each input element, the position information is integrated into the attention process. In this way, the model can learn the relative position between different elements.

3. Multi-Encoder-Decoder Transformer

3.1. Architecture

The detailed model architecture of the proposed MED Transformer is illustrated in Figure 1. Similar to the standard Transformer, the proposed model is composed of a stack of encoder and decoder layers. The main difference is that two language-specific encoder modules, which are marked in blue for English and orange for Mandarin, are incorporated to learn the individual language attributes. The goal is to enhance the discrimination between the high-level representations given at the output of each encoder by using separate components for each mixed language. And to well integrate these high-level discriminative representations together with the acoustic and context code-switching property for CS ASR. The outputs of these two encoders are combined using a language-specific multi-head self-attention mechanism in the decoder layer.

The structure of the language-specific MHA is shown in the right panel of Figure 1. This language-specific MHA procedure can be formulated as follows:

\[
\text{MidLyr} = \frac{RC^\text{Eng} + RC^\text{Mat}}{2},
\]

\[
RC^* = \text{UndLyr} + \text{MHA}^*(Q^*, K^*, V^*),
\]

\[
Q^* = \text{LayerNorm}^*(\text{UndLyr}),
\]

\[
K^* = V^* = \text{Encoder}^*(x),
\]
where $\ast \in \{\text{Eng, Man}\}$, $RC^\ast \in \mathbb{R}^{1 \times d_{\text{model}}}$ is the corresponding residual connection [29] which is added by the output of under layer (UndLyr) and MHA*. $l$ is the length of input token sequence. The mean $RC$ values, MidLyr, are fed into the next sub-layer.

Intra-language transfer learning, i.e., each encoder is first trained on vast amounts of monolingual resources and then fine-tuned using the CS resources, is applied to remedy the lack of a large CS corpus. In the proposed architecture, the language specific encoders and the corresponding attention modules are pre-trained using a large monolingual English and Mandarin corpus respectively. Using the pre-trained parameters for initialization, we fine-tune the MED Transformer model on the code-switching speech corpus by jointly training with respect to the CTC and KLD criteria. The downsampling block in our model is the same as described in [16]. It is performed by using two $3 \times 3$ CNN layers with stride 2 to reduce the GPU memory occupation and the length difference from the label sequence.

### 3.2. Multi-Objective Learning

As described in [16, 27], in order to benefit from the monotonic alignment, the CTC loss function is used to jointly train the encoder of the proposed MED Transformer in a multi-objective learning style:

$$L_{\text{MOL}} = \lambda L_{\text{CTC}} + (1 - \lambda)L_{\text{Attention}}$$

(10)

with a tuning parameter $\lambda \in [0, 1]$. The two language-specific encoders are trained simultaneously by calculating the CTC loss function of the sum of both encoders’ output. We call the multi-objective learning with CTC loss function as MOL in the experiments.

### 4. Experiments

#### 4.1. Corpora

Three corpus are used in our experiments: (1) AISHELL-2 [30] with 1K hours monolingual Mandarin read speech, (2) Librispeech [31] with 960 hours monolingual English read speech, and (3) SEAME [32] with 112 hours Mandarin-English code-switching conversational speech. These two monolingual datasets of almost equal size are used for the language-specific model components pre-training. In the code-switching corpus, the SEAME contains not only CS utterances, but also a small amount of monolingual utterances as summarized in Table 1.

#### 4.2. Experimental Setup

All of the experiments are implemented and performed using the ESPnet [33] end-to-end speech processing toolkit. We extract 80-dimensional log Mel-filterbank plus pitch and its $\Delta$, $\Delta\Delta$ as acoustic features and normalize them with global mean computed using the training set. The frame-length is 25 ms with a 10 ms shift. SpecAugment [34] is applied for data augmentation during all model pre-training and fine-tuning stages. Furthermore, the speed perturbation [35] is also used to enhance the model robustness during the fine-tuning.

The MED Transformer in our experiment contains 12-layer encoder and 6-layer decoder, where the $d_{\text{model}} = 256$ and the dimensionality of inner-layer in FFN $d_h = 2048$. In all attention sub-layers, 4 heads are used for MHA. And as for CTC, hyperparameters $\lambda = 0.3$. The whole network is trained for 30 epochs and warmup [12] is used for first 25K iterations.

We use sub-words instead of letters as the Transformer modeling units for English, and Chinese characters for Mandarin. 5,000 subwords were generated from Librispeech using BPE. 4,230 Chinese characters are extracted from the AISHELL-1 database. These subwords and characters are then combined together to form the 9,230 Character-BPE modeling units.

Ten-hypotheses-width beam search is used with the the one-pass decoding for CTC as described in [27] and a two-layer RNN language model (LM) shallow fusion [36], which was trained on the training transcriptions of SEAME with 2,574 Chinese characters and 12,822 English words. We use the token error rate (TER) as the ASR performance measure. The token here refers to the unit of Mandarin character and English word, respectively.

#### 4.3. Comparative Study

We conduct a number of experiments in an ablation study. Transformer has been successfully [13] applied the in ASR, that is called “Speech-Transformer”. First, we would like to see how the baseline Transformer with a single encoder-decoder pipeline performs, we then study the effect of adding CTC loss function in the multi-objective learning [16, 37], and how the LM shallow fusion improves the performance as a post-processing.

For ease of comparison, we include the previously reported
results. It was obtained with the state-of-the-art LF-MMI-based hybrid Kaldi system [39] with a trigram LM. The results given by all baseline systems with single encoder-decoder pipeline are presented in Table 3.

From these results, we can conclude the Transformer with CTC joint training outperforms the standard Speech-Transformer and the LF-MMI based hybrid system. The ASR performance of Transformer+MOL can be further improved by performing LM shallow fusion. Applying pre-training to the Transformer+MOL+LM system, in which the standard Transformer architecture is initialized on the combination of two large monolingual corpora, does not bring any improvements. Therefore, we use the Transformer+MOL+LM system as our baseline.

The proposed MED Transformer contains two language-specific encoders and MHA layers in the decoder. To investigate the impact of each individual language-specific module on the ASR performance, we report the performance of two additional systems: (1) Transformer (M-En) with a standard decoder and two language-specific encoders and (2) Transformer (M-De) with a standard encoder and two language-specific MHA layers in the decoder.

### 5. Results and Discussion

Table 4 shows the detailed TER results on SEAME given by the proposed MED Transformer-based ASR system. The proposed MED Transformer provides a relative 10.2% TER reduction on the eval\textsubscript{man} set, and 10.8% relative reduction on the eval\textsubscript{age} set compared to the baseline system. When we compare the results on English and Mandarin part of both evaluation sets, it can be seen that the recognition of the English words are more challenging than the Mandarin characters. MED Transformer yields improvements on both English words and Mandarin characters. Specifically, the relative TER reductions are 12.8% and 12.1% on English words and 8.6% and 6.2% on Mandarin characters in the eval\textsubscript{man} set and eval\textsubscript{age} set, respectively.

In the middle panel of Table 4, it can be seen that the language-specific encoders do provide better high-level representations to encode the discriminative information for each language. The MED Transformer achieves 16.7% TER on the eval\textsubscript{man} set, and 23.1% TER on eval\textsubscript{age} set, as we know, these are the best result on SEAME in the literature. The performance of M-En is similar to the performance of the MED system. On the contrary, since the decoders mainly rely on the output of the encoder during model training, using only the language-specific MHAs in the decoder does not improve the CS ASR performance.

We examine how the two encoders respond to input speech of different languages, namely monolingual English, monolingual Mandarin and a CS utterance. The distribution of the normalized values observed at each encoder’s final layer of the proposed MED Transformer system is presented in Figure 2.

| System   | eval\textsubscript{man} | eval\textsubscript{age} |
|----------|-------------------------|------------------------|
|          | All Man Eng All Man Eng |
| Baseline | 18.6 15.1 29.0 25.9 19.5 29.7 |
| M-En     | 16.8 13.8 25.5 23.4 18.4 26.3 |
| M-De     | 19.1 15.5 29.7 26.5 20.0 30.3 |
| MED      | 16.7 13.8 25.3 23.1 18.3 26.1 |

Table 4: TER% results on SEAME with different Transformer-based ASR architectures. ‘All’, ‘Man’, ‘Eng’ represent the TER results on the complete evaluation set, Mandarin characters and English words, respectively. All systems are with MOL+LM.

The upper panel shows that the Mandarin encoder has a considerably larger variance at the output than the English encoder, which can be interpreted as Mandarin encoder is responding to Mandarin utterance while English encoder is not. Likewise, the middle panel illustrates a similar pattern for the monolingual English utterance. Both plots in the lower panel shows comparable activation for the CS utterance. These plots gives insight about how the encoders of the MED transformer system behave for different inputs. The differences between the encoder outputs demonstrate how the proposed architecture effectively captures the language-specific information and better discriminate among the mixed languages during the recognition accounting for the improvements reported in Table 4.

6. Conclusion

This paper investigates a new Transformer-based ASR architecture for the Mandarin-English Code-switching ASR task. Different from the standard Speech-Transformer for monolingual ASR, we proposed a multi-encoder-decoder Transformer to learn the individual language attributes and effectively discriminate among the languages mixed in the target speech. The proposed architecture consists two symmetric language-specific encoders and corresponding language-specific multi-head attention blocks in the decoder module. To alleviate the impact of training data scarcity, we pre-trained all of the language-specific modules in the Transformer using large monolingual speech corpora.

Experimental results on the SEAME dataset has shown that the proposed architecture outperforms the baseline Transformer system with a single encoder and a state-of-the-art Kaldi-based hybrid ASR system. The investigation of the proposed MED Transformer on a recently released large-scale CS corpus remains as a future work.
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