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Abstract
This paper considers an approximation usually used when implementing Ramaswami’s recursion for the stationary distribution of the M/G/1-type Markov chain. The approximation is called the level-increment-truncation approximation because it truncates level increment at a given threshold. The main contribution of this paper is to present a geometric convergence formula of the level-wise difference between the respective stationary distributions of the original M/G/1-type Markov chain and its LI truncation approximation under the assumption that the level-increment distribution is light-tailed.
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1 Introduction
This paper considers a computable approximation of M/G/1-type Markov chains from the motivation of controlling the computational error of their stationary distribution vectors. The class of M/G/1-type Markov chains plays an important role in the analysis of M/G/1-type queues [1] including BMAP/GI/1 ones [2], where the abbreviation “BMAP” stands for the batch Markovian arrival process.

The (canonical) M/G/1-type Markov chain is driven by the following transition probability matrix (see, e.g., [1, Canonical form at page 76 in Chapter 2] and [3, Section 3.5]):

\[
P = \begin{pmatrix}
\mathbb{L}_0 & \mathbb{L}_1 & \mathbb{L}_2 & \mathbb{L}_3 & \cdots \\
\mathbb{L}_0 & B_0 & B_1 & B_2 & \cdots \\
\mathbb{L}_1 & B_{-1} & A_0 & A_1 & \cdots \\
\mathbb{L}_2 & O & A_{-1} & A_0 & A_1 & \cdots \\
\mathbb{L}_3 & O & O & A_{-1} & A_0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots
\end{pmatrix},
\]

where \( O \) denotes the zero matrix, \( \mathbb{L}_0 = \{0\} \times \{1, 2, \ldots, M_0\} \), and \( \mathbb{L}_k = \{k\} \times \{1, 2, \ldots, M_1\} \) for \( k \in \mathbb{N} := \{1, 2, 3, \ldots\} \). For \( k \in \mathbb{Z}_+ := \{0, 1, 2, \ldots\} \), the subset \( \mathbb{L}_k \) of the state space \( S := \cup_{k=0}^\infty \mathbb{L}_k \) is called level \( k \), and an element \( (k, j) \in \mathbb{L}_k \) is called phase \( j \) of level \( k \).
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The M/G/1-type stochastic matrix $P$ is irreducible and positive recurrent with the unique stationary distribution vector, denoted by $\pi = (\pi_{k,i})_{(k,i)\in\mathbb{S}}$, under the well-known assumption below (see [4, Chapter XI, Proposition 3.1]).

**Assumption 1.1** Let $e$ denote a column vector of ones. The following hold: (i) The stochastic matrix $P$ is irreducible; (ii) $A := \sum_{k=-1}^{\infty} A_k$ is an irreducible stochastic matrix; (iii) $\overline{m}_B := \sum_{k=1}^{\infty} k B_k e$ is finite; and (iv) $\sigma := \varpi \overline{m}_A < 0$, where $\overline{m}_A = \sum_{k=-1}^{\infty} k A_k e$, and where $\varpi$ denotes the unique stationary distribution vector of $A$.

**Remark 1.1** Throughout the paper, we follow the standard rules of vector notation in Neuts-style matrix analysis [1, 5]. That is, row vectors are denoted by bold English small letters and column vectors by bold Greek small letters. The only exception is the stationary distribution vector of the probability matrix $G$, which will be defined later. This is a row vector, but it is conventionally assigned the bold English small letter $g$.

It is standard to use Ramaswami’s recursion [6] for computing the level-wise partitioned stationary distribution vector $\pi = (\pi_0, \pi_1, \pi_2, \ldots)$ of the M/G/1-type stochastic matrix $P$. The key component of Ramaswami’s recursion is the $G$-matrix $G$, and $G$ is the minimal nonnegative solution of the following matrix equation (see, e.g., [1]):

$$G = \sum_{m=-1}^{\infty} A_m G^{m+1}. \quad (1.1)$$

Under Assumption 1.1, the matrix $G$ is a stochastic matrix [1, Theorem 2.3.1] and has a single communication class [7, Proposition 2.1]. Therefore, $G$ has the unique stationary distribution vector, denoted by $g$ (the vector $g$ is used in the next section). With this matrix $G$, Ramaswami’s recursion [6] is described in the following way (see also [8]).

$$\pi_k = \pi_0 R_0(k) + \sum_{\ell=1}^{k-1} \pi_\ell R(k - \ell), \quad k \in \mathbb{N}, \quad (1.2a)$$

$$R(k) = \sum_{m=0}^{\infty} A_{k+m} G^m [I - \Phi_0]^{-1}, \quad k \in \mathbb{N}, \quad (1.2b)$$

$$R_0(k) = \sum_{m=0}^{\infty} B_{k+m} G^m [I - \Phi_0]^{-1}, \quad k \in \mathbb{N}, \quad (1.2c)$$

$$\Phi_0 = \sum_{m=0}^{\infty} A_m G^m, \quad (1.2d)$$

where $I$ denotes the identity matrix. Furthermore, $\pi_0$ is given by

$$\pi_0 = \frac{\kappa}{\kappa R_0 [I - R]^{-1} e}, \quad (1.3)$$

where $R_0 = \sum_{m=1}^{\infty} R_0(m)$, $R = \sum_{m=1}^{\infty} R(m)$, and $\kappa$ is the stationary distribution vector of the stochastic matrix $K$ defined as

$$K = B_0 + \sum_{m=1}^{\infty} B_m G^m.$$
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Remark 1.2 Assumption 1.1 ensures that \((X_\nu, J_\nu)\) is irreducible and positive recurrent (see [4, Chapter XI, Proposition 3.1]). Therefore, \(K\) is an irreducible stochastic matrix with the unique stationary distribution vector \(\kappa\) (see [8, Theorem 3.1]). In addition, inverse \([I - \Phi_0]^{-1}\) exists (see the proof of [8, Theorem 2.1 (ii)]) and \([I - R]^{-1}\) does (see [9, Theorem 3.4]).

Ramaswami’s recursion (1.2) with (1.3) includes the infinite sequences \(\{A_k; k \geq -1\}\) and \(\{B_k; k \geq -1\}\), and therefore the infinite sequences are \(\text{truncated}\) in implementing the recursion. More specifically, the infinite sequences \(\{A_k; k \geq -1\}\) and \(\{B_k; k \geq -1\}\) are replaced with the substantially finite sequences \(\{A_k^{(N)}; k \geq -1\}\) and \(\{B_k^{(N)}; k \geq -1\}\), where

\[
A_k^{(N)} = \begin{cases} 
A_k, & -1 \leq k \leq N - 1, \\
\sum_{\ell=N}^{\infty} A_\ell, & k = N, \\
O, & k \geq N + 1, 
\end{cases} \tag{1.4}
\]

\[
B_k^{(N)} = \begin{cases} 
B_k, & -1 \leq k \leq N - 1, \\
\sum_{\ell=N}^{\infty} B_\ell, & k = N, \\
O, & k \geq N + 1, 
\end{cases} \tag{1.5}
\]

The truncated sequences \(\{A_k^{(N)}\}\) and \(\{B_k^{(N)}\}\) yield a computable approximation \(\pi^{(N)} := (\pi_0^{(N)}, \pi_1^{(N)}, \pi_2^{(N)}, \ldots)\) to the stationary distribution vector \(\pi = (\pi_0, \pi_1, \pi_2, \ldots)\). Indeed, the approximate distribution vector \(\pi^{(N)} = (\pi_0^{(N)}, \pi_1^{(N)}, \pi_2^{(N)}, \ldots)\) is obtained by using \(\{A_k^{(N)}\}\) and \(\{B_k^{(N)}\}\) for \(\{A_k\}\) and \(\{B_k\}\) in Ramaswami’s recursion (1.2) with (1.1): For \(k = 1, 2, \ldots\),

\[
\pi_k^{(N)} = \pi_0^{(N)} R_0^{(N)}(k) + \sum_{\ell=1}^{k-1} \pi_\ell^{(N)} R^{(N)}(k - \ell), \tag{1.6a}
\]

\[
R^{(N)}(k) = \sum_{m=0}^{N-k} A_{k+m}^{(N)} [G^{(N)}]^m [I - \Phi_0^{(N)}]^{-1}, \quad k \in [1, N], \tag{1.6b}
\]

\[
R_0^{(N)}(k) = \sum_{m=0}^{N-k} B_{k+m}^{(N)} [G^{(N)}]^m [I - \Phi_0^{(N)}]^{-1}, \quad k \in [1, N], \tag{1.6c}
\]

\[
\Phi_0^{(N)} = \sum_{m=0}^{N} A_m^{(N)} [G^{(N)}]^m, \tag{1.6d}
\]

where \(G^{(N)}\) is the minimal nonnegative solution of the matrix equation

\[
G^{(N)} = \sum_{m=0}^{N} A_m^{(N)} [G^{(N)}]^{m+1}; \tag{1.7}
\]

and \(\pi_0^{(N)}\) is given by

\[
\pi_0^{(N)} = \frac{\kappa^{(N)}}{\kappa^{(N)} R_0^{(N)} [I - R^{(N)}]^{-1} e}, \tag{1.8}
\]
where \( R_{0}^{(N)} = \sum_{m=1}^{N} R_{0}^{(N)}(m) \), \( R^{(N)} = \sum_{m=1}^{N} R^{(N)}(m) \), and \( \kappa^{(N)} \) is the stationary distribution vector of the stochastic matrix \( K^{(N)} \) defined as

\[
K^{(N)} = B_{0}^{(N)} + \sum_{m=1}^{N} B_{m}^{(N)}[G^{(N)}]^{m}.
\] (1.9)

Clearly, \( \pi^{(N)} = (\pi_{0}^{(N)}, \pi_{1}^{(N)}, \pi_{2}^{(N)}, \ldots) \) is computable, provided that \( G^{(N)} \) is given. The matrix \( G^{(N)} \) is computed as the limit of the following sequence \( \{G_{n}^{(N)} : n \in \mathbb{Z}_{+}\} \):

\[
G_{n}^{(N)} = \begin{cases}
O, & n = 0, \\
\sum_{m=-1}^{N} A_{m}^{(N)}[G_{n-1}^{(N)}]^{m+1}, & n \in \mathbb{N}.
\end{cases}
\]

We call \( \pi^{(N)} \) the level-increment (LI) truncation approximation to the stationary distribution vector \( \pi \). This approximation is equivalent to replacing the original stochastic matrix \( P \) with another one \( P^{(N)} \) defined as

\[
P^{(N)} = \begin{pmatrix}
L_{0} & L_{1} & L_{2} & L_{3} & \cdots \\
B_{0}^{(N)} & B_{1}^{(N)} & B_{2}^{(N)} & B_{3}^{(N)} & \cdots \\
A_{0}^{(N)} & A_{1}^{(N)} & A_{2}^{(N)} & \cdots \\
O & A_{-1}^{(N)} & A_{0}^{(N)} & A_{1}^{(N)} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

Equations (1.4)–(1.9) imply that the approximate distribution vector \( \pi^{(N)} = (\pi_{0}^{(N)}, \pi_{1}^{(N)}, \pi_{2}^{(N)}, \ldots) \) is a stationary distribution vector of the M/G/1-type stochastic matrix \( P^{(N)} \). In addition, an M/G/1-type Markov chain driven by \( P^{(N)} \) has no level increments beyond \( N \). Hence, we refer to \( P^{(N)} \) and its stationary distribution vector \( \pi^{(N)} \) as the level-increment (LI) truncation approximations to \( P \) and \( \pi \), respectively.

We here emphasize the following: it is worthwhile to study the error evaluation of the LI truncation approximation, more specifically, to estimate the truncation parameter \( N \) of level increments such that given error tolerance is satisfied (even if the name “LI truncation approximation” is used only in the literature [10]) because the approximation is a standard method for computing the stationary distribution of the M/G/1-type Markov chain.

As far as we know, there are no studies on the LI truncation approximation except for [10]. Under Assumption 1.1, the vector \( \pi^{(N)} \) is the unique stationary distribution of \( P^{(N)} \) [10, Proposition 3.1] and satisfies the following [10, Theorem 4.2]:

\[
\lim_{N \to \infty} \|\pi^{(N)} - \pi\| = 0.
\] (1.10)

In addition, suppose that there exist \( M_{1} \)- and \( M_{0} \)-dimensional nonnegative column vectors \( c_{A} \) and \( c_{B} \) (either of them is a non-zero vector) and a long-tailed distribution \( F \) on
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$Z_+$ (see, e.g., [11] for the definition of long-tailed distributions) such that

$$
\lim_{N \to \infty} \frac{\overline{A}_N e}{F(N)} = c_A, \quad \lim_{N \to \infty} \frac{\overline{B}_N e}{F(N)} = c_B,
$$

where

$$
\overline{A}_k = \sum_{\ell=k+1}^{\infty} A_{\ell}, \quad \overline{B}_k = \sum_{\ell=k+1}^{\infty} B_{\ell}, \quad k \in \mathbb{Z}_+,
$$

We then have the subgeometric convergence formula ([10, Theorem 5.2]): For $k \in \mathbb{Z}_+$,

$$
\lim_{N \to \infty} \frac{\pi_0^{(N)} - \pi_k}{F(N)} = \frac{\pi_0 c_B + \pi_0 c_A}{-\sigma} \pi_k > 0,
$$

where $\pi_0 = \sum_{\ell=1}^{\infty} \pi_{\ell}$.

This paper considers the complementary case to the one studied in [10]. The main contribution of this paper is to present a geometric convergence formula for the level-wise difference $\pi_k^{(N)} - \pi_k$, assuming that the level-increment distribution is light-tailed. The geometric convergence formula shows the decay rate of $\pi_k^{(N)} - \pi_k$ is equivalent to the tail decay rate of the integrated-tail distribution of level increments. This decay rate equivalence is consistent with what is inspired by the subgeometric convergence formula in [10].

The rest of this paper consists of two sections. Section 2 presents the main theorem on the geometric convergence formula for the level-wise difference $\pi_k^{(N)} - \pi_k$, together with its corollaries. Section 3 contains concluding remarks.

2 Main results

This section consists of two subsections. Section 2.1 provides basic definitions and some assumptions for the main theorem of this paper. Section 2.2 presents the main theorem, together with its corollaries, on a geometric convergence formula for the level-wise difference between the stationary distribution vector and its LI truncation approximation.

2.1 Basic definitions and assumptions

We provide some definitions concerned with vectors and matrices. Let $||x|| = \sum_i |x_i|$ for any vector $x := (x_i)$. For any matrix function $Z(\cdot) := (Z_{i,j}(\cdot))$ and scalar function $f(\cdot)$ on $(-\infty, \infty)$, write $Z(x) = \overline{O}(f(x))$ to represent

$$
\limsup_{x \to \infty} \frac{\sup_i \sum_j |Z_{i,j}(x)|}{f(x)} < \infty.
$$

In addition, for any matrix $X \geq O$, write $X < \infty$ when each element of $X$ is finite.

Next, we introduce three assumptions for our geometric convergence formula for the level-wise difference $\pi_k^{(N)} - \pi_k$. 


Assumption 2.1 The single communication class of $G$ is aperiodic (primitive), and thus (see, e.g., [12, Theorem 8.5.1]) there exists some $\varepsilon > 0$ such that
\[ G^n = eg + \mathcal{O}((1 + \varepsilon)^{-n}). \] (2.1)

Remark 2.1 Assumption 2.1 is equivalent to the aperiodicity of a Markov additive process (MAdP) $\{ (\tilde{X}_n, \tilde{J}_n); n \in \mathbb{Z}_+ \}$ with kernel $\{ A_k; k \in \mathbb{Z} \}$, where $A_k = O$ for $k = -2, -3, \ldots$ (see [13, Proposition 2.3] and [14, Proposition 2.5.2]).

Assumption 2.2 Let
\[ r_A = \sup \left\{ z \geq 1 : \sum_{k=1}^{\infty} z^k A_k < \infty \right\}, \]
\[ r_B = \sup \left\{ z \geq 1 : \sum_{k=1}^{\infty} z^k B_k < \infty \right\}, \]
and assume that $r := \min(r_A, r_B) > 1$, and thus the increment of the level process $\{X_n\}$ is light-tailed.

Assumption 2.3 There exists a nonnegative function $f$ on $\mathbb{Z}_+$ such that
\[ \lim_{N \to \infty} \frac{\overline{A}_N e}{r^{-N} f(N)} = c_A, \quad \lim_{N \to \infty} \frac{\overline{B}_N e}{r^{-N} f(N)} = c_B, \]
\[ \lim_{N \to \infty} \frac{f(N)}{f(N-1)} = 1, \] (2.2)
(2.3)
where $c_A \geq 0$ and $c_B \geq 0$ are $M_1$- and $M_0$-dimensional finite column vectors, respectively, and either of them is a non-zero vector.

Remark 2.2 Assumption 2.2 implies that (i) if $r_A > r_B$ then $c_A = 0$; and (ii) if $r_A < r_B$ then $c_B = 0$.

Remark 2.3 The function $f$ of Assumption 2.3 is introduced to expand the applicability of the main theorem (Theorem 2.1). For example, if the function $f$ was removed from Assumption 2.3, Assumption 2.3 could not cover M/G/1-type Markov chains with discrete gamma-distributed level increments; that is, with $\{A_k\}$ and $\{B_k\}$ such that
\[ A_k = C_A k^{\alpha - 1} \gamma_A^k, \quad k \in \mathbb{Z}_+, \]
\[ B_k = C_B k^{\beta - 1} \gamma_B^k, \quad k \in \mathbb{Z}_+, \]
where $\alpha, \beta > 0$, $\gamma \in (0, 1)$, and $C_A$ and $C_B$ are some nonnegative matrices. Naturally, $f$ is allowed to be of other types than power type. Shown below are typical examples of the function $f$ satisfying (2.3):

(i) $f$ is of power type, i.e., $f(k) = k^\alpha$ with $\alpha \in (-1, \infty)$.
(ii) \( f \) is logarithmic, i.e., \( f(k) = \log(k + 1) \).

(iii) \( f \) is constant, i.e., \( f(k) = c \) with \( c \in (0, \infty) \).

**Remark 2.4** Equation (2.3) implies that

\[
\lim_{N \to \infty} \frac{r^{-N}f(N)}{r^{-(N-1)}f(N-1)} = r^{-1},
\]

that is, \( r^{-N}f(N) \) eventually converges to zero at a rate as \( r^{-N} \).

### 2.2 The main theorem and its corollaries

In this subsection, we first present the main theorem, which is a geometric convergence formula for the level-wide difference \( \pi_k^{(N)} - \pi_k \) between the stationary distribution vector \( \pi \) and its LI truncation approximation \( \pi^{(N)} \). We then provide two corollaries of the theorem. The first one is concerned with the decay rate of the relative error of \( \pi_k^{(N)} \) to \( \pi_k \). The second one relates the decay rates of the level-wide difference and relative error to the decay rate of the level-increment distribution.

The following is the main theorem of this paper.

**Theorem 2.1** If Assumptions 1.1 and 2.1–2.3 hold, then

\[
\lim_{N \to \infty} \frac{\pi_k^{(N)} - \pi_k}{r^{-N}f(N)} = \frac{r(\pi_0c_B + \overline{\pi}_0c_A)}{-\sigma}\pi_k > 0, \quad k \in \mathbb{Z}_+.
\] (2.4)

**Proof:** See A. \( \square \)

The first corollary below shows that the relative error of \( \pi_k^{(N)} \) to \( \pi_k \) is asymptotically independent of the level variable \( k \).

**Corollary 2.1** If all the conditions of Theorem 2.1 hold, then, for \( k \in \mathbb{Z}_+ \),

\[
\lim_{N \to \infty} \frac{1}{r^{-N}f(N)} \left\| \frac{\pi_k^{(N)} - \pi_k}{\pi_k e} \right\| = \frac{r(\pi_0c_B + \overline{\pi}_0c_A)}{-\sigma} > 0.
\] (2.5)

**Proof:** Equation (2.4) implies that for each \( k \in \mathbb{Z}_+ \) there exists \( N_k \in \mathbb{N} \) such that

\[
\pi_k^{(N)} - \pi_k > 0, \quad N \geq N_k,
\]

and thus

\[
\left\| \frac{\pi_k^{(N)} - \pi_k}{\pi_k e} \right\| = \left( \frac{\pi_k^{(N)} - \pi_k}{\pi_k e} \right)e, \quad N \geq N_k.
\]

Combining this and (2.4) leads to (2.5). \( \square \)
To describe the second corollary, we introduce a distribution associated with level increments. Let
\[ D(k) = \sum_{(\ell,i) \in S} \pi_{\ell,i} \mathbb{P}(\Delta_+ \leq k \mid (X_0, J_0) = (\ell, i)), \quad k \in \mathbb{Z}_+, \]
where \( \Delta_+ = \max(X_1 - X_0, 0) \). We then have
\[ D(k) = \sum_{(\ell,i) \in S} \pi_{\ell,i} \mathbb{P}(X_1 - X_0 \leq k \mid (X_0, J_0) = (\ell, i)) \]
\[ = \sum_{n=0}^{k} \pi_0 B_n e + \sum_{n=-1}^{k} \pi_0 A_n e, \quad k \in \mathbb{Z}_+. \quad (2.6) \]
The distribution \( D \) is referred to as the stationary nonnegative level-increment (SNL) distribution [15, Section 5.3.1]. Let \( D_I \) denote the integrated-tail distribution (equilibrium distribution) of the SNL distribution, that is, for \( k \in \mathbb{Z}_+ \),
\[ D_I(k) = \frac{\sum_{\ell=0}^{k} (1 - D(\ell))}{\sum_{\ell=1}^{\infty} D(\ell)}, \quad k \in \mathbb{Z}_+. \quad (2.7) \]
The second corollary is obtained by combining Theorem 2.1 with Corollary 2.1.

**Corollary 2.2** Suppose that all the conditions of Theorem 2.1 hold, and let \( \overline{D}_I(k) = 1 - D_I(k) \) for \( k \in \mathbb{Z}_+ \). We then have, for \( k \in \mathbb{Z}_+ \),
\[ \lim_{N \to \infty} \frac{\pi_k^{(N)} - \pi_k}{\overline{D}_I(N)} = \frac{r(\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+)}{-\sigma} \pi_k > 0, \quad (2.8) \]
\[ \lim_{N \to \infty} \frac{1}{\overline{D}_I(N)} \left\| \frac{\pi_k^{(N)} - \pi_k}{\pi_k e} \right\| = \frac{r(\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+)}{-\sigma} > 0, \quad (2.9) \]
where \( \overline{m}_A^+ = \sum_{k=1}^{\infty} k A_k e = \overline{m}_A + A_{-1} e \).

**Proof:** It follows from (2.6) and (2.7) that
\[ \overline{D}_I(k) = \sum_{\ell=k+1}^{\infty} \frac{\pi_0 \overline{B}_\ell e + \pi_0 \overline{A}_\ell e}{\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+} = \frac{\pi_0 \overline{B}_k e + \pi_0 \overline{A}_k e}{\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+}, \quad k \in \mathbb{Z}_+. \]
Applying Assumption 2.3 to this equation yields
\[ \lim_{k \to \infty} \frac{\overline{D}_I(k)}{r^{-k} f(k)} = \frac{\pi_0 c_B + \pi_0 c_A}{\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+} \in (0, \infty). \quad (2.10) \]
Combining (2.4) with (2.10) leads to
\[ \lim_{N \to \infty} \frac{\pi_k^{(N)} - \pi_k}{\overline{D}_I(N)} = \lim_{N \to \infty} \frac{\pi_k^{(N)} - \pi_k}{r^{-N} f(N)} \cdot \frac{r^{-N} f(N)}{\overline{D}_I(N)} \]
\[ = \frac{r(\pi_0 c_B + \pi_0 c_A)}{-\sigma} \frac{\pi_k}{\pi_k} \cdot \frac{\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+}{\pi_0 c_B + \pi_0 c_A} \]
\[ = \frac{r(\pi_0 \overline{m}_B + \pi_0 \overline{m}_A^+)}{-\sigma} \pi_k, \]
which shows that (2.8) holds. Similarly, (2.9) follows from (2.5) and (2.10).

Corollary 2.2 shows that, the decay rate of $\pi_k^{(N)} - \pi_k$ is asymptotically equal to the integrated tail distribution $D_t$ of the SNL distribution $D$, provided that the increment of the level process $\{X_n\}$ is light-tailed (see Assumption 2.2). A similar decay rate equivalence is reported in the subgeometric convergence case (see [10, Corollary 5.3]).

3 Concluding remarks

The main theorem (Theorem 2.1) of this paper presents the geometric convergence formula (2.4) for the LI truncation approximation to the stationary distribution vector of the M/G/1-type Markov chain.

Based on the main theorem and its corollaries, we can estimate a value of the truncation parameter $N$ satisfying the given error tolerance. Indeed, it follows from (2.5) that, for all $k \in \mathbb{Z}_+$ and sufficiently large $N \in \mathbb{N}$,

$$
\left\| \pi_k^{(N)} - \pi_k \right\| \pi_k e \approx \left( \pi_0 c_B + \pi_0 c_A \right) r^{-N+1} f(N)
\leq \frac{c^*}{-\sigma} r^{-N+1} f(N),
$$

where $c^* > 0$ is the maximum among all the elements of $c_A$ and $c_B$. Thus, we can use a value

$$
N^* := \min \left\{ N \in \mathbb{N} : \frac{c^*}{-\sigma} r^{-N+1} f(N) < \varepsilon \right\}
$$

as the truncation parameter $N$ of the LI truncation approximation, given that an error tolerance $\varepsilon > 0$ for the relative error of $\pi_k^{(N)}$ to $\pi_k$.

However, there are two problems in the above argument on estimating the truncation parameter $N$: (i) The error control of the approximate distribution is for each level but not for the distribution as a whole; (ii) the first equality in error evaluation equation (3.1) is not an exact but approximate one.

We remark on the first problem. Suppose that the dominated convergence theorem is available for our present problem. It then follows from the level-wise convergence
formula (2.5) that

\[
\lim_{N \to \infty} \frac{1}{r^{-N} f(N)} \left\| \pi^{(N)} - \pi \right\| = \lim_{N \to \infty} \frac{1}{r^{-N} f(N)} \sum_{k=0}^{\infty} \frac{\pi_k^{(N)} - \pi_k}{\pi_k e} \pi_k e
\]

\[
= \sum_{k=0}^{\infty} \lim_{N \to \infty} \frac{1}{r^{-N} f(N)} \left\| \pi_k^{(N)} - \pi_k \right\| \pi_k e
\]

\[
= \sum_{k=0}^{\infty} \frac{r(\pi_0 c_B + \pi_0 c_A)}{-\sigma} \pi_k e
\]

\[
= \frac{r(\pi_0 c_B + \pi_0 c_A)}{-\sigma} \pi_k e
\]

(3.2)

Thus, we can obtain a total-variation convergence formula. Unfortunately, we have, at present, no idea how to justify the order exchange between the limit and the infinite sum in the second equality of (3.2). This problem is one of the future tasks. However, as for the subgeometric convergence case, we identify a sufficient condition under which such a total-variation convergence formula like (3.2) (see [16]).

We close this section with a remark on the second problem. Exact and conservative error evaluation (in both geometric and subgeometric convergence cases) requires a computable upper bound for the total variation distance between the original stationary distribution and its LI truncation approximation. Such an upper bound may be derived by the Foster Lyapunov drift condition, as is done in [17, 18, 19, 20, 21] for another approximation to countable-state Markov chains.

A Proof of Theorem 2.1

To prove Theorem 2.1, we use the following difference formula between \( \pi_k^{(N)} \) and \( \pi_k \).

**Proposition A.1 ([10, Lemma 4.1])** If Assumption 1.1 holds, then

\[
\pi_k^{(N)} - \pi_k
\]

\[
= \pi_0^{(N)} \left[ \frac{1}{-\sigma} \overline{B}_{N-1} e \pi_k + \sum_{n=N+1}^\infty B_n \left( G^{N-k} - G^{n-k} \right) F_+(k; k) \right]
\]

\[
+ \sum_{n=N+1}^\infty B_n (G^{N-1} - G^{n-1}) S(k)
\]

\[
+ \sum_{\ell=1}^\infty \pi_\ell^{(N)} \left[ \frac{1}{-\sigma} \overline{A}_{N-1} e \pi_k + \sum_{n=N+1}^\infty A_n \left( G^{N+\ell-k} - G^{n+\ell-k} \right) F_+(k; k) \right]
\]

\[
+ \sum_{n=N+1}^\infty A_n \left( G^{N+\ell-1} - G^{n+\ell-1} \right) S(k) \right], \quad 0 \leq k \leq N, \quad (A.1)
\]
where
\[ S(k) = [\mathbf{I} - \Phi_0]^{-1} \mathbf{B}_{-1} \mathbf{H}(0; k) + G(\mathbf{I} - \mathbf{A} - \mathbf{m}_g)\mathbf{e} \pi_k, \quad k \in \mathbb{Z}_+. \]

Note here that \( \mathbf{H}(k; \ell) := (H(k; i; \ell, j))_{(i,j) \in (\mathbb{M}_1 \times \mathbb{M}_2)^2} \) for \( k, \ell \in \mathbb{Z}_+ \) and \( \mathbf{F}_+(k; \ell) = (F_+(k; i; \ell, j))_{(i,j) \in (\mathbb{M}_1)^2} \) for \( k, \ell \in \mathbb{N} \) are respectively defined by
\[
H(k, i; \ell, j) = \mathbb{E}_{(k,i)} \left[ T_{(k_*, i_*)}^{-1} \mathbb{I}( (X_{\nu}, J_{\nu}) = (\ell, j) ) \right] - \pi_{\ell, j} \mathbb{E}_{(k,i)} \left[ T_{(k_*, i_*)} \right],
\]
\[
F_+(k, i; \ell, j) = \mathbb{E}_{(k,i)} \left[ T_{n-1}^{-1} \mathbb{I}( (X_{\nu}, J_{\nu}) = (\ell, j) ) \right],
\]
where \((k_*, i_*) \in \mathbb{S}\) is any fixed state and where \( T_k = \inf \{ \nu \in \mathbb{N} : (X_{\nu}, J_{\nu}) \in C \} \) for any subset \( C \subset \mathbb{S} \).

**Proof of Theorem 2.1.** For simplicity, we rewrite the difference formula (A.1). To this end, let \( \mathbf{S}_0(k) = \mathbf{F}_+(k; k) + G^{k-1} \mathbf{S}(k) \). It then follows from (A.1) that, for \( 0 \leq k \leq N \),
\[
\pi_k^{(N)} - \pi_k = \frac{1}{\sigma} \left[ \pi_0^{(N)} \mathbf{B}_{N-1} \mathbf{e} + \sum_{\ell=1}^{\infty} \pi_\ell^{(N)} \mathbf{A}_{N-1} \mathbf{e} \right] \pi_k
\]
\[
+ \pi_0^{(N)} \sum_{n=N+1}^{\infty} \mathbf{B}_n (G^{N-k} - G^{n-k}) \mathbf{S}_0(k)
\]
\[
+ \sum_{\ell=1}^{\infty} \pi_\ell^{(N)} \sum_{n=N+1}^{\infty} \mathbf{A}_n (G^{N+\ell-k} - G^{n+\ell-k}) \mathbf{S}_0(k). \quad (A.2)
\]

First, we consider the asymptotics of the first term of (A.2). From Assumption 2.3, we have
\[
\lim_{N \to \infty} \frac{f(N)-1}{f(N)} = \lim_{N \to \infty} \frac{f(N)-1}{f(N)} = r c_B,
\]
\[
\lim_{N \to \infty} \frac{f(N)-1}{f(N)} = \lim_{N \to \infty} \frac{f(N)-1}{f(N)} = r c_A.
\]

Using these equations and (1.10), we obtain
\[
\lim_{N \to \infty} \frac{1}{r} \frac{1}{f(N)} \left[ \pi_0^{(N)} \mathbf{B}_{N-1} \mathbf{e} + \sum_{\ell=1}^{\infty} \pi_\ell^{(N)} \mathbf{A}_{N-1} \mathbf{e} \right] \pi_k
\]
\[
= \frac{r}{\sigma} (\pi_0 c_B + \pi_0 c_A) \pi_k, \quad k \in \mathbb{Z}_+. \quad (A.3)
\]
Next, we evaluate the second term of (A.2). Equation (2.1) implies that
\[ |G^{N-k} - G^{n-k}| \leq \overline{\sigma} ((1 + \varepsilon)^{-N+k}) + \overline{\sigma} ((1 + \varepsilon)^{-n+k}) \]
\[ = \overline{\sigma} ((1 + \varepsilon)^{-N+k}), \quad 0 \leq k \leq N, \quad n \geq N + 1. \quad (A.4) \]
Furthermore, Assumption 2.3 ensures that
\[ \lim_{N \to \infty} \sum_{n=N+1}^{\infty} B_n e - \overline{B}_N e = (r - 1)c_B. \quad (A.5) \]
Combining (A.4) and (A.5) yields
\[ \lim_{N \to \infty} \sum_{n=N+1}^{\infty} B_n (G^{N-k} - G^{n-k}) S_0(k) = O, \quad k \in \mathbb{Z}_+. \quad (A.6) \]
We then consider the third term of (A.2). As in (A.5), we have
\[ \lim_{N \to \infty} \sum_{n=N+1}^{\infty} A_n e = (r - 1)c_A. \quad (A.7) \]
From (A.4), we also obtain
\[ \sum_{\ell=1}^{\infty} |G^{-N-\ell+k} - G^{-n-\ell+k}| \leq \sum_{\ell=1}^{\infty} \overline{\sigma} ((1 + \varepsilon)^{-N-\ell+k}) \]
\[ = \overline{\sigma} ((1 + \varepsilon)^{-N+k}), \quad 0 \leq k \leq N, \quad n \geq N + 1, \quad (A.8) \]
where the last equality is due to
\[ \sum_{\ell=1}^{\infty} (1 + \varepsilon)^{-N-\ell+k} = \varepsilon^{-1}(1 + \varepsilon)^{-N+k}, \quad 0 \leq k \leq N. \]
Note here that \( \pi_{k}^{(N)} \leq e \) for \( \ell \in \mathbb{N} \). Therefore, applying the dominated convergence theorem, (A.7), and (A.8) to the third term of (A.2) yields, for \( k \in \mathbb{Z}_+ \),
\[ \lim_{N \to \infty} \sum_{\ell=1}^{\infty} \pi_{k}^{(N)} \sum_{n=N+1}^{\infty} A_n (G^{N+\ell-k} - G^{n+\ell-k}) S_0(k) = O. \quad (A.9) \]
Finally, we obtain (2.4) by combining (A.2), (A.3), (A.6), and (A.9). The proof is completed.

**Acknowledgments**

The research of Hiroyuki Masuyama was supported in part by JSPS KAKENHI Grant Number JP21K11770.
References

[1] M. F. Neuts, Structured Stochastic Matrices of M/G/1 Type and Their Applications, Marcel Dekker, New York, 1989.

[2] D. M. Lucantoni, New results on the single server queue with a batch Markovian arrival process, Stochastic Models 7 (1) (1991) 1–46.

[3] Q.-M. He, Fundamentals of Matrix-Analytic Methods, Springer, New York, 2014.

[4] S. Asmussen, Applied Probability and Queues, Second Edition, Springer, New York, 2003.

[5] G. Latouche, V. Ramaswami, Introduction to Matrix Analytic Methods in Stochastic Modeling, SIAM, Philadelphia, PA, 1999.

[6] V. Ramaswami, A stable recursion for the steady state vector in Markov chains of M/G/1 type, Stochastic Models 4 (1) (1988) 183–188.

[7] T. Kimura, K. Daikoku, H. Masuyama, Y. Takahashi, Light-tailed asymptotics of stationary tail probability vectors of Markov chains of M/G/1 type, Stochastic Models 26 (4) (2010) 505–548.

[8] H. Schellhaas, On Ramaswami’s algorithm for the computation of the steady state vector in Markov chains of M/G/1-type, Stochastic Models 6 (1990) 541–550.

[9] Y. Q. Zhao, W. Li, W. J. Braun, Infinite block-structured transition matrices and their properties, Advances in Applied Probability 30 (1998) 365–384.

[10] K. Ouchi, H. Masuyama, Subgeometric convergence formulas for the level-increment-truncation approximation of M/G/1-type Markov chains, in press (2022).

[11] S. Foss, D. Korshunov, S. Zachary, An Introduction to Heavy-Tailed and Subexponential Distributions, 2nd Edition, Springer, New York, 2013.

[12] R. A. Horn, C. R. Johnson, Matrix Analysis, 2nd Edition, Cambridge University Press, Cambridge, 2013.

[13] H. Masuyama, Subexponential asymptotics of the stationary distributions of M/G/1-type Markov chains, European Journal of Operational Research 213 (3) (2011) 509–516.

[14] T. Kimura, H. Masuyama, Y. Takahashi, Subexponential asymptotics of the stationary distributions of GI/G/1-type Markov chains, Stochastic Models 29 (2) (2013) 190–239.
[15] H. Masuyama, T. Kimura, Y. Katsumata, A subgeometric convergence formula for finite-level M/G/1-type Markov chains: via a block-decomposition-friendly solution for the poisson equation of deviation matrix, preprint arXiv:1809.03179v6, 2022 (2022).

[16] K. Ouchi, H. Masuyama, A subgeometric convergence formula for total-variation error of the level-increment truncation approximation of M/G/1-type Markov chains, in preparation for submission (2022).

[17] Y. Liu, W. Li, H. Masuyama, Error bounds for augmented truncation approximations of continuous-time Markov chains, Operations Research Letters 46 (4) (2018) 409–413.

[18] H. Masuyama, Error bounds for augmented truncations of discrete-time block-monotone Markov chains under geometric drift conditions, Advances in Applied Probability 47 (1) (2015) 83–105.

[19] H. Masuyama, Error bounds for augmented truncations of discrete-time block-monotone Markov chains under subgeometric drift conditions, SIAM Journal on Matrix Analysis and Applications 37 (3) (2016) 877–910.

[20] H. Masuyama, Continuous-time block-monotone Markov chains and their block-augmented truncations, Linear Algebra and its Applications 514 (1) (2017) 105–150.

[21] H. Masuyama, Error bounds for last-column-block-augmented truncations of block-structured Markov chains, Journal of the Operations Research Society of Japan 60 (3) (2017) 271–320.