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Abstract: The Internet of Things (IoT) paradigm allows the interconnection of millions of sensor devices gathering information and forwarding to the Cloud, where data is stored and processed to infer knowledge and perform analysis and predictions. Cloud service providers charge users based on the computing and storage resources used in the Cloud. In this regard, Edge Computing can be used to reduce these costs. In Edge Computing scenarios, data is pre-processed and filtered in network edge before being sent to the Cloud, resulting in shorter response times and providing a certain service level even if the link between IoT devices and Cloud is interrupted. Moreover, there is a growing trend to share physical network resources and costs through Network Function Virtualization (NFV) architectures. In this sense, and related to NFV, Software-Defined Networks (SDNs) are used to reconfigure the network dynamically according to the necessities during time. For this purpose, Machine Learning mechanisms, such as Deep Reinforcement Learning techniques, can be employed to manage virtual data flows in networks. In this work, we propose the evolution of an existing Edge-IoT architecture to a new improved version in which SDN/NFV are used over the Edge-IoT capabilities. The proposed new architecture contemplates the use of Deep Reinforcement Learning techniques for the implementation of the SDN controller.
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1. Introduction

Technologies such as Internet of Things (IoT), Industrial Internet of Things (especially robust and fault tolerant IoT devices) and Cyber-Physical Systems allow millions of sensor and actuator devices that interact with the context of users [1]. These data is usually managed by the Cloud, where digital twins represent physical entities. Data is stored in Big Data repositories and processed to extract knowledge and forecast the state of entities and context in the future. For this purpose, different artificial intelligence techniques are applied in the Cloud, including multi-agent systems [2], or Machine Learning/Deep Learning techniques [3]. IoT, IIoT and CPS paradigms are used in many different applications, such as healthcare, smart energy, smart farming, or industry 4.0, among many others [4].
There are scenarios where a solution consisting of only one IoT layer and one Cloud layer may have certain drawbacks. The dependency on the Cloud as a data store and application provider implies that an interruption in the link between the IoT layer and the Cloud layer also interrupts the service [5]. Moreover, Cloud service providers offer pricing plans based on the amount of resources that customers use during time. In this sense, the Edge Computing paradigm arises to reduce the cost associated with the transfer, storage and processing of data in the Cloud. In this way, data is filtered and pre-processed in the edge of the network before being sent to the Cloud, allowing the application of machine learning techniques in the same edge, obtaining shorter response times and maintaining system functionalities even during communication breaks between the IoT layer and the Cloud layer [6].

On the other hand, there is a growing trend to share physical network resources and costs by different user entities through Network Function Virtualization (NFV) [7]. To reduce the maintenance costs of these physical resources and make the configuration of the network more flexible over time, Software-Defined Networks (SDN) techniques are also used, which are closely related to NFV [8]. Thanks to SDN, it is possible to use general purpose COTS (Commercial Off-The-Self) elements that can be reconfigured over time according to the changing needs of the network, instead of deploying specific elements (e.g., switches, bridges or routers) that have to be replaced when the network grows or changes [9].

In this sense, intelligent mechanisms are needed to efficiently optimize virtual data flows in networks according to the Quality of service (QoS) required by each application. Deep Reinforcement Learning is one of the most promising trends in recent years in the field of machine learning aimed at control [10]. Among its applications are self-driving cars. In this type of application, we will call as “agent” a self-driving car, chess virtual player or an Edge node in an IoT network redirecting network traffic and defending itself from multiple sources of cyber attacks. Nonetheless, the agent cannot store and contemplate all the possible scenarios in which it can be found due to the enormous number of possibilities. Thus, the agent explores its environment knowing the possible states, the probability of changing between those states, the set of actions it can perform in each of those states and the reward or penalty it will get in each case.

In this work, we propose the evolution of an existing Edge-IoT architecture to a new improved version in which SDN/NFV are used over the Edge-IoT capabilities. For this purpose, the Global Edge Computing Architecture (GECA) has been taken as a basis, oriented to the implementation of Edge-IoT solutions and presented by Sittón-Candanedo et al. [11]. The Global Edge Computing Architecture has already been applied, in fact, in Smart Energy [12] and Smart Farming [6] scenarios where it was necessary to reduce data transfer between the IoT and the Cloud and, therefore, the costs of computing and storage in the Cloud. However, in its previous version it did not have SDN/NFV capabilities, which have been explored by Alonso et al. [13] for its current incorporation to the architecture. The new proposed architecture contemplates the use of Deep Reinforcement Learning techniques for the implementation of the SDN controller. In this sense, it is proposed the application of a Deep Q-Learning model [14] for the management of virtual data flows in SDN/NFV in an Edge-IoT architecture according to the required quality of service.

The rest of this work is structured as follows. The next section (Section 2) describes the problem to be solved along with the state of the art in the field of Internet of Things and Edge Computing solutions, the different approaches when using Network Function Virtualization and Software-Defined Networks to Edge Computing scenarios, as well as the application of Deep Reinforcement Learning for data flow management in networks. After that, Section 3 presents the Global Edge Computing Architecture and the new mechanism proposed to manage data flows in Software Defined Networks based on GECA. Then, Section 4 describes the experimentation and the obtained results after implementing the GECA 2.0 SDN mechanism based on Deep Q-Networks. Finally, conclusions and future work are presented in Section 5.
2. Problem Description and Related Work

In this section we will progressively describe the problem to be solved. In order to do this, we will make an analysis of the related work existing in the field of the Internet of Things and Industrial Internet of Things in Section 2.1. After that, in Section 2.2 we will describe what advantages the Edge Computing paradigm provides over solutions based only on IoT and Cloud layers. On the other hand, Section 2.3 will describe how Software-Defined Networking and Network Function Virtualization can help in Edge-IoT scenarios. Finally, Section 2.4 will present Reinforcement Learning and Deep Reinforcement Learning techniques to manage network virtualization in Edge-IoT approaches.

2.1. Challenges in Internet of Things and Industrial Internet of Things Scenarios

The Internet of Things (IoT) is, in part, an evolution of other concepts such as Cyber-Physical Systems, Sensor Networks and Wireless Sensor Networks [15], among others. Wireless Sensor Networks allow us to collect information about different physical measurements of the users’ environment and, sometimes, of the users themselves [16]. WSNs have been applied in multiple scenarios such as healthcare and telecare [17], smart buildings [18] or smart farming [6]. As can be seen, over time there have been and are multiple wireless technologies to implement WSNs. In fact, we often find scenarios where several technologies are used at the same time because there are several elements to be monitored (e.g., people, objects, the environment, etc.), so we talk about Heterogeneous Wireless Sensor Networks [17]. To accommodate these necessary heterogeneity, different approaches have been employed in terms of frameworks and platforms for cohabitation and information fusion [15]. Nonetheless, the need to connect an increasing number of sensors of different types and monitor and store information in the Cloud, leads us inexorably to the Internet of Things.

However, it was not until 1999 that the term Internet of Things was first mentioned by Kevin Ashton [19]. Interest in IoT grew as large companies and governments saw it as a key technology. In this sense, Google began to store data related to the Wi-Fi networks of the users of its services in 2010. That same year, the Chinese government established the IoT as a priority topic within its five-year plan [20]. Over the years the terminology took on its own formal definitions, such as that of Kethareswaran and Ram [21], which defined the Internet of Things as the connection of objects (buildings, vehicles) through a network infrastructure with electronic elements (sensors, actuators, radio frequency identification tags, etc.) to collect and exchange data. The most important IoT application areas include healthcare [17], transport and logistics [22], smart homes [23], smart energy [4], smart cities [24] or Industry 4.0 [25], among many others. On the other hand, the Industrial Internet of Things (IIoT) [26] is one of the fundamental aspects of the new Industry 4.0 [27]. The IIoT emerges as a new milestone on the Internet so that billions of machines in the industry are equipped with various types of sensors, connected to the Internet through heterogeneous networks [28]. Possible applications of the IIoT include abnormal pattern detection [29] or predictive maintenance [25], among many others.

Although the implementation of IoT ingestion layers allows to deal with the problem of heterogeneity, two other problems remain to be solved. One of them is the large amount of data that thousands of devices can send to an IoT platform. To reduce the data traffic between the IoT layer and the cloud, solutions such as the Edge Computing paradigm arise. Edge Computing allows reducing congestion by the demand for computing resources, network or storage in the cloud. With this strategy, computational and service infrastructures approach the end user by migrating data filtering, processing or storage from the cloud to the edge of the network [30,31]. The second challenge to be solved is that, regardless of the transmission technology used, there may be multiple different user or applications using a common transmission infrastructure from the IoT to the Cloud. Sharing network resources and infrastructure by various organizations, operators and user groups can be done through Network Function Virtualization and Software-Defined Networks [13].
2.2. Edge Computing and Edge-IoT Platforms

The Edge Computing paradigm allows us to take part of the computational load from the Cloud to the Edge nodes [30]. Shi et al. [32] define Edge computing as computer and network resources located between data sources, such as IoT devices, and cloud data centers. In these edge nodes it is possible to filter the information coming from the IoT layer to the Cloud, thus reducing the cost of computing and storage services in the Cloud. Edge nodes can pre-process the information collected from the IoT nodes, thus reducing the information to be processed and stored in the Cloud [11]. In addition, it is possible to execute Machine Learning or even Deep Learning algorithms in the Edge nodes, so that a more direct service can be given to users, reducing response times [6]. It is also possible to continue providing service temporarily during communication breaks with the Cloud [12]. Figure 1 shows the basic scheme of an edge computing architecture where the edge nodes allow user application processes to be executed closer to the data sources [30]. The edge nodes perform compute tasks such as filtering, processing, caching, load balancing by reducing data sent or received from the cloud and requesting services and information [13].

![Figure 1. Edge Computing architecture, based on the work of Yu et al. [30].](image)

There is a wide variety of scenarios where solutions based on IoT and Edge Computing are being applied. Among the most relevant applications, we find Smart Farming [6], Smart Energy [33] or Industry 4.0 solutions [11], among many others. Moreover, although there are scenarios in which Edge Computing is applied to a single environment as an ad-hoc system, there are also developments aimed at providing Edge functionalities as a platform. In this way, the reproducibility of the solution is increased. Likewise, there are different reference architectures within the scope of Edge Computing applied in industrial environments or Industry 4.0. In fact, one of them is the Global Edge Computing Architecture [11], on which this work has been based. This architecture, in turn, was the result of analyzing four of the most important reference architectures in the field of Edge-IoT in Industry 4.0. The first of these architectures is FAR-Edge [34]. One of the aspects taken by GECA from FAR-Edge is that both incorporate blockchain functionalities. However, in the case of FAR-Edge the blockchain is
incorporated in its intermediate layer, while in GECA it is implemented from the base layer, that is, at the same time that the data are generated by the IoT sensors. Another architecture that has served as a reference for GECA is INTEL-SAP Reference Architecture [35]. GECA is inspired by the SAP Cloud Trust Center concept, which aims to verify the ownership of devices and register them in the system or platform implemented, assigning a certificate of identity (authenticity) to each owner and keeping an updated list of successfully registered device. In the case of GECA this process is done in the Cloud, before a new device can access a GECA based system or platform. Thirdly, there is the architecture of the Edge Computing Consortium [36]. GECA is based on this architecture in terms of the importance of following a standard. Therefore, GECA’s design is based on the IEC 61499 standard [37], following a structure of functional blocks, each with its corresponding inputs, processes and outputs. Finally, the architecture of the Industrial Internet Consortium (IIC) proposes the inclusion of an Enterprise Layer, on which GECA’s Business Solution Layer is based [38].

There are two main models when designing Edge Computing solutions [30]. In the hierarchical model, the edge architecture is divided into a hierarchy in which functions are defined based on distance and resources. In the hierarchical model, therefore, the different edge and cloudlet servers are deployed at different distances from the end users. Examples of the hierarchical model are the work of Jararweh et al. [39], who propose a model based on the integration of cloudlets and Mobile Edge Computing (MEC) servers. The GECA architecture on which this work is based also followed the hierarchical model before the update proposed in this paper [11]. The second one is the Software-Defined model [8], described in the next section.

2.3. Software-Defined Networking and Network Function Virtualization in Edge-IoT Scenarios

In order to provide a more efficient use of resources in IoT networks, new solutions are emerging to virtualize resources [40]. In this sense, concepts such as Network Function Virtualization (NFV) arise, oriented to the virtualization of the different components of the network [7]. In fact, ETSI MEC (Mobile Edge Computing) is based on the NFV concept, and its application in IoT scenarios has been explored widely [41]. In a way closely related to the NFV, and often used complementing each other, Software-Defined Networks also emerge [8]. Approaches such as Software-Defined Networks and Network Function Virtualization enable cost savings by employing general purpose devices rather than more expensive network-specific devices that may need to be replaced if network configuration needs change over time [9].

Figure 2 shows the typical architecture of Software-Defined Networks [42]. In this type of architecture, the network is separated into a data plane and a control plane [43]. The data plane consists of COTS forwarding nodes with general purpose capabilities, rather than specific purpose hardware (e.g., routers, gateways, etc.) [9]. The remote configuration of the nodes is done from a controller (i.e., SDN Controller) in the control plane. In this way, the network administrator uses a centralized control console to reconfigure the traffic flow on the network without having to physically modify the network nodes [42]. For this purpose, all these nodes have a common interface for remote configuration, called southbound interface [44]. Southbound interfaces allow abstracting the functionality of the COTS forwarding nodes and allow the controller to interact with them. In this regard, OpenFlow is the most representative of southbound interfaces [8].

The open-source OpenFlow protocol allows decoupling the control plane of the data plane of the networks. Thanks to the uncoupling of these two planes, the control and management of the network can be carried out remotely in the cloud (in a centralized or distributed way), while packet forwarding is carried out in the hardware devices that make up the network [8]. The control plane commands hardware devices specifying how to forward these packets between their adjacent nodes. Therefore, it is no longer necessary to build different hardware devices with specific functions (ASIC circuits) [7], making it possible to use cheaper general-purpose hardware, with a lower unit cost and that can evolve over time simply updating its functions and software remotely, reducing replacement and warehousing costs. Furthermore, in the control plane of a SDN, a Network Operating System (NOS) is
running over southbound and northbound interfaces [45]. NOS describe the available software-defined networking software tools. Over the specific NOS, it is possible to build applications aimed at controlling the network behavior and define high-level network policies (i.e., the management plane) [8]. For this purpose, northbound interfaces allow these applications to interact with the NOS. A human network administrator uses a centralized control console to reconfigure the traffic flow on the network without having to physically modify the network nodes [42]. However, the administration of the network can be carried out in an automated way by specific software such as a cognitive engine based on intelligent algorithms. This is, in fact, one of the objectives of this work. Examples of this type of approach are the work of Baek et al. [46], or the work of Sampaio et al. [47], as we discuss later in Section 2.4.

![Software Defined Network (SDN) architecture.](image)

The concept of network virtualization is defined according to Granelli et al. [7] as the process of combining hardware and software network resources, as well as the network’s own functionalities, into a single software-based entity that is called a virtual network. Figure 3 shows this approach [42]. As mentioned above, the integration of SDN and NFV is common in the field of scientific and industrial research to take advantage of the benefits of both [43]. Just as there are intelligent algorithms aimed at balancing resources, configuring routing and firewall rules remotely from the management plane using the northbound interface in SDN scenarios, there are also researches that propose intelligent mechanisms aimed at provisioning resources in NFVs, such as the work of Ruiz et al. [48] or Pei et al. [49]. Again, our work is focused on provide with new intelligent mechanisms that allow provisioning virtual network resources in SDN and NFV scenarios.
There are studies in Software-Defined Networks [50], Wireless Software-Defined Networks [51] and Network Function Virtualization [52] as complementary technologies that could work together with Edge Computing architectures. Jararweh et al. [53] propose a software-defined model aimed at the integration of Mobile Edge Computing (MEC) and SDN. Salman et al. [54] go one step further, proposing the integration of MEC, SDN and NFV, achieving a better MEC performance in mobile networks and that can be further extended enabling IoT-wide deployment scenarios. More specifically, there are different solutions aimed at combining both paradigms to further optimize resources in IoT networks [55]. Within the different approaches, we find HomeCloud [56], a framework that combines the use of SDN and NFV with the aim of allowing efficient orchestration and delivery of applications from the servers that are deployed on the Edge itself. Caraguay et al. [40] propose a SDN/NFV architecture specifically for IoT networks and focused on modifying QoE/QoS flows in real-time by means of the controller capabilities. Likewise, Monfared et al. [57] propose a two-tier cloud architecture. In Monfared et al. [57] architecture, on the one hand, there are data servers in the cloud and, on the other, there are edge devices to provide data closer to users. For the control and management of the architecture, a network infrastructure defined by the software is proposed.

Nonetheless, it is necessary to find innovative solutions that design and implement intelligent algorithms that allow automated tasks such as resource balancing, network reconfiguration or cyberattack prevention in scenarios where IoT, Edge Computing and SDN/NFV are combined. In this sense, there are some solutions like the proposal of Ruiz et al. [48], who proposes a genetic algorithm for VNF provisioning in NFV-Enabled Cloud/MEC RAN architectures. However, among the intelligent algorithms one of the most promising fields in recent years is Reinforcement Learning. This is the basis of approaches such as that of He et al. [58], which proposes a deep reinforcement learning approach in SDN with MEC. In the next section we will briefly analyze the state of the art of the use of Deep Reinforcement Learning in SDN/NFV scenarios.

Figure 3. Network Function Virtualization (NFV) over Software-Defined Networks.
2.4. Reinforcement Learning and Deep Reinforcement Learning in SDN/NFV Scenarios

Reinforcement learning (and Deep Reinforcement Learning) is one of the most promising trends in recent years in the field of machine learning [10]. Among its applications are self-driving cars [59], robot vacuums [60], automated trading [61], enterprise resource management [62,63] or games. In this sense, in 2017 was released AlphaGo Zero, an algorithm that was not trained by human competitor data. AlphaGo Zero was only able to sense positions on the board, rather than having previous data. AlphaGo Zero also ran on a single machine with 4 TPUs and beat previous AlphaGo Lee [64] in three days by 100 games to 0. AlphaGo Zero’s neural network was previously trained using TensorFlow with 64 GPU workers and 19 CPU parameter servers [65]. As can be seen, the potential for Deep Reinforcement Learning in scenarios where the capacity for initial training dataset is not available is enormous. This allows envisioning solutions in which to build devices that learn from scratch the best way to balance data flows in a software defined network taking into account the different QoS (Quality of Service) and optimizing the use of resources [58], or optimize the use of energy in edge scheduling [66]. Likewise, they represent algorithms with a great potential to detect new cyberattacks not yet known without the need to train new models as new threats arise [67].

The Q-learning algorithm [68] is one of the best known model-free techniques in reinforcement learning, and has numerous evolutions and variants of the same [69]. For any Finite Markov Decision Processes (FMDP), Q-learning (Q comes from Quality) finds a policy that is optimal in the sense that it maximizes the expected value of the total reward over any and all successive steps, starting from the current state [70]. Thus, we have a value function \( Q(s,a) \) that takes as input the current state \( s \) and the current action \( a \) and returns the expected reward for that action and all subsequent actions. Initially, \( Q \) returns the same arbitrary value. As the agent explores the environment, \( Q \) returns an increasingly better approximation of the value of an \( a \) action, given a \( s \) state. That is, the function \( Q \) is progressively updated. So, the new value \( Q^{new}(s_t,a_t) \) is updated in each iteration from the old value \( Q(s_t,a_t) \) with a learning rate \( \alpha \), since the learned value \( (r_t + \gamma \cdot max_a Q(s_{t+1},a)) \) is known, where \( r_t \) is the reward, \( \gamma \) the discount factor and \( max_a Q(s_{t+1},a) \) the estimate of the future optimal value:

\[
Q^{new}(s_t,a_t) \leftarrow (1-\alpha)Q(s_t,a_t) + \alpha \left( r_t + \gamma \cdot max_a Q(s_{t+1},a) \right).
\] (1)

In this way, the agent has an estimated value for each state-action pair, and whose knowledge increases with time. With this information, the agent can select which action to carry out in each moment according to its action-selection strategy, which can take into account an epsilon-greedy strategy, for example, to increase its knowledge of the environment.

Deep learning has accelerated progress in Reinforcement Learning, with the use of deep learning algorithms within the RL that define the field of Deep Reinforcement Learning [69]. Deep Learning allows Reinforcement Learning to scale up to previously intractable decision-making problems, that is, environments with high dimensional states and action spaces. There are several Deep Reinforcement Learning algorithms [69], including the variants of Deep Q-Learning (DQN), such as double DQN [66], dueling DQN, Deep Recurrent Q-Networks (DQRN) and multi-step DQN, among others, and those based on policy gradient, such as REINFORCE, Advantage Actor-Critic (A2C), Natural Policy Gradient (NPG), among many others.

Thus, deep reinforcement learning techniques provide great potential in IoT, edge and SDN scenarios. In the work by Amiri et al. [71], reinforcement learning techniques are used for energy management in heterogeneous networks based on the QoS required by each service in the network. Liu et al. [72] focused on designing an IoT-based energy management system using an Edge Computing infrastructure with deep reinforcement learning. Ferdowsi and Saad [67] proposes the use of deep reinforcement learning using LSTM (Long and Short-Term Memories) [73] blocks for signal authentication and security in massive IoT systems.

One of the most relevant works in this sense is the approach by Mu et al. [74], which proposes a SDN flow entry management mechanism based on Deep Q-Networks and compared with classic
Q-learning reinforcement learning using Mininet emulator [75]. In our work, Deep Q-Networks is proposed to manage the Network Function Virtualization in Edge-IoT scenarios. Unlike the work of Mu et al. [74], whose methodology serves as a basis for the experimentation stage of our work, our proposal is oriented towards a specific SDN management solution in a reference architecture aimed to the design, implementation and deployment of Edge-IoT solutions, in which the flows between nodes are almost entirely *mice flows* (that carries small amounts of data).

3. Management of SDN Flow Entries in the Global Edge Computing Architecture by means of Deep Reinforcement Learning

In this section we will describe the contribution of this work. First, Section 3.1 will depict the GECA architecture in its previous state before introducing SDN and NFV management. After that, Section 3.2 will describe the new components introduced in the architecture in order to optimize the management of data flows. In this sense, a flow management mechanism will be introduced in the Cloud layer (*Business Solution Layer*) based on Deep Reinforcement Learning based on rewards indicated by the Edge nodes based on their *satisfaction* with the observed QoS. The mechanism will be based on Deep Q-Networks, and its concept design will be explained in Section 3.3.

3.1. The Global Edge Computing Architecture 1.0

This section depicts the *Global Edge Computing Architecture* (GECA), an architecture designed and presented by Sittón-Candanedo et al. [11] in a modular and tiered manner, based on the concept of functional blocks. GECA is structured in three layers: *IoT*, *Edge* and *Business Solution* layers. The main objective of the architecture is to incorporate low-cost but high-capacity computing resources in its edge layer to allow pre-processing and filtering of the volume of data sent in a traditional IoT environment by the set of connected sensors or devices. The principal features and components of the layers of the architecture, shown in Figure 4 are described in the following order:

- **IoT Layer**: in GECA, this layer is made up of the set of elements that define an environment like IoT, that is, objects or connected things that constantly generate data. Among them are sensors, actuators, controllers or IoT gateways. The data transmission process in this layer is done through the most used communication standards, such as: Wi-Fi, ZigBee, LoRa or SigFox. In addition to the IoT devices, this layer includes the components that provide security to the architecture. The incorporation of a basic blockchain scheme in which the smart contracts through oracles interact with the physical components of the layer, allows the data to be transferred safely and following the predefined terms in each contract.

- **Edge Layer**: This layer proposes the use of low-cost and high-capacity boards such as the Raspberry Pi, whose characteristics allow it to function as an edge node to process and filter the data collected and sent by the devices deployed in the IoT layer. The components of these boards: I/O ports, 32 or 64 bit Linux operating system, RAM memory up to 4GB, USB 2.0 to 3.0 ports or SD cards, allow the installation of libraries such as TensorFlow Lite or similar used to apply Machine Learning techniques for data management [76]. Machine Learning techniques contribute to the deployment of the Data Analytics in the Edge layer, making it easier for users to obtain valuable data and responses with lower latency, reducing the costs associated with Cloud Computing such as shipping, processing, data storage as well as bandwidth consumption.

- **Business Solution Layer**: The services and applications associated with Business Intelligence, which are in a classic Cloud Computing architecture, are included in this layer of GECA. At this level the architecture facilitates the deployment of public or private services, also allowing the inclusion of components of: analysis (case based reasoning, data analysis and visualization algorithms), authentication (to ensure security) knowledge base (using virtual agent organizations or decision support systems) and APIs (so that services are available in any standard web browser).
This architecture was designed from the design phase to support the deployment of solutions that required IoT, Edge and Cloud layers, and securing the information through a blockchain from the moment the data was entered from the IoT nodes. As demonstrated through its application in different scenarios, this architecture offers a scalable and secure environment for users to obtain their information in real time, remotely accessing the applications that are deployed in the Business solution layer [6,12]. Nevertheless, the initial design did not consider the possibility of using software defined networks or network function virtualization to optimize the use of resources in the Edge-IoT networks. In this work, this architecture is updated taking into account these new functionalities.

3.2. SDN and NFV in the New Global Edge Computing Architecture 2.0

In order to support SDN and NFV capabilities, some of the layers in the Global Edge Computing Architecture were updated, resulting in the Global Edge Computing Architecture 2.0. The new architecture is shown in Figure 5. Thanks to the modular and scalable design of the architecture, the introduction of the new sub-layers and components was a straightforward process.
Therefore, the architecture was updated according to the following modifications:

- **IoT Layer**: This layer and its components remain unchanged in the new version of the architecture. In this sense, it is not necessary to modify any of its components, since in this version only the interaction with the Edge nodes (and the new Fog nodes) from the SDN controller has been considered. The IoT Layer is the lowest layer within the Infrastructure plane (called data plane in other SDN architectures).
• Fog/Edge Layer: The previous Edge Layer in GECA 1.0 is now called Fog/Edge Layer. Moreover, the Fog/Edge Layer is the topmost layer within the Infrastructure plane. This layer is now subdivided into two sublayers: the Edge Sublayer and the Fog Sublayer.

  – Edge Sublayer: This sublayer inherits the existing components of the previous GECA 1.0 Edge Layer. That is, it is formed by the Edge nodes or Edge Gateways. Thus, these nodes act as a gateway between the IoT devices and the applications in the Cloud (Business Solution Layer). Like in GECA 1.0, the Edge Gateways have computing and local storage capacities to preprocess the data sent from the IoT Layer to the Business Solution layer. Besides, it is possible to apply machine learning techniques in the same Edge in order to detect anomalous patterns. Among others, it is possible to apply k-NN (k-Nearest Neighbors) algorithms to detect anomalous service requests that may mean cyberattacks [77]. Nonetheless, in the new version of the GECA 2.0 architecture, the Edge Gateways include in their local data stores routing tables with information about what to do with each type of packet (discard, forward to a certain communication interface or send to the SDN Controller), as well as counters with the number of packets received of each type. The packet types are actually filtering patterns based on the packet headers. The entries (rules) in the tables of each Edge Gateway are configured and consulted remotely from the SDN Controller in the Cloud (i.e., in the Business Solution Layer) by means of the Southbound API. In this sense, this nodes incorporate capabilities similar to those of the COTS forwarding nodes in Figure 2. Each designer can follow the OpenFlow standard or implement his/her own protocol. The architecture is flexible in this sense, in order to be open and dynamic in time.

  – Fog Sublayer: This new sublayer is composed of Fog Forwarding Gateways. Like the Edge Gateways in the Edge Sublayer, the Fog Forwarding Gateways include packet routing tables that can be configured remotely from the SDN Controller via the Southbound API. However, these types of nodes are not connected directly to a subnet of devices in the IoT Layer and do not need to be able to apply machine learning techniques on the edge. Thus, their function is quite similar to that of the COTS forwarding nodes in Figure 2. Thus, they are not provided with computational or storage resources that would raise the costs of the network infrastructure (whether physical or virtual).

• Business Solution Layer: The Business Solution Layer maintains its name in the new GECA 2.0. However, the Business Solution Layer is now subdivided into two sublayers: the Virtual Network Management Sublayer and the Application Sublayer.

  – Virtual Network Management Sublayer: This sublayer forms the control plane of the SDN architecture and it contains the SDN Controller. Also, in this sublayer would be carried out the capabilities of Network Function Virtualization when managing flows. The same SDN Controller carries in its SDN/NFV database the management of virtual flows and the dynamic reconfiguration of remote nodes. In this way, from the first moment of the GECA 2.0 design, it is possible to use SDN and NFV functionalities indistinctly or combined if the network designer requires it. The SDN Controller makes use of the Southbound API to remotely reconfigure both Fog Forwarding Gateways and Edge Gateways in the Fog/Edge Layer. In addition, it offers elements in the Application Sublayer the possibility of accessing the SDN configuration and the data exchange with the IoT-Edge layers via the Northbound API. A proposal for network resource allocation and flow control to be implemented as part of the SDN Controller will be described in the Section 3.3.

  – Application Sublayer: This sublayer includes all the functionalities that previously existed in the Business Solution Layer in GECA 1.0. The difference with GECA 1.0 is that now the different user applications and the different management components included in the Business Solution Layer communicate with the network through the Northbound API offered
by the SDN Controller. Thus, the application layer corresponds to the application plane (or management plane in other SDN architectures). Also, thanks to the functionalities of the SDN Controller, different tenants or different applications can share the network infrastructure transparently, without seeing the data of other tenants or applications that are in another virtual network sharing the same infrastructure.

GECA was inspired in its initial design by other reference architectures oriented to Industry 4.0 applications, so security is an essential aspect to take into account. Thus, as in the first version of GECA, in GECA 2.0 there is a transversal layer for the securization of all the data exchanged. This includes the management of the authentication of the IoT, Edge or Fog devices in the network before they become part of it, as well as the management by design of distributed ledger technologies, such as blockchain, in order to save all the transactions carried out by the IoT devices [11]. The IoT layer contemplates the use of hardware encryption devices to facilitate the incorporation of secure transaction blocks from the very moment the data is collected by the sensors, behaving like blockchain oracles, as they are information exchange paths between the blockchain and the real physical world [78]. There are also oracles in the Business Solution Sublayer in order to exchange dice with the virtual world outside the blockchain.

3.3. Adaptive Assignment of Network Resources by Means of Deep Q-Learning Techniques

This section will describe the method that is proposed to be developed in GECA 2.0 to dynamically establish the routing tables in the different Fog Forwarding Gateways and the Edge Gateways from the SDN Controller. To do this, first we will describe in more detail the Q-Learning algorithm and the Deep Q-Networks.

As introduced in Section 2.4, Q-Learning is a reinforcement learning algorithm aimed at learning a policy [68]. This policy or strategy is the core of the agent and it is what dictates how the agent behaves with the environment. The policy determines what action the agent will take given a given state. For example, which resources will be reserved in each moment by a SDN controller in a software-defined network [62].

Mathematically, the policy in the Q-learning algorithm is modeled as an action-value function $Q(s,a)$. That is, $Q(s,a)$ determines the policy of the agent, resulting in the Q-value or quality level that it obtains when taking the action $a$ given that it is in the state $s$. The more $Q(s,a)$ approaches the best policy, the better it will have been its learning. The objective of the agent is, therefore, to learn the best $Q^*(s,a)$, which is known as TD-target or $Q^*(s,a)$.

In supervised learning, a cost function or loss function measures the quality of the $h(x)$ function used as a hypothesis function to predict the value of a given label for a new input. In reinforcement learning there is a similar concept of loss function, known as TD-error. Thus, the cost function or loss function is:

$$\text{Loss} = Q^*(s_t,a_t) - Q(s_t,a_t).$$ (2)

However, in reinforcement learning the objective function TD-target is always unknown. In this sense, the Bellman equation is used to estimate $Q^*(s,a)$ [68]:

$$Q^*(s_t,a_t) = r_{t+1} + \gamma \max Q(s_{t+1},a).$$ (3)

This equation means the following. At the moment $t$, the agent is in the state $s_t$ and, because of that, it decides to take the action $a_t$. Consequently, the agent gets a reward $r_{t+1}$ and its environment observation indicates that it is in the new state $s_{t+1}$. According to $Q(s,a)$, the agent calculates, based on its knowledge until that moment, the maximum Q-value that it can get given the state $s_{t+1}$ considering all the possible actions that it can take. The discount factor $\gamma$ is a hyper-parameter between 0 and 1 that allows to weigh the importance of the maximum Q-value in the future state.
Thus, the Equation (2) results in:

\[ \text{Loss} = r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t). \]  

(4)

One way of minimizing the loss function is by the gradient descent method [79]. In this method, the \( Q(s, a) \) policy is updated based on the current reward and the maximum value of expected future rewards:

\[ Q^{new}(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left( r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t) \right). \]  

(5)

The learning rate \( \alpha \) is a hyper-parameter between 0 and 1 that allows to control the speed of convergence of the procedure.

The Q-Learning algorithm can be implemented with a table known as Q-matrix (or Q-table) of dimensions \( S \times A \), where \( S \) is the number of possible states and \( A \) is the number of actions that the agent can perform in each state. The element \( i, j \) in the table, or the element \( s, a \), stores the value \( Q(s, a) \).

Initially, the agent has no value (or zero) in each element in the table, since it has not explored the environment yet. The agent then starts the first training episode. To do so, it starts moving through the states \( s \) of the environment performing actions \( a \) and getting rewards \( r \) for it. This allows the agent to update the table learning the \( Q(s, a) \) policy. Once the first episode is finished, it starts a second episode in which it no longer starts from an empty Q-matrix, but it takes into account the policy \( Q(s, a) \) that it learned during the first episode. It repeats, in succession, a series of \( N \) episodes, each with a maximum number of \( M \) actions (or transitions between states) pre-established.

During the learning process, the hyper-parameters explained previously are taken into account: the discount rate \( \gamma \) and the learning rate \( \alpha \). However, there is another hyper-parameter to be taken into account, the exploration rate \( \epsilon \), or the percentage of time the agent spends on exploration instead of exploitation. We recall that \( \epsilon \) can be progressively reduced depending on the knowledge acquired by the agent. Usually, in fact, it starts at 1 and ends at 0, being reduced in each episode by an exploration decay, usually \( 1/N \). During the learning stage, in each state in each episode, the agent will decide to take the optimal policy (exploitation) with a probability \( P_O = (1 - \epsilon) \) or to follow a random policy (exploration), doing a random action, with a probability \( P_R = \epsilon \). Once the training of the agent is finished, it passes to the testing stage, and it will always take the optimal policy, unless it continues with its learning also in production.

The problem with the classical method based on Q-matrix is that it requires a very high number of memory spaces. Problems are common where the number of states or even the number of actions is very high, so that the memory space \( S \times A \) would be unwieldy or directly unmanageable. In these situations the Q-table can be replaced by a neural network. Thus, we move from a Q-Learning algorithm to a Deep Q-Learning algorithm [80].

In this way, we can use a neural network with an input layer with \( S \) units (the number of possible states) and an output layer of \( A \) units (the number of possible actions in each state). The number of hidden layers and units for each of the hidden layers will be determined by the design of the network and the testing of the different models. We train the neural network, for example, using an optimal method to minimize loss function, such as gradient descent. In the testing phase, the neural network will take at its input the state \( s \) in which it is in the agent. At the output we will obtain the \( A \) values \( Q(s, a) \) for such state \( s \).

Depending on the instructions previously received via OpenFlow protocol, flow tables are established on the switches in a Software-Defined Network implemented following the GECA 2.0 architecture. Each flow table includes match fields, an action to be performed and statistics. Thus, when a switch receives an incoming packet, it checks its header and the match fields in its flow tables. If a match occurs, the action is carried out and the counter in the statistics is increased. The actions can be to send the packet to a certain port, send the packet to the controller, or drop the packet.
In this sense, and following partly the methodology of Mu et al. [74], based on Mnih et al. [81], it is necessary to define the different states, actions and reward mechanisms that will feed the Deep Q-Networks.

Let’s start with rewards to better understand the overall concept. In this regard, an interface is defined so that each IoT node informs periodically to the SDN Controller about the response time (i.e., the time between the source node sends a packet to a destination node, and the time the source node receives the acknowledgment from the destination node) in each flow that this IoT node maintains with another IoT node in the network.

Thus, a short response time will imply a greater reward than a long response time. A failure to respond will be considered a penalty. Therefore, the reward related to the flow between the source IoT node $i$ and the destination IoT node $j$ will be based on previous response time following the Equation (6):

$$r_{i,j,t} = \begin{cases} +1 & \text{if } \text{response	extunderscore time}_{i,j,t} < \text{response	extunderscore time}_{i,j,\text{current	extunderscore best}} \\ 0 & \text{if } \text{response	extunderscore time}_{i,j,t} = \text{response	extunderscore time}_{i,j,\text{current	extunderscore best}} \\ -1 & \text{if } \text{response	extunderscore time}_{i,j,t} > \text{response	extunderscore time}_{i,j,\text{current	extunderscore best}} \\ -\text{Timeout	extunderscore penalty} & \text{if timeout} \end{cases}$$

where Timeout\textunderscore penalty is a positive value to penalize appropriately if the current forwarding tables are wrong, but considering that a transient network interruption or an overload in the destination IoT node is possible even though with a right table configuration.

Then, the total reward in each cycle will be given by the Equation (7):

$$r_t = \sum_{i,j} r_{i,j,t}.$$  

Regarding states, in this first release of the GECA 2.0 SDN mechanism, the SDN Controller knows and establishes all the different flow entries in the flow tables in all the Edge Gateways and Fog Forwarding Gateways registered in the network in a centralized way, as described in Equation (8):

$$s_t = \{ \text{flow	extunderscore entry}_{i,j} \},$$

where flow\textunderscore entry$_{i,j}$ represents the $j$-th entry in the table in the $i$-th Edge Gateway or Fog Forwarding Gateway node.

The different possible actions are defined by the possible actions that can be performed from the SDN Controller to the Edge Gateways and Fog Forwarding Gateways through the Southbound API. That is, keep an entry in a table, update it, delete it or add a new entry in the table. Thus, for each node in the Fog/Edge layer there will be at least 4 possible actions in the output layer of the Q-Network, which determines the actions to be taken by the mechanism for a certain flow\textunderscore entry$_{i,j}$, as given by Equation (9):

$$a_{i,j} = \{ \text{keep}_{i,j}, \text{update}_{i,j}, \text{add}_{i,j}, \text{delete}_{i,j} \}.$$  

Therefore, the complete set of possible actions in each iteration will be given by Equation (10):

$$a_t = \bigcup_{i,j} a_{i,j,t}.$$  

4. Experimentation and Results

For the implementation of the Deep Q-Network, we utilize TensorFlow and Keras libraries under Python. As depicted in Figure 6, in our Q-Network we use as input layer the current states of the system (given by (8)) and the current performance of the IoT network, given by the last obtained reward.
(Equation (7)). For the output layer we consider an output per each possible action (Equation (10)). For the intermediate (hidden) layers, we have considered different network architectures (distinct combination of layers and neurons per layer) for the tests to compare their results, but using always fully-connected inner product layers.

As in Reference [74], we use ReLU (Rectifier Linear Unit) functions as activation functions, as provided by Equation (11).

\[
f(x) = \begin{cases} 
0 & \text{if } x < 0 \\
x & \text{if } x \geq 0 
\end{cases}
\]

Figure 6. Q-Network used in Global Edge Computing Architecture (GECA) 2.0 SDN mechanism.

For the experimentation a Mininet 2.2.2 virtual machine on an Ubuntu 20.4 LTS running directly on Oracle Cloud with a 1 vCPU and 1GB of RAM has been used. In this base experiment, Python 3.8.2 has been used to implement the new mechanism of the Deep Q-Network acting in the SDN controller to dynamically configure the tables in the remote nodes, as this allows to use POX as Network Operating System to implement the SDN [8]. Python has also been used to emulate the remote nodes sending periodic response times to the SDN Controller.

In the experiment, we have emulated 1 central SDN controller, 4 fully-connected Fog Forwarding Gateways, 8 Edge Gateways (2 per each Fog Forwarding Gateway) and 16 IoT nodes (2 per each Edge Gateway), as depicted in Figure 7. We have only considered mice flows (that carries small amounts of data) of just using Mininet’s built-in iperf tool to generate random traffic patterns, specifically Poisson traffic at an average rate of 128 kbps, considering the work of Mu et al. [74] as design guide. We have not considered elephant flows in this experiment as they are not relevant in the majority of IoT environments, specially in communications among IoT nodes.

Two different tests were performed with this IoT network, using two different neural network architectures in each case. In Test 1, three intermediate (hidden) layers were used, with 8, 4 and 4 neurons respectively. In Test 2, three intermediate layers were also used, but this time with 8, 8 and 4 neurons, respectively. In neither of the two scenarios were the networks trained previously with some samples. That is, the initial values of the weights were chosen using random values.

For each of the two cases a maximum number of 1000 episodes was used. In both cases the same hyper-parameters were used, using typical values in Deep Q-Learning—discount factor $\gamma = 0.95$, learning rate $\alpha = 0.1$ and an initial exploration rate $\epsilon_{t=0} = 1.00$, decreasing to a minimum exploration rate $\epsilon_{t=1000} = 0.01$ in the last episode. In order to calculate the loss value, the Stochastic Gradient Descent (SGD) method is used.
In both cases the goal to achieve was to increase by 30% the performance of the IoT network, as measured by Equation (7), that is, to reduce by 30% the sum of total response times with respect to the starting situation in the episode $t = 0$.

Each of the tests was run 10 times in order to average the results obtained. The summary of the configuration used and the results obtained is shown in the Table 1.

**Figure 7.** Emulated Fog-Edge-IoT network used for the experiment.

As can be seen, the Test 2 neural network achieves better results than the Test 1 network for the configuration used in the experiment. However, the computational load is significantly higher and the tests are executed notably slower in the case of Test 2. It is necessary to perform more tests with different configurations (different IoT network topologies, different traffic flows between nodes and different hyper-parameters) and to incorporate quantitative measures of the computational load required to estimate the cost-benefit balance of using a denser neural network.
### Table 1. Comparison of configuration and results obtained with the different Q-Networks.

| Parameter                | Description          | Test 1 | Test 2 |
|--------------------------|----------------------|--------|--------|
| Neural network architecture | Neurons per layer   | 4:8:4:4:4 | 4:8:8:4:4 |
| $\gamma$                 | Discount factor      | 0.95   | 0.95   |
| $\alpha$                 | Learning rate        | 0.1    | 0.1    |
| N                        | Max episodes         | 1000   | 1000   |
| $\epsilon_{t=0}$         | Initial exploration rate | 1.00   | 1.00   |
| $\epsilon_{t=1000}$      | Minimum exploration rate | 0.01   | 0.01   |

| Goal                     | Decrease in total response times |
|--------------------------|----------------------------------|
| Maximum                  | 198                              |
| Average                  | 183                              |
| Minimum                  | 163                              |

5. Conclusions and Future Work

SDNs ad NFV make easier to deploy and distribute applications by dramatically reducing infrastructure overhead and costs. SDNs enable cloud architectures through automated and scalable application distribution and mobility. Moreover, VFN increase flexibility and resource utilization on SDNs by means of data center virtualization. Thanks to the application of SDNs on IoT scenarios, it is possible to separate the data plane from the network control plane and introduce a logically centralized control plane, called a controller, to abstract control functions from networking.

Programmable control mechanisms of software-defined networks make them an alternative for reducing the complexity of Edge Computing (EC) architectures by enabling more efficient use of available computing resources. By using SDNs the data traffic originating from Edge servers can be dynamically routed freeing Edge devices from the execution of complex network activities such as service detection, orchestration, and QoS (performance-delay) requirements.

However, these advantages are accompanied by new challenges in terms of managing virtual resources. In this sense, it is necessary to develop intelligent mechanisms that allow the automated and dynamic management of the virtual communications established in the SDNs by the different user nodes. There are different proposals in this regard based on machine learning, such as genetic algorithms or deep learning. Recently, new approaches based on Deep Reinforcement Learning have demonstrated to offer great potential in solving this challenge, especially due to the advantages of not needing previous training data.

Future work includes the implementation and validation of the Global Edge Computing Architecture (GECA) 2.0, with the possibility of implementing Software-Defined Networks, as well as Network Function Virtualization. Thanks to the modular and scalable design of the architecture, the introduction of the new sub-layers and components is a straightforward process. The Deep Q-Networks will be implemented, compared and tested in the laboratory. After that, an Industry 4.0 platform will be deployed using the new version of the architecture in a real scenario (mixed dairy farm) where GECA has been formerly applied [6] to validate the new intelligent mechanism.

Also, in this first version of GECA 2.0 has been considered a solution in which the SDN Controller is centralized in the Cloud. However, as future work we will investigate solutions in which the training of the Q-Networks is carried out in the Cloud, but GECA 2.0 is provided with a mechanism to transfer the models to the Fog Forwarding Gateways and Edge Gateways. This will allow the reconfiguration of the routing tables in the nodes to be carried out in a distributed way and with less delay, being more appropriate in scenarios where reconfiguration speed and response times are critical. Moreover, future work also includes the research and implementation of new components within the GECA 2.0 reference architecture, including the development of its NFV features, such as the Management and Orchestration (MANO), as well as intelligent mechanisms based on Edge Computing and Machine Learning to implement the provisioning and configuration of the VNFs and the Edge layer.
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