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Abstract

Voice Conversion (VC) is a technique that aims to transform the non-linguistic information of a source utterance to change the perceived identity of the speaker. While there is a rich literature on VC, most proposed methods are trained and evaluated on clean speech recordings. However, many acoustic environments are noisy and reverberant, severely restricting the applicability of popular VC methods to such scenarios. To address this limitation, we propose Voicy, a new VC framework particularly tailored for noisy speech. Our method, which is inspired by the de-noising auto-encoders framework, is comprised of four encoders (speaker, content, phonetic and acoustic-ASR) and one decoder. Importantly, Voicy is capable of performing non-parallel zero-shot VC, an important requirement for any VC system that needs to work on speakers not seen during training. We have validated our approach using a noisy reverberant version of the LibriSpeech dataset. Experimental results show that Voicy outperforms other tested VC techniques in terms of naturalness and target speaker similarity in noisy reverberant environments.

Index Terms: voice-conversion, zero-shot, noisy reverberant environments

1. Introduction

Voice Conversion (VC) is the task of modifying an utterance from a source speaker to make it sound like it was uttered by a target speaker, while preserving the original linguistic content. VC is a key component of many modern applications, including text-to-speech (TTS) [2], speech enhancement [3], and speaking assistance [4] systems. Due to its success in these fields, VC has been studied extensively in recent years [5].

However, despite their success in generating realistic samples, most current VC approaches have two important limitations. First, they are trained and evaluated on clean speech recordings, such as LibriSpeech [6] or VCTK [7]. This is a shortcoming, since most real acoustic environments are noisy and reverberant. Second, not all methods can perform non-parallel zero-shot conversion [8][9]. These shortcomings limit their applicability to certain industrial use-cases, such as applying VC to noisy utterances captured by voice-controlled virtual assistants. In such scenarios, a production VC system should work well in more realistic acoustic conditions (noisy and reverberant) and be robust to microphones with different characteristics. In addition, VC methods should be capable of transforming utterances from speakers not seen during training, and be able to change the speaker’s identity while preserving the quality and naturalness of the speech. Finally, a production VC system should be scalable and robust.

In this paper we propose Voicy, a new VC method that fulfills the desired characteristics outlined before. Our approach, based on de-noising auto-encoders [10] and the AutoVC model [8], is especially tailored for noisy reverberant speech (both as source and target), and capable of performing non-parallel zero-shot VC. Importantly, the proposed phonetic and acoustic-ASR encoders, an improvement over the original AutoVC formulation, significantly improves the intelligibility of the converted speech in noisy conditions. Moreover, since Voicy is based on auto-encoders, it is more robust and easier to train than other GAN- [9] and Flow-based [11] approaches.

To validate our approach, we have created a noisy reverberant version of the LibriSpeech dataset [6], and used it to train and test both our method and other selected baselines. Results show that Voicy outperforms other VC techniques in terms of naturalness and target speaker similarity in noisy reverberant environments. Converted speech samples are provided here.

2. Related Work

Based on the required training data, VC methods can first be characterized as parallel or non-parallel. Models in the first category [12][13] depend on a training set of aligned speech pairs of source and target speakers uttering the same phrase. Conversely, non-parallel models only require source and target speaker’s utterances, but they do not need to be aligned or match in terms of content. Non-parallel VC techniques can further be characterized as either zero-shot or not, depending on their ability to transform utterances of speakers unseen during training. Naturally, non-parallel zero-shot VC is the most challenging but valuable framework, and is therefore the focus of this work.

Regardless of the type of required data, the actual conversion technique behind each VC method varies. Some methods rely on traditional statistical approaches such as Gaussian Mixture models (GMM) [14], while newer techniques use Deep-Learning-based approaches. Within this family, different approaches exist, most notably, Generative-Adversarial-Network-based (GAN) [9][15], Variational-Auto-Encoder-based (VAE) [16], Auto-Encoder-based [8], and Flows-based [11] models. Each family has its own trade-off between conversion quality, complexity and ease of training. In general, Auto-Encoder-based models appear to have the best trade-off [8]. In particular, [17] proposes a variational-autoencoder method conditioned on the phonetic contents of utterances, but it is not zero-shot, and was only evaluated on a small dataset of clean utterances.

Finally, a small body of work is dedicated to VC in noisy environments. In [18], a parallel exemplar-based VC model is proposed. Another approach is [19], where a speech-enhancement-based technique that applies two different filtering methods to suppress noise is proposed. Then, a tradi-
Let us first define the tuple \((S, Z, A)\) representing speaker \(S\), content (phonetic and prosodic) \(Z\), and audio segment \(A\). Let us now take two such tuples, \((S_1, Z_1, A_1)\) and \((S_2, Z_2, A_2)\), where the first corresponds to the \(i\)-th tuple of the source speaker 1, and the second to the \(k\)-th tuple of the target speaker 2. The goal of any VC system is to produce the output utterance \(\hat{A}_{1\rightarrow 2}\) that keeps the content of \(A_1\), while changing the perceived speaker to \(S_2\). Since we tackle the zero-shot VC problem, \(S_1\) or \(S_2\) do not need to be part of the training set.

To achieve this, Voicy uses five modules: speaker encoder \(E_s(.)\), content encoder \(E_c(.)\), phonetic encoder \(E_{\text{ph}}(.)\), acoustic-ASR encoder \(E_{\text{ASR}}(.)\), and decoder \(D(., .)\). Both the phonetic and acoustic-ASR encoders are improvements over AutoVC \([9]\), which, along with the use of the de-noising autoencoder technique, allow our model to perform VC in a noise-robust manner.

More concretely, given an utterance \(A\), we represent it using two modalities: its Mel-spectrogram \(ML\), and its transcription, represented using phonemes \(PH\). For simplicity, we denote \(ML = f_{ML}(A)\) and \(PH = f_{\text{ph}}(A)\). Then, let us represent the input/output of each module as:

\[
C = E_s(ML), U = E_c(ML)
R = E_{\text{ASR}}(ML), P = E_{\text{ph}}(PH)
\hat{A}_{\rightarrow} = D(C, U, R, P)
\]

where \(D\) receives either \(R\) or \(P\), but not both. During training (Figure 1), we use inputs \((S_1, Z_1^1, A_1^1)\) and \((S_1, Z_1^2, A_1^2)\), representing two different utterances from the same speaker \(S_1\). Following the de-noising autoencoder methodology, and leveraging the parallel corpus of clean and noisy data we constructed (see Section 4.2), we also consider tuples \((S_1, Z_1^1, A_1^1)\), where \(A_1^1\) is a clean version of \(A_1^2\), always available during training. Then, for each training utterance \(A_1^j\) containing either clean, noisy, or noisy reverberant speech, the model produces \(C_1^j = E_s(f_{ML}(A_1^j)), U_1^j = E_c(f_{ML}(A_1^j)), R_1^j = E_{\text{ASR}}(f_{ML}(A_1^j)), P_1^j = E_{\text{ph}}(f_{PH}(A_1^j))\) and \(A_1^{j\rightarrow} = D(C_1^j, U_1^j, P_1^j)\). As such, the speaker and linguistic embeddings are extracted from both clean and noisy data. We then compute the total loss:

\[
L = L_{\text{recon}} + \beta L_{\text{phonetic}} + \lambda L_{\text{content}}
L_{\text{recon}} = \|A_{i\rightarrow}^1 - A_{i\rightarrow}^2\|_2
L_{\text{phonetic}} = \|R_i^1 - P_i^1\|_1
L_{\text{content}} = \|E_c(A_{i\rightarrow}^1) - C_i^1\|_1
\]

with \(\lambda\) and \(\beta\) hyper-parameters of the model. \(L_{\text{recon}}, L_{\text{phonetic}}\) and \(L_{\text{content}}\) are loss functions computed using the inputs and outputs of the difference modules, and are presented in Figure 4.

**4. Experimental Validation**

### 4.1. Experimental Protocol

Using LibriSpeech as the basis, we have first created reverberant utterances using the Aachen Impulse Response (AIR) Database.
For simplicity, $f_{S|x}(A)$ and $f_{p|x}(A)$ are not shown. The speaker encoder $E_S$ (in blue) is pre-trained and fixed during training.

![Diagram](image)

### 3.2.1 Dataset

To investigate the effectiveness of our approach, we employed a recently released multimodal dataset, DEMAND [25]. The DEMAND dataset contains over 200 room impulse responses for diverse settings. Due to the sizes and properties of the rooms, the reverberation can be significant, with reverberation time (T60) ranging from 0.12 to 1.25 seconds. For this set of transformations, no noise is added. In addition, we have created a second set of utterances containing both noise and reverberation using Pyroomacoustics [24], a room acoustics simulation package. Using this simulator, we created 3D shoebox rooms of different sizes, trying to approximate the dimensions of realistic home rooms. Then, for each room configuration, we have added 3 audio sources: (1) clean LibriSpeech utterance, (2) white noise of different levels, and (3) external noises selected at random from the DEMAND dataset [25]. This dataset is comprised of real-world noise from a variety of settings. The position of these 3 sources, along with the position of the (virtual) microphone, are varied randomly for each room/utterance. The resulting utterances have on average less reverberation than the previous set (due to the room size), but have two noise sources.

Both approaches are applied to LibriSpeech train-clean-100 (250 speakers, 100 hours), train-clean-360 (920 speakers, 360 hours) and dev-clean (40 speakers, 5.3 hours). Both train-clean-100 and train-clean-360, along with their reverberant and noisy reverberant versions, are combined into a single training set. To create the evaluation set (see Section 4.2), we first combine the dev-clean and its reverberant and noisy-reverberant versions. We then randomly select a subset of 400 utterances, covering all speakers and noise levels (clean, reverb, and noisy-reverb). The SNR distributions in both training and test sets match, with a minimum SRN of 35 dB (for the clean LibriSpeech audios), a minimum of -2.2 dB, and an average of 16 dB. All audio has a sampling frequency of 24kHz. Finally, we chose 2 random target speakers from the training set, one female and one male, and used each VC model to transform the 400 utterances into them.

Mel-spectrograms are extracted using the LibRosa library [26], with 80 coefficients and frequencies ranging from 50 Hz to 12 kHz. To obtain the phonetic representation, we have used the transcription provided with LibriSpeech, and the Montreal Forced Aligner [27].

As baselines, we have considered four methods besides Voicy (referred to as Proposed in Section 4.2). First, AutoVC [8], which inspired our work. In addition, to compare our model against a speech-enhancement-based approach, we trained AutoVC on the original clean LibriSpeech, and used it to transform de-noised de-reverberated test utterances obtained by applying the LogMMSE [28] and the Weighted Prediction Error [29] speech enhancement methods to our noisy evaluation set. This methodology is referred to as Preproc. Moreover, we considered StarGAN-VC [9], an established GAN-based VC model. StarGAN-VC uses a one-hot representation of the speakers, and needs to see utterances from both training and test set speakers during training. To address this problem, we have taken 10% of the test set and added it to StarGAN-VC training set. This 10% is not included in the evaluation set of the methods. Finally, we perform a simple ablation study by removing the acoustic-ASR encoder from our architecture and using this model as a baseline. We refer to this approach as Phonetic. Since this variant uses the phonetic encoding during inference, and is fed the ground-truth transcription, its performance should provide an upper bound of the metrics. We have used Wilcoxon signed-rank test to do pairwise comparisons between the different approaches. Hyper-parameters were optimized using random search to maximize the perceived quality of samples under informal listening.

To quantify the performance of the methods, we run two perceptual evaluations inspired by past voice conversion challenges [1], looking at Naturalness and speaker Similarity. The evaluations were crowd-sourced on Amazon Mechanical Turk, and designed according to Multiple Stimuli with Hidden Reference and Anchor (MUSHRA) [30], but without forcing any system to be rated as 100. Each evaluator rated 20 screens, and selected the Naturalness and Similarity to the target speaker using a 0 to 100 scale. In each evaluation screen, listeners were presented with samples from the 5 systems, and with recordings of the target speaker as hidden reference. A different random recording of the target speaker was provided as explicit reference. We collected 3 scores per utterance, for both target speakers.

### 4.2. Results

We first evaluated the methods in clean acoustic conditions (original LibriSpeech data, no noise nor reverberation). Results (not presented for brevity) showed that the performance difference between the methods is minor for both metrics, with Phonetic outperforming the others due to its ability to leverage the phonetic information available during inference. In this scenario, Voicy does not outperform the other methods.

However, when analyzing the results for the reverberant condition (Figure 2) and noisy reverberant utterances (Figure 3), we observe a clear difference between our systems and the baselines. Once again, Phonetic outperforms all others for both metrics, while the Proposed approach significantly outperforms the remaining baselines in terms of Naturalness on both reverberant and noisy reverberant conditions, likely due to the added information provided by the acoustic encoder during inference. Re-
Results are more mitigated for Similarity due to the high variance of the results for all methods. The relatively large variances in performance is source/target dependent, but also on the level and type of noise. Models that handle noise better have significant less variance. Moreover, the use of Mechanical Turkers can add significant variability to the scores, even if precise instructions are given to them. Nevertheless, statistical analyses of the pair-wise comparisons between the systems show that the only non-significant improvement between Voicy and the baselines is for Similarity for reverberant conditions. For example, when comparing Proposed and Star-GAN, we observe $p = 1.35 \times 10^{-5}$ and $p = 8.46 \times 10^{-6}$ for Naturalness in reverberant and noisy-reverberant conditions respectively, and $p = 0.21$ and $p = 0.038$ for Similarity. This could be due to the fact that the added phonetic context does not add any speaker disentangling information. In addition, we observe how AutoVC’s performance can improve by applying speech-enhancement techniques as pre-processing (Preproc), particularly for the noisy reverberant utterances. The reader is encouraged to listen to converted samples in different noise conditions (see Section 1).

Moreover, we have estimated the SNR of the utterances using the Pysepm toolbox[^2] and analyzed the performance of the models for different noise levels. Results are presented in Figure 4 for a SNR range of interest (noisy conditions). Results show that our method outperforms the others (except Phonetic) in terms of Naturalness until 8 dB, and until 5 dB for Similarity. For higher levels, Star-GAN and AutoVC appear to match or slightly outperform Voicy, which could be due to the fact the added phonetic encoder does not contribute to the speech reconstruction in clean acoustic conditions. We also observe a degradation in performance for all of the systems at 5 dB SNR. We believe that during the random process of adding noise, more samples fell into the 5db noise bucket. The larger number of speakers and samples might have affected the performance of all models equally.

Overall, results concur in showing that Voicy outperforms the baselines in terms of Naturalness and Similarity in noisy reverberant environments, except for Phonetic, which has an "unfair" advantage during inference. The Proposed approach, with its acoustic encoder, tries to match its performance without the need for the phonetic representation during inference, but is unable to reach this upper bound. Nonetheless, it outperforms the other baselines. We believe these results could be improved using a better pre-trained ASR module.

5. Conclusions

In this work we presented Voicy, a new VC model designed for use-cases that require noise/reverb robustness as well as zero-shot transformation, which is not possible with current VC approaches. Our architecture is comprised of five modules, including a phonetic and an acoustic-ASR encoder, which help improve the intelligibility of the converted speech in noisy environments. We have created a noisy reverberant version of the LibriSpeech dataset, and used to train and test both our method and four other baselines. Results show that Voicy outperforms the baselines in terms of naturalness and speaker similarity in noisy reverberant environments. In the future, we will improve our acoustic-ASR encoder, and study if there is prosodic leakage in the phonetic embedding.

[^2]: https://github.com/schmiph2/pysepm
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