Curvature driven motion of a bubble in a toroidal Hele-Shaw cell
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We investigate the equilibrium properties of a single area-minimising bubble trapped between two narrowly-separated parallel curved plates. We begin with the case of a bubble trapped between concentric spherical plates. We develop a model which shows that the surface energy of the bubble is lower when confined between spherical plates than between flat plates. We confirm our findings by comparing against Surface Evolver simulations. We then derive a simple model for a bubble between arbitrarily curved parallel plates. The energy is found to be higher when the local Gaussian curvature of the plates is negative and lower when the curvature is positive. To check the validity of the model we consider a bubble trapped between concentric tori. In the toroidal case we find that the sensitivity of the bubble’s energy to the local curvature acts as a geometric potential capable of driving bubbles from regions with negative to positive curvature.

FIG. 1. A bubble trapped between parallel concentric spherical plates (an upper plate $I_2$ and lower plate $I_1$). The parallel surfaces of the bubble lie on the bounding plates while the transverse surface (which spans the gap) touches them at 90°. Only the transverse surface contributes to the surface energy of the bubble (see below).

I. INTRODUCTION

The isoperimetric problem has fascinated mathematicians and physicists for centuries [1]. One statement of the problem is to find the surface of least possible area that encloses a given volume. Due to surface tension the free energy of a soap bubble depends directly on its surface area. Soap bubbles minimise their area as observed from above or, equivalently, projected onto one of the two plates). As a result this quasi-2D foam can be made to closely approximate various conformal maps of the undeformed hexagonal structure [9–12]. Another important example is the trapping of a foam between concentric hemispheres [13, 14]; in this case, the curvature of the plates leads to a modification of the famous von Neumann’s law for the diffusion-driven coarsening of a dry 2D foam [13, 15, 16].

There is already a considerable literature devoted to investigating the necessarily-defective crystalline phases of various soft matter systems (e.g. liquid crystals [17], colloids [18] and charged particles [19]) on curved surfaces. In a flat Hele-Shaw cell we may expect that the ground-state of a monodisperse ordered 2D foam is given by a regular packing of hexagons, since this is the minimal perimeter arrangement on the plane. However, in a
curved cell the symmetries of the hexagonal space group do not apply [20]. As in other similar systems, we expect this conflict to be resolved by the appearance of topological defects such as disclinations and dislocations [21], as observed in simulations of strictly 2D foams on the surface of a sphere [22]. The precise number and arrangement of such defects will depend on the topology and curvature of the substrate.

Here we show that, in addition to these topological constraints, in a curved Hele-Shaw cell the local curvature of the plates results in a geometric potential acting on individual bubbles.

We consider cells where the bounding plates are curved but parallel to each other. By parallel we mean that the two plates are parallel surfaces of each other i.e. surfaces with a constant point-wise distance between them. Thus if each point \( p \) on the first surface \( I_1 \) is translated along the surface normal \( n \) by a distance \( d \) we obtain the corresponding point on the second bounding plate [23] (see Fig 1),

\[
I_2 = \{ p + d \cdot n(p) | p \in I_1 \}.
\]

Here we restrict the distance \( d \) to be smaller than the absolute value of the local radius of curvature; this avoids any potential singularities and ensures that the second bounding plate is a regular surface. Note that this definition obeys reciprocity: if surface \( I_2 \) is parallel to \( I_1 \), then \( I_1 \) is parallel to \( I_2 \).

Provided the gap \( d \) between the plates is small, we find that bubbles in regions with a positive Gaussian curvature have a lower surface energy than those in regions with negative Gaussian curvature. This difference can be interpreted as a geometric potential that can, in principle, drive bubbles from regions with minimum (negative) to maximum (positive) Gaussian curvature.

We anticipate that this result will be of interest in understanding not only the forces acting on single bubbles but also on clusters of bubbles and foams. Areas of applications may include microfluidics using assemblies of bubbles [24], the adhesion and motion of single cell organisms on curved surfaces [25] and the motion of bubbles in porous media [26]. We expect this work to contribute to related problems concerning the role of various bounding surfaces in determining bubble morphology (and dynamics), famous examples include the area-minimising Rayleigh undulation instability for a cylinder and the catenoid minimal surface between two rings. Other related problems include the study of polymers confined between curved surfaces [27].

The paper is organised as follows. In section II we describe the surface energy of a single bubble between two surfaces. In section III we develop a model to describe the energy of a bubble between two narrowly separated curved plates. We then proceed in section IV to compare our model with numerical simulations. We pay special attention to the case of a bubble between toroidal surfaces, since the toroidal cell includes regions of positive and negative Gaussian curvature. In section V we consider how this geometric potential is modified if the bounding plates are not strictly parallel. Finally, we finish with section VI which includes a short summary and discussion of the main results.

II. THE MODEL

A bubble consists of a liquid interface with a surface tension \( \gamma \) enclosing a volume of gas \( V \). The total surface energy of the bubble is given by,

\[
E = \gamma A
\]

where \( \gamma \) is assumed to be constant and \( A \) is the surface area of the bubble.

We assume that on two sides the bubble is bounded by solid surfaces. The surfaces are not necessarily flat but are smooth and frictionless. This allows the bubble interface to slide along the walls and relax to equilibrium.

Plateau’s laws, a consequence of surface energy minimisation, dictate that the interface meets the confining wall at right angles (normal incidence). The surface energy of the bubble therefore depends entirely on the surface area of the (transverse) film between the walls.

III. THEORY

We begin by considering a related problem: that of a strictly 2D bubble on a sphere. We then derive an approximate model for a quasi-2D bubble between two narrowly separated spherical plates. Finally, we develop a simple (leading order) expression for the surface energy of a bubble between arbitrarily curved parallel plates.

A. 2D Bubble on a Sphere

For a strictly 2D bubble of area \( S \) the energy is given by \( E = \gamma P \), where \( P \) is the perimeter of the bubble.

The minimal energy solution for a strictly 2D bubble on a sphere of radius \( r \) can be surmised from the related isoperimetric problem on a sphere. The problem is to find the shape of a given area, confined to the surface of a sphere, that has the least perimeter; the solution is known to be given by a geodesic circle [28]. Thus, as shown in Fig 2, the minimal energy solution for a strictly 2D bubble on a sphere is a spherical cap with geodesic radius \( \rho \), area

\[
S(r) = \int_0^{2\pi} \int_0^{\theta = \rho/r} r^2 \sin \theta' d\theta' d\phi' = 2\pi r^2 \left( 1 - \cos \left( \frac{\rho}{r} \right) \right)
\]  
(1)
FIG. 2. A geodesic circle of radius \( \rho \) on a sphere of radius \( r \). Here \( \hat{z} \) is the unit vector in the normal direction. The geodesic circle (shown in black) has area \( S(r) \) and circumference \( C(r) \).

and circumference

\[
C(r) = \int_0^{2\pi} r \sin \theta d\phi' = 2\pi r \sin \left( \frac{\rho}{r} \right),
\]

again using \( \theta = \rho/r \). Combining Eq. (1) and Eq. (2) shows that the surface energy of a 2D bubble in terms of its area is

\[
E^{2D} = \gamma C(r) = \gamma 2\pi r \sqrt{1 - \left(1 - \frac{S}{2\pi r^2}\right)^2}.
\]  

Note that in the limit that the sphere has an infinite radius of curvature then the isoperimetric problem reduces to that of finding the minimal perimeter enclosure on a flat plane. In this case the solution is known to be given by a circle of area \( S = \pi \rho^2 \), thus in the limit \( r \to \infty \) we find \( E^{2D} \to \gamma 2\pi \rho \).

B. Quasi-2D bubble between parallel spherical plates

Consider a small bubble between two concentric spheres (i.e. a spherical annulus), separated by a small distance \( d \), as illustrated in Fig 1. The only contribution to the surface energy is due to the area of the transverse film which meets the bounding plates at right angles.

Provided that the gap is small then for a bubble confined between two flat plates the stable solution is known to be a cylinder. Above a critical separation \( d_{crit} = (\pi V)^{1/3} \) this simple solution becomes unstable [29].

On the other hand, if the gap is small and the bounding plates are curved, then again the solution is no longer a cylinder: it is instead some other shape of constant mean curvature. So the transverse film cannot be assumed to be perpendicular everywhere to the bounding plates (that is in the direction of the surface normal to the bounding plates) although it must still meet the bounding surfaces at a right angle.

However, if both the curvature of the plates and the plate separation are sufficiently small then these deviations can be neglected. Thus a simple model of a bubble between spherical plates which ensures the condition of normal incidence is to regard it as a section of a spherical cone, as shown in Fig 3. The sides of the cone represent the transverse surfaces (labelled \( T \)) and the spherical caps (labelled \( P \)) are the parallel surfaces.

For a spherical cone, with cone angle \( \theta = \rho/r \), the surface area of the transverse film is

\[
A_T = \int_0^{2\pi} \int_r^{r+d} r' \sin \theta d\theta' d\phi' = \pi r^2 \sigma_n \sin \left( \frac{\rho}{r} \right),
\]

while the volume is given by

\[
V = \int_r^{r+d} \int_\theta^{\theta=\rho/r} \int_0^{2\pi} r'^2 \sin \theta' d\theta' d\phi'
= \frac{2\pi r^3}{3} \sigma_n \left( 1 - \cos \left( \frac{\rho}{r} \right) \right),
\]

where

\[
\sigma_n = \sigma_n \left( \frac{d}{r} \right) = \left( 1 + \frac{d}{r} \right)^n - 1.
\]

Thus although a spherical cone is not a surface of constant mean curvature, it can serve as a useful approximation to the surface of a bubble between concentric
spheres. The surface energy of a spherical cone is given by

$$E = \gamma A_T = \gamma \pi r^2 \sigma_2 \sin \left( \frac{\rho}{r} \right),$$

which can be combined with Eq. (5) to give

$$E = \gamma \pi r^2 \sigma_2 \sqrt{1 - \left( 1 - \frac{3V}{2\pi \sigma_2 r^3} \right)^2}.$$  (7)

In the limit of a bubble with a small cone angle, and provided that the bubble is trapped between narrowly separated plates, i.e.

$$\theta = \frac{\rho}{r} \ll 1 \quad \text{and} \quad \frac{d}{r} \ll 1,$$  (8)

then Eq. (4), Eq. (5) and Eq. (7) reduce to the case of a cylindrical bubble with area

$$A \rightarrow \pi \rho^2 d \quad \text{and surface energy}$$

$$E \rightarrow E_0 = \gamma 2\pi \rho d,$$  (9)

where $E_0$ is the surface energy of a cylindrical bubble trapped between flat parallel plates.

The two quantities from Eq. (8), i.e. the cone angle and the relative plate separation, can more generally be expressed in terms of the Gaussian curvature $G$:

$$\theta = \rho \sqrt{|G|} \quad \text{and} \quad d^* = d \sqrt{|G|}.$$  (10)

We also consider a dimensionless form of the bubble volume by normalising the volume with the plate separation:

$$V^* = \frac{V}{d^3}.$$  (11)

These three dimensionless quantities characterise the properties of a bubble between curved plates. They are used below to specify our simulation parameters.

Provided that both $\theta \ll 1$ and $d^* \ll 1$, we can usefully model the bubble as a cylinder. This leads to a second even simpler model as we describe immediately below.

C. Quasi-2D bubble between curved plates

In the case of a bubble between spherical plates, the spherical cone model can provide an approximation to the true surface of constant mean curvature. The model obeys the condition of normal incidence. However, we can construct curved Hele-Shaw geometries in which the bounding plates do not have rotational symmetry, for example a bubble between parallel saddle shaped plates. In such cases we resort to an even simpler approximation: we consider that both the cone angle $\theta$ and the relative plate separation $d^*$ are sufficiently small that a bubble between parallel curved plates can be modelled as a cylinder. Although this crude model does not obey the condition for normal incidence (since a cylindrical surface can be perpendicular to the two bounding plates only if they are both locally flat), it nevertheless provides a valuable quantitative insight into the role of Gaussian curvature in determining the energy of a bubble.

A simple scaling for bubbles confined between parallel plates in the presence of curvature can be derived from the Bertrand-Diquet-Puiseux theorem. The theorem relates the circumference (or area) of a circle in flat space to that of a geodesic circle on a curved surface [30].

We define a geodesic circle of radius $\rho$ centred at $q$ as the set of all points whose geodesic distance from $q$ is equal to $\rho$, as illustrated by the blue (contours) circles in Fig 4 (note the contours of a geodesic circle are not necessarily geodesics of the surface within which the circle is embedded).

Let $G(q)$ be the local Gaussian curvature, then the circumference of the geodesic circle is given by [30]

$$C(q) = 2\pi \rho - \frac{\pi \rho^3}{3} G(q) + O(\rho^5)$$  (12)

and the area $A(q)$ of the geodesic circle is,

$$A(q) = \pi \rho^2 - \frac{\pi \rho^4}{12} G(q) + O(\rho^6).$$  (13)

For both expressions these are the first two terms of an alternating series; the next higher order terms can be found in the appendix. Thus according to Eq. (12) and Eq. (13), on a surface of positive curvature the circumference (or area) of a geodesic circle is slightly “too small” while on a negatively curved surface it is slightly “too large”.

For simplicity, we shall restrict ourselves to using the first two terms in determining the circumference and area of a geodesic circle, in which case the second terms in both Eq. (12) and Eq. (13) can be regarded as corrections to the leading order terms. We can therefore determine the condition under which these terms remain smaller than the leading terms. Of the two, Eq. (12) provides a more stringent bound, hence we require,

$$2\pi \rho \geq \frac{\pi \rho^3}{3} |G(q)|.$$
FIG. 5. A cylindrical bubble between two parallel curved plates separated by a distance $d$. The surface energy of the bubble depends only on the area of the transverse surface (blue shaded region) between the bounding plates.

which gives

$$\rho \leq \sqrt{\frac{6}{G(q)}} = \sqrt{6|r_1||r_2|}$$

(14)

where we have written the Gaussian curvature in terms of the principle radii of curvature $r_1$ and $r_2$ in order to make the comparison with the geodesic radius $\rho$ more apparent.

We are now ready to consider a bubble trapped between two bounding plates that are separated by a distance $d$. The plates are assumed to be parallel and to possess some local Gaussian curvature $G(q)$, as shown in Fig 5. The Gaussian curvature for the two plates may not necessarily be the same, but if the separation between the plates is sufficiently small this difference can be considered negligible. Thus from Eq. (12) the surface area of the bubble (i.e. the area of the transverse interface) is approximately

$$A_T \approx d C(q) \approx d \left(2\pi \rho - \frac{\pi \rho^3}{3}G(q)\right).$$

The first term gives the surface area of a bubble between flat plates. Assuming a cylindrical bubble, the volume is given by $V = \rho^2 \pi d$ which can be rearranged to yield

$$\rho \approx \sqrt{V/\pi d}.$$ 

(15)

This is necessarily a coarse approximation but it is one which, for the small bubbles considered here, is nevertheless broadly in agreement with the numerical results presented below. A more systematic expansion for the volume of a bubble between curved plates can be made by employing Steiner’s formula [31].

Thus using Eq. (15), the energy of the bubble is approximately

$$E = \gamma A_T = E_0 - E_1 G(q),$$

(16)

where

$$E_0 = 2\gamma \sqrt{\pi V d} \quad \text{and} \quad E_1 = \gamma \frac{1}{3\sqrt{\pi}} \sqrt{\frac{V^3}{d}}.$$ 

(17)

Clearly in the limit that the plate curvature vanishes (i.e. $G \to 0$) we obtain $E \to E_0$. However, if the local Gaussian curvature of the bounding plates is positive then surface area (and consequently the surface energy) of the bubble is lowered. The opposite is true in a region of negative Gaussian curvature.

This simple model presented is a leading order correction to the case of a bubble trapped between narrowly-separated flat plates. We anticipate that a more accurate (and more complicated model) would also have to account for the fact that the shape of the bubble between arbitrarily curved substrates is not cylindrical, but in fact asymmetric. A further improvement would be to adjust the shape of the bubble so that it obeys the condition of normal incidence at both substrates, however this would also introduce the related problem of maintaining constant mean curvature over the entire bubble surface (or a leading approximation to this).

IV. SIMULATIONS

Simulations were conducted using the Surface Evolver package [32], which is an interactive finite element program for the study of interfaces shaped by surface tension. Starting with a coarse mesh we generate a bubble between two plates, which are defined as constraints on the ends of the bubble. The energy of the bubble is minimised by applying gradient descent while repeatedly refining the mesh to improve accuracy.

In the following we describe Surface Evolver simulations of bubbles between concentric spheres and bubbles between concentric tori. The results are compared with the models developed above. Furthermore, in order to show that the dimensions used in the two problems are of a similar magnitude, we plot the dimensionless quantities given by Eq. (10) on the same graph, see Fig 6 and below for further details.

A. Concentric Spheres

We begin with the simplest possible problem involving curved plates: a bubble trapped between two concentric spheres. Despite the fact that the Gaussian curvature of the bounding plates is constant everywhere, this problem is useful as it demonstrates that the energy of a bubble is lower in a region of positive curvature.

1. Plate Geometry

The inner bounding plate is described by the equation $\Phi(x, y, z) = r$ and the outer plate is given by $\Phi(x, y, z) =$
FIG. 6. (a) A plot of the Gaussian curvature of the inner bounding plate used to constrain the bubble. The orange and red
dotted lines are the maximum and minimum values (respectively) in the spherical case. These values are compared against
the toroidal case (blue solid line) where the Gaussian curvature over the inner surface is a function of the angular position $\phi$.
(b) A plot of the cone angle $\theta = \rho \sqrt{|G(q)|}$. Dotted lines indicate the maximum and minimum values obtained in simulations
for bubbles between concentric spheres. Also shown for comparison are the maximum (purple) and minimum (blue) range for
bubbles between concentric tori. (c) A plot of the relative plate separation $d^* = d \sqrt{|G(q)|}$. Again dotted lines are maximum
and minimum values in simulations for concentric spheres while the blue (solid) curve is the range of values explored for bubbles
between concentric tori.

$r + d$ where $d$ is the gap width and $\Phi = \sqrt{x^2 + y^2 + z^2}$. The Gaussian curvature of the sphere is constant and in the case of the inner plate is given by $G(r) = \frac{1}{r^2}$.

2. Simulation Parameters

In our simulations we explore a range of bubble volumes $V$, beginning with $V = 0.3$ and increasing in steps of 0.1 up to $V = 0.7$, while keeping the plate separation at a constant $d = 0.5$. In terms of the dimensionless volume $V^* = V/d^3$ these values correspond to the range $2.4 \leq V^* \leq 5.6$.

We vary the radius of the inner shell in the range $10 \leq r \leq 26$. The corresponding range of the Gaussian curvature is shown in Fig 6a; the minimum value is indicated by the red dotted line and the maximum value is given by the orange dotted line.

From Eq. (15) we estimate the geodesic radius of the bubble trapped between the concentric shells to lie between the limits,

$$\rho_{\text{min}} = 0.4370 \leq \rho \leq \rho_{\text{max}} = 0.6676.$$ 

Using this, the range of the cone angle $\theta = \rho \sqrt{|G(q)|}$ for the bubbles in the simulation can be computed, see Fig 6b. Here $G_{\text{min}}$ and $G_{\text{max}}$ are the minimum and maximum Gaussian curvatures corresponding to spherical plates of radius $r = 26$ and $r = 10$, respectively. The red dotted line is the minimum value attained in the set of numerical simulations for bubbles between concentric spheres, while the orange dotted line is the maximum value. Similarly, the maximum (orange dotted line) and minimum (red dotted line) values of relative plate separation $d^* = d \sqrt{|G(q)|}$ are shown in Fig 6c.

3. Results

In Fig 7 we compare the energy of the simulated bubble with Eq. (7). Our normalised surface energy is given in terms of the expected surface energy $E_0$ of a bubble between flat plates:

$$\frac{E}{E_0} = \frac{2 \rho d}{\sigma_2 r^2} \sqrt{1 - \left(1 - \frac{3V}{2\pi\sigma_3 r^3}\right)^2},$$

(18)

which is obtained by combining Eq. (7) and Eq. (9).

In Fig 7 the horizontal axis shows the effect of an increasing inner shell radius. We can make the radius dimensionless by comparing it against the plate separation (since $d$ is constant in all simulations) and plot the normalised energies in terms of the dimensionless radius $r/d$ (i.e. the inverse of the relative plate separation $d^*$). An alternative representation is shown in the inset where the normalised energy is plotted against the cone angle.

We conclude that when the bubble is bounded by plates of high (positive) Gaussian curvature the surface energy of the bubble is lowered. Or equivalently, increasing the cone angle lowers the energy of a bubble while a vanishing cone angle (i.e. a cylindrical bubble) has the largest possible energy.
FIG. 7. Bubbles between spherical plates: effect of varying the volume and holding the plate separation constant. The graph shows a plot of the ratio $E/E_0$ as a function of the dimensionless radius $r/d$ (i.e. the inverse of the relative plate separation $d^*$), where $r$ is the radius of the inner plate and $d$ is the plate separation. Dots correspond to values from simulations while black lines are the expected energy of the bubble as given by Eq. (18). The inset shows the bubble energies plotted in terms of the (dimensionless) cone-angle.

FIG. 8. Torus of radius $R$ and tube radius $r$ described by the parametric equation $(R - \sqrt{x^2 + y^2})^2 + z^2 - r^2 = 0$. The regions with maximum (positive) curvature are coloured red while regions of minimum (negative) curvature are coloured blue. The Gaussian curvature is zero between these two regions at $\phi = \pi/2$ and $\phi = 3\pi/2$.

B. Concentric Tori

We now consider the case of a bubble confined between two concentric (ring) tori. Here, the Gaussian curvature varies over the surface of the torus.

1. Plate Geometry

In the angular coordinates $(\theta, \phi)$ with $0 \leq \theta \leq 2\pi$, $0 \leq \phi \leq 2\pi$ the parametrisation

$$x = (R + r \cos(\phi)) \cos(\theta),$$
$$y = (R + r \cos(\phi)) \sin(\theta),$$
$$z = r \sin(\phi)$$

defines a torus as the locus of points $(x, y, z)$ that satisfy the equation $\Phi(x, y, z, R) = r$ where,

$$\Phi(x, y, z, R) = \sqrt{(R - \sqrt{x^2 + y^2})^2 + z^2}.$$  

The centre line of the torus is a circle of radius $R$ in the $x, y$-plane centred on the origin, and the toroidal tube itself has a radius $r$ – see Fig 8. This defines the inner toroidal plate while the outer plate is described by $\Phi(x, y, z, R) = r + d$, where $d$ is again the gap width.

The Gaussian curvature on the inner toroidal plate is given by,

$$G(q) = G(\phi) = \frac{\cos(\phi)}{r(R + r \cos(\phi))},$$

so that on the outside of the torus it is a maximal (positive) value while on the inside it is a minimal (negative) value, as illustrated by the colour map in Fig 8.
FIG. 9. Bubbles between toroidal plates. The graph shows the energy of the bubble as a function of the local Gaussian curvature, which depends on the angle $\phi$. Simulations are conducted for a range of bubble volumes $V$ (in the plot we indicate bubble volumes in terms of the dimensionless volume $V^* = V/d^3$). Here we plot normalised energy $E/E_0$ as a function of the angle $\phi$. Blue dots correspond to values from simulations. Dotted lines are fits of the form given by Eq. (20). The correction $\Delta$ is found to be close to unity for small bubble volumes, indicating that for small bubbles the model works well (inset).

smaller than unity, which provides confidence that the cylindrical bubble model will be a valid approximation to the numerical results for the geometries investigated here.

3. Results

The energy of the bubble is minimised, as described above. Once it is sufficiently converged we check the location of the bubble and confirm that the minimisation process has not displaced the bubble from its initial starting point (by computing the centre-of-mass of the vertices that comprise the mesh). As the bubble remains pinned during process we then compute the energy of the bubble as a function of its position (and therefore the local curvature of the bounding plates).

Since the Gaussian curvature of the torus does not depend on the $\theta$ coordinate we restrict ourselves to $\theta = 0$ and vary the $\phi$ coordinate of the centre of the bubble in discrete steps over the range $0 \leq \phi \leq \pi$. We restrict ourselves to the half range $0 \leq \phi \leq \pi$ since by symmetry the Gaussian curvature of the torus is the same on the other side.

In Fig 9 we plot the energy of the bubble in terms of the ratio $E(\phi)/E_0$ and compare it to a fit of the form

$$\frac{E(\phi)}{E_0} = 1 - \Delta \frac{E_1}{E_0} \frac{\cos(\phi)}{4(20 + 4 \cos(\phi))},$$

which is obtained by combining Eq. (16) with Eq. (19) and setting $R = 20$, $r = 4$. Here, $\Delta$ is a leading order correction, when $\Delta = 1$ the model works perfectly while deviations indicate a break down of the model. As predicted by the model in the absence of curvature, when $\phi = \pi/2$, the energy of the bubble is given by $E_0$. The energy is at a maximum when $\phi = \pi$ and at a minimum at $\phi = 0$.

There is generally good agreement between theory and numerical results, especially for small bubbles for which $\Delta$ is close to unity (see inset to Fig 9). As the bubble volume increases this is no longer true, resulting in a gradual breakdown of the model. This is an indication that features neglected in our simple model (such as normal incidence, bubble curvature and variation in the Gaussian curvature over the bounding plates) become increasingly important for larger bubbles.

C. Action of the geometric potential on bubbles

Even for modestly size bubbles ($V = 0.5$, $d=0.5$) trapped between toroidal plates there is a significant difference in bubble energy as compared to whether the bubble is located on the outer or inner side of the torus. Fig 10 shows that this reduction in energy can drive a bubble from the region of negative curvature to the region of positive curvature. The motion is fastest around $\phi = \pi/2$, where the gradient $dE/d\phi$ is greatest (see Fig. 9), and a bubble at $\phi = \pi$ may be in a metastable state and not move.

The Surface Evolver simulations in Fig 10 were conducted with the same torus as those in §IV.B, but the simulations are run for longer using second derivative information (Hessian of energy) to encourage bubble movement. We placed three bubbles between the toroidal shells, on the outside ($\phi = 0$), inside ($\phi = \pi$) and top ($\phi = \pi/2$), and record their energy as they move around to the outside. The bubble on the inside starts a small
distance from $\phi = \pi$ to avoid the region of metastability there. The bubbles usually stay close to the line $\theta = 0$, but they are not constrained to do so and we find that sometimes they do deviate from this shortest route to the outside of the torus (see accompanying movie [33]).

The motion of the bubbles is illustrated in the accompanying movie [33], which shows three bubbles coloured red, blue and green. The blue bubble is initially located on the inner side of the torus, i.e. the region of minimum (negative) curvature, the red bubble is located on the outer side of the torus, i.e. the region of maximum (positive) curvature, while the green bubble is located at the flat point of the torus. The effect of the plate curvature is to drive the bubbles towards the outer side of the torus in order to minimise their energy.

This effect can be thought of as a geometric potential (due to the shape of the bounding plates) which drives bubbles towards regions of maximum curvature. We anticipate that the magnitude of this potential will be greater for larger bubbles, this can be seen from the simple analytical model developed above. The change in energy due to plate curvature is given by

$$\Delta E^G = E - E_0 = -E_1 G \propto \frac{V^{3/2}}{d^{1/2}} G.$$

Consider a cylindrical bubble of height $d$ and radius $\rho$. The cylinder has a volume $V = Ad$, where the area of the circular base is given by $A = \pi \rho^2$. Thus for a small cylindrical bubble we can write the above result as

$$\Delta E^G \propto -d A^{3/2} G,$$

where $A$ is the apparent area of the bubble, i.e. the area of the bubble when it is projected onto one of the two bounding plates. Thus, provided the plate separation $d$ is constant, we expect the effect due to plate curvature on a small bubble to scale with the contact area between the bubble and the bounding plate. In a future publication we hope to demonstrate this; preliminary simulations suggest that the effect continues to magnify for bubbles that are well outside the range of our analytical model.

**V. PERTURBATION TO PLATE SEPARATION**

The above results demonstrate that bubbles confined between parallel curved plates can be driven from regions of minimal (negative) to maximal (positive) curvature. The examples we have considered include bubbles between concentric spheres and concentric tori. However, in any actual experiment that seeks to realise these results it is likely that the two bounding surfaces may not be exactly concentric (parallel). As such it is important to consider the relative importance of a variation in the plate separation as compared to the influence of plate curvature.

Suppose that we let $d \rightarrow d + \delta d$ where $\delta d$ is a small change in the plate separation $d$. Then the surface energy of a cylindrical bubble is

$$E \rightarrow E^\delta d = 2\gamma \sqrt{\pi V(d + \delta d)}$$

$$= E_0 \left(1 + \frac{\delta d}{d}\right)^{1/2}.$$

Assuming that $\delta d \ll d$ and expanding to first order we have

$$E^\delta d \approx E_0 \left(1 + \frac{\delta d}{2d}\right).$$

Thus the change in surface energy of a bubble is

$$\Delta E^d = E^\delta d - E_0 = E_0 \frac{\delta d}{d}. \quad (21)$$

Similarly, from Eq. (16) we have

$$\Delta E^G = E - E_0 = -E_1 G,$$  \quad (22)

which is the difference in energy for a cylindrical bubble bounded by flat plates and curved plates. Taking the ratio of Eq. (21) and Eq. (22) gives,

$$\frac{\Delta E^\delta d}{\Delta E^G} = -\frac{1}{2} \frac{E_0 \delta d}{E_1 G} = \frac{3\pi \delta}{G V}. \quad (23)$$

Thus provided the amplitude of the perturbation in the plate separation obeys the condition

$$|\delta d| \ll \frac{GV}{3\pi},$$

then the effects due to plate curvature will dominate. A further consequence of Eq. (23) is that for a bubble of a given volume the change in energy due to the curvature of the plate can be compensated for by an equivalent change in the local plate separation.

In the case of a sphere of radius $r = 12$ and a bubble of volume $V = 0.5$, we have $|GV/3\pi| = 0.00036$. Expressed as a fraction of the sphere radius the magnitude of the perturbation must be significantly less than $\delta d/r = 0.00003$ (i.e. about 0.003%). This implies that for the effect to be significant for small bubbles the bounding plates must be arranged with considerable precision. However, for larger bubbles (or equivalently if the bounding surfaces have a large Gaussian curvature) the effect can be significant enough to drive a bubble from a region of low (negative) curvature to regions of high (positive) curvature.

**VI. DISCUSSION**

Through a combination of analytical and numerical methods we have investigated the properties of a single area-minimising bubble confined between two parallel...
curved plates. Our work demonstrates that the surface energy of the bubble depends on the local curvature of the plates. This energy difference can be large enough to drive bubbles from regions of negative Gaussian curvature to regions of positive Gaussian curvature.

The motion of a bubble along a path of increasing Gaussian curvature (from negative to positive) is driven by the decrease of surface energy. We can adopt the perspective that the curved plates impose a ‘geometric potential’ that drives the bubble. This potential contributes to the energy landscape of the system, in addition to gravity or other sources such as variations in plate separation. It would be interesting to determine whether even a small frictional resistance would stop this movement, or to what extent the presence of a wetting film on the surfaces of the tori would allow the movement to be observed.

We consider the perspective of a geometric potential as useful in particular when addressing cellular foams composed of many bubbles which may cover large areas of varying curvatures. The statistical mechanics of this cell collective – that for example determines its degree of disorder or crystallinity – will then take place against the background of this geometric potential. Various of the commonly addressed questions in foam physics can be revisited in the context of single- or multi-bubble systems confined between curved plates (“warped Hele Shaw cells”), as opposed to the usual case of flat confinement. These phenomena include diffusive coarsening (note early work on this phenomenon in spherical systems [13, 14]) as well as the role of topological defects in relaxing stress.

These phenomena include diffusive coarsening (note early work on this phenomenon in spherical systems [13, 14]) as well as the role of topological defects in relaxing stress.

We see the soft deformable soap froth as an interesting alternative to the more commonly studied particulate packing or assembly problems [18, 34, 35]. The present system is richer, as it experiences a more immediate, local, force or potential than the particulate system is richer, as it experiences a more immediate, local, force or potential than the particulate system.

We consider the perspective of a geometric potential as useful in particular when addressing cellular foams composed of many bubbles which may cover large areas of varying curvatures. The statistical mechanics of this cell collective – that for example determines its degree of disorder or crystallinity – will then take place against the background of this geometric potential. Various of the commonly addressed questions in foam physics can be revisited in the context of single- or multi-bubble systems confined between curved plates (“warped Hele Shaw cells”), as opposed to the usual case of flat confinement. These phenomena include diffusive coarsening (note early work on this phenomenon in spherical systems [13, 14]) as well as the role of topological defects in relaxing stress.

We see the soft deformable soap froth as an interesting alternative to the more commonly studied particulate packing or assembly problems [18, 34, 35]. The present system is richer, as it experiences a more immediate, more local, force or potential than the particulate systems, where defect formation results when the packing problems reaches large enough length-scales for the topological Gauss-Bonnet theorem to become significant. Understanding the interplay between the geometric potential acting on bubbles (as described here) and the role of topological defects in crystalline arrangements on curved surfaces will be the subject of future investigations.

A further possibility is that of bubbles (and foams) confined between curved surfaces with vanishing Gaussian curvature, such as between concentric cylinders. In such cases we expect any variation in the energy of the bubble to depend entirely on the local mean curvature. It would be useful to compare such mean curvature effects against the present model.

VII. APPENDIX

Here we list the immediate higher order terms for the circumference and area of a Geodesic circle, located at a point \( q \) on some surface with a local Gaussian curvature \( G(q) \). The circumference \( C(q) \) is given by,

\[
C(q) = 2\pi \rho - \frac{\pi \rho^3}{3} G(q) + \frac{\pi \rho^5}{60} [G(q)]^2 + \mathcal{O}(\rho^6) \tag{24}
\]

while the area \( A(q) \) of the geodesic circle is,

\[
A(q) = \pi \rho^2 - \frac{\pi \rho^4}{12} G(q) + \frac{\pi \rho^6}{360} [G(q)]^2 + \mathcal{O}(\rho^8). \tag{25}
\]
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