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Abstract

The goal of this article is to review the progress of three-electron spin qubits from their inception to the state of the art. We direct the main focus towards the exchange-only qubit (Bacon et al 2000 Phys. Rev. Lett. 85 1758–61, DiVincenzo et al 2000 Nature 408 339) and its derived versions, e.g. the resonant exchange (RX) qubit, but we also discuss other qubit implementations using three electron spins. For each three-spin qubit we describe the qubit model, the envisioned physical realization, the implementations of single-qubit operations, as well as the read-out and initialization schemes. Two-qubit gates and decoherence properties are discussed for the RX qubit and the exchange-only qubit, thereby completing the list of requirements for quantum computation for a viable candidate qubit implementation. We start by describing the full system of three electrons in a triple quantum dot, then discuss the charge-stability diagram, restricting ourselves to the relevant subsystem, introduce the qubit states, and discuss important transitions to other charge states (Russ et al 2016 Phys. Rev. B 94 165411). Introducing the various qubit implementations, we begin with the exchange-only qubit (DiVincenzo et al 2000 Nature 408 339, Laird et al 2010 Phys. Rev. B 82 075403), followed by the RX qubit (Medford et al 2013 Phys. Rev. Lett. 111 050501, Taylor et al 2013 Phys. Rev. Lett. 111 050502), the spin-charge qubit (Kyriakidis and Burkard 2007 Phys. Rev. B 75 115324), and the hybrid qubit (Shi et al 2012 Phys. Rev. Lett. 108 140503, Koh et al 2012 Phys. Rev. Lett. 109 250503, Cao et al 2016 Phys. Rev. Lett. 116 086801, Thorgrimsson et al 2016 arXiv:1611.04945). The main focus will be on the exchange-only qubit and its modification, the RX qubit, whose single-qubit operations are realized by driving the qubit at its resonant frequency in the microwave range similar to electron spin resonance. Two different types of two-qubit operations are presented for the exchange-only qubits which can be divided into short-ranged and long-ranged interactions. Both of these interaction types are expected to be necessary in a large-scale quantum computer. The short-ranged interactions use the exchange coupling by placing qubits next to each other and applying exchange-pulses (DiVincenzo et al 2000 Nature 408 339, Fong and Wandzura 2011 Quantum Inf. Comput. 11 1003, Setiawan et al 2014 Phys. Rev. B 89 085314, Zeuch et al 2014 Phys. Rev. B 90 045306, Doherty and Wardrop 2013 Phys. Rev. Lett. 111 050503, Shim and Tahan 2016 Phys. Rev. B 93 121410), while the long-ranged interactions use the photons of a superconducting microwave cavity as a mediator in order to couple two qubits over long distances (Russ and Burkard 2015 Phys. Rev. B 92 205412, Srinivasa et al 2016 Phys. Rev. B 94 205421). The nature of the three-electron qubit states each having the same total spin and total spin in z-direction (same Zeeman energy) provides a natural protection against several sources of
1. Introduction

1.1. Quantum computation

Since the early beginnings, certain aspects of quantum mechanics such as entanglement and non-locality have fascinated those who studied it due to their counterintuitive behavior in comparison with everyday life, thus fueling heated debates. With the rise of the information processing technology the question arose whether these quantum properties could be exploited and used for information processing, thus opening the research field of quantum information processing (see e.g. [28] for a historical account). Quantum computers follow a logic based on quantum mechanics and can be seen as superior to classical computers since they have the ability to solve certain problems which classical computers cannot solve in any reasonable time. It does not seem that quantum computers surpass classical computers in performing arbitrary tasks but since they operate according to quantum mechanical laws, they appear to be superior in simulating other quantum systems [29, 30], a problem that classical computers are unable to tackle efficiently. Furthermore, quantum computers can solve some very specialized problems. The most well-known application is the Shor algorithm which is able to efficiently factorize integers [31] and thereby subvert the ability to encode encrypted information using prime factors as a private key [32]. Other known applications are the Deutsch algorithm, its generalization, the Deutsch–Josza algorithm [28], and the Grover algorithm for efficient search in unsorted databases [33, 34].

Following directly after the discovery of some of its potential applications, concepts for a physical realization of such a quantum computer were proposed. These concepts are based on the charge of electrons [35, 36], the spin of electrons in quantum dots [37], nuclear spin [38], photons in resonators and cavities [39], trapped ions [40], low-capacitance Josephson junctions [41, 42], donor atoms [43], colored centers in diamond [44, 45] or silicon-carbide [46], or linear optics [47].

The five DiVincenzo criteria for a fully functioning quantum computer [36, 48, 49] help to decide which concepts are reliable and, in a few words, comprise the scalability of the system, initialization and read-out schemes, the durability of the stored information, and concepts for precise control of the quantum bits (qubits) [36]. These qubits are the fundamental building block of each quantum computer and are not limited to two states, 0 and 1, but can be in any superposition of these, $\ket{\Psi} = \alpha\ket{0} + \beta\ket{1}$ with $|\alpha|^2 + |\beta|^2 = 1$ [28], thus forming a quantum two-level system. Each qubit can be visualized on the Bloch sphere (see figure 1) where the basis states of the qubit, $\ket{0}$ and $\ket{1}$, are located on the poles while vectors pointing to the surface of the sphere represent all possible pure states of the qubit. Thus, complete control of a qubit requires interactions corresponding to two independent axes of rotations on the Bloch sphere [28]. The physical realization of these rotations depends on the chosen qubit system.

The aim of this topical review is to review the recent progress and advances of three-spin qubit systems which are considered as a possible and promising candidate for a functioning quantum computer. The organization of the paper is as follows. In section 1, we provide an introduction in which we briefly cover the fundamental concepts needed for three-spin qubits such as their experimental realization (section 1.2), followed by a discussion of the exchange interaction (section 1.3), the single-spin qubit (section 1.4), and the two-spin singlet-triplet qubit (section 1.5). Subsequently in section 2, the three-spin qubits are introduced. We start by explaining the electrical (section 2.1) and spin properties of three-spin qubits (section 2.2) constructing a framework for their further investigation. Afterwards, we introduce and discuss the different
physical implementations of three-spin qubits in the light of the DiVincenzo criteria, the exchange-only qubit (section 2.3) with its derived versions, the resonant-exchange qubit (section 2.3.4) and the always-on exchange-only qubit (section 2.3.3), the spin-charge qubit (section 2.4), and the hybrid qubit (section 2.5). In section 3, two-qubit gates are discussed for the three-spin qubits with the focus on exchange-based short-ranged (section 3.1) and cavity-mediated long-ranged operations (section 3.2). Finally, in section 4, we investigate the behavior of three-spin qubits under the influence of the two main sources of decoherence, magnetic noise (section 4.1) and charge noise (section 4.2), and provide concepts for a reduction of the decoherence effects. We conclude in section 5 with a summary and future perspectives.

1.2. Spin qubits: physical realization and measurement techniques

Although three-spin qubits were already proposed in 2000 [2] it took several years for the appearance of devices capable of operating three-spin qubits due to the multitude technical and engineering challenges. The main challenges for a functioning three-spin (here three electrons in a triple quantum dot (TQD)) device is the complexity of the system since several gate electrodes are needed in order to address each electron individually. The first device was realized around 2006 [50] and was soon followed by other realizations [4, 51–61, 62] which improved the positioning of the electrons. A functioning three-spin qubit device capable of quantum computation was demonstrated in a double quantum dot (DQD) [11, 63–65] in and a linear TQD [4, 5, 54, 59, 60, 66–70]. While a triangular shape provides some interesting new features, e.g. chirality [71–77] and faster qubit operations [2, 13], the advantages currently do not seem to outweigh the experimental drawbacks and difficulties. Therefore, and since almost all experiments and most theoretical studies use the linear geometry we also mostly stick to the linear geometry in this review and implicitly assume that each TQD is linearly arranged, unless otherwise stated.

The most common technique implementing semiconductor quantum dots (QDs) are lateral QDs where a two-dimensional electron gas (2DEG) is further confined by electrostatic potentials provided by the gate electrodes forming an (approximately) zero-dimensional structure (see figure 2). While GaAs [78] and silicon (Si) [79] are the typical choice of material, more exotic semiconductors [80–87] are also possible although rare. Crucial for the implementation is the 2DEG experimentally realized by using a heterostructure which accumulates the electrons at an interface; the GaAs layer is sandwiched between AlGaAs layers [78] and Si by either SiGe [79] layers or SiOx [88, 89] layers. Advances in fabrication process allow for atomically precise layer interfaces and gate structures with a very high precision giving rise to scalable and controllable quantum dot devices (selected examples see [69, 90–98]) with the current record of nine individually addressable QDs [99]. Regarding the choice for material there is a clear tendency towards favoring Si since Si consists of ≈95% nuclear free isotopes which can be increased with isotopic purification [100]. For further confinement of the electrons, metallic gates are placed on top and/or underneath the heterostructure which locally deplete the 2DEG forming an isolated island. In undoped Si/SiGe the 2DEG is typically empty with no gate voltage applied and the gates accumulate electrons into the 2DEG [79]. Calibration of the voltages on these gates allows one to reach the few electron regime where only a few electrons are still occupying the dots [78, 79]. Additional gates (number depends on the material and fabrication, e.g. four in the device seen in figure 2) are required to form the dots as well as to control the coupling to the lead which allows for a filling of the dots. A typical setup for a TQD consists of at least five gates (see figure 2), three gates (L-, C-, R-gate in figure 2) on top of each QD in order to control the energy at each dot and two gates in between for control of the tunneling couplings. Due to the
higher complexity of the multiple-dot nano-devices recent devices use a stacking gate architecture crucial for large-scale devices [89, 94, 95, 99, 101].

Common techniques for measurement of the QD devices require additional QDs or quantum point contacts (QPC) [102, 103], single electron transistors [104–106], or tunnel junctions [107] in order to sense the number and movement of the electrons in each dot in a time resolved measurement [78, 79]. Due to the finite range of the charge sensors, large arrays of QDs have multiple sensors, e.g. a recently studied nine-dot device has three charge sensors [99]. Another measurement technique involves photons that carry the information out of the device. Connecting the device to a microwave cavity allows for read-out of device parameters using cavity quantum electrodynamics (cQED) without directly interfering with the device [108–117]. Both measurement techniques also allow for read-out of the qubit states; cavity read-out requires for a few implementations strong coupling between the qubit and the cavity. The measurement techniques can be grouped as either invasive, e.g. emptying the QD [78, 79], or noninvasive, sensing the charge or spin of the electrons in the QD without changing the electron number [78, 79].

13. The exchange interaction

The most important tool for spin quantum computation with electrons in QDs is the exchange interaction, originating from the sign change under exchange of fermionic particles, since it can be electrically controlled both very precisely and fast by detuning of the externally applied electrostatic gate voltages [78, 118].

A sufficient explanation for exchange interaction between \( N_e \) electrons in \( N \) QDs is provided by the Hubbard model [119, 120] with symmetric spin-conserving nearest neighbor hopping

\[
H_{\text{Hubb}} = \sum_{i=1}^{N} \left[ \frac{\tilde{U}}{2} n_i(n_i - 1) + V_i n_i \right] + \sum_{\langle i,j \rangle} U_{ij} n_i n_j + \sum_{\sigma = \uparrow, \downarrow} \left( t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.} \right),
\]

(1)

where the operator \( c_{i\sigma}^\dagger \) (\( c_{i\sigma} \)) creates (annihilates) an electron in QD \( i \) with spin \( \sigma = \uparrow, \downarrow \). \( V_i \) is the gate energy in QD \( i \), \( \tilde{U} \) is the energy penalty for doubly occupying a single QD due to the Coulomb repulsion, and \( U_{ij} \) is the energy to pay for two electrons in neighboring QDs. We define the number operator \( n_i = \sum_\sigma c_{i\sigma}^\dagger c_{i\sigma} \) and the gate-controlled hopping matrix elements \( t_{ij} = t_{ji} = t \). For a number of electrons \( N_e \), matching the number \( N \) of QDs, \( N = N_e \), the low-energy Hamiltonian for suitably adjusted gate potentials \( V_i \) can be approximated by a Schrieffer–Wolff transformation [121, 122] yielding an Heisenberg spin chain

\[
H_{\text{Heis}} = \sum_{\langle i,j \rangle} J_{ij} S_i \cdot S_j,
\]

(2)

where \( S_i \) is the spin operator of the \( i \)-th electron in QD \( i \) and the sum runs over neighboring pairs of electrons. While the general case is quite interesting, in this review we are only interested in small systems with \( N \leq 3 \).

Figure 3. Eigenenergies (in units of the charging energy \( U \)) of the singlet-triplet (ST) qubit as a function of detuning \( \varepsilon \) for weak tunneling, \( t = 0.02 \). U. The inset magnifies the energy splitting between the \( |s \rangle \) and \( |t_0 \rangle \) state due to the exchange interaction \( J \). Inside the (1, 1) charge configuration regime \( J \approx 4e^2 /\hbar \left(U^2 - \varepsilon^2 \right) \) [120]. The eigenenergies are labeled with their dominating charge configuration. There is a sweet spot (black star in inset) at zero detuning, \( \varepsilon = 0 \).

We explicitly demonstrate the simplest case for exchange, two electrons in \( N = 2 \) QDs. Considering a single (valley-)orbital for each QD and restricting ourselves to the \( S_z = 0 \) subspace there are four relevant states

\[
|s\rangle \equiv \frac{1}{\sqrt{2}} (c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger - c_{1\downarrow}^\dagger c_{2\uparrow}^\dagger) |\text{vac}\rangle,
\]

(3)

\[
|t_0\rangle \equiv \frac{1}{\sqrt{2}} (c_{1\uparrow}^\dagger c_{2\uparrow}^\dagger + c_{1\downarrow}^\dagger c_{2\downarrow}^\dagger) |\text{vac}\rangle,
\]

(4)

\[
|s\rangle_{11} \equiv c_{1\uparrow}^\dagger c_{1\downarrow}^\dagger |\text{vac}\rangle,
\]

(5)

\[
|s\rangle_{22} \equiv c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger |\text{vac}\rangle.
\]

(6)

States with \( S_z = \pm 1 \) and \( |t_0\rangle \) are pure triplet states, thus, not coupled to any intermediate states with \( |2, 0\rangle \) or \( |0, 2\rangle \) charge configurations and, therefore, not affected by the exchange interaction. Introducing the dipolar detuning parameter \( \varepsilon \equiv (V_1 - V_2)/2 \), the charging energy \( U = \tilde{U} - U_C \) and assuming real valued tunneling parameters, the matrix representation of equation (1) in the basis given above is given by

\[
H_{\text{ST}} = \begin{pmatrix}
0 & 0 & \sqrt{2} t & \sqrt{2} t \\
0 & 0 & 0 & 0 \\
\sqrt{2} t & 0 & U + \varepsilon & 0 \\
\sqrt{2} t & 0 & 0 & U - \varepsilon
\end{pmatrix}.
\]

(7)

In figure 3 the eigenenergies of this Hamiltonian are plotted as a function of the detuning \( \varepsilon \). Inside the (1, 1)-charge configuration regime the singlet qubit state \( |s\rangle \) is hybridized, \( |s\rangle \rightarrow |s\rangle_{11} \), by the admixture of the other charge states, \( |s\rangle_{11} \) and \( |s\rangle_{22} \), thereby, splitting the qubit by the exchange interaction.
\[ J \approx 4i^2 U(U^2 - e^2) \] [120] which can be used either for entangling two-qubit gates or single qubit rotations depending on the implementation of the logical qubit.

### 1.4. Spin-1/2 qubit

The original idea for a semiconductor electron spin qubit was proposed by Loss and DiVincenzo [123] two decades ago. As the simplest choice, the spin-1/2 qubit is encoded in the two-level system associated with the spin-degree of freedom, i.e. the \( |0 \rangle \equiv |\uparrow \rangle \) and \( |1 \rangle \equiv |\downarrow \rangle \) states, of a single electron confined in the lowest orbital of a single QD. Since the qubit states have opposite spin projections the qubit is susceptible to magnetic fields. An external magnetic field \( B(\tau) \) (can depend on time \( \tau \)) induces, due to the lower \( \approx \) and fixes the quantization axis.

Considering \( B(\tau) = (B_1(\tau), 0, B_z) \) with a large time-independent magnetic field in \( z \)-direction, \( B_z = B_0 \), and a small oscillatory driving field in \( x \)-direction, \( B_0(\tau) = B_0 \cos(\omega \tau) \). In qubit space the Zeeman term takes the expression for electron spin resonance (ESR)

\[ \mathcal{H}_{\text{ESR}} = \hbar \omega_1 \sigma_z + \hbar \omega_z \cos(\omega \tau) \sigma_z \]

with the Zeeman energies \( \hbar \omega_1 = g \mu_B B \) and \( \hbar \omega_z = g \mu_B B_z \). Turning on the oscillating field causes Rabi transitions between the spin states which together with the energy splitting of the qubit states provide full control of the qubit [37]. As an alternative for oscillating magnetic fields one can also modulate the g-factor of the material which yields the same expression. The speed of the gates depends on the strength of the oscillatory driving field resulting in typical gate times \( \tau_g \approx 100 \text{ ns} \) [124].

Electric dipole spin resonance (EDSR) can be seen as an improvement of ESR which allows for electric driving of the qubit instead of magnetic driving. In the presence of spin–orbital interaction an electric field \( E(\tau) = E_0 \cos(\omega \tau) \) induces, in general, non-zero components of a pseudo magnetic field \( \mathcal{b}(\tau) \) perpendicular to the static magnetic field [37, 125]. This perpendicular (pseudo) magnetic field yields the same dynamics in the system as a real magnetic field due to \( \mathcal{b}(\tau) \propto E(\tau) \) with a coupling strength \( \hbar \omega_1 \) depending on the spin–orbit interaction parameters [125]. Experiments demonstrate successful qubit rotations including spin flips achieving gate times on the order of \( \tau_g \approx 10 \text{ ns} \) at GaAs devices [126]. However, the proposed \( \tau_g \approx 10 \text{ ns} \) [125] are not reached yet due to problems occurring at high electric fields, e.g. incomplete spin flips, [127]. Since the Rabi oscillations depend on the strength of the spin–orbit interaction, materials with strong spin–orbit coupling, such as InAs nanowires, can increase spin-flip frequency correspondingly [128]. Rabi oscillation as fast as \( \mathcal{f}_{\text{rabi}} \approx 58 \text{ MHz} \) were demonstrated [129]. However, the qubit fidelity of these fast gates is quite poor (\( \approx 50\% \)) due to strong dephasing from nuclear spins [129].

Alternatively, one can use an oscillating electric field combined with a gradient in the magnetic field (slanting magnetic field) which does not rely on spin–orbit interaction [130, 131] allowing for the use of materials with weak spin–orbit coupling such as silicon. The electric field \( E(\tau) \) induces an oscillation of the electron position such that the electron experiences an oscillating magnetic field of the same frequency \( B(\tau) \propto E(\tau) \). Experiments in a GaAs device using the Overhauser fields demonstrate a spin-flip time comparable to standard ESR \( \tau_g \approx 110 \text{ ns} \) [132] while the use of an integrated magnet yield a spin-flip time as fast as \( \tau_g \approx 20 \text{ ns} \) [133] due to larger field gradients. High fidelity spin-flips are demonstrated in silicon devices \( \mathcal{f}_{\text{rabi}} \approx 5 \text{ MHz} \) due to the lower percentage of nuclear-spins and also show sufficient distinction to other valley states [101]. Individual control in multi-spin systems is successfully demonstrated in GaAs devices \( \mathcal{f}_{\text{rabi}} \approx 9 \text{ MHz} \), \( \mathcal{f}_{\text{rabi}} \approx 3 \text{ MHz} \) [134].

Initialization and read-out schemes, among others, require a nearby auxiliary QD in order to enable a spin-to-charge conversion which is detectable by a QPC, or the coupling to the lead [78, 135].

The common implementation of two-qubit gates for spin-1/2 qubits makes use of the exchange interaction [78, 118] between two electrons in neighboring QDs (see previous section 1.3) which induces the universal SWAP-gate as described in the original proposal [123]. Experiments demonstrate two-qubit gates with a gate time \( \tau_g \approx 180 \text{ ps} \) [78, 118, 136] with gate fidelities exceeding 99\%. A full demonstration of universal quantum control in two spin-1/2 qubits was demonstrated about a decade after the original proposal [134].

The main advantage of single spin-1/2 qubits is their immunity to electric charge noise from background fluctuations; however, two or more coupled spin-1/2 qubits are not always immune. The exchange interaction needed for two-qubit gates is sensitive to charge noise, thus limiting the gate fidelity [137]. Improvements use, among others, dynamical decoupling techniques or operate the qubits at a sweet spot [138–140], working points least susceptible to the noise. In this review we do not focus on decoherence in single-spin qubits which is already extensively covered in related reviews (see [141] and [37]).

The electric control of spin-1/2 qubits is challenging to implement due to its dependence on slanting magnetic fields, spin–orbit effects, or oscillating magnetic fields which are not very reliable due to the weak coupling to the spins. Another potential drawback of the spin-1/2 qubit is the rather strong susceptibility to (global) magnetic fields which are, on the one hand, required for fast single qubit operations, while on the other hand, allow coupling the qubit to magnetic noise giving rise to strong decoherence. The strongest source of decoherence is magnetic noise due to nuclear spins [37, 142–145] while relaxation processes are dominated by the spin–orbit interaction [37, 146–151]. Theoretical studies [142] and experimental demonstration [78, 118] show typical dephasing times on the order of \( T_2^* \approx 10 \text{ ns} \) at GaAs devices [118, 152]. However, due to the slow dynamic of the nuclear field, the coherence time of the qubit can be significantly increased by either strongly polarizing the nuclear spin [145] which has not
been successfully demonstrated yet, or using rephasing pulse sequences as spin-echo or CPMG [153]. Combining echo sequences additional notch filtering of the nuclear dynamics gives rise to even longer decoherence times $T_2 \approx 0.87$ ms [154]. Relaxation processes scale with an external magnetic field and are typically several orders of magnitudes slower [78, 155] with extreme cases $T_2 \approx 1$ s [155]. Both main sources for decoherence are reduced significantly in silicon devices due to the smaller number of nuclear spins and weaker spin–orbit interaction [79].

1.5. Singlet-triplet (ST) qubit

One idea to achieve (partial) electrical control of the qubit gates and to counteract the sensitivity of spin-$\frac{1}{2}$ qubits to fluctuations in global magnetic field (here labelled global magnetic noise) is to encode the quantum information in the $S_z = 0$ subspace of two electrons in a double quantum dot (DQD). One state is the $S_z = 0$ triplet state $|t\rangle \equiv (|↑↓⟩+|↓↑⟩)/\sqrt{2}$ and the other state is the singlet state $|s⟩ \equiv (|↑↓⟩-|↓↑⟩)/\sqrt{2}$. Since both states have the same $S_z = 0$ quantum number, global magnetic noise pointing along the quantization axis has no effect on these two states, thus, the singlet-triplet (S-T) qubit is protected against such noise and is a simple example of a decoherence-free subspace (DFS) qubit. One axis of qubit control is provided by the electrically controllable exchange interaction between the electrons in the DQD due to the hybridization of the singlet energy given by admixture of charge states with doubly occupied dots and giving rise to a splitting of the singlet and triplet energy. This is the same mechanism that provides the two-qubit gates for the spin-$\frac{1}{2}$ qubit which can be controlled to a very high degree predicting gate fidelities exceeding 99% [140] with gate times below one nanosecond [118].

A second axis of control is provided by a gradient of the magnetic field in the DQD which lifts the degeneracy between the states $(|t\rangle+|s⟩)/\sqrt{2} = |↑↓⟩$ and $(|t\rangle-|s⟩)/\sqrt{2} = |↓↑⟩$ due to the difference in magnetic fields in the two QDs. This leads to rotations of the qubit around an axis orthogonal to the quantization axis [156]. Experimentally, these gradients are either given by the Overhauser fields of the nuclear spins in the host material, typical for GaAs, or the artificial magnetic field gradient obtained by placing a micromagnet in the vicinity of the DQD [131]. The latter implementation is needed for materials with a low density of nuclear spins such as silicon.

Read-out and state preparation can be achieved in the same way as for spin-$\frac{1}{2}$ qubits via ‘spin-to-charge’ conversion, where the gates are adiabatically detuned in such a way that one of the doubly occupied states is energetically highly favored [78]. Due to the Pauli exclusion principle only the anti-symmetric singlet state $|s⟩$ is coupled via tunneling $t$ to the doubly occupied state while the triplet state transition is forbidden giving rise to a read-out technique with fidelities exceeding 99%. The requirements for this read-out method to work are spin conserving hopping and a single non-degenerate ground state in the QD with a sufficient energy gap to the excited states.

Two-qubit gates can be implemented by the short-ranged exchange interaction together with spin–orbit interaction (exchange interaction alone is insufficient due to its high symmetry) [157], magnetic field gradients [158], by capacitively coupled DQDs [159–162] or an auxiliary dot [163]. Long-ranged two-qubit gates can either use the electrostatic coupling between the DQDs [159, 164, 165], and/or the coupling of two DQDs to the same microwave cavity [159, 166–171]. Since microwave cavity have been under intense investigation recently due to the access to high quality and high impedance microwave cavities [115, 172], the last approach seems in reach. The required strong coupling regime for such an interaction, where the transfer of information is faster than the cavity and the qubit decays, has recently been achieved for a single electron charge inside a DQD in carbon nanotubes [173], Si/SiGe [113] and GaAs [115] quantum dots.

The main concern of the ST qubit is the lack of electric control for one of the single-qubit rotation axes provided by the magnetic field gradients. Since this axes are either provided by Overhauser fields, which one cannot control, or by an additional magnetic micro magnet, where the magnetic fields are fixed by the geometry, this interaction is permanently turned on. The latter implementation can be controlled to a certain degree by changing the relative position of the quantum dots to the micro magnets through the gate voltages which changes the magnetic field gradients the qubit is exposed to [131].

Another downside for the ST qubit is the opening of a channel which couples the qubit to charge noise, electric fluctuations of the environment or the gate potentials. Electric fields can couple to the qubit through the detuning parameter $\epsilon$ and in this way give rise to an exponential decay of coherence due to dephasing. The exact decay depends on the spectral density of the noise $S_\gamma(\omega) = A|\omega|^{-\gamma}$ where $A$ is the strength of the noise, $\omega$ is the noise frequency, and $\gamma$ is the spectral density exponent which usually has to be set phenomenologically or needs to be measured in experiments and strongly depends on the host material and device fabrication. This power law dependence arises from statistical calculations considering many fluctuators [139, 174], agreeing well with experimental studies in silicon and GaAs [139]. Due to interference of the system, e.g. working with a 50 Hz AC current, other noise spectral density dependences also occur and add up with the low-frequency noise, $S_\gamma(\omega) = A|\omega|^{-\gamma}$. These additional noise sources directly depend on the exact experimental setup and can often be filtered directly. However, the low-frequency spectrum is dominated by ‘$1/f$-noise’ with a power law with typical values for $\gamma$ range from 0.7 to 2.3 [139, 175–178], but higher values are not unusual [179]. Protection against such charge noise can be obtained by operating the qubit system at a high symmetry point, where the transition to both asymmetric charge states is equal. At such a sweet spot, the ground state energy gap as a function of the detuning $\epsilon = (V_1 - V_2)/2$ has an extremum, thus the qubit is immune to energy fluctuations in $\epsilon$ due to charge noise in first order [96, 140, 180–183]. However, second or higher order effects still limit the dephasing time.
2. Three-electron spin qubits

Taking the idea of electrical control and protection of the qubit against noise one step further leads ultimately to the three-spin qubit which can be controlled fully electrically. Some three-spin qubits also form a decoherence-free subspace (DFS) qubit implying that they are immune to all collective decoherence, i.e. decoherence which affects all spins in one qubit, many nearby qubits, or ideally in the full quantum computer in the same way [184]. There are many different ways of implementing such a three-spin qubit. In this review we cover the exchange-only (EO) qubit [2], the spin-charge qubit [7], the hybrid qubit [8, 9, 11], the resonant exchange (RX) qubit [5, 6], and on the always-on exchange-only (AEON) qubit [16]. All of these qubit implementations are realized using three electrons in either a single quantum dot, double quantum dot (DQD), or triple quantum dot (TQD) depending on the qubit implementation. The full spin-space is spanned by

\[ \mathcal{H}_{\text{spin}} = \mathcal{H}_{1/2} \otimes \mathcal{H}_{1/2} \otimes \mathcal{H}_{1/2} \]

which can be divided into two spin-1/2 and one spin-3/2 subspace, thus, \( \mathcal{H}_{\text{spin}} = \mathcal{H}_{1/2} \otimes \mathcal{H}_{1/2} \otimes \mathcal{H}_{3/2} \), where \( \mathcal{H}_\sigma \) denotes the Hilbert space corresponding to the irreducible representation of SU(2) with total spin \( \sigma \). In other words the Hilbert space can be separated into a \( S = 3/2 \) quadruplet and a degenerate \( S = 1/2 \) doublet [4, 185] which can further be split into a high and low energy qubit by an external magnetic field along the z-axis. The qubit states for these qubits are chosen in such a way that they have identical spin quantum numbers, both the total spin \( S = 1/2 \) and the total spin projection along the quantization axis \( S_z = 1/2 \) giving rise to immunity against global magnetic fluctuations. Different qubit realizations are introduced and discussed in detail in the following sections and we postpone a more detailed discussion about DFSs and further dynamical (noise) decoupling schemes in three spin qubits to section 4 and refer to a related review [184] for more details. However, before delving into the qubit implementations, some basic properties of electrons in TQDs need to be introduced.

For the description of TQDs, the extended Hubbard Hamiltonian (see equation (1) for \( N = 3 \) quantum dots) is an appropriate choice throughout almost the full review since it combines all key features of the three-spin qubits while the expressions are still succinct. Therefore, in this review we skip a realistic and comprehensive discussion of the exact energy levels and their microscopic dependence on gate voltages, the geometry of the TQD, the number of electrons, and the magnetic field [186–192] and only briefly introduce the key points while sticking to the Hubbard model in the remainder. A comprehensive study of these can be found in the related review [192].

2.1. Electrostatic properties of electrons in a TQD

As a first step to visualize, navigate, and find relevant states in the large Hilbert space of multi-electron states in a TQD, the charge stability diagram of the TQD is helpful as it highlights the charge transitions between different occupancies of multiple QDs [51, 58, 192–197] and neglects all spin related effects. To generate the charge stability diagram, we use here a modified version of the algorithm used in [198, 199] with a maximum number of (four) electrons in the TQD and a fixed rate for the electron tunneling between the dots. Figure 4 shows the low electron occupancy part of the charge stability diagram as a function of the two detuning parameters \( \varepsilon \) and \( \varepsilon_M \) from equation (25) (a) for an arbitrary number of electrons and (b) for a fixed number \( n = 3 \) of electrons. Both diagrams were obtained using a capacitance model of the TQD adapted from [51, 195].

\[
\varepsilon = (\mu_1 - \mu_2)/2, \quad (9)
\]

\[
\varepsilon_M = \mu_2 - (\mu_1 + \mu_3)/2, \quad (10)
\]

for a fixed value of the average voltage \( eV_{av} = (\mu_1 + \mu_2 + \mu_3)/3 \). The parameter \( \mu_i = \sum_{j=1}^{3} v_{ij} \) with \( i, j = 1, 2, 3 \) is the chemical potential of QD \( i \) given by the gate voltages \( V_i \) (see figure 2).
underneath each QD and $v_{ij}$ describes the electrostatic interaction between QD $i$ and the gate underneath QD $j$ and depends on the charging energies, the additional energy one has to pay to add another electron to the corresponding dot [51, 193]. In few words, the $v_{ij}$ describe how each gate has to be adjusted in order to change the chemical potential in each dot. Taking into account a finite coupling between the QDs due to cross capacitance effects, i.e. adding an electron in one QD changes the potential of the neighboring QD, the typical honeycomb structured diagrams shown in figure 4 are obtained.

In the center of the charge stability diagram for a fixed value of $V_g$, lies the (1,1,1) charge configuration regime with one electron in each QD surrounded by the six asymmetric charge configurations, $(2,0,1), (1,0,2), (1,2,0), (0,2,1), (2,1,0),$ and $(0,1,2)$ with the same number of electrons. Here, $(l,m,n)$ labels a charge configuration with $l$ electrons in the left QD, $m$ electrons in the center QD, and $n$ electrons in the right QD. Each of these asymmetric states except the last two are interlinked with the (1,1,1) charge configuration through a single hopping event while the last two states require two hopping events. States with triple occupation of a single QD are located at more extreme values of the detuning parameters. Note that the average voltage $V_{av}$ roughly sets the total number of electrons in the TQD since the number of electrons is allowed to change due to a coupling to the leads.

Special points of interest for quantum computation and qubit implementations are typically centered inside a charge configuration regime or located at the charge transition points where multiple charge configurations intersect since these points provide a high symmetry with respect to charge configurations.

**2.2. Spin properties of three-spin qubits in TQDs**

In a second step, spin and orbital effects are reintroduced which in general further subdivides the stability diagram. The Hilbert space of three-electron spins with spin $\frac{1}{2}$ in a TQD is $\mathcal{H}_{3\text{spin}} = \mathcal{H}_{1/2} \otimes \mathcal{H}_{1/2} \otimes \mathcal{H}_{1/2}$ and combined with only a single available orbital in each QD contains in total 20 possible states (220 possible states for a second available orbital, e.g. additional valley). There are eight states with a symmetric charge configuration $(1, 1, 1)$, and two states with asymmetric charge configurations $(2, 0, 1), (1, 0, 2), (1, 2, 0), (0, 2, 1), (2, 1, 0),$ and $(0, 1, 2)$ each. States with a triply occupied QD $(3, 0, 0), (0, 3, 0),$ and $(0, 0, 3)$ are excluded due to the restriction to a single available orbit in each dot.

The corresponding spin Hilbert space $\mathcal{H}_{3\text{spin}} = \mathcal{H}_{0/2} \otimes \mathcal{H}_{1/2} \otimes \mathcal{H}_{1/2}$ can be divided into a quadruplet $\mathcal{H}_{3/2}$ with effective spin-3/2 and two degenerate doublets $\mathcal{H}_{1/2}$ which combined with different orbits and restricted to the total spin $S = 1/2$ subspace gives rise to a two-fold degenerate subspace $\mathcal{H}_{1/2} \oplus \mathcal{H}_{1/2}$. This subspace is effectively decoupled from the $S = 3/2$ subspace considering weak magnetic field gradients [23] and weak spin orbit interaction [22]. Leakage into the $S = 3/2$ and $S_z = \pm 1/2$ states is suppressed by exchange [23]. These two subspaces, distinguished by $S_z = \pm 1/2$, are interchangeable with respect to the exchange interaction, thus an external magnetic field allows us to focus on only one of them, e.g. $S = 1/2, S_z = +1/2$. Without loss of generality, the $S = S_z = +1/2$ subspace is spanned by the basis states

\[
|0\rangle = |s_{13/2}\rangle \uparrow \downarrow_2, \quad (11)
\]
\[
|1\rangle = \frac{1}{\sqrt{2}} |t_{11/2}\rangle \downarrow \uparrow_2 - \frac{1}{\sqrt{3}} |h_{01/2}\rangle \uparrow \downarrow_2, \quad (12)
\]
\[
|2\rangle \equiv |s_{11/2}\rangle \uparrow_3, \quad (13)
\]
\[
|3\rangle \equiv |\uparrow\rangle_1 |s_{33/2}\rangle, \quad (14)
\]
\[
|4\rangle \equiv |\uparrow\rangle_1 |s_{22/2}\rangle, \quad (15)
\]
\[
|5\rangle \equiv |s_{22/2}\rangle \uparrow_3, \quad (16)
\]
\[
|6\rangle \equiv |s_{11/2}\rangle \uparrow \downarrow_2, \quad (17)
\]
\[
|7\rangle \equiv |\uparrow\rangle_2 |s_{33/2}\rangle, \quad (18)
\]

with the two-electron singlet state $|s_{pq}\rangle \equiv (|\uparrow\rangle_1 |\downarrow\rangle_2 - |\downarrow\rangle_1 |\uparrow\rangle_2)\sqrt{\frac{1}{2}}$ and the two-electron triplet states $|t_{pq}\rangle \equiv (|\uparrow\rangle_1 |\uparrow\rangle_2 + |\downarrow\rangle_1 |\downarrow\rangle_2)\sqrt{\frac{1}{2}}$ and $|h_{pq}\rangle \equiv |\uparrow\rangle_1 |\uparrow\rangle_2$ occupying QD $i$ and QD $j$. Since the doubly occupied states $|2\rangle, |3\rangle, |4\rangle, |5\rangle$ are obtained from $|0\rangle$ and $|1\rangle$ via the motion of a single electron and the states $|6\rangle$ and $|7\rangle$ requires at least two hopping events, the latter two states are neglected in most studies. The motivation comes from perturbation theory where these terms only add higher order corrections in the relevant parameter regimes [3, 5, 6, 16, 20, 22, 24]. The resulting matrix representation of the Hamiltonian equation (1) in this basis up to a global energy shift, is [3]

\[
H = \begin{pmatrix}
0 & 0 & t_{1/2} & t_{1/2} & t_{1/2} & t_{1/2} \\
0 & 0 & \sqrt{3} t_{1/2} & -\sqrt{3} t_{1/2} & -\sqrt{3} t_{1/2} & \sqrt{3} t_{1/2} \\
t_{1/2} & \sqrt{3} t_{1/2} & E_2 & 0 & 0 & 0 \\
t_{1/2} & -\sqrt{3} t_{1/2} & 0 & E_3 & 0 & 0 \\
t_{1/2} & -\sqrt{3} t_{1/2} & 0 & 0 & E_4 & 0 \\
t_{1/2} & \sqrt{3} t_{1/2} & 0 & 0 & 0 & E_5
\end{pmatrix}
\]

(19)

The symmetric tunneling parameters are $t_{1/2} = t_{1/2} \equiv t_{ij} \sqrt{2}$, $t_{3/2} = t_{3/2} \equiv t_{ij} \sqrt{2}$, and $t_{3/2} = t_{3/2} = 0$ and the simplified expressions for the charging energies of the states are

\[
E_2 = \epsilon - \epsilon_M + U, \quad (20)
\]
\[
E_3 = -\epsilon - \epsilon_M + U, \quad (21)
\]
\[
E_4 = \epsilon + \epsilon_M + U, \quad (22)
\]
\[
E_5 = -\epsilon + \epsilon_M + U. \quad (23)
\]

In this case, all of the charging energies $E_i$ depend only on the two detuning parameters

\[
\epsilon = (V_l - V_r)/2, \quad (24)
\]
and the adjusted charging energy

$$\varepsilon_M = V_2 - (V_1 + V_3)/2 + U_C,$$  

(25)

and the adjusted charging energy gap $\omega$ in a triple quantum dot in units of the charging energy $U$. For the tunneling parameters the ratios $t_l = 0.022 U$ and $t_r = 0.015 U$ and for the mutual charging energy $U_C = 0.2 U$ are used. Maneuvering through the $(\varepsilon, \varepsilon_M)$ plane one can access various parameter regimes that allow the use of different qubit implementations in different charge configurations $(l,m,n)$, where $l$ electrons are in the left, $m$ electrons in the center, and $n$ electrons in the right QD. We indicated the double sweet spots (DSS) (black dots), the location of the exchange-only (EO) qubit, the resonant exchange (RX) qubit (dashed triangle), the asymmetric resonant exchange (ARX) qubit, and the left and right hybrid (H$_L$, H$_R$) qubit highlighted. (Right column) Charge ground state of a three-spin qubit in the absence of tunneling, $t_l = t_r = 0$ as a function of the detuning parameters $\varepsilon$ and $\varepsilon_M$ in a triple quantum dot in units of the charging energy $U$. For plots (a) and (b) the states with $(2,1,0)$ and $(0,1,2)$ charge configurations are neglected corresponding to a large cross-charging energy $U_C \approx U$ while for plots (c) and (d) small a value $U_C = 0.2 U$ is considered. Figures taken from [3, 200].

The logical choice for a qubit is the two-level system consisting of the ground state and the first excited state, energetically split by the ground-state energy gap $\omega$. For $t_{LR} \ll E_i$, these are essentially the states $|0\rangle$ and $|1\rangle$ with corrections $\propto t_{LR}/E_i$. In figures 5(a) and (c) the ground-state energy gap is plotted as a function of the two detuning parameters, $\varepsilon$ and $\varepsilon_M$, with labels indicating the dominant charge configuration (a) excluding and (c) including the states $|6\rangle$ and $|7\rangle$. Figure 5 (right column) shows the charge ground state from equation (18) excluding (figure 5(b)) and including the states $|6\rangle$ and $|7\rangle$ (figure 5(d)). The logical qubit states, defined as the ground state and the first excited state, have different charge configurations depending on the exact location in the detuning space. In the $(1,1,1)$ charge configuration regime the spin qubit states are $|0\rangle$ and $|1\rangle$ hybridized by the admixture of the asymmetric states $|2\rangle$, $|3\rangle$, $|4\rangle$, $|5\rangle$ (to a less degree also by $|6\rangle$ and $|7\rangle$) giving rise to a finite energy gap between the states $\omega$.

2.3. Exchange-only (EO) qubit

The idea of all-electric qubit control ultimately leads to the exchange-only qubit which, as the name suggests, provides the possibility for full qubit control with only the exchange interaction [2]. Analogously to the ST qubit (see section 1.5), the exchange interaction originates from the hybridization of the logical qubit states with asymmetric charge states and can be precisely controlled by electrostatic control of the gates underneath and in between the QDs. In this section, we try...
to provide an overview of preceding experimental and theoretical developments of the exchange-only qubit. The organization is as follows. We start with the model and subsequently follow with the single-qubit operations, where we discuss the two main types of experimental realizations. We discuss two-qubit operations and the decoherence of our qubit due to environment separately in the next sections 3 and 4.

2.3.1. Model. For the EO qubit the focus is on the eight-dimensional subspace with a symmetric (1, 1, 1) charge configuration which can be separated into a $S = 3/2$ quadruplet and a degenerate $S = 1/2$ doublet [4, 185, 201] whose degeneracy can be lifted by an external magnetic field aligned along the $z$-axis. We are interested in these doublets since they provide two two-level systems, each having identical quantum numbers, one being the total spin $S = 1/2$ the other being the projection of the total spin along the quantization axis $S_z = \pm 1/2$. For the $S_z = +1/2$ two-level system an appropriate basis is given by

$$|0_+\rangle \equiv |s\rangle_{13} |\uparrow\rangle_2 = \frac{1}{\sqrt{2}} ((|\uparrow\rangle \uparrow, \downarrow, \downarrow) - |\downarrow\rangle \downarrow, \uparrow, \uparrow), \quad (26)$$

$$|1_+\rangle \equiv \sqrt{\frac{2}{3}} |t\rangle_{13} |\uparrow\rangle_2 - \frac{1}{\sqrt{3}} |t0\rangle_{13} |\uparrow\rangle_2 = \frac{1}{\sqrt{6}} (2|\uparrow\rangle \uparrow, \downarrow, \downarrow) - |\downarrow\rangle \downarrow, \uparrow, \uparrow), \quad (27)$$

while for the $S_z = -1/2$ two-level system all spins are flipped,

$$|0_-\rangle \equiv |s\rangle_{13} |\downarrow\rangle_2 = \frac{1}{\sqrt{2}} ((|\downarrow\rangle \downarrow, \uparrow, \uparrow) - |\uparrow\rangle \uparrow, \downarrow, \downarrow), \quad (28)$$

$$|1_-\rangle \equiv \sqrt{\frac{2}{3}} |t\rangle_{13} |\uparrow\rangle_2 - \frac{1}{\sqrt{3}} |t0\rangle_{13} |\downarrow\rangle_2 = \frac{1}{\sqrt{6}} (2|\uparrow\rangle \uparrow, \downarrow, \downarrow) - |\downarrow\rangle \downarrow, \uparrow, \uparrow). \quad (29)$$

A special feature of the EO qubit is the possibility for two different qubit encodings using either the ‘subspace’ or the ‘subsystem’ encoding. For the subspace, as the name suggests, the qubit states are encoded in a real subspace of the total Hilbert space, either in the positive two-level system, $|0\rangle = |0_+\rangle$ and $|1\rangle = |1_+\rangle$, or in the negative two-level system, $|0\rangle = |0_-\rangle$ and $|1\rangle = |1_-\rangle$. This implementation needs a sufficiently strong magnetic field along the quantization axis to break the degeneracy of the doublet and energetically favor one of the two-level systems depending on the sign of the magnetic field. Here, we use the convention that the positive ($S_z = +1/2$) subspace qubit is energetically favorable. Particularly, fine-tuning of the confinement potentials and adjusting the strength of the magnetic field energetically separate the doublet states from the quadruplet states [202] in Si [192, 203] and GaAs [192, 202]. For a finite magnetic field, one of the two-level systems is pushed down in energy, such that it forms the well isolated states, hence, reducing orbital relaxation.

The second type of encoding is the ‘subsystem’ qubit which utilizes all states with $S = 1/2$, thus, $|0\rangle = |0_+\rangle$ and $|1\rangle = |1_+\rangle$ giving rise to a qubit implementations with one leftover degree of freedom [2, 19]. In the absence of a magnetic field there are parameter regimes where the orbital energies dominate pushing the quadruplet up in energy and the doublets down in energy [192, 203] allowing for the implementation of such a subsystem qubit. It is crucial for this implementation that there are no interactions which couple the $|0_\pm\rangle$ states differently than the $|1_\pm\rangle$ states. Under this condition, the two-level systems are not entangled and the additional degree of freedom can be rewritten into a global degree of freedom allowing for a well-defined qubit [19]. In realistic systems, the exchange interaction fulfills these conditions while local magnetic field gradients and spin–orbit coupling violate it.

In the low energy subspace in the $(1, 1, 1)$ charge configuration regime a Schrieffer–Wolff transformation yields (analogously to the ST qubit) an effective Heisenberg Hamiltonian for the hybridized states, however, with three exchange coupling parameters

$$H_{eff, \text{TQD}} = \frac{J_{12}}{4} \sigma_1 \cdot \sigma_2 + \frac{J_{23}}{4} \sigma_2 \cdot \sigma_3 + \frac{J_{13}}{4} \sigma_1 \cdot \sigma_3. \quad (30)$$

For a linear arrangement and neglecting superexchange $J_{13} = 0$. The expressions for the exchange couplings depend on the choice of the subspace taken into account. Since the states with $(2,1,0)$ and $(0,1,2)$ charge configurations are not directly coupled to the $(1,1,1)$ charge states they are usually neglected for the derivation of the exchange couplings. In this case, the exchange couplings are given by [3]

$$J_{12} = J_l = 2r_l^u U_l / [U^2 - (\epsilon - \epsilon_M)^2], \quad (31)$$

$$J_{23} = J_l = 2r_l^u U_l / [U^2 - (\epsilon + \epsilon_M)^2]. \quad (32)$$

More general expressions which include different Coulomb terms $U_l$ in each QD are given in [16] and are not shown here. The resulting energy splitting between the qubit states is given by [6]

$$\omega = \sqrt{J_1^2 + J_r^2 - J_l^2}. \quad (33)$$

2.3.2. Conventional single qubit operations. The exchange-only qubit allows for all-electrical control of the qubit rotations with only the exchange interactions allowing for $J_l$ and $J_r$ two independent axes of control. In the hybridized qubit basis, $|0\rangle$ and $|1\rangle$, the Heisenberg Hamiltonian from equation (30) can be expressed as

$$H_{\text{qubit}} = E_0 I_2 - \frac{J}{2} \sigma_z - \frac{\sqrt{3}}{2} j \sigma_x. \quad (34)$$

with the qubit Pauli matrices, $\sigma_z \equiv |0\rangle \langle 0| - |1\rangle \langle 1|$ and $\sigma_x \equiv |0\rangle \langle 1| + |1\rangle \langle 0|$, and the exchange energies $J \equiv (J_l + J_r)/2$ and $j \equiv (J_l - J_r)/2$. The first term $\propto E_0$ only contributes to a global phase of the qubit, thus, can be ignored. Note, that the rotation axes are provided by the sum and difference of the exchange interaction between the dots (see equations (31) and (32)), thus, the rotation axes corresponding to an exchange pulse of $J_{1r}$ are not perpendicular on the Bloch sphere. To be
exact, the angle between the rotation axes corresponding to the pure exchange interactions $J_{12}$ and $J_{23}$ is $120^\circ$; a symmetric pulse $J_{12} = J_{23}$ provides rotations around the $z$-axis while the rotation around the $x$-axis is given by a three-step pulse due to the exchange interaction always being positive. This can be visualized using the classic Euler angle construction as rotations around three axes can simulate a rotation around any axis. Hence, in total four serial exchange pulses (for $J_{13} = 0$ three pulses) are always sufficient to create arbitrary single qubit operations [2]. In experiments, there are two ways of controlling the exchange interaction which differentiate in the choice of the operating gates.

**Tilting based exchange pulses.** The usual way to control the exchange interaction in a TQD is by varying the gate potentials underneath each QD adapted from DQDs [78, 118] and successfully demonstrated for TQDs [59, 66, 67, 69, 70]. The exchange interactions $J_{ij} = \varepsilon_M$ are controlled by adjusting the gate potentials, maneuvering through the detuning space spanned by the two detuning parameters $\varepsilon$ and $\varepsilon_M$. An exchange-pulse, thus, requires the movement of the point of operation to the correct spot at which $J_{1}$ and $J_{2}$ take the desired values for the single qubit operation. Visualized in parameter space, this corresponds to maneuvering to a region where either $J_{1}$ or $J_{2}$ dominates the exchange interaction. In a ST qubit, this corresponds to a tilting of the QD potential while for the EO qubit both detuning parameters play a role (shown schematically in figure 6 top row). Precisely, a pure $J_{T}$ pulse requires $|\varepsilon - \varepsilon_M| \ll |\varepsilon + \varepsilon_M|$ and a pure $J_{R}$ pulse requires $|\varepsilon - \varepsilon_M| \ll |\varepsilon + \varepsilon_M|$, while the requirement for the $(1,1,1)$ charge configuration regime $|\varepsilon \pm \varepsilon_M| < U$ must still hold. Since the detuning parameters have to be operated adiabatically and are located far away in detuning space, this limits the speed of arbitrary qubit rotations since they require a sequence of $J_{T}$ and $J_{R}$ pulses. To speed up gate operations, optimized pulse sequences can be used. Universal control has been demonstrated experimentally in the two most common materials, Si [69] and GaAs [4, 5, 54, 59, 60, 66–68], yielding control over two independent rotation axes with both exchange couplings exceeding $J \approx 100$ MHz $\approx 40$ $\mu$eV [69]. Strong dephasing from hyperfine interactions in GaAs devices [59, 67] and charge noise in Si devices [69], however, limits the fidelity of the qubit rotations. A significant improvement is to be expected by operating the qubit at charge noise sweet spots [6, 20, 24], using dynamical decoupling sequences [184, 204–206], and reported using devices with nuclear-spin-free isotopes [69].

2.3.3. **Symmetric operation point (AEON qubit).** Another concept for improved single qubit rotations is the symmetric operation point (SOP) [96], where one keeps the qubit at a high symmetry point while operating the qubit, i.e. never leaving the SOP in detuning space. Taking a closer look at the expression for the exchange couplings in equations (31) and (32) one finds that such operation is possible via controlling the tunneling amplitudes $t_{i}(\varepsilon)$ which also leads to control over the exchange couplings due to $J_{i}(\varepsilon) \propto t_{i}(\varepsilon)^2$. To be exact, this way to control exchange was already proposed in the original paper by Loss and DiVincenzo [123]. Since recent architectures for quantum dot devices [78, 79] always include an additional (static) gate to set the tunnel coupling between the dots the symmetric operation point (SOP) does not require new quantum dot architectures [96, 183].

The AEON qubit [16] is a modified version of the original EO qubit [2] where the exchange interaction is either completely turned on or completely turned off while staying at a favorable operation point, therefore, a candidate for such a symmetric implementation. As already shown, full control over the qubit is possible through the two exchange interactions $J = (J_1 + J_2) / 2$ and $J = (J_1 - J_2)$ consisting of the left (right) exchange coupling $J_{1(2)}$ with the approximated expression $J_{1(2)} = 2t_{i(2)}^2U[1 - (\varepsilon - \varepsilon_M)^2]$ (for the general expression see [16]). The specific expressions for the exchange coupling in the AEON qubit allow for the existence of a double sweet spot (DSS) which is insensitive to noise in lowest order with respect to both detuning parameters simultaneously (a more detailed discussion and definition follows in section 4.2). The DSS for the AEON qubit is located directly in the center in the energy landscape of the ground-state energy gap $\omega = \sqrt{J^2 + 3J^2}$ (see figure 5), thus, possessing the highest symmetry with respect to all (directly tunnel coupled) asymmetric charge configurations. Since the location of the DSS is provided by the geometry of the TQD, thus, independent of the tunneling parameters, it still exists even for less symmetric geometries albeit not located in the center [16]. This allows for operating the qubit by tuning the tunneling parameters while staying permanently on the DSS. Setting the tunneling parameters to be symmetric $t = t_{i}$ (turning on both exchange coupling simultaneously) results in a rotation around the $z$-axis.

---

**Figure 6.** Schematic illustration of the two methods for operating the qubit described in the main text. The black lines represent the energy potential of the TQD which is filled with three electrons (red dots). The qubit is in some initial state at time $S$. Then, a single-qubit operation, tilt or symmetric, is performed at time $X$, leaving the qubit in some final state at time $E$. For the tilt method, the detuning, the energy potential difference between the quantum dots, is changed to operate the single-qubit gates. The solid and the dashed line correspond to two linear independent rotations. For the symmetric method the tunnel-barrier, the height of the energy potential separating the quantum dots, is lowered for the gate operation. A symmetric lowering corresponds to a rotation around the $z$-axis, while an asymmetric lowering causes a rotation around some axis $\hat{a}$ [16].

---
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(see figure 6 middle row), while setting \( h = (\sqrt{6} + \sqrt{2})\mu / 2 \) results in a rotation around the \( \hat{a} = (3 + \hat{z})/\sqrt{2} \)-axis (see figure 6 bottom row) with a rotation around the \( z \)-axis causes a rotation around the orthogonal \( x \)-axis [16]. Therefore, a three-pulse sequence is sufficient for arbitrary single qubit gates which is one pulse less than needed for the conventional EO qubit [2]. Since the exchange couplings are either completely turned on or completely turned off, symmetric gate operations, which control the tunnel barriers \( t_{LR} \) directly, are required. Simultaneously, this makes the AEON qubit robust against leakage induced by a magnetic field gradient [23], albeit to a lesser degree than the RX qubit (see section 2.3.4) due to smaller exchange couplings.

Additionally, the symmetric way of operation allows for heavy filtering of the detuning gates together decreasing the effects of the charge noise on the qubit. However, time-dependent control of the tunneling parameters also opens another channel for coupling noise to the qubit via the tunnel couplings [3]. Experiments in operating a DQD symmetrically for this implementation since one needs to traverse the RX regime in parameter space [16, 27].

The initialization techniques, read-out schemes, and physical implementation of the AEON qubit are identical to the conventional EO qubit. We note however that initialization and read-out using spin-to-charge conversion is not optimal for this implementation since one needs to traverse the RX regime in parameter space [16, 27].

2.3.4. Resonant exchange operation (RX qubit). The RX qubit [5, 6, 15] is a modified version of the EO qubit where the exchange interaction is always turned on, while the qubit is operated (as the name suggests) through a resonant modulation of the exchange interaction. As a first thought this may sound like a step backwards to the original spinulation of the exchange interaction. As a first thought this is operated (as the name suggests) through a resonant modulation [5, 6, 15] is a modified version of the EO qubit where the exchange interaction which induces a strong qubit splitting, or EDSR [208], however, due to the permanently turned on exchange, the energy gap can be modulated electrically and also much more strongly, giving rise to high fidelity gates and gate times on the order of nanoseconds [5, 27].

Analogously to the EO qubit, the qubit states are given by equations (26) and (27), and therefore, still located inside the \((1, 1, 1)\) charge configuration regime. However, due to \( \varepsilon M \gg |\varepsilon| \) the qubit state are strongly hybridized by the admixture of the \((2, 0, 1)\) and \((1, 0, 2)\) charge configurations resulting in a large energy gap between the qubit states while the influence of the \((1, 2, 0)\) and \((0, 2, 1)\) charge configurations is negligible. Inside the \((\varepsilon, \varepsilon M)\)-landscape of the ground state energy gap the RX regime is located in the upper part of the diamond formed \((1, 1, 1)\) charge regime (white triangle in figure 5). The RX qubit Hamiltonian in its eigenbasis with a modulated detuning \( \varepsilon \rightarrow \varepsilon + \delta \varepsilon \) takes the form [3, 6]

\[
H_{\text{qubit}} = \frac{\hbar}{2} (\omega_{\text{RX}} \sigma_z + \delta \varepsilon \eta \sigma_x)
\]

(35)

with the resonance frequency \( \hbar \omega_{\text{RX}} = \sqrt{j^2 + 3j^2} \), the modulation coupling \( \eta = \pm \frac{1}{2}(\partial \eta / \partial \varepsilon + 3j \partial j / \partial \varepsilon) \), and the exchange couplings \( J = (j_1 + j_2)/2 \) and \( j = (j_1 - j_2) \). Due to the negligible influence of the \((1, 2, 0)\) and \((0, 2, 1)\) charge configurations the exchange coupling is approximated by \( J_{LR} = j^2 (U - \varepsilon M \pm \varepsilon) \) [3, 6, 20].

Rabi oscillations corresponding to qubit rotations become accessible through resonant driving of the detuning \( \varepsilon \) near the qubit’s resonance frequency \( \omega_{\text{RX}} \), thus, \( \delta \varepsilon = \delta f(\tau) \cos(\nu \tau + \phi) \) with an adjustable phase \( \phi \), while the modulation amplitude \( f(\tau) \) varies slowly (compared to \( \omega_{\text{RX}} \)) in time \( \tau \). Near resonance, \( \delta \ll \omega_{\text{RX}} \), the Rabi frequency is given within the rotating frame approximation by [6]

\[
\Omega(\tau) \approx \frac{f(\tau)}{\hbar} \sqrt{\frac{3^2 + 3^2}{2}}
\]

(36)

while the axis of rotation is set by the adjustable phase \( \phi \) of the driving. Experiments in a GaAs TQD device have demonstrated \( \pi \) rotations of the qubit around two axes of control on nanosecond time scales, \( \tau_{\text{gate}} = 2.5 \) ns [5, 27]. Combined with a CPMG coherence time \( T_2 \approx 10 \) ms, this allows for more than \( 10^3 \) coherent gates [5]. In this experiment, the resonance detuning is affected by the Overhauser fields which causes additional dephasing and is therefore the limiting factor for the coherence time. Results from a more recent experiment confirm that the limitation is caused by nuclear spins for weak driving, while for strong driving charge noise is the limiting factor [27]. Interestingly, operating the RX at a symmetric operation point provides only a slight improvement (a more detailed discussion follows in section 4.2). An experimental realization in a silicon device (Si/SiGe or SiMOS) should significantly improve the RX qubit for weak driving due to the absence of nuclear spins under isotopic purification [69, 79, 100, 209–211].

The initialization techniques, read-out schemes, and physical implementation are identical to the conventional EO qubit. As a remark, both initialization and read-out schemes using either spin-to-charge conversion or cavity quantum electrodynamics (cQED) based techniques should be feasible due to the short distance in \((\varepsilon, \varepsilon M)\) parameter space with respect to the \((2, 0, 1)\) and \((1, 0, 2)\) charge configurations which strongly hybridize the qubit states [6, 17, 18].

Other methods. Up to this point we have only considered a linearly aligned TQD which is used in most experimental setups. In the following, we briefly introduce triangularly arranged TQD systems (TQD molecules) where we mainly focus on the implementation of qubit rotations in such a system which differ from the linear case. For more details about the energy structure and properties we refer to the review by Chan-Yu Hsieh (see [192]) or the original works [71, 72].
addition to the exchange interaction $J_{13}$ between the first and the last dot an (equilateral) triangular shape adds another feature, the chirality, to the system. This allows for a new set of qubit states in the same $S = 1/2$ and $S_z = \pm 1/2$ subspace

$$|+\rangle = \frac{1}{\sqrt{3}} \left( |\uparrow\uparrow\rangle + e^{i\frac{2\pi}{3}} |\uparrow\downarrow\rangle + e^{i\frac{4\pi}{3}} |\downarrow\downarrow\rangle \right),$$

(37)

$$|-\rangle = \frac{1}{\sqrt{3}} \left( |\uparrow\uparrow\rangle + e^{i\frac{2\pi}{3}} |\uparrow\downarrow\rangle + e^{i\frac{4\pi}{3}} |\downarrow\downarrow\rangle \right),$$

(38)

which are the eigenstates of the chirality operator [71] with the eigenvalues $\chi = \pm 1$. A unitary transformation connects them with the conventional eigenstates from equations (26) and (27). The low-energy subspace can also be approximated by a Heisenberg exchange Hamiltonian [72], however, the exchange couplings include additional terms arising from the circular structure and chirality [75, 212–214]. Applying an in-plane electric field breaks the symmetry of the system and gives rise to terms $\propto \sigma_y$ in the qubit space, corresponding to rotations around the $y$-axis on the Bloch sphere [74, 75]. Combining the in-plane electric field with spin–orbit effects, very fast Rabi oscillations between the chiral qubit states are proposed with $\tau_{\text{Rabi}} = 0.1\text{–}10^3 \text{ps}$ depending on the realization of the device [215]. Additionally, the ring structure allows for the application of topologically protected quantum computation due to the non-trivial phase an electron acquires when traveling around a circle [73, 192]. Since this is beyond the scope of this review, we end the discussion of triangularly shaped TQDs and continue with further qubit implementations of three-spin qubits.

### 2.4. Spin-charge qubit

The spin-charge qubit is a unique implementation for a three-spin qubit since all three electrons are located in a single quantum dot occupying the three lowest orbitals [7]. The qubit states are

$$|1\rangle \equiv |s_{01} \downarrow \rangle_2,$$

(39)

$$|0\rangle \equiv \sqrt{\frac{2}{3}} \left( |s_{01} \uparrow \rangle - \frac{1}{\sqrt{3}} |00 \rangle_2 \right),$$

(40)

where each orbital, 0, 1, 2, is occupied by a single electron with the qubit states corresponding to the $S = 1/2$ and $S_z = -1/2$ subspace (see section 2.2). Orbital relaxation processes can be suppressed by designing the confinement potential in such a way that the $S = 1/2$ and $S_z = -1/2$ two-level system form the ground and the first excited state [187–192]. In this sense, the qubit implementation is very similar to the exchange-only qubit where the quantum dot (position degree of freedom) is interchanged with the orbital (orbital degree of freedom). Therefore, single qubit rotations are not possible anymore through conventional electric control, i.e. control over the exchange interaction through biasing of the gate voltages underneath or in-between the QDs. Instead of controlling the detuning or the barrier between the QDs one can acquire single-qubit rotations by controlling the confinement potential, particularly, the eccentricity of the confinement potential. Going beyond the Hubbard Hamiltonian and considering electrons in an elliptic confinement potential with eccentricities $\omega_x$ and $\omega_y$, the Hamiltonian in the qubit space can be written as [7, 216]

$$H_{\text{qubit}} = b_x \sigma_x + b_y \sigma_y + b_0 \sigma_z.$$  

(41)

The parameters are $b_x = \sqrt{3} (V_{0220} - V_{1221}/2)$, $b_z = -V_{0110} + (V_{1221} + V_{0220})/2$, and $b_0 = V_{0101} + V_{1212} + V_{0202}$ with the usual matrix elements $V_{\alpha\beta\gamma\eta} = \langle \alpha_1, \alpha_2 | V_{\text{Coulomb}} | \beta_3, \beta_4 \rangle$ and $\alpha_i \in \{0, 1, 2\}$ originating from the long-range Coulomb interaction. A direct comparison of equations (41) and (34) shows that the matrix elements of the form $V_{\alpha\beta\gamma\eta}$ resemble an orbital exchange interaction, thus, $V_{0110} \sim J_x$, $V_{1221} \sim J_y$, and $V_{0220} \sim J_z$ (omitted in equation (34)). While the explicit expressions can be found in [216], the main result is a different dependence of $b_x$ and $b_y$ with respect to the eccentricity ratio $r \equiv \omega_y/\omega_x$ which both can be electrically adjusted by the gates. In the presence of a fixed magnetic field, this allows for fast electrically driven single qubit gates with sub-nanosecond gate times ($\tau_g \approx 1\text{–}10$ ps) in GaAs and faster in silicon due to stronger confinement [7].

The next requirement for quantum computation is feasible read-out and initialization schemes. In the case that the qubit states (see equations (39)–(40)) are the ground states, the initialization is trivial and just a matter of thermalization [7]; this, however, can be slow. In the general case initialization techniques may be adapted from the EO qubit or the ST qubit: a singlet state is initialized in an isolated QD and in a second step the adiabatic opening of the tunnel barriers allows for the tunneling of a third electron. For read-out, a destructive measurement is suggested that detects if a fourth electron is resonantly tunneling in the QD or not, following the same protocol as used for a single-spin qubit [7, 135]. Since the qubit states are not degenerate, read-out techniques using cavity quantum electrodynamics (cQED) should be adaptable [112, 114, 217, 218].

### 2.5. Hybrid qubit

The holy grail for quantum computation is claimed by the qubit implementation which allows most high-fidelity operations during its coherence time. There are basically two ways of winning the race, either the coherence time is increased or the gate time is decreased, i.e. making the qubit operations faster. While the exchange-only qubit and its derivations try to increase the coherence time the hybrid qubit (HQ) is a representative of the latter approach, which in short, combines the longevity of spin qubits and the fast qubit operations of a charge qubit [8]. Note, that this section is far from complete and only covers the core concepts and recent advances providing a first insight of the hybrid qubit and that the hybrid qubit deserves a review article on its own.

The HQ qubit is implemented in a double quantum dot (DQD) analogously to the ST-qubit, however, filled with three electrons. The qubit states are

$$|0\rangle \equiv |s_{00} \downarrow \rangle_L,$$

(42)
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where the right QD is doubly occupied while the left QD
only singly occupied (see SEM image in figure 7 inset) which corresponds to the
\(S = 1/2\) and \(S_r = -1/2\) subspace (see section 2.2) and the \((1,0,0)\) or \((0,1,0)\) charge configuration regime
of a TQD discussed above. While the lowest orbital allows the singlet state \(|s_r\rangle\), the triplet states \(|t_r\rangle\) and \(|t_0\rangle\) are forbidden in the lowest orbital due to the Pauli exclusion principle, hence, occupy the first exciited orbital [8]. Assuming that
the described singlet and triplet states are lowest in energy [219, 220], higher excited singlets and triplets can be neglected due to fast spin conserving orbital relaxation processes [221] which immediately relaxes the higher orbital into the ground state. The essential difference between the HQ and the EO
qubit are the use of a DQD instead of a TQD and the
double occupation of the right QD which includes occupation of
higher orbital states (only in the right QD). A second singlet state, \(|L\rangle = |\uparrow \rangle_{L} |\uparrow \rangle_{R}\), becomes important which couples to the
\(|0\rangle\) via tunneling and gives rise to an additional exchange splitting
between the qubit states \(|0\rangle\) and \(|1\rangle\) allowing for electrical
control. In total there are three relevant states, the two qubit states, \(|0\rangle\) and \(|1\rangle\), and the virtually occupied state \(|L\rangle\); all other
states can be neglected in lowest order. Analogously to the EO qubit, the low-energy subspace Hamiltonian is approximated using a Schrieffer–Wolff transformation giving rise to
a hybridization of the qubit states due to the
interaction with the \(L\) state (the formal derivation and the explicit expressions can be found in the supplementary material of [8] and [222]).

In contrast to the exchange-only qubit, one is unable to find a
pure spin Hamiltonian for the effective Hamiltonian but needs the \(t - J\)-model to describe the low-energy subspace.

Arbitrary single qubit rotations require control of two independent axes; for the hybrid qubit, one axis of control is provided by the change of the energy splitting between the qubit states \(\hbar \omega\) while the second axis is given by transitions between the qubit states. Projecting the low-energy Hamiltonian on the qubit space, one finds in particular

\[
H_{\text{qubit}} = \frac{\hbar}{2} \omega_\sigma \tau_x + J \sigma_x,
\]

The energy gap between the qubit states is dominated by the
orbital singlet-triplet splitting \(E_{ST}\) in the doubly occupied QD, thus, \(\hbar \omega = J + E_{ST} \approx E_{ST}\) since \(J \ll |E_{ST}|\) (see main panel in figure 7). In particular one finds, \(J \approx J_s + 3J_T\), where \(J_s\) is singlet exchange coupling due to the admixture of \(|0\rangle\) with the
virtual state \(|L\rangle\) and \(J_T\) is the triplet exchange coupling from
the admixture of \(|1\rangle\) with \(|L\rangle\). Control over the singlet-triplet
splitting by changing the gate voltages in the QD [155, 223–225] gives rise to rotations around the z-axis, while rotations around the x-axis are given by transitions between the qubit states which are induced by the off-diagonal terms of the qubit Hamiltonian, \(J \approx J_s + J_T\) with \(J_s(t) \approx t_s^2 / \Delta E_{ST}(t)\).
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of the hybrid qubit with 5 electrons in a GaAs double quantum which operates at the (2,3)→(1,4) charge transition yields over 10 coherent Rabi oscillations during the coherence time [10]. Note, that in GaAs dephasing is much faster than in silicon devices due to the presence of nuclear spins.

An initialization and read-out scheme requires the coupling of the doubly occupied QD to the lead with a significant difference in the tunneling rates between the qubit states. A large difference in the tunneling rates allows for a time-resolved measurement which yields information about the qubit state to be initialized or read-out. The crucial requirement, significantly different tunneling rates, are experimentally demonstrated in GaAs [226] and Si/SiGe [8, 227] devices. Numerical results predict further improvement of the coherence times measuring the current flow through a quantum point contact [228].

3. Two-qubit gates for three-spin qubits

3.1. Using short-ranged exchange

After the experimental demonstrations of arbitrary single qubit rotations [59, 69] the remaining challenge is the demonstration of universal two qubit operations in order to achieve universal quantum computation according to the DiVincenzo criteria [229]. Note that the bulk of two qubit gates are universal [230]. The set-up is the following: two three-spin qubits are coupled via the exchange interaction, i.e., spins in the set-up are coupled via a Heisenberg exchange term \( H = \sum_{ij} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j \) (see equation (2)). Thus, for the discussion it does not matter whether the electrons are physically separated, i.e. in different QDs, and/or energetically separated, i.e. in different orbitals, since this only changes the explicit expressions for the exchange couplings between the electron spins. If not otherwise mentioned a linear geometry is considered where only spins 3 and 4 are connected (shown schematically in figure 9(a)).

For two spin-1/2 qubits a simple sequence yields the two-qubit gate (see section 1.4), however, for the case of exchange coupled three-spin qubits the story is more complex. The main problem arises from the fact that the computational two-qubit space, \( \mathcal{H}_{\text{2qubit}} = \mathcal{H}_{1/2} \oplus \mathcal{H}_{3/2} \), represents only a subspace of the sector with spin quantum numbers \( S = 1 \) and \( S_z = \pm 1 \) of the combined system. The inter-qubit exchange coupling leads to excursions outside the computational space during the pulse sequences, and thus, the possibility of leakage into the non-computational space. There are two distinct approaches to counteract the leakage which we discuss in detail: in the first approach, complex pulse sequences are applied in order to make sure that the mapping between the non-computational space and the qubit subspace at the end of the sequence vanishes [2]. In the second approach a (large) energy difference between the computational space and the non-computational space in combination with fast gates (approximately) prevents leakage into the non-computational subspace [15].

3.1.1. Exact gate sequences. There are many different pulse sequences for implementing an exact entangling gate between two three-spin qubits. In order to keep the expressions simple, we consider the time steps \( \tau \) of the exchange interaction in units of a full swap gate, \( \tau_{\text{SWAP}} = 2h/\pi J \), between connected spins in the remainder of this section. This justifies a consideration where all exchange couplings are identical, \( J_{ij} = J \) since the resulting two-qubit gate \( U_{ij}(\tau) = \exp[i \int_0^\tau dt' J_{ij}(t') \mathbf{\sigma}_i \cdot \mathbf{\sigma}_j / 4h] \) is independent of the pulse shape of \( J_{ij}(\tau) \). In the original proposal, a minimal pulse sequence consisting of 19 exchange interactions between the spins was found numerically yielding a cnot-gate up to local single qubit gates [2]. The sequence can be implemented in 13 time steps since some exchange interactions can be run in parallel. However, this sequence yields a leakage-free entangling gate only for the subspace qubit while there is still leakage in the case of the subsystem qubit. As a brief reminder, the subspace qubit is encoded in either of the two-level systems, \( S = 1/2 \) and \( S_z = \pm 1/2 \) or \( S = 1/2 \) and \( S_z = -1/2 \), whereas the subsystem simultaneously uses both two-level systems \( S = 1/2 \) and \( S_z = \pm 1/2 \) for the encoding [2, 19]. An exact cnot-gate sequence for the subsystem qubit consists of 22 pulses in 13 time steps [12] with all time steps being multiples of \( \tau_{\text{SWAP}}/4 \), where the bare two-qubit pulse sequence consists of 18 pulses in 11 time steps.
steps [13]. Allowing for simultaneously applied exchange pulses one can find a two-qubit gate sequence in 8 time steps. However, this requires precise control of all couplings individually. It should be noted that all sequences were discovered using a numerical minimization algorithm due to the very large Hilbert space of six spins $\frac{1}{2}$ (dimension $2^6 = 64$). A full understanding and analytical derivation of the path through the Hilbert space associated with the exact CNOT gate has subsequently been found [14, 231].

Taking into consideration other geometries which have more connections (exchange couplings) between the two three-spin qubits, shorter and faster pulse sequences are possible. The shortest sequence consisting of 12 pulses in 9 time steps was found for the unrealistic case of a fully connected geometry, while one needs at least 14 pulses with the butterfly geometry where the center spins of each three-spin qubit are connected (connection between spin 2 and spin 5 in figure 9(a)).

Nevertheless, the mutual feature that all sequences require more than ten pulses makes the exact two-qubit gate somewhat vulnerable to a noisy exchange interaction, i.e. charge noise in the tunnel parameters and detuning parameters or hyperfine interaction due to nuclear spin. Treating the effects of nuclear noise requires a noise-correction scheme consisting of permutations which decouple the static effects of the noise [12, 13]. In simple words, a single pulse is divided into several pulses such that each electron ‘feels’ the same nuclear fields at each given time step, thus, unavoidably increases the pulse sequences [12, 13]. The procedure is comparable to a spin echo where the effect of dephasing is reversed by a spin flip and can also be adapted for (quasi) static charge noise. However, due to the nature of charge noise which also consists of high frequency components the correction scheme is better suited for counteracting the effects of nuclear noise due to its slow dynamics. For charge noise, other techniques are usually considered, i.e. operating on a charge noise sweet spot. At this point we postpone a detailed discussion regarding the exchange interaction under the influence of charge noise to section 4.2.

**Distinctions for spin-charge and hybrid qubit.** Since the description of two-qubit gates has been general up to now, we want to inform the reader in this paragraph about some special distinctions regarding the SC qubit and the hybrid qubit.

The SC qubit was introduced in section 2.4 and is implemented in a single QD using several orbitals (1, 2, 3). In a naive understanding, one would assume that, if two such qubits are placed next to each other, all orbitals would be coupled via an external exchange interaction with a similar strength. However, in a minimal coupling approach only the highest orbitals of two neighboring spin-charge qubits are typically coupled via the next neighbor exchange interaction (shown schematic illustration in figure 9(b)) [7]. Since the occupation probability at the edge of the quantum dot increases with increasing orbital quantum number [232], electrons in two quantum dot couple first via the highest orbitals if one brings them together [7]. Careful adjustment of the gate potentials and the use of the non-linear dependence of the exchange coupling with respect to the inter-dot distance [120], can lead to a selective coupling of only the uppermost orbitals with each other. Note that the resulting two-qubit coupling is identical to that of the EO qubit (see figure 9(b)) except for the always-on intra-dot exchange interaction, thus, similar but not identical pulse sequences can be used. The shortest pulse sequence that implements CNOT excluding single qubit rotations consists of a minimum of nine pulses [7].

For the hybrid qubit one can use the same argumentation as for the SC qubit. However, since the hybrid qubit has additional single-qubit control (schematically illustrated in figure 9(b)) shorter pulse sequences are feasible consisting of only 14 exchange pulses [8, 13, 233] summing up to an overall gate time on the order of nanoseconds. One possible issue for the implementation of exchange-based two-qubit gates for the hybrid qubit is leakage to the non-computational space which is larger than for the other implementations as the spin-charge and hybrid qubit. While the occupation of these states, i.e. clones of the qubit state $|0\rangle \equiv |s\rangle_R | + \rangle_w$ where $|s\rangle$ is not the ground state, is suppressed for single-qubit rotations [8], this is not the case for inter-qubit exchange (two-qubit gate), thus giving rise to increased leakage.
3.1.2. Approximated gate sequences. Instead of maneuvering on complex paths through the Hilbert space in order to minimize leakage into the non-computational space, one can use short cuts, gate sequences consisting of a single exchange pulse [15, 16, 234]. However, these short cuts are only feasible if there exists a favorably large energy gap between the computational and non-computational subspaces. This energy gap is crucial since it reduces the amount of leakage during the operation depending on the size of the energy gap. It should also be noted that the amount of leakage can never reach exactly zero for a finite energy gap. Practically speaking, this energy gap is increased by a larger energy splitting between the qubit states while is reduced by the inter-qubit exchange interaction [15], thus, making the RX qubit an ideal candidate for its two-qubit scheme due to the large and always turned-on exchange interaction. Another good candidate is the AEON qubit where the exchange interaction is always turned on or off. However, the AEON qubit naturally has a smaller qubit splitting than the RX qubit. We want to discuss two concrete methods for implementing two-qubit gates, the first consisting of a DC pulse, while in the second the exchange interaction is modulated by an RF signal. Both methods provide fast two-qubit gates with suppressed (but still finite) leakage.

Considering a Heisenberg type Hamiltonian for the interaction between the electrons in the singly occupied QDs the system is described by \( H = H_A + H_B + H_{int} \) where \( H_{A,B} \) are the uncoupled single qubit Hamiltonians introduced in equation (34). Focusing on the relevant subspace \( S_z = 1 \) which has dimension \( n = 15 \), there are 11 leakage states [15], however, six states with a total spin \( S = 2 \) cannot be accessed by the exchange interaction alone since it conserves the total spin [2]. However, gradients in the magnetic field and spin–orbit interaction can cause transitions into these additional leakage states. In table 1 the corresponding eigenenergies of the 11 states are displayed. In lowest order in perturbation theory, i.e. \( J,J \ll 1 \) with the inter-qubit coupling \( J_e \) and the intra-qubit coupling \( J \), the interaction between qubit A and qubit B for a general geometry can be expressed as [15]

\[
H_{int} = \delta I_0 + \delta I_e (\sigma_{Ae} + \sigma_{B}) + J \gamma (\sigma_{A} \sigma_{Be} + \sigma_{Ae} \sigma_{B}),
\]

where \( \sigma_{i} \) is the \( i = x,y,z \) Pauli matrix acting on qubit \( Q = A,B \). The parameters strongly depend on the chosen geometry, e.g. for a linear geometry (inter-qubit coupling between QD 3 of the first qubit and QD 1 of the second qubit) the parameters can be chosen as follows, \( \delta I_e / I_e = 1/66, J_e / I_e = 1/66, \) and \( J / I_e = 1/24 \). It is very useful for the implementation of a cphase gate between the qubits that for large inequality between the qubit splittings \( |J_A - J_B| \gg |J_e| \) the degeneracy between the \( |01 \rangle \) and \( |10 \rangle \) two-qubit states is lifted, thus, one finds \( J_e = 0 \) [15]. A cphase-gate can now be implemented in a single pulse for \( \int_{0}^{\pi/2} dt J_e (t') = \pi/4 \). For \( J_e \neq 0 \) single qubit operations are additionally needed to ‘echo out’ the effects of the perpendicular interaction term [15] which is always possible [235].

### Table 1. All 15 states in the \( S_z = 1 \) subspace of two three-spin qubits with their respective eigenenergies, where \( J_{A,B} \) is the exchange splitting between the qubit states \( |0 \rangle \) and \( |1 \rangle \) in qubit A (qubit B). For the notation we use \( |A,B \rangle = (A,B) \) where the leakage states are defined as follows: \( |Q_{1/2} \rangle = |S = 1/2, S_z = +1/2 \rangle = |\uparrow \downarrow \downarrow \rangle \), \( |Q \rangle = |S = 1/2, S_z = +1/2 \rangle = |\downarrow \uparrow \uparrow \rangle \), \( |Q \rangle = |S = 1/2, S_z = -1/2 \rangle = |\uparrow \downarrow \downarrow \rangle \), \( |Q \rangle = |S = 1/2, S_z = -1/2 \rangle = |\downarrow \uparrow \downarrow \rangle \), \( |0 \rangle \) and \( |1 \rangle \) being the qubit states for \( S_z = -\frac{1}{2} \) (see equation (29)). Note that all qubit states differ in energy from the leakage states. This table was adapted from [15].

| Two-qubit state | Energy + \( E_{Zeman} \) |
|-----------------|-------------------------|
| \( |Q,0\rangle \), \( |Q_{1/2},Q\rangle \), \( |Q, Q_{1/2} \rangle \) | 0 |
| \( |0, Q\rangle \), \( |0, Q_{1/2} \rangle \), \( |Q, 0 \rangle \) | \( -J_{A} \) |
| \( |0, Q\rangle \), \( |0, 0 \rangle \) | \( -J_{B} \) |
| \( |0, 0\rangle \) | \( -J_{A} + J_{B} \) |
| \( |1, Q\rangle \), \( |1, 0 \rangle \), \( |Q_{1/2} \rangle \) | \( -3J_{A} \) |
| \( |1, Q\rangle \), \( |1, 1 \rangle \), \( |Q, 1 \rangle \) | \( -3J_{B} \) |
| \( |1, 0\rangle \) | \( -3J_{A} + J_{B} \) |
| \( |1, 1\rangle \) | \( -3J_{A} + J_{B} \) |

Qubit encoding predict gate times \( \tau_{gate} = 21 \) ns (\( \tau_{gate} = 63 \) ns) with a leakage error \( L < 1 \% \) (\( L < 0.1 \% \)) [15]. Using realistic parameter setting for the AEON qubit the gates times are longer (\( \tau_{gate} > 100 \) ns) [16] due to the weaker exchange splitting. An improvement can be achieved by using different coupling geometries, especially the butterfly geometry (center QD of both qubits are connected) which provides the best gate times [15, 16]. Further improvement is obtained using different pulse shapes for the exchange pulse with the best having a sinusoidal shape, \( J_e = J_{0}[1 - \cos(2\pi T/T_{gate})] \) allowing for single-pulse fidelity exceeding 0.9999 for physically reasonable parameter settings [234]. Leakage is increased by considering a realistic environment consisting of charge noise and Overhauser noise due to nuclear spins. Recent studies show that low-frequency charge noise has the strongest impact on the gate fidelity [234].

The second approach uses a RF modulation of the exchange coupling \( J_e = J_{A}(\tau) + J_{A}(\delta \cos(J_{A} - J_{B})\tau) \) between the qubits. For example, in experiments using a linear geometry this would correspond to the modulation of the energy barrier between the two qubits. Under a rotating wave approximation (\( J_{0, A}, J_{A}, A \ll J_{A} - J_{B} \)) the two-qubit interaction is given by [15]

\[
H_{int} = \frac{J_{A}}{6} \sigma_{A} \sigma_{B} + \frac{J_{A}}{24} \sigma_{A} \sigma_{B} + \sigma_{A} \sigma_{B},
\]

where we used the same expressions as in the paragraph above. The advantage of this approach is that both control parameters \( J_{0, A}, J_{A} \) can be set individually allowing for more flexibility of controlling the two-qubit gate. The only required condition is \( |J_{A}| < J_{0, A} \) due to the positive sign for the exchange interaction [15].

3.2. Long-ranged two-qubit gates

At the time of writing of this review the best available option for error correction techniques appears to be the surface codes which require a two-dimensional geometry of qubits [236].
In realistic devices, this is a challenge since each qubit must be accessed by multiple (gate) electrodes limiting the possibility to connect one qubit with more than two other qubits through exchange. This makes it more realistic to use a linear geometry. Since the exchange interaction is limited to adjacent QDs, other, long-range interactions have to be considered to overcome this technical difficulty allowing for a two-dimensional array of qubits which are spatially separated [238]. There are several proposals for the achievement of such an interaction, e.g. tunneling mediated by a superconductor [239, 240], coupling though surface acoustic waves [241–246], ferromagnets [247], superfexchange mediated by an additional QD [163, 248–250], spatial adiabatic passage [233, 251, 252], photon assisted tunneling [253–255], and quantum Hall edge states [245, 256]. The most practical ideas (up to date) seem to be Coulomb-based dipole-dipole coupling [6, 9, 257–260] and cQED mediated coupling [17, 18, 114, 173, 218, 261–263] which both use the electric dipole moment of the qubit, whereas in the second approach the interaction range is elongated by the use of a cavity as a mediator [3, 17, 18, 167, 168]. For the capacitative coupling the relevant interaction is the direct dipole-dipole coupling of the three-spin qubits originating from the charge difference of the qubit states proposing a fast and feasible two-qubit pulsed gate [6, 9, 259, 260] while a more realistic analysis hints possible problems due to charge noise [259]. Three-spin qubits have (in certain parameter regimes) large electric dipole moments [6, 8] which, combined with recent advances in superconducting microwave cavities, boost the vacuum coupling strength [172], making the three-spin qubits a good candidate for the implementation of cQED. There are multiple ways to implement such two-qubit gates which we try to discuss in the following.

**Qubit-cavity interaction.** Originally proposed for superconducting qubits [264] due to their strong dipole coupling strength on the order of $g \approx 200 \text{ MHz}$ [265, 266], cQED can also be used for semiconductor spin qubits despite having a coupling strength at least one order of magnitude smaller [167, 168], i.e. $g \approx 0.1–10 \text{ MHz}$ [3, 6, 17, 18] for three-spin qubits, due to advances in the coherence times [79] and cavity design [115, 172]. It is crucial to achieve a coherent coupling between the qubit and the cavity, therefore, a coupling which needs to be stronger than the relaxation and dephasing mechanism in each, the cavity and the qubit, which recently was achieved for single electron charge in a semiconductor double quantum dot [113, 115, 173, 263].

For the purpose of its theoretical investigation, the cavity can be described as a resonator (see figure 10(a)) with only a single mode with frequency $\omega_{ph}$ that lies nearby the resonant frequency of the qubit splitting $\omega$. Thus, the cavity is described without loss or decoherence effects by a quantum harmonic oscillator with this frequency $H_{\text{cav}} = \hbar \omega_{ph}(a'^{\dagger}a + \frac{1}{2})$ [267], where $a'$ ($a$) creates (annihilates) a photon inside the cavity with the very same frequency. The corresponding energy of the cavity is $E_{\text{cav}} = \hbar \omega_{ph}(n_{ph} + \frac{1}{2})$ which depends on the average number of photons $n_{ph} = \langle a'^{\dagger}a \rangle$. Many protocols for two-qubit gates [167, 168, 264] require the cavity to be in the ground state, therefore, depending on the resonance frequency to be cooled to very low temperatures, e.g. $T \ll 50 \text{ \mu E}$ for a 10 GHz cavity, while a few protocols also work with thermally populated cavities [262, 268].

In the approach of cQED the qubit-cavity interaction is described by the minimal coupling approach which replaces the momentum with the generalized momentum $p \rightarrow p - eA$ that includes the electromagnetic vector potential $A$ and the elementary charge $e$ [267]. In the dipole approximation near the resonance the coupling is

$$H_{\text{dip}} = -eE \cdot d$$

(47)

where $E = E(a + a'^{\dagger})$ denotes the electric field inside the cavity and $d$ is the dipole operator of the qubit. Defining the qubit-cavity coupling strength as the transition amplitude between the qubit states $g \equiv -e(0|E \cdot d|1)$ allows for a quantitative comparison [168]. In order to find the dipole operator $d$ the microscopic wave functions of the three-spin qubit states are necessary which are in general rather difficult to obtain [192]. Fortunately, there are a few approximations that help to overcome this difficulty.

In a simplified picture, where the spatial extension of the QD is much smaller than the wavelength of the resonator mode, the qubit-cavity interaction is derived from the oscillation of the electrostatic gate potentials [167]. Depending on which gate electrode is connected to the cavity, thus, the...
architecture of the qubit-cavity system (see figures 10(b) and (d)), $\varepsilon$, $\varepsilon_M$ or both provide the coupling [17]. The corresponding dipole operator is $d = d_0 e_0$, with $e_0$ being the unit vector in $x$-direction and $d_0 = \partial H(q)/\partial q$, where the qubit Hamiltonian $H$ depends on the detuning $\omega = \alpha e + \beta E_M$ with $\alpha, \beta \in \mathbb{R}$ and $a^2 + b^2 = 1$. The phenomenological parameter $\nu$ describes the overall interaction strength and can be derived from the capacitances in the hybrid (qubit and cavity) system [167]. For $\beta = 0$ only $\varepsilon$ is relevant (corresponds to figure 10(b)) which leads to $d_i = hge_i$, with the coupling strength [18]

$$g_0 = \frac{1}{2 \sqrt{2}} \left( \frac{\partial J}{\partial \varepsilon} \right)^2 + \frac{3}{2} \left( \frac{\partial J}{\partial \varepsilon} \right)^2 \tag{48}$$

with the exchange coupling $J = (J_x + J_y)/2$ and $J = (J_x - J_y)/2$ from equations (31) and (32) and, the vacuum coupling strength $g_0$ [18].

In a more realistic picture, the microscopic three-electron real-space wavefunctions of the states $|0\rangle$, $|1\rangle$, $|2\rangle$, $|3\rangle$, $|4\rangle$, and $|\bar{5}\rangle$ from equations (11)–(18) are constructed from the single-electron real-space wavefunctions [120] $|\psi_i\rangle$ with $i = 1$, 2, 3 needed for the dipole matrix elements [17, 168]. Since these single-electron real-space wavefunctions depend on the experimental setup, thus the number of QDs, we show in this paragraph only the results for the exchange-only qubit implemented in a TQD. Using the formalism of orthonormalized Wannier orbitals [3, 17], the overlapping wavefunctions $|\psi_i\rangle$ are transformed into a basis of orthonormalized maximally localized [269] wavefunctions $|\phi_j\rangle$. Requirements for this transformation are a small overlap between the single-electron wavefunctions $|\langle \psi_i | \psi_j \rangle| = |S_{ij}| \ll 1$ with $i, j = 1, 2, 3$ [17, 120, 168]. The full expression of the dipole operator in the basis $|0\rangle$, $|1\rangle$, $|2\rangle$, $|3\rangle$, $|4\rangle$, $|\bar{5}\rangle$ can be found in [3]. A comparison of the asymmetric and the symmetric coupling strength is seen in the top row of figure 11 which shows the minimal vacuum coupling needed to reach strong coupling.

Instead of focusing solely on the transition dipole matrix elements typically used for (transversal) two-qubit entanglement protocols [167, 168] one can also calculate the longitudinal [109, 111] dipole matrix element $g_0 = \langle 0 | \mathbf{E} \cdot \mathbf{d} | 0 \rangle - \langle 1 | \mathbf{E} \cdot \mathbf{d} | 1 \rangle/2$ used for longitudinal entanglement protocols [116, 217, 270, 271]. The crucial difference is that the first induces a transition between the qubit states $0 \leftrightarrow 1$ through the absorption/emission of a cavity photon, while the longitudinal dipole matrix element only changes the phase of the qubit state assisted by the cavity photon. Its strength can be estimated by the same procedure as for the transverse coupling.

Under realistic settings, both couplings, the transversal and the longitudinal, are permanently present. However, depending on the exact position in the $(\varepsilon, \varepsilon_M)$-space, their strengths change significantly, therefore, effectively turning off one kind of coupling [116, 218]. This resembles a sweet spot (where first order effects vanish) for this type of coupling (see section 4.2). Combining all the above elements, the qubit-cavity Hamiltonian in its eigenbasis, up to a constant shift in energy, is

$$H = \frac{\hbar}{2} \omega_1 + h \omega_{pa} a^\dagger a + g(a^\dagger + a)\sigma_z + g(a^\dagger \sigma_- + a \sigma_+) \tag{51}$$

with the ladder operators $\sigma_\pm = (\sigma_\pm + i\sigma_\mp)/2$. This expression corresponds to the extended Jaynes–Cummings Hamiltonian [272–274] and is derived using a rotating wave approximation, $g \ll \omega_{ph}$, whereby the counter-rotating terms $a^\dagger \sigma_\pm$ and $a \sigma_\mp$ are excluded since they oscillate with twice the cavity frequency and therefore average out [275].

**Concepts for two-qubit gates.** In the conventional scheme for a long distant coupling the qubits are entangled using the photons as a carrier of information [166]. This concept is generally applicable for all two-level systems and only needs a sufficiently strong qubit-cavity coupling outmatching the loss and dephasing effects [168, 264, 276]. The starting situation is as follows; two three-spin qubits in the same
cavity that both are transversally coupled to the same cavity. Operating in the dispersive regime \( \omega_i \ll |\Omega| \equiv |\omega_{ph} - \omega_{c}^i| \), where \( \omega_i \) is the qubit energy splitting of qubit \( i = 1, 2 \), the cavity mode can be eliminated by a Schrieffer–Wolff transformation [168, 264, 276] yielding the effective Hamiltonian [17, 18]

\[
H = \sum_{i=1,2} \frac{1}{2} (\hbar \omega_i + \epsilon_i) \sigma_{z,i} + g_{\text{eff}}(\tau)(\sigma_{+i} \sigma_{-i} + \sigma_{-i} \sigma_{+i}).
\]  

(52)

Here, the ladder operators \( \sigma_{\pm,i} \) act on qubit \( i \), the coupling strength is given by \( g_{\text{eff}} = \gamma g_{\Omega} (\Omega_i^2 + \Omega)^2 / \hbar \Omega_i \), with the detuning \( \Omega_i \) of qubit \( i \), and \( \epsilon_i \) denotes the Stark shift of qubit \( i \). After the time \( \tau_g = h \pi / 2g_{\text{eff}} \) the two-qubit interaction yields the universal iswap-gate [17, 168, 277]. A sequence of two iswap-gates and two single-qubit rotations form a cnot-gate [278]. In an earlier approach, a cnot-gate is generated by the same Hamiltonian by using the two-qubit \( \pi/4 \)-gate instead [166]. Figures 11(c) and (d) show qualitatively the required quality factor \( \omega_{ph} / \Omega_i \) for a successful entanglement considering dephasing due to charge noise through the respective detuning parameter, i.e. \( \epsilon \) for an asymmetric architecture and \( \epsilon_M \) for the symmetric architecture. Using realistic parameter settings, the iswap-gate can be performed in \( \tau_g = 540 \) ns with a fidelity of 99% while for faster gates the fidelity decreases [18].

Instead of operating in the dispersive regime, a faster alternative scheme uses resonant driving [18]. This scheme, based on the Cirac–Zoller gate for trapped ions [40, 279], uses sideband transitions [276, 280, 281] that are generated when an external driving field \( \nu \) is included in the qubit-cavity system. For resonant driving between the driving field and the qubit transition, \( \nu = \omega \), the interaction Hamiltonian in a rotating frame is [18]

\[
H = \Delta_0 a^\dagger a + g (e^{i\phi} a \sigma_z + e^{-i\phi} a^\dagger \sigma_z) + \Omega \sigma_y.
\]  

(53)

where \( \phi \) is the phase and \( \epsilon \) the amplitude of the driving field, \( \Delta_0 \) is the detuning between the driving field and the cavity, and \( \Omega = g \epsilon / \Delta_0 \) is the Rabi frequency of the qubit. Switching into a second rotating frame of the Rabi frequency and carefully adjusting the detuning \( \Delta_0 = \pm 2 \Omega \) yields ‘red’ and ‘blue’ sideband transition Hamiltonians [18]

\[
H_x = \frac{g}{2} (e^{i\phi} a^\dagger \sigma_x + e^{i\phi} a \sigma_x).
\]  

(54)
An entangling controlled-Z gate is constructed using pulses of ‘red’ and ‘blue’ sideband transition gates $S_{1,2}(\phi, \tau) \equiv \exp(-iH_{g}(g, \phi)\tau/\hbar)$ combined with single-qubit rotations. One of such a pulse sequence consists of seven pulses providing a controlled-Z gate time $\tau_e = 270$ ns with a fidelity of 99.6% for realistic parameter settings [18].

The concept of cQED with longitudinal coupling was originally developed to read out the qubit states via a microwave cavity [109, 111, 114], however, can also be used to entangle multiple distant qubits [114, 116, 217, 270, 271]. This concept is generally applicable for two-level systems, does not rely on perturbative arguments, and solely bases on the parametric modulation of the longitudinal qubit-cavity coupling, therefore, does not produce any residual terms in the Hamiltonian [217]. The starting situation is as follows; two three-spin qubits (two-level systems) are both longitudinally coupled to the same cavity (see equation (51)) while the transversal coupling $g = 0$. The longitudinal coupling leads to a small displacement of the oscillator field which can be significantly increased by resonant driving at the cavity frequency. Since the resonant driving leads also to a rapid dephasing, the modulation drive $\omega_m$ is to be chosen off-resonant that finally gives in the polaron frame rise to [217]

$$H = \sum_{i=1,2} \frac{\hbar}{2} \omega_i \sigma_i + \omega_{ph} a^\dagger a + g_{\text{eff}}(\tau) \sigma_i \sigma_i \sigma_2, \quad (55)$$

where $\sigma_i$ acts on qubit $i$ whose states are split by $\hbar \omega_i$. The two-qubit interaction $\sigma_i \sigma_i \sigma_2$ yields, after time $\tau_e = \theta |A|/g_{\text{eff}}$, the entangling controlled-phase gate $U = \text{diag}[1, 1, 1, e^{i\theta}]$ sufficient for universal quantum computing [217]. An approximate expression for the coupling strength [217] is $g_{\text{eff}} = -g_0 g_0 \frac{\omega_{ph}}{2} [(\omega_{ph} - \omega_m)(\omega_{ph} + \omega_m)]$. While resembling the transversal coupling [276], the key difference is that for longitudinal coupling the results are exact and not only valid in a limited regime. Furthermore, under certain parameter settings, the gate starts and ends in the vacuum state of the cavity, therefore, the gate can be performed non-adiabatically which yields, with realistic but optimistic parameter settings, $\tau_e = 37$ ns with a fidelity of 99.99%. Note, that there is no trade-off between gate time and fidelity for this scheme, thus, allowing for fast gates with arbitrarily small errors [217]. Increased fidelity is achieved if squeezed photon states instead of coherent states are used [217]. More specific investigations regarding three-spin qubit allows the operation of such a gate on such time-scales while operated on a charge noise sweet spot [116]. However, all of the above requires a pure longitudinal coupling with no residual transversal coupling.

4. Decoherence effects in three-spin qubits

The main sources of decoherence in three-spin qubits are magnetic noise due to nuclear spins, charge noise originating from random fluctuations in the host material or transmitted via the electric gates [5] and spin–orbit interaction. Spin–orbit interactions play a less important role in this review due to the choice of host material, typically GaAs and silicon, and design of the device, i.e. lateral quantum dots in a 2DEG [78, 79] versus QDs in wires or nanotubes which usually have stronger spin–orbit interaction [86, 129, 282].

4.1. Magnetic noise

Since both qubit states of the three-spin qubits have identical spin quantum numbers $S$ and $S_i$, such three-spin qubits possess a natural protection against global magnetic fields [237]. Depending on the qubit implementation this degree of protection against global magnetic field fluctuations varies. The DFS qubit is completely immune against general collective noise which includes all noise that couples identically to each spin in the system [1, 2, 19, 237, 283–285]. The DFS Hamiltonian of a system coupled to a noise bath can then be expressed as $H = H_{\text{system}} + H_{\text{bath}} + H_{\text{int}}$ and the interaction is $H_{\text{int}} = \sum_{i=1} S_i \otimes B_i$, where $S$ solely acts on the system and $B$ solely acts on the bath. The DFS qubit states both lie in the same subspace of such a $S_0$, thus, both affected identically by the noise [237]. However, only global Overhauser (effective nuclear) fields [145, 286–288], which would require a perfect polarization of the nuclear spins, are considered by general collective noise while static and fluctuating magnetic field gradients between the QDs are not considered, therefore, still inducing leakage [23, 70] and dephasing [5, 21]. The general theory of DFS is already covered in a related review [237] and we focus in this review on the effects due to Overhauser field gradients.

4.1.1. Decoherence due to magnetic noise

The main component of magnetic noise is induced by nuclear spins surrounding the nanostructures and coupling to the trapped electron spins in the QDs. These nuclear spins are present in almost all host materials with only a few having a nuclear spin free isotope, i.e. carbon ($\approx 99\%$), silicon ($\approx 95\%$), and germanium ($\approx 91\%$), and unless one uses one of these materials, the nuclear spins interact with the trapped electrons through the hyperfine interaction [287, 288]. Due to their (almost) omnipresent nature the nuclear spins themselves and their effects on QDs are studied and reviewed very carefully in literature, e.g. by Coish and Baugh (see [145]), thus, we dispense with a repetition of the basics and focus on their effect on three-spin qubits.

Considering only the contact hyperfine interaction of the ground-state orbital of the QD, which requires low temperature and large orbital level spacing [145, 289], the interaction between the three-spin qubit and a bath of nuclear spins is effectively described by [23] $H_{\text{int}} = \sum_{i=1}^3 S_i \cdot I_i$, with $B = \sum_{i=1}^3 A_i \cdot I_i$. Here, $A_i$ is the hyperfine interaction constant of a nucleus with spin $I_i$ interacting with the electron spin in QD $i$. In typical experiments the nuclear spins are randomly oriented $\langle B^2 \rangle = 0$ with a finite standard deviation $\sqrt{\langle B^2 \rangle} \approx A_i$ where $A_i$ is the average hyperfine energy [23] coupled to electron spin $i$. These Overhauser fields $B_i$ can be correlated due to a finite overlap between the spin wavefunctions of the electron $i$ since a nucleus in an overlapping region affects both electron spin. In realizations using TQD devices these correlations can be small due to their small overlap. Depending on
the material these coupling constants $A_i$ can be rather strong, e.g. $A_i \approx 85 \mu eV$ (for a full list see [145]) for GaAs giving rise to effective Overhauser fields $|B_i| \approx 5$ T for the unrealistic case of fully polarized nuclear spins. For unpolarized nuclear spins, however, the Overhauser fields scale with $\propto 1/\sqrt{N}$ leading to typical values $|B_i| \approx 5$ mT for $N = 10^6$ nuclear spins [145]. These Overhauser fields have two main effects on the three-spin qubit.

Differences in the Overhauser fields cause leakage into the non-computational space due to the spin non-preserving nature of $H_{II}$. Therefore, without an external magnetic field the Overhauser fields couple almost all spin states giving rise to leakage into nearly every state. Reverting the leakage requires complicated sequences of pulses magnetic fields, thus, losing the benefit of the three-spin encoding [23]. However, subject to a large magnetic field, the EO subspace qubit, $S = 1/2$ and $S_z = \pm 1/2$ leaks only into a single state, the $S = 3/2$ and $S_z = 1/2$ state

$$\langle L \rangle = \frac{1}{\sqrt{3}}(|1\uparrow\downarrow| + |1\downarrow\uparrow| + |1\uparrow\uparrow|),$$

(56)
giving rise to an effective three-level system. It is preferable to work in a regime where both Zeeman energy $E_z$ and exchange splitting $J$ is significantly larger than the Overhauser fields, $E_z, J \gg A_i$, since their leakage is suppressed $\propto A_i/J$. Outside this regime, the leakage dynamics occurs in timescales of nanoseconds [23].

Nuclear field gradients between the QDs make the qubit vulnerable to inhomogeneous broadening which cause dephasing of the qubit states due to the acquisition of random local phases. Setting up a Ramsey free induction type measurement consisting of two $\pi/2$-pulses separated by the time $\tau$ can quantify dephasing. Considering Gaussian distributed Overhauser fields which is valid under typical experimental conditions [78, 145] the resulting inhomogeneous broadening dephasing time is given by [23, 145]

$$T_2^* \propto \left(\sum_{i=1}^{3} \nu_i^2 A_i^2\right)^{-1/2}.$$  

(57)

Here, $A_i$ are the standard deviations of the Overhauser fields in QD $j$ while their impact is given by the weighing factors $\nu_1 = \nu_2 = 1$ and $\nu_2 = 2$. Therefore, the dephasing times of three-spin qubits are roughly on the same timescales as for spin-$1/2$ qubits ($T_2^* \approx 10$ ns) assuming uncorrelated Overhauser fields in each dot [23].

4.1.2. Suppressing magnetic noise. Since nuclear noise has typically a very slow dynamics [290] dynamical decoupling (DD) [145, 205, 291–295] offers an efficient way to counteract the effects of noise. In simple words, DD decouples the noise from the system, e.g. through gate sequences which swap the electrons in such a way that each electron is exposed to the same noise, thus, ‘globalizing’ the random phase. Under the assumption of static noise, a simple example is the permutation sequence which cyclicly swaps the electrons after each time interval $\tau$. In this review, we focus on recent advances in DD which only use the exchange interaction for the decoupling sequence in agreement with the concept of the EO qubit; for the general case we refer to [237].

The starting situation is the following: a single three-spin qubit implemented in a linear TQD where the electron in each QD is coupled to a large number of nuclear spins. The three-spin qubit system in the $(1, 1, 1)$ charge configuration is described by the Heisenberg exchange Hamiltonian plus a Zeeman term including the fluctuating Overhauser fields [26]

$$H = \frac{J_{12}}{4} \sigma_1 \cdot \sigma_2 + \frac{J_{13}}{4} \sigma_2 \cdot \sigma_3 + \sum_{n=1,2,3} B_n \cdot \sigma_n.$$  

(58)

Assuming a strong Zeeman splitting the dynamics of the qubit is described by the qubit states and single relevant leakage state $|L\rangle$ (see equation (56)).

Introduced by West and Fong [25], the DD sequence consists only of operations $\text{SWAP}_0$ that interchange the spin of QD $i$ and QD $j$ and which are realized by the exchange interaction [123]. During the SWAP operation leakage is suppressed by exchange [23], thus, dephasing is only possible in the remaining QD during the short time of an operation since exchange is completely turned on in-between the pulses [25]. Only sequences are considered which consists of the permutation $P = \text{SWAP}_2\text{SWAP}_1$ and its inverse $P^{-1} = \text{SWAP}_1\text{SWAP}_2$. Under the assumption of Gaussian distributed noise the variance of the gathered phase differences, which cause the dephasing, can be expressed in terms of switching functions $f_j(\tau)$ with $j = 1, 2, 3$ which are defined according to the position of the spin states regarding their initial position and their rescaled Fourier transforms $\gamma_j \equiv \frac{1}{T} \int_0^T d\omega \omega^2 f_j(\omega)$ [25, 26]. The resulting expression for the variance of the phase differences is

$$\langle \Delta \Phi(T)^2 \rangle = \frac{1}{\pi} \int_0^\infty d\omega \sqrt{3} \left(\sum_{j=1}^{3} |\gamma_j(\omega)|^2 \frac{S(\omega)}{\omega^2}\right)^2,$$

(59)

where $S(\omega)$ is the power density noise spectrum of the noise for which simplicity is assumed to be identical in each QD whereas the noise in each dot is uncorrelated. The cross-correlation of the noise depends on the system and can be measured, e.g. using spatial separated QDs [296]. For a simple permutation sequence and the West and Fong sequence of length $n$ the switching functions take the values $f_j = -1, 0, 1$ (for the exact definitions see [25, 26]) at the times $T$ $\delta_j$ where $\delta_j$ with $j = 1, \ldots, n$ are the waiting times.

There are many concepts for optimizing the waiting times $\delta_j$ the most popular being the CPMG sequence [297, 298] which uses equidistant time intervals $\Delta \delta_j = 1/n$. However, CPMG is not optimized for the three-spin case, thus, does not lead to $\gamma_j = 0$ in lowest order. Until now the best concepts are Uhrig dynamical decoupling (UDD) [299–301] and optimized noise filtration dynamical decoupling (OFDDD) [302] depending on the given noise. UDD requires that the Fourier transforms vanish up to an order $m$, thus, $\frac{\partial^k \gamma_k(\omega)}{\partial^k \omega^k} |_{\omega=0} = 0$ for $k = 0, \ldots, m$ and $i = 1, 2, 3$. In the single spin case $n = m$ pulses are required [299] with the analytical expressions for the waiting times $\delta_j = [1 - \cos(\pi/(n + 1))]^2$. For the three-spin case
Charge noise or electrical noise, produced by fluctuations of charges or electric fields, is an omnipresent phenomenon if any form of electric control is used in experimental setups, directly, e.g. electronic potentials to attract/deplete electrons or indirectly, e.g. background charge fluctuations. Thus, this also includes each device based on semiconductors or metals since electrons, the carriers of the charge, move around freely which unavoidably results in fluctuations due to the discreteness of the electric charge. These charge fluctuations can be correlated in time or space depending on the source of the noise. In semiconductors, the background noise is typically dominated by low-frequency noise or colored noise which has a spectral density $S(\omega) = A\omega^{-\gamma}$, where $\gamma$ is the noise exponent [177, 178]. Noise which is induced into the qubit system through the gate electrodes necessary for confining and controlling the electrons is typically Nyquist–Johnson noise [303–306] due to the finite temperature and shot-noise [307] due to quantization (graininess) of electric charge. Like magnetic noise, charge noise also depends on the system [179, 296, 308], however, to a smaller degree than for magnetic noise from nuclear spins, e.g. charge noise can be enhanced in the presence of piezoelectric phonons and their coupling strength. Therefore, charge noise cannot be changed significantly if the host material is replaced, since freely-moving electrons exist in every semiconductor and every device is connected to wires.

In this section, we investigate the effect of charge noise on three-spin qubits and look for approaches to avoid noise in the first order and consecutively, if this is not possible, to avoid the effects of such noise. The first approach is usually treated by working on ‘sweet spots’, points in parameter space which are least susceptible to noise, while the latter is usually taken by using dynamical decoupling techniques [295, 308, 309]. Since dynamical decoupling of charge noise is already presented in the previous section and in a related review [184], we mainly study the techniques for avoiding the noise in this review.

4.2.1. Decoherence due to charge noise. Electric noise affects the charge degrees of freedom in a quantum system, thus, allows for coupling through every electrically controlled parameter in the system. The dominant links which couple the charge noise to the TQD qubit are the detuning parameters, $\varepsilon$ (detuning between outer QDs) and $\varepsilon_M$ (detuning between center QD and mean of outer QDs) from equation (25), linked to the gate voltages

\[ n = 2m \text{ pulses are required [25] while the expression for the waiting times are obtained from the solution of the } 2m \text{ polynomial functions up to order } m. \text{ OFDD directly minimizes the integral } \int_0^T d\omega \sum_{j=1}^N |\gamma(\omega T)|^2 \text{ finding a suitable set for the waiting times } \delta_j. \text{ The integrals can be treated analytically, however, the values have to be determined using numerical optimization, e.g. one can use the values for CPMG and UDD as starting values. A comparison of both strategies is displayed in figure 12 which shows the better results of OFDD for both considered types of noise.} \]

\[ \varepsilon(\omega) = \omega \sum_{n=1}^{N} \delta_n \text{ for both noise decoupling strategies, Uhrig dynamical decoupling (gray) and optimized noise filtration dynamical decoupling (black), (a) assuming ohmic noise with } S(\omega) = \omega \delta(\omega - \omega_M) \text{ and (b) Lorentzian noise } S(\omega) = 1/(1 + (\omega/\omega_1)^2) \text{ noise. Here, } \omega_1 \text{ is a sharp cut-off frequency for ohmic noise while } \omega_M \text{ is the line-width for the Lorentzian noise. The dashed lines correspond to the single spin case, the solid lines correspond to the simple permutation cycle, and the dotted lines correspond to the West and Fong sequence. Reprinted with permission from [26] Copyright 2016 by the American Physical Society.} \]

\[ \text{Figure 12. Comparison of the infidelity } 1 - F \text{ as a function of the dimensionless storage time } T' = T/\omega_1 \text{ for both noise decoupling strategies, Uhrig dynamical decoupling (gray) and optimized noise filtration dynamical decoupling (black), (a) assuming ohmic noise with } S(\omega) = \omega \delta(\omega - \omega_M) \text{ and (b) Lorentzian noise } S(\omega) = 1/(1 + (\omega/\omega_1)^2) \text{ noise. Here, } \omega_1 \text{ is a sharp cut-off frequency for ohmic noise while } \omega_M \text{ is the line-width for the Lorentzian noise. The dashed lines correspond to the single spin case, the solid lines correspond to the simple permutation cycle, and the dotted lines correspond to the West and Fong sequence. Reprinted with permission from [26] Copyright 2016 by the American Physical Society.} \]

Underneath each QD [3, 6, 16, 20, 24, 310] (see figure 13). This is because these control parameters typically induce the qubit gates, thus, they have to be addressed fast and precisely over a large range which limits the amount of noise filtering [59, 67, 69]. Furthermore, the tunneling parameters, $t_i$ and $t_r$, also provide a significant noise contribution if the qubit is operated symmetrically by controlling the tunnel barriers between the qubits [96, 183] (see figure 13). Additional parameters worth being considered are the charging and confinement energies [200] but these play a less important role since they are static, allowing for low-pass filtering. Formally, the noisy control parameters are described by considering noisy parameters $q(\delta q) = f(\delta q)$, where $f$ is some function which describes how the noisy parameter $q$ is affected by the corresponding fluctuations $\delta q$. Typically, one assumes that the strength of charge noise is unaffected by the strength of the noisy parameter, thus, $q(\delta q) = q + \delta q$ [3, 6, 16, 20, 24, 310]. While by definition the average of these fluctuations vanishes, $\langle \delta q \rangle = 0$, under realistic conditions there are no measurements yet in TQD devices of the standard deviations and higher cumulants. For the detuning parameters, $\varepsilon$ and $\varepsilon_M$, measurements in single QDs and DQDs indicate values of $\sqrt{S(\omega)} = 5 \mu \text{eV} \sqrt{\text{Hz}^{-1}}$ in a GaAs device [175, 311–317] and $\sqrt{S(\omega)} = 1 \mu \text{eV} \sqrt{\text{Hz}^{-1}}$ in SiO and Si/SiGe devices [318, 319]. An effective measurement of detuning charge noise in an isotopically purified Si/SiGe TQD indicates a higher value, $\sqrt{S(\omega)} = 15 \mu \text{eV}/\sqrt{\text{Hz}^{-1}}$ for 1/f-noise.
is in the same basis and directly follows from perturbation theory with the single requirement that the fluctuations are small compared to the energy gap. The perturbation terms, one longitudinal and two transversal, are given by

\[
\delta \omega_z = \frac{1}{2} \left( \langle g | H_{1,q} | g \rangle - \langle e | H_{1,q} | e \rangle \right), \\
\approx \sum_q \omega_q \delta q + \frac{\omega_q \delta q^2}{2} + \frac{1}{2} \sum_{p \neq q} \omega_p \omega_q \delta q, \\
\delta \omega_x = \frac{1}{2} \left( \langle g | H_{1,q} | e \rangle + \langle e | H_{1,q} | g \rangle \right), \\
\delta \omega_y = \frac{1}{2} \left( \langle g | H_{1,q} | e \rangle - \langle e | H_{1,q} | g \rangle \right),
\]

where \( H_{1,q} = \frac{\partial}{\partial q} H \delta q \), \( \omega_q \equiv \partial \omega_q / \partial q \), and \( \omega_p \omega_q \equiv \partial \omega_q / \partial q \). For the approximation in the second term the perturbation is expanded up to second order in the fluctuations \( \delta q \). Therefore, the most devastating effect is contributed by the longitudinal charge noise \( \delta \omega_z \), which becomes clear when expanding the eigenenergy gap

\[
\omega = \sqrt{\langle \omega_0 + \delta \omega_z \rangle^2 + \delta \omega_x^2 + \delta \omega_y^2},
\]

while the transversal charge noise, \( \delta \omega_x \) and \( \delta \omega_y \), contributes only second order and becomes smaller for large \( \omega \) [3, 20]. Using equation (19) and low-frequency noise \( S(\omega) = A_q / \omega \), where \( A_q = \sigma_q^2 \) is the squared standard deviation of the noise, the Ramsey free decay pure dephasing time is [3]

\[
T_p = \hbar \left[ \sum_q \frac{\omega_q^2}{2} A_q \log r + \frac{\omega_q^2 A_q^2}{4} \log^2 r \right] + \frac{1}{2} \sum_{p,q} \omega_{pq} A_p A_q \log^2 r + \frac{1}{8} \omega_{pq} \omega_{pq} \log^2 A_p A_q \left[ \frac{1}{2} \right]^2
\]

(67)

where \( r = \omega_L / \omega_U \) of the upper cut-off frequency \( \omega_U \) and the lower cut-off frequency \( \omega_L \).

With this in mind, a formal definition for ‘sweet spots’ [3, 5, 6, 16, 20, 24, 234, 310] of order \( n = 1, 2, 3, \ldots \) is

\[
\sum_q \omega_q \delta q = 0
\]

(66)

with the sum running over \( n \) terms since then the dominating terms in the expressions above vanish (see equations (62) and (66)) [3]. A full sweet spot is only possible if each term in the sum vanishes simultaneously and a sweet spot of order \( n \) requires that \( n \) terms are zero. This condition corresponds to an extremum of the qubit energy gap with respect to the noisy parameter \( q \). In the following we denote sweet spots of the order \( n = 1 \) and \( n = 2 \) as single sweet spots (SSSs) and double sweet spots (DSSs).
For the detuning parameters, $\varepsilon$ and $\varepsilon_M$, there are five known DSSs [3]. One is located in the center of the $(1,1,1)$ charge configuration regime [16, 24] (see figure 14(a)), $\varepsilon = \varepsilon_M = 0$ (for symmetric charging energies), and the motivation behind the AEON qubit (see section 2.3.3). The reason for this is the high degree of symmetry this point possesses, being aligned symmetrically to the four charge configurations $(1, 0, 2)$, $(2, 0, 1)$, $(1, 2, 0)$, and $(0, 2, 1)$ and in the center of the $(1, 1, 1)$ charge configuration regime yielding a real minimum of the energy gap. The other four DSS are located each at the charge transitions between two neighboring asymmetric ($(1, 0, 2)$, $(2, 0, 1)$, $(1, 2, 0)$, or $(0, 2, 1)$) and the $(1, 1, 1)$ charge configuration [3, 20]. They are approximately located at $(\varepsilon, \varepsilon_M) = (0, U)$, $(0, -U)$, $(-U, 0)$, $(U, 0)$ (see figure 14(a))

Figure 14. Dephasing time $T_\phi$ given by equation (66) due to longitudinal noise as a function of the detuning parameters $\varepsilon$ and $\varepsilon_M$. In the top row ((a) and (b)) we plot $T_\phi$ resulting from charge noise in the two detuning parameters $\varepsilon$ and $\varepsilon_M$, in the center row ((c) and (d)) we plot $T_\phi$ resulting from charge noise in the two tunneling parameter $t_l$ and $t_r$, and in the bottom row ((e) and (f)) we plot $T_\phi$ resulting from charge noise from all four parameters combined, where we choose the parameter settings identical in each column. The left column shows results for weak tunneling and strong noise while in the right column, results for strong tunneling and weak noise are plotted. Parameters are set as follows; $t_l = 0.022 U$, $t_r = 0.015 U$, $A_y = (10^{-3} U)^2$ where $q = \varepsilon, \varepsilon_M$ in (a) and (e), and $A_y = (10^{-1} U)^2$, where $q = \varepsilon, \varepsilon_M$ in (c) and (e), for the left column and $t_l = 0.22 U$, $t_r = 0.15 U$, $A_y = (10^{-5} U)^2$ where $q = \varepsilon, \varepsilon_M$ in (b) and (f), and $A_y = (10^{-6} U)^2$, where $q = \varepsilon, \varepsilon_M$ in (d) and (f), for the right column. To include a large frequency bandwidth, we globally set the ratio of the lower and higher frequency cut-off $r = 5 \times 10^6$. For the scale of $T_\phi$ we used an explicit value of $U = 1$ meV; note that $T_\phi$ scales inversely proportional with $U$. The black dots indicate the DSS. Reprinted with permission from [3] Copyright 2016 by the American Physical Society.
whereby the real positions are slightly shifted due to the influence of the other charge configurations. Since these four DSSs possess less symmetry these positions are not minima of $\omega$ but correspond to saddle points [3]. Taking into account also the second order effects, the center DSS is clearly favorable compared to the remaining four DSS (see figure 14(a)). The explanation of such case, e.g. for the top DSS that corresponds to the \((2,0,1) \leftrightarrow (1,0,2)\) charge transition, would be the large electric dipole moment between the \((2,0,1)\) and \((1,0,2)\) states providing a channel through which charge noise couples to the qubit. On the other hand, the center DSS possesses only a vanishing electric dipole moment providing a better protection [3, 16]. Increasing the strength of the tunnel couplings, experimentally achieved by lowering of the tunnel barriers, smoothens out the curvature, giving rise to longer dephasing times and decreasing difference between the DSSs (see figure 14(b)). The drawback of the center DSS is that its energy gap is minimal, making the gate operations slower. Since charge noise through \(\hat{E}\) is claimed to be ten times smaller [310] it can be sufficient to work on a SSS with respect to only $\varepsilon$ noise combined with a strong exchange splitting (RX regime) [5, 6]. As experimentally demonstrated, when working at a SSS, the dephasing time is increased significantly, reaching $T_2 = 19 \mu s$ while measuring a larger spectral density exponent. This indicates that higher order effects play the dominating role, thus, a tell-tale sign of a sweet spot. However, this measurement includes also nuclear noise, making it difficult to differentiate between these two [5].

For noisy tunneling parameters, $\tau_t$ and $\tau_n$, there exist no such DSSs where the impacts of both tunneling parameters are minimized simultaneously [3] (see figures 14(c) and (d)). Therefore, only single SSSs exist which are located at the charge transitions associated with the tunneling parameter, e.g. $\tau_t$ is minimized nearby the \((2,0,1) \leftrightarrow (1,1,1)\) charge configuration [3]. With their strong impact, fluctuations in the tunnel couplings altogether limit the dephasing times significantly and even more strongly than detuning noise if both fluctuations are comparable in strength. Since the effect of fluctuating tunnel barriers on the tunnel couplings is still under investigation, only qualitative conclusions are possible at this stage [3]. Such a qualitative comparison is shown in figures 14(e) and (f).

### 4.2.3. Spin-phonon relaxation.

Additionally to dephasing, charge noise can also induce relaxation of the qubits via the electron–phonon interaction [22, 78, 322–324] through the dipole moment of the qubit [6, 18]. The phonons in the host material create an electrical field, e.g. polar or piezo-electric phonons, which couples via the electric dipole moment to the qubit inducing relaxation. Direct spin-flips are forbidden due to the dipole transition rules, however, can be mediated by mechanism such as spin–orbit interaction. This interaction depends on the lattice symmetry of the host material and is described for the most common materials (GaAs and silicon with strain in \(001\) (\(\hat{\xi}^\prime\) direction) by [6, 18]

$$H_{ep}^{Ga} = \sum_{\mu,k} M_k \sqrt{\frac{\hbar}{2\rho_{\nu} V_0 c_p k}} (k \cdot \hat{\xi}_{\nu,k} \hat{z}^d - i\hat{z}) (a_{\mu,k} + a_{\mu,-k}^\dagger), \quad (68)$$

Here, $a_{\mu,-k}$ creates a phonon with wave vector $k$, polarization $\mu$, sound speed $c_p$, and unit polarization vector $\hat{\xi}_{\nu,k}$. System material dependent parameters are the Volume $V_0$ and the density of mass $\rho_{\nu}$ while the host material dependent parameters are the longitudinal deformation potential $Z_l$ and the piezoelectric constant $\Xi$ for GaAs, and the dilution and the uniaxial deformation potential ($Z_\omega$ and $\Xi$) for silicon [325]. Note, the expressions for the two materials only differ by a single term, as there is no strain in GaAs and no piezoelectric phonons present in silicon.

The relaxation rates can now be calculated via Fermi’s golden rule [6, 18] $1/T_1 = \Gamma = |\langle \hat{g} | H_{ep} | \psi \rangle |^2 \rho(\omega)$ where $\rho(\omega)$ is the phonon density evaluated at the qubit energy gap $\hbar \omega$. Within a simple model one finds for GaAs [6], $\Gamma \sim (\omega^3 h^2 V_0^2) \xi^4$, and silicon, $\Gamma \sim (\omega^3 h^2 V_0^2) \xi^4$, with the fitting parameters $\rho_{GaAs}$ and the ratio between tunneling and the quadrupolar detuning $\xi = t/(\xi_M - U)$. These results agree well with experimental and theoretical investigations [22, 155, 326] of single and double quantum dots showing the dominance of piezoelectric phonons ($\sim \omega^3$) for GaAs and their absence in silicon ($\sim \omega^5$). Using realistic parameter settings it is estimated that these relaxation rates are small in GaAs [6], $\Gamma \sim 1–100$ kHz and even smaller in Si [18], $\Gamma = 1–100$ Hz. Therefore, Si is better protected due to the absence of piezo-electric phonons. It should, however, be noted that studies which include valley physics (see next paragraph) and their effect on the relaxation rates is still an open problem.

### 4.2.4. Nuclear spin free materials and valley degree of freedom.

Despite the better performance of silicon an important factor is the six-fold (valley) degeneracy of the ground-state in bulk silicon. Applying strain raises four of the six valleys in energy such that there exists in silicon QDs an additional two-fold valley degeneracy which has the properties of a pseudo-spin [79]. This two-fold valley degeneracy can be lifted by interfaces in the 2DEG, however, the exact orientation and splitting of the valley depends on atomistic steps of the interface [327–335]. Additional imperfections in the cut-angle lead to a valley-orbit mixing [327, 328], thus, the valley degree of freedom is not a good quantum number anymore. This all together makes the valley splitting very unpredictable and difficult to deal with, since it opens several additional leakage channels due to the increased number of total states (with equivalent spin numbers). Further research is required to fully understand and control the valley splitting before it can be used constructively.

In SiMOS devices the valley splitting is controllable to some degree by an electric field perpendicular to the interface [63, 90, 334–340] which pushes the electrons into the overlap changing
the overlap of the electron wavefunctions with the interface steps. There are theoretical concepts of utilizing the valley as an additional qubit [329, 330], however, due to the unpredictable nature a large valley splitting is typically preferred in experiments involving silicon as the host material.

5. Perspectives

This review describes the recent experimental and theoretical progress and achievements in three-spin qubits that were initially proposed over a decade ago. Several realizations of the three-spin qubits have been discussed, such as the exchange-only qubit, the spin-charge qubit, the hybrid qubit, the resonant exchange qubit, and the always-on exchange only qubit, with special attention to their potential to fulfill the DiVincenzo criteria [36]. We organize our summary according to these five criteria.

(i) Having a scalable system with well-defined qubits. Electron spins fulfill definitely the requirement of well-defined qubits; thus, three-spin qubits inherit this property if encoded in a proper subspace which is the case. The requirement, however, can be violated by leakage since the three-spin qubit is encoded only in a subspace of the full three-spin space. But external global magnetic fields and the exchange interaction can be used to energetically separate the qubit space from the non-computational space, thus, reducing the leakage to a manageable quantity. Scalability follows from the geometry of the quantum dots and the gate electrodes.

(ii) Being able to initialize a proper state such as $|00000 \ldots \rangle$. Spin-to-charge conversion allows to initialize a state with a probability close to 1. Two electrons filled in a single dot nearly always relax into a singlet ground-state after a sufficiently long time depending on the experimental setup which afterwards can be adiabatically transformed into a $|0\rangle$ state.

(iii) Having a long decoherence time, or more precisely a sufficient number of gate operations while the qubit is coherent. Three-spin qubits possess a natural robustness against some noise since they are encoded in a decoherence free subspace. Using isotopically purified host materials and operating on a charge noise sweet spot one can mitigate the two main sources of decoherence, allowing for large coherence times. The other possibility is to speed up the gate operations which is realized by utilizing the fast exchange interaction based operations.

(iv) Having a universal set of quantum gates. Three-spin qubits allow for a very fast and highly precise way for operating single-qubit gates. Utilizing the exchange interaction leads to gates in sub-nanosecond time scales $\tau_\text{g} \approx 200$ ps, and fidelity exceeding 99% or using resonant driving allows for gate times on the order of nanoseconds, $\tau_\text{g} \approx 2.5$ ns. Both of these are significantly faster than qubit implementations using a single electron spin. However, fast exchange-based two-qubit gates either consist of complex sequences with more than 10 pulses or can leak into the non-computational space. Nonetheless, the large dipole moment of three-spin qubits makes up for this since it allows for fast long-ranged two-qubit interactions utilizing a cavity as a mediator.

(v) Having high fidelity and qubit-specific measurements. Spin-to-charge conversion combined with charge-sensitive detectors such as quantum point contacts or single electron transistors allow for precise and fast read-out schemes. Concepts using cavity quantum electrodynamics also allow for fast read-out.

In summary, three-spin qubits provide a realistic path forward to solid-state quantum information processing. Further research will be required to explore this path and address the challenges outlined in this review.
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