Electrons and Phonons Cooperate in the Laser-Induced Desorption of CO from Pd(111)
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Femtosecond laser induced desorption of CO from a CO-covered Pd(111) surface is investigated with ab initio molecular dynamics with electronic friction that incorporates effects due to the excited electronic and phononic systems, as well as out-of-phase coadsorbate interactions. Our simulations show evidence of an important electron-phonon synergy in promoting CO desorption that has largely been neglected in other similar systems. At the saturated coverage of 0.75 ML, effects due to CO-CO interadsorbate energy exchange are also important. Our dynamics simulations, in concert with site-specific desorption energy calculations, allow us to understand the large coverage dependence of the desorption yields observed in experiments.

DOI: 10.1103/PhysRevLett.123.246802

Femtosecond laser pulses in the ultraviolet, visible, and near-infrared efficiently drive surface adsorbate dynamical processes, including diffusion, desorption, and reactions [1–4]. With large fluences (≈1 mJ/cm²) incident on metal surfaces—which absorb a sizable fraction of the light at these wavelengths—the excitation of adsorbates occurs indirectly. The process is initiated with the excitation of the electronic system that is driven out of equilibrium by the laser radiation. Subsequently, the photon-excited electronic system can transfer energy directly to the adsorbate, but also indirectly via the excited surface lattice that results from electron-phonon coupling. Two-pulse correlation (TPC) experiments are usually employed to establish the timescale of the adsorbate-substrate energy transfer and, accordingly, determine whether the adsorbate reaction is electron or phonon mediated [1]. Most systems investigated so far are characterized by time responses of a few picoseconds or less that are ascribed to a dominant electron-assisted process [5–9]. Only the desorption of CO from Ru(0001), with a TPC time response of ≈20 ps, is considered to be phonon dominated [10,11], as confirmed theoretically [12] using the 12-dimensional Langevin dynamics model proposed in Ref. [13]. Thus it is fair to conclude that the role of the electron-excited phonons has generally been underappreciated, due in part to the lack of a theoretical model advanced enough to incorporate all the ingredients in this complex scenario [2,3].

In this Letter, we incorporate time-dependent electronic and phononic temperatures within the ab initio molecular dynamics with electronic friction (AIMDEF) scheme [14–20] in order to include all substrate-mediated effects in the adsorbate dynamics. Also, coadsorbate interactions that are identified as crucial in other systems [8,20,21] are considered. Our simulations show that both electrons and phonons are critical to understanding the ultrafast desorption dynamics of CO from Pd(111). In particular, we show that the electron-excited phonons enhance the efficiency of the electron-mediated desorption mechanism by reducing the CO-surface bond strength. Interestingly, experiments investigating CO desorption at different coverages reported a ∼100-fold increase of the desorption yield with the CO coverage varying between 0.24 and 0.75 ML [22] for a laser fluence $F = 7.66 \text{ mJ/cm}^2$. This finding constitutes a much stronger coverage dependence than previously observed for any other adlayer-metal system, for which factors ≤3 were reported [11,23–25]. Our simulations, which allow us to treat the coverage dependent dynamics, are finally able to qualitatively reproduce and explain the reasons behind the strong coverage dependent desorption.

The main lines of our proposed methodology, hereafter denoted as $(T_e, T_\text{L})$-AIMDEF, are as follows (see Supplemental Material [26] for details). Following Refs. [44,45], the adsorbate dynamics in a highly excited electronic environment is described by evaluating classical trajectories of the adsorbates by solving a Langevin equation in the ground state potential energy surface. The coupling of the adsorbate to the laser-excited electronic system is incorporated via electronic friction and stochastic forces that arise from a time-dependent electronic temperature $T_e(t)$. The latter is calculated within the two-temperature model (2TM) that specifically describes the response of the metal to the laser pulse in terms of coupled hot electronic and phononic excitations characterized by two distinct time-dependent temperatures $T_e(t)$ and $T_\text{L}(t)$ [46]. This model and its variants have successfully been
applied to a variety of adsorbate-surface combinations, provided that the adsorbate-surface interaction is accurately described at the density functional theory (DFT) level [12,47–49]. The desorption of H₂ [49] and CO [12] from Ru(0001) are good examples of the agreement achieved by this model with available experiments. The theoretical justification for its validity is that due to the typical short lifetime of the electronic excited states of adsorbates at metal surfaces (of the order of few fs), the trajectories propagate on the ground potential energy surface most of the time [47–49]. Inverse photoemission electron spectroscopy experiments show that the lifetime of the 2π° resonance of CO on Pd(111) is in the range 0.24–0.44 fs [50–53], which supports the use of this methodology in our case. In the present work, we rely on the AIMDEF method [14–20], in which the electronic friction coefficients acting on the adsorbates are obtained within the local density friction approximation (LDFA) [54,55]. More precisely, we use the recently adapted AIMDEF that includes random forces that depend on a time dependent $T_e(t)$ [20]. In this way, the Langevin equation is integrated calculating on the fly the adiabatic, friction, and stochastic forces. As a further improvement, we employ time-dependent thermostats in order to incorporate effects due to the excited phonons indirectly created by the laser pulse. In our simulations, the Pd atoms in the first two surface layers are coupled to a Nosé–Hoover thermostat [56,57] with the time dependent $T_\text{f}$ obtained in the 2TM.

Simulations of the desorption dynamics are performed for 0.33 and 0.75 ML coverages. At 0.33 ML, the CO molecules adsorb on threefold hollow fcc sites [58–64], while they are equally distributed in the top and threefold hollow fcc and hcp sites at the saturation coverage of 0.75 ML [59,62–64]. The 0.33 and 0.75 ML adlayers are, respectively, described with a $3 \times 3$ cell in the surface plane that contains three CO molecules adsorbed at the fcc-hollow sites and a $4 \times 2$ cell with six CO adsorbed at two top, two hcp-hollow, and two fcc-hollow sites (see Fig. 1, top panel). These large cells allow us to account for out of phase movements of the coadsorbed CO molecules and to investigate the effects of the interadsorbates interactions, as done previously for H/Ru(0001) [20]. All calculations are performed with VASP [65,66] (version 5.4 and our AIMDEF module [14–20]) using DFT and the vdW-DF exchange-correlation (xc) functional proposed by Dion et al. [67] (see Ref. [26] for all computational details).

The desorption energy is one of the important factors influencing the desorption probability. Figure 1 (top) shows the interaction energy between individual (upright) CO molecule and the (remaining) CO-covered Pd(111) surface calculated at different heights above its corresponding adsorption site (see Supplemental Material [26]). The experimental adsorption energies estimated in Ref. [22] from TPD measurements are $E_a$ = −1.38, −0.78, and −0.5 eV for 0.24, 0.64, and 0.75 ML, respectively.

Assuming a linear dependence of the adsorption energy on coverage, an experimental value of around $-1.2$ eV can be estimated for desorption from the fcc hollows at 0.33 ML. The experimental value of $-0.5$ eV at 0.75 is best interpreted as representing desorption from the top site [22]. These values can be compared with those derived from our DFT calculations: $E_a \approx -1.58$ eV at 0.33 ML (fcc hollow) and $E_a \approx -0.73$ eV for the top site CO at 0.75 ML. Even if the vdW-DF functional reduces the usual CO-surface overbinding obtained with xc functionals based on the generalized gradient approximation [68], our calculations still overestimate the experimental adsorption energies by $\sim 0.38$ eV for 0.33 ML and $\sim 0.23$ eV for 0.75 ML. The consequences of this fact will be discussed below.

We run AIMDEF simulations for an absorbed fluence $F = 13$ mJ/cm². Figure 1 (bottom) shows the time dependence of $T_e$ and $T_f$ obtained from the 2TM for a 780 nm wavelength and 100 fs sech² laser pulse excitation of Pd(111) initially at 90 K [69]. The surface temperature defined in terms of the kinetic energy of the Pd atoms follows closely $T_f$ for the two coverages (See Supplemental Material [26]). Table I shows the ($T_e$, $T_f$)-AIMDEF simulated desorption probabilities per CO molecule for the two coverages. In each case, we run 100 trajectories with a simulation time of 3.5 ps each. The probabilities per molecule are obtained by dividing the total number of desorbing molecules by the total number of trajectories (100) and the number of adsorbed molecules in each simulation cell (3 for 0.33 and 6 for 0.75 ML).

The first important observation is the strong coverage dependence that amounts to a factor $\sim 50$, a result similar in

![FIG. 1. Top panel: Surface unit cells used in the AIMDEF simulations for 0.33 and 0.75 ML (right). Potential energy as a function of the CO geometrical-center height $Z_{CO}$ to the bottom of its corresponding adsorption well $Z_{wall}$ for each coverage and adsorption site (left plot). Bottom panel: Electronic and phononic temperatures calculated from the 2TM.]
TABLE I. Desorption probabilities obtained at 0.33 and 0.75 ML from different kinds of AIMDEF simulations (see text) and $F = 13$ mJ/cm$^2$. For 0.75 ML, the total number of desorbing molecules from each initial adsorption site is also specified (there are 200 molecules of each type with the 100 simulated trajectories).

| Simulation           | 0.33 ML | 0.75 ML | top | hcp | fcc |
|----------------------|---------|---------|-----|-----|-----|
| ($T_e$, $T_i$)-AIMDEF | 0.003   | 0.143   | 40  | 24  | 22  |
| $T_e$-AIMDEF         | 0       | 0.044   | 24  | 2   | 1   |
| $T_i$-AIMD           | 0.003   | 0.055   | 16  | 8   | 8   |
| $T_i$-AIMDEFT        | ...     | 0.01    | 6   | ... | ... |

magnitude to that determined experimentally [22]. As already remarked, this dramatic increase of the desorption probability with coverage was regarded as characteristic of this system [22]. The obtained factor $\sim 50$ must be taken with care, because only one desorption event takes place for 0.33 ML, which implies that the statistical uncertainty for this coverage is large. However, note that in other systems [11,23–25], the experimental measurements showed that coverage dependencies are below a factor of 3. In spite of the statistical uncertainty, we can exclude such low values of the coverage dependence from our simulations. For this reason, we can safely conclude that the unusual strong coverage dependence found in the CO/Pd(111) system, though qualitatively, is well captured by our simulations. Additionally, we cannot expect quantitative agreement with the measured desorption yields due to the overestimation of the desorption energy barriers in our DFT calculations. Instead, to account for the larger barriers, we have run our simulations at a larger fluence than the representative $\sim 8$ mJ/cm$^2$ value that was used to compare desorption probabilities across the full coverage range in Ref. [22]. Thus, the degree of surface excitation is greater in the simulations, but the simulated probabilities are in general agreement with the experimental results (0.003 and 0.3 at 0.33 and 0.75 ML, respectively [22]).

Our simulations also reveal the binding site dependent desorption that exists at 0.75 ML, information that is hidden in experiments. The results from ($T_e$, $T_i$)-AIMDEF in Table I show that desorption is dominated by molecules at the top site, but that desorption from the hollow sites is also important. Particularly, 46.5% of the desorbed molecules were initially at the top site, 27.9% of them in the hcp site, and 25.6% of them in the fcc site.

The time evolution of the mean kinetic energies $\langle E_{kin} \rangle$ of the nondesorbing adsorbates (Fig. 2) indicates that the aforementioned coverage and site-dependent differences in desorption barriers—and not differences in the substrate electron-adsorbate coupling strengths—are primarily responsible for the coverage and adsorption site dependence of the desorption probabilities. Specifically, the $\langle E_{kin} \rangle$ gains for fcc-CO at 0.33 ML and the CO at all three sites at 0.75 ML are all very similar. However, the desorption probabilities (Table I) are strongly correlated with the desorption energies (Fig. 1). We find that the 0.33 ML fcc CO exhibits a slightly larger $\langle E_{kin} \rangle$ gain, attributable to their being bound more strongly and closely to the surface. This attribution is borne out by results of friction coefficient calculations (see Supplemental Material [26]). Similarly, we see a relatively slow rise in $\langle E_{kin} \rangle$ for the top site CO, attributable to their being more loosely bound and farther from the surface, where the electron density is lower. But these coverage and site dependencies in coupling strengths do not result in significant differences in $\langle E_{kin} \rangle$ over the $\sim 3$ ps timescale relevant to desorption, and therefore cannot account for the large coverage and site dependencies of the desorption probabilities (Table I). We can conclude, therefore, that it is the differences in desorption barrier height (Fig. 1) that is ultimately responsible for governing the desorption probability.

By performing two additional types of simulations we are able to disentangle the contribution of the heated electronic and phononic systems in the desorption dynamics that could not be unambiguously extracted by a phenomenological 2TM analysis of the TPC measurements [22]. The effect of the excited electrons is isolated in the $T_e$-AIMDEF simulations by fixing the Pd atoms to their initial positions. On the contrary, only the effect of the phononic system is included in the $T_i$-AIMD simulations by setting the friction coefficients equal to zero. Table I shows that the desorption probabilities obtained with $T_e$-AIMDEF and $T_i$-AIMD at 0.75 ML are rather similar, but about a factor 3 and 2.6 smaller than in ($T_e$, $T_i$)-AIMDEF, respectively. These results demonstrate that both the photon-induced hot electrons and concomitant hot phonons
contribute efficiently to CO desorption at saturation coverage. Furthermore, the total probability for desorption when both mechanisms are included is larger than the sum of the probabilities for each independent mechanism, indicating a synergistic effect. In this respect, it would be interesting to investigate possible synergistic effects in other similar systems that up to now were considered as electron-dominated [5–9,70]. Note in passing that although the $T_e$-AIMDEF and $T_l$-AIMD desorption probabilities are very similar, Fig. 2 shows that there are substantial differences in the energy gain rates of the adsorbates that are related to the distinct electronic and phononic excitation times: The electrons drive heating at short times ($<1$ ps), while the lattice promotes continued excitation at longer times. Finally, at 0.33 ML, we obtain the same desorption probability with the complete model and when only phonons are included, whereas no molecules are desorbed when only electronic excitations are allowed. Yet, our statistics is insufficient to conclusively disentangle the role of the different energy exchange channels in this particular case.

The simulations also allow us to determine what excitation mechanisms contribute to desorption from each specific adsorption site at 0.75 ML. We observe in Table I that when the excited phonons are neglected ($T_e$-AIMDEF), desorption from the hollow sites is nearly eliminated, whereas desorption from the top site is only reduced around a factor 2. In contrast, the percentage of molecules desorbing from the hollow sites when only phononic excitations are included ($T_l$-AIMD) is approximately equal to that in the case in which both mechanisms are open [($T_e$, $T_l$)-AIMDEF]. These comparisons indicate that desorption from the hollow sites depends strongly on the excitation of the lattice nuclei. At the same time, we find that desorption from these sites driven by lattice excitation alone is 3 times less effective than when both excited electrons and phonons contribute. This shows that both electronic and phononic energy coupling cooperate to drive CO desorption in Pd(111) at 0.75 ML. Specifically, hot electrons efficiently couple energy into CO translational degrees of freedom while hot phonons reduce the CO-Pd bond strength by destabilizing the adsorbed CO from its equilibrium positions. The latter can be inferred by comparing the time evolution of the CO displacements obtained when $T_l$ is or not included in the simulations (top panels in Fig. 2). As a result, the hot electrons are more efficient in desorbing the phonon-induced unstable CO molecules. Figure 3 is a good example of how $T_l$ affects the CO trajectories at 0.75 ML. A similar CO destabilization is also observed at 0.33 ML [26].

Finally, we analyze the importance of interadsorbate energy exchange at 0.75 ML by performing simulations in which the Pd surface atoms and the CO adsorbed at the hollow sites are kept frozen ($T_e^{\text{FW}}$-AIMDEF). These results are to be compared to those obtained within the $T_e$-AIMDEF approach that allows excitation of the hollow-site molecules and the consequent interadsorbate energy exchange between top-site and hollow-site molecules. As shown in Table I, the top-CO desorption probability is reduced by a factor of 4 when the excitation of the hollow site molecules is neglected. This result demonstrates the importance of interadsorbate energy exchange at high coverage suggested previously on the basis that the nearest-neighbor separation at saturation is slightly less than the adsorbate van der Waals diameter [22]. The simulations enable us to extract information on the time evolution of this mechanism by comparing the mean kinetic energies of the nondesorbing top CO for the $T_e$-AIMDEF and $T_e^{\text{FW}}$-AIMDEF simulations (Fig. 2, left panel). At times below 1 ps both simulations give roughly the same energy gain, showing that at these short times the interadsorbate energy transfer is not active and, hence, the adsorbates only gain energy directly from the excited electronic system. However, the higher $\langle E_{\text{kin}} \rangle$ attained in the $T_e$-AIMDEF simulations at longer times highlights the importance of the interadsorbate energy exchange in promoting desorption. Thus our simulations support the desorption mechanism inferred from the experimental coverage dependence [22], namely, that fast electronic coupling to hollow site adsorbates enhances energy transfer to top-site adsorbates.

In summary, we have extended the AIMDEF method to include both time dependent electronic and phononic temperatures. This has allowed us to simulate femtosecond laser-induced reactions of adsorbates at surfaces by including both electronic and phononic excitations based on a two temperature model. Using these complete simulations that provide time and space resolution at the atomic scale, we are able to qualitatively reproduce and understand the strong coverage dependent desorption recently reported for CO/Pd(111). The main reason for such dependence is the decrease of the CO desorption barriers with coverage. Additionally, for large coverages we have demonstrated the importance of interadsorbate energy exchange that enhances desorption, and, surprisingly, the complementary contribution of both the excited electrons and phonons that has largely been neglected up to now. Detailed simulations show that hot phonons reduce the adsorbate-surface binding by bringing CO out of the adsorption well, considerably increasing the efficiency with which hot electrons drive desorption at 0.75 ML. This cooperative effect seems rather
general and, hence, we expect it to be present in other systems, particularly at high surface temperatures. In this respect, it is worth mentioning that recent calculations on the vibrational lifetimes of adsorbates on metals also indicate the importance of the electron-excited phonons in this related process [71,72].
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