Automatic Detection and Resolution of Software Merge Conflicts: Are We There Yet?

Bowen Shen
bowenshe@vt.edu
Virginia Polytechnic Institute and State University, USA

Cihan Xiao
cihan97@vt.edu
Virginia Polytechnic Institute and State University, USA

Na Meng
nm8247@cs.vt.edu
Virginia Polytechnic Institute and State University, USA

Fei He
hefei@mail.tsinghua.edu.cn
Tsinghua University, China

ABSTRACT
Developers create software branches for tentative feature addition and bug fixing, and periodically merge branches to release software with new features or repairing patches. When the program edits from different branches textually overlap (i.e., textual conflicts), or the co-application of those edits lead to compilation or runtime errors (i.e., compiling or dynamic conflicts), it is challenging and time-consuming for developers to eliminate merge conflicts. Prior studies examined how conflicts were related to code smells or software development process; tools were built to find and solve conflicts. However, some fundamental research questions are still not comprehensively explored, including (1) how conflicts were introduced, (2) how developers manually resolved conflicts, and (3) what conflicts cannot be handled by current tools.

For this paper, we took a hybrid approach that combines automatic detection with manual inspection to reveal 204 merge conflicts and their resolutions in 15 open-source repositories. Our data analysis reveals three phenomena. First, compiling and dynamic conflicts are harder to detect, although current tools mainly focus on textual conflicts. Second, in the same merging context, developers usually resolved similar textual conflicts with similar strategies. Third, developers manually fixed most of the inspected compiling and dynamic conflicts by similarly editing the merged version as what they did for one of the branches. Our research reveals the challenges and opportunities for automatic detection and resolution of merge conflicts; it also sheds light on related areas like systematic program editing and change recommendation.
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• Software and its engineering → Software maintenance tools; Maintaining software; Software evolution.
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1 INTRODUCTION
“Integration Hell” refers to the scenarios when developers integrate or merge a big chunk of code changes at the last minute before delivering a software product [3]. In traditional software development environments, this integration process is rarely smooth and seamless, but results in conflicts, which can take developers hours or perhaps days in fixing the code so that it can finally integrate [7]. To avoid “Integration Hell”, more and more developers have recently adopted Continuous Integration (CI) to integrate code more frequently (e.g., several times a day), and to verify each integration via automated builds (i.e., compilation and testing) [33, 35]. Nevertheless, CI practices do not eliminate the challenges posed by merge conflicts. Instead, developers still mainly rely on the merge feature of version control systems (e.g., git-merge [9]) to automatically (1) integrate branches and (2) reveal any conflict for manual resolution. However, such text-based merge usually produces lots of false positives and false negatives. For example, when two branches reformat the same line in divergent ways (e.g., add vs. delete a whitespace), git-merge simply reports a textual conflict although such conflicts are unimportant and cause no difference syntactically or semantically. Meanwhile, when two branches edit different lines and modify the program semantics or logic in conflicting ways, git-merge silently applies both edits with no conflict reported.

Tools were proposed to improve over text-based merge [11–13, 20, 38]. Specifically, FSTMerge reduces false positives by modeling Java program entities (e.g., classes, methods, and fields) as unordered leaf nodes, and resolving textual conflicts when two edits insert unrelated declarations at the same location [12]. JDime removes fake conflicts by modeling both program entities and statements in its tree representation, and by applying tree matching and amalgamation algorithms to resolve conflicts [11, 20]. Given textually conflicting edits, AutoMerge uses Version Space Algebra (VSA) to enumerate all possible combinations of the edit operations from both sides and to recommend alternative resolutions [38]. However, none of these tools help reduce the false negatives of text-based merge. Additionally, Crystal proactively monitors for developers’ program commits in separate branches [3]. By tentatively merging the latest commits between branches and building the merged software, Crystal notifies developers of higher-order conflicts, i.e., the changes that are semantically incompatible.

Despite existing tool support, our knowledge of software merge conflicts is still limited. For instance, although some tools (e.g., JDime and AutoMerge) refine and resolve the conflicts reported by text-based merge, it is still unknown whether these tools can resolve all true conflicts fully automatically. Even though Crystal can reveal different conflicts from git-merge, it is still unknown whether Crystal can capture all the conflicts missed by git-merge. Having a better understanding of merge conflicts and their resolutions is crucially important for two reasons. First, by exploring the gap between challenges of merge conflicts and capabilities of existing tools, we can shed light on future tools to better aid developers. Second, by characterizing the limit of automatic tool support, we can...
design better human-in-the-loop approaches to focus developers’ manual effort on the most important and challenging conflicts.

For this paper, we conducted a comprehensive in-depth investigation on software merge conflicts and their resolutions. Because we are unsure whether existing tools can detect all kinds of conflicts, we took a hybrid approach that combines automatic tools with manual inspection. Specifically, as shown in Figure 1, we first applied both git-merge and JDime to the merging scenarios in 35 open-source repositories. Given a scenario with two branches, if neither tool could merge the branches, we examined related edits to identify various conflicts with our best effort. Otherwise, if the given pair is automatically mergeable, we further used automatic compilation and testing to identify any higher-order conflict. With this approach, we collected 100 textual conflicts, 100 compiling conflicts (i.e., incompatible changes causing compilation errors), and 4 dynamic conflicts (i.e., incompatible changes triggering abnormal program behaviors). We contrasted these conflicts with the capabilities of existing tools, and characterized the root cause and resolution of each conflict quantitatively and qualitatively.

By analyzing many conflicts unrevealed before, our research uncovers many interesting findings that have not been previously reported. The major findings are summarized as follows.

- **How were conflicts introduced?** 51% of textual conflicts were caused by the contradictory statement updates between branches. 93% of compiling conflicts occurred when one branch adds one or more references to a program entity that is updated, removed, or replaced in another branch. 75% of dynamic conflicts happened because the test oracle added by one branch does not correspond to the code implementation updated by the other branch.

- **How did developers manually resolve such conflicts?** For 86% of textual conflicts, developers resolved conflicts by (1) keeping the changes from one branch or (2) combining part or all of the edits from both sides. For compiling and dynamic conflicts, developers never purely combine edits from both branches; instead, they applied extra edits to the merged software such that all similar code locations were modified consistently.

- **What conflicts cannot be handled by current tools?** In our data set, 79% of compiling conflicts and 75% of dynamic conflicts were not reported or reflected by any explored automatic approach, let alone to be resolved automatically. Although some tools could suggest resolutions for 92% textual conflicts and 25% dynamic conflicts, they rarely guarantee the correctness of their suggestions.

**Importantly, we found that although many conflicts cannot be detected or resolved by existing tools, the conflicts were introduced for typical reasons and developers took certain ways to resolve those conflicts.** Our study will enlighten future software merge tools, and suggest future research directions in related areas like automatic program transformation and change recommendation.

## 2 BACKGROUND

This section defines the terminology used in this paper (Section 2.1), and introduces the software merge tools we explored (Section 2.2).

### 2.1 Terminology

When developers merge two branches (e.g., $b_l$ and $b_r$) in a software repository, there can be three types of conflicts.

**Changes in $b_l$** | **Changes in $b_r$**
--- | ---
(a) Textual conflict
- private int $a = 4$; & - private int $a = 4$
+ private int $a = 40$; & + private int $a = 20$
(b) Compiling conflict
+ public class A extends B(...)
+ public class A extends B(...)
(c) Dynamic conflict

$y = x$;  
- if $(y < 13)$ then $x < 13$ & + $y = x + 1$;  
+ if $(y < 12)$ then $x < 12$ & if $(y < 13)$ then $x < 12$

**Figure 2:** Exemplar merge conflicts

1. **Textual Conflicts** exist when $b_l$ and $b_r$ edit the same line of text. As illustrated by Figure 2 (a), since $b_l$ and $b_r$ update the same statement with conflicting values (e.g., 40 vs. 20), there is a textual conflict between the branches.

2. **Compiling Conflicts** happen when (1) the edits of $b_l$ and $b_r$ do not have any textual conflict, and (2) the co-application of both edits triggers a compilation error. As shown in Figure 2 (b), when $b_l$ adds a reference to class $a$ and $b_r$ renames $a$ to $b_2$, the integration of these edits can make the $a$-reference unresolvable.

3. **Dynamic Conflicts** occur when (1) the edits of $b_l$ and $b_r$ do not have any textual conflict, and (2) the co-application of both edits triggers a runtime error or unexpected program behavior. For

![Figure 1: Workflow of our hybrid approach to study merge conflicts and their resolutions](image-url)
example, in Figure 2 (c), although the edits in \( b_1 \) and \( b_2 \) separately satisfy the invariant "\( x < 12 \)" inside the then-branch, applying both of them dissatisfies the invariant.

### 2.2 Software Merge Tools We Explored

In our research, we directly adopted text-based merge (i.e., git-merge) and JDime to detect textual conflicts. We also mimicked the workflow of Crystal to reveal compiling and dynamic conflicts.

#### 2.2.1 Text-Based Merge (also called “unstructured merge” [12]).

It is the default merge feature provided by various version control systems (e.g., Git and SVN). We used “git-merge” in our study, as Crystal is an interactive tool that works while developers actively work on different software branches, it does not fit into our history-based merging scenario analysis. Therefore, we did not run Crystal, but followed Crystal’s three-step strategy to reveal different kinds of conflicts:

- **Step 1:** If \( b_1 \) and \( b_2 \) cannot be integrated via text-based merge, there is one or more textual conflicts.
- **Step 2:** If \( b_1 \) and \( b_2 \) compile and can be merged automatically, but the merged software \( A_m \) fails to compile, then there is at least one compiling conflict.
- **Step 3:** If \( b_1 \) and \( b_2 \) pass their separate test suites and can be merged automatically, but the merged software \( A_m \) fails its test suite, then there is at least one dynamic conflict.

#### 2.2.2 JDime (also called “structured merge” [11]).

Given a Java file, JDime creates a syntax tree by modeling declarations of program entities (imports, classes, methods, and fields) as unordered nodes, and modeling Java statements as ordered tree nodes. JDime matches unordered nodes based on the content and subtrees of each node; it matches ordered nodes by also considering the sequential ordering between nodes. Intuitively, given a textual conflict \( C \), if JDime can resolve \( C \) via structured merge, it does not report the conflict; otherwise, JDime still reports \( C \).

Theoretically, JDime can improve over git-merge in three ways. First, as JDime compares syntax trees to infer changes, it can suppress the unimportant conflicts due to formatting changes. As shown in Figure 3 (c), when \( b_1 \) inserts whitespaces and \( b_2 \) modifies the assignment logic, JDime simply keeps the logic change in \( A_m \) instead of reporting any conflict. Second, JDime compares entity declarations by ignoring their code locations. Therefore, when \( b_1 \) and \( b_2 \) insert distinct declarations at the same code location (as illustrated in Figure 3 (d)), JDime can resolve the textual conflict by inserting both declarations to \( A_m \). Third, JDime can reveal some conflicts missed by git-merge. For instance, when \( b_1 \) and \( b_2 \) insert same-named entity declarations at different code locations (see Figure 3 (e)), JDime is able to correlate these insertions and decide whether the declarations contain any textual conflict.

#### 2.2.3 Crystal [13].

When developers work on different software branches and commit program changes now and then, Crystal speculatively merges the latest versions between branches and notifies developers of potential conflicts, before developers conduct any actual merge. As Crystal is an interactive tool that works while developers actively work on different software branches, it does not fit into our history-based merging scenario analysis. Therefore, we did not run Crystal, but followed Crystal’s three-step strategy to reveal different kinds of conflicts:

- **Step 1:** If \( b_1 \) and \( b_2 \) fail to compile, then there is at least one compiling conflict.
- **Step 2:** If \( b_1 \) and \( b_2 \) pass their separate test suites and can be merged automatically, but the merged software \( A_m \) fails its test suite, then there is at least one dynamic conflict.

Our goal of trying these tools is not to evaluate their implementation status. Instead, we focus on the limitation of their approach design. Assuming that existing methodologies are perfectly implemented, we were curious what are the conflicts that have not be automatically handled yet and what is the missing tool support.

### 3 STUDY APPROACH

As shown in Figure 1, our approach has two phases. Phase I uses automatic approaches to detect conflicts or identify errors due to conflicts (Section 3.1). Phase II adopts manual inspection to examine the merging commits reported by Phase I or reveal extra conflicts, creating a data set of conflicts and their resolutions (Section 3.2).

#### 3.1 Phase I: Automatic Detection of Conflicts or Their Symptoms

Given a software repository, for each merging commit or scenario (see Figure 4), there are two branches to merge—left (\( b_1 \)) and right (\( b_2 \)), the most recent common ancestor of those branches (\( \text{base} \)), and the merged version created by developers (\( A_m \)).
all merging scenarios identified in the version history, similar to Crystal, our approach took three steps to reveal conflicts.

![Figure 4: Software versions related to a merging scenario](image)

In Step 1, we first applied git-merge to $b_l$ and $b_r$, in order to generate an automatically merged version $A_m$ (see Figure 4). If git-merge failed to produce $A_m$ due to textual conflicts in some Java files, we further applied JDime especially to those files, hoping to generate $A_m$ successfully. We intentionally applied the tools in this specific order for three reasons. First, git-merge compares branches faster while JDime better resolves conflicting Java edits. By focusing JDime on the textual conflicts that git-merge cannot process, our approach can efficiently detect true textual conflicts. Second, git-merge can propagate file-level operations (e.g., moving files across folders) to $A_m$, while JDime cannot. By using both tools, we ensure that the merged program is more likely to compile than the one generated solely by JDime. Third, we intended to reveal any conflicts unsolvable by existing tools, so JDime was used as a filter to refine the textual conflicts reported by git-merge.

In Step 2, we further compiled $b_l$, $b_r$, and the $A_m$ produced by Step 1. If both branches compile successfully but $A_m$ fails to compile, we conclude that the branches have at least one compiling conflict; otherwise, if either branch does not compile, we skip the commit. Currently, our research handles the programs compilable by Maven [4], Ant [8], or Gradle [2]. Notice that this step cannot directly pinpoint the location of any compiling conflict; instead, it presents symptoms caused by those conflicts.

In Step 3, we ran the compiled versions of $b_l$, $b_r$, and $A_m$ with their separate test suites. If both branches pass all tests while $A_m$ fails any test, our approach concludes that the branches have at least one dynamic conflict. Similar to Step 2, this step presents effects of dynamic conflicts instead of showing the conflicts themselves.

### 3.2 Phase II: Manual Inspection of Conflicts and Their Resolutions

The ultimate goal of our manual inspection is to (1) reveal as many true conflicts as possible and (2) remove the false conflicts reported by tools. However, for individual types of conflicts, our inspection serves slightly different purposes.

#### 3.2.1 Refinement of Detected Textual Conflicts

Given a textual conflict reported by Step 1, we first determine whether the conflict is a false positive. Due to some implementation issues, JDime sometime failed to eliminate the textual conflicts that its methodology is supposed to handle. Again, our study does not examine the limitation of existing tool implementation. Instead, it explores the conflicts overlooked by current automatic approaches. Therefore, we manually filtered out the textual conflicts that should have been resolved by a perfect implementation of JDime. Additionally, since it is almost infeasible to include all true (i.e., unresolved) textual conflicts into our study, we gathered 100 samples of such conflicts for further analysis. Especially, for each gathered sample, we compared $b_l$, $b_r$, and the manually merged version $M_m$ to learn (1) how the conflict was introduced and (2) how developers resolved it.

#### 3.2.2 Diagnosis for Compilation Errors and Test Failures

Given an error reported by Step 2 or Step 3, we identified the conflict by examining the error message, source code, and related edits from both branches. Because test failures are usually harder to reason about than compilation errors, our manual analysis does not guarantee to reveal the root cause for any observed test failure. Additionally, for each identified conflict, we also inspected the corresponding resolution edits applied by developers in $M_m$.

#### 3.2.3 Manual Detection of Higher-Order Conflicts

Based on our experience, Steps 2 and 3 did not generate many errors or failures for further examination. To collect more data, we also inspected the unmerged branches in Step 1 to recognize more conflicts.

![Figure 5: Manual detection of compiling/dynamic conflicts](image)

Our manual process is shown in Figure 5. Given a merging scenario where branches cannot be automatically merged, we identify the edits that developers applied in individual branches as $Δl$eft and $Δright$. We also denote the difference between the left branch and the merged version as $Δm$left, and the difference between the right branch and the merged version as $Δm$right. Formally,

$$M_m = apply(apply(base, Δl), Δmleft)$$

$$= apply(apply(base, Δright), Δmright)$$

Ideally, if the two branches can be automatically integrated without any conflict, $Δm$left = $Δright$ and $Δm$right = $Δleft$. However, for the scenarios where branches cannot be automatically merged, by comparing $Δright$ with $Δm$left (or comparing $Δleft$ with $Δm$right), we can learn how developers manually resolved conflicts. For each observed difference, we speculated whether any compilation or runtime error would occur if developers had not made the observed edit. Since we do not have sufficient knowledge for any project under study, our speculative analysis is limited to revealing obvious compiling or dynamic conflicts.

For one commit of elasticsearch [5], we compared the diff files and found the following difference between $Δright$ and $Δm$left:

```java
< + if (parseContext.queryTypes().size() > 1) {
  ---
> + if (parseContext.shardContext().queryTypes().size() > 1) {
```

It means that to merge the branches, developers manually updated a method call (i.e., `parseContext.queryTypes()`), which was added in
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Table 1: Observed conflicts included in our sample data

| Project Name | # of Textual Conflicts | # of Compiling Conflicts | # of Dynamic Conflicts |
|--------------|------------------------|--------------------------|------------------------|
| orientdb     | 32                     |                          |                        |
| wildly       | 7                      | 5                        | -                      |
| pmd          | 13                     | -                        | -                      |
| lombok       | 13                     | -                        | -                      |
| highbluebutton | 7                      | -                        | -                      |
| cassandra    | 15                     | -                        | -                      |
| Activiti     | 13                     | 8                        | -                      |
| fastjson     | -                      | 2                        | -                      |
| javapet      | -                      | 4                        | 1                      |
| pahole       | -                      | -                        | 2                      |
| truth        | -                      | 2                        | -                      |
| vectorz      | -                      | -                        | 2                      |
| webmagic     | -                      | 2                        | -                      |
| nuxeo        | -                      | -                        | 4                      |
| elasticsearch| -                      | 74                       | 5                      |

| Sum          | 100                    | 100                      | 4                      |

* means no conflict of certain type(s) is revealed or included in the data set.
** implies that the reported conflicts were manually detected.

\( Δ \text{left} \) To confirm that this update is mandatory for software merge, we further checked the edits in \( Δ \text{right} \), finding that the related method declaration was removed. This implies that without the manual update, the two branches have at least one compiling conflict because \( b_r \) added a reference to a method removed by \( b_l \).

For this phase, we have three authors involved in manual inspection. For each conflict included in our data set, we ensured that at least two people examined and described the merging scenario and conflict resolution. When unsure about certain conflicts, we had discussions to achieve consensus.

4 EVALUATION

This section introduces our characterization for different kinds of conflicts (Section 4.2.1-Section 4.2.3).

4.2 RQ1: How Were Conflicts Introduced?

This section introduces our characterization for different kinds of conflicts (Section 4.2.1-Section 4.2.3).

4.2.1 Characterization of Textual Conflicts. As shown in Table 2, we identified six reasons to explain how textual conflicts were introduced. Specifically, 51 conflicts happened when \( b_l \) and \( b_r \) updated the same statement(s) in distinct ways. 29 conflicts occurred because a branch deleted certain statement(s) while the other branch updated the same statement(s). 15 conflicts were introduced because of conflicting statement insertion. For instance, suppose that \( b_l \) inserts the following \( \text{if} \)-statement:

\[
\text{if} \ (! \ generic\Args\.isEmpty())
\]

\[
\text{sb\.delete(sb\.length() - 3, sb\.length() - 1)};
\]

while \( b_r \) inserts a similar \( \text{if} \)-statement at the same location:

\[
\text{if} \ (! \ generic\Args\.isEmpty())
\]

\[
\text{sb\.replace(sb\.length() - 3, sb\.length() - 1, ",")};
\]

The two statements are different because \( b_l \) invokes \text{StringBuffer.delete}(...\) method to remove some characters, while \( b_r \) invokes a different method \text{StringBuffer.replace}(...\) to achieve the same goal.

Table 2: Classification of textual conflicts

| Idx | Conflict Type   | # of Conflicts |
|-----|----------------|---------------|
| (a) | update-update  | 51            |
| (b) | delete-update  | 25            |
| (c) | insert-insert  | 15            |
| (d) | update-move    | 6             |
| (e) | delete-move    | 2             |
| (f) | move-move      | 1             |

Additionally, 6 conflicts occurred because a branch updated a statement while the other branch moved the statement; 2 conflicts happened because one branch deleted a statement while the other branch moved the statement. Finally, one conflict was introduced because both branches moved the same statement to different places.

Finding 1: 66% of textual conflicts happened when branches applied conflicting updates or insertions; the remaining textual conflicts occurred because one branch updated or moved certain statements, while the other branch deleted those statements or moved the statements to a different place.
Table 3: Classification of compiling conflicts based on their introduction

| Entity       | Conflict Type                   | Description                                                                 | # of Conflicts |
|--------------|---------------------------------|-----------------------------------------------------------------------------|---------------|
| Class-related| Referring a missing class C     | One branch adds a reference to C, while the other branch renames, replaces, or removes C, or removes the import declaration of C. | 17            |
|              | Importing a missing class C     | One branch imports a class declaration of C, while the other branch removes the dependency library that declares C. | 1             |
| Interface-related| Referring a missing interface I | One branch adds a reference to I, while the other branch renames I.          | 1             |
|              | Restructuring an interface I    | One branch declares a new method in I, while the other branch redefines the interface as an abstract class. | 2             |
| Enum-related | Referring a missing enum data type E | One branch adds a reference to E, while the other branch remove E or move it into a different Java class. | 2             |
| Method-related| Referring a missing method M    | One branch adds an invocation to M, while the other branch (1) renames, replaces, removes M, (2) removes the import declaration of M, or changes the parameter list. | 58            |
|              | Invoking a method M with an updated return type | One branch adds an invocation to M, while the other branch changes the return type of M. | 2             |
|              | Updating the parameter list of M| One branch updates one parameter, while the other branch adds a new parameter. | 1             |
| Field-related | Referring a missing field F      | One branch adds a reference to F, while the other branch renames or replaces F. | 12            |
| Var-related  | Adding duplicated declarations for variable V | Two branches separately add a declaration of V at different locations. | 1             |

4.2.2 Characterization of Compiling Conflicts. We classified the observed compiling conflicts based on two factors: (1) the major entities involved, and (2) the edits producing the conflicts. As shown in Table 3, each conflict involves one of the following six program entities: classes, interfaces, enums, methods, fields, and variables. In particular, 63% of conflicts were related to methods, 18% of conflicts were related to classes, and 12% of conflicts were about field usage. Specifically among the method-related conflicts, 58 conflicts were introduced because a branch added a reference (invocation) to method M, and the other branch voided the referenced method by (1) renaming, removing, or replacing M, or (2) changing the parameter list of M. Similarly, among the conflicts related to other entities, most conflicts occurred because of the references to missing entities. Such conflicts usually produce the compilation errors of unresolvable referenced entities.

Finding 2: 93% of compiling conflicts were related to either Java classes, methods, or fields. 91% of conflicts were introduced because the conflicting edits broke the reference-reference relationship of entities.

4.2.3 Characterization of Dynamic Conflicts. We identified two reasons to explain the four inspected dynamic conflicts. 

1. Incorrect Test Oracle. Three conflicts occurred for this reason. As shown in Figure 7, b₁ replaces the implementation of method getTemplate(...) such that a new exception RuntimePebbleException is thrown. Meanwhile, b₂ adds some test cases, assuming that getTemplate(...) is unchanged and still throws the original exception ParserException. Consequently, these test cases fail because the expected exception type in the test oracle (i.e., ParserException) does not match the actual thrown exceptions (i.e., RuntimePebbleException).

Finding 3: The observed dynamic conflicts were introduced for two reasons: (1) the inconsistent changes between code implementation and test oracle, and (2) the inconsistent maintenance of the same class hierarchy.
4.3 RQ2: How Did Developers Manually Resolve Conflicts?

Generally speaking, developers fixed conflicts by either keeping the edits from $b_1$ (L), keeping the edits from $b_2$ (R), keeping part or all edits from both branches (L + R), or applying extra edits after merging the branches (L + R + M).

4.3.1 Resolutions for Textual Conflicts. As shown in Table 4, developers resolved 69% of textual conflicts by taking the edits from $b_1$ or $b_2$. There is no evidence showing that developers usually preferred one branch over the other, probably because developers’ decision-making often depends on the applied edits and edit locations. Interestingly, for all six inspected update-move conflicts, developers always tried to integrate the branches instead of inheriting from one branch. We further grouped conflicts based on (1) their types and (2) the commits from which they were extracted. Among the 19 groups of conflicts identified in this way, 15 groups were resolved consistently. Namely, for the multiple conflicts in each of these 15 groups, developers took the same resolution strategy: 7 groups were resolved via L, 4 groups were resolved via R, 1 group were resolved via L+R, and 3 groups were resolved via L + R + M.

Table 4: Resolutions for different kinds of textual conflicts

| Conflict Type     | L  | R  | L + R | L + R + M |
|-------------------|----|----|-------|-----------|
| update-update     | 17 | 13 | 13    | 8         |
| delete-update     | 14 | 9  | 2     |           |
| insert-insert     | 5  | 9  | 1     |           |
| update-move       | -  | -  | 2     | 4         |
| delete-move       | -  | -  | -     | -         |
| move-move         | -  | -  | 1     | -         |
| Total             | 38 | 31 | 17    | 14        |

- **Finding 4:** Developers handled 69% of textual conflicts by giving up the edits in one branch; they fixed the other 31% of conflicts by somehow integrating the edits from both sides.

4.3.2 Resolutions for Compiling Conflicts. Although there are many conflict types listed in Table 3, to simplify discussion, we merged these types into three major categories, as shown in Table 5.

Table 5: Resolutions for compiling conflicts

| Category           | L  | R  | L + R | L + R + M |
|--------------------|----|----|-------|-----------|
| broken def-use     | 4  | 1  | 8     | 86        |
| invalid def        | -  | -  | 6     |           |
| other              | -  | -  | -     | 3         |
| Total              | 4  | 1  | 95    |           |

- **Broken def-use** includes all conflicts for which an added entity usage (e.g., method call, field access, or class reference) refers to a missing entity definition. This category corresponds to the finer-grained types in Table 3 that match the pattern “Referencing a missing entity”.
- **Invalid def** includes the cases where two branches declare or update the definition of related entities, creating problematic entity definitions. This category covers the following types listed in Table 3: “Restructuring an interface I”, “Restructuring a method M”, and “Adding duplicated declarations for variable V”.
- **Other** covers the cases not included by the above categories.

By definition, developers cannot resolve compiling conflicts by naively integrating the edits from both sides (i.e., L+R), because such integration can cause compilation errors. Therefore, in Table 5, we only list three resolution strategies: L, R, and L + R + M. According to the table, developers resolved 95 conflicts by applying extra edits after merging branches. It implies that developers usually integrated as many edits as possible, as long as those edits could be orchestrated with moderate effort.
Figure 9: A compiling conflict that developers resolved by consistently updating method calls

Finding 5: Developers handled 95% of compiling conflicts by applying extra edits to the integrated version. These extra edits were usually similar to some of the edits in one branch.

4.3.3 Resolutions for Dynamic Conflicts. All dynamic conflicts were resolved with the strategy L + R + M. For the three conflicts with incorrect test oracles, developers applied extra edits to correct those oracles. In particular, the corrective edits in $M_m$ for two conflicts were similar to those applied in one branch. However, the corrective edits for the third conflict are different from those in both branches. As shown in Figure 7, the corrective edit in $M_m$ is:

- @Test(expected = ParseException.class)
+ @Test(expected = RuntimeException.class)

Meanwhile, the adaptive edit consistently applied in $b_l$ is:

Theoretically, even if developers replicate their edits in $b_l$ to $M_m$, they can still fix the conflict. This example still supports our observation that the extra edits in $M_m$ are usually similar to those in one branch. Finally, for the conflict producing incorrectly added class declaration, developers resolved the problem by similarly applying their $b_l$ edits to $M_m$ (see Figure 8).

Finding 6: Developers handled all dynamic conflicts by applying extra edits to the integrated versions; 75% of these extra edits were similar to those from one branch.

4.4 RQ3: What Conflicts Cannot Be Handled by Current Tools?

This section discusses the capability of current tools in two aspects: conflict detection (Section 4.4.1) and resolution (Section 4.4.2).

4.4.1 Conflict Detection Capability of Existing Tools. As shown in Table 6, all explored tools could reveal the textual conflicts in our data set. However, only Crystal-like merge revealed 21% of the inspected compiling conflicts and 25% of dynamic conflicts. In particular, although we manually found most compiling conflicts in automatically unmergeable branches, Crystal-like merge cannot detect these conflicts because automatic compilation is feasible only when $A_m$ is generated. Therefore, to more efficiently detect compiling conflicts, future tools can (1) statically compare the program structures of software branches, and (2) mimic compilers to identify any conflicting dependency between program entities (e.g., an added method call refers to a removed method declaration).

Table 6: Conflicts detected by existing tools

| Tools                        | Textual Conflicts | Compiling Conflicts | Dynamic Conflicts |
|------------------------------|-------------------|---------------------|------------------|
| Text-based merge (e.g., git-merge) | 100%              | 0%                  | 0%               |
| JDime                        | 100%              | 0%                  | 0%               |
| Crystal-like merge (e.g., Crystal and WeCode [36]) | 100%              | 21%                 | 25%              |

Similarly, Crystal-like approaches are not effective to reveal dynamic conflicts, either. Two reasons can explain such deficiency. First, automatic testing does not help when no $A_m$ is generated or executable. Second, when dynamic conflicts are not covered by any test run, testing cannot reveal such conflicts. Sousa et al. recently proposed SafeMerge—a verification algorithm to reason about the semantics of base, $b_l$, $b_r$, and $A_m$ [34]. By identifying any semantic equivalence between the four versions, the researchers showed that SafeMerge correctly revealed three dynamic conflicts without running any test. However, SafeMerge verifies one procedure at a time, assuming that other procedures never affect this one; the approach cannot detect conflicts when the assumption does not hold. In our data set, unfortunately, SafeMerge cannot detect any of the studied dynamic conflicts because the edits applied in distinct program entities affect each other.
4.4.2 Conflict Resolution Capability of Existing Tools.

Due to the approach we took to collect data, none of the tools mentioned in Section 4.4.1 could resolve the studied conflicts.

Additionally, AutoMerge is a tool that recommends alternative resolutions for developers’ consideration [38]. For instance, suppose that base has two statements \((S_1'; S_2')\), which were updated to \((S_1''; S_2'')\) by \(b_1\) and updated to \((S_1''' ; S_2''')\) by \(b_2\) \((S_1'' \neq S_1'''; S_2'' \neq S_2''')\). AutoMerge enumerates all possible combinations between the updated statements, e.g., \((S_1 ''; S_2''')\), to suggest candidate resolutions. In our data set, the actual resolutions for 86% of textual conflicts can be covered by such candidate resolutions, meaning that AutoMerge can potentially resolve 86% of the inspected textual conflicts. However, given a conflict, AutoMerge cannot automatically decide for developers which candidate resolution to take.

WeCode resolves certain kinds of textual conflicts in predefined ways [16]. Specifically, for the update-update conflicts where the same variable is assigned to different constant integers, WeCode simply assigns the variable to a predefined default value (e.g., 0). For delete-update conflicts, WeCode keeps the updated statement. However, WeCode does not ensure the correctness of its resolutions. Theoretically, WeCode can resolve at most 30 conflicts (i.e. 5 update-update for variable assignments + 25 delete-update).

Xing et al. built a semi-automatic approach to resolve the dynamic conflicts implied by test failures [36]. After test failures, developers are required to define extra tests to show the expected program behaviors; an off-the-shelf Automatic Program Repair (APR) system (i.e., kGenProg [17]) is then used to generate patches such that the patched program can pass all tests. Theoretically, this approach can resolve only one conflict in our data set—the conflict that passes compilation but fails testing. In reality, the approach is limited by two assumptions. First, the newly defined tests can cover all desired program behaviors of the merged software. Second, APR can create the correct patch within a given period of time.

Finding 8: Theoretically, the resolutions for 86% of textual conflicts and 25% of dynamic conflicts can be generated by existing tools. However, these tools do not guarantee to automatically choose the correct resolutions over the other generated candidates. No tool resolves compiling conflicts.

5 OUR RECOMMENDATIONS

Our work reveals the characteristics of various conflicts and the resolution strategies of developers. These findings lead us to give the following recommendations on future tool design.

Resolution Prediction for Textual Conflicts. Given a textual conflict, existing tools at most enumerate and suggest the feasible resolution alternatives, but cannot predict which suggestion developers finally take. According to Section 4.3.1, for the same-typed conflicts from the same commit, developers usually took the same resolution strategy. Inspired by this observation, we can build future tools that (1) monitor developers’ resolutions (e.g., L) for certain types of conflicts (e.g., update-update), and (2) dynamically suggest the same resolution strategies for the same-typed unresolved conflicts occurring in the same commit. In this way, these tools can minimize the manual effort required to fix textual conflicts, and thus help developers create the merged software much faster.

Detection of Higher-Order Conflicts. Existing tools detect higher-order conflicts via compiling and testing the \(A_m\) created by text-based merge. However, we observed that (1) many higher-order conflicts were actually introduced by text-based merge; (2) dynamic conflicts do not always trigger test failures; and (3) not every test failure can pinpoint the related conflict. All our observations motivate better approaches that conduct static program analysis to detect all types of conflicts at once. With a holistic view of the conflicts between branches, developers can prioritize conflicts based on their importance instead of the exposure sequence, and avoid introducing higher-order conflicts when handling textual conflicts.

Resolution of Higher-Order Conflicts. Current tools rarely fix higher-order conflicts. However, we observed that developers typically took the \(L + R + M\) strategy by applying extra edits to \(A_m\), which edits were similar to those applied in one branch. Some systematic editing tools like SYDIT [25] and LASE [24] can generalize abstract program transformations from concrete code change examples, and repetitively apply similar transformations to similar code snippets. It is promising to extend these tools for automatic conflict resolution. For instance, given a code snippet with a higher-order conflict, we can extend LASE to search for similar code that was edited in one branch, and then similarly apply the edit to \(A_m\).

6 RELATED WORK

The related work includes empirical studies of merge conflicts, automatic merge approaches, and change recommendation systems.

6.1 Empirical Studies on Merge Conflicts

Several studies were recently conducted to characterize merge conflicts [10, 15, 19, 23, 32]. Specifically, Lefenich et al. surveyed 41 developers and identified 7 potential indicators (e.g., # of changed files in both branches) for merge conflicts [19]. With a further empirical study of the indicators, the researchers found that none of the indicators can predict the frequency of conflicts. Similarly, Owhani-Karestshk et al. defined 9 features to characterize merging scenarios, and trained a machine learning model that predicted conflicts with 57%-68% accuracy [32]. Mahmoudi et al. observed that certain refactoring types (e.g., Extract Method) tend to be more problematic for merge conflicts [23]. Ahmed et al. showed that smelly entities are three times more likely to be involved in conflicts [10]. Estler et al. analyzed the relationship between merge conflicts and developers’ awareness, showing that lack of awareness occurs more frequently than conflicts [15]. All these studies only examined the relationship between textual conflicts and other code features (e.g., smell) or developers’ coding activities (e.g., refactoring).

Fewer studies characterized conflicts themselves [28, 30, 37]. For instance, Yuzuki et al. inspected hundreds of textual conflicts [37].
They observed that 44% of conflicts were caused by conflicting updates on the same line of code, and developers resolved 99% of conflicts by taking either the left- or right- version of code. Our study revealed similar findings. Nguyen et al. observed that (1) a higher integration rate of a project does not generate a higher unresolved conflict rate, and (2) developers are more likely to take the left- or right- version of code to resolve higher-order conflicts [30]. Nelson et al. conducted both surveys and interviews with developers [28]. They learned that developers deferred responding to conflicts based on their perception of the complexity of the conflicting code, and that deferring affects the workflow of the entire team.

Our study is different from prior work in two aspects. First, by experimenting with various conflict detection tools, we explored the gap between hard-to-detect conflicts and capabilities of current tools, and suggested future research to close the gap. Second, by investigating the resolution strategies adopted by developers, we summarized the fixing patterns for conflicts and identified opportunities for further automation.

### 6.2 Automatic Software Merge Approaches

Tools were built to detect or resolve merge conflicts [11–14, 16, 20, 36, 38]. For instance, FSTMerger combines structured and unstructured merge [12]. It matches Java methods purely based on the method signatures, and integrates the content of matched methods via text-based merge. WeCode continuously merges the committed and uncommitted changes in software branches, and raises developers’ awareness when any conflict is detected [16]. The system detects conflicts matching certain patterns and resolves conflicts in predefined ways. Xing et al. proposed a semi-automatic approach to resolve dynamic conflicts [36]. When a merged program fails one or more tests, the approach requires developers to define more tests, and then adopts Automatic Program Repair (APR) to generate candidate fixes to resolve conflicts until all tests are passed.

We took both manual and automatic approaches to reveal a spectrum of conflicts. By revealing the conflicts overlooked by existing tools, we suggested new tools for conflict detection. By characterizing developers’ strategies to resolve conflicts, we checked whether existing tools mimic humans’ resolutions, and revealed some unknown but frequently adopted strategies that are automatable.

### 6.3 Change Recommendation Systems

Based on the insight that similar code is likely to be changed similarly, researchers proposed tools to recommend code changes or facilitate systematic program editing [18, 21, 24, 25, 27, 29, 31]. With more details, simultaneous editing enables developers to simultaneously edit multiple pre-selected code fragments in the same way [27]. While a developer interactively demonstrates the edit operations in one fragment, the tool replicates the lexical edits (e.g., copy a line) to other fragments. CP-Miner identifies code clones (i.e., similar code snippets), and detects copy-paste related bugs if clones have inconsistent identifier or context mappings [21]. Given two or more similarly changed code examples, LASE extracts the common edit operations, infers a general program transformation, and leverages the transformation to locate code for similar edits [24].

Although both software merge and change recommendation systems are active research areas, our study is the first piece of work that identifies a nice connection between the areas. Our study uncovers various scenarios where developers repetitively applied similar or related edits to resolve conflicts. It enlightens future research to improve change recommendations such that the conflict-specific systematic edits can be dynamically generated and applied.

### 7 THREATS TO VALIDITY

**Threats to External Validity.** Our study is based on the 204 conflicts extracted from 15 Java project repositories. The characteristics of these conflicts present and the observed resolutions may not generalize well to other conflicts, other projects, or other programming languages. In the future, we plan to reduce this threat by considering the projects of other programming languages, investigating more projects, and including more samples in our data set.

**Threats to Construct Validity.** We took a hybrid approach to detect conflicts. In particular, as automatic tools only revealed 21 compiling conflicts and 1 dynamic conflict, we manually analyzed unmerged software branches to detect more higher-order conflicts. It is possible that certain conflicts are easier to manually detect than others, so the collected data can be subject to human bias. To overcome this limitation, we leveraged cross-validation (i.e., having multiple people to examine the same conflicts) to reduce random errors and avoid bias. In the future, we will build better tools to detect various conflicts more systematically and efficiently.

### 8 CONCLUSION

Prior empirical studies showed that merge conflicts frequently occur and solving conflicts is important but challenging. In this study, we comprehensively studied all kinds of conflicts and their resolutions, and characterized the conflicts that cannot be handled by existing tools. Different from prior studies that mainly focus on textual conflicts, our study is wider and deeper for two reasons. First, we also examined higher-order conflicts, which are harder to reveal and resolve. Second, by assessing related tools with the same data set, we evaluated the capabilities of current approaches in a theoretical way and characterized the limit of current approach design.

Our study provides multiple insights. First, same-typed textual conflicts in the same commits were usually resolved with the same strategy (i.e., $L + R + M$). Therefore, even though it is almost impossible to predict developers’ strategy for any arbitrary textual conflict, such prediction is feasible given the resolution of other textual conflicts in the same merging commit. Second, text-based merge can produce higher-order conflicts by silently integrating semantically conflicting edits, while compilation and testing usually fail to capture the produced conflicts. It means that better tools are desperately needed to detect all kinds of conflicts altogether, instead of detecting certain conflicts at the cost of introducing other conflicts. Third, developers usually resolved higher-order conflicts by consistently applying similar edits to similar code locations. By automating such practices, future tools can resolve many higher-order conflicts that we observed. Our future work is on building the (semi)-automatic tools enlightened by this study.
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