A novel iterative method for solving chemical kinetics system
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Abstract
The purpose of this research is to impose a semi-analytical method called the iterative method to the chemical kinetics system, which appears in the form of a system of ordinary differential equations. To test the accuracy of the standard iterative method, we have applied the classical fourth-order Runge–Kutta method and the iterative method to the chemical kinetics system. It is significantly notable that approximate analytical precisions of standard iterative method made a high agreement with those obtained from the fourth-order Runge–Kutta technique. Numerical outputs and solution procedures indicate that iterative method can be easily applicable to a large class of scientific numeric applications with high accuracy.
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Introduction
Differential equations play a prominent role in various fields such as physics, chemistry, biology, mathematics, engineering, and other disciplines.¹–⁶ There are few phenomena in different fields of science occurring linearly. Most problems are essentially nonlinear and are described by nonlinear differential equations. Finding exact or approximate solutions of these nonlinear equations is interesting and important. However, its exact solution might be too complex to use for a practical application, or sometimes, it is impossible to obtain its exact solution. To overcome this difficulty, there are numerous methods undertaken to find out numerical as well as analytical series solutions for nonlinear problems: Variational Iteration Method (VIM),⁷ Adomian Decomposition Method (ADM),⁸ Homotopy Analysis Method (HAM),⁹ Harmonic Balance Method (HBM),¹⁰ Homotopy-Perturbation Method (HPM),¹¹,¹² Haar wavelet quasilinearization method,¹³ and Haar wavelet operational matrix method¹⁴ are some proven instances. Although the nonlinear analytical techniques are fast developing, they still do not completely satisfy the mathematicians and engineers.

Nonlinear chemistry problems are considered nonlinear reactions with oscillatory influx of reactant to the response medium. The chemical kinetics problem is a system of three-dimensional non-linear ordinary differential equations (ODEs), and it is regarded as Rober problem¹⁵ in the field of chemistry. Oscillations and the frequency are happened in dynamic systems in every area of science such as beating of the human heart, Lotka–Volterra system in ecology. Chemical systems, which are held very-far-from-equilibrium, exhibit a broad range of phenomena: chemical entropy, which may develop into stable states or give rise to chemical oscillations or chaotic
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The dynamical model of the chemical kinetics system that appears in chemical applications is as follows

\[
\frac{dx_i}{dt}(t) = g_1(t, x_1(t), x_2(t), \ldots, x_q(t)), \quad x_i(t)_{i=0} = \beta_i
\]  

(1)

where \( \beta_i \) is a specified constant vector and \( x_i(t) \) is the solution vector and \( i = 1, 2, 3, \ldots, q \).

There are a few literatures that deal with the mentioned chemical kinetics system. The very first time, Kaya\(^{17} \) has successfully implemented the ADM to determine the analytic-numerical solutions under the restriction of certain process parameters. Sometimes, it is cumbersome to calculate the Adomian polynomials engaged with ADM. In recent past, Ganji et al.\(^{18} \) revisited the chemical application by using standard HPM and VIM. The approximate analytical solutions to the kinetics system were presented by Matinfar et al.\(^{19} \) using the analytic HAM. We note that applying Laplace–Padé approximation technique, the performance of the PIM can be further enhanced, as demonstrated by Khader.\(^{20} \) In an ambitious study, AL-Jawary and Raham\(^{21} \) have discussed their results by using semi-analytical TAM in a small time domain. Further, some other studies can be found in the following works.\(^{22-25} \) Recently, a great attention has been given to the application of semi-analytical technique such as the iterative method (IM or DJM), which was introduced by Daftardar-Gejji and Jafari\(^{26} \) and further modified by Bhalekar and Daftardar-Gejji.\(^{27-29} \) Very recently, the IM was employed for solving various kinds of nonlinear mathematical problems that can be found in the following literatures.\(^{30-33} \) In this research, we have applied the IM to unravel the nonlinear chemical kinetics equations. The main advantages of IM are its easy solutions procedure, and sometimes, within a few iterations, we can obtain the decent accuracy.

This paper is organized as follows: in “The solution approach based on the iterative method” section, we provided the outline of the solution approach based on the IM. In “Formulation and mathematical framework of chemical kinetics systems” section, we illustrated the chemical kinetics reactions and their applications. Also, we formulated the mathematical equations based on the rate of reactions. In “Analytical solutions,” we applied the solution approach to the nonlinear chemical kinetics models. In “Results analysis” section, we have discussed the results in detail. Finally, the concluding remarks are given in final section.

**The solution approach based on the iterative method**

The iterative method (IM) was suggested by Daftardar-Gejji and Jafari.\(^{34} \) The solution procedure of the method is discussed below:

Let us consider the general equation

\[
w(x) = N(w(x)) + f(x)
\]  

(2)

where the nonlinear operator \( N \) is from a Banach space \( B \rightarrow B \) and \( f \) is a known function.

Here, \( x = (x_1, x_2, \ldots, x_q) \), the solution of the equation (2) having the series form

\[
w(x) = \sum_{i=0}^{\infty} w_i(x)
\]  

(3)

The nonlinear operator \( N \) can be written as

\[
N\left(\sum_{i=0}^{\infty} w_i\right) = N(w_0) + \sum_{j=1}^{\infty} \left\{ N\left(\sum_{j=0}^{i} w_j\right) - N\left(\sum_{j=0}^{i-1} w_j\right) \right\}
\]  

(4)

Then series solution becomes

\[
\sum_{i=1}^{\infty} w_i = f + N(w_0) + \sum_{j=1}^{\infty} \left\{ N\left(\sum_{j=0}^{i} w_j\right) - N\left(\sum_{j=0}^{i-1} w_j\right) \right\}
\]  

(5)
We define the consecutive relation

\[ w_0 = f \]
\[ w_1 = N(w_0) \]
\[ w_2 = N(w_0 + w_1) - N(w_0) \]
\[ w_{m+1} = N(w_0 + \ldots + w_m) - N(w_0 + \ldots + w_{m-1}), \ m = 1, 2, \ldots \]  

Then

\[ w = f + \sum_{i=1}^{\infty} w_i \]  

**Formulation and mathematical framework of chemical kinetics systems**

**Chemical kinetics reactions**

Chemical kinetics, also known as reaction kinetics, is a physical chemistry branch concerned with understanding the rate of chemical reactions. Various frequency calculations can be combined to derive kinetic parameters for the study of chemical kinetics reaction.\(^{35,36}\) The frequency of the molecular collisions has the proper orientation between particles and the appropriate temperature so that the reaction can occur.\(^{37,38}\) Also, the action of external vibrations with the frequency coinciding with that of intrinsic intermediate concentration and oscillations can increase the reaction rate.\(^{39}\) Experimental studies of the chemical reaction dynamics of vibrationally excited molecules reveal different vibrations' ability to control the course of a chemical reaction.\(^{40}\)

Let us assume three compounds of a model of chemical reaction which are denoted by \(U, V,\) and \(W\). It can be presented as follows

\[ U \rightarrow V \]  
\[ V + W \rightarrow U + W \]  
\[ V + V \rightarrow W \]  

The concentrations of chemical compounds \(U, V,\) and \(W\) are \(x_1, x_2,\) and \(x_3\), respectively. It is worth to assume that these are aggregations of three concentrations. Let \(a\) symbolize the reaction rate of equation (11), that means the rate at which \(x_2\) increases and at which \(x_1\) decreases, because of this reaction, will be equal to \(ax_1\). In the second, we will denote the reaction rate of equation (12) by \(b\), and \(W\) works as a catalysis in the production of \(U\) from \(V\), meaning that, in this reaction, as \(x_1\) increases, simultaneously \(x_3\) decreases. We obtain a rate equivalent to \(bx_2x_3\). Finally, the third reaction rate is equivalent to \(cx_2^2\) since the production of \(W\) from \(V\) has constant rate equivalent to \(c\).

Mathematical models explaining chemical reaction kinetics provide chemists and chemical engineers with tools to better understand and explain chemical processes such as food decomposition, microorganism formation, stratospheric ozone decomposition, and the chemistry of biological systems.\(^{6,41}\) These models may also be used in the design or alteration of chemical reactors to maximize product yield, isolate materials more effectively, and remove environmentally damaging by-products.\(^{42}\)

**Mathematical model of chemical kinetics systems.** In order to demonstrate the chemical reactions discussed above, the following example arises in chemistry problems\(^{20,21}\)

\[ \frac{dx_1}{dt} = -ax_1 + bx_2x_3 \]
\[ \frac{dx_2}{dt} = ax_1 - bx_2x_3 - cx_2^2 \]  
(15)

\[ \frac{dx_3}{dt} = cx_2^2 \]  
(16)

with the initial conditions

Case I: \( x_1(0) = 1, \ x_2(0) = 0, \ x_3(0) = 0 \)  
(17)

Case II: \( x_1(0) = 10, \ x_2(0) = 5, \ x_3(0) = 20 \)  
(18)

and reaction rate parameters are

\[ a = 0.1, \ b = 0.02, \ c = 0.009 \]

**Analytical solutions**

**Case I**

Integrating the system of equations (14) to (16) from 0 to \( t \) and using the initial conditions (17) with the parameters, we find out

\[ x_1(t) = 1 - \int_0^t 0.1 \ x_1(t)dt + \int_0^t 0.02 \ x_2(t)x_3(t)dt \]  
(19)

\[ x_2(t) = \int_0^t 0.1 \ x_1(t)dt - \int_0^t 0.02 \ x_2(t)x_3(t)dt - \int_0^t 0.009 \ x_2^2(t) dt \]  
(20)

\[ x_3(t) = \int_0^t 0.009 \ x_2^2(t) dt \]  
(21)

We let the following non-linear terms

\[ N_1(x_1,x_2,x_3) = - \int_0^t 0.1 \ x_1(t)dt + \int_0^t 0.02 \ x_2(t)x_3(t)dt \]  
(22)

\[ N_2(x_1,x_2,x_3) = \int_0^t 0.1 \ x_1(t)dt - \int_0^t 0.02 \ x_2(t)x_3(t)dt - \int_0^t 0.009 \ x_2^2(t) dt \]  
(23)

\[ N_3(x_1,x_2,x_3) = \int_0^t 0.009 \ x_2^2(t) dt \]  
(24)

In view of equations (6) to (9), we obtain the successive components of the IM solution for the selected model as

\[ x_{1,0}(t) = 1 \]  
(25)

\[ x_{2,0}(t) = 0 \]  
(26)

\[ x_{3,0}(t) = 0 \]  
(27)
and so on. In the similar approach, the further components can be obtained. Therefore, the approximate series solutions are

\[
x_1(t) = \sum_{j=0}^{5} x_{1,j}(t) = 1 - 0.1t + 0.005t^2 - 0.0001666666666666667 r^3 + 4.1666666666666668 \\
\times 10^{-6} t^4 - 7.133333333333333 	imes 10^{-8} t^5 - 1.450000000000000 \times 10^{-9} t^6 + 9.148571428571429 \\
\times 10^{-11} t^7 - 3.19339285714285710^{-12} t^8 + 5.246746031746034 \times 10^{-14} t^9 + 4.098464285714280 \\
\times 10^{-16} t^{10} - 4.838761601731602 \times 10^{-17} t^{11} + 1.207869159451659 \times 10^{-18} t^{12} - 1.087022645354646 \\
\times 10^{-20} t^{13} - 3.09343155986869 \times 10^{-22} t^{14} + 1.105736508423005 \times 10^{-23} t^{15} - 1.24531252728819 \\
\times 10^{-25} t^{16} - 1.099981529397611 \times 10^{-27} t^{17} + 5.216421071665239 \times 10^{-29} t^{18} - 5.422326350350479 \\
\times 10^{-31} t^{19} - 4.315161531938726 \times 10^{-33} t^{20} + 1.371678003868030 \times 10^{-34} t^{21} - 4.416817212461141 \\
\times 10^{-37} t^{22} - 1.100930960229458 \times 10^{-38} t^{23} + 7.354470736796365 \times 10^{-41} t^{24} + 4.202135134675274 \\
\times 10^{-43} t^{25} - 3.830931803082003 \times 10^{-45} t^{26} - 9.85437806503694 \times 10^{-48} t^{27} + 9.64590940793894 \\
\times 10^{-50} t^{28} + 1.903776052365447 \times 10^{-52} t^{29} - 1.071292977925863 \times 10^{-54} t^{30} - 2.618716168263221 \times 10^{-57} t^{31} \\
\text{(34)}
\]
\[ x_2(t) = \sum_{i=0}^{5} x_{2,i}(t) = 0.1t - 0.005t^2 + 0.00013666666666666\times 10^{-6}t^4 \\
- 2.2866666666666664 \times 10^{-8}t^5 + 4.075000000000002 \times 10^{-9}t^6 - 1.128342875142858 \times 10^{-10}t^7 \\
+ 1.952392857142858 \times 10^{-11}t^8 + 9.93235714285716 \times 10^{-15}t^9 - 1.80577499999999 \times 10^{-15}t^{10} \\
+ 5.237805277056279 \times 10^{-17}t^{11} - 6.477575344516592 \times 10^{-19}t^{12} - 6.948498262237760 \times 10^{-21}t^{13} \\
+ 5.010747582703011 \times 10^{-22}t^{14} - 9.223499370316822 \times 10^{-24}t^{15} + 1.35470227371765 \times 10^{-26}t^{16} \tag{35} \\
+ 2.564038757745135 \times 10^{-27}t^{17} - 5.178551610949706 \times 10^{-29}t^{18} + 1.83994328738825 \times 10^{-31}t^{19} \\
+ 9.151507865493146 \times 10^{-33}t^{20} - 1.396593204731150 \times 10^{-34}t^{21} - 3.208487436466574 \times 10^{-37}t^{22} \\
+ 1.617336191353299 \times 10^{-38}t^{23} - 1.51800281216361 \times 10^{-41}t^{24} - 9.00447975848348 \times 10^{-43}t^{25} \\
+ 7.7501594763510 \times 10^{-46}t^{26} + 2.810804374492175 \times 10^{-47}t^{27} + 1.505978484661836 \times 10^{-50}t^{28} \\
- 4.241471097979287 \times 10^{-52}t^{29} - 1.125939740941274 \times 10^{-54}t^{30} - 7.0229206306955 \times 10^{-58}t^{31} \tag{36} \\
\]

\[ x_3(t) = \sum_{i=0}^{5} x_{3,i}(t) = 0.00003t^3 - 2.25 \times 10^{-6}t^4 + 9.420000000000001 \times 10^{-8}t^5 - 2.625000000000001 \times 10^{-9}t^6 \\
+ 2.134857142857146 \times 10^{-11}t^7 + 1.24099999999999 \times 10^{-12}t^8 - 6.239881746031746 \times 10^{-14}t^9 \\
+ 1.395931071428572 \times 10^{-15}t^{10} - 3.990436753246767 \times 10^{-18}t^{11} - 5.60111624999998 \times 10^{-19}t^{12} \\
+ 1.781872471578422 \times 10^{-20}t^{13} - 1.917316426716142 \times 10^{-22}t^{14} - 1.833865713913227 \times 10^{-24}t^{15} \\
+ 1.109842300357054 \times 10^{-25}t^{16} - 1.464057228347524 \times 10^{-27}t^{17} - 3.78694607153294 \times 10^{-31}t^{18} \\
+ 3.582332021611654 \times 10^{-31}t^{19} - 4.83634633509420 \times 10^{-33}t^{20} + 2.491520086311998 \times 10^{-36}t^{21} \\
+ 7.62530468927715 \times 10^{-37}t^{22} - 5.164052311238406 \times 10^{-39}t^{23} - 5.83646865580004 \times 10^{-41}t^{24} \\
+ 4.798312841173074 \times 10^{-43}t^{25} + 3.05591585618493 \times 10^{-45}t^{26} - 1.832630593841806 \times 10^{-47}t^{27} \\
- 1.115192942545573 \times 10^{-49}t^{28} + 2.337695045613840 \times 10^{-52}t^{29} + 2.19723218867137 \times 10^{-54}t^{30} \\
+ 3.321008231570176 \times 10^{-57}t^{31} \tag{40} \\
\]

**Case II**

Integrating the system of equations (14) to (16) from 0 to \( t \) and using the initial conditions (18) with the parameters, we find out

\[ x_1(t) = 10 - \int_0^t 0.1 \, x_1(t) \, dt + \int_0^t 0.02 \, x_2(t) \, x_3(t) \, dt \tag{37} \]

\[ x_2(t) = 5 + \int_0^t 0.1 \, x_1(t) \, dt - \int_0^t 0.02 \, x_2(t) \, x_3(t) \, dt - \int_0^t 0.009 \, x_3^2(t) \, dt \tag{38} \]

\[ x_3(t) = 20 + \int_0^t 0.009 \, x_3^2(t) \, dt \tag{39} \]

We let the following non-linear terms

\[ N_1(x_1, x_2, x_3) = - \int_0^t 0.1 \, x_1(t) \, dt + \int_0^t 0.02 \, x_2(t) \, x_3(t) \, dt \tag{40} \]
In view of equations (6) to (9), we obtain the successive approximations of the IM solution for the selected model as

\[ x_{1,0}(t) = 10 \]

\[ x_{2,0}(t) = 5 \]

\[ x_{3,0}(t) = 20 \]

\[ x_{1,1}(t) = N_1(x_{1,0}, x_{2,0}, x_{3,0}) = -\int_0^t 0.1 \, x_{1,0}(t) \, dt + \int_0^t 0.02 \, x_{2,0}(t) \, x_{3,0}(t) \, dt = 1t \]

\[ x_{2,1}(t) = N_2(x_{1,0}, x_{2,0}, x_{3,0}) = \int_0^t 0.1 \, x_{1,0}(t) \, dt - \int_0^t 0.02 \, x_{2,0}(t) \, x_{3,0}(t) \, dt \]

\[- \int_0^t 0.009 \, x_{2,0}^2(t) \, dt = -1.225t \]

\[ x_{3,1}(t) = N_3(x_{1,0}, x_{2,0}, x_{3,0}) = \int_0^t 0.009 \, x_{2,0}^2(t) \, dt = 0.225t \]

\[ x_{1,2}(t) = N_1(x_{1,0} + x_{1,1}, \ldots) = N_1(x_{1,0} + x_{1,1}, x_{2,0} + x_{2,1}, x_{3,0} + x_{3,1}) - N_1(x_{1,0}, x_{2,0}, x_{3,0}) \]

\[ = \left\{ \int_0^t 0.1 \, (x_{1,0}(t) + x_{1,1}(t)) \, dt + \int_0^t 0.02 \, (x_{2,0}(t) + x_{2,1}(t))(x_{3,0}(t) + x_{3,1}(t)) \, dt \right\} \]

\[ - \left\{ \int_0^t 0.1 \, x_{1,0}(t) \, dt + \int_0^t 0.02 \, x_{2,0}(t) \, x_{3,0}(t) \, dt \right\} = -0.28375 \, r^2 - 0.0018375 \, r^3 \]

\[ x_{2,2}(t) = N_2(x_{1,0} + x_{1,1}, \ldots) = N_2(x_{1,0} + x_{1,1}, x_{2,0} + x_{2,1}, x_{3,0} + x_{3,1}) - N_1(x_{1,0}, x_{2,0}, x_{3,0}) \]

\[ = \left\{ \int_0^t 0.1 \, (x_{1,0}(t) + x_{1,1}(t)) \, dt - \int_0^t 0.02 \, (x_{2,0}(t) + x_{2,1}(t))(x_{3,0}(t) + x_{3,1}(t)) \, dt \right\} \]

\[ - \left\{ \int_0^t 0.009 \, x_{2,0}(t) \, x_{2,1}(t) \, dt \right\} = 0.338875 \, r^2 - 0.002664375 \, r^3 \]

\[ x_{3,2}(t) = N_2(x_{1,0} + x_{1,1}, \ldots) = N_2(x_{1,0} + x_{1,1}, x_{2,0} + x_{2,1}, x_{3,0} + x_{3,1}) - N_1(x_{1,0}, x_{2,0}, x_{3,0}) \]

\[ = \int_0^t 0.009 \, (x_{2,0}(t) + x_{2,1}(t))^2 \, dt - \int_0^t 0.009 \, x_{2,0}^2(t) \, dt = -0.055125 \, r^2 + 0.004501875 \, r^3 \]
and so on. In the similar approach, the further components can be obtained. Therefore, the explicit series solutions are

\[ x_1(t) = \sum_{i=0}^{5} x_{1,i}(t) = 10 + t - 0.28375 t^2 + 0.05096666666666666 \times 10^{-3} - 0.00675206770833333 \times 10^{-1} t^4 + 0.000607229583333330 \times 10^{-6} t^6 + 0.0000036456847812500000 \times 10^{-8} t^8 + 1.764977881474051 \times 10^{-7} t^9 + 0.8438212749695791 \times 10^{-8} t^{10} - 3.02207668004196 \times 10^{-9} t^{11} + 3.23009171947916 \times 10^{-10} t^{12} - 1.27278804205435 \times 10^{-11} t^{13} + 4.750476981239840 \times 10^{-13} t^{14} + 2.433414782344071 \times 10^{-14} t^{15} - 5.150669713515600 \times 10^{-15} t^{16} + 4.592626968975201 \times 10^{-16} t^{17} - 2.787616595238088 \times 10^{-17} t^{18} + 1.42287145008263 \times 10^{-18} t^{19} - 3.048420233994481 \times 10^{-20} t^{20} + 6.99707048965778 \times 10^{-22} t^{21} + 1.972054179108300 \times 10^{-23} t^{22} - 8.452694520199675 \times 10^{-25} t^{23} + 1.73179624155491 \times 10^{-26} t^{24} + 1.22984858023342 \times 10^{-28} t^{25} - 1.167256872639642 \times 10^{-29} t^{26} + 8.170440252397514 \times 10^{-32} t^{27} + 1.315223991437817 \times 10^{-33} t^{28} - 2.054929843077050 \times 10^{-35} t^{29} + 9.981400948710693 \times 10^{-38} t^{30} - 1.677047150676398 \times 10^{-40} t^{31} \]  

(52)

\[ x_2(t) = \sum_{i=0}^{5} x_{2,i}(t) = 5 - 1.225 t + 0.3388750000000000 \times 10^{-2} - 0.0656347916666666 \times 10^{-3} + 0.0100968989533333 \times 10^{-4} t^4 - 0.00134812847395833 t^5 + 0.00007290696526562500 t^6 - 7.013853430948662 \times 10^{-7} t^7 + 1.255977037452150 \times 10^{-7} t^8 + 8.90691369281924 t^9 - 1.983762975026518 \times 10^{-8} t^{10} - 2.39037679778856 t^{11} - 2.415972568153879 \times 10^{-9} t^{12} - 1.854446494187593 \times 10^{-11} t^{13} - 1.056894734215729 \times 10^{-12} t^{14} - 2.095045032312928 \times 10^{-14} t^{15} + 2.553623392129764 \times 10^{-15} t^{16} - 4.034683191333146 \times 10^{-16} t^{17} + 3.325105589512726 \times 10^{-17} t^{18} - 1.86221468926226 \times 10^{-18} t^{19} + 7.68187381941640 \times 10^{-20} t^{20} - 2.098294963661574 \times 10^{-21} t^{21} + 2.37049265959276 \times 10^{-22} t^{22} + 6.674364171959000 \times 10^{-25} t^{23} - 3.28407547606541 \times 10^{-26} t^{24} + 7.215463051368401 \times 10^{-28} t^{25} + 4.537911052338720 \times 10^{-30} t^{26} - 2.00009723854221 \times 10^{-31} t^{27} + 1.646042017083665 \times 10^{-33} t^{28} - 4.10256444493050 \times 10^{-36} t^{29} - 6.34552476128954 \times 10^{-39} t^{30} + 3.13600819761393 \times 10^{-41} t^{31} \]  

(53)

\[ x_3(t) = \sum_{i=0}^{5} x_{3,i} = 20 + 0.225 t - 0.055125 t^2 + 0.0146681253 t^3 - 0.00334483125 t^4 + 0.0006778988906249999 \times 10^{-5} t^5 - 0.0001093638130781250 \times 10^{-6} t^6 + 1.76131637079831 \times 10^{-7} t^7 - 1.10055829939453 \times 10^{-8} t^8 + 6.316998826222989 \times 10^{-10} t^{10} + 8.588085620596271 \times 10^{-12} t^{12} - 5.81685421332431 \times 10^{-14} t^{13} - 5.818470500917452 \times 10^{-15} t^{14} - 4.528459814656999 \times 10^{-16} t^{15} - 2.597046321385896 \times 10^{-17} t^{16} - 5.579437776420545 \times 10^{-17} t^{17} - 5.374889942746379 \times 10^{-18} t^{18} + 7.199275412879632 \times 10^{-19} t^{19} - 4.633453584947159 \times 10^{-20} t^{20} + 1.828324258764996 \times 10^{-21} t^{21} - 4.20910445067576 \times 10^{-22} t^{22} + 1.778330348240675 \times 10^{-25} t^{23} + 2.596611306051622 \times 10^{-26} t^{24} - 8.445311631791743 \times 10^{-28} t^{25} + 7.134657674057700 \times 10^{-30} t^{26} + 1.183046698144470 \times 10^{-31} t^{27} - 2.961266008521482 \times 10^{-33} t^{28} + 2.465186287570100 \times 10^{-35} t^{29} - 9.34684872582009 \times 10^{-38} t^{30} + 1.363446330915005 \times 10^{-40} t^{31} \]  

(54)
In general, there are no exact solutions for the non-linear chemical kinetics systems of ODEs. Thus, the validity of IM has compared with RK4 method. The IM algorithm is coded in the computer algebra package Maple together with the Maple built-in fourth-order Runge–Kutta method. The Maple environment variable digits controller is set to 16 in all calculations. The proposed technique is rapidly convergent to RK4 solutions. Also, we have obtained very good explicit series solutions by using the IM with five iterations only in all cases.

Table 1. Numeric differences between IM with RK4 solutions in chemical kinetics problem for Case I.

| t  | \(\Delta x_1(t)\)    | \(\Delta x_2(t)\)    | \(\Delta x_3(t)\)    |
|----|----------------------|----------------------|----------------------|
| 0.5| 2.409e-11            | 3.422e-09            | 8.423e-10            |
| 1  | 7.707e-08            | 7.881e-09            | 1.651e-09            |
| 1.5| 6.099e-07            | 2.511e-08            | 2.706e-09            |
| 2  | 2.568e-06            | 1.006e-07            | 5.548e-09            |
| 2.5| 7.786e-06            | 3.523e-07            | 1.533e-08            |
| 3  | 1.922e-05            | 1.024e-06            | 4.501e-08            |
| 3.5| 4.119e-05            | 2.555e-06            | 1.219e-07            |
| 4  | 7.960e-05            | 5.659e-06            | 2.963e-07            |
| 4.5| 0.0001422            | 1.142e-05            | 6.536e-07            |
| 5  | 0.0002387            | 2.142e-05            | 1.328e-06            |

Figure 1. Comparison among IM (solid blue line), RK4 (space red box) for (a) \(x_1(t)\), (b) \(x_2(t)\), (c) \(x_3(t)\) in Chemical kinetics system for Case I.
Table 2. Numeric differences between IM with RK4 solutions in chemical kinetics problem for Case II.

| t    | Δx₁(t)     | Δx₂(t)     | Δx₃(t)     |
|------|------------|------------|------------|
| 0.3  | 5.429e-08  | 6.405e-08  | 9.761e-09  |
| 0.6  | 3.389e-06  | 3.962e-06  | 5.729e-07  |
| 0.9  | 3.767e-05  | 4.369e-05  | 6.021e-06  |
| 1.2  | 0.0002066  | 0.000238   | 3.139e-05  |
| 1.5  | 0.0007697  | 0.0008814  | 0.0001117  |
| 1.8  | 0.002245   | 0.002558   | 0.0003128  |
| 2.1  | 0.005534   | 0.006278   | 0.0007436  |
| 2.4  | 0.01206    | 0.01363    | 0.00157    |
| 2.7  | 0.02391    | 0.02695    | 0.003031   |
| 3    | 0.04404    | 0.0495     | 0.005462   

Figure 2. Comparison among IM (solid blue line), RK4 (space red box) for (a) x₁(t), (b) x₂(t), (c) x₃(t) the Chemical kinetics system for Case II.

Case I

The numeric results of RK4 are obtained with the constant step size Δt = 0.5. Numerical simulations have been done with the help of initial conditions (17) and reaction rate parameters a = 0.1, b = 0.02, and c = 0.009. From Table 1, one can find out that the IM precisions agree with the RK4 precisions to at most 11 decimal places. We note that AL-Jawary and Raham’s TAM solutions are valid only for a small time domain t = 0 to 0.1, whereas, it is quite clear from Figure 1 that our proposed solutions of IM provide better accuracy even in the large time domain t = 0 to 5.
Case II

Similar to the previous case, we have compared the numeric solutions of IM to those of RK4. We determined the solution of fourth-order Runge–Kutta (RK4) for the constant time increments $\Delta t = 0.001$. The computation work has been done with the help of initial conditions (18) and reaction rate parameters $a = 0.1$, $b = 0.02$, and $c = 0.009$. From Table 2, we notice that the IM precisions agree with the RK4 precisions to at most nine decimal places. In Figure 2, our graphical solutions have exposed the RK4 method at the time domain $t = 0$ to $3$. The procedures describe by Khader\textsuperscript{20} are complex and laborious. Whereas IM procedure is simple and can be easily coded in the programming software.

The nonlinear systems can be solved by using various numerical methods. However, numerical methods, such as RK4, cannot come up with analytical series solutions.\textsuperscript{43} Yet, semi-analytical methods such as IM provide explicit solutions as well as numeric solutions. The first few iteration steps of IM\textsuperscript{30} are quite similar to those of the HPM,\textsuperscript{23} VIM,\textsuperscript{44} and ADM\textsuperscript{45} techniques. Although the solution procedure of IM is relatively easy.

Conclusion

In order to achieve approximate solutions for the nonlinear chemical kinetics systems, a semi-analytical method based on IM has been introduced. The approximate numeric precisions of IM have made an excellent agreement with the numeric precisions of RK4. The prime benefits of the proposed technique are its computer-friendly environment, adaptability, and avoidance of small parameters in the computation task. Also, the solution procedure is straightforward and simple as compared with the existing methods. It can be concluded that IM is a significant tool for solving nonlinear system of differential equations. The iteration algorithm proposed in this study is also effective for other nonlinear problems in the upcoming days.
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