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Abstract. Since the seminal work of Keating and Snaith, the characteristic polynomial of a random Haar-distributed unitary matrix has seen several of its functional studied or turned into a conjecture; for instance:

• its value in 1 (Keating-Snaith theorem),
• the truncation of its Fourier series up to any fraction of its degree,
• the computation of the relative volume of the Birkhoff polytope,
• its products and ratios taken in different points,
• the product of its iterated derivatives in different points,
• functionals in relation with sums of divisor functions in $\mathbb{F}_q[X]$,
• its mid-secular coefficients,
• the “moments of moments”, etc.

We revisit or compute for the first time the asymptotics of the integer moments of these last functionals and several others. The method we use is a very general one based on reproducing kernels, a symmetric function generalisation of some classical orthogonal polynomials interpreted as the Fourier transform of particular random variables and a local Central Limit Theorem for these random variables. We moreover provide an equivalent paradigm based on a randomisation of the mid-secular coefficients to rederive them all. These methodologies give a new and unified framework for all the considered limits and explain the apparition of Hankel determinants or Wronskians in the limiting functional.

Contents

1. Introduction 3
   1.1. Historical motivations 3
   1.2. Problems investigated in this article 4
   1.3. A prototype of result 9
   1.4. Comparison with the literature 9
   1.5. Presentation of the method 12
   1.6. Philosophy of the method 12
   1.7. Advantages and drawbacks 13
   1.8. Philosophy of the rescaling 14
   1.9. The randomisation paradigm 15
   1.10. Organisation of the paper 16

Date: November 5, 2020.
2010 Mathematics Subject Classification. 60B20, 11M50.
2. Notations and prerequisites 18
   2.1. General notations and conventions 18
   2.2. Reminders on symmetric functions 19
   2.3. Scalar products and unitary integrals 23
   2.4. Classical tricks 24
3. Theory 25
   3.1. The ubiquitous Schur function 25
   3.2. The Schur-CUE connection 27
   3.3. A plethystic-RKHS perspective on duality 29
   3.4. CFKRS with RKHS 31
   3.5. Duality in \( \mathcal{H}_N \) 32
4. Applications 33
   4.1. The Keating-Snaith theorem 33
   4.2. Autocorrelations of the characteristic polynomial in the microscopic setting 35
   4.3. Ratios of the characteristic polynomial in the microscopic setting 37
   4.4. The mid-secular coefficients 40
   4.5. Back to the autocorrelations: the randomisation paradigm 44
   4.6. The truncated characteristic polynomial 48
   4.7. The Birkhoff polytope 60
   4.8. Iterated derivatives of the characteristic polynomial 68
   4.9. Sums of divisor functions in \( \mathbb{F}_q[X] \) 79
   4.10. The moments of moments 84
5. Ultimate remarks 90
   5.1. The Hankel form of the limit 90
   5.2. Expansions 97
   5.3. Other approaches to \( s_\lambda[A] \) 103
   5.4. Summary of the encountered functionals and limits 108
   5.5. Partial conclusion and future work 109
Appendix A. Probabilistic representations 110
   A.1. A symmetric function extension of Gegenbauer polynomials 110
   A.2. An integral representation of \( h_n[A] \) 111
   A.3. Probabilistic representations of \( h_{c,\infty}^{(\kappa)} \) 113
   A.4. Integrability of \( h_{c,\infty}^{(\kappa)} \) 119
   A.5. Integrability in \( c \) 120
   A.6. The supersymmetric case 120
Appendix B. Truncated \( \zeta \) function in the microscopic scaling 126
   B.1. Reminders 126
   B.2. A phase transition 127
Acknowledgements 129
References 130
1. Introduction

1.1. Historical motivations. The connection between random unitary matrices and number theory is famously known to have emerged during an afternoon tea \cite{229}, when Montgomery discussed with Dyson their respective work on the pair correlation of the Riemann $\zeta$ function zeroes and the eigenangles of a random Haar-distributed unitary matrix \cite{202,102}.

The years that followed this meeting saw several reinforcements of this connection (see e.g. \cite{163,199} and references cited), and culminated in the seminal work of Keating and Snaith \cite{165} that opened the path to the study of the characteristic polynomial of a random Haar-distributed unitary matrix as a toy-model for the Riemann $\zeta$ function.

The original motivation of \cite{165} was the computation of moments of the $\zeta$ function on a random interval of the critical line. Let $U$ be a random variable uniformly distributed on $[0,1]$. Keating and Snaith conjecture that for all $k \in \mathbb{N}$

$$\mathbb{E}\left( \left| \zeta\left(\frac{1}{2} + iTU\right) \right|^{2k} \right) \underset{T \to +\infty}{\sim} A_k M_k e^{k^2 \log \log T}$$

(1)

Here, $A_k$ is the arithmetic factor defined by

$$A_k = e^{\gamma_P k^2} \prod_{p \in \mathcal{P}} e^{-k^2 \frac{p}{p-1}} \prod_{p \in \mathcal{P}} \mathbb{E}\left( \left| 1 - p^{-1/2} Z_p \right|^{-2k} \right), \quad \gamma_P := \sum_{p \in \mathcal{P}} p^{-1} + \log(1-p^{-1})$$

(2)

with $\mathcal{P}$ the set of ordered prime numbers and $(Z_p)_{p \in \mathcal{P}}$ a sequence of i.i.d. uniform random variables on the unit circle $\mathbb{U}$, and $M_k$ is the random matrix factor, given by

$$M_k = \prod_{\ell=0}^{k-1} \frac{\ell!}{(\ell + k)!} = \frac{G(1+k)^2}{G(1+2k)}$$

(3)

with $G$ the Barnes $G$-function or double Gamma function (see e.g. \cite{165}).

The appearance of $M_k$ in (1) finds its origin in the study of the characteristic polynomial $Z_{U_N}$ of a random Haar-distributed unitary matrix $U_N$, more precisely in the following theorem due to Keating and Snaith \cite{165}:

$$\mathbb{E}\left( \left| Z_{U_N}(1) \right|^{2k} \right) \underset{N \to +\infty}{\sim} M_k e^{k^2 \log N}$$

(4)

Here, $Z_{U_N}(x) := \det(I_N - xU_N)$ is the characteristic polynomial of $U_N$, a Haar-distributed random unitary matrix, and $\mathbb{P}$ denotes the normalised Haar measure of $U_N$; the underlying probability space $(U_N, \mathbb{P})$ is called Circular Unitary Ensemble (in short, CUE$_N$).

Conjecture (1) has been numerically verified up to $k = 12$ (Hiary and Odlyzko \cite{144}), the only proven cases being $k = 1$ (Hardy and Littlewood \cite{137}) and $k = 2$ (Ingham \cite{152}).

Since the publication of \cite{165}, the paradigm that consists in computing functionals of $Z_{U_N}$ to add a universal correction to the equivalent problem on the $\zeta$ function (or more generally $L$-functions) became a successful heuristic to produce conjectures often verified numerically: the Keating-Snaith philosophy.

The study of the characteristic polynomial became then an independent subject of its own, with specific methods at the junction of several fields, such as: analysis of Toeplitz
determinants [155, 156] and orthogonal polynomials on the unit circle [170, 171, 58, 145], mathematical physics [175] and supersymmetry [80, 103, 114], algebra and integrable systems [1, 2, 245], algebraic combinatorics [38, 88, 108], representation theory and symmetric functions [66, 87, 100], probability theory [23, 54, 56, 72], Weingarten calculus [75, 191, 248], (free) Itô calculus [39, 65, 84, 161, 244], etc. The conjunction of such a diversity of methods shows the richness of the topic and the variety of strategies one can use to perform computations on $Z_{U_N}(x)$.

1.2. Problems investigated in this article. The following problems had an important impact on the field of random unitary matrices in the last two decades, and this is the goal of this article to rederive them with a novel method:

1.2.1. Autocorrelations. The first random variable studied in [165] was $Z_{U_N}(1)$ through its moments, to produce conjecture (1), but several refinements were proposed, in particular, [61, 66, 78, 81] compute the autocorrelations of the characteristic polynomial, i.e. joint moments of the form

$$A'_N(X,Y) := \mathbb{E}\left( \prod_{j=1}^{k} Z_{U_N}(x_j) \prod_{\ell=1}^{m} Z_{U_N}(y_\ell) \right)$$

Several results and expressions were given for $A'_N(e^{ix/N}, e^{iy/N})$ for several types of matrix models that sometimes include the $CUE$ (see [3, 50, 52, 61, 63, 95, 118, 119, 120, 130] and references cited) with $e^{X/N} := (e^{x_1/N}, \ldots, e^{x_k/N})$ and similarly for $e^{Y/N}$. In particular, for $k = m = 1$, one gets $A'_N(e^{ix/N}, e^{iy/N}) \sim N \text{sinc}(x - y)$ where $\text{sinc}(x) := \frac{\sin(x)}{x}$ if $x \neq 0$ and 1 if $x = 0$.

We will perform an asymptotic study of $A'_N(X,Y)$ when $N \to +\infty$ in section 4.2.

1.2.2. Ratios. A natural generalisation of the autocorrelations is the computation of ratios

$$R'_N(X, X', Y, Y') := \mathbb{E}\left( \frac{\prod_{j=1}^{\ell_1} Z_{U_N}(x_j) \prod_{j=1}^{\ell_2} Z_{U_N}(x'_j) \prod_{r=1}^{m_1} Z_{U_N}(y_r) \prod_{r=1}^{m_2} Z_{U_N}(y'_r)}{\prod_{j=1}^{\ell_1} Z_{U_N}(y_r) \prod_{j=1}^{\ell_2} Z_{U_N}(y'_r)} \right)$$

Such a study was performed by [26, 66, 78, 80, 72] in the unitary case following several other studies in other matrix ensembles (see [4, 21, 31, 50, 52, 61, 62, 95, 118] and references cited; see also section 4.3 for an enlarged historical perspective that includes related works before the connection with the $CUE$ was revealed). The importance of ratios stems from the possibility of accessing the $k$-point correlation functions by performing an appropriate limit (see e.g. the introduction of [32, 118]). Since the knowledge of the correlation functions amounts to the knowledge of the whole eigenvalues point process, this gives an additional motivation to study the characteristic polynomial for its own sake.

An asymptotic study of $R'_N(X, X', Y, Y')$ when $N \to +\infty$ will be done in section 4.3.
1.2.3. **Mid-secular coefficient.** One key feature to study \( Z_{UN}(x) \) is to write it as a product over its eigenvalues and to use their determinant structure. Nevertheless, this is not the only approach worth an investigation. Following a study by Haake et al. [135], Diaconis and Gamburd [97] note that the data of the *secular coefficients* or Fourier coefficients of \( Z_{UN} \) defined in (10) are equivalent to the data of the eigenvalues:

\[
(...) \text{ we remark that a unitary matrix } M \text{ is conjugate on the one hand to the diagonal matrix with eigenvalues on the diagonal, and on the other hand to the Frobenius, or companion matrix, with first row consisting of the secular coefficients, ones below the main diagonal, and remaining entries zero. This strongly suggests that secular coefficients are (as Gian-Carlo Rota might have put it) “nearly equiprimordial” with the eigenvalues.}
\]

Contrary to the eigenangles that all have the same order, the secular coefficients \( sc_{m}(U_{N}) \) have a different behaviour depending on their order \( m \). For instance, \( sc_{1}(U_{N}) = \text{tr}(U_{N}) \) converges in law to a Gaussian random variable, the next remaining secular coefficients of fixed order converge in law to a polynomial evaluated in independent complex Gaussian random variables [97, Prop. 4], and \( sc_{N}(U_{N}) = \det(U_{N}) \) is uniform on the unit circle. A natural question raised in [97, §2.4] (see also [96]) is then the following: find the limiting behaviour of the mid-secular coefficient

\[
sc_{\lfloor N/2 \rfloor}(U_{N}) := \int_{U} z^{-\lfloor N/2 \rfloor - 1} Z_{UN}(z) \frac{dz}{2i\pi} \quad (7)
\]

As Diaconis and Gamburd point out, the formula \( E(\left| sc_{m}(U_{N}) \right|^{2}) = 1 \) and \( E(sc_{m}(U_{N})) = 0 \) hold for all \( m \geq 0 \), “making normality questionable”.

We will derive an asymptotic expression for \( E(\left| sc_{\rho N}(U_{N}) \right|^{2k}) \) when \( N \to +\infty \) for all \( \rho \in (0, 1) \) in section 4.4. The results proven there will indeed show that the mid-coefficient is neither Gaussian, nor even log-normal, but lies in the universality class of a critical *random multiplicative function* that we introduce now.

1.2.4. **Truncated characteristic polynomial.** An interesting case where number-theoretic computations are possible concerns the following truncation of the Riemann \( \zeta \) function: \( \zeta_{X}(s) := \sum_{n=1}^{X} n^{-s} \). Conrey and Gamburd [82] studied the analogous problem on \( Z_{UN}(x) \) when the truncation is taken over the Fourier expansion of \( Z_{UN} \), i.e. the truncation of the polynomial \( Z_{UN}(X) \) in the canonical basis \((1, X, X^{2}, \ldots)\). First passing to the limit (in law) in \( \zeta_{X}(\sigma + iTU) \) when \( T \to +\infty \) (for \( \sigma \in \mathbb{R} \)), then using the Bohr-Jessen theorem [44] or the Bohr correspondence (see e.g. [176, ch. 3.2] or the introduction of [142]), one gets at the limit the *random multiplicative function*

\[
Z_{X,\sigma} := \sum_{k=1}^{X} k^{-\sigma} \prod_{p \in P} Z_{p}^{v_{p}(k)} \quad (8)
\]

where \( v_{p}(k) \) is the \( p \)-adic valuation of \( k \in \mathbb{N}^{*} \), i.e. the exponent of \( k \) in its prime decomposition \( k = \prod_{p \in P} p^{v_{p}(k)} \) and \((Z_{p})_{p \in P} \) is a sequence of i.i.d. uniform random variables on the unit circle \( U \).
Conrey and Gamburd are interested in the behaviour of \( E \left( |Z_{X,1/2}|^{2k} \right) \) when \( X \to +\infty \). Their theorem [82, thm. 1] analogous to conjecture (1) writes

\[
E \left( |Z_{X,1/2}|^{2k} \right) \sim A_k \gamma_k e^{k^2 \log \log X}
\]

with a factor \( \gamma_k \) different from \( M_k \), but coming instead from the truncated characteristic polynomial

\[
Z_{U_N,N}(z) := \sum_{j=0}^{\ell} \text{sc}_j(U_N)(-z)^j, \quad \text{sc}_j(U_N) := \oint_U z^{-j} Z_{U_N}(z) \frac{dz}{2i\pi z}
\]

namely for all \( N \geq k\ell \) (one can take \( N = k\ell \))

\[
\frac{E \left( |Z_{U_N,N}(1)|^{2k} \right)}{\ell^{k^2}} \to \gamma_k \quad \ell \to +\infty
\]

This convergence was moreover generalised to \( Z_{U_N,N}(\lambda) \) for \( \lambda > 1 \) by Heap and Lindqvist [142] who also study the behaviour of \( Z_{X,\sigma} \) for \( \sigma < 1/2 \).

We will rederive an expression of \( \gamma_k \) by computing another asymptotic expression of \( E \left( |Z_{U_N,N}(1)|^{2k} \right) \) when \( \ell \to +\infty \) and \( N = k\ell \) in section 4.6. We will moreover consider the case of \( Z_{U_N,N,\rho}(x) \) when \( N \to +\infty \) for \( \rho \in (0,1) \) and \( z \in \mathbb{C}^* \) in addition to \( Z_{U_N,N,\rho}(e^{x/N}) \) for \( x \in \mathbb{C} \). The comparison of the different behaviours of these random variables will show the existence of a phase transition in the truncated characteristic polynomial, and that one of these truncated characteristic polynomials belongs to the universality class of the mid-secular coefficients (7) and the random multiplicative function (8). Moreover, the analysis of the “microscopic landscape” (in points of the form \( e^{x/N} \)) will lead to the question of a phase transition of \( Z_{X,1/2,\lambda} \) that will be treated in Annex B.

1.2.5. The volume of the Birkhoff polytope. Often, computations with random unitary matrices can be expressed as volumes of particular polytopes, see e.g. [16, 82, 98, 164]. In [164, Thm. 1.4] for instance, it comes from an expression of the autocorrelations (5) as a sum over plane partitions (or Young tableaux). In several cases, a dictionary of equivalent expressions can be provided between volumes of polytopes and functionals of the characteristic polynomial [16, 82, 164].

Arguably, the most famous polytope is the Birkhoff polytope [42] defined by the equations of bi-stochastic matrices constraints given in definition 4.23. Its volume has been the subject of several studies\(^2\) [69, 93, 218] and several explicit expressions are known, albeit of several computational difficulty.

In their study of the truncated characteristic polynomial [82], Conrey and Gamburd study the volume of a related polytope. We will derive another expression of these volumes and some generalisations in section 4.7.

---

\(^1\)The definition in [82] uses \( \det(U_N - zI) \); since the value in (11) is taken in 1, it changes nothing to our exposition for obvious reasons of invariance by rotation.

\(^2\)As of February 2020, an internet search reveals more than 2200 papers on the topic.
1.2.6. Sums of divisor function in $\mathbb{F}_q[X]$. In [164], Keating, Rodgers, Roditty-Gershon and Rudnick study the following functional of the characteristic polynomial in link with sums of divisor functions in $\mathbb{F}_q[X]$ when $q \to +\infty$:

$$I_k(m, N) := \mathbb{E} \left( \left| \sum_{1 \leq j_1, \ldots, j_k \leq N} s c_{j_1}(U_N) \ldots s c_{j_k}(U_N) \right|^2 \right)$$  \hspace{1cm} (12)

The link between random polynomials of $\mathbb{F}_q[X]$ when $q \to +\infty$ and random unitary matrices is given by Katz’s equidistribution theorem [162]. Here, $m = [cN]$ for a certain $c \in [0, k]$. The asymptotic expression $I_k([cN], N) \sim_{N \to +\infty} N^{k^2-1} \mathcal{I}_c(k)$ is derived in [164] with a limiting constant $\mathcal{I}_c(k)$ expressed as a combinatorial sum over partitions or with a $k$-fold integral.

We will give another proof of this result and derive a new expression for $\mathcal{I}_c(k)$ in section 4.9.

1.2.7. "Moments of moments". The following functional of $Z_{U_N}$ for $\beta \in \mathbb{N}^*$

$$\mathcal{E}_\beta(Z_{U_N}) := \int_0^1 \left| Z_{U_N}(e^{2i\pi \theta}) \right|^{2\beta} d\theta$$  \hspace{1cm} (13)

is the $2\beta$-th power of the $L^{2\beta}([0,1])$ norm of $Z_{U_N}$, or equivalently, the $2\beta$-th moment of $Z_{U_N}$ for the uniform measure on $[0,1]$. The motivations for its study comes from the fact that $\mathcal{E}_\beta(Z_{U_N})^{1/\beta}$ is a detropicalisation of $\max_{U} |Z_{U_N}|^2$. Indeed, one has $\mathbb{P}$-almost surely

$$\frac{1}{\beta} \log \mathcal{E}_\beta(Z_{U_N}) = \frac{1}{\beta} \log \left( \int_0^1 e^{\beta \log |Z_{U_N}(e^{2i\pi \theta})|^2} d\theta \right) \quad \overset{\beta \to +\infty}{\longrightarrow} \max_{z \in \mathbb{C}} \log |Z_{U_N}(z)|^2$$

The $k$-th integer moments of $\mathcal{E}_\beta(Z_{U_N})$ or “moments of moments”

$$\text{MoM}(N|k, \beta) := \mathbb{E} \left( \mathcal{E}_\beta(Z_{U_N})^k \right)$$  \hspace{1cm} (14)

where investigated for $k \beta^2 < 1$ in [115, 116] in link with $\max_{z \in \mathbb{C}} |Z_{U_N}(z)|^2$; in accordance to the Keating-Snaith philosophy, one can infer from this result a conjecture on $\max_{s \in [0,T]} |\zeta(\frac{1}{2} + isT)|^2$ in the equivalent regime (see [116, (21), (34)] and [115]).

In the regime $k \beta^2 < 1$, the general result was of the form

$$\text{MoM}(N|k, \beta) \underset{N \to +\infty}{\sim} c_-(k, \beta) N^{k \beta^2}$$

Due to the method of proof using Toeplitz determinant analysis with Fisher-Hartwig singularities, the regime $k \beta^2 > 1$ of “coalescing singularities” was left to a further study in [116] with the following conjecture:

$$\text{MoM}(N|k, \beta) \underset{N \to +\infty}{\sim} c_+(k, \beta) N^{k \beta^2 + 1 - k}$$  \hspace{1cm} (15)

This conjecture was recently proven in [19] for $k, \beta \in \mathbb{N}^*$ using combinatorics of Young tableaux and an analysis of (21), in [16] with combinatorics of Gelfand-Tsetlin patterns and in [107] for $k, \beta \in \mathbb{R}^+$ (including the transition $k \beta^2 = 1$, but without an expression of $c_+(k, \beta)$) using Toeplitz determinant analysis.
We will rederive (15) for $k, \beta \in \mathbb{N}^*$ with a new expression of $c_+(k, \beta)$ in section 4.10.

1.2.8. Derivatives. A classical question pertaining to the Riemann Zeta function is the probabilistic behaviour of its derivative on the critical axis. For $\Re(s) > 1$, the derivative is defined by $\zeta'(s) = \sum_{n \geq 1} \log(n) n^{-s}$. In the strip $\{0 < \Re(s) < 1\}$, it can be analytically extended using other formulas. The Riemann hypothesis is equivalent to the non existence of zeros of $\zeta'$ on $\{\Re > 1/2\}$ [238].

A first probabilistic study of $\zeta'(\frac{1}{2} + iTU)$ for $U \sim \mathcal{U}([0, 1])$ was performed by Hadamard, Landau and Schnee in the years 1905-1909 (see the introduction of [152] and the references given) with the gradual computation of the following equivalent, for all $\alpha, \beta > -\frac{1}{2}$:

$$
\mathbb{E}\left(\zeta'(\alpha + iTU) \zeta'((\beta + iTU)\right) \sim \zeta''\left(\alpha + \beta\right)(\log(T))^3
$$

The years that followed saw several reinforcements of this study in particular with the replacement of $TU \sim \mathcal{U}([0, T])$ by $V_T \sim \mathcal{U}\left\{\gamma_k, k \leq T\right\}$ where $(\gamma_k)_{k \geq 1}$ denotes the sequence of zeros of $\zeta$ in the strip $\{0 < \Re(s) < 1\}$ (see e.g. [124, 125, 143, 148] and [242, §14]), the case of $U$ being treated in [77, 200], but this is only in [83] (following a conjecture in [150]) that the equivalent of (1) was given for $\zeta'$. It writes

$$
\mathbb{E}\left(\left|\zeta'(\frac{1}{2} + iTU)\right|^{2k}\right) \sim_k D_k e^{k^2 \log \log(T)}
$$

where $A_k$ is the arithmetic factor defined in (2) and $D_k$ comes from the following computation involving $Z_{U_N}'(x) := \frac{d}{dx} Z_{U_N}(x)$

$$
\mathbb{E}\left(\left|Z_{U_N}'(1)\right|^{2k}\right) \sim_k D_k e^{k^2 \log(N)}
$$

Several expressions of $D_k$ are given in [83, 113] following studies in [54, 237]. In this article, we will focus on the following functional that generalises it: for $h := (h_1, \ldots, h_m) \in \mathbb{N}^m$ and $k \geq \sum_r h_r$, set

$$
\mathcal{D}_N(k; h; X) := \mathbb{E}\left(\left|Z_{U_N}(e^{2\pi i x_0/N})\right|^{2(k-\sum_r h_r)} \prod_{r=1}^m \left|\partial^r Z_{U_N}(e^{2\pi i x_r/N})\right|^{2h_r}\right)
$$

where $\partial^r Z_{U_N}(x) := \left(\frac{d}{dt}\right)^r Z_{U_N}(t)|_{t=x}$. Note that $\mathbb{E}\left(\left|Z_{U_N}'(1)\right|^{2k}\right) = \mathcal{D}_N(k; k; (0, 0))$.

We will derive an asymptotic expression for this quantity in section 4.8.

Remark 1.1. Riedtmann [224] recently investigated the asymptotic behaviour of the following functional that combines ratios and derivatives of $Z_{U_N}$ (with restrictions; see [224])

$$
\mathcal{M}_N(X, X', Y, Y', Z, Z') := \mathbb{E}\left(\frac{\prod_{j=1}^{l_1} Z_{U_N}(x_j)}{\prod_{r=1}^{m_1} Z_{U_N}(y_r)} \prod_{q=1}^{d_1} Z_{U_N}'(z_q) \frac{\prod_{j'=1}^{l_2} Z_{U_N}(x'_j)}{\prod_{r'=1}^{m_2} Z_{U_N}(y'_{r'})} \prod_{q'=1}^{d_2} Z_{U_N}'(z'_{q'})\right)
$$

Its study by means of the combinatorial method of Dehaye [87] leads to several theorems and conjectures on the equivalent functional on the Riemann $\zeta$ function. The previous
method of computation applies to derive an asymptotic expression of $M_N$ evaluated in
points of the form $e^{ix/N}$ but we leave it for a further study.

1.3. A prototype of result. The Keating-Snaith theorem [165, (15), (16)] concerns the
asymptotic behaviour of $E(|Z_{U_N}(1)|^{2k})$ and is given in (4). It is a particular case of e.g.
the autocorrelations (5), the truncated characteristic polynomial (10) or the “moments of
moments” (14) (see remark 4.48).

Note that it was proven for $k \in \mathbb{C}$ using the Selberg integral whose proof consisted in an
analytic extension of the result for $k \in \mathbb{N}$. Here, we only propose a proof in this last case,
with the advantage of being general enough to treat all the remaining cases previously
exposed. The form that we give is the following:

**Theorem 1.2** (Value of the characteristic polynomial in 1). For all $k \geq 2$, one has

$$\frac{E(|Z_{U_N}(1)|^{2k})}{N^{k^2}} \xrightarrow{N \rightarrow +\infty} \tilde{L}_1(k)$$

(19)

where

$$\tilde{L}_1(k) := \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{L_1}(0, x_2, \ldots, x_k) \Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k$$

(20)

\[ \Phi_{L_1}(0, x_2, \ldots, x_k) := e^{2i\pi(k^2-1) \sum_{j=2}^{k} x_j} h_{k,\infty}^{(2k)}(0, x_2, \ldots, x_k) \]

The function $h_{c,\infty}(x_1, x_2, \ldots, x_k)$ is defined in lemma A.4 and is a limiting version of
the homogeneous complete symmetric function $h_N$ (see section 2) seen as a multivariate
extension of the Gegenbauer polynomials. It has several expressions coming from several
representations (integral in lemma A.4, probabilistic with beta-gamma random variables
in lemma A.7, exponential-polynomial in lemma A.13, etc.).

Note that the integral is on $\mathbb{R}^{k-1}$, hence the restriction on $k \geq 2$. The case $k = 1$ can
be computed by hand and gives $\tilde{L}_1(1) = 1$.

This theorem is proven in section 4.1.

1.4. Comparison with the literature. A plethora of ad-hoc methods can be used to
treat some (but not all) of the previous problems:

- The Toeplitz method is based on the fact that $\int_{U_N} \det(f(U))dU = \det(\mathbb{T}_N(f))$
  (Andréief-Heine-Szegö identity or continuous Cauchy-Binet identity, see [96, fact five])
  where $\mathbb{T}_N(f)$ is the $N \times N$ Toeplitz matrix of general term $A_{k,j} := [z^{k-j}] f(z)$
  (see section 2 for notations) and $dU$ is the normalised Haar measure of $U_N$. It is
  often coupled with a Riemann-Hilbert analysis [91, 92] to analyse the orthogonal
  polynomials on the unit circle (OPUC) that arise in relation with $f$. It is useful
to study (5), (6) and (14); for instance, in the case of (6), a formula due to Day [85]
was first derived in the framework of Toeplitz determinants, but it was rederived in
[81] with an ad-hoc method from [26] and in [66, rk. 6] using symmetric function
theory. Moreover, as reveals [107] in the case of (14), the singularity analysis can
become extremely involved and the limiting constant become out of reach.
• The polytope method consists in expressing the quantity of interest using a polytope, usually with its Ehrhart polynomial defined in (91) whose higher degree coefficient is the volume of the polytope. It was used in the study of (10), (12) and (14) and could give possibly a result in the study of (7).

• It is related with Dehaye’s combinatorial method that expresses expectations of the previous functionals as sums over Young diagrams (see e.g. [87, 224] and references cited for an overview), hence, not necessarily of polytopial type. Such a method was used to analyse (17) and (18) and can be used for (5), (6), (18) and perhaps (10) but is unlikely to give any result for (7) for instance. Moreover, some restrictions apply in the study of (18) (see [224]).

• The binomial method was imported by Dehaye [88, § 3] from asymptotic representation theory to study (17) ; it is a variation of the (generalised) binomial theorem of Okounkov-Olshanski [211, thm. 5.1] (see also [212]) itself a consequence of the Cauchy-Binet formula (see § 5.2). It shares similarities with correlation function expansions in integrable and determinantal probability (see § 1.6). It was so far only used to study (17) but could be extended to study all previous functionals possibly with the exception of (6) and (18).

• Determinantal techniques are based on formulae of Fredholm determinants and the specification of a determinantal point process by means of a particular kernel that contains the whole information on the process. Here, the key point lies in the ability to translate the problem into a pure determinantal problem. So far, it was used by Gorodetsky and Rodgers [128] to tackle a generalisation of (12) (see remark 4.41) and by Assiotis, Keating and Warren [17] (after a Cayley transform that maps unitary matrices to hermitian matrices) to tackle (17) (see § 4.8.1). In each of these cases, the relevant kernels arose from harmonic analysis on an infinite group [166, 168, 216, 217] : the case treated in [128] uses z-measures on the infinite symmetric group $S_\infty$ [45, 47, 49, 210, 215], and the case treated in [17] uses Hua-Pickrell measures on the infinite Hermitian group $H_\infty$ [13, 14, 48, 217, 220].

Note also that all these problems can be transformed in full generality into problems of hermitian matrices using the Cayley transform given in § 3.5, in which case, hermitian techniques are available (see e.g. [94, 206] and references cited).

• Techniques of integrable systems (and more precisely $\sigma$-forms of Painlevé equations) have recently proven useful to study (17) and (18) [20, 25, 113]. For instance, [25] exhibits a Painlevé V equation in (17) starting with Winn’s approach [249] (that amounts to a Cayley transform and a LUE formula that writes (5) with a Toeplitz/size-dependent Hankel determinant) by means of a Riemann-Hilbert technique ; the moments of (logarithmic) derivatives akin to (18) and studied in [83] were shown in [113] to be related with a Painlevé III’ equation again with a Toeplitz/Hankel connection.

• &c.
Apart from these methods that have their restricted domain of applicability, a last general method emerges to derive the asymptotic behaviour of the previous quantities. It was used on (5), (6), (17), (12) and can be used in a straightforward way for (10), (18), (13) and maybe (7) (with some additional tricks and difficulties, though). It is based on the following contour integral formula that has first appeared in [78, (2.17)] (see also [61] for a related formula in the limit $N \to +\infty$):

$$s_{Nm}(e^{-\alpha_1}, \ldots, e^{-\alpha_m}, e^{-\alpha_{m+1}}, \ldots, e^{-\alpha_k})$$

$$= \frac{(-1)^{k(k+1)/2}}{k!} \binom{k}{m} \int_{\mathcal{C}} \frac{e^{-N(z_{m+1}+\cdots+z_k)}}{\prod_{1 \leq \ell \leq m, m+1 \leq r \leq k} (z_{r\ell} - z_{\ell r})} \frac{\Delta(Z)^2}{\prod_{1 \leq i,j \leq k} (z_i - \alpha_j)} \frac{dZ}{(2\pi)^k}$$

with $Z(x) := \frac{1}{1 - e^{-x}}$.

Here, we have used the fact, noticed in [66] and [80] that the autocorrelations (5) can be written as a Schur function indexed by a rectangular diagram up to a factor $e^{-N(\alpha_{m+1}+\cdots+\alpha_k)}$ (see section 2 for notations and definitions and section 3.2 for the derivation of this result). Up to a dilation of $s_{Nm}$, the $\alpha_j \in \mathbb{C}$ can be taken to have a modulus smaller than 1 ; in this case, the contour $\mathcal{C}$ which is supposed to enclose the variables $\alpha_j$ can be taken as the product of unit circles $\mathbb{U}^k$.

The formula (21) is a contour integral reformulation of a sum over particular permutations on disjoint subsets. Note that the integrand in (21) is not a symmetric function\(^3\) in $Z$ due to the term $e^{-N(z_{m+1}+\cdots+z_k)}$. It was originally designed to stress similarities with the case of the Riemann $\zeta$ function and other $L$-functions (see [78, conj. 2.2] and [79]: the function $\zeta(1 + \cdot)$ conjecturally plays a rôles analogous to $Z$). Nevertheless, its use in practical computations such as e.g. (12) leads to several complications, see e.g. [164, §4.4] or [19].

Let us analyse [164, §4.4] in details: the quantity of interest is $[x^{cN}] x^{kN} s_{Nk}(x^{1^k}, 1^k)$ where $1^k = (1, \ldots, 1)$ ($k$ times), $x^{1^k} = (x, \ldots, x)$ and $c \in (0, k)$ (see the proof of Theorem 4.42 for a derivation). The formula (21) is thus first written for $x$ fixed, and the Fourier coefficient is taken at the end. A first step shrinks the contour $\mathcal{C}$ into $2^{2k}$ small circles around 0 or $\log(x)$ and leads to a sum of the form $\sum_{0 \leq \ell \leq k} \binom{k}{\ell}^2 P_{k,\ell}(x) + R_N(x)$ [164, (4.26)]. A second step consists in showing that the remainder $R_N(x)$ (namely a sum of integrals where different contours surround $\log(x)$ and 0) does not contribute [164, lem. 4.11]. The main term is then analysed with a change of variables of the form $z_i = \log(x) + v_i/N$ or $z_i = v_i/N$ and several tricks involving products defined by exclusive conditions on indices [164, (4.28)]. Finally, picking out the $[x^{cN}]$-Fourier coefficient leads to an expansion into the critical quantities [164, (4.30) or (4.31)]. The analysis of these last quantities uses the limiting behaviour of a particular rescaling of the homogeneous symmetric functions $h_N$ [164, lem. 4.12], in the same way we will do in this article ; but these computations somehow hide the fact that this rescaling is the critical step, lost as it is in the middle of other

\(^3\)See nevertheless § 3.4 for an analysis of this fact.
manipulations. All these steps are arguably quite involved and ad-hoc, but an analysis in the same flavour is also performed in [83, (3.6)], and in [19, thm. 1.2]. In each cases, the final form given by this procedure has a certain complexity (see e.g. [164, thm. 1.6]).

We analyse in § 3.4 the origin of (21) with the general theory presented in this paper.

Remark 1.3. Since the previous problems are equivalent to a particular rescaling of a Schur function, one can also look at the literature on this topic. This is done in § 5.3.

1.5. Presentation of the method. We propose a general framework based on symmetric functions and multivariate generalisations of classical orthogonal polynomials written in a probabilistic fashion to compute the limiting behaviour of all the previous functionals of $Z_{U_N}$. One of the main formulii that replaces (21) is given in (54)/(55) and writes for any alphabet $\mathcal{A}$ (see section 2 for notations and concepts)

$$s_{N^k}[\mathcal{A}] = \frac{1}{k!} \int_{U^k} U^{-N} h_{N^k}[U \mathcal{A}] |\Delta(U)|^2 \frac{d^n U}{U}$$

Based on this methodology, we prove that all the previous functionals of the characteristic polynomial can be written and rescaled by simply rescaling in a particular regime $h_{N^k}[U \mathcal{A}]$ which is a symmetric function generalisation of some classical orthogonal polynomials. This article will only be concerned with the case of the Gegenbauer (or ultraspherical) polynomials, and their particular Tchebychev specialisation, but other problems could lead to other natural generalisations. Last, the method of rescaling will be of probabilistic nature: we will find a probabilistic representation of these polynomials and show that the regime of limit taken so far in all previous examples is, in probabilistic terms, a local limit theorem or local Central Limit Theorem (local CLT, in short).

We stress the fact that our framework is very general and allows all previous functionals $\mathcal{I}_N(k)$ to satisfy an asymptotic equality of the form

$$\mathcal{I}_N(k) \sim N^{s_\mathcal{I}(k)} \mathcal{I}(k)$$

with $s_\mathcal{I}(k) \in \mathbb{N}$ and

$$\mathcal{I}(k) := \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_\mathcal{I}(x_2, \ldots, x_k) \Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k$$

for a suitable function $\Phi_\mathcal{I} : \mathbb{R}^{k-1} \rightarrow \mathbb{C}$ (sometimes, we can also have $\mathbb{R}^k$ and $\Delta(x_1, \ldots, x_k)$).

1.6. Philosophy of the method. The method can be described as Hilbertian: formula (22) is better understood in the setting of reproducing kernel Hilbert spaces (RKHS, see e.g. [9, 10, 234]) of symmetric functions if one writes (see remark 3.2)

$$s_{N^k}[\mathcal{A}] = \langle s_{N^k}, K_N(\mathcal{A}, \cdot) \rangle_{L_2(\mathbb{U}^k)}$$

with a scalar product on $\mathcal{U}_k$ or equivalently on symmetric functions in $L^2(\mathbb{U}^k)$ (namely with $k$ effective variables) since we manipulate class functions (see § 2.3). There exists a general reproducing kernel on the space of all symmetric functions, the Cauchy kernel (see § 2.3)
but we will use its restriction on the space of symmetric functions of degree $kN$ given by $K_N(A, X) := h_{kN}[AX]$ (see remark 3.2) as it is more suitable for asymptotic analysis.

The method also shares conceptual similarities with determinantal and integrable probabilities (see e.g. [158, 51]). In these last fields, one often wants to compute fluctuations of a random variable $\lambda_N$ starting with a formula of the form $P(\lambda_N \leq x) = \int_{X_N} f_x(Y) d\mu(Y)$ that gets transformed into an absolutely convergent expansion of the form $P(\lambda_N \leq x) = \sum_{k \geq 0} \int_{X^k} K_{N,x;k}(y) d\nu_k(y)$ for certain functions $K_{N,x;k} : X^k \to \mathbb{R}$. For instance, the case of determinantal point processes gives $K_{N,x;k}(y_1, \ldots, y_k) = (-1)^k k! \det(K_N(x, y_i, y_j))_{1 \leq i,j \leq k}$ for a certain function $K_N(x)$ (also called “kernel” in the determinantal case). Once the main problem of probability theory (the growing number of integrals) is resolved (since each term in the expansion has a fixed number of integrals), one is reduced to rescale the functions $K_{N,x;k}$ (i.e. the kernel $K_{N,x}$ in the determinantal case) in a regime involving the rescaling of $x$ and the $y_i$’s.

This is exactly what we do here\footnote{Nevertheless, the analogy in terms of expansion is given by the binomial formula used by Dehaye [87].}: the initial integral over $U_N$ (hence with a growing number $N$ of integrals) is reduced to an integral over $U^k$ that writes $\int_{U^k} K_N(U, A) d\mu(U)$ and one then focuses on the sole rescaling of the “kernel” $K_N(U, A)$. This last terminology is in addition the correct one in the theory of RKHS: $K_N(U, A)$ is called a reproducing kernel.

1.7. Advantages and drawbacks. One general drawback that this method shares with its original counterpart but not with some ad-hoc manipulations is the impossibility to extend analytically in $k$ the functional.

There are nevertheless several advantages in using (22) in place of (21) to perform computations in the previous problems:

- it is more ergonomic in the sense that the obtained expressions remain exact until the very moment one passes to the limit, using dominated convergence. It avoids manipulations of contours, intermediate approximations, etc. Moreover, the domination we employ comes from the probabilistic representation of $h_{N}[A]$ as a Fourier transform and amounts to do almost sure manipulations under the form of the simple inequalities (149).

- It is more likely to be generalised into two different directions: on the one hand, the “alphabet” $A$ in (22) can be specialised in an abstract sense (see § 2.2) that comprises several cases; this is not the case of (21) which, even if it writes under a “similar” form in the supersymmetric version of [80]\footnote{The residue formula equivalent to (21) is given in the supersymmetric case in e.g. [20, Thm. 1.3]. Note that our definition of $Z_{U_N}$ is $\Lambda_{U_N}$ in [80] and [20].} is not a straightforward replacement of quantities in the vein of an abstract specialisation due to the dichotomy between classical and exponential variables and other obstructions (see § 3.4). On the other hand, formula (22) and the underlying philosophy of proof can be extended in a straightforward way to the orthogonal and symplectic circular ensembles with a zonal polynomial or more generally to circular $\beta$ ensembles, replacing the Schur
function by a Jack polynomial expansion (see § 3.3). In fact, the philosophy could also be applied to any ensemble, if one defines the correct equivalent of rectangular Schur function as in [159], and it could even be generalised to other random variables associated to more general symmetric functions such as the Hall-Littlewood ones (see remark 3.1).

- The phenomenon of “hyperplane concentration” is explained in a clear way, using the scaling of the reproducing kernel $h_{kN}[X,A]$ : one sees that the integral in (23) is on $\mathbb{R}^{k-1}$ when one starts from a formula on $U^k$. Here again, the initial formula can be transformed into an integral over $U^{k-1}$ with an equality, before passing to the limit. More generally, the scaling property of the Schur function, namely $s_\lambda(tX) = t^{|\lambda|} s_\lambda(X)$ is clear in (22) as a consequence of the scaling of $h_{Nk}$ and hidden in (21).

- One can continue the expansion of the limit in a straightforward way (although with tedious computations) using the natural expansion of all involved quantities (see § 5.2).

- It gives a general explanation for the appearance of Hankel determinants in the limit (see § 5.1).

- All the limiting functionals have the same form (23), coming from a unifying framework for the asymptotic analysis of all the previous problems.

- There are three possible alternative ways to conclude the computations in each case, one of which being more probabilistic than the others (the randomisation paradigm, see § 4.5).

On these two last points, let us precise that although the Keating-Snaith moments computation given in theorem 1.2 is e.g. a particular case of theorem 4.13 (and others), we will see that the limiting expressions will be different in the two theorems. By unicity of the limit, these expressions will thus be equal. Only the function $\Phi_{\tilde{L}_1}$ will be changed, keeping thus the general form intact. These differences can be explained for fixed $N$ by equivalent formulas of symmetric functions and the different ways to rescale them.

We hope this plethora of new expressions of the same nature will bring new bridges between the existing results and shed new lights on their unified nature. In each of the treated cases, the expressions under the form (23) can be compared with the existing ones, bringing more instances to the zoo of known expressions and the zoo of different methods to analyse the characteristic polynomial such as described in section 1.1. We recapitulate all these results in section 5.4.

1.8. Philosophy of the rescaling. The formula (22) will be rescaled by finding a probabilistic representation of $h_{Nk}[U,A]$ under the form $\mathbb{E}([\sum_{j=1}^k u_j Z_j(A)])^N$ for independent random variables $Z_j(A)$ (see annex A.3). Changing variables in (22) by setting $u_j = e^{2i\pi \theta_j/N}$ will amount to a local CLT. We recall that if $S_n$ is an integer-valued random variable with expectation $\mu_n$ and variance $\sigma_n^2$ that satisfies a Gaussian CLT, one can estimate
\[\mathbb{P}(S_n = [nx])\] using Fourier inversion:

\[
\mathbb{P}(S_n = [nx]) = \int_{-1/2}^{1/2} \mathbb{E}\left(e^{2i\pi \theta(S_n-[nx])}\right) d\theta = \int_{-\sigma_n/2}^{\sigma_n/2} \mathbb{E}\left(e^{2i\pi \alpha(S_n-\mu_n)/\sigma_n}\right) e^{2i\pi \alpha(\mu_n-[nx])/\sigma_n} \frac{d\alpha}{\sigma_n}
\]

\[
\approx \frac{1}{\sigma_n} \int_{\mathbb{R}} e^{-2(\pi \alpha)^2/2} e^{2i\pi \alpha(\mu_n-[nx])/\sigma_n} d\alpha = \frac{1}{\sigma_n \sqrt{2\pi}} e^{-\mu_n-[nx]^2/2\sigma_n^2}
\]

The only step to justify is the approximation \(\approx\) that comes from the Central Limit Theorem. This is a consequence of the Dominated Convergence Theorem if one can bound \(\mathbb{E}\left(e^{i\theta(S_n-\mu_n)/\sigma_n}\right) - e^{-\theta^2/2} \mathbb{1}_{\{[\theta \leq \pi \sigma_n]\}}\). This will also be our strategy, leading to the dominations of Annex A. In fact, we will be concerned with the simpler case where \(\mu_n = 0\) and \(X_n/\sigma_n \rightarrow X_\infty\) in law, with an absolutely continuous Lebesgue density \(f_{X_\infty}\):

\[
\mathbb{P}(S_n = [x\sigma_n]) = \int_{-1/2}^{1/2} \mathbb{E}\left(e^{2i\pi \theta(S_n-[x\sigma_n])}\right) d\theta = \int_{-\sigma_n/2}^{\sigma_n/2} \mathbb{E}\left(e^{2i\pi \alpha(S_n-[x\sigma_n])}/\sigma_n\right) d\alpha/\sigma_n
\]

\[
\approx \frac{1}{\sigma_n} \int_{\mathbb{R}} \mathbb{E}\left(e^{2i\pi \alpha(X_\infty-x)}\right) d\alpha = \frac{1}{\sigma_n} f_{X_\infty}(x)
\]

We will not be in the Gaussian setting, the limit using instead beta-gamma random variables (lemmas A.6, A.7).

The approach that consists in translating the asymptotic estimation of a Fourier coefficient into a local CLT can be traced back to Hayman [141] who used it to prove the Stirling approximation formula as an alternative to the Laplace method or the steepest descent analysis, but it was only later remarked by Rosenblum [227] that it amounts to prove a local limit theorem. This philosophy culminates in the work of Báez-Duarte [18] who uses it to give a probabilistic proof of the Hardy-Ramanujan estimate of the number of partitions of a large integer (\(\textit{partitio numerorum}\)). It was morever rediscovered independently by Romik [226] who used it to reprove a result of Szekeres [239] itself simplified by Canfield [68] about the asymptotic behaviour of partitions restricted to a rectangle.

This philosophy is very well described in [18]. Since it is primarily based on Fourier inversion, we will start by expressing the quantities of interest as Fourier coefficients\(^6\).

We stress the fact that this last philosophy consists in injecting probability in a domain a priori unrelated with any probabilistic feature; this is not the case of random matrix theory, but in the particular case of random unitary matrices, the set of methods described in section 1.1 are mainly not probabilistic (with the notable exception of [23, 54, 56, 72]). Another goal of this article is thus to show that this whole field can be reshaped \textit{in a more probabilistic fashion}.

### 1.9. The randomisation paradigm.

A last point of importance this article will highlight is the prominence of one particular functional amongst all the functionals previously

---

\(^{6}\text{One can already see that } (22) \text{ is a Fourier coefficient with the convention } U^{-N} := \prod_{j=1}^{k} u_j^{-N}.\)
described: the mid-secular coefficients. Indeed, all previous functionals (with the exception of the ratios) write as products of linear functionals of $Z_{U_N}$, and as a result can be written as linear statistics of the secular coefficients under the form

$$L_A(Z_{U_N}) = \sum_{k=0}^{N} a_k \text{sc}_k(U_N) = \left( \sum_{k=0}^{N} |a_k| \right) \mathbb{E}(\text{sc}_{A_N}(U_N)e^{i\Theta_{A_N}}|U_N) , \quad a_k := |a_k|e^{i\Theta_k}$$

where $A_N \in [0, N]$ is the random variable given by $\mathbb{P}(A_N = k) := |a_k| (\sum_{\ell=0}^{N} |a_\ell|)^{-1} \mathbb{1}_{\{0 \leq k \leq N\}}$.

Suppose to simplify that $a_k \in \mathbb{R}_+$. Choosing a sequence of i.i.d. $(A_N^{(j)})_{j \geq 1}$ gives

$$\mathbb{E}\left(|L_A(Z_{U_N})|^{2k}\right) = \left( \sum_{\ell=0}^{N} a_\ell \right)^{2k} \mathbb{E}\left( \prod_{j=1}^{k} \frac{\text{sc}_{A_N^{(j)}}(U_N)}{\text{sc}_{A_N^{(j+k)}}(U_N)} \right)$$

and one is reduced to study the behaviour of the randomised sequence $\text{sc}_{A_N}(U_N)$ (see § 4.5 for a more complete description). In the particular case where $A_N/N \to A_\infty$ in law or in $L^1$, one has $A_N \approx [NA_\infty]$ which is exactly a “quenched” version of the mid-secular coefficients $\text{sc}_{[\rho_N]}(U_N)$ if one conditions on $A_\infty$ or if $A_\infty$ is almost surely a constant, and an “annealed” one when integrating over all present random variables (which is ultimately what is done). Playing on these two levels of randomness will show that this is precisely the behaviour of this randomisation that is of importance to understand the global behaviour of the moments. This will particularly be well illustrated with the discrepancy between the Conrey-Gamburd theorem § 4.13 and the Heap-Lindqvist theorem § 4.17, but all the previous functionals (with the exception of the ratios) enter into this framework. As Gian-Carlo Rota might have put it, the secular coefficients are “completely equiprimordial” with the eigenvalues.

1.10. **Organisation of the paper.** The paper is organised as follows:

- **Section 2**: we gather some notations used throughout the text and introduce the important plethystic/\(\lambda\)-ring formalism we will make a constant use of. Section 2.2 in particular gives some of the basics and several references about this convenient language that aims at manipulating symmetric functions (and that constitutes the modern vision of the theory). We emphasize its importance to understand any phenomenon concerning symmetric functions and hope this article will contribute to popularise it to the probabilistic and mathematical physics community.

- **Section 3**: We describe the general theories behind the machinery we employ (duality, RKHS, etc.) and replace them in a general probabilistic, algebraic and physical context. A comparison between the CFKRS formula (21) and the main formula of this article (22) is also provided.

- **Section 4**: we revisit the problems described in § 1.2 with the tools introduced in section 3:
  - § 4.1: we give a prototype of proof describing precisely the structure of all future proofs in the case of the Keating-Snaith theorem 1.2,
  - § 4.2: we treat the autocorrelations described in § 1.2.1,
- § 4.3 : we treat the ratios described in § 1.2.2,
- § 4.4 : we treat the mid-secular coefficients described in § 1.2.3.

Two proofs will be presented every time it is relevant, with a possible alternative end coming from a variation of the involved formulæ. The study of the mid-coefficients will then motivate the introduction of the randomisation paradigm described in § 1.9 and we will introduce it plainly in § 4.5 on the example of the autocorrelations. Starting from this example, a third proof by randomisation will be added. We will then revisit:

- § 4.6 : the behaviour of the truncated characteristic polynomial in 1 (Conrey-Gamburd theorem, § 4.6.2), in \( \lambda > 1 \) (Heap-Lindqvist theorem, § 4.6.3) and in the microscopic scaling (§ 4.6.4),
- § 4.7 : the Beck-Pixton approach [29] to the Birkhoff polytope; we obtain in theorem 4.27 a new expression for its relative volume, a known difficult open problem. One representation that we use involves the function \( h_{1,\infty} \) in a \( k \)-fold integral. This changes drastically from the representations given in [140, 142] and is possibly new. We also treat the case of the polytope of sub-stochastic matrices and the transportation polytopes, two natural generalisations of the Birkhoff polytope. Note also that remark 4.29 gives a probabilistic explanation to the phenomenon of piecewise polynomiality that appears in [16, 27, 33, 164].
- § 4.8 : the joint moments of the iterated derivatives of \( Z_{U_N} \),
- § 4.9 : the result of Keating, Rodgers, Roditty-Gershon and Rudnick [164] described in § 1.2.6,
- § 4.10 : the “moments of moments” described in § 1.2.7.

**Section 5** : We link the theory described in section 3 with Hankel determinants and Wronskians such as developed in [20, 25, 27] and show that it is the unifying framework that explains the apparition of such determinants in § 5.1. We explain how to push the method presented in this paper to obtain general expansions in the vein of [88, 25] in § 5.2, analyse the literature on the rescaling of the Schur function in § 5.3 and give a summary of the encountered functionals \( \Phi \) defined in (23) in § 5.4. We conclude in § 5.5 with general remarks, questions of interest and forthcoming work.

**Annex A** : we introduce \( h_N[X,A] \) as multivariate extensions of Tchebychev/Gegenbauer polynomials, compute their limit rescaled in the microscopic regime that will be used to prove the theorems in section 4; we give in particular several probabilistic representations of these functions as Fourier transforms of independent random variables conditionned on their sum equal to a constant, a classical representation for many probabilistic functionals.

**Annex B** : we answer question 4.12 and show the existence of a phase transition between the two universality classes previously mentionned in § 1.2.3 and § 1.2.4.
2. NOTATIONS AND PREREQUISITES

2.1. General notations and conventions. We denote by \( U := \{ z \in \mathbb{C} : |z| = 1 \} \) the unit circle. Define

\[
d^*z := \frac{dz}{2i\pi}, \quad \frac{d^*Z}{Z} := \prod_{k=1}^{N} \frac{d^*z_k}{z_k} \quad \text{if} \quad Z := (z_1, \ldots, z_N)
\]

We will use the notation

\[
[z^n] f(z) = a_n \quad \text{if} \quad f(z) = \sum_n a_n z^n
\]

for the \( n \)-th Fourier coefficient of a Laurent series \( f \). Note that \( [z^n] f(z) = [z^0] z^{-n} f(z) \). If \( rad(f) \) denotes the radius of convergence of \( f \), then

\[
[z^n] f(z) = \oint_{r \in U} f(z) z^{-n} d^*z = \frac{1}{r^n} \int_0^1 f(re^{2i\pi \theta}) e^{-2i\pi n \theta} d\theta, \quad r < rad(f)
\] (25)

We will also use the multi-index notation \( X^\alpha := \prod_{k \geq 1} x_k^{\alpha_k} \) and subsequently the notation \([X^\alpha] f(X)\). If \( N \in \mathbb{Z} \) and \( X = (x_1, \ldots, x_k) \), we will write \( X^N \) for \( X^{N_1k} \) with \( 1_k = (1, \ldots, 1) \) (\( k \) times). In particular, we will write \( X^{-1} \) for \( x_1^{-1} x_2^{-1} \ldots x_k^{-1} \).

Last, we denote by \( \mathcal{P} \) the set of prime numbers, by \( v_p(n) \) the \( p \)-adic valuation of an integer \( n \in \mathbb{N}^* \), and use the convention

\[
\overline{\rho} := 1 - \rho
\] (26)

Remark 2.1. Note the following property of multivaluate Fourier coefficients if \( f(z) = \sum_n a_n z^n \)

\[
[x^n y^n] f(xy) = [x^n] [y^n] f(xy) = [x^n] a_n x^n = a_n
\]

and the following corollary if \( f \) is homogeneous of degree \( k\alpha \), namely \( f(\lambda X) = \lambda^{k\alpha} f(X) \) with \( X = (x_1, \ldots, x_k) \)

\[
[X^\alpha] f(X) := [X^{\alpha_1k_1}] f(X) = [X^0] X^{-\alpha_1k_1} x_1^{\alpha_k} f(1, x_2/x_1, \ldots, x_k/x_1)
\]

\[
= [X^0] (x_2/x_1)^{-\alpha} \cdots (x_k/x_1)^{-\alpha} f(1, x_2/x_1, \ldots, x_k/x_1)
\]

\[
= [x_1^0] [T^0] T^{-\alpha_1k_1} f(1, t_2, \ldots, t_k)
\]

\[
= [T^\alpha] f(1, t_2, \ldots, t_k)
\]

Here, the “change of variable” \( t_i = x_i/x_1 \) for \( i \in [2, k] \) amounts to a repeated application of the previous property.

Equivalently, one can use the representation (25) with \( \theta_1, \ldots, \theta_k \in [-\pi, \pi] \), change variable \( \varphi_j := \theta_j - \theta_1 \) for \( j \in [2, k] \) and then integrate on \( \theta_1 \).
2.2. Reminders on symmetric functions. The partitions of an integer \( n \) are weakly decreasing sequences \( \lambda := (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m) \) such that \( |\lambda| := \sum_{i=1}^{m} \lambda_i = n \) (see [187, ch. I.1]). We will write \( \lambda \vdash n \) for \( |\lambda| = n \). The length \( m \) of \( \lambda \) will be denoted by \( \ell(\lambda) \). The transpose of a partition will be denoted by \( \lambda' \).

For notations and definitions concerning symmetric functions, the reference is [187]. The Schur functions will be denoted by \( s_{\lambda} \), the power functions by \( p_{k} \), the homogeneous complete symmetric functions by \( h_n \) and the elementary symmetric functions by \( e_n \). We will give a relevant definition of these functions when necessary throughout the chapters.

The use of \( \lambda \)-ring/plethystic notations and alphabets will be done in the same vein as [221, 185, 136], using in particular the convention of [136] that writes plethysm with a bracket \([\cdot]\): the plethysm of a symmetric function \( f \) in an abstract alphabet \( \mathcal{A} \) will be denoted \( f[\mathcal{A}] \). This convenient language will be necessary to manipulate the “abstract” alphabets that we define now. For a quick introduction that shows brilliantly the advantage of such a formalism, we refer to [136, § 2] ; for examples of this formalism in effective computations, we refer to [221, § 4] and for a more advanced version of it, we refer to [185] (see also the thesis [250, ch. 2] and [89] for an accessible introduction although with different conventions).

Remark 2.2. We emphasize the reading of [136, § 2] as a critical introduction to plethysm in case the reader is not familiar with it.

Given the sets of variables or “alphabets” \( X := \{x_k\}_{k \geq 1} \) and \( Y := \{y_k\}_{k \geq 1} \), one defines
\[
\begin{align*}
p_k[X] &= \sum_{\ell \geq 1} x_{\ell}^k \\
p_k[X + Y] &= p_k[X] + p_k[Y] \\
p_k[X \cdot Y] &= p_k[X] p_k[Y]
\end{align*}
\]

Note the difference of convention between \( p_k(X + Y) = \sum_{\ell} (x_\ell + y_\ell)^k \) and \( p_k[X + Y] \) as defined above.

We can easily check that with these definitions, \( X + Y \) is the alphabet obtained by concatenating \( X \) and \( Y \) and \( X \cdot Y = \{x_k y_\ell\}_{k,\ell \geq 1} \) is a “tensor” alphabet. One can also see that + and \( \cdot \) are associative operations on the alphabets. From now on, we will forget the dot when considering a tensor alphabet and we will write \( XY \) for it. In particular, we will write \( tX \) for \( \{t\} \cdot X \). We also define the tensor-sum alphabet by \( X \oplus Y := \{x_k + y_\ell\}_{k,\ell \geq 1} \) and the exponentiated alphabet by \( e^{aX} := \{e^{ax}, x \in X\} \) for all \( a \in \mathbb{C} \). Note that \( e^{a(X \oplus Y)} = e^{aX} e^{aY} \) and that \( \oplus \) is associative with +, i.e. \( X \oplus (Y + Z) = X \oplus Y + X \oplus Z \).

We define the generating series of the complete homogeneous symmetric functions by
\[
H[X] := \sum_{n \geq 0} h_n(X) = \prod_{k \geq 1} \frac{1}{1 - x_k} \tag{27}
\]

This series is an important object that will be constantly referred to throughout this article. It is denoted by \( \Omega \) in [221, 136] and by \( \sigma \) in [185] and [187, I-2, rk. 2.15]. Here, we prefer to stick to the classical notation of [187, I-2 (2.5)] to avoid disturbing the reader.
Note in particular that replacing \( X \) by \( tX \) and taking the \( n \)-th Fourier coefficient yields
\[
h_n[X] = [t^n] H[tX]
\] (28)

With the usual convention \( p_\lambda := \prod_{k \geq 1} p_{\lambda_k} \), we have the relation [187, I (2.14)]
\[
\sum_\lambda \frac{t^{[\lambda]}}{z_\lambda} p_\lambda[X] = \prod_{k \geq 1} \frac{1}{1 - tx_k} = H[tX]
\]

Replacing \( X \) by \( XY \), we get
\[
\sum_\lambda \frac{t^{[\lambda]}}{z_\lambda} p_\lambda[X] p_\lambda[Y] = \prod_{k, \ell \geq 1} \frac{1}{1 - tx_k y\ell} = H[tXY]
\]

We now define the difference of two alphabets \( X - Y \) as the “abstract” alphabet such that [187, I-3, ex. 23]
\[
H[X - Y] = \frac{H[X]}{H[Y]}
\]

Using [187, I (2.10)], this last definition is equivalent to
\[
p_k[X - Y] = p_k[X] - p_k[Y]
\] (29)

Note that there is associativity of \( \oplus, \cdot \) with \(-\), i.e. \( X \oplus (Y - Z) = X \oplus Y - X \oplus Z \) and \( X(Y - Z) = XY - XZ \). Note also that \( f(-X) := f(-x_1, -x_2, \ldots) \neq f[-X] \). To differentiate these two operations and in accordance with the convention of [121, after I.2], we define the alphabet
\[
\varepsilon := \{-1\}
\] (30)

so that \( f[\varepsilon X] = f(-X) \).

The fundamental involution \( \omega \) [187, I-2, (2.7)] is defined by \( \omega(h_n) = e_n \) or \( \omega(e_n) = h_n \). Equivalently, it can be defined by \( \omega(s_\lambda) = s_{\lambda'} \) [187, I-3, (3.8)]. Since \( s_{\lambda}'[-X] = (-1)^{[\lambda]} s_{\lambda'}[X] = s_{\lambda'}[\varepsilon X] \) (see [136] or [187, I-3, (3.10)]), we thus have \( \omega(s_\lambda[X]) = s_{\lambda'[-\varepsilon X]} \) and one can define an abstract alphabet \( \hat{\omega} \) by
\[
\omega(s_\lambda[X]) = s_{\lambda}[\hat{\omega} X], \quad \hat{\omega} := -\varepsilon
\] (31)

The Cauchy identity is [187, I (4.3)]
\[
H[tXY] = \sum_\lambda t^{[\lambda]} s_\lambda[X] s_\lambda[Y]
\] (32)

According to [185, p. 9], this is “the most important formula in the theory of symmetric functions”. Changing \( X \) into \(-X\) in (32) and using \( s_\lambda[-X] = (-1)^{[\lambda]} s_{\lambda'}[X] \) gives the dual Cauchy identity
\[
H[-tXY] = \sum_\lambda (-t)^{[\lambda]} s_{\lambda'}[X] s_\lambda[Y]
\] (33)
Using this last identity, one has for all \( n \geq 0 \)
\[
\sum_{\lambda \vdash n} s_\lambda[X] s_\lambda[Y] = \sum_{\lambda \vdash n} \frac{1}{z_\lambda} p_\lambda[X] p_\lambda[Y]
\]
from what one can deduce that
\[
h_n[XY] = \sum_{\lambda \vdash n} \frac{1}{z_\lambda} p_\lambda[XY] = \sum_{\lambda \vdash n} s_\lambda[X] s_\lambda[Y]
\] (34)

We define the following root alphabet
\[
X^R := \{ x_jx_i^{-1}, 1 \leq i < j \leq n \}
\] (35)

Let \((e_i)_i\) be the canonical basis of \(\mathbb{C}^n\). We have used here the set of roots \(R := \{ e_i - e_j, i < j \}\) denoted by \(R_0^+\) in [187, I-5 ex. 16]; this is in fact the set of positive roots of type \(A_{n-1}\) (to simplify the notation, we abusively write \(R\) in place of \(R_0^+\)). With the multi-index notation, \(X^R = \{ X^r, r \in R \} = \{ x_jx_i^{-1}, i < j \}\).

We will in fact be more concerned with the set of negative roots (with \(\varepsilon = \{-1\}\))
\[
X^{\varepsilon R} := \{ X^r, r \in \varepsilon R \} = \{ x_jx_i^{-1}, 1 \leq i < j \leq n \}
\] (36)

A last abstract alphabet that we will use is \(1^\kappa\); it is defined as \((1,1,\ldots,1)\) (\(\kappa\) times) if \(\kappa \in \mathbb{N}^*\) and extended to the case \(\kappa \in \mathbb{R}_+^*\) by setting \(p_m[1^\kappa] = \kappa\) for all \(m \geq 1\), or equivalently, \(H[t1^\kappa] = H[t]^\kappa\). Note that \(1^\kappa1^\alpha = 1^{\kappa\alpha}\) as one can see in the case \(\alpha, \kappa \in \mathbb{N}^*\). This alphabet is understood as the action of constants in the \(\lambda\)-ring terms of [185, (2.1), (2.2)] and [89, (18)], but since we do not use the convention of [185] or [89] that writes alphabets with bold letters, we cannot distinguish between constants and alphabets and prefer to use this equivalent formulation. As a result, the plethystic/\(\lambda\)-ring square expansion writes \( (a+b)(a+b) = \{ a^2 \} + \{ b^2 \} + 1^2 \{ ab \} = a^2 + 1^2ab + b^2\), but the advantage is to keep the natural scaling property of the symmetric functions intact, contrary e.g. to [89, (20)]. We will only be concerned in this article with the case \(\kappa \in \mathbb{N}^*\), but natural applications use \(\kappa \in \mathbb{R}_+^*\).

**Example 2.3.** Here are some examples of classical functions that write as a \(H[\mathcal{A}]\) for a certain alphabet \(\mathcal{A}\):

(1) We have
\[
H[X^R] = \prod_{1 \leq i < j} \frac{1}{1 - x_i x_j}, \quad H[-X^R] = \prod_{1 \leq i < j} (1 - x_i x_j^{-1})
\]

(2) The Vandermonde determinant in the variables \(X := \{x_1, \ldots, x_n\}\) is defined by
\[
\Delta(X) := \prod_{1 \leq i < j \leq n} (x_i - x_j)
\]

A factorisation that uses \(\delta_n := (n - 1, n - 2, \ldots, 1, 0)\) gives
\[
\Delta(X) := \prod_{1 \leq i < j \leq n} x_i(1 - x_j/x_i) = X^{\delta_n} H[-X^{\varepsilon R}]
\]
(3) The Cauchy determinant \( C(X,Y) := \det \left( \frac{1}{1-x_i y_j} \right) \) writes
\[
C(X,Y) = H[XY - X^R - Y^R]
\]

(4) We recall that \( H[t1^k] = H[t]^k \). This implies \( H[tX1^k] = H[tX]^k = \prod_i (1 - tx_i)^{-k} \).

(5) The usual convention \( h_\lambda := \prod_{k \geq 1} h_{\lambda_k} \) and (28) gives the Fourier representation
\[
h_\lambda[X] = [U^\lambda] H[XU]
\]

Note that \( U = \{ u_1, \ldots, u_\ell \} \) for all \( \ell \geq \ell(\lambda) \).

(6) If \( A = \{ a_1, \ldots, a_n \} \), one has
\[
h_n[x - A] = \prod_{k=1}^n (x - a_k)
\]
Indeed,
\[
h_n[x - A] = [t^n] H[t(x - A)] = [t^n] \frac{1}{1-tx} H[-tA] = x^n H[-x^{-1}A]
\]

using the Cauchy (residue) formula for a polynomial.

(7) Let \( \mathcal{E} \) be the alphabet defined by \( p_k[\mathcal{E}] = 1_{\{ k = 1 \}} \). Then, using the fundamental formula \( H[A] = \exp \left( \sum_{k \geq 1} \frac{1}{k} p_k[A] \right) \) \cite[(2.10) p. 23]{187}, one gets \( H[z\mathcal{E}] = e^z \); this motivates the name exponential alphabet for \( \mathcal{E} \) and implies \( h_n[\mathcal{E}] = \frac{1}{n!} \).

(8) Let \( q \in \mathbb{C} \). The alphabet \( \frac{1}{1-q} \) is defined by \( \sum_{k \geq 0} \{ q^k \} := \{ q^k, k \geq 0 \} \). As a result, \( p_k \left[ \frac{1}{1-q} \right] = \frac{1}{1-q^n} \) if \( |q| < 1 \). For a possible use of such an alphabet, see \cite{136}.

(9) See also \cite[I-5, ex. 10]{187} for other specialisations of \( H \) with other alphabets.

Remark 2.4. Some of the aspects of symmetric function theory presented in this § can also be recast in the language of (combinatorial) Hopf algebras, see e.g. \cite[ch. 2.3]{197} for an introduction with probabilistic applications, \cite[ch. 2]{129} for combinatorial aspects or \cite[I-5, ex. 25 p. 91]{187} for a summary. The relevant Hopf algebra here is the algebra \( \Lambda \) of symmetric functions obtained by a projective limit in the category of graded rings as in \cite[ch. 1.2]{187}. The map \( S : f[X] \mapsto f[-X] \) is the antipode of \( \Lambda \), \( \Delta : f[T] \mapsto f[X + Y] \) is a possible coproduct/comultiplication\footnotemark, the classical multiplication of functions being the multiplication of \( \Lambda \), and the co-unit is given by \( 1^* : h_k \mapsto 1 - 1_{\{ k \geq 1 \}} \) (i.e. it gives the constant term of a symmetric function, namely \( 1^*(f[X]) = [X^0] f[X] \)).

\footnotetext{There are in fact two natural Hopf algebra structures on \( \Lambda \) as one can also consider the comultiplication \( \delta : f[T] \mapsto f[XY] \) that corresponds to the multiplication \( \ast : (p_\lambda, p_\mu) \mapsto \delta_{\lambda, \mu} z_\lambda p_\lambda \); see e.g. \cite[§ 2]{232} or \cite[I-7, ex. 20 p. 128]{187} for an exposition.
2.3. **Scalar products and unitary integrals.** The scalar product on the space of symmetric functions in a finite number of variables can be realised as the $L^2$ scalar product of the normalised Haar measure of the unitary group (see [187, ch. VI-9, rk 2 pp. 369-370] or [100]). We will denote it by

$$
\langle f, g \rangle_N := \int_{U_N} f(U) \overline{g(U)} dU
$$

where $dU$ designates the Haar measure on the space of unitary matrices $U_N$.

If the functions $f, g : U_N \to \mathbb{C}$ are invariant by conjugacy, their values on $U_N$ only depend on the eigenvalues of the matrices, hence define symmetric functions $\tilde{f}, \tilde{g} : U^N \to \mathbb{C}$ that we will denote, with an abuse of notation, by $f, g : U_N \to \mathbb{C}$. For such symmetric functions in $N$ variables $Z := (z_1, \ldots, z_N)$, the Weyl integration formula (see [187, ch. VI] or [54] for a probabilistic proof) writes

$$
\langle f, g \rangle_N = \frac{1}{N!} \left[ Z^0 \right] f(Z) g(Z^{-1}) \Delta(Z) \Delta(Z^{-1})
$$

(39)

Using example 2.3, one has

$$
\Delta(Z) \Delta(Z^{-1}) = Z^{\delta_N} H[-Z^{\varepsilon R}] Z^{-\delta_N} H[-Z^R]
$$

$$
= \prod_{i \neq j} (1 - z_i z_j^{-1})
$$

$$
= H[-Z^R - Z^{\varepsilon R}] = H[-Z^{(1+\varepsilon)R}]
$$

with $(1 + \varepsilon)R = R + \varepsilon R := \{sr, r \in R, s \in \{\pm 1\}\}$ in the plethystic/$\lambda$-ring sense. One thus has

$$
\langle f, g \rangle_N = \frac{1}{N!} \left[ Z^0 \right] f(Z) g(Z^{-1}) H[-Z^{(1+\varepsilon)R}]
$$

(40)

The Cauchy kernel $H[XY]$ for $X = \{x_1, \ldots, x_N\}$ and $Y = \{y_1, \ldots, y_N\}$ is the reproducing kernel of the Hilbert space of square integrable symmetric functions in $N$ variables (see [187, I-4, ex. 9], [185, lem. 5 p. 10] or [136, (2.6)]), namely, for all such symmetric functions $f$

$$
f[X] = \langle H[XY], f[Y] \rangle_N = \frac{1}{N!} \left[ Y^0 \right] f[Y^{-1}] H[XY - Y^{(1+\varepsilon)R}] 
$$

(41)

Using the Cauchy identity (32), this amounts to the following expansion

$$
f[X] = \sum_{\lambda} \langle f, s_{\lambda} \rangle_N s_{\lambda}[X]
$$

from which we deduce the orthogonality of the Schur functions [187, ch. I-4]

$$
\langle s_{\lambda}, s_{\mu} \rangle_N = \delta_{\lambda,\mu} \mathbb{1}_{\{\ell(\lambda) \leq N\}}
$$

(42)

The reproducing kernel property is an equivalent formulation of this last orthogonality, as remarked in [187, I-4, ex. 9] or in [185, lem. 5 p. 10], and the Cauchy identity (32)
amounts to the tensorial decomposition of the kernel in the theory of self-adjoint operator of Hilbert spaces:

\[ H[XY] = \sum_{\lambda} s_{\lambda} \otimes s_{\lambda}(X,Y) \]

The last (critical) property that we will use is the following: the application of plethystic composition \( C_A : f[X] \mapsto f[XA] \) is self-adjoint for the scalar product \( \langle \cdot, \cdot \rangle_N \) [136, (2.7)]:

\[ \langle C_A f[X], g[X]\rangle_N = \langle f[X] : C_A g[X]\rangle_N \iff \langle f[X] \cdot g[AX]\rangle_N \quad (43) \]

In particular, using the alphabet \( \hat{\omega} \) defined in (31), one sees that \( \omega = C_{\hat{\omega}} \) is self-adjoint. Since it is clearly an involution, it is thus an isometry.

**Remark 2.5.** Without specifying the number of variables, one still has the previous theory with an “abstract” scalar product \( \langle \cdot, \cdot \rangle_\infty \) on symmetric functions (see [187, I-4 (4.5)] or [185, § 1, p. 10]). In particular, all the previous properties work in this abstract setting (and were designed originally for it). As noted in [185], there are more subtleties with scalar products with finite alphabets. Note that the self-adjunction of \( C_A \) is proven in [136, (2.7)] for \( \langle \cdot, \cdot \rangle_\infty \), but the proof using the Cauchy product easily extends to \( \langle \cdot, \cdot \rangle_N \) (alternatively, one can use an expansion of \( f, g \) in terms of power functions).

2.4. **Classical tricks.** The following tricks are often useful in the study of scalar products with symmetric functions:

1. **Symmetrisation:** Define

\[ \sigma \cdot f(x_1, \ldots, x_n) := f(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) \]

Since \( \sigma \cdot \Delta(X) = \varepsilon(\sigma)\Delta(X) \) where \( \varepsilon(\sigma) \) is the signature of \( \sigma \in \mathfrak{S}_n \) (not to be mistaken with (30)), for all \( F \) symmetric,

\[ \sum_{\sigma \in \mathfrak{S}_N} \sigma \cdot (F(X)\Delta(X)) = \Delta(X) \sum_{\sigma \in \mathfrak{S}_N} \varepsilon(\sigma)\sigma \cdot F(X) \]

2. **Scalar product symmetrisation:** For all \( F \) symmetric in \( N \) variables, one has

\[ [X^0] F(X)H[-X^R] = \frac{1}{N!} [X^0] F(X)\Delta(X)\Delta(X^{-1}) = \frac{1}{N!} [X^0] F(X)H[-X^{1+\varepsilon(R)}] \quad (44) \]

The last equality follows from the equivalence between (39) and (40). The first one comes from

\[ [X^0] F(X)H[-X^R] = [X^0] F(X)X^{-\delta_N} \Delta(X) \]

\[ = [X^0] \frac{1}{N!} \sum_{\sigma \in \mathfrak{S}_n} \sigma \cdot (F(X)X^{-\delta_N} \Delta(X)) \]

\[ = [X^0] \frac{1}{N!} F(X)\Delta(X) \sum_{\sigma \in \mathfrak{S}_n} \varepsilon(\sigma)\sigma \cdot (X^{-\delta_N}) \]

\[ = \frac{1}{N!} [X^0] F(X)\Delta(X)\Delta(X^{-1}) \]
where we have used \( \Delta(X) = \det \left( x_i^{j_N(j)} \right)_{1 \leq i,j \leq N} = \sum_{\sigma \in \mathfrak{S}_n} \varepsilon(\sigma) \sigma \cdot X^{\delta_N} \). Note that one can also use \([X^0] F(X) H[-X^\varepsilon R] \) in place of \([X^0] F(X) H[-X^R] \).

(3) \(H\)-reproducivity: The reproducing kernel applied to itself gives \( \langle H[XU], H[UY] \rangle_N = H[XY] \), namely, using the previous trick

\[
H[XY] = [U^0] \ H[XU + YU^{-1} - U^\varepsilon R] \quad (45)
\]

3. Theory

3.1. The ubiquitous Schur function. The following ratio of alternants \([187, I-3 (3-1)]\) can be taken as a definition of the Schur functions:

\[
s_\lambda(X) := \frac{\det \left( x_i^{\lambda_j + n-j} \right)_{1 \leq i,j \leq n}}{\Delta(X)}, \quad X := \{x_1, \ldots, x_n\} \quad (46)
\]

Their Bethe ansatz form is given by

\[
s_\lambda(X) = \sum_{\sigma \in \mathfrak{S}_n} \sigma \cdot (X^\lambda H[X^\varepsilon R]) \quad (47)
\]

Indeed, one has

\[
s_\lambda(X) := \frac{\det \left( x_i^{\lambda_j + n-j} \right)}{\Delta(X)} = \frac{1}{\Delta(X)} \sum_{\sigma \in \mathfrak{S}_n} \varepsilon(\sigma) \sigma \cdot (X^{\lambda + \delta_n}) \cdot \delta_n := (n-1, n-2, \ldots, 1)
\]

\[
= \sum_{\sigma \in \mathfrak{S}_n} \sigma \cdot \left( X^{\lambda + \delta_n} \frac{1}{\Delta(X)} \right) = \sum_{\sigma \in \mathfrak{S}_n} \sigma \cdot (X^\lambda H[X^\varepsilon R])
\]

since \( \Delta(X) = X^{\delta_n} H[-X^\varepsilon R] \) by example 2.3.

From the Bethe representation (47), one can deduce the following Fourier representation analogous to (37) for \(h_\lambda\)

\[
s_\lambda(X) = [U^\lambda] \ H[XU - U^\varepsilon R] \quad U := \{u_1, \ldots, u_\ell\}, \ \ell \geq \ell(\lambda) \quad (48)
\]

Indeed, using the reproducing kernel property (41), one has

\[
s_\lambda(X) = \sum_{\sigma \in \mathfrak{S}_n} \sigma \cdot (X^\lambda H[X^\varepsilon R])
\]

\[
= \frac{1}{n!} [U^0] \sum_{\sigma \in \mathfrak{S}_n} \sigma \cdot (U^{-\lambda} H[U^{R}]) \ H[XU - U^{(1+\varepsilon)R}]
\]

\[
= \frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} [U^0] \ U_{\sigma}^{-\lambda} H[U_{\sigma}^{R}] \ H[XU - U^{(1+\varepsilon)R}], \quad U_{\sigma} := \sigma \cdot U
\]
\[ s_\lambda(X) = \det(h_{\lambda,\ell-t-j}[X])_{1 \leq i, j \leq \ell}, \quad \forall \ell \geq \ell(\lambda) \quad (49) \]

as one can write

\[ s_\lambda(X) = [U^\lambda] H[XU - U^{\varepsilon R}] \]

\[ = [U^\lambda] H[XU] H[-U^{\varepsilon R}] = [U^\lambda] \prod_{i=1}^\ell H[u_i X] U^{-\delta_i} \Delta(U) \]

\[ = [U^{\lambda + \delta_i}] \prod_{i=1}^\ell H[u_i X] \sum_{\sigma \in \mathcal{S}_\ell} \varepsilon(\sigma) \prod_{r=1}^\ell u_r^{\ell - \sigma(r)} \]

\[ = \sum_{\sigma \in \mathcal{S}_\ell} \varepsilon(\sigma) \prod_{r=1}^\ell [u_i^0] u^{-\lambda_r - \ell + r} u^{\ell - \sigma(r)} H[uX] \]

\[ = \sum_{\sigma \in \mathcal{S}_\ell} \varepsilon(\sigma) \prod_{r=1}^\ell h_{\lambda_r + \sigma(r) - r}[X] \]

\[ =: \det(h_{\lambda,\ell-t-j}[X])_{1 \leq i, j \leq \ell} \]

Note that (48) can be specialised to any abstract alphabet previously defined using the specialisations of \(H[XU]\). For instance,

\[ s_\lambda[(X - Y)^1 + \theta \mathcal{E}] = [U^\lambda] H[((X - Y)^1 + \theta \mathcal{E})U - U^{\varepsilon R}] = [U^\lambda] \frac{H[XU]^\kappa}{H[YU]^\kappa} e^{\theta \delta_U(U)} H[-U^{\varepsilon R}] \]

This is also the case of (49) written as a “Toeplitz minor” \(s_\lambda[A] = \det([t^{\lambda_i + \ell - j}H[tA])_{1 \leq i, j \leq \ell}\)

Remark 3.1. The Schur function is the Hall-Littlewood polynomial \(Q_\lambda(X|t)\) at \(t = 0\). The equality (48) is one such form. The Fourier form of the Hall-Littlewood polynomial is given by [187, III-2 (2.15)] (see also [250, def. 2.5.1])

\[ Q_\lambda(X|t) = [U^\lambda] H[(1 - t)(XU - U^{\varepsilon R})] \quad (50) \]

and their Bethe form is given by [187, III-2 (2.11)]

\[ Q_\lambda(X|t) := \sum_{\sigma \in \mathcal{S}_n} \sigma \cdot (X^\lambda H[(1 - t)X^{\varepsilon R}]) \quad (51) \]

Note also the following generalisation of \(Q_\lambda(X|t)\) due to Jing [154, proof prop. 1.4]:

\[ J_\lambda(X|q, t) = [U^\lambda] H\left[\frac{1 - t}{1 - q}(XU - U^{\varepsilon R})\right] \quad (52) \]
Remark 3.2. Using the scalar product symmetrisation (44), one can write (48) as

\[ s_\lambda[X] = [U^\lambda] H[XU - U^{\epsilon R}] \]
\[ = [U^0] U^{-\lambda - \delta} H[XU] \Delta(U) \quad \text{by example 2.3} \]
\[ = \frac{1}{\ell!} [U^0] \left( \sum_{\sigma \in \mathcal{S}_\ell} \varepsilon(\sigma) \sigma \cdot U^{-\lambda - \delta} \right) H[XU] \Delta(U) \]
\[ = \frac{1}{\ell!} [U^0] s_\lambda(U^{-1}) H[XU] \Delta(U) \Delta(U^{-1}) \]
\[ = \langle H[XU], s_\lambda(U) \rangle_\ell, \quad \forall \ell \geq \ell(\lambda) \] (53)
i.e. (48) is just a particular instance of the Reproducing Kernel property (41) (it was used at the beginning of its proof). In the case of a rectangular partition, using the scalar product symmetrisation trick (44) or the last RKHS formula, one then gets

\[ s_{Nk}[X] = \frac{1}{k!} [U^N] H[XU] \Delta(U) \Delta(U^{-1}) \]
\[ = \frac{1}{k!} [U^N] s_{Nk}(U^{-1}) H[XU] \Delta(U) \Delta(U^{-1}) \quad \forall \ell \geq \ell(\lambda) \] (54)

Using the Cauchy identity (32) and the fact that the only valid partitions in the expansion that will not give a zero scalar product are the ones satisfying \( \lambda \vdash Nk \) by the orthogonality (42), one has

\[ s_{Nk}[X] = \frac{1}{k!} [U^N] \sum_{\lambda \vdash Nk} s_\lambda(U) s_\lambda[X] \Delta(U) \Delta(U^{-1}) \]

namely, using (34)

\[ s_{Nk}[X] = \frac{1}{k!} [U^N] h_{Nk}[XU] \Delta(U) \Delta(U^{-1}) \], \quad U := \{u_1, \ldots, u_k\} \] (55)
as as announced in (22). These formulas are of course valid for any specialisation of \( H \), i.e. for any abstract alphabet \( X \).

3.2. The Schur-CUE connection. The representation theory of \( \mathcal{U}_N \) was famously pioneered in random matrix theory by Diaconis and Shashahani in their study of \( (\text{tr}(U_N^k))_{k \geq 1} \) [100]. In a similar vein of (7)/(67), the traces of powers of \( U_N \) write as the power functions in the eigenvalues of \( U_N \), and their moments are thus given by scalar products of these functions, a study that can be performed by a suitable change of basis with the Schur functions [100, proof of thm. 2]. This first use of the Schur functions in this field opened the path for the use of representation-theoretic methods in the study of \( U_N \), and we refer to [96] for an overview of some of its developments.

Since \( Z_{U_N}(X) = \prod_{j=1}^N (1 - X \lambda_{j,N}) = H[-X \lambda] \) where \( \lambda := (\lambda_{j,N})_{1 \leq j \leq N} \) are the eigenvalues of \( U_N \), it seems natural to express quantities involving \( Z_{U_N} \) in terms of Schur functions with
(33) for instance. The joint moments (or autocorrelations) of $Z_{UN}(X)$ have been computed in numerous articles [85, 26, 66, 78, 80, 81] after several similar studies for other matrix ensembles. In the case of the $CUE_N$, up to a multiplicative factor, they take the form of a Schur function of a rectangular diagram, a fact first remarked in [78, (2.11)] (and by Zirnbauer and Nonnenmacher in a private communication to the authors of [78]).

$$E\left(\prod_{\ell=1}^{m} Z_{UN}(x_{\ell}) \prod_{j=1}^{k} Z_{UN}(y_{j}^{-1})\right) = \prod_{\ell=1}^{k} y_{\ell}^{-N} s_{Nk}(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{k})$$

(56)

with $N^k = (N, \ldots, N)$ ($k$ times) a rectangular partition.

We recall here the proof of Bump and Gamburd [66] with a plethystic/\(\lambda\)-ring perspective:

**Proof of (56).** Let $X := \{x_{1}, \ldots, x_{k}\}$, $Y := \{y_{1}, \ldots, y_{m}\}$ and $U := \{u_{1}, \ldots, u_{N}\}$. We have

$$E\left(\prod_{\ell=1}^{m} Z_{UN}(x_{\ell}) \prod_{j=1}^{k} Z_{UN}(y_{j}^{-1})\right) = \int U_{N} \prod_{\ell=1}^{k} \det(I - x_{\ell}U) \prod_{j=1}^{m} \det(I - y_{j}^{-1}U^{-1}) \, dU$$

$$= \int U_{N} \prod_{j=1}^{k} \det(-y_{j}^{-1}U^{-1}) \prod_{\ell=1}^{m} \det(I - z_{\ell}U) \, dU$$

$$= \prod_{j=1}^{k} (-y_{j})^{-N} \frac{1}{N!} [U^{0}] U^{-k} H[-U(X + Y)] \Delta(U) \Delta(U^{-1}) \text{ by (40)}$$

$$= \prod_{j=1}^{k} (-y_{j})^{-N} \frac{1}{N!} [U^{k}] H[-U(X + Y) - U^{(1+\varepsilon)R}]$$

$$= \prod_{j=1}^{k} (-y_{j})^{-N} s_{Nk}[-(X + Y)]$$

using (44) followed by (48) for $\lambda = k^N$.

We then conclude with (31), i.e. $s_{\lambda}[-\mathcal{A}] = (-1)^{\lambda} s_{\lambda}[\mathcal{A}]$ and $(k^N)' = N^k$. 

The plethystic perspective on this theorem allows to generalise it to abstract specialisations of $H[-U\mathcal{A}]$ such as the ones given in example 2.3, since it appears in the core of the proof. Consider for instance the alphabet $\mathcal{E}$ defined in example 2.3 and let $\theta \in \mathbb{R}$. One has

$$s_{Nk}[X + \theta \mathcal{E}] = (-1)^{kN} s_{Nk}[-(X + \theta \mathcal{E})] \text{ by (31)}$$

$$= \frac{1}{N!} [U^{k}] H[-U(X + \theta \mathcal{E}) - U^{(1+\varepsilon)R}]$$

$$= \frac{1}{N!} [U^{0}] U^{-k} H[-\theta \mathcal{E}] H[-U X] H[-U^{(1+\varepsilon)R}]$$
\[
\int_{U_N} \det(U)^{-k} e^{-\theta \text{tr}(U)} \prod_{x \in X} \det(I - xU) \, dU
\]
since \(H[-U\theta E] = \prod_{u \in U} H[-\theta u E] = \prod_{u \in U} e^{\sum_{\ell \geq 1} \ell \cdot p_u[-u\theta E]} = e^{-\theta \text{tr}(U)}\).

The exponential alphabet will not be of any use in this article (see e.g. [51, (2.11), § 2.4.2, &c.] for applications in integrable probabilities) but we will see the advantage of such a general framework in § 4.3 with supersymmetric specialisations.

3.3. A plethystic-RKHS perspective on duality. Duality (or involution) is a general mathematical concept that expresses a transformation exchanging two quantities which, once again applied gives back the original configuration. Originally, the projective duality was deduced by Poncelet from the observation that exchanging the words “points” and “lines” in classical theorems in projective geometry implied new results [5, § 6.1.2]. The projective point of view was then outclassed by the linear one, a projective space \(P\) of dimension \(n\) being the space of lines \(P(V)\) of a vector space \(V\) of dimension \(n + 1\) and its projective dual being \(P^* \simeq P(V^*)\) where \(V^*\) is the space of linear forms on \(V\). A last layer of generalisation started then from the category \(\text{Vec}\) of vector spaces to any category having a contravariant involution (the modern point of view). For instance, the inversion \(g \mapsto g^{-1}\) can be seen as an involution in any group (the group being seen as a category with one object, see [5, § 6.2.2]). Since such a map is also the antipode of the underlying group algebra, it is natural to investigate the duality induced by the fundamental involution \(\omega\) which is related to the antipode of \(\Lambda\) as noted in remark 2.4.

In the Bump-Gamburd proof of (56), one sees that for \(\mathcal{A} := X + Y\)

\[
s_N^k[A] = \int_{U_N} \det(U)^{-k} \prod_{a \in A} \det(I - aU) \, dU = \mathbb{E} \left( \det(U_N)^{-k} \prod_{a \in A} Z_{U_N}(a) \right)
\]
whereas the RKHS formula (48)/(53) writes for \(\ell = k\) (in which case \(s_N^k(U) = \det(U)^N\))

\[
s_N^k[A] = \langle H[XA], s_N^k[X] \rangle_k = \int_{U_k} \det(U)^{-N} \prod_{a \in A} \det(I + aU)^{-1} \, dU
\]

\[
= \mathbb{E} \left( \det(U_k)^{-N} \prod_{a \in A} Z_{U_k}(-a)^{-1} \right)
\]

We thus have the formula

\[
\mathbb{E} \left( \det(U_N)^{-k} \prod_{j=1}^\ell Z_{U_N}(-x_j) \right) = \mathbb{E} \left( \det(U_k)^{-N} \prod_{j=1}^\ell Z_{U_k}(x_j)^{-1} \right)
\]

(57)
that exchanges \(N\) and \(k\) and that can be written in a more algebraic way as

\[
s_k^N[\hat{\omega}X] = s_N^k[X],
\]

(58)
a property that was already remarked in § 2.2 with [187, I-3, (3.8)].

The formula (48) equivalent to (58) is thus a duality formula in the categorical sense (more precisely in the category of graded algebras by (58) since \(\Lambda\) is such an algebra).
Nevertheless, to pass from (58) to (57), one has applied the Riesz representation theorem for the evaluation\textsuperscript{8} in the $L^2$ space of the relevant group ($\mathcal{U}_N$ or $\mathcal{U}_k$) with the reproducing kernel structure. This is thus the conjunction of the $\lambda$-ring structure and the RKHS structure that produces the duality.

Such dualities à la Kontsevitch\textsuperscript{174} exchanging $N$ and $k$ integrals are of obvious use in tackling asymptotics issues as it bypasses the usual pathology of probability theory (the growing number of integrals) ; as a result, it has been extensively studied in probability theory and mathematical physics, and in particular in random matrix models [64, 111, 151, 174, 171, 203, 243, &c.]. For instance, for GUE random matrices, one has [203, (2.57)]

$$\int_{\mathcal{H}_N} \det(\Lambda_k \otimes I_N - I_k \otimes H) \, d\text{GUE}_N(H) = \int_{\mathcal{H}_k} [\det(H + \Lambda_k)]^N \, d\text{GUE}_k(H)$$

where $\mathcal{H}_k$ is the space of Hermitian matrices, $\Lambda_k$ is a $k \times k$ diagonal matrix, $d\text{GUE}_k(H) = e^{-\frac{1}{2} \text{tr}(HH^*)} \frac{dH}{(2\pi)^{(k+1)/4}}$ and $dH$ is the Lebesgue measure on this space (note also the deformed GUE with external source in e.g. [64, (5), (6)]).

The general concept of duality is nowadays coined to designate a general exchange between a set of parameters in an equality of expectations. In the case of Hermitian matrix models and their chiral generalisations (analogous to $\beta$ circular matrix models), the breakthrough by Desrosiers [94] summarises all previous attempts to derive duality results. The general exchange of parameters is given in [94, (1.6)] and shows that the GUE case is self-dual (since $\beta$ is replaced by $4/\beta$ in general $\beta$-ensembles). This is also the case of the CUE, as shown by Matsumoto [192]\textsuperscript{9}.

Apart from exact formulas resulting from ad-hoc manipulations, methods to prove duality have been so far of two types that one could call, in a probabilistic language, Gaussian and Markovian. Gaussian processes are the probabilistic counterpart of the theory of RKHS : every (centered) Gaussian process $(X_t)_t$ is uniquely defined (up to a modification) by its covariance $C_Z : (u, v) \mapsto \mathbb{E}(X_u X_v)$ which is a positive definite function, or equivalently by the associated kernel operator, and a famous theorem of Moore-Aronszajn associates in a unique way an RKHS to its kernel ; a Gaussian process is thus uniquely equivalent to an RKHS. Similarly to a Gaussian process, a Markovian process $(X_t)_t$ is defined in a unique way by an operator $\mathcal{L}$ called the infinitesimal generator (and by the domain on which it acts). Methods to prove duality by means of an operator are philosophically of the same type and only differ in practice from the nature of the considered operators : reproducing kernel/covariance operators are integral operators whereas infinitesimal generators are often differential or integro-differential operators. In fact, since the semi-group $(e^{t\mathcal{L}})_{t \geq 0}$ of a differential operator $\mathcal{L}$ is an integral operator, RKHS methods can become equivalent.

\textsuperscript{8}The canonical evaluation $r_a : f \mapsto f(a)$ is continuous in an RKHS $(H, \langle \cdot, \cdot \rangle_H)$ and by the Riesz representation theorem, $\exists ! R_a \in H$ s.t. $r_a = \langle R_a, \cdot \rangle_H$. The Riesz representant $R_a$ is said to be a reproducing kernel by the property $R_a(b) = r_b(R_a) = \langle R_a, R_b \rangle_H = R(a, b)$ a particular case of which is given in (45).

\textsuperscript{9}Even if the paper was “withdrawn by the author due to a crucial error” for general $\beta$, the case $\beta = 2$ remains valid and recovers the duality result of the present paper.
3.4. CFKRS with RKHS. The CFKRS formula (21) also starts from (56) with \( s_{N^m}[X + Y] \) given in [78, (2.11)]; here \( X := \{x_1, \ldots, x_m\} \) and \( Y := \{y_1, \ldots, y_k\} \) (hence \( k = n - m \) in [78, (2.11)]). It then proceeds with manipulations that are “non standard” in the theory of symmetric functions, ending up with a sum over the set \( \Xi_m \) of \( \binom{n}{m} \) permutations that differentiates between \( X \) and \( Y \), by ordering the \( m \) first variables and the \( k \) last variables. With the notations of § 2, [78, (2.16)] writes

\[
 s_{N^m}[X + Y] = \sum_{\sigma \in \Xi_m} \sigma \cdot (Y^N H[XY^{-1}]) \quad \iff \quad s_{N^m}[e^X + e^Y] = \sum_{\sigma \in \Xi_m} \sigma \cdot (e^{Np(Y)} H[e^X e^Y])
\]

Now, applying the RKHS formula for symmetric functions with the Cauchy kernel in \( n = m + k \) variables given in (41), one gets with \( U := \{u_1, \ldots, u_n\} = U_- + U_+ \) and \( U_- := \{u_1, \ldots, u_m\} \),

\[
 s_{N^m}[e^X + e^Y] = \left\langle \sum_{\sigma \in \Xi_m} \sigma \cdot (e^{Np(U_+)} H[e^{U_-} e^{U_+}]), H[(X + Y)U] \right\rangle_{U \in \mathcal{U}_n}
\]

\[
 = \frac{1}{n!} \int_{U^n} e^{Np(U_+)} H[e^{U_-} e^{U_+}] H[(X + Y)U^{-1}] |\Delta(U)|^2 d^nU
\]

which is exactly [78, (2.17)] given in (21) after easy manipulations on the Vandermonde determinant and the Cauchy product.

The CFKRS formula (21) is thus a particular evaluation formula in an RKHS. It perfectly fits into the framework of the theory presented here and only differs from (53) by the “non standard” manipulations that aim at separating \( X \) and \( Y \). Such a manipulation, although relevant from the point of view of the analogy with the \( \zeta \) function, has several drawbacks: the number of integrals is \( n = k + m \) in place of \( m \) (the minimal required amount of possible integrals to apply the RKHS property), the separation of variables seems artificial with
regards to the original symmetry, and one does not easily see the scaling property of the Schur function. More importantly, since the “non standard manipulations” are only valid for “classical” alphabets, one cannot extend the formalism for abstract alphabets (see e.g. the discrepancy with the supersymmetric case of \[80\] given in \[20, Thm\ 1.3\]), and due to the exponential term \(e^{Np_1(U_+)}\) that is not polynomial, one cannot replace \(H[(X + Y)U^{-1}]\) by \(h_{Nn}[(X + Y)U^{-1}]\). This last drawback is at the core of the additional manipulations described in § 1.4 when extracting any asymptotic behaviour.

3.5. **Duality in \(\mathcal{H}_N\).** There are three ways to exchange integrals over \(\mathcal{U}_N\) and \(\mathcal{H}_N\):

- the exponential map \(H \in \mathcal{H}_N \mapsto e^{iH} \in \mathcal{U}_N\) gives a measure studied in \[117\] in link with the fractional Brownian motion with Hurst index equal to 0; the Jacobian of the “diagonisation map” was computed in \[204, (4)\] and gives an interesting measure proportional to \(\prod_{1 \leq i < j \leq N} \text{sinc}(\frac{h_i - h_j}{2})^2 dh\) for the law of the eigenvalues,

- the stereographic projection or Cayley map \(C : U \in \mathcal{U}_N \mapsto (1 - U)(1 + U)^{-1} = -I_N + 2(I_N - U)^{-1} \in \mathcal{H}_N\) (see e.g. \[147, ch.\ 3-1\]) maps the \(\text{CUE}_N\) to the Cauchy Ensemble on \(\mathcal{H}_N\) whose measure is given by \(d\mathbb{P}_{\text{Cauchy},N}(H) := \det(I_N + H^2)^{-N}dH\) where \(Z_N\) is an explicit constant,

- the Askey trick (see e.g. \[110, (1-15)\]) is the following identity

\[
\int_{\mathbb{C}^N} |z|^c f(-z) \frac{d^N z}{z} = \left(\frac{\sin(\pi \zeta)}{\pi}\right)^N \int_{[0,1]^N} |x|^c f(x) \frac{d^N x}{x},
\]

where \(Z := \{z_1, \ldots, z_N\}, X := \{x_1, \ldots, x_N\}, f\) is a Laurent series and \(\zeta \notin \mathbb{Z}\) is such that the RHS (hence the LHS) exists. The limitation \(\zeta \notin \mathbb{Z}\) is critical to define the LHS, and one cannot express Fourier coefficients in such a way. It was for instance used in \[112, (1.29)\] to relate the \(\text{CUE}\) with the \(\text{JUE}\).

These links were thoroughly exploited in numerous articles, and in particular the Cayley transform (see e.g. \[57, 206\] for a similar construction in both spaces, with similarities and differences). It was notably used by Winn in his study of the derivative of \(Z_{U_N}\) \[249, proof\ of prop.\ 3.4\] using the change of variables \(x_j = \cot(\theta_j/2)\) in the Weyl integration formula (40). Note indeed that\(^{10}\) (see e.g. \[230, \S\ 3.1\] or \[204, (1)\])

\[
\Delta(e^{i\theta}) = \prod_{1 \leq k < \ell \leq N} (e^{i\theta_k} - e^{i\theta_\ell}) = \prod_{1 \leq k < \ell \leq N} e^{i(\theta_k + \theta_\ell)/2} (e^{i(\theta_k - \theta_\ell)/2} - e^{i(\theta_\ell - \theta_k)/2})
\]

\[
= e^{\sum_{j=1}^{N-1} \theta_j} \prod_{1 \leq k < \ell \leq N} 2i \sin(\theta_k/2 - \theta_\ell/2)
\]

\[
= (2i)^{N(N-1)/2} e^{i\sum_{j=1}^{N-1} \theta_j} \prod_{1 \leq k < \ell \leq N} (\sin(\theta_k/2) \cos(\theta_\ell/2) - \sin(\theta_\ell/2) \cos(\theta_k/2))
\]

\[
= (2i)^{N(N-1)/2} e^{i\sum_{j=1}^{N-1} \theta_j} \prod_{1 \leq k < \ell \leq N} \sin(\theta_k/2) \sin(\theta_\ell/2) (\cot(\theta_k/2) - \cot(\theta_\ell/2))
\]

\(^{10}\)These manipulations are equivalent to \[249, between (4.7) and (4.9)\] in \(X\)-coordinates.
\[(2i)^{N(N-1)/2} e^{i\sum_{j=1}^{N-1} \theta_j} \prod_k \sin(\theta_k/2) (N-1)/2 \Delta(\cot(\theta/2))\]

and \[e^{i \text{Arc cot}(x)} = \frac{i+x}{\sqrt{1+x^2}} = \frac{i+x}{|i+x|}.\] Since \[d \text{Arc cot}(x) = -\frac{dx}{1+x^2},\] we get for an integrable class function \(f\),

\[
\int_{\mathcal{U}_N} f(U) dU = \frac{1}{N!} \int_{[-\pi, \pi]^N} f(e^{i\theta_1}, \ldots, e^{i\theta_N}) |\Delta(e^{i\theta})|^2 \frac{d\theta}{(2\pi)^N} \text{ by (40)}
\]

\[
= \frac{2^{N(N-1)}}{(2\pi)^N N!} \int_{\mathbb{R}^N} f\left(\frac{(i+x_1)^2}{1+x_1^2}, \ldots, \frac{(i+x_N)^2}{1+x_N^2}\right) \Delta(x)^2 \prod_{j=1}^{N} \frac{1}{(1+x_j^2)^{(N-1)/2}} dx_j
\]

which gives the Cauchy measure proportional to \(\det(I + H^2)^{-N}\) after the usual Jacobian computation in \(\mathcal{H}_N\). Note that the characteristic polynomial in 1 corresponds to \(f(X) = \prod_j (1-x_j)\), hence is particularly adapted to the transform. So is \(Z_{U_N}/Z_{U_N}\) that writes in terms of \(\cot(\theta_i/2)\). It seems nevertheless more complicated to look at the multipoint setting with this method, or in any other point than 1, hence, the duality method that we propose in § 4.8 seems more general from this perspective.

A duality for the Cauchy measure in the same vein as (59) for the \(GUE\) was given in [249, (4.23)] using the \(LUE\) instead and a result of Brézin-Hikami [61, (15)]. Such a result constitutes a duality formula that is proven without any symmetric function theory but which is equivalent to (57) and more precisely to (62) (the method is classical and used e.g. in [3, 81]; it is equivalent to the computation of the correlation functions of a determinantal measure by successive integrations). This last formula was re-written as an integral in [61, (21), (34)], and one can guess with (46) that it hides an instance of the Schur function with (the numerator of) the alternant present in [61, (21)]. This explains why this formula “looks like” (21) as stated in § 1.4.

4. Applications

We now give new proofs of the results described in section 1.2. The notations and functions \(h_{c,\infty}^{(\kappa)}\) and \(\tilde{h}_{c,\infty}^{(\kappa)}\) that we use are given in annex A.

4.1. The Keating-Snaith theorem. The celebrated Keating-Snaith theorem [165, (15), (16)] is enunciated in theorem 1.2 and in (4). Although a particular case of several results defined in section 1.2, the importance of this theorem and the conjecture about the moments of \(\zeta(1/2+iTU)\) for \(U \sim \mathcal{U}([0, 1])\) that followed justifies a particular treatment. The machinery to prove it based on the previous considerations will moreover be the prototype of all following proofs. For the reader’s convenience, we recall here its statement:

**Theorem 4.1** (Value of the characteristic polynomial in 1). For all \(k \geq 1\), one has

\[
\frac{\mathbb{E}(|Z_{U_N}(1)|^{2k})}{N^{k^2}} \xrightarrow{N \to +\infty} \tilde{L}_1(k)
\]
where
\[
\tilde{L}_1(k) := \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{L_1}(0, x_2, \ldots, x_k) \Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k
\]
(61)

\[
\Phi_{L_1}(0, x_2, \ldots, x_k) := e^{2i\pi(k^2-1) \sum_{j=2}^{k} x_j} h_{k,\infty}^{(2k)}(0, x_2, \ldots, x_k)
\]

Proof. Using (56), we have
\[
\mathbb{E}\left( |Z_{U_N}(1)|^{2k} \right) := \int_{U_N} |\det(I - U)|^k \, dU
\]
\[
= \int_{U_N} |\det(I - U)|^k \det(I - U^{-1})^k \, dU
\]
\[
= (-1)^{kN} \int_{U_N} \det(U)^{-k} \det(I - U)^{2k} \, dU = (-1)^{kN} s_{kN} [1^{2k}]
\]

One then has with (54)
\[
s_{Nk}[1^{2k}] = \frac{1}{k!} \int_{U_k} U^{-N} H[U] |\Delta(U)|^2 \frac{d^*U}{U}, \quad U := \{u_1, \ldots, u_k\}
\]
\[
= \frac{1}{k!} \int_{U_k} U^{-N} h_{Nk}[1^{2k}U] |\Delta(U)|^2 \frac{d^*U}{U} \quad \text{with (55)}.
\]
\[
= \frac{1}{k!} \int_{U_k} U^{-N} h_{Nk}^{(2k)}(U) |\Delta(U)|^2 \frac{d^*U}{U}
\]
\[
= \frac{1}{k!} \int_{U_k} \prod_{j=2}^{k} \left( \frac{u_j}{u_1} \right)^{-N} u_1^{Nk} h_{Nk}^{(2k)} \left( 1, \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1} \right) |\Delta(1, v_2, \ldots, v_k)|^2 \frac{d^*V}{V}, \quad V := \{v_2, \ldots, v_k\}
\]

Here, we have used the trick of remark 2.1, i.e. we have set \( u_1 = e^{2i\pi \phi}, \) \( v_j := u_j/u_1 = e^{2i\pi \theta_j} \) with \( \theta_j \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \) for all \( j \in [2, k] \) and then integrated in \( u_1 \), making this variable disappear. Note that this all comes from the homogeneity of \( h_m \), i.e. \( h_m[\lambda A] = \lambda^m h_m[A] \) (and the homogeneity of \( |\Delta(U)|^2 \)); this homogeneity is of course valid for any abstract alphabet \( A \); there is no such property for \( H[\lambda A] \), even if the two integrals are equal, hence, the “hyperplane concentration” is more difficult to highlight with \( \int_{U_k} U^{-N} H[U^{1^{2k}}] |\Delta(U)|^2 \frac{d^*U}{U} \) (see also remark A.9).

Setting \( x_j := \theta_j N \), one now gets
\[
\mathbb{E}\left( |Z_{U_N}(1)|^{2k} \right) = \frac{1}{k!} \int_{\left[ \frac{-N}{2}, \frac{N}{2} \right]} e^{-2i\pi \sum_{j=2}^{k} x_j} h_{k,N}^{(2k)} \left( 1, e^{2i\pi x_2/N}, \ldots, e^{2i\pi x_k/N} \right)
\]
\[
\times |\Delta(1, e^{2i\pi x_2/N}, \ldots, e^{2i\pi x_k/N})|^2 \frac{dx_2 \ldots dx_k}{N^{k-1}}
\]
The only step to justify is the limit that gives the equivalent. As stated in the introduction, this is a local limit theorem, hence, we use the dominated convergence given by inequality (156). The limiting function is seen integrable using the first criteria (158) with $(K, M, \kappa) = (k - 1, 1, 2k)$ which is clearly fulilled for all $p \in \{0, 1, 2\}$ and $k \geq 2$. 

4.2. Autocorrelations of the characteristic polynomial in the microscopic setting. In the same vein as the moments of the characteristic polynomial in 1, one can ask for the joint moments in different points. In the particular case where the points are separated by a distance of order $1/N$ for a CUE$(N)$ matrix, one gets a computation achieved by Killip and Ryckman in the more general case of a $\beta$-ensemble [171]. Their result uses an OPUC machinery and writes [171, thm. 4.1] for $\beta = 2$ and for all $x_1, \ldots, x_k, y_1, \ldots, y_m \in \mathbb{R}^{m+k}$.

$$\frac{1}{N^{km}} \mathbb{E}\left( \prod_{j=1}^{k} Z_{U_N}(e^{2i\pi x_j/N}) \prod_{\ell=1}^{m} Z_{U_N}(e^{2i\pi y_\ell/N}) \right) \xrightarrow{N \to +\infty} \Psi(x_1, \ldots, x_k, y_1, \ldots, y_m)$$

where $\Psi$ is given as the solution of a particular PDE.

In the particular case of $\beta = 2$, we have in fact a more explicit result [3, 118] with $Z := X + Y \subset \mathbb{C}$ if $X := \{x_j, 1 \leq j \leq k\}$ and $Y := \{y_\ell, 1 \leq \ell \leq m\}$, for $k = m$ and with $K_N(z_1, z_2) := \sum_{j=1}^{N}(z_1 \overline{z_2})^j$.

$$\mathbb{E}\left( \prod_{j=1}^{k} Z_{U_N}(e^{2i\pi x_j/N}) \prod_{\ell=1}^{m} Z_{U_N}(e^{2i\pi y_\ell/N}) \right) \sim N^{k^2} \frac{\det(2\pi \Delta(x_1, \ldots, x_k) \Delta(y_1, \ldots, y_k))}{\det(2\pi \Delta(x_1, \ldots, x_k) \Delta(y_1, \ldots, y_k))}$$

We now show that this last convergence can be proven with the previous machinery:

**Theorem 4.2** (Microscopic autocorrelations of the characteristic polynomial). We have, locally uniformly in $X + Y \in \mathbb{C}^{k+m}$ for all $k, m \geq 2$

$$\frac{1}{N^{km}} \mathbb{E}\left( \prod_{j=1}^{k} Z_{U_N}(e^{2i\pi x_j/N}) \prod_{\ell=1}^{m} Z_{U_N}(e^{-2i\pi y_\ell/N}) \right) \xrightarrow{N \to +\infty} \mathcal{A}(X, Y)$$
with
\[ A(X, Y) := \frac{(2\pi)^{m(m-1)}}{m!} \int_{\mathbb{R}^{m-1}} \Phi_{A(X,Y)}(0, t_2, \ldots, t_m) \Delta(0, t_2, \ldots t_m)^2 dt_2 \cdots dt_m \]
\[ \Phi_{A(X,Y)}(0, t_2, \ldots, t_m) = e^{-2i\pi \sum x r/2 + i\pi (1 + \sum_{i=1}^{m} t_j)} (m(\sum_{r=1}^{k} x_r - \sum_{i=1}^{m} y_i)^2 - 2) h_{m,\infty} [(0 + T) \oplus (X + Y)] \]
(63)

Here, we have used the \( \lambda \)-ring/plethystic formalism to write \((0 + T) \oplus (X + Y) = X + Y + T \oplus X + T \oplus Y \) which is an alphabet in \( m(k + m) \) variables and
\[ f[(0 + T) \oplus (X + Y)] = f(x_1, \ldots, x_k, y_1, \ldots, y_m, t_1 + x_1, \ldots, t_1 + x_k, t_2 + x_1, \ldots, t_m + x_k, t_1 + y_1, \ldots, t_m + y_m) \]

**Proof.** We have with \( e^{2i\pi \frac{z}{N}} := \{ e^{2i\pi \frac{x}{N}}, e^{2i\pi \frac{y}{N}}, \ldots, e^{2i\pi \frac{m}{N}} \} \)
\[ A_N(X, Y) := E \left( \prod_{j=1}^{k} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \prod_{j=1}^{m} Z_{U_N} \left( e^{2i\pi y_j / N} \right) \right) \]
\[ = e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \]
\[ = e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \text{ with (56)} \]
\[ = e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \text{ with (56)} \]
\[ = e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \text{ with (56)} \]
\[ = e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \text{ with (56)} \]

The homogeneity of \( h_m \) gives for all alphabet \( B \)
\[ h_{Nm}[UB] = h_{Nm} \left[ u_1 \left( 1 + \frac{u_2}{u_1} + \cdots + \frac{u_k}{u_1} \right) B \right] = u_1^{Nm} h_{Nm} \left[ \left( 1 + \frac{u_2}{u_1} + \cdots + \frac{u_k}{u_1} \right) B \right] \]
thus, one can write
\[ A_N(X, Y) = \frac{e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \text{ with (56)}}}{m!} \int_{\mathbb{Z}}^{\mathbb{Z}} \prod_{j=1}^{k+m} \left( \frac{u_j}{u_1} \right) -N \Delta \left[ \left( 1 + \frac{u_2}{u_1} + \cdots + \frac{u_k}{u_1} \right) e^{2i\pi \frac{z}{N}} \right] \]
\[ \left| \Delta \left( 1 + \frac{u_2}{u_1} + \cdots + \frac{u_k}{u_1} \right) \right|^2 \frac{d^m U}{U} \]

Set \( u_j/u_1 = e^{2i\pi x_j / N} \) for \( j \in \{2, N\} \) and \( t_j \in \left[ -\frac{N}{2}, \frac{N}{2} \right] \) and \( u_1 = e^{2i\pi \theta} \) with \( \theta \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \).
Using remark 2.1, one has with \( T := \{ t_j, j \in \{2, m\} \} \) and \( e^{2i\pi T/N} := \{ e^{2i\pi t_j / N}, j \in \{2, m\} \} \)
\[ A_N(X, Y) = \frac{e^{-2i\pi \sum_{x \in \mathbb{Z}} \mathbb{E} \left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N} \left( e^{2i\pi x_j / N} \right) \right) \text{ with (56)}}}{m!} \int_{\mathbb{Z}}^{\mathbb{Z}} \prod_{j=1}^{m} \left( e^{2i\pi \sum_{j=2}^{m} t_j h_{Nm} \left[ e^{2i\pi \frac{(t_j + t_2) \delta 2}{N}} \right] } \right) \Delta \left[ 1 + e^{2i\pi \frac{T}{N}} \right]^2 \frac{dT}{N^m-1} \]
\[
N \to +\infty \quad N^{m(m+k)-1-m(m-1)-(m-1)} e^{-2\pi \sum \frac{2\pi^m}{m!}} \int_{\mathbb{R}_{m-1}} e^{-2\pi \sum_{j=2}^m t_j} e^{i\pi m (1+\sum_{j=2}^m t_j)(\sum_{r=1}^k x_r - \sum_{r=1}^m \frac{1}{x_r})} \times h_{m,\infty}[Z + T \oplus Z] \Delta(0, t_2, \ldots, t_m)^2 dT \\
= N^{km} e^{-2\pi \sum \frac{2\pi^m}{m!}} \int_{\mathbb{R}_{m-1}} e^{i\pi (1+\sum_{j=2}^m t_j)(-2^m + \sum_{r=1}^k x_r - m \sum_{l=1}^m \frac{1}{x_l})} \times h_{m,\infty}[Z + T \oplus Z] \Delta(0, t_2, \ldots, t_m)^2 dT
\]

Here, we have used dominated convergence given by inequality (165) with \( Y = \emptyset \). To show that the limiting function is integrable, we adapt the first criteria (168) with \((K, L, M) = (m-1, 0, 1)\). We have to adapt as the integration space is \(\mathbb{R}^{-m}\) but we have \(\Delta(0, T) = \prod_t t_i \times \Delta(T)\) and the number of variables of \(h_{m,\infty}\) is \(R = m(k+m)\). This function will be integrable against \(\Delta(0, T)^2\) if and only if \(R - m(m+1) > m\), which amounts to \(k(m-1) > 0\). This is satisfied for all \(k, m \geq 1\). Note nevertheless that \(m \geq 2\) otherwise the integral over \(\mathbb{R}^{-m}\) is not defined. Note also that there is a symmetry between \(k\) and \(m\) as one has also \(A_R(X, Y) = e^{-2\pi \sum x_i} \mathbb{E}\left( \det(U_N)^k \prod_{j=1}^{k+m} Z_{U_N}(e^{-2\pi i \frac{m}{N}}) \right)\). Hence, one can still have \(m = 1\) if \(k \geq 2\) and in the same way, one can get another expression of \(A(X, Y)\) as an integral over \(\mathbb{R}^{k-1}\). Details are left to the reader. \(\square\)

4.3. Ratios of the characteristic polynomial in the microscopic setting. A crucial generalisation of the autocorrelation functional is given by the joint moments of ratios of the characteristic polynomial. This generalisation allows to perform much more computations and is equivalent to the knowledge of the whole eigenvalues point process, since one can get the resolvent \(\mathbb{E}(\text{tr}((I_N - xU_N)^{-1})) = \mathbb{E}\left( Z_{U_N}(x)^{-1} \frac{dZ_{U_N}(x)}{dx} \right)\) by logarithmic differentiation (which amounts to differentiate the numerator of the ratio and equate the variables) and ultimately the Dirac function by a limit on the imaginary axis (see e.g. the introduction of [118, 32] for the details). Generalising to joint resolvents, one can thus get correlation functions by means of ratios computations, which makes them, as Gian-Carlo Rota might have put it, “nearly equi-primordial” with the correlation functions.

Due to this fact, the literature on averages of ratios of characteristic polynomial for any type of ensembles grew dramatically during the last two decades (see e.g. the introduction of [52, 119] for an account of numerous developments). In the restricted scope of this article, we are only interested in the case of the CUE and the relevant articles, in the chronological order, are given by [85, 26, 201, 66, 78, 80, 81, 224, 20, 25].

Here, we have included results that are directly linked to the computation by means of known connections with CUE averages (that historically appeared later), such as the “Toeplitz connection” [96, fact five] or the supersymmetric Schur function connection noticed in [66, 80]. Thus the article by Moens and Van Der Jeugt [201] that gives a determinantal formula for the supersymmetric specialisation of the Schur function gives in
fact a formula for the expectation of ratios, and so is the Day formula [85] that gives the evaluation of a Toeplitz determinant with a rational symbol.

A general ratio is given by
\[
\mathcal{R}_N(X, X', Y, Y') := \mathbb{E} \left( \prod_{j=1}^{\ell_1} U_N \left( e^{2i\pi x_j / N} \right) \prod_{r=1}^{m_1} U_N \left( e^{2i\pi y_r / N} \right) \right)
\]
Using the functional equation
\[
Z_{U_N}(X) = \det(U)(-X)^N Z_{U_N}(1/X)
\]
one can always transform such a product, up to a multiplicative factor, into the following one:
\[
\mathcal{R}_N(X, Y) := (-1)^{kN} \mathbb{E} \left( \det(U_N)^{-k} \prod_{j=1}^{\ell} U_N \left( e^{2i\pi x_j / N} \right) \prod_{r=1}^{m} U_N \left( e^{2i\pi y_r / N} \right) \right)
\]
with \( \ell = \ell_1 + \ell_2, m = m_1 + m_2 \) and \( k = \ell_2 - m_2 \). Note that for integrability reason (by expanding \(|\Delta(U)|^2\) for instance), one has to suppose \( \ell - m \geq 0 \).

We suppose that \( m > 0 \) (otherwise, we enter into the framework of the autocorrelations). We will also suppose \( k > 0 \) and \( N \geq m \) as our goal is to take \( N \to +\infty \) with fixed \( k, \ell, m \) (this is slightly different from the stable range of [80] defined by \( N \geq k + m \)).

**Lemma 4.3** (Ratios expectation as a supersymmetric Schur function). Define \( e^{i\bar{X}/N} := \{ e^{2i\pi x_j / N}, j \in \llbracket 1, \ell \rrbracket \} \), \( e^{i\bar{Y}/N} := \{ e^{2i\pi y_j / N}, j \in \llbracket 1, m \rrbracket \} \). Then, for all \( k \geq 1 \)
\[
\mathcal{R}_N(X, Y) = s_N^k \left[ e^{i\bar{X}/N} - e^{i\bar{Y}/N} \right]
\]

**Proof.** We adapt the proof given by Bump and Gamburd [66, thm. 3] with the \( \lambda \)-ring/pl ethystic formalism and make it identical to the proof of (56). Write
\[
\mathcal{R}_N(X, Y) = (-1)^{kN} \int_{U_N} \det(U)^{-k} \prod_{j=1}^{\ell} \det(I - e^{2i\pi x_j / N}U) \prod_{r=1}^{m} \frac{1}{\det(I - e^{2i\pi y_r / N}U)} dU
\]
\[
= \frac{1}{N!} \int_{(rU)^N} \prod_{j=1}^{N} z_j^{-k} H \left[ -Z \left( e^{i\bar{X}/N} - e^{i\bar{Y}/N} \right) \right] |\Delta(Z)|^2 d^r Z / Z
\]
\[
= \frac{1}{N!} \int_{(rU)^N} s_k^N(Z) H \left[ -Z \left( e^{i\bar{X}/N} - e^{i\bar{Y}/N} \right) \right] |\Delta(Z)|^2 d^r Z / Z
\]
\[
= s_N^k \left[ -\left( e^{i\bar{X}/N} - e^{i\bar{Y}/N} \right) \right]
\]
Here, we have used the reproducing kernel property (41) valid for any specialisation, in particular, a supersymmetric one, and the involution property (31), with \((k^N)' = N^k\). □
Remark 4.4. The fact that $R_N(X,Y)$ is the supersymmetric specialisation of a Schur function (namely, a supersymmetric Schur function) was first remarked in [80, prop. 1.3] where the formula [187, I-3 ex. 24 (1) p. 60] was rederived (see also [80, thm. 1.1]) using the formalism of Howe duality. It was then derived in the stable range $N \geq k + m$ in [66, thm. 3] using Frobenius-Schur duality and symmetric functions (denoting by “Littlewood-Schur symmetric functions” the supersymmetric Schur functions). The formula [80, (1.6)] was moreover rederived in the stable range in [81, (2.3)] using the Day formula [85] and with a method of Basor and Forrester [26] but without a reference to supersymmetric Schur functions.

We are now ready to extend theorem 4.2 to ratios. Note that we now suppose $k \geq 2$ due to the particular form of the limit as an integral over $\mathbb{R}^{k-1}$.

Theorem 4.5 (Ratios of characteristic polynomials in the microscopic setting). We have, locally uniformly in $X + Y \in \mathbb{R}^{\ell + m}$ for all $\ell, m \geq 1$ and $k \geq 2$

$$
\frac{1}{N^{k(\ell - m - k)}} R_N(X, Y) \xrightarrow{N \to +\infty} R(X, Y)
$$

with

$$
R(X, Y) := \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{R(X,Y)}(0, t_2, \ldots, t_k) \Delta(0, t_2, \ldots t_k)^2 dt_2 \cdots dt_k
$$

(66)

$$
\Phi_{R(X,Y)}(0, T) = e^{-2\pi \sum_{j=2}^k t_j + i\pi \sum_{a \in (0+T) \oplus (Y-X)} a} h_{k,\infty}[(0 + T) \oplus Y - (0 + T) \oplus X]
$$

where $(X - Y) \oplus (0 + T) = X \oplus (0 + T) - Y \oplus (0 + T)$ and $h_{k,\infty}[A - B]$ is defined in (160).

Proof. One then has with (54) with $U := \{u_1, \ldots, u_k\}$

$$
R_N(X, Y) = s_N \left[ e^{i\bar{X}/N} - e^{i\bar{Y}/N} \right]
$$

$$
= \frac{1}{k!} \oint_{(u\mathbb{C})^k} U^{-N} H \left[ U \left( e^{i\bar{X}/N} - e^{i\bar{Y}/N} \right) \right] |\Delta(U)|^2 \frac{d^*U}{U}, \quad r < \min_{t \in e^{i\bar{Y}/N + e^{i\bar{X}/N}}} \{|t|^{-1}\}
$$

$$
= \frac{1}{k!} \oint_{U^k} U^{-N} h_{kN} \left[ U \left( e^{i\bar{Y}/N} - e^{i\bar{X}/N} \right) \right] |\Delta(U)|^2 \frac{d^*U}{U} \quad \text{with (55)}
$$

Using the homogeneity of $h_{kN}$ and $|\Delta|^2$, one has

$$
R_N(X, Y) = \frac{1}{k!} \oint_{U^k} \prod_{j=2}^k \left( \frac{u_j}{u_1} \right)^{-N} h_{kN} \left[ \left( 1 + \frac{u_2}{u_1} + \cdots + \frac{u_k}{u_1} \right) \left( e^{i\bar{Y}/N} - e^{i\bar{X}/N} \right) \right]
$$

$$
\times |\Delta(1, u_2/u_1, \ldots, u_k/u_1)|^2 \frac{d^*U}{U}
$$

Set $u_1 = e^{2i\pi \theta}$ with $\theta \in \left[ -\frac{1}{2}, \frac{1}{2} \right]$ and $u_j/u_1 = e^{2i\pi t_j/N}$ for $t_j \in [-N/2, N/2]$ for all $j \in [2, k]$. Using remark 2.1 and lemma A.13, one gets

$$
R_N(X, Y) = \frac{1}{k!} \int_{\left[ -\frac{N}{2}, \frac{N}{2} \right]^{k-1}} e^{-2i\pi \sum_{j=2}^k t_j} e^{\frac{N}{k} \int_{\left[ -\frac{N}{2}, \frac{N}{2} \right]^{k-1}} e^{-2i\pi \sum_{j=2}^k t_j}}
$$
\[ \begin{align*}
\times h_{kN} & \left[ (1 + e^{i\theta_l/N})e^{i\theta_m/N} - (1 + e^{i\theta_l/N})e^{i\theta_m/N} \right] \Delta \left[ 1 + e^{i\theta_l/N} \right]^2 dT \\
\sim_{N \to \infty} & \frac{1}{k!} \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k-1} t_j + i\pi \sum_{a \in (0+T) \oplus (Y-X)} h_{k,\infty} \left[ (0 + T) \oplus Y - (0 + T) \oplus X \right]} \\
& \times (2\pi)^{k(k-1)} |\Delta(0, T)|^2 dT \\
& = N^{k(\ell - m - k)} \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k-1} t_j + i\pi \sum_{a \in (0+T) \oplus (Y-X)} a} \\
& \times h_{k,\infty} \left[ (0 + T) \oplus (Y - X) \right] \Delta(0, T)^2 dT
\end{align*} \]

Note that \( \sum_{a \in A} a = p_1[A] \) for an abstract alphabet \( A \) and that the supersymmetric power functions are defined in (29).

To pass to the limit in the integral, we have used the domination (165). The limiting function is integrable in application of lemma A.19 and the first criteria of (168), with the modification of remark A.20, namely, one uses the criteria (169) with \((K, R, L, M) = (k, \ell, m, 1)\) which is satisfied for \(k, \ell, m \geq 1\) with \(k(\ell - m) \geq 2\). This is satisfied if \(\ell - m \geq 2\) or \(\ell - m = 1\) and \(k \geq 2\). Note that one needs \(k \geq 2\) for the integral over \(\mathbb{R}^{k-1}\) to be defined. \(\square\)

4.4. The mid-secular coefficients.

4.4.1. Motivations. The determinantal nature of the eigenvalues \((e^{i\theta_k,N})_{1 \leq k \leq N}\) of \(U_N \sim \text{CUE}(N)\) lies at the core of several computations involving the characteristic polynomial \(Z_{U_N}(X) := \prod_{k=1}^{N}(1 - X e^{i\theta_k,N})\). But before analysing its roots, the natural way to study a polynomial is to consider its Fourier coefficients, or secular coefficients, i.e. its coefficients in the canonical basis \((X^k)_{k \geq 0}\). In the case of \(U_N\), one defines the secular coefficients by

\[ \text{sc}_k(U_N) := (-1)^k \binom{z^k}{X^k} Z_{U_N}(z) \] (67)

This slight change of normalisation becomes natural if one writes

\[ \text{sc}_k(U_N) = \text{tr}(\wedge^k U_N) \]

or, in terms of symmetric functions of the eigenvalues,

\[ \text{sc}_k(U_N) = e_k(e^{i\theta_{1,N}}, \ldots, e^{i\theta_{N,N}}) := \sum_{1 \leq j_1 < j_2 < \cdots < j_k \leq N} e^{i\theta_{j_1,N}} \cdots e^{i\theta_{j_k,N}} \]

A study of \((\text{sc}_k(U_N))_{0 \leq k \leq N}\) was first performed by Haake et al. [135] in relation with classical and quantum chaotic dynamics. In substance, since secular coefficients are elementary symmetric functions in the eigenvalues, they contain the same equal amount of information as their spectral counterpart as pointed Diaconis and Gamburd [97] who continued the study (see the quotation recalled in § 1.2.3).
The asymptotic behaviour of \((sc_k(U_N))_{k \geq 1}\) when \(N \to +\infty\) and \(k\) is independent of \(N\) was investigated in [97] using the change of basis between the elementary symmetric functions \((e_k)_{k \geq 0}\) and the power functions \((p_j)_{j \geq 0}\) [187, I-2, (2.14')] and the celebrated Diaconis-Shashahani theorem on traces of powers \((\text{tr}(U_N^k))_{k \geq 0}\) [100]. The difference of behaviour between \(sc_1(U_N)\) and \(sc_N(U_N) = \det(U_N)\) led nevertheless Diaconis and Gamburd to the following interrogation ([97], see also [96, § 5]):

It is natural to ask for a limiting distribution as \(j\) grows with \(N\). For example what is the limiting distribution of the \([N/2]\) secular coefficient ? On the one hand, the formula \(sc_j(U_N) = \sum_{\lambda \vdash j} \frac{(-1)^{\ell(\lambda)}}{\lambda!} \prod_{k=1}^{\ell(\lambda)} \text{tr}(U_n^k)\) suggests it is a complex sum of [weakly dependent] random variables, so perhaps normal. On the other hand, the formula \(\mathbb{E}(\|sc_j(U_N)\|^2) = 1\) holds for all \(j\) making normality questionable.

Let \(\rho \in (0, 1)\) and recall that \(\overline{\rho} := 1 - \rho\). Before investigating the moments of \(sc_{[\rho N]}(U_N)\), we give a last bit of motivation for its study, the comparison with the i.i.d. case. Major [189] investigates the behaviour of \(e_{[\rho N]}(Z_1, \ldots, Z_N)\) when \((Z_k)_{k \geq 1}\) is a sequence of i.i.d. random variables, in particular random variables uniformly distributed on the unit circle. Studying \(sc_{[\rho N]}(U_N)\) amounts thus to generalise from \((Z_k)_{k \geq 1}\) to \((e^{i\Theta_k, N})_{1 \leq k \leq N}\), a determinantal point process of kernel \(K_N(\theta, \alpha) := \mathbb{E}(\text{tr}(U_N^k)e^{i\theta}) = \sum_{k=1}^N e^{i\mu_k(\theta - \alpha)}\). Major’s result writes

\[
(\log |e_{[\rho N]}(Z_1, \ldots, Z_N)| - \mu_N(\rho)) / \sigma_N(\rho) \xrightarrow{\mathcal{L}} \mathcal{N}(0, 1)
\]

for a suitable rescaling \(\mu_N(\rho)\) and \(\sigma_N(\rho)\). The moments of this last random variable thus satisfy

\[
\mathbb{E}\left([e_{[\rho N]}(Z_1, \ldots, Z_N)]^{2k}\right) \sim e^{2k^2\sigma_N(\rho)^2 + 2k\mu_N(\rho) + O_k(1)}
\]

4.4.2. The moments of \(sc_{[\rho N]}(U_N)\). We now compare the moments of \(sc_{[\rho N]}(U_N)\) with (68).

**Theorem 4.6** (Absence of log-normality for \(sc_{[\rho N]}(U_N)\)). We have for \(\rho \in (0, 1)\) and \(k \geq 2\)

\[
\frac{\mathbb{E}\left([sc_{[\rho N]}(U_N)]^{2k}\right)}{N^{(k-1)^2}} \xrightarrow{N \to +\infty} SC^{(k)}_{\rho}
\]

with

\[
SC^{(k)}_{\rho} := \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{SC^{(k)}_{\rho}}(0, x_2, \ldots, x_k) \Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k
\]

\[
\Phi_{SC^{(k)}_{\rho}}(0, x_2, \ldots, x_k) = e^{i\pi(k-2)\sum_{j=2}^k x_j} h_{[\rho, \infty]}(0, x_2, \ldots, x_k)^k h_{[\overline{\rho}, \infty]}(0, x_2, \ldots, x_k)^k
\]

**Remark 4.7.** We thus see that \(\mathbb{E}\left([sc_{[\rho N]}(U_N)]^{2k}\right) = e^{\log(N)(k-1)^2 + O_{\rho, k}(1)}\), hence, is not of the form given in (68). It thus proves that \(\log|sc_{[\rho N]}(U_N)|\) cannot be Gaussian at the limit.
after renormalisation. We will see another behaviour of the type \( \mathbb{E}(X_N^k) \sim a_k e^{\sigma_N^2(k-1)^2} \) (i.e. another random variable in the universality class of \( sc_{[\rho N]}(U_N) \)) in § 4.6.

**Remark 4.8.** One also has the following combinatorial result from [24, thm. 1.4.9]:

\[
\mathbb{E}\left( |sc_m(U_N)|^{2k} \right) = \# \{ T \in SST(N^k) : \forall \ell \leq k, c_\ell(T) = m, c_{k+\ell}(T) = N - m \}
\]

where \( SST(\lambda) \) is the set of semi-standard Young tableaux (see footnote 13).

**Proof.** Using (56), we have with \( X := \{ x_1, \ldots, x_k \} \) and \( Y := \{ y_1, \ldots, y_k \} \)

\[
\mathbb{E}\left( |sc_{[\rho N]}(U_N)|^{2k} \right) := \mathbb{E}\left( \left[ X^{[\rho N]} - [\rho N] \right] \prod_{j=1}^k Z_{U_N}(x_j)Z_{U_N}(y_j) \right)
\]

\[
= \left[ X^{[\rho N]} - [\rho N] \right] \int_{U_N} \prod_{j=1}^k \det(I - x_jU_N)\det(I - y_j^{-1}U_N)dU
\]

\[
= \left[ X^{[\rho N]} - [\rho N] \right] (-1)^{kN} \prod_{j=1}^k y_j^{-N} \int_{U_N} \prod_{j=1}^k \det(I - x_jU_N) \det(I - y_jU_N)
\]

\[
\quad \times \det(U)^{-k}dU
\]

\[
= \left[ X^{[\rho N]} - [\rho N] \right] (-1)^{kN} s_{kN} [- (X + Y)]
\]

\[
= \left[ X^{[\rho N]} Y^{[1]} \right] s_{N^k} [X + Y]
\]

since \( N - [\rho N] = [N - \rho N] = [\mathcal{N}] \). We remark that under this form, it is clear that \( \mathbb{E}\left( |sc_{[\rho N]}(U_N)|^{2k} \right) = \mathbb{E}\left( |sc_{[\mathcal{N}]}(U_N)|^{2k} \right) \), a symmetry that comes in full generality from the functional equation (64) that implies \( sc_k(U_N) = (-1)^{N-k} \det(U_N) sc_{N-k}(U_N) \).

One then has with (54)

\[
\mathbb{E}\left( |sc_{[\rho N]}(U_N)|^{2k} \right) = \left[ X^{[\rho N]} Y^{[1]} \right] \frac{1}{k!} \oint_{U^k} U^{-N} H[U(X + Y)] |\Delta(U)|^2 \frac{d^k U}{U}, \quad U := \{ u_1, \ldots, u_k \}
\]

\[
= \frac{1}{k!} \oint_{U^k} U^{-N} \left[ X^{[\rho N]} Y^{[\mathcal{N}]} \right] H[XU] H[YU] |\Delta(U)|^2 \frac{d^k U}{U} \quad \text{(Fubini)}
\]

\[
= \frac{1}{k!} \oint_{U^k} U^{-N} h_{[\rho N]}[U]^k h_{[\mathcal{N}]}[U]^k |\Delta(U)|^2 \frac{d^k U}{U} \quad \text{with (37),}
\]

\[
= \frac{1}{k!} \oint_{U^k-1} u_1^{-Nk} \prod_{j=2}^k \left( \frac{u_j}{u_1} \right)^{-N} \times \prod_{j=2}^k \frac{h_{[\rho N]}[1]}{h_{[\mathcal{N}]}[1]} \left( \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1} \right)^k
\]

\[
\quad \times \prod_{j=2}^k \frac{h_{[\mathcal{N}]}[1]}{h_{[\mathcal{N}]}[1]} \left( \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1} \right)^k |\Delta\left( \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1} \right)|^2 \frac{d^k U}{U}
\]

\[
= \frac{1}{k!} \oint_{U^k-1} V^{-N} h_{[\rho N]}[1, v_2, \ldots, v_k]^k h_{[\mathcal{N}]}[1, v_2, \ldots, v_k]^k
\]
Here, we have used the trick of remark 2.1, i.e. we have set \( u_1 = e^{2\pi i\theta} \), \( v_j := u_j / u_1 = e^{2\pi i\theta_j} \) with \( \theta_j \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \) for all \( j \in \left[ 2, k \right] \) and then integrated in \( u_1 \), making this variable disappear (as the power of \( u_1 \) before integrating is \( -Nk + [\rho N] k + [\overline{\rho} N] k = 0 \)).

Setting \( x_j := \theta_j N \) and using \( h_{\rho, \infty} \) defined in (157), one now gets

\[
\mathbb{E}( |Z_{U_N}(1)|^{2k} ) = \frac{1}{k!} \int_{[\frac{-N}{2}, \frac{N}{2}]^{k-1}} e^{-2\pi \sum_{j=2}^k x_j} h_{[\rho N]}(1, e^{2\pi i x_2/N}, \ldots, e^{2\pi i x_k/N})^k
\times h_{[\overline{\rho} N]}(1, e^{2\pi i x_2/N}, \ldots, e^{2\pi i x_k/N})^k
\times \Delta(1, e^{2\pi i x_2/N}, \ldots, e^{2\pi i x_k/N}) \frac{dx_2 \ldots dx_k}{N^{k-1}}
\]

\( \sim \frac{N^{2k(k-1)-k(k-1)-(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} e^{-2\pi \sum_{j=2}^k x_j} h_{[\rho, \infty]}(0, x_2, \ldots, x_k)^k
\times h_{[\overline{\rho}, \infty]}(0, x_2, \ldots, x_k)^k
\times (2\pi)^{k(k-1)} |\Delta(0, x_2, \ldots, x_k)|^2 dx_2 \ldots dx_k
\]

\[
= N^{(k-1)^2} \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} e^{2\pi i (k-2) \sum_{j=2}^k x_j} h_{[\rho, \infty]}(0, x_2, \ldots, x_k)^k h_{[\overline{\rho}, \infty]}(0, x_2, \ldots, x_k)^k
\Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k
\]

Here, we have used dominated convergence given by inequality (156). The limiting function is seen integrable using the second criteria (158) with \((K, M, M', \kappa, \kappa') = (k-1, k, k, 1, 1)\) which is clearly fullfilled for all \( p \in \{0, 1, 2\} \) and \( k \geq 2 \). \( \square \)

**Remark 4.9.** Since one has with (22)/(55)

\[
s_{N^k}[X + Y] = \frac{1}{k!} \int_{U^k} U^{-N} h_{N^k}[U(X + Y)] |\Delta(U)|^2 \frac{d^* U}{U}, \quad U := \{u_1, \ldots, u_k\}
\]

\[
= \frac{1}{k!} \int_{U^k} u_1^{-Nk} \prod_{j=2}^k \left( \frac{u_j}{u_1} \right)^{-N} u_1^{Nk} h_{N^k}
\left[ \left( 1 + \frac{u_2}{u_1} + \cdots + \frac{u_k}{u_1} \right) (X + Y) \right]
\Delta\left(1, \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1}\right) \frac{d^* U}{U}
\]

\[
= \frac{1}{k!} \int_{U^k} V^{-N} h_{N^k}[(1 + V)(X + Y)] |\Delta[1 + V]|^2 \frac{d^* V}{V}, \quad V := \{v_2, \ldots, v_k\},
\]

one can use Fubini to take the \([X^{[\rho N]} Y^{[\overline{\rho} N]}]\)-Fourier coefficient of this formula directly inside the integral, namely to write

\[
\mathbb{E}( |SC_{[\rho N]}(U_N) |^{2k} ) = [X^{[\rho N]} Y^{[\overline{\rho} N]}] s_{N^k}[X + Y]
\]
\[
\frac{1}{k!} \int_{\mathbb{U}^{k-1} \times \mathbb{U}^{2k-1}} V^{-N} X^{\rho} T^{\rho} \frac{1}{(1 + V)(1 + T)} h_N \left[ \frac{d^N V d^X d^T d^Y}{V X Y} \right] = \frac{1}{k!} \int_{\mathbb{U}^{k-1} \times \mathbb{U}^{2k-1}} V^{-N} T^{-|\rho|} \frac{1}{(1 + V)(1 + T + W)} h_N \left[ \frac{d^N V d^T d^W}{V T W} \right]
\]

using remark 2.1 and the fact that \( \rho + \overline{\rho} = 1 \). A slight adaptation of the second criteria (158) with variables \( T + W \in \mathbb{U}^{2k-1} \) that are not integrated against a squared Vandermonde determinant allows to use dominated convergence to get (with the conventions of theorem 4.2)

\[
\mathbb{E} \left( \left| s_{\mathcal{C}_N}(\rho N) U_N \right|^{2k} \right) \sim \frac{1}{k!} \int_{\mathbb{R}^{3k-2}} e^{-2i\pi \left( \sum_{j=2}^{k} (\theta_j + \rho \varphi_j + \overline{\rho} \alpha_j) \right)} \Delta[0 + \theta] \Delta[0 + \alpha + \varphi] \Delta[0 + \varphi] \Delta[0 + \theta] \]

By Fubini, we can thus replace \( \Phi_{s_{\mathcal{C}_N}(k)} \) in (69) by

\[
\Phi_{s_{\mathcal{C}_N}(k)}^{(Alt)} (0, x_2, \ldots, x_k) = e^{-i\pi k \sum_{j=2}^{k} x_j} \int_{\mathbb{R}^{2k-1}} e^{-2i\pi \left( \sum_{j=2}^{k} \rho \varphi_j + \overline{\rho} \alpha_j \right)} \Delta[0 + \alpha + \varphi] \Delta[0 + \varphi] \Delta[0 + \theta] \]

This last expression is in fact equal to the one given in (69), as one can see working directly on the functions instead of the integrals. The formula for fixed \( N \) that allows to pass from one to another is a “branching formula” in the theory of symmetric functions.

### 4.5. Back to the autocorrelations: the randomisation paradigm

As stated by Diaconis and Gamburd paraphrasing Rota, the mid-secular coefficients are indeed “eqiprimordial” with the eigenvalues when studying the autocorrelations of \( Z_{U_N} \) as one can write
the characteristic polynomial as the following randomisation of the sequence \((sc_k(U_N))_{k \geq 0}\)

\[
Z_{U_N}(e^{s/N}) = \sum_{\ell=0}^{N} sc_{\ell}(U_N)e^{s\ell/N} = N \mathbb{E}\left( sc_{V_N}(U_N)e^{sV_N/N} \mid U_N \right)
\]  

(71)

where \(V_N \sim \mathcal{U}([0,N])\) is independent of \(U_N \sim CUE_N\) (note also that writing \(s = a + ib\), one could equivalently use a truncated geometric random variable of parameter \(e^{a/N}\) which corresponds to the exponential bias of the uniform random variable). Considering a sequence \(V_N := (V_N^{(j)})_{j \geq 1}\) of i.i.d. such \(V_Ns\), one thus gets with \(X := \{x_1, \ldots, x_{k+m}\}\)

\[
\mathcal{A}(X, Y) := \mathbb{E}\left( \prod_{j=1}^{k} Z_{U_N}(e^{2i\pi x_j/N}) \prod_{\ell=1}^{m} Z_{U_N}(e^{-2i\pi \ell y/N}) \right)
\]

\[
= (-1)^{Nm} e^{-2\pi \sum_{\ell} y\ell} \mathbb{E}\left( \det(U_N)^{-m} \prod_{j=1}^{k+m} Z_{U_N}(e^{2i\pi z_j/N}) \right) \quad \text{by } (64)
\]

\[
= (-1)^{Nm} N^{k+m} e^{-2\pi \sum_{\ell} y\ell} \mathbb{E}\left( \det(U_N)^{-m} \prod_{j=1}^{k+m} sc_{V_N^{(j)}}(U_N)e^{2i\pi z_j V_N^{(j)}/N} \right) \quad \text{by } (56)
\]

\[
= N^{k+m} \frac{m!}{m!} e^{-2\pi \sum_{\ell} y\ell} \mathbb{E}\left( e^{2\pi \sum_{j=1}^{k+m} z_j V_N^{(j)}/N} \left[ X V_N \right] \int_{U_m^{2}} U^{-N} H[U X] D(U) \right) \quad \text{by } (54)
\]

\[
= N^{k+m} \frac{m!}{m!} e^{-2\pi \sum_{\ell} y\ell} \mathbb{E}\left( e^{2\pi \sum_{j=1}^{k+m} z_j V_N^{(j)}/N} \prod_{j=1}^{k+m} h_{V_N^{(j)}}(U) D(U) \right) \quad \text{by } (54)
\]

\[
= N^{k+m} \frac{m!}{m!} e^{-2\pi \sum_{\ell} y\ell} \mathbb{E}\left( e^{2\pi \sum_{j=1}^{k+m} z_j V_N^{(j)}/N} \prod_{j=1}^{k+m} h_{V_N^{(j)}}(U) D(U) \right) \quad \text{by } (54)
\]

\[
\times \int_{U_m^{-1}} W^{-N} \prod_{j=1}^{k+m} h_{V_N^{(j)}}(1 + W) D[1 + W] \right)
\]

using the trick of remark 2.1 and integrating out \(u_1\).

Using the coupling \((164)\) for \(V_N \sim \mathcal{U}([0,N])\) under the form \(V_N \overset{\xi}{\sim} \mathcal{U}((N+1)V)\) with \(V \sim \mathcal{U}([0,1])\), we get a product of \(h_{[(N+1)V]}[1 + W]\) with an i.i.d. sequence \((V^{(j)})_j\) of uniform random variables in \([0,1]\), and we can naturally use the rescaling of lemma A.4 with lemma A.12 for the integration in \(v_j \in [0,1]\) corresponding to the uniform random variables. The only point of rescaling that needs a precision is the indicator of \(\sum_{j=1}^{k+m} V_N^{(j)} = (k+m)N\).

This is the idea of local CLT presented in (24), as

\[
\sum_{j=1}^{k+m} V_N^{(j)} \overset{\xi}{\sim} \sum_{j=1}^{k+m} \left[ NV^{(j)} \right] = \left[ N \sum_{j=1}^{k+m} V^{(j)} \right] := [NS_{k+m}]
\]
and $N^{-1} [NS_{k+m}] \to S_{k+m}$ in law. One can adapt the computation of (24) in the case of $\mathbb{E}(X_N \mathbb{I}_{\{[NS_{k+m}]=[Nx]\}})$ if $N^{-\alpha}X_N \to X_\infty$ in law with a good domination, in which case, one gets

$$\mathbb{E}(X_N \mathbb{I}_{\{[NS_{k+m}]=[Nx]\}}) \approx \frac{N^\alpha}{N} \mathbb{E}(X_\infty \delta_0(S_{k+m} - x)) = N^{\alpha-1} \mathbb{E}(X_\infty | S_{k+m} = x) f_{S_{k+m}}(x)$$

where $f_{S_{k+m}}$ is the Lebesgue density of $S_{k+m}$, i.e. $f_{S_{k+m}}(x) = \mathbb{E}(\delta_0(S_{k+m} - x))$. Here again, the only step to justify is the $\approx$ given in the proof of lemma A.4.

Note that one could write equivalently

$$\mathbb{E}(X_N \mathbb{I}_{\{[NS_{k+m}]=[Nx]\}}) = \mathbb{P}([NS_{k+m}]=[Nx]) \times \mathbb{E}(X_N | [NS_{k+m}]=[Nx])$$

and only deal with the local CLT in the probability since $\mathbb{E}(N^{-\alpha}X_N | [NS_{k+m}]=[Nx]) \to \mathbb{E}(X_\infty | S_{k+m} = x)$, such a conditioning with a set of measure 0 being exactly an instance of the hyperplane concentration phenomenon. This is exactly how the Dirac mass should be understood : in the sense of a conditioning, i.e. as the restriction of the integral over $[0, 1]^{m+k}$ to a hyperplane given by $\sum_{j=1}^{m+k} v_j = x$ (by setting $v_1 := x - \sum_{j=2}^{m+k} v_j$ for instance) and not as a function to be dominated (which is impossible since $\delta_0$ is not a function).

Setting $w_j = e^{2i\pi t_j/N}$ for $t_j \in [-N/2, N/2]$, one thus gets

$$\mathcal{A}_N(X, Y) = \frac{N^{k+m}}{m!} e^{-2\pi \sum \bar{\nu} t_j} \mathbb{E} \left( e^{2i\pi \sum_{j=1}^{k+m} z_j V^{(j)} / N} \mathbb{I}_{\{\sum_{j=1}^{k+m} V^{(j)} = (k+m)N\}} \right)$$

$$\times \int_{[-N/2, N/2]^{m-1}} e^{-2\pi \sum_{t=2}^{m} t_j} \prod_{j=1}^{k+m} h_{[NV^{(j)}]} [1 + e^{2i\pi t/N}] \left| \Delta \left[ 1 + e^{2i\pi t/N} \right] \right|^2 \frac{dt}{N^{m-1}}$$

$$\approx_{N \to +\infty} N^{k+m-1+(k+m)(m-1)-m(m-1)-(m-1)} \frac{(2\pi)^{(m-1)}}{m!}$$

$$\times e^{-2\pi \sum \bar{\nu} t_j} \mathbb{E} \left( e^{2i\pi \sum_{j=1}^{k+m} z_j V^{(j)}} \delta_0 \left( \sum_{j=1}^{k+m} V^{(j)} - (k+m) \right) \right)$$

$$\int_{[-m-1]} e^{-2i\pi \sum_{t=2}^{m} t_j} \prod_{j=1}^{k+m} h_{V^{(j)}<\infty}(0, t) \Delta(0, t)^2 dt$$

$$= N^{km} \frac{(2\pi)^{m(m-1)}}{m!} f_{S_{m+k}}(k+m) \int_{[-m-1]} e^{-2i\pi \sum_{t=2}^{m} t_j} \mathbb{E} \left( e^{2i\pi \left(\sum_{j=1}^{k} x_j V^{(j)} + \sum_{t=2}^{m} \nu(1-V^{(t+k)})\right)} \right)$$

$$\times \prod_{j=1}^{k+m} h_{V^{(j)}<\infty}(0, t) \sum_{j=1}^{k+m} V^{(j)} = k+m \right) \Delta(0, t)^2 dt$$

where we have applied dominated convergence as in theorem 4.2 with the additional integrability in the uniform random variables coming from lemma A.12 (recall that $h_{c, \infty}$ is defined in (157) and differs from $h_{c, \infty}$ by an exponential factor).
One can perform a last bit of massaging to the previous formula by giving the exact value of the constant $f_{S_{n+k}}(k+m)$. Indeed, the sum $S_n$ of $n$ independent uniform random variables on $[0,1]$ has the Bates/Irwin-Hall distribution whose Lebesgue-density is easily given (by Fourier inversion) by

$$f_{S_n}(x) = \frac{1}{2(n-1)!} \sum_{k=0}^{n} (-1)^k \binom{n}{k} (x-k)^{n-1} = \frac{1}{2(n-1)!} \sum_{k=0}^{[x]} (-1)^k \binom{n}{k} (x-k)^{n-1} \quad (72)$$

where $x_+ := x 1_{\{x>0\}}$. As a result, $f_{S_n}(0) = \frac{1}{2(n-1)!}$. And since $1-U \stackrel{d}{=} U$ if $U$ is uniform in $[0,1]$, one gets $\{ \sum_{j=1}^{k+m} V(j) = k+m \} \stackrel{d}{=} \{ \sum_{j=1}^{k+m} V(j) = 0 \}$.

In the end, we have then proven the following:

**Theorem 4.10** (Microscopic autocorrelations of the characteristic polynomial with randomisation). We have, locally uniformly in $X+Y \in \mathbb{C}^{k+m}$ for all $k,m \geq 2$

$$\frac{1}{N^{km}} \mathbb{E} \left( \prod_{j=1}^{k} Z_{U,N} \left( e^{2i\pi x_j/N} \right) \prod_{\ell=1}^{m} Z_{U,N} \left( e^{-2i\pi y_{\ell}/N} \right) \right) \underset{N \to +\infty}{\longrightarrow} \mathcal{A}(X,Y)$$

with

$$\mathcal{A}(X,Y) := \frac{(2\pi)^{m(m-1)}}{m!} \int_{\mathbb{R}^{m-1}} \Phi_{\mathcal{A}(X,Y)}^{(\text{Rand})}(0,t) \Delta(0,t)^2 dt$$

$$\Phi_{\mathcal{A}(X,Y)}^{(\text{Rand})}(0,t) = \frac{e^{-2i\pi \sum_{\ell=2}^{m} t_{\ell}}} {2(k+m-1)!} \mathbb{E} \left( e^{2i\pi \left( \sum_{j=1}^{k} x_j V(j) + \sum_{\ell=1}^{m} \phi(1-V(\ell+k)) \right)} \right) \times \prod_{j=1}^{k+m} \tilde{h}_{V(j),\infty}(0,t) \sum_{j=1}^{k+m} V(j) = k+m \quad (73)$$

From now on, we will alternate the presentations between the two possible ways of rescaling a functional, namely with and without the randomisation paradigm, sometimes leaving to the interested reader the exercise of adapting one proof. We will see that this last paradigm is even simpler than the “formula paradigm” and leads to several interesting relations between the limiting functionals.

**Remark 4.11.** By (157) and (145), one has

$$\tilde{h}_{c,\infty}^{(\kappa)}(x_1, \ldots, x_k) = \frac{e^{k\kappa-1}}{\Gamma(k\kappa)} \mathbb{E} \left( e^{2i\pi c \sum_{j=1}^{k} x_j \beta_{\kappa,1}^{(j)}} \left| \sum_{j=1}^{k} \beta_{\kappa,1}^{(j)} = 1 \right. \right)$$

and as a result, for $\kappa = 1$,

$$\tilde{h}_{c,\infty}(x_1, \ldots, x_k) = \frac{1}{(k-1)!} \mathbb{E} \left( e^{2i\pi c \sum_{j=1}^{k} x_j U^{(j)}} \left| \sum_{j=1}^{k} U^{(j)} = 1 \right. \right)$$
where \((U^{(j)})_{j \geq 1}\) is a sequence of i.i.d. uniform random variables in \([0, 1]\). Using the convention (26) for \(V^{(j)}\) (but not for \(y_j\)), combining with (73) and using a double sequence of i.i.d. such random variables (all present sequences being independent), one gets

\[
\Phi_{A(X,Y)}^{(\text{Rand})}(0, t) = \frac{e^{-2\pi \sum_{\ell=2}^m t_\ell}}{2(k + m - 1)!(m - 1)!^{k+m}} 
\times \mathbb{E} \left( e^{2\pi i \sum_{\ell=1}^k x_\ell V^{(\ell)} + \sum_{\ell=1}^m y_\ell V^{(\ell+k)} + \sum_{r=2}^m t_r (\sum_{j=1}^{k+m} V^{(j)} U^{(j,r)})} \right.
\]
\[
\left. \left| \sum_{\ell=1}^{k+m} V^{(\ell)} = k + m, \sum_{r=2}^m U^{(j,r)} = 1, \forall j \leq k + m \right) \right)
\]

(74)

This shows that, up to a constant, \(\Phi_{A(X,Y)}^{(\text{Rand})}(0, t)\) is a joint Fourier transform in \((X, Y, t)\) built out of uniform random variables conditioned on their sums (this conditioning being not only equivalent to the hyperplane concentration phenomenon but also the only condition to have a non-tensorial function). Note that using (152), one can have this result for fixed \(N\).

### 4.6. The truncated characteristic polynomial.

#### 4.6.1. Motivations.

Denote by \(\mathcal{P}\) the set of ordered prime numbers and \(v_p(n)\) the \(p\)-adic valuation of \(n \in \mathbb{N}^*\), i.e. the exponent of \(p\) in its prime decomposition \(n = \prod_{p \in \mathcal{P}} p^{v_p(n)}\). Let \((Z_p)_{p \in \mathcal{P}}\) be a sequence of i.i.d random variables uniformly distributed on the unit circle \(\mathbb{U}\).

We recall that for \(X \geq 1\) and \(\sigma \in \mathbb{R}_+\) the Random Multiplicative Function defined in 8 is

\[
Z_{X,\sigma} := \sum_{k=1}^{X} \frac{1}{k^\sigma} \prod_{p \in \mathcal{P}} Z_p^{v_p(k)}
\]

and that by the Bohr-Jessen theorem (see [44]) or the Bohr correspondence (see e.g. [176, ch. 3.2] or [142, introduction]), this random variable occurs as the following limit in distribution

\[
\zeta_X(\sigma + iTU) := \sum_{k=1}^{X} \frac{1}{k^\sigma + iTU} \xrightarrow{T \to +\infty} Z_{X,\sigma}
\]

Conrey and Gamburd [82] ask for an equivalent of \(\mathbb{E}\left( |Z_{X,1/2}|^{2k} \right)\) when \(X \to +\infty\). Their theorem [82, thm. 1] writes

\[
\mathbb{E}\left( |Z_{X,1/2}|^{2k} \right) \sim_{X \to +\infty} A_k \gamma_k e^{k^2 \log \log X}
\]

(75)

with a universality factor \(\gamma_k\) different from \(M_k\) defined in (3), a fundamental difference with the moments conjecture (1). This comes from the truncation, too strong to allow the random matrix factor \(M_k\) to survive after the first limit. The right analogue of the
characteristic polynomial in this setting is the \textit{truncated characteristic polynomial} \( Z_{U_N,\ell} \) defined by

\[
Z_{U_N,\ell}(z) := \sum_{j=0}^\ell \text{sc}_j(U_N)(-z)^j \tag{76}
\]

The factor \( \gamma_k \) then occurs as the limit (11), i.e. \( \ell^{-k} \mathbb{E}( |Z_{U_N,\ell}(1)|^{2k} ) \to \gamma_k \) when \( \ell \to +\infty \) for \( \ell \geq kN \) [82, (34)].

The random variables in the universality class of the mid-coefficient are the \( Z_{X,\sigma} \) for \( \sigma \in [0, 1/2) \). The behaviour is radically different from the case \( \sigma = 1/2 \) investigated by Conrey and Gamburd. The articles [82, 140, 142] give the following results, for all \( k \in \mathbb{N}^* \)

\[
\begin{align*}
\sigma = \frac{1}{2} : & \quad \mathbb{E}( |Z_{X,\sigma}(\ell)|^{2k} ) \sim_{\ell \to +\infty} A_k \gamma_k (\log X)^{k^2} \\
\sigma < \frac{1}{2} : & \quad \mathbb{E}( |Z_{X,\sigma}(\ell)|^{2k} ) \sim_{\ell \to +\infty} A_k \gamma_k \frac{\Gamma(2k-1)}{\Gamma(k)^2} \frac{X^{k(1-2\sigma)}F_k(\lambda)}{(1-2\sigma)^{2k-1}(\log X)^{(k-1)^2}} \tag{77}
\end{align*}
\]

One sees that setting \( N = \log(X) \), a behaviour in \( N^{(k-1)^2} \) holds for the moments of \( X^{\sigma-\frac{1}{2}} Z_{X,\sigma} \) for \( \gamma_k < \frac{1}{2} \).

The results of (77) for \( \sigma < 1/2 \) were moreover proven for their \( CUE \) analogue by Heap and Lindqvist [142]. Summarising the results of [82, 142], one gets for \( \lambda \in \mathbb{R}_+ \) and \( \ell = [N/k] \)

\[
\begin{align*}
\lambda = 1 : & \quad \mathbb{E}( |Z_{U_N,\ell}(\lambda)|^{2k} ) \sim_{\ell \to +\infty} \gamma_k \ell^{k^2} \\
\lambda > 1 : & \quad \mathbb{E}( |Z_{U_N,\ell}(\lambda)|^{2k} ) \sim_{\ell \to +\infty} \gamma_k \frac{\Gamma(2k-1)}{\Gamma(k)^2} \frac{F_k(\lambda)}{(1-\lambda^{-2})^{2k-1}} \ell^{(k-1)^2} \tag{78}
\end{align*}
\]

where

\[
F_k(\lambda) := \frac{\Gamma(2k-1)}{\Gamma(k)^2} \frac{\lambda^{2k\ell}}{(1-\lambda^{-2})^{2k-1}} \ell^{(k-1)^2}
\]

The proof given in [82, 142] uses the polytope method. The goal of this § is to give a new proof with the previous machinery.

Note that (77) yields the natural question:

**Question 4.12.** Is there a phase transition at \( \sigma = \frac{1}{2} - o(X) \) for \( Z_{X,\sigma} \) that links the Gaussian universality class \( \sigma = 1/2 \) and this new universality class \( \sigma < 1/2 \)?

The same question can of course be asked for the \( CUE \) in view of (78).

4.6.2. \textit{The Conrey-Gamburd theorem.} We first rederive the convergence (11). Since we can take \( N = k\ell \), i.e. \( \ell = [Nk^{-1}] \), we consider the case of a general truncation at \( T = [\rho N] \) for any \( \rho \in (0, 1) \). We also set \( \tilde{T} := N - T = [\bar{\rho} N] \).

**Theorem 4.13** (Truncated characteristic polynomial at \([\rho N]\) in 1). For all \( k \geq 1 \), one has

\[
\frac{\mathbb{E}( |Z_{U_N,[\rho N]}(1)|^{2k} )}{N^{k^2}} \xrightarrow{N \to +\infty} Z^{(k)}\tilde{T}_\rho
\]
with
\[ Z\mathcal{T}_p^{(k)} := \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^k} \Phi_{Z\mathcal{T}_p^{(k)}}(0, x_2, \ldots, x_{k+1}) \Delta(0, x_2, \ldots, x_{k+1})^2 \, dx \]

\[ \Phi_{Z\mathcal{T}_p^{(k)}}(0, x_2, \ldots, x_{k+1}) = e^{i\pi(k-2)\sum_{j=2}^{k+1} x_j} h_{p,0}(0, x_2, \ldots, x_{k+1})^k \]

\[ \times \left( \hat{h}_{1,0}(0, x_2, \ldots, x_{k+1}) - \hat{h}_{\mathcal{T},0}(0, x_2, \ldots, x_{k+1}) \right)^k \]

where \( \hat{h}_{p,0} \) is defined in (157).

**Remark 4.14.** One thus has \( \gamma_k = k^{2k} Z\mathcal{T}_{1/k}^{(k)} \). Note also that the integral is on \( \mathbb{R}^k \) and not on \( \mathbb{R}^{k-1} \).

**Proof.** We have
\[ Z_{U_N,T}(x) = \sum_{m=0}^{T} x^m[s^m] Z_{U_N,T}(s) = [s^0] \left( \sum_{m=0}^{T} (xs^{-1})^m \right) Z_{U_N,T}(s) \]

For \( X := \{x_1, \ldots, x_k\} \), define
\[ P_T(x) := \sum_{m=0}^{T} x^m = \frac{1 - x^{T+1}}{1 - x} = H[x - x^{T+1}] = h_T[1 + X] \]

\[ P_T[X] := \prod_{j=1}^{k} P_T(x_j) \]

Note that in one variable, \( P_\infty : (x, s) \mapsto \frac{1}{1 - xs} \) is the Cauchy reproducing kernel on \( L^2(\mathbb{U}, dv) \), and in several variables, this is the reproducing kernel of the Hilbert space of square integrable tensorial functions (i.e. functions of the form \( f(x_1, \ldots, x_n) = f_1(x) \cdots f_n(x_n) \)). The operator \( P_T \) of kernel \( (x, s) \mapsto P_T(xs^{-1}) \) has the same property on the space of tensorial polynomials of degree at most \( T \). In case of a general Laurent polynomial \( f(z) = \sum_{k \in \mathbb{Z}} f_k z^k \), it is the operator of projection on the vector space generated by \( 1, z, \ldots, z^T \), i.e. \( P_T f(z) = \sum_{k=0}^{T} f_k z^k \).

Using (56), we have for all \( T \in \mathbb{N}^* \) with \( X := \{x_1, \ldots, x_k\} \) and \( Y := \{y_1, \ldots, y_k\} \)
\[ \mathbb{E}(|Z_{U_N,T}(1)|^{2k}) := \mathbb{E}\left( \left| [x^0] P_T(x^{-1}) Z_{U_N}(x) \right|^{2k} \right) \]

\[ = [X^0 Y^0] P_T[X^{-1} + Y^{-1}] \int_{U_N} \prod_{j=1}^{k} \det(I - x_j U_N) \det(I - y_j U_N) \, dU \]

\[ = [X^0 Y^0] P_T[X^{-1} + Y^{-1}] (-1)^{kN} \prod_{j=1}^{k} y_j^N \int_{U_N} \prod_{j=1}^{k} \det(I - x_j U_N) \times \det(I - y_j^{-1} U_N) \det(U)^{-k} \, dU \]

\[ = [X^0 Y^{-N}] P_T[X^{-1} + Y^{-1}] s_{N^k}[X + Y^{-1}] \]
Using (54) with \( U := \{ u_1, \ldots, u_k \} \) and changing \( Y^{-1} \) to \( Y \), one gets
\[
\mathbb{E}\left( |Z_{U,T}(1)|^{2k} \right) = \left[ X^0 Y^N \right] P_T \left[ X^{-1} + Y \right] \frac{1}{k!} \oint_{\mathbb{U}^k} \frac{U^{-N} H[U(X + Y)] |\Delta(U)|^2 \, d^* U}{U} \]
\[
= \frac{1}{k!} \oint_{\mathbb{U}^k} \frac{U^{-N} \left[ X^0 \right] P_T \left[ X^{-1} \right] H[XU] \left[ Y^N \right] P_T[Y] H[YU] |\Delta(U)|^2 \, d^* U}{U} \]
\[
= \frac{1}{k!} \oint_{\mathbb{U}^k} U^{-N} \left( \left[ x^0 \right] P_T \left[ x^{-1} \right] H[xU] \right)^k \left( \left[ y^N \right] P_T[y] H[yU] \right)^k |\Delta(U)|^2 \, d^* U \]

By the projection property of \( P_T \) and (37), one has
\[
\left[ x^0 \right] P_T \left[ x^{-1} \right] H[xU] = \sum_{\ell=0}^{T} h_{\ell}[U] \]
\[
\left[ y^N \right] P_T[y] H[yU] = \sum_{\ell=0}^{T} \sum_{\ell=N}^{N} \sum_{\ell=0}^{T} h_{\ell-\ell}[U] = \sum_{\ell=N-T}^{N} h_{\ell}[U] \]

A classical formula is given by
\[
h_T[1 + U] = \sum_{m=0}^{T} h_m(U) \quad (81) \]

It is easily proven using lemma A.1:
\[
h_T[1 + U] = \left[ s^T \right] \frac{1}{1-s} H[sU] = \left[ s^T \right] \frac{1-s^{T+1}}{1-s} H[sU] = \sum_{m=0}^{T} \left[ s^T \right] s^m H[sU] = \sum_{m=0}^{T} h_{T-m}(U) \]

As a result, one has
\[
\left[ x^0 \right] P_T \left[ x^{-1} \right] H[xU] = h_T[1 + U] \]
\[
\left[ y^N \right] P_T[y] H[yU] = h_N[1 + U] - h_{T-1}[1 + U] \]

and
\[
\mathbb{E}\left( |Z_{U,T}(1)|^{2k} \right) = \frac{1}{k!} \oint_{\mathbb{U}^k} U^{-N} h_T[1 + U]^k \left( h_N[1 + U] - h_{T-1}[1 + U] \right)^k |\Delta(U)|^2 \, d^* U \]

Setting \( u_j = e^{2i\pi x_j/N} \) for all \( j \in [1, k] \) with \( x_j \in \left[ -\frac{N}{2}, \frac{N}{2} \right] \), one gets
\[
\mathbb{E}\left( |Z_{U,N,\rho N}(1)|^{2k} \right) = \frac{1}{k!} \int_{\left[ -\frac{N}{2}, \frac{N}{2} \right]^k} h_{\rho N}(1, e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N})^k \]
\[
\times \left( h_N(1, e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N}) - h_{\rho N}(1, e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N}) \right)^k \]
\[
\times e^{-2i\pi \sum_{j=1}^{k} x_j} \left( \Delta(1, e^{2i\pi(x_2-x_1)/N}, \ldots, e^{2i\pi(x_k-x_1)/N}) \right)^2 \prod_{j=1}^{k} \frac{dx_j}{N} \]
\[
\sim N^{k^2-k(k-1)/k} \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^k} e^{i\pi pk \sum_{j=1}^{k} x_j} h_{\rho,\infty}(0, x_1, \ldots, x_k)^k \]
\[ \left( \tilde{h}_{1,\infty}(0, x_1, \ldots, x_k) - \tilde{h}_{\pi,\infty}(0, x_1, \ldots, x_k) \right)^k \times e^{-2i\pi \sum_{j=1}^k x_j} |\Delta(0, x_2 - x_1, \ldots, x_k - x_1)|^2 \prod_{j=1}^k dx_j \]

Here, we have used dominated convergence under the form of inequality (156) with an integrable limiting function due to the second criteria (158) with \((K, M, M', \kappa, \kappa') = (k-1, k, k, 1, 1)\) which is clearly fulfilled for all \(p \in \{0, 1, 2\}\) and \(k \geq 2\) (one can expand the difference of functions using Newton’s binomial formula for a strict application of the criteria).

We conclude by remarking that \(\Delta(0, x_2 - x_1, \ldots, x_k - x_1) = \Delta(x_1, \ldots, x_k)\).

**Remark 4.15.** Taking \(\rho = 1\) gives \(T = N\) and the previous computations can still be done. It gives an alternative expression to \(\tilde{L}_1(k)\) given in (20) as an integral over \(\mathbb{R}^k\) in place of \(\mathbb{R}^{k-1}\) with a function \(h_{1,\infty}(0, x_1, \ldots, x_k)^{2k}\). The equivalence of expression comes from formulii of symmetric functions for fixed \(N\) and their rescaling.

**Remark 4.16.** One can also use an alternative ending to the previous proof by using (55) instead of (54):

\[
\mathbb{E}\left( |Z_{U,T}(1)|^{2k} \right) = \left[ X^0 Y^N \right] P_T[X^{-1} + Y] \frac{1}{k!} \oint_{U^k} U^{-N} h_{Nk}[U(X + Y)] |\Delta(U)|^2 \frac{d^k U}{U} \\
= \frac{1}{k!} \oint_{U^k} U^{-N} \left( \left[ X^0 Y^N \right] P_T[X^{-1} + Y] h_{Nk}[U(X + Y)] \right) |\Delta(U)|^2 \frac{d^k U}{U} \\
= \frac{1}{k!} \oint_{U^{k-1}} V^{-N} \left( \left[ X^0 Y^N \right] P_T[X^{-1} + Y] h_{Nk}[(1 + V)(X + Y)] \right) |\Delta[1 + V]|^2 \frac{d^k V}{V}
\]

where we have used the trick of remark 2.1.

Using \(v_j = e^{2i\pi v_j/N}\), \(x_j = e^{2i\pi \alpha_j/N}\), \(y_j = e^{2i\pi \beta_j/N}\) and \(P_T(x) = h_T[1 + x]\), one sees that the integrand will rescale with a product of functions \(h_{\rho,\infty}(0, s_j)\) with \(s_j \in \{\alpha_j, \beta_j\}\) and \(h_{k,\infty}[(0 + \nu) \oplus (\alpha + \beta)]\). Nevertheless, the critical step is always to have a domination to pass to the limit. The approach that led to lemma A.11 and (146) can be adapted for such a purpose, but as there is already a proof with the current domination, we leave these details to the interested reader. In the end, we find the following alternative expression to (79) on \(\mathbb{R}^{k-1}\):

\[
\mathcal{Z}_T^{(k)} := \frac{(2\pi)^{k(k-1)}}{k!} \oint_{\mathbb{R}^{k-1}} \tilde{\Phi}_{Z,T}^{(k)}(0, x) \Delta(0, x)^2 dx \\
\tilde{\Phi}_{Z,T}^{(k)}(0, x) = e^{-2i\pi \sum_{j=2}^k x_j} \int_{\mathbb{R}^{2k}} e^{-2i\pi \sum_{j=1}^k \beta_j} \prod_{j=1}^k \tilde{h}_{\rho,\infty}(0, \alpha_j) \tilde{h}_{\rho,\infty}(0, \beta_j) \\
\times \tilde{h}_{k,\infty}[(0 + x) \oplus (\alpha + \beta)] d\alpha d\beta
\]

\[ (82) \]
4.6.3. The Heap-Lindqvist theorem. We now consider the case of \( Z_{U_N,[\rho N]}(\lambda) \) with \( \lambda > 1 \); this is the analogue of \( \sigma < \frac{1}{2} \) in (77) since \( Z_{X,\sigma} \) converges in \( L^2(\mathbb{P}) \) and in law for \( \sigma > \frac{1}{2} \) and \( Z_{U_N,[\rho N]}(\lambda) \) converges in law to the exponential of a Gaussian analytic function for \( \lambda < 1 \), using the Diaconis-Shahshahani theorem on traces of powers of \( U_N \) [100]. The Heap-Lindquist theorem [142, thm. 3] writes for \( \rho = k^{-1} \)

\[
\frac{\mathbb{E}\left(\left|Z_{U_N,[\rho N]}(\lambda)\right|^{2k}\right)}{\lambda^{2k}\rho N^{(k-1)^2}} \xrightarrow{N \to +\infty} \gamma_k \times \frac{(2k-2)!}{(k-1)!^2} \frac{F_k(\lambda)}{(1-\lambda^{-2})^{2k-1}}
\]

with \( F_k(\lambda) = \mathbf{2F1}\left(\begin{array}{c}1 - k, 1 - k \\ 2 - 2k \end{array}\right) \bigg| 1 - \lambda^{-2}\bigg)\).

We see that such a behaviour in \( N^{(k-1)^2} \) puts \( \lambda^{-[\rho N]}Z_{U_N,[\rho N]}(\lambda) \) in the universality class of \( Sc_{[\rho N]}(U_N) \). The limiting factor is not \( Sc_{\rho}^{(k)} \) defined in (69), though. This shows that the simple approximation \( Z_{U_N,T}(\lambda) \approx (-\lambda)^T sc_T(U_N) \) is not valid: the terms of order \( T-1, T-2, \ldots, T-o(1) \) still interact at the level of moments. We now give a new proof of (83) with the previous machinery that formalises this idea, i.e. with the randomisation paradigm of § 4.5. The randomisation will indeed be particularly suited to understand how a mixture of mid-secular coefficients ends up with an additional factor at the limit:

**Theorem 4.17** (Truncated characteristic polynomial at \([\rho N]\) in \( \lambda > 1 \)). For all \( k \geq 2 \), one has

\[
\frac{\mathbb{E}\left(\left|Z_{U_N,[\rho N]}(\lambda)\right|^{2k}\right)}{\lambda^{2k}\rho N^{(k-1)^2}} \xrightarrow{N \to +\infty} 2F1\left(\begin{array}{c}k, k \\ 1 \end{array}\right) \bigg| \lambda^{-2}\bigg) \times Sc_{\rho}^{(k)}
\]

where \( Sc_{\rho}^{(k)} \) is defined in (69).

**Proof.** Set \( T := [\rho N] \). The beginning of the proof is similar to the previous one, except that we are using \( P_T(\lambda x^{-1}) \) in place of \( P_T(x^{-1}) \) for the tensorial Cauchy reproducing kernel. Adapting the steps, we easily arrive at

\[
\mathbb{E}\left(\left|Z_{U_N,T}(\lambda)\right|^{2k}\right) = \frac{1}{k!} \int_{\mathbb{R}} U^{-N} \left(\left[x^{0}\right]P_T[\lambda x^{-1}] H[xU]\right)^k \left(\left[y^{N}\right]P_T[\lambda y] H[yU]\right)^k |\Delta(U)|^2 \frac{d^n U}{U}
\]

Note the following randomisation formula analogous to (71):

\[
Z_{U_N,T}(\lambda) = \left(\sum_{\ell=0}^{T} \lambda^{\ell}\right) \mathbb{E}(sc_{G_T(\lambda)}(U_N)|U_N) , \quad G_T(\lambda) \sim \text{Geom}_\lambda([0,T])
\]

(85)

where \( G_T(\lambda) \sim \text{Geom}_\lambda([0,T]) \) is a random variable with truncated geometric random variable, i.e. \( P(G_T(\lambda) = k) = \lambda^k H[\lambda - \lambda^{T+1}] 1_{\{0 \leq k \leq T\}} \).

In the same way, the projection property of \( P_T \), (37) and (81) yield the following randomisation formula (after duality)

\[
\left[x^{0}\right]P_T[\lambda x^{-1}] H[xU] = \sum_{\ell=0}^{T} \lambda^{\ell} h_\ell[U] = \left(\sum_{\ell=0}^{T} \lambda^{\ell}\right) \mathbb{E}(h_{G_T(\lambda)}[U])
\]
Note that replacing \( k \) by \( T - k \) in the definition of \( G_T(\lambda) \) implies the following equality in law:

\[
G_T(\lambda) \overset{d}{=} T - G_T(\lambda^{-1})
\]

(86)

Note also that if \( q < 1 \), \( G_T(q) \to G_\infty(q) \) in law, where \( G_\infty(q) \) has the Geometric distribution given by \( \mathbb{P}(G_\infty(q) = k) = (1 - q)q^k \) for all \( k \geq 0 \).

In the same vein, we get

\[
[y^N] P_T[\lambda y] H[yU] = \sum_{\ell=0}^{T} \lambda^\ell [y^\ell] y^{-N+\ell} H[yU] = \sum_{\ell=0}^{T} \lambda^\ell h_{N-\ell}[U]
\]

\[
= H[\lambda - \lambda^{T+1}] \mathbb{E}(h_{N-\tilde{G}_T(\lambda)}[U]), \quad \tilde{G}_T(\lambda) \sim \text{Geom}_\lambda([0, T])
\]

We moreover take \( (U_N, G_T(\lambda), G'_T(\lambda)) \) independent. Using (86), we then arrive at

\[
\mathbb{E}\left( |Z_{U_N,T}(\lambda)|^{2k} \right) = \frac{1}{k!} H[\lambda - \lambda^{T+1}]^{2k} \oint_{U^k} U^{-N} \left( \mathbb{E}\left( h_{T-G_T(\lambda^{-1})}[U] \right) \right)^k 
\]

\[
\times \left( \mathbb{E}\left( h_{T+\tilde{G}_T(\lambda^{-1})}[U] \right) \right)^k |\Delta(U)|^2 \frac{d^*U}{U}
\]

Introducing two independent sequences of i.i.d. random variables \( (G_T^{(m)}(\lambda^{-1}))_{m \geq 1} \) and \( (\tilde{G}_T^{(m)}(\lambda^{-1}))_{m \geq 1} \) yields

\[
\mathbb{E}\left( |Z_{U_N,T}(\lambda)|^{2k} \right) = \frac{H[\lambda - \lambda^{T+1}]^{2k}}{k!} \mathbb{E}\left( \oint_{U^k} U^{-N} \prod_{m=1}^{k} h_{T-G_T^{(m)}(\lambda^{-1})}[U] h_{T+\tilde{G}_T^{(m)}(\lambda^{-1})}[U] |\Delta(U)|^2 \frac{d^*U}{U} \right)
\]

\[
= \frac{1}{k!} H[\lambda - \lambda^{T+1}]^{2k} \mathbb{E}\left( \oint_{U^k} V^{-N} u_1^{-kN} \prod_{m=1}^{k} u_1^{T-G_T^{(m)}(\lambda^{-1})} h_{T-G_T^{(m)}(\lambda^{-1})[1 + V]}
\]

\[
\times \prod_{m=1}^{k} u_1^{T+\tilde{G}_T^{(m)}(\lambda^{-1})} h_{T+\tilde{G}_T^{(m)}(\lambda^{-1})[1 + V]}
\]

\[
\times |\Delta[1 + V]|^2 \frac{d^*V}{V} \frac{d^*u_1}{u_1}
\]

\[
= \frac{1}{k!} H[\lambda - \lambda^{T+1}]^{2k} \mathbb{E}\left( \oint_{\{\sum_{m=1}^{k} G_T^{(m)}(\lambda^{-1}) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda^{-1})\}} V^{-N} \prod_{m=1}^{k} h_{T-G_T^{(m)}(\lambda^{-1})[1 + V]} h_{T+\tilde{G}_T^{(m)}(\lambda^{-1})[1 + V]}
\]

\[
\times |\Delta[1 + V]|^2 \frac{d^*V}{V}
\]

where we have used the trick of remark 2.1 to separate \( u_1 \) from \( V \). We note that this last formula also holds for \( \lambda = 1 \) if one uses \( G_T(1) \) which is uniform on \([0, T]\) (as a result, the
factor $H[\lambda - \lambda^{T+1}]$ becomes $T + 1$). Of course, it also holds for $\lambda < 1$ but in this case, one should use (86) and $G_T(\lambda)$ instead.

An easy adaptation of lemma A.7 and (146) gives that $h_{[\rho N]+o(N)}[e^{X/N}] \sim N^{k-1}I_{\rho,\infty}(X)$ if $X = \{x_1, \ldots, x_k\}$, and $G_T(\lambda^{-1}) \to G_\infty(\lambda^{-1})$ in law, hence is $O_p(1)$. Setting $u_j = e^{2i\pi x_j/N}$ for all $j \in [1, k - 1]$ with $x_j \in [-N/2, N/2]$, one then gets

$$\mathbb{E}\left( |Z_{U_{N,[\rho N]}(\lambda)}|^{2k} \right) = \frac{1}{k!} H[\lambda - \lambda^{T+1}]^{2k} \mathbb{E} \left( \sum_{m=1}^{k} G_T^{(m)}(\lambda - 1) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda - 1) \right) \times \int_{[N/2, N/2]^k} e^{-2i\pi \sum_{j=2}^{k} x_j} \prod_{m=1}^{k} h_{T-G_T^{(m)}(\lambda^{-1})} \left[ 1 + e^{2i\pi X/N} \right] \times \prod_{m=1}^{k} h_{T+\tilde{G}_T^{(m)}(\lambda^{-1})} \left[ 1 + e^{2i\pi X/N} \right] \left| \Delta \left[ 1 + e^{2i\pi X/N} \right] \right|^2 \frac{dX}{N^{k-1}}$$

$$\sim \frac{\lambda^{2kT}}{N^{k-1}} \frac{1}{k!} \frac{\lambda^{2k}}{(\lambda - 1)^{2k}} N^{2k^2 - k(k-1) - k(2\pi)^{(k-1)}} \times \mathbb{P} \left( \sum_{m=1}^{k} G_T^{(m)}(\lambda - 1) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda - 1) \right) \times \int_{\mathbb{R}^{k-1}} e^{i\pi(k-2) \sum_{j=1}^{k} x_j} h_{\rho,\infty}(0, x)^k h_{\rho,\infty}(0, x)^k \Delta(0, x)^2 \, dx$$

$$= N^{(k-1)^2} \lambda^{2kT} \times \frac{1}{(1 - \lambda^{-1})^{2k}} \mathbb{P} \left( \sum_{m=1}^{k} G_T^{(m)}(\lambda - 1) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda - 1) \right) \times SC^{(k)}$$

Here, we have used dominated convergence given by inequality (165) with $Y = 0$. As in the proof of theorem 4.2, to show that the limiting function is integrable we adapt the first criteria (168) with $(K, L, M) = (k - 1, 0, 2k)$. More precisely, since the integration space is $\mathbb{R}^{k-1}$, we use the criteria (169) which is satisfied if $(k - 1)(2k(k-2) - k + 1) > 2k$. This is equivalent to $(k - 1)(2k^2 - 3k - 3) > 2$, which is clearly satisfied for all $k \geq 2$.

It remains to compute the given probability and show that it writes as $\text{2F}_1$. We have

$$\mathbb{P} \left( \sum_{m=1}^{k} G_T^{(m)}(\lambda - 1) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda - 1) \right) = \left[ \ell \right] \mathbb{E} \left( \ell^{\sum_{m=1}^{k} G_T^{(m)}(\lambda - 1) - \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda - 1)} \right)$$

$$= \left[ \ell \right] \mathbb{E} \left( \ell^{G_T(\lambda^{-1})} \right)^k \mathbb{E} \left( \ell^{-G_T(\lambda^{-1})} \right)^k$$

$$= \left[ \ell \right] H \left[ (t-1)\lambda^{-1}1 \right] H \left[ (t-1)\lambda^{-1}1 \right]$$

$$= \left[ \ell \right] H \left[ -\lambda^{-1}1 \right]^2 \sum_{\ell_1, \ell_2 \geq 0} t^{\ell_1-\ell_2} \lambda^{-\ell_1+\ell_2} h_{\ell_1} \left[ 1 \right] h_{\ell_2} \left[ 1 \right]$$

$$= (1 - \lambda^{-1})^{2k} \sum_{\ell \geq 0} \lambda^{-2\ell} h_\ell \left[ 1 \right]^2$$
Now, \( h_\ell [\lambda^\ell] = [t^\ell] H[t]^\theta = [t^\ell] \sum_{m \geq 0} t^m \theta^m \frac{t^m}{m!} = \frac{\theta^\ell}{\ell!} \) with \( \theta^\ell := \theta(\theta + 1) \cdots (\theta + \ell - 1) \). This implies

\[
(1 - \lambda^{-1})^{-2\ell} \mathbb{P} \left( \sum_{m=1}^{k} G_T^{(m)}(\lambda^{-1}) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda^{-1}) \right) = \sum_{\ell \geq 0} \lambda^{-2\ell} \binom{k^\ell}{\ell!}^2 \sum_{\ell \geq 0} \frac{k^\ell \times k^\ell \lambda^{-2\ell}}{1^\ell \ell!} =: 2F_1 \left( \begin{array}{c} k, k \\ 1 \end{array} \bigg| \lambda^{-2} \right)
\]

since by definition \( 2F_1 \left( \begin{array}{c} a, b \\ c \end{array} \bigg| z \right) := \sum_{\ell \geq 0} \frac{a^\ell b^\ell z^\ell}{c^\ell \ell!} \). \( \square \)

**Remark 4.18.** The formula

\[
\mathbb{E} \left( \left| Z_{U_N, [\rho N]}(\lambda) \right|^{2k} \right) = \frac{H[\lambda - \lambda^{T+1}]^{2k}}{k!} \mathbb{E} \left( \mathbf{1}_{\{ \sum_{m=1}^{k} G_T^{(m)}(\lambda) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(\lambda) \}} \int_{U^{k-1}} V^{-N} \times \prod_{m=1}^{k} h_{G_T^{(m)}(\lambda)}[1 + V] h_{N - \tilde{G}_T^{(m)}(\lambda)}[1 + V] |\Delta(1 + V)|^2 \frac{d^k V}{V} \right)
\]

is valid for all \( \lambda \in \mathbb{R}_+^* \). In the case \( \lambda = 1 \), one uses the fact that \( G_T(1) \sim \mathcal{U}([0, T]) \). This is the very discrepancy of behaviour of these truncated Geometric random variables that implies the discrepancy of behaviour of the whole functional, as \( G_T(1)/T \to U \sim \mathcal{U}([0, 1]) \) (in law), \( G_T(q) \to G_\infty(q) \) if \( q < 1 \) and \( G_T(\lambda)/T \overset{\ell}{=} 1 - G_T(1/\lambda)/T \to 1 \) if \( \lambda > 1 \). Adapting the previous proof for \( \lambda = 1 \) shows that

\[
\mathbb{E} \left( \left| Z_{U_N, [\rho N]}(1) \right|^{2k} \right) = \frac{(T + 1)^{2k}}{k!} \mathbb{E} \left( \mathbf{1}_{\{ \sum_{m=1}^{k} G_T^{(m)}(1) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(1) \}} \int_{[0, T]^{k-1}} e^{-2i\pi \sum_{j=2}^{k} x_j} \prod_{m=1}^{k} h_{T - G_T^{(m)}(1)}[1 + e^{2i\pi X/N}] \times \prod_{m=1}^{k} h_{T + \tilde{G}_T^{(m)}(1)}[1 + V] |\Delta(1 + e^{2i\pi X/N})|^2 \frac{dX}{N^{k-1}} \right)
\]

To pursue, we need the following local CLT: writing \( U_T := [(T + 1)U] \) for \( U \sim \mathcal{U}([0, 1]) \), noticing that \( T - U_T \overset{\ell}{=} U_T \) (as in the case of the truncated Geometric random variable) and introducing a sequence \( (U_k)_k \) of i.i.d. uniform such random variables, one gets

\[
\mathbb{P} \left( \sum_{m=1}^{k} G_T^{(m)}(1) = \sum_{m=1}^{k} \tilde{G}_T^{(m)}(1) \right) = \mathbb{P} \left( \sum_{m=1}^{2k} [(T + 1)U_m] = kT \right) = \left[ u^{kT} \right] \mathbb{E} \left( u^{U_T} \right)^{2k} = \left[ u^{kN} \right] \left( \frac{1}{T + 1} H[u - u^{T+1}] \right)^{2k} = \frac{1}{(T + 1)^{2k}} \int_{-T}^{T} e^{-2i\pi k\theta} \left( \frac{1 - e^{2i\pi \theta(T+1)/T}}{1 - e^{2i\pi \theta T}} \right)^{2k} d\theta
\]

These integrals can be evaluated using the theory of complex analysis and the residue theorem.
The only step to justify is the equivalent given in the proof of lemma A.4. Here, \( f_{V_k} \) is the Lebesgue density of \( V_k \), i.e. \( f_{V_k}(x) = \mathbb{E}(\delta_0(V_k - x)) \).

Nevertheless, since \( T^{-1}G_T(1) \to U \) (in law), this limiting random variable is not deterministic and one needs to keep the expectation. One thus gets

\[
\mathbb{E}\left(\left|Z_{U_N, 1 \rho N}(1)\right|^2\right) \sim \left(\frac{\rho N}{k!}\right)^{2k} N^{2k^2 - k(k-1) - k(2\pi)^{(k-1)} \frac{1}{\rho N}} \times \int_{R^{k-1}} \mathbb{E}\left(\delta_0\left(\sum_{\ell=1}^k U_\ell - k\right) \prod_{\ell=1}^k \tilde{h}_{\rho, U_\ell, \infty}(0, x) \tilde{h}_{\sigma, U_{k+\ell}, \infty}(0, x)\right) e^{i\pi(k-2)\sum_{j=1}^k x_j} \Delta(0, x)^2 dx
\]

We see that we recover the scaling in \( N^{k^2} \) and that the discrepancy with the case \( \lambda > 1 \) comes from the difference of renormalisation between the truncated geometric law and the uniform one. This moreover gives an alternative integral on \( R^{k-1} \) for \( ZT^k_\rho \), i.e.

\[
ZT^k_\rho := \left(\frac{2\pi}{k!}\right)^{k(k-1)} \int_{R^{k-1}} \Phi^{(Rand)}_{ZT^k_\rho}(0, x) \Delta(0, x)^2 dx
\]

\[
\Phi^{(Rand)}_{ZT^k_\rho}(0, x) = e^{i\pi(k-2)\sum_{j=1}^k x_j} \rho^{2k-1} f_{V_k}(k) \mathbb{E}\left(\prod_{\ell=1}^k \tilde{h}_{\rho, U_\ell, \infty}(0, x) \tilde{h}_{\sigma, U_{k+\ell}, \infty}(0, x)\right) \sum_{\ell=1}^k U_\ell = k
\] (88)

The function \( \Phi^{(Rand)}_{ZT^k_\rho} \) uses nevertheless \( 2k-1 \) random variables, hence \( 2k-1 \) additional integrals on \( [0, 1] \), and showing directly the equivalence between (79) and (88) does not seem an easy task. Last, note that the expression of \( f_{V_k}(k) \) given by (72) does not simplify and that one can express \( \Phi^{(Rand)}_{ZT^k_\rho} \) as a Fourier transform in the vein of (74).

**Remark 4.19.** In view of (83), (84) and remark 4.14, one has for \( \rho = k^{-1} \)

\[
{2F1}\left(\begin{array}{c} k, k \cr 1 \end{array} \right) \lambda^{-2} SC^{(k)}_\rho = ZT^k_\rho \left(\frac{2k-2)!}{(k-1)!2} (1 - \lambda^{-2})^{1-2k} \right) {2F1}\left(\begin{array}{c} 1 - k, 1 - k \cr 2 - 2k \end{array} \right) (1 - \lambda^{-2})
\]

Now, the hypergeometric equation having one solution given by \( {2F1}\left(\begin{array}{c} a, b \cr c \end{array} \right) z \) is

\[
z(1-z)F''(z) + [c - (a + b + 1)] F'(z) - ab F(z) = 0
\]
and setting\textsuperscript{11} \( z = 1 - x \) shows that there are two solutions to the so transformed equation, namely \( 2F_1\left( \frac{a,b}{1+a+b-c} | 1 - x \right) \) and \((1 - x)^{c-a-b} 2F_1\left( \frac{c-a,c-b}{1-a-b+c} | 1 - x \right) \). The value in 0 for the function implies in our case that only the second solution is relevant, hence that, for \( x = \lambda^{-2} \),

\[
2F_1\left( \frac{k,k}{1} | x \right) = (1 - x)^{1-2k} 2F_1\left( \frac{1-k,1-k}{2} | 1 - x \right)
\]

which shows that (at least for \( \rho = 1/k \)) there exists a proportionality relation between \( SC^{(k)}_\rho \) and \( ZT^{(k)}_\rho \):

\[
SC^{(k)}_\rho = ZT^{(k)}_\rho \frac{(2k - 2)!}{(k - 1)!^2} \tag{89}
\]

This would be interesting to know if such a link is persistent for all \( \rho \in (0, 1) \). The polytope method seems particularly adapted to do so (but we do not pursue here).

4.6.4. The microscopic setting. This part is a variation on § 4.6.2; details are thus omitted.

**Theorem 4.20** (Truncated characteristic polynomial at \([\rho N] \) in \( e^{s/N} \)). For all \( k \geq 2 \) and \( s \in \mathbb{R} \), one has

\[
\mathbb{E}\left( \left| Z_{U,T}(\lambda) \right|^{2k} \right| N^k \right) \xrightarrow{N \to \infty} ZT^{(k)}_{\rho,s}
\]

where

\[
ZT^{(k)}_{\rho,s} := \frac{(2\pi)^k (k-1)!}{k!} \int_{\mathbb{R}^k} \Phi_{ZT^{(k)}_{\rho,s}}(0, x_2, \ldots, x_{k+1}) \Delta(0, x_2, \ldots, x_{k+1})^2 dx
\]

\[
\Phi_{ZT^{(k)}_{\rho,s}}(0, x_2, \ldots, x_{k+1}) = e^{2ks} e^{\pi \rho k - 2} \sum_{j=2}^{k+1} x_j h_{\rho,\infty}(0, x_2 + s, \ldots, x_{k+1} + s)^k
\]

\[
\left( \tilde{h}_{1,\infty}(0, x_2 - s, \ldots, x_{k+1} - s) - \tilde{h}_{\rho,\infty}(0, x_2 - s, \ldots, x_{k+1} - s) \right)^k
\]

**Proof.** The proof is a slight modification of the proof of theorem 4.13. We start from the formula

\[
\mathbb{E}\left( \left| Z_{U,T}(\lambda) \right|^{2k} \right) = \frac{1}{k!} \int_{\mathbb{R}^k} U^{-N} \left( \left[ x^0 \right] P_T[\lambda x^{-1}] H[xU] \right)^k \left( \left[ y^N \right] P_T[\lambda y] H[yU] \right)^k |\Delta(U)|^2 d^x U
\]

Now,

\[
\left[ x^0 \right] P_T[\lambda x^{-1}] H[xU] = \sum_{\ell=0}^T \lambda^\ell h_\ell[U] = \sum_{\ell=0}^T \lambda^\ell |\lambda U| = h_T[1 + \lambda U]
\]

and

\[
\left[ y^N \right] P_T[\lambda y] H[yU] = \sum_{\ell=0}^T \lambda^\ell \left[ y^0 \right] y^{-N+\ell} H[yU] = \sum_{\ell=0}^T \lambda^\ell h_{N-\ell}[U] = \lambda^N \sum_{\ell=0}^T h_{N-\ell}[\lambda^{-1} U]
\]

\textsuperscript{11}This is a simple case of Kummer’s group of 24 transformations (isomorphic to \( S_4 \)) that one can treat by hand, see [180, 8 p. 52, (7)].
\[ = \lambda N \sum_{j=T}^{N} h_j [\lambda^{-1}U] = \lambda N \left( h_N [1 + \lambda^{-1}U] - h_{T-1} [1 + \lambda^{-1}U] \right) \]

Setting \( \lambda = e^{s/N} \), an easy adaptation of the end of the proof of theorem 4.13 allows then to conclude. \( \square \)

**Remark 4.21.** The previous proof is an adaptation of the proof of theorem 4.13. An alternative proof with the randomisation paradigm of §4.5 can also be given by adapting remark 4.18 and the randomisation formula (87). This last formula can be rescaled similarly to the uniform case with the limit in law \( T^{-1} G_T (e^{-s/T}) \rightarrow X_s \) if \( s > 0 \) (in the contrary case, one uses the duality formula (86) and the limit law is then \( 1 - X_s \)). The law of \( X_s \) is given by an exponential bias of the uniform distribution, i.e. \( \mathbb{E}(f(X_s)) = \mathbb{E}(e^{-sU} f(U)) / \mathbb{E}(e^{-sU}) \) with \( U \sim \mathcal{U}([0,1]) \) (or equivalently an exponential random variable \( s^{-1} e \) conditioned to be less than 1). It gives an alternative expression to (90) in the same vein as (73)/(88) with \( U_i \)s replaced by i.i.d. copies of \( X_s \). Details are left to the reader.

**Remark 4.22.** One can easily adapt the previous proof to show the following “multipoint” version of the previous result :

\[
\mathbb{E} \left( \prod_{\ell=1}^{k} Z_{U_N, [\rho_\ell N]} (e^{s_\ell/N}) Z_{U_N, [\rho_\ell+i N]} (e^{w_\ell/N}) \right)_{N^2} \rightarrow_{N \rightarrow +\infty} \mathcal{Z}_{T}^{(k)} (s, w)
\]

The limiting function is a slight modification of (90) where the powers \( k \) are replaced by a product ; it is to be compared with (63). One can also compute it with the randomisation paradigm of §4.5. Details are left to the reader.
4.7. The Birkhoff polytope.

4.7.1. The Beck-Pixton approach to the Birkhoff polytope. Let $D \subset \mathbb{R}^n$ be a lattice and $P$ a polytope with the property that all its vertices are points of $L$. For all $t \in \mathbb{N}$, the Ehrhart polynomial of $P$ is defined by

$$L(t, P) := \#(D \cap tP)$$

where $tP$ is the $t$-dilation of $P$. $L(t, P)$ is thus the number of lattice points contained in $tP$. Ehrhart [104] showed that this is a polynomial in $t$ with rational coefficients. Using the residue theorem, Beck [28] gave an expression of $L(t, P)$ and re-proved this fact. Beck and Pixton finally applied the residue formula to the case of the Birkhoff polytope [29]. We now review this approach.

A convex lattice polytope $P$ located in the nonnegative orthant can be described by an intersection of a finite number of half-spaces of the form

$$P := \{ x \in \mathbb{R}^n_+ / Ax \leq b \}$$

where $A$ is an $m \times n$ matrix with integer coefficients and $b \in \mathbb{Z}^n$. More rarely, this last intersection can also be described by an equality. Denote by $(a_1, \ldots, a_n)$ the columns of $A$. Then, the Beck formula writes [28, (11) & thm. 8]

$$L(t, P) = \oint_{(r\mathbb{U})^m} \prod_{\ell=1}^n \frac{1}{1 - z^{a_\ell}} \prod_{j=1}^m z_j^{-tb_j} d^*z, \quad r < 1$$

or, equivalently

$$L(t, P) = [z^{tb}] H[z] \prod_{\ell=1}^n \frac{1}{1 - z^{a_\ell}} \\ (93)$$

**Definition 4.23** (Birkhoff and sub-Birkhoff polytopes). The *Birkhoff polytope* $B_k$ is the polytope of stochastic matrices, namely matrices $(M_{i,j})_{1 \leq i,j \leq k}$ satisfying $M_{i,j} \geq 0$, for all $i,j$, $\sum_{i=1}^k M_{i,j} = 1$ for all $i$ and $\sum_{j=1}^k M_{i,j} = 1$ for all $j$. This is a polytope of $\mathbb{R}^{(k-1)^2}$ described by equalities.

The *sub-Birkhoff polytope* $S_k$ is the polytope of sub-stochastic matrices $(M_{i,j})_{1 \leq i,j \leq k}$ i.e. matrices satisfying $M_{i,j} \geq 0$, for all $i,j$, $\sum_{i=1}^k M_{i,j} \leq 1$ for all $i$ and $\sum_{j=1}^k M_{i,j} \leq 1$ for all $j$ (see e.g. [97, 82]). This is a polytope of $\mathbb{R}^{k^2}$.

In each case, the corresponding matrix $A$ of size $2k \times k^2$ is given by [29, 82]

$$A = \begin{pmatrix} 1 & \cdots & 1 & 1 & \cdots & 1 \\ \vdots & \ddots & \vdots & \cdots & \vdots & \ddots \\ 1 & \cdots & 1 & 1 & \cdots & 1 \\ \vdots & \cdots & \vdots & \ddots & \cdots & \vdots \\ 1 & \cdots & 1 & \cdots & \vdots & \ddots \\ 1 & \cdots & 1 & 1 & \cdots & 1 \end{pmatrix}$$
As a consequence, using two sets of variables \( z = (x_1, \ldots, x_k, y_1, \ldots, y_k) =: (X, Y) \) the Beck formula \((93)\) becomes (see also \([82, (35)]\))

\[
L(t, S_k) = \int_{(rU)^{2k}} \prod_{j, \ell=1}^k \frac{1}{1 - x_j y_\ell} \prod_{j=1}^k \frac{x_j^{-t} y_j^{-t}}{(1 - x_j)(1 - y_j)} \frac{d^t X}{X} \frac{d^t Y}{Y}, \quad r < 1
\]

namely

\[
L(t, S_k) = [X^t Y^t] H[X + Y + XY] \tag{94}
\]

In the case of a polytope defined by an equality, the Beck formula has to be modified accordingly (see \([29]\); see also \([30, \text{thm. 2.13, ch. 6.2}]\)) and amounts to forget the term \( H[z] \) in \((93)\). In the particular case of the Birkhoff polytope, this gives the following Beck-Pixton formula:

\[
L(t, B_k) = [X^t Y^t] H[XY] \tag{95}
\]

A fundamental result of Ehrhart concerns the dominant coefficient of the Ehrhart polynomial. It is the relative volume of the underlying polytope (see e.g. \([28, 29, 82]\)). Writing this coefficient as a limit of the rescaled polynomial gives\(^12\)

\[
\frac{L(t, B_k)}{k^{(k-1)^2} t^{(k-1)}} \xrightarrow{t \to +\infty} \frac{\text{vol}(B_k)}{k^{k-1}}, \quad \frac{L(t, S_k)}{t k^2} \xrightarrow{t \to +\infty} \frac{\text{vol}(S_k)}{k^{k-1}}
\]

Conrey and Gamburd \([82, (32)]\) showed using the results of Diaconis-Gamburd \([97]\) that

\[
\mathbb{E}\left( |Z_{U^\ell, t}^k(1)|^{2k} \right) = L(\ell, S_k) \quad \forall N \geq \ell k
\]

hence, that

\[
\mathbb{E}\left( |Z_{U^\ell, t}^k(1)|^{2k} \right) \xrightarrow{\ell \to +\infty} \frac{\text{vol}(S_k)}{k^{k-1}} \tag{96}
\]

Remark 4.24. Similarly, Heap and Lindqvist \([142, \text{Prop. 3}]\) showed using the same results of Diaconis-Gamburd \([97]\) that for all \( N \geq \ell k \)

\[
\mathbb{E}\left( |Z_{U^\ell, t}(\lambda)|^{2k} \right) = [X^t Y^t] H[X + Y + \lambda^2 XY]
\]

although they did not link their result with any polytopial functional. In view of the Beck formulas \((92)/(93)\), it does not enter into the framework of a classical polytope. It would be interesting to find a polytopial interpretation of such a quantity.

We already gave an expression of the truncated characteristic polynomial in the proof of theorem 4.13. Nevertheless, we give here yet another expression starting directly from the Beck formula \((94)\).

\(^12\)One has to divide by the relative volume of the fundamental domain of the sublattice of \( \mathbb{Z}^{k^2} \) in the affine space spanned by \( B_k \) which is \( k^{k-1} \), see \([29]\).
4.7.2. Another expression for \( L(\ell, B_k) \) and \( L(\ell, S_k) \).

**Lemma 4.25** (The Ehrhart polynomial of \( B_k \) and \( S_k \) with duality). One has with \( U := (u_1, \ldots, u_k) \) and for all \( t \in \mathbb{N} \)

\[
L(t, S_k) = \frac{1}{k!} \int_{U_k} |\det U|^2 \frac{d^k U}{U} \\
L(t, B_k) = \frac{1}{k!} \int_{U_k} |\det U|^2 \frac{d^k U}{U}
\]

(97)

**Proof.** The reproducing kernel property (41) of the Cauchy kernel applied to itself gives \( \langle H[XU], H[YU] \rangle_U = H[XY] \), i.e. the trick (45) \( H[XY] = [U^0] H[XU + YU^{-1} - U^{\varepsilon R}] \). One can thus write (94) as

\[
L(t, S_k) = [X^t Y^t] H[X + Y + XY] \\
= [U^0 X^t Y^t] H[X + Y + XU + YU^{-1} - U^{\varepsilon R}] \\
= [U^0 X^t Y^t] H[X(U + 1) + (U^{-1} + 1)Y - U^{\varepsilon R}] \\
= [U^0] H[(U + 1)X][Y^t] H[(U^{-1} + 1)Y] H[-U^{\varepsilon R}]
\]

Now, \( h_t[U + 1]^k = [X^t] H[(U + 1)X] \) and using the fact that \( U^{-1} = \overline{U} \) if \( u_i \in U \), one has

\[
L(t, S_k) = [U^0] h_t[U + 1]^k h_t[U^{-1} + 1]^k H[-U^{\varepsilon R}] \\
= \int_{U_k} h_t[U + 1]^k h_t[U^{-1} + 1]^k \frac{d^k U}{U} \\
= \frac{1}{k!} \int_{U_k} |h_t[1 + U]|^2 k |\det (U)|^2 \frac{d^k U}{U}
\]

using the trick (44).

The case of \( B_k \) is treated in the same way. \( \square \)

**Remark 4.26.** Let \( X := (x_1, \ldots, x_k) \). One can also write with (37)

\[
L(t, B_k) = [X^t Y^t] H[XY] = [X^t Y_1^t \ldots Y_k^t] \prod_{j=1}^k H[y_j X] = [X^t] h_t[X]^k
\]

The function \( h_t \) has several possible forms. Using the fact that \( h_t = s_{(n)} \) and formula (46), one gets by expanding the determinant on the first column \( (j = 1) \) and using the formula for the Vandermonde determinant

\[
h_t(x_1, \ldots, x_k) = \frac{\det (x_i^{t+1} - x_j)}{\det (x_i^{t-k})}_{1 \leq i, j \leq k} = \sum_{i=1}^k x_i^{t+1} \prod_{\substack{m \in [1,k]\{i\}}} \frac{1}{x_i - x_m}
\]
Alternatively, one can also write a partial fraction decomposition:

\[
  h_t(x_1, \ldots, x_k) = \left[ s^t \right] H[sX] = \left[ s^t \right] \prod_{j=1}^{t} \frac{1}{1 - sx_i} = \left[ s^t \right] \sum_{i=1}^{k} \frac{1}{1 - sx_i} \prod_{m \in [1:k] \setminus \{i\}} \frac{1}{1 - x_m / x_i}
\]

\[
  = \sum_{i=1}^{k} x_i^{t+k-1} \prod_{m \in [1:k] \setminus \{i\}} \frac{1}{x_i - x_m}
\]

We thus see that the formula

\[
  L(t, B_k) = [X^t] h_t[X]^k
\]

is exactly [29, thm. 2]. The other form of \(h_t\) given by [187, ch. I-2] is also a particular case of the expression of a Schur function in terms of monomials.\(^{13}\)

\[
  h_t(x_1, \ldots, x_k) = \sum_{1 \leq i_1 \leq \cdots \leq i_t \leq k} x_{i_1} \cdots x_{i_t} = \sum_{m_1 + \cdots + m_k = t} x_{1}^{m_1} \cdots x_{k}^{m_k}
\]

and is used in [29] to show that \(L(t, B_k)\) is a polynomial in \(t\).

In the same vein, we have

\[
  L(t, S_k) = [X^t] h_t[1 + X]^{k+1}
\]

Indeed, one has

\[
  L(t, S_k) = [X^t Y^t] H[X + Y + XY] = [X^t y_1^t \cdots y_k^t] H[X] \prod_{i=1}^{k} H[y_i(X + 1)]
\]

\[
  = [X^t] \sum_{m \geq 0} h_m[X] h_t[1 + X]^k
\]

\[
  = [X^t] \sum_{m=0}^{t} h_m[X] h_t[1 + X]^k
\]

since \([X^t] h_m[X] = 0\) if \(m > t\). We conclude with (81).

Using (97), one can give an alternative proof of (96) and a new expression of \(\text{vol}(B_k)\):

**Theorem 4.27** (Another expression of \(\text{vol}(B_k)\) and \(\text{vol}(S_k)\)). One has

\[
  \frac{\text{vol}(S_k)}{k^{k-1}} = \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^k} \Phi_{S_k}(x_1, \ldots, x_k) \Delta(x_1, \ldots, x_k)^2 dx_1 \ldots dx_k
\]

\[
  \Phi_{S_k}(x_1, \ldots, x_k) := |h_{1,\infty}(0, x_1, \ldots, x_k)|^{2k}
\]

\(^{13}\)It writes \(s_\lambda(X) = \sum_{T \in \text{SST}(\lambda)} X^T\) where \(\text{SST}(\lambda)\) is the set of semi-standard (Young) tableaux of shape \(\lambda\), see e.g. [187, ch. I-5, (5.12)].
and
\[
\frac{\text{vol}(B_k)}{k^{k-1}} = \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{B_k}(0, x_2, \ldots, x_k) \Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k
\]
(101)
\[
\Phi_{B_k}(0, x_2, \ldots, x_k) := |h_{1,\infty}(0, x_2, \ldots, x_k)|^{2k}
\]

**Proof.** Recall that
\[
\ell^{k(k-1)} \left| \Delta(e^{2i\pi x_1/\ell}, \ldots, e^{2i\pi x_k/\ell}) \right|^2 = \ell^{k(k-1)} \left| \Delta(1, e^{2i\pi(x_2-x_1)/\ell}, \ldots, e^{2i\pi(x_k-x_1)/\ell}) \right|^2
\]
\[
\sim_{\ell \to +\infty} (2\pi)^{k(k-1)} \prod_{j=2}^k |x_j - x_1|^2 |\Delta(x_2 - x_1, \ldots, x_k - x_1)|^2
\]
\[
= (2\pi)^{k(k-1)} \prod_{j=2}^k |x_j - x_1|^2 |\Delta(x_2, \ldots, x_k)|^2
\]
\[
= (2\pi)^{k(k-1)} |\Delta(x_1, \ldots, x_k)|^2
\]

We first prove (100). By lemma A.4, we have
\[
\frac{1}{\ell^k} h_\ell(1, e^{2i\pi x_1/\ell}, \ldots, e^{2i\pi x_k/\ell}) \xrightarrow{\ell \to +\infty} e^{i\pi \sum_{j=1}^k x_j} h_{1,\infty}(0, x_1, \ldots, x_k)
\]

hence, using \( \theta := (\theta_1, \ldots, \theta_k) \) and \( x := (x_1, \ldots, x_k) \), this implies that
\[
L(\ell, S_k) = \frac{1}{k!} \int_{U^k} |h_\ell[1 + U]|^{2k} |\Delta(U)|^2 \frac{d^k U}{U}
\]
\[
= \frac{1}{k!} \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^k} \left| h_\ell(1, e^{2i\pi \theta_1}, \ldots, e^{2i\pi \theta_k}) \right|^{2k} \left| \Delta(e^{2i\pi \theta_1}, \ldots, e^{2i\pi \theta_k}) \right|^2 d\theta
\]
\[
= \frac{1}{k!} \int_{\left[-\frac{\pi}{\ell}, \frac{\pi}{\ell}\right]^k} \left| h_\ell(1, e^{2i\pi x_1/\ell}, \ldots, e^{2i\pi x_k/\ell}) \right|^{2k} \left| \Delta(e^{2i\pi x_1/\ell}, \ldots, e^{2i\pi x_k/\ell}) \right|^2 dx \sim_{\ell \to +\infty} e^{2k^2 - k(k-1) - k} \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^k} |h_{1,\infty}(0, x_1, \ldots, x_k)|^{2k} |\Delta(x_1, \ldots, x_k)|^2 dx
\]

Here, we have used dominated convergence given by inequality (156). The limiting function is integrable using the first criteria (158) with \((K, M, \kappa) = (k, 2k, 1)\) which is clearly fullfilled for all \(p \in \{0, 1, 2\}\) and \(k \geq 2\).

We now prove (101). We again use lemma A.4, but with one less variable. Setting \( u_j/u_1 = e^{2i\pi x_j/\ell} \) for all \( j \in [2, k] \) and \( u_1 = e^{2i\pi \varphi} \) gives
\[
L(\ell, B_k) = \frac{1}{k!} \int_{U^k} |h_\ell[U]|^{2k} |\Delta(U)|^2 \frac{d^k U}{U}
\]
\[
= \frac{1}{k!} \int_{-\frac{\pi}{\ell}}^{\frac{\pi}{\ell}} d\varphi \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^{k-1}} \left| h_\ell(1, e^{2i\pi x_1/\ell}, \ldots, e^{2i\pi x_k/\ell}) \right|^{2k} \left| \Delta(1, e^{2i\pi x_2/\ell}, \ldots, e^{2i\pi x_k/\ell}) \right|^2 dx \frac{dx}{\ell^{k-1}}
\]
\[
L(\ell, S_k) = \left[ X^\ell Y^\ell \right] H[X + Y + XY] \\
= \left[ X^\ell Y^\ell \right] H\left[ X - X^{\ell+1} + Y - Y^{\ell+1} + XY - X^{\ell+1}Y^{\ell+1} \right] \\
= \int_{[-\ell,\ell]} e^{-2\pi \sum_{j=1}^{\ell} (x_j+y_j)} \prod_{j,m=1}^{\ell} e^{i\pi (x_j+y_m)} \frac{\sin(\pi \frac{x_j+y_m}{\ell})}{\sin(\pi \frac{x_j+y_m}{\ell})} \\
\times \prod_{j=1}^{\ell} \sin(\pi x_j) \sin(\pi y_j) dx_j dy_j
\]

\[
\sim \ell^{k^2+2k-2k} \int_{\mathbb{R}^{2k}} e^{i\pi (k-1) \sum_{j=1}^{k} (x_j+y_j)} \prod_{j,m=1}^{k} \sin(\pi (x_j + y_m)) \\
\times \prod_{j=1}^{k} \sin(\pi x_j) \sin(\pi y_j) dx_j dy_j
\]

which implies

\[
\frac{\text{vol}(S_k)}{k^{k-1}} = \int_{\mathbb{R}^{2k}} e^{i\pi (k-1) \sum_{j=1}^{k} (x_j+y_j)} \prod_{j,m=1}^{k} \sin(\pi (x_j + y_m)) \prod_{j=1}^{k} \sin(\pi x_j) \sin(\pi y_j) dx_j dy_j
\]

(102)

Using the Fubini theorem, one can rewrite (102) as

\[
\frac{\text{vol}(S_k)}{k^{k-1}} = \int_{\mathbb{R}^{k}} e^{i\pi (k-1) \sum_{j=1}^{k} x_j} h_{1,\infty}(0, x_1, \ldots, x_k)^k dx_1 \ldots dx_k
\]

(103)

This expression can also be obtained by a rescaling of (98).
Using (145) with $\kappa = 1$, i.e. with $V$ uniform in $[-1,1]$, this representation is equivalent to

$$\frac{\text{vol}(S_k)}{k^{k-1}} = 2^{2k} \mathbb{E}\left( \prod_{j=1}^{k} \delta_0 \left( k - 1 - V_{j,k+1} - \sum_{i=1}^{k} V_{j,i} \right) \right)$$

where $(V_{i,j})_{1 \leq i,j \leq k+1}$ is a matrix of i.i.d. random variables uniformly distributed in $[-1,1]$. Let $W$ be an absolutely continuous random variable. Denote by $f_W(x) = \mathbb{E}(\delta_0(W - x))$ its Lebesgue density. Then, setting $W_j = V_{j,k+1} + \sum_{i=1}^{k} V_{j,i}$ if $j \leq k$ and $W_j = V_{k+1,j} + \sum_{i=1}^{k} V_{i,j}$ if $j \geq k + 1$, we thus have

$$\frac{\text{vol}(S_k)}{k^{k-1}} = 2^{2k} f_W(w_1,\ldots,w_{2k})(k - 1,\ldots,k - 1)$$

Note that such Lebesgue densities are multidimensional generalisations of the rectangle function $\mathbb{E}(\delta_0(x - V)) = \frac{1}{2} \mathbf{1}_{(-1 \leq x \leq 1)}$, hence, $f_W(w_1,\ldots,w_{2k})(x_1,\ldots,x_{2k})$ is a piecewise multivariate polynomial density and taking it in $\mathbf{x} := (k-1)\mathbf{1}_{2k}$ gives thus a piecewise polynomial in $k$ in the same vein as [164, cor. 1.7] or [33, (1.3), (1.4)]. Piecewise polynomiality is thus a general phenomenon due to the probabilistic representation of $h_{\kappa,\infty}$ and will also hold in the more general case of $h_{\kappa,\infty}$ where uniform random variables are replaced by Beta($\kappa,1$) ones if $\kappa \in \mathbb{N}^*$ since one has $\beta_{\kappa,1} \overset{\mathcal{D}}{=} U^{1/\kappa}$ with $U \sim \mathcal{U}([0,1])$, hence $\mathbb{E}(\delta_0(x - U^{1/\kappa})) = \kappa x^{\kappa-1} \mathbf{1}_{[0,1]}$.

The same can be said about the Birkhoff polytope $B_k$ (details are left to the reader).

4.7.3. Extension to transportation polytopes. Let $\lambda, \mu \vdash N$ with $\ell(\lambda) = m$ and $\ell(\mu) = n$. A transportation polytope $T_{\lambda,\mu}$ is a generalisation of the Birkhoff polytope where the sum of the lines is given by $\lambda$ and the sum of the columns by $\mu$, namely

$$T_{\lambda,\mu} := \left\{ (M_{i,j})_{(i,j) \in [1,m] \times [1,n]} \in \mathbb{R}^{mn}_+ \right\} \sum_{i} M_{i,j} = \lambda_i \forall i \in [1,m], \sum_{j} M_{i,j} = \mu_j \forall j \in [1,n] \}

These polytopes are the set of solutions to a transportation problem in linear programming (see [29] and references cited). The Birkhoff polytope is $B_k = T_{\mathbf{1}^k,\mathbf{1}^k}$. Note that it is always possible to assume $\lambda_1 \geq \lambda_2 \geq \ldots$, etc. by multiplying the matrix on the left and on the right with permutation matrices (which amounts to change the order of the coordinates).

$T_{\lambda,\mu}$ is a convex polytope defined by equalities of dimension $(m-1)(n-1)$ in $\mathbb{R}^{mn}$. We are interested in the behaviour of the Erhahrt polynomial $L(\ell, T_{\lambda,\mu}) := \#(\ell T_{\lambda,\mu} \cap \mathbb{Z}^{mn})$ when $\ell \to +\infty$ and in particular to $\text{vol}(T_{\lambda,\mu})$. Beck and Pixton give the following formula [29, §5]

$$L(\ell, T_{\lambda,\mu}) = [X^{\ell \lambda} Y^{\ell \mu}] H[XY]$$

They transform it into [29, thm. 5]

$$L(\ell, T_{\lambda,\mu}) = [X^{\ell \lambda}] h_{\ell \mu}[X]$$
This formula can be proven with the same manipulations as in remark 4.26. In the same vein as lemma 4.25 one has

\[
L(\ell, T_{\lambda,\mu}) = \frac{1}{k!} \int_{U^k} h_{\lambda}(u_1, \ldots, u_k) h_{\mu}(u_1, \ldots, u_k) |\Delta(U)|^2 \frac{d^k U}{U}, \quad k := \max \{m, n\} \quad (104)
\]

This formula is in fact well-known. It is given by Diaconis and Gangolli in [98, §4, thm.]. The manipulations of lemma 4.25 amount thus to prove the Beck-Pixton formula directly from this symmetric function formula using the reproducing kernel property (41)/(45).

In [98, §7], the question is asked about the behaviour of \( L(1, T_{\lambda,\mu}) \) when \(|\lambda| = N \to +\infty \) and \( \ell(\lambda), \ell(\mu) \) are fixed; this is equivalent to the behaviour of \( L(\ell, T_{\lambda,\mu}) \) when \( \ell \to +\infty \) and \( \lambda, \mu \) are fixed if one supposes that the partition is well-balanced in the sense that \( \lambda_i = [Nc_i] \) for all \( i \) (and the same for \( \mu \)). By the Ehrhart theorem, we know that

\[
\frac{L(\ell, T_{\lambda,\mu})}{\ell^{(m-1)(n-1)}} \xrightarrow{\ell \to +\infty} \text{covol}(T_{\lambda,\mu}, \mathbb{R}^{mn})
\]

Diaconis and Efron (see [98, (7.2)] and reference cited) suggest without proof\(^{14}\) that in such a case

\[
\text{covol}(T_{\lambda,\mu}, \mathbb{R}^{mn}) \approx \left( \prod_{j=1}^{m} \lambda_j \right)^{-n-1} \left( \prod_{j=1}^{n} \mu_j \right)^{K-1} \frac{\Gamma(mn)}{\Gamma(n)^{m-1} \Gamma(K + n)}, \quad K := \frac{n + 1}{n} \sum_{j} \lambda_j^2 - \frac{1}{n}
\]

We now give the value of \( \text{covol}(T_{\lambda,\mu}, \mathbb{R}^{mn}) \) as an integral over \( \mathbb{R}^{\max\{m,n\} - 1} \):

**Lemma 4.30 (Relative volume of \( T_{\lambda,\mu} \) in \( \mathbb{R}^{mn} \).)** We have, with \( U := (u_1, \ldots, u_k) \)

\[
\text{covol}(T_{\lambda,\mu}, \mathbb{R}^{mn}) = \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{T_{\lambda,\mu}}(0, x) \Delta(0, x)^2 dx
\]

where \( h_{\lambda,\infty} := \prod_{j \geq 1} h_{\lambda_j,\infty} \) and \( k := \max \{m, n\} \).

**Proof.** Since \(|\lambda| = |\mu|\) and \( h_{\lambda}(sX) = s^{\lambda} h_{\lambda}(X) \), we have

\[
L(\ell, T_{\lambda,\mu}) = \frac{1}{k!} \int_{U^{k}} h_{\lambda}(1, \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1}) h_{\mu}(1, \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1}) |\Delta(1, \frac{u_2}{u_1}, \ldots, \frac{u_k}{u_1})|^2 \frac{d^k U}{U}
\]

using the trick of remark 2.1 and integrating out \( u_1 \)

Setting \( v_j := e^{2\pi i x_j}/\ell \) for \( j \in [2, k] \) with \( x_j \in [-\ell/2, \ell/2] \), we get

\[
L(\ell, T_{\lambda,\mu}) = \frac{1}{k!} \int_{[-\ell/2, \ell/2]^{k-1}} h_{\lambda}(1, e^{2\pi i \frac{x_2}{\ell}}, \ldots, e^{2\pi i \frac{x_k}{\ell}}) h_{\mu}(1, e^{2\pi i \frac{x_2}{\ell}}, \ldots, e^{2\pi i \frac{x_k}{\ell}}) |\Delta(1, e^{2\pi i \frac{x_2}{\ell}}, \ldots, e^{2\pi i \frac{x_k}{\ell}})|^2 \frac{dx}{\ell^{k-1}}
\]

\(^{14}\)We modify their statement which is an approximation with slightly different quantities equivalent to ours when \( \ell \to +\infty \).
\[ \ell \sim \ell^{(k-1)n+(k-1)m-k(k-1)-(k-1)} \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} e^{\frac{i\pi}{\ell^{k-1}}} \sum_{j=2}^{k} h_{\lambda,1}(0, x) e^{-i\pi|\mu| \sum_{j=2}^{k} x_j h_{\mu,1}(0, x) \Delta(0, x)^2 dx} \]

We have moreover
\[(k-1)n + (k-1)m - k(k-1) - (k-1) = (k-1)(m+n-k-1) = (\max\{m,n\}-1)(\min\{m,n\}-1) = (m-1)(n-1)\]

which gives the right scaling in view of Ehrhart’s theorem.

We conclude using dominated convergence. The domination is given by (156) and the limiting function is integrable using a slight modification of the second criteria (158) with \((K,M,M',\kappa,\kappa') = (k-1,m,n,1,1)\) which is clearly fullfilled for all \(p \in \{0,1,2\}\) and \(m,n \geq 2\). Here, using a product of \(h_{\lambda,1}\) or a power \(h_{c,1}^P\) gives the same result. \(\square\)

4.8. Iterated derivatives of the characteristic polynomial.

4.8.1. Motivations. The problem of the derivatives of \(Z_{U_N}\) in 1 has a long history. The fourth moment of the random variable \(\zeta'(\frac{1}{2} + iTU)\) with \(U\) uniform in \([0,1]\) was already investigated by Conrey in [77]. After the seminal work [165] and the Keating-Snaith paradigm that used \(Z_{U_N}(1)\) as a toy-model for \(\zeta'(\frac{1}{2} + iTU)\), it became natural to investigate the moments of \(Z'_{U_N}(1)\) where

\[ Z'_{U_N}(z) = \frac{d}{dz} Z_{U_N}(z) = \sum_{k=1}^{N} k sc_k(U_N) z^{k-1} \]

The asymptotics of the joint moments of \((Z_{U_N}(1), Z'_{U_N}(1))\) were performed with several methods, see [83, 87, 88, 148, 150, 200, 237, 249, 224] (see also [72] where a related quantity is computed, starting from points at the microscopic scale). For instance, [83, thm. 1] gives

\[ \mathbb{E}\left( |Z'_{U_N}(1)|^{2k} \right) \sim \frac{2^k}{N^{k^2+2k}} \rightarrow (-1)^{\frac{k(k+1)}{2}} \left( 1 + \frac{d}{dx} \right)^k \left( \frac{d}{dx} \right)^k \left( \frac{e^{-\frac{x}{2}}}{x^{k^2}} \right) \det\left( I_{i+j-1}(2\sqrt{x}) \right)_{1 \leq i,j \leq k} \right|_{x=0} \]

where \(I_k(x) := \int^x e^{x\cdot t^{k-1}}\) is the Bessel function of order \(k\). This last expression was moreover proven to be equivalent to an expression involving Painlevé III’ and V equations in [113].

Another step in this study was performed by Winn [249] and Dehaye [87] who give the limiting value of

\[ D_N(k, h) := \mathbb{E}\left( |Z_{U_N}(1)|^{2(k-h)} |Z'_{U_N}(1)|^{2h} \right) \]

for half integers \(h\); more precisely, we have with \(D_{\infty}(k, h)\) given in [249, (6.14)]/[87, (2)]

\[ \frac{D_N(k, h)}{N^{k^2+2h}} \rightarrow D_{\infty}(k, h) \]
These studies culminate in the recent work of Assiotis-Keating-Warren [17] who change probability in (106). Consider indeed the probability measure
\[
P_{k,N}(d\theta) := \frac{|Z_{U_N}(1)|^{2k}}{E(|Z_{U_N}(1)|^{2k})} \cdot P_{\text{CUE}}(d\theta) = \frac{1}{E(|Z_{U_N}(1)|^{2k})} \prod_{j=1}^N |1 - e^{2i\pi\theta_j}|^{2k} |\Delta(e^{2i\pi\theta})|^2 d\theta \]
for \(\theta \in [0, 1]^N\). Since the weight \(|Z_{U_N}(1)|^{2k}\) is tensorial in the eigenvalues, the measure such defined is still determinantal (i.e. its eigenvalues form a determinantal point process). For \(k = 1\), one can write the weight as \(|\Delta(1, e^{2i\pi\theta})|^2\) which shows that one has conditioned \(U_{N+1} \sim \text{CUE}_{N+1}\) on having an eigenvalue in 1. For \(k \geq 1\), one has done the same with imposing \(k\) eigenvalues equal to 1 to \(U_{N+k} \sim \text{CUE}_{N+k}\), see e.g. [54]; for \(k \not\in \mathbb{N}\), this is still possible to define this ensemble without the interpretation as a conditioning, and one obtains the \emph{circular Jacobi Ensemble} [58, 206].

Under this new measure, and setting \(U_{N,k} \sim P_{N,k}\), one has\(^{15}\)
\[
\mathcal{D}_{N}(k, h) = E\left(|Z_{U_N}(1)|^{2k}\right) E_{k,N}\left(\frac{|Z'_{U_N}(1)|^{2h}}{|Z_{U_N}(1)|^{2h}}\right) = E\left(|Z_{U_N}(1)|^{2k}\right) E\left(|\text{tr}((I - U_{N,k})^{-1})|^{2h}\right)
\]
Since (19) gives \(N^{-k} E\left(|Z_{U_N}(1)|^{2k}\right) \to \tilde{L}_1(k)\), proving (107) amounts to show that
\[
E_{k,N}\left(\frac{1}{N} \text{tr}((I - U_{N})^{-1})^{2h}\right) \xrightarrow{N \to +\infty} R(k, h) := \frac{D_\infty(k, h)}{D_\infty(k, 0)}
\]
The statistics \(\text{tr}(f(U_N)) := \sum_{k=1}^N f(\lambda_k)\) (where \((\lambda_k)_k\) designates the spectrum of \(U_N\)) are called \emph{linear statistics} of the eigenvalues of \(U_N\) and there is a whole literature designed to their study. In particular, one can directly study their Fourier-Laplace transform in lieu of their moments\(^{16}\), as it writes as a Fredholm determinant. In this particular case, the change of variables \(h_i := (1 - \lambda_i)^{-1}\) amounts to the Cayley transform of §3.5 and maps the circular Jacobi Ensemble to the Hua-Pickrell measure on \(\mathcal{H}_N\); one can then directly study the trace of such a random hermitian matrix. Note nevertheless that \(\frac{1}{N} \text{tr}((I - U_{N})^{-1})\) is the logarithmic derivative of \(Z_{U_N}(e^{x/N})/Z_{U_N}(1)\) in \(x = 0\) and this last ratio is known to converge in law in the topology of locally uniform convergence to a limiting analytic function in the case \(k = 0\) by [72]. A generalisation of this last work to the case \(k \neq 0\) would thus give an interesting comparison to [17].

4.8.2. The framework considered in this article. We will only work in the limited framework of \(k, h \in \mathbb{N}\), with the additional gain to consider iterated derivatives. Obtaining such a generalisation was posed in the conclusion of Dehaye’s work [87, §10]. The method employed by Dehaye uses representation theory and symmetric functions in the same vein as this article, but it is nevertheless very different in nature since it proceeds by expansion

\(^{15}\)One needs to suppose \(k \notin \mathbb{N}\) otherwise \(Z'_{U_{N,k}}\) has \(P_{N,k}\)-almost surely a zero of order 1, hence \(Z'_{U_{N,k}}(1) = \cdots = (\frac{d}{dx})^{k-1}Z_{U_{N,k}}(x)|_{x=1} = 0\) a.s.

\(^{16}\)Convergence in law is not equivalent to convergence in moments, and one needs some additional uniform integrability to conclude.
of the integrand in the basis of Schur functions, ending up with combinatorial expressions (see § 5.2 for a description; see also the recent work [224] that treats in a similar way moments of a functional mixing ratios and first order derivatives).

4.8.3. Expressing $\mathcal{D}_\infty(k; h_1, \ldots, h_m)$. Define $k^{\downarrow m} := k(k-1) \cdots (k-m+1)$ and $h := (h_1, \ldots, h_m) \in \mathbb{N}^m$. Then, setting

$$\partial^m Z_{U_N}(z) := \left(\frac{d}{dz}\right)^m Z_{U_N}(z) = \sum_{k=m}^N k^{\downarrow m} s_{C_k}(U_N) z^{k-m}\,$$

$$C(h) := \sum_{r \geq 1} rh_r$$

$$|h| := \sum_{r \geq 1} h_r$$

we consider for $k \geq |h|$

$$\mathcal{D}_N(k; h) := \mathbb{E} \left( \left| Z_{U_N}(1) \right|^{2(k-|h|)} \prod_{r=1}^m \left| \partial^r Z_{U_N}(1) \right|^{2h_r} \right)$$

Theorem 4.31 (Iterated derivatives of the characteristic polynomials in 1). Suppose $k \geq |h|$ and $k \geq 2$. Then, the following convergence holds

$$\frac{\mathcal{D}_N(k; h)}{N^{k^2+2C(h)}} \xrightarrow{N \to \infty} \mathcal{D}_\infty(k; h)$$

with

$$\mathcal{D}_\infty(k; h) = \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{\mathcal{D}_\infty(k;h)}(0, X) \Delta(0, X)^2 dX$$

$$\Phi_{\mathcal{D}_\infty(k;h)}(0, x_2, \ldots, x_k) := \left(-\frac{1}{4\pi^2}\right)^m (r!)^{2h_r} e^{-2i\pi \sum_{j=2}^k x_j}$$

$$\times \left[ Z_1^{r_1} \cdots Z_r^{r_r}(Z_1')^{1} \cdots (Z_r')^{r_r} \right] e^{2i\pi \sum_{r' \in Z'} z' + i\pi k \sum_{a \in X \oplus (z + z')} a}$$

$$h_{k,\infty}[(0 + X) \oplus (Z + Z' + 0^{2h_0})]$$

where $Z_r := (z_{\ell,r})_{1 \leq \ell \leq h_r}$ for all $r \in [1, m]$ and $Z := (Z_1, \ldots, Z_m)$.

Proof. Recall the Taylor formula for a polynomial $f$:

$$\partial^r f(1) = r! [z^r] f(1+z) = A' r! [z^r] f\left(1 + \frac{z}{A}\right) \quad \forall A \neq 0$$

The main idea of this proof is to write this formula for $A = N$ and to justify the replacement $f(1 + z/N) \approx f(e^{z/N})$ that then allows to use the previous machinery in the microscopic setting\footnote{See [88, (42)] for a similar idea with a different continuation (binomial formula)}.\footnote{See [88, (42)] for a similar idea with a different continuation (binomial formula)}
Set \( h_0 := k - |h| \). We have

\[
\mathcal{D}_N(k; h) = \prod_{r=1}^{m} \prod_{\ell=1}^{h_r} \frac{\partial^r}{(\partial t_{\ell,r})^r} \frac{\partial^r}{(\partial t'_{\ell,r})^r} \mathbb{E} \left( \left| Z_{U_N}(1) \right|^{2h_0} \prod_{r=1}^{m} \prod_{\ell=1}^{h_r} Z_{U_N}(t_{\ell,r}) \right)_{T=T'=1}^{T'|=|h|} \\
= \prod_{r=1}^{m} \frac{(r!)^{2h_r}}{[1 \cdots T_m]} \left[ (T_1')^{1} \cdots (T_m')^{m} \right] \mathbb{E} \left( \left| Z_{U_N}(1) \right|^{2h_0} \prod_{r=1}^{m} \prod_{\ell=1}^{h_r} Z_{U_N}(1 + t_{\ell,r}) \right)
\]

Now, setting \( x_{\ell,r} := 1 + t_{\ell,r} \) and \( x'_{\ell,r} := 1 + t'_{\ell,r} \), we have by (58) or (56)

\[
\mathcal{Q}_N(X, X') := \frac{1}{N!} \int_{U_N} H[-U(1^{h_0} + X) - U^{-1}(1^{h_0} + X')] |\Delta(U)|^2 \frac{d^rU}{U} \\
= (-1)^{Nk} \prod_{x' \in X'} (x')^{N} \frac{1}{N!} \int_{U_N} U^{-k} H[-U(1^{h_0} + X + X')] |\Delta(U)|^2 \frac{d^rU}{U} \\
= (-1)^{Nk} \prod_{x' \in X'} (x')^{N} s_{Nk}[1^{h_0} + X + X'] \\
= (-1)^{Nk} \prod_{x' \in X'} (x')^{N} \int_{U_N} \det(U)^{-N} \prod_{a \in 1^{h_0} + X + X'} \det(I_k + aU)^{-1} dU \\
= \prod_{x' \in X'} (x')^{N} \int_{U_N} \det(U)^{-N} \prod_{a \in 1^{h_0} + X + X'} \det(I_k - aU)^{-1} dU
\]

where the last equality comes from the change of variable \( U' = -U \) and the invariance of the Haar measure by multiplication by the unitary matrix \(-I_k\).

Using (111) with \( A = N/i \), one gets with \( T = iZ/N \) and \( T' = iZ'/N \)

\[
\mathcal{D}_N(k; h) = (-iN)^{2C(h)} \prod_{r=1}^{m} \frac{(r!)^{2h_r}}{[1 \cdots T_m]} \left[ (Z_1')^{1} \cdots (Z_m')^{m} \right] \prod_{z' \in Z'} \left( 1 + \frac{i z'}{N} \right)^{N} \\
\times \mathbb{E} \left( \det(U_{k})^{-N} Z_{U_k}(1)^{-2h_0} \prod_{r=1}^{m} \prod_{\ell=1}^{h_r} Z_{U_k}(1 + i \frac{z_{\ell,r}}{N})^{-1} Z_{U_k} \left( 1 + \frac{i z'_{\ell,r}}{N} \right)^{-1} \right)
\]

If a meromorphic function \( f \) on \( \mathbb{C} \) has all its singularities on the unit circle, then for \( z \in \mathbb{D}_\rho := \{ z \in \mathbb{C} : |z| < \rho \} \) with \( \rho < 1 \), \( f \) is holomorphic and in particular

\[
\left| f\left( 1 + \frac{z}{N} \right) - f\left( e^{iz/N} \right) \right| \leq \frac{\rho^{2k}}{N^2} \sup_{z \in \mathbb{D}_\rho} |f'(z)|
\]

Since all the zeroes of \( Z_{U_k} \) are on the unit circle, \( 1/Z_{U_k} \) is holomorphic on \( \mathbb{D}_\rho \) for all \( \rho < 1 \). Moreover, \( |Z_{U_k}(z)/Z_{U_k}(\zeta)| \) is almost surely bounded by a deterministic constant on \( \mathbb{D}_\rho \) (one can take \( k(1-\rho)^{-1} \)). One thus has, almost surely with a deterministic \( O_{\rho,k}(\cdot) \) for all real \( z' \in (-\rho, \rho) \)

\[
Z_{U_k} \left( 1 + \frac{i z'_{\ell,r}}{N} \right)^{-1} = Z_{U_k} \left( e^{i z'_{\ell,r}/N} \right)^{-1} \left( 1 + O_{\rho,k}(N^{-2}) \right)
\]
Replacing \(z\) by \(2\pi z\), we get
\[
D_N(k; h) = \left(\frac{N}{2i\pi}\right)^{2C(h)} \prod_{r=1}^{m} (r!)^{2h_r} \left[Z'^1_1 \cdots Z'^m_m (Z'_1)^1 \cdots (Z'_m)^m\right] \prod_{z' \in Z'} (1 + 2i\pi \frac{z'}{N})^N
\times \mathbb{E}\left(\det(U_k)^{-N} Z_{uk}(1)^{-2h_0} \prod_{r=1}^{m} \prod_{l=1}^{h_r} Z_{uk} \left(e^{2i\pi \frac{x_{r,l}}{N}}\right)^{-1} Z_{uk} \left(e^{2i\pi \frac{x'_{r,l}}{N}}\right)^{-1}\right)
\times (1 + O_{p,k}(N^{-2}))
\]

Now, one has for all \(2\pi z \in (-\rho, \rho)\) with a uniform \(O(\cdot)\)
\[
\left(1 + 2i\pi \frac{z}{N}\right)^N = e^{2i\pi z + O(\rho/N)}
\]
and, using lemma A.13, for all \(2\pi z_{l,r}, 2\pi z'_{l,r} \in (-\rho, \rho)\) and with \(U := (u_1, \ldots, u_k)\)
\[
\Psi_k(Z, Z') := \mathbb{E}\left(\det(U_k)^{-N} Z_{uk}(1)^{-2h_0} \prod_{r=1}^{m} \prod_{l=1}^{h_r} Z_{uk} \left(e^{2i\pi \frac{x_{r,l}}{N}}\right)^{-1} Z_{uk} \left(e^{2i\pi \frac{x'_{r,l}}{N}}\right)^{-1}\right)
\]
\[
= \frac{1}{k!} \int_{[0,k]} \mathcal{U}^{-N} h_{kN} \left[U(1^{2h_0} + e^{2i\pi Z/N} + e^{2i\pi Z'/N})\right] \Delta(U)^2 \frac{d^{k}U}{U}
\]
\[
= \frac{1}{k!} \int_{[0,k]} \mathcal{V}^{-N} h_{kN} \left[(1 + V)(1^{2h_0} + e^{2i\pi Z/N} + e^{2i\pi Z'/N})\right] \Delta[1 + V]^2 \frac{d^{k}V}{V}
\]
using remark 2.1. Then, setting \(v_j = e^{2i\pi x_j/N}\) for \(j \in [2, k]\) and \(x_j \in [-\frac{N^2}{2}, \frac{N^2}{2}]\), we get using lemma A.4
\[
\Psi_k(Z, Z') := \frac{1}{k!} \int_{[-\frac{N^2}{2}, \frac{N^2}{2}]} e^{-2i\pi \sum_{j=2}^{k} x_j} h_{kN} \left[1 + e^{2i\pi X/N} (e^{2i\pi Z/N} + e^{2i\pi Z'/N} + 1^{2h_0})\right]
\times \left|\Delta[1 + e^{2i\pi X/N}]\right|^2 \frac{dX}{N^{k-1}}
\]
\[
\sim N^{2k^2 - 1 - k(k-1) - (k-1)} \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k} x_j} h_{k,\infty} \left[(0 + X) \boxplus (Z + Z' + 0^{2h_0})\right] \Delta(0, X)^2 dX
\]

Indeed, the number of variables of \(h_{kN}\) is \(k(2h_0 + |h| + |h|) = 2k^2\). To pass to the limit, we have used dominated convergence given by inequality (156), the integrability of the limiting function coming from the first criteria (158) (with \(\kappa = 1\)). The number of variables of \(h_{k,\infty}\) \([0 + X) \boxplus (Z + Z' + 0^{2h_0})\] being \(2k^2\), this function will be integrable against \(\Delta(0, X)^2 \|X\|^p_p\) if and only if \(2k^2 - k(k-1) - p > k - 1\), which amounts to \(k^2 > p - 1\). This is satisfied for all \(k \geq 2\) \footnote{Note that \(k = 1\) gives the case \(p = 1\) that corresponds to the simple integrability without the speed of convergence, but the condition \(k \geq 2\) is needed for the integral on \(\mathbb{R}^{k-1}\) to be defined.}.
We thus have
\[
\frac{\mathcal{D}_N(k; h)}{N^{k^2 + 2C(h)} N^{+\infty}} \sim \frac{(-1)^r}{4\pi^2} \frac{C(h)}{k!} \prod_{r=1}^{m} (r!)^{2h_r} [Z_1^1 \cdots Z_m^m (Z_1')^1 \cdots (Z_m')^m] e^{2\pi \sum \ell \in \mathbb{Z}^r} z',
\]
\[
\int_{\mathbb{R}^{k-1}} e^{-2\pi \sum_{j=1}^k (x_j + \pi k)^2 \sum_{a \in \mathbb{X} \cup (Z + Z' + \theta^{2h_0})} h_{k; \infty} [0 + X \oplus (Z + Z' + \theta^{2h_0})] \Delta (0, X)^2 dX
\]

This result already gives a limit, but we want to put it into the framework of (23). It thus remains to see if we can exchange \([ZZ']\) and \(\int_{\mathbb{R}^{k-1}}\). Note that one cannot use the classical formula (25) for the Fourier coefficient as an integral over a complex domain since \(z_{i,j}, z'_{i,j}\) have been supposed real to allow to use lemma A.4; one should instead understand \([ZZ']\) with the Taylor formula (111) and look if the interchange of the integral and the derivative is allowed. For this, we use a domination of the integrand. A simple induction shows that
\[
\frac{1}{r!} \text{sinc}(r)(x) := \frac{1}{r!} \left( \frac{d}{dx} \right)^r \text{sinc}(x) = (-1)^r \frac{\sin(x)}{x^r} + \sum_{j=1}^{r-1} \frac{(-x)^j}{(r-1-j)!} \sin(x + (j + 1 \{r \in 2\mathbb{N}\}) \pi^2)
\]

moreover, this function is continuous in 0 using the Taylor series of sinc, namely \(\text{sinc}(x) = 1 - x^2/2! + \sum_{k \geq 0} (-x^2)^k/(2k+1)!\). Due to the decay of this derivative (hence its integrability), one can differentiate under the integral sign in (143)
\[
h_{k; \infty; h_r, \ell} := \frac{\partial^{h_r}}{\partial z_r^{h_r}} h_{k, \infty} [0 + X \oplus (Z + Z' + \theta^{2h_0})] \bigg|_{z_r, \ell = 0} = k^{k_2} \int_{\mathbb{R}} e^{i(k-2)\pi \theta} \prod_{a \in \{0+X\} \oplus (Z - z_r + Z' + \theta^{2h_0})} \text{sinc}(\pi(\theta + a)) \frac{\partial^{h_r}}{\partial z_r^{h_r}} \prod_{b \in \{0+X\}} \text{sinc}(\pi(\theta + b) + z_r, \ell = 0) d\theta
\]

Differentiating the product and using the previous formula for \(\text{sinc}^{(r)}\), we see that the function thus obtained is integrable in \(\theta\) and moreover in \(X\) against \(\Delta (0, X)^2\) on \(\mathbb{R}^{k-1}\). We can moreover reproduce the reasoning for the other derivatives, which gives the exchange.

In the same vein, we can deal with the case of \([Z]\) with \(e^{\sum \ell \in \mathbb{Z}^r} z' h_{k; \infty}\). In the end, we get the desired result. \(\square\)

**Remark 4.32.** One could have used a reproducing kernel formula in the vein the the truncation operator \(P_T\) of kernel given by (80). Indeed, the Cauchy (reproducing) formula writes on the unit circle if \(f(z) = \sum_{k \geq 0} f_k z^k\)
\[
f(z) = \oint_{\mathbb{U}} \frac{f(t)}{1 - zt^{-1}} t = P_\infty f(z), \quad \forall r < \text{Rad}(f)
\]
and any linear operator (truncation, derivatives, etc.) is thus a kernel operator by acting on the kernel of \(P_\infty\). Note also that if \(f\) is a polynomial of degree \(N\), one can replace \(P_\infty\) by \(P_{N+1}\) (or \(P_{N+1+r}\) for all \(r \geq 0\)). For instance, one has
\[
\partial^r Z_U(1) = \oint_{\mathbb{U}} Z_U(t) \left( \frac{\partial}{\partial z} \right) \frac{1}{1 - zt^{-1}} \bigg|_{z=1} \frac{dt}{t}
\]
\[ K_{r,N}(1, e^{-2i\pi\theta/N}) = \sum_{\ell=1}^{N} \ell^r e^{-2i\pi\theta\ell/N} = \left( \sum_{\ell=1}^{N} \ell^r \right) \mathbb{E}(e^{-2i\pi D_{N,r}/N}) \; ; \; \mathbb{P}(D_{N,r} = \ell) := \frac{\ell^r}{\sum_{j=1}^{N} j^r } \mathbb{1}_{\{r \leq N\}} \text{ (see (116))} \]

\[ \sim N^{r+1} \int_{0}^{1} s^r e^{-2i\pi\theta s} ds = N^{r+1}(r+1) \mathbb{E}(e^{-2i\pi\theta \beta_{r+1}}) \]

Note that \( C_{N,r} := \sum_{\ell=1}^{N} \ell^r \sim N^{r+1} \), hence that the last computation proves the convergence in distribution \( D_{N,r}/N \to \beta_{r+1} \). We will see the appearance of the random variables \( \beta_{r+1} \) and \( D_{N,r} \) in the next §.

**Remark 4.33.** Note that the Cauchy reproducing formula gives a "true" representation of the evaluation \( \text{Ev}_z : f \mapsto f(z) \) in \( L^2(r\mathbb{U}) \) that can be differentiated as in remark 4.32. Such an integral representation does not exist in \( L^2(\mathbb{R}) \) (for the Lebesgue measure), the right analogue on the real line being the distributional pairing \( \langle f, \delta_z \rangle \) with a Dirac distribution (stated differently : \( L^2(\mathbb{R}) \) is not an RKHS). The way to overcome this difficulty is usually to consider an \( L^2 \) approximation \( \delta_{\varepsilon}(z) \) and to pass to the limit \( \varepsilon \to 0 \) after proving a uniform integrability. The advantage of this last method lies in the choice of the approximation of unity \( \delta_{\varepsilon}(z) \) that can allow exact computations with a clever choice. This is the point of view adopted by Winn [249] that uses the probability measure of a Cauchy random variable with parameter \( \varepsilon \) to fit with the Cauchy ensemble described in § 3.5. The method described in remark 4.32 seems to use instead the natural RKHS structure on the circle, but it could be replaced by any other RKHS such as \( L^2(\mathbb{D}) \) (unit disc) with its kernel (in this case, the Bergman kernel). Here again, a clever choice is to be made.

**Conjecture 4.34.** In application of the Keating-Snaith philosophy, one can refine conjecture (1) and [150, conj. 6.1] into the following conjecture about the behaviour of the random vector of iterated derivatives \( \left( \zeta(j) \left( \frac{1}{2} + iTU \right) \right)_{j \in [0,m]} \)

\[ \mathbb{E} \left( \left| \zeta \left( \frac{1}{2} + iTU \right) \right|^{2(k-|h|)} \prod_{j=1}^{m} \left| \zeta(j) \left( \frac{1}{2} + iTU \right) \right|^{2h_j} \right) \sim a_k \beta_k(h) e^{(k^2+2C(h)) \log \log T} \]
where $a_k$ is given by (3) and $\beta_k(h)$ is given by (110).

Note the conjectured limiting covariance structure of

$$
\mathbb{E}\left( \sum_{j=0}^{t} h_j R_j \right) \underset{T \to +\infty}{\sim} \exp \left( \frac{1}{2} \sum_{j=0}^{t} (\delta_j)^2 h_j^2 + \sum_{0 \leq i < j \leq m} (i + \delta_{i,j}) j h_i h_j + \sum_{j=0}^{t} j h_j \right)
$$

namely $\mathbb{E}( (R_j - j)(R_i - i) ) \underset{T \to +\infty}{\sim} (i + \delta_{0,i})(j + \delta_{0,j})$. Equivalently, the random variables $X_j := (R_j - j)/(j + \delta_{0,j})$ converge in law to the same Gaussian. In the case of the CUE, such a behaviour is reminiscent of the limiting covariance structure of the vector

$$
\left( \log Z_{U_N}(e^{ix_j/N}) \right)^2 j \in [1,m]
$$

for $x_j \in \mathbb{R}^m$ (see [72, cor. 1.8]; see also [55, thm. 1.4] for a related result).

Remark 4.35. With the expression (163), one can write with $C := Z + Z' + 0^{2h_0}$

$$
\hat{h}_{c,\infty}(T) = \left[ Z_1 \cdots Z_r(Z'_1) \cdots (Z'_r) \right] e^{\sum_{j < j'} j' z_j z'_j} e^{\frac{a}{2} \sum_{x \subseteq C} a h_{k,\infty}[(0 + X) \oplus C]}
$$

$$
= (-2i\pi)^k \left[ Z_1 \cdots Z_r(Z'_1) \cdots (Z'_r) \right] e^{\sum_{j < j'} j' z_j z'_j} \left[ s^{k^2} \right] e^{2\pi c s^{-1} H[s((0 + X) \oplus C)]}
$$

$$
= (-2i\pi)^k \left[ s^{k^2} \right] e^{2\pi c s^{-1} \left[ Z_1 \cdots Z_r(Z'_1) \cdots (Z'_r) \right]} e^{\sum_{j < j'} j' z_j z'_j} H[s((0 + X) \oplus C)]
$$

This expression can lead to a signed combinatorial sum using $H[a] = \frac{1}{1-a} = \int_{\mathbb{R}_+} e^{at} e^{-t} dt$ for $a \in \mathbb{D}_1 \setminus \{1\}$.

4.8.4. Proof with randomisation. The previous proof uses a derivative in place of the usual argument with integration. The goal here is to use an alternative probabilistic representation of $\partial^r Z_{U_N}$ to avoid this point, i.e. the randomisation paradigm of § 4.5. To avoid running out of variety, we will work in the microscopic setting, namely in points of the form $e^{s/N}$ for $s \in \mathbb{R}$.

We now define for $k \geq |h|$

$$
\mathcal{D}_N(k; h; s) := \mathbb{E} \left( \left| Z_{U_N}(e^{s_0/N}) \right|^{2(k-|h|)} \prod_{r=1}^{m} \left| \partial^r Z_{U_N}(e^{s_r/N}) \right|^{2h_r} \right)
$$

(112)

Theorem 4.36 (Iterated derivatives of the characteristic polynomials in the microscopic setting). Suppose $k \geq C(h)$ and $k \geq 2$. Then, the following convergence holds

$$
\mathcal{D}_N(k; h; s) \underset{N \to +\infty}{\to} \mathcal{D}_\infty(k; h; s)
$$

(113)
with
\[ D_\infty(k; h; s) = \left( \frac{2\pi}{k!} \right)^{k(k-1)} \int_{\mathbb{R}^{k-1}} \Phi^{(\text{Rand})}_D(0, x) \Delta(0, x)^2 \, dx \]
\[ \Phi^{(\text{Rand})}_D(0, x_2, \ldots, x_k) := \prod_{r=1}^{m} \frac{1}{(r+1)^{2h_r}} e^{a_0(k-h)} f_{m,h}(k) \]
\[ \times \mathbb{E} \left( e^{s_r S_r(\infty)} \int_{\mathbb{R}^{k-1}} e^{-2\pi \sum_{j=2}^{k} x_j} \prod_{d \in D_\infty} \tilde{h}_{d,\infty}(0, x) \left| \sum_{r=0}^{m} S_r(\infty) = k \right. \right) \]
\[ \prod_{d \in D_\infty} \tilde{h}_{d,\infty}(0, x) \Delta(0, x)^2 \, dx \]

where \( D_\infty := (D^{(j_r)}_{\infty, r})_{0 \leq r \leq m, 1 \leq j_r \leq h_r} \) and \( \tilde{D}_\infty := (\tilde{D}^{(j_r)}_{\infty, r})_{0 \leq r \leq m, 1 \leq j_r \leq h_r} \) are two independent copies of independent random variables of law \( D^{(j_r)}_{\infty, r} \sim U^{1+(r+1)} \) with \( U \sim \mathcal{U}([0, 1]) \) (i.e. \( D^{(j_r)}_{\infty, r} \) are beta-distributed), \( S_r(\infty) := \sum h_r (D^{(j_r)}_{\infty, r} + \tilde{D}^{(j_r)}_{\infty, r}) \) and \( f_{m,h}(k) \) is the Lebesgue density of the random variable \( Z := \sum_{r=0}^{m} S_r(\infty) \) (recall also that \( h_0 := k - |h| \)).

**Proof.** Similarly to (71) and (85), one can write for the derivative
\[ \partial^r Z_N(e^{s/N}) = \sum_{\ell=r}^{N} \ell!^{\ell_r} \text{sc}_\ell(U_N) e^{s\ell/N} =: C_{N,r} \mathbb{E} \left( \text{sc}_{D_{N,r}}(U_N) e^{sD_{N,r}/N} | U_N \right) \]
where \( \ell!^0 = 1 \) and
\[ \mathbb{P}(D_{N,r} = \ell) = \frac{\ell!^{\ell_r}}{C_{N,r}} \mathbb{I}_{\{r \leq \ell \leq N\}}, \quad C_{N,r} := \sum_{\ell=r}^{N} \ell!^{\ell_r} \]

Note also that for \( x \in \mathbb{R} \)
\[ Z_N(x) = \text{det}(I_N - x U_N^{-1}) = (-x)^N \text{det}(U_N) \text{det}(I_N - x^{-1} U_N) \]
\[ = (-1)^N \text{det}(U_N) \sum_{\ell=0}^{N} \text{sc}_{N-\ell}(U_N) x^\ell \]
hence that
\[ \partial^r Z_N(x) = (-1)^N \text{det}(U_N) \sum_{\ell=r+1}^{N} \ell!^{\ell_r} \text{sc}_{N-\ell}(U_N) x^\ell \]
\[ = (-1)^N \text{det}(U_N) C_{N,r} \mathbb{E} \left( \text{sc}_{N-D_{N,r}}(U_N) x^{D_{N,r}} | U_N \right) \]
As a result, introducing two independent triangular i.i.d. sequences $(D_{N,r}^{(jr)})_{0 \leq r \leq m, 1 \leq j_r \leq h_r}$ and $(\tilde{D}_{N,r}^{(jr)})_{0 \leq r \leq m, 1 \leq j_r \leq h_r}$, one gets

$$
\mathcal{D}_N(k; h; s) = (-1)^N C(h) \mathbb{E} \left( Z_{U_N}(e^{s_0/N}) \right)^{2(|e| - |h|)} \prod_{r=1}^{m} \prod_{j_r=1}^{h_r} \text{sc}_{D_{N,r}^{(jr)}}(U_N) e^{s_r D_{N,r}^{(jr)}/N} \times \det(U_N)^{|e|} \prod_{r=1}^{m} \prod_{j_r=1}^{h_r} \text{sc}_{N-\tilde{D}_{N,r}^{(jr)}}(U_N) e^{s_r \tilde{D}_{N,r}^{(jr)}/N}
$$

Recall that $|Z_{U_N}(e^{s_0/N})|^{2(|e| - |h|)} = (-e^{s_0/N})^{N(|e| - |h|)} \det(U_N)^{|e|} Z_{U_N}(e^{s_0/N})^{2(|e| - |h|)}$ and that $Z_{U_N}(e^{s_0/N}) = \mathbb{E}(e^{s_0 V_N/N} \text{sc}_N(U_N)) = \mathbb{E}(e^{s_0 (N-V_N)/N} \text{sc}_{N-V_N}(U_N))$ since $V_N \sim \mathcal{D}(N - V_N) \sim \mathcal{C}(N)$. Define $h_0 := k - |h|$ and

$$
X := (x_{j_r,r})_{0 \leq r \leq m, 1 \leq j_r \leq h_r}, \\
Y := (y_{j_r,r})_{0 \leq r \leq m, 1 \leq j_r \leq h_r}, \\
X^D Y^\tilde{D} := \prod_{r=0}^{m} \prod_{j_r=1}^{h_r} D_{N,r}^{(jr)} \times \tilde{D}_{N,r}^{(jr)} \\
S_r(N) := \frac{1}{N} \sum_{j_r=1}^{h_r} (D_{N,r}^{(jr)} + \tilde{D}_{N,r}^{(jr)})
$$

Then, conditioning on $(D, \tilde{D})$ (i.e. integrating only on $U_N$), one gets

$$
\tilde{D}_N(k; h; s) = (-1)^N e^{s_0 h_0} \mathbb{E} \left( e^{D_0 S_r(N)} \sum_{r=0}^{m} \sum_{j_r=1}^{h_r} (D_{N,r}^{(jr)} + \tilde{D}_{N,r}^{(jr)})/N \det(U_N)^{-k} \prod_{t \in X + Y^{-1}} \frac{d^t U}{U} \right)
$$

by (56)

$$
= \frac{e^{s_0 h_0}}{k!} \mathbb{E} \left( e^{D_0 S_r(N)} \sum_{r=0}^{m} \sum_{j_r=1}^{h_r} \int_{U^k} U^{-N} H(U(X + Y)) |\Delta(U)|^2 \frac{d^t U}{U} \right)
$$

by (54)

$$
= \frac{e^{s_0 h_0}}{k!} \mathbb{E} \left( e^{D_0 S_r(N)} \sum_{r=0}^{m} \sum_{j_r=1}^{h_r} \int_{U^k} U^{-N} \prod_{d \in D} h_d[U] \prod_{d \in D} h_d[U] |\Delta(U)|^2 \frac{d^t U}{U} \right)
$$

by (52)

$$
= \frac{e^{s_0 h_0} S_r(N)}{k!} \mathbb{E} \left( e^{D_0 S_r(N)} \sum_{r=0}^{m} \sum_{j_r=1}^{h_r} \prod_{r=0}^{m} h_{d_r}[1 + V] \prod_{d \in D} h_d[1 + V] |\Delta[1 + V]|^2 \frac{d^t V}{V} \right)
$$
using the trick of remark 2.1 and integrating out $u_1$.

To conclude, we proceed as in § 4.5/remark 4.18, i.e. we use a local limit theorem for $\sum_{r=1}^{m} NS_r(N)$ where the limit is justified in lemma A.4, and the (easily proven) convergence in law $D_{N,r} / N \to \beta_{r+1} \leq U^{1/(r+1)}$, where $U$ is uniform on $[0, 1]$, i.e. $\beta_{r+1}$ is Beta distributed of parameter $(r + 2, 1)$ (which means $\mathbb{P}(\beta_{r+1} \in dx) = (r + 1) x^r dx$).

Using two i.i.d. sequences $D_\infty := (D_{N,r})_{0 \leq r \leq m, 1 \leq j_r \leq h_r}$ and $\widetilde{D}_\infty := (\widetilde{D}_{N,r})_{0 \leq r \leq m, 1 \leq j_r \leq h_r}$ for such limits, using $S_r(\infty)$ for the limit in law of $S_r(N)$, and setting $v_j = e^{2i\pi x_j / N}$ for $x_j \in [-N/2, N/2]$, one gets

$$\widetilde{D}_N(k; h; s) = \frac{e^{s\theta_0}}{k!} \mathbb{E} \left( \sum_{r=0}^{m} \delta_{r} S_r(N) \right) \int_{[\frac{-N}{2}, \frac{N}{2}]} e^{-2i\pi \sum_{j=2}^{r} x_j}$$

$$\times \prod_{d \in D} h_d \left[ 1 + e^{2i\pi X/N} \right] \prod_{d \in \tilde{D}} h_d \left[ 1 + e^{2i\pi X/N} \right] \left| \Delta \left[ 1 + e^{2i\pi X/N} \right] \right|^2 \frac{dX}{N^{k-1}}$$

$$\sim_{N \to +\infty} N^{-1+2(k-1)A-k(k-1)-(k-1)} \frac{(2\pi)^{k(k-1)}}{k!} e^{s\theta_0} \mathbb{E} \left( \sum_{r=0}^{m} \delta_{r} S_r(\infty) \right) \left( \sum_{r=0}^{m} S_r(\infty) - k \right)$$

$$\int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{r} x_j} \prod_{d \in D_{\infty}} \tilde{h}_{d,\infty}(0, x) \prod_{d \in \tilde{D}_{\infty}} h_{d,\infty}(0, x) \Delta(0, x)^2 d\mathbf{x}$$

Here, $A$ is the cardinal of the random set $D_{\infty}$, i.e. $A = \sum_{r=0}^{m} h_r = \sum_{r=0}^{m} h_r = |h| + h_0 = k$. One moreover easily finds that $C_{N,r} \sim \frac{N^{r+1}}{r+1}$, hence

$$\prod_{r=0}^{m} C_{N,r}^{2h_r} \sim N^{2(r+1)h_r} \prod_{r=0}^{m} \frac{1}{(r+1)^{2h_r}} = N^{2C(h) + 2(|h| + h_0)} \prod_{r=0}^{m} \frac{1}{(r+1)^{2h_r}}$$

which implies that

$$D_N(k; h; s) \sim_{N \to +\infty} N^{k^2+2C(h)} \prod_{r=0}^{m} \frac{1}{(r+1)^{2h_r}} \frac{(2\pi)^{k(k-1)}}{k!} e^{s\theta_0} f_{m, h}(k)$$

$$\times \mathbb{E} \left( \sum_{r=0}^{m} \delta_{r} S_r(\infty) \right) \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{r} x_j} \prod_{d \in D_{\infty}} \tilde{h}_{d,\infty}(0, x) \prod_{d \in \tilde{D}_{\infty}} h_{d,\infty}(0, x) \Delta(0, x)^2 d\mathbf{x} \sum_{r=0}^{m} S_r(\infty) = k$$

where $f_{m, h}$ is the Lebesgue density of the random variable $\sum_{r=0}^{m} S_r(\infty)$.

To pass to the limit, we have used dominated convergence given by inequality (165) with $Y = \emptyset$. As in the proof of theorems 4.2 and 4.17, to show that the limiting function is integrable we use the criteria (169) with $(K, L, M) = (k - 1, 0, 2k)$; it is satisfied if
\((k - 1)(2k(k - 2) - k + 1) > 2k\), i.e. \((k - 1)(2k^2 - 3k - 3) > 2\), which is true for all \(k \geq 2\).

The integrability in \(d, \tilde{d}\) is the consequence of lemma A.12.

\[\square\]

**Remark 4.37.** In the same vein as before, one can use an alternative ending to the proof using (55) in place of (54):

\[
\tilde{D}_N(k; h; s) = e^{s\tilde{h}_0} \mathbb{E}
\left(
\sum_{r=0}^{s_r S_r(N)} [X^D Y^\tilde{D}] s_{Nk}[X + Y]
\right)
\]

\[
= e^{s\tilde{h}_0} \mathbb{E}
\left(
\sum_{r=0}^{s_r S_r(N)} [X^D Y^\tilde{D}] \int_{1}^{U} U^{-N} h_{Nk}[U(X + Y)] |\Delta(U)|^2 \frac{d^s U}{U}
\right)
\]

\[
= e^{s\tilde{h}_0} \mathbb{E}
\left(
\sum_{r=0}^{s_r S_r(N)} [T^D Y^\tilde{D}] \int_{1}^{V} V^{-N} h_{Nk}[(1+V)(1+T+Y)] |\Delta(1+V)|^2 \frac{d^s V}{V}
\right)
\]

using the trick of remark 2.1. Here, we have used \(D' := D \setminus \{D^{(1)}_{N,0}\}\), and we have integrated directly on \(u_1\), getting the indicator \(1 \{ (2k-1)D^{(1)}_{N,0} = 0 \} = 1 \{ D^{(1)}_{N,0} = 0 \}\). On this last set, the variable \(D^{(1)}_{N,0}\) in \(S_0(N)\) vanishes and one gets \(S'_0(N)\) by removing it so. Taking the expectation shows a factorisation by \(\mathbb{P}(D^{(1)}_{N,0} = 0) = \frac{1}{N+1}\) since \(D^{(1)}_{N,0} \sim \mathcal{U}([0,1])\) by (116). Hence, this value remains in the product of constants \(C_{N,r}\), leaving intact the previous expression.

The number of variables of \(h_{Nk}\) is \(2k^2\) hence a rescaling in \(N^{2k}h^{1-k(k-1)-(k-1)}\); one finally finds \(N^{k^2+2C(h)}\) after taking the product of constants \(C_{N,r}\) into account.

In the end, we can replace \(\Phi^{(\text{Rand})}_{D_{\infty}(k; h; s)}(0, x)\) in (114) by

\[
\Phi^{(\text{Alt})}_{D_{\infty}(k; h; s)}(0, x) := e^{-2\pi \sum_{j=2}^{s} x_j} \int_{\mathbb{R}^{2k-1}} \tilde{h}_{D_{\infty}}([0 + x] \oplus [0 + t + y])
\]

\[
\times \mathbb{E}
\left(
\sum_{r=0}^{s_r S'_r(\infty) + \sum_{j=2}^{s} \tilde{D}_{\infty}[y_j] + \sum_{j=2}^{s} \tilde{D}_{\infty}[y_j]}
\right) dt dy
\]

where \(S'_r(\infty)\) is equal to \(S_r(\infty)\) for \(r \geq 1\) (and has \(D^{(1)}_{N,0} = 0\) for \(r = 0\)).

**Remark 4.38.** We can make a parallel with the work of Assiotis-Keating-Warren [17] concerning the appearance of the power \(k^2\) and the power \(2C(h)\) in the order of \(\tilde{D}_N(k; h; s)\) : the power \(k^2\) comes from the usual rescaling of the functional with \(h_{[c,N]}\) whereas the power \(2C(h)\) comes from the (renormalisation constant of the) randomisation. This is somewhat similar to the change of probability with \(|Z_{U,N}(1)|^{2k}\) that gives the power \(k^2\) using the limit (20).

Here, instead of a change of probability, we have used a randomisation which is one of the (other) main fundamental probabilistic concepts.

### 4.9 Sums of divisor functions in \(\mathbb{F}_q[X]\).
4.9.1. Motivations. A successful heuristic to tackle problems in analytic number theory is to find analogues over function fields, namely on \( \mathbb{F}_q[X] \) for \( q \) a power of a prime number, \( \mathbb{F}_q \) being the finite field with \( q \) elements. The many successes of this philosophy culminates with the work of Grothendieck expressing the zeta function of varieties over finite fields as the characteristic polynomial of the Frobenius map acting on a particular space of cohomology, and the proof of the Riemann hypothesis for this zeta function by Deligne. Several other results have seen their analogues over function fields resolved, allowing to create a conjecture in the number field case by analogy; for instance, a conjecture of Montgomery-Odlyzko concerning spacings of zeroes of \( L \)-functions had its analogue proven by Katz and Sarnak [163] on \( \mathbb{F}_q[X] \), and so was the Chowla and twin primes conjecture [231].

In the recent paper [164], the authors consider the function field analogue of a classical problem in number theory\(^{19}\), the centered moments of \( d_k(U_n + H) - d_k(U_n) \) where \( U_n \) is a random variable uniformly distributed in \([n+1, 2n]\), \( H \in [1, n] \) and \( d_k \) is the \( k \)-th divisor function defined by

\[
d_k(N) := \sum_{\ell_1, \ldots, \ell_k \geq 1} \mathbb{1}_{\{\ell_1 \cdot \ldots \cdot \ell_k = N\}}
\]

Set \( \Delta_k(U_n) := d_k(U_n) - \mathbb{E}(d_k(U_n)) \) and \( \Delta_k(U_n, H) := \Delta_k(U_n + H) - \Delta_k(U_n) \). One is interested in computing the moments \( \mathbb{E}(\Delta_k(U_n, H)^{2r}) \), and in particular the case \( r = 1 \) (variance) when \( H = \delta \) for \( \delta \in (0, 1 - k^{-1}) \). Based on a function field analogue, using an expansion over irreducible characters of \( \mathbb{F}_q[X] \) and Katz’ equidistribution theorem [163] that allows to express the limit of an average over irreducible characters as a functional of the characteristic polynomial of a Haar-distributed random unitary matrix, the authors of [164] form the following conjecture:

**Conjecture 4.39** (Keating, Rodgers, Roditty-Gershon and Rudnick). When \( n \to +\infty \) and \( \delta \in (0, 1 - k^{-1}) \)

\[
\mathbb{E}(\Delta_k(U_n, \delta)^2) \sim a_k \mathcal{P}_k(\delta) n^\delta (\log n)^{k^2 - 1}
\]

with \( a_k \) the arithmetic factor given in (2) and \( \mathcal{P}_k(\delta) = (1 - \delta)^{k^2 - 1} \mathcal{I}_{(1-\delta)^{-1}}(k) \).

The factor \( \mathcal{I}_c(k) \) is analogous to \( \gamma_k \) previously defined. It is a random matrix factor coming from

\[
I_k(m, N) := \mathbb{E} \left( \left| \sum_{1 \leq j_1, \ldots, j_k \leq N} \text{sc}_{j_1}(U_N) \ldots \text{sc}_{j_k}(U_N) \right|^2 \right)
\]

or, equivalently, expressing \( \mathbb{1}_{\{j_1 + \ldots + j_k = m\}} \) as a Fourier coefficient:

\[
I_k(m, N) := \int_{U_N} \left| [x^m] \det(I - xU)^k \right|^2 dU \quad (118)
\]

\(^{19}\)This problem is also related to the moments of \( \zeta \) as \( \zeta(s)^k = \sum_{n \geq 1} d_k(n)n^{-s} \), see [33] for further motivations.
The following theorem is given in [164, thm. 1.5]:

**Theorem 4.40** (Keating, Rodgers, Roditty-Gershon and Rudnick). We have for all $c \in [0,k]$

$$I_k([cN], N) \xrightarrow{N \to +\infty} \mathcal{I}_c(k)$$  \hspace{1cm} (119)

where, using $G(1 + k) := 1 \cdot 2! \cdot 3! \cdots (k - 1)!$,

$$\mathcal{I}_c(k) := \frac{1}{k! G(1 + k)^2} \int_{[0,1]^k} \delta_0 \left( \sum_{j=1}^{k} u_j - c \right) \Delta(u_1, \ldots, u_k)^2 du_1 \ldots du_k$$

**Remark 4.41.** A generalisation of this result is proven in [128] with a determinantal method, hence also holds for $k \notin \mathbb{N}$. The functional investigated in [128] writes for $\alpha \in \mathbb{R}_+^*$ (and in particular $\alpha = \frac{1}{2}$)

$$\tilde{I}_\alpha(m, N) := \mathbb{E} \left( \left| [x^m] Z_{U_N}(x)^\alpha Z_{U_{N-1}}(x)^\alpha \right|^2 \right)$$

where $U_N \sim CUE_N$ is independent of $U_{N-1} \sim CUE_{N-1}$. Note also that the Toeplitz connection (i.e. the Andréief-Heine-Szegö/Cauchy-Binet formula) allows to write such a functional with a Toeplitz determinant with symbol of the type $(1 - t)\alpha$ for $\alpha = \frac{1}{2}$ and is present in particular cases of spin-spin correlations of the Ising model [92, (31), (25), (94)].

4.9.2. **An alternative proof.** We now give another proof of theorem 4.40 with the previous machinery, leading to another expression of $\mathcal{I}_c(k)$.

**Theorem 4.42** (Keating, Rodgers, Roditty-Gershon and Rudnick rederived). The convergence (119) holds, namely

$$I_k([cN], N) \xrightarrow{N \to +\infty} \mathcal{J}_c(k)$$  \hspace{1cm} (120)

with

$$\mathcal{J}_c(k) = \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{\mathcal{J}_c}(0, x_2, \ldots, x_k) \Delta(0, x_2, \ldots, x_k)^2 dx_2 \ldots dx_k$$  \hspace{1cm} (121)

$$\Phi_{\mathcal{J}_c}(0, x_2, \ldots, x_k) := e^{-2i\pi \sum_{j=2}^{k} x_j} h_{c,\infty}^{(k)}(0, x_2, \ldots, x_k) h_{k-c,\infty}^{(k)}(0, x_2, \ldots, x_k)$$

**Proof.** Expressing the sum as a Fourier coefficient, we have

$$I_k(m, N) := \int_{U_N} \left| [x^m] \det(I - xU)^k \right|^2 dU$$

$$= [x^m y^m] \int_{U_N} \det(I - xU)^k \det(I - yU^{-1})^k dU$$

$$= [x^m t^k N^{-m}] \int_{U_N} \det(U)^{-k} \det(I - xU)^k \det(I - tU)^k dU \times (-1)^{kN}$$
\( \left[ x^m t^{kN-m} \right] \int_{U_k} \det(U)^{-N} \det(I-xU)^{-k} \det(I-tU)^{-k} dU \times (-1)^{kN} \)

\( \left[ x^m t^{kN-m} \right] s_{N/k} [(x+t)1^k] \) by (56).

Note that under this form, it is clear that \( I_k(m, N) = I_k(kN - m, N) \) as remarked in [164, lemma 4.1]. Note also that one could set \( xt^{-1} = y \) or \( x^{-1}t = \tilde{y} \) to obtain \( I_k(m, N) = [y^{m-kN}] s_{N/k} [(y+1)1^k] = [\tilde{y}^m] s_{N/k} [(\tilde{y} + 1)1^k] \); this last form does not exhibit the previous symmetry, though.

One then has with (54) and \( U := (u_1, \ldots, u_k) \)

\[
I_k(m, N) = \left[ x^m t^{kN-m} \right] \frac{1}{k!} \int_{U_k} U^{-N} H[(x+t)U]^k |\Delta(U)|^2 \frac{d^kU}{U}
\]

\[
= \left[ x^m t^{kN-m} \right] \frac{1}{k!} \int_{U_k} U^{-N} H[(x+t)1^kU] |\Delta(U)|^2 \frac{d^kU}{U}
\]

\[
= \frac{1}{k!} \int_{U_k} U^{-N} h_m [1^kU] h_{kN-m} [1^kU] |\Delta(U)|^2 \frac{d^kU}{U}
\]

Setting \( c = k\rho \) with \( \rho \in (0, 1) \) so that \( c \in (0, k) \) and \( kN - [cN] = [k\rho N] \), one gets

\[
I_k([k\rho N], N) = \frac{1}{k!} \int_{U_k} U^{-N} h_{[k\rho N]}(U) h^{(k)}_{[k\rho N]}(U) |\Delta(U)|^2 \frac{d^kU}{U}
\]

\[
= \frac{1}{k!} \int_{U_{k-1}} V^{-N} h^{(k)}_{[k\rho N]}[1 + V] h^{(k)}_{[k\rho N]}[1 + V] |\Delta[1 + V]|^2 \frac{d^kV}{V}
\]

using the trick of remark 2.1 and integrating out \( u_1 \).

Now, set \( v_j = e^{2i\pi x_j/N} \) for all \( j \in [2, k] \), \( x_j \in [-N/2, N/2] \). This yields

\[
I_k([k\rho N], N) = \frac{1}{k!} \int_{\mathbb{T}^k} e^{-2i\pi \sum_{j=2}^k x_j} h^{(k)}_{[k\rho N]}[1 + e^{2i\pi x/N}] h^{(k)}_{[k\rho N]}[1 + e^{2i\pi x/N}] \Delta[1 + e^{2i\pi x/N}] \frac{dx}{N^{k-1}}
\]

\[
\sim N^{2(k^2-1)-k(k-1)-(k-1)} \frac{(2\pi)^k}{k!} \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^k x_j} \Delta^{(0, x)^2} \frac{dx}{N^{k-1}}
\]

\[
= N^{k^2-1} \mathcal{J}_c(k)
\]

To pass to the limit, we have used the domination given by inequality (156). The limiting function is integrable using the second criteria (158) with \((K, M, M', \kappa, \kappa') = (k-1, 1, 1, 1, k, k)\) which is clearly fulfilled for all \( p \in \{0, 1, 2\} \) and \( k \geq 2 \).

\( \square \)

**Remark 4.43.** There are other expressions for \( \mathcal{I}_c(k) \) (hence \( \mathcal{J}_c(k) \)) in the literature. For instance, [164] also gives a combinatorial expression and [27] gives an expression as the (inverse) Fourier transform of a Hankel determinant of size \( k \times k \) satisfying a Painlevé V equation. The Hankel connection is just an artefact of the appearance of \( \Delta(U)^2 \) in the expression of \( \mathcal{I}_c(k) \) (see § 5.1) added to the Fourier representation of the Dirac mass as
the inverse Fourier transform of 1. The fact that such a Hankel determinant satisfies a Painlevé V equation is deep and related with integrable systems [27, 113].

Remark 4.44. As in remarks 4.9, 4.16, 4.37, or 4.15, one can use (55) instead of (54):

\[ I_k([k\rho N], N) = \frac{1}{k!} \int U^{-N} h_{Nk} [U(x+t)^k] |\Delta(U)|^2 \frac{dt U}{U} \]

\[ = \frac{1}{k!} \int U^{-N} h_{Nk} [U(1+y)^k] |\Delta(U)|^2 \frac{dy U}{U} \]

where we have used the trick of remark 2.1 and the “de-symmetrisation” \( y = xt^{-1} \), using the scaling of \( h_{Nk} \). Since we have exactly the same functional as in remarks 4.9, 4.16 and 4.37 (with less variables), we conclude in the same way that one can replace \( \Phi_{Jc} \) in (121) by

\[ \Phi_{Jc}^{(Alt)}(0, x_2, \ldots, x_k) := e^{-2i\pi \sum_{j=2}^k x_j} \int_\mathbb{R} e^{-2i\pi cy} \tilde{h}_{k,\infty} [(0 + y) \oplus (0 + x) \oplus 0^k] \, dy \quad (122) \]

4.9.3. Proof by randomisation. Using the randomisation paradigm of § 4.5 and in particular (71), one can transform (118) into

\[ I_k(m, N) := \mathbb{E} \left( \left| [x^m] Z_N(x)^k \right|^2 \right) \]

\[ = \mathbb{E} \left( [x^m y^m] \det (I - xU_N)^k \det (I - yU_N^{-1})^k \right) \]

\[ = N^{2k} [x^m y^m] (-1)^{Nk} y^{Nk} \mathbb{E} \left( \det (U_N)^{-k} x^{\sum_{j=1}^k V_N^{(j)}} \prod_{j=1}^{2k} x^{V_N^{(j)}} \prod_{j=1}^{2k} \right) \]

\[ = (-1)^{Nk} N^{2k} \mathbb{E} \left( \prod_{j=1}^{2k} \mathbb{I}_{\left\{ \sum_{j=1}^k V_N^{(j)} = m, \sum_{j=k+1}^{2k} V_N^{(j)} = Nk - m \right\}} \det (U_N)^{-k} \prod_{j=1}^{2k} \right) \]

where \( (V_N^{(j)})_{j \geq 1} \) is a sequence of i.i.d. uniform random variables in \([0, N]\]. Defining the event \( S_{N,m} := \{ \sum_{j=1}^k V_N^{(j)} = m, \sum_{j=k+1}^{2k} V_N^{(j)} = Nk - m \} \), defining the random partition \( V_N \vdash Nk \) of length \( 2k \) by the ordering of the vector \( (V_N^{(j)})_{1 \leq j \leq 2k} \) and pursuing as in the case of the autocorrelations in § 4.5, one gets with \( X := \{ x_1, \ldots, x_{2k} \} \):

\[ I_k(m, N) = N^{2k} \mathbb{E} \left( \mathbb{1}_{S_{N,m}} [X^V_N] s_{Nk}[X] \right) \quad \text{by (56)} \]

\[ = \frac{N^{2k}}{k!} \mathbb{E} \left( \mathbb{1}_{S_{N,m}} [X^V_N] \int_{U^k} U^{-N} H[U^2 \cdot \sum_{j=1}^{2k} \mathbb{I}_{\left\{ \sum_{j=1}^k V_N^{(j)} = m, \sum_{j=k+1}^{2k} V_N^{(j)} = Nk - m \right\}} \det (U_N)^{-k} \prod_{j=1}^{2k} \right) \]

\[ = \frac{N^{2k}}{k!} \mathbb{E} \left( \mathbb{1}_{S_{N,m}} \int_{U^k} U^{-N} h_{Nk} (U) |\Delta(U)|^2 \frac{dt U}{U} \right) \quad \text{by (37)} \]
using the trick of remark 2.1 and integrating out $u_1$.

We remark that the event $\{\sum_{j=1}^{2k} V^{(j)} = kN\}$ is contained in $S_{N,m}$ hence is superfluous. As a result, one gets

$$I_k(m, N) = \frac{N^{2k}}{k!} \mathbb{P}(S_{N,m}) \mathbb{E} \left( \int_{\mathbb{R}^{k-1}} W^{-N} h_{V_N}[1 + W] |\Delta[1 + W]|^2 \frac{d^k W}{W} \right)$$

For $m = [cN]$, using the local CLT approach of § 4.5, the uniform coupling (164) and setting $w_j := e^{2i\pi x_j/N}$, one gets with $V_N = [NV]$ (where $V$ is the vector of ordered uniform random variables from the coupling) and

$$S_{k,k-c}^{(\infty)} := \left\{ \sum_{j=1}^{k} V^{(j)} = k, \sum_{j=1}^{k} V^{(j+k)} = k - c \right\}:

I_k([cN], N) = \frac{N^{2k}}{k!} \mathbb{P}(S_{N,[cN]}) \mathbb{E} \left( \int_{[\frac{-\pi}{2}, \frac{\pi}{2}]} \left. e^{-\sum_{j=1}^{k} x_j} h_{V_N}[1 + e^{2i\pi x_j/N}] \right|\Delta[1 + e^{2i\pi x_j/N}] \right|^{2} \frac{dx}{N^{k-1}} \bigg| S_{N,[cN]} \right)

\sim_{N \to +\infty} \frac{N^{2k}}{k!} \frac{f_{S_k}(c)f_{S_k}(k-c)}{N^2} \times (2\pi)^{k(k-1)} N^{2k(k-1)-k(k-1)-(k-1)} \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k} x_j} \mathbb{E} \left( h_{V,\infty}(0, x) \bigg| S_{k,k-c}^{(\infty)} \right) \Delta(0, x)^2 dx

= \frac{N^{k^2-1}(2\pi)^{k(k-1)}}{k!} f_{S_k}(c)f_{S_k}(k-c) \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k} x_j} \mathbb{E} \left( h_{V,\infty}(0, x) \bigg| S_{k,k-c}^{(\infty)} \right) \Delta(0, x)^2 dx

where we have applied dominated convergence as in theorem 4.2 with the additional integrability in the uniform random variables coming from lemma A.12, with $h_{v,\infty}$ defined in (157) and with $f_{S_k}(x)$ the Lebesgue density of $S_k := \sum_{j=1}^{k} V^{(j)}$ computed in (72). The local CLT is indeed applied twice as, by independence and equality in law

$$\mathbb{P}(S_{N,[cN]}) = \mathbb{P}([NS_k] = Nk) \mathbb{P}([NS_k] = Nk - [cN])$$

We have thus proven the following:

**Theorem 4.45** (Keating, Rodgers, Roditty-Gershon and Rudnick rederived with randomisation). *The convergence (119)/(120) holds, with

$$\mathcal{I}_c(k) = \frac{(2\pi)^{k(k-1)}}{k!} \int_{\mathbb{R}^{k-1}} \Phi_{\mathcal{J}_c}^{(\text{Rand})}(0, x) \Delta(0, x)^2 dx

\Phi_{\mathcal{J}_c}^{(\text{Rand})}(0, x) := f_{S_k}(c)f_{S_k}(k-c) e^{-2i\pi \sum_{j=2}^{k} x_j} \mathbb{E} \left( h_{V,\infty}(0, x) \bigg| S_{k,k-c}^{(\infty)} \right)\) (123)

4.10. The moments of moments.
4.10.1. Motivations. Techniques of detropicalisation of a maximum have proven interesting to tackle questions of extreme value fluctuations for some particular correlated random variables. The canonical example of such an approach is the Sherrington-Kirkpatrick model of spin glasses and its descendents (Random Energy Model, p-spins model, etc.; see e.g. [223]) but it was also successfully applied in other fields such as random matrix theory when Fyodorov and Keating [116] studied the maximum of $|Z_{U_N}|$ on $U$ as an attempt to model $\max_{s\in[0,1]}|\zeta(\frac{1}{2}+isT)|$ with $U$ uniform on $[0,1]$ (see also [115]).

The resulting conjecture for this particular problem writes (with two independent Gumbel-distributed random variables)

$$\max_{z\in U} \log |Z_{U_N}(z)| - \log(N) + \frac{3}{4} \log \log(N) \xrightarrow{L_N \to +\infty} Gb(1) + Gb'(1) \quad (124)$$

and showed interesting connections with log-correlated Gaussian fields (see [188] for a general structure theorem satisfied by these fields). The first part of the conjecture, i.e. the law of large number for $\max_{z\in U} \log |Z_{U_N}(z)|$ when $N \to +\infty$ was addressed in [6, 71, 219], the case of the fluctuations being still opened. See also [7, 8, 139, 205] for advances on the case of $\zeta$.

A key tool to arrive at conjecture (124) relied on the moments of moments defined in (14), whose expression we recall:

$$\text{MoM}(N|k,\beta) := \mathbb{E}\left(\left(\int_{U} |Z_{U_N}(z)|^{2\beta} \frac{d^*z}{z}\right)^k\right) \quad (125)$$

The study of $\text{MoM}(N|k,\beta)$ for $k, \beta \in \mathbb{N}^*$ (hence $k\beta^2 > 1$) in the CUE case was performed in [16, 19] with three different methods (the Schur formula [21], the Young tableau combinatorial method and the polytope method, but for the Gelfand-Tsetlin polytope in place of the Birkhoff one) while the COE and CSE cases were studied in [15]. As recalled in § 1.2.7, this is the difficult regime in terms of Toeplitz determinant analysis. The result of [16, 19] writes:

**Theorem 4.46** (Bailey-Keating, Assiotis-Keating). Let $k, \beta \in \mathbb{N}^*$. Then, when $N \to +\infty$,

$$\text{MoM}(N|k,\beta) \sim c_+(k,\beta)N^{(k\beta)^2+1-k}$$

See also [107] for a result without an expression of $c_+(k,\beta)$. The expression of $c_+(k,\beta)$ given in [19, lem. 3.6] is of the type $\sum_{0 \leq \ell_1 \leq \cdots \leq \ell_{k-1} \leq 2\beta} c_{k,\beta,\ell} ((k-1)\beta - |\ell|)^{|\ell|}P_{k,\beta}(\ell)$ where $\ell := (\ell_1, \ldots, \ell_{k-1})$ and $|\ell| := \sum_{j=1}^{k-1} \ell_j$; here, $b_{k,\beta,\ell}$ and $c_{k,\beta,\ell}$ are constants, and $P_{k,\beta}(\ell)$ is of the type (21) after rescaling (the sum coming from manipulations of the type described in § 1.4).

---

20That is, replacing a max which is an $L^\infty$ norm by an $L^\beta$ norm for $\beta$ big.
An alternative proof. We now give another proof of theorem 4.46 with the previous machinery, giving thus a new expression of \( c_+ (k, \beta) \).

**Theorem 4.47** (Bailey-Keating & Assiotis-Keating rederived). One has

\[
\lim_{n \to +\infty} \frac{\text{MoM}(N|k, \beta)}{N^{(k\beta)^2+1-k}} = \text{MoM}_+(k, \beta) \tag{126}
\]

with

\[
\text{MoM}_+(k, \beta) = \frac{(2\pi)^{k\beta(k\beta-1)}}{(k\beta)!} \int_{\mathbb{R}^{k\beta-1}} \Phi_{\text{MoM}_+(k, \beta)}(0, x) \Delta(0, x)^2 dx_2 \ldots dx_{k\beta} \tag{127}
\]

\[
\Phi_{\text{MoM}_+(k, \beta)}(0, x_2, \ldots, x_{k\beta}) := e^{2\pi i (k\beta^2-1) \sum_{\ell=2}^{k\beta} x_\ell} h_{(2\beta)}(0, x)^k
\]

**Remark 4.48.** Note that for \( k = 1 \), one recovers \( \tilde{\Phi}_{L_1}(\beta) \) given in (20) since \( \text{MoM}(N|1, \beta) = \mathbb{E}(f_U |Z_{U_N}(z)|^{2\beta} d^* z) = f_U \mathbb{E}(|Z_{U_N}(z)|^{2\beta}) d^* z = \mathbb{E}(|Z_{U_N}(1)|^{2\beta}) \) by invariance of the Haar measure.

**Proof.** One has

\[
\text{MoM}(N|k, \beta) := \int_{\mathcal{U}_N} (x^0) \det(I - xU)^{\beta} \det(I - x^{-1}U^{-1})^\beta dU
\]

\[
= (-1)^{Nk\beta} \int_{\mathcal{U}_N} \left( \det(U)^{-\beta} (x^0)^{-N\beta} \det(I - xU)^{2\beta} \right)^k dU
\]

\[
= (-1)^{Nk\beta} \int_{\mathcal{U}_N} \det(U)^{-k\beta} [X^{-N\beta}] H [-U X 1^{2\beta}] dU, \quad X := \{x_1, \ldots, x_k\}
\]

\[
= (-1)^{Nk\beta} [X^{-N\beta}] \int_{\mathcal{U}_N} \det(U)^{-k\beta} H [-U X 1^{2\beta}] dU
\]

\[
= [X^{-N\beta}] s_{Nk\beta} [X 1^{2\beta}] \quad \text{by (56)}.
\]

This last formula was the starting point of the computations in [15, 16, 19]\(^{21}\). We now give an alternate end to this result using (54) with \( U := \{u_1, \ldots, u_{k\beta}\} \) : 

\[
\text{MoM}(N|k, \beta) := [X^{-N\beta}] \frac{1}{(k\beta)!} \int_{\mathcal{U}_{k\beta}} U^{-N} H [UX 1^{2\beta}] |\Delta(U)|^2 \frac{d^* U}{U}
\]

\[
= \frac{1}{(k\beta)!} \int_{\mathcal{U}_{k\beta}} U^{-N} h_{N\beta} [U 1^{2\beta}]^k |\Delta(U)|^2 \frac{d^* U}{U}
\]

\[
= \frac{1}{(k\beta)!} \int_{\mathcal{U}_{k\beta}} U^{-N} u_1^{Nk\beta} h_{N\beta} [(1 + V) 1^{2\beta}]^k |\Delta(U)|^2 \frac{d^* U}{U}
\]

\(^{21}\)Note also the slight (critical) typo in [19, Prop. 2.1] where \( \beta \) has to be replaced by \( 2\beta \), corrected in the proof of [16, Prop. 2.6].
where $V := \{u_2/u_1, \ldots, u_{k\beta}/u_1\}$. Since $|\Delta(U)|^2 = |\Delta[1 + V]|^2$, one gets after integrating out $u_1$ as in remark 2.1 and setting $v_j := e^{2i\pi x_j/N}$ and $x_j \in \left[-N, N\right]$

\[
\text{MoM}(N|k, \beta) := \frac{1}{(k\beta)!} \int_{U_{k\beta-1}} V^{-N} h_{N\beta} \left[(1 + V)1^{2\beta}\right]^k |\Delta[1 + V]|^2 \frac{d^* V}{V}
\]

\[
= \frac{1}{(k\beta)!} \int_{\mathbb{R}^{k\beta-1}} e^{-2i\pi \sum_{\ell=2}^{k\beta} x_{\ell}} h_{N\beta}^{(2\beta)} \left[1 + e^{2i\pi x/N}\right]^k |\Delta[1 + e^{2i\pi x/N}]|^2 \frac{dx}{N^{k\beta-1}}
\]

\[
\sim \frac{1}{N^{k\beta}} \int_{\mathbb{R}^{k\beta-1}} e^{-2i\pi \sum_{\ell=2}^{k\beta} x_{\ell}} \left( N^{2\beta(k\beta-1) - 1} \overline{h}_{\beta,\infty}^{(2\beta)}(0, x) \right)^k N^{-k\beta(k\beta-1)} \times |\Delta(0, 2i\pi x)|^2 \frac{dx}{N^{k\beta-1}}
\]

Here, we have used dominated convergence under the form of inequality (156) with an integrable limiting function due to the first criteria (158) with $(K, M, \kappa) = (k\beta, k, 2\beta)$ which is clearly fullfilled for all $p \in \{0, 1, 2\}$ and $k \geq 2$ with $\beta \geq 1$. Remark that this condition writes in terms of the exponent, i.e. $(k\beta)^2 - k + 1 \geq p + 1$. \hfill \Box

Remark 4.49. One can also use directly the expression (22)/(55) to get

\[
\text{MoM}(N|k, \beta) := [X_{N\beta}^N] S_{Nk\beta} \left[X 1^{2\beta}\right], \quad X := \{x_1, \ldots, x_k\}
\]

\[
= \frac{1}{(k\beta)!} \int_{U_{k\beta-1}} V^{-N} h_{N\beta} \left[(1 + V)X 1^{2\beta}\right] |\Delta[1 + V]|^2 \frac{d^* V}{V}
\]

\[
= \frac{1}{(k\beta)!} \int_{U_{k\beta-1}} W^{-N} h_{N\beta} \left[(1 + V)(1 + W)1^{2\beta}\right] |\Delta[1 + V]|^2 \frac{d^* V d^* W}{V W}
\]

A slight adaptation of the first criteria (158) with variables $W$ that are not integrated against a squared Vandermonde determinant allows to use dominated convergence to get (with the conventions of theorem 4.2)

\[
\text{MoM}(N|k, \beta) \sim \int_{\mathbb{R}^{k\beta+1}} e^{-2i\pi \left[\beta \sum_{j=2}^{k\beta} \theta_j + \sum_{\ell=2}^{k\beta} \varphi_{\ell}\right]} N^{k\beta} h_{k\beta,\infty}^{(2\beta)} \left[(0 + \theta) \oplus (0 + \varphi)\right] \times N^{-k\beta(k\beta-1)} |\Delta[0 + 2i\pi \varphi]|^2 \frac{d\theta}{N^{k\beta-1}} \frac{d\varphi}{N^{k\beta-1}}
\]

\[
= N^{2k^2 \beta^2 - 1 - \beta(k\beta - 1) - k + 1 - k\beta + 1} \left(\frac{2\pi}{k\beta}\right)^{k\beta(k\beta-1)} \frac{1}{(k\beta)!} \int_{\mathbb{R}^{k\beta+1}} e^{-2i\pi \left[\beta \sum_{j=2}^{k\beta} \theta_j + \sum_{\ell=2}^{k\beta} \varphi_{\ell}\right]} \times h_{k\beta,\infty}^{(2\beta)} \left[(0 + \theta) \oplus (0 + \varphi)\right] \Delta(0, \theta)^2 d\theta d\varphi
\]
\[ = N^{k_2 \beta^2 - k + 1} \left( \frac{(2\pi)^{k_2 \beta(k_2 \beta - 1)}}{(k_2 \beta)!} \int_{\mathbb{R}^{k_2 \beta - 1}} e^{-2i\pi \beta \sum_{j=2}^{k_2} \theta_j + \sum_{\ell=2}^{k_2} \varphi_\ell} \times \tilde{h}_{k_2 \beta, \infty}^{(2\beta)}[(0 + \theta) \oplus (0 + \varphi)] \Delta(0, \theta)^2 d\theta d\varphi \]

We thus also have, with Fubini and setting \( \mathbf{x} := \{x_2, \ldots, x_{k_2} \} \)

\[
\Phi_{\text{MoM}(k_2 \beta)}^{(\text{Alt})}(0, \mathbf{x}) = e^{-2i\pi (k_2 \beta^2 - 1 + \beta) \sum_{\ell=2}^{k_2} x_\ell} \int_{\mathbb{R}^{k_2 - 1}} e^{-2i\pi \sum_{\ell=2}^{k_2} \varphi_\ell} \Phi_{\text{MoM}(k_2 \beta)}^{(\text{Rand})}(0, \mathbf{x}) d\varphi \tag{128}
\]

The expression (127) seems more ergonomic than this last one as it involves less integrals; nevertheless, one also has to take into account the amount of integrals used to define \( h_{k_2 \beta, 0}^{(k_2 \beta)} \), and the power \( k \) in (127) shows then an equal computational complexity.

4.10.3. **Proof by randomisation.** We now use the randomisation paradigm of § 4.5 to give an alternative expression to (127)/(128).

**Theorem 4.50** (Bailey-Keating & Assiotis-Keating rederived with randomisation). *The convergence* (126) *holds with* \( \mathbf{x} := \{x_2, \ldots, x_{k_2} \} \)

\[
\text{MoM}^{(\text{Rand})}_{\text{Rand}}(k_2 \beta) = \left( \frac{(2\pi)^{k_2 \beta(k_2 \beta - 1)}}{(k_2 \beta)!} \int_{\mathbb{R}^{k_2 \beta - 1}} \Phi_{\text{Rand}}^{(\text{Rand})}(0, \mathbf{x}) \Delta(0, \mathbf{x})^2 d\mathbf{x} \right)
\]

\[
\Phi_{\text{Rand}}^{(\text{Rand})}(k_2 \beta)(0, \mathbf{x}) := \frac{1}{(2(2\beta)!)^k} e^{-2i\pi \sum_{j=2}^{k_2} x_\ell} \mathbb{E}\left( \tilde{h}_{N, \infty}(0, \mathbf{x}) \mid \mathcal{M}_{k_2 \beta, \infty} \right) \tag{129}
\]

where \( \mathbf{v} := (V(j, \ell))_{1 \leq j \leq k_2, 1 \leq \ell \leq \beta} \) is a sequence of i.i.d. uniform random variables in \( [0, 1] \) and \( \mathcal{M}_{k_2 \beta, \infty} := \bigcup_{j=1}^{k_2} \left\{ \sum_{\ell=1}^{\beta} (V(j, \ell) + 1 - V(j+k, \ell)) = 0 \right\} \).

**Proof.** Using (71) and \( X := \{x_1, \ldots, x_j\} \), one has

\[
\text{MoM}(N|k_2 \beta) := \mathbb{E}\left( \left( [x^0] \mid Z_{U_N}(x) \right)^{2\beta} \right) \]

\[
= (-1)^{Nk_2 \beta} \mathbb{E}\left( \det(U_N)^{-k_2} \left[ x^0 \right] Z_{U_N}(x)^{\beta} x^{N\beta} Z_{U_N}(x^{-1})^{\beta} \right) \text{ with } (64)
\]

\[
= (-1)^{Nk_2 \beta} \mathbb{E}\left( \det(U_N)^{-k_2} \left[ X^0 \right] \prod_{j=1}^{k_2} Z_{U_N}(x_j)^{\beta} x_j^{N\beta} Z_{U_N}(x_j^{-1})^{\beta} \right)
\]

\[
= N^{2k_2 \beta}(-1)^{Nk_2 \beta} \mathbb{E}\left( \det(U_N)^{-k_2} \left[ X^0 \right] \prod_{j=1}^{k_2} x_j^{\beta} x_j^{N-V_{N}(j+k, \ell)} \text{ sc}_{V_N(j, \ell)} (U_N) \text{ sc}_{V_N(j+k, \ell)} (U_N) \right)
\]

\[
= N^{2k_2 \beta}(-1)^{Nk_2 \beta} \mathbb{E}\left( \{\forall j \leq k_2, \sum_{\ell=1}^{\beta} (V_{N}(j, \ell) + N-V_{N}(j+k, \ell)) = 0\} \det(U_N)^{-k_2} \prod_{j=1}^{k_2} \text{ sc}_{V_N(j, \ell)} (U_N) \right)
\]
where \((V^{(j,\ell)}_N)_{j>1,\ell>1}\) is a sequence of i.i.d. uniform random variables in \([0, N]\). Define the event

\[
\mathcal{M}^{(N)}_{k,\beta} := \left\{ \forall j \in [1, k], \sum_{\ell=1}^{\beta} (V_N^{(j,\ell)} + N - V_N^{(j+k,\ell)}) = 0 \right\}
\]

Defining moreover the random partition \(V_N \downarrow Nk\beta\) of length \(2k\beta\) by the ordering of the vector \((V_N^{(j,\ell)})_{1 \leq j \leq 2k, 1 \leq \ell \leq \beta}\) and pursuing as in § 4.5 or § 4.9.3, one gets with \(X := \{x_1, \ldots, x_{2k\beta}\} :\)

\[
\text{MoM}(N|k, \beta) = N^{2k\beta} \mathbb{E} \left( \mathbf{1}_{\mathcal{M}^{(N)}_{k,\beta}} \left[ X^{V_N} \right] s_{Nk\beta}[X] \right) \quad \text{by (56)}
\]

\[
= \frac{N^{2k\beta}}{(k\beta)!} \mathbb{E} \left( \mathbf{1}_{\mathcal{M}^{(N)}_{k,\beta}} \left[ X^{V_N} \right] \int_{Uk\beta} U^{-N} H[U X] \left| \Delta(U) \right|^2 \frac{d^*U}{U} \right) \quad \text{by (54)}
\]

\[
= \frac{N^{2k\beta}}{(k\beta)!} \mathbb{E} \left( \mathbf{1}_{\mathcal{M}^{(N)}_{k,\beta}} \left[ \sum_{j=1}^{2k} \sum_{\ell=1}^{\beta} V_N^{(j,\ell)} = Nk\beta \right] \int_{Uk\beta-1} W^{-N} h_{V_N}(U) \left| \Delta(U) \right|^2 \frac{d^*W}{W} \right) \quad \text{by (37)}
\]

using the trick of remark 2.1 and integrating out \(u_1\).

As for \(S_{N,m}\) in § 4.9.3, the additional event \(\{V_N \downarrow k\beta N\} = \{\sum_{j=1}^{2k} \sum_{\ell=1}^{\beta} V_N^{(j,\ell)} = k\beta N\}\) is superfluous since it is contained in \(\mathcal{M}^{(N)}_{k,\beta}\). We thus have

\[
\text{MoM}(N|k, \beta) = \frac{N^{2k\beta}}{(k\beta)!} \mathbb{P}(\mathcal{M}^{(N)}_{k,\beta}) \mathbb{E} \left( \int_{Uk\beta-1} W^{-N} h_{V_N}(U) \left| \Delta[1 + W] \right|^2 \frac{d^*W}{W} \middle| \mathcal{M}^{(N)}_{k,\beta} \right)
\]

Remark moreover that by independence \(\mathbb{P}(\mathcal{M}^{(N)}_{k,\beta}) = \mathbb{P}(S_{2\beta,N} = 0)^k\) with \(S_{2\beta,N} := \sum_{\ell=1}^{2\beta} V_N^{(1,\ell)} \leq \sum_{\ell=1}^{\beta}(V_N^{(1,\ell)} + N - V_N^{(k+1,\ell)}).\)

Using the local CLT approach of § 4.5, the uniform coupling (164), setting \(V_N = [N V]\) (where \(V\) is the vector of ordered uniform random variables \(V^{(j,\ell)}\) from the coupling) and \(\mathcal{M}^{(\infty)}_{k,\beta} := \{\forall j \in [1, k], \sum_{\ell=1}^{\beta} (V^{(j,\ell)} + 1 - V^{(j+k,\ell)}) = 0\}\) and finally setting \(w_j := e^{2i\pi x_j/N},\)

one gets

\[
\text{MoM}(N|k, \beta) = \frac{N^{2k\beta}}{(k\beta)!} \mathbb{P}(S_{2\beta,N} = 0)^k
\]

\[
= \mathbb{E} \left( \int_{[-\frac{N}{2}, \frac{N}{2}]} e^{-\sum_{j=1}^{k\beta} x_j} h_{[N V]} \left[ 1 + e^{2i\pi x/N} \right] \Delta \left[ 1 + e^{2i\pi x/N} \right]^2 \frac{d^*x}{N^{k\beta-1}} \middle| \mathcal{M}^{(N)}_{k,\beta} \right)
\]

\[
\sim \frac{N^{2k\beta}}{(k\beta)!} f_{S_{2\beta,N}^{(0)}}^k \frac{k\beta(k\beta-1)}{N^k} \times (2\pi)^{k\beta(k\beta-1)} N^{2k\beta(k\beta-1) - k\beta(k\beta-1) - (k\beta-1)}
\]

\(^{22}\)As remarked in [19, (16)], \(\text{MoM}(N|2, \beta)\) is in fact equal to \(I_{2\beta}(\beta N, N),\) hence the similarity.
\[
\int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k} x_j} \mathbb{E}\left( \tilde{h}_{V,\infty}(0, x) \middle| \mathcal{M}_{k,\beta}^{(\infty)} \right) \Delta(0, x)^2 dx
\]

\[
= N^{(k\beta)^2+1-k} \left( \frac{(2\pi)^{k\beta(k\beta-1)}}{(k\beta)!^2 ((2\beta)!)^k} \right) \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^{k} x_j} \mathbb{E}\left( \tilde{h}_{V,\infty}(0, x) \middle| \mathcal{M}_{k,\beta}^{(\infty)} \right) \Delta(0, x)^2 dx
\]

where we have applied dominated convergence as in theorem 4.2 with the additional integrability in the uniform random variables coming from lemma A.12, with \( \tilde{h}_{c,\infty} \) defined in (157) and with \( f_{S_{2\beta}}(x) \) the Lebesgue density of \( S_{2\beta} := \sum_{j=1}^{2\beta} V(j) \) computed in (72) (we have also used the fact that \( 1 - V \leq V \) if \( V \) is uniform in \([0,1]\)). Last, we have used the value \( f_{S_{2\beta}}(0) = \frac{1}{2(2\beta)!} \). \( \square \)

**Remark 4.51.** Note the difference of expressions between

\[
\text{MoM}(N|k, \beta) = N^{2k\beta} \mathbb{E}\left( \mathbb{I}_{\mathcal{M}_{k,\beta}^{(N)}} \left[ X^{Y_N} \right] s_{N,k\beta}[X] \right), \quad X := \{x_1, \ldots, x_{2k\beta}\}
\]

and

\[
\text{MoM}(N|k, \beta) = \left[ X^{N\beta} \right] s_{N,k\beta}[X^{1^{2\beta}}], \quad X := \{x_1, \ldots, x_k\}
\]

obtained at the beginning of the proof of theorem 4.47: one has transferred the complexity of the additional alphabet \( \mathcal{A} = 1^{2\beta} \) in \( s_{N,X}[X,\mathcal{A}] \) to the Fourier coefficient, obtaining thus a “classical” alphabet for the Schur function, but with more variables.

## 5. Ultimate remarks

### 5.1. The Hankel form of the limit.

#### 5.1.1. Motivations.

There has recently been a certain activity [20, 25] to express the autocorrelations (56) or the joint autocorrelations with their first order derivatives (108) (case \( m = 1, \mathbf{h} = h \in \mathbb{N}^* \)) in terms of Painlevé functions. The precise connection with integrable systems always comes from a Hankel/Toeplitz\(^{23}\) determinant representation, with Laguerre polynomials [25, (4-3), (4-4), (3-23)] or Bessel functions [20, (34)]. Other apparitions of a Toeplitz/Hankel determinant include [16, 27]. In particular, [16, § 4.3, last sentence] asks the question of the presence of a Hankel determinant in \( \text{MoM}_+(3, \beta) \).

The goal of this § is to show that these Toeplitz-Hankel forms follow naturally from the theory presented in § 3.

\(^{23}\)The Hankel determinant given in [25, (3-23)] is size-dependent and can be transformed into a Toeplitz determinant by a change of indices. More generally, \( T_k(f) := \det(f_{i-j})_{i,j \leq k} = \det(f_{k-(i+j)})_{i,j \leq k} \) which is a Hankel determinant.
5.1.2. An example: the Keating-Snaith theorem. A Hankel representation of $\tilde{L}_1(k)$ can be derived from (20). Define

$$f_{k,y}(x) := e^{2i\pi (k^2 - 1)x} x^2 \text{sinc}(\pi k (x + y))^{2k}$$

Using the integral representation (143) of $h^{(2k)}_{k,\infty}$, one has

$$\tilde{L}_1(k) = \frac{(2\pi)^{k(k-1)}k^{2k^2}}{k!} \int_{\mathbb{R}^k} e^{i\pi k(2k^2 - 2)y} \prod_{j=2}^{k} \text{sinc}(\pi k(x_j + y))^{2k}$$

$$e^{2i\pi (k^2 - 1)\sum_{j=2}^{k} x_j^2} \Delta(x_2, \ldots, x_k)^2 dy dx_2 \ldots dx_k$$

$$= \frac{(2\pi)^{k(k-1)}k^{2k^2}}{k!} \int_{\mathbb{R}} e^{2i\pi k(k^2 - 1)y} \text{sinc}(\pi k y)^{2k} H_{k-1}(f_{k,y}) dy$$

where the Hankel determinant (with size-dependent symbol) $H_{k-1}(f_{k,y})$ is defined by

$$H_{k-1}(f_{k,y}) := \det \left( \int_{\mathbb{R}} x^{i+j-2} f_{k,y}(x) dx \right)_{1 \leq i, j \leq k-1}$$

For all $r \in \mathbb{Z}$, we have

$$\int_{\mathbb{R}} x^r f_{k,y}(x) dx = \int_{\mathbb{R}} x^r e^{2i\pi (k^2 - 1)x} \text{sinc}(\pi k (x + y))^{2k} dx$$

$$= \frac{e^{-2i\pi (k^2 - 1)y}}{k^{r+1}} \int_{\mathbb{R}} (t - ky)^r e^{2i\pi t(k^2 - 1)/k} \text{sinc}(\pi t)^{2k} dt$$

giving thus

$$H_{k-1}(f_{k,y}) = \det \left( \frac{e^{-2i\pi (k^2 - 1)y}}{k^{\ell+j+1}} \int_{\mathbb{R}} (t - ky)^{\ell+j} e^{2i\pi t(k^2 - 1)/k} \text{sinc}(\pi t)^{2k} dt \right)_{1 \leq \ell, j \leq k-1}$$

$$= e^{-2i\pi (k-1)(k^2 - 1)y} k^{-k^2} \det \left( \int_{\mathbb{R}} P_{\ell+j}(t) e^{2i\pi t(k^2 - 1)/k} \text{sinc}(\pi t)^{2k} dt \right)_{1 \leq \ell, j \leq k-1}$$

with $P_j(t) := (t - ky)^j$. This last identity is in fact valid for any monic polynomial $P_r$ with $\deg(P_r) = r$ by (classicaly) taking linear combinations of the lines or the columns of the determinant. The determinant is thus independent of $y$ and setting

$$g_k(x) := e^{2i\pi x(k^2 - 1)/k} \text{sinc}(\pi x)^{2k} x^2$$

one gets

$$\tilde{L}_1(k) = c_k H_{k-1}(g_k)$$
with \( c_k := \frac{(2\pi)^{k(k-1)} k^2}{k!} \int_{\mathbb{R}} e^{2\pi i (k^2-1) y} \sin(\pi k y)^{2k} dy = \frac{(2\pi)^{k(k-1)} k^2}{k!} \int_{\mathbb{R}} e^{2\pi i x (k^2-1)/k} \sin(\pi x)^{2k} dx. \)

Note that \( c_k \in \mathbb{R} \) since

\[
\int_{\mathbb{R}} e^{2\pi i x} \sin(\pi x)^{2k} dx = E \left( \int_{\mathbb{R}} e^{2\pi i x a + 2\pi i x W_{2k}} dx \right), \quad W_{2k} := \sum_{j=1}^{2k} V_j \frac{\xi}{\xi} = -W_{2k}
\]

where \( (V_j)_{j \geq 1} \) is a sequence of i.i.d. random variable with \( V_j \sim \mathcal{N}([-1, 1]) \) as in remark 4.29.

Note also that although the symbol is complex, one has in fact a real determinant:

\[
\int_{\mathbb{R}} x^m g_k(x) dx = \int_{\mathbb{R}} x^{m+2} e^{2\pi i x (k^2-1)/k} \sin(\pi x)^{2k} dx
\]

\[
= \left( \frac{1}{2i\pi} \frac{d}{dy} \right)^{m+2} \int_{\mathbb{R}} e^{2\pi i x y} \sin(\pi x)^{2k} \bigg|_{y=k^2-1}
\]

\[
= \left( \frac{1}{2i\pi} \frac{d}{dy} \left( \int_{\mathbb{R}} e^{2\pi i x (k^2-1)/k + 2\pi i x W_{2k}} dx \right) \right) \bigg|_{y=k^2-1}, \quad W_{2k} := \sum_{j=1}^{2k} V_j
\]

\[
= \left( \frac{1}{2i\pi} \frac{d}{dy} \int_{\mathbb{R}} e^{2\pi i x (k^2-1)/k} dx \right) \bigg|_{y=k^2-1} = \left( \frac{1}{2i\pi} \right)^{m+2} f_{W_{2k}}(y) \bigg|_{y=k^2-1} =: \left( \frac{1}{2i\pi} \right)^{m+2} f_{W_{2k}}^{(m+2)} \left( \frac{k^2-1}{k} \right)
\]

The term \((2i\pi)^m \equiv (2i\pi)^{\ell+j}\) can moreover be factored out of the Hankel determinant (in this form, it becomes a Wronskian, and more precisely, a Turanian) ; note that the total term is \( \prod_{\ell,j=1}^{k-1} (2i\pi)^{\ell+j} = (2i\pi)^{k(k-1)} \in \mathbb{R} \). This gives another form of the matrix factor.

5.1.3. A general theory. Formulas (54) and (55) can be naturally turned into a Toeplitz determinant with the well-known “Toeplitz connection” [96, fact five], i.e. the Andréieff-Heine-Szegő/continuous Cauchy-Binet formula that writes

\[
\frac{1}{N!} \int_{[0,1]^N} |\Delta(u_1, \ldots, u_N)|^2 \prod_{j=1}^{N} f(z_j) \frac{d^* z_j}{z_j} = \det \left( \int_{0} z^{i-j-N} H[zA] \frac{d^* z}{z} \right)_{1 \leq i,j \leq N} =: \det T_N(f)
\]

As a result, (54) writes\(^{24}\)

\[
\mathcal{S}_N[A] = \det \left( \int_{0} z^{i-j-N} H[zA] \frac{d^* z}{z} \right)_{1 \leq i,j \leq k} =: \det T_k(\psi_{N,A}), \quad \psi_{N,A}(z) := z^{-N} H[zA]
\]

and (55) writes

\[
\mathcal{S}_N[A] = \int_{0} t^{-kN} \det \left( \int_{0} z^{i-j-N} H[zA] \frac{d^* z}{z} \right)_{1 \leq i,j \leq k} \frac{d^* t}{t} = \int_{0} t^{-kN} \det T_k(\psi_{N,tA}) \frac{d^* t}{t}
\]

\(^{24}\)This is also a particular case of the Jacobi-Trudi formula (49). This last formula can be proven using the continuous or the usual (discrete) Cauchy-Binet formula starting from (46).
Note that the scaling property of \( h_N \) and the trick of remark 2.1 imply that

\[
\sigma_{Nk}[A] = \frac{1}{k!} \oint_{U_{k-1}} V^{-N} h_{Nk}[(1 + V)A] |\Delta[1 + V]|^2 \frac{d^*V}{V}
\]

\[
= \frac{1}{k!} \oint_{U_{k-1}} V^{-N} [t^Nk] H[t(1 + V)A] |\Delta(V)|^2 \prod_{j=1}^{k} |1 - v_j|^2 \frac{d^*v_j}{v_j}
\]

\[
= \oint_U t^{-kN} H[tA] \det T_{k-1}(z \mapsto |1 - z|^2 \psi_{N,t,A}(z)) \frac{d^*t}{t}
\]

which uses a Toeplitz determinant of size \( k - 1 \) this time.

The rescaling of these determinants with \( h_{k,\infty} \) also writes as a Hankel determinant in a natural way: note indeed that for i.i.d. random variables \( Z(A) := (Z_j(A))_{1 \leq j \leq k} \), one has

\[
D_k := \int_{\mathbb{R}^{k-1}} \mathbb{E}\left( e^{-2i\pi \sum_{j=2}^{k} x_j Z_j(A)} \prod_{j=2}^{k} x_j^2 \Delta(x)^2 dx \right)
\]

\[
= \sum_{\sigma, \tau \in \Theta_{k-1}} \varepsilon(\sigma \tau) \int_{\mathbb{R}^{k-1}} \mathbb{E}\left( e^{-2i\pi \sum_{j=2}^{k} x_j Z_j(A)} \prod_{j=2}^{k} x_j^{\sigma(j) + \tau(j)} dx \right)
\]

\[
= \mathbb{E}\left( \sum_{\sigma, \tau \in \Theta_{k-1}} \varepsilon(\sigma \tau) \prod_{j=2}^{k} \delta_0^{(\sigma(j) + \tau(j))}(Z_j(A)) \right), \quad \delta_0^{(m)} := \left( \frac{d}{dx} \right)^m \delta_0
\]

\[
= \sum_{\sigma, \tau \in \Theta_{k-1}} \varepsilon(\sigma \tau) \prod_{j=2}^{k} \left. \left( \frac{\partial}{\partial x_j} \right)^{\sigma(j) + \tau(j)} f_{\mathcal{J}(A)}(x) \right|_{x=0}
\]

\[
= : \Delta(0, \nabla x)^2 f_{\mathcal{J}(A)}(x) \bigg|_{x=0} , \quad \Delta(0, \nabla x) := \Delta \left( 0, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_k} \right)
\]

where we have used the conventions of \([83, (2.13)]\) for the differential operator. Note also the alternative ending to the previous computation (setting \( \alpha := \sigma^{-1}\tau \) and using the fact that \( \varepsilon(\sigma^{-1}\tau) = \varepsilon(\sigma)^{-1}\epsilon(\tau) = \varepsilon(\sigma)\epsilon(\tau) \) since \( \epsilon \) is a group morphism with values in \( \{\pm 1\} \))

\[
D_k = \sum_{\sigma, \tau \in \Theta_{k-1}} \varepsilon(\sigma^{-1}\tau) \prod_{j=2}^{k} \left. \left( \frac{\partial}{\partial x_j} \right)^{\sigma(j) + \tau(j)} f_{\mathcal{J}(A)}(x) \right|_{x=0}
\]

\[
= (k - 1)! \sum_{\alpha \in \Theta_{k-1}} \varepsilon(\alpha) \prod_{j=2}^{k} \left. \left( \frac{\partial}{\partial x_j} \right)^{\alpha(j) + j} f_{\mathcal{J}(A)}(x) \right|_{x=0}
\]

\[
= (k - 1)! \det \left( f_{\mathcal{J}^i(0)}^{(i+j)} \right)_{1 \leq i, j \leq k-1}
\]
that allows to write the result as a Hankel determinant/Wronskian. Alternatively, one could have used [83, (3.9)]. The operator $\Delta(\nabla_x)$ and/or its square is very natural in this context due to the previous manipulations. It seems to have appeared first in [122, (39) p. 442] and was used a lot in the context of the SoV method (see § 5.3.3).

In the case of a conditioning of an i.i.d sequence by a sum (which is the case for $\iota_{c,\infty}$), one gets

$$
\tilde{D}_k := \int_{\mathbb{R}^{k-1}} \mathbb{E} \left( e^{-2i\pi \sum_{j=2}^k x_j Z_j(A)} \left| \sum_{j=1}^k Z_j(A) = c \right. \right) \prod_{j=2}^k x_j^2 \Delta(x)^2 dx \\
= \mathbb{E} \left( \int_{\mathbb{R}^{k-1}} e^{-2i\pi \sum_{j=2}^k x_j Z_j(A)} \prod_{j=2}^k x_j^2 \Delta(x)^2 dx \right| \sum_{j=1}^k Z_j(A) = c \\
= \Delta(0, \nabla_x)^2 f_z(A) |\sum_{j=1}^k Z_j(A) = c(x)|_{x=0}
$$

and using the Fourier representation of $\delta_0$ in the same way as [27, (2.1)], one gets with $\varphi_c := f_{\sum_j Z_j(A)}(c)$ (Lebesgue-density in $c$)

$$
\tilde{D}_k := \Delta(0, \nabla_x)^2 \int_{\mathbb{R}} \mathbb{E} \left( e^{-2i\pi t (c-\sum_{j=1}^k Z_j(A))} \delta_0(Z(A) - x) \right) \frac{dt}{\varphi_c} |_{x=0} \\
= \int_{\mathbb{R}} e^{-2i\pi c t} \Delta(0, \nabla_x)^2 \mathbb{E} \left( e^{2i\pi t \sum_{j=1}^k x_j \delta_0(Z(A) - x)} \right) \frac{dt}{\varphi_c} |_{x=0} \\
= \int_{\mathbb{R}} e^{-2i\pi c t} \Delta(0, \nabla_x)^2 \tilde{f}_{Z_1(A), t}(x) \frac{dt}{\varphi_c} |_{x=0} \\
= e^{2i\pi c t} \tilde{f}_{Z_1(A), t}(x)
$$

namely, defining

$$
e_1(x) := e^{2i\pi t x} \\
\tilde{H}_k(f) := \left( \left. \left( \frac{d}{dx} \right)^{i+j} f(x) \right|_{x=0} \right)_{1 \leq i, j \leq k}
$$

one gets

$$
\tilde{D}_k = \frac{(k-1)!}{\varphi_c} \int_{\mathbb{R}} e^{-2i\pi c t} \det \left( \tilde{H}_{k-1}(e_t \tilde{f}_{Z_1(A)}(x)) \right) dt
$$

(130)

which is similar to [27, (2.4)] in the form (nevertheless, the determinants do not have the same size, and the derivatives are not $f^{(i+j-2)}$ but $f^{(i+j)}$ in this last formula, due to the term $\Delta(0, x)^2$). Note that the second line of computation uses the formula $f(x) \delta_c(dx) = f(c) \delta_c(dx)$ [235, Ex. 2 (V, 3 : 2) p. 121] (with $x_1 = 0$). Note also that $\gamma_k(c)$ defined in [27, (2.5)] uses $c' := c - k/2$ and $Z_1(A) \subseteq \mathcal{U}([-1/2,1/2])$ whereas [27, (2.4)] uses $c$ and $Z_1(A) \subseteq \mathcal{U}([0,1])$; this corresponds to $\kappa = 1$ for $A = 1^c$. The link with piecewise continuous polynomials is explained in remark 4.29.
5.1.4. Application: the “moments of moments”. We leave the task to the interested reader to write all the previous functionals in terms of Hankel/Toeplitz determinants to focus now on the last sentence of [16] where Assiotis and Keating ask the question of finding a Hankel determinant in \( \mathbb{M}_+(3, \beta) \).

To find such a determinant for \( k \geq 2 \), we can use equivalently (127) or (129). The involved random variables will not be the same: on the one hand, (127) gives with (145)

\[
\Phi_{\mathbb{M}_+(k, \beta)}(0, x) := e^{2i\pi A \sum_{j=2}^{k} x_j} h_{\beta, \infty}(0, x)^k, \quad A := k\beta^2 - 1
\]

\[
\Phi_{\mathbb{M}_+(k, \beta)}(0, x) = \frac{\beta^{2k^2 - k}}{((2k\beta - 1)!)^k} e^{2i\pi A \sum_{j=2}^{k} x_j} \times \mathbb{E}\left( e^{2i\pi \sum_{j=2}^{k} x_j \sum_{r=1}^{k} (\beta_{2, \beta, 1}^{(j, r)} - \beta) \sum_{j=1}^{k} \beta_{2, \beta, 1}^{(j, r)} = 1, \forall r \in [1, k]} \right)
\]

\[
= \frac{\beta^{2k^2 - k}}{((2k\beta - 1)!)^k} e^{-2i\pi \sum_{j=2}^{k} x_j} \times \mathbb{E}\left( e^{2i\pi \sum_{j=2}^{k} x_j \sum_{r=1}^{k} \beta_{2, \beta, 1}^{(j, r)} \sum_{j=1}^{k} \beta_{2, \beta, 1}^{(j, r)} = 1, \forall r \in [1, k]} \right)
\]

where \( x := \{x_2, \ldots, x_k\} \) and \( (\beta_{2, \beta, 1}^{(j, r)})_{1 \leq j \leq k, 1 \leq r \leq k} \) is a sequence of i.i.d. Beta-distributed random variables (note the typographical difference between \( \beta \) and \( \beta_{2, \beta, 1}^{(j, r)} \)).

On the other hand, (129) gives with (157)

\[
\Phi_{\mathbb{M}_+(k, \beta)}^{(\text{Rand})}(0, x) := \frac{1}{(2(2\beta)!)^k} e^{-2i\pi \sum_{j=2}^{k} x_j} \mathbb{E}\left( \hat{h}_{\beta, \infty}(0, x), \mathcal{M}_{k, \beta}^{(\infty)} \right)
\]

\[
= \frac{1}{(2(2\beta)!)^k} e^{-2i\pi \sum_{j=2}^{k} x_j} \times \mathbb{E}\left( \prod_{j=1}^{2k} \prod_{\ell=1}^{\beta} \left( V^{(j, \ell)} \right)^{k-1} \right) \times e^{2i\pi \sum_{r=2}^{k} x_r \sum_{j=1}^{k} V^{(r, 0)} (\beta^{(j, r, 0)} - \beta) \mathcal{M}_{k, \beta}^{(\infty)}}
\]

A power bias of a uniform random variable is a Beta random variable, since for all bounded \( f \)

\[
\frac{\mathbb{E}(U^{k-1} f(U))}{\mathbb{E}(U^{k-1})} = k \mathbb{E}(U^{k-1} f(U)) = k \int_0^1 f(u) u^{k-1} du = \int_0^1 f(v^{1/k}) dv = \mathbb{E}(f(U^{1/k}))
\]

Since \( \beta_{1,1} \leq U \sim \mathcal{U}([0, 1]) \), one gets by biasing (also inside the conditioning event)

\[
\Phi_{\mathbb{M}_+(k, \beta)}^{(\text{Rand})}(0, x) = \frac{e^{-2i\pi \sum_{j=2}^{k} x_j}}{(2(2\beta)!)^k (k!)^{2k\beta}} \mathbb{E}\left( e^{2i\pi \sum_{j=2}^{k} x_j \sum_{m=1}^{2k} \sum_{\ell=1}^{\beta} \beta^{(m, \ell)} (U^{(j, m, \ell)} - \beta) \mathcal{M}_{k, \beta}^{(k, \infty)}} \right)
\]
and the conditioning event is then
\[
\mathcal{M}_{k,\beta}^{(1,\infty)} := \left\{ \forall j \in [1, k], \sum_{\ell=1}^\beta (\overline{\mathcal{P}}_{(j-\ell)}^{k,\beta} + 1 - \mathcal{P}_{(j+\ell)}^{k,\beta}) = 0 \right\}
\]

In both cases, one has the joint Fourier transform of particular random variables
\[
Z_j(A) \in \left\{ \beta \sum_{r=1}^k \mathcal{P}_{2\beta,1}^{(j,r)} - 1 + \sum_{m=1}^k \sum_{\ell=1}^\beta \mathcal{P}_{k,1}^{(m,\ell)} (U(j,m,\ell) - \beta) \right\}, \quad \forall j \in [1, k] \beta
\]
with a conditioning event of the “linear type” (\(k\) sums equal to \(c \in \{0, 1\}\)) but possibly with different random variables \(Y_j(A)\). It enters into the previous framework with a slight modification (due to the discrepancy between \(Z_j(A)\) and \(Y_j(A)\)).

The case of \(\Phi_{\text{MoM}+}(k,\beta)\) gives with \(Z_j := -1 + \beta \sum_{r=1}^k \mathcal{P}_{2\beta,1}^{(j,r)}\) and \(Y_r := \beta \sum_{j=1}^{k\beta} \mathcal{P}_{2\beta,1}^{(j,r)}\)
\[
\Phi_{\text{MoM}+}(k,\beta) = c'_k \int_{\mathbb{R}^k-1} \mathbb{E} \left( e^{2\pi \sum_{j=1}^k x_j Z_j} \right) \Delta(0, x)^2 dx
\]

\[
= c'_k \int_{\mathbb{R}^k-1 \times \mathbb{R}^k} \mathbb{E} \left( e^{2\pi \sum_{r=1}^k t_r (Y_r - \beta)} \times e^{2\pi \sum_{j=1}^k x_j Z_j} \right) \Delta(0, x)^2 dx dt
\]

\[
= c'_k \int_{\mathbb{R}^k-1 \times \mathbb{R}^k} e^{-2\pi \beta \sum_{r=1}^k t_r} \mathbb{E} \left( e^{2\pi \sum_{r=1}^k t_r \beta x_r \sum_{j=1}^k \mathcal{P}_{2\beta,1}^{(j,r)}} \times e^{2\pi \sum_{j=2}^k x_j (1+\beta \sum_{r=1}^k \mathcal{P}_{2\beta,1}^{(j,r)})} \right) \Delta(0, x)^2 dx dt
\]

namely, applying the previous §,
\[
\Phi_{\text{MoM}+}(k,\beta) = c'_k \int_{\mathbb{R}^k} \det(\mathcal{H}_{k-1}(\psi_t)) \prod_{r=1}^k e^{-2\pi \beta t_r} f_{2\beta,1}(t_r) dt_r \quad (131)
\]

where \(c'_k\) is a constant that comprises the Lebesgue density \(f_{Y_1}(\beta)^k\), where
\[
\psi_t(x) := e_{\beta}(x) \prod_{r=1}^k f_{2\beta,1}(x + t_r)
\]

and \(f_{2\beta,1}(x) := \mathbb{E}(\delta_0(\beta \mathcal{P}_{2\beta,1} - x)) = \beta^{-1} f_{2\beta,1}(\beta^{-1} x) = 2(2\beta)^{-1-2\beta} x^{2\beta-1} 1_{0 \leq x \leq 1}\).

We leave to the interested reader the task of expressing the second probabilistic representation in a similar way.
5.2. Expansions.

5.2.1. Motivations. Dehaye’s binomial method [88] is a transfert of technology from the world of (asymptotic) representation theory [211, 212, 213, 214] to the study of $Z_{U_N}$. The original binomial expansion can be found in [187, I-3, ex. 10 p. 47] and was originally due to Lascoux [184]. It is an application of the Cauchy-Binet formula starting from the binomial expansion in (46):

$$s_{\lambda}(1 + x_1, \ldots, 1 + x_N) = \frac{\det((1 + x_i)^{\lambda_j + N - j})_{1 \leq i, j \leq N}}{\Delta(1 + x_1, \ldots, 1 + x_N)} = \frac{\det((1 + x_i)^{\lambda_j + N - j})_{1 \leq i, j \leq N}}{\Delta(x_1, \ldots, x_N)}$$

$$\det(\sum_{\ell=0}^{N-1} (\lambda_j + N - j)x_i^\ell)_{1 \leq i, j \leq N} = \frac{\det\left(\begin{array}{c} \lambda_j + N - j \\ \ell_r \end{array}\right)_{1 \leq r, j \leq N}}{\Delta(x_1, \ldots, x_N)} \det(x_i^{\ell_m})_{1 \leq i, m \leq N}$$

(Newton’s binomial formula)

Here, we have used the Cauchy-Binet formula that writes for matrices $A \sim N \times \infty$ and $B \sim \infty \times N$

$$\det(AB)_{N \times N} := \det\left(\sum_{\ell \geq 0} A_{i, \ell}B_{\ell, j}\right)_{1 \leq i, j \leq N} = \sum_{0 \leq \ell_1 < \cdots < \ell_N} \det(A_{i, \ell_1})_{i,j} \det(B_{\ell_1, j})_{i,j}$$

and the fact that $\Delta(1 + T) = \Delta(T)$ using its product form.

Classically writing $\ell := \mu_j + N - j$ so that $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_N \geq 0$ yields

$$s_{\lambda}(1 + x_1, \ldots, 1 + x_N) = \sum_{0 \leq \mu_N < \cdots < \mu_1 \leq N + \lambda_1} \det\left(\begin{array}{c} \lambda_j + N - j \\ \mu_r + N - r \end{array}\right)_{1 \leq r, j \leq N} \frac{\det(x_i^{\mu_m + N - m})_{1 \leq i, m \leq N}}{\Delta(x_1, \ldots, x_N)}$$

$$s_{\lambda}(1 + x_1, \ldots, 1 + x_N) := \sum_{\mu \subset (N+\lambda_1)^N} \det\left(\begin{array}{c} \lambda_j + N - j \\ \mu_r + N - r \end{array}\right)_{1 \leq r, j \leq N} s_{\mu}(x_1, \ldots, x_N)$$

This proof can easily be modified to any symmetric functions that writes under the form

$$S_{f_1, \ldots, f_N}(x_1, \ldots, x_N) := \frac{\det(f_i(x_j))_{1 \leq i, j \leq N}}{\Delta(x_1, \ldots, x_N)}, \quad f_i(x) := \sum_{k \geq 0} \hat{f}_i(k) x^k \quad \text{(132)}$$

As remarked in [212, (1.11)] the Cauchy-Binet formula gives then

$$\frac{\det(f_i(x_j))_{1 \leq i, j \leq N}}{\Delta(x_1, \ldots, x_N)} = \sum_{\ell(\mu) \leq N} \det\left(\hat{f}_i(\mu_j + N - j)\right)_{1 \leq i, j \leq N} s_{\mu}(x_1, \ldots, x_N)$$

the previous case using $f_i(x) := (1 + x)^{\lambda_i + N - i}$.

As noted in [211, Comments to (5.7), (3)], the novelty in the generalised binomial expansion for Schur functions consists in writing the coefficients $d_{\lambda, \mu}(N) := \det\left(\begin{array}{c} \lambda_j + N - j \\ \mu_r + N - r \end{array}\right)_{1 \leq r, j \leq N}$...
as *shifted Schur functions*. This is the formula used in [88, (23)]. An elegant manipulation performed by Dehaye [88, Lem. 3] allows to express these values in terms of content polynomials [187, I-1 ex. 11]. Dehaye’s final result [88, (10)] writes

\[
\mathbb{E}\left(\left|Z_{U_N}(1)\right|^{2k}\frac{Z_{U_N}^{(1)}(1)^r}{Z_{U_N}^{(1)}(1)}\right) = r! \sum_{\lambda \vdash r} d_{\lambda}^2 \prod_{\square \in \lambda} (k + c(\square)) (-N + c(\square)) \frac{2k + c(\square)}{2k + c(\square)}
\]  

(133)

Here, we have used the expression \( d_{\lambda} := \frac{r!}{H_{\lambda}} \) where \( H_{\lambda} \) is the hook length product [88, (18)] and \( d_{\lambda} \) is the dimension of the irreducible module \( V^\lambda \) of the symmetric group \( S_r \) (denoted by \( f_{\lambda} \) in [88, (19)]).

The expression (133) is particularly interesting to obtain an asymptotic expansion in powers of \( N \), as one can write

\[
\frac{\mathbb{E}\left(\left|Z_{U_N}(1)\right|^{2k}\frac{Z_{U_N}^{(1)}(1)^r}{Z_{U_N}^{(1)}(1)}\right)}{N^r \mathbb{E}\left(\left|Z_{U_N}(1)\right|^{2k}\right)} = \frac{(-1)^r}{r!} \sum_{\lambda \vdash r} d_{\lambda}^2 \prod_{\square \in \lambda} \frac{k + c(\square)}{2k + c(\square)} \times \prod_{\square \in \lambda} (1 - N^{-1} c(\square))
\]  

\[
= \sum_{\ell \geq 0} N^{-\ell} \frac{(-1)^r}{r!} \sum_{\lambda \vdash r} d_{\lambda}^2 h_{\ell} [-A^\lambda] \prod_{\square \in \lambda} \frac{k + c(\square)}{2k + c(\square)}
\]  

(134)

where \( A^\lambda \) is the content alphabet

\[
A^\lambda := \{c(\square), \square \in \lambda\}
\]  

(135)

Expanding \( \mathbb{E}\left(\left|Z_{U_N}(1)\right|^{2k}\right) \) using its explicit expression as a product of Gamma factor and multiplying the expansions gives then a complete expansion.

Other types of expansions are possible (although the final expressions must then be equal). For instance, [25, (4-3), (4-4) & conj. 1] uses a conjectural conformal block expansion coming from the Painlevé theory and Riemann-Hilbert problems.

*Remark 5.1.* The rescaling of (133) using the convergence (4) and \( M_k \) defined in (3) gives

\[
\frac{\mathbb{E}\left(\left|Z_{U_N}(1)\right|^{2k}\frac{Z_{U_N}^{(1)}(1)^r}{Z_{U_N}^{(1)}(1)}\right)}{N^{k^2 + r}} \rightarrow M_k \times \frac{(-1)^r}{r!} \sum_{\lambda \vdash r} d_{\lambda}^2 \prod_{\square \in \lambda} \frac{k + c(\square)}{2k + c(\square)}
\]  

(136)

In [25, Conj. 2, (6-32)], the following expression is conjectured to be equivalent to (136):

\[
\frac{\mathbb{E}\left(\left|Z_{U_N}(1)\right|^{2k}\frac{Z_{U_N}^{(1)}(1)^{2h}}{Z_{U_N}^{(1)}(1)}\right)}{N^{k^2 + 2h}} \rightarrow M_k \times \frac{(-1)^h}{(2h)!} \sum_{\lambda \vdash 2h} d_{\lambda}^2 \prod_{\square \in \lambda} \frac{k + c(\square)}{(2k + b(\square))^2(2k + c(\square))}
\]  

(137)

where \( b(\square) := \lambda_j^i - j + 1 - i \) if \( \square = (i, j) \in \lambda \). Note that the rational functions in \( k \) do not match term-wise since the content alphabet \( A^\lambda \) defined in (135) does not have the same range of values as \( B^\lambda := \{b(\square), \square \in \lambda\} \), hence, it is not immediately obvious that
they coincide exactly (nevertheless, in the particular case of integer \( k \), cancellations due to numerator simplifications may occur).

**Remark 5.2.** Using the orthogonality of the characters \((\chi^\lambda)_{\lambda\vdash r}\) of \( \Sym_r \), one gets

\[
[\id_r] \sigma = 1_{\{\sigma = \id_r\}} = \frac{1}{r!} \sum_{\lambda\vdash r} \chi^\lambda(\id_r) \chi^\lambda(\sigma) = \frac{1}{r!} \sum_{\lambda\vdash r} d^2_\lambda \widehat{\chi}^\lambda(\sigma) = \mathbb{E}_{\mathcal{P}(r)}(\widehat{\chi}^\lambda(\sigma))
\]

where \( d_\lambda = \chi^\lambda(\id_r) \), \( \widehat{\chi}^\lambda := \chi^\lambda/d_\lambda \) and \( \mathbb{P}_{\mathcal{P}(r)}(\lambda) := \frac{d^2_\lambda}{r!} \) is the Plancherel measure on \( \mathbb{Y}_r \) (see e.g. [158]). Using moreover the Jucys-Murphy elements \( J := (J_k)_{k \geq 1} \) defined by \( J_1 := 0 \), \( J_k := \sum_{\ell=1}^{k-1} (\ell, k) \in \mathbb{C}[\mathbb{S}_k] \) and the fact that \( \widehat{\chi}^\lambda(\mathcal{J}(f)) = f(A^\lambda) \) for all symmetric function \( f \) (see e.g. [41]), one gets with \( f := g \otimes r \) and \( g(x) := \frac{(k+x)(-N+x)}{2k+x} \)

\[
\frac{\mathbb{E}(\left| Z_{U_N}(1) \right|^{2k} \left( i \frac{Z_{U_N}(1)}{Z_{U_N}(1)} \right)^r)}{\mathbb{E}(\left| Z_{U_N}(1) \right|^{2k})} = [\id_r] \prod_{\ell \in [1, r]} \frac{(k + J_\ell)(-N + J_\ell)}{2k + J_\ell} = (-N)^r \sum_{m \geq 0} (-N)^{-m}[\id_r] e_m(J_1, \ldots, J_r) \prod_{\ell \in [1, r]} \frac{k + J_\ell}{2k + J_\ell} \tag{138}
\]

This equality, equivalent to (134), can lead to other interesting combinatorial expressions, using e.g. the recursive method of [108] or [41, § 4 & 9] (combinatorics of Jucys-Murphy elements).

### 5.2.2. Expansions with (22).

One can perform an expansion with (22) if, instead of just considering the first order of the limit, one continues the expansion of each quantity ad libitum. For instance, one has

\[
s_{N^k}[A] = \frac{1}{k!} \int_{U_{k-1}} V^{-N} h_{N^k}[(1 + V)A] |\Delta[1 + V]|^2 \frac{d^k V}{V} = \frac{1}{k!} \int_{[-N, N]^k} e^{-2\pi \sum_{j=2}^k x_j} h_{N^k}[(1 + e^{2\pi x/N})A] |\Delta[1 + e^{2\pi x/N}]|^2 \frac{dX}{N^{k-1}} = \mathbb{E}\left(S_{k}[A]^{kn}\right) \int_{[-N, N]^k} e^{-2\pi \sum_{j=2}^k x_j} \mathbb{E}\left(\left(1 + \frac{X}{N}\right)^{kn}\right) |\Delta[1 + e^{2\pi x/N}]|^2 dX
\]

where, by analogy with (148), one defines

\[
h_m[X,A] = \frac{1}{m!} \mathbb{E}\left(\left(\sum_{j=1}^k x_j Z_j[A]\right)^m\right), \quad \mathbb{E}(e^{xZ[A]}) := H[xA]
\]

\[
\xi_N(X, A) := \sum_{j=1}^k N(e^{2\pi x_j/N} - 1) \frac{Z_j[A]}{S_k[A]}, \quad S_k[A] := \sum_{j=1}^k Z_j[A]
\]
\[ \xi_\infty(X, \mathcal{A}) := 2i\pi \sum_{j=1}^{k} x_j \frac{Z_j[\mathcal{A}]}{S_k[\mathcal{A}]} \]

with \((Z_j[\mathcal{A}])_j\) independent of \(S_k[\mathcal{A}]\).

We now reason formally and explain how to justify the steps at the end. One can push the expansion of \(\log(1 + \xi_N(X, \mathcal{A})/N) = \sum_{\ell=1}^{L} (-1)^{\ell+1}(\xi_N(X, \mathcal{A})/N)^{\ell}/\ell + O(N^{-L-1})\) with a uniform deterministic \(O(N^{-L-1})\) inside the exponential to get

\[ h_m \left[ (1 + e^{2i\pi X/N})^\mathcal{A} \right] = \mathbb{E} \left( e^{m \log(1 + \xi_N(X, \mathcal{A})/N)} \right) = \mathbb{E} \left( e^{m \sum_{\ell=1}^{L} (-1)^{\ell+1}(\xi_N(X, \mathcal{A})/N)^{\ell}/\ell + O(mN^{-L-1})} \right) \]

\[ = e^{O(mN^{-L-1})} \sum_{\ell(\lambda) \leq L} \frac{(-1)^{|\lambda| - \ell(\lambda)}}{z_\lambda} \frac{m^{\ell(\lambda)}}{N^{|\lambda|}} \mathbb{E} \left( \xi_N(X, \mathcal{A})^{|\lambda|} \right) \]

\[ \approx \sum_{\ell(\lambda) \leq L} \frac{(-1)^{|\lambda| - \ell(\lambda)}}{z_\lambda} \frac{m^{\ell(\lambda)}}{N^{|\lambda|}} \mathbb{E} \left( \xi_\infty(X, \mathcal{A})^{|\lambda|} \right) (1 + O(mN^{-L-1})) \]

Note that for \(L = 1\), one recovers (145) with an expansion (in the case where \(\mathcal{A} = 1^c\)). One supposes of course that \(m = [\rho N]\), which gives a general expansion in \(N\). In this particular case, one can get the following factorisation:

\[ h_{[\rho N]} \left[ (1 + e^{2i\pi X/N})^\mathcal{A} \right] = \mathbb{E} \left( e^{\rho \sum_{\ell=0}^{L} (-1)^{\ell}(\xi_N(X, \mathcal{A}))^{\ell+1}N^{-\ell}/(\ell+1) + O(N^{-L-1})} \right) \]

\[ = e^{O(N^{-L-1})} \sum_{\ell(\lambda) \leq L} \frac{(-1)^{|\lambda| - \ell(\lambda)}}{z_\lambda} \frac{1}{N^{|\lambda| - \ell(\lambda)}} \mathbb{E} \left( e^{\xi_N(X, \mathcal{A})} \xi_N(X, \mathcal{A})^{|\lambda|} \right) \]

\[ \approx \sum_{\ell(\lambda) \leq L} \frac{(-1)^{|\lambda| - \ell(\lambda)}}{z_\lambda} \frac{1}{N^{|\lambda| - \ell(\lambda)}} \mathbb{E} \left( e^{\xi_\infty(X, \mathcal{A})} \xi_\infty(X, \mathcal{A})^{|\lambda|} \right) (1 + O(N^{-L})) \]

\[ =: \sum_{s \geq 0} a_{s, \ell} \frac{(-1)^{s-\ell}}{N^{s-\ell}} \mathbb{E} \left( e^{\xi_\infty(X, \mathcal{A})} \xi_\infty(X, \mathcal{A})^s \right) + O(N^{-L}) \]

with explicit combinatorial coefficients \(a_{s, \ell} := \sum_{\ell(\lambda) = \ell, |\lambda| = s} 1_{z_\lambda} \).

One also needs to expand the Vandermonde part. Remark that

\[ \frac{e^{ix} - 1}{ix} = \mathbb{E} \left( e^{ixU} \right), \quad U \sim \mathcal{U}([0, 1]) \]

\[ \left| \frac{e^{ix} - 1}{ix} \right|^2 = \mathbb{E} \left( e^{ixW} \right), \quad W := U - U', \quad U, U' \sim \mathcal{U}([0, 1]), \text{ independent} \]

This implies with independent \((W_j)_{2 \leq j \leq k}\) and \((W_{j, \ell})_{2 \leq j < \ell \leq k}\) distributed as \(W \triangleq U - U'\)

\[ \left| \Delta \left[ 1 + e^{2i\pi X/N} \right] \right|^2 = \prod_{j=2}^{k} \left| \frac{e^{2i\pi x_j/N} - 1}{2i\pi x_j/N} \right|^2 \prod_{2 \leq \ell < j \leq k} \left| \frac{e^{2i\pi (x_j - x_\ell)/N} - 1}{2i\pi (x_j - x_\ell)/N} \right|^2 \]
\[
\begin{align*}
&= \prod_{j=2}^{k} \mathbb{E}\left(e^{2\pi i x_j W_j/N}\right) \prod_{2 \leq \ell < j \leq k} \mathbb{E}\left(e^{2\pi i (x_j - x_\ell) W_{j,\ell}/N}\right) \\
&= \mathbb{E}\left(e^{2\pi i \sum_{j=2}^{k} x_j W_j/N}\right), \quad \mathcal{W}_j := W_j + \sum_{\ell \in [2:k] \setminus \{j\}} (W_{j,\ell} - W_{\ell,j})
\end{align*}
\]

Define
\[
\chi(X) := \sum_{j=2}^{k} x_j \mathcal{W}_j
\]

We then have
\[
\left| \frac{\Delta[1 + e^{2\pi i X/N}]}{\Delta(0, 2\pi X/N)} \right|^2 = \sum_{r=0}^{M} \frac{(2\pi i)^r}{r!} N^{-r} \mathbb{E}(\chi(X)^r) + O\left(N^{-M-1} \sum_{j=2}^{k} |x_j|^{M+1}\right)
\]

Multiplying both contributions, using the scaling of the Vandermonde determinant and integrating out gives an expansion of the form:
\[
s_{N^k}[\mathcal{A}] = \frac{\mathbb{E}\left(S_k[\mathcal{A}]^{kN}\right)}{k! (kN)! N^{k-1}} \int_{\mathbb{R}^{k-1}} e^{-2\pi i \sum_{j=2}^{k} x_j} \mathbb{E}\left((1 + \frac{\xi_N(X,\mathcal{A})^{kN}}{N})\right) \left| \Delta[1 + e^{2\pi i X/N}] \right|^2 dX
\]
\[
\approx \frac{\mathbb{E}\left(S_k[\mathcal{A}]^{kN}\right)}{k! (kN)! N^{-k^2-2k-1}} \int_{\mathbb{R}^{k-1}} e^{-2\pi i \sum_{j=2}^{k} x_j} \mathbb{E}\left(e^{\xi_\infty(X,\mathcal{A})}\right) \Delta(0, 2\pi X)^2 \\
\times \left(\sum_{r,s,\ell=0}^{M} a_{s,\ell} (-1)^{s-\ell} \frac{\mathbb{E}\left(e^{\xi_\infty(X,\mathcal{A})} \xi_\infty(X,\mathcal{A})^s \chi(X)^r\right)}{\mathbb{E}(e^{\xi_\infty(X,\mathcal{A})})} \right) \frac{1}{N^{r+s-\ell}} \\
+ O\left(\sum_{j=2}^{k} |x_j|^{M+1}\right)
\]

Note that if \(\xi_\infty(X,\mathcal{A})\) was real, one would have an interpretation of the probabilistic part of the coefficients as a change of probability. This expansion is thus half-probabilistic, half-combinatorial (due to the coefficients \(a_{s,\ell}\)).

To turn these formal computations into a rigorous expansion, one needs an integrable domination akin to Lemmas A.17 and A.11. Since the \(\mathbb{E}(\chi(X)^r)\) are polynomials, this only amounts to dominate \(\mathbb{E}(e^{\xi_\infty(X,\mathcal{A})} \xi_\infty(X,\mathcal{A})^s) = \left(\frac{d}{d\ell}\right)^s \mathbb{E}(e^{\xi_\infty(X,\mathcal{A})})\) against a polynomial function of the type \(\mathbb{E}(\chi(X)^r) \Delta(X)^2\) whose degree is explicit. This can be done by an exchange of integration and \(\frac{d}{d\ell}\) in a slight modification of (141). Details are left to the reader.

5.2.3. Expansion of (106)/(133). In view of (134) and (138), one can apply the previous (formal) methodology to (106) to try to find a similar expansion.
We will use the methodology of remark 4.32 with $K_{1,N}(u, z) := \frac{f}{dx} \left( \frac{1-x^{N+1}}{1-x} \right) |_{x=u z^{-1}} = C_{N,1} \mathbb{E}(x^{D_{N,1}}) |_{x=u z^{-1}}$ where $D_{N,r}, C_{N,r}$ are given in (116). We get

$$D_{N}(k, h) := \mathbb{E}(\left| Z_{U_{N}}(1) \right|^{2(k-h)} \left| Z_{U_{N}}'(1) \right|^{2h})$$

$$= \mathbb{E} \left( \left| Z_{U_{N}}(1) \right|^{2(k-h)} \left| \int_{U} K_{N,1}(u, z) Z_{U_{N}}(u) \frac{d^* u}{u} \right|^{2h} \right)$$

$$= \int_{U^{2h}} \prod_{j=1}^{h} K_{1,N}(u_j, 1) K_{1,N}(v_j, 1)$$

$$\times \mathbb{E} \left( Z_{U_{N}}(1)^{k-h} Z_{U_{N}}(1)^{k-h} \prod_{j=1}^{h} Z_{U_{N}}(u_j) Z_{U_{N}}(v_j) \right) \frac{d^* u}{u} \frac{d^* v}{v}$$

$$= \int_{U^{2h}} \prod_{j=1}^{h} K_{1,N}(u_j, 1) K_{1,N}(v_j, 1) \prod_{j=1}^{h} v_j^{-N} s_{N^k} \left[ 2^{(k-h)} + U + V^{-1} \right] \frac{d^* u}{u} \frac{d^* v}{v}$$

$$= \int \left[ \frac{-\pi}{2}, \frac{\pi}{2} \right]^{2h} e^{-2\pi \sum_{j=0}^{h-1} \alpha_j} \prod_{j=1}^{h} K_{1,N}(e^{2\pi \theta_j/N}, 1) K_{1,N}(e^{2\pi \alpha_j/N}, 1)$$

$$\times s_{N^k} \left[ 2^{(k-h)} + e^{2\pi \theta/N} + e^{-2\pi \alpha/N} \right] \frac{d \theta}{N^h} \frac{d \alpha}{N^h}$$

$$= \left( \frac{C_{N,1}}{N} \right)^{2h} \int \left[ \frac{-\pi}{2}, \frac{\pi}{2} \right]^{2h} e^{-2\pi \sum_{j=0}^{h-1} \alpha_j} \mathbb{E} \left( e^{2\pi \sum_{j=1}^{h} (\theta_j D_{N,1}^{(j)} / N - \alpha_j \tilde{D}_{N,1}^{(j)} / N)} \right)$$

$$\times s_{N^k} \left[ 2^{(k-h)} + e^{2\pi \theta/N} + e^{-2\pi \alpha/N} \right] d \theta \ d \alpha$$

The expansion of $\mathbb{E}(e^{i \theta D_{N,1}/N})$ can be done in a probabilistic way using an Edgeworth expansion, or with a Riemann sum expansion which amounts to use the Euler-MacLaurin formula (equivalent to the Edgeworth expansion in this setting). This last formula writes for $f \in C^{K+1}([a, b])$ with $a, b \in \mathbb{N}$ (see e.g. \cite[I.0, thm. 4]{241})

$$\sum_{a+1 \leq \ell \leq b} f(\ell) = \int_{a}^{b} f(t) dt + \sum_{r=0}^{K} \frac{(-1)^{r+1} B_{r+1}}{(r+1)!} \left( f^{(r)}(b) - f^{(r)}(a) \right)$$

$$+ \frac{(-1)^{K}}{(K+1)!} \int_{a}^{b} B_{K+1}(t) f^{(K+1)}(t) dt$$

where $B_{r}$ is the $r$-th Bernoulli number and $B_{K}(t)$ is the Bernoulli polynomial.

Taking $a = 0, b = N$ and $f(x) := \frac{1}{N} g(x/N)$, one gets

$$\frac{1}{N} \sum_{1 \leq \ell \leq N} g \left( \frac{\ell}{N} \right) = \int_{0}^{1} g(u) du + \sum_{r=0}^{K} \frac{(-1)^{r+1} B_{r+1}}{(r+1)!} \frac{1}{N^{r+1}} \left( g^{(r)}(1) - g^{(r)}(0) \right)$$
where \( \{ x \} := x - [x] \) is the fractional part of \( x \), the Bernoulli polynomials in this formula being the periodised version (see e.g. [241, I.0]).

Remark 1. One has moreover the Lehmer estimate \( \sup_{x \in [0,1]} |B_K(x)| \leq 2 \frac{K}{(2\pi)^K} (1 + \zeta(K) \mathbf{1}_{\{K \equiv 2 \mod 4\}}) \) which shows that the integral in the RHS of the last equality is bounded by \( C_K' |\theta| \) for a certain constant \( C_K' \). In the end, one has

\[
\begin{aligned}
\frac{2C_{N,1}}{N} \mathbb{E}(e^{2i\pi \theta D_{N,1}/N}) &= N \mathbb{E}(e^{2i\pi \theta D_{\infty,1}}) + 2 \sum_{r=0}^{K} \frac{(-1)^{r+1} B_{r+1} (2i\pi \theta)^{r-1}}{(r+1)!} \left( (2i\pi \theta + r) e^{2i\pi \theta} - r \right) \\
&+ O\left( \frac{|\theta|^{K+1}}{N^{K+1}} \right)
\end{aligned}
\]

One is then left to expand \( s_{N^k} \left[ \frac{1}{2^{(k-h)}} + e^{2i\pi \theta/N} + e^{-2i\pi \alpha/N} \right] \). This can be done in a way similar to the previous \( \S \), as the representation with random variables \( \xi_N(X, A) \) is also valid in the case of a “plethystically additive” specialisation of the type \( s_{N^k}[A + X] \). In the end, one has two types of integrals whose exchange is to justify: the ones coming from \( (\alpha, \theta) \) in the previous formula, and the ones coming from \( X \) in the formula of the previous \( \S \). Due to the presence of Bernoulli numbers in the expansion of the Riemann sum, the coefficients of this expansion are very combinatorial in nature. We leave to the interested reader the task of writing exactly these coefficients.

5.3. Other approaches to \( s_{\lambda}[A] \). As noticed in remark 1.3, one can also look at the literature on the rescaling of Schur functions outside of the CUE literature. Dehaye’s use of the binomial method [88] or the use of conformal block expansion by Basor et al. [25] are examples of a successful transfer of technology in this setting.

One can separate this literature into two sub-categories: on the one hand, the study of spherical integrals of the Harish-Chandra-Itzykson-Zuber (HCIZ) type, and on the other hand problems in relation with asymptotic representation theory. The frontier between these two topics is not clear, and several methods lie at the intersection of the two fields.
5.3.1. Spherical integrals. The HCIZ integral is defined by \[138, 153\]

\[
HCIZ_N(A, B) := \int_{U_N} e^{tr(UAU^{-1}B)} dU, \quad A, B \in H_N
\]

The link with the Schur function is provided with the following explicit formula \[153, (3.4)\] where one has supposed that \(A\) and \(B\) are diagonal (what we can always suppose by invariance):

\[
HCIZ_N(A, B) = \left( \prod_{j=1}^{N-1} j! \right) \frac{\det(e^{a_i b_j})_{1 \leq i, j \leq N}}{\Delta(A) \Delta(B)}
\]

The way to derive this formula is in itself interesting and could eventually be modified to lead to an asymptotic analysis. To the knowledge of the author, five methods are available:

- Dyson Brownian motion \[153, 157\], character expansion \[153, 251\], Duistermaat-Heckman stationary phase method \[101\], coordinate Bethe ansatz \[138\] and path decomposition of integrable processes \[161\] (see also \[194, 240\] for an exposition).

The (Weyl dimension) formula \[\Delta(\lambda + \delta_N) \prod_{j=1}^{N-1} j! = \Delta(\lambda) \Delta(\delta_N) s_{\lambda}[1^N]\] (see \[187, I-1, ex. 1, (4) p. 11 & I-3 ex. 4 p. 45\] or \[183, (4.6)\]) yields the more explicit link with the Schur function:

\[
HCIZ_N(\lambda + \delta_N, X) = \frac{\Delta(e^X)}{\Delta(X)} s_{\lambda}[e^X] \frac{s_{\lambda}[1^N]}{s_{\lambda}[1^N]}
\]

These last years saw several approaches to tackle the asymptotics of \(HCIZ_N\) in several regimes of \(\lambda \equiv \lambda(N)\) and \(X \equiv X(N)\):

- The method used in \[67, 132, 134, 193, 251\] lies in the framework of large deviations or equivalently, variational problems on the space of discrete measures that converge to limiting variational problems on a “continuous” space.
- Note in particular the integrable systems reformulation of \[193\] (turned rigorous in \[134\]) given in \[198\] starting from the (quantum) Calogero-Moser system (see also \[195, \S 4.1\]).
- The authors of \[74, 76\] use free probability (with Weingarten calculus) and free stochastic calculus in the vein of \[39\] ; see the survey \[131\] for a summary and additional references.
- Novak \[208, 209\] uses a string expansion governed by the Plancherel measure on partitions defined in remark 5.2.
- Topological recursion \[53, 105\] or Dyson-Schwinger (loop) equations is another method that emerged in a general context these last years and that was applied to the study of \(HCIZ_N\) in \[133\]. As noted by Guionnet\footnote{For instance in a conference in Columbia held from August 28 to September 1, 2017, “Dyson-Schwinger equations, topological expansions, and random matrices.”}, “the idea is similar to Stein’s method in that the observables are approximate solutions of equations that can be solved asymptotically”.
- \&c.
The use of the local CLT approach seems to be new in this context. This is mainly due to the fact that these previous limits are all performed at another scale, in the large deviations regime: supposing that the empirical measures \( \mu^{(N)}_Z = \frac{1}{N} \sum_{k=1}^{N} \delta_{z_k} \) for \( Z \in \{A, B\} \) converges *-weakly to a limiting measure \( \mu^{(\infty)}_Z = \rho^{(\infty)}_Z \cdot \text{Leb} \) (with some additional hypotheses), the limit is of the form

\[
HCIZ_N(\sqrt{N} A, \sqrt{N} B) = \exp\left(N^2 \mathcal{F}(\rho_A^{(\infty)}, \rho_B^{(\infty)}) + O(N)\right)
\]

where \( \mathcal{F} \) uses the solution of a Burgers equation.

From the expository point of view, recasting all the CUE results of the introduction in terms of probability theory has the advantage to position them clearly in this global picture (in terms of probabilistic regime).

**Remark 5.3.** One can thus write \( s_{N^k}[X] \) using the HCIZ integral for a “classical” alphabet. This yields the formula

\[
s_{N^k}[e^X] = s_{N^k}[1^N] \frac{\Delta(e^X)}{\Delta(X)} \int_{U_N} e^{\text{tr}(U(N^k + \delta_N)U^{-1}X)} \, dU = \int_{U_N} \det(U)^{-k} \prod_{x \in e^X} \det(I_N - xU) \, dU
\]

where \( N^k + \delta_N \) is understood in the vectorial sense (and then as a diagonal matrix). A direct proof of such an identity is still missing, but the existence of such a link allows some of the previous techniques such as topological expansion to be used (in the different regime of local CLT, though). We do not pursue here.

### 5.3.2. Asymptotic representation theory

Asymptotic representation theory is the study of classical groups when their rank tends to infinity. To quote Vershik [246]:

Investigation of classical groups of high ranks leads to two kinds of problems. Questions of the first kind deal with asymptotical properties of groups, their representations, characters and other attributes as group rank grows to infinity. Another kind of questions (in the spirit of infinite dimensional analysis) deal with properties of infinite dimensional analogues of classical groups.

The study of characters of such groups is performed with a proper normalisation that is of interest in the scope of this article as the characters of \( U_N \) (and also \( S_N \) up to the Frobenius map defined in [187, I-7 (7.2)]) are the Schur functions. In this last case, one is typically interested in the behaviour of

\[
S_{\lambda}[X^{(k)} + 1^{N-k}] := \frac{s_{\lambda}[X^{(k)} + 1^{N-k}]}{s_{\lambda}[1^N]}, \quad X^{(k)} := \{x_1, \ldots, x_k\}
\]

Note that this rescaled Schur function is exactly the RHS of (139), up to an explicit multiplicative factor. Its study is thus equivalent to the study of the HCIZ integral when one of the matrices has a finite rank \( k \).

This topic being very huge, we only list a few methods that were developed in the last 80 years (starting in the 40ies with work of H. Weyl and J. Von Neumann):
• The case where $X^{(k)}$ is fixed and $|\lambda(N)| \sim [\gamma]N$ is studied in [213, 214] in the more general setting of Jack symmetric functions, a particular case of which degenerates to Schur functions and was studied in [169]. One needs to suppose that $\lambda_j(N) \sim [N\alpha_j]$ and $\lambda'(N) \sim [N\beta_j]$ with finite $\alpha_j, \beta_j$ to be in the setting of Vershik-Kerov sequences. Note that this is the case of $N^k$ (with $\beta_j = 0$) but the completion of $s_\lambda$ by $1^{N-k}$ transforms radically the problem. Supposing that one only has “positive partitions”, their result writes $S_\lambda[X^{(k)} + 1^{N-k}] \sim \prod_{j=1}^D \phi_{\alpha_j,\gamma}(z_j - 1)$ with $\phi_{\alpha,\beta,\gamma}(x) := H[x(\gamma E + A + \omega B)]$ where $A := \{\alpha_j, j \geq 1\}, B := \{\beta_j, j \geq 1\}$ and $E$ is defined in example 2.3. The method is the binomial expansion. Note also the elementary method of Boyer [59, 60] to solve this problem (using nevertheless the Voiculescu factorisation theorem to reduce the problem to $k = 1$).

• The case where $s_\lambda[X^{(k)} + \frac{1-q^{N-k}}{1-q}] / s_\lambda[\frac{1-q^N}{1-q}]$ (where $\frac{1-t}{1-q} = \frac{1}{1-q}$ and $\frac{1-q}{1-q}$ is defined in example 2.3) is treated in [126] in relation with a quantisation of $U(\infty)$. The result is a variant of the previous case.

• The case where $X^{(k)} = e^{Y^{(k)}/\sqrt{N}}$ with $|\lambda| = O(N^2)$ and $Y^{(k)} := \{y_1, \ldots, y_k\}$ is a fixed alphabet is treated in [127, thm. 5.1] with the additional hypothesis that the step function $x \mapsto \lambda_{|N|N}/N = N^{-1} \sum_{\ell=1}^N \lambda_{\ell} 1_{\ell/N \leq x < (\ell+1)/N}$ is close to a continuous decreasing function $f$ with error $o(\sqrt{N})$. The result is of the type $S_{\lambda(N)}[e^{Y/\sqrt{N}} + 1^{N-k}] = \exp(\sqrt{N}E(f) \sum_j y_j + \frac{1}{2}C(f, f) \sum_j y_j^2 + o(1))$ which is similar to the HCIZ limit obtained in [132] in the finite rank case. It is characteristic of a Gaussian CLT writing $S_{\lambda(N)}[e^{Y/\sqrt{N}} + 1^{N-k}] = \mathbb{E}\{e^{\sum_{j=1}^k y_j Z_j, N}\}$ for given random variables $Z_{j,N}$; using the formula $s_\lambda[X] = \sum_{T\in SST(\lambda)} X^T$ where $X^T := \prod_{j \geq 1} x_j^{c_j(T)}$ and $c_j(T)$ is the number of times $j$ appears in the semi-standard tableau $T$ of shape $\lambda$, $s_\lambda\left[e^{X} + 1^{N-k}\right] / s_\lambda[1^N]$ becomes the joint Laplace transform of $(c_j(T_{\lambda(N)}))_{1 \leq j \leq k}$ for a random tableau $T_{\lambda(N)} \in SST(\lambda(N))$. Using one of the numerous bijections between tableaux and other combinatorial objects, such random variables are equivalent to observables of random uniform lozenge tilings or the six-vertex model. The employed method is a variant of the SoV method that we introduce in the next §.

• &c.

Here again, the regime is not the one of a local CLT but the one of a classical CLT, with independence at the limit as the limiting function splits (this approximate character factorisation is a general phenomenon, see e.g. [40, 247]).

5.3.3. The SoV method. The method used in [127] is a variation of the Separation of Variables (SoV in short). This method was developed in [183] using the $Q$-operator formalism of [181] and the earlier work [182]. We refer to the introduction of [86] for further historical information.

\[26\text{The alphabetical order is the one from the Russian alphabet.}\]
One motivation\footnote{This is more a consequence of the result. The true motivation was to mimic in the \(q\)-deformed setting of quantum Hamiltonians the classical separation of variables of classical Hamiltonian dynamics such as Liouville integrable systems. The commutation between separation and quantisation does not occur in the case of the Schur and monomial symmetric functions, but happens e.g. for a family of symmetric functions related with the elementary symmetric functions ; see [183].} of the problem was to compute the asymptotics of the normalised characters \( \hat{\chi}^{\lambda,N,k}(X^{(k)}) := \chi^{\lambda}[X^{(k)} + 1^{N-k}] / \chi^{\lambda}[1^{N}] \) such as described in the previous § for various types of characters \( \chi^{\lambda} \); the case of \( s_{\lambda} \) introduced in this paper concerns the unitary group. Since character factorisation is a general phenomenon when \( N \to +\infty \) for such renormalised characters, it is tempting to highlight an approximate factorisation for fixed, and see how factorisation occurs starting from it. We refer to [86, § 2] or [183] for a precise description of the \( Q \)-operator method (it can be seen as a clever change of basis for the Hamiltonians that act diagonally on the considered family of symmetric functions). The resulting formula is of the type

\[
\hat{\chi}^{\lambda,N,k} = S_{k,N}^{-1} q_{\lambda,N}^{\otimes k}, \quad q_{\lambda,N} := \hat{\chi}^{\lambda,N,1}
\]

where \( S_{k,N} \) is the key “separating” operator to construct, that writes as the product \( S_{k,N} = A_{1,N} \cdots A_{k,N} \) (see [183, (2.10), (2.11)] for examples of \( A_{k,n} \)). Since the product is finite, one sees that the approximate factorisation will be proven if e.g. one proves that \( A_{j,N} \to \text{Id} \) when \( N \to +\infty \) in some operator topology and if \( q_{\lambda,N} \to q_{\lambda,\infty} \) in some functional space.

The operator \( S_{k,N}^{-1} \) can be found without the previous factorisation, simply starting from the alternant form of the Schur function (46) and using the manipulations of [122, § 5–VI p. 446] that end up writing it as

\[
s_{\lambda}[x_1, \ldots, x_N] = M_{N}^{-1} \Delta(T) M_{N} f_{\lambda}(x_1, \ldots, x_N), \quad M_{N} g := g f, \quad T_j := x_j \frac{\partial}{\partial x_j} = \frac{\partial}{\partial \log(x_j)}
\]

\[
= M_{N}^{-1} \Delta(T) g_{\lambda}^{\otimes N}(x_1, \ldots, x_N)
\]

The key manipulation is the \( N \)-linearity \( \Delta(T) g_{1} \otimes \cdots \otimes g_{N}(x) = \det_{N \times N}(T_i^{N-j}) g_{1} \otimes \cdots \otimes g_{N}(x) = \det_{N \times N}(T_i^{N-j} g_{i}(x)) \) such as highlighted in [86, proof of Prop. 6.1] in the symplectic case. As a result, it can be generalised to any symmetric function of the form \( M_{N}^{-1} \Delta(T) g_{1} \otimes \cdots \otimes g_{N} \) such as noticed in [127, § 3.1]. Note that these are exactly the functions defined in (132). The binomial expansion and the SoV method are thus equivalent for the purpose of asymptotic representation theory.

The other key manipulation is then to explicit the function \( g_{\lambda} \) and write it in a clever way to perform an asymptotic analysis. As noticed in the previously cited papers, after the proper rescaling to set \( N - k \) variables to 1, one ends up with \( g_{\lambda}(x) = S_{\lambda}[x + 1^{N-1}] \). Determinantal manipulations often use the minor expansion used in remark 4.26, itself equivalent to the partial fraction expansion of \( t \mapsto H[t X] \) or \( t \mapsto H[t(X - Y)] \) given in (161), but to perform an asymptotic analysis, it is better suited to use an integral form coming from a residue sum ; in our setting, this means going from (162) to (159). Such a manipulation is for instance done in [146, (3), (4)] starting from the residue sum of [228, Prop. 3.1] or in [127, Prop. 3.3]. Note also that writing a sum of residues as an integral is
precisely what is performed in [78] to obtain the CFKRS formula (and is constantly done in this whole theory); it amounts to an RKHS manipulation such as noticed in § 3.4 (the residue formula being itself an instance of its RKHS theory described in remark 4.33).

The SoV method could be an interesting alternative to the theory presented in this paper. Philosophically speaking, the Fourier form of the Schur function (48) is equivalent to the Jacobi-Trudi formula (49) whereas the SoV form is equivalent to the ratio of alternants (46). As a result, it is restricted to classical alphabets \( \{x_1, \ldots, x_k\} \), but for some alphabets such as \( X^{1^c} \), the method could be adapted with a careful limiting procedure (for supersymmetric alphabets nevertheless, the right equivalent of (46) is given by the Moens-Van Der Jeugt formula [201, (1.17)] and a proper analysis will be more involved). Another direction of investigation concerns the factorisation operators \( A_{k,N} \) given in [183, (4.29)]; they use a disintegration on a Gelfand-Tsetlin ensemble akin to the polytopial manipulations of [16, 164] and it is likely that their rescaling in the local CLT regime will give a polytope-like limit.

Nevertheless, this is more on the other direction of investigation that an interesting connection is to be found, i.e. by applying the formalism of this article and in particular (53) to the problems previously exposed. The article [127] is concerned with the asymptotics of \( s_{\lambda_N}[X^{(k)} + 1^{N-k}] \) when \( X^{(k)} \) is an alphabet \( \{X_{1,N}, \ldots, X_{k,N}\} \) with fixed length \( k \) and \( \lambda_N \) has length \( N \) and grows in a certain way [127, thm. 5.1]. The SoV representation of the Schur function is then rescaled with the steepest descent method. In a dual way, the case we consider is that of \( \lambda_N = N^k \) and of an “abstract” alphabet \( X \) (for instance a supersymmetric alphabet, see § 2.2) with a local CLT type of rescaling (originally an alternative to the steepest descent analysis). For the particular alphabets considered in [127], the two problems can be seen equivalent with an application of the following \((\lambda-\mu)\)-duality formula obtained from (139) with \( A := \sqrt{\log(q)(\lambda + \delta_N)} \) and \( B := \sqrt{\log(q)(\mu + \delta_N)} \) (this is suggested in [127, Rk after Thm. 3.6]):

\[
\frac{s_{\lambda}(q^{\mu+\delta})}{s_{\lambda}(q^\delta)} = \frac{s_{\mu}(q^{\lambda+\delta})}{s_{\mu}(q^\delta)}, \quad \delta \equiv \delta_N := (N - 1, N - 2, \ldots, 1, 0)
\]

The regime of \( \lambda_N \) and the alphabets considered in [127] are nevertheless different, but some cases such as [127, prop. 5.8] are concerned with convergence in distribution towards a multivariate Gaussian (case \( X = e^Y/\sqrt{N} \) previously exposed). In this last regime, and after using the \((\lambda-\mu)\)-duality formula for the Schur function, the conjunction of (22), lemmas A.6 and A.7 and the local CLT approach can be investigated. Note that [127, Rk after Thm. 3.6] advocates to use (142) but without any probabilistic representation. We do not pursue here.

5.4. Summary of the encountered functionals and limits. We summarise here the different functionals that we obtained throughout the article. We set \( a_k := \frac{(2\pi)^{k(k-1)}}{k!} \) for typographical reasons. Note that the limit \( a_k \int_{\mathbb{R}^k} \Phi_{Z_T^{(k)}}(x)\Delta(0,x)^2dx \) is not a typo: one has an integral over \( \mathbb{R}^k \) with \( \Delta(0,x) \) (but \( x = (x_2, \ldots, x_{k+1}) \) in this case).
| Functional | Order | Limit | $\Phi / \Phi(Alt)/\Phi(Rand)$ |
|-----------|-------|-------|-----------------------------|
| $\mathbb{E}( |Z_{U_N}(1)|^{2k})$ | $N^{k^2}$ | $a_k \int_{\mathbb{R}^{k-1}} \Phi_{L_1}(0, x) \Delta(0, x)^2 \, dx$ | $/(20)/-$ |
| $\mathbb{E}( |\text{sc}_{|\rho_N|}(U_N)|^{2k})$ | $N^{(k-1)^2}$ | $a_k \int_{\mathbb{R}^{k-1}} \Phi_{S_{\rho}}(0, x) \Delta(0, x)^2 \, dx$ | $(69)/(70)/-$ |
| $\mathbb{E}( \left| \sum_{1 \leq j_1 \ldots j_{k} \leq N, j_1 + \ldots + j_{k} = |\rho_N|} \text{sc}_{j_1}(U_N) \ldots \text{sc}_{j_{k}}(U_N) \right|^2 )$ | $N^{k^2-1}$ | $a_k \int_{\mathbb{R}^{k-1}} \Phi_{T_{\rho}}(0, x) \Delta(0, x)^2 \, dx$ | $(121)/(122)/(123)$ |
| $\mathbb{E}( \prod_{j=1}^{k} Z_{U_N}(e^{2i\pi z_j/N}) \prod_{\ell=1}^{m} Z_{U_N}(e^{-2i\pi z_{\ell}\rho_N}) )$ | $N^{km}$ | $a_m \int_{\mathbb{R}^{m-1}} \Phi_{A(X,Y)}(0, t) \Delta(0, t)^2 \, dt$ | $/(63)/(73), (74)$ |
| $\mathbb{E}( |Z_{U_N}(1)|^{2(k-|\rho_N|)} \prod_{r=1}^{m} \partial^r Z_{U_N}(1)^{2|\rho_N|} )$ | $N^{k^2+2C(h)}$ | $a_k \int_{\mathbb{R}^{k}} \Phi_{D_{\infty}(k,h)}(x) \Delta(x)^2 \, dx$ | $(110)/(117)/(114)$ |
| $\mathbb{E}( \left| \lambda^{-\rho_N} Z_{U_N}; |\rho_N| \right)(1)^{2k} )$, $\lambda > 1$ | $N^{(k-1)^2}$ | $\, 2F_1 \left( \frac{k}{2} \left| \frac{\lambda^2}{2} \right) SC_{\rho}^{(h)} \right.$ | $(90)/-$ |
| $L(\ell, \mathcal{S}_k)$ | $\ell^{k^2}$ | $a_k \int_{\mathbb{R}^{k}} \Phi_{S_{\rho}}(0, x) \Delta(0, x)^2 \, dx$ | $/(100)/-$ |
| $L(\ell, \mathcal{B}_k)$ | $\ell^{(k-1)^2}$ | $a_k \int_{\mathbb{R}^{k-1}} \Phi_{B_{\ell}}(0, x) \Delta(0, x)^2 \, dx$ | $/(101)/-$ |
| $L(\ell, \mathcal{T}_{\lambda,\mu})$ | $\ell^{(m-1)(n-1)}$ | $a_k \int_{\mathbb{R}^{k-1}} \Phi_{T_{\lambda,\mu}}(0, x) \Delta(0, x)^2 \, dx$ | $/(105)/-$ |
| $\mathbb{E}( \det(U_N)^{-k} \prod_{r=1}^{t} Z_{U_N}(e^{2i\pi y_j/N}) \prod_{m=1}^{m} Z_{U_N}(e^{2i\pi y_{\ell}/N}) )$ | $N^{k(\ell-m-k)}$ | $a_k \int_{\mathbb{R}^{k-1}} \Phi_{R(X,Y)}(0, t) \Delta(0, t)^2 \, dt$ | $/(66)/-$ |
| $\mathbb{E}( \left( \int_{U_N} |Z_{U_N}(z)|^{2\beta} \, \frac{d\sigma}{z} \right)^k )$ | $N^{(k\beta)^2+1-k}$ | $a_k \beta \int_{\mathbb{R}^{k\beta-1}} \Phi_{2m_{\infty}(k,\beta)}(0, x) \Delta(0, x)^2 \, dx$ | $(127)/(128)/(129)$ |

5.5. **Partial conclusion and future work.** Several problems have been already raised throughout the previous chapters, and we list here some extra questions that are left for future work.

The first possible generalisation of this work concerns of course a change of group, from the unitary to the orthogonal or the symplectic group, as Schur functions and Haar measures are defined in a very similar way, but a better suited generalisation lies in the framework of $\beta$-ensembles. In addition, two groups of importance should not be forgotten: the symmetric group $\mathfrak{S}_n$ and $GL_n(F_q)$ for a prime power $q$. A study of the autocorrelations of the characteristic polynomial of a random (uniform) permutation was performed by Dehaye and Zeindler [90] and Schur-Weyl duality allows to express such a functional on
by means of a supersymmetric Schur function (with an alphabet composed by means of the points in which the autocorrelations are taken). Since $\mathcal{G}_n$ occurs as a limit $q \to 1$ (the conjectural field with one element) or $q \to +\infty$ (after rescaling) for several functionals of $GL_n(\mathbb{F}_q)$, it also seems of interest to look at the equivalent problems on this last field. As described in the introduction, problems over finite fields are often amenable to exact computations (as opposed to number fields), and these analogies can become fruitful when characterising a general phenomenon. Of course, the question of extending these reproducing kernel methods to number theory should not be forgotten, although the general CFKRS philosophy seems to imply that the “non standard manipulations” described in §3.4 are necessary before applying a reproducing kernel methodology ; an alternative to these manipulations can nevertheless be explored.

Another point of interest that this article highlighted is the importance of the mid-secular coefficients. Being able to find the exact limit in law of such a functional would allow, with the help of the randomisation paradigm, to access the limiting behaviour of several of the studied functionals, if nevertheless the commutation between rescaling and randomisation is “well-behaved”.

Last, a transfer of technology is always possible from several neighbouring fields, and the SoV method described in §5.3.3 should prove useful in giving new expressions of the limits here computed.

### APPENDIX A. Probabilistic representations

A.1. A symmetric function extension of Gegenbauer polynomials. Remark that

$$h_n(x, y) = [t^n] H[t(x + y)] = [t^n] \frac{1}{(1 - tx)(1 - ty)} = \sum_{k=0}^{n} x^k y^{n-k} = \frac{x^{n+1} - y^{n+1}}{x - y} = y^n h_n(x/y, 1)$$

In particular, if $z \in \mathbb{U}$, i.e. $z = e^{2i\pi \theta}$, then,

$$h_n(z, 1) = \sum_{k=0}^{n} z^k = \sum_{k=0}^{n} e^{2i\pi k\theta} = \frac{1 - e^{2i\pi(n+1)\theta}}{1 - e^{2i\pi \theta}} = e^{2i\pi \frac{n+1}{2} \theta} \frac{\sin(2\pi \frac{n+1}{2} \theta)}{\sin(2\pi \theta)} = e^{i\pi n \theta} U_n(\cos(\pi \theta))$$

where $U_n$ is the Tchebychev polynomial of second kind. Thus,

$$U_n(\cos(\pi \theta)) = h_n(e^{i\pi \theta}, e^{-i\pi \theta})$$

and $h_n(e^{i\theta_1}, \ldots, e^{i\theta_k})$ is a multivariate generalisation of the Tchebychev polynomial.

The same can be said about $h_n[1^\kappa X]$. The classical Gegenbauer (or ultraspherical) polynomials $G_n^{(\kappa)}(x)$ are defined for all $\kappa > -\frac{1}{2}$ by their generating series

$$\sum_{n \geq 0} t^n G_n^{(\kappa)}(x) = \frac{1}{(1 - 2xt + t^2)^{\kappa}}$$
The Tchebychev polynomials of the second kind are given for $\kappa = 1$. For $x = \cos(\theta)$, one has $1 - 2xt + t^2 = |1 - te^{i\theta}|^2$ and
\[
G_n^{(\kappa)}(\cos(\theta)) = \frac{1}{(1 - te^{i\theta})^{\kappa}(1 - te^{-i\theta})^{\kappa}} = \frac{1}{[t^n] H[t(e^{i\theta} + e^{-i\theta})]^\kappa} = [t^n] H[t^{1\kappa}(e^{i\theta} + e^{-i\theta})]
\]
One can thus define a multivariate extension of Gegenbauer polynomials setting
\[
h_n^{(\kappa)}(x_1, \ldots, x_k) := h_n[1^\kappa(x_1 + \cdots + x_k)] = \sum_{\lambda \vdash n} \frac{\kappa^{\ell(\lambda)}}{z^\lambda} p_{\lambda}(x_1, \ldots, x_k)
\]
where the second equality comes from (34) and the fact that $p_\lambda[1^\kappa] = \kappa^{\ell(\lambda)}$. Note that the associated multivariate generalisation of Tchebychev polynomials is then $h_n(x_1, \ldots, x_k)$.

A.2. An integral representation of $h_n[A]$. We first introduce an important simple lemma that will be of constant use throughout this article:

**Lemma A.1** (Crucial trivial lemma). For all $n, r \geq 1$ and for any alphabets $Z := \{z_1, z_2, \ldots\}$ and $U := \{u_1, u_2, \ldots\}$, we have
\[
[t^n] H[tU] = [t^n] H[tU - t^{n+r} Z]
\]

**Proof.** The proof is straightforward as
\[
H[tU - t^{n+r} Z] = H[tU] H[-t^{n+r} Z] = \sum_{k_1, k_2 \geq 0} t^{k_1} h_{k_1}[U] (-t)^{k_2(n+r)} e_{k_2}[Z]
\]
hence, taking the $n$-th Fourier coefficient only gives $h_n[U]$. \qed

We have now

**Lemma A.2** (Integral representation of $h_n^{(\kappa)}(u_1, \ldots, u_k)$). We have for all $\kappa > 0$
\[
h_n^{(\kappa)}(e^{2i\pi \theta_1}, \ldots, e^{2i\pi \theta_k}) = e^{i\pi n\kappa} \sum_j \int_0^1 e^{i\pi n\kappa - 2} \prod_{j=1}^k \left( \frac{\sin(\pi(\alpha + \theta_j)(n + 1))}{\sin(\pi(\alpha + \theta_j))} \right)^\kappa d\alpha
\]

**Proof.** Using lemma A.1 with $r = 1$ and $Z := 1^n U^{n+1} := 1^\kappa(u_1^{n+1} + \cdots + u_k^{n+1})$, one gets
\[
h_n^{(\kappa)}(u_1, \ldots, u_k) = [t^n] H[t^{1\kappa} U] = [t^n] H[t^{1\kappa} U - t^{n+1} U^{n+1} 1^\kappa] = [t^n] \prod_{j=1}^k \left( \frac{1 - t^{n+1} u_j^{n+1}}{1 - tu_j} \right) \]
This implies, on the unit circle
\[
h_n^{(\kappa)}(e^{2i\pi \theta_1}, \ldots, e^{2i\pi \theta_k}) = \int_0^1 e^{-2i\pi \kappa} \prod_{j=1}^k \left( \frac{1 - e^{2i\pi (\alpha + \theta_j)(n + 1)}}{1 - e^{2i\pi (\alpha + \theta_j)}} \right)^\kappa d\alpha
\]
\[
= \int_0^1 e^{-2i\pi \kappa} \prod_{j=1}^k \left( e^{i\pi n(\alpha + \theta_j)} \frac{\sin(\pi(\alpha + \theta_j)(n + 1))}{\sin \pi(\alpha + \theta_j)} \right)^\kappa d\alpha
\]
which is the desired expression. □

Remark A.3. A particular case of interest is given by

$$h_n(e^{2i\pi \theta_1}, \ldots, e^{2i\pi \theta_k}) = e^{i\pi n \sum_{j=1}^k \theta_j} \int_0^1 e^{i\pi n(\kappa - 2)} \prod_{j=1}^k U_n(\cos(\pi(\alpha + \theta_j))) d\alpha$$

(142)

with $$U_n(\cos(\theta)) = \frac{\sin(n\theta)}{\sin(\theta)}$$ the Chebychev polynomial of second kind.

The advantage of the integral representation (141) lies in the following lemma:

**Lemma A.4** (Rescaled Gegenbauer functions in the microscopic regime). Let $$k \geq 2$$ and $$\kappa \geq 1$$ be integers. We have, locally uniformly in $$(x_1, \ldots, x_k) \in \mathbb{R}^k$$ and for all $$c \in \mathbb{R}_+^k$$

$$\frac{1}{N^{\kappa k-1}} h^{(\kappa)}_{|c|N}(e^{2i\pi \frac{x_1}{N}}, \ldots, e^{2i\pi \frac{x_k}{N}}) \xrightarrow{N \to +\infty} e^{i\pi c \sum_{j=1}^k x_j} h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k)$$

with $$h^{(\kappa)}_{c,\infty}$$ defined by

$$h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k) = e^{ck} \int_{\mathbb{R}} e^{i\pi c(k\kappa-2)y} \prod_{j=1}^k \sin(\pi c(y + x_j))^\kappa dy$$

(143)

**Proof.** Using (141), we get

$$h^{(\kappa)}_{|c|N}(e^{2i\pi \frac{x_1}{N}}, \ldots, e^{2i\pi \frac{x_k}{N}}) = e^{i\pi k \frac{|c|N}{N} \sum_j x_j} \int_{-\frac{N}{2}}^{\frac{N}{2}} e^{i\pi |c|N\alpha(k\kappa-2)} \prod_{j=1}^k \left( \frac{\sin(\pi(\alpha + \frac{x_j}{N})) |cN + 1|}{\sin(\pi(\alpha + \frac{x_j}{N}))} \right)^\kappa d\alpha$$

$$= e^{i\pi k \frac{|c|N}{N} \sum_j x_j} \int_{-\frac{N}{2}}^{\frac{N}{2}} e^{i\pi |c|N\alpha(k\kappa-2)} \prod_{j=1}^k \left( \frac{\sin(\pi \frac{y+x_j}{N}) |cN + 1|}{\sin(\pi \frac{y+x_j}{N})} \right)^\kappa \frac{dy}{N}$$

$$\sim N^{k-1} e^{i\pi c \sum_{j=1}^k x_j} \int_{\mathbb{R}} e^{i\pi c(k\kappa-2)y} \prod_{j=0}^k \left( \frac{\sin(\pi c(y + x_j))}{\pi(y + x_j)} \right)^\kappa dy$$

$$=: N^{k-1} e^{i\pi c \sum_{j=1}^k x_j} h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k)$$

Here, we have applied dominated convergence to pass to the limit. The required estimate needed to apply it comes from the continuity of sinc in a neighbourhood of 0 and its decay at infinity (since $$\kappa \geq 1$$ and $$k \geq 2$$).

**Remark A.5.** One can change variable $$y' := -y$$ in (143) in which case, one gets a product of “sine kernel” $$\sin(\pi c(x_i - y'))$$. This would be interesting to see if such a limit also holds for other matrix models using a symmetric function approach such as initiated in [159], as the sine kernel is a universal kernel occuring in the bulk of several matrix models. A positive answer to this question would mean that the reproducing kernel method employed
Proof. We have the limiting form (23) goes far beyond the scope of the CUE. We will treat the case of orthogonal and symplectic ensembles in a subsequent publication.

A.3. Probabilistic representations of $h^{(\kappa)}_{c,\infty}$.

A.3.1. Beta-Gamma representations. We show here that the functions $h^{(\kappa)}_{c,\infty}$ are, up to a constant, the Fourier transforms of a particular random variable. This representation allows furthermore to get the speed of convergence in lemma A.4.

Lemma A.6 (Gamma representation of $h^{(\kappa)}_{n}$). Let $\kappa > 0$ and $(\gamma^{(j)}_{\kappa})_{1 \leq j \leq k}$ be a sequence of i.i.d. random variables $\Gamma(\kappa)$-distributed, i.e. $\mathbb{P}(\gamma^{(j)}_{\kappa} \in dt) = e^{-t\kappa-1} \frac{dt}{\Gamma(\kappa)}$. Then, for all $x_1, \ldots, x_k \in \mathbb{C}$

$$h^{(\kappa)}_{n}(x_1, \ldots, x_k) = \frac{1}{n!} \mathbb{E} \left[ \left( \sum_{j=1}^{k} x_j \gamma^{(j)}_{\kappa} \right)^n \right]$$

(144)

Proof. We have $\mathbb{E}(e^{-t\gamma_{\kappa}}) = (1 + t)^{-\kappa}$ for all $t \in \mathbb{R}_+$. Let $t \in \mathbb{R}_+$ be such $|tx_i| < 1$. Then,

$$H[t1^{\kappa}X] = \prod_{j=1}^{k} \frac{1}{(1 - tx_j)^{\kappa}} = \prod_{j=1}^{k} \mathbb{E}(e^{tx_j\gamma_{\kappa}}) = \mathbb{E} \left( e^{t\sum_{j=1}^{k} y_j \gamma^{(j)}_{\kappa}} \right)$$

hence, taking the $n$-th Fourier coefficient inside the expectation gives the result.

This last representation yields the following:

Lemma A.7 (Beta representation of $h^{(\kappa)}_{c,\infty}$). Let $(\beta^{(j)}_{\kappa,1})_{1 \leq j \leq k}$ be a sequence of i.i.d. $B(\kappa,1)$-distributed random variables, i.e. $\mathbb{P}(\beta^{(j)}_{\kappa,1} \in dt) = \kappa t^{\kappa-1} \mathbb{1}_{\{0 \leq t \leq 1\}} dt$ (or equivalently, $\beta^{(j)}_{\kappa,1} \overset{\mathcal{L}}{=} U^{1/\kappa}$ where $U$ is uniform on $[0,1]$). Then,

$$h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k) = \frac{\kappa^{k-1}}{\Gamma(k\kappa)} \mathbb{E} \left( e^{2i\pi \gamma} \sum_{j=1}^{k} x_j (\beta^{(j)}_{\kappa,1} - \frac{1}{\kappa}) \right) \left| \sum_{j=1}^{k} \beta^{(j)}_{\kappa,1} = 1 \right|$$

(145)

Moreover, setting $\|x\|_p := \left( \sum_{j=1}^{k} |x_j|^p \right)^{1/p}$ for all $p > 0$, one has

$$N^{1-k\kappa} h^{(\kappa)}_{c,\infty}(e^{2i\pi \frac{x_1}{N}}, \ldots, e^{2i\pi \frac{x_k}{N}}) = h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k) \left( 1 + O\left( \frac{e^{-1} + (c+1)\|x\|_2^2 + \|x\|_1}{N} \right) \right)$$

(146)

where the implicit constant in $O$ is independent of $c, x_1, \ldots, x_k$.

Proof. Let $S_k := \sum_{j=1}^{k} \gamma^{(j)}_{\kappa}$. A classical result on the beta-gamma algebra (see [70, (3.b)]) gives the independence of $S_k$ and $(\gamma^{(j)}_{\kappa}/S_k)_{1 \leq j \leq k}$ and the fact that

$$\left( \frac{\gamma^{(j)}_{\kappa}}{S_k} \right)_{1 \leq j \leq k} \overset{\mathcal{L}}{=} \left( \frac{\beta^{(j)}_{1,1,\kappa}}{\sum_{j=1}^{k} \beta^{(j)}_{1,1,\kappa}} \right)_{1 \leq j \leq k}$$

(147)
We can thus write (144) as
\[
\begin{align*}
 h_{[cN]}^{(k)}(e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N}) &= \frac{1}{[cN]!} \mathbb{E}\left( \left( S_k + \sum_{j=1}^{k} (e^{2i\pi x_j/N} - 1) \gamma_{\kappa}^{(j)} \right) ^{[cN]} \right) \\
 &= \frac{\mathbb{E}\left( S_k^{[cN]} \right)}{[cN]!} \mathbb{E}\left( \left( 1 + \sum_{j=1}^{k} (e^{2i\pi x_j/N} - 1) \gamma_{\kappa}^{(j)} \right) ^{[cN]} \right)
\end{align*}
\]
by independence. Now, recall that $S_k \sim \text{Gamma}(k\kappa)$, namely $S_k \sim t^{k\kappa-1} e^{-t} \frac{dt}{\Gamma(k\kappa)}$ and that $\mathbb{E}(S_k^{cN}) = \frac{\Gamma(k\kappa+m)}{\Gamma(k\kappa)}$. We thus get
\[
\begin{align*}
 h_{[cN]}^{(k)}(e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N}) &= \frac{\Gamma([cN] + k\kappa)}{[cN]! \Gamma(k\kappa)} \mathbb{E}\left( \left( 1 + \frac{1}{N} \sum_{j=0}^{k} N(e^{2i\pi x_j/N} - 1) \gamma_{\kappa}^{(j)} \right) ^{[cN]} \right)
\end{align*}
\]
Define
\[
\begin{align*}
 \xi_N(X) &:= \sum_{j=0}^{k} N(e^{2i\pi x_j/N} - 1) \gamma_{\kappa}^{(j)} \\
 \xi_{\infty}(X) &:= 2i\pi \sum_{j=0}^{k} x_j \gamma_{\kappa}^{(j)}
\end{align*}
\] (148)
so that
\[
\begin{align*}
 h_{[cN]}^{(k)}(e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N}) &= \frac{\Gamma([cN] + k\kappa)}{[cN]! \Gamma(k\kappa)} \mathbb{E}\left( \left( 1 + \frac{\xi_N(X)}{N} \right) ^{[cN]} \right)
\end{align*}
\]
Since $N(e^{2i\pi x/N} - 1) = 2i\pi x \mathbb{E}(e^{2i\pi x U/N})$ with $U$ uniform on $[0, 1]$, we have $|N(e^{2i\pi x/N} - 1)| \leq 2\pi |x|$ and since $|\log(1 + x) - x| \leq |x|^2/2$ for all $x \in \mathbb{C}$ such that $|x| < 1$, we get, almost surely and for $N \geq 2\pi \sum_{i=1}^{k} |x_i|$ big enough
\[
\begin{align*}
 |\xi_N(X)| &\leq 2\pi \sum_{j=1}^{k} |x_j| \\
 \left| \log \left( 1 + \frac{\xi_N(X)}{N} \right) - \frac{\xi_N(X)}{N} \right| &\leq \frac{4\pi^2}{N^2} \sum_{j=1}^{k} |x_j|^2
\end{align*}
\] (149)
where we have used the branch of the logarithm with a cut on $\mathbb{R}_-$. This implies
\[
\begin{align*}
 \mathbb{E}\left( \left( 1 + \frac{\xi_N(X)}{N} \right) ^{[cN]} \right) &= \mathbb{E}\left( e^{[cN] \log \left( 1 + \frac{\xi_N(X)}{N} \right)} \right) = \mathbb{E}\left( e^{[cN] \frac{\xi_N(X)}{N}} + O\left( \frac{[cN] \sum_{j=1}^{k} |x_j|^2}{N^2} \right) \right) \\
 &= \mathbb{E}\left( e^{[cN] \frac{\xi_N(X)}{N}} \right) e^{O\left( \frac{[cN] \sum_{j=1}^{k} |x_j|^2}{N^2} \right)}
\end{align*}
\]
since the constant in the $O$ is deterministic by the second inequality in (149). Note also that this constant is independent of $c, x_1, \ldots, x_k$.

Now, we have $[cN] = cN - \{cN\}$ with $\{cN\} \in [0, 1)$ and $\xi_N(X) = \xi_\infty(X) - O\left(\frac{1}{N} \sum_{j=1}^k |x_j|^2\right)$ by the inequality $|N(e^{2i\pi x/N} - 1) - 2i\pi x| \leq 4\pi^2 |x|^2 / N$ and the fact that $\gamma^{(j)}_\kappa / S_k < 1$ almost surely. Thus, with deterministic uniform $O$, we get

$$
\mathbb{E}\left(e^{[cN] \xi_N(X)}\right) = \mathbb{E}\left(e^{c \xi_\infty(X)} + O\left(\frac{1}{N} \sum_{j=1}^k |x_j|^2\right) + O\left(\frac{1}{N} \sum_{j=1}^k |x_j|^2\right)\right)
$$

Multiplying all the contributions yields

$$
\mathbb{E}\left(\left(1 + \frac{\xi_N(X)}{N}\right)^{[cN]}\right) = \mathbb{E}\left(e^{c \xi_\infty(X)}\right) e^{O\left(\frac{1}{N} \sum_{j=1}^k |x_j|^2\right)} + O\left(\frac{1}{N} \sum_{j=1}^k |x_j|^2\right)
$$

$$
= \mathbb{E}\left(e^{c \xi_\infty(X)}\right) \left(1 + O\left(\frac{(c+1) \|x\|_2 + \|x\|_1}{N}\right)\right)
$$

Last, when $N \to +\infty$, the Stirling approximation gives

$$
\frac{\Gamma([cN] + k\kappa)}{[cN]! \Gamma(k\kappa)} = \frac{\Gamma([cN] + k\kappa)}{\Gamma([cN] + 1) \Gamma(k\kappa)} = \frac{(cN)^{k\kappa-1}}{\Gamma(k\kappa)} \left(1 + \frac{(k\kappa)^2}{2cN} + O\left(\frac{1}{c^2 N^2}\right)\right)
$$

implying

$$
N^{1-k\kappa} h^{(\kappa)}_{[cN]}(e^{2i\pi x_1/N}, \ldots, e^{2i\pi x_k/N}) = \frac{e^{k\kappa-1}}{\Gamma(k\kappa)} \mathbb{E}\left(e^{c \xi_\infty(X)}\right) \left(1 + O\left(\frac{(c+1) \|x\|_2 + \|x\|_1}{N}\right)\right)
$$

By lemma A.4, we thus have

$$
e^{i\pi \kappa \sum_{j=1}^k x_j} h^{(\kappa)}_{\xi_\infty}(x_1, \ldots, x_k) = \frac{e^{k\kappa-1}}{\Gamma(k\kappa)} \mathbb{E}\left(e^{c \xi_\infty(X)}\right)
$$

Last, (147) yields

$$
\mathbb{E}\left(e^{c \xi_\infty(X)}\right) = \mathbb{E}\left(e^{2i\pi c \sum_{j=1}^k x_j \beta^{(j)}_{\kappa,1}} \left| \sum_{j=1}^k \beta^{(j)}_{\kappa,1} = 1 \right|\right)
$$

concluding the proof. \qed

**A.3.2. A remark on the uniform representation.** The case $\kappa = 1$ is of particular interest. We have with $(\varphi_j)_{1 \leq j \leq k}$ a sequence of i.i.d. Exp$(1)$-distributed random variables

$$
h_n(y_1, \ldots, y_k) = \frac{1}{n!} \mathbb{E}\left(\left(\sum_{j=1}^k y_j \varphi_j\right)^n\right)
$$

(150)

and, with $V_j = 2U_j - 1$ i.i.d random variable uniformly distributed on $[-1, 1]$

$$
h_{\gamma,\infty}(x_1, \ldots, x_k) = \frac{\rho^{k-1}}{(k-1)!} \mathbb{E}\left(e^{i\pi \rho \sum_{j=1}^k x_j V_j} \left| \sum_{j=1}^k V_j = 2 - k \right|\right)
$$

(151)
This implies an additional probabilistic representation:
\[
    h_{p, \infty}(x_1, \ldots, x_k) = \rho^{k-1} \int_{[0,1]^k} e^{i \pi \rho \sum_{j=1}^k x_j (t_j - t_{j-1})} 1_{\{0 = t_0 < t_1 < \cdots < t_{k-1} < t_k = 1\}} dt_1 \cdots dt_{k-1}
\]
\[
    = \frac{\rho^{k-1}}{(k-1)!} \mathbb{E} \left( e^{i \pi \rho \sum_{j=1}^k x_j (U_j - U_{j-1})} \mid 0 = U_0 < U_1 < \cdots < U_{k-1} < U_k = 1 \right)
\]

It can be proven starting from (151) and using the equality in law
\[
    \left( \sum_{j=1}^k V_j = 2 - k \right) \overset{\mathbb{D}}{=} \left( \sum_{j=1}^k (U_j - U_{j-1}) = 0 = U_0 < U_1 < \cdots < U_{k-1} < U_k = 1 \right)
\]

A.3.3. Negative Binomial representation. We now give an alternative probabilistic representation of \( h_n^{(\kappa)} \) that shows that the form of the beta representation of \( h_{c, \infty}^{(\kappa)} \) is already present for fixed \( n \). We focus on \( c = 1 \), leaving details of the general case to the reader.

**Lemma A.8 (Negative Binomial representation of \( h_n^{(\kappa)} \)).** Recall that \( a^{\kappa n} = a(a+1) \ldots (a+n-1) \). Let \((G_{\ell}(r, \kappa))_{1 \leq \ell \leq k}\) be a sequence of i.i.d. random variables with Negative Binomial distribution of parameter \( r < \min \{1, \max_{1 \leq \ell \leq k} |x_{\ell}|^{-1} \} \) and \( \kappa \in \mathbb{R}^*_+ \). Then,
\[
    h_n^{(\kappa)}(x_1, \ldots, x_k) = \frac{(k \kappa)^{\kappa n}}{n!} \mathbb{E} \left( \prod_{\ell=1}^k x_{\ell}^{G_{\ell}(r, \kappa)} \mid \sum_{\ell=1}^k G_{\ell}(r, \kappa) = n \right)
\]  

**Proof.** Recall that a Negative Binomial random variable \( G(r, \kappa) \sim \text{NegBin}(r, \kappa) \) is given for \( 0 < r < 1 \) and \( \kappa \in \mathbb{R}^*_+ \) by the Fourier-Laplace transform
\[
    \mathbb{E} \left( z^{G(r, \kappa)} \right) = \left( \frac{1 - r}{1 - rz} \right)^{\kappa}, \quad z \in (0, 1) \text{ or } z \in \mathbb{U}
\]

For \( \kappa \in \mathbb{N}^* \) (which is the only case we consider in this article), \( G(r, \kappa) \) is a sum of \( \kappa \) i.i.d. Geometric random variables of parameter \( r \) (i.e. \( G(r, 1) \)).

Then, using (25) for all \( r < \min \{1, \max_{1 \leq \ell \leq k} |x_{\ell}|^{-1} \} \), one gets
\[
    h_n^{(\kappa)}(x_1, \ldots, x_k) = [t^n] H[tX1^n] = r^{-n} \int_U z^{-n} H[rz X^n] \frac{dz}{z} = r^{-n} \int_U z^{-n} \prod_{\ell=1}^k \frac{1}{(1 - rzx_{\ell})^{\kappa}} \frac{dz}{z}
\]
\[
    = r^{-n}(1 - r)^{-k \kappa} \int_U z^{-n} \prod_{\ell=1}^k \left( \frac{1 - r}{1 - rzx_{\ell}} \right)^{\kappa} \frac{dz}{z}
\]
\[
    = r^{-n}(1 - r)^{-k \kappa} \int_U z^{-n} \mathbb{E} \left( \prod_{\ell=1}^k (z x_{\ell})^{G_{\ell}(r, \kappa)} \right) \frac{dz}{z}
\]
\[
    = r^{-n}(1 - r)^{-k \kappa} \mathbb{E} \left( \prod_{\ell=1}^k x_{\ell}^{G_{\ell}(r, \kappa)} 1_{\{\sum_{\ell=1}^k G_{\ell}(r, \kappa) = n\}} \right) \quad \text{(Fubini)}
\]
\[= r^{-n}(1 - r)^{-k\kappa} \mathbb{P}\left(\sum_{\ell=1}^{k} G_{\ell}(r, \kappa) = n\right) \mathbb{E}\left(\prod_{\ell=1}^{k} x_{\ell}^{G_{\ell}(r, \kappa)} \left| \sum_{\ell=1}^{k} G_{\ell}(r, \kappa) = n\right.\right)\]

One concludes with

\[\mathbb{P}\left(\sum_{\ell=1}^{k} G_{\ell}(r, \kappa) = n\right) = \mathbb{E}\left([t^n] t^{\sum_{\ell=1}^{k} G_{\ell}(r, \kappa)}\right) = (1 - r)^{k\kappa} r^n h_n [1^{kk}] = (1 - r)^{k\kappa} r^n \frac{(k\kappa)^n}{n!}\]

since \((1 - t)^{-k} = \sum_{n \geq 0} h_n [1^k] t^n = \sum_{n \geq 0} k^n \frac{t^n}{n!}\).

**Remark A.9.** One may think that there is an additional degree of freedom in (152), but this is not the case due to the scaling of \(h_n\). This degree of freedom was in fact present in the lemmas A.6 and A.7 by considering \(h_n(\lambda X) = \lambda^n h_n(X)\) for a good choice of \(\lambda\) but was “artificially” suppressed by choosing the radius of convergence equal to 1 in (25). This choice of radius is equivalent to the scaling of \(h_n\) since one can always dilate and then take the Fourier coefficient on a circle of radius 1. The relevant dilation in all the treated problems is found by considering \(h_n[(1 + X)1^\kappa]\) in the previous computations (leading to the “hyperplane concentration” phenomenon).

**Remark A.10.** One can pass to the limit in (152) using the following convergence in law, easily seen with the Fourier-Laplace transform of NegBin\((r, \kappa)\)

\[
\frac{1}{n} G\left(e^{-\nu/n}, \kappa\right) \xrightarrow{n \to +\infty} \nu^{-1} \gamma_{\kappa, 1}
\]

The conditioning is a non trivial one at the limit since one has an event of probability 0 (it nevertheless works in the same way since the event is monotonous in \(N\) hence converges monotonically). Setting \(r := e^{-\nu/n}\), one thus gets at the limit

\[
\frac{n^{k\kappa - 1}}{\Gamma(k\kappa)} \mathbb{E}\left(\sum_{\ell=1}^{k} x_{\ell}^{G_{\ell}(e^{-\nu/n}, \kappa)} \left| \sum_{\ell=1}^{k} n^{-1} G_{\ell}(e^{-\nu/n}, \kappa) = 1\right.\right) \xrightarrow{n \to +\infty} \frac{n^{k\kappa - 1}}{\Gamma(k\kappa)} \mathbb{E}\left(\sum_{\ell=1}^{k} x_{\ell}^{\nu^{-1} \beta_{\kappa, 1}} \left| \sum_{\ell=1}^{k} \nu^{-1} \beta_{\kappa, 1} = 1\right.\right)
\]

This is the most general form of \(h_n^{(\kappa)}\) with any type of scaling of the form \(\lambda^{1/n}\).
A.3.4. A remark on the Poisson representation. A probabilistic theory of $h_N[A]$ emerged these last years with the study of the Generalised Ewens measure (see e.g. [34, 35, 36, 37, 43, 73, 149, 207, 225] and references cited\(^{28}\)). The link comes from the first equality in \((34)\) that defines the following probability measure on the set $\mathcal{Y}_n$ of partitions of $n$, or equivalently on the symmetric group $\mathfrak{S}_n$ for positive specialisations of $(p_k)_k$:

$$
\mathbb{P}_{A,\mathcal{Y}_n}(\lambda) := \frac{1}{h_n[A]} \frac{p_\lambda[A]}{z_\lambda} \mathbf{1}_{\{\lambda \vdash n\}} \iff \mathbb{P}_{A,\mathfrak{S}_n}(\sigma) := \frac{1}{h_n[A]} \prod_{k \geq 1} p_k[A]^{c_k(\sigma)} \mathbf{1}_{\{\sigma \in \mathfrak{S}_n\}} \quad (153)
$$

Here, $c_k(\sigma)$ designates the number of $k$-cycles of $\sigma \in \mathfrak{S}_n$, i.e. the number of cycles of size $k$. Note that for $A = 1^\kappa$, one gets the classical Ewens measure \([11, 106]\) and for $\kappa = 1$, one gets the uniform measure on $\mathfrak{S}_n$ (which is not uniform on $\mathcal{Y}_n$).

As a result, one has

$$
h_n[XA] = h_n[A] \frac{h_n[XA]}{h_n[A]} = h_n[A] \mathbb{E}_{A,\mathfrak{S}_n} \left( \prod_{k \geq 1} p_k[X]^{c_k(\sigma_n)} \right)
$$

where $\sigma_n : \sigma \in \mathfrak{S}_n \mapsto \sigma$ is the canonical evaluation of the probability space $(\mathfrak{S}_n, \mathbb{P}_{A,\mathfrak{S}_n})$. In particular, as $h_n[1^\kappa] = \frac{\kappa^n}{n!}$, one gets

$$
h_n^{(\kappa)}(e^{x_1/n}, \ldots, e^{x_k/n}) = \frac{\kappa^n}{n!} \mathbb{E}_{1^\kappa,\mathfrak{S}_n} \left( \prod_{k \geq 1} p_k \left[ e^{X/n} \right]^{c_k(\sigma_n)} \right), \quad X := \{x_1, \ldots, x_k\}
$$

Now, a classical result on the cycle structure of a random Ewens-distributed permutation $\sigma_n^{(\kappa)} \sim \mathbb{P}_{1^\kappa,\mathfrak{S}_n}$ ensures that \([11, \text{ch. 2.3, (2.5) \& (2.7)}]\)

$$
\left(c_k(\sigma_n^{(\kappa)})\right)_{1 \leq k \leq n} \overset{\ell}{\equiv} \left( (\mathbf{P}(\frac{x}{\ell}))_{1 \leq \ell \leq n} \left| \sum_{\ell \geq 1} \ell \mathbf{P}(\frac{x}{\ell}) = n \right. \right) \quad (154)
$$

where the Poisson random variables $(\mathbf{P}(\frac{x}{\ell}))_{1 \leq \ell \leq n}$ in the RHS are independent.

As a result, one has

$$
h_n^{(\kappa)} \left[ e^{X/n} \right] = \frac{\kappa^n}{n!} \mathbb{E} \left( \prod_{\ell \geq 1} p_\ell \left[ e^{X/n} \right]^{\ell \mathbf{P}(\frac{x}{\ell})} \left| \sum_{\ell = 1}^n \ell \mathbf{P}(\frac{x}{\ell}) = n \right. \right) \quad (155)
$$

which is very similar to \((152)\) in the form. Note nevertheless that the normalisation $h_n[1^\kappa]$ in \((155)\) is different from $h_n[1^{\kappa n}]$ in \((152)\). The limiting functional, although existing by lemma A.8 (after renormalisation) seems complicated to find with this Poisson representation. The random variable $\sum_{\ell = 1}^n \log(p_\ell \left[ e^{X/n} \right]) c_\ell(\sigma_n^{(\kappa)})$ is a well-studied linear statistic of the cycles and several general theorems are available in the literature for its study \([22, 190]\), but the coefficients $\log(p_\ell \left[ e^{X/n} \right])$ display a behaviour of the form $\log(p_\ell \left[ e^{X/n} \right]) \sim \frac{\ell n(X)}{n}$ which does not seem to appear in the literature, as far as the author is aware of. Since the limit in lemma A.7 uses beta random variables in \((145)\) that are used in one possible

\(^{28}\)This measure already appeared in the Russian literature under the name Kolchin model, see e.g. [167, 172, 173].
definition of the Poisson-Dirichlet point process, it is likely that the limit of the linear statistic will use this universality class that describes the behaviour of the largest cycles (rescaled by $N$).

A.4. **Integrability of $h^{(\kappa)}_{c,\infty}$**. The domination (146) writes for a certain constant $C > 0$

$$
N^{1-k\kappa}h_{|cN|}(e^{2i\pi\frac{1}{N}}, \ldots, e^{2i\pi\frac{k}{N}}) - \tilde{h}^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k) \leq \frac{C}{N} |h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k)| \varphi_c(x) 
$$

(156)

with $\varphi_c(x) := c^{-1} + (c + 1) \|x\|_2^2 + \|x\|_1$ and

$$
\tilde{h}^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k) := e^{i\pi c\kappa} \sum_j x_j h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k)
$$

(157)

Hence, to apply dominated convergence, it is important to study the integrability of $\mathbf{x} \mapsto \|\mathbf{x}\|_p^p |h^{(\kappa)}_{c,\infty}(\mathbf{x})|$ for $p \in \{0, 1, 2\}$ (with the convention that $\|\mathbf{x}\|_0^0 := 1$). We will moreover have to study powers of $h^{(\kappa)}_{c,\infty}$.

**Lemma A.11** (Integrability of the domination). Let $M, M', \kappa, \kappa' \geq 1$, $K \geq 2$ and $p \in \{0, 1, 2\}$. Define moreover

$$
A := \int_{\mathbb{R}^K} |h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_K)|^M \|\mathbf{x}\|_p^p \Delta(x_1, \ldots, x_K)^2 \, dx_1 \ldots dx_K
$$

$$
B := \int_{\mathbb{R}^K} |h^{(\kappa')}_{c,\infty}(x_1, \ldots, x_K)|^M |h^{(\kappa')}_{c,\infty}(x_1, \ldots, x_K)|^M \|\mathbf{x}\|_p^p \Delta(x_1, \ldots, x_K)^2 \, dx_1 \ldots dx_K
$$

Then, we have

$$
A < \infty \iff K(\kappa M - K) > p + M
$$

$$
B < \infty \iff K(\kappa M + \kappa' M' - K) > p + M + M'
$$

(158)

**Proof.** Using (143), we have

$$
|h^{(\kappa)}_{c,\infty}(x_1, \ldots, x_k)| = e^{\kappa k} \left| \int_{\mathbb{R}} e^{i\pi c(k \kappa - 2) y} \prod_{j=1}^k \sin(\pi c(y + x_j))^\kappa \, dy \right|
$$

$$
\leq e^{\kappa k} \prod_{j=1}^k \left| \sin(\pi c(y + x_j))^\kappa \right| \, dy = \int_{\mathbb{R}} \prod_{j=1}^k \left| \sin(\pi c(y + x_j))^\kappa \right| \, dy
$$

thus

$$
A \leq \int_{\mathbb{R}^{K+M}} \prod_{j=1}^K \prod_{r=1}^M \left| \sin(\pi c(y_r + x_j))^\kappa \right| \Delta(\mathbf{x})^2 \|\mathbf{x}\|_p^p \, d\mathbf{x} d\mathbf{y}
$$

The function $(\mathbf{x}, \mathbf{y}) \mapsto \prod_{j=1}^K \prod_{r=1}^M |\sin(\pi c(y_r + x_j)|^\kappa \Delta(\mathbf{x})^2 \|\mathbf{x}\|_p^p$ is continuous on any compact of $\mathbb{R}^{K+M}$, hence is integrable on such a compact. The only possible problem is in a neighbourhood of infinity, and due to the decay of $\sin$, this will be integrable if and only if $\kappa K M - K( - p) > K + M$ which amounts to $K(\kappa M - K) > p + M$. 
In the same vein,
\[
B \leq \int_{\mathbb{R}^{K+M+M'}} \prod_{j=1}^{K} \prod_{r=1}^{M} |\sin(c(y_r + x_j))|^{\kappa_j} \prod_{r'=1}^{M'} |\sin(c(y_{r'} + x_j))|^{\kappa'_j} \Delta(x)^2 \|x\|_p^d \, dx \, dy \, dy'
\]
and the underlying function will be integrable if and only if \(K(\kappa M + \kappa' M') - K(K-1)-p > K + M + M'\) which amounts to \(K(\kappa M + \kappa' M' - K) > p + M + M'\). \(\Box\)

A.5. Integrability in \(c\). The randomisation paradigm of section 4.5 requires to study the dependency of \(h_{c,\infty}^{(\kappa)}\) in \(c\).

**Lemma A.12** (Domination in \(c\)). The domination (146)/(156) is integrable in \(c \in [0,1]\) (jointly with \(x \in \mathbb{R}^M\)) if \(kk \geq 2\). The same holds with powers or products of \(h_{c,\infty}^{(\kappa)}\).

**Proof.** Since we carefully kept the dependency in \(c\) in all previous estimates, we only need to check that the RHS in (146)/(156) is in \(L^1([0,1])\) in \(c\). The theorem of joint integrability of functions \((x,c) \mapsto f(x,c)\) in case of an \(L^1\) domination in both variables will then allow to conclude (and since we already have the integrability in \(x\), we only need the one in \(c\)).

The triangle inequality in the probabilistic representation (145) gives
\[
|h_{c,\infty}^{(\kappa)}(x_1, \ldots, x_k)| = \frac{c_{k-1}^k}{\Gamma(k\kappa)} \mathbb{E} \left( e^{2\pi ic \sum_{j=1}^{k} x_j (\beta_{\kappa,1}^{(j)} - \frac{x}{N})} \left| \sum_{j=1}^{k} \beta_{\kappa,1}^{(j)} = 1 \right| \right) \leq \frac{c_{k-1}^k}{\Gamma(k\kappa)}
\]
and multiplying this last function by \(c^{-1} + c + 1\) gives an integrable function if \(kk \geq 2\). Moreover, taking powers of \(h_{c,\infty}^{(\kappa)}\) or considering a product of \(h_{c,\infty}^{(\kappa)}\) for some \(\alpha_j \in (0,1]\) does not change anything to the integrability (and in fact weakens the condition of integrability since a power \(M\) gives the condition \((kk-1)M-1 \geq 0\) equivalent to \(kk \geq 1 + M^{-1}\), weaker than \(kk \geq 2\)). \(\Box\)

A.6. The supersymmetric case. The supersymmetric specialisation of the homogeneous complete symmetric function \(h_N\) is defined by [187, I-3 ex. 23 p. 58]
\[
h_N[X-Y] := [t^N] H[t(X-Y)] \quad (159)
\]

Since \(X - X = \emptyset\), we can suppose that \(x_i \neq y_j\) for all \(i, j\).

**Lemma A.13** (Rescaled supersymmetric Chebychev polynomials in the microscopic regime). Let \(k, m \geq 2\) and \(X, Y\) be alphabets such that \(x_i \neq y_j\) for all \(i, j\). Suppose moreover that \(k - m \geq 2\). Then, we have, locally uniformly in \(X + Y \in \mathbb{R}^{k+m}\) and for all \(c \in \mathbb{R}^+\)
\[
\frac{1}{N^{k-m-1}} h_{cN} \left[ e^{2\pi i c X/N} - e^{2\pi i Y/N} \right] \xrightarrow{N \to +\infty} e^{i\pi c \sum_j x_j} h_{c,\infty}[X-Y]
\]
with
\[
h_{c,\infty}[X-Y] := (2i\pi)^m c^k \int_{\mathbb{R}} e^{i\pi c(k-2)\theta} \prod_{j=1}^{k} \sin(\pi c(x_j + \theta)) \prod_{\ell=1}^{m} (\theta + y_j) d\theta \quad (160)
\]
Remark A.14. If $k - m = 1$, the convergence still holds weakly, and the limiting integral is semi-convergent. We will see another convergence in lemma A.15.

Proof. Using A.1, we have

$$h_N[X - Y] := [t^N] H[t(X - Y) - t^{N+1}X^{N+1}]$$

hence

$$h_{cN}[e^{2i\pi X/N} - e^{2i\pi Y/N}] = [t^{[cN]}] H[te^{2i\pi X/N} - t^{[cN]+1}e^{2i\pi X([cN]+1)/N} - ty]$$

$$= \int_{-N/2}^{N/2} e^{-i\pi x/N} \prod_{j=1}^{k} \frac{e^{i\pi x(N/w)j}(x_j + \theta)}{e^{i\pi (x_j + \theta)} \sin(\frac{\pi}{N}(x_j + \theta))} \prod_{\ell=1}^{m} \left(1 - e^{2i\pi \theta \ell} \right) d\theta$$

$$\sim \frac{N^{k-m-1} e^{i\pi c \sum_j x_j} \int_{\mathbb{R}} e^{i\pi c(k-2)\theta} \prod_{j=1}^{k} c \sin(\pi c(x_j + \theta))}{\prod_{\ell=1}^{m} 2i\pi (\theta + y_\ell) d\theta}$$

where we have used dominated convergence, due to the continuity and the decay of the functions (the integrability comes from the fact that $k - m \geq 2$).

One can give another expression of $h_{c,\infty}[X - Y]$. Suppose first that all $x_i, y_j$ are distinct. Using the partial fraction decomposition of $t \mapsto H[t(X - Y)]$, namely

$$H[t(X - Y)] = \sum_{j=1}^{k} \frac{1}{1 - tx_j} \prod_{r=1}^{m}(1 - y_r x_j^{-1}) \prod_{1 \leq i \leq k, i \neq j}(1 - x_i x_j^{-1})$$

we get

$$h_N[X - Y] = \sum_{j=1}^{k} x_j^{N} \prod_{r=1}^{m}(1 - y_r x_j^{-1}) \prod_{1 \leq i \leq k, i \neq j}(1 - x_i x_j^{-1})$$

This implies the following:

Lemma A.15 (Rescaled supersymmetric Chebychev polynomials in the microscopic regime). Let $k, m \geq 2$ such that $k - m \geq 0$ and $X, Y$ be alphabets such that $X + Y$ is composed with distinct elements. We have, locally uniformly in $X + Y \in \mathbb{R}^{k+m}$ and for all $c \in \mathbb{R}^*$

$$\frac{1}{N^{k-m-1}} h_{[cN]}[e^{2i\pi X/N} - e^{2i\pi Y/N}] \xrightarrow{N \to +\infty} (2i\pi)^{k-m-1} \sum_{j=1}^{k} e^{2i\pi c x_j} \prod_{r=1}^{m}(y_r - x_j) \prod_{1 \leq i \leq k, i \neq j}(x_i - x_j)$$
namely

\[ h_{c, \infty}[X - Y] = (2i\pi)^{k-m-1}e^{-i\pi c \sum_j x_j} \sum_{j=1}^{k} e^{2i\pi cz_j} \prod_{1 \leq i \leq k, i \neq j} (y_i - x_j) \prod_{1 \leq i \leq k, i \neq j} (1 - x_i - x_j) \]

**Proof.** This is a straightforward rescaling of (162). Details are left to the reader. \(\square\)

**Remark A.16.** We see that with the constraint of all elements of \(X + Y\) different, we do not need to suppose \(k - m \geq 2\). The drawback is that one cannot see easily if the limiting function in lemma A.15 is integrable in \(X\). Nevertheless, one has also

\[
e^{i\pi c \sum_j x_j} h_{c, \infty}[X - Y] = (-2i\pi)^{k-m-1} \sum_{j=1}^{k} e^{2i\pi cz_j} x_j^{m-k+1} \prod_{1 \leq i \leq k, i \neq j} (1 - y_i x_j^{-1}) \prod_{1 \leq i \leq k, i \neq j} (1 - x_i x_j^{-1})
\]

\[
= (-2i\pi)^{k-m-1} \sum_{\ell \geq 0} \frac{(2i\pi c)^{\ell}}{\ell!} h_{\ell, m-k+1}[X - Y]
\]

\[
= (-2i\pi)^{k-m-1} \int_{C} e^{2i\pi cz} z^{m-k+1} H[z(X - Y)] \frac{dz}{z}, \quad r < \min \{|x_j|^{-1}\}
\]

Note that this last expression is defined for possibly equal \(x_i\)'s (but with \(x_i \neq y_j\) for all \(i, j\)). We thus have

\[
h_{c, \infty}[X - Y] = (-2i\pi)^{k-m-1} e^{-i\pi c \sum_j x_j} e^{2i\pi cz} H[z(X - Y)] \quad (163)
\]

and this last expression is clearly seen integrable in \(X\) if \(k - m \geq 2\).

In the supersymmetric case, we set

\[
\tilde{h}_{c, \infty}[X - Y] := e^{i\pi c \sum_j x_j} h_{c, \infty}[X - Y]
\]

The equivalent of the domination (156) or (146) is given by:

**Lemma A.17** (Domination and speed of convergence, supersymmetric case). Let \(X, Y\) be alphabets satisfying the hypotheses of lemma A.13 and recall that \(\|X + Y\|_1 := \sum_{j=1}^{k} |x_j| + \sum_{\ell=1}^{m} |y_\ell|\). Then,

\[
N^{-k+m+1} h_{c, N}[e^{2i\pi X} - e^{2i\pi Y}] = O(h_{c, \infty}[X - Y])
\]

with a constant in the \(O(\cdot)\) independent of \(X, Y\), i.e. there exists \(C > 0\) independent of \(X, Y\) such that

\[
N^{-k+m+1} |h_{c, N}[e^{2i\pi X} - e^{2i\pi Y}]| \leq C |h_{c, \infty}[X - Y]|
\]

Suppose moreover that \(k - m \geq 3\). Then,

\[
N^{-k+m+1} h_{c, N}[e^{2i\pi X} - e^{2i\pi Y}] - \tilde{h}_{c, \infty}[X - Y] = O\left(\frac{h_{c, \infty}[X - Y - \|X + Y\|_1]}{N}\right)
\]
with a constant in the $O(\cdot)$ independent of $X, Y$, i.e. there exists $C > 0$ independent of $X, Y$ such that

$$
\left|N^{-k+m+1}h_{[c, N]}(\frac{2\pi X}{N} - \frac{2\pi Y}{N}) - h_{[c, \infty]}(X - Y)\right| \leq \frac{C}{N} |h_{[c, \infty]}(X - Y - \|X + Y\|_1)|
$$

Proof. Let $U_N$ be a uniform random variable in $[0, N]$. We have

$$
H[tX - t^{N+1}X^{N+1}] = \prod_{j=1}^{k} \sum_{\ell=0}^{N} (tx_j)^\ell = \prod_{j=1}^{k} N\mathbb{E}((tx_j)^U_N) = N^k\mathbb{E}\left(\prod_{j=1}^{k}(tx_j)^{U(j)_N}\right)
$$

where $(U(j)_N)_{1 \leq j \leq k}$ is a sequence of i.i.d. random variables uniformly distributed in $[0, N]$.

Consider now a sequence $(U^{(t+k)})_{1 \leq \ell \leq m}$ of i.i.d. random variables uniformly distributed in $[0, 1]$ and note that for $U$ such a random variable

$$
1 - e^{iau} = -ia\int_{0}^{1} e^{iau} du = -ia\mathbb{E}(e^{iaU})
$$

Then, one has

$$
h_{[c, N]}(\frac{2\pi X}{N} - \frac{2\pi Y}{N}) = \int_{-\frac{N}{2}}^{\frac{N}{2}} e^{-2\pi u\alpha [c, N]} N^k\mathbb{E}\left(e^{2\pi \sum_{j=1}^{k} (\alpha + \frac{tx_j}{N}) U^{(j)}_N}\right) \times \prod_{\ell=1}^{m} (-2i\pi) \left(\alpha + \frac{\theta + \ell_y}{N}\right) \mathbb{E}\left(e^{2\pi (\alpha + \frac{\theta + \ell_y}{N}) U^{(k+\ell)}}\right) d\alpha
$$

$$
= N^{k-m-1} (-2i\pi)^m \int_{-\frac{N}{2}}^{\frac{N}{2}} e^{-2\pi u\alpha [c, N]} N^k\mathbb{E}\left(e^{2\pi \sum_{j=1}^{k} (\theta + x_j + \frac{tx_j}{N}) U^{(j)}_N}\right) \prod_{\ell=1}^{m} (\theta + \ell_y) \times \mathbb{E}\left(e^{2\pi \sum_{j=1}^{m} (\theta + y_j + \frac{tx_j}{N}) U^{(k+\ell)}}\right) d\theta
$$

Recall that $\frac{\{c, N\}}{N} = c - \frac{\{c, N\}}{N} = c - O(N^{-1})$ since $\{x\} \in [0, 1)$ for all $x \in \mathbb{R}$. Moreover, we have the classical coupling between $U_N$ and $U := \lim_{N \to +\infty} \frac{U_N}{N}$ (limit in law), namely

$$
U_N \overset{c}{=} [NU], \quad U \sim \mathcal{U}([0, 1]) \quad (164)
$$

Thus, defining $U^{(j)}_N$ by $[NU^{(j)}]$ for a sequence of i.i.d. uniform random variables in $[0, 1]$ and using the fact that the fractional part is uniformly bounded by 1 (a deterministic uniform constant), we get

$$
F_N(\theta; X, Y, c) := e^{-2\pi \theta \frac{\{c, N\}}{N}} \mathbb{E}\left(e^{2\pi \sum_{j=1}^{k} (\theta + x_j + \frac{tx_j}{N}) U^{(j)}_N + 2\pi \sum_{\ell=1}^{m} (\theta + y_j + \frac{tx_j}{N}) U^{(k+\ell)}}\right)
$$

$$
= \mathbb{E}\left(e^{2\pi (-\theta + \sum_{j=1}^{k} (\theta + x_j) U^{(j)} + \frac{\theta}{N} \mathcal{O}(1 + \sum_{j=1}^{m} (\theta + y_j + \frac{tx_j}{N} U^{(j)}))}\right)
$$

Let us prove the first statement: for $\theta \in \left[-\frac{N}{2}, \frac{N}{2}\right]$, one has $|\frac{\theta}{N}| \leq \frac{1}{2}$ i.e. $\frac{\theta}{N} = O(1)$, thus

$$
F_N(\theta; X, Y, c) = O\left(\mathbb{E}\left(e^{2\pi (-\theta + \sum_{j=1}^{k} (\theta + x_j) U^{(j)})}\right)\right) e^{\frac{\theta}{N} \mathcal{O}(1 + \sum_{j=1}^{m} y_j + \sum_{j=1}^{k} x_j)}
$$
and, by integrating on \([-N/2, N/2]\)

\[
h_{[cN]}\left[e^{2i\pi \frac{X}{N}} - e^{2i\pi \frac{Y}{N}}\right] = O\left(\int_{-N/2}^{N/2} \mathbb{E}\left(e^{2i\pi \left(-c\theta + \sum_{j=1}^{k}(\theta + x_j)U^{(j)}\right)}\right) \prod_{\ell=1}^{m}(\theta + y_{\ell}) d\theta \right)
\]

Last, using the fact that \(\mathbb{I}_{[-N/2, N/2]} = \mathbb{I}_{\mathbb{R}_+} + O(N^{-r})\) for all \(r \geq 1\), we get

\[
\frac{1}{N^{k-m+1}}h_{[cN]}\left[e^{2i\pi \frac{X}{N}} - e^{2i\pi \frac{Y}{N}}\right] = O(h_{c,\infty}[X - Y])
\]

which is the first inequality. This domination allows to use dominated convergence if the limiting function is proven integrable.

Let us now prove the second statement. We have

\[
F_{N}(\theta; X, Y, c) = \mathbb{E}\left(e^{2i\pi \left(-c\theta + \sum_{j=1}^{k}(\theta + x_j)U^{(j)}\right)}\right) = \mathbb{E}\left(e^{2i\pi \left(-c\theta + \sum_{j=1}^{k}(\theta + x_j)U^{(j)}\right)}\right) \left(1 + \frac{1}{N}O\left(\theta + \sum_{\ell=1}^{m} |y_{\ell}| + \sum_{j=1}^{k} |x_j|\right)\right)
\]

Integrating on \(\mathbb{R}\) against \(\mathbb{I}_{[-N/2, N/2]} = \mathbb{I}_{\mathbb{R}_+} + O(N^{-r})\) for all \(r \geq 1\), one thus gets

\[
\frac{1}{N^{k-m+1}}h_{[cN]}\left[e^{2i\pi \frac{X}{N}} - e^{2i\pi \frac{Y}{N}}\right] - \tilde{h}_{c,\infty}[X - Y] = O\left(h_{c,\infty}[X - Y - \|X + Y\|_1]\right)
\]

where the constant in the \(O(\cdot)\) is uniform in \(X, Y\), i.e. there exists \(C > 0\) s.t.

\[
\frac{1}{N^{k-m+1}}h_{[cN]}\left[e^{2i\pi \frac{X}{N}} - e^{2i\pi \frac{Y}{N}}\right] - \tilde{h}_{c,\infty}[X - Y] \leq \frac{C}{N} \left|h_{c,\infty}[X - Y - \|X + Y\|_1]\right|
\]

which concludes the proof. \(\square\)

**Remark A.18.** A probabilistic representation in the same vein as (152) can be given for \(h_N[X - Y]\): Let \(0 < r < \min\{1, \max_{1 \leq \ell \leq k} |x_{\ell}|^{-1}\}\), let \((B_j(r))_{j \geq 1}\) a sequence of i.i.d. \(\{0, 1\}\)-Bernoulli random variables of parameter \(r + \gamma\) and \((G_{\ell}(r))_{\ell \geq 1}\) a sequence of i.i.d. Geometric random variables of parameter \(r\) (i.e. negative binomial random variables with \(\kappa = 1\)), both sequences being independent. Then,

\[
h_N[X - Y] = \left[t^N\right] H[t(X - Y)] = r^{-N} \hat{\mathcal{F}} \mathcal{L}_U z^{-N} \prod_{j=1}^{m} \frac{1-rzy_{\ell}}{1-rx_{\ell}} \frac{d^sz}{z}
\]

\[
= r^{-N} (1 + r)^m \mathcal{F} \mathcal{L}_U z^{-N} \prod_{j=1}^{m} \frac{1-rzy_{\ell}}{1+r} \prod_{\ell=1}^{k} \frac{1-r}{1-rx_{\ell}} \frac{d^sz}{z}
\]

\[
= r^{-N} \frac{(1 + r)^m}{(1 - r)^k} \mathcal{F} \mathcal{L}_U z^{-N} \mathbb{E}\left(\prod_{j=1}^{m} (zy_{\ell})_j B_{\ell}(r) \prod_{\ell=1}^{k} (zx_{\ell})^{G_{\ell}(r)}\right) \frac{d^sz}{z}
\]
\[ r^{-N} \left( \frac{1 + r}{1 - r} \right)^m \mathbb{E} \left( \prod_{j=1}^{m} (-y_j)^{B_j(r)} \prod_{\ell=1}^{k} x_{\ell}^{G_\ell(r)} \mathbb{I} \{ \sum_{j=1}^{m} B_j(r) + \sum_{\ell=1}^{k} G_\ell(r) = N \} \right) \]

\[ = A_{m,k}(N) \mathbb{E} \left( \prod_{j=1}^{m} (-y_j)^{B_j(r)} \prod_{\ell=1}^{k} x_{\ell}^{G_\ell(r)} \left| \sum_{j=1}^{m} B_j(r) + \sum_{\ell=1}^{k} G_\ell(r) = N \right| \right) \]

with \( A_{m,k}(N) := \left[ t^N \right] \left( \frac{1+\varepsilon}{1-\varepsilon} \right)^m = h_N [1^k - \varepsilon 1^m] \). Nevertheless, this expression does not seem suitable for asymptotic analysis.

We conclude this part with the integrability of \( U \mapsto h_{c,\infty}[U \oplus (X - Y)] \) with \( U := \{u_1, \ldots, u_K\}, X := \{x_1, \ldots, x_R\} \) and \( Y := \{y_1, \ldots, y_L\} \) as this will be the relevant function at stake in theorems 4.5 and 4.31.

**Lemma A.19 (Integrability of the domination, supersymmetric case).** Let \( M \geq 1, R, K \geq 1 \) and \( L \geq 0 \) with \( K(R - L) \geq 2 \). Define

\[
A' := \int_{\mathbb{R}^K} |h_{c,\infty}[U \oplus (X - Y)]|^M \Delta(u_1, \ldots, u_K)^2 \, du_1 \ldots du_K
\]

\[
B' := \int_{\mathbb{R}^K} |h_{c,\infty}[U \oplus (X - Y - \|X + Y\|_1)]|^M \Delta(u_1, \ldots, u_K)^2 \, du_1 \ldots du_K
\]

Then,

\[
A' < \infty \iff K(M(R - L) - K) > M
\]

\[
B' < \infty \iff K(M(R - L - 1) - K) > M
\]

(168)

**Proof.** Define \([n] := [1, n] \) for all \( n \in \mathbb{N}^* \). Using (160), we have

\[
|h_{c,\infty}[U \oplus (X - Y)]| = c^{KR}(2\pi)^{KL} \int_{\mathbb{R}} e^{i\pi c(k-2)t} \prod_{j \in [K], r \in [R]} \text{sinc}(\pi c(t + u_j + x_r)) \prod_{j \in [K], \ell \in [L]} (t + u_j + y_\ell) \, dt
\]

\[
\leq c^{KR}(2\pi)^{KL} \int_{\mathbb{R}} \prod_{j \in [K], r \in [R]} |\text{sinc}(\pi c(t + u_j + x_r))| \prod_{j \in [K], \ell \in [L]} |t + u_j + y_\ell| \, dt
\]

thus, setting \( A'' := \frac{A'}{c^{KR}(2\pi)^{KL}} \), one gets

\[
A'' \leq \int_{\mathbb{R}^{K+M}} \prod_{j \in [K], r \in [R], m \in [M]} |\text{sinc}(\pi c(t_m + u_j + x_r))| \prod_{j \in [K], \ell \in [L], m \in [M]} |t_m + u_j + y_\ell| \Delta(U)^2 dU dT
\]

The function

\[
(U, T) \mapsto \prod_{j \in [K], r \in [R], m \in [M]} |\text{sinc}(\pi c(t_m + u_j + x_r))| \prod_{j \in [K], \ell \in [L], m \in [M]} |t_m + u_j + y_\ell| \Delta(U)^2
\]

is continuous on any compact of \( \mathbb{R}^{K+M} \), hence is integrable on such a compact. The only possible problem is in a neighbourhood of infinity, and due to the decay of sinc, this will
be integrable if and only if \( KRM - KLM - K(K - 1) > K + M \) which amounts to \( K(RM - LM - K) > M \).

The second assertion amounts to use the first with the alphabet \( Y' := Y + \|X + Y\|_1 \) which has exactly \( L + 1 \) elements. Hence the result.

\[ \square \]

**Remark A.20.** In the case of a Vandermonde determinant \( \Delta[0 + U] \), i.e.

\[
A'' := \int_{\mathbb{R}^K} |h_{c,\infty}[U \oplus (X - Y)]|^M \Delta(u_1, \ldots, u_K, 0)^2 \, du_1 \ldots du_K
\]

\[
= \int_{\mathbb{R}^K} |h_{c,\infty}[U \oplus (X - Y)]|^M \prod_{j=1}^k u_j^2 \Delta(u_1, \ldots, u_K)^2 \, du_1 \ldots du_K
\]

one has to add 2 to \( L \) as there is an additional polynomial of degree \( 2K \). The criteria \((168)\) thus becomes

\[
A'' < \infty \iff K(M(R - L - 2) - K) > M
\]

**Appendix B. Truncated \( \zeta \) function in the microscopic scaling**

**B.1. Reminders.** Let \((Z_p)_{p \in \mathcal{P}}\) be a sequence of i.i.d random variables uniformly distributed on the unit circle \( U \). Recall that for \( X \geq 1 \) and \( \sigma \in \mathbb{R}_+ \), we have defined

\[
Z_{X,\sigma} := \sum_{k=1}^X \frac{1}{k^{\sigma}} \prod_{p \in \mathcal{P}} Z_p^{v_p(k)}
\]

The moments of this random variable have been successively investigated by Conrey-Gamburd for the case \( \sigma = \frac{1}{2} \) (see [82]), by Harper-Nikeghbali-Radziwiłł for the case \( \sigma = 0 \) (see [140]) and by Heap-Lindqvist for the general case (see [142]). The case \( \sigma > 1/2 \) gives a convergence in \( L^2 \) for \( Z_{X,\sigma} \), a particular case of the Bohr-Jessen theorem (see [44]) in the case of an additional truncation; it is interesting to remark that in this case,

\[
Z_{X,\sigma} \xrightarrow{L} Z_{\infty,\sigma} = \sum_{n \geq 1} \frac{1}{k^{\sigma}} \prod_{p \in \mathcal{P}} Z_p^{v_p(k)} = \prod_{p \in \mathcal{P}} \frac{1}{1 - p^{-\sigma}Z_p}
\]

and that

\[
\mathbb{E}(|Z_{\infty,\sigma}|^{2k}) = \mathbb{E}\left(\prod_{p \in \mathcal{P}} \frac{1}{1 - p^{-\sigma}Z_p} \right)^{2k} = \prod_{p \in \mathcal{P}} \mathbb{E}\left(|1 - p^{-\sigma}Z_p|^{-2k}\right)
\]

\[
= e^{\zeta_{\mathcal{P}}(\sigma)k^2} \prod_{p \in \mathcal{P}} e^{-\frac{k^2}{p}} \mathbb{E}\left(|1 - p^{-\sigma}Z_p|^{-2k}\right), \quad \zeta_{\mathcal{P}}(\sigma) := \sum_{p \in \mathcal{P}} p^{-2\sigma}.
\]

The arithmetic factor \( a_k \) defined in \((2)\) is thus given by the previous product for \( \sigma = 1/2 \).
B.2. A phase transition. In view of (77), a natural question concerns the phase transition between the log-normal regime \( \sigma = \frac{1}{2} \) and the non-Gaussian regime \( \sigma < 1/2 \). Define the random variable

\[
Z_X^* (\lambda) := Z_{X, \frac{1}{2} - \frac{\lambda}{\log(X)}} := \sum_{k=1}^{X} \frac{1}{k^{\frac{1}{2} - \frac{\lambda}{\log(X)}}} \prod_{p \in \mathcal{P}} Z_{p}^\nu (k)
\]

**Theorem B.1** (Moments of \( Z_X^* (\lambda) \)). For all \( \lambda \geq 0 \), we have when \( X \to +\infty \)

\[
\mathbb{E} \left( |Z_X^* (\lambda)|^{2k} \right) \sim a_k \gamma_k \lambda^k e^{2k\lambda \log X} k^2
\]

**Proof.** Using the Perron inversion formula for \( y \notin \mathbb{N} \) as in [82, 142]

\[
\mathbb{1}_{\{y>1\}} = \int_{b+i\mathbb{R}} y^s \frac{d^s}{s}, \quad b > 0
\]

we get

\[
Z_{X, \sigma} := \sum_{1 \leq m \leq X} \frac{1}{m^\sigma} \prod_{p \in \mathcal{P}} Z_p^\nu (m) = \int_{b+i\mathbb{R}} \sum_{m \geq 1} \left( \frac{X}{m} \right)^s \frac{1}{m^\sigma} \prod_{p \in \mathcal{P}} Z_p^\nu (m) \frac{d^s}{s}
\]

This implies for \( b_j > 0 \)

\[
\mathbb{E} \left( |Z_{X, \sigma}|^{2k} \right) = \int_{\prod_{j=1}^{2k} (b_j+i\mathbb{R})} \prod_{p \in \mathcal{P}} \mathbb{E} \left( \prod_{j=1}^{k} \frac{1}{1 - \frac{Z_p}{p^{\sigma + s_j}}} \frac{1}{1 - \frac{Z_p}{p^{\sigma + s_{j+k}}}} \right) X^{\sum_{j=1}^{k} (s_j + s_{j+k})} \frac{d^s}{s}
\]

with \( \mathbf{s} := (s_1, \ldots, s_{2k}) \). Now, changing \( s_j \) with \( \pi_j \) does not change the integral, hence, we get

\[
\mathbb{E} \left( |Z_{X, \sigma}|^{2k} \right) = \int_{\prod_{j=1}^{k} (b_j+i\mathbb{R})} \prod_{p \in \mathcal{P}} \mathbb{E} \left( \prod_{j=1}^{k} \frac{1}{1 - \frac{Z_p}{p^{\sigma + s_j}}} \frac{1}{1 - \frac{Z_p}{p^{\sigma + s_{j+k}}}} \right) X^{\sum_{j=1}^{k} s_j} \frac{d^s}{s}
\]

We now adapt the arguments of [82, 142]. Define

\[
A_{k, \sigma} (\mathbf{s}) := \prod_{p \in \mathcal{P}} \mathbb{E} \left( \prod_{j=1}^{k} \frac{1}{1 - \frac{Z_p}{p^{\sigma + s_j}}} \frac{1}{1 - \frac{Z_p}{p^{\sigma + s_{j+k}}}} \right) \prod_{j, \ell=1}^{k} \left( 1 - \frac{1}{p^{2\sigma + s_j + s_{\ell+k}}} \right)
\]

\[
B_{k, \sigma} (\mathbf{s}) := A_{k, \sigma} (\mathbf{s}) \prod_{j, \ell=1}^{k} \left( 2\sigma - 1 + s_j + s_{\ell+k} \right) \prod_{p \in \mathcal{P}} \frac{1}{1 - \frac{1}{p^{2\sigma + s_j + s_{\ell+k}}}}
\]

so that

\[
\mathbb{E} \left( |Z_{X, \sigma}|^{2k} \right) = \int_{\prod_{j=1}^{k} (b_j+i\mathbb{R})} B_{k, \sigma} (\mathbf{s}) \prod_{j, \ell=1}^{k} \frac{1}{2\sigma - 1 + s_j + s_{\ell+k}} X^{\sum_{j=1}^{2k} s_j} \frac{d^s}{s}
\]
Using the Euler product of the Zeta function, classical arguments show that $A_{k, \sigma}$ is an absolutely convergent product if $\Re(s_i + s_j) > \sigma$ and that it is holomorphic in a neighbourhood of $s = -\sigma \mathbb{1}_k$.

We now change variable, setting $s'_j = \log(X)s_j$, $b'_j = \log(X)b_j$ and, using $2\sigma_X - 1 = \frac{-2\lambda}{\log(X)}$, we get

$$
\mathbb{E}(\left|Z_{X,\sigma_X}^{(2k)}\right|) = \int \prod_{j,\ell = 1}^{k} B_{k,\sigma_X}(s) \frac{1}{\log(X)} \left(2\sigma_X - 1 + s_j + s_{\ell + k}\right) e^{\log(X)\sum_{j=1}^{2k} s_j} \frac{d^s s}{s}
$$

Using holomorphicity, we can translate the contours up to $c_j$ (independent of $X$). Truncating the integrals up the height $T = \sqrt{\log(X)}$ and taking a Taylor approximation of $B_{k,\sigma_X}(\frac{s}{\log(X)})$ around $(0, \ldots, 0)$ ($k$ times), we get, remarking that $\prod_{p \in \mathbb{P}} (1 - p^{-s})^{-1} = \zeta(s)$

$$
B_{k,\sigma_X}(\frac{s}{\log(X)}) = A_{k,\sigma_X}(\frac{s}{\log(X)}) \prod_{j,\ell = 1}^{k} \left(\frac{2\sigma_X - 1 + s_j + s_{\ell + k}}{\log(X)}\right) \zeta\left(2\sigma_X + \frac{s_j + s_{\ell + k}}{\log(X)}\right)
$$

$$
= A_{k,\sigma_X}(\frac{s}{\log(X)}) \prod_{j,\ell = 1}^{k} \frac{s_j + s_{\ell + k} - 2\lambda}{\log(X)} \zeta\left(1 + \frac{s_j + s_{\ell + k} - 2\lambda}{\log(X)}\right)
$$

as $\alpha \zeta(1 + \alpha) \to 1$ when $\alpha \to 0$.

Last, using dominated convergence and continuity

$$
A_{k,\sigma_X}(\frac{s}{\log(X)}) = \prod_{p \in \mathbb{P}} \mathbb{E}\left(\prod_{j=1}^{k} \frac{1}{1 - \frac{1}{p^{s_j + s_{\ell + k}/\log(X)}}} \frac{1}{1 - \frac{1}{p^{s_j + s_{\ell + k}/\log(X)}}}\right) \prod_{j,\ell = 1}^{k} \left(1 - \frac{1}{p^{s_j + s_{\ell + k}/\log(X)}}\right)
$$

$$
\sim \prod_{p \in \mathbb{P}} \mathbb{E}\left(\prod_{j=1}^{k} \frac{1}{1 - \frac{Z_p}{p^{1/2}}} \frac{1}{1 - \frac{Z_p}{p^{1/2}}}\right) \prod_{j,\ell = 1}^{k} \left(1 - \frac{1}{p}\right)
$$

$$
= \prod_{p \in \mathbb{P}} e^{k^2 \log(1 - 1/p)} \mathbb{E}\left(\left|1 - \frac{1}{\sqrt{p}}\right|^{-2k}\right)
$$

$$
= a_k
$$

This implies that

$$
\mathbb{E}\left(\left|Z_{X,\sigma_X}^{(2k)}\right|\right) \sim a_k \log(X)^{k^2} \int \prod_{j,\ell = 1}^{k} \frac{1}{2\lambda + s_j + s_{\ell + k}} \frac{d^s s}{s}
$$
\[ =: a_k \gamma_k(\lambda) e^{2k\lambda \log(X) k^2} \]

with
\[ \gamma_k(\lambda) := e^{-2k\lambda} \int_{\prod_{j=1}^{2k(j+iR)} \prod_{j=1}^{k}} \frac{1}{-2\lambda + s_j + s_{t+k}} e^{\sum_{j=1}^{2k} s_j} \frac{d^s s}{s} \]

It remains to show that \( \gamma_k(\lambda) = \text{vol}(\lambda B_k) = \lambda^{k^2} \gamma_k \). Setting \( s_j = \lambda(s_j' + 1) \) and \( d_j := \lambda c_j + 1 > 0 \), we have
\[ \gamma_k(\lambda) := \int_{\prod_{j=1}^{2k(j+d+iR)} \prod_{j=1}^{k}} \frac{1}{s_j' + s_{t+k}} e^{\sum_{j=1}^{2k} s_j'} d^s s \]

Setting \( x_j = s_j \) if \( j \leq k \) and \( y_j = s_j \) for \( j \geq k + 1 \), and using the formula \( \frac{1}{x} = \int_{\mathbb{R}^+} e^{-tx} dt \) valid if \( \Re(x) > 0 \), one has, using the Fubini theorem
\[ \gamma_k(\lambda) := \int_{\mathbb{R}^+} \int_{\prod_{j=1}^{2k(j+iR)} \prod_{j=1}^{k}} \exp \left( - \sum_{i=1}^{k} t_{i,j}(x_i + y_j) + \lambda \sum_{i=1}^{k} (x_i + y_j) \right) d^s X d^s Y dT \]

\[ = \int_{\mathbb{R}^+} \left[ \frac{d^s X d^s Y dT}{X Y} \right] \left[ \frac{d^s X d^s Y dT}{X Y} \right] \left[ \frac{d^s X d^s Y dT}{X Y} \right] \]

\[ = \text{vol}(\lambda B_k) = \lambda^{k^2} \text{vol}(B_k) \]

by definition of \( B_k \) and of the \( \lambda \)-dilation. \( \square \)

**Remark B.2.** The trick \( \frac{1}{x} = \int_{\mathbb{R}^+} e^{-tx} dt \) allows to bypass the combinatorial analysis of [82, (52), (54)]. The advantage of this trick is to make the equations defining \( B_k \) appear immediately. Note that it works for any polytope, in particular the Gelfand-Tsetlin one given in [15, 16, 19].

Remark that we can adapt the whole proof to the case \( \lambda \equiv \lambda_X = o(\log(X)) \), we get

**Corollary B.3** (Phase transition with a drifted log-normal random variable). *We have, when \( X \to +\infty \) and for all \( \lambda_X > 0, \lambda_X \to +\infty \) and \( \lambda_X = o(\log(X)) \)
\[ \mathbb{E} \left( |Z_X^*(\lambda_X)|^{2k} \right) \sim a_k \gamma_k e^{k^2 \log(\lambda_X \log(X)) + 2k\lambda_X} \]
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