Deep learning models for human activity recognition (HAR) based on sensor data have been heavily studied recently. However, the generalization ability of deep models on complex real-world HAR data is limited by the availability of high-quality labeled activity data, which are hard to obtain. In this article, we design a similarity embedding neural network that maps input sensor signals onto real vectors through carefully designed convolutional and Long Short-Term Memory (LSTM) layers. The embedding network is trained with a pairwise similarity loss, encouraging the clustering of samples from the same class in the embedded real space, and can be effectively trained on a small dataset and even on a noisy dataset with mislabeled samples. Based on the learned embeddings, we further propose both nonparametric and parametric approaches for activity recognition. Extensive evaluation based on two public datasets has shown that the proposed similarity embedding network significantly outperforms state-of-the-art deep models on HAR classification tasks, is robust to mislabeled samples in the training set, and can also be used to effectively denoise a noisy dataset.
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1 INTRODUCTION

Human activity recognition (HAR) has become a fundamental capability in a wide range of Internet of Things (IoT) applications, including human health and well being [1], mobile security [25, 38], tracking and imaging [21], and vehicular road sensing [12, 15]. The widespread deployment of sensor technology, especially motion sensors like the accelerometer and gyroscope on mobile phones and smart watches, has made mobile sensing ubiquitous and fueled HAR research with data.
HAR is essentially a time-series classification task based on a collection of heterogeneous measurements from multiple motion sensors. Traditional machine learning approaches such as decision trees, support vector machines [2], hidden Markov models [29], and random forest [26] models have been developed based on manually extracted features and achieved decent performance in some controlled environments [7]. However, these conventional pattern recognition algorithms heavily rely on the features correctly engineered from the raw data based on domain expertise and signal processing techniques, and therefore have limited generalizability.

Recently, deep learning has achieved great advances in fields such as computer vision [17] and natural language processing [23, 24]. Popular deep learning models, including convolutional neural networks (CNNs), recurrent neural networks (RNNs), Restricted Boltzmann Machine (RBM), and their hybrids, have also been adopted for HAR tasks [5, 27] to overcome the limitations of manual feature engineering. For example, DeepSense [41], as a deep model, has achieved the state-of-the-art HAR performance.

These studies have fine-tuned the architecture of the deep neural networks and achieved good prediction accuracies in carefully controlled environments. For example, the University of Southern California Human activity Dataset (USC-HAD) dataset [43] was collected from a special device, MotionNode, with a fixed sensing position. (All users collect data by wearing MotionNode at the same position.) Thus, even using CNNs with only four hidden layers, we can achieve a test accuracy of 97.01% [14]. On the other hand, the HHAR (Heterogeneous Human Activity Recognition) dataset collected by [34] is a more complex one, with heterogeneous sampling rates, hardware devices, and mobile operating systems. On this dataset, even with data augmentation techniques such as adding random noise, interpolation, and resampling [42], the state-of-the-art model, DeepSense, which combines RNNs with multiple convolutional layers, can only achieve a 94% accuracy. Therefore, more robust models need to be developed to handle increasingly complex and nonuniform sensor data from diverse real-world devices.

Furthermore, to date, two important factors have hindered the widespread deployment of deep models in real-world HAR applications. First, it is commonly known that deep neural networks need to be trained on a large amount of samples in order to yield competent performance. However, it is hard to collect a large amount of labeled samples to train HAR classifiers. Most HAR datasets reported in the literature contain no more than a few or a dozens of users (with the largest study based on 48 users [39]) and no more than tens of thousands of processed training samples, a size not comparable to the use of deep models in other fields, which usually have datasets of millions of samples or more, e.g., ImageNet. Second, in real-world HAR applications, training data are usually collected from crowdsourcing and may be subject to labeling mistakes or noise due to careless or malicious users. Furthermore, unlike images, speeches, or text, once sensor signals are collected, it is extremely hard to authenticate the correctness of their activity labels. As a result, for HAR problems, usually either a high-quality yet small dataset or a larger dataset with label noise is available. This explains why existing deep neural networks, which are originally designed for large and clean datasets, do not yield close-to-perfect performance on HAR tasks.

To overcome the aforementioned issues, in this article, we propose a robust similarity embedding network (SEN) that can generate discriminative vectorized embeddings of input signals based on a small amount of training data. Such embeddings can directly be used for HAR, greatly boosting the classification accuracy, or for data denoising. We have made multiple contributions:

First, similar to DeepSense, we leverage both CNNs and RNNs to model the interaction among different sensor signals within a same time interval and the sequential dependencies of signals across time intervals. Yet, we represent input signals differently and apply convolutional and Long Short-Term Memory (LSTM) layers in a new way that is optimized for performance. We show
that our network structure alone when directly used for activity recognition is comparable to other state-of-the-art deep models, even at a much lower sampling rate of sensor data.

More importantly, we introduce the SEN, which is based on the proposed neural network, yet trained by approximating the class label similarity between any two samples using the cosine similarity between their embeddings in a real space. This replaces the cross-entropy loss in the original classification problem by a pairwise loss between a pair of samples, such that the embeddings of samples from the same class are pushed to cluster, while those of different classes are pushed to separate from each other. Since every pair of samples yields a loss value to optimize the proposed SEN, we in fact have bootstrapped a small dataset into a larger amount of training samples, while building robustness into the model. We discuss the connections of our technique to as well as its differences from learning to hash [40], matching networks [36], and one-shot learning [16].

Based on the signal embeddings trained with the proposed SEN, we further propose two methods that achieve state-of-the-art activity recognition performance, including (1) a nonparametric nearest neighbor approach applied onto the embedded vectors; and (2) an MLP classifier applied on top of the SEN. We demonstrate, through experimental results, that the nonparametric nearest-neighbor approach achieves strong robustness in the presence of small training sets and label noise.

In addition, we also propose a simple denoise procedure based on the trained SEN, which can leverage a small clean set to detect mislabeled samples in a potentially contaminated dataset. We demonstrate the superiority and robustness of the proposed SEN on two publicly available datasets, the HHAR dataset and USC-HAD dataset. The proposed classification methods based on the embeddings found by SEN significantly outperform the state of the art in deep neural HAR. On the augmented HHAR dataset (following the same data augmentation procedure as DeepSense [42]), our proposed model architecture achieved an accuracy over 98%, outperforming the 94.2% accuracy reported by DeepSense in a leave-one-user-out evaluation scheme when trained with cross-entropy loss on an HHAR dataset. During stress test on the original HHAR dataset, by only using 110 training samples per class (7% of all data), our SEN-based method already achieves an accuracy of 95.03%, which is the same accuracy as achieved by traditional classification-oriented deep models, which, however, use 80% of data for training.

Furthermore, we demonstrate the robustness and generalizability of the proposed SENs by training the model on datasets with different noise rates. Results show that the proposed SENs with similarity matching (SEN-SM) method is much more robust to labeling noise compared to classification-oriented deep neural networks. Finally, we also demonstrate the usefulness of the proposed SEN in terms of denoising a heavily contaminated dataset (with 40% mislabeled samples) using embeddings trained on a small amount of clean data.

The remainder of this article is organized as follows. We first introduce the proposed network architecture, training based on pairwise losses, and our HAR classification methods in Section 2. Extensive evaluation of the proposed methods is then performed on two datasets and presented in Section 3. Section 4 discusses the related work. Finally, we conclude this article in Section 5.

2 SIMILARITY EMBEDDING NETWORK

In this section, we introduce the architecture of SEN, and the pairwise loss that we adopted to train the SEN model. Approaches that leverage the embedding output of SEN for an HAR task are also discussed in this section.

2.1 Sensor Signal Processing

In this article, an original data sample consists of readings from two motion sensors $S = \{S_1, S_2\}$, typically including the accelerometer $S_1$ and gyroscope $S_2$. Signals generated by each sensor $S_i$
form a matrix $D_i$ of the shape $d^i \times n^i$, where $d^i$ is the dimensionality of the sensor $S_i$ and $n^i$ is the length of the signal. Typically, $d^1 = d^2 = 3$ for motion sensors. Our procedure to process input motion sensor signals is similar to yet different from other typical deep models like DeepSense. The differences will be explained at the end of this subsection.

Considering one particular sensor $S_i$ as an example. Let $x_i$, $y_i$, and $z_i$ be the time-series data of sensor $S_i$ along the $x$, $y$, and $z$ axes, respectively. We first compute the amplitude series as $a_i = \sqrt{x_i^2 + y_i^2 + z_i^2}$. The amplitude series $a_i$ is then added to the original data of sensor $S_i$ as its $(d^i + 1)$th axis. Thus, the data of sensor $S_i$ become a matrix of shape $(d^i + 1) \times n^i$.

In order to leverage RNNs to model sequential dependencies, we split the data into $k$ time intervals, each of width $\tau$, which is a tunable hyper-parameter. The Fourier transform is then applied to the time series of each time interval in each of the $d^i + 1$ axes to get its frequency domain representation, which in our model is represented by both a vector of magnitudes and their corresponding frequencies. For example, the input series from axis $x$ of sensor $S_i$ is transformed into two vectors $m_x$ and $f_x$, representing the magnitudes and their corresponding frequencies after the Fourier transform, respectively. Then, we stack all the outputs from Fourier transforms into a $2(d^i + 1) \times f$ matrix, where $f$ is the length of frequency-domain representations. We apply the same procedure to all time intervals of sensor $S_i$ and then stack them into a $k \times 2(d^i + 1) \times f$ tensor $X^i$. Finally, the set of resulting tensors for each sensor, $X = \{X^i\}, i = 1, 2$, will be the input into our embedding network.

Note that our signal-processing method differs from typical deep models for HAR like DeepSense in two ways: (1) we introduce the amplitude series $a_i$; and (2) for each time interval at each sensor, we stack data into a $2(d^i + 1) \times f$ matrix with each of the $d^i + 1$ axes expanded into two rows (including magnitudes and frequencies after the Fourier transform), whereas DeepSense processes the same interval of data into a long $d^i \times 2f$ matrix using concatenation.

2.2 Network Architecture

Our embedding network encodes the input of any mobile sensor reading sample, which is a $k \times |S| \times 2(d^i + 1) \times f$ tensor $X^i$ computed using the signal-processing procedure mentioned above, into an embedded vector. As is shown in Figure 1, the embedding network leverages both CNNs and RNNs in its neural encoding operation. Although prior research like DeepSense also adopted
CNNs and RNNs to encode the time series from sensors, our network structure distinguishes from previous studies in multiple aspects.

First, as has been mentioned above, the input of our network is a tensor of shape $k \times |S| \times 2(d + 1) \times f$. As is shown in the left side of Figure 1, in each interval, $mx$, $my$, $mz$, and $ma$ represent the magnitudes (in frequency domain) and $fx$, $fy$, $fz$, and $fa$ represent the corresponding frequencies. However, in DeepSense, the input data of each sensor form a tensor of shape $d \times 2f \times k$. That is, for each axis, DeepSense merges the output of the Fourier transform into a single vector, whereas we treat the magnitude–frequency pair as two stacked vectors. By stacking vertically, we can apply convolutional layers and stacking layers recursively and hierarchically for better feature extraction.

Second, similar to DeepSense, the data from each time interval are passed through a series of convolutional layers. But we apply the convolutional layers in a different way. DeepSense first applies three one-dimensional (1D) convolutional layers to the $d \times 2f$ input from each sensor to get a vector and, then, after stacking the vectors from different sensors, applies three other 1D convolutional layers to learn the interactions between sensors.

In contrast, we apply hierarchical convolutional schemes to the input of size $2(d + 1) \times f$ from each sensor. As is shown in Figure 1, first, we apply the within-axis convolution with a filter of size $2 \times \text{conv}1$ to the stacked pair of magnitudes and frequencies in each axis. Then, we stack data from the four axes $x, y, z,$ and $a$ together and apply the axis-merge convolution with a filter of size $4 \times \text{conv}2$ to learn the interactions among axes. Finally, we stack the produced vectors from different sensors and apply the sensor merge convolution, which consists of two convolutional layers with a $2 \times \text{conv}3$ filter and a $1 \times \text{conv}4$ filter, respectively. All the convolutions in our network are 1D convolutions, with filters scanning along one dimension horizontally. In contrast to DeepSense which has six convolutional layers, we only have four convolutional layers. By using hierarchical convolutions and within-axis convolutions, and by applying stacking repeatedly, we avoid running into a 1D vector too early.

After the data of all $k$ time intervals have individually gone through the above hierarchical convolutional layers, we obtain $k$ CNN outputs in the order of time intervals. An RNN is then applied to these CNN outputs to capture sequential dependencies. A stacked structure with two layers of Gated recurrent unit (GRU) is applied in DeepSense. Instead, we use two LSTM layers in our model, which leads to better performance according to experiments. Finally, the $k$ outputs of the second LSTM are averaged to yield the final output of our network, which serves as the embedding of the input signal sample.

2.3 Training with Pairwise Losses

For the proposed SEN, key is to train it using pairwise losses instead of cross-entropy in classification. This will encourage the physical clustering of sample embeddings in a real space, bootstrap the training set, and make the model robust to noise. Given $N$ training samples $X = \{x_i\}_{i=1}^N \in \mathbb{R}^{m \times N}$, where $m$ is the input feature size, and their labels $Y = \{y_i\}_{i=1}^N \in \mathbb{R}^{c \times N}$, where $y_i$ is a one-hot vector of length $c$, with $c$ being the number of activities, our objective is to learn an embedding function $h(\cdot)$ represented by the neural network presented above so that the embeddings of all samples $X = \{h(x_i)\}_{i=1}^N \in \mathbb{R}^{l \times N}$ are well clustered in the real space $\mathbb{R}^l$ according to their class labels.

Let $E = \{e_i\}_{i=1}^N$, where $e_i = h(x_i)$, represent the set of all the embedded vectors. Let $s_{ij}$ denote the similarity between sample $i$ and sample $j$, with $s_{ij} = 0$ if samples $i$ and $j$ are not from the same class; otherwise, $s_{ij} = 1$. With the label information in the training set, the pairwise similarity relationships $S = \{s_{ij}\}$ can be easily derived. The Maximum a Posteriori (MAP) estimation of
the embeddings $E = e_i, i = 1, 2, \ldots, N$ can be represented as

$$p(E|S) \propto p(S|E)p(E) = \prod_{s_{ij} \in S} p(s_{ij}|e_i, e_j)p(e_i, e_j),$$

(1)

where $p(S|E)$ denotes the likelihood function. For each pair of the input data, $p(s_{ij}|E)$ is the conditional probability of $s_{ij}$ given the embeddings $E$, which is defined as

$$p(s_{ij}|E) = \begin{cases} 
\sigma(\Phi_{ij}), & s_{ij} = 1 \\
1 - \sigma(\Phi_{ij}), & s_{ij} = 0
\end{cases},$$

(2)

where $\sigma(x) = 1/(1 + e^{-kx})$ is the logistic sigmoid function with a tunable parameter $k$, and $\Phi_{ij}$ is the cosine similarity between embedding $e_i$ and $e_j$ defined as

$$\Phi_{ij} = \frac{e_i^T e_j}{|e_i| \cdot |e_j|}.$$  

(3)

Obviously, if the conditional probability $p(s_{ij}|e_i, e_j)$ is maximized, the cosine similarity $\Phi_{ij}$ between the embedded vectors $e_i$ and $e_j$ will reach the maximum if they are from the same class and $\Phi_{ij}$ will reach the minimum if they are from different classes. It is worth noting that the value of the cosine similarity falls in the range of $[-1,1]$, which is too narrow a section for the standard logistic sigmoid function where $k = 1$. To better distinguish capabilities of embedding pairs with different cosine similarities, in our model, we set $k$ to be 10 so that we can cover almost the whole probability range from 0 to 1. As illustrated in Figure 2, when $k = 1$ the covered probability range is approximately from 0.3 to 0.7, while it is almost 0 to 1.0 when $k = 10$.

To maximize $p(S|E)$, the negative log-likelihood function $J$ defined in (4) is used to learn the embeddings. Minimizing $J$ by choosing the optimal embeddings networks that generate $E = e_i, i = 1, 2, \ldots, N$ will make the cosine similarity of any two samples from the same class as large as possible while in the mean time pushing the similarities between samples of different classes to as small as possible.

$$J = -\sum_{s_{ij} \in S} \log p(s_{ij}|e_i, e_j) = -\sum_{s_{ij} \in S} (s_{ij}k\Phi_{ij} - \log (1 + e^{k\Phi_{ij}})).$$

(4)

To minimize $J$, we can sample a batch of $B$ pairwise samples, each in the form of $(x_i, x_j, s_{ij})$, to perform batched learning. For each training sample, $(x_i, x_j, s_{ij})$, $e_i = h(x_i)$ and $e_j = h(x_j)$ are obtained from the same embedding network $h(\cdot)$. And the parameters of $h(\cdot)$ will be updated by error back-propagation according to (4). Popular optimization algorithms such as stochastic gradient descent (SGD), Adam, and AdaGrad can be adopted to minimize $J$.

There are many studies in the field of learning to hash [20, 40] (mostly applicable to images) that also minimize pairwise losses. However, they are different from our method in the following aspects. First, studies in learning to hash focus on similarity preserving from the original feature
space to the hash space. The similarity in the original space is often measured by $l_2$-norm or cosine distance of raw features. While in our model, the original similarity to be preserved is whether two samples belong to the same class. Second, the embeddings in learning to hash are binary vectors, where the hamming distance is used to measure the similarity between two embedded vectors, mainly to speed up retrieval. On the other hand, the embeddings from our network are real vectors such that the cosine similarity can be used to maximize the separation of across-class samples. Third, the problem settings of learning to hash are also different: they aim to speed up information retrieval, especially of image objects, and do not suffer from a lack of training data or noisy data with mislabeled samples.

Our work is also related to matching networks [36] and one-shot learning [16], which perform image recognition based on a small number of samples. Matching networks [36] still use cross-entropy loss between predicted labels and the ground truth labels to train the network, while we use the pairwise similarities between samples to learn embeddings. The prediction of a new sample relies on the selected support set. One-shot learning uses pairwise losses in a Siamese network. However, it minimizes a cross-entropy loss and uses the $l_1$-distance measure of almost binary embeddings (similar to hamming distance), while we maximize the log likelihood of observing the similarities given embeddings and embed vectors in a real space to maximize separability.

2.4 Activity Recognition

To leverage the proposed SENs for an HAR task, we propose two algorithms, which take the embeddings of samples calculated by a pretrained SEN as inputs. By minimizing the pairwise loss defined in (2.3), the embeddings of all the samples are expected to be well clustered. Hence, the most straightforward way to predict the label of a newly arrived sample is through the nonparametric $k$-nearest neighbor ($k$-NN) algorithm. To speed up prediction and also enhance robustness to noise, we propose to perform similarity matching between the new sample and the class centers in the embedded space. That is, the label for a new sample is predicted to be the label of the class center that is the closest to the new sample in the embedded space. The class center is calculated by averaging the normalized embeddings of all training samples in that class, with the distance measure being cosine distance. If the label noise is randomly scattered in the embedded space, its impact to each class center is reduced. Thus, we argue that this SEN-SM method for HAR is robust to label noise and can achieve high accuracy even if it is trained on a noise dataset. We will further show experimental results in the following section to show the robustness of the SEN-SM method.

In addition, we also propose to use another multilayer perceptron (MLP) model with one hidden layer, to predict a sample’s label only based on its embedding vector without using training data in prediction. We call this HAR method SEN-MLP. Here the MLP layer is trained separately from the embedding network on the same training dataset. With the final MLP layer, the whole model structure looks similar to a typical deep model for classification. However, they are essentially different. In our model, the embedding network and the MLP layer are trained separately, with sampled pairwise losses and the cross-entropy loss, respectively, whereas in typical classification deep models, they are jointly trained only with the cross-entropy loss, which does not emphasize the separability or clustering of the embeddings. As the MLP layer is trained separately with the same training data, the SEN-MLP algorithm does not have noise robustness.

The SEN-MLP method have both advantages and disadvantages over the SEN-SM approaches. To begin with, as a nonparametric method, SEN-SM is simple, fast, and robust to label noise training samples. However, the calculation of class centers is hard when the dataset is huge, causing the updating of class centers time-consuming; thus, the SEN-SM model is not suitable for on-line learning applications where model updating is common. For the SEN-MLP method, even though the last MLP layer need to be trained separately from the SEN model and it is not noise robust, it
Table 1. Details of the Original and Processed Public Datasets

| Dataset     | #Activity | #Users | S.Rate  | Position | #Samples |
|-------------|-----------|--------|---------|----------|----------|
| USC-HAD     | 12        | 14     | 100 Hz  | Hip      | –        |
| HHAR        | 6         | 9      | 50–250 Hz| Waist    | –        |
| Processed data | #Activity | #Users | S.Rate  | Position | #Samples |
| USC-HAD     | 6         | 14     | 25 Hz   | Hip      | 3,170    |
| HHAR        | 6         | 9      | 25 Hz   | Waist    | 9,335    |

is much convenient to update the weights of the last MLP layer compared to the updating of class centers in the on-line learning settings.

As mentioned above, if the MLP layer and SENs are trained jointly with the cross-entropy end-to-end manner, instead of separately training with pairwise loss and cross-entropy loss, respectively, we get the Baseline method. The last MLP layer or fully connected layer projects the embeddings to class labels as shown in (5), where $e_i$ is the embedding of sample $i$ from the SEN’s part, $y'_i$ is the predicted label, $\sigma(\cdot)$ is the softmax function, and $g(\cdot)$ is the activation function with $b$ and $b_0$ being the bias:

$$y'_i = \sigma(b_0 + g(W \cdot e_i + b)).$$

This Baseline algorithm is similar to previous algorithms such as DeepSense and the DCNN model in [14]. These models are all trained with an end-to-end fashion by minimizing the averaged cross-entropy loss on the training dataset (for classification), shown in (6), where $y_i$ is the true label of sample $i$, $c$ is the number of classes, and $N$ is the number of samples in the training set:

$$loss = \frac{1}{N} \sum_{i}^{N} \sum_{j=1}^{c} -y_{ij} \log(y'_{ij}).$$

We will show the superiority of our baseline method with proposed neural network architecture compared to previous work such as DeepSense with leave-one-user-out results.

3 EXPERIMENTS

In this section, experimental results on two public datasets are presented to show the efficiency and robustness of the proposed SENs for human activity recognition.

3.1 Datasets and Experiment Setup

There are many publicly available datasets that are widely adopted by recent studies on HAR [11, 28, 39]. In this article, we evaluate our proposed and baseline methods on two public datasets reported by [43] and [34], respectively. The detailed information on these two datasets is provided in Table 1. The USC-HAD [43] dataset was collected in 2012 by MotionNode, a wired sensing platform, with a sampling rate of 100 Hz, while the HHAR [34] dataset was collected in 2015 with eight different types of smartphones with sampling rates varying from 50 to 200 Hz.

Preprocessing is applied to maintain consistency between the two datasets and reformat the original data to fit our proposed architecture. We first select six types of activities, including “Standing,” “Sitting,” “Walking,” “Upstairs,” “Downstairs,” and “Running” from the USC-HAD dataset. While in the HHAR dataset, we have samples from activities “Standing,” “Sitting,” “Walking,” “Upstairs,” “Downstairs,” “Biking.” We then down-sample all sensor readings in both datasets to 25 Hz, which is a feasible sampling rate on everyday mobile devices with lower overhead. After down-sampling, the long consecutive sensor data (up to 5 minutes) are segmented into 6-second sensor readings. Thus, the HAR task in our experiments is to recognize the activity type for each
given 6-second sample. We have obtained 9,335 and 3,170 6-second samples from the HHAR and USC-HAD datasets, respectively. Finally, we split each of the two datasets into two parts, including the training (80%) and testing (20%) sets. All models are trained on the entire (or a portion of the) training set and evaluated on the corresponding test set. However, in DeepSense on the HHAR dataset, apart from sensor readings generated by a smartphone, signals from smartwatches are also included in their evaluation process. They also augmented the original dataset by adding noise, interpolation, and resampling, to get a dataset large enough for training deep neural networks. Therefore, to have a fair comparison to results reported by DeepSense, we also evaluate our classification-oriented model on the augmented dataset.

Experiments with several approaches are conducted to demonstrate the benefits of the proposed SEN, including the following algorithms:

- **SEN-SM**: similarity matching on top of the proposed SEN.
- **SEN-MLP**: an MLP with one hidden layer, trained separately, applied on top of the proposed SEN.
- **DeepSense**: the DeepSense model proposed by Yao et al. [41].
- **Baseline**: the same network structure as SEN-MLP, yet is trained jointly end-to-end with cross-entropy based on the label prediction error. This is similar to DeepSense in terms of end-to-end cross-entropy training, although differing from DeepSense in detailed network architecture.

As we have claimed that the proposed SEN can be efficiently trained even with a small number of training samples, we further conduct stress tests to explore the ability of SEN under small training sets. To do this, we randomly choose a small number of samples for each class from the entire training set, which is 80% of the original dataset. We then train the SEN and test its HAR performance on the test set with the proposed SEN-SM method. For stress tests, the number of training samples selected varies from 30 to 200.

Furthermore, to evaluate the robustness of the proposed SEN-SM algorithm to training samples with noisy labels, we perturb the training samples by randomly changing their labels and showing the generalization ability of SEN-SM on a noise-free test set. On the USC-HAD dataset, different noise rates, with 10%–40% of the samples perturbed, are adopted to evaluate the robustness of the proposed model. However, on the HHAR dataset, to avoid showing repeated results, we only evaluate the model when it is trained under the dataset with 40% of the samples perturbed.

The accuracy, $F_1$ score, and averaged $F_1$ score are widely used in HAR research [6, 30] for performance evaluation. The averaged $F_1$ score is defined as

$$\text{Avg.} F_1 = \frac{\sum_{i=1}^{c} N_i \cdot F_1^i}{\sum_{i=1}^{c} N_i},$$

where $c$ is the number of classes, $F_1^i$ is the $F_1$ score of the $i$th class on the test set and $N_i$ is the number of samples in the $i$th class.

In addition, the SEN-SM can be further used for data denoise. We will discuss the denoise techniques and evaluation result in details in Section 3.5.

### 3.2 HAR Classification Results

To evaluate the efficiency of the proposed network architecture, following the same data processing procedure as DeepSense [42], we conducted the leave-one-user-out experiment on the augmented HHAR dataset with our Baseline method. Specifically, DeepSense augments the original dataset 10 times by adding Gaussian noise to original signals. On the augmented HHAR dataset, when trained with cross-entropy loss, our proposed network, SEN-MLP, can achieve an averaged
Then, to show the influence of the training dataset on the performance of a deep neural network, the Baseline method is evaluated on different sizes of training samples from the original HHAR dataset and even training samples with label noise. Test accuracy curves are shown in Figure 3, and the trend is obvious: as the size of the training set grows from 20% to 80%, the test accuracy improves from around 80% to near 96%. Furthermore, the model trained on the noise dataset gives the worst performance with an accuracy near 76% due to the fact that 40% of its samples are mislabeled.

Then, we compare the DeepSense and Baseline algorithms with our proposed SEN-MLP and SEN-SM methods. Detailed results on the USC-HAD and HHAR datasets are shown in Figure 4 and Figure 5, respectively. We can see as the training dataset size grows, both the accuracy and averaged $F_1$ score improve for all the three algorithms. However, SEN-SM and SEN-MLP always achieve superior performance. On the HHAR dataset, they achieved an accuracy of 98% and an averaged $F_1$ score above 0.98, even on the smallest dataset (20%), while the Baseline algorithm can only achieve an averaged $F_1$ score of 0.826 and an accuracy of 84.3%. When the training set size grows to 80%, the SEN-SM and SEN-MLP methods achieved an accuracy of 99% with an averaged $F_1$ score 0.99, while the Baseline method gives 96% accuracy and an averaged $F_1$ score 0.96. Similar results can also be found on the USC-HAD dataset, and SEN-SM and SEN-MLP still outperform the Baseline.
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Fig. 5. The accuracy and averaged $F_1$ scores on the HHAR dataset of the proposed Baseline, SEN-MLP, and SEN-SM methods on different sizes of clean training sets. 20%, 45%, and 80% represent the proportions of the entire HHAR dataset used for training.

Table 2. Stress Test Results on the HHAR Dataset: the First Column Shows the Number of Training Samples for Each Class

| # train data | Avg.$F_1$ | Accuracy (%) | Precision (%) |
|--------------|-----------|--------------|---------------|
| 30 (2%)      | 0.863     | 86.36        | 86.80         |
| 80 (5%)      | 0.926     | 92.62        | 92.62         |
| 110 (7%)     | 0.950     | 95.03        | 95.14         |
| 140 (9%)     | 0.964     | 96.36        | 96.38         |
| 170 (11%)    | 0.965     | 96.52        | 96.59         |
| 200 (13%)    | 0.978     | 97.81        | 97.82         |

and DeepSense algorithms with an accuracy above 94% and an averaged $F_1$ score above 0.94 on 20% training data. However, on the USC-HAD dataset, one can see that the Baseline algorithm also achieved descent performance even on a small training dataset (20%), with an accuracy of 94.5% and an averaged $F_1$ score 0.943, which is due to the fact that the USC-HAD dataset is much simpler than the HHAR dataset with regard to both sensors used and sensing position.

Note that, on the USC-HAD dataset, our Baseline method achieved an accuracy of 97.3%, comparable to the deep convolutional neural network (DCNN) [14] trained on the original dataset with a much higher sampling frequency (100 Hz) with a reported accuracy of 97.1%, which is significant. Furthermore, on the HAR dataset, even though DeepSense is worse than our proposed SEN-SM and SEN-MLP algorithms, it still outperforms our Baseline method, which further demonstrates the superiority of the proposed SEN.

3.3 HAR Stress Testing on Small Training Sets

To further explore the limit of the proposed SEN, a stress test is conducted on the HHAR dataset. In the stress test, all models are trained on a limited number of training samples for each class and evaluated on the same test dataset. The number of training samples for each class ranges from 30 to 200.

The averaged $F_1$ score, accuracy, and precision scores are shown in Table 2. As the training dataset grows from 2% to 13%, the averaged $F_1$ score improved from 0.863 to 0.978. One can see when the number of samples for each class is only 110 (7%), we have already achieved an averaged $F_1$ score of 0.95, which is remarkable. Note that with only 30 (2%) training samples (each being 6 seconds) available for each class, our method has already achieved an averaged $F_1$ score of 0.86, even better than what we get from the Baseline method with 20% of the training sample, which is
0.826, as shown in Figure 5. This further shows the superiority of training embedding networks with pairwise loss compared to cross-entropy loss on a small training dataset.

### 3.4 Robustness to Label Noise

On the USC-HAD dataset, we trained both the SEN and Baseline models on a labeled noise dataset with different noise rates ranging from 10% to 40% to show the robustness and efficiency of our proposed method in the presence of label noise. The results are shown in Figure 6. It is obvious that at any noise level, the SEN-SM method achieved better performance than the Baseline model. Also, even though the noise rate is only 10%, the existence of label noise still leads to performance reduction for both the SEN-SM and the Baseline algorithms. As the noise rate grows, the performance becomes worse. When the noise rate grows from 10% to 40%, the test accuracy of the Baseline method declines dramatically from 95.7% to 75.1%, while that of the SEN-SM model reduces from 96.3% to 91.5%.

On the HHAR dataset, we evaluated both algorithms on a noisy dataset with a noise rate of 40% and found that the SEN-SM method achieved an averaged $F_1$ score of 0.84 with a 84.48% accuracy, while the Baseline method gave an averaged $F_1$ score of 0.73 and 77.25% accuracy. Compared to the original 99% and 96% accuracy achieved on a noise-free dataset, shown in Figure 5, our proposed model leads to less accuracy reduction and much better overall performance, which shows the robustness of our proposed SEN-SM method.

### 3.5 Data Denoising

Our proposed SEN can also be used to denoise a large noisy dataset, when trained on a small clean dataset. The goal of data denoising is to remove as many wrongly labeled samples as possible, so that the denoised data can be leveraged for training HAR models or other tasks.

We found that the between-class cosine distances (cosine similarities), i.e., cosine distances between each sample embedding and other class centers, follow a Gaussian distribution, while the in-class cosine distances, i.e., the cosine distance between each sample embedding and its own class center, highly concentrate around 1, as is suggested by Figures 7(a)–7(d). The Q–Q plots are provided to further show their distributions in Figures 7(e) and 7(f).

With this observation, we propose to filter out possibly mislabeled samples as follows. For any given sample, we consider it as correctly labeled if and only if

- its embedding is close enough to its own class center, i.e., its in-class cosine distance is no smaller than 5% of all the in-class cosine distances in that class;
Fig. 7. The distribution and Q-Q plot of cosine similarity score. (a)-(c) show the distribution of cosine similarity between samples from “Stand” class and class centers of “Sit”, “Walk” and “Bike”. (d) shows the cosine similarity of all the samples and their corresponding class center. Q-Q plots of between class similarity scores are shown in (e). (f) shows the in-class cosine similarity Q-Q plot.

—its embedding is far from all the other class centers, i.e., its cosine distance to another class center is smaller than $\mu + 2\sigma$, where $\mu$ and $\sigma$ are the mean and standard deviation of the corresponding between-class cosine distances.

In this manner, we can filter out noise samples with a low miss rate (high recall). Although some clean samples may also be filtered out, the idea of denoising is to detect as many mislabeled samples as possible to make sure the retrieved data are clean.

To evaluate denoising performance, we first train our SEN model on a randomly selected small dataset. Then, the in-class and between-class cosine similarity distance distributions are approximated on the same dataset. Finally, with the trained embedding neural network, we calculate class centers as well as the estimated statistics we can use to denoise a large, noisy dataset with a high recall score.

We evaluate this property by trying different numbers of clean samples selected from the HHAR dataset. Similar to stress tests mentioned above, we vary the number of samples for each class from 30 to 200 in the training set. Apart from the metrics mentioned above, recall score, which shows the detection rate of positive samples, is an important criterion when it comes to the data denoise problem, thus adopted for the evaluation of data denoise performance.

We evaluate the denoise performance with the manually perturbed labels as noise on the HHAR dataset. As shown in Table 3, the evaluation is also done on different sizes of clean training datasets like what we did in the stress test. As we can see, the larger the training set, the better the denoise performance. All the recall scores are close to 1 (almost no miss), while the denoise accuracy and $F_1$ score grow as the training dataset size grows from 30 to 200 samples per class. The $F_1$ scores and accuracy improved from 0.9 and 87% to 0.972 and 97% when the training dataset size grows from 30 to 200 samples per class, which also means that fewer clean samples will be mistakenly detected as noise.
Table 3. Denoising Results on the HHAR Dataset: the First Column Shows the Number of Training Samples for Each Class

| # train data | Avg. $F_1$ | Accuracy (%) | Recall (×100) |
|-------------|------------|--------------|---------------|
| 30 (2%)     | 0.90       | 88.01        | 99.05         |
| 80 (5%)     | 0.937      | 92.78        | 99.51         |
| 110 (7%)    | 0.957      | 95.17        | 99.80         |
| 140 (9%)    | 0.954      | 94.77        | 99.71         |
| 170 (11%)   | 0.972      | 96.86        | 99.80         |
| 200 (13%)   | 0.978      | 97.61        | 99.77         |

4 RELATED WORK

Some recent studies also apply deep neural network models to mobile sensing or HAR applications. [5] and [27] use a Deep Boltzmann Machine (DBM) and Multimodal DBM (MultiDBM) to improve the performance of heterogeneous human activity recognition. DeepEar [19] also uses a DBM to improve the performance of audio sensing tasks in an environment with background noise. IDNet [9] applies CNNs to the biometric gait analysis task. DeepX [18] and RedEye [22] reduce the energy consumption of deep neural networks, based on software and hardware, respectively. However, these studies do not capture the temporal relationship in time-series sensor inputs, and, with the only exception of the MultiRBM, all lack the capability of fusing multimodal sensor input. Zhu et al. [44] calculates the similarity degree between handcrafted recognition features and activity features to identify the most possible phone position, and then the result of this similarity matching is used for further activity recognition. Deepsense [41] applied RNN on top of CNN to acquire the sequential information of the input sensor data. Wan et al. [37] designs a smartphone inertial accelerometer-based architecture for HAR, which also uses CNN and RNN modules for better prediction accuracy. Those works all give out a classification model for HAR or other context awareness applications and cannot be used for denoise and have limited generalization performance when training data are insufficient or even noisy with wrong labels. Recently, Chen et al. [8] use a semi-supervised approach to deal with class imbalance in small labeled datasets. Bai et al. [4] proposed an unsupervised learning method, Motion2Vector, to convert a time interval of activity sensor data into a movement vector embedding in a multidimensional space. Instead of using an unsupervised or a semi-supervised training scheme, we adopt pairwise loss to train our proposed SEN, which can also alleviate the problem caused by a small amount of training samples.

Learning to hash has been attracting a large amount of research interest in machine learning and computer vision [40]. Applications of learning to hash include large-scale object retrieval [13], image classification [32], and detection [35]. Similarity preserving is the main methodology of learning to hash. Recent deep learning based studies in learning to hash have used deep neural networks to simultaneously learn the image representation and approximate the hashing function. Convolutional Neural Network Hashing (CNNH) [20] is one of the early works to incorporate deep neural networks into hash coding Supervised Discrete Hashing (SDH) [33], which directly optimizes the binary hash codes via the discrete cyclic coordinate descend method. The most relevant work is Deep Supervised Discrete Hashing (DSDH) [20], which uses CNN to learn the image representation and hash function simultaneously and output the binary hash encoding directly. However, DSDH uses hamming distance based pairwise loss and prediction loss as objectives, while we directly minimize the cosine distance based pairwise loss.

Some studies in metric learning that try to learn a transformation from input space to a low-dimension feature space [3] are also similar to our work. Neighborhood Component Analysis
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(NCA) [10] learns a low-dimensional linear embedding of labeled data by directly maximizing a stochastic variant of the leave-one-out KNN. Salakhutdinov and Hinton [31] proposes methods to pretrain and fine-tune a multilayer neural network to learn a nonlinear transformation from input to feature space where nonparametric classification methods perform well. However, both the pretrain and fine-tune are done in an unsupervised manner, while in our network the training of the embedding network is supervised with pairwise similarity. Vinyals et al. [36] adopts a support set \( S \) for one-shot learning but is trained with the prediction loss of labels.

5 CONCLUSION

In this article, we propose a robust SEN to solve the main challenges faced when deploying complex deep models for HAR tasks in real world. Our SENs, even trained with cross-entropy loss on a dataset with much lower sampling rate, can already achieve a performance comparable to or even outperform most of the state-of-the-art algorithms for the HAR problem. By adopting pairwise loss, our model can generalize well even if trained on a small dataset or noisy data with mislabeled samples. Extensive experimental results on two publicly available datasets have demonstrated the superiority of our proposed embedding network model. Stress tests on a heterogeneous dataset shows the robustness of SEN to small training sets, while experiments on noisy datasets have shown its robustness to labeling noise in the training data. These capabilities are missing in the existing deep neural network models. Finally, even when trained on a small clean dataset, the proposed SEN is capable of denoising a heavily contaminated larger dataset with a 40% noise rate.
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