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A superintense laser pulse illuminating a thin solid-density foil can, in principle, accelerate the entire foil, therefore yielding dense, collimated, and quasi-monoenergetic ion beams. These unique features render radiation pressure acceleration in the light sail regime a promising acceleration mechanism suited for applications where dense and high-flux ion beams are required. However, the onset of several instabilities typically results into foil deformation and heating, which cause premature termination of the radiation pressure acceleration stage and strong broadening of the ion spectrum. Here we show that (i) a relation between the attainable ion energy per nucleon and the development of instabilities exists, such that increasing the ion energy results into an increase of transverse modulation effects and, (ii) that the above relation can be weakened with proper matching of laser pulse-foil parameters, such that high-energy dense ion beams with high-quality spectral features can be produced.

I. INTRODUCTION

Radiation pressure acceleration (RPA) of a thin plasma foil with superintense laser pulses, also known as Light-Sail Acceleration (LSA), has attracted considerable interest over the last two decades owing to its envisaged unique features [1, 2]. In fact, the expected ultrashort beam duration and the relatively large number of accelerated particles may provide dense, high flux, high brilliance and low emittance ion beams. Moreover, the laser-to-beam energy conversion efficiency is predicted to steadily increase with increasing driver laser pulse energy and, in principle, approaches unity in the ultrarelativistic regime [3, 4]. The potential applications of such ion beams range from fast ignition [5, 6] and plasma diagnostic techniques [7, 8] to ion beam therapy [9, 10] as well as the production of radioactive materials [11, 12].

Early experiments already demonstrated the generation of multi-MeV proton and ion beams showing fair agreement both with the predicted quasi-monochromatic features and with the ion energy scaling law as a function of the laser and plasma parameters [13–18]. Currently, the advent of multipetawatt lasers in facilities such as ELI [19], Apollon [20, 21] and XCELS [22] paves the way to soon explore the relativistic LSA regime experimentally. However, further studies also showed that detrimental effects such as the onset of instabilities [23–26], and finite spot size effects [27] lead to foil deformation and electron heating, which ultimately result into foil disruption with strong ion spectrum broadening and the premature termination of the RPA phase.

For the above-mentioned reasons, a number of ingenious methods were put forward, e.g., to enhance the maximal achievable ion energy via phase locking [28], cocon formation and pulse self-focusing [29], laser pulse profiling [30] or guiding [31] which, however, also resulted into a decrease of the number of accelerated ions and a noticeable deterioration of the quasi-monochromatic features of the ion spectrum. Moreover, although smart techniques such as laser pulse shaping [32, 33] or foil engineering [34–37] reduce foil deformation and stabilize RPA acceleration while circularly polarized laser pulses quench both electron heating [4, 38–42] and energy dissipation due to radiation reaction effects [43], the predicted ion spectrum remains relatively broad. Thus, for many applications, marked improvements are required in two major directions simultaneously, namely (i) increase the ion energy per nucleon up to hundreds MeV and, (ii) improve the monochromatic features of the ion spectrum.

Here we show that an intimate connection exists between the attainable LSA average energy per nucleon and the development of the transverse Rayleigh-Taylor-like instability. Thus, the generation of high-energy and also high spectral quality ion beams requires to mitigate the above-mentioned relation, which can be realized with proper choice of the laser and foil parameters. In particular, we demonstrate that substantial improvements of the quasi-monochromatic features of the ion spectrum are possible either by employing a train of short and intense laser pulses or by a single short and intense laser pulse accelerating a double-layer foil. Indeed, proper matching of the laser pulse and foil parameters can yield ion beams with higher energy than that predicted by the light sail model and, simultaneously, a markedly improved ion beam spectrum.

II. THE LIGHT SAIL MODEL & TRANSVERSE INSTABILITIES

In LSA, the plasma foil is modeled as a flat rigid ‘mirror’ with mass density $\rho$ and thickness $\ell$ accelerated by the radiation pressure of a circularly polarized intense plane-wave-like laser pulse with frequency $\omega$. In the laboratory frame, the resulting light sail equation for a laser pulse normally incident on the foil is (see, e.g.,
where \( \beta = V/c \) is the foil velocity in units of the speed of light in vacuum \( c \), \( \gamma = (1 - \beta^2)^{-1/2} \) is the foil relativistic factor, \( I(t') \) is the laser intensity at the foil position as a function of the retarded time \( t' = t - X(t)/c \), where \( X(t) \) is the instantaneous foil position, and \( R(\omega') \) is reflectivity of the foil as function of the foil rest frame frequency \( \omega' = D\omega \) with \( D = \sqrt{(1 - \beta^2)/(1 + \beta^2)} \) being the Doppler factor. By changing from time \( t \) to the retarded time \( t' \), Eq. (1) can be solved exactly for arbitrary laser pulse temporal profile. For \( R(\omega') \approx 1 \), the predicted energy per nucleon \( \varepsilon_u \) is [4]

\[
\varepsilon_u = \frac{\mathcal{E}^2}{2(1 + \varepsilon)} m_u c^2,
\]

where \( m_u \) is the atomic mass unit and \( \mathcal{E} = 2F/\rho c^2 \) is basically the ratio between the laser pulse fluence \( F = \int I(t')dt' \), i.e., the laser pulse energy per unit surface, and the foil surface density \( \rho \).

From Eq. (2) it immediately follows that, in principle, arbitrarily high ion energy is attainable by increasing the laser fluence or reducing the foil surface density, provided that \( R(\omega') \approx 1 \) during acceleration. This last condition can be easily assessed by employing normalized units, i.e., by rewriting \( \mathcal{E} \) as a function of the normalized laser field amplitude \( a(\phi) = \sqrt{I(\phi)/\mathcal{I}} \) and the normalized surface density \( \zeta = \pi n_e \ell/n_c \lambda \), where \( \mathcal{I} = m_e^2 \omega^2 e^3/4\pi e^2 \), \( \phi = t/T - X(t)/\lambda \) is the laser phase at the foil position, and \( n_c = m_e \omega^2/4\pi e^2 \) is the critical plasma density. Here \( n_e \) is the electron number density, \( e \) and \( m_e \) are the electron charge and mass, while \( T = 2\pi/\omega \) and \( \lambda = cT \) are the laser period and wavelength, respectively. For simplicity, we consider a foil with a single fully ionized atomic species, then

\[
\mathcal{E} = \frac{2\pi Zm_e}{A m_u \zeta} \int a^2(\phi) d\phi = \frac{3\pi Z m_e a_0^2 \tau}{4A m_u \zeta},
\]

where \( Z \) (\( A \)) is the atomic number (mass), and \( a_0 \) is the peak value of \( a(\phi) \). In the last equality of Eq. (3) we considered, for definiteness, a sin^2 laser pulse field (i.e., sin^4 intensity) temporal profile with \( \tau \) total duration in units of the laser period. Now, the foil reflectivity \( R(\omega') \) is approximately unity when \( a(\phi) \ll \zeta'(\phi) \) [45], where \( \zeta'(\phi) = \zeta'/D(\phi) \) is the Doppler increased normalized foil surface density, which is automatically satisfied when \( a_0 \ll \zeta \) (see Ref. [4]). Thus, from Eq. (3)

\[
\mathcal{E} \lesssim 3\pi Z m_e a_0^2 \tau/4A m_u \zeta \quad \text{and, for given laser pulse fluence} \quad F \propto a_0^2 \tau, \quad \text{higher ion energies are attainable by decreasing the laser pulse intensity} \quad I \propto a_0^2 \quad \text{and, correspondingly, by increasing the laser pulse duration} \ \tau.
\]

In addition, a lower laser intensity with longer laser pulse duration also results into (i) a more adiabatic foil acceleration, which maintains the plasma foil compact during the acceleration phase and, (ii) a reduced foil heating and, consequently, a suppressed expansion of the foil driven by energetic electrons. In fact, within the thin foil approximation [46], the ‘transverse’ relativistic factor \( \Gamma \) associated to the transverse relativistic motion of the electrons of the foil is [4]

\[
\Gamma^2(\phi) = \left( 1 + a^2(\phi) - \zeta'^2(\phi) + \left[ (1 + a^2(\phi) - \zeta'^2(\phi))^2 + 4\zeta'^2(\phi) \right]^{1/2} \right)/2
\]

such that \( \Gamma \approx 1 \) (\( \Gamma \approx \sqrt{a_0} \) when \( a_0 \ll \zeta \)) due to the suppressed (increased) foil transmissivity. As it will be clear below, 1D particle-in-cell (PIC) simulations confirm the two above-mentioned considerations. In particular, for fixed foil parameters and given laser fluence, 1D PIC simulations show improved monochromatic features of the ion spectrum when longer and less intense laser pulses are employed [see Fig. 1(a)].

However, the obtained 1D results drastically change in a multi-dimensional geometry, even when plane-wave laser pulses and flat foils are employed, such that finite size effects are absent. In fact, the accelerated foil is subject to a number of instabilities such as Weibel-like instability [24], two-stream-like instability [26], and Rayleigh-Taylor-like (RT) instability [16, 23]. Indeed, our high-resolution 2D PIC simulations show that transverse density modulations with a broad spectrum of wavelengths \( \lambda_m \) are present, whose relative importance also depends on the temporal intensity profile of the laser pulse (see below). However, relatively small perturbations \( \lambda_m \ll \lambda \) tend to be ‘smoothed’ in the laser pulse-foil interaction, whereas longer wavelength modes \( \lambda_m \gtrsim \lambda \) are amplified [16]. The linear theory of RT instability predicts that the shorter wavelength mode compatible with diffraction effects should dominate [23], which is indeed confirmed by experiments where \( \lambda_m \sim \lambda \) was shown to be the dominant wavelength of density modulations [16]. Thus, the dominant \( \lambda_m \sim \lambda \) mode of RT instability is a key quantity for assessing the importance of transverse effects.

In its linear phase, RT instability grows exponentially, with its exponent rising linearly with time in the non-relativistic regime. By contrast, the RT exponent grows proportionally to the cubic root of time in the ultrarelativistic regime [23]. The drastically different scaling in the nonrelativistic and ultrarelativistic regime suggested that a rapid acceleration of the foil to ultrarelativistic velocity could effectively stop the growth of the instability [23]. However, in the ultrarelativistic regime the duration of the laser-foil interaction is also considerably longer, because the laser pulse and the foil basically move with the same velocity, such that the interaction lasts for a time considerably longer than the laser pulse duration. Thus, the net effect of the growth of the RT instability is more appropriately analyzed as a function of the laser phase at the foil position \( \phi \) instead of time \( t \). For the above-considered fully ionized single species foil accelerated by a sin^2 laser field temporal profile, the RT
instability grows as \( \exp \Phi \) with [23]

\[
\Phi = 2\pi \int d\phi \left[ \frac{Z_m a^2(\phi) \lambda}{A m_u \zeta \lambda_m} \right]^{1/2} = \frac{\pi a_0^2 \tau}{\zeta} \sqrt{\frac{Z_m \lambda}{A m_u \lambda_m}},
\]

which implies \( \Phi \lesssim \pi \sqrt{\zeta} \tau \sqrt{Z_m / A m_u} \) for \( a_0 \lesssim \zeta \) and \( \lambda_m \sim \lambda \). By comparing Eqs. (2)-(3) with Eq. (5), it immediately follows that (i) an increase of ion energy per nucleon is necessarily accompanied by an increase of the growth of the RT instability, (ii) attaining larger ion energy with minimal RT instability development favors a larger \( Z/A \) ratio which is attained, e.g., by employing hydrogen instead of carbon, and (iii) for fixed laser fluence and foil parameters, a simultaneous increase of the laser intensity and decrease of the laser pulse duration mitigates RT instability.

Note that the above dependence on the laser pulse intensity and duration is opposite to what has been obtained above for the 1D dynamics, i.e., when no transverse effect exists. This opposite trend is confirmed by comparing 1D and 2D PIC simulations with the same parameters [see Figs. 1(a)-1(b)]. On one hand, these results suggest that an optimal region of laser pulse intensity and duration exists, where the foil acceleration is sufficiently adiabatic and transverse instabilities are sufficiently mitigated to maintain uniform RPA of the foil. On the other hand, it suggests that one needs to relax the relation between \( \zeta \) and \( \Phi \) in order to simultaneously increase the final ion energy while preserving the monochromatic spectral features of ideal LSA. This can be done by going beyond the simple LS model and by allowing more complex laser pulse and foil parameters.

### III. PIC SIMULATION RESULTS

#### A. Laser Pulse Duration-Intensity Relation

In order to test the above predictions on the relation between the laser pulse intensity and the laser pulse duration, we carried out 1D and 2D PIC simulations with the fully relativistic and fully parallel PIC code Smilei [47]. In all our simulations, the laser pulse is circularly polarized with \( \sin^2 \) temporal field envelope and \( \lambda = 0.8 \mu m \) wavelength. The considered duration of laser pulses is \( \Delta t = 5, 10, 20, 30 \) fs full width at half maximum (FWHM) of the pulse intensity with normalized laser amplitude \( a_0 \approx 71, 50, 35, 29 \), respectively. The above-mentioned laser pulse duration and field amplitude are chosen such that the laser pulse fluence is the same in all considered cases. The foil is initially composed of neutral carbon with thickness \( \ell = 0.056 A \). The foil is fully ionized by the laser pulse field at the beginning of the interaction, where its electron density reaches the maximum value of 400 \( n_e \). Note that the foil thickness is chosen to satisfy the optimal LSA condition \( a_0 \approx \zeta \) for \( a_0 \approx 71 \), such that \( a_0 \lesssim \zeta \) and the reflectivity is approximately unity in all considered cases.

In our 2D simulations the foil is initially flat, and the laser pulse is modeled as a plane wave. Thus, no finite size effect is present, and a direct comparison with 1D results is possible. To accurately resolve the plasma dynamics, in 2D the simulation box is \( 16 \lambda(x) \times 16 \lambda(y) \) with \( 16000(x) \times 16000(y) \) grid points, and 66 (400) particles-per-cell are used for ions (electrons when full ionization is reached). The same spatial resolution and particles-per-cell are used in the corresponding 1D simulations.

Figure 1(a) and Fig. 1(b) report the results obtained with 1D and 2D simulations, respectively. Figure 1(a) shows that the ion spectrum qualitatively improves with increasing laser pulse duration, with the ion energy per nucleon being in good agreement with the LS model prediction \( \varepsilon_u \approx 21 \) MeV. This occurs because the acceleration process is increasingly more adiabatic for longer duration and lower intensity. In fact, during the acceleration process the equilibrium between electrostatic force and radiation pressure leads to the cyclic acceleration of ion populations at the front surface of the foil, which results into the formation of loops in the ion phase space [38, 48]. For long and less intense pulses the momentum difference of these populations is small with the foil remaining compact. By contrast, for short and intense pulses the populations at the foil front are violently pushed forward and may even overshoot the foil consequently forming distinct separated energy populations as show in Fig. 1(a) for the 5 fs case. In addition, the larger \( a_0 \) for shorter pulses increases the laser pulse penetration into the foil resulting into increased electron heating, and also into a stronger effect of Coulomb explosion associated to the larger electron-ion spatial separation during acceleration.

Although the above 1D effects are still present in 2D simulations, in this case the foil is also subject to instabilities that result in transverse density modulations. Notably, these density modulations depend on the temporal envelope of the laser pulse (see below). In spite of the initial planar symmetry of the laser pulse and of the foil, Fig. 1(b) shows that 2D spectra are noticeably broader than the corresponding 1D spectra. In addition, in consistent with the expectation of stronger RT instability for longer duration pulses, a moderate improvement of the ion spectrum quality with decreasing laser pulse duration is visible for all cases. Remarkably, for the 5 fs duration case the ion spectrum is markedly improved and its features are much closer to those of the corresponding 1D simulation [see Fig. 1(b)]. This can be explained by noting that in almost all cases but the shorter duration pulse, \( \Phi \) is well above unity (\( \Phi > 3 \)), which implies that RT is saturated and fully in the nonlinear regime (see Tab. 1). Thus, strong transverse foil modulations with dense clumps separated by lower density regions have already formed, with the laser pulse penetrating and heating the electrons of the lower density regions [see Fig. 3(a)]. In this case, no compact foil is still present, such that the exact value of \( \Phi \) is no longer decisive for assessing the quality of the ion spectrum.
The above results on the relation between the laser pulse intensity and its duration imply that attaining relativistic energy per nucleon and high-quality ion beams in LSA requires smart techniques to suppress transverse instabilities and also non-adiabatic acceleration effects, simultaneously. In the following we consider two possible strategies, one based on laser pulse modulation, and the other one on optimal laser pulse-foil parameter matching.

### B. Train of short pulses

The first strategy consists in accelerating the foil with a train of short and intense laser pulses where, ideally, each single laser pulse of the train is such that $\Phi \ll 1$ for the considered foil parameters and, also, longitudinal non-adiabatic effects are subdominant. The rationale is that, in this case, foil density modulations induced by each laser pulse during RPA are sufficiently small that the electrons and ions of the foil can reorganize to re-establish quasi-neutrality and diffuse from the higher density regions to the lower density regions. This may result into foil ‘smoothing’, i.e., the density modulations induced during the acceleration phase are suppressed before the following laser pulse interacts with the foil. In practice, it might be difficult to obtain all the above conditions simultaneously. However, here we show that even when each laser pulse of the train is such that $\Phi \approx 2$ a substantial improvement of the ion energy spectrum is attainable compared to the single pulse case. We mention that ion acceleration with a train of two short and intense laser pulses has been already experimentally realized in the context of target normal sheath acceleration, where a significant spectral enhancement compared to the case of a single laser pulse with the same total energy was observed [49].

| $a_0$ (fs) | $\Delta \tau$ (fs) | $\Phi$ (MeV) | $\Delta \varepsilon_p$ (MeV) | $\Delta \varepsilon_p / \varepsilon_p$ |
|-----------|-----------------|-------------|------------------|------------------|
| 71        | 5               | 23          | 25.2             | 0.17             |
| 50        | 10              | 3.2         | 21.0             | 0.89             |
| 35        | 20              | 4.5         | 20.0             | 1.20             |
|           | $2 \times 10$   | 2.3($1^{st}$) | 15.3            | 0.17             |
| 29        | $3 \times 10$   | 5.5         | 19.0             | 1.37             |

**TABLE I.** Average ion energy per nucleon $\varepsilon_p$ within one FWHM energy range around the peak, FWHM of the ion peak $\Delta \varepsilon_p$ and relative energy spread $\Delta \varepsilon_p / \varepsilon_p$ from 2D PIC simulations of the interaction of a plane-wave laser pulse (train of 2 or 3 laser pulses) normalized amplitude $a_0$ and duration $\Delta \tau$ with a flat carbon foil with thickness $\ell = 0.056a$. The LS prediction of the ion energy per nucleon is 21 MeV, while the exponent of the RT instability growth $\Phi$ is given by Eq. 5.

FIG. 1. Ion energy spectrum per nucleon for an initially neutral carbon foil with thickness $\ell = 0.056a$ accelerated by a superintense laser pulse with duration $\Delta \tau = 5, 10, 20, 30$ fs and normalized amplitude $a_0 \approx 71, 50, 35, 29$, respectively. (a) 1D PIC results, (b) 2D PIC results.

FIG. 2. Ion energy spectrum per nucleon for an initially neutral carbon foil with thickness $\ell = 0.056a$ accelerated by (a) a single 20 fs (red line) and two 10 fs (blue line) laser pulses all with $a_0 \approx 35$, (b) a single 30 fs (red line) and three 10 fs (blue line) laser pulses all with $a_0 \approx 29$. 

FIG. 1. Ion energy spectrum per nucleon for an initially neutral carbon foil with thickness $\ell = 0.056a$ accelerated by a superintense laser pulse with duration $\Delta \tau = 5, 10, 20, 30$ fs and normalized amplitude $a_0 \approx 71, 50, 35, 29$, respectively. (a) 1D PIC results, (b) 2D PIC results.
In the following we report the results of 2D simulations for a ‘train’ of two and three identical 10 fs laser pulses and compare these results with those of a single 20 fs and 30 fs laser pulse, respectively. For each simulation, the \( \sin^2 \) shape, plane-wave transverse profile, total fluence and total duration as well as the peak intensity, or equivalently \( a_0 \), is the same for the train of pulses and for the single pulse. The foil and numerical parameters are the same as in previous simulations.

Figure 2(a) [Figure 2(b)] shows the ion spectra obtained with a single 20 fs (30 fs) pulse and with a train of two (three) 10 fs laser pulses. The average ion energy per nucleon is in all cases in agreement with the LS model prediction, but the quality of the spectrum is markedly improved in the case of a train of laser pulses. In particular, a sharp peak is present in the case of multiple pulses. The relative spectral width \( \Delta \varepsilon_p/\varepsilon_p \approx 0.17 \) (0.20) of the peak in the spectrum for the case of two (three) pulses of 10 fs is significantly smaller compared to \( \Delta \varepsilon_p/\varepsilon_p \approx 1.20 \) (1.37) for a single 20 fs (30 fs) laser pulse, as summarized in Table I. The fraction of accelerated ions is also larger for the case of a pulse train, where less ions are present at lower energies (see Fig. 2). Here \( \Delta \varepsilon_p \) is the FWHM of the peak in the ion spectrum and \( \varepsilon_p \) is the average ion energy per nucleon obtained averaging over \( \pm \Delta \varepsilon_p/2 \) around the peak.

More insights can be gained by considering the ion and electron dynamics during acceleration. Figure 3 displays snapshots of the carbon ion charge density both for a single 30 fs pulse [Figs. 3(a)-3(d)] and a train of three 10 fs pulses.
pulses [Figs. 3(e)-3(h)] at intervals of 5 $T$ starting from 15 $T$ after the laser-foil interaction begins. Note that the peak intensity of the single 30 fs pulse reaches the foil at approximately 15 $T$, while for the train of pulses this occurs three times at approximately 5 $T$, 15 $T$, and 25 $T$. Figure 3 shows that, both for the single and for the train of pulses, at 15 $T$ small scale filamentary structures followed by a denser modulated layer are present at the front of the foil. The presence of small scale modulations is further confirmed by considering the mean transverse electron $|\rho_e(y)|$ and ion $\rho_i(y)$ charge densities, which are obtained by averaging the charge distribution over a length corresponding to the thickness of the ion layer displayed in Fig. 3. Figure 4 displays $|\rho_e(y)|$ (blue line) and $\rho_i(y)$ (red line), while Fig. 5 reports the modulus of the Fourier transform of $\rho_i(y)$.

The formation of structures with scale $\lambda_m$ much smaller than the laser wavelength $\lambda$ indicates that kinetic instabilities dominate during the initial stage of acceleration [24, 26]. However, small scale modulations are later suppressed and smoothed as the laser is insensitive to structures much smaller than its wavelength due to diffraction. In fact, at later stages ($t > 25T$), modulations with scale comparable with $\lambda$ clearly dominate (see Fig. 5) as expected from RT instability [16, 23]. Note that the suppression of small scale structures with the dominance of $\lambda_m \sim \lambda$ modes occurs earlier in the case of a train of pulses than in the case of a single pulse and is also much more pronounced (see Figs. 3-5 for $t \geq 20T$). In fact, each of the pulses of the train accelerates the foil therefore creating an electron-ion charge separation and triggering instabilities. However, the induced foil modulations are relatively small for each pulse of the train compared to the single pulse case and, as the interaction with each pulse of the train finishes, the electrons and ions of the foil diffuse longitudinally and transversely to restore local charge neutrality. This diffusion process tends to suppress most of the previously generated small scale structures, while long scale modulations are less affected. Thus, the following pulse of the train interacts with a relatively homogeneous and quasi-neutral foil, which is effectively further accelerated by radiation pressure. This

FIG. 4. Transverse electron $|\rho_e|$ (blue line) and ion $\rho_i$ (red line) charge density averaged over the higher density ion layer (see Fig. 3) in units of $\rho_c = |e|n_c$. (a)-(d) single 30 fs pulse, (e)-(h) three 10 fs pulses.
sequential acceleration process is effective provided that no long scale pre-plasma has formed before each pulse interacts with the foil, such that the foil is sufficiently compact and its reflectivity remains nearly unity.

Finally, we consider the effect of increasing the number of laser pulses of the train with fixed total fluence and total duration. In this case each laser pulse of the train has the same peak amplitude $a_0$ as in previous simulations but smaller duration, such that $\Phi$ of each pulse decreases and transverse instabilities should be relatively suppressed. However, as discussed above, a sharp rise of the laser pulse intensity renders the acceleration process increasingly less adiabatic with the possible formation of multiple ion populations with different energies and increased electron heating. Figure 6 shows the ion energy spectrum per nucleon for a single 30 fs pulse (black line) and a train of three 10 fs pulses (blue line), four 7.5 fs pulses (green line), and six 5 fs pulses (red line) all with the same total fluence, peak intensity and total duration. Fig. 6 shows that increasing the number of laser pulses of the train reduces the number of ions at low energies and increases the total number of ions in the peak. However, the width of the peak does not reduce, and for the four 7.5 fs pulses the formation of a double peak is also observed, which is a signature of non-adiabatic acceleration. These results further confirm that high-quality spectral features are obtained when both transverse effects and non-adiabatic processes leading to the formation of multiple ion populations are suppressed.
FIG. 6. Ion energy spectrum per nucleon for an initially neutral carbon foil with thickness $\ell = 0.056\lambda$ accelerated by a single 30 fs (black line) laser pulse, a train of three 10 fs (blue line), four 7.5 fs (green line), and six 5 fs (red line) laser pulses. The normalized amplitude of each pulse is $a_0 \approx 29$.

1. Finite spot size effects

So far we have investigated the influence of transverse effects, mainly focusing on the dominant mode of RT instability, and of strong longitudinal gradients associated with non-adiabatic ion acceleration in the interaction of plane-wave laser pulses with flat foils. Naturally, in practice the laser pulse focal radius is of the order of a few micrometers, such that it is important to ascertain that the above findings also hold when finite spot size effects are present.

It is known that the finite size of the focal spot may result into foil deformation, and that this can be prevented either using more transversely uniform super-Gaussian profiles [33] or transversely modulated foils [34]. Here we show that by employing transversely fourth order super-Gaussian profiles, similar results as the plane-wave pulse can be obtained, such that our previous conclusions can be readily extended also to realistic finite spot size laser pulses. In our simulations, the laser has 8\(\lambda\) diameter FWHM of the intensity, while all the other laser, foil as well as numerical parameters are the same as in previous simulations but the computational box size, which was increased to 20\(\lambda(x) \times 16\lambda(y)\). Figure 7(a)-7(b) display the ion spectrum per nucleon for the train of two 10 fs [Figure 7(a)] and three 10 fs pulses [Figure 7(b)] both for a plane-wave pulse (red line) and for a super-Gaussian pulse (blue line), where only ions within 2\(\lambda\) diameter around the laser axis are considered. A similar spectrum is observed both for the plane-wave and for the super-Gaussian laser pulses, therefore confirming that for sufficiently uniform transverse laser profiles, finite spot size effects are subdominant.

FIG. 7. Ion energy spectrum per nucleon for an initially neutral carbon foil with thickness $\ell = 0.056\lambda$ accelerated by a train of plane-wave (PW) laser pulses (red line) and by a train of super-Gaussian (SG) laser pulses (blue line) with 8\(\lambda\) diameter. For the supergaussian case the reported spectrum corresponds to ions within 2\(\lambda\) diameter around the laser axis. (a) two 10 fs laser pulses, (b) three 10 fs laser pulses.

C. Optimal laser pulse-foil parameter matching

In the first part of our work we have shown that RPA with relatively long duration and low intensity laser pulses favors the suppression of longitudinal non-adiabatic effects. In sharp contrast, RPA with short duration and high intensity laser pulses favors the suppression of transverse effects. This opposite tendency has been confirmed by performing high-resolution 1D and 2D PIC simulations. In fact, for example, for the shorter considered duration $\Delta_t \approx 5$ fs and higher intensity $a_0 \approx 71$ laser pulse, the obtained 1D and 2D spectra show nearly the same features [see the black line in Fig. 1(a) and Fig. 1(b)]. On one hand, the similarity between 1D and 2D spectra indicates that transverse effects are strongly suppressed. On the other hand, the presence of two distinct and well-separated peaks in the ion spectrum indicates that the sharp growth of the laser intensity resulted into a stronger acceleration of the front part of the foil than its rear part. In fact, the front region of the foil undergoes hole-boring acceleration with normalized velocity [50]

$$\beta_{HB}(t) = \frac{v(t)_{HB}}{c} = \frac{\sqrt{B(t)}}{1 + \sqrt{B(t)}} \quad (6)$$

where $B(t) = I(t)/\rho c^3$. By contrast, at the beginning of the interaction $\beta_{LS}(t) \approx E(t) = 2 \int_0^t I(t') dt'/\rho \ell c^2$, where $\beta_{LS}(t)$ is the normalized light sail velocity. Thus, at the beginning of the interaction $\beta_{HB}(t) > \beta_{LS}(t)$ and the front part of the foil necessarily moves earlier and faster than the rear part of the foil until the condition $\beta_{LS}(t) \gtrsim \beta_{HB}(t)$ is reached. Thus, a sharp rise of the laser pulse
intensity creates a first ion population originating from the foil front with significantly larger energy than that of the remaining part of the foil.

In order to attain high-energy and high-quality ion beams, it is therefore critical to retain the suppression of transverse effects while simultaneously reducing non-adiabatic effects that lead to the generation of distinct ion populations with noticeably different energies. Here we propose to employ short and intense laser pulses for RPA of a double-layer foil made of two distinct ion species with parameters chosen to both suppress transverse effects and achieve a smooth transition from the hole-boring to the light-sail stage. The laser pulse is the same as above, with a plane-wave transverse spatial profile, \( \sin^2 \) temporal field envelope, \( a_0 \approx 71 \) and \( \Delta \tau \approx 5 \) fs. The numerical parameters are also the same as in the above-considered simulations. The foil has two layers, the first layer is made of initially neutral hydrogen with electron number density \( n_{eH} \approx 20 n_e \) (when ionized) and \( \ell_H = 0.64 \lambda \) thickness, while the second layer is made of initially neutral carbon with electron number density \( n_{eC} \approx 400 n_e \) (when fully ionized) and \( \ell_C = 0.025 \lambda \) thickness. For choosing the thickness of the first layer of the foil, the time \( t_m \) at which \( \beta_{LS}(t_m) \approx \beta_{HB}(t_m) \) was first determined assuming a hydrogen foil with normalized surface density \( \zeta = a_0 \) and solving Eq. (1) numerically. Then, the thickness of the foil was chosen to match the distance traveled by the hole-boring front in a time \( t_m \), i.e., \( \ell_H \approx c \int_{t_0}^{t_m} \beta_{HB}(t) \, dt \). Finally, the thickness of the second layer \( \ell_C \) was chosen such that \( \zeta = \pi (n_{eH} \ell_H + n_{eC} \ell_C) / n_e \lambda \approx a_0 \). The above-mentioned conditions are such that the first layer undergoes non-adiabatic effects with the formation of multiple ion populations whereas the second layer is nearly uniformly accelerated via the LS mechanism since \( \beta_{HB} \lesssim \beta_{LS} \) when the hole-boring front starts to interact with the second layer, also due to the fact that the second layer is denser than the first one.

Figure 8 reports the obtained carbon (red line, main panel) and hydrogen (green line, inset) spectrum from our 2D PIC simulations. Whereas the hydrogen spectrum is very broad with multiple separated peaks corresponding to multiple ion populations, the carbon spectrum is much more narrow than in the case of a single species foil \([\text{compare with the black line in Fig. 1(b)}]\) therefore indicating a strong suppression both of transverse and of longitudinal non-adiabatic effects. For carbon, the average ion energy per nucleon is \( \varepsilon_p \approx 33.5 \) MeV and the relative energy spread is \( \Delta \varepsilon_p / \varepsilon_p \approx 0.06 \). Notably, in addition to a substantial improvement of the quality of the carbon ion spectrum with respect to the single species foil case, here the obtained carbon energy per nucleon is larger than the prediction of the LS model \( (\varepsilon_p \approx 21 \) MeV). This occurs because, due to relativistic transparency, the laser pulse partially penetrates into the first layer, and consequently the mass of the foil that undergoes RPA acceleration is effectively smaller than that of the whole foil.

Note that foils made of two distinct but intermingled ion species were proposed to suppress RT instability, with the heavy ion species lagging behind and absorbing most of the effect of RT instability [36]. This is distinct from the case considered here, where suppression of transverse effects is essentially obtained by choosing short and intense laser pulses, and the two ions species are spatially separated, the first layer quenching longitudinal non-adiabatic effects and reducing the effective mass of the foil.

In conclusion, we have provided a method to suppress detrimental effects such as transverse instabilities and multiple ion population formation by employing short and intense laser pulses together with parameter matched double-layer foils. This allows to generate ion beams that simultaneously exhibit high-energy per nucleon and a high-quality quasi-monochromatic spectrum. Finally, we mention that further increase of the ion energy per nucleon and simultaneous improvement of the monochromatic features of the ion spectrum are attainable with hybrid schemes where the first RPA stage is followed by a second stage of energy selection and eventually further acceleration with a compact linac [51].
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