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Abstract. We complete the classification of Bost–Connes systems. We show that two Bost–Connes C*-algebras for number fields are isomorphic if and only if the original semigroups actions are conjugate. Together with recent reconstruction results in number theory by Cornelissen–de Smit–Li–Marcolli–Smit, we conclude that two Bost–Connes C*-algebras are isomorphic if and only if the original number fields are isomorphic.

1. Introduction

The Bost–Connes system \((A_K, \sigma_K, t)\) is a C*-dynamical system attached to a number field \(K\). A specific feature of this system is that its dynamics, in particular the behavior of its KMS-states, reflects the arithmetics of the original number field. For example, the set of extremal KMS-states at low temperature equips a free transitive action of the Galois group \(G_K^{ab}\). At high temperature there is a unique KMS-state. The critical temperature \(\beta = 1\) is nothing but the critical point of the Dedekind zeta function, which is the partition function of the Bost–Connes system.

After the pioneering work by Bost–Connes [3] in the case of \(\mathbb{Q}\), the generalization of this dynamical system to an arbitrary number field has been a leading problem in the study of Bost–Connes systems. It was completed after a 15-year effort by many mathematicians such as Ha–Paugam [9] (the definition of the Bost–Connes system), Laca–Larsen–Neshveyev [12] (the KMS-classification) and Yalkinoglu [19] (construction of the arithmetic subalgebra).

For the definition of the Bost–Connes system, one starts with an action of the semigroup \(I_K\) of integral ideals of \(K\) on a compact space \(Y_K\), which is defined by using the Artin reciprocity map in class field theory. It associates a groupoid \(G_K\) and the Bost–Connes C*-algebra \(A_K\) is the groupoid C*-algebra \(C^*_r(G_K)\). The \(\mathbb{R}\)-action \(\sigma_K\) is induced from the absolute norm function \(N: I_K \to \mathbb{R}_{\geq 0}\). See Section 2.1 for more details.

According to the philosophy of anabelian geometry, it is natural to expect that the Bost–Connes system remembers the original number field. More precisely, two Bost–Connes systems \(A_K\) and \(A_L\) have been conjectured to be isomorphic if and only if the number fields \(K\) and \(L\) are isomorphic. Indeed, as is mentioned above, the dynamics of the Bost–Connes system such as the KMS states recovers many of the arithmetics of the number field. For example, an isomorphism of Bost–Connes systems immediately induces a bijection between abelianized Galois groups. This problem was
first considered in [7] and recently a remarkable partial solution is given by Cornelissen, de Smit, Li, Marcolli and Smit in [5,6], where it is proved that the Bost–Connes semigroup actions $Y_K \triangleleft I_K$ and $Y_L \triangleleft I_L$ are conjugate if and only if $K$ is isomorphic to $L$.

Alongside these results, recent works by the second author [17,18] provide a new perspective on this problem: Even if we forget the $\mathbb{R}$-action $\sigma_{K,t}$, the underlying Bost–Connes C*-algebra $A_K$ has rich information. A key observation is that $A_K$ has the canonical structure of a C*-algebra over $2P_K$ (see Subsection 2.3 for more details). In particular, the main theorem of [18] clarifies that we can reconstruct the Dedekind zeta function of $K$ from the ordered $K_0$-group of irreducible sub-quotients without using the $\mathbb{R}$-action and KMS-states.

In this paper, we establish this idea in a complete way. Our main theorem is the following:

**Theorem 1.1.** Let $K$ and $L$ be number fields. The following are equivalent:

1. The semigroup actions $Y_K \triangleleft I_K$ and $Y_L \triangleleft I_L$ are conjugate.
2. The Bost–Connes groupoids $G_K$ and $G_L$ are isomorphic.
3. The Bost–Connes systems $(A_K, \sigma_{K,t})$ and $(A_L, \sigma_{L,t})$ are $\mathbb{R}$-equivariantly isomorphic.
4. The Bost–Connes C*-algebras $A_K$ and $A_L$ are isomorphic.
5. There is a bijection $\mathcal{P}_K \cong \mathcal{P}_L$ (which identifies $2P_K \cong 2P_L$) and an ordered $\text{KK}(2P_K)$-equivalence between $A_K$ and $A_L$.
6. There is a bijection $\mathcal{P}_K \cong \mathcal{P}_L$ and a family of ordered isomorphisms $\varphi^F : K_*(B^F_K) \to K_*(B^F_L)$

such that $\varphi^{F \cup \{p\}} \circ \partial^F_K = \partial^F_L \circ \varphi^F$ for any finite subset $F \subset \mathcal{P}_K \cong \mathcal{P}_L$.

Here we say that an isomorphism of $K_0$-groups is ordered if it gives a bijection of the positive cones (see for example [2, Section 6]). The precise meaning of (5) is that there is an invertible element in $\text{KK}(2P_K; A_K, A_L)$ ([11, Definition 4.1], see also [14, Definition 3.1]) which induces a family of ordered isomorphisms between filtered $K_0$-groups ([15, Definition 2.4]). The C*-algebra $B^F_K$ and the homomorphism $\partial^F_K$ are defined in Definition 2.11 and Definition 2.14 respectively.

The essential step is (6)$\Rightarrow$(1). For the proof, we essentially give a reconstruction procedure of the topological space $Y_K$ and the action of $I_K$ from the given K-theoretic data.

Combining Theorem 1.1 with recent results [5, Theorem 3.1] and [6, Theorem 3.1] mentioned above, we complete the classification of Bost–Connes systems and the underlying C*-algebras.

**Corollary 1.2.** Let two number fields $K$ and $L$ satisfy one of the equivalent conditions (1) - (6) in Theorem 1.1. Then, $K$ is isomorphic to $L$.

Theorem 1.1 can be viewed as not only a classification result of C*-algebras, but also a construction of an invariant of number fields. Actually, the implication (6)$\Rightarrow$(1) means that the family of ordered $K_*$-groups with boundary homomorphisms provides a complete invariant of number fields. It would be interesting to relate this invariant with other known invariants in number theory.
This paper is organized as follows. In Section 2, we revisit the global structure of the Bost–Connes semigroup action and Bost–Connes C*-algebra from the viewpoint of the valuation map. In Section 3, we give a reconstruction procedure of profinite completions of free abelian groups from the \( K \)-group of the crossed product. Finally, the proof of Theorem 1.1 is given in Section 4. In Appendix A, we introduce a more direct reconstruction of the profinite completion provided for the authors by Xin Li.
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2. Structure of the Bost–Connes semigroup actions

2.1. Preliminaries. First of all, we give a quick review of the definition of the Bost–Connes system and related objects. Throughout this paper, we write \( \mathbb{N} \) for the additive semigroup \( \{ n \in \mathbb{Z} \mid n \geq 0 \} \).

We start with some notational conventions in algebraic number theory. We basically follow the notations of [16]. For a commutative ring \( R \), we use the symbol \( R^* \) for the set of unit elements. For a family of locally compact spaces \( \{ X_i \}_{i \in I} \) and compact open subspaces \( Y_i \subset X_i \), the restricted direct product is defined to be

\[
\prod'_{i \in I} (X_i, Y_i) := \{ (x_i) \in \prod_{i \in I} X_i \mid x_i \notin Y_i \text{ for only finitely many } i \text{'s} \}.
\]

Let \( K \) be a number field with the integer ring \( \mathcal{O}_K \). We write \( \mathcal{P}_K \) for the set of prime ideals of \( \mathcal{O}_K \). Let \( I_K \) denote the set of nonzero integral ideals of \( K \), which forms a semigroup by the multiplication. By the unique prime factorization, it is isomorphic to the free abelian group with the basis \( \mathcal{P}_K \), i.e., \( I_K \cong \bigoplus_{p \in \mathcal{P}_K} \mathbb{P} \). Similarly, the group \( J_K \) of fractional ideals of \( K \) is isomorphic to the direct sum \( \bigoplus_{p \in \mathcal{P}_K} \mathbb{P} \).

For each \( p \in \mathcal{P}_K \), the corresponding local field \( K_p \) has the integer ring \( \mathcal{O}_p \) and the quotient \( K_p^*/\mathcal{O}_p^* \) is isomorphic to \( \mathbb{Z} \) through the valuation \( v_p \).

Let \( \hat{\mathcal{O}}_K \) denote the ring \( \prod_{p \in \mathcal{P}_K} \mathcal{O}_p \), let \( \hat{\mathbb{A}}_{K, f} \) denote the ring of finite adeles \( \prod'_{p \in \mathcal{P}_K} (K_p, \mathcal{O}_p) \) and set \( \hat{\mathbb{A}}_K^* := \hat{\mathbb{A}}_{K, f} \cap \hat{\mathcal{O}}_K \). A finite idele \( a \in \hat{\mathbb{A}}_{K, f}^* \) generates a fractional ideal \( (a) \in J_K \) and this correspondence induces an isomorphism \( \hat{\mathbb{A}}_{K, f}^*/\hat{\mathcal{O}}_K^* \cong J_K \). It restricts to an isomorphism \( \hat{\mathbb{A}}_K^*/\hat{\mathcal{O}}_K^* \cong I_K \).

The group \( \hat{\mathbb{A}}_{K, f}^* \) of finite ideles acts on \( \mathcal{O}_K^{ab} \) through the Artin reciprocity map

\[
\phi_K : \hat{\mathbb{A}}_{K, f}^* \to \mathcal{O}_K^{ab}.
\]
Let $\tilde{\phi}_K(g) := \phi_K(g)^{-1}$. The group $\mathbb{A}^*_K,f$ also acts on $\mathbb{A}^*_K,f$ by the multiplication, which is denoted by $\alpha$. Now, the product action $\alpha \times \tilde{\phi}_K$ of $\mathbb{A}^*_K,f$ onto $\mathbb{A}^*_K,f \times G^{ab}_K$ induces a $J_K$-action on the quotient space

$$X_K := \mathbb{A}^*_K,f \times G^{ab}_K = (\mathbb{A}^*_K,f \times G^{ab}_K)/(\alpha \times \tilde{\phi}_K)(\hat{\mathcal{O}}_K).$$

This action is explicitly written as $\alpha \cdot [b, \gamma] := [ba, \tilde{\phi}_K(a)^{-1} \gamma]$ for $b \in \mathbb{A}^*_K,f$ and $\gamma \in G^{ab}_K$, where $a$ is a finite idele with $a = (a)$. It restricts to an $I_K$-action on

$$Y_K := \hat{\mathcal{O}}_K \times G^{ab}_K \subset X_K.$$

The Bost–Connes groupoid attached to $K$ is the semigroup transformation groupoid

$$\mathcal{G}_K := Y_K \rtimes I_K.$$ 

More precisely, $\mathcal{G}_K$ is the subgroupoid of transformation groupoid $X_K \times J_K$ associated to the group action $X_K \lhd J_K$ (in the sense of [11] Example 5.6.3]) defined by

$$\mathcal{G}_K = \{(x, a) \in X_K \times J_K \mid x \text{ and } a \cdot x \text{ are in } Y_K\}.$$ 

Note that the target space $\mathcal{G}^0_K = Y_K$ is compact.

The Bost–Connes $C^*$-algebra is the associated groupoid $C^*$-algebra $A_K := C^*_\mathcal{G}_K$ (see for example [11] Section 5.6]). In other words, it is the corner subalgebra

$$A_K = 1_{Y_K}(C_0(X_K) \rtimes J_K)1_{Y_K}$$

of the crossed product $C_0(X) \rtimes J_K$, where $1_{Y_K} \in C_0(X_K)$ is the characteristic function on $Y_K$.

The dual action of the Pontrjagin dual group $\hat{J}_K \cong (\mathbb{R}/\mathbb{Z})^\infty$ on $C_0(X) \rtimes J_K$ has the property that its restriction to $C_0(X)$ is trivial. Hence it restricts to an action on $A_K$. The $\mathbb{R}$-action $\sigma_{K,t}$ on $A_K$ is defined as the composition of this $\hat{J}_K$-action with the dual homomorphism $\mathbb{R} \cong \hat{\mathbb{R}} \to \hat{J}_K$ of

$$-\log N_K(\cdot) : J_K \to \mathbb{R},$$

where $N_K$ is the absolute norm function. That is, $\sigma_{K,t}$ is determined by

$$\sigma_{K,t}(fu_a) = N_K(a)^{it}fu_a$$

for $t \in \mathbb{R}$, $f \in C(Y_K)$ and $a \in I_K$.

2.2. A decomposition of $Y_K$. In previous works [17, 19] of the second author, the structure of the closures of orbits of $\mathcal{G}_K$ were studied in order to determine the primitive ideal space $\text{Prim}(A_K)$. Here we revisit them from the viewpoint of the valuation maps.

Let $\mathbb{N}$ and $\mathbb{Z}$ denote $\mathbb{N} \cup \{+\infty\}$ and $\mathbb{Z} \cup \{+\infty\}$ with the order topology respectively. Let $Y_{\text{val}} := \mathbb{N}^p_K$, on which the semigroup $I_K \cong \bigoplus_{p \in \mathcal{P}_K} \mathbb{N}^p$ acts by the product action of $\mathbb{N} \lhd \mathbb{N}$. Similarly we define the $J_K$-space $X_{\text{val}} := \prod_{p \in \mathcal{P}_K}(\mathbb{Z}, \mathbb{N})$. Since the valuation $\nu_p : K_p \to \mathbb{Z}$ is invariant under the action by $\mathcal{O}^*_p$ on the domain, the composition

$$(\prod_{p \in \mathcal{P}_K} \nu_p) \circ \text{pr}_1 : \mathbb{A}^*_K,f \times G^{ab}_K \to X_{\text{val}},$$

is a valuation map on $Y_{\text{val}}$. Therefore the valuation maps on $Y_{\text{val}}$ and $Y_K$ are determined by $\mathbb{A}^*_K,f$ and $G^{ab}_K$ respectively.
where pr$_1$ denotes the projection onto the first factor, induces a $J_K$-equivariant proper continuous map val$_K : X_K \rightarrow X_{val}$. It restricts to an $I_K$-equivariant map $Y_K \rightarrow Y_{val}$.

The orbit space $X_{val}/J_K$ with the quotient topology is isomorphic to the power set $2^{P_K}$ with the power-cofinite topology (that is, the family of subsets of the form

$$U_F := \{ C \in 2^{P_K} \mid C \cap F = \emptyset \},$$

where $F$ runs over all finite subsets of $P_K$, forms an open basis of $2^{P_K}$ by the map

$$J_K : (n_p) \mapsto \{ p \in P_K \mid n_p = \infty \}.$$ 

This is because the power-cofinite topology is nothing but the product topology of $2 = \{ 0, 1 \}$ with the topology $\{ \emptyset, \{ 0 \}, 2 \}$.

For a subset $S \subset P_K$, we write $X^S_{val}$ for the orbit corresponding to the complement $S^c$. That is,

$$X^S_{val} := J_K \cdot x^S_0 \subset X_{val},$$

where

$$(x^S_0)_p = \begin{cases} 
0 & \text{if } p \in S, \\
+\infty & \text{if } p \notin S.
\end{cases}$$

We remark that the closure $\overline{X^S_{val}}$ is equal to the union $\bigsqcup_{S' \subset S} X^{S'}_{val}$, which corresponds to the fact that $\{ S^c \} = \{ C \in 2^{P_K} \mid S^c \subset C \} \subset 2^{P_K}$.

The stabilizer subgroup of $x^S_0$ is

$$J^K_S := \bigoplus_{p \notin S} p^\mathbb{Z} \subset J_K$$

and the fiber $\text{val}^{-1}_K(x^S_0)$ is canonically isomorphic to

$$G^K_S := G^{ab}_K/(\prod_{p \notin S} O^*_p),$$

on which $J^K_S$ acts by multiplication through the homomorphism

$$\tilde{\phi}^S_K : J^K_S \rightarrow G^K_S,$$

induced from the restriction of $\tilde{\phi}_K$ to the subgroup $K_{1,f} \cap \prod_{p \notin S}(K_p, O_p)$. For example, $G^K_0$ is isomorphic to the narrow class group $Cl^1_K := J_K/P^1_K$ (where $P^1_K := \{(k) \in J_K \mid k \in K^*_+ \}$) and $\phi^0_K : J_K \rightarrow Cl^1_K$ is equal to the quotient.

Now, we use a canonical choice of a complement

$$J_{K,S} := J^K_{S^c} = \bigoplus_{p \in S} p^\mathbb{Z}$$

of $J^K_S$. Then, $J_K \cong J^K_S \times J_{K,S}$ and $J_{K,S}$ acts on $X^K_S$ freely. Therefore, the subspace

$$X^K_S := \text{val}^{-1}_K(X^K_{val}) = \left( \prod_{p \in S} O^*_p \times \prod_{p \notin S} \{ 0 \} \right) \times \tilde{\phi}^S_K G^{ab}_K \subset X_K$$
(afterwards $X^K_S$ is often identified with the space $(\prod_{p \in S} \mathcal{O}_p^2) \times \hat{\mathcal{O}}_K \mathcal{G}^{ab}_K$) is $J_K$-equivariantly isomorphic to $J_{K,S} \times G^K_S$ on which $J_K$ acts by multiplication through
\[
\text{id}_{J_{K,S}} \times \hat{\phi}_K^S : J_{K,S} \times J_K \to J_{K,S} \times G^K_S.
\]
Indeed, the identification $\eta^K_S : J_{K,S} \times G^K_S \to X^K_S$ is explicitly given by
\[
(\eta^K_S(a, \gamma) := [a^S_0 \cdot a, \phi_K(a)^{-1} \gamma]) \in K_*^{*} \times \hat{\mathcal{O}}_K \mathcal{G}^{ab}_K,
\]
where $a \in K_*^{*}$ with $(a) = a$ and $\gamma \in \mathcal{G}^{ab}_K$ is a lift of $\gamma \in G^K_S$. Here we write $a^S_0$ for the finite adele determined by $(a^S_p)_p = 1$ for $p \in S$ and $(a^S_p)_p = 0$ for $p \notin S$.

In summary, we get the following.

**Lemma 2.2.** There is a bijection
\[
\eta^K : \bigcup_{S \subset P_K} \bigcup_{S \subset P_K} (J_{K,S} \times G^K_S) \to X^K.
\]
Moreover, it restricts to a bijection between $\bigcup_{S \subset P_K} I_{K,S} \times G^K_S$ and $Y_K$, where $I_{K,S} := \bigoplus_{p \in S} \mathfrak{p}^{-1}$.

Next we describe the topology on $Y_K$ and each $Y^K_K$ in terms of the above decomposition. For $S \subset S' \subset P_K$, let
\[
q^{S',S}_K : \left( \prod_{p \in S'} \mathcal{O}_p \right) \times \hat{\mathcal{O}}_K \mathcal{G}^{ab}_K \to \left( \prod_{p \in S} \mathcal{O}_p \right) \times \hat{\mathcal{O}}_K \mathcal{G}^{ab}_K
\]
denote the surjection induced from the projection $\prod_{p \in S'} \mathcal{O}_p \to \prod_{p \in S} \mathcal{O}_p$. Then, by (2.1), the composition
\[
\theta^{S',S}_K := (\eta^K_S)^{-1} \circ q^{S',S}_K \circ \eta^K_S : I_{K,S'} \times G^{S'}_K \to I_{K,S} \times G^K_S
\]
is written as
\[
\theta^{S',S}_K(ab, \gamma) = (a, \phi_K^S(b)^{-1} \cdot \pi^{S',S}_K(\gamma))
\]
for $a \in I_{K,S'}$ and $b \in I_{K,S'} \cap I^K_K$, and $\gamma \in G^K_S$. Here $\pi^{S',S}_K : G^{S'}_K \to G^K_K$ denotes the projection.

For $T \subset S \subset P_K$, we define the map $\Theta_T$ from $\bigcup_{S' \subset S} I_{K,S'} \times G^{S'}_K$ to the one-point compactification $(I_{K,T} \times G^{T}_K)^+ = I_{K,T} \times G^{T}_K \cup \{\ast\}$ by
\[
\Theta_T|_{I_{K,T} \times G^{T}_K} = \begin{cases} 
\theta^{S',T}_K & \text{if } T \subset S', \\
c_* & \text{otherwise,}
\end{cases}
\]
where $c_*$ denote the constant map to $\ast$.

**Lemma 2.4.** Let $S \subset P_K$. The bijection $\eta^K$ in Lemma 2.2 gives rise to a homeomorphism between $Y^K_K$ and $\bigcup_{S' \subset S} I_{K,S'} \times G^{S'}_K$ with the weakest topology such that $\Theta_T$ is continuous with respect to the usual topology of $I_{K,T} \times G^{T}_K$ for each $T \subset P_K$.

**Proof.** We write $Z^{S'}_K$ for the set $\bigcup_{S' \subset S} I_{K,S'} \times G^{S'}_K$ with the topology given in the statement of the lemma. Note that $Z^{S'}_K$ is Hausdorff because its topology is induced from the inclusion $\prod_T \Theta_T$. The composition $\Theta_T \circ \eta^{-1}_K : Y^K_K \to
(I_{K,T} \times G^T_K)^+ is continuous because it is the composition of \( q_K^{S,T} : Y_K^S \rightarrow Y_K^T \) with the collapsing map \( Y_K^T \rightarrow (Y_K^T)^\ast \). That is, \( \eta_K \) gives a continuous bijection from \( Y_K^S \) to \( Z^S_K \), which is actually a homeomorphism because \( Y_K^S \) is compact and \( Z^S_K \) is Hausdorff.

For a finite subset \( F \subset P_K \), the structure of the \( J_K \)-space \( X_F^K \), that is, the homomorphism \( \phi_K^F : J_K^F \rightarrow G^F_K \) is well understood in class field theory.

**Lemma 2.5.** Let \( F \) be a finite subset of \( P_K \).

1. The group \( G^F_K \) is an extension of the narrow class group \( C^1_K \) by a quotient of the group \( \prod_{p \in F} O^\ast_p \).
2. The homomorphism \( \phi_K^F \) factors through an isomorphism
   \[
   \lim_{m \in I_{K,F}} J_K^F / P^m_K \rightarrow G_K^F,
   \]
   where \( I_{K,F} \equiv \mathbb{N}^F \) is equipped with the product partial order and
   \[
   P^m_K := \{(k) \in J_K \mid k \in K^\ast \text{ such that } k \equiv 1 \text{ modulo } m \}.
   \]

**Proof (cf. [13 Proposition 1.1]).** Let \( K_\infty := \prod_{p(\infty)} K_p \) be the completion at all infinite places and let \( K^\infty \) be the connected component of \( K_\infty \). Then, the Artin reciprocity map gives an isomorphism \( \mathbb{A}_K \simeq K^\ast \mathbb{A}_K \rightarrow G^b_K \), where \( \mathbb{A}_K := \mathbb{A}_K / K^\ast \).

We write as \( O^{(0)}_p := O^\ast_p \) and \( O^{(n)}_p := (1 + p^n) \) for \( n \geq 1 \). For \( m \in I_K \), let \( U_f(m) := \prod_p O^{(m)}_p \) and \( U^m := U_f(m) \rightarrow K^\ast \). Then, since \( U^m \) is an open subgroup of \( \mathbb{A}_K \), we get
\[
G_K^F \simeq \mathbb{A}_K / K^\ast K_\infty \big( \prod_{p \in F} O^\ast_p \big) \simeq \lim_{m \rightarrow \infty} \mathbb{A}_K / K^\ast K_\infty U_f(m) \simeq \lim_{m \rightarrow \infty} \mathbb{A}_K / K^\ast U^m.
\]

The right hand side is by definition isomorphic to the projective limit \( \varprojlim_{m \rightarrow \infty} C_K / C^m \) (see [16 Definition VI.1.2, Definition VI.1.7]), which is isomorphic to \( \varprojlim_{m \rightarrow \infty} J_K^F / P^m_K \) by [10 Proposition VI.1.9]. These isomorphisms are all \( J_K \)-equivariant by construction.

Now, (1) follows from (2) because \( G_K^F / \phi_K (\prod_{p \in F} O^\ast_p) \simeq G^0_K \) is isomorphic to \( C^1_K \).

Finally we get the following reconstruction of the Bost–Connes semigroup action \( Y_K \sim I_K \).

**Proposition 2.6.** Let \( K \) and \( L \) be number fields. Let us fix a bijection \( \chi : P_K \rightarrow P_L \) and write \( j_K : J_K \rightarrow J_L \) and \( j^F_K : J^F_K \rightarrow J^F_L \) for the induced isomorphisms. Assume that there is a family of isomorphisms \( \phi^F_K : G^F_K \rightarrow G^F_L \) for any finite subset \( F \subset P_K \) such that the diagrams
\[
\begin{align*}
J^F_K & \xrightarrow{\phi^F_K} G^F_K \\
\downarrow j^F_K & \uparrow \phi^F_L \\
J^F_L & \xrightarrow{\phi^F_L} G^F_L
\end{align*}
\]
commute. Then, there is a homeomorphism \( \Psi : Y_K \rightarrow Y_L \) such that \( (\Psi, j_K) \) gives rise to a conjugate of semigroup actions \( Y_K \sim I_K \) and \( Y_L \sim I_L \).
Proof. In the proof, we omit $\chi$ and use the same symbol $F$ for its image in $\mathcal{P}_L$ for simplicity of notation. First, consider the diagram

$$
\begin{array}{c}
J^F_K \xrightarrow{\phi^F_K} G^E_K \xrightarrow{\pi^E_K} G^E_K \\
J^F_L \xrightarrow{\phi^F_L} G^E_L \xrightarrow{\pi^E_L} G^E_L
\end{array}
$$

(2.8)

for finite subsets $E \subset F$ of $\mathcal{P}_K$, where $\pi^E_K$ denotes the quotient $G^E_K \to G^E_K$. Then the left square commutes by assumption. The large outer square also commutes because it is a restriction of (2.7) to subgroups $J^F_K$ and $J^F_L$. Since $\phi^F_K$ has a dense image, the right square also commutes.

Recall that $\theta^F_{K,E}$ is written in (2.3) by using only $\phi^F_K$ and $\pi^E_K$. Therefore, by the commutativity of (2.7) and (2.8), the diagram

$$
\begin{array}{c}
I^F_{K,F} \times G^F_K \xrightarrow{j^F_K \times \phi^E_K} I^F_{L,F} \times G^F_L \\
\downarrow \quad \downarrow \\
I^E_{K,E} \times G^E_K \xrightarrow{j^E_K \times \phi^E_K} I^E_{L,E} \times G^E_L
\end{array}
$$

commutes. Hence the map

$$
\Psi_F := \bigsqcup_{E \subset F} j^E_K \times \Phi^E_K: \bigsqcup I^E_{K,E} \times G^E_K \to \bigsqcup I^E_{L,E} \times G^E_L
$$

is a homeomorphism from $\overline{Y^F_K}$ to $\overline{Y^F_L}$ by Lemma 2.4. Moreover, each $\Psi_F$ and $j_{\chi}$ gives rise to a conjugacy of $Y^F_K \curvearrowright I_K$ and $Y^E_L \curvearrowright I_L$.

Now we get a homeomorphism $\Psi: Y^F_K \to Y^E_L$ as the projective limit of $\Psi_F$’s. Indeed, $Y^F_K$ is the projective limit $\varprojlim F Y^F_K$ by the connecting maps $\sigma^F_{K,E} := \bigsqcup_{E \subset F} \theta^E_F, F \cap E$, where $F$ runs over all finite subsets of $\mathcal{P}_K$. Since each $\sigma^F_{K,E}$ is $I_K$-equivariant, the pair $(\Psi, j_{\chi})$ gives rise to a conjugate of $Y^F_K \curvearrowright I_K$ and $Y^E_L \curvearrowright I_L$. □

2.3. Subquotients of $A_K$. Here we observe how the decomposition given in Subsection 2.2 is reflected to the structure of the Bost–Connes C*-algebra $A_K$. Throughout this paper, we use the symbol $\varphi \times \Gamma: A \times \Gamma \to B \times \Gamma$ for the $\ast$-homomorphism between (reduced) crossed product C*-algebras induced from a $\Gamma$-equivariant $\ast$-homomorphism $\varphi: A \to B$.

As is proved in [13] Proposition 3.17, there is a continuous surjection

$$
\psi_K: \text{Prim}(A_K) \to X_{\text{val}}/J_K \cong 2^{\mathcal{P}_K},
$$

that is, $A_K$ has a canonical structure of the C*-algebra over $2^{\mathcal{P}_K}$ in the sense of [11] (see also [14] Definition 2.3)]. This map is characterized by the property that the pull-back of a $J_K$-invariant open subset $U$ of $X_{\text{val}}$ corresponds to the ideal

$$
A_K(U) := 1_y_K(C_0(\text{val}^{-1}_K(U)) \rtimes J_K)1_y_K
$$

of $A_K$. 


This \( \psi_K \) is an intrinsic structure of the C*-algebra \( A_K \) in the following sense.

**Lemma 2.9.** Let \( K \) and \( L \) be number fields. Assume that there is an isomorphism \( \varphi: A_K \to A_L \). Then, there is a bijection \( \chi: \mathcal{P}_K \to \mathcal{P}_L \) such that the diagram

\[
\begin{array}{ccc}
\text{Prim}(A_K) & \xrightarrow{(\varphi^{-1})^*} & \text{Prim}(A_L) \\
\downarrow \psi_K & & \downarrow \psi_L \\
2^{\mathcal{P}_K} & \xrightarrow{\chi} & 2^{\mathcal{P}_L}
\end{array}
\]

commutes. That is, \( \varphi: A_K \to A_L \) is a \( * \)-isomorphism over \( 2^{\mathcal{P}_K} \).

**Proof.** Let \( \text{Prim}_2(A) \) denote the set of second maximal primitive ideals in the sense of [18, Definition 3.9]. It is proved in [18, Proposition 3.11] that \( \text{Prim}_2(A_K) \subset \text{Prim}(A) \) is a locally compact Hausdorff space and its connected components are in one-to-one correspondence with the elements of \( \mathcal{P}_K \). More precisely, there is a locally constant map 

\[
\tilde{\psi}_K: \text{Prim}_2(A_K) \to \mathcal{P}_K
\]

such that \( \psi_K(P) = \{ \tilde{\psi}_K(P) \}^c \in 2^{\mathcal{P}_K} \). Therefore, we get a bijection

\[
\chi: \mathcal{P}_K \xrightarrow{\tilde{\psi}_K^{-1}} \pi_0(\text{Prim}_2(A_K))) \xrightarrow{(\varphi^{-1})^*} \pi_0(\text{Prim}_2(A_L)) \xrightarrow{\tilde{\psi}_L^{-1}} \mathcal{P}_L.
\]

Moreover, this choice of \( \chi \) makes the above diagram commute because for any \( P \in \text{Prim}(A) \) we have 

\[
\psi_K(P) = \{ \tilde{\psi}_K(Q) | Q \in \text{Prim}_2(A), P \subset Q \}^c \in 2^{\mathcal{P}_K},
\]

which follows from [18, Proposition 3.6]. \( \square \)

Similarly, the C*-algebra

\[
A_{val} := 1_{Y_{val}}(C_0(X_{val}) \rtimes J_K)1_{Y_{val}}
\]

also has the structure of a C*-algebra over \( 2^{\mathcal{P}_K} \) which is characterized by

\[
A_{val}(U) = 1_{Y_{val}}(C_0(U) \times J_K)1_{Y_{val}}
\]

for any \( J_K \)-invariant open subset \( U \subset X_{val} \). Note that it is isomorphic to the tensor product of infinite copies of the Toeplitz algebra \( T := 1_N(C_0(\mathbb{Z}) \rtimes \mathbb{Z})1_N \). Moreover, the \( * \)-homomorphism

\[
\text{val}_K := \text{val}_K \rtimes J_K: C_0(X_{val}) \rtimes J_K \to C_0(X_K) \rtimes J_K
\]

gives rise to a \( * \)-homomorphism from \( A_{val} \) to \( A_K \), for which we use the same symbol \( \text{val}_K \). It maps \( A_{val}(U) \) to \( A_K(U) \) for any open subset \( U \subset 2^{\mathcal{P}_K} \), that is, it is a \( * \)-homomorphism over \( 2^{\mathcal{P}_K} \).

Next we relate the structure of a C*-algebra over \( 2^{\mathcal{P}_K} \) on \( A_K \) with the decomposition in Lemma 2.2. Following the terminology in [13], we say that a subset of \( 2^{\mathcal{P}_K} \) of the form \( U \setminus V \), where \( U, V \) are open subsets of \( 2^{\mathcal{P}_K} \), is locally closed. For a locally closed subset \( Z = U \setminus V \) of \( 2^{\mathcal{P}_K} \), we associate a subquotient

\[
A_K(Z) := A_K(U)/A_K(U \cap V)
\]
of \( A_K \), which is independent of the choice of such \( U \) and \( V \) and has the structure of a C*-algebra over \( Z \). In particular, for a locally closed subset \( Z \) and an open subset \( U \) of \( 2^P_K \), we get an exact sequence

\[
0 \to A_K(Z \cap U) \to A_K(Z) \to A_K(Z \setminus U) \to 0.
\]

Recall that \( \{S\} = \{T \in 2^P_K \mid S \subset T \} \) for \( S \subset P_K \). For a finite subset \( F \subset P_K \),

\[
\{F^c\} = \left( \bigcap_{E \subseteq F} \{E^c\} \right) \setminus \{F^c\}
\]
is a locally closed subset.

**Definition 2.11.** We define the C*-algebras

\[
B_K^F := A_K(\{F^c\}) = 1_{Y_K}(C_0(X_K^F) \times J_K)^{1_{Y_K}},
\]

\[
B_{val}^F := A_{val}(\{F^c\}) = 1_{Y_{val}}(C_0(X_{val}^F) \times J_K)^{1_{Y_{val}}}.
\]

The C*-algebras \( B_K^F \) and \( B_{val}^F \) will play the role of composition factors of \( A_K \) and \( A_{val} \) respectively. Note that \( B_{val}^F \) is canonically isomorphic to the tensor product of \( C^*_F J_K^F \) with the compact operator algebra \( \mathbb{K}(\ell^2(J_{K,F})) \).

Moreover, since \( \text{val}_K \) is a *-homomorphism over \( 2^P_K \), we get a *-homomorphism

\[
\text{val}_K^F : B_{val}^F \to B_K^F.
\]

**Lemma 2.12.** Let \( B_K^F := C(G_K^F) \times J_K^F \). Then, there is an isomorphism

\[
\xi_K^F : B_K^F \to B_K^F \otimes \mathbb{K}(\ell^2(I_{K,F})),
\]
such that \( \xi_K^F \circ \text{val}_K^F = (\pi_K^F \times J_K^F) \otimes \text{id} \), where \( \pi_K : G_K^F \to \text{pt} \) is the projection.

**Proof.** The isomorphism \( \xi_K^F \) is given by the restriction of

\[
\eta_K^F \times J_K : C_0(X_K^F) \times J_K^F \to C_0(J_{K,F} \times G_K^F) \times J_K \cong (C(G_K^F) \times J_K) \otimes \mathbb{K}(\ell^2(J_{K,F}))
\]
to the subalgebra \( B_K^F \), where \( \eta_K^F : J_K^F \times G_K^F \to X_K^F \) is the map given in (2.11).

The second claim follows from \( \text{val}_K^F \circ \eta_K^F = \text{id} \times \pi_F \). \( \square \)

For a finite subset \( F \subset P_K \) and \( p \in F^c \), let \( F_p := F \cup \{p\} \). Then, the two-point subset

\[
\{F^c, F_p^c\} = \left( \bigcap_{E \subseteq F} \{E^c\} \right) \setminus \{F_p^c\}
\]
is locally closed. We apply (2.10) for \( Z = \{F^c, F_p^c\} \) and \( U := \overline{\{F_p^c\}} \) to get exact sequences

\[
0 \to B_{val}^F \to A_K(\{F^c, F_p^c\}) \to B_K^F \to 0,
\]

\[
0 \to B_{val}^F \to A_{val}(\{F^c, F_p^c\}) \to B_{val}^F \to 0.
\]

Note that \( A_K(\{F^c, F_p^c\}) \) and \( A_{val}(\{F^c, F_p^c\}) \) are explicitly written as

\[
A_K(\{F^c, F_p^c\}) \cong 1(C_0(X_K^F \cup X_K^F) \times J_K)1,
\]

\[
A_{val}(\{F^c, F_p^c\}) \cong 1(C_0(X_{val}^F \cup X_{val}^F) \times J_K)1,
\]
where $X^F_K \cup X^F_{K_{val}}$ (resp. $X^F_{val} \cup X^F_{val}$) is equipped with the topology as an open subset of $X^F_K$ (resp. $X^F_{val}$) and 1 is the constant function on $Y^F_K$ (resp. $Y^F_{val}$).

**Definition 2.14.** We write

$$\partial^{F,p}_K : K_*(B^F_K) \to K_{*+1}(B^F_K),$$

for the boundary homomorphism associated to the exact sequences (2.13).

**Remark 2.15.** Since $X^F_{val} \cup X^F_{val}$ is identified with the subspace

$$\left( \prod_{q \in F} Z \right) \times Z^+ \times \left( \prod_{q \notin F_p} \{ \infty \} \right) \subset \left( \prod_{q \in F} Z^+ \right) \times Z^+ \times \left( \prod_{q \notin F_p} Z^+ \right) \cong X_{val},$$

the second exact sequence in (2.13) is isomorphic to the tensor product of $C^*_rJ^F_K \otimes \mathbb{K}(\ell^2(J_{K,F}))$ with the Toeplitz extension

$$0 \to \mathbb{K}(\ell^2(p^N)) \to T \to C^*_r(p^2) \to 0.$$ 

Therefore, $\partial^{F,p}_{val}$ is given by the Kasparov product with the KK$_{1}$-class $[T] \in$ KK$_{1}(C^*(p^2), \mathbb{C})$ represented by the Toeplitz extension. (Recall that an extension of C*-algebras determines an element of the KK$_{1}$-group. A basic reference is [2 Section 18].)

Finally, we discuss the use of KK($\mathfrak{X}$)-theory in the study of the Bost–Connes C*-algebra. Here we omit the detail of KK($\mathfrak{X}$)-theory [11] (see also [14] and [1]) and only remark the following two points. First, for two C*-algebras $A, B$ over a topological space $\mathfrak{X}$, a *-homomorphism over $\mathfrak{X}$ from $A$ to $B$ gives an element of KK($\mathfrak{X}; A, B$). Second, an element $\varphi \in$ KK($\mathfrak{X}; A_K, A_L$) induces a family of homomorphisms

$$\varphi_{Z,*} : K_*(A(Z)) \to K_*(B(Z))$$

for any locally closed subsets $Z \subset \mathfrak{X}$ such that the diagrams

$$\begin{array}{ccc}
K_*(A(Z \setminus W)) & \longrightarrow & K_*(A(Z)) \\
\downarrow \varphi_{(Z \setminus W)_*} & & \varphi_{Z,*} \\
K_*(B(Z \setminus W)) & \longrightarrow & K_*(B(Z))
\end{array}$$

$$\begin{array}{ccc}
K_*(A(W)) & \longrightarrow & K_{*+1}(A(Z \setminus W)) \\
\varphi_{W,*} & & \\
K_*(B(W)) & \longrightarrow & K_{*+1}((B(Z \setminus W))
\end{array}$$

commute for any closed subset $W \subset Z$ ([14] Definition 2.4, see also [1 Proposition 3.2.1]). Note that a KK($\mathfrak{X}$)-equivalence given by a *-isomorphism over $\mathfrak{X}$ is ordered, that is, each of the induced isomorphism $\varphi_{Z,*}$ gives a bijection between positive cones $K_0(A(Z))_+ \cong K_0(B(Z))_+$.

We apply this commutativity for the exact sequences (2.13). First, since $val_{K}$ is a *-homomorphism over $2^F_K$, the induced homomorphisms

$$val^{F}_{K,*} : K_*(B_{val}) \to K_*(B^F_K)$$
make the diagrams

\[
\begin{array}{c}
K_*(B^F_{val}) \xrightarrow{\partial^K_{F,p}} K_{*+1}(B^F_{val}) \\
\downarrow \text{val}^F_{K,*} \quad \downarrow \text{val}^F_{K,*} \\
K_*(B^F_{K}) \xrightarrow{\partial^K_{F,p}} K_{*+1}(B^F_{K})
\end{array}
\]

(2.16)

commute. Second, if \( A_L \) is regarded as a C*-algebra over \( 2^P_K \) by a fixed identification \( \chi : P_K \rightarrow P_L \) and there is an KK(\( 2^P_K \))-equivalence \( \varphi \in \text{KK}(2^P_K; A_K, A_L) \), then it gives a family of isomorphisms

\[
\varphi^F : K_*(B^F_K) \rightarrow K_*(B^F_L(\chi))
\]

such that the diagrams

\[
\begin{array}{c}
K_*(B^F_K) \xrightarrow{\partial^K_{F,p}} K_{*+1}(B^F_K) \\
\downarrow \varphi^F \quad \downarrow \varphi^F_p \\
K_*(B^F_L(\chi)) \xrightarrow{\partial^K_{F,p}(\chi)} K_{*+1}(B^F_L(\chi))
\end{array}
\]

(2.17)

commute for each finite subset \( F \subset P_K \). Given the \(*\)-isomorphism \( \varphi : A_K \rightarrow A_L \) and \( \chi \) given in Lemma 2.9, we have such a KK(\( 2^P_K \))-equivalence. We remark that the discussion in this paragraph shows \((4) \Rightarrow (5) \Rightarrow (6)\) of Theorem 1.1.

3. RECONSTRUCTING PROFINITE COMPLETIONS FROM K-THEORY OF THE CROSSED PRODUCT C*-ALGEBRA

In this section we study C*-algebras of the form \( C(G) \rtimes \Gamma \), where \( \Gamma \) is a countable free abelian group and \( G \) is its profinite completion. Our goal is to show that its K-group remembers the completion, that is, the homomorphism \( \Gamma \rightarrow G \). For simplicity of notation, we use the same symbol \( \pi \) for quotients of compact abelian groups when the domain and range are specified.

Throughout this paper, for a C*-algebra \( A \) we use the symbol \( K_*(A) \) for the \( \mathbb{Z}/2\)-graded group \( K_0(A) \oplus K_1(A) \). The tensor product of \( K_\ast \)-groups is also taken in the category of \( \mathbb{Z}/2 \)-graded abelian groups.

Let \( \mathcal{N} \) be a set of rational prime numbers. A group \( G \) is a \( \text{pro-} \mathcal{N} \) group if it is a projective limit of finite groups whose orders are factorized as a product of primes in \( \mathcal{N} \). A \( \text{pro-} \mathcal{N} \) completion of a discrete group \( \Gamma \) is a \( \text{pro-} \mathcal{N} \) group \( G \) equipped with a group homomorphism \( f : \Gamma \rightarrow G \) whose image is dense in \( G \). In other words, \( G \) is a projective limit of finite quotients \( \Gamma/\Gamma_n \) of \( \Gamma \), where \( \Gamma_n \) is a decreasing sequence of normal subgroups of \( \Gamma \) such that \( [\Gamma : \Gamma_n] \) is factorized as a product of primes in \( \mathcal{N} \). We remark that we do not assume that the homomorphism \( f \) is injective. For example, the quotient \( f : \Gamma \rightarrow \Gamma/\Pi \) is a \( \text{pro-} \mathcal{N} \) completion if \( [\Gamma : \Pi] \) is factorized as the product of primes in \( \mathcal{N} \).

Hereafter we deal with a finitely generated \( \text{pro-} \mathcal{N} \) completion of a countable free abelian group. We say that a profinite group \( G \) is finitely generated
if it is topologically finitely generated, that is, there is a finite family of elements of $G$ spanning a dense subgroup. For a set $\mathcal{N}$ of rational prime numbers, $\mathbb{Z}[\mathcal{N}^{-1}]$ denotes the smallest subring of $\mathbb{Q}$ containing $p^{-1}$ for all $p \in \mathcal{N}$ and $M[\mathcal{N}^{-1}]:= M \otimes_{\mathbb{Z}} \mathbb{Z}[\mathcal{N}^{-1}]$ for an abelian group $M$.

**Lemma 3.1.** Let $\mathcal{N}$ be a set of rational prime numbers and let $G$ be a finitely generated pro-$\mathcal{N}$ group. Then, $G$ is decomposed as the product $\prod_{p \in \mathcal{N}} G_p$ such that each $G_p$ is isomorphic to $\mathbb{Z}_{p}^{d_p} \times F_p$ for $d_p \in \mathbb{Z}_{>0}$ and a finite $p$-group $F$.

**Proof.** We use the notation $\mathcal{N}|n$ for $p|n$ for all $p \in \mathcal{N}$. The group $G$ is canonically regarded as a finitely generated module over the ring

$$\lim_{\mathcal{N}|n} \mathbb{Z}/n\mathbb{Z} \cong \prod_{p \in \mathcal{N}} \mathbb{Z}_{p^n}.$$ 

Let $1_{\mathbb{Z}_p}$ denote the unit of $\mathbb{Z}_p$, which is an idempotent in $\bigoplus p_{\mathbb{Z}_p}$ and set $G_p := 1_{\mathbb{Z}_p} \cdot G$. Then $G \cong \bigoplus G_p$ and each $G_p$ is a finitely generated $\mathbb{Z}_p$-module. Hence we get the conclusion by the structure theorem for finitely generated modules over a PID (principal ideal domain). \hfill $\Box$

We represent the order of profinite groups by using supernatural numbers like $|G| = \prod p^{l_p}$, where $l_p = \log_p |F_p|$ if $d_p = 0$ and $l_p = \infty$ if $d_p \geq 1$.

**Lemma 3.2.** Let $F$ be a finite subset of $\mathcal{P}_K$. Then, there is a finite set $\mathcal{N}_F$ of rational prime numbers such that $\phi^F_K: J^F_K \to G^F_K$ is a pro-$\mathcal{N}_F$ completion.

**Proof.** For a prime $p \in \mathcal{P}_K$ over a rational prime number $p$, the group $U_p^{(1)}$ of principal units of $K_p$ is a pro-$p$ group and the quotient $\mathcal{O}_p^* / U_p^{(1)}$ is finite (see for example [16] Proposition II.5.3]). Let $\mathcal{N}_p$ denote the union of $\{p\}$ with the set of prime numbers dividing $|\mathcal{O}_p^* / U_p^{(1)}|$. Then, $\mathcal{O}_p^*$ is a pro-$\mathcal{N}_p$ group. Let $\mathcal{N}_F$ denote the union of $\bigcup_{p \in F} \mathcal{N}_p$ with the set of prime numbers dividing $h^1_K := |\mathbf{Cl}_K^1|$. Then $G^F_K$ is a pro-$\mathcal{N}_F$ group by Lemma 2.5 (1). Moreover, the map $\phi^F_K$ has dense image by Lemma 2.5 (2). \hfill $\Box$

### 3.1. $K$-groups of $C(G) \rtimes \Gamma$

For the calculation of $K_*(C(G) \rtimes \Gamma)$, we start with the case that $G$ is finite, that is, $G \cong \Gamma/\Pi$ for a finite index subgroup $\Pi$.

First of all, we review a special case of Green’s imprimitivity theorem [8, Theorem 17]. Let $\sigma$ denote the regular representation of $\Gamma$ to $\ell^2(\Gamma/\Pi)$. Recall that

$$C(\Gamma/\Pi) \rtimes \Gamma \cong \text{span}(C(\Gamma/\Pi) \otimes 1) \cdot ((\sigma \otimes \text{id})(C^*_r \Gamma))$$

$$\subset \mathbb{K}(\ell^2(\Gamma/\Pi)) \otimes C^*_r \Gamma.$$ 

We write $\kappa$ for this inclusion. Let $p \in C(\Gamma/\Pi)$ be the support function on $0 \in \Gamma/\Pi$. Then the $*$-homomorphism

$$j := p \otimes \text{id}_{C^*_r \Gamma}: C^*_r \Gamma \to \mathbb{K}(\ell^2(\Gamma/\Pi)) \otimes C^*_r \Gamma$$

bijets the subalgebra $C^*_r \Gamma$ onto the full corner $p(C(\Gamma/\Pi) \rtimes \Gamma)$. Consequently, $j_0 := j|_{C^*_r \Gamma}$ induces the isomorphism $K_*(C^*_r \Gamma) \cong K_*(C(\Gamma/\Pi) \rtimes \Gamma)$. 


Lemma 3.3. Let $\Gamma$ and $\Pi$ be as above. Let $\iota: C^*\Pi \to C^*_r \Gamma$ denote the inclusion, let $\pi: \Gamma/\Pi \to \Pi$ denote the quotient and let $\pi^* \times \Gamma: C \rtimes \Gamma \to C(\Gamma/\Pi) \rtimes \Gamma$ denote the induced $*$-homomorphism. Then, the composition
\[ \iota_* \circ (j_0)_*^{-1} \circ (\pi^* \times \Gamma)_*: K_*(C^*_r \Gamma) \to K_*(C^*_r \Pi) \]
is multiplication by $[\Gamma : \Pi]$. In particular, $(\pi^* \times \Gamma)_*$ is injective.

Proof. By definition $j_*$ gives a canonical identification of $K_*(C^*_r \Gamma)$ with $K_*(K(\ell^2(\Gamma/\Pi)) \otimes C^*_r \Gamma)$. Since $j \circ \iota = \kappa \circ j_0$, we get
\[ j_* \circ (\iota_* \circ (j_0)_*^{-1} \circ (\pi^* \times \Gamma)) = \kappa_* \circ (\pi^* \times \Gamma)_* = (\sigma \otimes \text{id}_{C^*_r \Gamma})_* . \]

Since $\sigma$ is homotopic to the trivial representation onto the $[\Gamma : \Pi]$-dimensional vector space $\ell^2(\Gamma/\Pi)$ (because $\hat{\Gamma}$ is connected), the right hand side is multiplication by $[\Gamma : \Pi]$. \hfill \Box

Next, we give a more explicit calculation of the $K$-group. It is well-known in topological $K$-theory that there is a canonical isomorphism between $K_*(C^*_r \Gamma) \cong K^*(\hat{\Gamma})$ and the exterior algebra $\Lambda^* \Gamma$ (actually, this is an isomorphism as Hopf algebras). Here, each element of $\Gamma$ is of odd degree, that is, $K_0(C^*_r \Gamma) \cong \Lambda^{\text{even}} \Gamma$ and $K_1(C^*_r \Gamma) \cong \Lambda^{\text{odd}} \Gamma$. In the context of $K$-theory of $C^*$-algebras, this isomorphism is understood in terms of the Kasparov product in the following way. First, the $K$-group of the $C^*$-algebra of the free abelian group generated by a single element $v$ is
\[ K_*(C^*_r (Zv)) \cong Z[1] \oplus Z\beta_v \cong \Lambda^* (\beta_v), \]
where the Bott element $\beta_v \in K_1(C^*_r (Zv))$ is represented by the unitary $u_v$. For an independent family of elements $v_1, \ldots, v_k \in \Gamma$, the Kasparov product determines the element
\[ \beta_{v_1} \otimes \ldots \otimes \beta_{v_k} \in K_*(\bigotimes_i C^*_r (Zv_i)) \cong K_*(C^*_r (\bigoplus_i Zv_i)). \]

We use the same letter for its image in $K_*(C^*_r \Gamma)$. By choosing a basis $\{v_i\}_i$ of $\Gamma$, we get the homomorphism
\[ \Lambda^* (\beta_{v_1}, \beta_{v_2}, \ldots) \ni \beta_{v_1} \wedge \ldots \wedge \beta_{v_k} \mapsto \beta_{v_1} \otimes \ldots \otimes \beta_{v_k} \in K_*(C^*_r \Gamma), \]
which is well-defined by the graded commutativity of the Kasparov product \cite[Theorem 5.6]{10}. It is actually an isomorphism due to the Künneth formula (recall that the Künneth homomorphism $K_*(A) \otimes K_*(B) \to K_*(A \otimes B)$ is nothing but the Kasparov product as above). We canonically identify the left hand side with $\Lambda^* \Gamma$ by the correspondence $v \mapsto \beta_v$. For a rank $k$ free abelian group equipped with an orientation, the element
\[ \beta_\Sigma := \beta_{v_1} \otimes \ldots \otimes \beta_{v_k} \in K_*(C^*_r \Sigma) \]
is independent of the choice of an oriented basis $\{v_i\}_i$ and generates $\Lambda^k \Sigma \cong Z$. Hereafter, we use the same symbol $\beta_\Sigma$ for its image in $K_*(C^*_r \Gamma)$ if $\Sigma$ is an oriented direct summand (that is, a direct summand with a fixed orientation) of $\Gamma$.

Lemma 3.5. Let $\Pi$ be a finite index subgroup of $\Gamma$. Through the isomorphism $K_*(C^*_r \Gamma) \cong \Lambda^* \Gamma$, the homomorphism $\iota_* : K_*(C^*_r \Pi) \to K_*(C^*_r \Gamma)$ is identified with the inclusion $\Lambda^* \Pi \to \Lambda^* \Gamma$. 

Proof. When $\Gamma = \mathbb{Z}^v$ and $\Pi = n\mathbb{Z}^v$, the statement can be checked directly. Actually, $\iota_*([1]) = [1]$, and $\iota_*((\beta_n)_v) = (\beta_n)_v = n(\beta_v)_v$. For general $\Gamma$ and $\Pi$, let us choose a basis $\{v_i\}_i$ of $\Gamma$ such that $\Pi = \bigoplus n_i\mathbb{Z}v_i$. Now the claim follows from the functoriality of the Künneth isomorphism. \hfill $\Box$

In particular, $\iota_*$ is an isomorphism after tensoring with $\mathbb{Z}[\mathcal{N}^{-1}]$ if $[\Gamma : \Pi]$ is factorized as primes in $\mathcal{N}$. Together with Lemma 3.3, we can see that so is $(\pi^* \rtimes \Gamma)_* : K_*(C^*_{\Gamma} \G) \to K_*(C^*_{\Gamma/\Pi} \rtimes \Gamma)$.

Now we go back to the study of the K-group of $C^*_{\G} \rtimes \Gamma$ for general $\G$.

**Lemma 3.6.** Let $\Gamma$ be a countable free abelian group, let $\varphi : \Gamma \to G$ be a pro-$\mathcal{N}$ completion and let $\pi : G \to \text{pt}$ denote the quotient. Then, $(\pi^* \rtimes \Gamma)_* : K_*(C^*_{\Gamma}) \to K_*(C^*_{\G} \rtimes \Gamma)$ is an isomorphism after tensoring with $\mathbb{Z}[\mathcal{N}^{-1}]$.

**Proof.** Since $C^*_{\G} \rtimes \Gamma$ is isomorphic to the inductive limit $\lim_{\to} C^*_{\Gamma_k} \rtimes \Gamma$, it follows from the above observations. \hfill $\Box$

Lemma 3.6 means that the K-group of $C^*_{\G} \rtimes \Gamma$ determines an intermediate subgroup

$$\bigwedge^* \Gamma \subset K_*(C^*_{\G} \rtimes \Gamma) \subset \bigwedge^* \Gamma[\mathcal{N}^{-1}].$$

(3.7)

Here we simply write $\bigwedge^* \Gamma[\mathcal{N}^{-1}]$ for $(\bigwedge^* \Gamma)[\mathcal{N}^{-1}] = \bigwedge^* (\Gamma[\mathcal{N}^{-1}])$. In the following subsections, we observe that this data has rich information, enough to reconstruct the pro-$\mathcal{N}$ completion $f : \Gamma \to G$. Hereafter we often regard $K_*(C^*_{\G} \rtimes \Gamma)$ as a subgroup of $\mathbb{Q}\Gamma$ and omit the homomorphism $(\pi^* \rtimes \Gamma)_*$ for simplicity of notations.

**Definition 3.8.** Let $\Gamma$ be a countable free abelian group and let $f : \Gamma \to G$ be a profinite completion of $\Gamma$. For $k \in \mathbb{Z}_{>0}$, we write

$$K^f_k(\G) := K_*(C^*_{\G} \rtimes \Gamma) \cap \bigwedge^n \mathbb{Q}\Gamma.$$  

We remark that Lemma 3.3 means that

$$K^f_n(\G) = \frac{1}{[\Gamma : \Pi]} \cdot \bigwedge^n \Pi$$  

as subgroups of $\bigwedge^n \mathbb{Q}\Gamma$ because the composition

$$K^f_n(\G) \xrightarrow{\approx} \bigwedge^n \Pi \xrightarrow{\pi^* \rtimes \Gamma} \bigwedge^n \Gamma$$

restricts to the standard inclusion $\bigwedge^n \Gamma \to \bigwedge^n \mathbb{Q}\Gamma$. Therefore, for a general profinite completion $\G = \lim_{\leftarrow} \Gamma/\Gamma_k$, we get

$$K^f_n(\G) = \bigcup_{k=1}^{\infty} \frac{1}{[\Gamma : \Gamma_k]} \cdot \bigwedge^n \Gamma_k.$$  

(3.10)

In particular, we get a direct sum decomposition

$$K_*(C^*_{\G} \rtimes \Gamma) = \bigoplus_n K^f_n(\G).$$
3.2. Reconstructing pro-$p$ completions. We start with the case that $\mathcal{N} = \{p\}$. Hereafter, we use the following symbol: for an element $x$ of an abelian group $M$, we define the supernatural number $\delta(x, M) = \prod p^{b_p(x,M)}$ to be

$$l_p(x, M) := \sup\{l \in \mathbb{Z}_{>0} \mid x \in p^k M \} \in \mathbb{Z}_{>0} \cup \{\infty\}.$$  

The following lemma is a direct consequence of Lemma 3.3

**Lemma 3.11.** Let $f: \Gamma \to G$ be a pro-$p$ completion of a countable free abelian group. Let $\Sigma$ be an oriented rank $d$ direct summand of $\Gamma$. Then

$$\delta(\beta_{\Sigma}, K_{\Gamma}^d(G)) = |G/\overline{f(\Sigma)}|.$$  

**Proof.** Let $\{\Gamma_k\}_k$ be a decreasing sequence of subgroups of $\Gamma$ such that $f$ factors through an isomorphism $\varprojlim \Gamma_k \to G$. By (3.10), we have

$$\delta(\beta_{\Sigma}, K_{\Gamma_k}^d(G)) = \sup_k \delta(\beta_{\Sigma}, K_{\Gamma_k}^d(G)).$$  

On the other hand, $|G/\overline{f(\Sigma)}|$ is is equal to the supremum of $|\Gamma/(\Gamma_k + \Sigma)|$. Hence the proof of the lemma is reduced to the case that $G = \Gamma/\Pi$.

Let us choose an oriented basis $v_1, \ldots, v_d$ of $\Sigma$ such that $\Sigma \cap \Pi = \bigoplus n_i \mathbb{Z} v_i$. We remark that $\Sigma \cap \Pi$ is a direct summand of $\Pi$. By Lemma 3.3, $\iota_*(j_0)^{-1} \circ (\pi_s \rtimes \Gamma)_s(\beta_\Sigma)$ coincides with

$$[\Gamma : \Pi] \beta_{v_1} \wedge \cdots \wedge \beta_{v_n} = \frac{[\Gamma : \Pi]}{n_1 \cdots n_d} \beta_{n_1 v_1} \wedge \cdots \wedge \beta_{n_d v_d} = \frac{[\Gamma : \Pi]}{n_1 \cdots n_d} \iota_*(\beta_{\Sigma \cap \Pi}).$$

and hence

$$(j_0)_*^{-1} \circ (\pi_s \rtimes \Gamma)(\beta_\Sigma) = \frac{[\Gamma : \Pi]}{n_1 \cdots n_d} \beta_{\Sigma \cap \Pi}.$$  

Since $\delta(\beta_{\Sigma \cap \Pi}, \bigwedge^d \Pi) = 1$, we get

$$\delta(\beta_\Sigma, K_{\Gamma_k}^d(\Gamma/\Pi)) = \delta((j_0)_*^{-1} \circ (\pi_s \rtimes \Gamma)(\beta_\Sigma), \bigwedge^d \Pi) = \frac{[\Gamma : \Pi]}{n_1 \cdots n_d} \frac{[\Sigma : \Sigma \cap \Pi]}{[\Sigma : \Pi]} = \frac{|\Gamma/(\Pi + \Sigma)|}{|\Gamma/\Pi|}.$$  

$\square$  

**Lemma 3.12.** Let $\Gamma$ be a free abelian group and let $f: \Gamma \to G$ be a pro-$p$ completion such that $G \cong \mathbb{Z}_p$. Then, $f$ factors through the isomorphism

$$\varprojlim_{k \to \infty} \Gamma/(\Gamma \cap p^k K_{\Gamma}^1(G)) \to G.$$  

**Proof.** Since

$$G \cong \varprojlim_{k \to \infty} G/p^k G \cong \varprojlim_{k \to \infty} \Gamma/\overline{f^{-1}(p^k G)},$$

it suffices to show that $\Gamma \cap K_1^1(G) = f^{-1}(p^k G)$.

We show that $x \in p^k K_1^1(G)$ if and only if $f(x) \in p^k G$ for $x \in \Gamma$. Without loss of generality we may assume $\delta(x, \Gamma) = 1$ because $\delta(p^k x, K_1^1(G)) = p^k \delta(x, K_1^1(G))$. Lemma 3.11 implies that

$$\delta(\beta_x, K_1^1(G)) = |G/\overline{f(p^k x)}|.$$
Recall that a closed subgroup $f(\mathbb{Z}x)$ of $G \cong \mathbb{Z}_p$ is of the form $p^kG$ for some $l \geq 0$. Now we get the conclusion because $p^k$ divides $|G/f(\mathbb{Z}x)|$ if and only if $f(x) \in p^kG$. \[ \Box \]

For $d \in \mathbb{Z}_{>0}$, let $S_d(\Gamma, G)$ denote the set of oriented rank $d$ direct summands $\Sigma$ of $\Gamma$ such that there exists $x \in \Gamma \setminus \Sigma$ with $\delta(\beta_x \wedge \beta_{\Sigma}, K_{\Gamma}^{d+1}(G)) = 1$. Note that such $x$ satisfies $\delta(x, \Gamma) = 1$ and hence $\mathbb{Z}x \oplus \Sigma$ is also a direct summand of $\Gamma$. By the fundamental theorem of finitely generated modules over a PID and Lemma 3.11, an oriented direct summand $\Sigma$ is in $S_d(\Gamma, G)$ if and only if $G/f(\Sigma)$ is a singly generated $\mathbb{Z}_p$-module.

For an oriented rank $d$ direct summand $\Sigma$ of $\Gamma$, let $\beta_\Sigma \wedge \cdot$ denote the endomorphism on $\Lambda^d \Gamma[p^{-1}]$ taking the exterior product with $\beta_{\Sigma}$. In particular, it induces a homomorphism from $\Gamma[p^{-1}] \cong \Lambda^d \Gamma[p^{-1}]$ to $\Lambda^{d+1} \Gamma[p^{-1}]$.

**Lemma 3.13.** Let $\Gamma$ be a free abelian group, $G := \mathbb{Z}^d_p$ and let $f : \Gamma \to G$ be a pro-$p$ completion. Set

$$ \Gamma_k := \Gamma \cap \bigcap_{\Sigma \in S_{d-1}(\Gamma, G)} (\beta_\Sigma \wedge \cdot)^{-1}(p^k K_{\Gamma}^{d}(G)). $$

Then, $f$ factors through the isomorphism $\lim_k \Gamma/\Gamma_k \cong G$.

**Proof.** For $\Sigma \in S_{d-1}(\Gamma, G)$, let $G_\Sigma := G/f(\Sigma)$ and let $f_\Sigma$ denote the composition of $f$ with the quotient $G \to G_\Sigma$. Note that $G_\Sigma$ is isomorphic to $\mathbb{Z}_p$ since the $\mathbb{Z}_p$-rank of $G_\Sigma$ is equal to 1 and $G_\Sigma$ is singly generated.

We claim that

$$ (\beta_\Sigma \wedge \cdot)^{-1}(K_{\Gamma}^{d}(G)) = K_{\Gamma}^{d}(G_\Sigma). $$

Indeed, Lemma 3.11 implies that

$$ \delta(\beta_x \wedge \beta_{\Sigma}, K_{\Gamma}^{d}(G)) = |G/f(\Sigma \oplus \mathbb{Z}x)| = |G_\Sigma/f(\mathbb{Z}x)| = \delta(\beta_x, K_{\Gamma}^{d}(G_\Sigma)) $$

for $x \in \Gamma \setminus \Sigma$ with $\delta(x, \Gamma) = 1$ and $\delta(\beta_x, K_{\Gamma}^{d}(G_\Sigma)) = p^\infty$ for $x \in \Sigma$.

Now $f_\Sigma$ factors through the isomorphism

$$ \lim_k \Gamma \cap (\beta_\Sigma \wedge \cdot)^{-1}(p^k K_{\Gamma}^{d}(G)) \to G_\Sigma $$

by Lemma 3.12. Hence the direct product

$$ \prod \Sigma \in S_{d-1}(\Gamma, G) G_\Sigma $$

factors through an injection $\lim_k \Gamma/\Gamma_k \to \prod G_\Sigma$.

For the proof of the lemma, it suffices to show that the product of projections $G \to \prod G_\Sigma$ is injective. Since $f$ has dense image, there is a finite family $\{v_1, \ldots, v_d\}$ of elements of $\Gamma$ such that $\{f(v_1), \ldots, f(v_d)\}$ forms a free basis of the $\mathbb{Z}_p$-module $G$. Now, $\Sigma_i := \bigoplus_{j \neq i} \mathbb{Z} v_j$ for $i = 1, \ldots, d$ satisfies $\Sigma_i \in S_{d-1}(\Gamma, G)$ and $G \to \prod_i G_{\Sigma_i}$ is injective. \[ \Box \]

**Lemma 3.14.** Let $\Gamma$ be a free abelian group and let $f : \Gamma \to G$ be a pro-$p$ completion such that $G$ is finitely generated. Let $F$ denote the torsion subgroups of $G$.

(1) Let $d$ be the minimal integer such that $K_{\Gamma}^{d}(G)$ is a proper subgroup of $\Lambda^d \Gamma[p^{-1}]$. Then, it is equal to the rank of $G$. 

(2) Let $\Lambda$ be an oriented rank $d$ direct summand of $\Gamma$ minimizing $\delta(\beta_\Lambda, K^d_\Gamma(G))$ and set $H := f(\Lambda)$. Then, $G/H$ is isomorphic to $F$. In particular, $N := \delta(\beta_\Lambda, K^d_\Gamma(G))$ is equal to $|F|$.

(3) The subgroup

$$\Pi := \{x \in \Gamma \mid N^{-1}\beta_x \wedge \beta_\Lambda \in K^{d+1}_\Gamma(G)\}$$

is equal to $f^{-1}(H)$.

(4) Under the identification $\wedge^*\Pi \cong \wedge^*\Gamma$ induced from the inclusion $\Pi \to \Gamma$, we get

$$K^*_\Pi(H) = N \cdot K^*_\Gamma(G).$$

Consequently, $S_d(\Pi, H)$ consists of oriented direct summands $\Sigma$ of $\Pi$ such that there exists $x \in \Pi$ with $\delta(\iota_*(\beta_x \wedge \beta_\Sigma), K^d_\Gamma(G)) = p^N$ for any direct summand $\Sigma$ of the rank less than $d$.

In fact, this choice of $\Lambda$ actually minimizes $\delta(\beta_\Lambda, K^d_\Gamma(G))$ as in the statement of (2). This follows from the fact that the order of the quotient of $G$ by any free subgroup of the same rank divides $|F|$. Now (2) follows from Lemma 3.11.

Next we show (3). Let $\pi: G \to G/H$ denote the quotient. It is obvious that both $\Pi$ and $f^{-1}(H)$ contain $\Lambda$. On the other hand, for $x \in \Gamma \setminus \Lambda$ with $x = p'y$ and $y \in \Gamma$, $y \cap \Lambda = 1$, we have

$$\delta(\beta_x \wedge \beta_\Lambda, K^{d+1}_\Gamma(G)) = p^d \delta(\beta_y \wedge \beta_\Lambda, K^{d+1}_\Gamma(G)) = p^d |G/f(\mathbb{Z}y \oplus \Lambda)| = p^d |F/(\pi \circ f(y))|$$

by Lemma 3.11. The right hand side is equal to $|F| = N$ if and only if the order of $f(y)$ divides $p^d$, that is, $f(x) = 0$.

Finally, (4) immediately follows from (3.10) as

$$K^*_\Gamma(G) = \bigcup_{k=1}^{\infty} \frac{1}{[\Gamma : \Gamma_k]} \cdot \wedge^* \Gamma_k$$

$$= \frac{1}{[\Gamma : \Pi]} \bigcup_{k=1}^{\infty} \frac{1}{[\Pi : \Gamma_k]} \cdot \wedge^* \Gamma_k$$

$$= N^{-1} K^*_\Pi(H),$$

if we choose $\{\Gamma_k\}$ as $\Gamma_1 = \Pi$. □

**Theorem 3.15.** Let $f: \Gamma \to G$, $d$, $\Lambda$, $N$ and $\Pi$ be as in Lemma 3.14. Set

$$\Pi_k := \Pi \cap \bigcap_{\Sigma \in S_{d-1}(\Pi, H)} (\beta_\Sigma \wedge \cdot)^{-1}(p^k N \cdot K^d_\Gamma(G)).$$

Then, $f$ factors through an isomorphism $\varprojlim \Gamma/\Pi_k \to G$.

**Proof.** By construction, $H$ is a free $\mathbb{Z}_p$-module. Therefore, $f: \Pi \to H$ factors through the isomorphism $\varprojlim \Pi/\Pi_k \to H$ by Lemma 3.13 and Lemma 3.14 (4). The result follows because $G = \Gamma \times \Pi H$. □
Corollary 3.16. Let $\Gamma$ be a free abelian group, let $f_i: \Gamma \to G_i$ ($i = 1, 2$) be two pro-$p$ completions such that $G_i$ are finitely generated and let $\pi_i: G_i \to \text{pt}$ denote the quotient. Suppose that we have the isomorphism

$$\varphi: K_*(C(G_1) \rtimes \Gamma) \to K_*(C(G_2) \rtimes \Gamma)$$

such that $\varphi \circ (\pi_1^* \rtimes \Gamma)_* = (\pi_2^* \rtimes \Gamma)_*$. Then, there is a group isomorphism $\Phi: G_1 \to G_2$ such that $\Phi \circ f_1 = f_2$.

Proof. The assumption means that $K^*_\Gamma(G_1) = K^*_\Gamma(G_2)$ as intermediate subgroups of $\Lambda^*\Gamma \subset \Lambda^*\mathbb{Q}\Gamma$. It is checked in Lemma 3.14 that all the data $d$, $N$, $\Pi$ and $S_{d-1}(\Pi, H)$ used to define the decreasing sequence $\{\Pi_k\}$ depend only on the intermediate subgroup $\Lambda^*\Gamma \subset K^*_\Gamma(G) \subset \Lambda\mathbb{Q}\Gamma$. Therefore we get isomorphisms $\hat{f}_i: \lim\limits_{\rightarrow} \Gamma/\Pi_k \to G_i$ and $\Phi := \hat{f}_2 \circ \hat{f}_1^{-1}$ is the desired isomorphism.

3.3. Reconstructing pro-$\mathcal{N}$ completions. Let $\mathcal{N}$ be a subset of prime numbers and let $f: \Gamma \to G$ be a pro-$\mathcal{N}$ completion such that $G$ is finitely generated. By Lemma 3.11 the group $G$ is decomposed as $G_{p_1} \times \cdots \times G_{p_k}$. For $p \in \mathcal{N}$, let $\pi_p: G \to G_p$ be the projection.

Lemma 3.17. For $p \in \mathcal{N}$, the subgroup $K^*_\Gamma(G) \cap \bigwedge^*\Gamma[1/p]$ of $\bigwedge^*\mathbb{Q}\Gamma$ is equal to $K^*_\Gamma(G_p)$.

Proof. Let $\mathcal{N}_p := \mathcal{N} \setminus \{p\}$. Since $K^*_\Gamma(G_p)$ is included in $K^*_\Gamma(G) \cap \Gamma[1/p]$, it suffices to show that the inclusion $K^*_\Gamma(G_p) \subset K^*_\Gamma(G)$ induces an isomorphism after tensoring with $\mathbb{Z}[\mathcal{N}_p^{-1}]$. Moreover, by (3.10) it is enough to consider the case that $G = \Gamma/\Pi$. Let $\Pi_p$ be the subgroup of $\Gamma$ such that $\Gamma/\Pi_p \cong G_p$, that is, $[\Gamma : \Pi_p]$ is a power of $p$ and $p$ does not divide $[\Pi_p : \Pi]$. Then $\Pi_p[\mathcal{N}_p^{-1}] = \Pi[\mathcal{N}_p^{-1}]$ and hence

$$K^*_\Gamma(G)[\mathcal{N}_p^{-1}] = \left(\frac{1}{[\Gamma : \Pi_p]^{\bigwedge^*\Pi_p}}[\mathcal{N}_p^{-1}] = \frac{\mathcal{N}_p^{-1}}{[\Gamma : \Pi_p]^{\bigwedge^*\Pi_p}}[\mathcal{N}_p^{-1}] = K^*_\Gamma(G_p)[\mathcal{N}_p^{-1}].$$

Corollary 3.18. Let $f_i: \Gamma_i \to G_i$ ($i = 1, 2$) be two pro-$\mathcal{N}$ completions of free abelian groups and let $\pi_i: G_i \to \text{pt}$ denote the quotient. Suppose that we have an isomorphism $F: \Gamma_1 \to \Gamma_2$ and

$$\varphi: K_*(C(G_1) \rtimes \Gamma) \to K_*(C(G_2) \rtimes \Gamma)$$

such that the diagram

$$\begin{CD}
K_*(C_\Gamma^*\Gamma_1) @>{(\pi_1^* \rtimes \Gamma_1)_*}>> K_*(C(G_1) \rtimes \Gamma_1) \\
@| @VV\varphi V \\
K_*(C_\Gamma^*\Gamma_2) @>{(\pi_2^* \rtimes \Gamma_2)_*}>> K_*(C(G_2) \rtimes \Gamma_2)
\end{CD}$$

commutes. Then, there is a group isomorphism $\Phi: G_1 \to G_2$ such that $\Phi \circ f_1 = f_2 \circ F$. 

Proof. First, by replacing $f_2$ with $f_2 \circ F$, we may assume that $\Gamma = \Gamma_2$ and $F = \text{id}$ without loss of generality. For $p \in \mathcal{N}$ and $i = 1, 2$, let $\pi_{i,p} : G_i \to (G_i)_p$ denote the quotient. By Lemma 3.17, $\varphi$ induces an isomorphism $\varphi_p : K_1^1(G_{1,p}) \cong K_1^1(G_{2,p})$ such that $(\pi_{1,p} \times \Gamma)_* \circ \varphi_p = (\pi_{2,p} \times \Gamma)_*$. We apply Corollary 3.18 to get an isomorphism $\Phi_p : G_{1,p} \to G_{2,p}$. Finally, $\Phi := \prod_{p \in \mathcal{N}} \Phi_p$ is the desired isomorphism. \hfill \square

4. Reconstructing the Bost–Connes semigroup action

In this section we give a proof of Theorem 4.1. Throughout this section, we fix a total order on $\mathcal{P}_K$ in order to fix the orientation on direct summands $J_{K,F}$ for finite subsets $F \subset \mathcal{P}_K$. For finite subsets $F$ and $F'$ of $\mathcal{P}_K$ with $F \cap F' = \emptyset$, we use the symbol $\beta_{F,p}$ for the element $\beta_{J_{K,F'}} \in K_0(C^*_r J^1_{K,p})$. We write $\pi_{K,F}$ for the projection $G^F_{K,p} \to \text{pt}$.

The essential step is (6)$\Rightarrow$(1). Here we reconstruct the semigroup action $Y_K \cap I_K$ from the family of ordered groups $K_*(B^F_{K,p})$ and homomorphisms $\partial^F_{K,p} : K_*(B^F_{K}) \to K_*(B^F_{K,p})$. First of all, recall that we have an ordered isomorphism

$$\xi^F_{K,*} : K_*(B^F_{K}) \to K_*(B^F_{K,p}),$$

where $\xi^F_{K,*}$ is as in Lemma 2.12. We will apply Corollary 3.18 to reconstruct profinite completions $\phi^F_{K,p} : J^F_{K} \to G^F_{K,p}$. To this end, we need to reconstruct the inclusion $\bigwedge^* J^F_{K} \to K_*(B^F_{K})$ from boundary homomorphisms. Recall that $B^0_{K} = C(J_{K}/P^1_{K}) \rtimes J_{K}$ and $|J_{K}/P^1_{K}| =: h^1_{K}$ is called the narrow class number.

**Lemma 4.1.** The boundary homomorphism $\partial^F_{K,p}$ is uniquely determined by the equalities

$$\partial^F_{K,p}(\text{val}^F_{K,*}(\beta^F_{F})) = 0,$$

$$\partial^F_{K,p}(\text{val}^F_{K,*}(\beta^F_{F})) = (-1)^{N(F',p)+1} \text{val}^F_{K,*}(\beta^F_{F}),$$

for any finite subset $F' \subset F_{p}$. Here, $N(F',p)$ denotes the inversion number $|\{q \in F' \mid p < q\}|$.

**Proof.** By 3.7, a homomorphism from $K_*(B^F_{K})$ to a torsion-free group is uniquely determined by the image of its subgroup $(\pi_{K,F} \times J^F_{K})* K_*(C^*_r J^F_{K})$. This shows the uniqueness of homomorphisms from $K_*(B^F_{K})$ to $K_*(B^F_{K,p})$ with the above equalities since $\text{val}^F_{K,*} = (\xi^F_{K,*})^{-1} \circ (\pi_{K,F} \times J^F_{K})$, as is shown in Lemma 2.12.

Since the diagram 2.10 commutes, it suffices to show

$$\partial^F_{\text{val}}(\beta^F_{F}) = 0, \quad \partial^F_{\text{val}}(\beta^F_{F}) = (-1)^{N(F',p)+1} \beta^F_{F,p}.$$

To see this, recall that the identification $K_*(C^*_r J_{K}) \cong \bigwedge^* J_{K}$ is given by the Kasparov product as in 3.4. In particular, we have

$$\beta^F_{F'} = \beta^F_{F'} \otimes [1_{C^*_r(p^2)}], \quad \beta^F_{F'} = (-1)^{N(F',p)} \beta^F_{F'} \otimes \beta_p$$
as elements of $K_*(C_r^* J^F_K) \cong K_*(C_r^* J^{F_p}_K \otimes C_r^*(p_Z))$. Now, by Remark 2.13 and the associativity of the Kasparov product, we get

$$\partial^{F_p}_p(\beta^{F_p}_p) = (\beta^{F_p}_p \otimes [1_{C_r^*(p_Z)}]) \otimes C_r^*(p_Z)[T] = 0,$$

$$\partial^{F_p}_p(\beta^{F_p}_p \wedge \beta_p) = (-1)^{N(F'_p,p)}(\beta^{F_p}_p \otimes \beta_p) \otimes C_r^*(p_Z)[T] = (-1)^{N(F'_p,p)+1}\beta^{F_p}_p,$$

since $[1_{C_r^*(p_Z)}] \otimes C_r^*(p_Z)[T] = 0$ and $\beta_p \otimes C_r^*(p_Z)[T] = -1 \in KK(\mathbb{C}, \mathbb{C})$. □

Let $F = \{ p_1, \ldots, p_l \}$ be a finite subset of $P_K$ with $p_1 \leq \cdots \leq p_l$. We write as $F_i := \{ p_{i-1+1}, \ldots, p_l \} \subset F$ and

$$D^F_K := \xi^F_K \circ \partial^F_{\beta,p_1} \circ \cdots \circ \partial^F_{\beta,p_{l-1}} \circ \partial^0_{\beta,p_l} \circ (\xi^0_K)^{-1} : K_*(\mathcal{B}^0_K) \to K_{*+1}(\mathcal{B}^F_K).$$

Similarly we define $D^F_{val} : K_*(C_r^* J_K) \to K_{*+1}(C_r^* J^F_K)$.

**Lemma 4.2.** There is a unique ordered homomorphism

$$\tau^F_K : K_0(\mathcal{B}^F_K) \to \mathbb{R}$$

such that the image $(\tau^F_K \circ D^F_K)(K_0(\mathcal{B}^0_K))$ is $Z$. Moreover, it maps $[1_{\mathcal{B}^F_K}]$ to the narrow class number $h^F_K$.

**Proof.** For a free abelian group $\Gamma$ and its finite index subgroup $\Pi$, the $K_0$-group of the $C^*$-algebra $C(\Gamma/\Pi) \cong \Gamma \cong C_r^*(\Pi) \otimes M_{\Pi/\Pi}$ admits a unique ordered homomorphism to $\mathbb{R}$ up to scalar multiplication (see [2] Exercise 6.10.3)). Hence the inductive limit

$$K_0(\mathcal{B}^F_K) = \lim_{m \in I_K,F} K_0(C(J^F_K/P^m_K) \times J^F_K)$$

(we remark that this equality is obtained from Lemma 2.25 (2)) also admits a unique ordered homomorphism to $\mathbb{R}$ up to scalar multiplications.

We take the unique ordered homomorphism $\tau^F_K$ such that $\tau^F_K([1_{\mathcal{B}^F_K}]) = h^F_K$. Then, the composition $\tau^F_K \circ (\tau^F_K \wedge J_K)_*$ has the image $h^F_K \cdot Z$. This is because it coincides with the map induced from the canonical trace on $K_*(C^*_r J_K)$ multiplied with $h^F_K$ by the uniqueness of ordered homomorphisms from $K_*(C^*_r J^F_K)$ to $\mathbb{R}$ mapping $[1_{C^*_r J^F_K}]$ to $h^F_K$. Hence we obtain

$$h^F_K(\tau^F_K \circ D^F_K)(K_0(\mathcal{B}^0_K)) \subset (\tau^F_K \circ D^F_K)((\tau^F_K \wedge J_K)_*(K_0(\mathcal{B}^F_K)))$$

$$= (\tau^F_K \circ (\tau^F_K \wedge J^F_K)_*)(D^F_{val}(K_0(\mathcal{B}^F_K)))$$

$$\subset (\tau^F_K \circ (\tau^F_K \wedge J^F_K)_*)(K_0(\mathcal{B}^F_{val})) \subset h^F_K \cdot Z.$$
satisfies $\iota_*(\zeta) = h_1^* \cdot j_0(\zeta) \in K_*(B^0 K)$ by Lemma 3.3. Since $\zeta$ is written as
$\beta_F^0 + \sum _{i=1}^N c_i \beta_{G_i}^0$ by $c_i \in \mathbb{Z}$ and finite subsets $G_i$ of $P_K$ satisfying $F \not\subset G_i$ (for $i = 1, \ldots, N$), Lemma 4.1 implies that

$$D_F^e(\iota_*(\zeta)) = D_F^e(\varpi F_\ast(\beta_F^0 + \sum _{i=1}^N c_i \beta_{G_i}^0))$$

$$= D_F^e(\varpi F_\ast(\beta_F^0)) = (-1)^{j_0(\zeta)} \varpi F_\ast(\beta_F^0) = \iota_*(1_{C^*_F K}) = 1.$$ Consequently we get $(\tau_F^e \circ D_F^e)((-1)^{j_0(\zeta)}) = 1. \quad \square$

Now we assume that there is a family of isomorphisms $\varphi^F : K_*(B^F_K) \to K_*(B^\chi(F)_K)$ as in the condition (6) of Theorem 1.1. Let $\tilde{\varphi}^F := \tilde{\chi}^F \circ \varphi^F$. By the commutativity of the diagrams (2.16) and (2.17) and the definition of $D_F^e$, the diagrams

$$\begin{align*}
K_*(C^*_F J_K) \xrightarrow{D_F^e} K_{++1}(C^*_F F^e_K) & \quad K_*(B^0_K) \xrightarrow{D_F^e} K_{++1}(B^0_K) \\
\pi^{0_F \times J_K} & \quad \varpi^0 \quad \varphi^F \\
K_*(B^0_K) \xrightarrow{D_F^e} K_{++1}(B^0_K) & \quad K_*(B^0_L) \xrightarrow{D_L^e(\chi)} K_{++1}(B^\chi(F)_L)
\end{align*}$$

also commute.

**Proposition 4.4.** Assume the condition (6) of Theorem 1.1.

1. The isomorphism $j: J_K \to J_L$ induced from $\chi$ restricts to an isomorphism $P^1_K \to P^1_L$.

2. The diagram

$$\begin{align*}
K_*(C^*_F J_K) \xrightarrow{(\pi^0_F \times J_K)_\ast} K_*(B^0_K) & \quad K_*(B^0_L) \\
\iota_\ast & \quad \varphi^0 \\
K_*(C^*_F J_L) \xrightarrow{(\pi^0_L \times J_L)_\ast} K_*(B^0_L)
\end{align*}$$

commutes.

**Proof.** By Lemma 4.1 and Lemma 4.2 we have

$$(\tau_F^e \circ D_F^e)(\beta_F^0) = \begin{cases} h_1^* & \text{if } F = F^e, \\ 0 & \text{otherwise}. \end{cases}$$

Therefore, the homomorphism $\tilde{\Psi}_K$ from $K_*(B^0)_K$ to $\bigwedge J_K$ determined by

$$\tilde{\Psi}_K(x) := \sum _F (-1)^{F_\ast}((\tau_F^e \circ D_F^e)(x) \cdot \beta_F^0),$$

where $F$ runs over all finite subsets of $P_K$, satisfies that the composition

$$\bigwedge J_K \cong K_*(C^*_F J_K) \xrightarrow{(\pi^0_F \times J_K)_\ast} K_*(B^0_K) \xrightarrow{\phi^0} K_*(\bigwedge J_K)$$

is the multiplication by $h_1^*$. Comparing it with Lemma 3.3 we get $\tilde{\Psi}_K = \iota_\ast \circ (j_0)^{-1}$, where $\iota_\ast$ and $j_0$ are as in Lemma 3.3 for the inclusion $P^1_K \subset J_K$. \n
Therefore we get \( \text{Im } \widetilde{\Psi}_K = \Lambda^* P^1_K \) and in particular
\[
\text{Im } \Psi_K \cap \Lambda^1 J_K = P^1_K.
\]

Consider the diagram
\[
\begin{array}{ccc}
K_* (C^*_r J_K) & \xrightarrow{(\sigma^0_K \times J_K)^*} & K_* (B^0_K) \\
\downarrow (j_*), & & \downarrow \varphi^0 \\
K_* (C^*_r J_L) & \xrightarrow{(\sigma^0_L \times J_L)^*} & K_* (B^0_L)
\end{array}
\]

The right square commutes by the commutativity of the right diagram in (4.3) and the uniqueness of \( \tau^F_K \) in Lemma 4.2. Hence we get (1) by (4.5).

In particular we get \( h^1_K = h^1_L \), which shows that the outer square of (4.6) commutes. Since \( \widetilde{\Psi}_K \) and \( \hat{\varphi}_L \) are injective, a diagram chasing shows that the left square also commutes.

**Proof of Theorem 1.1.** The steps (1) \( \Rightarrow \) (2) \( \Rightarrow \) (4), (1) \( \Rightarrow \) (3) \( \Rightarrow \) (4) are obvious.

(4) \( \Rightarrow \) (5) \( \Rightarrow \) (6) is explained at the last paragraph of Subsection 2.3.

We show (6) \( \Rightarrow \) (1). In the proof, for a finite subset \( F \), we omit \( \chi \) and use the same symbol \( F \) for its image in \( P_L \) for simplicity of notation. Consider the diagram

We have already proved the commutativity of the large outer square and diagrams (1), (3), (4) at Proposition 4.4 (2) and (4.3) respectively. The diagram (2) also commutes by definition. Since \( D^F \) is surjective, a diagram chasing shows that the diagram (5) also commutes.

Finally, with the help of Lemma 3.2 we can apply Corollary 3.18 to get isomorphisms \( G^F_K \cong G^F_L \) such that the diagram (2.7) commutes, which concludes the theorem by Proposition 2.6.

Lastly, we give two remarks. First, the proof of Theorem 1.1 actually gives a procedure for reconstruction of the semigroup action from K-theoretic data. This is a stronger result than a mere classification. Second, Theorem 1.1 does not mean that the isomorphism is reconstructed from K-theoretic data. Indeed, if we have an automorphism \( \varphi \) on \( A_K \) as a C*-algebra over \( 2^P_K \) (e.g., the action of \( G^a_K \) induced from its action by multiplication on the second factor of \( Y_K \)), then we can apply the commutativity of the diagram (5)
in the proof of Theorem 1.1 above for the family \( \{ \varphi^F_s : K_s(B^F_K) \to K_s(B^F_K) \} \) to see that \( \varphi^F_s \) are identity maps.

**Appendix A. Another direct reconstruction of profinite completions from \( K \)-theory**

by Xin Li

Let us present an alternative approach to Corollary 3.18. Let \( \Gamma \to G \) be a profinite completion, where \( \Gamma \) is a countable free abelian group and \( G \) is a profinite completion of \( \Gamma \) which is topologically finitely generated, as in Section 3. Let \( G = \varprojlim \Gamma/\Gamma_n \) with finite index subgroups \( \Gamma_1 \supseteq \Gamma_2 \supseteq \Gamma_3 \supseteq \ldots \) of \( \Gamma \). Let \( \iota \) be the map \( K_s(C^*\Gamma) \to K_s(C(G) \times \Gamma) \) induced by the canonical homomorphism \( C^*\Gamma \to C(G) \times \Gamma \). In the following, we give a concrete recipe allowing us to reconstruct \( \Gamma \to G \) from \( \iota \).

Write \( \Gamma = \bigoplus_{i=1}^{\infty} \mathbb{Z} e_i, \Sigma_s = \bigoplus_{i=1}^{\infty} \mathbb{Z} e_i \). The basis \( \{ e_i \} \) gives rise to a canonical isomorphism \( \mathbb{Z}^s \cong \Sigma_s \), which is the only one we use to identify \( \Sigma_s \) with \( \mathbb{Z}^s \). Let \( G_s = \varprojlim_s \Sigma_s / (\Sigma_s \cap \Gamma_n) \), and \( p_s : \Sigma_s \to G_s \) is the canonical map. We have a canonical isomorphism \( \bigoplus_{r=0}^{\infty} \mathbb{Z}^r \cong K_s(C^*\Sigma_s) \) as in Section 3 so that we can consider the composition \( \iota_s : \bigwedge^{s-1} \Sigma_s \to K_s(C^*\Sigma_s) \to K_s(C^*\Gamma) \to K_s(C(G) \times \Gamma) \). Define

\[
T_s := \{ x \in K_s(C(G) \times \Gamma) : \exists n \in \mathbb{Z}, n > 0 \text{ with } n \cdot x \in \text{Im}(\iota_s) \}.
\]

We have a canonical identification

\[
(A.1) \quad \Sigma_s \cong \bigwedge^{s-1} \Sigma_s,
\]

which is given as follows: The pairing \( \Sigma_s \times \bigwedge^{s-1} \Sigma_s \to \bigwedge^s \Sigma_s \cong \mathbb{Z}, (x, y) \mapsto x \wedge y \) gives an isomorphism \( \bigwedge^{s-1} \Sigma_s \cong \text{Hom}(\Sigma_s, \mathbb{Z}) \), and we obtain a second isomorphism \( \text{Hom}(\Sigma_s, \mathbb{Z}) \cong \Sigma_s \) via the pairing \( \Sigma_s \times \Sigma_s \to \mathbb{Z}, (x, y) \mapsto (x, y) \), where \( \langle \cdot, \cdot \rangle \) is the standard Euclidean inner product \( \langle (x_i), (y_i) \rangle = \sum_i x_i \cdot y_i \).

Let \( i_s \) be the composite of \( \iota_s \) with the isomorphism \( \Sigma_s \cong \bigwedge^{s-1} \Sigma_s \) from (A.1), \( i_s : \Sigma_s \cong \bigwedge^{s-1} \Sigma_s \to T_s \).

**Theorem A.2.** There is an isomorphism \( \varphi_s \) of \( T_s \) with a subgroup \( Q_s \) of \( \mathbb{Q}^s \) uniquely determined by requiring that \( \varphi_s \circ i_s \) is the canonical isomorphism \( \Sigma_s \cong \mathbb{Z}^s \). Then \( \varphi_s \) induces an isomorphism \( T_s/i_s(\Sigma_s) \cong Q_s/\mathbb{Z}^s \), again denoted by \( \varphi_s \). Let \( \psi_s \) be the composite \( \psi_s : T_s/i_s(\Sigma_s) \xrightarrow{\varphi_s} Q_s/\mathbb{Z}^s \to \mathbb{R}^s/\mathbb{Z}^s \cong \mathbb{Z}^s \). Here \( \Sigma_s \) stands for Pontryagin dual, and the isomorphism \( \mathbb{R}^s/\mathbb{Z}^s \cong \mathbb{Z}^s \) sends \( \hat{x} \in \mathbb{R}^s/\mathbb{Z}^s \) to \( \chi \in \mathbb{Z}^s \), where \( \chi(z) = e^{2\pi i (x, z)} \). Let \( \psi_s : \Sigma_s \to T_s/i_s(\Sigma_s) \) be the dual map of \( \psi_s \). Then there is a (unique) isomorphism \( \omega_s : T_s/i_s(\Sigma_s) \cong G_s \) such that \( \omega_s \circ \psi_s = p_s \). The canonical inclusions \( \Sigma_s \hookrightarrow \Sigma, G_s \hookrightarrow G \) give rise to isomorphisms \( \Gamma \cong \varprojlim \Sigma_s \) and \( \varprojlim G_s \cong G \) such that \( \Gamma \cong \varprojlim \Sigma_s \xrightarrow{\lim p_s} \varprojlim G_s \cong G \) is the original profinite completion \( \Gamma \to G \), where the connecting maps \( \Sigma_s \to \Sigma_{s+1} \) and \( G_s \to G_{s+1} \) are the ones induced by the canonical inclusion \( \Sigma_s \hookrightarrow \Sigma_{s+1} \).

**Proof.** We first explain the last claim. By assumption, \( G \) is topologically finitely generated. Hence for \( s \) big enough, the canonical map \( G_s \to G \) is an isomorphism, i.e., \( \Sigma_s + \Gamma_n = \Gamma \) for all \( n \), or equivalently, the canonical
map $\Sigma_s/(\Sigma_s \cap \Gamma_n) \to \Gamma/\Gamma_n$ is surjective. So the sequence $G_s \to G_{s+1} \to \ldots$ becomes stationary. Thus, it suffices to show that for $s$ big enough (i.e., for $s$ such that $\Sigma_s + \Gamma_n = \Gamma$ for all $n$), there is $\omega_s$ such that $\omega_s \circ \psi_s = p_s$.

Let us fix $s$ with $\Sigma_s + \Gamma_n = \Gamma$ for all $n$. To simplify notation, we set $\Sigma := \Sigma_s$, $\iota := \iota_s$, $T := T_s$ and so on, i.e., we drop the index $s$. We have an isomorphism

\begin{equation}
K_*(C(G) \rtimes \Gamma) \cong \lim_{\longrightarrow} \{K_*(C(\Gamma/\Gamma) \rtimes \Gamma) \to K_*(C(\Gamma/\Gamma_1) \rtimes \Gamma) \to \ldots \}
\end{equation}

\begin{equation}
\cong \lim_{\longrightarrow} \{K_*(C^*\Gamma) \to K_*(C^*(\Gamma_1)) \to \ldots \}.
\end{equation}

Here we identify $K_*(C(\Gamma/\Gamma_n) \rtimes \Gamma)$ with $K_*(C^*(\Gamma_n))$ by embedding $C^*(\Gamma_n)$ as a full corner into $C(\Gamma/\Gamma_n) \rtimes \Gamma$ as in the paragraph before Lemma 3.3. For every $n$, we have by Lemma 3.3 a commutative diagram

\begin{equation}
\begin{array}{ccc}
K_*(C^*\Gamma) & \to & K_*(C^*(\Gamma_n)) \\
\downarrow \quad d_n \cdot & & \uparrow \\
K_*(C^*\Gamma) & \to & K_*(C^*(\Gamma_n))
\end{array}
\end{equation}

Here the horizontal map is the composite of the first $n$ structure maps in the inductive limit (A.3), the vertical map is induced by the canonical inclusion $\Gamma_n \to \Gamma$, and the map $d_n \cdot : K_*(C^*\Gamma) \to K_*(C^*(\Gamma_n))$ is multiplication with $d_n = [\Gamma : \Gamma_n]$. If we now choose an isomorphism $\mu_n : \Gamma \cong \Gamma_n$, then we can expand (A.4) to

\begin{equation}
\begin{array}{ccc}
K_*(C^*\Gamma) & \to & K_*(C^*(\Gamma_n)) \\
\downarrow \quad d_n \cdot & & \uparrow \quad (\mu_n) \cdot \\
K_*(C^*\Gamma) & \to & K_*(C^*(\Gamma_n))
\end{array}
\end{equation}

This gives maps $K_*(C^*\Gamma) \to K_*(C^*(\Gamma_n))$ (the arrow in (A.5) from the lower left to the lower right copy of $K_*(C^*(\Gamma_n))$) such that $K_*(C(G) \rtimes \Gamma)$ can be identified with the inductive limit of $K_*(C^*(\Gamma)) \to K_*(C^*(\Gamma)) \to \ldots$.

Now we choose $\mu_n : \Gamma \cong \Gamma_n$ such that $\mu_n(\Sigma) = \Sigma \cap \Gamma_n$. This is possible as $\Sigma \cap \Gamma_n$ is a direct summand of $\Gamma_n$. As $\Sigma \cong \mathbb{Z}^s$, the composition $\Sigma \overset{\mu_n|_{\Sigma}}{\to} \Sigma \cap \Gamma_n \hookrightarrow \Sigma$ is given by a matrix $M_n$ with integer entries. Restricting the left copy of $K_*(C^*\Gamma)$ to $\Lambda^{s-1}\Sigma$ in (A.5), we obtain

\begin{equation}
\begin{array}{ccc}
\Lambda^{s-1}\Sigma & \to & \Lambda^{s-1}(\Sigma \cap \Gamma_n) \\
\downarrow \quad d_n \cdot & & \uparrow \quad \Lambda^{s-1}(\mu_n|_{\Sigma}) \\
\Lambda^{s-1}\Sigma & \to & \Lambda^{s-1}\Sigma
\end{array}
\end{equation}
After deleting $\bigwedge^{s-1}(\Sigma \cap \Gamma_n)$ and identifying $\bigwedge^{s-1} \Sigma$ with $\Sigma$ as in (A.1), (A.6) becomes

\[
(A.7) \quad \Sigma \xrightarrow{d_n} \Sigma \xrightarrow{(M_n^{\text{adj}})^t} \Sigma
\]

Here $M_n^{\text{adj}}$ is the adjugate matrix of $M_n$, uniquely determined by $M_n^{\text{adj}} = \det(M_n) \cdot I$ (I being the identity matrix). $(M_n^{\text{adj}})^t$ is the transpose of $M_n^{\text{adj}}$. As $d_n = [\Gamma : \Gamma_n] = [\Sigma : \Sigma \cap \Gamma_n] = \det(M_n)$, the missing map $\Sigma \to \Sigma$ (from the lower left to the lower right copy of $\Sigma$ in (A.7)) must be given by $M_n^t$. Hence we can complete (A.7) to

\[
(A.8) \quad \Sigma \xrightarrow{d_n} \Sigma \xrightarrow{(M_n^{\text{adj}})^t} \Sigma \xrightarrow{M_n^t} \Sigma
\]

Thus $T$ is the inductive limit of the stationary inductive system $\Sigma \to \Sigma \to \ldots$ where the composition of the first $n$ structure maps is given by $M_n^t : \Sigma \to \Sigma$ (and this determines the inductive limit). It is easy to see that $T$ contains this inductive limit. Conversely, that $T$ is contained in this inductive limit follows from the fact that $\bigwedge^{s-1} \Sigma$ is a direct summand in $K_s(C^* \Gamma)$, so that if $n \cdot x$ lies in $\bigwedge^{s-1} \Sigma \subseteq K_s(C^* \Gamma)$ for some $n \in \mathbb{Z}$, $n > 0$ and $x \in K_s(C^* \Gamma)$, then $x$ itself must lie in $\bigwedge^{s-1} \Sigma$. Now, there is only one way to complete the diagram

\[
(A.9) \quad \Sigma \xrightarrow{\psi} \Sigma \xrightarrow{\ldots} \mathbb{Q}^s \xrightarrow{\ldots} \Sigma
\]

if we start with $\Sigma \cong \mathbb{Z}^s \hookrightarrow \mathbb{Q}^s$ as our first vertical map and want that the diagram commutes (the first row in (A.9) is the inductive system from above giving rise to $T$). The completed diagram is given by

\[
(A.10) \quad \Sigma \xrightarrow{\psi} \Sigma \xrightarrow{\ldots} \Sigma \xrightarrow{\ldots} \mathbb{Q}^s \xrightarrow{\text{M}_n^{-t}} \Sigma
\]

Here $M_n^{-t}$ is the inverse of $M_n^t$ (as a matrix over $\mathbb{Q}$). Now the desired isomorphism $\psi : T \cong Z = \bigcup_n M_n^{-t} \mathbb{Z}^s \subseteq \mathbb{Q}^s$ arises as the inductive limit in (A.10). $\psi$ becomes $T/i(\Sigma) \cong Z^s/\mathbb{Z}^s = \bigcup_n (M_n^{-t} \mathbb{Z}^s/\mathbb{Z}^s) \hookrightarrow \mathbb{R}^s/\mathbb{Z}^s \cong \hat{\mathbb{Z}}^s \cong \hat{\Sigma}$. For fixed $n$, the image of $M_n^{-t} \mathbb{Z}^s/\mathbb{Z}^s \hookrightarrow \mathbb{R}^s/\mathbb{Z}^s \cong \hat{\mathbb{Z}}^s$ is $\mathbb{Z}^s/M_n \mathbb{Z}^s \subseteq \hat{\mathbb{Z}}^s$ because

\[
M_n^{-t} \mathbb{Z}^s = \{ x \in \mathbb{R}^s : \langle x, z \rangle \in \mathbb{Z} \forall z \in M_n \mathbb{Z}^s \}.
\]

Hence $\psi$ is given by

\[
T/i(\Sigma) \cong \lim_{n} \mathbb{Z}^s/M_n \mathbb{Z}^s = \lim_{n} \mathbb{Z}^s/(\Sigma \cap \Gamma_n) \hookrightarrow \hat{\Sigma}.
\]
Therefore, up to composing with an isomorphism called \( \omega \), \( \hat{\psi} \) is given by \( \Sigma \to \lim_{\leftarrow n} \Sigma/(\Sigma \cap \Gamma_n) \), as claimed. \( \square \)

Remark A.11. If \( \Gamma \) itself is finitely generated, the proof becomes even easier, as we can take \( \Sigma = \Gamma \).
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