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Abstract—This paper considers a multiple-input-multiple-output (MIMO) system with low-resolution analog-to-digital converters (ADCs). In this system, we propose a novel communication framework that is inspired by supervised learning. The key idea of the proposed framework is to learn the non-linear input-output system, formed by the concatenation of a wireless channel and a quantization function used at the ADCs, for data detection. In this framework, a conventional channel estimation process is replaced by a system learning process, in which the conditional probability mass functions (PMFs) of the nonlinear system are empirically learned by sending the repetitions of all possible data signals as pilot signals. Then the subsequent data detection process is performed based on the empirical conditional PMFs obtained during the system learning. To reduce both the training overhead and the detection complexity, we also develop a supervised-learning-aided successive-interference-cancellation method. In this method, a data signal vector is divided into two subvectors with reduced dimensions. Then these two subvectors are successively detected based on the conditional PMFs that are learned using artificial noise signals and an estimated channel. For the case of one-bit ADCs, we derive an analytical expression for vector-error-rate of the proposed framework under perfect channel knowledge at the receiver. Simulations demonstrate the detection error reduction of the proposed framework compared to conventional detection techniques that are based on channel estimation.

Index Terms—Multiple-input-multiple-output (MIMO) detection, data detection, one-bit analog-to-digital converter (ADC), massive MIMO, supervised learning.

I. INTRODUCTION

FUTURE wireless systems are possible to provide communication links with Gbps data rates by using a massive antenna array and/or by using a wide (possibly multi-gigahertz) bandwidth [2]–[5]. The use of massive number of antennas and a wide-bandwidth causes significant power consumption at a receiver because of high-resolution (e.g., 8–14-bit precision) analog-to-digital converters (ADCs). For example, the power consumption of the ADCs is shown to increase with both the number of precision levels and the system bandwidth (i.e., the Nyquist sampling rate) [6]–[8]. Therefore, the use of low-resolution (e.g., 1–3-bit precision) ADCs has been regarded as a cost-effective solution to reduce the power consumption of future wireless systems including massive multiple-input-multiple-output (MIMO) systems and wideband communication systems [9]–[15]. Unfortunately, when employing the low-resolution ADCs, a conventional linear signal model is changed into a nonlinear model due to the coarse quantization effect by the ADCs. Therefore, in this case, conventional data detection methods that ignore the quantization effect suffer from a significant performance loss.

Numerous detection methods have been proposed for MIMO systems with low-resolution ADCs, in order to deal with the nonlinear signal model formed by the quantization function at the ADCs [16]–[22]. The optimal maximum-likelihood detection (MLD) was introduced for frequency-flat channels [16] and for frequency-selective channels [17]. In [16], [17], it was shown that the MLD for the MIMO systems with the low-resolution ADCs is no more equivalent to the minimum Euclidean-distance detection. Some low-complexity variations of the MLD were also developed in [18], [19]. The common idea of these methods is to find a reduced search space for the MLD without causing a significant performance loss. Particularly in [19], it was shown that the MLD for the MIMO systems with one-bit ADCs is closely approximated by a weighted minimum Hamming-distance detection. Linear-detection methods such as zero-forcing detection [20] and minimum-mean-square-error (MMSE) detection [17], [21] were considered to provide more affordable detection complexities. Their performances, however, are severely limited compared to the MLD-like detection methods. Recently, the authors in [22] proposed an interesting solution for the data detection problem in the MIMO systems with the low-resolution ADCs by using modulo-type ADCs and lattice coding theory.

Most existing MIMO detection techniques have been developed under the assumption of estimated or perfect channel state-information at the receiver (CSIR), to perform coherent detection. In practical systems, CSIR is attained by a channel estimation process that uses pilot signals with finite length. For MIMO systems with low-resolution ADCs, several channel estimation methods have been developed to improve the accuracy of CSIR [17], [18], [23]–[26]. ML-based channel estimators were developed for one-bit ADCs [18] and for multi-bit ADCs [17], by formulating a convex problem that can be solved by an iterative algorithm. Linear channel estimators were also developed by using a least-squares method [24] and by using the Bussgang decomposition [25]. Recently, an iterative algorithm that jointly estimates channel and data signals was proposed in [26] by applying generalized approximate
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massage passing (GAMP) based on Bayesian inference theory. Despite the above efforts, when the number of bit precisions is extremely low (1-2-bit precision), the accuracy of CSIR obtained by the existing methods is severely limited by the coarse quantization effect at the ADCs, as reported in [17], [25], [26].

In this paper, we study a data detection problem in MIMO systems with low-resolution (e.g. 1-3-bit precision) ADCs. For these systems, we propose a novel communication framework inspired by supervised learning. The major contributions of this paper are summarized as follows:

- We propose a supervised-learning-aided communication framework for data detection in a MIMO system with low-resolution ADCs. The key idea of the proposed framework is to learn the nonlinear input-output system, formed by the concatenation of a wireless channel and a quantization function used at the ADCs. The proposed framework consists of two phases: 1) system learning and 2) data detection. For the system learning phase, we develop two learning methods that empirically estimate the conditional probability mass functions (PMFs) by using the repetitions of all possible data signals as pilot signals. For the data detection phase, we develop two detection methods, referred to as empirical maximum-likelihood detection (eMLD) and minimum-center-distance detection (MCD), that exploit the empirical conditional PMFs obtained from the system learning phase for the data detection. One salient feature of the proposed framework is that it requires nor CSIR or the knowledge of the quantization function used at the ADCs. It is also shown that the proposed framework with eMLD approaches to the optimal MLD as the number of the training repetitions goes to infinity.

- We also develop a supervised-learning-aided successive-interference-cancellation (SL-SIC) that reduces both the training overhead and the detection complexity of the proposed framework. The fundamental of SL-SIC is to divide a symbol vector into two subvectors with reduced dimensions, and then to detect these two subvectors successively using the proposed framework. The developed SL-SIC consists of three phases: 1) symbol vector division, 2) system learning, and 3) data detection. For the symbol vector division phase, we devise an algorithm that divides a transmit symbol vector into two subvectors so that the chordal distance between two channel subspaces, each associating with one subvector, is maximized. For the system learning phase, we develop a modified learning method that learns the input-output relation between the first subvector and the received quantized vector, while marginalizing the effect of the second subvector. For the data detection phase, we introduce a two-stage MCD method that estimates the first subvector based on the learning information and then estimates the second subvector using the estimated first subvector. The developed SL-SIC provides a better performance-complexity tradeoff than the supervised-learning-aided communication framework, particularly when the modulation size or the number of transmit antennas is large.

- We analyze the vector-error-rate (VER) of the supervised-learning-aided communication framework when employing the one-bit ADCs. To the best of the authors' knowledge, no prior work has provided the VER performance analysis, because such analysis is not trivial when one-bit ADCs are taken into account in the MIMO system. Our approach for the analysis is to treat all possible quantized vectors as codewords of a nonlinear error-correcting code. Using this approach, we derive an upper bound of the VER in a closed-form for a fixed channel matrix in terms of the minimum Hamming distance $d_{\text{min}}$ of the code. One major observation is that the upper bound of the VER decreases exponentially with the inverse of the number of transmit antennas, SNR, the minimum effective channel gain, and the minimum distance $d_{\text{min}}$ that can increase with the number of receive antennas. To provide a more clear understanding for the VER performance under a random channel realization, we derive the approximate distribution of $d_{\text{min}}$ in a closed-form, assuming a Rayleigh-fading channel distribution and binary-phase-shift-keying (BPSK) modulation. In particular, for the case of $N_t = 2$, we provide an exact distribution of $d_{\text{min}}$. Our analysis results show that $d_{\text{min}}$ increases linearly with $N_t$; this can be interpreted as a diversity gain in the MIMO system with low-resolution ADCs.

- Using simulations, we evaluate the symbol-error-rate (SER) performance of both the supervised-learning-aided communication framework and the developed SL-SIC compared to existing detection techniques for MIMO systems with low-resolution ADCs. Simulation results show that the supervised-learning-aided framework outperforms the existing techniques that are based on channel estimation, when employing the same pilot length. It is also shown that the developed SL-SIC provides a better tradeoff between the SER performance and the detection complexity than the existing techniques. Using simulations, we also show the validity of the analysis results.

The supervised-learning-aided communication framework was originally introduced in [1] by the authors of this paper. We extend this framework by developing a more efficient learning method than the original method, and also by developing the SL-SIC method which has not been considered in [1]. In addition, we also provide more rigorous analysis and simulation results for the proposed framework, compared to the original work. Recent studies that use machine learning theory for wireless communications can be found in [27]–[30], including adaptive modulation and coding problem [27], [28], and the decoding problem of channel code [29], [30].

Notation: Upper-case and lower-case boldface letters denote matrices and column vectors, respectively. $\mathbb{E}[\cdot]$ is the statistical expectation, $\mathbb{P}(\cdot)$ is the probability, $(\cdot)^\top$ is the transpose, $(\cdot)^H$ is the conjugate transpose, $\lfloor \cdot \rfloor$ is the absolute value, $\text{Re}(\cdot)$ is the real part, $\text{Im}(\cdot)$ is the imaginary part, and $\lfloor \cdot \rfloor$ is the floor function. $\Phi(\cdot)$ is the cumulative distribution of the standard normal random variable.
II. System Model

In this section, we present a system model for a MIMO system with low-resolution ADCs.

We consider a MIMO system with low-resolution ADCs as illustrated in Fig. 1. In the considered system, a transmitter equipped with \( N_t \) transmit antennas intends to send \( N_t \) independent data symbols to a receiver equipped with \( N_r \) receive antennas. Let \( x[n] = [x_1[n], x_2[n], \ldots, x_{N_t}[n]]^\top \in \mathbb{C}^{N_t} \) be the data symbol vector sent by the transmitter at time slot \( n \). Under the assumptions of the Nyquist sampling rate and perfect timing synchronization, the received signal vector \( r[n] \in \mathbb{C}^{N_r} \) at time slot \( n \) before the ADCs is

\[
r[n] = Hx[n] + z[n],
\]

where \( H \in \mathbb{C}^{N_r \times N_t} \) denotes a channel matrix, and \( z[n] = [z_1[n], z_2[n], \ldots, z_{N_r}[n]]^\top \) is a noise vector in which the elements are independent and identically distributed (i.i.d.) circularly-symmetric complex Gaussian random variables with zero mean and variance \( \sigma^2 \), i.e., \( z[n] \sim \mathcal{CN}(0, \sigma^2) \). Each data symbol \( x_t[n] \) satisfies \( \mathbb{E}[|x_t[n]|^2] = 1 \) and is drawn from a constellation set \( X \) with constellation size \( M = |X| \). For instance, \( X = \{-1, +1\} \) for BPSK modulation. The SNR of the considered system is defined as \( \rho = \frac{\mathbb{E}[|x[n]|^2]}{\mathbb{E}[|z(n)|^2]} \).

We assume a block fading channel in which the channel remains constant for \( T \) time slots. A transmission frame containing \( T \) time slots consists of two different types of a frame: 1) a pilot transmission frame and 2) a data transmission frame. The first \( T_p \) time slots are allocated for the pilot transmission frame, and the subsequent \( T_d \) time slots are allocated for the data transmission frame, i.e., \( T = T_p + T_d \).

Each receive antenna is equipped with two low-resolution ADCs that are applied to real and imaginary parts of the received signal, respectively. Each ADC performs element-wise \( B \)-bit scalar quantization to the input signal. The quantization function of the scalar quantizer is denoted by \( Q : \mathbb{R} \rightarrow \mathcal{Y} \), where \( \mathcal{Y} \in \{q_1, q_2, \ldots, q_{2^B}\} \) is a set of quantization alphabets. For any real-valued input \( r \in \mathbb{R} \), the quantization function outputs \( Q(r) = q_k \) if \( b_{k-1} < r \leq b_k \), where \( b_k \) is the \( k \)-th quantization bin boundary such that \( b_0 = -\infty < b_1 < \ldots < b_{2^B-1} < b_{2^B} = \infty \). Using the above function, the received quantized vector after the ADCs at time slot \( n \) is represented as

\[
y[n] = Q(r[n]) = \begin{bmatrix} Q'(r_{R_1}[n]) \\ \vdots \\ Q'(r_{R_{2^B}}[n]) \end{bmatrix} \in \mathcal{Y}^{2^B},
\]

where \( r_{R_i}[n] \) is the \( i \)-th element of \( [\text{Re}(r[n])]^\top, \text{Im}(r[n])]^\top \).

III. Why Supervised Learning is Needed?

In this section, we introduce the key concept of a supervised-learning-aided communication framework and then explain the motivation of this framework for a MIMO system with low-resolution ADCs.

A. Concept

The key concept of the supervised-learning-aided framework is to learn the nonlinear input-output system formed by the concatenation of a wireless channel and a quantization function used at the ADCs, and then to use the learned information for data detection. We present this concept by using a simple example that consists of two phases: 1) system learning and 2) data detection.

1) Considered Scenario: In this example, we consider a real-coefficient MIMO channel with \( N_t = 2 \) and \( N_r = 2 \), given by

\[
H = \begin{bmatrix} 0.5 & 1 \\ 1 & 0 \end{bmatrix}.
\]

We assume that the receiver uses the one-bit ADCs with \( \mathcal{Y} = \{-1, +1\} \). When BPSK modulation is used at the transmitter, i.e., \( X = \{-1, +1\} \), the transmitter equipped with two transmit antennas is capable of sending four symbol vectors:

\[
x_1 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad x_2 = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad x_3 = \begin{bmatrix} -1 \\ 1 \end{bmatrix}, \quad \text{and} \quad x_4 = \begin{bmatrix} -1 \\ -1 \end{bmatrix}.
\]

The set of the possible symbol vectors is denoted as \( X^2 = \{x_1, x_2, x_3, x_4\} \), and the index set of \( X^2 \) is denoted as \( \mathcal{K} = \{1, 2, 3, 4\} \).

2) System Learning Phase: In the system learning phase, the transmitter sends all possible symbol vectors to the receiver by spanning \( T_p = 4 \) time slots. In other words, the transmitter uses pilot signals defined as

\[
X_p = [x[1], x[2], x[3], x[4]] = [x_1, x_2, x_3, x_4].
\]

Under the premise that the noise signal is ignored during the learning phase, the quantized vectors after the one-bit ADCs are received as follows:

\[
y[1] = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad y[2] = \begin{bmatrix} -1 \\ -1 \end{bmatrix}, \quad y[3] = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad \text{and} \quad y[4] = \begin{bmatrix} -1 \\ -1 \end{bmatrix}.
\]

By letting \( y_k = y[k] \) for \( k \in \mathcal{K} \), the set of the above four vectors is denoted by \( \mathcal{Y} = \{y_1, y_2, y_3, y_4\} \). By assuming that the receiver knows the transmitted pilot signals, the receiver is able to obtain a set \( \mathcal{T} = \{(y_k, x_k) \mid k \in \mathcal{K}\} \) of the four pairs of the quantized vector and the symbol vector. This set informs the input-output relations of a nonlinear system formed by a channel matrix \( H \) and the one-bit ADCs.
3) Data Detection Phase: By using $T$, the receiver determines a mapping function $f : \mathcal{Y}^2 \rightarrow \mathcal{K}$ that maps the received quantized vector to one of the indexes of possible symbol vectors. Then from the mapping function $f$, the receiver estimates which symbol vector was transmitted. One possible mapping-function design is to assign the index of the closest quantized vector in $\mathcal{Y}$ to the received quantized vector at each time slot. This mapping function is represented as

$$f(y[n]) = \arg\min_{k \in \mathcal{K}} ||y[n] - y_k||_2,$$  \hspace{1cm} (7)

for $n \in \{5, 6, \ldots, T\}$, where $|| \cdot ||_2$ is the Euclidean norm. From (7), the detected symbol vector is obtained as $\hat{x}[n] = x_f[y[n]]$ for $n \in \{5, 6, \ldots, T\}$. For example, if the transmitter sends $x_3 = [-1, 1]^T$ at time slot 5, the received quantized vector is $y[5] = [1, -1]^T$. From (7), the receiver chooses the index of the transmitted symbol vector as

$$f(y[5]) = \arg\min_{k \in \mathcal{K}} ||y[5] - y_k||_2 = 3.$$  \hspace{1cm} (8)

As a result, the receiver correctly estimates the transmitted symbol vector as $\hat{x}[5] = x_3$.

Remark 1 (Connection to supervised learning). We can interpret the framework introduced in the above example through the lens of a classification problem in supervised learning. The determination of the mapping function $f$ using the training examples $(y_k, x_k)$ for $k \in \mathcal{K}$ is equivalent to the design of a classifier $f : \mathcal{Y} \rightarrow \mathcal{K}$ by using the training set $T = \{(y_k, x_k) : k \in \mathcal{K}\}$. Here, the index of the symbol vector and the quantized vector correspond to a class label and a feature vector, respectively. In this regard, the classifier $f$ serves as the detection rule, because the index of the transmitted symbol vector for the received quantized vector $y[n]$, $n \geq 5$, is detected as $k^*[n] = f(y[n])$. As a result, designing a good detection rule that accurately detects the symbol vector is equivalent to designing a good classifier that correctly assigns the class label.

B. Motivation

The supervised-learning-aided communication framework is especially useful for solving a data detection problem in a MIMO system with low-resolution ADCs. In this system, conventional data detection methods, such as the optimal MLD [16] and the GAMP-based algorithm [26], require both perfect CSIR and the knowledge of the quantization function used at the ADCs. Unfortunately, in practice, the accuracy of CSIR attained by a pilot-based channel estimation process is severely limited by a high quantization error at the ADCs [17], [25], [26]. In addition, the knowledge of the exact quantization function may not be available at the receiver when there exist hardware imperfections. Unlike the conventional methods, the proposed framework requires nor perfect CSIR or the knowledge of the quantization function, as it directly learns the nonlinear input-output relation between a transmitted symbol vector and a received quantized vector. Therefore, this framework has a potential to overcome the performance degradation of the conventional detection methods caused by inaccurate CSIR and/or the imperfect knowledge of the quantization function.

IV. SUPERVISED-LEARNING-AIDED COMMUNICATION FRAMEWORK

In this section, by generalizing the concept introduced in Section III-A, we propose the supervised-learning-aided communication framework for a MIMO system with low-resolution ADCs, which consists of two phases: 1) system learning and 2) data detection.

A. System Learning Phase

In the system learning phase, the receiver learns the input-output relations of a nonlinear system, formed by the concatenation of the wireless channel and the quantization function used at the ADCs, by utilizing $T_i$ pilot signals. Unlike in the example in Section III-A, in practice, these input-output relations cannot be characterized by deterministic functions due to the existence of a random additive noise vector. To characterize the input-output relations including the randomness, we consider a conditional probability mass function (PMF) which is the probability of receiving a certain output for each possible candidate of input. Let $x_k \in \mathcal{X}^{N_t}$ be the $k$th possible symbol vector in a set $\mathcal{X}^{N_t}$. Then the true conditional PMF of this nonlinear system for $x_k$ is defined as

$$p(y|x_k) = P(y = Q(Hx_k + z)),$$  \hspace{1cm} (9)

where $z$ is a noise vector in which the elements are i.i.d. circularly-symmetric complex Gaussian random variables with zero mean and variance $\sigma^2$.

To learn the conditional PMF in (9), we develop two learning methods, referred to as full learning and efficient learning methods. The common idea of the developed methods is to send the repetitions of symbol vectors as pilot signals, so that the receiver observes multiple quantized vectors for every possible symbol vector. These multiple observations allow the receiver to empirically learn the conditional PMF for each symbol vector. Based on this idea, details of each method are described below.

1) Full Learning Method: In the full learning method, the transmitter sends $L$ repetitions of all possible symbol vectors in $\mathcal{X}^{N_t}$. A pilot-sequence matrix for this method is given by

$$X_t = [x[1], x[2], \ldots, x[T]]$$

= $[x_1, \ldots, x_1, x_2, \ldots, x_2, \ldots, x_K, \ldots, x_K]$, \hspace{1cm} (10)

$L$ repetitions

where $K = |\mathcal{X}|^{N_t} = M^{N_t}$. After the pilot transmission, the receiver obtains $L$ quantized vectors for each possible symbol vector, under the premise that it has perfect knowledge of $X_t$. Motivated by the fact that the quantized vectors associating with the $k$th symbol vector are given by

$$y[(k-1)L+1], y[(k-1)L+2], \ldots, y[(k-1)L+L],$$

the receiver creates an empirical conditional PMF for the $k$th symbol vector as

$$\hat{p}(y|x_k) = \frac{1}{L} \sum_{t=1}^{L} \mathbf{1}(y = y[(k-1)L+t]), \text{ for } y \in \mathcal{Y}^{2N_t},$$

(12)
where \( I(A) \) is an indicator function that equals one if an event \( A \) is true and zero otherwise. It is noticeable that the difference between \( \hat{p}(y|x_k) \) and \( p(y|x_k) \) vanishes as \( L \) increases, by the law of large numbers.

For ease of exposition, we define the set of quantized vectors that are learned for the \( k \)th symbol vector as
\[
\mathcal{Y}_{k} = \{ y | \hat{p}(y|x_k) > 0, \ y \in \mathcal{Y}^{2N_t} \} .
\]
We also define the total set of quantized vectors learned during this phase as \( \mathcal{Y} = \bigcup_{k=1}^{K} \mathcal{Y}_{k} \subset \mathcal{Y}^{2N_t} \).

2) Efficient Learning Method: As can be seen from (10), the training overhead (i.e., the length of the pilot sequence) required for the full learning method is given by \( T_t = K L \). Somewhat surprisingly, this length can be reduced if 1) the system uses the QAM modulation and 2) the scalar quantization function is symmetric with respect to the origin, i.e., \( Q'(r) = -Q'(r) \) for \( r \in \mathbb{R} \). To get an insight for this reduction, consider two symbol vectors \( x_{k_1} \) and \( x_{k_2} \), such that \( x_{k_1} = -x_{k_2} \). Then the definition in (9) implies that the conditional PMFs for \( x_{k_1} \) and \( x_{k_2} \) satisfy the following equality:
\[
\hat{p}(y|x_{k_1}) = \hat{p}(y|x_{k_2}) \quad \text{for} \quad x_{k_1} = jx_{k_3}, \quad \text{and} \quad \hat{p}(y|x_{k_1}) = \hat{p}(y|x_{k_2}) \quad \text{for} \quad x_{k_3} = -jx_{k_4}, \quad \text{where}
\]
\[
y^* = \left[ \begin{array}{c} (y)_{N_y+1:2N_y} \\ -(y)_{1:N_y} \end{array} \right],
\]
and \( y_{a:b} \) with \( a \leq b \) is a subvector of \( y \) that consists of its \( a \)th element to the \( b \)th element. These equalities allow the receiver to create the empirical conditional PMFs for three symbol vectors, \( -x_{k_1}, jx_{k_3}, -x_{k_4} \), by utilizing the empirical conditional PMF for the \( k \)th symbol vector.

Motivated by the above observation, in the efficient learning method, the receiver first sets the indexes of the symbol vectors to satisfy that
\[
x_k = -x_{k+K/4} = jx_{k+K/2} = -jx_{k+3K/4},
\]
for \( k \in \{1, \ldots, K/4 \} \). Based on this setting, a pilot-sequence matrix for the efficient method is given by
\[
X_t = [x[1], x[2], \ldots, x[T_t]] = \left[ x_1, \ldots, x_1, x_2, \ldots, x_2, \ldots, x_{\frac{K}{4}}, \ldots, x_{\frac{K}{4}} \right].
\]
\( L \) repetitions

Then the receiver creates the empirical conditional PMF for the \( k \)th symbol vector as
\[
\hat{p}(y|x_k) = \begin{cases} \sum_{t=1}^{L} I(y = y[(k-1)L + t]), & k \in \{1, \ldots, K/4 \}, \\ \hat{p}(-y|x_{k-K/4}), & k \in \{1, \ldots, K/4 \}, \\ \hat{p}(y|x_{k-K/2}), & k \in \{1, \ldots, K/4 \}, \\ \hat{p}(-y|x_{k-K/4}), & k \in \{1, \ldots, K/4 \}, \\ \hat{p}(-y|x_{k-K/4}), & k \in \{1, \ldots, K/4 \}. 
\end{cases}
\]

As can be seen from (17), the training overhead of the efficient learning method is given by \( T_t = \frac{KL}{4} \), which is only a quarter of that of the full training method. Using this strategy, the receiver can effectively reduce the training overhead of the proposed framework when the system uses both the QAM modulation and the symmetric quantization function.

B. Data Detection Phase

For the data detection phase, we develop two detection methods, referred to as eMLD and MCD. Both methods estimate transmitted symbol vectors by exploiting the empirical conditional PMFs obtained during the learning phase. Details of each method are described below.

1) Empirical-Maximum-Likelihood Detection (eMLD): The key idea of eMLD is to select the index of a symbol vector that maximizes the empirical conditional PMF, namely,
\[
k^* = \arg\max_k \hat{p}(y[n]|x_k).
\]

When the number of training repetitions in the learning phase approaches infinity (i.e., \( L \to \infty \)), the empirical distribution converges to the corresponding true distribution by the law of large numbers. In this ideal case, by the definition, the eMLD method in (19) is the optimal MLD method of the MIMO system with low-resolution ADCs, regardless of the number of precision bits at the ADCs.

Unfortunately, when \( L \) is insufficient, eMLD is no more optimal for two reasons: 1) the empirical conditional PMF is different from the true conditional PMF; and 2) there is a non-zero probability event that a received quantized vector during the detection phase has not been learned during the previous learning phase, which obviously results in a detection failure. To resolve these problems, we extend the detection rule in (19) by considering a set of quantized vectors in \( \mathcal{Y} \) that are closest to the received quantized vector. Let \( \mathcal{N}(y[n]) \) be the set of the closest vectors to \( y[n] \) among the vectors in \( \mathcal{Y} \) with respect to the Euclidean distance, i.e.,
\[
\mathcal{N}(y[n]) = \left\{ y_1 | \|y[n] - y_1\|_2 = R_{\min}[n], \ y_1 \in \mathcal{Y} \right\},
\]
where \( R_{\min}[n] = \min_{y \in \mathcal{Y}} \|y[n] - y\|_2 \). Using this set, the detection rule of the eMLD method, \( f_{\text{eMLD}} : \mathcal{Y}^{2N_t} \to K = \{1, 2, \ldots, K\} \), is given by
\[
f_{\text{eMLD}}(y[n]) = \arg\max_k \sum_{y \in \mathcal{N}(y[n])} \hat{p}(y|x_k).
\]

The eMLD method in (21) is illustrated in Fig. 2(a). Note that when \( L \) is sufficiently large, the detection rule in (21) becomes equivalent to (19).

Remark 2 (Connection to a \( K \)-nearest neighbors classifier). The eMLD method resembles with a \( K \)-nearest-neighbors (KNN) classifier which is widely used to solve the classification problem in supervised learning. The key idea of the KNN classifier is that when an unlabeled vector is observed, it finds the \( K \)-nearest neighbors to the observed vector, and assigns a label to the vector by using the majority voting of neighbors’ labels. As explained, eMLD finds the neighbor set \( \mathcal{N}(y[n]) \), then assigns the index \( f_{\text{eMLD}}(y[n]) \) as the most
probably index for the vectors in \( \mathcal{N}(\mathbf{y}|n) \). Therefore, the eMLD method is similar to the KNN classifier in the sense that they simply compare the number of neighbors’ labels. One notable difference is that eMLD uses the neighbor set of that represent their classes. Similarly, MCD determines the index of the detected symbol vector as the index with the minimum distance from the conditional mean vector of the quantized vectors that are already learned, each of which is associated with an input symbol vector. This resemblance is a good example to show an interesting connection between a data detection problem in wireless communications and a classification problem in supervised learning.

**V. Supervised-Learning-Aided Successive-Interference-Cancellation**

One drawback of the supervised-learning-aided framework in Section IV is that it is not affordable in practical communication systems when the number of transmit antennas \( N_t \) or the modulation size \( M \) is large. The reason is that both the training overhead and the computational complexity of this framework exponentially increase with \( M \) and \( N_t \).

To overcome this drawback, in this section, we develop a supervised-learning-aided successive-interference-cancellation (SL-SIC) for data detection in a MIMO system with low-resolution ADCs. The developed SL-SIC reduces both the training overhead and the computational complexity of the proposed framework in Section IV.

The key idea of SL-SIC is to divide a symbol vector into two subvectors with reduced dimensions, and then to detect these two subvectors successively using the proposed framework with MCD. Based on this idea, the SL-SIC method consists of three phases: 1) symbol vector division, 2) system learning, and 3) data detection. Details of each phase are described below.

**A. Symbol Vector Division Phase**

In the symbol vector division phase, the receiver divides the symbol vector \( \mathbf{x}[n] \) into two subvectors \( \mathbf{x}^{(1)}[n] \in \mathcal{X}^{N_t} \) and \( \mathbf{x}^{(2)}[n] \in \mathcal{X}^{N_L} \), where \( N_1 \in \mathbb{N} \) and \( N_2 \in \mathbb{N} \) such that \( N_1 + N_2 \). Then the received quantized vector after the ADCs at time slot \( n \) is rewritten using these two subvectors as

\[
\mathbf{y}[n] = \mathcal{Q} \left( \mathbf{H}^{(1)} \mathbf{x}^{(1)}[n] + \mathbf{H}^{(2)} \mathbf{x}^{(2)}[n] + \mathbf{z}[n] \right),
\]

where \( \mathbf{H}^{(1)} \in \mathbb{C}^{N_t \times N_1} \) and \( \mathbf{H}^{(2)} \in \mathbb{C}^{N_t \times N_2} \) are the channel sub-matrices associated with the first subvector and the second subvector, respectively.

Our strategy for the symbol vector division is to maximize the chordal distance between the subspace spanned by \( \mathbf{H}^{(1)} \) and that spanned by \( \mathbf{H}^{(2)} \) in (24). The purpose of this strategy is to minimize the effect of the second subvector on the detection of the first subvector. To realize this strategy, we adopt a pilot-based channel estimation process, unlike the supervised-learning-aided communication framework presented in Section IV. We then develop an algorithm that determines the column indexes of the channel matrix associating with each
subvector, based on the estimated channel matrix. Let \( \hat{H} \) and \( \hat{h}_I \) be the estimated channel matrix and its \( k \)th column vector. Also, let \( U_I \in \mathbb{C}^{N_t \times |I|} \) be the orthonormal basis matrix of the subspace spanned by the columns \( \hat{h}_{[I]} \) for \( I \subset \{1, \ldots, N_t\} \). Using these notations, the developed algorithm is summarized as in Algorithm 1.

**Algorithm 1** The proposed algorithm for symbol vector division

1. Set \( I^{(1)} = \emptyset \) and \( I^{(2)} = \{1, 2, \ldots, N_t\} \).
2. for \( i = 1 \) to \( N_t \) do
3. \( \text{Find } k^* = \arg \max_{k \in I^{(2)}} d_{\text{chordal}} \left( U_{I^{(1)}}(k), U_{I^{(2)}}(k) \right) \), where \( d_{\text{chordal}}(A, B) = \frac{1}{\sqrt{2}} \| A A^H - B B^H \|_f \).
4. Update \( I^{(1)} \leftarrow I^{(1)} \cup \{ k^* \} \) and \( I^{(2)} \leftarrow I^{(2)} \setminus \{ k^* \} \).
end for

In Step 3, the proposed algorithm selects the column index in \( I^{(2)} \) that maximizes the chordal distance between two subspaces spanned by the column vectors corresponding to \( I^{(1)} \) and \( I^{(2)} \) respectively. Then in Step 4, the proposed algorithm adds the selected index to the set \( I^{(1)} \), while discarding the selected index from the set \( I^{(2)} \). Steps 3–4 are repeated for \( N_t \) times. From Algorithm 1, the receiver obtains the two sub-matrices, each associated with the \( u \)th subvector as follows:

\[
\hat{H}^{(u)} = \left[ \hat{h}_{I^{(u)}(1)}, \hat{h}_{I^{(u)}(2)}, \ldots, \hat{h}_{I^{(u)}(N_t)} \right],
\]

where \( j^{(u)}_j \) is the \( j \)th element of \( I^{(u)} \) for \( u \in \{1, 2\} \).

**B. System Learning Phase**

In the system learning phase, the receiver empirically learns a conditional PMF of the received quantized vector for each possible first subvector. The key difference to the learning phase in Section IV-A is that the conditional PMF is now marginalized for all possible second subvectors, since the receiver does not have the information of the transmitted second subvector at the time of the learning phase. In addition to this difference, we also consider the effective received vector that is projected onto the orthogonal subspace spanned by \( \hat{H}^{(2)} \) after the ADCs, in order to suppress the effect of the second symbol vector on the marginalized conditional PMF. Based on this strategy, we first define the effective received vector\(^1\) at time slot \( n \) as

\[
\tilde{y}[n] = WQ \left( \hat{H}^{(1)}x^{(1)}[n] + \hat{H}^{(2)}x^{(2)}[n] + z[n] \right),
\]

where \( W = \hat{H}^{(2)} \perp \mathbb{C}^{(2N_t - 2N_c) \times 2N_t} \) is a projection matrix whose rows are the orthogonal basis of the left null space of

\[
\hat{H}^{(2)} = \begin{bmatrix}
\text{Re}(\hat{H}^{(2)}) & \text{Im}(\hat{H}^{(2)}) \\
\text{Im}(\hat{H}^{(2)}) & \text{Re}(\hat{H}^{(2)})
\end{bmatrix}.
\]

\(^1\)Unlike in MIMO systems with infinite-resolution ADCs, the effective received vector in (26) is corrupted by the interference signals of \( H^{(1)}x^{(2)} \) even after the orthogonal projection, because of 1) the nonlinearity of the quantization function \( Q(\cdot) \) and 2) the imperfect channel estimation, i.e., \( \hat{H}^{(2)} \neq H^{(2)} \). Nevertheless, the orthogonal-projection approach can still be used to suppress the effect of the interference caused by the second subvector.

We then define the marginalized conditional PMF of the effective received vector for the \( k \)th possible candidate of the first subvector as

\[
p(\tilde{y}[k] | x^{(1)}_k) = \sum_{j=1}^{K_2} p(\tilde{y}[k] | x^{(1)}_k, x^{(2)}_j) p(x^{(2)}_j)
\]

\[
= \frac{1}{K_2} \sum_{j=1}^{K_2} \mathbb{P}(\tilde{y} = WQ(\hat{H}^{(1)}x^{(1)}_k + \hat{H}^{(2)}x^{(2)}_j + z)),
\]

(28)

for \( k \in \{1, \ldots, K_1 = M^{N_c, 1} \} \) and \( \tilde{y} \in \mathbb{R}^{2N_t - 2N_c, 2} \). where \( x^{(1)}_k \in \mathbb{X}^{N_c, 1} \) is the kth possible first subvector, \( x^{(2)}_j \in \mathbb{X}^{N_c, 2} \) is the jth possible second subvector, and \( K_2 = M^{N_c, 2} \). Unfortunately, learning the pairwise conditional PMF in (28) using the methods in Section IV-A still entails high training overhead when \( K_1 K_2 \) is large. In addition, the pilot signals of the system are already utilized by a channel estimation process during the symbol vector division phase. Therefore, for the SL-SIC method, we develop an alternative learning method, called pseudo learning, that does not require additional training signals beyond the pilot signals utilized for the channel estimation.

The key idea of pseudo learning is to artificially generate multiple received vectors based on the estimated channel, instead of actually sending the training signals for it. These generated vectors are used to create the empirical conditional PMFs by taking the role of received signals in the original learning methods. For this, the receiver generates \( L \) artificial effective received vectors for \( (x^{(1)}_k, x^{(2)}_j) \), in which the \( \ell \)th artificial vector is given by

\[
\tilde{y}^{(1, \ell)}_{k,j} = WQ \left( \hat{H}^{(1)}x^{(1)}_k + \hat{H}^{(2)}x^{(2)}_j + z^{(\ell)} \right),
\]

(29)

where \( z^{(\ell)} \in \mathbb{C}^{N_r} \) is the \( \ell \)th artificial noise vector whose elements are independently generated from \( \mathcal{CN}(0, \sigma^2) \) for \( \ell \in \{1, \ldots, L\} \). By using these artificial vectors, the empirical conditional PMF for \( x^{(1)}_k \) marginalized with respect to all possible second subvectors is created as

\[
\hat{p}(\tilde{y}[k] | x^{(1)}_k) = \frac{1}{K_2 L} \sum_{j=1}^{K_2} \sum_{\ell=1}^{L} \mathbb{P}(\tilde{y} = \tilde{y}^{(1, \ell)}_{k,j}),
\]

(30)

for \( \tilde{y} \in \mathbb{R}^{2N_t - 2N_c, 2} \). Then the set of effective received vectors learned for \( x^{(1)}_k \) is given by

\[
\mathcal{P}^{(1)}_{x^{(1)}_k} = \left\{ \tilde{y} | \hat{p}(\tilde{y}[k] | x^{(1)}_k) > 0, \tilde{y} \in \mathbb{R}^{2N_t - 2N_c, 2} \right\}.
\]

(31)

As shown in the above, the SL-SIC method requires both CSIR and the knowledge of the quantization function used at the ADCs, unlike the supervised-learning-aided framework in Section IV. Nevertheless, it still has some advantages over conventional data detection methods (e.g., the optimal MLD method [16] or the GAMP-based algorithm [26]) in terms of the detection performance or the computational complexity, which will be explained in the sequel.

**C. Data Detection Phase**

For the data detection phase, we develop a two-stage MCD method that consists of two successive MCD methods. I the
developed method, the receiver estimates the first subvector based on the empirical conditional PMFs obtained during the learning phase, then estimates the second subvector by using the estimated first subvector. Details of two-stage MCD are described below.

The receiver detects the first symbol subvector by applying the MCD method with the empirical conditional PMFs obtained during the system learning phase. As in the original MCD method, the receiver creates a representative received vector for each possible first subvector. The representative received vector for the kth possible first subvector, namely \( \bar{y}_k^{(1)} \in \mathbb{R}^{2N_r-2N_c} \), is obtained as

\[
\bar{y}_k^{(1)} = \sum_{y_i \in Y_k^{(1)}} y_i \hat{p}(y_i | x_k^{(1)}).
\]  

(32)

Using the representative vectors, the detection rule for the first subvector, \( f_{\text{MCD,1}} : Y^{2N_r} \rightarrow \{1, \ldots, K_1\} \), is given by

\[
f_{\text{MCD,1}}(y[n]) = \arg\min_k \| Wy[n] - \bar{y}_k^{(1)} \|_2.
\]  

(33)

From (33), the estimated first subvector at time slot n is obtained as \( \hat{y}_k^{(1)}[n] = k^* \), where \( k^* = f_{\text{MCD,1}}(y[n]) \).

After detecting the first subvector, the receiver again applies the MCD method to detect the second symbol subvector. For this, the receiver first adopts the pseudo learning method to learn the conditional PMFs for all possible second subvectors, under the assumption that the estimated first subvector is transmitted. Then the empirical conditional PMF for \( x_j^{(2)} \) is created as

\[
\hat{p}(y_j | x_j^{(2)}) = \frac{1}{L} \sum_{l=1}^L \mathbf{1}(y_j = \hat{y}_l^{(2)}),
\]  

(34)

for \( y_j \in Y_j^{2N_c} \), where the lth artificial vector is

\[
\hat{y}_l^{(2)} = Q \left( \hat{H}_i^{(1)} \hat{x}_i^{(1)}[n] + \hat{H}_i^{(2)} x_j^{(2)} + \tilde{z}(l) \right),
\]  

(35)

as in (29). Using the learned conditional PMFs, the detection rule for the second subvector, \( f_{\text{MCD,2}} : Y^{2N_c} \rightarrow \{1, \ldots, K_2\} \), is represented as

\[
f_{\text{MCD,2}}(y[n]) = \arg\min_j \| y[n] - \bar{y}_j^{(2)} \|_2,
\]  

(36)

where \( \bar{y}_j^{(2)} \) is the representative received vector for the jth possible second subvector

\[
\bar{y}_j^{(2)} = \sum_{y_i \in Y_j^{(2)}} y_i \hat{p}(y_i | x_j^{(2)}),
\]  

(37)

and \( Y_j^{(2)} = \{ y | \hat{p}(y_j | x_j^{(2)}) > 0, y \in Y_j^{2N_c} \} \). From (36), the estimated second subvector at time slot n is obtained as \( \hat{x}_j^{(2)}[n] = x_j^{(2)} \), where \( k^* = f_{\text{MCD,2}}(y[n]) \).

The symbol vector transmitted at time slot n, \( x[n] \), can be reconstructed from two estimated symbol subvectors, \( \hat{x}_i^{(1)}[n] \) and \( \hat{x}_i^{(2)}[n] \), for \( n \in \{ T_i + 1, \ldots, T \} \). Let \( \hat{x}[n] = [\hat{x}_1[n], \hat{x}_2[n], \ldots, \hat{x}_N[n]]^T \) be the estimated symbol vector at time slot n. For an index \( m \in \{1, 2, \ldots, N_t\} \), if m corresponds to the jth element of \( I(a) \), the mth element of \( \hat{x}[n] \) is determined as

\[
\hat{x}_m[n] = \hat{x}_j^{(a)}[n] \quad \text{for} \quad n \in \{ T_i + 1, \ldots, T \},
\]  

(38)

where \( \hat{x}_j^{(a)}[n] \) is the jth element of \( \hat{x}^{(a)}[n] \) for \( a \in \{1, 2\} \).

The detection complexity of the developed SL-SIC method has the order of \( O(M^{\max\{N_t,1,N_c,1\}}) \). This complexity order is less than those of the proposed framework with MCD or the optimal MLD, which are given by \( O(M^N_t) \).

VI. ANALYSIS FOR MIMO SYSTEMS WITH ONE-BIT ADCS

In this section, we characterize the detection performance of the supervised-learning-aided communication framework presented in Section IV for a MIMO system with one-bit ADCs.

A. Upper Bound of Vector-Error-Rate

This section characterizes an upper bound of VER for the proposed framework with the MCD method. In particular, the upper bound is derived under an ideal assumption referred to as perfect learning which implies that the receiver perfectly learns the received quantized vectors for all possible symbol vectors, namely,

\[
\hat{y}_k = Q(Hx_k), \quad k \in \mathcal{K}.
\]  

(39)

Under this assumption, the following theorem provides the upper bound of VER.

**Theorem 1.** Suppose MIMO systems with one-bit ADCs. Under the perfect learning assumption in (39), the upper bound of the VER for the proposed framework with MCD is

\[
P_v \leq \frac{1}{M_N} \sum_{k=1}^{M_N} \sum_{j=1}^{N_c} \sum_{l=1}^{L} \prod_{i \in S_{ij}} \left( 1 - \Phi \left( \frac{2\rho |g[k,l]|^2}{N_t} \right) \right) \times \prod_{l' \notin S_{ij}} \Phi \left( \frac{2\rho |g[k,l']|^2}{N_t} \right),
\]  

(40)

where \( \rho = \frac{N_t}{d_{k,i}} \) is the SNR of the system, \( S_{ij} \) is the ith possible subset of \( \{1, 2, \ldots, 2N_c\} \) with size \( j \), and \( d_{k,i} = \| Q(Hx_k) - Q(Hx_i) \|_p \) and \( g[k,i] \) is the lth element of \( g_k = [\text{Re}(Hx_k)^T, \text{Im}(Hx_k)^T]^T \).

**Proof:** In this proof, we omit the index n of time slot for ease of exposition. Suppose that the receiver equipped with one-bit ADCs adopts the MCD method. Then the receiver detects the symbol vector as \( \hat{x} = x_k^* \), where \( k^* = f_{\text{MCD}}(y) \), and \( y = Q(Hx+z) \in \{-1, +1\}^{2N_t} \). Let \( P_v = \mathbb{P} (\hat{x} \neq x_k | x = x_k) \) be the pair-wise error probability that the detected symbol vector is different from \( x_k \) when the transmitter sends \( x_k \). Then VER is defined as

\[
P_v \leq \sum_{k=1}^{M_N} \mathbb{P} (\hat{x} \neq x_k | x = x_k) = \frac{1}{M_N} \sum_{k=1}^{M_N} P_{v,k}.
\]  

(41)
With the perfect learning assumption in (39) and the use of one-bit ADCs, the detection rule of MCD in (23) is rewritten as

$$k^* = \arg\min_k \| y - Q(Hx_k) \|_2$$

$$= \arg\min_k \| y - Q(Hx_k) \|_0,$$  \hspace{1cm} (42)

where \( \|a\|_0 \) is the zero norm that denotes the number of nonzero elements in a vector \( a \). Note that the equality of (43) holds only for the one-bit-ADC case. From (43), \( P_{e,k}^{\text{vec}} \) of the MCD method is upper bounded as

$$P_{e,k}^{\text{vec}} \leq \mathbb{P}\left( \| y - Q(Hx_k) \|_0 \geq \min_{j \neq k} \| y - Q(Hx_j) \|_0 \right) \right|_{x = x_k}.$$  \hspace{1cm} (44)

For further analysis, we define a set \( C = \{ Q(Hx_1), Q(Hx_2), \ldots, Q(Hx_K) \} \) which is interpreted as an error-correcting code where each element \( Q(Hx_k) \) can be treated as a codeword vector of \( C \). For any code, one can define the distance between two codes \( Q(Hx_k) \) and \( Q(Hx_j) \) as

$$d_{k,j} = \| Q(Hx_k) - Q(Hx_j) \|_0.$$  \hspace{1cm} (45)

Then \( \| y - Q(Hx_k) \|_0 \geq \frac{d_{k,j} + 1}{2} \) is the necessary condition for an event that the MCD method outputs \( x_i \) when \( x_k \) was sent. Thus, we obtain an upper bound as

$$P_{e,k}^{\text{vec}} \leq \mathbb{P}\left( \bigcup_{i=1,i \neq k}^{K} \{ \| y - Q(Hx_k) \|_0 \geq \frac{d_{k,j} + 1}{2} \right) \bigg| x = x_k$$

$$= \mathbb{P}\left( \| y - Q(Hx_k) \|_0 \geq D_k \right) \bigg| x = x_k$$

$$= \mathbb{P}\left( \| Q(Hx_k + z) - Q(Hx_k) \|_0 \geq D_k \right)$$

$$= \mathbb{P}\left( \sum_{l=1}^{2N} I \left( \text{sign}(g_{k,l} + z_{R,l}) \neq \text{sign}(g_{k,l}) \right) \geq D_k \right).$$  \hspace{1cm} (46)

where \( D_k = \min_{i \neq k} \left| \frac{d_{k,j} + 1}{2} \right| \), \( \text{sign}() \) is the sign function, \( g_{k,l} \) is the \( l \)th element of the \( k \)th codeword vector, \( z_{R,l} \) is the \( l \)th element of \( \mathbf{z} \),

$$g_k = \begin{bmatrix} \text{Re}(Hx_k) \\ \text{Im}(Hx_k) \end{bmatrix}, \quad \text{and} \quad z_R = \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix}. \hspace{1cm} (47)$$

Because \( z_{R,l} \) is i.i.d. as \( N(0, \frac{\sigma^2}{2}) \) for all \( l \), the probability of an event that the sign of \( g_{k,l} \) is flipped due to the noise \( z_{R,l} \) is given by

$$p_{e,j}^{\text{vec}} = 1 - \Phi \left( \sqrt{\frac{2\rho|g_{k,l}|^2}{N_1}} \right).$$  \hspace{1cm} (48)

Using this fact, (45) is rewritten as

$$\mathbb{P}\left( \sum_{l=1}^{2N} I \left( \text{sign}(g_{k,l} + z_{R,l}) \neq \text{sign}(g_{k,l}) \right) \geq D_k \right)$$

$$= \sum_{j=D_k}^{2N} \sum_{l=i}^{2N} \left( \prod_{l \neq i} p_{e,j}^{\text{vec}} \right) \left( 1 - p_{e,j}^{\text{vec}} \right).$$  \hspace{1cm} (49)

Plugging (45) and (48) to (41) yields (40). This completes the proof.

The upper bound of VER in (40) can be interpreted as the effective error probability of an error correcting code \( C = \{ Q(Hx_1), Q(Hx_2), \ldots, Q(Hx_K) \} \), in which the \( l \)th layer of the \( k \)th codeword has the error probability of \( p_{e,j}^{\text{vec}} \). With this interpretation, we further simplify the upper bound in (40), to provide more clear understanding on the VER of MCD, especially in high SNR regime. The result is given in the following Corollary:

**Corollary 1.** Suppose MIMO systems with one-bit ADCs. Under the perfect learning assumption in (39), the logarithm of VER is upper bounded as

$$\ln(P_{e}^{\text{vec}}) \leq -\frac{D_{\text{min}}|g_{\text{min}}|^2}{N_1} + O(1),$$  \hspace{1cm} (49)

where \( D_{\text{min}} = \min_k D_k \), \( g_{\text{min}} = \min_{k,l} g_{k,l} \), and \( O(1) \) is an expression that does not depend on SNR.

**Proof:** Because \( p_{e,j}^{\text{vec}} \) in (47) is the decreasing function of \( |g_{k,l}| \), the right-hand side (RHS) of (40) is further upper bounded as

$$P_{e,k}^{\text{vec}} \leq \frac{1}{MN^2} \sum_{k=1}^{MN} \sum_{j=1}^{2N} \left( \prod_{l=1}^{t^*} p_{e,k}^l \right)$$

$$= C_{N_r,D_{\text{min}}} \left( 1 - \Phi \left( \sqrt{\frac{2\rho|g_{\text{min}}|^2}{N_1}} \right) \right),$$  \hspace{1cm} (50)

$$\leq C_{N_r,D_{\text{min}}} \exp \left( -\frac{D_{\text{min}}|g_{\text{min}}|^2}{N_1} \right).$$  \hspace{1cm} (51)

where \( D_{\text{min}} = \min_k D_k \), \( C_{N_r,D_{\text{min}}} = \sum_{j=1}^{2N} \left( \prod_{l=1}^{t^*} p_{e,j}^l \right) \), \( t^* \) is the index of the element of \( g_k \) that has the \( l \)th-minimum absolute value, and \( g_{\text{min}} = \min_{k,l} g_{k,l} \). By taking the logarithm to (52), we arrive at the result in (49), where \( O(1) = \ln(C_{N_r,D_{\text{min}}} \exp \left( -\frac{D_{\text{min}}|g_{\text{min}}|^2}{N_1} \right) \). ■

Corollary 1 demonstrates that the upper bound of VER decreases exponentially with SNR \( \rho \), the minimum channel gain \( |g_{\text{min}}|^2 \), the inverse of \( N_1 \), and the half of the minimum distance, \( D_{\text{min}} = \left| \frac{d_{k,j} + 1}{2} \right| \). The most interesting parameter here is \( d_{\text{min}} \), which represents how far the transmitted symbol vectors are separated in a received domain. For a certain channel realization \( H \), the received signals from two different symbol vectors \( x_i \) and \( x_j \) can be identical even without noise, i.e., \( Q(Hx_i) = Q(Hx_j) \) for \( i \neq j \). In this case, these two vectors cannot perfectly be distinguished by any detection method. The upper bound in (49) also agrees with this fact because the RHS of (49) becomes a constant when \( d_{\text{min}} = 0 \).

To reduce VER, it is important to design the communication system to have a large enough minimum distance \( d_{\text{min}} \). One simple way is to increase the number of receive antennas. For example, if \( N_1 = 2 \), we have four possible symbol vectors \( \{ x_1, x_2, x_3, x_4 \} \in \{-1, +1\}^2 \) that generate a code \( C = \{ Q(Hx_1), Q(Hx_2), Q(Hx_3), Q(Hx_4) \} \in \{-1, +1\}^N \). Clearly, the minimum distance \( d_{\text{min}} \) of \( C \) increases with \( N_1 \), because each codeword can be mapped into a higher-dimensional space. This characteristic can be interpreted as a receive diversity gain in the MIMO system with one-bit ADCs. The relation between \( d_{\text{min}} \) and \( N_1 \) will be more clearly shown in the sequel.
Remark 4 (Realization of perfect learning assumption). We explain how to realize the perfect learning assumption in (39) using the full learning method introduced in Section IV-A. In this method, the representative vector for the $k$th symbol vector is obtained as

$$\tilde{y}_{k,k} = \frac{1}{L} \sum_{l=1}^{L} Q(Hx_k + z).$$  \hspace{1cm} (53)

Specifically, the $l$th element of $\tilde{y}_{k,k}$ in (53) is given by

$$\tilde{y}_{k,k,l} = \frac{1}{L} \sum_{l=1}^{L} \text{sign}(g_{k,l} + z_{R,l}).$$  \hspace{1cm} (54)

where $z_{R,l}$ is the $l$th element of $z_R = [\text{Re}(z)^T, \text{Im}(z)^T]^T$. Because the empirical probability converges to the corresponding true probability by the law of large numbers, as the number of training repetitions goes to infinity (i.e., $L \to \infty$),

$$\tilde{y}_{k,k,l} \to \mathbb{P} \left( \text{sign}(g_{k,l} + z_{R,l}) = \text{sign}(g_{k,l}) \right) \text{sign}(g_{k,l})$$

$$+ \mathbb{P} \left( \text{sign}(g_{k,l} + z_{R,l}) \neq \text{sign}(g_{k,l}) \right) (-\text{sign}(g_{k,l})).$$  \hspace{1cm} (55)

where the first inequality is obtained from (47). Therefore, for sufficiently large SNR such that $\Phi(\sqrt{2|g_{k,l}|^2/N_t}) \approx 1$ for all $k$ and $j$, the full learning method obtains the result in (39).

B. Distribution of $d_{\min}$ for Rayleigh-Fading Channel

We have shown that the detection error probability of the proposed framework depends on the minimum distance, $d_{\min}$, which is closely related to a channel realization. To provide a clear understanding for this minimum distance under a random channel realization, we derive the distribution of $d_{\min}$ by assuming Rayleigh-fading channels and BPSK modulation.

Theorem 2. Suppose MIMO systems with one-bit ADCs and BPSK modulation. For Rayleigh-fading channels, the complementary cumulative distribution function (CCDF) of $d_{\min}$ is approximated as

$$\mathbb{P}(d_{\min} \geq n) \approx \prod_{1 \leq i < j \leq 2N_t-1, i \neq j} \binom{2N_t-n}{k} \left(1 - p_{\text{eq}, \delta_{i,j}}\right)^k p_{\text{eq}, \delta_{i,j}}^k,$$  \hspace{1cm} (56)

where $\delta_{i,j} = ||x_i - x_j||_0$, and $p_{\text{eq}, \delta} = \frac{2}{\pi} \arctan \left( \frac{\sqrt{N_t - 1}}{\delta} \right)$, under the premise that the indexes of possible symbol vectors satisfy $x_{2N_t-k+1} = -x_k$ for $k \in \{1, \ldots, 2N_t-1\}$. The approximation in (56) becomes an equality if $N_t = 2$ and becomes less accurate as $N_t$ increases.

Proof: When the BPSK modulation is used for the transmission, for any possible symbol vector $x \in \{-1, 1\}^{N_t}$, we have $-x \in \{-1, 1\}^{N_t}$. From this fact, we can set the indexes of the symbol vectors to satisfy that $x_{2N_t-k+1} = -x_k$ for $k \in \{1, \ldots, 2N_t-1\}$. Then by the definition of $d_{\min}$, the CCDF of $d_{\min}$ is represented as

$$\mathbb{P}(d_{\min} \geq n) = \mathbb{P} \left( \bigcap_{1 \leq i < j \leq 2N_t} \{ ||Q(Hx_i) - Q(Hx_j)||_0 \geq n \} \right)$$

$$= \mathbb{P} \left( \bigcap_{1 \leq i < j \leq 2N_t-1} \left[ \min \left( ||Q(Hx_i) - Q(Hx_j)||_0, ||Q(Hx_i) - Q(-Hx_j)||_0 \right) \geq n \right) \right).$$  \hspace{1cm} (57)

When the receiver is equipped with the one-bit ADCs defined with $\mathcal{U} = \{-1, +1\}$, the following equality holds:

$$||Q(Hx_i) - Q(Hx_j)||_0 + ||Q(Hx_i) + Q(Hx_j)||_0 = 2N_t.$$

(58)

Applying (58) to (57) with $Q(-Hx_j) = -Q(Hx_j)$ yields

$$\mathbb{P}(d_{\min} \geq n) = \mathbb{P} \left( \bigcap_{1 \leq i < j \leq 2N_t-1} \left( n \leq ||Q(Hx_i) - Q(Hx_j)||_0 \leq 2N_t-n \right) \right).$$  \hspace{1cm} (59)

Unfortunately, further simplification of the RHS of (59) is very difficult due to the complicated dependence of events $E_{i,j}$ for different $i$ and $j$. Therefore, in this work, we only provide the approximation of (59) by ignoring the statistical dependence among the events $\{E_{i,j}\}_{i,j}$:

$$\mathbb{P}(d_{\min} \geq n) = \mathbb{P} \left( \bigcap_{1 \leq i < j \leq 2N_t-1} E_{i,j} \right) \approx \prod_{1 \leq i < j \leq 2N_t-1} \mathbb{P}(E_{i,j}).$$  \hspace{1cm} (60)

The approximation in (60) becomes an equality if $N_t = 2$ and becomes less accurate as $N_t$ increases. The probability of each pair event $E_{i,j}$ in (60) is calculated as

$$\mathbb{P}(E_{i,j}) = \mathbb{P}(n \leq ||Q(Hx_i) - Q(Hx_j)||_0 \leq 2N_t-n)$$

$$= \sum_{k=n}^{2N_t-n} \mathbb{P}(||Q(Hx_i) - Q(Hx_j)||_0 = k)$$

$$= \sum_{k=n}^{2N_t-n} \mathbb{P} \left( \sum_{l=1}^{2N_t} \text{1}(\text{sign}(g_{i,l}) \neq \text{sign}(g_{j,l})) = k \right).$$  \hspace{1cm} (61)

For Rayleigh-fading channels, each channel element is drawn from an i.i.d. circularly-symmetric complex Gaussian random variable with zero mean and unit variance. Therefore, for each symbol vector $x_i \in \{-1, +1\}^{N_t}$, all elements of $g_i$ are i.i.d. as $\mathcal{N}(0, \frac{1}{2})$. Using this fact, the RHS of (61) is rewritten as

$$\mathbb{P}(E_{i,j}) = \sum_{k=n}^{2N_t-n} \binom{2N_t}{k} \prod_{l=1}^{k} \mathbb{P}(\text{sign}(g_{i,l}) \neq \text{sign}(g_{j,l}))$$

$$\times \prod_{l=k+1}^{2N_t} \mathbb{P}(\text{sign}(g_{i,l}) = \text{sign}(g_{j,l})).$$  \hspace{1cm} (62)

Let $u_{i,j,l} = \frac{\delta_{i,l} + \delta_{j,l}}{2}$, $v_{i,j,l} = \frac{\delta_{i,l} - \delta_{j,l}}{2}$, and $\delta_{i,j} = ||x_i - x_j||_0$ be the number of different elements between two symbol vectors $x_i$ and $x_j$. Then the distributions of $u_{i,j,l}$ and $v_{i,j,l}$ are given by

$$u_{i,j,l} \sim \mathcal{N} \left( 0, \frac{N_t - \delta_{i,j}}{2} \right), \quad \text{and} \quad v_{i,j,l} \sim \mathcal{N} \left( 0, \frac{\delta_{i,j}}{2} \right).$$  \hspace{1cm} (63)
for all \( l \in \{1, \ldots, 2N_t\} \). From (63) and the definitions of \( u_{i,j,l} \) and \( v_{i,j,l} \), we obtain
\[
\mathbb{P} \left( \text{sign}(g_{i,l}) = \text{sign}(g_{j,l}) \right) = \mathbb{P} \left( \text{sign}(u_{i,j,l} + v_{i,j,l}) = \text{sign}(u_{i,j,l} - v_{i,j,l}) \right) \\
= \int_{-\infty}^{\infty} \frac{1}{\sqrt{\pi(N_l - \delta_{i,l})}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\pi\delta_{i,l}}} e^{-u^2} e^{-v^2} dvdu \\
= \frac{2}{\pi} \arctan \left( \frac{N_l - \delta_{i,l}}{\delta_{i,l}} \right) = p_{eq,i,l},
\]
Substituting (64) into (62) and then applying the result to (60) yields (56). This completes the proof.

Although Theorem 2 only provides the approximate CCDF of \( d_{\min} \), this result is still useful to understand how \( d_{\min} \) behaves with the number of receive and transmit antennas. In particular, Theorem 2 provides the exact CCDF of \( d_{\min} \) when \( N_t = 2 \). Therefore, in this special case, we clearly reveal that how \( d_{\min} \) changes with \( N_t \) by using the following corollary:

**Corollary 2.** When \( N_t = 2 \), the probability that \( d_{\min} \) is larger than \( n = cN_t \) asymptotically goes to one, for any \( 0 \leq c < 1 \), i.e.,
\[
\lim_{N_t \to \infty} \mathbb{P} (d_{\min} \geq cN_t) = 1.
\]

**Proof:** When \( N_t = 2 \), the approximation in (56) becomes an equality. By using this fact, (65) is rewritten as
\[
\mathbb{P} (d_{\min} \geq n) \\
= \sum_{k=n}^{2N_t-n} \left( \frac{2}{\pi} \arctan(1) \right)^{2N_t-k} \left( 1 - \frac{2}{\pi} \arctan(1) \right)^k \\
= \sum_{k=n}^{2N_t-n} \left( \frac{2}{\pi} \arctan(1) \right)^{2N_t-k} \left( 1 - \frac{2}{\pi} \arctan(1) \right)^k \\
= \frac{2}{\pi} \arctan \left( \frac{N_t - \delta_{i,l}}{\delta_{i,l}} \right) = p_{eq,i,l},
\]
where the first equality is obtained from \( \delta_{i,2} = 1 \).

Theorem 5.3.2 in [31] says that for \( 0 \leq t \leq m \),
\[
\sum_{k=0}^{m-t+1} \frac{2m}{k} 2^{m-k} \sum_{k=m+t+1}^{2m} \frac{2m}{k} 2^{-2m} \leq \exp \left( -\frac{t^2}{m+t} \right).
\]
where \( m \) is a positive integer. Because \( \Sigma_{k=0}^{2N_t} (2N_t)^k \) \( 2^{-2N_t} \) = 1, applying the inequality in (67) to (65) yields
\[
\mathbb{P} (d_{\min} \geq n) \geq 1 - \exp \left( -\frac{(N_t - n)^2}{2N_t - n} \right).
\]
Let \( n = cN_t \) for any \( 0 \leq c < 1 \). Then the lower bound of (68) becomes
\[
\mathbb{P} (d_{\min} \geq n) \geq 1 - \exp \left( -\frac{(1 - c)^2}{2 - c}N_t \right).
\]
Except for \( c = 1 \), the RHS of the above inequality goes to one as \( N_t \) increases, so we obtain the results in (65).

VII. NUMERICAL RESULTS

In this section, using simulations, we evaluate the detection performance of the supervised-learning-aided framework proposed in Section IV and also the SL-SIC method developed in Section V for a MIMO system with low-resolution ADCs. We also validate the analysis results in Section VI by simulations.

A. Performance Evaluation for the Proposesd Methods

For the performance evaluation, we consider the symbol-error-rate (SER) performance achieved by the proposed and existing detection methods. We assume Rayleigh-fading channels, so each element of the channel matrix is independently drawn from \( CN(0,1) \). We design the scalar quantizer of the ADCs to maximize the output entropy as in [32]. For this, we assume that each real and imaginary part of an input signal is a Gaussian random variable with zero-mean and variance of \( \sigma^2 = \frac{N_t+N_c}{2} \). Under this assumption, we determine the bin boundaries of the quantizer to satisfy that
\[
\Phi \left( \frac{b_k}{\sigma_x} \right) - \Phi \left( \frac{b_{k-1}}{\sigma_x} \right) = \frac{1}{2^B}.
\]
We also determine the \( k \)th quantization alphabet as
\[
q_k = \frac{\int_{b_{k-1}}^{b_k} \frac{u}{\sqrt{2\pi\sigma^2}} e^{-\frac{u^2}{2\sigma^2}} du}{\int_{b_{k-1}}^{b_k} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{u^2}{2\sigma^2}} du}.
\]
In Fig. 3, we plot the SER of the framework proposed in Section IV for two different cases: \( T_1 = 12 \) (Fig. 3(a)) and \( T_1 = 48 \) (Fig. 3(b)). These two cases correspond to \( L = 3 \) and \( L = 12 \), respectively, when adopting the efficient learning method developed in Section IV-A. The SER of the proposed framework is compared with that of MLD in [16] and ZFD in [20]. Both methods are based on least-squares-based channel estimation (CE) method in [24] with pilot signals of length \( T_1 \). As a performance benchmark, we also plot the SER lower bound achieved by MLD with perfect CSIR. Fig 3 shows that in a high SNR regime, the proposed framework with MCD achieves the lowest SER regardless of SNRs and system parameters. In this case, the SER of MLD is severely degraded because it relies on an integral-form metric that is sensitive to the channel estimation error when the SNR is high. In a low-to-moderate SNR regime, the proposed framework with MCD shows a similar SER performance to MLD, but still outperforms ZFD. Among two detection methods (eMLD and MCD) developed for the proposed framework, MCD shows a better detection performance. The reason is that the performance of eMLD is degraded when the number of training repetitions, \( L \), is not sufficiently large, while MCD is relatively robust to the value of \( L \). It is also noticeable that MLD and MCD have the same order of detection complexity, because both methods compute the metrics of all possible
In this method, we perform a joint channel-and-data estimation algorithm in [26] for the given estimated channel matrix, by setting all signals as pilot signals (i.e., $T_0 = 0$).

In this method, we perform a joint channel-and-data estimation algorithm in [26] for the given pilot signals, by setting all signals as data signals (i.e., $T_0 = 0$).

The above results demonstrate that the proposed framework with MCD is an effective data detection method for MIMO systems with low-resolution ADCs, particularly when the number of possible symbol vectors $K = M^K$ is comparable to the pilot length $T_i$.

In Fig. 4, we plot the SER of the SL-SIC method proposed in Section V for two different cases: $B = 2$ (Fig. 4(a)) and $B = 3$ (Fig. 4(b)), compared to the SERs of MLD in [16], the GAMP-based detection algorithm in [26], and ZFD in [20]. All detection methods are based on the GAMP-based CE method in [26] with pilot signals of length $T_i = 50$. As a performance benchmark, we also plot the SERs of MLD with perfect CSIR when low-resolution ADCs or infinite-bit ADCs are employed. Fig. 4 shows that the SER of MLD with CE is lower than the SER of the proposed method, but the difference between two SERs is small particularly when $B = 3$. Meanwhile, the proposed method achieves a significant reduction in the computational complexity compared to MLD; the size of the search space for the proposed method are roughly 25% and 6.6% of that of MCD when $N_{t,2} = 1$ and $N_{r,2} = 2$, respectively. Although the GAMP-based algorithm and ZFD may require less detection complexity than the proposed method does, their losses in the SER performance are considerable. Another important observation is that only the proposed method can adjust the tradeoff between the performance and the complexity, by using a design parameter $N_{t,2}$. Therefore, the proposed SL-SIC method is useful to improve the detection performance-complexity tradeoff in a MIMO system with low-resolution ADCs.

### B. Validation of Analysis

We validate the analysis in Section VI by simulations for a MIMO system with the one-bit ADCs.

Fig. 5 compares the upper bound of VER, derived in (40), with VER achieved by the proposed framework with MCD under the perfect learning assumption in (39). Fig. 5 shows that VER obtained by simulation is lower than the analyzed upper bound. Although the difference between the simulated VER and the analyzed upper bound is considerable due to the use of a loose upper bound in (45), the analyzed upper
revealed an interesting resemblance between the data detection problem in wireless communications and the classification problem in supervised learning. For the case of one-bit ADCs, we have analyzed the VER of the presented framework. The analysis results show that the upper bound of the VER decreases exponentially with the minimum distance that can increase with the number of receive antennas. Simulation results show that the presented framework is superior to conventional detection techniques that are based on channel estimation.

An important direction for future research is to extend the presented framework to frequency-selective channels. For this extension, some prior work in [14], [17] can be jointly considered. Another interesting extension is to apply the presented framework to precoded MIMO systems that use low-resolution digital-to-analog converters (DACs) at a transmitter. This extension has a great potential to reduce a power consumption at the transmitter for downlink massive MIMO systems and/or wideband communication systems. It would also be interesting to optimize the detection rule of the presented framework by considering various kernel functions based on the empirical conditional PMFs.
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