GlidarCo: gait recognition by 3D skeleton estimation and biometric feature correction of flash lidar data
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Abstract—Gait recognition using noninvasively acquired data has been attracting an increasing interest in the last decade. Among various modalities of data sources, it is experimentally found that the data involving skeletal representation are amenable for reliable feature compaction and fast processing. Model-based gait recognition methods that exploit features from a fitted model, like skeleton, are recognized for their view and scale-invariant properties. We propose a model-based gait recognition method, using sequences recorded by a single flash lidar. Existing state-of-the-art model-based approaches that exploit features from high quality skeletal data collected by Kinect and Mocap are limited to controlled laboratory environments. The performance of conventional research efforts is negatively affected by poor data quality. We address the problem of gait recognition under challenging scenarios, such as lower quality and noisy imaging process of lidar, that degrades the performance of state-of-the-art skeleton-based systems. We present GlidarCo to attain high accuracy on gait recognition under the described conditions. A filtering mechanism corrects faulty skeleton joint measurements, and robust statistics are integrated to conventional feature moments to encode the dynamic of the motion. As a comparison, length-based and vector-based features extracted from the noisy skeletons are investigated for outlier removal. Experimental results illustrate the efficacy of the proposed methodology in improving gait recognition given noisy low resolution lidar data.
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I. INTRODUCTION

GAIT identification has received an increasing interest in the last decade due to the various applications in areas ranging from intelligent security surveillance and identifying person of interest in criminal cases, to designated smart environments [1], [2]. Besides, gait analysis plays an important role to quantify the severity of certain motion-related diseases like Parkinson [3]. Gait recognition aims to tackle the identification problem based on the way people walk and early studies findings in the medical and psychology have shown the uniqueness of gait to individuals [4], [5]. While the iris [6], face [7], [8], and fingerprint [9] provide some of the most efficacious biometrics for person identification with high recognition accuracy, they require the cooperation of subjects as well as availability of high quality data. In real life however, there are many scenarios in which the subjects cannot be controlled, there is no contact between subjects and sensors, or access to the high quality data is not possible. Under such circumstances, biometrics that can be extracted from the gait have shown promising results in several studies [10], [11], [12]. Features extracted from gait are resilient to changes in clothing or lighting conditions compared to color or texture which are among prevalent features for person identification. While patterns of walking may not be necessarily unique to individuals in practice, a combination of biometric-based static attributes along with the motion analysis of certain joints can create an effective set of features to recognize one individual from another.

In recent years, depth cameras have become popular for gait analysis mainly due to their ability to provide a three dimensional depiction of the scene [13], [14], [15]. Unlike their optical counterparts, depth cameras like lidar and Kinect can provide depth information that is not sensitive to illumination and changing in the lighting conditions that are among major issues in uncontrolled environments. This makes depth camera an ideal candidate for long-term person identification that rely on features such as time-invariant biometrics. In this work, we utilize the flash lidar technology to collect data. A flash lidar
camera uses pulsed laser to illuminate the whole scene and simultaneously record range (depth) and intensity information. Figure [1] shows sample frames of the collected intensity and range data by the flash lidar camera. Since the laser beams can be focused to suit the objects of interest, a flash lidar camera can provide detailed depth imaging of the scene. This property of flash lidar has led to extensive applications in areas such as autonomous vehicles, atmospheric physics, archaeology, forestry, geology, geography, seismology, space missions, and transportation.

Video-based gait recognition approaches are generally divided into two main categories, model-based, and model-free methods. Model-free methods rely on features that can be obtained from clean silhouettes [16], [17]. They are easy to implement and computationally less expensive compared to their model-based counterparts. However, model-free methods are not view and scale invariant, and require recordings from multiple angles that is not always feasible from applicability point of view. Using skeleton for gait recognition is categorized as a model-based approach for person identification. Most of the existing methods rely on fitting a model, usually a skeleton, to human silhouettes [18], [19]. The main issue with the model-based methods is the fact that in general, model fitting is a computationally expensive process. While such difficulties are not an issue with structured lighting approaches such as Kinect due to the direct estimation of joints coordinates, the working range of Kinect is limited. Furthermore, the range information of Kinect is not reliable in outdoor environments, because it is not easy to differentiate the infrared light of the sensor from the high intensity infrared of environment [20], [21]. To curb the computational complexity of model-based methods, several studies rely on high-quality real-time skeleton joints data generated by Mocap [22], [24]. However, in terms of applicability, Mocap is limited to a laboratory environment which is a major drawback. Unlike Mocap, flash lidar has been extensively used for outdoor applications. Compared with Kinect, a flash lidar camera has a drastically extended range (> 1000 meters) and its performance is not degraded in outdoor environments due to the high irradiance power of pulsed laser generated by lidar compared with the background [24].

With a limited number of studies, the only existing lidar-based person identification works in the literature are model-free and rely on background subtraction to extract human silhouette from the point cloud data provided by Velodynes Rotating Multi-Beam (RMB) lidar system [25], [26], [17]. In this work however, we take a model-based approach, leveraging OpenPose, a pre-trained deep network [27] to extract a skeleton model from the intensity information. Using camera properties and the depth data, the provided skeleton joint coordinates are transferred into real-world coordinates. The work presented here can be employed for gait analysis in different applications; for instance to improve the classification results by including gait information in our previous work [28].

This shift of the modality from the structured (image/video) to unstructured (skeleton) data type provides benefits in terms of data compaction, computation, storage, scalability, and recognition accuracy. Furthermore, the skeleton-related attributes mimic actual physical traits in human body and can be utilized as a soft biometric ID for the individuals. Our visual system does not extricate details of clothing texture, or the skin tone of the person who is walking. Rather, it focuses on certain body parts (joints, limbs), and tries to reconstruct the anatomy and locomotion. Such biological cues are exploited in [29], [30]. In addition, there has been a surge of studies to find a suitable model for such purpose [31], [32], [33].

Existing successful model-based methods take advantage of high-quality skeleton data provided by Kinect or Mocap and avoid the challenge of erroneous features. However, as we mentioned earlier, these modalities are not a proper choice for real-world applications. In contrast with Kinect and Mocap, the data collected by a flash lidar camera is noisy and has low resolution that degrades the performance of skeleton extraction systems. Features that are computed from the faulty skeleton models are plagued with erroneous measurements that in turn present a major challenge for a successful gait recognition. In this paper, our main goal is to answer the following question, "When the collected data is noisy to a level that a considerable number of fitted skeleton models contain missing or erroneous joints, is it still possible to identify gaits with a high accuracy and precision?". In particular under the described condition, "Can we avoid the common approach of removing noisy data, and correct the faulty skeletons, instead?" To address these questions, we present GliDarCo, a methodology to correct for the faulty and missing measurements of joint coordinates, and integrate the robust statistics to improve gait recognition using the noisy, low resolution flash lidar data.

Our contributions are fourfold. First, we present a model-based approach for gait recognition using flash lidar data that is close to real-time. Second, we present a filtering mechanism that exploits robust statistics and shape-preserving interpolation to correct for faulty and missing measurements of joint coordinates. Third, we integrate robust statistics with the traditional feature moments to incorporate the motion dynamics over the gait cycles. Fourth, as an alternative method for applications where data elimination is not an issue, we investigate features extracted from noisy skeletons for outliers, and present a modification of the Tukey’s method for vector-based feature vectors. The latter contribution is an effort to follow the traditional practice of removing noisy data and perform classification on the remaining clean data. In particular, we aim to compare the results from outlier removal method, with an unorthodox effort that seeks to correct the erroneous data. We must emphasize the importance of the latter, as it preserves the original data, that is costly to collect in many applications. An extensive experimental investigation demonstrates the efficacy of the proposed methodology in improving the performance of both length-based and vector-based features for gait identification using the flash lidar data.

The rest of this paper is presented as follows. In the next section, we will outline the related work. Next, we will describe the proposed methodology in detail in the Methods section. The results and discussion describes a thorough experimental investigation into the efficacy of the proposed method and compares the performance of multiple set of features, including state-of-the-are methods in the context of
gait recognition before and after data correction. Finally, we summarize in the conclusion section.

II. RELATED WORK

Model-based methods fit a model, like a skeleton, to human body and use the features extracted from the fitted model to identify gaits. Model fitting is generally a complex and computationally expensive process. To avoid such difficulties, many studies leverage Kinect as a marker-less motion capture tool, that generates a real-time high quality intensity and depth data, along with joint information of skeleton. In general, these methods are based on identifying gait cycle and calculating static anthropometric-based features like bone lengths and height, gait features like step length and gait cycle or angle between selected body joints over each gait cycle. Statistics like mean, maximum, and standard deviation of the collected attributes are computed over each gait cycle and utilized as feature identifiers.

Using maximum, mean, and standard deviation of a set of lower body angles over a half gait cycle as features and K-Means clustering algorithm, Ball et al. [34] acquired an accuracy of 43.6% on a dataset collected from four subjects. In [11], authors used a set of static features plus two gait features and achieved an accuracy of 90% on a dataset collected from nine subjects walking from right to left in front of a Kinect camera. Araujo et al. [35] used eleven static anthropometric-based features and investigated the effect of different subset of features in gait recognition. They also compared the performance of four different classifiers on a dataset collected from eight different subjects. An average accuracy of 98% was obtained only when the training and test samples contained the same type of walking pattern. Sinha et al. [12] proposed a set of area-based features plus distance between different body segment centroids and combined these attributes with features in [24] and [11] and obtained a higher accuracy compared with the work of Ball and Preis on a dataset of ten subjects. Kumar and Babu [36] proposed a set of covariance-based measures on the trajectory of skeleton joints, and acquired an accuracy of 90% on a dataset of 20 subjects. Dikovski [37] evaluates the performance of different features like angles of lower body joints, distance between adjacent joints, height and step length over one gait cycle. Relative distance and relative angles are computed between selected body joints and compared together utilizing the Dynamic Time Warping (DTW) algorithm by Ahmed et al. [38]. Ali et al. [39] compute triangles formed by lower body joints during motion and utilize mean of the areas during one gait cycle. In [40], Yang et al. use a set of anthropometric and relative distance-based features for identification.

The majority of previous model-based studies exploit sequences that were recorded on a limited walking patterns. Subjects walk on straight lines and training and test sequences include the same patterns of walking. In this work, we consider a case that involves different patterns of walking. In particular, we select disparate walking patterns for training and test sequences.

This paper is an extension of our previous work [41], with an improvement on joint coordinate filtering and per-frame identification. Furthermore, we propose a new method to integrate the dynamic of the motion. We also present an outlier removal method for vector-based feature vectors that can be employed in applications that data removal is not an issue. In addition, we evaluate the proposed methodologies on two different feature vectors, and compare with more state-of-the-art relevant methods.

In our dataset, recorded by a single flash lidar camera, several factors diminish the quality of features that are computed from the resulting joints. As the subjects proceed toward the camera, range data are affected by noise. The lack of color in the intensity data, and similarity between human clothing, background and skin are some of the other elements that can negatively affect the quality of detected poses and consequently the feature vectors. A common approach in the existing studies involves the removal of outlier noisy data that are generated as a result of faulty measurements. Further processing is applied on the remaining higher quality collection of joint data. In this paper, we propose an automated outlier removal procedure. However, with the shortage of data being a major challenge in many real-world surveillance scenarios, data removal will only exacerbate the data scarcity problem. In other words, while outlier removal can be a proper solution to gather higher quality data to begin with, it is not the best choice when data elimination can raise issues. We aim
to address this problem by proposing a filtering mechanism that corrects erroneous joint data, instead of eradicating them. Figure 2 and 3 present the pipeline of joint correction and outlier removal methodologies, respectively.

To prove the efficacy of the proposed methodology, we will compare the performance of two different sets of features, length-based and vector-based features, and four state-of-the-art works, before and after joint correction. Furthermore, as an alternative for applications in which data elimination is not an issue, we also consider automatic outlier removal and compare it with the proposed joint correction on improving the gait identification accuracy.

III. METHODS

A. Overview of method

Figure 2 describes the workflow of the proposed gait recognition methodology using flash lidar data. For a lidar sequence $V$ with $f$ frames, there exists $I = [I_1, I_2, ..., I_f]$, and $R = [R_1, R_2, ..., R_f]$, where $I_i$ and $R_i$ represent intensity and range data at frame $i$. Images are preprocessed to reduce noise and are fed into a 2D skeleton detector. We leverage OpenPose a state-of-the-art real-time pose detector to fit a skeleton model and extract the location of body joints. In Figure 2 the top row shows examples of correctly detected skeleton joints. As we can see in this figure, OpenPose provides a skeleton model of 18 joints, where 5 of the joints represent nose, eyes, and ears. However, the model that we adopt in this paper only considers 13 joints. The reason for such choice is the fact that face joints are missing from a large majority of our samples. Furthermore, the facial joints do not convey useful information for gait recognition. Figure 3 illustrates the skeleton model that we use in this work. Given $I_i$ as the input to the skeleton detector, the output is the joint location coordinates that can be represented with the following vectorized form

$$J_i = [x_k, y_k]^T_{k=1}^{M_j} \in \mathbb{R}^{2N}$$

(1)

where $(x_k, y_k)$ are the coordinates of the $k$th joint in the image frame of reference, and $M_j$ represents the number of joints. Using the range data and the properties of the lidar camera, we can project the 2-dimensional coordinates of joints into real-world coordinates. $L_j^i$, the real-world location of joint $i$ in the direction $j$ can be calculated according to the following equation

$$L_j^i = \frac{2}{N_{\text{pixels}}} \times \tan \left( \frac{\theta_{\text{aoav}}}{2} \right) \times Lp_j^i \times D_{\text{camera}}$$

(2)

where $N_{\text{pixels}}$ is the number of pixels in the $j$ direction, $\theta_{\text{aoav}}$ represents the angle of view, and $D_{\text{camera}}$ is the range value of joint $i$. $Lp_j^i$ represents the location of joint $i$ in the direction $j$ in the image coordinate system. Here $j$ is in the $x$ or $y$ direction, and the $L_j^i$ in the $z$ direction equals to the depth value at the location of the joint $i$.

As we discussed earlier, the quality of the resulting skeleton and the joint localization are negatively affected by several factors. The features that are computed using the acquired skeletons are plagued with erroneous measurements. Therefore, gait recognition based on the computed faulty skeletons results into a high rate of false positives. To resolve this problem, we present a filtering mechanism that employs robust statistics and shape-preserving interpolation to correct for faulty measurements in time sequences of joint coordinates values. This filter will improve the quality of the joint localization and ultimately enhance the gait recognition accuracy. As an alternative approach for the joint location correction, we employ the Tukey method to detect and remove length-based and vector-based feature vectors. In particular, we present a modification for vector-based outlier detection using the Tukey method. The following subsection gives the description of the filtering mechanism, which is followed by the outlier removal subsection.

B. Filtering of joint location

Let $L$ be a matrix of the size of $39 \times F_n$, where each row represents the time sequence of one joint in one of the direction of $x, y$, and $z$, extended over $F_n$ frames. Since each skeleton consists of 13 joints, there are in total 39 joint coordinate time sequences. In order to correct for missing joint location values and noisy outliers in a given video, we perform filtering of joint location on each row of the corresponding $L$ matrix. Let $L_m$ represent the $m$-th row of $L$

$$L_m = [L_m(t)]_{t=1}^{F_n} \quad L_m(t) \in \mathbb{R}$$

(3)

Given joint location sequence $L_m$, first we use Tukey’s test to detect any value in $L_m$ that is below $Q_{\text{low}} - 1.5 \times IQR$, or above $Q_{\text{up}} + 1.5 \times IQR$ where $IQR$ stands for the interquartile range, $Q_{\text{low}}$ and $Q_{\text{up}}$ are lower and upper quartile, respectively. If $o_{L_m}$ is the set of all the detected outlier indices in $L_m$ (each index corresponds with one time instant $t$) defined as

$$o_{L_m} = [o_1, o_2, ..., o_R]$$

$$o_1 < o_2 < ... < o_R$$

$$o_i \in [1, 2, ..., F_n]; i \in [1, 2, ..., R]$$

(4)

where $R$ is the number of outliers in $L_m$ detected by the Tukey’s method, then $L_m(o_i)$ will be corrected according to

| Index | Joint         |
|-------|--------------|
| 1     | Mid Shoulder |
| 2     | Right Shoulder |
| 3     | Right Elbow  |
| 4     | Right Wrist  |
| 5     | Left Shoulder|
| 6     | Left Elbow   |
| 7     | Left Wrist   |
| 8     | Right Hip    |
| 9     | Right Knee   |
| 10    | Right Ankle  |
| 11    | Left Hip     |
| 12    | Left Knee    |
| 13    | Left Ankle   |

Fig. 5: The skeleton model we use in this work. Left: index of each joint in the skeleton model. Right: skeleton model in a sample frame.
the following

$$L_{m}^{N}(t) = L_{m}^{NO} - L_{m}^{NO} = 1 - NN(L_{m}(t))$$  \(5\)

where \(L_{m}(t)\) is the corrected value of \(L_{m}\) at \(t\), \(NO\) and \(1 - NN\) stand for non-outlier, and the one nearest neighbor, respectively. \(L_{m}^{NO}\) is the value of the nearest neighbor of \(L_{m}(t)\), that is not an outlier. In those cases with two nearest neighbors, one is selected randomly. After the detected outlier values of \(L_{m}\), are corrected according to equation \(5\) piece-wise cubic Hermite polynomials \([42]\) are utilized to interpolate the missing values in \(L_{m}\). We use piece-wise Hermite polynomial to preserve the shape of \(L_{m}\). Meanwhile, by applying outlier correction before missing value interpolation, the shape of the curves will be less affected by outliers. Finally, we employ RLowess (locally weighted scattered plot smoothing) filter \([43]\) to smooth the resulting joint location sequence and alleviate the effect of remaining smaller spikes in \(L_{m}\). RLowess assigns a value to each point by locally fitting a first-order polynomial, utilizing weighted least squares. Weights are computed using the median absolute deviation (MAD), which is a robust measure of variability in the data in the presence of outliers. The robustness of weights is critical due to the existence of smaller-amplitude spikes that act as outliers.

The described filtering procedure will effectively correct joint location time sequences. Furthermore, when pose-detector fails to detect a skeleton model, the joint location filtering can interpolate the missing skeleton joint locations. Figure \([7]\) illustrates the result of filtering on samples of joint location time sequences. As we can see in this figure, the original joint location sequences are noisy, containing many missing values and outliers. We can also see the results in the image reference frame, where missing joints are interpolated successfully through the filtering mechanism. While in the majority of cases, the interpolation of missing or noisy joints follows the correct joint locations, there exist cases where the obtained localization results are not accurate. Figure \([7]\) shows some failure examples in joint localization correction. However, even for failure cases, at least half of the joints are predicted correctly. This can enhance the likelihood of correct identification compared to the original localization of the joints.

C. Incorporating the dynamics

As humans, we recognize a familiar person not just by looking at their body measurements like height; we also incorporate the way that a person walks or moves their body in recognizing one subject from another subject. In the gait recognition language, the first set of features that are computed from body measurements like limb lengths or height are called static features. Attributes like step length or stride length are among the widely used features to incorporate the dynamic of the motion \([11], [44]\). Another common practice in the majority of model-based methods involves computing moments like mean, maximum, and variance of selected features over the length of each gait cycle \([12], [40], [45]\). The time sequence of the distance between the two ankle joints is a commonly employed attribute to compute the gait cycle. This practice has repeatedly proven to be successful in encoding the dynamic of the motion, achieving high accuracy in gait recognition. However, this analysis is commonly performed on a clean dataset that is recorded under controlled conditions, like limited directions of motion in front of the camera.

Figure \([8]\) shows examples of ankle to ankle distance time sequences for lidar data after joint location filtering. The sequence on the left shows a periodic pattern, however like the plot on the right side, there are many examples of such sequences that lack a clear cyclic pattern. In contrast with the lidar data, we generally observe a periodic pattern with the Kinect measurements. To resolve this issue, we incorporate statistics that are robust to noisy data. Joint sequence filtering improves the quality of gait features, and therefore as we will show later gait recognition accuracy. However, there is a considerable amount of consecutive frames with missing skeleton in each sequence. This will cause the result of joint sequence correction prone to noisy measurements. To compensate for this shortcoming, in addition to mean, standard deviation, and maximum, we include median, upper and lower quartiles that are robust to noisy data. This property is, in particular, beneficial for gait cycles that are corrupted with outlier features. We build feature vectors that comprise mean, standard deviation, maximum, median, lower quartile and upper quartile of each feature over each gait cycle. Later, we will show that the resulting feature vectors can improve the classification scores over the feature vectors that only incorporate non-robust moments.

D. Outlier removal

Outliers are a set of observations that cannot be described by the underlying model of a process. While in some applications, i.e. surveillance and abnormal behavior detection, outlier observations can be of interest and are kept for further investigation, there are situations that outliers are the result of faulty measurements or caused by noise. The latter type of outliers have to be detected and removed before model estimation, because the models that are estimated utilizing the data which is contaminated by such outliers, are not accurate and generate many false predictions. For gait recognition, one common approach is to remove outlier measurements from the collected data by setting some measurement thresholds \([40], [46], [47], [45]\). For comparison, and as an alternative approach to deal with the noisy and missing joint location measurements in our dataset that results into outlier features, we employed the Tukey method to detect outliers in the feature vectors that are computed from faulty and missing joint locations. The second row in Figure \([4]\) presents some of the examples of faulty skeletons that are the result of erroneous joint localization. Furthermore, there are frames with missing skeletons. Figure \([9]\) shows selected limb lengths of one subject computed from joint coordinates extracted from flash lidar data. The joint data
are not treated for correction and by looking at the scale and distribution of each limb length, we can clearly see the features are highly contaminated by outlier values. We use Tukey’s test for outlier detection and employ it on every feature in a feature vector. We choose Tukey’s test in particular to avoid making any assumption about the underlying distribution of the features.

We define $J_d = [J_{d1}, J_{d2}, ..., J_{dp}]$ as a given feature vector, where $P$ is the number of features in $J_d$ and $J_{di}$ is the Euclidean distance between two skeleton joints. Before applying Tukey’s test, first we remove all the frames with missing skeletons. Next, we filter the remaining features, by setting an upper threshold $T_{upper}$ that will be applied to all the features. To determine $T_{upper}$, we investigate the distribution of $J_d$ $S$

$$J_d^S = \max_{i=1}^{P} \text{std}(J_{di})$$

where $J_d^S$ is the feature with maximum standard deviation.

The histogram of $J_d^S$ is computed, and the maximum value of histogram bin interval $W$ is selected as $T_{upper}$ according to

$$T_{upper} = \max(W)$$

$$\text{Freq}(W) \leq \alpha \times \text{Freq}(W_{\text{max}})$$

$$\min(W) \geq \max(W_{\text{max}})$$

where $W_{\text{max}}$ is the histogram bin with the highest frequency, and $\alpha = 1$ is a hyperparameter, which is set according to the distribution of $J_d^S$. A feature vector with a feature that is beyond $T_{upper}$ will be removed. Next, Tukey’s test is employed on each feature. $J_d$ is not an outlier if

$$\text{Tukey}(\{J_{di}\}_{i=1}^{P}) = 0_P$$

where $0_P$ is zero vector of length $P$. For feature $J_{di}$, $\text{Tukey}(J_{di}) = 0$ means that $J_{di}$ passed the Tukey’s test, or $J_{di}$ is not an outlier. Based on Equation 8 for feature vector $J_d$ to be a non-outlier, all of its feature components have to be non-outliers. This means that $J_d$ is an outlier if there exists a $J_{di}$, such that $\text{Tukey}(J_{di}) = 1$. Figure 10 presents the same features as in Figure 9 after outlier removal. By comparing
the scale and values of features between the two figures, we observe a considerable reduction in the range of each feature as a result of outlier removal. This however, comes at the cost of eliminating a large portion of the data.

![Graph showing limb lengths](image1)

**Fig. 9:** Sample limb lengths for one subject from lidar data that shows abundance of outliers. Each graph represents the distribution of one limb length.

![Graph showing limb lengths after outlier removal](image2)

**Fig. 10:** Same limb lengths as in Figure 9 after outlier removal. Compare the distribution and range of each limb length between the two figures.

E. Outlier removal for vector-based features

There are cases when the components of a feature vector are vectors. This happens if we compute the 3-dimensional vectors between skeleton joints. In other words, we have a $3 \times Q$ vectorized matrix $J_{v3D} = [J_{v1}^{3D}, J_{v2}^{3D}, ..., J_{vQ}^{3D}]$ of the joint coordinates. $Q$ is the number of 3-dimensional vectors in $J_{v3D}$, and $J_{vi}^{3D}$ represents the $i-th$ column, which is the 3-dimensional vector between two skeleton joints

$$J_{vi}^{3D} = [x_i, y_i, z_i] \in \mathbb{R}^3$$

(9)

We need to treat each of the 3-dimensional vectors as one entity, rather than treating each dimension separately. In order to detect outliers for this set of features, we use the concept of marginal median. The marginal median of a set of vectors is a vector where each of its components is the median of all the vector components in that direction. We then use cosine distance to calculate vector similarity between each set of 3-dimensional vectors with their corresponding marginal vector. Defining $J_{vmedian}$ as the marginal median over all given $J_{v3D}$ feature vectors

$$S^{3D} = \cos(J_{vmedian_i}^{3D}, J_{v_i}^{3D})$$

(10)

where $S^{3D} = \cos(J_{vmedian_i}^{3D}, J_{v_i}^{3D})$ is the cosine similarity between $i$ element of feature vector $J_{v_i}^{3D}$ and $J_{vmedian_i}^{3D}$. This procedure will create the cosine similarity measure between each $J_{v3D}$ and the median vector $J_{vmedian}$. Then Tukey’s test is employed on the cosine similarity measures, and a feature vector is labeled as an outlier if at least one of its features is an outlier. Algorithm below describes outlier detection on the feature vectors built from 3-dimensional vectors using the concept of marginal median, cosine distance similarity measures between vectors, and Tukey’s test.

**Outlier detection for 39-D feature vectors**

1. Over all the given feature vectors, calculate the marginal median vector. Let the resulting median feature vector be $J_{vmedian}$
2. For each 3D vector $J_{v3D}$ in each feature vector $J_{v3D}$, calculate $\cos(J_{vmedian_i}^{3D}, J_{v_i}^{3D})$; save the results in one row of $S$.
3. Employ Tukey’s test on each row of $S$.
4. A given feature vector $J_{v3D}$ will pass Tukey’s test, if its corresponding row in $S$ passes Tukey’s test.

F. Feature vectors

To evaluate the performance of the proposed method, we use two different sets of feature vectors: length-based feature vectors and vector-based feature vectors. The length-based feature vector consists of a set of limb lengths and distance between selected joints in the skeleton that are not directly connected. This feature vector can be described similar to $Jd$ in "Outlier removal" section, where $P = 19$. Table I describes the components of the length-based feature vector. This set includes static limb length features and some other distance attributes that change during motion and encode information about postures. Figure 11 left side presents an illustration of the length-based feature vector.

| Feature | Feature |
|---------|---------|
| R and L Shoulder | Elbow to elbow |
| R and L upper arm | Wrist to wrist |
| R and L lower arm | Hip to hip |
| Spine | Knee to knee |
| R and L upper leg | Ankle to ankle |
| R and L lower leg | R shoulder to L ankle |
| shoulder to shoulder | L shoulder to R ankle |

(11)

The second set of feature vectors is vector based. This means that each feature is a 3-dimensional vector, computed between two skeleton joints. Compared to distance-based features [40], or to the angle-based attributes [34], vector-based features encode the angle and distance between selected joints of the skeleton. Table II lists the joints that form each of the 3-dimensional vectors in the vector-based feature vector. This feature vector can be described similar to $J_{v3D}$ in the last section, where $Q = 12$. Unlike features in [36] that are computed with respect to a reference joint, the vectors in the
vector-based feature vector are formulated between different joints, mimicking the limb vectors in the skeleton model. An illustration of the vector-based features is given in the right side of Figure 11.

IV. RESULTS AND DISCUSSION

A. TigerCub 3D Flash lidar

The TigerCub is a light-weight 3D flash lidar camera that provides real-time range and intensity data, using eye-safe Zephyr laser [24]. The performance of the camera is not affected by the lack of light at night, or in the fog or dust. Like other lidar cameras, it can provide a detailed 3D mapping of the scene, where close objects can be recognized from each other. These properties make flash lidar a suitable candidate for real time data acquisition and autonomous operations.

TigerCub 3D Flash lidar has a focal plane of $128 \times 128$, and can stream up to 20 frames per second.

B. Dataset

The dataset in this work has been recorded using a single TigerCub 3D Flash lidar camera, where the camera is located in a fixed location during all the actions. There are in total 34 sequences of walking actions performed by 10 subjects. The recording includes walking action of three main categories; walking toward and away from the camera, walking on a diamond shape, and walking on a diamond shape while holding a yard stick with one hand. For those frames in which subjects walk toward and away from the camera, all the views are from the front and back of the person, plus some frames of side views when the subjects turn away. The sequences with walking on a diamond shape offer more frames with the side views of the subjects. The data is captured at the rate of 15 fps with $128 \times 128$ frame resolution. The number of frames per video is different, with 130 frames for the shortest video to 498 frames for the video with the highest number of frames. Table III shows the number of frames per subject for each category of the walking action. Each frame has two sets of data, intensity and range, both with the same number of pixels, where intensity data is in gray-scale and the range data shows the distance of each point in the field of view from the camera sensor.

C. Performance comparison

To evaluate the performance of the purposed method, we carry out a comparison with four state-of-the-art relevant gait recognition methods, the work of Preis [11], Ball [34], Sinha [12], and Yang [40]. Preis et al. use a set of static features, plus step length and speed as dynamic features. In [34], authors use the moments of six lower body angles. Sinha combines the features in [11] and [34] with their own area-based and distance between body segments features. Yang et al. utilize selected relative distance along different motion direction. The performance comparison includes the average accuracy and F-score as a measure of effectiveness of each method. In our experiments, we also consider the outlier removal method as another alternative approach and compare its performance with the other methods. Furthermore, to investigate the effectiveness of joint correction filtering, we compare the performance of all the methods after joint correction. We also evaluate joint correction effect on length-based and vector-based feature vectors. We use 75% of the sequences for training and the rest for testing. To insur...
not trained on. Support vector machine (SVM) with the radial basis function (RBF) kernel is adopted as our classifier. Our vector-based and length-based features are computed per frame and no over-the-cyle moment computation is performed. Therefore, in this experiment, we do not incorporate motion dynamics in our features.

Table IV shows the correct identification scores without joint correction. As we can see, the identification scores are generally low when features are computed from the skeleton data without correction filtering. This illustrates the fact that joint location coordinate values are noisy, therefore the resulting erroneous features jeopardize a successful gait identification. Results in Table V report identification scores with the proposed joint correction. It also shows the scores when outlier removal is applied on the features. While outlier removal can improve the identification scores, it is not as effective as joint correction. This might be caused by the noisy features that still exist after outlier removal, which can be observed by looking at the range of selected limb lengths after outlier removal in Figure 10. Furthermore, outlier removal results into elimination of more than 40% of the data, which can be problematic when data is limited. The results in Table VI demonstrate the effectiveness of joint correction, where it improves the gait identification scores in all of the cases. Among the evaluated methods, the performance of [34] does not improve as much as the other approaches. In [34] authors use six angles between lower body joints as the features and compute three moments of each angle over every gait cycle. We see in Figure 5 that the adopted skeleton model in our work lacks the foot joints that are essential to estimate two of the angles in [34]. To calculate these angles, we estimate the floor plane and use the normal vector to the plane. We speculate the error in this estimation might also incorporate into lower performance of this method compared to the others. Furthermore, it was reported before that distance-based features might work better than angle-based features, in particular when the number of subjects is relatively low [37]. Joint angles are also prone to changes in the walking speed [48], [49].

Table V: Correct identification scores (average accuracy and F-score) for the proposed features and the other methods. Features are computed from the joint locations corrected by the proposed joint correction filtering.

| Method               | Average Accuracy(%) | Average F-score(%) |
|----------------------|---------------------|--------------------|
| [11]                | 41.07               | 38.59              |
| [34]                | 28.33               | 26.25              |
| [12]                | 80.84               | 78.96              |
| [40]                | 75.19               | 70.50              |
| Outlier removal, LB | 76.60               | 68.89              |
| Outlier removal, VB | 80.70               | 75.22              |
| GlidarCo, LB        | 76.37               | 70.19              |
| GlidarCo, VB        | 84.88               | 78.98              |

D. Evaluating features over gait cycle

As we discussed earlier, we also compute six statistics of our features over each gait cycle to incorporate the motion dynamics. Table VI presents the identification scores when the statistics of length-based and vector-based features are computed over each gait cycle. By comparing the classification scores, we make an interesting observation that adding median, upper, and lower quartile to mean, maximum, and standard deviation, which are the common statistics widely employed in many model-based methods, can improve the identification results. By comparing the results in Tables V and VI, we see that identification accuracy using the statistics of features over each gait cycle (table VI) is almost the same as the per-frame method (table V). However, the F-score improves with the former method. The average per-class accuracy and F-score for the per-frame method is summarized in Table VII. We also present the per-class accuracy and F-score for the gait cycle statistics in Table VIII. By comparing the per-class classification scores for the per-frame and statistics over gait cycle, we also see that the minimum per-class accuracy and F-score are improved by 11% and 2% as a result of employing gait cycle statistics. This implies that by including the motion dynamics through the feature statistics, we can improve the performance of our model in general. This also indicates that by employing features that encode the motion dynamics, we can build a more reliable model compared to features that only include the static features. Last, the results in Tables V, VI, VII, and VIII suggest that as we increase the number of subjects for the identification task, the gait statistics that include static features through a dynamic criterion become superior to the per-frame case, where only static attributes are considered.
TABLE VIII: Correct identification scores (average accuracy and F-score) for each class of subject for the statistics of vector-based features over gait cycle. The minimum, and the next-to-lowest accuracy and F-score are presented in underlined type.

| Method | Average Accuracy(%) | Average F-score(%) |
|--------|----------------------|--------------------|
| subject 1 | 87.50 | 93.33 |
| subject 2 | 75.00 | 63.16 |
| subject 3 | 75.00 | 75.00 |
| subject 4 | 75.00 | 70.59 |
| subject 5 | 100.00 | 88.89 |
| subject 6 | 100.00 | 69.57 |
| subject 7 | 87.50 | 82.35 |
| subject 8 | 87.50 | 90.32 |
| subject 9 | 70.83 | 80.95 |
| subject 10 | 62.50 | 76.92 |

E. Effect of the number of training samples

In real world scenarios, there is always the issue of limited data for the task of gait recognition. Therefore, it is essential to investigate how the designed model or the selected features perform under limited data availability. We study the effect of the number of training examples on the performance of the correct data with the assigned feature vectors. For this experiment, we examine the effect of the number of training samples on the performance of the vector-based features, both for the per-frame approach as well as the statistics over gait cycle scenario.

Figure 12 left presents the identification accuracy as a function of the number of training examples, for several number of test feature vectors in the [100, 1000] range. For a given number of test samples, as we increase the number of training data, the accuracy of identification improves. When the size of test samples is small, accuracy increases at a higher rate as a result of using a larger number of training samples. A test sample size equal to or larger than 200 frames appears to be a proper choice empirically, as the accuracy trend shows to be more stable. We also observe that the best performance is obtained with a training set of 1000 samples, irrespective of the number of test data.

Figure 12 right illustrates the same experiment for the number of gait cycles, when the statistics of features over gait cycle are considered as the feature vectors. The number of training cycles changes over the range of [50, 230], and the average classification accuracy is computed when different number of gait cycles is employed for testing. A comparison between the four different graphs in this figure illustrates that regardless of the number of test samples, using a training sample of at least 200 gait cycles, we can acquire the highest classification accuracy with this feature vector. It should be noticed that while for test number = 30 we can achieve a higher accuracy for training samples of size 200 and higher, this only occurs due to a limited number of test examples.

V. Conclusion

In this work, we presented a model-based gait recognition method using data collected by a flash lidar camera. The dataset contains 10 subjects, walking in three different manners in different directions. The detected skeletons from the collected sequences contain a considerable number of erroneous joint location measurements. Furthermore, the whole or part of the skeleton joints are missing in many frames. To improve the quality of the joint localization and to enhance gait recognition accuracy, we present GlidarCo. Unlike the common practice of removing noisy data under the described scenario, GlidarCo takes an unorthodox approach, by way of a filtering mechanism that corrects faulty skeleton joint positions to effectively improve the quality of joint localization and gait recognition. We also proposed a new and effective set of vector-based features that encode both length and angle of the limbs. Through the correction mechanism and the proposed vector-based features, GlidarCo obtained higher classification scores compared to state-of-the-art methods. Furthermore, to incorporate motion dynamics, robust statistics are integrated that can effectively improve the performance of the designed features that only employ traditional feature moments over the gait cycles. Future work will focus on anomaly detection in gait studies using lidar.
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