Increasing power for observational studies of aberrant response: An adaptive approach
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Abstract
In many observational studies, the interest is in the effect of treatment on bad, aberrant outcomes rather than the average outcome. For such settings, the traditional approach is to define a dichotomous outcome indicating aberration from a continuous score and use the Mantel–Haenszel test with matched data. For example, studies of determinants of poor child growth use the World Health Organization’s definition of child stunting being height-for-age z-score ≤ −2. The traditional approach may lose power because it discards potentially useful information about the severity of aberration. We develop an adaptive approach that makes use of this information and asymptotically dominates the traditional approach. We develop our approach in two parts. First, we develop an aberrant rank approach in matched observational studies and prove a novel design sensitivity formula enabling its asymptotic comparison with the Mantel–Haenszel test under various settings. Second, we develop a new, general adaptive approach, the two-stage programming method, and use it to adaptively combine the aberrant rank test and the Mantel–Haenszel test. We apply our approach to a study of the effect of teenage pregnancy on stunting.
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1 | INTRODUCTION

1.1 | Examples of settings where interest is in the effect of treatment on aberrant response not average response

When evaluating the relative merits of competing treatment regimens, it can sometimes be more appropriate to focus on the effect of the treatment on poor outcomes (aberrant responses) rather than average outcomes. For example, malnutrition in children can cause both short- and long-term negative health outcomes and has been a long-standing global concern. According to the 2018 *Global Nutrition Report*, undernutrition contributes to around 45% of deaths among children under five. In studies on the effect of an exposure on child malnutrition, the most commonly used measurements of malnutrition are (1) stunting, (2) wasting and (3) underweight. Stunting is defined as a child having a height less than or equal to 2 standard deviations below the mean height for the child’s age (i.e. height-for-age z-score ≤ −2), where the mean and standard deviation come from a reference population such as the World Health Organization (WHO) Multicenter Growth Reference Study (WHO, 2006). Similarly, wasting and underweight are defined as weight-for-age z-score ≤ −2 and weight-for-height z-score ≤ −2, respectively; see WHO (1986), Harris et al. (2001) and Bloss et al. (2004). When studying causal determinants of malnutrition, say stunting, researchers typically focus on the pattern of stunting instead of the average treatment effect on the height of children. This is because being slightly below the average height will not cause any serious problems, but stunted growth can lead to adverse consequences for the child including poor cognition and educational performance, low adult wages and lost productivity (WHO, 2015). The standard approach in studies of causal determinants of malnutrition is to consider stunting, wasting or underweight as binary outcomes, and to test the null that the treatment (potential causal determinant) does not affect that binary outcome for each individual through either Fisher’s exact test for unstratified data or the Mantel–Haenszel test with stratified data (e.g. Bloss et al., 2004; Brown et al., 1982; Garrett & Ruel, 2005; Null et al., 2018; Phuka et al., 2008; Walker et al., 1991).

Numerous causal problems share a similar structure with that of the causal determinants of malnutrition, where we care about whether a certain treatment would change the pattern of some aberrant response (e.g. stunted growth) rather than the average treatment effect over the whole population; see Appendix G in the online supplementary materials for more examples. Rosenbaum and Silber (2008) referred to this as the aberrant effects of treatment problem. When studying aberrant effects, researchers typically choose a widely-used cut-off to define a dichotomous outcome (e.g. stunted or not; wasted or not) from a continuous response (e.g. height-for-age z-score; weight-for-age z-score), and then perform Fisher’s exact test or the Mantel–Haenszel test. These traditional methods are both simple and convenient, but discard potentially useful information on the severity of aberrant response (e.g. exact height-for-age z-scores of children with stunted growth) and thus may fail to detect existing aberrant effects of the treatment.

1.1.1 | A matched observational study on the effect of teenage pregnancy on stunting

Prior work has suggested that teen mothers are more likely to bear stunted children and some studies have tried to investigate whether teenage pregnancy has a causal effect on child stunting (e.g. Darteh et al., 2014; Van de Poel et al., 2007). We examine this causal question using data from the Kenya 2003 Demographic and Health Surveys (DHS). Using Kenya’s definition of adulthood, we
define children with mother’s age ≤ 18 years as treated individuals, and children with mother’s age ≥19 years as controls. We use their height-for-age z-scores as the outcomes, where the z-score is with respect to the WHO Multicenter Reference Growth Study (WHO, 2006). Recall that according to the WHO, low child height-for-age, or ‘stunting’, is defined as height-for-age z-score ≤ −2. We conduct a matched observational study where we match each treated individual with controls on seven covariates: mother’s highest education level; geographic district; household wealth index in quantiles; household’s main source of drinking water; household’s toilet facilities; sex; and children’s age in years. Matching is a transparent and easily understandable way of adjusting for observed covariates and has been widely applied in observational studies (Hansen, 2004; Pimentel et al., 2015; Rosenbaum, 2002b; Stuart, 2010; Zubizarreta, 2012). We discarded 1466 records with missing or unspecified height-for-age z-scores, source of drinking water or toilet facilities, leaving 4483 records. Among these 4483 children, there are 150 treated individuals and we matched each to three controls, 450 controls in total. We used optimal matching using rank-based Mahalanobis distance with a propensity score calliper (Hansen & Klopfer, 2006). To evaluate the balance on baseline covariates before and after matching, we use standardized differences which are defined as a weighted difference in means divided by the pooled standard deviation between the treated and control groups before matching; see Chapter 9 of Rosenbaum (2010b). The standardized differences of the seven covariates are all near zero after matching, indicating good balance; see Appendix I for details.

1.2 | Our contributions

Previous work on inference for aberrant effects of treatment has considered randomized trials where there is no unmeasured confounding by design (Rosenbaum & Silber, 2008). In an observational study, we typically worry about unmeasured confounding and would like to have an approach that has good power to detect an effect that is insensitive to a moderate amount of unmeasured confounding (Rosenbaum, 2004, 2010a). In this paper, we develop an adaptive approach for inference about aberrant treatment effects from matched observational studies that asymptotically uniformly dominates the traditional approach of performing the Mantel–Hanszel test based on a dichotomous outcome of aberrant/not aberrant.

Our new approach is developed in two parts. In the first part, we introduce the aberrant null hypothesis of no treatment effect for matched studies which is especially suitable for studying aberrant treatment effects, and then introduce the aberrant rank test for matched studies along with its sensitivity analysis and study its asymptotic power. The aberrant rank test takes the form of the sum of aberrant ranks among all the treated units, with the Wilcoxon rank sum test as a special case. It is more powerful than the Mantel–Hanszel test for testing the aberrant null of no treatment effect in many settings because it considers not only the incidence of aberrant response, but also the severity of aberration. We formally demonstrate this through proving a novel design sensitivity formula. Design sensitivity measures the limiting robustness of a test to hidden bias in an observational study as the sample size increases: larger design sensitivity corresponds to greater asymptotic robustness to hidden bias (Rosenbaum, 2004, 2010a). Our new design sensitivity formula allows us to asymptotically compare the performances of the aberrant rank test and the Mantel–Hanszel test for testing the aberrant null under various settings. We also validate that our asymptotic findings provide good guidance for realistic sample sizes in simulation studies. We illustrate that whether we should use the aberrant rank test or the Mantel–Hanszel test depends on the unknown data generating process, and making the wrong choice can substantially harm the performance of a sensitivity analysis. The proof of the design sensitivity formula involves a new technique that uses empirical processes to analyse the asymptotics.
of matched observational studies as the number of matched strata grows and can be of independent interest.

In the second part, we develop a novel, general adaptive approach called ‘the two-stage programming method’ to combine two tests in observational studies such that the design sensitivity of the resulting adaptive test is always greater than or equal to maximum of the design sensitivities of the two component tests performed in isolation, regardless of the underlying data generating distribution. We refer to this newly discovered phenomenon as ‘super-adaptivity’. Thus, applying our new adaptive approach to combine the aberrant rank test and the Mantel–Haenszel test uniformly dominates the traditional approach based solely upon the Mantel–Haenszel test in terms of the design sensitivity. We evaluate our adaptive test via simulations and show that under various settings its power is close to the maximal power of its components (i.e. the aberrant rank test and the Mantel–Haenszel test) for realistic sample sizes, and therefore avoids potentially drastic reductions in power stemming from making the wrong choice between the two component tests.

The first adaptive approach for sensitivity analysis was introduced in Rosenbaum (2012). It has been applied to or modified for various settings (e.g. Ertefaie et al., 2018; Rosenbaum & Small, 2017; Shauly-Aharonov, 2020; Zhao et al., 2018; Zubizarreta et al., 2014). Our new adaptive approach goes beyond this traditional adaptive approach in two aspects. First, the traditional adaptive approach only works if all of the component test statistics are stochastically dominated by a known distribution in a matched observational study. While commonly used test statistics for binary outcomes or general outcomes in pair-matched studies have this property, most commonly used test statistics for general outcomes in matched studies that allow for multiple controls or full matching do not have this stochastic dominance property, including the aberrant rank test, the Wilcoxon rank sum test, the Hodges–Lehmann aligned rank test and the Huber–Maritz m-tests (Gastwirth et al., 2000; Rosenbaum, 2002b, 2007). In contrast, our new adaptive approach covers most of the existing testing scenarios in matched studies as it works for any sum statistics and various matching techniques, including pair matching, matching with multiple controls and full matching. Second, our new adaptive approach uniformly dominates the traditional approach in terms of design sensitivity, which is an immediate consequence of the super-adaptivity property.

2.1 | Matching-based randomization inference and sensitivity analysis

Suppose there are I strata i = 1, ..., I. Each stratum contains m (m ≥ 2) individuals (e.g. children) where one individual received treatment and the other m − 1 individuals received control. Let Z_{ij} = 1 if individual j in stratum i received treatment (e.g. mother’s age ≤ 18 years), otherwise let Z_{ij} = 0 (e.g. mother’s age ≥ 19 years). Denote the collection of treatment assignments as \( Z = (Z_{11}, \ldots, Z_{1m})^T \). Let \( \mathcal{Z} \) be the set of all possible values of \( Z \) where \( Z \in \mathcal{Z} \) if and only if \( \sum_{j=1}^{m} Z_{ij} = 1 \) for all i. Let |\( \mathcal{S} \)| denote the number of elements of a finite set \( \mathcal{S} \), then we have \( |\mathcal{Z}| = m^I \). Let \( \mathbf{x}_{ij} \) and \( u_{ij} \) denote the observed covariates and an unobserved covariate, respectively, for each individual j in stratum i. Typically, each stratum i is formed by matching on the observed covariates such that \( \mathbf{x}_{ij} = \mathbf{x}_{ij'} \) or \( \mathbf{x}_{ij} \approx \mathbf{x}_{ij'} \). However, matching cannot directly adjust for the unobserved covariate, so \( u_{ij} \neq u_{ij'} \) is possible. Under the potential outcomes framework, if individual j in stratum i received treatment (\( Z_{ij} = 1 \)), we observe the potential response \( r_{Tij} \); otherwise (\( Z_{ij} = 0 \)), we observe \( r_{Cij} \). That is, the observed response (e.g. the observed height-for-age z-score) for individual ij is \( r_{ij} = Z_{ij} r_{Tij} + (1 - Z_{ij}) r_{Cij} \) (Neyman, 1923; Rubin, 1974). Write \( \mathcal{P} = \{(r_{Tij}, r_{Cij}, \mathbf{x}_{ij}, u_{ij}) \mid i = 1, \ldots, I, j = 1, \ldots, m\} \). Denote the
collection of responses as \( \mathbf{R} = (R_{11}, \ldots, R_{im})^T \). Fisher’s sharp null hypothesis of no treatment effect asserts that \( H_0: r_{Tij} = r_{Cij}, \ \forall \ i, j. \)

In a randomized experiment, where we can assume random treatment assignment in each stratum, that is \( \mathbb{P} (\mathbf{Z} = \mathbf{z} | \mathcal{F}, \mathcal{Z}) = 1/|\mathcal{Z}| = m^{-1} \) for all \( \mathbf{z} \in \mathcal{Z}, \) the significance level of a test statistic \( T \) being greater than or equal to the observed value \( t \) under the null hypothesis can be calculated via randomization inference:

\[
\mathbb{P}(T \geq t | \mathcal{F}, \mathcal{Z}) = \sum_{\mathbf{z} \in \mathcal{Z}} \mathbb{I}\{T(\mathbf{z}, \mathbf{R}) \geq t\} \cdot \mathbb{P}(\mathbf{Z} = \mathbf{z} | \mathcal{F}, \mathcal{Z}) = \frac{|\{\mathbf{z} \in \mathcal{Z}: T(\mathbf{z}, \mathbf{R}) \geq t\}|}{|\mathcal{Z}|},
\]

where \( \mathbb{I}(A) = 1 \) if \( A \) is true, and \( \mathbb{I}(A) = 0 \) otherwise. For large \( I, \) (1) can be approximated via asymptotic normality of the null distribution of \( T.\) (Rosenbaum, 2002b).

In an observational study, however, it is unrealistic to assume that the treatment is randomly assigned in each stratum even if we have matched on all the observed covariates, due to the possible presence of unobserved covariates (unmeasured confounders). A sensitivity analysis tries to determine how departures from random assignment of treatment would affect inferences on treatment effects. Let \( \pi_{ij} = \mathbb{P}(Z_{ij} = 1 | \mathcal{F}) \) denote the probability that, in the population before matching, individual \( ij \) will receive treatment. We follow the widely used Rosenbaum sensitivity analysis framework (Rosenbaum, 2002b) which considers a logit model linking \( \pi_{ij} \) to \( \mathbf{x}_{ij} \) and normalized \( u_{ij}: \)

\[
\log \left( \frac{\pi_{ij}}{1 - \pi_{ij}} \right) = \theta(\mathbf{x}_{ij}) + \gamma u_{ij}, \ \ \text{where} \ u_{ij} \in [0, 1],
\]

where \( \theta(\mathbf{x}_{ij}) \) is an arbitrary unknown function of \( \mathbf{x}_{ij} \) and \( \gamma \geq 0 \) is a sensitivity parameter. The assumption \( u_{ij} \in [0, 1] \) is no more restrictive than assuming a bounded support of \( u_{ij} \) and is only imposed to make \( \gamma \) more interpretable (Rosenbaum, 2002b). Under (2), if we imagine that each \( (r_{Tij}, r_{Cij}) \) is drawn from some super-population model (only for interpretation, not necessary for randomization inference) and is confounded by the set of covariates \( \{\mathbf{x}_{ij}, u_{ij}\}, \) then the strong ignorability assumption (Rosenbaum & Rubin, 1983) would hold were \( (\mathbf{x}_{ij}, u_{ij}) \) to all be measured (but in fact \( u_{ij} \) is not measured), that is, we have \( (r_{Tij}, r_{Cij}) \perp \perp Z_{ij} | \mathbf{x}_{ij}, u_{ij} \) and \( 0 < \mathbb{P}(Z_{ij} = 1 | \mathbf{x}_{ij}, u_{ij}) < 1 \) for all \( i, j. \) Here \( u_{ij} \) can also represent an aggregate measurement of all potential, perhaps more than one, unmeasured confounders \( u_{ij1}, u_{ij2}, \ldots) \). For example, if \( \log \{\pi_{ij}/(1 - \pi_{ij})\} = \theta(\mathbf{x}_{ij}) + g(u_{ij1}, u_{ij2}, \cdots) \) for some function \( g \) with bounded support \([0, \xi]\), then (2) holds with setting \( u_{ij} = \xi^{-1} g(u_{ij1}, u_{ij2}, \cdots) \) and \( \gamma = \xi. \)

Under model (2), it is straightforward to show that for any two individuals \( ij \) and \( ij' \) within the same stratum, the ratio of their odds of receiving the treatment is bounded by the sensitivity parameter \( \Gamma = \exp(\gamma) \geq 1: \)

\[
\frac{1}{\Gamma} \leq \frac{\pi_{ij}(1 - \pi_{ij'})}{\pi_{ij'}(1 - \pi_{ij})} \leq \Gamma, \ \ \text{for all} \ i, j, j' \ \text{with} \ \mathbf{x}_{ij} = \mathbf{x}_{ij'},
\]

Note that \( \Gamma = 1 \) is equivalent to random assignment. The more \( \Gamma \) departs from 1, the more the treatment assignment potentially departs from random assignment. It is then easy to show that model (2) implies the following biased treatment assignment probability after matching, assuming \( \mathbf{x}_{ij} = \mathbf{x}_{ij'}: \)

\[
\mathbb{P}(\mathbf{Z} = \mathbf{z} | \mathcal{F}, \mathcal{Z}) = \prod_{i=1}^{I} \frac{\exp(\gamma \sum_{j=1}^{m} \tilde{z}_{ij} u_{ij})}{\sum_{j=1}^{m} \exp(\gamma u_{ij})}, \ \mathbf{z} \in \mathcal{Z}, \ 0 \leq u_{ij} \leq 1.
\]
Then researchers usually look at the worst-case p-value, which is defined as the largest p-value given the sensitivity parameter $\Gamma$ over all possible arrangements of unmeasured confounders $u_{ij}$. For example, for a one-sided test, the worst-case p-value reported by a test statistic $T$ given its observed value $t$ with the sensitivity parameter $\Gamma = \exp(\gamma)$ is

$$\max_{0 \leq u_{ij} \leq 1} \Pr(T \geq t, Z) = \max_{0 \leq u_{ij} \leq 1} \sum_{z \in Z} 1 \{ T(z, R) \geq t \} \cdot \Pr(Z = z \mid P, Z).$$

In practice, researchers gradually increase $\Gamma$, compute the worst-case p-value for each $\Gamma$, and report the sensitivity value, which is defined as the largest $\Gamma$ such that the corresponding worst-case p-value exceeds some prespecified level $\alpha$ and informs the magnitude of hidden bias required to alter the causal conclusion drawn from the primary analysis assuming no unmeasured confounding (Zhao, 2018). For other models of sensitivity analysis, see Shepherd et al. (2006), McCandless et al. (2007), Mitra and Heitjan (2007), Hosman et al. (2010), Keele and Quinn (2017), VanderWeele and Ding (2017) and Zhao (2018).

### 2.2 Power of a sensitivity analysis and design sensitivity

The power of a test is the probability that the test will successfully reject the null hypothesis and is calculated under some alternative. In parallel, the power of a sensitivity analysis is the probability that the test will correctly reject the null, for any possible arrangements of unmeasured confounders given some $\Gamma \geq 1$, under some alternative. To be more specific, for a fixed $\Gamma$, the power of an $\alpha$ level sensitivity analysis using a test statistic $T$ is calculated as the probability that the worst-case p-value corresponding to $T$ falls below $\alpha$ when conducting a sensitivity analysis at $\Gamma$. When calculating the power, we need to specify a data generating process for the alternative. Following previous work, we consider power under the alternative, specifically, a ‘favourable situation where there is a treatment effect of a specified magnitude and no hidden bias (Rosenbaum, 2004, 2010a). Even though there is no hidden bias in this favourable situation, we would typically not know that for sure in an observational study and would prefer a test statistic with a higher power of sensitivity analysis for plausible values of $\Gamma \geq 1$ (i.e. with high degree of insensitivity to hidden bias). This strategy of calculating the power is more appropriate than those assuming alternatives of both a treatment effect and a bias in treatment assignment. For example, suppose that we instead use the alternative of a small treatment effect and a large bias in treatment assignment, then a test statistic that has a high chance of rejecting the null hypothesis of no treatment effect (i.e. high statistical power) with small or moderate $\Gamma$ may not be favourable because we cannot tell if its high statistical power results from its detection of the actual treatment effect or the underestimation of the magnitude of hidden bias. This ambiguity will not occur when calculating the power under the favourable situation in which the researchers always seek to reject the null under plausible $\Gamma$. Therefore, calculating the power of a sensitivity analysis under the favourable situation provides a logically consistent way to compare competing test statistics in observational studies. See Hansen et al. (2014) and Rosenbaum (2017, Chapter 10) for detailed discussion on this.

Typically, under some regularity assumptions (varying with different matching structures and tests) on the data generating process of responses $R$, there is a number $\hat{\Gamma}$ called the design sensitivity, such that as the sample size $I \to \infty$, the power of a sensitivity analysis goes to 1 if the analysis is performed with $\Gamma < \hat{\Gamma}$, and the power goes to 0 if performed with $\Gamma > \hat{\Gamma}$. That is, $\hat{\Gamma}$ refers to the sharp transition of consistency of a test in a sensitivity analysis (Rosenbaum, 2004). The design sensitivity gives us a powerful and elegant tool to asymptotically compare two test statistics or two study designs under each data distribution model—the test or the study design with a larger $\hat{\Gamma}$ is asymptotically more robust to unmeasured confounders. Besides its mathematical elegance, the design sensitivity has been shown to be a powerful tool in practical studies (Stuart & Hanna, 2013; Zubizarreta et al., 2013).
3 | THE TRADITIONAL APPROACH: THE MANTEL–HAENSZEL TEST

In settings such as those described in Section 1.1, there is a subset $\mathcal{A} \subset \mathbb{R}$ such that any $R_{ij} \in \mathcal{A}$ is considered as an aberrant response, and researchers care about whether the treatment would change the pattern of aberrant response instead of the average treatment effect. In these settings, a typical approach is to define a dichotomous outcome $\tilde{R}_{ij} = \mathbb{1}(R_{ij} \in \mathcal{A})$ indicating whether individual $ij$ had an aberrant outcome or not. For example, in Section 1.1.1 where we focus on whether child $ij$ showed stunted growth (i.e. $R_{ij} \leq -2$), we can let $\mathcal{A} = (-\infty, -2]$ and the dichotomous observed outcome indicating stunted growth $\tilde{R}_{ij} = \mathbb{1}(R_{ij} \leq -2)$ is binary. Let $\tilde{r}_{Tij} = \mathbb{1}(r_{Tij} \in \mathcal{A})$ and $\tilde{r}_{Cij} = \mathbb{1}(r_{Cij} \in \mathcal{A})$, we have $\tilde{R}_{ij} = \mathbb{1}(R_{ij} \in \mathcal{A}) = Z_{ij}(r_{Tij} \in \mathcal{A}) + (1 - Z_{ij})1(r_{Cij} \in \mathcal{A}) = Z_{ij}\tilde{r}_{Tij} + (1 - Z_{ij})\tilde{r}_{Cij}$. Then researchers focus on a categorized Fisher’s sharp null of no treatment effect $H_0$: $\tilde{r}_{Tij} = \tilde{r}_{Cij}, \forall i,j$, that is whether individual $ij$ would show aberrant response or not will not be affected by whether he or she received the treatment or not. Note that $\tilde{H}_0$ does not imply any information about the severity of aberration. It is clear that if $H_0$ holds true, so does $\tilde{H}_0$, and if $\tilde{H}_0$ is false, so is $H_0$.

The traditional approach then performs the Mantel–Haenszel test (Mantel & Haenszel, 1959), which can be regarded as an analogue of Fisher’s exact test when there are two or more stratum, $I \geq 2$. Formally, the Mantel–Haenszel test utilizes the statistic $T_{M-H} = \sum_{i=1}^{I} \sum_{j=1}^{m} Z_{ij}1(R_{ij} \in \mathcal{A}) = \sum_{i=1}^{I} \sum_{j=1}^{m} Z_{ij}\tilde{R}_{ij}$, which is the number of aberrant responses among treated individuals. For matched pairs, the Mantel–Haenszel test reduces to McNemar’s test (Cox, 2018). In a randomized experiment, we can use (1) to conduct randomization inference. In an observational study, we can use the related result in Rosenbaum (2002b, Chapter 4) to conduct sensitivity analyses: under matching with $m-1$ controls, for any $t$, the one-sided worst-case $p$-value $\max_{0 \leq v_i \leq 1} \mathbb{P}(T \geq t | \mathcal{F}, \mathcal{I}) = \mathbb{P}(T^+ \geq t | \mathcal{F}, \mathcal{I})$ where $T^+$ is the sum of $I$ independent Bernoulli random variables $B_1, \ldots, B_I$, with $B_i$ taking value one with probability $p_i^+ = \{\Gamma \sum_{j=1}^{m} \mathbb{1}(R_{ij} \in \mathcal{A})\} / \{((\Gamma - 1) \sum_{j=1}^{m} \mathbb{1}(R_{ij} \in \mathcal{A}) + m)\}$ and value zero with probability $1 - p_i^+$. Therefore, we have as $I \to \infty$, for each fixed $t$,

$$
\max_{0 \leq v_i \leq 1} \mathbb{P}(T \geq t | \mathcal{F}, \mathcal{I}) = \mathbb{P}(T^+ \geq t | \mathcal{F}, \mathcal{I}) \simeq 1 - \Phi \left( \frac{t - \sum_{i=1}^{I} p_i^+}{\sqrt{\sum_{i=1}^{I} p_i^+ (1 - p_i^+)}} \right),
$$

(3)

where $\Phi$ is the distribution function of standard normal distribution and ‘$\simeq$’ denotes that two sequences are asymptotically equal. We can then use (3) to report worst-case $p$-values for various sensitivity parameters $\Gamma$. The design sensitivity of the Mantel–Haenszel test has also been derived in Rosenbaum and Small (2017).

The Mantel–Haenszel test is simple and convenient but can lose power from ignoring information about the magnitude of aberration.

4 | AN ABERRANT RANK APPROACH AND ITS COMPARISON WITH THE TRADITIONAL APPROACH

4.1 | The aberrant null and the aberrant rank test

Although $H_0$ and $\tilde{H}_0$ are widely used null hypotheses in randomized experiments and observational studies, they do not best capture the hypotheses of interest in studying the causal determinants of
aberrant response when severity of aberration matters. To better capture the hypothesis of interest, Rosenbaum and Silber (2008) introduced the aberrant null hypothesis of no effect of treatment on individuals who would have an aberrant response under either the treatment or control. Formally, as in Section 3, let \( A \) be a subset of \( \mathbb{R} \) that defines an aberrant response. Then the null hypothesis of no aberrant effect states that

\[
H_0^A : r_{ij} = r_{Cij}, \quad \forall \ i,j, \quad \text{if either } r_{ij} \in A \text{ or } r_{Cij} \in A.
\]

It is easy to see that \( H_0^A \) is a weaker hypothesis than Fisher’s sharp null \( H_0 \), in the sense that \( H_0 \) implies \( H_0^A \), but the converse is not true. And we can also see that \( H_0^A \) is a stronger hypothesis than the categorized Fisher’s sharp null \( H_0 \), in the sense that \( H_0^A \) implies \( H_0 \), but the converse is not true. That is, \( H_0^A \) is a null hypothesis that lies between \( H_0 \) and \( \hat{H}_0 \).

Let us consider studying a potential causal determinant of stunting to illustrate why \( H_0^A \) is a more appropriate null hypothesis to test when the pattern of aberration is our main focus. Note that all the alternatives can be classified into the following four cases: (i) **Case 1**: \( r_{ij} \in A, r_{Cij} \notin A \), that is, treatment will cause stunting for child \( ij \); (ii) **Case 2**: \( r_{ij} \notin A, r_{Cij} \in A \), that is, treatment will prevent stunting for child \( ij \); (iii) **Case 3**: \( r_{ij} \in A, r_{Cij} \in A \), and \( r_{ij} \neq r_{Cij} \), that is, treatment will not prevent stunting for child \( ij \), but it will affect the severity of stunting; (iv) **Case 4**: \( r_{ij} \notin A, r_{Cij} \notin A \) and \( r_{ij} \neq r_{Cij} \), that is, child \( ij \) will not show stunted growth no matter whether he or she received treatment or not. Thus, \( H_0^A \) is against Cases 1–3, while \( H_0 \) is against all the four cases and \( \hat{H}_0 \) is against only Cases 1 and 2. Our goal is to decide whether the treatment affects stunted growth. It is clear that in Cases 1 and 2, the treatment affects stunted growth (causing stunting in Case 1, preventing stunting in Case 2). Case 3 also indicates the treatment affects stunted growth, since although the treatment will not prevent a child from being stunted, it will affect the severity of stunting, that is, it will aggravate or alleviate the child’s stunting growth which could have a huge impact on the child. In Case 4, the treatment does not affect stunted growth since the child will be healthy and non-stunted no matter whether he or she is exposed to the treatment or control. Consideration of these four cases shows that \( H_0^A \) is a more appropriate null hypothesis than \( H_0 \) and \( \hat{H}_0 \) because it contains in the alternative the three cases where treatment affects stunted growth but keeps in the null the fourth case where treatment does not affect stunted growth.

In this paper, our argument focuses on \( A \) with the form of \( A = [c, +\infty) \) (or equivalently, \((c, +\infty)) \) for some \( c \in \mathbb{R} \). In these settings, there is a threshold value \( c \) indicating aberration, which is common in practical research. The argument works in parallel with \( A = (-\infty, c] \) and \( A = (-\infty, c) \). For example, according to the WHO, stunting is defined as height-for-age z-score \( \leq -2 \), and in this case, \( A = (-\infty, c] \) with \( c = -2 \).

Rosenbaum and Silber (2008) introduced the aberrant rank test for randomized experiments with unmatched data, and Small et al. (2013) considered the aberrant rank in case-referent studies. In this paper, we derive a new aberrant rank test for matched observational cohort studies. We define \( q(v | R) = \sum_{j=1}^{l} \sum_{j'=1}^{m} \mathbb{I}(v \geq R_{ij'} \geq c) \) and refer to \( q(R_{ij} | R) \) as the aberrant rank of individual \( ij \). There are some features worth mentioning. First, the aberrant rank \( q(R_{ij} | R) \) depends on all the responses, including those that are not in the same stratum as \( R_{ij} \). Second, if individual \( ij \) did not show aberrant response, \( q(R_{ij} | R) \) is zero, and if he or she did show aberrant response, \( q(R_{ij} | R) \) takes the rank of \( R_{ij} \) among all the responses of individuals with aberrant response. Third, \( q(v | R) \) is monotonic in \( v \).

Next, we define the aberrant rank test for a stratified (e.g. matched) study as

\[
T_{abe} = \sum_{i=1}^{l} \sum_{j=1}^{m} Z_{ij} q(R_{ij} | R),
\]
which is the sum of all the aberrant ranks over all treated individuals. When \( c = -\infty \), \( T_{\text{abe}} \) reduces to the Wilcoxon rank sum test. Under the null hypothesis of no aberrant effects \( H_0^A \), \( q(R_{ij} \mid R) \) is fixed. In a randomized experiment, we can use (1) along with its asymptotic approximation to report \( p \)-values. In a sensitivity analysis, unlike the Mantel–Haenszel test, in general we cannot find a known distribution to bound the distribution of \( T_{\text{abe}} \). However, under pair matching or matching with multiple controls, utilizing the asymptotic separability algorithm in Gastwirth et al. (2000), for any given \( t \), we can approximate the one-sided worst-case \( p \)-value \( \max_{0 \leq u_i \leq 1} \mathbb{P}(T_{\text{abe}} \geq t \mid F, Z) \) under \( H_0^A \). Let \( b \in \{1, \ldots, m-1\} = :\{m-1\} \), and \( \overline{\mu}_{ib} \) and \( \overline{v}_{ib} \) be the expected value and variance of \( \sum_{j=1}^{m} Z_{ij} q(R_{ij} \mid R) \) under \( u_i = \cdots = u_{ib} = 0 \) and \( u_{i,b+1} = \cdots = u_{im} = 1 \) with different values of \( b \), respectively:

\[
\overline{\mu}_{ib} = \frac{\sum_{j=1}^{b} q(R_{ij} \mid R) + \Gamma \sum_{j=b+1}^{m} q(R_{ij} \mid R)}{b + \Gamma(m-b)}, \quad i = 1, \ldots, I, \quad b = 1, \ldots, m-1,
\]

\[
\overline{v}_{ib} = \frac{\sum_{j=1}^{b} q^2(R_{ij} \mid R) + \Gamma \sum_{j=b+1}^{m} q^2(R_{ij} \mid R)}{b + \Gamma(m-b)} - \overline{\mu}_{ib}, \quad i = 1, \ldots, I, \quad b = 1, \ldots, m-1,
\]

where we rearrange \( R_{i1}, \ldots, R_{im} \) as \( R_{i(1)} \leq \cdots \leq R_{i(m)} \). Let \( \overline{\mu}_i = \max_{b \in \{m-1\}} \overline{\mu}_{ib} \). Then the one-sided worst-case \( p \)-value can be approximated via

\[
\max_{0 \leq u_i \leq 1} \mathbb{P}(T_{\text{abe}} \geq t \mid F, Z) \approx 1 - \Phi \left( \frac{t - \sum_{i=1}^{I} \overline{\mu}_i}{\sqrt{\sum_{i=1}^{I} \overline{v}_i}} \right) \text{ as } I \to \infty.
\]

Letting \( \xi_a = \sum_{i=1}^{I} \overline{\mu}_i + \Phi^{-1}(1-a)\sqrt{\sum_{i=1}^{I} \overline{v}_i} \), \( \Psi_{\Gamma,I} = \mathbb{P}(T_{\text{abe}} \geq \xi_a \mid Z) \) is the power of a one-sided \( \alpha \)-level sensitivity analysis conducted with \( \Gamma \) of the aberrant rank test \( T_{\text{abe}} \). Typically, \( \Psi_{\Gamma,I} \) is computed with respect to draws from a data generating process in the favourable situation in which there is no hidden bias and there is a treatment effect.

Recall that the aberrant null \( H_0^A \) is a more appropriate null hypothesis to test than both \( \tilde{H}_0 \) and \( H_0 \) when there exists a designated cut-off for what constitutes an aberrant outcome but more severely aberrant outcomes are worse than less severely aberrant outcomes. Note that both the aberrant rank test and the Mantel–Haenszel test are valid for testing the aberrant null in the sense that they both have pivotal distributions if the aberrant null holds. When testing the aberrant null, among these two candidate tests, intuitively the aberrant rank test should be more appealing and natural to choose since its null distribution also incorporates the fact that the severity of aberration is fixed under the aberrant null, while the null distribution of the Mantel–Haenszel test under the aberrant null is the same as that under the weaker null \( \tilde{H}_0 \) which only looks at the dichotomized outcome indicating aberration/non-aberration. However, as we will show in Sections 4.2 and 4.3, when testing the aberrant null in observational studies, although the aberrant rank test is indeed more powerful than the Mantel–Haenszel test in many cases, there also exist settings under which the Mantel–Haenszel test is instead more powerful. This motivates us to develop a new adaptive testing procedure in Section 5.2 and use it to combine the aberrant rank test and the Mantel–Haenszel test to guarantee that the resulting adaptive approach for testing the aberrant null uniformly dominates the Mantel–Haenszel test in large samples and performs well in finite samples.
4.2 | Design sensitivity formula of the aberrant rank test

There is an extensive literature on deriving design sensitivity formulas for various test statistics in matched observational studies. These design sensitivity formulas provide powerful tools for asymptotically evaluating the performances of various tests in a sensitivity analysis. However, all previous approaches either require the use of pair matching (Fogarty et al., 2021; Hansen et al., 2014; Howard & Pimentel, 2020; Rosenbaum, 2010a, 2011; Rosenbaum & Small, 2017) or require a particular structure for the test statistic to which many rank statistics do not conform (Rosenbaum, 2013, 2014). There are no design sensitivity formulas for popular test statistics, such as the Wilcoxon rank sum test and the Hodges–Lehmann aligned rank test, and the aberrant rank test discussed above; more generally, currently methods cannot handle test statistics where there are matched strata with multiple controls and ranking is done across matched strata as this induces dependence between matched strata that are typically assumed to be independent in many sensitivity analyses.

In this section, we derive a novel design sensitivity formula for the aberrant rank test, of which the Wilcoxon rank sum test is a special case. Our proof technique involves applying empirical processes to matched data. To the best of our knowledge, this is the first application of such machinery to the sensitivity analysis of matched observational studies and can potentially be used to study many other rank tests in the matched setting.

We need a few regularity and causal assumptions of responses $\mathbf{R}$ under the alternative for deriving the design sensitivity. Without loss of generality, in Section 4.2, we suppose that in each stratum $i$, unit $j = 1$ received treatment and $j = 2, \ldots, m$ received control. If not, we just need to simply reassign index $j = 1$ to the treated in each stratum.

Assumption 1 (i.i.d. strata) The responses from each stratum $i - (R_{ij}, \ldots, R_{im})$ are i.i.d. realizations from a continuous multivariate distribution $F(x_1, \ldots, x_m)$.

Assumption 1 implies existence of a super-population model for the potential outcomes, which is common in deriving design sensitivity values (Rosenbaum, 2004, 2010a). We remark that this assumption as well as others below are only used to derive the design sensitivity formula; they are not required for the validity of the aberrant rank test defined in Section 4.1 or the adaptive approach introduced in Section 5.2.

Suppose that $F(x_1, \ldots, x_m)$ has marginal cumulative distributions $F_i(x_1), \ldots, F_m(x_m)$ and densities $f_1(x_1), \ldots, f_m(x_m)$. Let $F_{(1)}, \ldots, F_{(m)}$ be the associated marginal distribution with densities $f_{(1)}, \ldots, f_{(m)}$ of $R_{(1)} \leq \cdots \leq R_{(m)}$, the ordered responses within stratum $i$. The next two assumptions place regularity conditions on the marginal distributions of $f_j$ and its ordered counterpart $f_{(j)}$.

Assumption 2 (Connectedness of the support) For $j = 1, \ldots, m$, let $s_j = \sup \{t; \mathbb{P}(R_{ij} \geq t) > 0\}$ ($s_j$ can be $\infty$). Then $s_j > c$ and $f_j(t) > 0$ for any $t \in (c, s_j)$.

Assumption 3 (‘Positive’ and ‘non-extreme’ treatment effect) Let $s = \max_j s_j$. Then for any $t \in [c, s)$, we have $\mathbb{P}(R_{i1} \geq t) \geq \frac{1}{m} \sum_{j=1}^{m} \mathbb{P}(R_{ij} \geq t)$, and there exists an open interval $I \subset (c, s)$ such that strict inequality holds for any $t \in I$. Moreover, $\mathbb{P}(R_{im} > R_{i1} \geq t) > 0$ for some $t \geq c$. In words, Assumption 2 states that aberrant responses can be observed with non-zero probability, and the support of the distribution function of each individual’s aberrant response is a connected set. Assumption 3 states that the aberrant response of the treated is stochastically larger than the average of the distribution function of all the responses within the same stratum, that is,
\( \mathbb{P}(R_{i1} \geq t) \geq \frac{1}{m} \sum_{j=1}^{m} \mathbb{P}(R_{ij} \geq t) \). The remaining part of Assumption 3 is only intended to prevent design sensitivities from equaling 1 or going to \( \infty \); see the proof of Theorem 1 in the Appendix A for details.

We give some examples to show that Assumptions 1–3 hold for many widely considered treatment effect models. In Examples 1–3 listed below, we assume that \((R_{i1}, \ldots, R_{im})\) are i.i.d. continuous random vectors, and we assume that for each \(i, R_{i2}, \ldots, R_{im}\) are identically distributed with the support equalling \(\mathbb{R}\), and correlation of \(R_{ij}\) and \(R_{ij}^*\) is neither 1 nor \(-1\) for any two distinct \(j_1, j_2 \in \{1, \ldots, m\}\). ‘\(\sim\)’ means two distributions are equal.

We consider the following three examples: (i) **Example 1** (Additive treatment effects): \(R_{ij} \sim \delta \cdot R_{ij}^*\) for some \(\delta > 1\) with \(c \in \mathbb{R}\); (ii) **Example 2** (Multiplicative treatment effects): \(R_{ij} \sim \delta \cdot R_{ij}^*\) for some \(\delta > 1\) with \(c > 0\); (iii) **Example 3** (Lehmann’s alternative): \(F_1 = p \cdot F_2 + (1 - p) \cdot F_2\) for some \(0 < p < 1\) and \(q > 1\) with \(c \in \mathbb{R}\), where \(R_{i1} \sim F_1\) and \(R_{i2} \sim F_2\). Lehmann’s alternative is often used to model some uncommon but dramatic responses to treatment; see Rosenbaum (2010b, Chapter 16) for some real data examples.

**Proposition 1** Assumptions 1–3 hold for Examples 1–3.

**Theorem 1** (Design sensitivity of the aberrant rank test) Define \(G(v) = \frac{1}{m} \sum_{j=1}^{m} \max \{F_j(v) - F_j(c), 0\}\) and \([m - 1] = \{1, \ldots, m - 1\}\). Under Assumptions 1–3,

\[
\mathbb{E} \left\{ \max_{b \in \{m - 1\}} \frac{\sum_{j=1}^{b} G(R_{ij}) + \Gamma \sum_{j=b+1}^{m} G(R_{ij})}{b + \Gamma (m - b)} \right\} = \mathbb{E} \{ G(R_{i1}) \} \tag{5}
\]

has a unique solution for \(\Gamma \in (1, +\infty)\), call it \(\tilde{\Gamma}\). Then \(\tilde{\Gamma}\) is the design sensitivity of the aberrant rank test as in (4). That is, as \(I \to \infty\), the power \(\Psi_{\Gamma, I}\) of a one-sided \(\alpha\)-level sensitivity analysis satisfies \(\Psi_{\Gamma, I} \to 1\) if \(\Gamma < \tilde{\Gamma}\), and \(\Psi_{\Gamma, I} \to 0\) if \(\Gamma > \tilde{\Gamma}\).

Proofs of all propositions and theorems in this paper are provided in Appendix A in the online supplementary materials. Theorem 1 confirms that the design sensitivity of the aberrant rank test depends only on the underlying data generating distribution \(F\) and is independent of the level \(\alpha\) and the sample size \(I\). Setting \(c = -\infty\) gives the design sensitivity formula of the Wilcoxon rank sum test.

### 4.3 Asymptotic comparison via the design sensitivity

Theorem 1 allows us to numerically calculate the design sensitivity of the aberrant rank test in each situation, and compare it with that of the Mantel–Haenszel test. Since the design sensitivity only depends on the data generating process and is independent of the level \(\alpha\) and the sample size \(I\), it gives us an intrinsic and elegant measurement of how robust a test is to hidden bias, and enables us to asymptotically compare two tests for observational studies. For convenience, as in Theorem 1, in Section 4.3 we still assume that for each \(i\), without loss of generality, \(j = 1\) receives treatment and others receive control, and \((R_{i1}, \ldots, R_{im})^T = (r_{T1}, r_{C12}, \ldots, r_{Cim})^T\) is an i.i.d. realization from a multivariate continuous distribution. To make our calculation easier and clearer, we further assume that: First, \(r_{Tij} = g(r_{Cij})\) for some deterministic function \(g\). That is, given \(g\), \(r_{Tij}\) is only determined by \(r_{Cij}\) and is independent of other individuals’ outcomes given \(r_{Cij}\); Second, each \(r_{Cij}\) is realized from the same distribution \(F\); Third, within the same stratum, \(R_{i1}, \ldots, R_{im}\) are independent of each other. In Appendix B, we also examine the cases when \(R_{i1}, \ldots, R_{im}\) are correlated. Note that these three assumptions merely serve to simplify the simulations and are not necessary for Theorem 1.
We consider the following four models: (i) **Model 1** (additive treatment effects, normal distribution): $r_{Tij} = r_{Cij} + \beta$, $F$ is the standard normal distribution; (ii) **Model 2** (additive treatment effects, Laplace distribution): $r_{Tij} = r_{Cij} + \beta$, $F$ is the Laplace distribution with mean zero and variance one; (iii) **Model 3** (multiplicative treatment effects, normal distribution): $r_{Tij} = \delta \cdot r_{Cij}$, $F$ is the standard normal distribution; (iv) **Model 4** (multiplicative treatment effects, Laplace distribution): $r_{Tij} = \delta \cdot r_{Cij}$, $F$ is the Laplace distribution with mean zero and variance one. For all four models, we set the aberrant response threshold to be $c = 1$, that is, any response $R_{ij} > 1$ is considered to be an aberrant response.

Table 1 reports the design sensitivities of the Mantel–Haenszel test and the aberrant rank test under Models 1–4 with $m = 4$ (i.e. matching with three controls) and various $\beta$ and $\delta$. Calculation is based on Monte Carlo simulations. Specifically, under each data generating model, we can calculate the left-hand side (LHS) of (5) for each fixed $\Gamma$ and the right-hand side (RHS) of (5) using Monte Carlo simulations. According to Theorem 1, that solution is exactly the design sensitivity of the aberrant rank test given each data generating model.

Two clear patterns emerge in Table 1. First, the choice of the test statistic has a huge influence on the design sensitivities. For example, under Model 3 with $\delta = 2$, the design sensitivity of the aberrant rank test outperforms the Mantel–Haenszel test. Second, whether or not the aberrant rank test should sometimes be preferred over the Mantel–Haenszel test depends upon the unknown data generating distribution of $F$. As seen from Table 1, under Models 1, 3 and 4, the aberrant rank test should be asymptotically less sensitive to unmeasured confounders with larger design sensitivities; instead under Model 2, the Mantel–Haenszel test should be more favourable in a sensitivity analysis with larger $\hat{\Gamma}$. These theoretical insights are validated in a simulation study in Section 6.

Table 1 Design sensitivities of the Mantel–Haenszel test and the aberrant rank test under Models 1–4 and matching with three controls with various parameters. The larger of the two design sensitivities of the two tests is in bold in each case.

| Test statistic | Model 1: additive, normal | Model 2: additive, Laplace | Model 3: multiplicative, normal | Model 4: multiplicative, Laplace |
|----------------|---------------------------|---------------------------|-----------------------------|-----------------------------|
|                | $\beta = 0.50$ | $\beta = 0.75$ | $\beta = 1.00$ | $\beta = 0.50$ | $\beta = 0.75$ | $\beta = 1.00$ | $\delta = 1.50$ | $\delta = 1.75$ | $\delta = 2.00$ |
| Mantel–Haenszel | 2.36 | 3.56 | 5.30 | 2.36 | 3.91 | 7.21 | 1.80 | 2.11 | 2.37 |
| Aberrant rank   | **2.63** | **4.20** | **6.50** | 2.28 | 3.59 | 5.93 | 2.50 | 3.28 | 4.07 |

### TABLE 1

**Design sensitivities of the Mantel–Haenszel test and the aberrant rank test under Models 1–4 and matching with three controls with various parameters. The larger of the two design sensitivities of the two tests is in bold in each case.**

- **Model 1**: additive, normal
  - $\beta = 0.50$: 2.36, 3.56, 5.30
  - $\beta = 0.75$: 2.63, 4.20, 6.50
  - $\beta = 1.00$: 2.28, 3.59, 5.93

- **Model 2**: additive, Laplace
  - $\beta = 0.50$: 2.36, 3.91, 7.21
  - $\beta = 0.75$: 2.28, 3.59, 5.93
  - $\beta = 1.00$: 2.15, 2.75, 3.36

- **Model 3**: multiplicative, normal
  - $\delta = 1.50$: 1.80, 2.11, 2.37
  - $\delta = 1.75$: 1.75, 2.07, 2.37
  - $\delta = 2.00$: 2.15, 2.75, 3.36

- **Model 4**: multiplicative, Laplace
  - $\delta = 1.50$: 1.80, 2.11, 2.37
  - $\delta = 1.75$: 1.75, 2.07, 2.37
  - $\delta = 2.00$: 2.15, 2.75, 3.36

Note: The table entries are rounded to two decimal places.
the tail (i.e. larger outcome value \( x \)) and the aberrant rank test should outperform the Mantel–Haenszel test by assigning larger weights to more aberrant responses (i.e. larger outcome values) via aberrant ranks. For Model 2 with \( c \geq \beta \), \( f_1(x)/f_0(x) \) is a constant for \( x \geq c \). In this case, the Mantel–Haenszel test should be more powerful than the aberrant rank test since it does not distinguish different magnitudes of severity, while the aberrant rank test loses power by unnecessarily assigning unequal weights based upon the degree of aberration.

5 | A NEW, GENERAL ADAPTIVE APPROACH TO COMBINE TWO TEST STATISTICS IN OBSERVATIONAL STUDIES

5.1 | Motivation and previous methods

From the perspectives of design sensitivity and power of sensitivity analysis, neither the Mantel–Haenszel test nor the aberrant rank test uniformly dominates the other. Instead, which test is to be preferred depends upon the data generating process. Unfortunately we typically do not know which one is better for a given setting since we do not typically know the true data generating process. This type of problem is common in observational studies, where we typically have several available tests that we can use, but there is no single choice that can dominate all other choices in all possible situations (Rosenbaum, 2012). To overcome this type of problem in observational studies, various methods have been proposed. Among these, for example, Heller et al. (2009) and Zhang et al. (2011) used a sample splitting method in which a fraction of the data, the planning sample, is used to select a test and the remaining part of the data, the analysis sample, to carry out a test. The sample splitting method throws out the planning sample for carrying out the test which reduces power for small or moderate sample sizes.

Rosenbaum (2012) proposed a data-driven, adaptive approach to combine two test statistics in matched observational studies. It does not require dropping samples for design, and is designed to achieve the larger of the two design sensitivities of the component tests with a smaller cost for multiplicity adjustment compared with the Bonferroni adjustment. However, this adaptive approach can only be applied to test statistics that are uniformly bounded by a known distribution, which typically requires either the matching to be by pairs or the outcomes to be binary, neither of which would hold for many commonly used tests; see Appendix H and Rosenbaum (2012) for details. For example, the existing approach cannot be used for the aberrant rank test, the Wilcoxon rank sum test, the Hodges–Lehmann aligned rank test or the Huber-Maritz \( m \)-tests (Gastwirth et al., 2000; Rosenbaum, 2002b, 2007).

5.2 | A new, general adaptive test via two-stage programming

Instead of focusing on matching with \( m - 1 \) (\( m \geq 2 \)) controls as we did in previous sections, in this section, we consider a more general matching regime allowing matching with different number of controls across the strata. Suppose that there are \( I \) matched strata with \( n_i \) individuals in the \( i \)-th stratum, \( N = \sum_{i=1}^{I} n_i \) individuals in total. \( n_i = 2 \) with \( Z_{i1} + Z_{i2} = 1 \) for all \( i \) refers to pair matching. \( n_i = m \geq 3 \) with \( \sum_{j=1}^{m} Z_{ij} = 1 \) for all \( i \) refers to matching with multiple controls. In full matching, \( n_i \) can take different values with different \( i \), and \( \sum_{j=1}^{n_i} Z_{ij} \in \{1, n_i - 1\} \) for all \( i \) (i.e. either one treated individual and one or more controls, or one control and one or more treated individuals, within each stratum). As in previous sections, we still let
\( \mathbf{Z} = (Z_{11}, \ldots, Z_{n_{10}})^T \) be the binary vector of treatment assignments, and \( \mathbf{Z} \in \mathcal{Z} \) if and only if \( \sum_{j=1}^{n_i} Z_{ij} = 1 \) for each \( i \). The constraint \( \sum_{j=1}^{n_i} Z_{ij} = 1 \) for all \( i \) is no more restrictive than assuming \( \sum_{j=1}^{n_i} Z_{ij} \in \{1, n_i - 1\} \) for all \( i \) and is only imposed to make our derivations in this section clearer. See Appendix E for the detailed description of how the procedure derived in this section can be directly extended to allow for \( \sum_{j=1}^{n_i} Z_{ij} \in \{1, n_i - 1\} \) for all \( i \). We still let \( \mathcal{F} \) be the set of all fixed quantities of \( r_{ij}, r_{Cij}, x_{ij} \) and \( u_{ij} \).

Motivated by the demand of performing adaptive inference in much more general settings than the traditional adaptive approach, we develop here a new adaptive approach that can combine any two sum test statistics which refer to any test statistics with the form \( T = \mathbf{Z}^T \mathbf{q} = \sum_{i=1}^{l} \sum_{j=1}^{n_i} Z_{ij} q_{ij} \) where each \( q_{ij} \) is an arbitrary function of the response vector \( \mathbf{R} = (R_{11}, \ldots, R_{n_{10}})^T \) that does not vary with \( \mathbf{Z} \in \mathcal{Z} \) under the null hypothesis, and can work under various matching strategies due to the flexibility of the value of each \( n_i \). We would like the power of the adaptive test to be asymptotically no less than the higher of the two powers of the component tests in sensitivity analysis. The idea is that when the sample size is large, to achieve the higher of the two powers of the component tests is almost equivalent to achieving the larger of the two design sensitivities of the component tests. Consider applying the Bonferroni adjustment to the component tests \( T_k = \mathbf{Z}^T \mathbf{q}_k = \sum_{i=1}^{l} \sum_{j=1}^{n_i} Z_{ij} q_{ijk} \) with \( \mathbf{q}_k = (q_{11k}, \ldots, q_{n_{10}k})^T \) where each \( q_{ijk} \) is a function of the response vector \( \mathbf{R} \) and \( k \in \{1, 2\} \). Let \( p_{ij} = P(Z_{ij} = 1 | \mathcal{F}, \mathcal{Z}) = \exp(\gamma u_{ij}) / \sum_{j=1}^{n_i} \exp(\gamma u_{ij}) \). For a one-sided test with level \( \alpha \) and given \( \Gamma \),

the Bonferroni adjustment rejects the null if

\[
\max_{k \in \{1, 2\}} \min_{\mathbf{u} \in \mathcal{U}} \frac{t_k - \mu_{k,u}}{\sigma_{k,u}} \geq \Phi^{-1}(1 - \alpha/2),
\]

where \( t_k \) is the observed value of \( T_k \), and \( \mu_{k,u} = \mathbb{E}_{\mathcal{F},\mathcal{Z}}(\mathbf{Z}^T \mathbf{q}_k | \mathcal{F}, \mathcal{Z}) = \sum_{i=1}^{l} \sum_{j=1}^{n_i} p_{ij} q_{ijk}^2 - \sum_{i=1}^{l} (\sum_{j=1}^{n_i} p_{ij} q_{ijk})^2 \) are the expectations and variances of \( T_k \) under the null hypothesis, with a specified \( \Gamma \) and given all unobserved covariates \( \mathbf{u} = (u_{11}, \ldots, u_{n_{10}})^T \in [0, 1]^N =: \mathcal{U} \). The term \( \alpha/2 \) in the RHS of (6) comes from the Bonferroni adjustment with the two component tests. Under a normal approximation, the standard deviate of \( t_k \) follows a standard normal distribution, thus (6) is a valid testing procedure with level \( \alpha \) and given \( \Gamma \) in a sensitivity analysis. Note that the design sensitivity of a test only depends on the data generating distribution and is independent of level \( \alpha \). Using an argument parallel to the proof of Proposition 2 in Rosenbaum (2012), it is straightforward to show that applying (6) with the two component tests can achieve the larger of the two design sensitivities, where we reject the null as long as one of the two tests rejects the null with significant level \( \alpha/2 \). However, simply applying (6) may lose power due to two significant deficiencies. First, it does not use the fact that the confounder has to impact the treatment assignment in the same way between the two component tests on the same outcome variable. Second, it does not incorporate the information of the correlation between the two component tests. We implement a two-stage programming procedure to overcome these two deficiencies.

In the first stage, we utilize bounds on the correlation between \( T_1 \) and \( T_2 \) to replace \( \Phi^{-1}(1 - \alpha/2) \) with a smaller rejection threshold under the given \( \Gamma \) and level \( \alpha < 1/2 \). Under some mild regularity conditions (see Appendix C for details), \( (T_1, T_2) \) is asymptotically bivariate normal in the sense that for large \( l \), the distribution function of \( (\frac{\bar{T}_1 - \mu_{1,u}}{\sigma_{1,u}}, \frac{\bar{T}_2 - \mu_{2,u}}{\sigma_{2,u}}) \) can be approximated by that of \( (X_1, X_2) \sim \mathcal{N}\left(0, \begin{pmatrix} 1 & \rho_u \\ 0 & 1 \end{pmatrix}\right) \), where \( \rho_u = \mathbb{E}(\frac{\bar{T}_1 - \mu_{1,u}}{\sigma_{1,u}}, \frac{\bar{T}_2 - \mu_{2,u}}{\sigma_{2,u}} | \mathcal{F}, \mathcal{Z}) \) can be expressed as

\[
\rho_u = \frac{\sum_{i=1}^{l} \sum_{j=1}^{n_i} p_{ij} q_{ij1} q_{ij2} - \sum_{i=1}^{l} (\sum_{j=1}^{n_i} p_{ij} q_{ij1}) (\sum_{j=1}^{n_i} p_{ij} q_{ij2})}{\sqrt{\sum_{i=1}^{l} \sum_{j=1}^{n_i} p_{ij} q_{ij1}^2 - \sum_{i=1}^{l} (\sum_{j=1}^{n_i} p_{ij} q_{ij1})^2} \sqrt{\sum_{i=1}^{l} \sum_{j=1}^{n_i} p_{ij} q_{ij2}^2 - \sum_{i=1}^{l} (\sum_{j=1}^{n_i} p_{ij} q_{ij2})^2}},
\]
Let $Q_{\rho_u\alpha}$ be the quantile such that $\mathbb{P}(X_1 \leq Q_{\rho_u\alpha}, X_2 \leq Q_{\rho_u\alpha}) = 1 - \alpha$. Note that we would like to derive a valid testing procedure given any $u$ with the given $\Gamma$ and $\alpha$, we should look at the worst-case rejection threshold $\max_{u \in U} Q_{\rho_u\alpha}$. Invoking Slepian’s lemma (Slepian, 1962), to find $\max_{u \in U} Q_{\rho_u\alpha}$, it suffices to find $\min_{u \in U} \rho_u$. Through setting $w_{ij} = \exp(y u_{ij})$, we further transform solving $\min_{u \in U} \rho_u$ into solving

$$\begin{align*}
\text{minimize} & \quad \rho_u \quad (\ast) \\
\text{subject to} & \quad 1 \leq w_{ij} \leq \Gamma, \quad \forall i, j
\end{align*}$$

where $\rho_u$ is as in (7) with $p_{ij} = w_{ij}/\sum_{j=1}^{n_i} w_{ij}$. $(\ast)$ is a large-scale nonlinear optimization problem with box constraints which can be solved approximately in a reasonable amount of time by the well-known L-BFGS-B algorithm, which is a limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm allowing box constraints (Byrd et al., 1995). Denote the optimal value of $(\ast)$ with sensitivity parameter $\Gamma$ as $\rho^*_u$. Then the corresponding worst-case quantile $\max_{u \in U} Q_{\rho_u\alpha}$ equals $Q_{\rho^*_u\alpha}$ by Slepian’s lemma. It is well known that $Q_{\rho^*_u\alpha} < \Phi^{-1}(1 - \alpha/2)$ as long as $\rho^*_u \geq -1$. Thus, for two positively correlated test statistics $T_1$ and $T_2$, especially when the correlation is much greater than zero (which is the case when combining the Mantel–Haenszel test and the aberrant rank test), $Q_{\rho^*_u\alpha}$ is a much less conservative rejection threshold than $\Phi^{-1}(1 - \alpha/2)$.

In the second stage, we apply the minimax procedure developed in Fogarty and Small (2016) to replace the test statistic $\max_{k \in \{1,2\}} \min_{u \in U} (l_k - \mu_{k,u})/\sigma_{k,u}$ in (6) with a larger one. Note that the following max-min inequality always holds

$$\min_{u \in U} \max_{k \in \{1,2\}} \frac{l_k - \mu_{k,u}}{\sigma_{k,u}} \geq \max_{k \in \{1,2\}} \min_{u \in U} \frac{l_k - \mu_{k,u}}{\sigma_{k,u}}, \quad (8)$$

and strict inequality is possible. (8) implies that instead of performing the two sensitivity analyses to solve $\min_{u \in U} (l_k - \mu_{k,u})/\sigma_{k,u}$ for $k \in \{1,2\}$ separately, we should conduct a simultaneous sensitivity analysis to directly check if $\min_{u \in U} \max_{k \in \{1,2\}} (l_k - \mu_{k,u})/\sigma_{k,u} \geq Q_{\rho^*_u\alpha} - \text{if the inequality holds, we reject the null; otherwise, we fail to reject. Adapting the one-sided minimax procedure described in Part B of the Appendices of Fogarty and Small (2016) with our new rejection threshold $Q_{\rho^*_u\alpha}$, this procedure can be implemented through setting $s_i = 1/\sum_{j=1}^{n_i} \exp(y u_{ij})$ and solving the following quadratically constrained linear program with $M$ being a sufficiently large constant (see Appendix D for the detailed derivation):

$$\begin{align*}
\text{minimize} & \quad y \quad (***) \\
\text{subject to} & \quad y \geq (l_k - \mu_{k,u})^2 - Q^2_{\rho^*_u\alpha} \sigma^2_{k,u} - M b_k \quad \forall k \in \{0,1\} \\
& \quad \sum_{j=1}^{n_i} p_{ij} = 1 \quad \forall i \\
& \quad s_i \leq p_{ij} \leq \Gamma s_i \quad \forall i, j \\
& \quad p_{ij} \geq 0 \quad \forall i, j \\
& \quad b_k \in \{0,1\} \quad \forall k \in \{0,1\} \\
& \quad -M b_k \leq l_k - \mu_{k,u} \leq M (1 - b_k), \quad \forall k \in \{0,1\}
\end{align*}$$

and checking whether the optimal value $y^*_u \geq 0$. If it is, we reject the null; otherwise, we fail to reject. The $'M'$ constraint here precludes a directional error, as without it one might reject the null if evidence pointed in the opposite direction of the alternative. A quadratically constrained linear program can be efficiently solved with many available solvers. Contrary to implementing $(\ast)$, from which the gains in power is relatively large
when the correlation between $T_1$ and $T_2$ is strong, implementing (***) (the minimax procedure) typically can have marked improvement of power when the correlation between $T_1$ and $T_2$ is weak; see Section 8 in Fogarty and Small (2016). That is, by implementing our two-step programming (*) and (***) we can always expect gains in power no matter the correlation between the two component tests are strong or weak.

To conclude, in our new adaptive test implemented via Algorithm 1 listed below,

\[
\text{we reject the null if } \min_{u \in U} \max_{k \in \{1,2\}} \frac{t_k - \mu_{k,u}}{\sigma_{k,u}} \geq Q_{\rho^*_1,\alpha}.
\]

When $\Gamma = 1$, the testing procedure (9) implemented via Algorithm 1 reduces to the usual testing procedure with the maximum statistic $\max\{T_1, T_2\}$ with correcting for $\text{Cor}(T_1, T_2)$. An R package SuperAdap for implementing the two-stage programming method described in Algorithm 1 is posted at https://github.com/siyuheng/SuperAdap. Proposition 2 says that the sensitivity analysis with the adaptive testing procedure described in Algorithm 1 has the correct level $\alpha$ asymptotically.

**Proposition 2**

For any unknown true $u_0 \in U$ and true $\Gamma_0 \leq \Gamma$, we have

\[
\lim_{I \to \infty} \mathbb{P}_{\Gamma_0, u_0} \left( \min_{u \in U} \max_{k \in \{1,2\}} \frac{t_k - \mu_{k,u}}{\sigma_{k,u}} \geq Q_{\rho^*_1,\alpha} \mid \mathcal{F}, \mathcal{L} \right) \leq \alpha.
\]

A nice feature of the traditional adaptive test (Rosenbaum, 2012) is that its design sensitivity is the larger of the two component tests. The Bonferroni adjustment and sample splitting method also have this design sensitivity but sometimes lose power in finite samples to the adaptive test. In Theorem 2, we prove that the design sensitivity of our new adaptive approach is always greater than or equal to both two design sensitivities of the component tests, and surprisingly, strict inequality is possible. We refer to this new phenomenon as ‘super-adaptivity’.

**Theorem 2** (Super-adaptivity) Let $\tilde{\Gamma}_1$ and $\tilde{\Gamma}_2$ be the two design sensitivities of the two tests $T_1$ and $T_2$, and let $\tilde{\Gamma}_{1:2}$ be the design sensitivity of the adaptive testing procedure (9) implemented by Algorithm 1 with $T_1$ and $T_2$ as the two component tests. We have $\tilde{\Gamma}_{1:2} \geq \max\{\tilde{\Gamma}_1, \tilde{\Gamma}_2\}$, and strict inequality is possible.

Theorem 2 shows that in terms of the design sensitivity, our new adaptive test dominates all the existing methods, including the traditional adaptive test, the Bonferroni adjustment and sample splitting. Recall that
the design sensitivity is a threshold of the consistency of a test in a sensitivity analysis with respect to sensitivity parameter $\Gamma$. When $\tilde{\Gamma}_{1:2} = \max\{\tilde{\Gamma}_1, \tilde{\Gamma}_2\}$, roughly speaking, the new adaptive test is consistent as long as one of the two component tests was consistent, which can also be obtained by the traditional adaptive approach. When $\tilde{\Gamma}_{1:2} > \max\{\tilde{\Gamma}_1, \tilde{\Gamma}_2\}$, the new adaptive test can still be consistent even if neither of the two component tests was consistent, which cannot be achieved from using the traditional adaptive approach.

Typically, substantial gains in design sensitivity (i.e. gaps between $\tilde{\Gamma}_{1:2}$ and $\max\{\tilde{\Gamma}_1, \tilde{\Gamma}_2\}$) resulting from Algorithm 1 are more likely to be observed with two negatively correlated, independent or weakly positively correlated component statistics than with two strongly positively correlated component statistics (see Table 5 in Appendix A). When combining two statistics $T_1$ and $T_2$ on one response vector $R$ in an adaptive test, we often expect $T_1$ and $T_2$ to be highly positively correlated, in which case gains in design sensitivity may be hard to see without large samples. But Theorem 2 is still worth highlighting since it is the first time that an adaptive test can result in a design sensitivity strictly larger than $\max\{\tilde{\Gamma}_1, \tilde{\Gamma}_2\}$, and it can inspire further studies on designing new adaptive tests with larger design sensitivities.

Note that the design sensitivity only measures limiting insensitivity to hidden bias. In terms of the finite sample power, we need to pay the price for correcting for the two component tests in the adaptive test. That is, Theorem 2 does not imply that the power of the adaptive test in a sensitivity analysis is always greater than or equal to the maximal power of the two component tests for any sample size. Instead, Theorem 2 implies that as long as the sample size is sufficiently large, applying Algorithm 1 to perform an adaptive inference is as good or better than knowing which of the two component tests should be better and using only that test, and is typically much better than incorrectly choosing the worse one among the two component tests, regardless of what the unknown data generating process is and what the two component tests are. Having theoretically derived this favourable asymptotic property of the adaptive test in Theorem 2, we turn to examining its performance with realistic sample sizes via simulations in Section 6 and Tables 4 and 5 in Appendix A.

6 | SIMULATION STUDIES

We examine the finite sample power of sensitivity analyses to check the validity of the theoretical intuitions gained from calculating design sensitivities and compare the performances of (i) the Mantel–Haenszel test, (ii) the aberrant rank test, and (iii) our new adaptive test applying Algorithm 1 with the Mantel–Haenszel test and the aberrant rank test as components. That is, we use simulations to estimate the probability that the worst-case $p$-value given by a test statistic in a sensitivity analysis with sensitivity parameter $\Gamma$ will be less than $\alpha = 0.05$ under the favourable situation when there is an actual treatment effect and no hidden bias. Table 2 summarizes the simulated power of the three tests under Models 1–4 discussed in Section 4.3, where we match with three controls and number of matched strata $I = 100$ or $I = 1000$. In Table 2, we set $\beta = 1$ for Models 1 and 2 and set $\delta = 2$ for Models 3 and 4. For reference, we also give the design sensitivity of each test statistic in the first row of each block. We summarize the simulated size of the above three tests in Table 7 in Appendix F.

In Table 2, in general, the power increases as the number of matched strata $I$ increases, and the power decreases as the bias magnitude $\Gamma$ increases, which agrees with empirical knowledge. The simulated power also verifies the validity of our design sensitivity formula. That is, as $I \to \infty$, the power of the test in a sensitivity analysis goes to 1 for $\Gamma < \bar{\Gamma}$, and the power goes to 0 for $\Gamma > \bar{\Gamma}$. For example, see the row $\Gamma = 5.5$ for Model 1 in Table 2, as $I$ increases from 100 to 1000, the power of the aberrant rank test with $\bar{\Gamma} = 6.5 > 5.5$ is closer to 1, but the power of the Mantel–Haenszel test with $\bar{\Gamma} = 5.3 < 5.5$ is closer to 0. From Table 2, we can also observe that in Models 1, 3 and 4, the aberrant rank test is more powerful than the Mantel–Haenszel test; instead, in Model 2 the Mantel–Haenszel
TABLE 2  Simulated power of the Mantel–Haenszel test, the aberrant rank test and the adaptive test. We set $\alpha = 0.05$, $c = 1$ and $m = 4$. We set $\beta = 1$ for Models 1 and 2 and $\delta = 2$ for Models 3 and 4. Each number is based on 2000 replications. The largest of the three simulated powers in each case is in bold.

| Model 1 | $I = 100$ Matched strata | $I = 1000$ Matched strata |
|---------|---------------------------|---------------------------|
| $\hat{\Gamma}$ | Mantel–Haenszel | Aberrant rank | Adaptive test | Mantel–Haenszel | Aberrant rank | Adaptive test |
| 5.30 | 6.50 | $\geq 6.50$ | 5.30 | 6.50 | $\geq 6.50$ |
| $\Gamma = 3.0$ | 0.71 | 0.87 | 0.83 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 3.5$ | 0.46 | 0.70 | 0.63 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 4.0$ | 0.28 | 0.52 | 0.43 | 0.96 | 1.00 | 1.00 |
| $\Gamma = 4.5$ | 0.14 | 0.32 | 0.25 | 0.61 | 0.99 | 0.99 |
| $\Gamma = 5.0$ | 0.08 | 0.21 | 0.14 | 0.17 | 0.89 | 0.82 |
| $\Gamma = 5.5$ | 0.04 | 0.12 | 0.09 | 0.02 | 0.57 | 0.47 |
| $\Gamma = 6.0$ | 0.01 | 0.06 | 0.04 | 0.00 | 0.20 | 0.14 |

| Model 2 | $I = 100$ Matched strata | $I = 1000$ Matched strata |
|---------|---------------------------|---------------------------|
| $\hat{\Gamma}$ | Mantel–Haenszel | Aberrant rank | Adaptive test | Mantel–Haenszel | Aberrant rank | Adaptive test |
| 7.21 | 5.93 | $\geq 7.21$ | 7.21 | 5.93 | $\geq 7.21$ |
| $\Gamma = 3.0$ | 0.95 | 0.78 | 0.92 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 3.5$ | 0.84 | 0.58 | 0.77 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 4.0$ | 0.70 | 0.38 | 0.60 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 4.5$ | 0.51 | 0.22 | 0.44 | 1.00 | 0.91 | 1.00 |
| $\Gamma = 5.0$ | 0.37 | 0.13 | 0.26 | 1.00 | 0.58 | 0.99 |
| $\Gamma = 5.5$ | 0.22 | 0.07 | 0.16 | 0.93 | 0.20 | 0.88 |
| $\Gamma = 6.0$ | 0.15 | 0.04 | 0.10 | 0.64 | 0.03 | 0.58 |

| Model 3 | $I = 100$ Matched strata | $I = 1000$ Matched strata |
|---------|---------------------------|---------------------------|
| $\hat{\Gamma}$ | Mantel–Haenszel | Aberrant rank | Adaptive test | Mantel–Haenszel | Aberrant rank | Adaptive test |
| 2.37 | 4.07 | $\geq 4.07$ | 2.37 | 4.07 | $\geq 4.07$ |
| $\Gamma = 1.0$ | 0.94 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 1.5$ | 0.52 | 0.94 | 0.93 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 2.0$ | 0.15 | 0.74 | 0.71 | 0.63 | 1.00 | 1.00 |
| $\Gamma = 2.5$ | 0.04 | 0.47 | 0.39 | 0.01 | 1.00 | 1.00 |
| $\Gamma = 3.0$ | 0.01 | 0.24 | 0.17 | 0.00 | 0.94 | 0.89 |

| Model 4 | $I = 100$ Matched strata | $I = 1000$ Matched strata |
|---------|---------------------------|---------------------------|
| $\hat{\Gamma}$ | Mantel–Haenszel | Aberrant rank | Adaptive test | Mantel–Haenszel | Aberrant rank | Adaptive test |
| 2.37 | 3.36 | $\geq 3.36$ | 2.37 | 3.36 | $\geq 3.36$ |
| $\Gamma = 1.0$ | 0.89 | 0.97 | 0.95 | 1.00 | 1.00 | 1.00 |

(Continues)
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The test has higher power than the aberrant rank test, and the gap between the two powers of these two tests could be extremely large, especially with large sample size and sensitivity parameter $\Gamma$ considerably greater than 1. For example, see Models 1 and 2 with $\Gamma = 5.5$ and $I = 1000$, and Models 3 and 4 with $\Gamma = 2.5$ and $I = 1000$. This confirms the two key insights obtained from calculation of design sensitivities: power of a sensitivity analysis can differ a lot with different choices between the two tests and the optimal choice between the two tests could be different under different data generating processes.

We now examine the asymptotic property of the adaptive test. Let $\hat{\Gamma}_1$ and $\hat{\Gamma}_2$ denote the design sensitivities of the Mantel–Haenszel test and the aberrant rank test respectively. As long as the given $\Gamma < \max\{\hat{\Gamma}_1, \hat{\Gamma}_2\}$, the power of the adaptive test in a sensitivity analysis goes to 1 as sample size $I \to \infty$, even if one of the powers of the two component tests goes to zero if $\min\{\hat{\Gamma}_1, \hat{\Gamma}_2\} < \Gamma < \max\{\hat{\Gamma}_1, \hat{\Gamma}_2\}$.

For example, see the rows $\Gamma = 6.0$ of Models 1 and 2 and the rows $\Gamma = 3.0$ of Models 3 and 4 in Table 2.

We then examine the finite sample performance of the adaptive test. As discussed in Section 5.2, although the adaptive test uniformly dominates the two component tests in terms of the design sensitivity, in practice we need to pay the price for correcting for the two component tests and the finite sample power of the adaptive test may sit in between those of the two component tests, which is the case in Table 2. If this is the case, the simulation results in Table 2 confirm that the price paid for correcting for the two component tests is very much worth it in the sense that if the power of the Mantel–Haenszel test and that of the aberrant rank test differ a lot, then the power of the adaptive test is typically much closer to the higher one of the powers of the two component tests than to the lower one in each case. This favourable finite sample property of the adaptive test holds both for relatively large sample sizes (e.g. see the cases $\Gamma = 5, I = 1000$ in Models 1 and 2) and relatively small sample sizes (e.g. see the cases $\Gamma = 1.5, I = 100$ in Models 3 and 4). To conclude, the new adaptive test is like a high quality insurance policy: we will lose a little money (the low cost of the insurance) if we bought one but an accident never occurs (i.e. if we were lucky enough to always choose the better one among the two component tests), but we will lose much more if an accident indeed occurs (i.e. if we unfortunately choose the worse one among the two component tests) but we never bought one.

### TABLE 2
(Continued)

| Model 4 | $I = 100$ Matched strata | $I = 1000$ Matched strata |
|---------|--------------------------|---------------------------|
|         | Mantel–Haenszel | Aberrant rank | Adaptive test | Mantel–Haenszel | Aberrant rank | Adaptive test |
| $\hat{\Gamma}$ | 2.37 | 3.36 | $\geq 3.36$ | 2.37 | 3.36 | $\geq 3.36$ |
| $\Gamma = 1.5$ | 0.46 | 0.78 | 0.72 | 1.00 | 1.00 | 1.00 |
| $\Gamma = 2.0$ | 0.14 | 0.47 | 0.39 | 0.55 | 1.00 | 1.00 |
| $\Gamma = 2.5$ | 0.03 | 0.22 | 0.17 | 0.02 | 0.88 | 0.83 |
| $\Gamma = 3.0$ | 0.01 | 0.08 | 0.05 | 0.00 | 0.29 | 0.24 |

7 | ADAPTIVE INFERENCE OF THE EFFECT OF MOTHER’S AGE ON CHILD’S STUNTED GROWTH

For the study of the effect of mother’s age on child stunting discussed in Section 1.1.1, we summarize the worst-case $p$-values of a sensitivity analysis reported by three different test statistics: the Mantel–Haenszel test, the aberrant rank test and the adaptive test applying Algorithm 1 putting together these
two tests with various sensitivity parameters $\Gamma$ ranging from 1.00 to 1.45; see Appendix G for more details. From Table 3, we find that the Mantel–Haenszel test fails to detect a possible treatment effect (i.e. worst-case $p > 0.05$) with sensitivity parameter $\Gamma = 1.17$ under level 0.05. However, the aberrant rank test can detect a possible treatment effect (i.e. worst-case $p$-value $< 0.05$) up to a much larger sensitivity parameter $\Gamma = 1.43$. Thus, we can see that when studying causal determinants of aberrant response, the aberrant rank test might be preferred to the Mantel–Haenszel test since it might be less sensitive. However, we did not know this in advance of looking at the data, and choosing the test that is less sensitive on the data will inflate Type I errors in a sensitivity analysis. To use the data in choosing the best test while controlling the Type I error rate, we apply the adaptive approach developed in Section 5.2 to combine the aberrant rank test with the Mantel–Haenszel test to guarantee a powerful test in sensitivity analyses. From Table 3, we can find that if we combine these two tests with the new adaptive approach, we can successfully detect the possible actual treatment effect with $\Gamma = 1.36$, which is close to the results obtained by using the more favourable one between the two component tests—the aberrant rank test, and substantially better than the least favourable of the two tests. Therefore, both the aberrant rank test and the adaptive test enable us to detect a significant treatment effect even with a nontrivial magnitude of hidden bias. Meanwhile, for this particular data set, the Mantel–Haenszel test would possibly give an exaggerated report of sensitivity to bias. This agrees with all our theoretical insights and simulations results.

8 | DISCUSSION

We have developed an adaptive aberrant rank approach to conducting inference about the effect of a treatment on aberrant (bad) outcomes from matched observational studies when there is an established cut-off for what constitutes an aberrant outcome but more aberrant outcomes are worse than

| One-sided worst-case $p$-values under various $\Gamma$ | Mantel–Haenszel | Aberrant rank | Adaptive test |
|---|---|---|---|
| $\Gamma = 1.00$ | 0.010 | 0.001 | 0.001 |
| $\Gamma = 1.05$ | 0.017 | 0.001 | 0.003 |
| $\Gamma = 1.10$ | 0.028 | 0.003 | 0.005 |
| $\Gamma = 1.15$ | 0.043 | 0.005 | 0.008 |
| $\Gamma = 1.17$ | **0.051** | 0.006 | 0.010 |
| $\Gamma = 1.20$ | 0.064 | 0.008 | 0.014 |
| $\Gamma = 1.25$ | 0.089 | 0.013 | 0.022 |
| $\Gamma = 1.30$ | 0.121 | 0.020 | 0.032 |
| $\Gamma = 1.35$ | 0.157 | 0.029 | 0.047 |
| $\Gamma = 1.36$ | 0.165 | 0.031 | **0.050** |
| $\Gamma = 1.40$ | 0.198 | 0.040 | 0.064 |
| $\Gamma = 1.43$ | 0.225 | **0.049** | 0.077 |
| $\Gamma = 1.45$ | 0.244 | 0.055 | 0.086 |
| Sensitivity value | 1.17 | 1.43 | 1.36 |
less aberrant ones. We have shown that our new approach asymptotically dominates the traditional approach (performing the Mantel–Haenszel test with the dichotomous outcome indicating aberration/non-aberration) and performs well in simulation studies. To establish the new approach, we have developed an empirical process approach to studying design sensitivity and developed a general adaptive testing procedure. These developments can be applied to other types of general matched observational studies beyond the aberrant outcome setting we have studied.

There are limitations to this work. For example, we have not discussed how to enable adjustment for measured variables that were not used for matching. This side information, along with the matched observed covariates, can potentially be used to perform covariance adjustment in randomization inference (Rosenbaum, 2002a). However, existing model-based covariance adjustment approaches, for example covariance adjustment with robust linear regression considered in Rosenbaum (2002a), may not be directly applicable in our setting since the aberrant rank considers some truncated outcome (zero if not aberrant and multi-valued if aberrant). It might be fruitful for future research to explore how to incorporate both matched and unmatched measured variables to perform some covariance adjustment to further develop the aberrant rank approach.
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