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ABSTRACT

Estimating the heat loads on re-entry vehicles is a crucial part of preparing for atmospheric re-entry manoeuvres. Re-entry flows at high altitudes are in the rarefied regime and are governed by high enthalpies and thermodynamic nonequilibrium. Additionally, catalytic gas-surface reactions change the gas flow composition and can have a major influence on the heat transfer. Our goal is to estimate the heat loads without a priori fitting of simulation parameters to experiments. We use the tool PICLas for simulations of such rarefied gas flows. It combines different particle methods, including the Direct Simulation Monte Carlo method, for modelling of gases. Recently it has been extended to include different catalysis models to treat reactions on surfaces. We evaluate a kinetic Monte Carlo approach to model catalytic gas-surface interactions in combination with flow simulations using particle methods. Here, the adsorbate distribution is modelled by reproducing a surface system using a kinetic Monte Carlo approach and estimating the necessary parameters using model assumptions. This catalytic model is compared to a simple recombination model. We present simulations that show the capability of the implemented models for a SiO$_2$ surface in an Oxygen flow. Furthermore, simulation results are compared to heat fluxes and recombination coefficient obtained from the respective experiments. The results show that simulations using the kinetic Monte Carlo approach match the experimentally obtained values. Thus, the approach can be used to estimate the reactivity of oxygen flows over SiO$_2$ surfaces.

Index Terms— Plasma flow, PICLas, DSMC, Catalysis, Monte Carlo, Surface modelling, KMCS

1. INTRODUCTION

In plasma flow applications, such as atmospheric entries, high forces and heat fluxes are exerted on the thermal protection system (TPS) of entry vehicles. Since the flow is very reactive, a large amount of the heat flux is resulting from reactions of the gas with the TPS surface. Therefore, heterogeneous reactions have to be considered for design purposes of TPS. These reactions involve different interaction types that have to be considered.

Flow predictions for design purposes of TPS are made either on the basis of experiments or numerical simulations. Experiments reflect the real physics, however, they do not provide a complete insight into all phenomena for a full scale problem. This results from many simultaneously occurring interactions and their mutual dependencies, which can not be measured with sufficient accuracy. In addition, the same conditions of the full (real) scale problem can rarely be reproduced by experiments due to technical restrictions. In contrast, numerical simulations typically exhibit improved result and phenomena evaluation. However, they can only reflect the physical problem as accurately as the used models. Consequently, simulations may yield inaccurate results or predict unrealistic behaviour.

Catalytic flows near thermal and chemical non equilibrium have been investigated by few research groups. The focus was mainly on describing surface interactions by modelling rate equations and fitting parameters to experiments. Our goal is to be able to simulate a broader range of flow cases and surfaces without a priori parameter fitting to experiments. Here, we focus on two catalytic models. The first is a simple recombination model. The second is a microscopically driven kinetic surface description.

In this work, we use PICLas to simulate a catalytic plasma flow with enabled catalytic models. PICLas enables numerical simulations of rarefied plasma flows using particle methods such as the Direct Simulation Monte Carlo (DSMC) and Particle In Cell (PIC) method. The modular framework of PICLas allows for the implementation of other particle methods, besides PIC and DSMC. Here, we focus on the DSMC method when simulating the gas flow. The DSMC method approximates the collision term of the Boltzmann equation considering binary collisions. Surface interactions are most commonly treated with an extended Maxwell scattering model. The surface modelling approach in PICLas has been extended with catalytic models to treat heterogeneous reactions.

In the first chapter we describe the approach for the modelling of the gas flow and the Direct Simulation Monte Carlo method. In the second chapter we illustrate the catalytic mod-
els implemented in PICLas. In the third we give an overview of PICLas. Subsequently, the simulation setup is described and simulation results are shown and discussed.

2. DIRECT SIMULATION MONTE CARLO METHOD

The solution of the Boltzmann equation, especially the collision integral, can be treated by the Direct Simulation Monte Carlo method. The Boltzmann equation describes the microscopic gas state and the changes of the microscopic distribution.

\[
\frac{\partial f}{\partial t} + \vec{v} \cdot \nabla_{\vec{x}} f = \frac{\partial f}{\partial t}\bigg|_{\text{Coll}}
\]

Here, \( f(\vec{x}, \vec{v}, t) \) is the particle distribution function dependent on the particles’ position \( \vec{x} \), velocity \( \vec{v} \), time \( t \), and \( \frac{\partial f}{\partial t}\bigg|_{\text{Coll}} \) representing the Boltzmann collision integral accounting for binary inter-particle collisions. This equation is solved by directly simulating particles and their interactions with one another. Herein, the particle distribution function of the gas system is statistically approximated with \( N_p \) representative discrete particles distributed in space. The particle motion and inter-particle collisions are separated. To reduce computational effort not all real molecules \( N_{\text{real}} \) are simulated but the simulation particles \( N_{\text{sim}} \) are weighted with \( W_p = N_{\text{real}}/N_{\text{sim}} \). The simulation time step is chosen to resolve the collision frequency of the simulated gases \( \text{[9]}. \) Within DSMC, particle collisions are treated statistically and the appropriate probabilities are calculated with phenomenological models \( \text{[13]} \).

Each computational cell must contain at least four simulation particles for representative collision treatment and sampling purposes. Before the collision treatment the particles are paired. This is done locally within each computational cell using either a statistical or a nearest neighbour approach. For statistical particle pairing the mesh cell sizes are determined by the mean free path \( \lambda \) to ensure physically meaningful particle separation distances. The nearest neighbour pairing does not depend on cell sizes, but the simulated particle mean separation distance has to be lower than \( \lambda \). Additionally, an octree cell-subdivision is implemented \( \text{[14]} \) to be grid independent for statistical pairing and reduce computational cost for the nearest neighbour approach. Collision processes lead to momentum and energy exchange (relaxation) as well as chemical reactions. These include dissociation, recombination and exchange reactions, that are treated with an Arrhenius based approach \( \text{[9]} \). Finally, macroscopic properties that are of interest such as pressure and temperature are calculated as moments from the sampled resulting particle statistics.

3. SURFACE REACTION MODELS

The first of the considered models is a simple recombination approach. Gas particles that collide with surfaces have a chance to recombine, e.g. \( O_{(\text{gas})} + O_{(\text{surf})} \rightarrow O_{2(\text{gas})} \).

The second approach uses a kinetic Monte Carlo surface (KMC) model for gas-surface reactions. This results in a more complex reaction treatment that also considers dissociation and exchange reactions. In this work, only a short overview of the basic functionality is given. A more detailed description will be available in a following publication.

3.1. Simple Recombination Model

The first model is an extension of the Maxwell scattering on surfaces and has a straightforward implementation within a DSMC framework. Here, an additional coefficient \( \gamma \) is added, defining the ratio of recombining \( N_{\text{rec}} \) to incident atoms \( N_i \) \( \text{[6]} \). For \( \gamma = 0 \) the surface is defined to be non-catalytic and fully catalytic for \( \gamma = 1 \). The corresponding probabilities are chosen for each surface collision with

\[
P_{\text{ads},i} = \gamma_i - P_{\text{rec},i},
\]

\[
P_{\text{rec},i} = \gamma_i \left(1 - \exp(-N_s)\right),
\]

such that they reduce statistical noise \( \text{[4]} \). Here, \( N_s \) is the number of particles that are adsorbed on the surface. In case a particle adsorbs, it is removed from the flow and added to the respective surface element. In the case of recombination, an adsorbed particle is removed from the surface and the incident particle species is switched and scattered diffusively. Every particle, which does not recombine or adsorb onto the surface, is scattered diffusively.

3.2. Kinetic Monte Carlo Surface

In the first step, a surface structure is replicated and the distribution of adsorbates is modelled using a Monte Carlo approach \( \text{[15]} \). \( N_s^2 \) number of surface atoms are distributed in a structured lattice as shown in Figure 1. Adsorbates are distributed on well defined sites that are defined by the number of metal atoms \( n_m \) interacting with each adsorbate. Figure 2 shows the different site types on the modelled fcc(100) surface type. Possible site types are, on-top sites \( \text{(1)} \) for \( n = 1 \), bridge sites \( \text{(8)} \) for \( n = 2 \) and \( n \)-fold hollow sites \( \text{(3)} \) for \( n > 2 \) surface atoms interacting with one adsorbate.

Fig. 1. On each surface element the surface is modeled by replicating its structure with one lattice of distributed atoms. fcc(100) type structure is modeled, exemplary shown with \( N_x = 4 \) surface atoms in each lattice direction.
For this model we assume that all chemical processes on surfaces of the form

\[ A + B \xrightarrow{r_{A-B}} AB, \quad (4) \]

are described by the rate equation

\[ r_{A-B} = \frac{dn_{A-B}}{dt} = k_{r,A-B} \cdot n_A \cdot n_B, \quad (5) \]

where \( r_{A-B} \) is the rate for the considered reaction of \( A \) with \( B \), \( k_{r,A-B} \) the rate coefficient and \( n_A \) and \( n_B \) are the respective number densities.

The reaction rate coefficient \( k_{r,A-B} \) in Equation 5 for surface reactions can be written as

\[ k_{r,A-B} = \nu_r \exp \left( -\frac{E_a}{k_B T} \right), \quad (6) \]

with pre-exponential factor \( \nu_r \), activation barrier \( E_a \), Boltzmann constant \( k_B \) and surface temperature \( T \). The variables \( \nu_r \) and \( E_a \) have to be defined for each reaction. Here, the missing parameters \( \nu_r \) and \( E_a \) are estimated using reasonable phenomenological descriptions.

### 3.2.1. Activation Barriers

The activation barriers \( E_a \) in Equation 6 and reaction enthalpies \( \Delta h_r \) are estimated using the UBI-QEP method [16]:

\[ \Delta h_r = \left[ Q_{AB} + D_{AB} - Q_A - Q_B \right], \quad (7) \]

\[ E_a = \frac{1}{2} \left( \Delta h_r + \frac{Q_A Q_B}{Q_A + Q_B} \right), \quad (8) \]

where \( Q_{AB}, Q_A \) and \( Q_B \) are the heat of adsorption for molecular and atomic adsorbed species and \( D_{AB} \) the dissociation bond energy. The heat of adsorption \( Q_A \) for simple cases such as an atomic adsorbate bound in an \( n_m \)-fold site in near zero coverage limit is defined with

\[ Q_A = Q_{0A} \left( 2 - \frac{1}{n_m} \right) \quad (9) \]

In order to account for lateral interactions and coverage effects, the heat of adsorption is scaled with

\[ \varsigma_M = \sum_j \left( \frac{2 \cdot (1/m_j) - (1/m_j)^2}{n_m} \right). \quad (10) \]

Here, \( m_j \) is the number of bound adsorbates in the nearest vicinity of the \( j \)th surface site-atom. This scaling factor is used to correct the assumption of the near zero coverage limit in Equation 9.

### 3.2.2. Pre-Exponential Factors

The pre-exponential factor, which is necessary for the reaction rate coefficient (Equation 6) is estimated with the transition state theory [17, 18] defined with

\[ \nu_r = \frac{k_B T \Phi_A}{\Phi_A}, \quad (11) \]

where \( h \) is the Planck constant and \( \Phi_A \) is the partition function for the transition state and \( \Phi_A \) for the adsorbed or gas state. The total partition function \( \Phi \) for a polyatomic species in the gas state is the product of the translational, vibrational and rotational partition functions of the considered species [19].

For the consideration of surface processes, additional assumptions are applied [20]. For the partition functions of adsorbates we neglect translational and rotational states. However, the vibrational states of the surface bonds of the adsorbates [21] must not be neglected. Consequently, a vibrational partition function \( \Phi_{\text{vib}} \cdot \text{KMCS} \) is introduced containing two additional vibrational modes, one perpendicular and one in tangential direction to the surface. Here, the characteristic vibrational temperatures \( \Theta_{\text{char}} \cdot \text{KMCS} = Q_A / (200 \cdot k_B) \) for both modes are estimated from the effective heat of adsorption \( Q_A \) for the considered adsorbate.

### 3.2.3. Probabilities

Probabilities for desorption processes of each adsorbate are calculated similarly to Ref. [13] with

\[ P_s = k_r \cdot \Delta t = \nu_r \exp \left( -\frac{E_a}{k_B T} \right) \cdot \Delta t. \quad (12) \]

where \( \Delta t \) is the chosen simulation time step.

The probability for adsorption processes is expressed as a function of the mean velocity of particles \( v_{\perp,\text{mean}} \) perpendicular to the surface

\[ \tilde{P}_{\text{ads}} = \exp \left( -\frac{\pi \cdot E_a}{2 \cdot m \cdot v_{\perp,\text{mean}}^2} \right). \quad (13) \]

In order to address molecular adsorption, which is a non-activated process and for which \( E_{a,\text{ads}} = 0 \) applies, we additionally consider instant desorption. Consequently, the probability for molecular adsorption (no dissociation or recombination) yields

\[ \tilde{P}_{\text{molec-ads}} = 1 - \exp \left( -\frac{\pi \cdot E_{\text{diff}}}{2 \cdot m \cdot v_{\perp,\text{mean}}^2} \right), \quad (14) \]

where \( E_{\text{diff}} \) is the diffusion barrier that we approximate with \( \approx 10\% \) of the adsorption enthalpy \( Q_A \).
4. THE SIMULATION TOOL PICLAS

We use the particle simulation tool PICLas \[10\] for simulations. Figure 3 shows how a representative time step is realized. First the particles are inserted into the domain. Then, each time step starts with an emission step where particles are inserted at an inflow surfaces using a surface flux \[22\]. After the emission, particles are moved within the simulation domain and their positions are updated. This is combined with a boundary interaction routine in the particle tracking block. During these interactions, the location of particles intersecting boundaries is updated or the particles are removed from the domain. Following, inter particle collisions are treated with the DSMC method, where velocity and internal energies of the particles are changed. In the last step the macroscopic values are sampled and an output is generated. The changes and add-ons performed in the project context are highlighted red and are described in the following.

![Time Step Loop in PICLas](image1)

**Fig. 3.** Scheme of a time step loop in PICLas. Collisions are solved with the DSMC module. Surface models add-ons are depicted red.

5. SIMULATIONS

5.1. Setup

In the next step, PICLas simulations are presented based on a setup from plasma wind tunnel (PWT) experiments \[8\]. For this, a mesh is created for the ESA standard pressure probe. PICLas uses 3D hexahedral meshes, and here it is build using GridPro \[23\]. The setup consist of a \(\approx 40^\circ\) cylindrical domain to reduce computational effort. Figures 3 and 5 show a representative mesh slice as well as the boundary conditions. Three simulations are performed using first non-catalytic then fully catalytic surfaces and last kinetic Monte Carlo surfaces. The inflow conditions are calculated from an experimental flow characterization \[8\] and are given in Table 1. Rotational and vibrational temperatures are assumed to be equal to translational temperature. An adaptive pressure boundary \[24\] with \(p_\infty = p_{\infty,\text{inflow}}\) is applied to the outflow condition because of low Mach numbers. Dissociation bond energy of oxygen \(D_{O_2} = 498.34\ \text{kJ mol}^{-1}\) is taken from Ref. \[25\], the Arrhenius coefficients for oxygen gas reactions from Ref. \[26\], and the remaining physical parameters such as characteristic vibrational temperatures are taken from the NIST database. For the VHS collision model in the DSMC method the chosen parameters are the VHS exponent \(\omega_{\text{VHS}} = 0.77\ \[9\] and reference temperature \(T_{\text{ref}} = 273\ \text{K}\) resulting in the reference diameters \(d_{\text{ref},O_2} = 4.07 \cdot 10^{-10}\ \text{m}\) and \(d_{\text{ref},O} = 3.11 \cdot 10^{-10}\ \text{m}\). The particle weighting factor and simulation time step are chosen with \(W_p = 1 \cdot 10^{10}\) and \(\Delta t = 5 \cdot 10^{-8}\ \text{s}\).

The flow inside the simulation domain is initialized with two species (O, O\(_2\)), uniformly distributed using the inflow parameters. The total simulation duration is chosen with \(t_{\text{end}} = 1.40 \cdot 10^{-3}\ \text{s}\). At \(t_{\text{sim}} = 1 \cdot 10^{-3}\ \text{s}\) the flow and...
Table 1. Parameters calculated for inflow boundary at the center of inflow \((r = 0 \text{ m})\). Parameters are static pressure, total pressure, translational temperature, surface temperature, particle number density for O and O\(_2\), velocity in x-direction, Mach number at inflow and global Knudsen number in that order.

| Property       | Unit | Value |
|----------------|------|-------|
| \(p_{\infty}\)  | Pa    | 40    |
| \(p_{\text{tot}}\) | Pa   | 149   |
| \(T_{tr}\)      | K     | 3342  |
| \(T_{s,\text{SiO}_2}\) | K   | 1398  |
| \(n_O\)        | m\(^{-3}\) | 8.15 \cdot 10^{20} |
| \(n_{O_2}\)     | m\(^{-3}\) | 5.18 \cdot 10^{19} |
| \(v_x\)        | m s\(^{-1}\) | 2412.30 |
| \(M\alpha_{\infty}\) | - | \approx 1.44 |
| \(Kn_{\text{VHS}}\) | - | \approx 0.01 |

surface values have reached steady state after which sampling is enabled. From this moment the sampling is enabled for \(t_{\text{sample}} = 4 \cdot 10^{-4} \text{ s}\).

Although the UBI-QEP model for the estimation of activation barriers is constructed for transitional metals \([27]\), we use the same formalism here. The pre-oxidized SiC. Recombination reactions of gas phase oxygen \((O^{(\text{gas})})\) on SiO\(_2\) surfaces are considered to be reactions of gas phase \(O^{(\text{gas})}\) with bound \(O^{(\text{surf})}\) in the SiO\(_2\) lattice \([28]\). Consequently, the catalytic surface is taken to be a reconstructed silicate substrate rather than SiO\(_2\) and we replicate it with a Si surface lattice with Si-atom distances present in SiO\(_2\) \((\sigma \approx 2.62 \cdot 10^{18} \text{ m}^{-2})\). Derived from Ref. \([29]\) bond orders of Si and O in the SiO\(_2\) crystal are taken to be \(n_{m,O} = 2\) and \(m_{j,\text{Si}} = 4\). This forms a fcc(100) type surface structure as shown in figure 6 with O bound in 2-fold (bridge) sites. The discretisation on each surface element is realised with \(N_x = 40\). The dissociation bond energy \(D_{\text{Si-O}} = 798 \text{ kJ mol}^{-1}\) \([25]\) of the Si–O bond is used as heat of adsorption \(Q_{0A}\) for atomic oxygen. Applying equations \([9]\) and \([10]\) we derive \(Q_A\) on the reconstructed Si that represents a SiO\(_2\) surface for an oxygen surface coverage of \(\theta_{O/Si} = 2\). This derived \(Q_A = 451.81 \text{ kJ mol}^{-1}\) also represents the value given by Ref. \([30]\) for the dissociation bond energy of the O–SiO bond in the real SiO\(_2\) surface.

5.2. Results

First, we would like to comment on the comparison of simulation results and experimental data. The simulation result is strongly dependent on the defined inflow condition for such a plasma flow. The experimental flow characterization \([8]\) with which these simulations are compared has many dependencies and is subject to a combination of uncertainties. Consequently, this can lead to great deviations of the simulation results and experimental measurements at the probe surface.

5.2.1. Pressure on probe surface

The simulated pressure along the probe surface is shown in figure 7 and compared to experimental measurements. Simulated values for the pressure are above the experimental values but predict a similar progress along the surface.

5.2.2. Convective reactive heat fluxes on the probe surface

The heat fluxes along the surface for all simulations are shown in figure 8. The results are separated into three parts. First, the simulation results for non-catalytic \(\gamma = 0\) and fully catalytic surfaces \(\gamma = 1\) are listed in red. Here, the minimum and maximum heat fluxes for this flow are achieved. Secondly, the simulation result using the KMCS method are presented. These results are split into four portions, one for each reaction type. \(\Delta_{\text{Relax}}\) shows the portion resulting from relaxation of colliding particles at the surface. This heat flux portion is equal to the non-catalytic \((\gamma = 0)\) case. \(\Delta_{\text{ER}}\) combines all heat fluxes resulting from recombination reactions of incident particles and adsorbates. \(\Delta_{\text{LH}}\) combines all heat fluxes resulting from recombination reactions of two adsorbates with subsequent desorption. \(\Delta_{\text{Diss}}\) combines all heat fluxes resulting from dissociation reactions on the surface. The sum of all these heat fluxes yields the total heat flux resulting from using the KMCS method. The third part added to figure 8 is the experimentally measured data value that represents the integral
heat-flux onto the forward facing surface. It is illustrated with six data points, each one at $\dot{q}_{\text{exp}} = 208 \text{ kW m}^{-2}$.

![Graph](image)

**Fig. 8.** Heat fluxes onto the probe surface. First simulation results achieved with the simple recombination model are depicted. Secondly, results using the KMCS method split into separate reaction portions. Third, experiment measurements.

With the KMCS method the heat flux $\dot{q}_{\text{KS-total}}$ is estimated between the heat fluxes for $\gamma = 0$ and $\gamma = 1$. It is in a good agreement with experimentally measured values, considering the uncertainties of the chosen inflow condition. The heat flux portions show that most of the reactive heat flux results from an ER-reaction of oxygen atoms on the surface. A small part of the colliding O2 molecules dissociate on the SiO2 surface, which slightly decreases the heat flux.

Here, the effective recombination coefficient is calculated with

$$\gamma_{\text{eff}} = \frac{2 \cdot N_{O,\text{LH}} + 2 \cdot N_{O,\text{ER}}}{2 \cdot N_{O,\text{Coll}}} \cdot \frac{1}{N_{O,\text{Coll}}}$$

(15)

where $N_{O,\text{LH}}$, $N_{O,\text{ER}}$, and $N_{O,\text{Coll}}$ are the number of the respective reactions and $N_{O,\text{Coll}}$ the number of surface collisions. Figure 9 shows the effective recombination coefficient that results from the PICLas simulation. In the region of interest ($l = 0 - 4 \text{ cm}$) the recombination coefficient takes the values 0.07 to 0.15. This is in a good agreement with the reference value of 0.11 for this setup.

**5.2.3. Computational times**

For the shown simulations we analyzed the computational times. Each computation was performed on 200 Intel Xeon E5-2670 v2 (Sandy Bridge) processors. Table 2 shows the computational times and increase in computational time using catalytic models. These results show almost no increase in computational cost while using the recombination model. This is expected, since this model only adds one additional check prior to reflection of the recombining atoms. In contrast, using the KMCS method increases the computational cost by 40% in comparison to simulations without enabled catalysis modelling. This results from a profound modelling and discretisation on every surface.

**Table 2.** Computational times given in CPUh for simulations with different surface models applied.

|                | DSMC | Recomb | KMCS | scaling $(C3 - C1)/C1$ |
|----------------|------|--------|------|------------------------|
| $C1$           | 305  | 309    | 423  | 0.39                   |

**6. CONCLUSION**

Statistical particle methods such as the DSMC method are well established for design purposes of TPS. In order to predict catalytic flows these methods use reactive surface models.

Two modelling approaches that treat surface reactions were implemented into the plasma flow solver PICLas. The first model accounts for simple recombination of atomic species on the surface. The second model is a kinetic Monte Carlo approach where a surface structure on each surface element is replicated and reactions on the replicated surface are modelled statistically. This model is intended to be independent of parameter fitting and reaction parameters are estimated with phenomenological assumptions. In contrast to the simple recombination model a broad range of reactions including Eley-Rideal, Langmuir-Hinshelwood and dissociation reactions can be defined.

The ability of each model to predict the flow and surface reactivity was tested by conducting a simulation of a catalytic oxygen flow over an ESA standard pressure probe.

The recombination model leads to only a slight increase in the computational effort. However, the application of the recombination model is limited to flows where the recombination coefficient was fitted beforehand, or for simulations with the goal to estimate the maximum and minimum bounds of the heat loads.
The KMCS method is capable of estimating the heat loads that result from surface reactions with a good agreement to experiments without priorly fitting of parameters. This also applies to the effective recombination coefficient. A challenge of the KMCS method is the need to phenomenologically replicate the occurring processes at the surface before conducting simulations. This includes surface structure, adsorbate binding-sites and binding-energies. In this work, the chosen structural surface parameters for oxygen flows over SiO$_2$ surfaces are well suited to reproduce the considered plasma flow. The computational effort increases by 40% with the chosen discretisation.
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