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Abstract: A thermal finite element study was carried out to investigate the temperature gradients in bridges with precast concrete girders that subjected to the daily and seasonal environmental variations of solar radiation and air temperature. The proposed finite element model was used to simulate the three-dimensional thermal behavior considering the extreme thermal loads of the region of Gaziantep, Turkey. Two construction stages were studied, the single girder and the girders-deck slab superstructure before surface topping. The results show that the maximum temperature gradient at the top surface was greater for the unsurfaced superstructure by about 6 °C. The predicted extreme temperature gradient distributions for the two construction stages were compared with the current American Association of State Highway and Transportation Officials (AASHTO) gradient model. The comparison showed that the current AASHTO temperature gradient distribution agreed well with the predicted gradient of the single girder, while a higher deviation was noticed when compared with the predicted gradient of the bridge superstructure. Moreover, the current AASHTO gradient model slightly overestimated the maximum predicted gradient of the single girder, while it underestimated the maximum gradient of the bridge superstructure.
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PUBLIC INTEREST STATEMENT

Concrete, as a building material, is affected by the environmental loads. Among these loads that influence the structures constructed in open-environments are the thermal loads. Environmental thermal loads include the time-dependent fluctuation of solar radiation, air temperature and wind speed. As bridges are directly exposed to these loads, the temperature of its different members would be different from layer to layer and from time to another. Such temperature differences may lead to undesired structural effects and impose additional maintenance costs. This paper investigates the effect of the environmental thermal loads on a specific type of concrete girder that is widely used in bridge construction. Simulation models were conducted to evaluate the temperature variations in the girder in two construction stages; before and after the casting of the bridge’s floor slab.
1. Introduction

Bridges are large-scale structures where great cross-sectional size superstructures are completely exposed to exterior conditions, in which the climate changes dramatically during the single day and from season to another. The difference between the daily maximum and minimum air temperatures, the thermal radiation from sun and the speed of wind cause temperature rise during the day and drop during the night, which can lead to thermal stresses as high as those stresses of dead or live loads (Ghali, Favre, & Elbadry, 2002). Along the lifespan of bridges, which generally ranges from 50 to 100 years, the rise and drop of temperature can earnestly affect the bridge’s performance, therefore, the effects of thermal loads should be well evaluated to avoid the unexpected deterioration of bridge superstructures (Zhou & Yi, 2013).

Generally, the current bridge design codes provide provisions to overcome the thermal effects of the change in the bridge mean temperature and the temperature gradients along the depth of the bridge superstructures. A fifth-order vertical gradient model is adopted by the Australian AS 5100.2 (Standards Australia, 2004) and the New Zealand’s Bridge Manual (Bridge Manual SP/M/022, 2013). On the other hand, the European and North American codes tend to give simplified models for practical design.

For concrete bridges, the temperature gradient model of the Canadian CSA-S6-00 (Canadian Standards Association International CSA, 2000) is constant along the top 0.4 m of the depth, followed by a linear stage along the following 0.6 m and end with a second constant region of temperature gradient extend to a depth of 2.0 m. The gradient model of the European code EN 1991 (European Committee for Standardization, 2009) is bilinear along the top 0.4 m of the bridge superstructure. Figure 1 illustrates the recommended gradient models of four provisions. Figure 1(a) shows the bilinear gradient model of the EN 1991, which was first recommended by the British Standards BS 5400-2 (BSI, 1978). The fifth order gradient model of the AS 5100.2 is shown in Figure 1(b). This model and that recommended by the New Zealand bridge manual are the same with a different maximum gradient at the top surface.

In 1985, gradient models and design procedures were proposed by a research team in California (Imbsen, Vanderschaf, Schamber, & Nutt, 1985), which was adopted by American Association of State Highway and Transportation Officials (AASHTO) Guide Specifications in 1989 (AASHTO, 1989). This model composes of three linear stages as shown in Figure 1(c). The AASHTO divides the United States into four zones based on the intensity of solar radiation, in which zone 1 is the one with the highest solar intensity, while zone 4 is the lowest. The maximum temperature gradient on the top and the other temperature gradient values of the superstructure are variable based on the zone number. Figure 1(c) lists the temperature gradients of the first zone. Figure 1(d) shows the vertical temperature gradient distribution of the AASHTO LRFD Bridge Design Specifications (AASHTO, 2012),
which is a simplified bilinear model derived from the one shown in Figure 1(c). In this model, the same zone division still adopted, also T1 and T2 have exactly the same values as those listed in the older gradient model.

Many field, experimental, and numerical studies have been conducted during the last three decades to enrich the knowledge about thermal loads effects on bridge girders and superstructures. In previous works, the temperatures and temperature gradient distributions in concrete box-girders (Abid, Tayşı, et al., 2016; Tayşi & Abid, 2015) and composite I-girders (Abid, Mussa, Tayşi, & Özakca, 2018) were investigated both experimentally and numerically using the theory of finite element. Lee (2010, 2012) conducted an experimental research on a precast concrete I-girder under the open-conditions in Atlanta, USA. Other experimental works were conducted on other types and configurations of bridge girders (Kulprapha & Warnitchai, 2012; Liu, Chen, & Zhou, 2012; Song, Xiao, & Shen, 2012; Wang, Zhan, & Zhao, 2016). On the other hand, significant numerical investigations were conducted during the last 3 years (Abid, Alrebeh, et al., 2016; El-Tayeb, El-Metwally, Askar, & Yousef, 2017; Jiao, Borchani, Hasni, & Lajenf, 2017; Krkoškaa & Moravčík, 2015; Zhou, Xia, Brownjohn, & Koo, 2016; Zhu & Meng, 2017).

The current paper aims to focus on the effect of solar radiation and air temperature variation in addition to the other thermal loads on temperature gradient distributions in concrete bridges with precast girders during the construction period. Two construction stages were studied, the isolated (single) precast girder before the casting of the deck slab and the precast girders-deck slab superstructure system before the application of topping layers. Finally, the temperature gradient distributions calculated for extreme thermal loads were compared with the current AASHTO vertical gradient model shown in Figure 1(d).

2. Finite element modeling
The conduction of heat through the girder volume is governed by the Fourier heat transfer differential equation,

$$\rho c \frac{dT}{dt} = \nabla (k \nabla T) + Q$$ (1)

In which $\rho$ is the density, $C$ is the specific heat, $k$ is the thermal conductivity and $\nabla T$ is the gradient of the temperature $T$ at any direction and $Q$ represents the heat generated within the girder volume.

The sum of all heat flux exchanges on the surfaces of the girder in W/m² is:

$$q = h_c (T_s - T_a) + a q_s + q_g + \epsilon \sigma_s (T_s^4 - T_a^4)$$ (2)

In which, $h_c$ is the convection coefficient in W/m²°C, $q_s$ is the solar radiation heat flux, $\alpha$ is the radiation absorptivity of the surface, $q_g$ is the radiation reflected from the surrounding ground and objects, $\epsilon$ is the surface emissivity, and $\sigma_s$ is the Stefan-Boltzmann constant, while $T_s$ and $T_a$ are the surface and the air temperatures.

The first term represents the convection heat transfer on surfaces with the ambient air, while the second and third terms represent the thermal radiation heat flux received from the sun and reflected from the bridge surroundings, respectively. The fourth term describes the re-radiation from the girder surfaces to the atmosphere.

To estimate the value of $h_c$, the empirical formulas shown in Equation (3) (Duffie & Beckman, 2006) or Equation (4) (Larsson & Karoumi, 2011; Larsson & Thelandersson, 2011) can be used. In this paper the formula shown in Equation (5) (Lee, 2012) was used. In Equations (3)–(5), $v$ represents the wind speed.

$$h_c = 5.7 + 3.8 v$$ (3)

$$h_c = 6.0 + 4.0 v \quad (v \leq 5 \text{ m/s})$$ (4)
In this study, an experimental precast concrete girder was analyzed under the effect of environmental thermal loads. The girder was constructed by Lee (2010) and was instrumented with 28 surface and embedded thermocouples. Figure 2 shows the detail cross-sectional geometry of the tested girder segment and the locations of the instrumented 28 thermocouples (T1 through T28).

The thermal Finite Element (FE) analysis was conducted using the COMSOL Multiphysics FE package (COMSOL Multiphysics v 4.3a, 2012). The density of the concrete, the specific heat and the thermal conductivity were defined in COMSOL as 2,400 kg/m³, 1,000 J/kg°C and 1.5 W/m°C, respectively (Lee, 2012). On the other hand, the surface emissivity ε and the surface absorption coefficient α were 0.85 and 0.5, respectively.

The cross-sectional surfaces were considered isolated to model the longitudinal continuity of the girder. The thermal analysis was initiated three days before the required day with an initial temperature equals the air temperature at 12:00 am. To assure high accuracy of temperature calculations, fine mesh was used with more than 41,200 quadratic tetrahedral elements and more than 6,000 surface triangular elements. The analysis was conducted at time intervals of 10 min to better capture the maximum variation of temperatures. All loads mentioned in Equation (2) were applied simultaneously using different loading options. The solar radiation was applied using the COMSOL solar model, while the convection was applied using the convection loading option in which the wind speed was introduced as a time-dependent variable. The air temperature used in the convection and the re-radiation terms of Equation (2) was also defined as a time-dependent variable based on the experimental records. The ground reflected radiation was modeled as a heat flux based on the experimental time-dependent solar radiation records.

3. Comparisons between FE and experimental temperatures

Figures 3 and 4 show comparisons between the FE predicted temperature distributions and the experimental temperature distributions (Lee, 2010) along the depth of the web and the breadth of the top flange. The 24-h experimental records of air temperature, solar radiation and wind speed were considered in this FE thermal analysis. The comparisons were made based on the thermal loads and the experimental results of 15-November-2009. Two statistical tools were used to evaluate the prediction errors, the Average Absolute Difference (AAD) and the Maximum Absolute Difference (MAD). The AAD is the average of the absolute differences between the FE predicted temperatures ($T_{FE}$) and the experimental temperatures ($T_{exp}$) at specific time steps and for a specific group of thermocouples, which is given by,

$$h_c = 5.6 + 4.0v \quad (v \leq 5 \text{ m/s})$$
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The thermal Finite Element (FE) analysis was conducted using the COMSOL Multiphysics FE package (COMSOL Multiphysics v 4.3a, 2012). The density of the concrete, the specific heat and the thermal conductivity were defined in COMSOL as 2,400 kg/m³, 1,000 J/kg°C and 1.5 W/m°C, respectively (Lee, 2012). On the other hand, the surface emissivity ε and the surface absorption coefficient α were 0.85 and 0.5, respectively.
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3. Comparisons between FE and experimental temperatures

Figures 3 and 4 show comparisons between the FE predicted temperature distributions and the experimental temperature distributions (Lee, 2010) along the depth of the web and the breadth of the top flange. The 24-h experimental records of air temperature, solar radiation and wind speed were considered in this FE thermal analysis. The comparisons were made based on the thermal loads and the experimental results of 15-November-2009. Two statistical tools were used to evaluate the prediction errors, the Average Absolute Difference (AAD) and the Maximum Absolute Difference (MAD). The AAD is the average of the absolute differences between the FE predicted temperatures ($T_{FE}$) and the experimental temperatures ($T_{exp}$) at specific time steps and for a specific group of thermocouples, which is given by,
On the other hand, the MAD is the maximum record absolute difference at any of the thermocouples within a group of thermocouples at a specific time step.

It is clearly shown in Figure 3(b) that the FE predicted temperatures show better agreement with the experimental temperatures during the afternoon than during the morning hours. The temperature differences at T28, T7 and the average of T12 and T13 at 1:00 pm were 0.4, 0.2 and 0.9 °C, respectively, while the corresponding temperature differences at 7:40 am were 1.1, 2.2 and 1.4, respectively. On the other hand, the FE temperature distribution at 12:10 pm, in which the time lag was 55 min, shows better agreement with the experimental distribution at 1:05 pm. The AAD at 12:10 pm was 1.1 °C, while at 1:00 pm it was 1.7 °C. The radiation in this period of the year is generally of low altitude angles. On the other hand, the solar radiation altitude angles are significantly low during the early morning hours. Such low angles increase the shading projection lengths of the surrounding buildings and objects. Therefore, the temperature difference shown in Figure 3(a) at T7 can
be attributed to the full or partial shading of this part during the shining hours before 7:40 am. However, a 2.2 °C is an acceptable maximum difference.

The difference between the predicted and the experimental temperatures along the width of the top flange at 7:40 am ranged from 0.15 to 0.45 °C as shown in Figure 4(a), which reflects the high adequacy of the current FE model. Figure 4(b) shows a comparison between the experimental temperatures along of the top flange at 1:45 pm and the FE predicted temperatures at 1:40 pm (with 5 min time lag) and 12:50 pm (with 55 min time lag). The temperature difference ranged from 0.3 °C to 2.4 °C at 1:40 pm, and from 0.3 °C to 1.9 °C at 12:50 pm. Solar radiation becomes the daily highest during the mid-day hours. As sun strikes at the highest daily altitude angles during this period, the most effective solar radiation budget is received by the top surface of the girded. Consequently, the temperature of the top flange would be increased obviously during the mid-day hours. This increase, when taking into account the effect of the possible fluctuation of the cloud cover, may increase the differences between the recorded and predicted temperatures during the noon hours. The details of AAD and MAD are listed in Table 1. The AAD for all the compared temperature distributions and at all the compared time steps ranged from 0.2 to 1.8 °C. Moreover, the MAD ranged from 0.4 to 2.9 °C. Thus, the current FE model agrees well with the experimental results.

4. Temperature-time curves

To present the effect of air temperature change and solar radiation on concrete bridges, a hot summer day was chosen. Environmental data including air temperature and solar radiation were collected from a weather station installed specially for this purpose on the campus of Gaziantep University, Turkey. June 2 was found to be the day with the highest solar radiation among the records of summer, 2013. The maximum hourly solar radiation incidence on June 2 was 1,200 W/m². To evaluate the extreme change of temperature, the recorded minimum temperature of June 2, 2013, which equals 12 °C, was adopted together with the maximum record temperature from a 30 years history, the maximum temperature of June 2 for the period from 1980 to 2013 is 38 °C. To evaluate the extreme case, the wind speed was considered zero.

Figure 5(a) shows the temperature-time curves for six thermocouples on June 2, which were selected to represent the 28 thermocouples. Three surface thermocouples, T28, T12 and T20, and three core thermocouples, T5, T9 and T7. It is clear that T28 on the top surface exhibited the highest

![Figure 5. Temperature-time curves on June 2 (a) for different thermocouples and (b) for the maximum, minimum and average temperatures of the girder.](image-url)
altitude with a maximum temperature of 59 °C around 3:00 pm. Although T5, is not a surface thermocouple (installed 45 mm below T28) it showed the second highest temperature among the six thermocouples. This is due to the high solar radiation flux absorbed by the top surface during the day hours. The maximum temperature of T5 was about 54.7 °C, which occurred at approximately 5:00 pm. The low thermal conductivity of concrete explains the two hours delay of T5’s maximum temperature.

T9 is the thermocouple surrounded by the largest concrete mass, for this reason it exhibited the highest temperatures during the cold hours (from midnight to sunrise) and the lowest temperatures during the hot midday hours. The behavior of T9 can simply be attributed to the thermal conductivity/concrete cover ratio. The conductivity of concrete is only 1.5 W/m°C, while the concrete surrounding T9 is the thicker compared to the other thermocouples. The temperature distribution of T7 (at the core of the web) tried to follow the behavior of T9, however, it was more affected by surface heating and cooling due its lower surrounding concrete cover. The bottom surface thermocouple T12 seemed to have the same behavior of T28 but with a lower altitude along the 24 h, the maximum temperature of T12 around 3:00 pm was 47.6 °C.

Figure 5(b) shows the hourly maximum, minimum and average temperatures of the girder during the 24 h. It is clear that the behavior of the maximum bridge temperature differs from that of the minimum bridge temperature. The altitude of the maximum bridge temperature showed higher variation than that of minimum temperature, moreover, the times of extremes were different. The maximum bridge temperature occurred at 2:50 pm, which was 64.7 °C, while the minimum was 15.2 °C at 4:40 am.

The minimum temperature distribution showed its minimum before that of the maximum temperature distribution by approximately 50 min, while reached its maximum, which was 38.9 °C at 5:30 pm, hence, 160 min after the maximum of the maximum temperature distribution. Thus, the maximum bridge temperature was much higher affected by the fluctuation of air temperature and solar radiation than the minimum temperature of the bridge. Because of these different behaviors, the in-time temperature difference (between the maximum and minimum temperatures) was variable with time, which reached a maximum of 32.6 °C at 1:50 pm and a minimum of 10.4 °C at 7:40 am as shown in Figure 5(b). On the other hand, the average bridge temperature varied between 21.9 °C at 5:20 am and 45.6 °C at 4:40 pm.

5. Vertical and lateral temperature gradients
The temperature gradients along the depth of the girder are shown in Figure 6 for different time steps. In general, the girder’s temperature at 4:00 am was the coldest along the whole day, furthermore, the temperature gradient was negative at this time, at which the temperature of the top and bottom surface was colder than of concrete interiors. The maximum temperature at this time step occurred at T9, while the temperatures of the top surface and lower surface were lower than at T9 by 6.1 °C and 5.8 °C, respectively. The temperature gradient at 8:00 pm shows that the gradient tended to be negative during the early night hours, but with different temperature distribution. During the hot day hours, the temperature of girder increased significantly. Moreover, the temperature of top surface became much higher than the temperature of interiors as illustrated for temperature gradients at 2:10 pm and 5:00 pm in Figure 6. The recorded maximum vertical temperature gradient was 26.3 °C, which occurred at 2:10 pm as shown in Figure 6.

Figure 7(a) shows the temperature gradients along the top flange at three different time steps. The temperature at 1:20 pm was the highest along the whole width of the top flange with an average temperature exceeding 50 °C, while the maximum gradient at this time step, which occurred in the southern face of the flange, was 7.6 °C as shown in Figure 7(a). After hours of convection cooling and with the absence of heating loads (solar radiation and hot air temperature), the temperature of the top flange decreased significantly to reach an average of about 26 °C at 1:10 am. The maximum negative gradient at 1:10 am was found to be higher than the maximum positive gradient at 1:20 pm.
The maximum negative gradient at the southern face of the top flange was recorded to be 10.8 °C as shown in Figure 7(a). The temperature distribution at 9:20 am seems to be uniform along the whole width of the top flange, recording the lowest daily temperature gradient, which was 1.4 °C only.

Figure 7(b) shows that the temperature gradients along the bottom flange differ from those of the top flange. It seems that the daytime heating affected the edges of the bottom flange (especially the south edge) without causing serious heating of the bottom flange’s center, which contrasts the semi uniform heating of the top surface of the top flange. The configuration of the girder, hence the different periods and amounts of exposure to solar radiation interpret the different behaviors of the top and the bottom flanges. The high difference of solar exposure between the edges and the center of the bottom flange magnifies its temperature gradient, which was about 24 °C (1:30 pm) as shown in Figure 7(b). On the other hand, the maximum negative temperature occurred at 1:10 am and was 10.7 °C.

The average temperature of the bottom flange increased during the late hours of the day because sunrays during these hours strike at lower altitudes, thus reaching the whole area of the bottom surface. In this time of the year, the sun moves completely to the south of the equator. Hence, it rises from south-east and sets at south-west. Therefore, the southern edge of the bottom flange is completely subjected to direct solar heating during the shining hours, while the northern edge is completely shaded. This explains the sharp temperature rise shown at the southern edge in Figure 7(b).
Such obvious difference is not shown in the top flange as shown in Figure 7(b). This is because of the direct solar heating of the top surface of the top flange, which reduces the differences between the two edges.

The average temperature of the bottom flange at 7:50 pm was 40.3 °C, which is higher than at 1:30 pm. Furthermore, the temperature of bottom flange at this time step was more stable than other time steps, with the minimum temperature gradient of about 5 °C as shown in Figure 7(b).

6. Modeling of the girders-deck slab superstructure

6.1. Geometry and modeling

In this section, the temperature distributions and gradients are discussed for a completed superstructure, which composes of a series of precast concrete girders and a concrete deck slab, but before the topping with asphalt layers. Figure 8 illustrates the geometry of the modeled superstructure, which composes of three girders (same dimensions and properties as that given in Figure 2) and a 200 mm thickness deck slab. One interior girder can model all interior girders, while the edge girders should be modeled. Therefore, to reduce the calculation time, the superstructure was reduced to that shown in Figure 8 with a center-to-center girder spacing of 2.1 m.

To simulate the actual case where sunrays do not reach the interior surfaces of the girders or the lower surface of the slab deck, these surfaces were modeled to receive no solar radiation. In contrast, the exterior surfaces of edge girders, the bottom surfaces of all girders, the lower and the vertical surfaces of the cantilever portions and the top surface of the deck slab were considered as exposed surfaces. Nevertheless, reflected radiation from the ground was calculated for all lower, inclined and vertical surfaces.

6.2. Temperature distributions

Due to the different distribution of thermal loads, the temperature distributions in the bridge superstructure differ from those in the single girder. Figure 9 shows the three-dimensional temperature distributions in the bridge superstructure before sunrise (at 5:00 am) where the bridge temperature was the minimum and at the time of the maximum bridge temperature (3:10 pm). As it is clear in Figure 9(b), sunrays do not strike the interior surfaces of girders, while as shown the other surfaces are directly exposed to solar radiation. Likewise, it is obvious that the shadowing effects from cantilever portions led to lower heating loads at the exterior surface of edge girders. Due to its direct and almost continuous exposure to sun rays along the daytime, the top surface exhibited a semi uniform temperature, which was the maximum of the superstructure. Due to the low absorbed solar radiation fluxes, the cores of the bottom flanges showed the lowest temperature during the day hours as shown in Figure 9(b). On the other hand and as shown in Figure 9(a), the cores of the top flanges stored larger amounts of heat after the long cooling hours of the night. This is because the higher absorbed radiation heat via the top surface of the slab during day hours and because of the large volumes of concrete surrounding these cores.
6.3. Vertical temperature gradients
Figure 10 shows a comparison between the maximum vertical temperature gradients of the modeled superstructure and the single girder. It is shown that the depth of the superstructure is 200 mm deeper, which is the thickness of the deck slab. The temperature gradient along the web centerline of the interior girder is presented in Figure 10, which was chosen to represent the superstructure because it was the highest one. The maximum temperature gradient of the interior girder was 32.6 °C, while the maximum temperature gradients of both the southern and the northern girders were about 29.9 °C. The interior girder was exposed to solar radiation from the top and the bottom surfaces only, while the webs of edge girders were also exposed to solar radiation. Thus, the temperatures of the web and the bottom flange of the interior girder were lower than of edge girders, which explain the higher temperature gradients between the top surface and the concrete interiors along the interior girder.

It is shown in Figure 10 that the maximum temperature gradients of the superstructure on both the top and the bottom surfaces were higher than those of the single girder, while in both cases, the zero-gradient occurred in the core of the bottom flange. The maximum temperature gradient of the single girder was 26.3 °C, while that of the superstructure was 32.6 °C, with a percentage increase of 24%. The gradients at the bottom surface were 6.0 °C and 8.6 °C for the single girder and the superstructure, respectively, with a percentage increase of about 24%.
6.4. Lateral temperature gradients

Figure 11(a) shows the maximum positive and negative temperature gradients along the centerline of the deck slab. It is obvious that the stored heat in the cores of the top flanges kept the temperatures in these regions higher than other points along the width of the deck slab at 4:00 am, while the cantilever edges shown to be much more affected by night cooling than other points. This can be attributed to the larger exposed surface area/interior concrete volume ratio, which is obviously high at the cantilevers and low at the cores of the top flanges.

The maximum negative gradient occurred at the outer edge of the southern cantilever slab and was 13.9 °C. The gradient at the northern edge was only 0.2 °C lower than that at the southern edge. The zero-gradient occurred at the center of the middle girder, but the temperatures at the centers of edge girders were lower by less than 0.6 °C. The maximum positive gradient along the centerline of the deck slab was 6.0 °C (at 3:00 pm), which is much lower than the maximum negative gradient. The temperature tended to be uniform along the deck slab during the hot day hours because of the almost equal radiation heat received from the sun. At the outer southern edge, additional radiation heat received from the vertical edge, because of which the temperature became slightly higher than other points.

The maximum temperature gradients along the bottom flanges of the three girders are shown in Figure 11(b). It is obvious that compared to edge girders, the temperature is almost uniform along the bottom flange of the middle girder, where solar radiation received only from the bottom surface, at which the maximum gradient was equal on both sides (6.3 °C). The edge girders showed much higher maximum gradients, which occurred at the exposed surface as shown in Figure 11(b). The maximum gradient in the bottom flange of the southern girder occurred at the southern edge of the flange and was 20.7 °C (at 3:10 pm). On the other hand, the maximum gradient along the bottom flange of the northern girder was 16 °C (at 3:40 pm), which occurred on the northern surface.

It is known that sun rays in summer strike the northern surfaces during the morning hours and late afternoon hours, while during the hot morning, noon and afternoon hours, southern surfaces are exposed to sunrays while northern surfaces are almost fully shaded. This explains the higher temperature gradient at the southern surface of the southern girder as shown in Figure 11(b). However, the maximum gradient of the southern girder was lower than that of the single girder shown in Figure 7(b), which was 24 °C. This can be attributed to the shading effect from the cantilever slab in the bridge superstructure, which reduced the absorbed radiation heat, and hence the temperature.

7. Comparison of the predicted temperature gradients with design codes

Figures 12(a) and 12(b) compares the temperature gradient distribution of the AASHTO, (2012) zone-1 with the predicted extreme temperature gradients of the single girder and the superstructure.
The comparison focuses on four points; the maximum temperature gradient at the top surface, the gradient distribution along the top region of the girder and the superstructure, the gradient distribution along the web and the maximum temperature gradient at the bottom surface. Figure 12(a) shows well agreement between the AASHTO’s and the single girder’s gradients along the top region and along the web, however, AASHTO slightly overestimated the gradient at the top surface and underestimated the gradient at the bottom surface. The difference was less than 4 °C at the top and the bottom surfaces. As shown in Figure 12(a), the deviation along the top region (the top 0.4 m) was less 3 °C, while the maximum deviation along the web was 2.3 °C.

The gradient distribution of the superstructure showed a higher deviation from the AASHTO gradient distribution compared to the single girder as shown in Figure 12(b) both in the top region and along the web. The single girder showed semi-constant gradient along the web, with a maximum deviation of approximately 1.5 °C, while the maximum deviation of the temperature gradients of the superstructure along the web was approximately 4 °C. Furthermore, the AASHTO’s gradient model underestimated the maximum temperature gradient at the top surface and the bottom surface by 2.6 °C and 5.8 °C, respectively.

8. Conclusions
Based on a three-dimensional FE thermal analysis, the effect of solar radiation and climate daily change on precast girders-deck slab concrete bridges was studied. In this paper, the single girder and the girders-deck slab superstructure before applying topping layers were investigated, which are the two stages of the construction of such types of bridges. The temperature gradients were investigated for the case of the extreme summer thermal loads and compared with the current AASHTO provisions. Within the limits of the included parameters in this study, the followings can be concluded:

The top surface exhibited the highest temperature during the day; the maximum temperature of T28 was 59 °C at 3:00 pm, while its temperature was close to the lowest temperature during the early morning. In contrast, the temperature of the core of the bottom flange was the highest during the cold hours and the lowest during the peak temperature hours. These two opposite behaviors are attributed to the thickness of the surrounding concrete and the low thermal conductivity of concrete. The hourly difference between the bridge’s maximum and minimum temperatures varied significantly during the day. The maximum predicted temperature difference was 32.6 °C at 1:50 pm, while the minimum was 10.4 °C at 7:40 am.
The maximum predicted vertical temperature gradient of the single girder was 26.3 °C, while the maximum vertical temperature gradient of the superstructure along the centerline of the web of the interior girder was 32.6 °C, while it was approximately 29 °C for the edge girders. The web shading from the cantilever slab reduced the web temperature of southern edge girder compared to the single girder, because of which, the maximum lateral gradient along the bottom flange of the single girder was higher by about 3 °C. Comparing with the current AASHTO’s vertical temperature gradient model (zone 1), the predicted extreme gradient distribution of the single girder showed good agreement, however, the AASHTO’s model overestimated the gradient at the top surface by approximately 4 °C. On the other hand, the AASHTO’s gradient model underestimated the maximum temperature gradient at the top surface by 2.6 °C.
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