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Abstract—A convex optimization formulation is provided for antenna arrays comprising reactively loaded parasitic elements. The objective function consists of maximizing the array gain, while constraints on the admittance are provided in order to properly account for reactive loads. Topologies with two and three electrically small dipole arrays comprising one fed element and one or two parasitic elements respectively are considered and the conditions for obtaining supergain are investigated. The admittance constraints are formulated as linear constraints for specific cases as well as more general, quadratic constraints, which lead to the solution of an equivalent convex relaxation formulation. A design example for an electrically small superdirective rectenna is provided where an upper bound for the rectifier efficiency is computed.

Index Terms—Supergain, superdirectivity, electrically small antenna, rectenna, rectifier, energy harvesting, wireless power transmission, convex optimization, semidefinite relaxation, robust optimization.

I. INTRODUCTION

CONVEX optimization provides for a computationally efficient numerical method to obtain globally optimum solutions of certain types of optimization problems exploring the property of convexity [1]. A challenge then becomes that of being able to formulate an optimization problem in a desired standard convex optimization form that can be efficiently solved. Convex optimization techniques have been applied in antenna problems and specifically in antenna pattern synthesis, optimizing the current distribution of electrically small antennas, investigating superdirectivity and optimizing antenna array gain [2]–[5].

Electrically small antennas have been defined by Wheeler [6] as ones that their largest dimension measured in wavelengths $\alpha/\lambda$ is smaller than the radian-length $(2\pi)^{-1} \approx 0.159$. This is alternatively expressed as $k\alpha < 1$, where $k = 2\pi/\lambda$ is the wavenumber. Smaller limits have also been proposed in the literature, however, similarly to [7], we adopt this limit in this work due to the fact that we consider arrays of antennas. Due to their electrically small dimensions they present an input impedance which has a small real part corresponding to the radiation resistance and a large reactive part. Naturally, they find good application in miniature wireless devices or in low frequency systems.

Superdirectivity is defined as the property of antennas achieving very high directivity despite a small electrical size. Uzkov [8] showed that the directivity of linear arrays of $N$ isotropic elements approaches $N^2$ as the element spacing tends to zero, while it is equal to $N$ when the inter-element distance is a multiple of $d = \lambda/2$. The latter can be achieved by antenna arrays with broadside radiation patterns where their elements are excited uniformly with equal amplitude and phase and is known as nominal directivity [9]. Endfire antenna arrays are capable of achieving a directivity beyond the nominal value $N$ and towards the $N^2$ super-directivity limit as the element spacing tends to small values $\leq 0.2\lambda$.

Superdirective arrays of electrically small antennas have been considered in the literature in order to maximize the directivity and gain of the antenna system while maintaining an electrically small size [7]. Furthermore, arrays of parasitically loaded elements have been implemented [7], inspired by earlier works on loaded scatterers [10] and control of directivity using reactively loaded parasitic elements [11]. A challenge with implementing such arrays is that the conditions for super-directivity are very sensitive to variations in the array design parameters such as the element excitations. In order to reduce sensitivity, one can design an array with a higher directivity than the nominal value but below the maximum obtainable directivity value [12].

Electrically small rectennas have also been investigated in the literature [13]–[15] with direct application in RF energy harvesting and wireless powering for miniature wireless sensors [16]. In this work, we explore the possibility of designing superdirective electrically small rectennas, which are suitable in applications where preferred directions of incoming RF power are available. Some preliminary considerations have been presented in [17] without the convex optimization formulation.

Antenna arrays with closely spaced reactively loaded elements and high directivity have been successfully demonstrated in the literature, using however global optimization techniques [18]. Furthermore, convex optimization formulations for electrically small antennas have been presented in the literature, where the objective function is either to minimize the radiation (and ohmic) losses of the antenna resulting in the maximization of its directivity (gain), or to minimize the reactive power resulting in the maximization of the gain-quality factor $G/Q$ ratio [3], [4], [19].
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In this work, a convex optimization formulation for arrays of reactivity loaded dipole antennas is presented. Inspired by [10], [11] and [3], [4], [19] an optimization problem is defined for arrays of reactivity loaded elements but the formulation is based on excitation voltages, minimizing the dimension of the unknowns to the number of input ports. Furthermore, different expressions for constraints on the input impedance are proposed which allow for an easy computation of the reactive load values. In addition, the sensitivity - directivity trade-off is investigated. Finally, a rectenna design example is presented using a single diode shunt rectifier impedance matched to the antenna, providing a maximum efficiency limit. The optimization results are obtained using freely available electromagnetic simulation and optimization software thus allowing for a flexible and easy implementation.

II. CONVEX OPTIMIZATION FORMULATION
The standard form of a convex optimization problem is [1]:

minimize \( f_0(x) \)
subject to \( f_i(x) \leq 0 \quad i = 1, \ldots, m \) \( (1) \)

where the objective \( f_0 \) and the inequality functions \( f_i(x) \) are convex functions and the equality constraints \( h_i(x) \) are affine (ie comprise a linear term plus a constant) [1].

A. Arrays of fed elements
An array of \( N \) electrically small identical dipoles is considered. For simplicity we consider \( f = 300 \text{ MHz} \) which corresponds to a free space wavelength of \( \lambda_0 = 1 \text{ m} \). Furthermore, wire dipoles with radius \( r = 0.001 \text{ m} \) and length \( L = 0.1 \text{ m} \) are considered arranged along the \( y \) axis with spacing \( d \). Copper wire is assumed with conductivity \( \sigma = 5.6 \cdot 10^7 \text{ S/m} \).

![Fig. 1. Electrically small superdirective antenna arrays with one fed dipole and additional reactively loaded dipole elements, a) \( N = 2 \) with one reflector, b) \( N = 3 \) with two directors and c) \( N = 3 \) with one director and one reflector. The dipoles are assumed to be directed along the \( z \)-axis and the arrays along the \( y \)-axis.]

The dipoles have been simulated with the moment method code by Richmond [20], [21], implemented in house in Octave [22] and the results have been verified with NEC [23], [24]. The electromagnetic analysis computes the complex admittance (or impedance) matrix \( Y \) providing a linear matrix equation relating the complex current \( I \) and the complex excitation voltage \( V \) at the input ports of the dipoles,

\[ I = Y V \quad (2) \]

where the current \( I \) and the voltage \( V \) vectors have a dimension \( N \) equal to the number of excitation ports (which is equal to the number of dipoles in the cases considered) and \( Y \) is a diagonally symmetric square complex matrix with dimension \( N \times N \). The complex impedance can be separated into the conductance and reactance matrices as \( Y = G + jB \). The conductance matrix \( G \) is a symmetric matrix, ie \( G^T = G \) where the superscript \(( \cdot )^T \) denotes the transpose operation.

In the following, complex vectors \( x \) and matrices \( A \) are converted into real vectors \( x_R \) and real matrices \( A_R \) with double dimensions, using the following convention:

\[
x \to x_R = \begin{bmatrix} \Re x \\ \Im x \end{bmatrix}
\]

\( (3) \)

\[
A \to A_R = \begin{bmatrix} \Re A & -\Im A \\ \Im A & \Re A \end{bmatrix}
\]

\( (4) \)

where \( \Re \) and \( \Im \) denote the real and imaginary parts respectively. For example, the admittance matrix is expressed as

\[
Y_R = \begin{bmatrix} G & -B \\ B & G \end{bmatrix} = G_R + B_R
\]

\( (5) \)

with

\[
G_R = \begin{bmatrix} G & 0 \\ 0 & G \end{bmatrix}
\]

\( (6) \)

\[
B_R = \begin{bmatrix} 0 & -B \\ B & 0 \end{bmatrix}
\]

\( (7) \)

The array directivity for a radiation peak along a direction \( \theta_0 = \phi_0 = 90^\circ \) (assuming the dipoles are directed along the \( z \)-axis and the arrays along the \( y \)-axis) is given as

\[
D_0 = \frac{4\pi V_R^2 F_{R0}^2 F_{R0} V_R}{\eta V_R^T G_R V_R}
\]

\( (8) \)

where \( \eta = 120\pi \) and the radiated electric field amplitude is \( E_\theta(\theta_0, \phi_0) = F_0 V \Rightarrow E_{R\theta}(\theta_0, \phi_0) = F_{R0} V_R \). The optimization problem is formulated by imposing a fixed value on the radiated field amplitude \( E_\theta(\theta_0, \phi_0) \) and minimizing the radiated power \( (P_r = V_R^T G_R V_R) \), expressed in standard form as

\[
\begin{align*}
\text{minimize} & \quad V_R^T G_R V_R \\
\text{subject to} & \quad V_R^T G_R V_R \leq r \\
& \quad (F_{R0} V_R)^2 = 1
\end{align*}
\]

\( (9) \)

The first nonequality constraint is a quadratic constraint on the excitation voltages, known as a convex cone constraint [1]. The second constraint is an equality constraint imposing the value -1 to the imaginary part of the electric field amplitude \( E_{R\theta} \) selected by the index (2), similarly to [25]. Actually, any fixed value for the real or imaginary part of the field suffices, since the objective of the constraint is to limit the numerator of the directivity to a fixed value.

The solution of the convex optimization problem (9) provides the array excitations corresponding to the maximum directivity. If the admittance matrix \( Y_R \) and by extension the conductance matrix \( G_R \), includes ohmic losses due to the finite conductivity of the wires, then the optimization problem provides the maximum gain instead of the maximum directivity. The formulation of problem (9) has been proposed in the literature [3], [4] however in terms of the current distribution in the dipoles rather than the excitation voltages.
The single element has a simulated directivity $D = 1.77$ dB and gain $G = 1.72$ dB. The maximum broadside (nominal) directivity of a uniformly excited array is therefore $D_b = 4.78$ dB and $D_b = 6.54$ dB for $N = 2$ and $N = 3$ dipole elements respectively. Higher values than these correspond to superdirective arrays, with a theoretically maximum limit of $D_s = 7.79$ dB and $D_s = 11.31$ dB for $N = 2$ and $N = 3$ dipole elements respectively.

The optimization problems in this work have been solved in Octave using the YALMIP [26] toolbox with the convex optimization solver SeDuMi [27].

The maximum endfire directivity and gain for a two element and a three element array obtained by (9) are shown in Fig. 2. The results have been verified by applying the obtained complex excitation voltages from (9) into NEC which resulted in the values indicated by the square marks in the plot, showing a very good agreement with the results obtained using our in house implemented Richmond moment method code. Using the Richmond code, 4 equal segments per dipole were defined which correspond to 3 overlapping current modes, each spanning over two consecutive segments. In contrast, NEC defines 3 segments per dipole and 1 mode per segment. Nonetheless, the directivity and gain values have been remarkably close, as shown in Fig. 2.

In Fig. 2 one can see that for two dipoles a maximum directivity of 7.1 dB is obtained at approximately 0.08 m inter-element distance, however the gain takes its maximum value of 6.75 dB at approximately 0.14 m distance. In the case of three dipoles the maximum directivity of 9.8 dB is obtained at 0.18 m inter-element distance, while a maximum gain of 9.25 dB is obtained at 0.22 m distance.

The optimization problem is shown in Fig. 2. Optimum directivity (solid line) and gain (dashed line) versus inter-element distance for dipole arrays of $N = 2$ and $N = 3$ elements, obtained using (9). Results obtained with NEC indicated with square marks.

### B. Constraints for loaded elements

The input admittance $Y_i$ at an excitation point $i$ is an active admittance given by

$$Y_{in,i} = \frac{1}{V_i} \sum_{j=1}^{N} V_{ij} V_j$$

(10)

where the index $j$ spans over the $N$ excitation points. In order to impose a constraint over the real part $\alpha$ or the imaginary part $\beta$ of the input admittance $y = \alpha + j\beta$ of an excitation point $i$ one needs to separate the real and imaginary parts of (10), resulting in

$$\sum_{j=1}^{N} \Re\{V_i^* V_{ij} V_j\} = \alpha |V_i|^2$$

(11)

$$\sum_{j=1}^{N} \Im\{V_i^* V_{ij} V_j\} = \beta |V_i|^2$$

(12)

The above equations can be expressed after some algebra as quadratic matrix inequalities of the excitation vector $V_R$. One may therefore write

$$V_R^T Y_{Ria} V_R = 0$$

(13)

$$V_R^T Y_{i3} V_R = 0$$

(14)

The real matrices $Y_{Ria}$ and $Y_{i3}$ are computed by expanding (11) and (12) respectively. It turns out that $Y_{Ria}$ can be constructed by taking a $2N \times 2N$ zero matrix and setting its $i$ line and $i + N$ column to be equal to line $i$ and line $i + N$ respectively of $(Y_R - \alpha I_{2N})$ and then setting the common element between the $i$ line and $i + N$ column $Y_{Ria}(i, i + N) = 0$. For example, in the case of $N = 2$ and for element $i = 2$, one has

$$Y_{R2\alpha} = \begin{bmatrix} 0 & 0 & 0 & B_{R12} \\ G_{R21} & G_{R22} - \alpha & -B_{R21} & 0 \\ 0 & 0 & 0 & G_{R12} \\ 0 & 0 & 0 & G_{R22} - \alpha \end{bmatrix}$$

(15)

One way to introduce a reactive loading element into the optimization problem (9) is to impose a constraint that the input admittance at excitation point $i$ is imaginary, i.e to include a constraint of the form (13) with $\alpha = 0$. Therefore the problem becomes

$$\text{minimize} \quad r$$

subject to

$$V_R^T G_R V_R \leq r$$

(16)

$$\begin{cases} (F_{R0} V_R) / (2) = -1 \\ V_R^T Y_{R00} V_R = 0 \quad \forall i = 1, \ldots \end{cases}$$

where the index $i$ runs over all the reactive loads in the array. Once the optimum excitation voltages are obtained, one computes the corresponding reactive loading element $B_{Li}$ as

$$B_{Li} = -B_{in,i}$$

(17)

A corresponding inductance or capacitance can be easily computed from the imaginary reactive load $Y_{Li} = jB_{Li}$. However, problem (16) is not a convex optimization problem because of the quadratic equality constraint for the loading.
Fig. 3. Directivity (solid line) and gain (dashed line) solutions of a $N = 2$ element array comprising one fed element and a reactively loaded reflector element obtained using (20). The directivity and gain values corresponding to the directivity and gain values corresponding to all elements being excited from Fig. 2 are shown in gray.

One way to convert the problem into a convex optimization problem would be to substitute the quadratic equality constraint in the vector $V$ of $N$ dipoles, a topology of one fed element, one reactively loaded reflector and one reactively loaded director (Fig. 1c) is shown in Fig. 5. In each configuration there are four possible combinations in which are approximately equal to the solution corresponding to both elements being excited for element spacings in the range 0.15 m to 0.2 m.

The results have been verified using NEC. There was a difference in the port admittance values of the dipoles between the two electromagnetic simulation codes, which is expected to be minimized by increasing the number of segments per dipole. However, the convergence of the electromagnetic simulation codes is not the object of this work and consequently the number of segments per dipole was kept relatively small in order to minimize the simulation time. In order to overcome the difference in the obtained admittance values, in a first step we apply the excitation voltages for both elements obtained from (20) in NEC. As expected, these result in an imaginary input admittance for the parasitic dipole. We then compute the reactive load value by taking the negative (conjugate) of the imaginary input admittance provided by NEC. In a second step, we apply a unit excitation voltage to the fed element and the computed reactive load to the parasitic element and obtain the directivity and gain values indicated using square marks in the figure, showing an exceptional agreement with the results obtained with the Richmond code.

The case of $N = 3$ dipole elements with one fed element and two reactively loaded directors (Fig. 1b) is shown in Fig. 4. Furthermore, the case of $N = 3$ dipole elements with one fed element, one reactively loaded reflector and one reactively loaded director (Fig. 1c) is shown in Fig. 5. In each configuration there are four possible combinations in (20) which lead to a corresponding solution branch. One can see that in each case there exists one solution branch which results in a good directivity and gain value for an inter-element distance around 0.2 m, however all solutions are more than 1 dB below the values obtained for the case where all dipoles are excited. This result hints towards the fact that the admittance constraint results in a sub-optimum solution.

### C. Semidefinite Relaxation

An alternative way to implement a convex optimization formulation with a constraint on an active admittance value without imposing any constraint on the excitation voltage of the corresponding port, is to apply a semidefinite relaxation [28]. In a first step, one takes advantage of the property of the trace $\text{Tr}(\cdot)$ of a matrix $V_R^TY_{R0}V_R = \text{Tr}(V_R^TV_R) = \text{Tr}(V_R^T)\text{Tr}(V_R)$, where the first equality holds because $V_R^TY_{R0}V_R$ is a scalar. Letting $X = V_R^TV_R$, where $X$ is a square symmetric matrix $(X^T = X)$, one has $V_R^TY_{R0}V_R = \text{Tr}(Y_{R0}X)$. This way the original quadratic equality constraint in the vector $V_R$ is substituted by a linear...
constraint in the square symmetric matrix \(X\), at the expense of increasing the number of optimization variables, since the original vector \(V_R\) has \(2N\) variables whereas the square matrix \(X\) has \(2N(2N + 1)/2\) variables. The optimization problems are equivalent under the constraint \(X = V_R V_R^T\) which is not a convex constraint. In a second step, one relaxes the above (nonconvex) equality into a convex inequality \(X \succeq V_R V_R^T\). The inequality is then expressed in the form of an equivalent (convex) matrix inequality [28]

\[
X \succeq V_R V_R^T \Leftrightarrow \begin{bmatrix} X & V_R \\ V_R^T & 1 \end{bmatrix} \succeq 0
\]  

which can be directly set in standard convex optimization toolboxes, such as the SeDuMi used in this work. The symbol \(\succeq\) defines a matrix inequality where corresponding matrix is positive semidefinite \((A \succeq 0 \Leftrightarrow x^T Ax \geq 0, \forall x)\). It should be noted that in [19], semidefinite relaxation was used to substitute quadratic equality constraints with respect to the quadratic forms for the antenna current distribution corresponding to the antenna radiated and stored power.

The relaxed constraint leads to a lower bound of the optimization problem, the two problems being equivalent if the rank of matrix \(X\) is equal to one [28]. The rank constraint is however also a nonconvex constraint and thus not useful in our convex optimization formulation. In order to mitigate the effect of the relaxation we add an optimization objective of minimizing the trace of matrix \(X\) in order to minimize the rank of matrix \(X\). The rank of the square matrix \(X\) is equal to the number its non-zero eigenvalues, while the trace of matrix \(X\) is equal to the sum of its eigenvalues. It has been shown however, that minimizing the trace leads to a low rank matrix [29]. The use of a heuristic method such as this one in order to minimize the rank of a matrix was also suggested in [5].

The convex optimization formulation becomes

\[
\text{minimize} \quad r + t \cdot r_1 \\
\text{subject to} \quad -F_{R0} V_R(2) = -1 \\
\quad \text{Tr}(G_R X) \leq r \\
\quad \text{Tr}(Y_{R0} X) = 0, \quad \forall i = 1, \ldots \\
\quad \begin{bmatrix} X & V_R \\ V_R^T & 1 \end{bmatrix} \succeq 0 \\
\quad \text{Tr}(X) \leq r_1
\]  

The scalar objective \(r + t \cdot r_1\) of the optimization problem combines two different objectives corresponding to \(r\) and \(r_1\) respectively with a weighting parameter \(t\). The two objectives correspond to the minimization of the radiated power through \(r\) and the minimization of the trace of \(X\) through \(r_1\). The formulation of the scalar objective allows us to trace through the pairs of optimum values for the two objectives corresponding to each weight value defining what is known as the Pareto front of the vector optimization problem defined by the two objectives (22) [1].

The solution of (22) for \(N = 2\) is shown in Fig. 6 where the result is almost identical with the better one of the two solutions of (20) shown in Fig. 3. The solution of (22) for \(N = 3\) is shown in Fig. 7. In this case, there is a substantial improvement over the results obtained with (20), shown in Fig. 4 and Fig. 5. One can see that the solution corresponding to one reflector and one director element reaches the limit corresponding to three excited elements for spacing values in the range 0.25 m to 0.19 m approximately.

The solution corresponding to two director elements also reaches a maximum directivity value close to the limiting value of three excited elements albeit for a small range of element spacing values near 0.17 m. It should be noted that solving (22) we frequently encountered numerical convergence errors which did not always allow to obtain an optimum solution.
In order to investigate this further, we traced the solutions for three excited elements using (22) by deleting the equality constraint corresponding to the purely imaginary admittance and encountered the same numerical problems which allowed us to obtain a limiting solution curve slightly below the one obtained with (20). Further investigation is necessary, however it is likely that the numerical problems are due to the small admittance values which may be mitigated by properly scaling the objective and constraints.

### III. Sensitivity

The solutions corresponding to maximum directivity are typically very sensitive to parameter variations [12], such as the excitation voltages or the values of the reactive loads. In [12], a sensitivity parameter was defined in order to obtain a measure of the variation of the directivity due to variations in the antenna array excitations and it was suggested that one may sacrifice some directivity in order to design an antenna array that is easy (or even practically feasible) to implement. In terms of the optimization discipline, the formulation corresponds to a robust optimization problem [1]. In fact one may distinguish between variations in the array pattern or variations in the array excitations and accordingly define a robust optimization problem [30]. In [3] a convex optimization formulation was proposed that was directed at optimizing the current distribution of an antenna in order to maximize the gain over quality factor (G/Q) ratio for a minimum directivity value \( D_0 \) of an antenna. This was done by defining an objective function that minimizes the reactive energy of the antenna, where the electric and magnetic energy of an antenna were computed as quadratic forms of the current [3]. In [19] these optimization problems were solved applying a semidefinite relaxation formulation. Inspired by the works of [3], [12], [19], we present a corresponding semidefinite relaxation formulation of a convex optimization problem with an objective to minimize the reactive energy, while imposing the necessary constraints on the input admittance of the parasitic elements as well as a constraint on a minimum directivity.

The stored electric \( W_e \) and magnetic \( W_m \) energies are approximated as [25]

\[
W_e \approx \frac{1}{8} I^H \left( \frac{\partial X}{\partial \omega} - \frac{X}{\omega} \right) I = \frac{1}{4 \omega} I^H X_e I \tag{23}
\]

\[
W_m \approx \frac{1}{8} I^H \left( \frac{\partial X}{\partial \omega} + \frac{X}{\omega} \right) I = \frac{1}{4 \omega} I^H X_m I \tag{24}
\]

where \( Z = R + jX \) the antenna impedance matrix. Equivalently, in terms of the admittance matrix \( Y = G + jB \), the above expressions are computed as

\[
W_e \approx -\frac{1}{8} V^H \left( \frac{\partial B}{\partial \omega} - \frac{B}{\omega} \right) V = \frac{1}{4 \omega} V^H B_e V \tag{25}
\]

\[
W_m \approx -\frac{1}{8} V^H \left( \frac{\partial B}{\partial \omega} + \frac{B}{\omega} \right) V = \frac{1}{4 \omega} V^H B_m V \tag{26}
\]

where the derivatives of the susceptance are computed numerically using finite differences. The antenna quality factor \( Q \) is then computed as

\[
Q \approx \max \left\{ V^H B_e V, V^H B_m V \right\} \frac{1}{V^H G V} \tag{27}
\]
The convex optimization problem is formulated as

\[
\begin{align*}
\text{minimize} & \quad r + t \cdot r_1 \\
\text{subject to} & \quad -F_{R0}V_R(2) = -1 \\
& \quad \text{Tr}(B_{eR}X) \leq r \\
& \quad \text{Tr}(B_{mR}X) \leq r \\
& \quad \text{Tr}(G_RX) \leq \frac{4\pi}{\eta D_0} \\
& \quad \text{Tr}(Y_{R0}X) = 0 \quad \forall i = 1, \ldots \\
& \quad \begin{bmatrix} X & V_R \\ V_R^T & 1 \end{bmatrix} \succeq 0 \\
& \quad \text{Tr}(X) \leq r_1
\end{align*}
\]

where the constraints on the stored electric and magnetic energy have been formulated using the corresponding real matrices \(B_{eR}\) and \(B_{mR}\) according to (4) and the radiated power constraint on \(G_R\) is used to impose a minimum directivity \(D_0\) as in [3], [19]. In Fig. 8 formulation (28) has been used to compute trade-offs between directivity and quality factor for selected antenna spacings.

IV. RECTIFIER

Once an suitable antenna configuration is selected based on a desired directivity/gain value, a rectifier circuit can be designed in order to implement a rectenna as an RF energy harvester with optimum efficiency. Due to the fact that rectifier circuits have an input impedance with a large reactive part one may try to take advantage of the complex input impedance of electrically small antennas in order to implement a conjugate impedance match for maximum power transfer. As an example, we select an antenna comprising \(N = 2\) elements, one fed element and one reflector with a distance of 0.17 m having a directivity of 6 dB, based on Fig. 8. This configuration results in an input antenna impedance \(Z_A = 2.2 - j1068\).

A shunt diode rectifier circuit was selected with a series inductor \(L_1\) to a parallel RC load at its output in order to filter the dc voltage, shown in Fig 9. Using this circuit topology, it is possible to select the inductance value in order to provide a desirable input resistance, as shown in Fig. 10. The simulation results of Fig. 10 were obtained using QucsStudio [31]. An SMS7630 diode was selected and a nonlinear model using a parasitic inductance \(L_p = 0.6\ \text{nH}\) and parasitic capacitance \(C_p = 0.25\ \text{pF}\) were used, as in [32], [33]. In order to obtain the results of Fig. 10, the input source impedance and output load of the rectifier were optimized in QucsStudio for each value of \(L_1\) and for a specific available input power in order to maximize the RF-dc conversion efficiency. A value of \(L_1 = 60\ \text{nH}\) was selected in order to provide the desired input resistance of 2.2 \(\Omega\) for an available input power of -20 dBm. Then, a series inductor \(L_2\) is placed between the rectifier and the antenna in order to provide the desired conjugate match for the reactive part of the antenna impedance. The simulated performance of the rectifier versus frequency for an input available power of -20 dBm is plot in Fig. 11, showing a maximum efficiency of approximately 61% for an output load of \(R_L = 12.4\ \text{K}\).

This value represents an upper bound on the achievable efficiency using the selected diode and for the given input power at 300 MHz. Ideal inductor models were used in the simulations. The obtained RF-dc efficiency will be reduced once realistic inductor models as well as the rectifier circuit layout are considered.

![Fig. 9. Rectenna circuit schematic.](image)

V. DISCUSSION

These results demonstrate a systematic approach for the design of superdirective electrically small antennas and rectennas. There are several additional challenges that originate from this work, such as increasing the real part of the antenna input impedance for example by using folded fed elements as indicated in [7], addressing in more detail the sensitivity and implementing a prototype.

One should emphasize however, the fact that the provided optimization formulation are very easy to implement. Specifically the provided convex optimization formulations require the admittance matrix corresponding to the ports of the antenna system, which can be directly obtained by any commercial electromagnetic simulation software. They also require the radiated field at one desired direction that corresponds to the maximum directivity of the antenna system and this is can also be obtained by any antenna electromagnetic simulation package. Specifically, as described in [10], the radiated field is obtained as a superposition of the radiated fields obtained by exciting each port of the antenna system by a unit voltage with all other ports shorted.

VI. CONCLUSION

A convex optimization formulation was presented for electrically small antennas and rectennas based on arrays of
radiating elements comprising a fed element and reactively loaded parasitic elements. Different formulations were provided implementing constraints on the input admittance of the radiating elements in addition to minimizing the antenna Q for a specific directivity. The formulation was based on the input voltage excitations of the radiating elements resulting in optimization problems with a small number of unknowns that can be solved efficiently using freely or commercially available electromagnetic simulation and optimization packages.
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