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Abstract—The accurate identification of wireless devices is critical for enabling automated network access monitoring and authenticated data communication in large-scale networks; e.g., IoT. RF fingerprinting has emerged as a solution for device identification by leveraging the transmitter unique manufacturing impairments. Although deep learning is proven efficient in classifying devices based on the hardware impairments fingerprints, DL models perform poorly due to channel variations. That is, although training and testing neural networks using data generated during the same period achieve reliable classification, testing them on data generated at different times degrades the accuracy substantially, an already well recognized problem within the community. To the best of our knowledge, we are the first to propose to leverage MIMO capabilities to mitigate the channel effect and provide a channel-resilient device classification. We show that for AWGN channels, combining multiple received signals improves the testing accuracy by up to 30%. We also show that for Rayleigh channels, blind channel estimation enabled by MIMO increases the testing accuracy by up to 40% when the models are trained and tested over the same channel, and by up to 60% when the models are tested on a channel that is different from that used for training.

Index Terms—Automated network resource access, device fingerprinting, deep learning.

I. INTRODUCTION

As the IoT paradigm is pervasively expanding into critical sectors including healthcare, home automation, and power grids, the flux of insecure devices connected to the Internet is widening the exposed attack surface of IoT networks [1], [2], [3], [4]. Therefore, verifying the identity of the devices to prevent illegitimate devices from accessing and exploiting the network resources is becoming a necessity, and the need for a trustful device identification technique that is immune to spoofing and light enough to be implemented on the resources constrained IoT devices is becoming crucial [5], [6]. RF data-driven device fingerprinting has emerged as a promising technique for identifying and classifying devices using physical-level features that are much difficult, if not impossible, to spoof or replicate [7]. Transceiver hardware impairments that are inevitably inherited during device manufacturing provides a fingerprint for each device that, unlike high-layer features such as IP or MAC addresses [8], is immune to spoofing. Those hardware imperfections impair the transmitted waveforms in a way that provides transmitters with fingerprints and signatures that can uniquely separate them from one another [9], [10], [11]. [12].

Deep learning—or precisely Deep Neural Network (DNN)—based approaches have proven efficient in classifying devices from captured RF signals due to the DNNs’ high dimensional mapping and ability to process data without the need of complicated features extraction. However, the strong assumption that the training and testing datasets are independent and identically distributed causes the DNN-based RF fingerprinting model accuracy to drastically degrade due to the time- and location-varying nature of the wireless channel that invalidates such a key assumption. For instance, the time-varying channel impulse response convoluted with the transmitted signal changes the signal and causes accuracy degradation for pre-trained DNN models [13]. In addition, the channel overshadow the device fingerprints causing difficulties in training new models in the presence of fading channels. Efforts to design a channel-resilient RF fingerprinting techniques have taken two directions:

- Communication system-oriented approaches where signal processing and communication approaches are applied at the transmitter or the receiver to remove the channel effect and enhance the deep learning model accuracy [14], [9].
- Deep learning/data-driven approaches where data augmentation [15] or new neural network architecture designs [16] are introduced to mitigate the channel effect on RF fingerprinting.

In this paper, we propose a novel, channel-resilient device fingerprinting technique that tackles the wireless channel effect on DNN-based RF fingerprinting by leveraging the MIMO system capabilities in mitigating flat fading in Rayleigh channels and degraded SNR in AWGN channels. We first show that for AWGN channels, combining the multiple received noisy versions of the transmitted signal in a SIMO (transmitters each has a single antenna, receiver has multiple antennas) system improves the training accuracy substantially compared to the conventional SISO (all devices each has single antenna) system. We also show that when tested on a different AWGN channel with degraded SNR, the testing accuracy improves by up to 30% compared to the SISO system. In addition, we show that combining the multiple received signals enabled via the SIMO system allows the DNN model to be trained on channels with lower SNR values without compromising the obtained classification accuracy.
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- Communication system-oriented approaches where signal processing and communication approaches are applied at the transmitter or the receiver to remove the channel effect and enhance the deep learning model accuracy [14], [9].
- Deep learning/data-driven approaches where data augmentation [15] or new neural network architecture designs [16] are introduced to mitigate the channel effect on RF fingerprinting.

In this paper, we propose a novel, channel-resilient device fingerprinting technique that tackles the wireless channel effect on DNN-based RF fingerprinting by leveraging the MIMO system capabilities in mitigating flat fading in Rayleigh channels and degraded SNR in AWGN channels. We first show that for AWGN channels, combining the multiple received noisy versions of the transmitted signal in a SIMO (transmitters each has a single antenna, receiver has multiple antennas) system improves the training accuracy substantially compared to the conventional SISO (all devices each has single antenna) system. We also show that when tested on a different AWGN channel with degraded SNR, the testing accuracy improves by up to 30% compared to the SISO system. In addition, we show that combining the multiple received signals enabled via the SIMO system allows the DNN model to be trained on channels with lower SNR values without compromising the obtained classification accuracy,
while at low SNR values, the same DNN architecture fails to distinguish between different devices as the impairments are overshadowed by the noisy channel effect in case of the conventional SISO approach. This improvement increases with the number of receiving antennas. For flat fading channels, we show that Blind Channel Estimation performed by leveraging the MIMO capabilities combined with STBC (Space Time Block Coding) improves the training accuracy by 40% over Rayleigh flat fading channel compared to SISO systems. We also show that when tested on a different flat fading channels, the accuracy of the DNN model is improved by up to 60% compared to SISO systems.

The rest of the paper is organized as follows. Section II presents previous related works. Section III offers a background about MIMO systems. Section IV-A and Section IV-B explain the technique used for mitigating AWGN and flat fading channel models, respectively. Section V presents simulation results and evaluation. Finally, Section VI concludes the paper.

II. RELATED WORKS
The inefficiency of deep learning-based device fingerprinting under time- and location-varying channel conditions has been a well recognized challenge within the device fingerprinting research community. For instance, recent experimental results reported by Al-Shawabka et al. [13] show that the wireless channel condition severely degrades the classification accuracy, dropping it from 85% to 9% using WiFi dataset and from 30% to 17% using Darpa dataset. They also show that equalizing the IQ data can improve the accuracy by up to 23%. Sankhe et al. [9] benefit from the adaptivity feature of software defined radios and modify the transmitter chain of these radios such that their respective demodulated symbols acquire unique characteristics that make the CNN robust to channel changes (the signal unique characteristics dominate the channel changes). Restuccia et al. [14], on the other hand, show that a carefully-optimized digital finite input response filter (FIR) at the transmitter’s side, applying tiny modifications to the waveform to strengthen its fingerprint based on current channel conditions, can improve the accuracy from about 40% to about 60% in case of training on 5 devices. However, these works depend on modifying the transmitted signals by either adding artificial impairments that are immune to the channel variations, or by filtering to alter the transmitted signals to maximize the model accuracy, thereby resulting in a potential impact on the BER. In addition, these techniques require changes to be made at the transmitters’ side.

Exploiting data augmentation techniques [15] and exploring new CNN architectural designs [16] have also been tried to mitigate the channel effect on RF fingerprinting. For instance, in [15], Slotani et al. propose a data augmentation step within the training pipeline that exposes the DNN to many simulated channel and noise variations that are not present in the original dataset. Testing is later performed on the collected IQ traces. This data augmentation technique shows 75% improvement in accuracy.

In this work, we propose a new framework that leverages MIMO systems hardware capabilities to mitigate the channel effect without the need for altering the transmitted signals, nor impacting the BER. To the best of our knowledge, we are the first to suggest leveraging MIMO capabilities to mitigate channel effect on RF fingerprinting. In this framework, we consider two channel models, AWGN and flat Rayleigh. For the AWGN channel model, we propose to combine the multiple received signals, and for the flat Rayleigh channel model, we propose to rely on blind partial channel estimation, enabled by MIMO and STBC, to improve the training and testing accuracy of the deep learning models, thereby increasing the device classification performance substantially.

III. BACKGROUND ON MIMO AND SPATIAL DIVERSITY
Among other well known benefits, MIMO (Multiple-Input Multiple-Output) links improve SNR (signal-to-noise ratio) of multipath fading channels through spatial diversity by means of combining the output signals received on multiple uncorrelated antenna elements in presence of fading caused by multipath propagation [17], [18]. The improvement in the SNR achieved through diversity is characterized by [18].

- Array gain, which measures the increase in average output SNR relative to the single-branch average SNR.
- Diversity gain, which measures the increase in the error rate slope as a function of the SNR.

In other words, array gain increases the average SNR, whereas diversity gain makes the probability density function of the instantaneous SNR more concentrated around its average [19]. Two types of diversity could be realized via MIMO: receive diversity and transmit diversity.

1) Receive Diversity
This can be realized with SIMO (single-input, multiple-output) links, i.e., when the receiver is equipped with multiple antennas and the transmitter is equipped with a single antenna. Receive diversity could be obtained by two combining methods: (i) selection combining, where the receiving antenna element whose signal offers the highest SNR is chosen for detection and (ii) gain combining, where all receiving antenna signals are optimally combined to increase the overall SNR [18]. Compared to conventional single receiving antenna systems, receive diversity yields a higher average SNR value (array gain), and a lower symbol error rate. In our studied device identification problem, the SNR improvement due to spatial diversity is exploited for mitigating the degradation of the classification accuracy that occurs due to AWGN channel variations (i.e., the DNN model is tested on a channel whose conditions are different from those used for training). Therefore, MIMO is leveraged in our framework to devise classification approaches that are agnostic to channel condition variations.

2) Transmit Diversity and Space-Time Block Coding
Transmit diversity is enabled by the multiple transmit antenna capability of MIMO links, along with pre-processing or pre-coding capability. One main difference between receive and transmit diversity is that the channel state needed for performing the diversity technique can be easily estimated at the receiver side, but not so at the transmitter side, making the transmit diversity technique more challenging.
to perform [18]. Therefore, schemes that achieve transmit diversity have taken two directions. (i) When there is feedback between the receiver and the transmitter and the transmitter has a perfect channel knowledge, beamforming is used at the transmitter to optimize the SNR and achieve both array and diversity gains. This is performed by multiplying the transmitted signal vector by a weight vector before transmitting, where the weight vector is obtained by maximizing the SNR given perfect channel knowledge at the transmitter [20]. (ii) When no knowledge is available at the transmitter about the channel, STBCs are used to achieve diversity gain [18]. STBCs have been established as an efficient method to enhance wireless communication systems performance. In essence, the STBC technique consists of spreading information symbols in space using multiple transmitting antennas and in time using pre-coding to achieve transmit diversity [21], [22], [17], [18]. One of the earliest transmit diversity schemes is the Alamouti scheme for two transmit antennas [23] and thus with time diversity of two. When the receiver is only equipped with one single antenna, Alamouti scheme does not achieve an array gain as no channel knowledge is available. However, for i.i.d. Rayleigh channels, a diversity gain is achieved and the symbol error rate is reduced. To achieve array gain, the receiver must be equipped with more than one antenna.

STBCs make it possible to apply blind estimation of the channel by observing only the received signals [24], [25], [26], and leveraging this MIMO’s blind estimation capability with STBC is what we propose in this paper for improving the resiliency of deep learning based RF fingerprinting to channel condition variations.

IV. LEVERAGING MIMO FOR CHANNEL-AGNOSTIC WIRELESS DEVICE IDENTIFICATION
As mentioned in the introduction, prior deep learning based fingerprinting approaches suffer from the impact of time- and location-varying channel conditions. In other works, although they show promising results when the learning models are trained and tested on data collected under the same channel conditions, these approaches perform poorly when training and testing are done on data collected under different channel conditions. In this section, we propose new fingerprinting approaches that are resilient to channel condition changes. The novelty of our techniques lies in leveraging the capabilities offered by MIMO systems to mitigate the distortions in the received RF signals caused by the wireless channel, thereby making the learning models agnostic to the underlying channel.

We consider both of the AWGN and flat fading Rayleigh channel models in this framework, which we present next.

A. AWGN Channel-Agnostic Device Fingerprinting
We begin this section by considering an AWGN channel model. The more realistic fading channel model is considered in the next section. For AWGN channels, we leverage the capability of SIMO systems (the receiver is equipped with multiple antennas but transmitters are each single-antenna equipped) to combat the impact of channel variations. For a SIMO system, with L receiving antennas, sending a signal s(t) over an AWGN channel with zero mean and \( \sigma^2 \) noise power, the received signal by the \( i \)th receiving antenna is \( r_i(t) = s(t) + n_i(t) \), where \( n_i(t) \) is the noise seen at antenna \( i \). Our technique proposed for AWGN channels consists of averaging the received signals over all the receiving antennas to achieve SNR gains that mitigate the channel noise, and using this averaged received signal \( r(t) = s(t) + \frac{1}{L} \sum_{i=1}^{L} n_i(t) \) for training the DNN models. This yields a classification accuracy that is less sensitive to noise, and more agnostic to AWGN channels. In addition, testing the models over an AWGN channel with a lower SNR using the averaged \( r(t) \) is less affected by the noise, and the reduction in the testing accuracy due to the change of the channel is lesser than what a single-antenna receiver achieves. Since the noise samples received by the antenna elements are i.i.d., the noise power decreases by a factor of \( L \) and \( r(t) \) is considered an unbiased, consistent estimator of the originally transmitted waveform \( s(t) \). Increasing the number of receiving antennas \( L \) makes \( r(t) \) more immune to the channel noise when compared to a waveform received by a single antenna.

B. Flat Fading Channel-Agnostic Device Fingerprinting
For Rayleigh fading channels, we exploit combined MIMO and STBC capabilities to improve the training and testing accuracy of the deep learning models by mitigating the RF data distortions caused by the Rayleigh channel, as we explain next. When a MIMO system transmits an STBC signal over a flat fading channel, each receiving antenna receives a signal that is a mixture of the signals transmitted by all the transmitting antennas, and each of the transmitted signal contributes to the mixture with a weight dictated by the channel matrix. The problem of estimating the transmitted signals given the received signals and the properties of the transmitted signals, referred to as the blind source separation/blind channel estimation problem, essentially boils down to finding the inverse of the channel matrix, which can then be used to recover the transmitted signals [27], [28], [25].

1) The Channel Matrix Estimation
Consider a MIMO link, with \( M \) transmitting and \( L \) receiving antennas, sending an STBC signal over a flat fading channel defined by the \( L \times M \) channel matrix \( H \). STBC essentially maps a data vector \( s \) with \( n \) symbol entries into an \( M \times K \) \((K \leq M)\) code matrix \( C \), where \( K \) is the time diversity of the code. Each column of \( C \) is a linear mapping of the real part \( s_R \) and the imaginary part \( s_I \) of the vector \( s \). In other words, each of the \( K \) columns in \( C \) is given by:

\[
\begin{bmatrix}
A_k & jB_k
\end{bmatrix}
\begin{bmatrix}
s_R \\
s_I
\end{bmatrix}, \quad k = 1, 2, ..., K.
\]

where \( x \) is a \( 2n \) vector, \( A_k \) and \( B_k \) are \( M \times n \) matrices derived from the STBC and known to the transmitter and receiver [23], [25], [21], and \( \otimes \) denotes the Kronecker product. For instance, for the Alamouti coding scheme [23],

\[
C = \begin{bmatrix}
c_1 & -c_2 \\
c_2 & c_1
\end{bmatrix}, \quad A_1 = B_1 = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}, \quad A_2 = -B_2 = \begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\]
The $K$ columns of $C$ are transmitted in $K$ time epochs by the transmitting antennas. Assuming that the channel is static over the duration of $K$ epochs, the received signal vector is

$$
\mathbf{r} = \begin{bmatrix} \mathbf{HC}_1 \\ \mathbf{HC}_2 \\ \vdots \\ \mathbf{HC}_K \end{bmatrix} \mathbf{x} + \mathbf{n} = (\mathbf{I}_K \otimes \mathbf{H}) \begin{bmatrix} \mathbf{C}_1 \\ \mathbf{C}_2 \\ \vdots \\ \mathbf{C}_K \end{bmatrix} \mathbf{x} + \mathbf{n}
$$

where $\mathbf{n}$ is a $2n$ data vector, $\mathbf{I}_k$ is a $k \times k$ identity matrix, $\mathbf{HC}_i$ is an $L \times 2n$ matrix, and $\mathbf{C}$ is an $MK \times 2n$ matrix. If the channel is also static over $l$ received data symbol vectors $\mathbf{r}_i$ each with $K$ epochs, the obtained received matrix becomes

$$
\mathbf{R} = (\mathbf{I}_K \otimes \mathbf{H})\mathbf{CS} + \mathbf{N}
$$

where $\mathbf{R} \triangleq [\mathbf{r}_1 \mathbf{r}_2 \ldots \mathbf{r}_l]$ is an $KL \times l$ received matrix and $\mathbf{S} \triangleq [\mathbf{x}_1 \mathbf{x}_2 \ldots \mathbf{x}_l]$ is a $2n \times l$ data symbol matrix, and the goal is to find the $L \times M$ channel matrix $\mathbf{H}$. If $\mathbf{N}_L$ is the left null space of $\mathbf{R}$, then

$$
\mathbf{N}_L^H (\mathbf{I}_K \otimes \mathbf{H}) \mathbf{CS} = 0
$$

where $\{\}^H$ denotes the conjugate transpose operation. Assuming $\mathbf{S}$ is full rank, i.e., data is persistently exciting, Eq. (2) reduces to

$$
\mathbf{N}_L^H (\mathbf{I}_K \otimes \mathbf{H}) \mathbf{C} = 0
$$

Eq. (3), also called the blind equation, represents a homogeneous linear equation in the unknown $\mathbf{H}$, and the uniqueness of the solution depends on the matrix $\mathbf{C}$ of STBC and the rank of the matrix $\mathbf{H}$ [28].

Our proposed technique relies on the blind estimation algorithm proposed in [25] to estimate the channel matrix, which starts by reshaping Eq. (3), using the vector property of the Kronecker product, as

$$
\mathbf{C}^T \otimes \mathbf{N}_L^H \cdot \text{vec}(\mathbf{I}_K \otimes \mathbf{H}) = 0
$$

where $\{\}^T$ denotes the transpose operation and $\text{vec}(\cdot)$ is the matrix vectorization operation. To decouple the vector form of the unknown $\mathbf{H}$, we first write, for $k = 1, \ldots, K$,

$$
\text{vec}(\mathbf{I}_K \otimes \mathbf{H}) = \begin{bmatrix} \mathbf{I}_M \otimes \mathbf{E}_1 \\ \mathbf{I}_M \otimes \mathbf{E}_2 \\ \vdots \\ \mathbf{I}_M \otimes \mathbf{E}_K \end{bmatrix} h \text{ with } \mathbf{E}_k \triangleq \mathbf{I}_L \\ \mathbf{0}_{L,(k-1)\times L} \\ \mathbf{0}_{L,(K-k)\times L}
$$

and then substitute Eq. (5) into Eq. (4) to get

$$
\sum_{k=1}^{K} \mathbf{C}_k^T \otimes (\mathbf{N}_L^H \mathbf{E}_k) \cdot h = 0.
$$

Eq. (6) shows that $h$ lies in the right null space of $\Delta$, and when the channel is uniquely identifiable up to a single complex scalar ambiguity, $h$ spans the null space of $\Delta$. Singular value decomposition can be used to find the basis of the null space of $\Delta$. The right singular vector corresponding to the smallest singular value of $\Delta$ is the estimated channel vector $\hat{\mathbf{h}}$ with $\hat{\mathbf{h}} = \alpha \mathbf{h}$ for some $\alpha \in \mathbb{C}$. This algorithm can estimate the channel matrix $\mathbf{H}$ up to a single complex ambiguity provided that Eq. (3) has a unique solution [25], and the channel is uniquely identifiable up to a single complex scalar ambiguity if and only if $\rho = 1$ when $\mathbf{H}$ is full rank, or $\mathbf{H}$ is column rank deficient but $\text{rank}(\mathbf{H}) > M - \tau_{\min}$ [25]. Here $\rho$ and $\tau_{\min}$ depend only on the used STBC and are shown in Table I for some generic STBCs [25]. Given that $\text{rank}(\mathbf{H}) = \min(M, L)$, these conditions on the channel rank constrain the minimum number of receiving antennas required to estimate the channel blindly such that $L \geq M + \tau_{\min} + 1$. For instance, using Tarokh STBC $\mathcal{O}_3$ (see Table I) to transmit QPSK symbols requires at least 3 receiving antennas for the channel to be blindly estimated up to a single complex scalar ambiguity.

In practice, the received signal matrix $\mathbf{R}$ is affected by additive white Gaussian noise, so it is required to separate the noise and the signal subspaces before using the blind algorithm [28] using the subspace approach [29]. To solve the remaining ambiguity and completely estimate the channel, additional information about the channel matrix is obtained by sending pilots known for the receiver. The pilots assist the blind algorithm to completely identify the channel [25]. In our proposed RF/device classification technique, we apply the blind partial estimation up to a single complex ambiguity without using pilots, and then exploit deep learning generalizing abilities to classify different wireless devices using received RF signal data.

2) The Proposed MIMO-Enabled Device Fingerprinting

The proposed MIMO-enabled technique for Rayleigh fading channels uses the blind partial channel estimation enabled by the MIMO system proposed in [25] to estimate the channel matrix. We set the MIMO hardware and the STBC at the minimum requirements to guarantee a blind channel estimation from the received signals up to a single complex ambiguity, i.e., $\rho = 1$. Once the channel is blindly estimated up to a single complex ambiguity, the resolved signals are sampled and used for training and testing the deep learning model used for classification. In our proposed technique, we use CNN to learn from training data and then generalize on unseen data to overcome the remaining ambiguity and capture the impairments effect on the reconstructed waveforms.
The impairments are set slightly different to mimic the slight differences among devices. For each device, we collected 5000 frames, with each frame having the size of 160. Then we split the real and the imaginary parts of the signal and reshaped the frames as $2 \times 160$ vectors to be fed to the input layer of the CNN. The dataset was divided into 80% for training, 10% for validation and 10% for testing.

### A. CNN Architecture

We used the CNN architecture in [9] as a benchmark to evaluate the proposed MIMO-enabled approaches and compare them to the SISO/conventional approach. The CNN architecture consists of two convolution layers and two fully connected layers. The $2 \times 160$ input is fed into the first convolution layer that consists of $50 \times 7$ filters. This layer produces 50 features maps from the entire input. The second convolution layer consists of $50 \times 7$ filters, where each filter is convoluted with the 50-D volumes obtained from the first layer. The second convolution layer learns variations over both I and Q dimensions. Each convolution layer is followed by a ReLU activation function to add non-linearity, and a 2-stride max pooling layer to prevent overfitting. The first fully connected layer consists of 256 nodes whose output are fed into the second fully connected layer of 80 nodes. Each fully connected layer has a ReLU activation. The last layer is a soft max classifier to generate the classification probabilities. At the classifier output, the cross-entropy loss is calculated and the back-propagation algorithm is used to find the network parameters that minimize the prediction error. The CNN uses Adam optimizer with a learning rate of 0.0001.

### B. Performance Metrics

We consider the following metrics in this evaluation.

- **Training Accuracy**, the percentage of the correctly classified samples to the total number of samples in the training dataset.
- **Testing Accuracy**, the percentage of the correctly classified samples to the total number of samples in the testing dataset.
- **Relative Different channel Testing Gap (RDTG)**, the percentage of reduction occurred in the testing accuracy when the testing channel is different from the training channel. Precisely, RDTG is defined as

  $$RDTG = \frac{\text{same channel testing acc.} - \text{different channel testing acc.}}{\text{same channel testing acc.}} \times 100\%$$

If the classification technique is perfectly channel-agnostic, then RDTG is zero, and the deviation from zero quantifies the effect of the channel variation on accuracy. RDTG values are only calculated when training and testing channels are different.

In the evaluation of the proposed fading channel-agnostic technique, we also vary the following parameters:

- **Training APG**, the average path gain (APG) of the Rayleigh flat fading channel used for training. APG is varied from -20 dB to 20 dB.
- **Testing APG**, the average path gain (APG) of the Rayleigh flat fading channel used for testing. APG is varied from -20 dB to 20 dB.

**Fig. 1** shows the training accuracy obtained under different SNR values for SIMO links with varying number of receiving antennas. First and as expected, the figure shows that the worse the AWGN channel (i.e., the smaller the SNR value),

- **Training MDS**, the maximum Doppler shift (MDS) of the Rayleigh flat fading channel used for training. MDS is varied from 1/2000 Hz to 1 Hz.
- **Testing MDS**, the maximum Doppler shift (MDS) of the Rayleigh flat fading channel used for testing. MDS is varied from 1/2000 Hz to 1 Hz.

In this section, we study the resiliency of the proposed MIMO-enabled classification approaches to wireless channel variations and compare them against the conventional SISO fingerprinting technique. Here again, as widely adopted, we use MIMO to refer to the case when the receiver and all transmitters are each equipped with multiple antennas, SIMO to refer to the case when the receiver is equipped with multiple antennas and the transmitters being classified are each equipped with a single antenna, and SISO to refer to the conventional case when the receiver and all transmitters are each equipped with a single antenna.

### C. AWGN Channel Results

In this section, we consider studying the benefit of exploiting the receiver’s multiple antenna capability of the SIMO system in overcoming the impact of channel impairments in AWGN channel models. The obtained results collected under SIMO are then compared to conventional SISO systems. For each of the 10 simulated devices, whose hardware impairments values are shown in Table II the LLTF preamble of the IEEE 802.11n waveform is impaired with AWGN channels of SNR values ranging from -20 dB to 20 dB and then received and sampled at the receiver by its multiple receiving antennas. Once received, the waveform is averaged using the method described in Section V-A and the averaged signal is used to create the dataset used for training, testing, and validation as previously described.

1) **Same Training and Testing AWGN Channels**

Figure I shows the training accuracy obtained under different SNR values for SIMO links with varying number of receiving antennas.
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Table II: Hardware impairments used to simulate 10 different devices

| Device | Phase Noise | Frequency Offset | iQ Gain Imbalance | iQ Phase Imbalance | AMAM | AMPM | Real DC Offset | Imaginary DC Offset |
|--------|-------------|------------------|-------------------|-------------------|------|------|---------------|---------------------|
| DV1    | -59.9       | 20.01            | 0.08              | 0.09              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV2    | -59.15      | 20.2             | 0.09              | 0.09              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV3    | -59.9       | 20.3             | 0.11              | 0.11              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV4    | -59.9       | 20.3             | 0.11              | 0.11              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV5    | -59.95      | 20.1             | 0.12              | 0.15              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV6    | -59.93      | 20.1             | 0.11              | 0.11              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV7    | -59.1        | 20.09            | 0.108             | 0.109             | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV8    | -59.9        | 20.19            | 0.11              | 0.11              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV9    | -59.89       | 19.7             | 0.099             | 0.098             | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |
| DV10   | -59.91       | 19.7             | 0.11              | 0.08              | 2.1387, 1.1617 | 4.0933, 9.124 | 0.1              | 0.14                |

Fig. 2: Testing accuracy when using different AWGN channels for training and testing. Training channel SNR is fixed at 20dB while testing SNR is varied from -10dB to 20dB.

the less accurate the CNN training outcome. For instance, a SIMO system with 2 receiving antennas achieves a training accuracy of 84% at 20 dB, but only a 51% accuracy at 10 dB. Second, it is also observed that increasing the number of receiving antennas yields higher training accuracy when considering the same SNR. For example, training a 4-antenna SIMO system at 15 dB increases the training accuracy from 57% to 77% compared to the SISO system, whereas, a 10-antenna SIMO system increases it from 57% to about 87%. Third, the figure also shows that the improved training accuracy of SIMO systems over the SISO system is more significant at SNR values ranging from 15 dB to 0 dB. However, at severe noisy channels with SNR values less than 0 dB, increasing the number of receiving antennas from 1 to 10 does not achieve a training accuracy higher than 40% reflecting that the SNR gain acquired from combining the multiple received signals is no longer compensating the noisy channel effect and that the impairments are significantly overshadowed by the noise.

2) Different Training and Testing AWGN Channels

In Figure 2(a) we show the testing accuracy obtained under different SNR values also while considering a SIMO system with a varying number of receiving antennas. Here, CNN models are trained at SNR = 20 dB, but tested at different SNRs, with SNRs being varied from -10 dB to 20 dB. We make three observations from this figure. First, we observe that a decrease in the SNR value of the testing channel results in a decrease in the classification accuracy, and such a decrease is more profound for lower SNR values. This is true regardless of the number of receiving antennas. This observation clearly shows again the challenging impact that channel quality variations have on the classification accuracy, where achieving high accuracy when the channel used for testing has the same quality as that used for training does not guarantee that similar accuracy performance will be obtained when the channel used for testing is different from that used for training. However, such a discrepancy is less significant under the proposed SIMO approach, where the leveraging of multiple receiving antennas plays a key role in maintaining high accuracy even in the presence of channel quality degradation. For example, while testing over a 10 dB channel makes the SISO system accuracy drop from about 75% to about 20%, it makes a SIMO system with 6 receiving antennas drop from about 90% to about 59% only. This demonstrates the benefit of SIMO in overcoming the impact of channel quality variations, and in making our proposed technique more channel agnostic. Second, the figure also shows that the higher the number of receiving antennas is, the higher the achieved accuracy is, and this is regardless of the testing SNR. For example, at a tested channel of 15 dB, a SIMO system with 2, 4, 6, and 10 antennas achieve classification accuracy of about 67, 72, 82 and 85%, respectively. Third, we observe that for severely degraded channels (i.e., low SNRs), the CNN models perform poorly regardless of the number of received antennas, and the achieved classification accuracy is as good (or as bad) as what random classification would be. This can clearly be seen from Figure 2(a), where the accuracy is similarly low for all studied systems.

Now in Figure 2(b) we capture and depict the testing accuracy improvement/gain that the SIMO approach makes over the SISO/conventional approach. This figure demonstrates three key trends. First, we observe that the SIMO approach improves the robustness of the CNN models in terms of maintaining reasonably high accuracy even in the presence of channel variations (i.e., testing occurs on a channel different that is from that used for training). Such accuracy gains are especially significant for reasonably high SNRs, i.e., for SNR values above 5 dB. For instance, the SIMO approach improves the accuracy by up to 45% even when testing occurs over a channel that is degraded by 10 dB. Second, the figure shows that the improvement in accuracy made by the SIMO approach peaks at 10 dB, and not at the SNR value of the channel used during training; i.e., 20 dB. Third, this gain in the testing accuracy obtained by increasing the number of receiving antennas vanishes when the SNR value used for testing drops below 5 dB. In other words, for severely
In this section, we analyze the results obtained when training and testing the CNN model. The transmitted signal blocks are impaired with a flat fading Rayleigh MIMO channel. At the receiving end, blind channel estimation is performed, and the estimated QPSK symbols are used for training and testing the CNN model. MATLAB 2020b communication toolbox is used to establish the aforementioned MIMO wireless link for each of the 10 devices. The transmitted signal blocks are impaire with a flat fading Rayleigh MIMO channel. At the receiving end, blind channel estimation is performed, and the estimated QPSK symbols are used for training and testing the CNN model.

D. Flat Fading Channel Results

In order to ensure that the flat fading channels are blindly identifiable from the received signal up to a single complex scalar ambiguity as explained in Section IV-B, we simulate and collect data from 10 devices each using a $3 \times 3$ MIMO system to send QPSK symbols encoded via Tarokh STBC $O_3$. This setting ensures that the channel is blindly identifiable even when the channel is rank deficient. MATLAB 2020b communication toolbox is used to establish the aforementioned MIMO wireless link for each of the 10 devices. The transmitted signal blocks are impaire with a flat fading Rayleigh MIMO channel. At the receiving end, blind channel estimation is performed, and the estimated QPSK symbols are used for training and testing the CNN model.

1) Same Training and Testing Rayleigh Channels

In this section, we analyze the results obtained when training and testing are performed over the same Rayleigh fading channel for both MIMO and SISO approaches. Figure 3 shows the obtained testing accuracy while varying the APG (Figure 3(a)) and MDS (Figure 3(b)) values of the channel. This figure clearly shows that the proposed MIMO-enabled approach increases the testing accuracy significantly compared to the conventional/SISO approach. For instance, from Figure 3(a) which captures the impact of APG on the obtained accuracy, we observe that at training and testing APG of -20 dB, the MIMO-enabled approach increases the testing accuracy from 44% to up to 85% compared to the SISO approach, thereby doubling the obtained accuracy. In addition, we observe that the accuracy improvement that MIMO-enabled approach offers over the conventional approach is consistent across the entire APG value range, i.e., our proposed MIMO-enabled classification approach doubles the accuracy regardless of the APG value.

Now when we look at Figure 3(b) which depicts the impact of MDS on the obtained accuracy, still when the same channel is used for both training and testing, we first observe that the MIMO-enabled approach outperforms the SISO approach at MDS values less than 1 Hz. For example, at MDS of 1/10 Hz, MIMO achieves a testing accuracy of 80% whereas the SISO/conventional approach achieves only 50%. However, at MDS of 1 Hz, both approaches result in a degraded testing accuracy of about 60%. This result indicates that the proposed MIMO-based approach is effective over the SISO approach for slow channels. Second, we observe that an increase in the MDS value results in a decrease in the testing accuracy for the MIMO-based approach. For instance, at MDS = 1/10 Hz, the achieved accuracy is 80% and at MDS = 1 Hz, the accuracy drops to 59%. However, for the SISO approach, the testing accuracy fluctuates from 50% to 66%.

2) Different Training and Testing Rayleigh Channels

We now present, analyze and compare the results obtained when the channel used for training is different from that used for testing. This scenario mimics real world settings where the classification models are trained under certain channel conditions, but then used later for real-time device classification under possibly different channel conditions.

a) Impact of APG: Testing Accuracy

Figure 4 shows the testing accuracy over Rayleigh channels where the models are trained and tested over channels with different APG values, ranging from 20 to -20 dB. For this figure, MDS is set to 0 Hz. This figure shows the effect of the wireless channel on the device classification accuracy. For instance, we observe that when the conventional/SISO method is used and the models are trained over channel with training APG of -20 dB and tested over a channel with testing APG of 20 dB (Figure 4(c)), the accuracy drops from 44% to 18%. Our observation indicating the seriousness of the channel impact on device classification accuracy is well aligned with previous work findings as discussed in Sections III and IV. The figure also shows that the proposed MIMO-enabled approach overcomes significantly the impact of channel variations by improving the testing accuracy over the conventional/SISO approach when the CNN is trained and tested on different channels, and this especially true when the training channels exhibit severe fading. In addition, we observe that the MIMO-based approach testing accuracy is more stable when the CNN is trained at severe fading channels. Looking at Figure 4(a) which depicts the testing accuracy under varied testing APG values of the testing channel while fixing the training APG to 20 dB, we observe that for testing APG greater that 0 dB, MIMO achieves improved performance over SISO. However, when the testing APG is less than 0 dB, the testing accuracy is unreliable, and both SISO and MIMO approaches are equivalent.
instance, when training APG is 20 dB and testing APG is 10 dB, the MIMO-based approach achieves a testing accuracy of about 52%, but only about 23% is achieved under the conventional/SISO approach. However, when the training APG is 20 dB and the testing APG is -10 dB, both MIMO and SISO approaches provide severely degraded and unreliable testing accuracy. Now in Figure 4(b), which depicts the testing accuracy under varied APG values of the testing channel while fixing APG of training channel to 10 dB, we observe that the MIMO-based approach achieves significant higher testing accuracy compared to the SISO approach when the testing APG is greater than 0 dB. For instance, when the training APG is 10 dB and the testing APG is 20 dB (channel with less severe fading), MIMO system achieves a testing accuracy of about 85%, whereas only about 40% is achieved under SISO. Moreover, when the testing APG = 0 dB (channel with more severe fading), the testing accuracy improves from 25% to about 58% when considering the MIMO-based approach versus the SISO approach. Second, we observe that no matter how we change the testing channel, i.e. changing the channel for less/more severe fading channel, the testing accuracy degrades for both approaches. However, the original high training accuracy achieved by the MIMO-based approach enables it to achieve a higher testing accuracy for a wider range of testing APG when compared to SISO.

Figure 4(c) and Figure 4(d) capture the testing accuracy under varied APG values of the tested channel while fixing the training APG to 0 and 10 dB, respectively. From the two figures we observe the same trends of Figure 4(b) and the MIMO-based approach achieves higher classification accuracy compared to the SISO/conventional approach when the testing APG is varied from the training APG. Figure 4(e) captures the testing accuracy when varying the testing APG values at a fixed training APG of -20 dB. From this figure we first observe that when testing on a different channels with testing APG values varying from -10 dB to 20 dB, the MIMO-based classification approach achieves an improved and stable testing accuracy when compared to the SISO approach. For instance, when the training APG is -20 dB and the testing APG is 20 dB, the MIMO approach achieves up to 60% increase in the testing accuracy over the SISO approach. Second, when the training APG is -20 dB (severe fading channel), the testing accuracy of the MIMO approach at different channels with testing APG varying from -10 dB to 20 dB does not go below 78% compared to the SISO approach where the testing accuracy degrades to 18%.

Figure 5 illustrates the improvement/gain in testing accuracy that the MIMO-based approach achieves over the SISO approach on Rayleigh channels when the CNN is trained and tested under various different APG values, ranging from 20 dB to -20 dB. From this figure we can make the following observations. First, when the CNN is trained on severe fading channel with training APG of -20 dB, the MIMO-based approach shows significant improvement over the conventional/SISO approach, and when the CNN is trained on less severe fading channels, i.e. training APG values higher than -20 dB, the improvement over the SISO approach decreases. For instance, an improvement of up to 60% in the MIMO approach performance is achieved when the training APG is -20 dB and the testing APG values varies from -10 dB to 20 dB. However, when the training APG is -10 dB, the MIMO improvement decreases to 50%. This could be justified by the severely degraded testing accuracy for the SISO system over severe fading channels. Second, we observe that when the CNN is trained at less severe fading channels with training APG values varying from 0 dB to 20 dB and tested at severe fading channels with testing APG values less than -10 dB, the MIMO system improvement over SISO vanishes. For example, when the training APG is 20 dB and the testing APG is -20 dB, both approaches show the same severe degraded testing accuracy. Third, we observe that when the CNN is trained on severe fading channels then tested on less...
severe fading channels, the MIMO-based approach shows significantly improved performance over the SISO approach. Note that when the training APG is -10 dB and the testing APG is 10 dB, MIMO achieves about 43% improvement over SISO, compared to only 9% improvement when the testing APG is -20 dB.

b) Impact of APG: RDTG

We now assess the robustness of the proposed MIMO-enabled fingerprinting approach against Rayleigh channel condition variations through the study of the RDTG performance metric. Recall that RDTG, as introduced in Section V-B, is defined as the percentage of reduction in the testing accuracy that occurred due to a change in the channel used for testing when compared to that used for training. Figure 6 shows RDTG values when training and testing of the learning models are done over Rayleigh channels with varying APGs but a fixed MDS. First, observe that compared to the SISO approach, the MIMO-based approach provides a much higher resiliency to channel variations, i.e., yields smaller RDTG values, when the training channel exhibits moderate (training APG = 0 dB; Figure 6(c)) to severe (training APG = -20 dB; Figure 6(e)) fading conditions. Observe that RDTG values can go as high as 61% under the SISO approach, but does not exceed 12% under the proposed MIMO-enabled approach. One explanation for this observation is that despite the MIMO-enabled blind estimation, there remains some ambiguity in the estimated channel that affects the learning models in the training phase, where the models still learn features that are extracted from both channel and device impairments. Therefore, training at less severe flat fading channels while testing at more severe fading channels yields significant reduction in the accuracy. However, the MIMO-based approach still outperforms the SISO approach in spite of this unsolved ambiguity.

Second, for high training APG values (e.g., 20 dB in Figure 6(a) and 10 dB in Figure 6(b)), we observe that although the MIMO approach still outperforms the SISO approach in terms of the testing accuracy, the RDTG gap for SISO is less compared to the MIMO-based approach. For instance, in Figure 6(b), when testing APG = -20 dB, the MIMO-based approach achieves an RDTG value of 89% and the SISO approach achieves a value of 76%. This observation could be also explained by the effect of the remained ambiguity on the CNN as explained before. Observe that the closer the testing APG values are to the training ones, the smaller the RDTG values achieved under MIMO are. This observation is commensurate with the previous observations made in Figure 2 about the MIMO-based approach testing accuracy degradation when tested on more severe fading channels.

Now when considering moderate training APGs like 0 dB as in Figure 6(c), we observe that the MIMO-based approach is less immune to the channel variation when tested on a channel that is significantly more severe than that used for training. For instance, when testing APG = -20 dB, the RDTG value achieved under the MIMO-based approach is 83%. However, as shown in Figure 6(c), the higher the testing APG, the lesser the RDTG value; i.e., the more resilient the MIMO-enabled approach is to channel condition variations. For example, when testing APG = -10 dB, the SISO approach achieves a RDTG value of 45% compared to only 23% achieved under the MIMO approach.

Figure 6(e) depicting RDTG values when training APG = -20 dB, shows that when the fading conditions of the training channel become worse, the SISO approach continues to degrade significantly, but not so for the proposed MIMO approach. As an example, when testing APG = 0 dB, the SISO approach yields an RDTG value of 30% whereas the proposed MIMO approach achieves an RDTG value of only 6%. Moreover, as the testing APG continues to increase, while the MIMO-based approach maintains stable RDTG values (about 8%), SISO testing accuracy continues to degrade significantly, reaching RDTG values of up to 58%.

c) Impact of MDS: Testing Accuracy

Figure 7 shows the testing accuracy over Rayleigh channels where the CNN is trained and tested under various different MDS values, ranging from 1/2000 Hz (Figure 7(a)) to 1 Hz (Figure 7(e)), for both MIMO and SISO systems. The training APG value is fixed at -20 dB. From this figure, we observe that for small values of the training and testing MDS, the MIMO-based approach shows improvement in the testing accuracy over the conventional/SISO approach. However, at testing MDS of 1 Hz, the MIMO approach does not show any improvement over the SISO approach. We also observe that the MIMO approach is no longer agnostic to channel variation caused by the relative velocity between the transmitter and the receiver when the training and testing MDS values reaches 1 Hz. For instance, 1 Hz Doppler shift degrades the testing accuracy for the MIMO approach from about 90% to 65%. Looking at Figure 7(a) which shows the testing accuracy under varied MDS values of the testing channel while fixing the training MDS to 1/2000 Hz, we observe that the MIMO approach achieves high testing accuracy for channels with testing MDS less than 1 Hz. When training MDS = 1/2000 Hz and testing MDS = 1/10 Hz, the MIMO-based approach achieves a testing accuracy of 83% compared to 57% for the conventional/SISO approach. We also observe that at testing MDS of 1 Hz, both MIMO and SISO approaches show degraded testing accuracy of about 30%. Figures 7(b) to 7(e) depicting the testing accuracy for training MDS values ranging from 1/1000 to 1 Hz, show similar trends, except for Figure 7(e) corresponding to training MDS = 1 Hz, which shows that the testing accuracy under both approaches degrades to about 65% with no improvement of MIMO over SISO.

d) Impact of MDS: RDTG

Figure 8 shows the RDTG values where the CNN models are trained and tested under Rayleigh channels with different MDS values, ranging from 1/2000 Hz (Figure 8(a)) to 1 Hz (Figure 8(e)), and a training APG value fixed at -20 dB. This figure shows that for small testing MDS values, the testing accuracy achieved under both MIMO and SISO approaches is stable with an almost zero RDTG regardless of the training MDS. This is because small MDS values mean little to no variations in the channel conditions. However, when the testing MDS increases to 1 Hz, both MIMO and SISO approaches degrade in performance, with the MIMO
approach achieving higher RDTG values, reflecting severe accuracy reduction and channel dependency. These results show that the MIMO-based classification approach can mitigate flat slow fading channels. However, for fast fading channels, e.g. crowded indoor environments where the MDS values could exceed 30 Hz at 3.6 GHz [31], mitigating the wireless channel for reliable RF authentication remains an open challenge.

VI. CONCLUSION

Although RF/device fingerprinting provides a lightweight technique proven resilient to spoofing that allows to identify illegitimate devices, its performance severely degrades by wireless channel condition variations, when the training channel differs from the testing channel. In this paper, we proposed a deep learning-based MIMO-enabled RF/device classification approach, and showed that the MIMO hardware capabilities can indeed mitigate the wireless channel effect and improve the RF fingerprinting accuracy for AWGN and flat fading channels. We showed that, for AWGN channel, averaging the multiple received signals at the receiving end of a SIMO system of $L$ receiving antennas increases the SNR by a factor of $L$, leading to an improved classification accuracy. For channels with low SNR values, we conclude that the SNR gain provided by the SIMO-based approach compensates the SNR reduction. We also showed that for flat fading channels, the proposed MIMO-based approach improves the classification accuracy by up to 60% compared to the conventional/SISO approach, and that the improvement the MIMO approach achieves over the conventional approach is more significant and stable when the model is tested on less severe fading channels compared to the channel used for training. We conclude that the CNN models tend to learn and extract features from both channel and device impairments, which results in a degradation the classification accuracy. We also conclude that despite the significant improvement the MIMO approach achieves in classification accuracy, this approach is suitable for slow flat fading channels, and mitigating the effect of the relative speed between the transmitter and the receiver is still an open challenge.
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