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Abstract—In this letter, a resilient path planning scheme is proposed to navigate a UAV to the planned (nominal) destination with minimum energy-consumption in the presence of a smart attacker. The UAV is equipped with two sensors, a GPS sensor, which is vulnerable to the spoofing attacker, and a well-functioning Ultra-Wideband (UWB) sensor, which is possible to be fooled. We show that a covert attacker can significantly deviate the UAV’s path by simultaneously corrupting the GPS signals and forging control inputs without being detected by the UWB sensor. The prerequisite for the attack occurrence is first discussed. Based on this prerequisite, the optimal attack scheme is proposed, which maximizes the deviation between the nominal destination and the real one. Correspondingly, an energy-efficient and resilient navigation scheme based on Pontryagin’s maximum principle is formulated, which depresses the above covert and resilient navigation scheme. Based on this prerequisite, the optimal attack scheme was achieved via the correction of other cooperative UAVs. Then the attacker spoofs GPS signals and alters attack control inputs to maximize the above deviation according to the defense strategy. Essentially, the defender and attacker constitute the two players in a Stackelberg game, where the defender (leader) adopts her minimax strategy, that is, a resilient path planning scheme, whereas the attacker (follower) launches her countermeasure sequentially.

Index Terms—Covert attacks, Resilient path planning, Stackelberg game, UWB sensor

I. INTRODUCTION

In the last decade, the path planning of UAVs has gained considerations for its great potentials in search and rescue operations [3], wide-area supervision and measurement [4], and mobile smart sensors [5]. A well-known pioneering work [6], called minimum snap algorithm, was proposed to achieve energy-efficient but aggressive path planning for agile small UAVs. Although the above minimum snap scheme can generate smooth and energy-efficient polynomial trajectories, it is far from safe. The safety concept is quite diverse. However, two basic kinds of safety are concerned with robustness (against unintentional and stochastic uncertainties and disturbances) and resilience (against intentional smart attackers). Plenties of works (see [7] and references therein) have been proposed to resist harmful effects brought by uncertainties and disturbances. However, little work [8]–[10] has considered the resilience to the potential attacks, let alone covert ones [11, 12]. A novel zero-sum game-theoretic framework for analyzing and enhancing drone delivery systems’ security was introduced in [8], where the vendor and attacker tried to minimize and maximize the delivery time, respectively. In [9], the resilient path planning against GPS spoofing attacks was achieved via the correction of other cooperative UAV neighbors, where the attack scheme was simple and detectable. Different from [8]–[10], a special kind of attacks, denoted as covert (undetectable) attacks [11, 12], may also exist under some special conditions, which could deviate the nominal path of UAVs without being detected by some correct-functioning sensors. Inspired by [11, 12], here we focus on the Ultra-Wideband (UWB) sensors, a special kind of 3D distance measurement units (3DMUs), which could only measure the distance between the Base Station (BS) and the UAV. An illustrative example is shown in Fig. 1: The attacked trajectory and the nominal one share the same time-varying distance w.r.t. the BS and thus cannot be detected abnormal by the onboard UWB sensor.

Fig. 1. The attack and defense scenario: The defender designs resilient control inputs to minimize the deviation between the nominal destination and attacked destination with the consideration of potential attackers. Then the attacker spoofs GPS signals and alters attack control inputs to maximize the above deviation according to the defense strategy.
attacks) has gained substantial attention [16] for the wide applications of GPS positioning. It was reported in [17] that a UAV capture operation had been achieved via GPS spoofing attacks, where attack signals with higher power managed to displace the real GPS signals. However, the hoax of GPS spoofing attacks can be easily revealed by other onboard sensors. Here, we consider a special scenario in which the UAV is equipped with 3DMUs, such as UWB sensors. It is found that a covert attacker could still achieve her aim in such a scenario. Apart from the above GPS spoofing attacks, the actuation attacks on the UAV motors are also considered. The nominal control inputs are replaced by well-designed false control inputs, such that the UWB sensors can tell apart little difference between the readings during the nominal flight journey and the attacked one.

Unlike most of the above works, we focus on the path planning of the UAV platform under covert attacks, which cannot be detected by some well-functioning 3DMUs. This covert attack strategy is well-designed and thus cannot be easily tackled via the traditional attack detection and mitigation methods. Here, we formulate an integrated strategy pair consisting of optimal strategies for both the attacker and the defender. It is found that these two strategies essentially constitute the Nash equilibrium of a Stackelberg game. The main contributions of our work are summarized as follows:

1) The definition and characteristics of covert attacks on 3DMUs are given. The prerequisite for the covert attack occurrence in 3D space is further investigated.
2) An optimal attack strategy for the covert attacker is formulated such that the attacker can deviate the path of the UAV, while keeping it undetected by UWB sensors. Also, this kind of covert attack strategy can pose a threat on the UAV path planning in both single BS scenarios (SBS) and double BS scenarios (DBS), respectively.
3) An elaborate path planning strategy, based on Pontryagin’s maximum principle, is proposed, anticipating the threat of covert attacks. Moreover, this strategy is feasible for both SBS and DBS.
4) The effectiveness of the above attack and defense scheme is illustrated via a series of numerical simulations. Also, an indoor UAV experiment is implemented, which shows the threat of the covert attacks and the practicality of our resilient path planning scheme.

**Notations:** The symbol $\mathbb{R}$, $\mathbb{N}$, $\mathbb{R}_{>0}$ and $\mathbb{R}_{\geq 0}$ denote the sets of real numbers, natural numbers, positive real numbers and nonnegative real numbers, respectively. $0_{m \times n}$ denotes a zero matrix with $m$ rows and $n$ columns. $I_n$ denotes an identity matrix with $n$ dimensions. The superscript $T$ means the transpose of a matrix. $e_n^m$ is a column vector of size $m$ filled with 0. $\|x\|$ denotes the 2-norm of vector $x$. $\text{rank}(M)$ represents the rank of the matrix $M$. $\mathbb{e}^n_m \in \mathbb{R}^n$ denotes a unit vector with the length of $n$, whose $m$th element equals 1 and else elements equal 0. Denote the index set of sequential integers as $\{1, n\} = \{1, 2, \ldots, n\}$. Let $\vec{a}$, $\vec{b}$ and $\vec{c}$ denote three vectors with same dimensions, $\vec{a} \perp \vec{b}$ and $\vec{a} // \vec{c}$ represent that $\vec{a}$ is perpendicular to $\vec{b}$ and $\vec{a}$ is parallel to $\vec{b}$, respectively. $\text{Proj}[\vec{a}, \vec{c}]$ means the projection of a vector $\vec{a}$ on the direction $\vec{c}$.

**II. PRELIMINARY**

**A. Problem Formulation**

Consider the UAV model with triple-integrator dynamics:

$$
\begin{pmatrix}
\dot{p}_n \\
\dot{v}_n \\
\dot{a}_n
\end{pmatrix} =
\begin{pmatrix}
0_{3 \times 3} & I_3 & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & I_3 \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{pmatrix}
\begin{pmatrix}
p_n \\
v_n \\
a_n
\end{pmatrix}
+ \begin{pmatrix}
0_{3 \times 3} \\
0_{3 \times 3} \\
I_3
\end{pmatrix} u_n, \quad (1)
$$

where $\bullet_n = [\bullet_{nx}, \bullet_{ny}, \bullet_{nz}]^T \in \mathbb{R}^3$, $\bullet \in \{p, v, a, u\}$, denotes the nominal position, velocity, acceleration and the control input (jerk) of the UAV in 3D space, respectively. We consider that the UAV is equipped with two kinds of sensors: a GPS sensor measuring the UAV’s absolute position and a UWB sensor measuring the relative distance between the UAV and the $n_b$ BS, $n_b \in \mathbb{N}$. Let $b_i \in \mathbb{R}^3$ denote the position of the $i$th BS. The sensor readings are

$$
y_n^{GPS} = p_n, \quad y_{u,n,i}^{UWB} = (p_n - b_i)^T(p_n - b_i). \quad (2)
$$

We consider the UAV is flying in presence of an attacker who can spoof GPS signals and compromise nominal control inputs $u_n$. The dynamics of the attacked UAV is

$$
\dot{x} = Ax + Bu, \quad (3)
$$

where $x \triangleq [p^T, v^T, a^T]^T$ and $\bullet = [\bullet_x, \bullet_y, \bullet_z]^T \in \mathbb{R}^3$, $\bullet \in \{p, v, a, u\}$, denotes the exact UAV position, velocity, acceleration, and control inputs under attacks, respectively. The input saturation is considered such that $\|u\| \leq \bar{u}$ with $\bar{u} \in \mathbb{R}_{>0}$, so is $\|u_n\|$. The sensor readings under attacks are

$$
y^{GPS} = p + u^{GPS}, \quad y^{UWB} = (p - b_i)^T(p - b_i), \quad (4)
$$

where $u^{GPS} \in \mathbb{R}^3$ is the spoofing GPS signal.

Throughout this letter, the following assumption is valid. 

**Assumption 1:** 1) All BS are located on the XY-plane ($z = 0$); 2) there exists no coincident BS, that is, $b_i \neq b_j$, $\forall i \neq j$; 3) the UAV flies in only one open half-space divided by the XY-plane; 4) there exists no three collinear BS; 5) at the initial time instant, $x_n(0) = x(0)$.

This letter depicts the conflict between the path planner (defender) and the attacker as a Stackelberg game. The defender (leader) tries to minimize the deviation between the attacked destination and the nominal one, anticipating that the attacker always adopts its best response. And the attacker (follower) alters its attack signals sequentially based on the defender strategy. To be more specific, the objectives of the attack scheme $(u, u^{GPS})$ are:

1) maximizing the deviation between the nominal and the attacked path of the UAV;
2) evading detection by the well-functioning UWB sensors.

Correspondingly, the defender tries to devise resilient control inputs $u_n$ such that

1) The UAV can minimize its integrated objective functions, including the energy consumption and destination deviation;
2) The UAV could detect the abnormality when a non-covert attack compromises the UAV.

Inspired by [11], we give the definition of covert attacks in 3D environment.

**Definition 1:** Under the above setting, the attack \((u,u^{GPS})\) is called covert if and only if the measurements satisfy
\[
y^{GPS} = y_n^{GPS}, \quad y^{UBW} = y_n^{UBW},
\]
(5) (6)
during the whole flight journey.

**B. Prerequisite for Covert-attack Occurrence**

Let \(s_{n,i} = p_n - b_i\) and \(s_i = p - b_i\) denote the UAV's nominal and attacked relative positions w.r.t. the \(i\)th BS, respectively. Denote \(R(p_n) = \{s_{n,1}, s_{n,2}, \ldots, s_{n,nb}\} \in \mathbb{R}^{1\times nb}\), where \(nb\) is the number of BS.

**Lemma 1:** Under Assumption 1, the covert attack \((u,u^{GPS})\) exists if \(\text{Rank}(R(p_n(t))) \leq 2, \exists t\).

**Proof.** Lemma 1 is proven via Reduction to Absurdity. In other words, we try to show that all covert attacks subject to \(u = u_n\) under the condition that \(\text{Rank}(R(p_n(t))) \geq 3, \forall t\). From the assumption that \(x_n(0) = x(0)\), we have \(s_i(0) = s_{n,i}(0), \forall i = I(1,nb)\). By recalling Definition 1, covert attacks require that \(y^{UBW} - y^{GPS} = u_n^{UBW} - u_n^{GPS} = 0\). Or equivalently, \((v(\tau) - v_n(\tau))^T [s_{n,i}(\tau) s_{n,j}(\tau) s_{n,k}(\tau)] = 0, \forall i,j,k\). Since \(\text{Rank}(R(p_n(t))) \geq 3\), it follows that \(s_{n,i}(\tau), s_{n,j}(\tau)\) and \(s_{n,k}(\tau)\) are linearly independent to each other. Hence, we have \(v(\tau) = v_n(\tau)\) and therefore \(s(\tau) = s_n(\tau)\). By repeating the above process, we obtain that \(u = u_n, \forall t\), which means that no covert attack exists. This arouses a contradiction. Consequently, Lemma 1 is proven.

Then we discuss attack and defense strategies in SBS (\(\text{Rank}(R) = 1\)) and DBS (\(\text{Rank}(R) = 2\)), respectively.

**III. ATTACK AND DEFENSE STRATEGIES IN SBS**

**A. Characterization of Covert Attacks**

For convenience, assume that the BS is located at the origin of the world coordinate, that is, \(b_1 = 0_3\). Thus, (2) and (4) can be simplified as
\[
y_n^{GPS} = p_n, \quad y_n^{UBW} = y_n^{GPS} = p_n^T p_n + 3a_n^T v_n - 3a_n^T v, \quad u^{GPS} = p_n - p.
\]
(7) (8)

**Lemma 2 (Implicit Characterization of Covert Attacks):**

Covert attacks \((u,u^{GPS})\) can only be achieved when
\[
u^T p = u_n^T p_n + 3a_n^T v_n - 3a_n^T v, \quad u^{GPS} = p_n - p.
\]
(9)

**Proof.** Taking third-order time derivative on both sides of (6), we arrive at
\[
y^{UBW} - y^{GPS} = 2u^T p + 6a^T v - 2u^T p_n - 6a_n^T v_n = 0.
\]
The proof is completed.

Based on Lemma 2, we obtain:

**Corollary 1 (Explicit Characterization of Covert Attacks):**

Every covert attack \((u,u^{GPS})\) must satisfy
\[
u = j_r p + w, \quad u^{GPS} = p_n - p,
\]
(10)
with
\[
j_r = \frac{u_n^T p_n + 3a_n^T v_n - 3a_n^T v}{\|p\|^2},
\]
where \(j_r p = \text{Proj}[u,p], w = u - \text{Proj}[u,p]\). It follows that \(w^T p(t) = 0, \forall t\).

**Remark 1:** Corollary 1 provides a systematic approach to design covert attacks. The magnitude of \(w\) can be arbitrarily selected as long as \(\|u\| \leq \bar{u}\), since it does not affect the covertness of attacks.

**B. Design of Optimal Covert Attacks**

Based on Corollary 1, the optimal control problem is formulated as:
\[
\max_w \|p(T) - p^F\|,
\]
s.t. \(\dot{x} = Ax + Bu,\)
\[
u = j_r p + w,\]
\[
j_r = \frac{u_n^T p_n + 3a_n^T v_n - 3a_n^T v}{\|p\|^2},
\]
\[
\|u\| \leq \bar{u}.
\]

**Theorem 1 (Optimal Attack Strategy in SBS):** An optimal solution to the problem (11) is given as
\[
w^* = j_r^T W_1 x,
\]
with
\[
j_r^* = -\text{sgn}(\lambda^T B W_1 x) \sqrt{(\bar{u}^2/\|p\|^2 - j_r^2)},
\]
\[
W_1 = \begin{bmatrix} \frac{\bar{u}}{\|p\|} & 0_{3\times 3} & 0_{3\times 3} \\
0 & 0_{3\times 3} & 0_{3\times 3}
\end{bmatrix},
\]
\[
V_1 = \begin{bmatrix} p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} \\
p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} \\
p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F} & p_{n,F}
\end{bmatrix},
\]
where \(p_{n,F}\) denotes the destination of the nominal path. Furthermore, \(\lambda\) and \(x\) satisfy the following equations
\[
\begin{cases}
\dot{x} = Ax + B(j_r p + w^*), \\
\dot{\lambda} = (A^T \lambda + j_r P \lambda + j_r^* W_1 \lambda) + (X^T \bar{P} \lambda + 2j_r^* \kappa \|p\|^2) \nabla_x j_r,
\end{cases}
\]
where
\[
P = \begin{bmatrix} I_3 & 0_{3\times 3} & 0_{3\times 3} \\
0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3}
\end{bmatrix}, \quad \bar{P} = P^T B^T, \quad W_1 = W_1^T B^T,
\]
\[
\kappa = -\frac{\lambda^T B W_1 x}{2j_r^* \|p\|}, \quad \nabla_x j_r = 2 \|p\|^2 \begin{bmatrix} 0_3 \ 
0_3 \ 
A^T \end{bmatrix},
\]
with \(\nabla_x j_r\) denoting the gradient of \(j_r\) w.r.t. \(x\).

Moreover, the boundary conditions are
\[
x(0) = x_n(0), \quad \lambda(T) = -2[(p(T) - p_{n,F})^T, 0_3^T, 0_3^T]^T.
\]

**Proof.** We rewrite the attacked control inputs (11b) in the form
\[
u = j_r P x + \frac{1}{\sqrt{1+r^2}} j_r W_1 x + \frac{r}{\sqrt{1+r^2}} j_r W_2 x,
\]
(12)
where
\[
\begin{align*}
W_2 &= \begin{bmatrix} w_2 \\ 0_{3 \times 3} \\ 0_{3 \times 3} \end{bmatrix} \in \mathbb{R}^{3 \times 9}, \\
V_2 &= \begin{bmatrix} p_{n z}^F \\ 0 \\ -p_{n z}^F \end{bmatrix}, \\
l &= p_x^2 + p_y^2 + p_z^2.
\end{align*}
\]

Let \( S_p \) be the plane consisting the BS location \( b_1 \), the UAV’s current position \( p \), and nominal destination \( p_c \). In (12), \( P_x = p, W_1x \) satisfies \( W_1x \parallel S_p \) and \( W_2x \perp P_x \), and \( W_2x \) satisfies \( W_2x \perp S_p \) and \( W_2x \perp P_x; r \) is the ratio of the input magnitudes along \( W_2x \) and \( W_1x \) directions; \( j_t \) denotes the variable to be optimized. To derive the optimality conditions for (11), the Hamiltonian is defined as
\[
H(x, j_t, r, \lambda, t) = \lambda^T(Ax + B(j_t P_x + \frac{1}{\sqrt{1 + r^2}} j_t W_1x) + \frac{r}{\sqrt{1 + r^2}} j_t W_2x),
\]
where \( \lambda(t) : [0, T] \rightarrow \mathbb{R}^9 \) is a costate vector. Moreover, we rewrite the condition (11d) as
\[
j_t^2 ||p||^2 + j_t^2 ||p||^2 \leq \bar{u}^2 \tag{13}
\]
By adjoining the Hamiltonian with (13), we obtain the the Lagrangian:
\[
L(x, j_t, r, \lambda, t, \kappa) = H(x, j_t, r, \lambda, t) + \kappa(j_t^2 ||p||^2 + j_t^2 ||p||^2 - \bar{u}^2),
\]
where \( \kappa \) is a Lagrange multiplier related to the constraint (13).

From Pontryagin’s maximum principle, the Hamiltonian is optimized via
\[
j_t^* = - \text{sgn}(\lambda^T B(\frac{1}{\sqrt{1 + r^2}} W_1x + \frac{r}{\sqrt{1 + r^2}} W_2x)) \times \frac{\bar{u}^2}{||p||^2} - j_t^2.
\]

Moreover, the Pontryagin’s maximum principle yields that
\[
\begin{align*}
\dot{x} &= \frac{\partial L}{\partial x} = Ax + B(j_t P_x + B(j_t \frac{1}{\sqrt{1 + r^2}} W_1x + \frac{r}{\sqrt{1 + r^2}} W_2x), \\
-\lambda &= \frac{\partial L}{\partial \lambda} = A^T \lambda + j_t B^T \lambda + x^T p^T B^T \nabla_x j_t \\
+ j_t (\frac{1}{\sqrt{1 + r^2}} W_1x + \frac{r}{\sqrt{1 + r^2}} W_2x)^T B^T \lambda + 2j_t \kappa \frac{||p||^2}{\nabla_x j_t}, \\
\frac{\partial L}{\partial \kappa} &= \lambda^T B(\frac{1}{\sqrt{1 + r^2}} W_1x + \frac{r}{\sqrt{1 + r^2}} W_2x) + 2j_t \kappa \frac{||p||^2}{\nabla_x j_t} = 0,
\end{align*}
\]
\[
\frac{\partial L}{\partial \kappa} = \lambda^T B(\frac{1}{\sqrt{1 + r^2}} W_1x + \frac{r}{\sqrt{1 + r^2}} W_2x) = 0.
\]

First, it is easy to find that \( r = 0 \) is a feasible solution to \( \frac{\partial L}{\partial \kappa} = 0 \) since \( -r W_1x + W_2x = 0 \). Then we show that \( \frac{\partial L}{\partial \kappa} = 0 \) cannot hold when \( r \neq 0 \). Under this condition, the assertion \( \frac{\partial L}{\partial \kappa} = 0 \) leads to the assertion \( B^T \lambda \parallel P_x \), since \( P_x, W_1x \) and \( W_2x \) are perpendicular to each other. Since \( B^T \lambda \parallel P_x \) cannot hold all the times, it follows that the assertion \( r = 0 \) is needed for the optimal attacks. The transversality condition is
\[
\lambda(T) = -\frac{\partial}{\partial T} ||p(T) - p_c||.
\]
By employing \( r = 0 \), we obtain the rest part of this theorem. \( \square \)

A simulation example is given in Fig. 2.

Remark 2: The maximal deviation of a UAV between its nominal and attacked destination \( ||p_c^F - p_c^E|| \) is achieved when the attacker only focuses on the direction along \( W_1x \).

![Fig. 2. Covert attacks in SBS with simulation parameters](image)

**Fig. 2.** Covert attacks in SBS with simulation parameters \( T = 1.9s, v(0) = 0m/s, a(0) = 0m/s^2 \) and \( u_n = [0.5, -0.5, 0.5]^T \): (a) For a given nominal path (blue line), a series of attacked trajectories is obtained from Theorem 1 with different \( u \). As the \( u \) increases, the deviation induced by optimal attack enlarges significantly. The light blue sphere represents that all destinations of the UAV under attacks share the same distance to the BS as the nominal destination. (b) Taking the condition that \( ||u_n||/\bar{u} = 70\% \) for example, the UWB sensor readings of the attacked path always equals to the readings of the nominal path, satisfying Definition 1.

![Fig. 3. Defense in SBS with simulation parameters](image)

**Fig. 3.** Defense in SBS with simulation parameters \( \epsilon = 1, ||u_n||/\bar{u} = 50\% \): For the nominal path (black line), it can be compromised as the attacked path (red line). By employing the resilient path planning scheme in Theorem 2, the UAV moves along the resilient path (blue line) and reaches the nominal destination with little tolerance.
C. Resilient Path Planning Scheme

Lemma 3 (Resilient Control Inputs in SBS): Let $\mathbb{S} : \mathbb{R}_{\geq 0} \to \{-1, 1\}$ denote a double-value function family. Under Assumption 1, the defense strategy is resilient if there exists a function $\zeta \in \mathbb{S}$ such that

$$u_n = \zeta \frac{p_n}{\|p_n\|} \bar{u}. \quad (14)$$

Proof. Consider the time instant $\tau = 0$. It follows from Assumption 1 and (9) that

$$u^T(\tau)p_n(\tau) = \sigma^T(\tau)p(\tau). \quad (15)$$

By substituting (14) into (15) and then taking the 2-norm on both sides, we obtain

$$\bar{u} \|p_n(\tau)\| = u_n(\tau)^T p_n(\tau) = |u^T(\tau)p(\tau)| = \bar{u} \|p(\tau)\|. \quad (16)$$

From Cauchy-Schwarz inequality, we have $\|u(\tau), p(\tau)\| \leq \|u(\tau)\| \cdot \|p(\tau)\|$. To achieve (16), $u(\tau)$ and $p(\tau)$ should be linearly dependent and $\|u(\tau)\| = \bar{u}$. Thus, we have

$$u(\tau) = \sigma(\tau) \frac{p(\tau)}{\|p(\tau)\|} u_{\max},$$

where $\sigma(\tau) \in \mathbb{S}$. To be noticed, if $\sigma(\tau) \neq \zeta(\tau)$, (15) is not satisfied. Thus, $u(\tau) = u_n(\tau)$. Consequently, $p_n(\tau^-) = p(\tau^+)$. By repeating the above process, we obtain that $p = p_n, \forall \tau$, which verifies the resilience of (14). \hfill \Box

A Stackelberg game framework from the viewpoint of the defender is considered in (17), whose objective function is a weighted combination of the destination deviation and the energy consumption throughout the flight:

$$\min_{n=1}^{T} \max_w \epsilon \int_0^T u^T(\tau) u_n(\tau) d\tau + \|p_n(T) - p_n^F\|^2,$$

subject to

$$\dot{x}_n = Ax_n + Bu_n,$$

$$u_n = j^*_n p_n + w,
(17a) \quad (17b)$$

where $\epsilon$ is a weight to adjust the importance of the above two objectives. From Lemma 3, we obtain that the resilient control is achieved via keeping $w = 0$. Therefore, we simplify the game in (17) into an unilateral optimization problem:

$$\min_{n=1}^{T} \epsilon \int_0^T u^T(\tau) u_n(\tau) d\tau + \|p_n(T) - p_n^F\|^2,$$

subject to

$$\dot{x}_n = Ax_n + Bu_n,$$

$$u_n = j^*_n p_n,$$

$$j^*_n = \zeta \frac{\bar{u}}{\|p_n\|},$$

which leads to the expression of $\zeta^*$ in (19).

By recalling Pontryagin’s maximum principle, we have

$$\begin{align*}
\dot{x}_n &= \frac{\partial H}{\partial x_n} = \xi (Ax_n + Bu_n), \\
-\dot{\lambda} &= \frac{\partial H}{\partial x_n} = \xi (A^T \lambda + \frac{\zeta^* \bar{u}}{\|p_n\|} \phi(p_n^*)^T B^T \lambda),
\end{align*}

(20)$$

where $\phi(p_n) = \|p_n\|^2 P - p_n p_n^T P$. For $t \in [0, 1]$, boundary conditions are

$$\begin{align*}
x_n(0) &= x_1, \\
\lambda(1) &= -2 \left( (p_n(1) - p_n^0)^T, 0^T, 0^T \right)^T, \\
\lambda(0)(Ax_n + B \xi + J^*_n P x_n) &= -\epsilon \bar{u}^2.
\end{align*}

(21)$$

Based on constraint (18c), the Hamiltonian is optimized via

$$J^*_n = -\text{sgn}(A^T \lambda p_n^*) \frac{\bar{u}}{\|p_n\|},$$

which leads to the expression of $\zeta^*$ in (19).

Hence, we compute that

$$\frac{\partial u_n}{\partial x_n} = \zeta \frac{\bar{u}}{\|p_n\|} P - \zeta \frac{\bar{u}}{\|p_n\|^3} P x_n x_n^T P^T P.$$

(24)

By substituting (23) and (24) into (21), we obtain (20). The additional unknown parameter $\xi$ can be determined from the fact that the Hamiltonian $H(x_n, u_n, \lambda)$ stays constant along the path [19, Equation 10, Page 276]. The transversality condition for the final time is $H|_{t=0} = 0$. Hence, along the entire path there is $H = 0$. By applying this condition to the time instant $t = 0$, we obtain $H|_{t=0} = 0$. By recalling that $H(x_n(0), \zeta(0), \lambda(0)) = 0$, the initial boundary conditions can be obtained.

The proof is completed. \hfill \Box

A simulation example is given in Fig. 3.

IV. ATTACK AND DEFENSE STRATEGIES IN DBS
A. Cover Attacking in DBS

Now, we consider the optimal attacks launched in DBS. The locations of the two BS are $b_1 = 0_3$ and $b_2 = [b_2, 0, 0]^T$. Lemma 4: Every cover attack $(u, w^{SP})$ must satisfy

$$\begin{align*}
p^T p &= p^T_{n} p_n, \\
v^T p &= v^T_{n} p_n, \\
a^T p &= a^T_{n} p_n, \\
B^T p &= B^T_{n} p_n, \\
B^T v &= B^T_{n} v_n, \\
B^T a &= B^T_{n} a_n.
\end{align*}

(25)$$
Proof. To get above equations, we take the time derivative on both sides of the equality $s_{n+1}^i = s_{n+1}^i$. By recalling the assumption $s_{n+1}(0) = s_i(0)$, we get $2\bar{p}^T p = 2\bar{p}_{n+1}^T p_n$, $-2\bar{p}_{n+1} = -2\bar{p}_{n+1}^T p_n$. Similarly, taking derivative on both sides of the equality $v_{n+1}^T p = \bar{v}_{n+1}^T p_n$, $-2\bar{v}_{n+1} = -2\bar{v}_{n+1}^T v_n$, we obtain $\dot{v}_{n+1}^T p + v_{n+1}^T \dot{p} = \bar{v}_{n+1}^T p_n + \bar{v}_{n+1}^T v_n$, $-\bar{v}_{n+1} = -\bar{v}_{n+1}^T v_n$. □

Lemma 5 (Implicit Characterization of Covert Attacks): In DBS, covert attacks $(u, u^{GPS})$ can only be achieved when

$$\begin{align*}
Cu + e_2^2 u^T D_1 p + 3e_2^2 u^T D_1 v &= Cu_n + e_2^2 u_n^T D_1 p_n + 3e_2^2 u_n^T D_1 v_n, \\
u^{GPS} &= p_n - p,
\end{align*}$$

where $C = [e_2^2 0 2 0_2]$, $D_1 = [0_3 e_3^2 e_3^2]$. Proof. Taking third-order time derivative on both sides of (6), we arrive at

$$\begin{align*}
\dddot{y}_i^{UWB} - \dddot{y}_{n,i}^{UWB} &= 2\dot{u}_i^T p + 6a_i^T v - 2\dot{v}_n^T u - 2u_i^T p_n, \\
\dot{u}_i^{GPS} &= p_n - p.
\end{align*}$$

The proof is completed. □

From Lemma 4 and 5, we obtain $\bullet_x = \bullet_{nx}$, $\forall \bullet \in \{p, v, a, u\}$, due to the augument of the second BS. Thus, we have:

Corollary 2 (Explicit Characterization of Covert Attacks): Covert attacks $(u, u^{GPS})$ must satisfy

$$u = j_{11}D_1 p + j_{22}D_2 p + w, \quad u^{GPS} = p_n - p,$$

where $D_1 p = \text{Proj}[p, b_2]$ and $D_2 p = p - D_2 p$, respectively.

$j_{11}$ and $j_{22}$ are variables concerned about the input magnitude along the $D_1 p$ and $D_2 p$ directions:

$$\begin{align*}
j_{11} &= \frac{u_n^T D_1 p_n + 3a_n^T D_1 v_n - 3a_1^T D_1 v}{p^T D_1 p}, \\
j_{22} &= \frac{D_3 u_n}{D_3 p}, \\
D_2 &= [(e_3^1)^T, 0_3^2, 0_3^2], \quad D_3 = (e_3^1)^T.
\end{align*}$$

$w$ is the projection of the control input on the direction perpendicular to both $D_1 p$ and $D_2 p$ directions, that is, $w^T D_1 p = 0, i \in \{1, 2\}$, etc.

Based on Corollary 2, the optimal attack problem is formulated as:

$$\begin{align*}
\max_w & \quad \lVert p(T) - p^F \rVert, \\
\text{s.t.} & \quad \dot{x} = Ax + Bu, \\
& \quad u = j_{11}D_1 p + j_{22}D_2 p + w, \\
& \quad j_{11} = \frac{u_n^T D_1 p_n + 3a_n^T D_1 v_n - 3a_1^T D_1 v}{p^T D_1 p}, \\
& \quad j_{22} = \frac{D_3 u_n}{D_3 p}, \\
& \quad \lVert u \rVert \leq \bar{u}.
\end{align*}$$

Theorem 3 (Optimal Attack Strategy for DBS): An optimal solution to the problem (28) is given as

$$w^* = j_{11}^* W x,$$

where

$$\begin{align*}
\dot{j}_{11}^* &= -\text{sgn}(\lambda^T W x) \sqrt{(\bar{a}_i^2 + j_{11}^2 \lVert p_i x \rVert^2 - j_{22}^2 \lVert p_i x \rVert^2)/\lVert W x \rVert^2}, \\
W &= [V 0_{3 \times 3}, V = [0_3 - e_3^2 e_3^2]^T, \lambda \text{ and } x \text{ satisfy}
\end{align*}$$

$$\begin{align*}
\dot{x} &= Ax + B(j_{11}P_1 x + j_{22}P_2 x + w^*), \\
-\lambda &= (A^T \lambda + j_{11}P_1 \lambda + j_{22}P_2 \lambda + j_{11}^* W \lambda) \\
+ (x^T \bar{P}_1 \lambda + 2j_{11}\kappa \lVert P_1 x \rVert^2) \nabla x j_{11} + (x^T \bar{P}_2 \lambda + 2j_{22}\kappa \lVert P_2 x \rVert^2) \nabla x j_{22},
\end{align*}$$

where

$$\begin{align*}
P_1 &= \begin{bmatrix} D_1 & 0_{3 \times 3} & 0_{3 \times 3} \end{bmatrix}, \\
\bar{P}_1 &= P_1^T B^T, \\
\bar{W} &= W^T B^T, \quad \kappa = -\frac{\lambda^T W x}{2\dot{j}_{11}^W x}, \\
\nabla x j_{11} &= 2 \lVert P_1 x \rVert^2 \left[ 0^T, 0^T, 0, 0, a_g, a_z \right]^T, \\
\nabla x j_{22} &= 2 \lVert P_2 x \rVert^2 \left[ 0^T, 0^T, a_z, 0, 0 \right]^T,
\end{align*}$$

with $\nabla x j_{11}$ denoting the gradient of $j_{11}$ w.r.t. $x$.

Boundary conditions are

$$x(0) = x_n(0), \quad \lambda(T) = -2((p(T) - p^F_n)^T, 0_{3 \times 2}, 0_{3 \times 2})^T.$$

proof. We write (28b) in the form that

$$u = j_{11}P_1 x + j_{22}P_2 x + j_i W x.$$

Similarly, we employ the following Hamiltonian

$$H(x, j_i, \lambda, t) = \lambda^T(Ax + B(j_{11}P_1 x + j_{22}P_2 x + j_i W x)),$$

with $\lambda(t) : [0, T] \rightarrow \mathbb{R}^3$ denoting a costate vector.

We rewrite the constraint (28e) as

$$\begin{align*}
\dot{j}_{11}^2 \lVert P_1 x \rVert^2 + j_{22}^2 \lVert P_2 x \rVert^2 + j_i^2 \lVert W x \rVert^2 &\leq \bar{u}^2,
\end{align*}$$

and the Lagrangian can be formulated by adjoining the Hamiltonian with (31):

$$L(x, j_i, \lambda, t, \kappa) = H(x, j_i, \lambda, t) + \kappa \dot{j}_{11}^2 \lVert P_1 x \rVert^2 + j_{22}^2 \lVert P_2 x \rVert^2 + j_i^2 \lVert W x \rVert^2 - \bar{u}^2),$$

where $\kappa$ is a Lagrange multiplier related to (31).

From Pontryagin’s maximum principle, the Hamiltonian is optimized via $j_{11}^*$ subject to the constraint (31). Hence, we obtain the optimal control law (29). The Pontryagin’s maximum principle yields that

$$\begin{align*}
\dot{x} &= \frac{\partial L}{\partial x} = A x + B j_{11} P_1 x + B j_{22} P_2 x + B j_i W x, \\
-\lambda &= \frac{\partial L}{\partial \lambda} = A^T \lambda + j_{11} P_1^T B^T \lambda + x^T P_1^T B^T \lambda \nabla x j_{11} + j_{22} P_2^T B^T \lambda \\
+ j_{22} P_2^T B^T \lambda + x^T P_2^T B^T \lambda \nabla x j_{22} + j_i W^T B \lambda \\
+ 2j_{11} \kappa \lVert P_1 x \rVert^2 \nabla x j_{11} + 2j_{22} \kappa \lVert P_2 x \rVert^2 \nabla x j_{22}, \\
\frac{\partial L}{\partial j_{11}} &= \lambda^T B W x + 2\kappa j_{11} \lVert W x \rVert^2 = 0.
\end{align*}$$

The transversality condition can be obtained via $\lambda(T) = -\frac{\partial L}{\partial p} \lVert p(T) - p_n^F \rVert$.

The proof is completed. □

A simulation example is given in Fig. 4. Moreover, Fig. 5 shows the difference of the attack performance between SBS and DBS.
Proof. Similar to SBS, from (26) and (32), we obtain

\[ u_n = (\zeta D_1 p_n + D_2 p_n) \frac{\bar{u}}{\|p_n\|}. \quad (32) \]

\textbf{Proof.} Similar to SBS, from (26) and (32), we obtain

\[ \frac{\bar{u} \|D_1 p_n(\tau)\|}{\|p_n(\tau)\|} = |u_n(\tau)^T D_1^T D_1 p_n(\tau)| = |u^T(\tau) D_1^T D_1 p(\tau)| = |\bar{u} \|D_1 p(\tau)\| |\|p(\tau)\| |. \quad (33) \]

By recalling the Cauchy-Schwarz inequality, we have

\[ |\langle D_1 u(\tau), D_1 p(\tau) \rangle| \leq \|D_1 u(\tau)\| \cdot \|D_1 p(\tau)\|. \]  

To achieve (33),

\[ D_1 u(\tau) \text{ and } D_1 p(\tau) \text{ are considered to be linearly dependent and} \]

\[ \|D_1 u(\tau)\| = \|D_1 p(\tau)\| u. \] Thus, we have

\[ u(\tau) = (\zeta(\tau) D_1 p(\tau) + D_2 p(\tau)) \frac{\bar{u}}{\|p(\tau)\|}. \]

Thus, \( u(\tau) = u_n(\tau) \). Consequently, \( p_n(\tau+) = p(\tau+) \). By repeating the above process, we obtain that \( p = p_n, \forall t \), which proves the resilience of (32).

The proof is completed. \( \square \)

Following the similar analysis to the SBS, the Stackelberg game in (17) can be simplified into the following optimization scheme based on the resilient control law in Lemma 6:

\[ \min_{u_n, T} \quad \epsilon \int_0^T u_n^T u_n dt + \|p_n(T) - p_n^F\|, \quad (34) \]

s.t. \( \dot{x}_n = Ax_n + Bu_n, \quad (34a) \)

\[ u_n = (\zeta D_1 p_n + D_2 p_n) \frac{\bar{u}}{\|p_n\|}. \quad (34b) \]
Theorem 4 (Optimal Defense Strategy in DBS): Let \( u_n^* \) and \( T^* \) be an optimal solution to (34),
\[
    u_n^* = (\zeta^* D_1 p_n + D_2 p_n) \frac{\bar{u}}{\|p_n\|}, \quad T^* = \xi.
\]
where
\[
    \zeta^* = -\text{sgn}(\lambda^TBD_1 p_n).
\]
\( x_n \) and \( \lambda \) and \( \xi \) satisfy
\[
    \begin{align*}
    \dot{x}_n &= \xi (Ax_n + \zeta^* \frac{\bar{u}}{\|p_n\|} BD_1 p_n + \frac{\bar{u}}{\|p_n\|} BD_2 p_n), \\
    -\dot{\lambda} &= \xi (A^T \lambda + \zeta^* \frac{\bar{u}}{\|p_n\|} \phi_1(p_n)^T B^T \lambda) + \frac{\bar{u}}{\|p_n\|} \phi_2(p_n)^T B^T \lambda), \\
    \dot{\xi} &= 0
    \end{align*}
\]
(35)

where
\[
    \phi_1(p_n) = \|p_n\|^2 P_1 - D_1 p_n P^T P.
\] (37)

For \( t \in [0, 1] \), boundary conditions are listed as
\[
    \begin{align*}
    x_n(0) &= x_A, \quad \lambda(1) = -2[p_n(1) - p_n^0]^T, \quad 0^T_1, \quad 0^T_2], \\
    \lambda(0)(Ax_0 + B^T \frac{\bar{u}}{\|p_n\|} (\zeta^*(0) D_1 p_n(0) + D_2 p_n(0))) &= -\epsilon \bar{u}^2.
    \end{align*}
\]

Proof. We define the Hamiltonian:
\[
    H(x_n, u_n, \lambda) = \epsilon \bar{u}^2 + \lambda^T \xi (Ax_n + Bu_n),
\]
with \( \lambda \) denoting a costate vector.

By substituting (34b) into the above equation and following the Pontryagin’s maximum principle, we obtain (35). Moreover, it is necessary that
\[
    \begin{align*}
    \dot{x}_n &= \xi (Ax_n + Bu_n), \\
    -\dot{\lambda} &= \xi (A^T \lambda + \frac{\partial u_n}{\partial x_n} B^T \lambda), \\
    \dot{\xi} &= 0
    \end{align*}
\] (38)

where
\[
    \frac{\partial u_n}{\partial x_n} = \zeta \frac{\bar{u}}{\|P x_n\|} P_1 - \zeta \frac{\bar{u}}{\|P x_n\|^3} P_1 x_n x_n^T P^T P + \frac{\bar{u}}{\|P x_n\|^3} P_2 - \frac{\bar{u}}{\|P x_n\|^3} P_2 x_n x_n^T P^T P.
\] (39)

The expression of \( \phi_1(p_n) \) in (37) follows by substitution. (36) can be obtained by substituting (32) and (39) into (38). The proof is completed.

A simulation example is given in Fig. 6.

Remark 3: Different from the previous works [11, 12], we consider more complex and practical robot dynamics and 3DMUs (including UWB sensors). It should be noticed that the extension on the dimensionality is nontrivial for the reason of strong coupling among the three dimensions. Also, we focus on the optimization of the energy-consumption rather than time-consumption.

V. EXPERIMENT VERIFICATION

We use a Q250 UAV, equipped with a Nooploop LinkTrack SS UWB Module [20], to conduct a resilient path planning experiment in SBS. A two-level controller scheme is employed, where the DJI Manifold 2-C and the Pixhawk 4 mini act as the upper and lower controllers, respectively. The Optitrack motion capture system acts as the GPS sensor since it could provide high-frequency and high-precision absolute position information. This information flow (a Robot Operating System (ROS) message) is replaced by another information flow (another ROS message) forged by the spoofing attacker. This attacker also alters the control inputs of the UAV to evade the detection by the well-functioning UWB module.

The experiment parameters are given as: \( \epsilon = 1, \bar{u} = 0.084 \text{ m/s}, u_n = [0.028, -0.028, 0.028]^T \text{ m/s}, \) and thus \( \|u_n\| / \bar{u} = 57.7\% \). A Turtlebot 3 Robot acts as the BS, which is located at the Origin in the Optitrack coordinate. Moreover, the initial condition of the UAV is set as \( p(0) = [0.4, -0.3, -0.8]^T \text{ m}. \) The planning horizon is \( T = 6.5 \text{ s}. \)

Based on the above settings and parameters, we manage to conduct the experiment, whose video can be found at http://147.8.138.175/wordpress/wp-content/uploads/gx/UWBdefense.mp4 and https://youtu.be/lHbE0osJlqo. As the video shows, the covert attacker can mislead the UAV from the nominal path to the attacked one, which implies her non-negligible threat on the path planning results. This threat could be relieved significantly by the resilient path planner. The attacker’s covertness can be illustrated by the time-varying UWB sensor readings in Fig. 7. Three long exposure trajectories in the dark environment are recorded in Fig. 8, where the UAV is equipped with beacon lights in three colors.

VI. CONCLUSION AND FUTURE WORK

This letter has addressed the problem of resilient path planning of a UAV under covert attacks. The definition and prerequisite for the covert attacks on the UWB sensors have been given. We show that such a covert attacker could deviate the UAV’s path without being detected by the well-functioning
Fig. 8. Long exposure trajectories in the dark environment: The white, red and green flashes are the nominal, attacked and resilient trajectories, respectively.

UWB sensors. Then we have figured out the optimal attack scheme for both SBS and DBS, which shows that the threats brought by the attacker cannot be overlooked. Hence, we have proposed a resilient path planning algorithm by anticipating the potential covert attacker, which is verified via series of simulations and a UAV experiment. Essentially, the strategy pair of the resilient path planner and the attacker can be regarded as a Nash Equilibrium of a Stackelberg game. Future works will consider the sensor noise, and attack and defense mechanism in the UAV swarms [21].
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