A Typical Medium Dynamical Cluster Approximation for the Study of Anderson Localization in Three Dimensions
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We develop a systematic typical medium dynamical cluster approximation that provides a proper description of the Anderson localization transition in three dimensions (3D). Our method successfully captures the localization phenomenon both in the low and large disorder regimes, and allows us to study the localization in different momenta cells, which renders the discovery that the Anderson localization transition occurs in a cell-selective fashion. As a function of cluster size, our method systematically recovers the re-entrance behavior of the mobility edge and obtains the correct critical disorder strength for Anderson localization in 3D.
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Introduction. – The search for new methods to better understand Anderson localization [1, 2] remains an active area in the study of disordered electronic systems [3]. Here, the scattering of charge carriers off random impurities [4, 5] may inhibit their propagation across the sample leading to a phenomenon known as Anderson localization [1, 2]. Despite intensive studies, a proper mean-field theory of this phenomenon remains elusive.

The most commonly used mean-field theory to study disordered systems is the coherent potential approximation (CPA) [3, 6], where the original disordered lattice is replaced by an impurity embedded in an effective medium. The CPA successfully describes some one-particle properties, such as the density of states (DOS) in substitutional disordered alloys [6, 7], but fails to capture the Anderson localization transition (ALT). As a local approximation, the CPA is unable to capture crucial multiple backscattering interference effects that can lead to localization. Cluster extensions of the CPA such as the dynamical cluster approximation (DCA) [8, 9] and the molecular CPA [10] incorporate non-local effects; however, they still fail to describe the ALT. The average DOS calculated within such mean-field theories cannot distinguish between extended and localized states and it is not critical at the transition [8]; hence, it cannot be used as an order parameter. Finding a proper single-particle order parameter for the ALT capable of distinguishing between localized and extended states is a major challenge in the study of disordered electronic systems.

While at the ALT the average DOS is not critical [11], the geometrical mean of the local DOS (LDOS) [12, 13], which better approximates the typical value of the LDOS, is actually critical. Dobrosavljević et al. [14] incorporated such geometric averaging over disorder in the Typical Medium Theory (TMT) where the typical and not the average LDOS is used in the CPA self-consistency loop. They showed that the typical DOS (TDOS) obtained from geometric averaging over disorder becomes critical at the transition, and hence can serve as an appropriate order parameter for the ALT.

The local TMT reproduces some of the expected features of the ALT, but fails to provide a proper description of the critical behavior in 3D. It underestimates the critical disorder strength with $W^{TMT}_{c} \approx 1.65$ instead of the numerical value $W_{c} \approx 2.1$ [17, 20] (in a unit where $\Delta t = 1$), and the critical exponent of the order parameter $\beta^{TMT} \approx 1.0$ whereas the recently reported value is $\beta \approx 1.67$ [21]. Another crucial drawback of the local TMT in 3D is that it cannot describe the re-entrant behavior of the mobility edge (the energy separating extended and localized electron states) as seen in transfer matrix method studies [1, 22]. Hence, by its construction the TMT is able to describe the effects of strong localization due to disorder, but all non-local spatial correlation effects are missed [23].

A natural way to improve upon the local TMT is to construct its cluster extension using the DCA scheme, which systematically incorporates non-local effects. Recently, we extended the local TMT to a cluster version called the Cluster Typical Medium Theory (CTMT) [24]. Here, the diagonal cluster-momentum-resolved density of states is replaced by its typical value $\rho^{c}(K, \omega) = \exp(\ln \rho^{c}(K, \omega))$. This scheme works well in lower dimensions, where weak localization effects are most pronounced, and our results reveal that all the states are localized in the large cluster limit. However, this formalism does not properly describe the ALT in a 3D lattice. The reason is that in 3D, at a given disorder strength below the critical value $W_{c}$, there are regions of the DOS consisting of only localized states, and others only extended states. To capture this mixing of localized and extended states requires that different energy scales are treated separately. Our CTMT formalism fails in 3D because the DOS at each cluster site is first averaged over the cluster to obtain $\rho^{c}(K, \omega)$. For large clusters, it will not contain any information about the localization edge,
and a theory based upon it is unable to distinguish between states above and below the localization edge.

In this Rapid Communication, to avoid such self-averaging issues in the TDOS, we propose a different Typical Medium DCA (TMDCA) method by explicitly separating out the local part of the TDOS and treating it with a geometric averaging over disorder configurations. In this way, we are able to obtain a proper TDOS that characterizes the ALT in 3D. The method we develop is a systematic self-consistent effective medium theory to study ALT in 3D, which (i) recovers the original local TMT scheme at \( N_c = 1 \); (ii) recovers the DCA for small \( W \) (when all states are metallic); (iii) provides a proper way to treat the different energy scales such that the characteristic re-entrant behavior of the mobility edge is obtained; (iv) captures the critical behavior of the ALT with correct disorder strength; (v) provides a correct description of the Anderson insulator at large \( W \) when all states are localized; and (vi) fulfills all the essential requirements expected of a “successful” cluster theory including causality and translational invariance.

Method—We consider the Anderson model of noninteracting electrons subjected to a random potential. The Hamiltonian is given by

\[
H = -\sum_{\langle ij \rangle} t_{ij} c_i^\dagger c_j + h.c. + \sum_i V_i n_i. \tag{1}
\]

The disorder is modeled by a local potential \( V_i \) randomly distributed according to a probability distribution \( P(V_i) \).

The operator \( c_i^\dagger (c_i) \) creates (annihilates) an electron on site \( i \), \( n_i = c_i^\dagger c_i \) is the number operator, and \( t_{ij} \) is the hopping matrix element between nearest-neighbor (NN) sites \( (i,j) \). We set \( 4t = 1 \) as the energy unit, and use a “box” distribution with \( P(V_i) = \frac{1}{\Theta(W - |V_i|)} \), where \( \Theta(x) \) is a step function. We use the short-hand notation: \( \langle ... \rangle = \int dV_i P(V_i) \langle ... \rangle \) for disorder averaging.

To solve the Hamiltonian (1) we utilize a modification of the standard DCA procedure [3]. Here, the original lattice model is mapped onto a periodic cluster of size \( N_c = L^3 \) embedded in a self-consistent typical medium characterized by a non-local hybridization function \( \Gamma(K, \omega) \). Hence, spatial correlations up to a range \( \xi \lesssim L_c \) are treated explicitly, while the longer length scale physics is described at the mean-field level. The mapping is accomplished by dividing the first Brillouin zone into \( N_c \) non-overlapping cells of equal size. The lattice Green function is coarse-grained over the cells, and the cluster self-energy is subtracted to form the cluster-excluded Green function \( G(K, \omega) = (\omega - \Gamma(K, \omega) - \tilde{\epsilon}_K)^{-1} \), where \( \tilde{\epsilon}_K \) is the coarse-grained bare dispersion. \( G(K, \omega) \) is Fourier transformed to form the real space \( G_{a,m} = \sum_K G(K) \exp(iK \cdot (r_a - r_m)) \). Then for each randomly chosen disorder configuration \( V \), we calculate the cluster Green function \( G^c(V) = (G^{-1} - V)^{-1} \).

From this quantity we obtain the typical density of states \( \rho_{typ}^c(K, \omega) \) which is constructed as

\[
\rho_{typ}^c(K, \omega) = \exp \left( \frac{1}{N_c} \sum_{i=1}^{N_c} \ln \rho_i^c(V) \right) \times \frac{\rho^c(K, \omega, V)}{\frac{1}{N_c} \sum_i \rho_i^c(V, \omega)} \text{.} \tag{2}
\]

Here, \( \rho_i^c(\omega, V) = -\frac{1}{\pi} \text{Im} G_{i,j}^c(\omega, V) \) while \( \rho^c(K, \omega, V) = -\frac{1}{\pi} \text{Im} G^c(K, \omega, V) \) is obtained from the diagonal Fourier transform of the cluster Green function \( G_{i,j}^c(\omega) \).

As mentioned in the Introduction, to avoid self-averaging as \( N_c \) increases, we modify our CTMT [24] scheme in the way we calculate the spectra \( \rho_{typ}^c(K, \omega) \) used in the self-consistency. In particular, as shown in Eq. (2) we separate the “local TDOS”, and treat it with geometrical averaging over disorder, from the “non-local” part which is treated via algebraic averaging.

This \( \rho_{typ}^c(K, \omega) \) possesses the following properties: for \( N_c = 1 \), it reduces to the local TMT with \( \rho_{typ}(\omega) = \exp(\ln \rho^c(\omega, V)) \). At low disorder strength, \( W \ll W_c \), the local real space prefactor \( \langle \rho_i^c(V, \omega) \rangle \approx \ln (\rho^c(V, \omega)) \). Then \( \rho_{typ}(K, \omega) \) reduces to the DOS calculated in DCA scheme, with \( \rho_{typ}^c(K, \omega) \rightarrow \rho^c(K, \omega, V) \).

From Eq. (2) the disorder averaged typical cluster Green function is obtained using the Hilbert transform \( G_{typ}^c(K, \omega) = \int d\omega' \rho_{typ}^c(K, \omega') \frac{\omega - \omega'}{\omega'} \). Finally, the self-consistency loop is closed by calculating the coarse-grained cluster Green function of the lattice

\[
\overline{\rho}(K, \omega) = \int \frac{G_{typ}^c(K, \omega) - 1 + \Gamma(K, \omega) - \epsilon + \tau(K) + \mu}{G_{typ}^c(K, \omega) - 1 + \Gamma(K, \omega) - \epsilon + \tau(K) + \mu} \text{d}e \text{.}
\]

where \( N_0^c(K, \epsilon) \) is the bare partial density of states.

We note that our formalism preserves causality just as the DCA [3], since all the Green functions are causal, both the DOS and the TDOS calculated from them are positive definite. Also, we observe that as \( N_c \) increases, our method systematically interpolates between the local TMT and the exact result.

Results and Discussion—We start the discussion of our results by comparing the algebraically averaged DOS (ADOS) and the TDOS for \( N_c = 1 \) and 38 at various disorder strengths (Fig. 1). Our TMDCA scheme for \( N_c = 1 \) corresponds to the original TMT procedure. The ADOS is obtained from the conventional DCA scheme, where the ADOS is used in the self-consistency. As can be seen from Fig. 1 for both TMT (\( N_c = 1 \)) and TMDCA (\( N_c = 38 \)), the ADOS remains finite while the TDOS gets suppressed as \( W_c \) is approached.

Hence, the TDOS indeed serves as a proper order parameter of the ALT. In addition, at low disorder, \( W = 0.4 \), for \( N_c = 38 \), the ADOS and TDOS are practically the same, indicating that our TMDCA procedure
at \( W \ll W_c \) reduces to the DCA scheme in agreement with our analytical analysis described above. Moreover, a crucial difference between the local TMT at \( N_c = 1 \) and TMDCA at \( N_c = 38 \) can be seen from the comparison of left and right panels of Fig. 1. The mobility edge, separating extended from localized states, is defined by the boundary of the TDOS and indicated by arrows. For the local TMT the edge always gets narrower with increasing \( W \), while for TMDCA, the mobility edge first expands and then retracts, hence giving rise to the re-entrance behavior, which is missed in the local TMT.

Next, we consider the evolution of \( W_c \) with \( N_c \). Figure 2 shows the TDOS at the band center as a function of \( W \) for several \( N_c \). \( W_c \) is defined by the vanishing of the TDOS (\( \omega = 0 \)). Our results show that as cluster size \( N_c \) increases, for \( N_c \geq 12 \) the \( W_c \) systematically increases until it converges to \( W_c \approx 2.1 \) (for details, see Supplemental Material (SM) [26]) which is in good agreement with the values reported in the literature [12, 17, 18, 20–22, 27]. This cluster is the first one with a complete NN shell (for details, see SM [26]). From this cluster onward, \( W_c \) converges to \( \approx 2.1 \). Fitting the data for the two largest clusters starting from \( W \approx 1.0 \) with a power law \( \text{TDOS}(\omega = 0) = a_0|W - C|^\beta \), we obtain \( \beta > 1.40 \) which is greater than a single site TMT value of \( \beta^{\text{TMT}} = 1.0 \); but it is still smaller than the most recently reported \( \beta \approx 1.67 \) [20, 21, 28]. We note that other mean-field methods reported \( \beta \lesssim 1.0 \) [29]. In our method, we note that it is unlikely that we can calculate the critical disorder strength and exponents as precisely as diagonalization and transfer matrix methods [4, 17, 18, 20, 22, 27]. However, the advantage of our method is that we can incorporate both interactions and realistic electronic structure as in, e.g., the dynamical mean-field theory [31] and other DCA calculations (see, e.g., Ref. [31]).

The probability distribution function (PDF) is a natural way to characterize the 3D Anderson localization transition. This is due to the fact that the “typical” value of a “random” variable corresponds to the most probable value of the PDF [21, 24].

Since, for a proper description of electron localization in disordered systems, one should focus on the distribution functions of the quantities of interest [1], we calculate the PDF of the cluster-momentum-resolved DOS \( \rho(K, \omega = \epsilon_K) \) (at different momenta cells \( K \) and energy \( \omega = \epsilon_K \)) sampled over a large number of disorder configurations. Our results for the evolution of the PDF\( \rho(K, \omega = \epsilon_K) \) with \( W \) are shown in Fig. 3.

From statistical studies of disordered systems [12, 22], it is known that for extended states, when the amplitude of the wave function is approximately the same on every site, the distribution of the local DOS is Gaussian and the most probable value coincides with the arithmetic mean. On the other hand, for localized states, which have substantial weight on a few sites only, the distributions develop long tails and are extremely asymmetric with a log-normal shape. Most of the weight is concentrated around zero, and its most probable value is much smaller than the arithmetic mean. As can be seen from Fig. 3, we indeed observe such behavior in our
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**FIG. 1**: (Color online). Evolution of the ADOS and TDOS at different disorder strength \( W \) for the TMT (\( N_c = 1 \)) and TMDCA with \( N_c = 38 \). At low disorder, where all the states are metallic, the TDOS is the same as the ADOS. As \( W \) increases, the TDOS gets suppressed. In the local TMT, the mobility edge (indicated by arrows) moves towards \( \omega = 0 \) monotonically. In the TMDCA the mobility edge first moves to higher energy, and around \( W > 1.75 \) it starts moving towards the band center, indicating that TMDCA can successfully capture the re-entrance behavior missing in the TMT scheme.
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**FIG. 2**: (Color online). The TDOS (\( \omega = 0 \)) vs. \( W \) for different cluster sizes \( N_c = 1, 10, 12, 38, 92 \). The TDOS (\( \omega = 0 \)) vanishes at \( W_c \) where all states become localized. For \( N_c = 1 \) (TMT), the critical disorder strength \( W_{N_c=1} \approx 1.65 \). As \( N_c \) increases, \( W_c \) increases quickly to \( W_{N_c\geq12} \approx 2.10 \pm 0.01 \).
FIG. 3: (Color online). The evolution of the probability distribution of the cluster-momentum-resolved DOS at different cluster cells, PDF$[\rho(K, \omega)]$, with increasing $W$ for $N_c = 38$. The labels A–D and their associated momenta $K$ correspond to each of the four distinct cells obtained using the point-group and particle-hole symmetry ($\rho(K, \omega) = \rho(Q - K, -\omega)$, with $Q = (\pi, \pi, \pi)$) of the cluster. Before the localization transition, the edge cells (corresponding to $(0,0,0)$ and $(\pi, \pi, \pi)$ label D) develop a log-normal distribution while other cells remain Gaussian at small and moderate $W$. Close to the critical disorder strength $W = 2.0$, panel (e), all the cells show log-normal distributions.

Results. In particular, we find that as $W$ increases, different cluster cells localize at different rates. The cells centered at cluster momenta $K = (0,0,0)$ and $(\pi, \pi, \pi)$ (labeled as D in Fig. 3) and energy at the band edges have the same PDF. They localize much faster than other cells with lower energies. The PDFs of these edge cells exhibit log-normal distribution far earlier than other cells which remain Gaussian up to moderate disorder strengths $W \sim 1.0$. However, close to $W_c$ [cf. Fig. 3(e)], all the cells show log-normal distributions with their most probable values peaked close to zero. For $W = W_c$ all the states are localized and the system undergoes a full ALT in agreement with numerically exact results. Hence, the localization transition occurs as a “momentum cell-selective Anderson localization transition”.

Finally, in Fig. 4 we present the phase diagram in the disorder-energy ($W$-$\omega$) plane for the 3D ALT constructed from our TMDCA procedure. Here, we show the mobility edge trajectories given by the frequencies where the TDOS vanishes at a given disorder strength $W$, and the band edge determined by the vanishing of the ADOS calculated within the DCA. For comparison, we also present the numerical results from the transfer matrix method in Ref. [4]. For large enough clusters, $N_c = 92$, our results converge to the their results within the errors of both approaches. In particular, as $N_c$ increases, the mobility edge trajectories are systematically reproduced, with re-entrance behavior gradually captured.

As evident from Fig. 4 at $N_c = 12$ (the first cluster with complete NN shell), the $W_c$ at $\omega = 0$ quickly converges to $W_c = 2.1$, while, the trajectory of the mobility edge continues to change with $N_c$. This may be understood from the different localization mechanisms for states at the band center and edge. States at the band center become localized mainly due to coherent backscattering, while those above and below the bare band edges are initially localized in deeply trapped states. They become delocalized with increasing $W$ due to the increasing DOS and hence increasing quantum tunneling between the deeply trapped states. They finally become localized again with increasing disorder, which explains the re-entrance behavior. Since coherent backscattering requires a retracing of the electronic path, the effective length scales captured by the cluster are doubled, so $W_c$ converges very quickly at the band center. On the other hand, the quantum tunneling mechanism has no path doubling and requires multiple deeply trapped states on the cluster and therefore converges more slowly with $N_c$.

Conclusions—In this Rapid Communication we develop a DCA-based typical medium theory (TMDCA) to study Anderson localization in three dimensions. The developed TMDCA presents a successful self-consistent, causal, and numerically manageable effective medium scheme of Anderson localization. Employing the one-particle typical density of states as an order parameter of the Anderson transition, the TMDCA gives the critical disorder strength of $W_c = 2.10 \pm 0.01$ which is in very good agreement with the acceptable value in literature, and it is of noticeable improvement over the single-site TMT result of $W_c = 1.65$. Moreover, our method systematically captures the re-entrance behavior of the mobil-
ity edge trajectories, which are absent in the local TMT scheme. Our analyses further shows a cell-selective Anderson localization transition, with different cluster cells localizing at different rates. Our TMDCA method is easy to implement and computationally inexpensive since it requires only the computer time required to diagonalize small clusters, average over the disorder, and iterate to convergence. Once combined with electronic structure calculations and more sophisticated many-body techniques for electron interactions, it will open a new avenue for studying localization phenomenon in real materials as well as the competition between disorder and electron correlations.
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GENERATION OF THREE-DIMENSIONAL CLUSTERS

We generate and utilize the cluster geometries following the grading scheme of Betts et al. [1]. In Table I and Table II we specify the cluster geometries and other important parameters of the bipartite clusters used in our computations.

The parameters of Table I include the lattice vectors (\(\vec{a}_1, \vec{a}_2, \vec{a}_3\)), the lattice “imperfection” (IMP) [2], the cubicity (C) and the number of completed shells in the cluster (S). To understand the meaning of imperfection, one should understand the perfection first. The perfection of a cluster measures the completeness of each neighbor shell (Betts shell) as compared to the infinite lattice (LS) and on the cluster (BS) is the same.

In finite size scaling, these clusters behave very regularly when compared to clusters with large imperfection and/or cubicity. For example, the choice of such good clusters is important in the study of the antiferromagnetic phase diagram of the three-dimensional (3D) Hubbard model at half-filling [2] and in the zero-temperature properties of quantum spin models [1]. Furthermore, we consider bipartite clusters because they contain the

TABLE I: Three-dimensional cluster geometries of the best bipartite (B clusters), next best bipartite (C clusters), and next-next best bipartite (D clusters). The \(a_i\) denote the cluster lattice vectors, IMP is the imperfection, C is the cubicity, and S is the number of complete shells.

| \(N_c\) | \(a_1\) | \(a_2\) | \(a_3\) | IMP | C | S |
|---|---|---|---|---|---|---|
| 6B | (1, 0, 3) (4, 1,-1) (2, 0, 0) | 2 | 1.014 | 0 |
| 6C | (1, 1, 2) (4, 1,-1) (2, 0, 0) | 2 | 1.016 | 0 |
| 6D | (1, 0, 1) (2, 1,-1) (1, 2, 1) | 2 | 1.019 | 0 |
| 10B | (1, 0, 3) (4, 1,-3) (2,-1,1) | 1 | 1.005 | 0 |
| 10C | (1, 0, 3) (3, 3, 4) (1, 1,-2) | 1 | 1.003 | 0 |
| 10D | (1, 1, 2) (3, 2, 1) (3,-1,4) | 1 | 1.018 | 0 |
| 12B | (1, 1, 2) (4, 1,-3) (3, 3, 2) | 0 | 1.010 | 1 |
| 12C | (1, 1, 2) (2,-4, 2) (-2, 1,-1) | 0 | 1.017 | 1 |
| 12D | (1, 1, 2) (4,-2, 2) (1,-2,3) | 0 | 1.018 | 1 |
| 14B | (1, 0, 3) (2, 1, 1) (1, 4,-3) | 1 | 1.008 | 1 |
| 14C | (1, 1, 2) (4,-1,-3) (3, 2, 1) | 1 | 1.011 | 1 |
| 14D | (1, 1, 2) (2, 1,-1) (1,-2,1) | 1 | 1.018 | 1 |
| 16B | (1, 1, 2) (4, 1, 3) (0, 2,-2) | 2 | 1.011 | 1 |
| 16C | (1, 1, 2) (2,-2, 0) (1, 1,-2) | 2 | 1.012 | 1 |
| 16D | (1, 1, 2) (4, 1, 3) (2, 1,-3) | 2 | 1.012 | 1 |
| 38B | (1, 2, 3) (3,-1,-2) (2,-2, 0) | 0 | 1.087 | 2 |
| 38C | (1, 2, 3) (3,-1,-2) (2,-3, 1) | 0 | 1.117 | 2 |
| 38D | (1, 1, 4) (3, 2, 1) (2,-2, 2) | 0 | 1.144 | 2 |
| 44B | (1, 2, 3) (3,-2, 1) (2,-2, 2) | 3 | 1.036 | 2 |
| 44C | (1, 1, 4) (3, 1,-2) (2,-2, 2) | 3 | 1.072 | 2 |
| 44D | (1, 2, 3) (2,-2, 2) (1, 4,-3) | 3 | 1.076 | 2 |
| 80B | (1, 1, 4) (3, 2, 3) (3,-3, 2) | 4 | 1.054 | 2 |
| 80C | (1, 1, 4) (4,-2, 2) (3, 3, 3) | 4 | 1.068 | 2 |
| 80D | (1, 1, 4) (4, 3, 1) (3,-3, 2) | 4 | 1.079 | 2 |
| 92B | (1, 3, 4) (3,-2, 3) (2, 4,-2) | 2 | 1.085 | 3 |
| 92C | (1, 3, 4) (4,-1,-3) (3,-2, 2) | 2 | 1.102 | 3 |
| 92D | (1, 3, 4) (4,-1,-3) (2, 4,-2) | 2 | 1.119 | 3 |
TABLE II: Explicit description of the neighbors sites in three-dimensional clusters showing the shell number (with the nearest neighbor shell being 1, etc.), number of neighbors in that shell on the lattice (LS), and the number of neighbors in that shell on the cluster (BS) for the various clusters in Table I. The smaller clusters with a full nearest-neighbor shell have \( N_c = 12 \), the smaller clusters with a complete next-nearest-neighbor shell have \( N_c = 38 \), and with a complete next-next-nearest-neighbor shell have \( N_c = 92 \).

| \( N_c \) | Shell | LS | BS | \( N_c \) | Shell | LS | BS | \( N_c \) | Shell | LS | BS |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 6B | 1 | 6 | 3 | 6C | 1 | 6 | 3 | 6D | 1 | 6 | 3 |
| 2 | 18 | 2 | 2 | 18 | 2 | 2 | 18 | 2 |
| 10B | 1 | 6 | 5 | 10C | 1 | 6 | 5 | 10D | 1 | 6 | 5 |
| 2 | 18 | 4 | 2 | 18 | 4 | 2 | 18 | 4 |
| 12B | 1 | 6 | 6 | 12C | 1 | 6 | 6 | 12D | 1 | 6 | 6 |
| 2 | 18 | 5 | 2 | 18 | 5 | 2 | 18 | 5 |
| 14B | 1 | 6 | 6 | 14C | 1 | 6 | 6 | 14D | 1 | 6 | 6 |
| 2 | 18 | 6 | 2 | 18 | 6 | 2 | 18 | 6 |
| 3 | 38 | 1 | 3 | 38 | 1 | 3 | 38 | 1 |
| 16B | 1 | 6 | 6 | 16C | 1 | 6 | 6 | 16D | 1 | 6 | 6 |
| 2 | 18 | 7 | 2 | 18 | 7 | 2 | 18 | 7 |
| 3 | 38 | 2 | 3 | 38 | 2 | 3 | 38 | 2 |
| 38B | 1 | 6 | 6 | 38C | 1 | 6 | 6 | 38D | 1 | 6 | 6 |
| 2 | 18 | 8 | 2 | 18 | 8 | 2 | 18 | 8 |
| 3 | 38 | 13 | 3 | 38 | 13 | 3 | 38 | 13 |
| 44B | 1 | 6 | 6 | 44C | 1 | 6 | 6 | 44D | 1 | 6 | 6 |
| 2 | 18 | 18 | 2 | 18 | 18 | 2 | 18 | 18 |
| 3 | 38 | 16 | 3 | 38 | 16 | 3 | 38 | 16 |
| 4 | 66 | 3 | 4 | 66 | 3 | 4 | 66 | 3 |
| 80B | 1 | 6 | 6 | 80C | 1 | 6 | 6 | 80D | 1 | 6 | 6 |
| 2 | 18 | 18 | 2 | 18 | 18 | 2 | 18 | 18 |
| 3 | 38 | 34 | 3 | 38 | 34 | 3 | 38 | 34 |
| 4 | 66 | 21 | 4 | 66 | 21 | 4 | 66 | 21 |
| 92B | 1 | 6 | 6 | 92C | 1 | 6 | 6 | 92D | 1 | 6 | 6 |
| 2 | 18 | 2 | 2 | 18 | 2 | 2 | 18 | 2 |
| 3 | 38 | 38 | 3 | 38 | 38 | 3 | 38 | 38 |
| 4 | 66 | 27 | 4 | 66 | 27 | 4 | 66 | 27 |
| 5 | 102 | 2 | 5 | 102 | 2 | 5 | 102 | 2 |

wavenumber \( Q = (\pi, \pi, \pi) \). This allows us to impose the additional particle-hole symmetry on the cluster spectra \( \rho(K, \omega) = \rho(Q - K, -\omega) \) which reduces the noise in our statistical sampling procedure.

HYBRIDIZATION FUNCTION BEHAVIOR

In our analysis of the critical behavior of the ALT, we use the local typical density of states TDOS \( \omega, R = 0 \) as an order parameter for the description of electron localization (see Fig. 1 of main text). However, the imaginary part of the local typical hybridization function \( \text{Im}\Gamma_{\text{typ}}(\omega) \) exhibits similar behavior as a function of disorder strength \( W \). I.e., the typical hybridization rate between the impurity/cluster and the host also vanishes at the transition just as the TDOS.

FIG. 1: (Color online). The imaginary part of local average hybridization function, \( \text{Im}\Gamma_{\text{ave}}(\omega) \), and the typical hybridization function, \( \text{Im}\Gamma_{\text{typ}}(\omega) \), for various disorder strengths \( W = 0.4, 1.75, 2.05 \) for cluster size \( N_c = 38 \).

To demonstrate this, we present in Fig. 1 our results for the imaginary part of the local average hybridization function, \( \text{Im}\Gamma_{\text{ave}}(\omega) \), and the typical hybridization function, \( \text{Im}\Gamma_{\text{typ}}(\omega) \), for \( N_c = 38 \) at disorder strengths \( W = 0.4, 1.75, 2.05 \). Note that the average \( \text{Im}\Gamma_{\text{ave}}(\omega) \) is calculated using the DCA, where the ADOS is used in the self consistency, while \( \text{Im}\Gamma_{\text{typ}}(\omega) \) is evaluated within the TMDCA. As can be seen, at small disorder strength, e.g., \( W = 0.4 \), our TMDCA and the DCA results are numerically equivalent. While the difference between the two procedures become more significant as disorder strength increases. Just as in the TDOS from Fig. 1 of the main text, the hybridization rate decreases dramatically with disorder, and vanishes at the transition \( W_c \approx 2.1 \). Also, notice that the boundaries of the \( \text{Im}\Gamma_{\text{typ}}(\omega) \) exhibit reentrance behavior in the same way as the mobility edge trajectories of the TDOS(\( \omega, R=0 \)) (cf. Fig. 1). Since both the TDOS(\( \omega, R=0 \)) and \( \text{Im}\Gamma_{\text{typ}}(\omega) \) go to zero at the same point, either of them can be used as an order parameters within the TMDCA for detecting the Anderson transition.

EXPLICIT POLE PROCEDURE

Here, we present in detail how to deal with the poles that emerge on the real-frequency axis close to the critical disorder strength, and how to treat the hybridization functions that vanish at different values of the disor-
der strength for different coarse graining cells, i.e., cellselective Anderson localization.

When \( \text{Im} \Gamma_{\text{typ}}(K, \omega) \) vanishes, the imaginary part of the cluster-excluded Green function, \( \mathcal{G}(K, \omega) \), becomes a delta function. This can be seen from,

\[
\mathcal{G}(K, \omega) = (\omega - \Gamma_{\text{typ}}(K, \omega) - \tau(K))^{-1} \tag{1}
\]

\[
\Rightarrow P(\omega - \omega')^{-1} - i\pi \delta(\omega - \omega'),
\]

where \( \omega' = \tau(K) + \text{Re} \Gamma_{\text{typ}}(K, \omega) \) and “P” denotes the principle value. Obviously, the delta function in Eq. (1) cannot be represented in the conventional way as a list of frequencies on the computer with finite frequency resolution \( d\omega \). To avoid this difficulty, we treat those \( K \)-cells with such a pole with what we call the explicit “pole-procedure”. This involves replacing such \( \mathcal{G}(K, \omega) \) in Eq. (1) by

\[
\mathcal{G}(K, \omega) = \begin{cases} 
-\frac{i\pi/d\omega}{\omega - \omega'} : \omega = \omega' \\
\frac{1}{\omega - \omega'} : \omega \neq \omega'.
\end{cases} \tag{2}
\]

Using this procedure, the singular behavior of \( \mathcal{G}(K, \omega) \) can be properly captured. The difficulty is that as we approach \( W \) for a given \( N_c \), \( \Gamma_{\text{typ}}(K, \omega) \) for individual cells goes to zero at different rates—a manifestation of the cell-selective Anderson localization. So we have to determine which of these cells we need to apply the “pole-procedure” to. To address this problem we apply the procedure to a cell when \((-1/\pi) \times \text{Im} \Gamma_{\text{typ}}(K, \omega') < a \times d\omega'\), here \( a \gtrsim 1 \) is a parameter which measures the minimum number of pixels required to represent a pole approaching the real frequency axis. Our numerical experience demonstrate that such a criterion works nicely while spurious results are obtained otherwise.

### CRITICAL PARAMETERS

The critical disorder strength \( W_c \) are reported in Table III for various cluster sizes. \( W_c \) was determined as the \( W \) where the TDOS \( (\omega = 0) \) vanishes. Observe that as \( N_c \) increases, \( W_c \) systematically increases with \( W_{c}^{N_c \geq 12} \approx 2.10 \pm 0.01 \), showing a quick convergence with \( N_c \).

### AVOIDING SELF-AVERAGING

The averaging procedure used to calculate the typical spectra is not unique. As noted in the main text, while CTMT works well for one and two dimensions, in three dimensions it suffers from effective self-averaging for large clusters. This is due to the fact that close to the criticality, there is a mixture of localized and extended states above and below the localization edge given by the TDOS. These energy scales need to be treated differently.

| \( N_c \) | \( W_c \) |
|---|---|
| 1  | 1.66±0.01 |
| 6  | 1.68±0.01 |
| 10 | 1.90±0.01 |
| 12 | 2.10±0.01 |
| 14 | 2.10±0.01 |
| 16 | 2.10±0.01 |
| 38 | 2.10±0.01 |
| 44 | 2.10±0.01 |
| 80 | 2.10±0.01 |
| 92 | 2.10±0.01 |

The CTMT fails to do this as can be seen by inspecting the spectral density used in the CTMT self-consistency

\[
\rho^{\text{st}}_{\text{typ}}(K, \omega, V_i) = \exp(\ln \rho^{\text{st}}_{\text{typ}}(K, \omega, V_i)) . \tag{3}
\]

In forming the Fourier transform

\[
\rho^{\text{st}}(K, \omega, V_i) = \sum_{X, X'} \exp(iK \cdot (X - X')) \rho^{\text{st}}(X, X', \omega, V_i) \tag{4}
\]

we average over the cluster coordinates \( X \) and \( X' \), including the local part, \( X = X' \). I.e., the local DOS is first averaged over the cluster sites and then Fourier transformed to form the local part of \( \rho^{\text{st}}(K, \omega) \). So for large clusters our procedure reduces to linear averaging of the local part instead of geometrical averaging. Thus, the host Green function constructed from \( \rho^{\text{st}}_{\text{typ}}(K, \omega) \) is unaware of the TDOS and thus is unable to distinguish between the energies above and below the localization edge. As demonstrated in the main text, to avoid such self-averaging in the TDOS, we propose the Typical Medium DCA (TMDCA) method. Here, the cluster-momentum-resolved typical density of states (TDOS) for each \( K \) is split into local and nonlocal parts. The local part is treated with geometrical averaging over disorder configurations, while the non-local part is treated either with an algebraic or geometric averaging over the disorder configuration.

To do this, we have utilized two schemes. The first scheme is what we call \textit{linear-log} procedure which is what we utilized in the main text. Here, we treat the local part with a geometrical averaging while the non-local part is approximated algebraically using linear averaging as

\[
\rho^{\text{st}}_{\text{typ}}(K, \omega, V_i) = \exp \left( \frac{1}{N_c} \sum_{i=1}^{N_c} \langle \ln \rho^{\text{st}}(\omega, V_i) \rangle \right) \times \left\langle \frac{\rho^{\text{st}}(K, \omega, V_i)}{\frac{1}{N_c} \sum_{i=1}^{N_c} \rho^{\text{st}}(\omega, V_i)} \right\rangle . \tag{5}
\]
The second scheme is what we call the \textit{log-log} procedure which again involves the treatment of the local part with geometrical averaging and the non-local part is also treated with a log averaging as

\[
\rho_{\text{typ}}(K, \omega) = \exp \left( \frac{1}{N_c} \sum_{i=1}^{N_c} \langle \ln \rho_i^c(\omega, V_i) \rangle \right) \times \exp \left( \langle \ln \frac{1}{N_c} \sum_i \rho_i^c(\omega, V_i) \rangle \right). \tag{6}
\]

We note most importantly that while there are different behaviors of the two methods around the re-entrance region, both approaches systematically converge to the same critical disorder strength \(W_{c,N_c}^{\text{typ}} \approx 2.1 \pm 0.01\). However, the \textit{linear-log} procedure is generally more robust than the \textit{log-log} method. The latter displays a slower convergence around the re-entrance region, requiring far larger clusters before the re-entrance region converges to the numerical experimental results. It also may not be adequate to study localization phenomena in real materials, since it is not clear how one would perform a geometric average of the band off-diagonal components of the spectral density, since they are not positive definite. The comparison of the phase diagram obtained using CTMT and the TMDCA: log-log and linear-log formalisms is depicted in Fig 2. As it is evident from Fig 2, the two new schemes converge to the same critical disorder strength but behave differently around the re-entrance region while the CTMT will eventually converge to a disorder strength far greater than \(W_c\). We further remark that the re-entrance trajectory of the mobility edge is totally missed in the CTMT as a consequence of self-averaging in the cluster.

We note that in both schemes, at small \(N_c\), \(\approx 100\) self-consistent iterations are required to achieve a convergence, while for relatively large \(N_c\), far fewer iterations are required. The convergence criterion in both limits is achieved when the TDOS \((\omega = 0)\) does not fluctuate anymore with iteration number within the error bars.

Finally, we note that many other definitions of the typical medium which avoid self averaging are possible, including the use of only the local part of Eq. \(\text{5}\), i.e.,

\[
\rho_{\text{typ}}^c(K, \omega) = \exp \left( \frac{1}{N_c} \sum_{i=1}^{N_c} \langle \ln \rho_i^c(\omega, V_i) \rangle \right). \tag{7}
\]

However, this method was rejected since it does not meet all of the the criteria discussed in the main text. In this case, this formalism does not recover the DCA in the weak coupling limit.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{(Color online). A comparison of the phase diagram of the Anderson localization transition in 3D obtained from cluster approximations with \(N_c = 38\) using CTMT and the TMDCA (linear-log and log-log) schemes. Observe that in the CTMT, as consequence of self-averaging, the higher disorder behaviors which are captured in our TMDCA are totally missed and the critical disorder strength is also severely over-estimated.}
\end{figure}
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