Privacy-Preserving Machine Learning with Fully Homomorphic Encryption for Deep Neural Network
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Abstract

Fully homomorphic encryption (FHE) is one of the prospective tools for privacy-preserving machine learning (PPML), and several PPML models have been proposed based on various FHE schemes and approaches. Although the FHE schemes are known as suitable tools to implement PPML models, previous PPML models on FHE encrypted data are limited to only simple and non-standard types of machine learning models. These non-standard machine learning models are not proven efficient and accurate with more practical and advanced datasets. Previous PPML schemes replace non-arithmetic activation functions with simple arithmetic functions instead of adopting approximation methods and do not use bootstrapping, which enables continuous homomorphic evaluations. Thus, they could not use standard activation functions and could not employ a large number of layers. The maximum classification accuracy of the existing PPML model with the FHE for the CIFAR-10 dataset was only 77% until now. In this work, we firstly implement the standard ResNet-20 model with the RNS-CKKS FHE with bootstrapping and verify the implemented model with the CIFAR-10 dataset and the plaintext model parameters. Instead of replacing the non-arithmetic functions with the simple arithmetic function, we use state-of-the-art approximation methods to evaluate these non-arithmetic functions, such as the ReLU, with sufficient precision [1]. Further, for the first time, we use the bootstrapping technique of the RNS-CKKS scheme in the proposed model, which enables us to evaluate a deep learning model on the encrypted data. We numerically verify that the proposed model with the CIFAR-10 dataset shows 98.67% identical results to the original ResNet-20 model with non-encrypted data. The classification accuracy of the proposed model is 90.67%, which is pretty close to that of the original ResNet-20 CNN model. It takes about 4 hours for inference on a dual Intel Xeon Platinum 8280 CPU (112 cores) with 512 GB memory. We think that it opens the possibility of applying the FHE to the advanced deep PPML model.

*The first two authors contributed equally.
1 Introduction

The privacy-preserving issue is one of the most practical problems for machine learning recently. Fully homomorphic encryption (FHE) is the most appropriate tool for privacy-preserving machine learning (PPML) to ensure strong security in the cryptographic sense and satisfy the communication’s succinctness. FHE is an encryption scheme whose ciphertexts can be processed with any deep Boolean circuits or arithmetic circuits without access to the data. The security of FHE has been usually defined with indistinguishability under chosen-plaintext attack (IND-CPA) security, which is a standard cryptographic security definition. If the client sends the public keys and the encrypted data with an FHE scheme to the PPML server, the server can perform all computation needed in the desired service before sending the encrypted output to the client. Therefore, the application of FHE to PPML has been researched much until now.

The most successful PPML model on the homomorphically encrypted data until now was constructed with the TFHE homomorphic encryption scheme by Lou and Jiang [2], but it used the leveled version of the TFHE scheme without bootstrapping, which is not an FHE scheme. In other words, they chose in advance the parameters that can be used to perform the desired network without bootstrapping. If we want to design a deeper neural network with the leveled homomorphic encryption scheme, much impractically larger parameters have to be used, and it causes heavy run-time or memory overhead. Further, since the packing technique cannot be applied easily in the TFHE scheme, it can cause additional inefficiency with regard to the running time and the memory overhead if we want to process many data at once. Thus, it is desirable to use the FHE with moderate parameters and bootstrapping, which naturally supports the packing technique in the PPML model.

The applicable FHE schemes with this property are word-wise FHE schemes, such as Brakerski-Fan-Vercouteren (BFV) scheme [3] or Cheon-Kim-Kim-Song (CKKS) scheme [4, 5]. Especially, the CKKS scheme has gained lots of interest for a suitable tool of the PPML implementation since it can deal with the encrypted real number naturally. However, these schemes support only homomorphic arithmetic operations such as the homomorphic addition and the homomorphic multiplication. Unfortunately, the popular activation functions are usually non-arithmetic functions, such as ReLU, sigmoid, leaky ReLU, and ELU. Thus, these activation functions cannot be evaluated directly using the word-wise FHE scheme. When the previous machine learning models using FHE replaced the non-arithmetic activation function with the simple polynomials, these models were not proven to show high accuracy for advanced classification tasks beyond the MNIST dataset.

Even though many machine learning models require multiple deep layers for high accuracy, there is no choice but to use a small number of layers in previous FHE-based deep learning models because FHE schemes’ fast and accurate bootstrapping techniques are very recently available. The bootstrapping technique transforms a ciphertext that cannot support the homomorphic multiplication further to a fresh ciphertext by extending the levels of the ciphertext [6, 7]. However, the bootstrapping technique has been actively improved in regard to algorithmic time complexity [8, 9, 10], precision [11], and implementation [12], which make bootstrapping more practical. The PPML model with many layers has to be implemented with the precise and efficient bootstrapping technique in FHE.

1.1 Our contribution

In this paper, we firstly implement the ResNet-20 model for the CIFAR-10 dataset [13] using the residue number system CKKS (RNS-CKKS) [5] scheme, which is a variant of the CKKS scheme using the SEAL library 3.6.1 version [14], one of the most reliable libraries implementing the RNS-CKKS scheme. ResNet is one of the historic convolutional neural network (CNN) models which enables a very deep neural network with high accuracy for complex datasets such as CIFAR-10 and ImageNet. Many high-performance works for image classification are based on the ResNet model since these models can reach sufficiently high classification accuracy by stacking more layers. We firstly apply the ReLU function based on the composition of minimax approximate polynomials [1] to the encrypted data. Using the results, we firstly show the possibility of applying the FHE with the bootstrapping to the standard deep machine learning model by implementing ResNet-20 over the RNS-CKKS scheme. We use the RNS-CKKS bootstrapping with the SEAL library [14]. The SEAL library is one of the most practical RNS-CKKS libraries, but it does not support the bootstrapping technique. The used bootstrapping can support sufficiently high precision to successfully use the bootstrapping in the ResNet-20 with the RNS-CKKS scheme for the CIFAR-10 dataset.
Boemer et al. [15] pointed out that all existing PPML models based on FHE or MPC are vulnerable to the model extraction attack. One of the reasons for this problem is that the previous PPML methods with the FHE scheme do not evaluate the softmax with the FHE scheme. It just sends the result before the softmax function, and then it is assumed that the client computes the softmax by itself. Thus, the information about the model can be extracted with lots of input-output pairs to the client. It can be desirable for the server to evaluate the softmax function with FHE. We firstly implement the softmax function in the machine learning model using the method in [4], and this is the first implementation of a privacy-preserving machine learning model based on FHE preventing the model extraction attack.

We prepare the pre-trained model parameters by training the original ResNet-20 model with the CIFAR-10 plaintext dataset and perform the privacy-preserving ResNet-20 with these plaintext pre-trained model parameters and encrypted input images. We find that the inference result of the proposed implemented privacy-preserving ResNet-20 is 98.67% identical to that of the original ResNet-20. It achieves 90.67% classification accuracy, which is quite close to the original accuracy of 91.89%. Thus, we verify that the proposed implemented PPML model successfully performs the ResNet-20 on the encrypted data. Further, the proposed implementation result shows the highest accuracy among the CNN implementation with the FHE scheme, while the previous highest result with the word-wise FHE scheme is only 77% classification accuracy.

1.2 Related works

HE-friendly network Some previous works re-design the machine learning model compatible with the HE scheme by replacing the standard activation functions with the simple non-linear polynomials [16, 17, 18, 19], called the HE-friendly network. However, these machine learning models are usually successful only for the simple MNIST dataset and cannot reach sufficiently high accuracy for the CIFAR-10 dataset. The highest classification accuracy of the HE-friendly CNN with the simple polynomial activation function implemented by word-wise HE is only 77% for the CIFAR-10 dataset [19]. Since the choice of the activation functions is sensitive in the advanced machine learning model, it may not be desirable to replace the standard and famous activation functions with simple arithmetic functions. Moreover, the additional pre-training process has to be followed before the PPML service is given. Since the training process is somewhat expensive in that it is pretty time-consuming and needs quite a lot of data, it is preferable to use the standard model such as ResNet and VGGNet for the plaintext data with its pre-trained model parameters when the data privacy has to be preserved.

Hybrid model with FHE and MPC Some previous works evaluate the non-arithmetic activation functions with the multiparty computation technique to implement the standard well-known machine learning model preserving privacy [20, 21, 22, 23, 15]. Although this method can evaluate even the non-arithmetic functions exactly, the privacy for the model information can be disclosed. In other words, the client should know the used activation function in the model, which is not desirable for the PPML servers. Also, since the communication with the clients is not succinct, the clients have to be involved in the computation, which is not desirable for the clients.

2 Preliminaries

2.1 RNS-CKKS scheme

The CKKS scheme [4] is an FHE scheme supporting the arithmetic operations on encrypted data over real or complex numbers. Any users with the public key can process the encrypted real or complex data with the CKKS scheme without knowing any private information. The security of the CKKS scheme is based on the Ring-LWE hardness assumption. The supported homomorphic operations are the addition, the multiplication, the rotation, and the complex conjugation operation, and each operation except the homomorphic rotation operation is applied component-wisely. The rotation operation homomorphically performs a cyclic shift of the vector by some step. The multiplication, rotation, and complex conjugation operations in the CKKS scheme need additional corresponding evaluation keys and the key-switching procedures. Each real number data is scaled with some big integer, called the scaling factor, and then rounded to the integer before encrypting the data. When the two data encrypted with the CKKS scheme are multiplied homomorphically, the scaling factors of the two data are also multiplied. This scaling factor should be reduced to the original value using the rescaling operation for the following operations.
Since the CKKS scheme needs pretty big integers, the original CKKS scheme uses a multi-precision library, which requires higher computational complexity. To reduce the complexity, the residue number system variant of the CKKS scheme [5], called the RNS-CKKS scheme, was also proposed. In the residue number system, the big integer is split into several small integers, and the addition and the multiplication of the original big integers are equivalent to the corresponding component-wise operations of the small integers. We use the RNS-CKKS scheme in this paper.

2.2 Bootstrapping of CKKS scheme

The rescaling operation reduces both the scaling factor and the ciphertext modulus, which is necessary for each homomorphic multiplication. After several consecutive multiplications, the ciphertext modulus cannot be reduced further at some point. The bootstrapping operation of the CKKS scheme [7] transforms the ciphertext with too small modulus into the fresh ciphertext with large modulus without changing the message. Therefore, any arithmetic circuits with large multiplicative depth can be obtained using the bootstrapping operation.

Since the bootstrapping operation of the CKKS scheme is the most time-consuming and erroneous operation among all homomorphic operations of the CKKS scheme, there have been many works improving the running time and the precision of the bootstrapping of the CKKS scheme [8, 9, 10, 11, 12]. With the development of the bootstrapping of the CKKS schemes, it can be used in practical applications. However, research on applying FHE with the state-of-the-art bootstrapping technique to the privacy-preserving deep neural network has not been done yet.

The bootstrapping of the CKKS scheme starts with raising the modulus of the ciphertext. Since the message polynomial is added with the product of some integer polynomial and the base modulus, the modular reduction of the coefficients of the message polynomial should be performed homomorphically. The ciphertext is transformed into the converted ciphertext that has the coefficients of the message polynomial as slots, called CoeffToSlot. Next, we perform the homomorphic modular reduction to the converted ciphertext, called ModReduction. Then, it is transformed reversely into the ciphertext with the modular-reduced slots in the ModReduction operation as the coefficients of the message polynomial, called SlotToCoeff.

3 ResNet-20 on RNS-CKKS scheme

3.1 Structure

We specify our implemented structure for the ResNet-20 with RNS-CKKS scheme as shown in Figure 4 where it consists of convolution (Conv), batch normalization (BN), ReLU, bootstrapping (Boot), average pooling (AP), fully connected layer (FC), and softmax. This model is virtually identical to the

| Layer | Input Size | #Inputs | Filter Size | #Filters | Output Size | #Outputs |
|-------|------------|---------|-------------|----------|-------------|----------|
| Conv  | 32 × 32    | 3       | 3 × 3       | 16       | 32 × 32     | 16       |
| 2-1   | 32 × 32    | 16      | 3 × 3       | 16       | 32 × 32     | 16       |
| 2-2   | 32 × 32    | 16      | 3 × 3       | 16       | 32 × 32     | 16       |
| 2-3   | 32 × 32    | 16      | 3 × 3       | 16       | 32 × 32     | 16       |
| Conv3 | 32 × 32    | 32      | 3 × 3       | 32       | 16 × 16     | 32       |
| 3-1-1 | 16 × 16    | 32      | 3 × 3       | 32       | 16 × 16     | 32       |
| 3-1-2 | 16 × 16    | 32      | 3 × 3       | 32       | 16 × 16     | 32       |
| 3-1-s | 16 × 16    | 32      | 3 × 3       | 32       | 16 × 16     | 32       |
| 3-2   | 16 × 16    | 32      | 3 × 3       | 32       | 16 × 16     | 32       |
| 3-3   | 16 × 16    | 32      | 3 × 3       | 32       | 16 × 16     | 32       |
| Conv4 | 16 × 16    | 64      | 3 × 3       | 64       | 8 × 8       | 64       |
| 4-1-1 | 8 × 8      | 64      | 3 × 3       | 64       | 8 × 8       | 64       |
| 4-1-2 | 8 × 8      | 64      | 3 × 3       | 64       | 8 × 8       | 64       |
| 4-1-s | 8 × 8      | 64      | 3 × 3       | 64       | 8 × 8       | 64       |
| 4-2   | 8 × 8      | 64      | 3 × 3       | 64       | 8 × 8       | 64       |
| 4-3   | 8 × 8      | 64      | 3 × 3       | 64       | 8 × 8       | 64       |
| Average Pooling | 8 × 8 | 64 | 8 × 8 | 64 | - | 64 |
| Fully Connected | 64 × 1 | 1 | - | - | - | 10 |
original ResNet-20 model except that the bootstrapping procedure is added. All of these procedures will be specified in the following subsections. Table 1 shows the specification of ResNet-20.

![Figure 1: Structure of ResNet-20 over FHE.](image)

### 3.2 General setting for RNS-CKKS scheme

#### 3.2.1 Parameters

We set the ciphertext polynomial degree as $2^{16}$ and the secret key Hamming weight as 64. The bit length of base modulus ($q_0$), special modulus, and default modulus are set as 60, 60, 50, respectively. The bit length of modulus in the bootstrapping range is the same as that of $q_0$. The numbers of levels for the general homomorphic operations and the bootstrapping are set as 11, 18, respectively. The maximum bit length of modulus is 1750, which satisfies 98-bit security. The security level $\lambda$ is computed based on Cheon et al.’s hybrid dual attack [24], which is the fastest attack for the LWE with the sparse key. Table 2 lists the above parameters.

| $\lambda$ | Hamming Weight | Degree | Modulus Q | $q_0$ | Special Prime | Scaling Factor | Evaluation Level | Bootstrapping Level |
|-----------|----------------|--------|------------|------|---------------|----------------|-------------------|---------------------|
| 98        | 64             | $2^{15}$ | 1750 bits  | 60 bits | 60 bits | 50 bits | 11                | 18                  |

#### 3.2.2 Data packing

The message is a $32 \times 32$ CIFAR-10 image, and one image is processed at a time. We can use $2^{15}$ message slots in one ciphertext with our parameters, which is the half polynomial degree. Therefore, we employ the sparse packing method [7] to pack a channel of a CIFAR-10 image in one ciphertext using only $2^{10}$ sparse slots since the bootstrapping of sparsely packed ciphertext takes much less time than that of fully packed ciphertext.

#### 3.2.3 Data range and precision

Any polynomials can approximate continuous functions only in some bounded set. If even one value in the message slots exceeds this bounded set, the absolute value of output diverges to a pretty big number, leading to complete classification failure. Since FHE can only handle arithmetic operations, polynomial approximation should be used for non-arithmetic operations such as the ReLU function,
the bootstrapping, and the softmax function. Thus, the inputs for these procedures should be in the bounded approximation region. We analyze the absolute input values for the ReLU, the bootstrapping, and the softmax when performing the ResNet-20 with several images. Since the observed maximum absolute input value for these procedures is 37.1, we conjecture that the absolute input values for these procedures are less than 40 with a very high probability. We use this observation in the implementation of each procedure. We also empirically find that the precision of the approximate polynomial or the function should be at least 16-bit below the decimal point, and thus we approximate each non-arithmetic function with 16-bit average precision.

3.2.4 Optimization for precision of homomorphic operations

We apply several methods to reduce the rescaling error and relinearization error and ensure the precision of the resultant message, such as the scaling factor management in [25], lazy rescaling, and lazy relinearization [26, 27]. The lazy rescaling and relinearization can also be applied to reduce the computation time as it requires much computation due to the number-theoretic transformation (NTT) and gadget decomposition.

3.3 Convolution and batch normalization

Most of the operations in the ResNet-20 are convolutions with zero-padded input to maintain their size. We use the packed single input single output (SISO) convolution with stride 1 used in Gazelle [20], which has low complexity for the encrypted data. Convolution with stride 2 is also required to perform down-sampling. The striding convolution was also proposed by Gazelle [20] to decompose an input and a filter and perform convolutions and adding.

We modify the striding convolution of Gazelle to reduce the required number of rotation operations. In the conventional striding convolution, we need to rearrange the encrypted data when decomposing the data, but the rearrangement increases the additional rotation operations. Since the rotation operation requires time-consuming key-switching procedures, it is desirable to reduce the number of rotation operations as much as possible. Instead of rearranging the slots to a well-structured channel, we perform the stride-2 convolution by extracting the valid values by multiplying the window kernel consisting of 0 and 1 from the stride-1 convolution result as shown in Figure 2:(b). It does not require any additional rotation operations.

Since the batch normalization procedure is a simple linear function with constant coefficients, it can be implemented with the homomorphic addition and the homomorphic scalar multiplication.

3.4 ReLU

The activation function of the ResNet-20 is the ReLU function. Since the ReLU function is proven to be effective as the activation function in many CNN models, replacing the ReLU function with the simple arithmetic function such as $x^2$ [16] may not be desirable. Instead, we approximate the ReLU function by some arithmetic function with a sufficiently small error.

We firstly implement the ReLU function in the ResNet-20 with the RNS-CKKS scheme using the composition of the minimax polynomial approximation by Lee et al. [11]. To find an appropriate precision value, we repeatedly perform the ResNet-20 simulation over the RNS-CKKS scheme while changing the precision, and as a result, we find that the minimum 16-bit precision shows good performance on average. To synthesize the sign function for the ReLU approximation, we generate the composition of the small minimax approximate polynomials with precision parameter $\alpha = 13$.
using the three minimax approximate polynomials with degrees 15, 15, and 27. This composition of polynomials ensures that the average approximation precision is about 16-bit precision.

The homomorphic evaluation of the polynomials is carried out using the odd baby-giant method in [28] and the optimal level consumption method in [10]. Since the homomorphic evaluation of polynomial compositions consumes many depths, it is impossible to finish it without bootstrapping. Thus, we use bootstrapping twice, once in the middle and once at the end of evaluating the ReLU function.

3.5 Bootstrapping

Since we have to consume many depths to implement the ResNet-20 on the RNS-CKKS scheme, many bootstrapping procedures are required to ensure enough homomorphic multiplications. For the first time, we apply the bootstrapping technique to perform the deep neural network such as the ResNet-20 on the encrypted data and prove that the FHE scheme with the state-of-the-art bootstrapping can be successfully applied for privacy-preserving deep neural networks. Since the SEAL library does not support any bootstrapping technique, we implement the most advanced bootstrapping with the SEAL library [10][11][12]. The CoeffToSlot and the SlotToCoeff are implemented using collapsed FFT structure [8] with depth 2. The ModReduction is implemented using the composition of the cosine function, two double angle formulas, and the inverse sine function [9][11], where the cosine function and the inverse sine function are approximated with the multi-interval Remez algorithm as in [11].

The most crucial issue when using the bootstrapping of the RNS-CKKS scheme is the bootstrapping failure. 1,149 bootstrapping procedures are required in our model, and the result of the whole neural network can be largely distorted if even one of the bootstrapping procedures fails. The bootstrapping failure occurs when one of the slots in the input ciphertext of the ModReduction procedure is not on the approximation region. The approximation interval can be controlled by the bootstrapping parameters \((K, \epsilon)\), where the approximation region is \(\bigcup_{i=-(K-1)}^{K-1} [i - \epsilon, i + \epsilon] \) [7]. While the parameter \(\epsilon\) is related to the range and the precision of the input message data, the parameter \(K\) is related to the values composing the ciphertext and not related to the input data. Since the values contained in the ciphertext are not predictable, we have to investigate the relation between the bootstrapping failure probability and the parameter \(K\).

Table 3: Boundary of approximation region given key Hamming weight and failure probability of modular reduction

| \(\Pr(|I_i| \geq K)\) | \(h = 64\) | \(h = 128\) | \(h = 192\) |
|-----------------|--------|--------|--------|
| \(2^{-23}\)     | 12     | 17     | 21     |
| \(2^{-30}\)     | 14     | 20     | 24     |
| \(2^{-40}\)     | 16     | 23     | 28     |

In Table 3, we show several bounds of the input message and its failure probability. The specific investigation is described in Appendix. A larger bound means that a higher degree of the approximate polynomial is required; hence, more computation is required. Using the new bound for approximation in Table 3, we can offer a trade-off between the evaluation time and failure probability of the whole network. Following [10][27], the approximated modular reduction in the CKKS bootstrapping so far has failure probability \(\approx 2^{-23}\), but it is not sufficiently small since we have to perform pretty many bootstrapping procedures for the ResNet-20. Thus, the bootstrapping failure probability is set to be less than \(2^{-40}\) in our implementation. The Hamming weight of the secret key is set to be 64, and \((K, \epsilon) = (17, 2^{-6})\). The corresponding degree for the minimax polynomial for the cosine function is 54, and that of the inverse sine function is 5, which is obtained by the multi-interval Remez algorithm [11].

3.6 Average pooling and fully connected layer

After stride-2 convolution layers 3, 4 and average pooling, the valid message slots of the ciphertext are given as follows (filled boxes in Figure 3).

If we combine these 64 ciphertexts into one ciphertext using the rotation, we must perform the additional 63 rotations when multiplying the matrix in the fully connected layer. Therefore, if we do
not combine them into one, we can get an advantage in operation speed at the cost of more memory size. Thus, we do not need to perform the rotations when doing summation in the softmax.

3.7 Softmax

The last part of our implementation is the softmax function. Note that we have to evaluate the exponential function of each input value for the softmax function, and these output values can be too large to be embraced by the RNS-CKKS encryption scheme. Instead of evaluating $e^{x_i}/\sum_{j=1}^{10} e^{x_j}$ for each $i$, we evaluate $e^{x_i}/4/\sum_{j=1}^{10} e^{x_j}/4$. We find that it outputs almost the same output as the original softmax function, and the output of each exponential function does not exceed the capacity of the encryption scheme.

We approximate the exponential function $y = e^x$ by the polynomial with the degree of 12 by the least square method. The approximation region of the exponential function is set to $[-1, 1]$. We multiply $x$ by a constant $1/64$ to put the input in the approximation region, evaluate the approximate polynomial of the exponential function, and square the output four times to evaluate $(e^{x/64})^{16} = e^{x/4}$.

Then, the approximation method for the inverse function [29] is applied to the sum of the exponential functions. The approximation region is $[0, 2]$, and the absolute value of inputs for the inverse is heuristically found to be less than $10^4$. Thus, we multiply the input by $10^{-4}$ before applying the approximate inverse function and multiply it again by $10^{-4}$ after the evaluation. Then, each exponential output is multiplied by this inverse output. These procedures for the softmax function need 22 bootstrapping procedures.

4 Simulation result

4.1 Simulation setting and model parameters

We simulate the proposed model by the SEAL library [14] released by Microsoft. Our simulation environment is a dual Intel Xeon Platinum 8280 CPU (112 cores) with 512GB memory. We allocate one thread per one channel of each layer by using the OpenMP library to improve the execution speed of the ResNet-20.

The model parameters are prepared by the following training method. We use 32 x 32 color images, subtract the mean of the pixels in the training dataset, and adopt a data argumentation method such as shifting and mirroring horizontally for training. We adopt the He initialization [30] as the weight initialization and no dropout. We train the model with 32 x 32 mini-batches and cross-entropy loss function. The learning rate starts with a 0.001 learning rate divided by 10 after 80 epochs and 100 after 120 epochs during training. The classification accuracy with the trained model parameters is 91.89%, which is tested with 10,000 images.

4.2 Performance

Table 4 shows the agreement ratio between the classification results of the implemented privacy-preserving ResNet-20 and that of the original ResNet-20, which shows almost the same results. We test the inference on 75 encrypted images, and the 95% confidence interval is suggested for each result. Only one result of our proposed model for the encrypted data shows a different result from that of the ResNet-20 model for plaintext data. In other words, the agreement ratio is 98.67% ± 2.59%, which is a sufficiently high agreement result. The classification accuracy of the ResNet-20 for the encrypted data is 90.67% ± 6.58%, while that of the original ResNet-20 for the corresponding plaintext image is 89.33% ± 6.99%. Thus, we verify that the ResNet-20 can be successfully carried out using the RNS-CKKS scheme with sufficient accuracy for classification and the proper bootstrapping operation.
Note that the highest classification accuracy of the previous model for the CIFAR-10 dataset over the word-wise FHE scheme is only 77% [19].

Table 5 shows the running time for the whole ResNet-20 and the portion for each component in the model. The proposed model takes about 4 hours to infer one image, and the most time-consuming components are the convolution, the ReLU, and the bootstrapping.

Table 4: Classification accuracy of ResNet-20 for plaintext and ciphertext and agreement ratio

| Model          | ResNet-20 $^1$ | ResNet-20 $^2$ | PPML ResNet-20 | Agreement  |
|----------------|----------------|----------------|----------------|------------|
| Accuracy       | 91.89% ± 0.54% | 89.33% ± 6.99% | 90.67% ± 6.58% | 98.67%± 2.59% |

$^1$ Classification accuracy verified with 10,000 images.

$^2$ Classification accuracy verified with 75 images which are used to test ResNet-20 on encrypted images.

Table 5: The running time of ResNet-20 and the percentage of time spent in each component relative to total time

| Layer | PC  | BN  | CR  | Boot | AP + FC | Softmax | Total time (s) |
|-------|-----|-----|-----|------|---------|---------|----------------|
| Time ratio | 34.30% | 0.20% | 32.63% | 29.97% | 0.06% | 2.83% | 14,694 |

5 Limitation

Running time  The running time for the proposed model, which is about 4 hours, is somewhat large for practical use. This work firstly shows the possibility of applying the FHE to standard deep learning models with high accuracy, but it has to be optimized and improved in various ways to reduce the running time. Therefore, the essential future work is the advanced implementation of the ResNet-20 with the RNS-CKKS scheme with various accelerators realized using GPU, FPGA, or ASIC. Since research on implementing the state-of-the-art FHE scheme is advancing rapidly, the ResNet-20 over the encrypted data will be made more practically soon. Also, we implement the PPML model for only one image, and the running time per image can be much improved if we properly use the packing method of the RNS-CKKS scheme. We leave this optimization for many images as future work.

Security level  The security level of the proposed model is 98-bit security, which is the minimum security level that can be considered secure. Since the standard security level in most applications is 128 bit, someone can regard this security level as insecure, and we may want to raise the security level. However, this 98-bit security is not a hard limit of our implementation; we can easily raise the security level by changing the parameters of the RNS-CKKS scheme. This just makes the trade-off between the security and the running time, and thus we can reach the higher security level at the cost of longer running time.

Classification accuracy   Even if ML models are trained with the same hyper-parameters, the ML models have different performances because weights are initialized to random values for each training. Thus, the ML model performance, such as accuracy, is shown as the average values obtained by training several times. However, since we focus on implementing ResNet-20 for homomorphically encrypted data, we train this model only once, not many times. Nevertheless, we have shown that the encrypted ResNet-20 operation is possible with almost the same accuracy as the original ResNet-20 paper [Reference]. Furthermore, since it is implemented in the FHE with bootstrapping, it can be expected that the same result will be obtained for a deeper network than the ResNet-20.

6 Conclusion

For the first time, we applied the RNS-CKKS scheme, one of the state-of-the-art FHE schemes, to the standard deep neural network ResNet-20 to implement the PPML. Since the precise approximation of the ReLU function, the bootstrapping, and the softmax function had not been applied to the PPML models until now, we applied these techniques with fine-tuned various parameters. Then, we showed that the implemented ResNet-20 with the RNS-CKKS scheme achieves almost the same result as the
original ResNet-20 and reaches the highest classification accuracy among the PPML models with the word-wise FHE scheme introduced so far. This work firstly suggested that the word-wise FHE with the most advanced techniques can be applied to the state-of-the-art machine learning model without re-training it.
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A Appendix

A.1 Minimax Composition of ReLU

Lee et al. \cite{1} show that the ReLU function has to be approximated with sufficiently high precision if we use the pre-trained model parameters with the original ResNet-20 model. We need a polynomial with quite a large degree if the ReLU function is approximated by a single minimax polynomial, and it needs a pretty large running time to evaluate homomorphically. Instead of using the single minimax polynomial for the ReLU function, they use the formula
\[ \text{ReLU}(x) = \frac{1}{2} x (1 + \text{sign}(x)) \]
and approximate \( \text{sign}(x) \) by the minimax composition of the small polynomials \cite{31}. It reduces the running time of the homomorphic evaluation of the ReLU function, and this approximation method makes more practical the homomorphic evaluation of the non-arithmetic functions such as the ReLU function.

A.2 Analysis of Bootstrapping Failure

We describe how the bootstrapping failure affects the evaluation of the whole ResNet, and propose a method to reduce the bootstrapping failure probability. As the bootstrapping of the CKKS scheme is based on the sparsity of the secret key, there is a failure probability of its bootstrapping.

Here is the reason why approximated modulus reduction in the previous CKKS bootstrapping has a certain failure probability. The decryption formula for a ciphertext \((a, b)\) of the CKKS scheme is given as \(a \cdot s + b = m + e \mod \mathcal{R}_q\) for the secret key \(s\); hence, \(a \cdot s + b \approx m + q \cdot I \mod \mathcal{R}_Q\), where the Hamming weight of \(s\) is \(h\). As the coefficients of \(a\) and \(b\) are in \([-\frac{q_0}{2}, \frac{q_0}{2})\), we have that the coefficients of \(a \cdot s + b\) have an absolute value less than \(\frac{q_0(h+1)}{2}\). However, by LWE assumption, the coefficients of \(a \cdot s + b\) follow a scaled Irwin-Hall distribution and it is previously assumed that the coefficients of \(I < K = O(\sqrt{h})\) \cite{27}. As the modulus reduction function is approximated in the domain \(\{0, \pm 1, \ldots, \pm (K-1)\} \times (-\epsilon, \epsilon)\), if a coefficient of \(I\) has a value greater than or equal to \(K\), the modulus reduction returns a useless value, and thus, failed.

\(O(\sqrt{h})\) is a reasonable upper bound for a single bootstrapping, but it is not enough when the number of slots is large and there are many bootstrappings. Let \(p\) be the probability of modulus reduction failure, \(\Pr(|I| \geq K)\). If there are \(n\) slots in the ciphertext, there are \(2n\) coefficients to perform modulus reduction. Hence, the failure probability of single bootstrapping is \(1 - (1 - p)^{2n} \approx 2n \cdot p\). Similarly, when there are \(N_b\) bootstrappings in the evaluation of the whole network, the failure probability of the whole network is \(2N_b \cdot n \cdot p\). As there are many slots in our ciphertext, and thousands of bootstrapping are performed, the failure probability is very high when we use previous approximate polynomials.