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Abstract. We introduce a complete transformation rule set and a minimal equation set for controlled-NOT (CNOT)-based quantum circuits. Using these rules, quantum circuits that compute the same Boolean function are reduced to a same normal form. We can thus easily check the equivalence of circuits by comparing their normal forms. By applying the Knuth-Bendix completion algorithm to a set of modified 18 equations introduced by Iwama et al.
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1. Introduction

Quantum computers were proposed in the early 1980s [Ben80, Ben82]. Significant contributions to quantum algorithms include the Shor factorization algorithm [Sho94, Sho97] and the Grover search algorithm [Gro96]. The quantum-circuit model of computation is due to Deutsch [Deu89], and it was further developed by Yao [Yao93].

After the works of Deutsch and Yao the concept of a universal set of quantum gates became central in the theory of quantum computation. A set \( G = \{ G_{1,1}, \cdots, G_{r,n} \} \) of \( r \) quantum gates \( G_{j,n} \) acting on \( n \) qubits \((j = 1, \cdots, r)\), is called universal if any unitary action \( U_n \) on \( n \) input quantum states can be decomposed into a product of successive actions of \( G_{j,n} \) on different subsets of the input qubits [GMD02]. A first example of 3 qubit universal gate set consists of Deutsch’s gates \( Q \) [Deu89]. The gate \( Q \) is an extension of the Toffoli gate [Tof81]. DiVincenzo showed that a set of two-qubit gates is exactly universal for quantum computation [DiV95]. After the result of DiVincenzo, Barenco showed that a large subclass of two-qubit gates are universal, and moreover, that almost any two-qubit gate is universal [Bar95]. Barenco et al. showed that the set consisting of one-qubit gates and CNOT gates is universal [BBC+95]. There have been a number of studies that investigate the number of gates for decomposing an any gate of \( n \) qubits in \( U(2^n) \). For the universal set consisting of one-qubit gates and CNOT gates, the number of gates is \( O(n^2 4^n) \) by Barenco et al. [BBC+95]. Knill reduced this bound to \( O(n^4 n^n) \) [Kni95]. Most useful information about universal quantum gates can be obtained from a survey paper written by A. Galindo and M.A. Marin-Delgado [GMD02].

The design of a good quantum circuit plays a key role in the successful implementation of a quantum algorithm. For this reason, Iwama et al. presented transformation rules that transform any ‘proper’ quantum circuit into a ‘canonical’ form circuit [IKY02]. There is, however, no discussion about the minimal size of a quantum circuit. In this article, we formulate a quantum circuit as a string and then simplify the circuit by using string rewriting rules to investigate them formally. Since a string rewriting system can be analyzed by using a monoid, we require several properties about monoids and groups.

String rewriting systems simplify strings by using transformation rules, and they have played a major role in the development of theoretical computer science. Several studies of string rewriting systems have been investigated [BO93]. Let \( M \) be a monoid and \( T \) a submonoid of finite index in \( M \). If \( T \) can be presented by a finite complete rewriting system, so \( M \) can [Wan98]. The problem of confluence is, in general, undecidable. Parkes et al. showed that the class of groups that have monoid presentations obtainable by finite special \([\lambda]-confluent string rewriting systems strictly contains the class of plain groups [PS04]. The word problem for a finite string is, in general, undecidable. If \( R \) is a finite string rewriting system that are Noetherian and confluent, then the word problem is decidable [Boo82, OZ91]. Book considered the word problem for finite string rewriting systems in which the notion of ‘reduction’ is based on rewriting the string as a shorter string [Boo82]. He showed that for any confluent system of this type, there is a linear-time algorithm for solving the word problem. Using a technique developed in [Boo82], Book and O’Dílaing [BO81] showed that there is a polynomial-time algorithm for testing if a finite string rewriting system
is confluent. Gilman [Gil79] considered a procedure that, beginning with a finite string rewriting system, attempts to construct an equivalent string rewriting system that is Noetherian and confluent, that is, a string rewriting system such that every congruence class has a unique ‘irreducible’ string. This procedure appears to be a modification of the completion procedure developed by Knuth and Bendix [KB70] in the setting of term-rewriting systems. Narendran and Otto [NO88] also contributed to this topic. Later, Kapur and Narendran [KN85] showed how the Knuth-Bendix completion procedure could be adapted to the setting of string rewriting systems.

We do not deal with the general theory whether string rewriting systems are decidable or undecidable. We introduce an idea to reduce the size of a quantum circuit by using a string rewriting system. Our string rewriting rules based on 18 equations introduced by Iwama et al. 2002 [IKY02]. The Iwama’s equations can not be considered as a complete rewriting rules as it is. That is, it does not have properties of termination and confluence. We would like to obtain a complete transformation rule set (i.e., a set of transformation rules with the properties of ‘termination’ and ‘confluence’) for reducing a quantum circuits. Therefore, we apply the Knuth-Bendix completion algorithm to a modified 18 equations. We obtain our complete transformation rule set consisted of 114 rules. There are three major results that are obtained by our investigation, for 3 qubits, the length of normal form is at most 6, the number of normal form is 168. Furthermore, we found a minimal subset of equations. The number of the general quantum circuits to arbitrary n qubits is already known by research of Clifford groups. So CQC₃ is considered as a subgroup of a Clifford group.

This article consists of as follows. In section 2, we describe formal definitions of a quantum circuit. We consider a circuit that consists of just CNOT gates on 3 qubits. In section 3, we prove several properties for string rewriting systems. In section 4, we define a quantum circuit rewriting system for 3 qubits and show several related properties about it. We show that the number of normal forms is 168 on 3 qubits. In section 5, we found a minimal subset of equations.

2. Definitions of Quantum Circuits

In this section, we introduce several definitions related to quantum circuits. First, we define quantum bits (qubits), quantum gates, and quantum circuits.

**Definition 1** (Quantum bits, gates, and circuits). Let $\alpha, \beta \in \mathbb{C}, |0\rangle = (1, 0), |1\rangle = (0, 1)$ and $m \in \mathbb{N}$.

- A single qubit is denoted by a vector $|x\rangle = \alpha|0\rangle + \beta|1\rangle$.
- A n-qubit is denoted by $|x_1\rangle \otimes |x_2\rangle \otimes \cdots \otimes |x_n\rangle \in \mathbb{C}^{2^n}$.
- A n-qubit quantum gate is an unitary operator $G : \mathbb{C}^{2^n} \rightarrow \mathbb{C}^{2^n}$.

- A quantum circuit $\text{Cir}$ of size $m$ is denoted by $\text{Cir} = (G_1, G_2, \cdots, G_m)$ where $G_i \ (i = 1, 2, \cdots, m)$ are n-qubit quantum gates.
- An empty circuit is denoted by $\lambda$.
- The output of circuit $\text{Cir} = (G_1, G_2, \cdots, G_m)$ for an input $|x\rangle$ is $(G_m \circ \cdots \circ G_2 \circ G_1)|x\rangle$.

**Definition 2.** Let $m, l \in \mathbb{N}$, $\text{Cir}_1 = (G_1, G_2, \cdots, G_m)$ and $\text{Cir}_2 = (G'_1, G'_2, \cdots, G'_l)$ be $n$-qubit quantum circuits. We define an equivalence relation $\equiv_{\text{cir}}$ by

$$\text{Cir}_1 \equiv_{\text{cir}} \text{Cir}_2 \iff \forall |x\rangle \in \mathbb{C}^2, (G_m \circ \cdots \circ G_1)|x\rangle = (G'_l \circ \cdots \circ G'_1)|x\rangle.$$ 

Next, we introduce a quantum gate that plays an important role in proving the universality of a quantum circuit.

**Definition 3.** The n-qubit controlled-NOT (CNOT) gate is a unitary operator $(c, t) \in \mathbb{C}^{2^2} \rightarrow \mathbb{C}^{2^n} \ (c, t \in \{1, 2, \cdots, n\})$ defined by

$$\bigotimes_{i=1}^{n} |\delta_i\rangle \mapsto \bigotimes_{i=1}^{t-1} |\delta_i\rangle \otimes |\delta_t \oplus \delta_c\rangle \otimes \bigotimes_{i=t+1}^{n} |\delta_i\rangle.$$ 

We call $c$ the control bit and $t$ the target bit. We use a version of Feynmann’s notation [Fey85] for diagrammatic representations of CNOT gates (cf. Figure 1). An example of 3 qubit quantum circuit is illustrated in Figure 2. Each gate is applied in turn from left to right to the $n$ qubits.

![Figure 1: 2-qubit CNOT gate](image1)

![Figure 2: A quantum circuit](image2)
We note that two different circuits $Cir_1$ and $Cir_2$ in $CQC_3$, may be equivalent in the sense of $=_{cir}$, i.e. $Cir_1 =_{cir} Cir_2$.

**Example 1.** The following equation can be considered as illustrated in Figure 3:

$$[(1, 2)_{[3]}, [2, 3]_{[3]}] =_{cir} ([2, 3]_{[3]}, [1, 2]_{[3]}, [1, 3]_{[3]}).$$

For all input qubits $|\delta_1\rangle \otimes |\delta_2\rangle \otimes |\delta_3\rangle$, we need to prove the equivalence of the outputs. First, we compute $[(1, 2)_{[3]} \circ [2, 3]_{[3]} \circ [1, 2]_{[3]} \circ [2, 3]_{[3]}] (|\delta_1\rangle \otimes |\delta_2\rangle \otimes |\delta_3\rangle)$,

$$=_{cir} [2, 3]_{[3]}(|\delta_1\rangle \otimes |\delta_1 + \delta_2\rangle \otimes |\delta_3\rangle)$$

$$=_{cir} [1, 3]_{[3]}(|\delta_1\rangle \otimes |\delta_1 + \delta_2\rangle \otimes |\delta_2 + \delta_3\rangle)$$

Next, we compute $[(1, 3)_{[3]} \circ [1, 2]_{[3]} \circ [2, 3]_{[3]}] (|\delta_1\rangle \otimes |\delta_2\rangle \otimes |\delta_3\rangle)$,

$$=_{cir} [1, 3]_{[3]}(|\delta_1\rangle \otimes |\delta_1 + \delta_2\rangle \otimes |\delta_2 + \delta_3\rangle)$$

Thus we have $[(1, 2)_{[3]}, [2, 3]_{[3]}] =_{cir} ([2, 3]_{[3]}, [1, 2]_{[3]}, [1, 3]_{[3]}).$

![Figure 3: A circuit equation](image)

3. **String Rewriting System**

In this section, we introduce the definition of a string rewriting system, in order to discuss quantum circuit transformation systems using it. Let $\Sigma$ be a finite set of alphabets. We denote the set of all strings over $\Sigma$, including the empty string $\lambda$, as $\Sigma^*$. The length of a string $w \in \Sigma^*$ is denoted by $|w|$. A rewriting rule $(u, v)$ is a pair of strings $u, v \in \Sigma^*$ where $u \neq \lambda$.

**Definition 5** (string rewriting system). A string rewriting system is a pair $(\Sigma, R)$ of a finite set of alphabet $\Sigma$ and a finite set of rewriting rules $R$.

**Definition 6** (string rewriting). Let $(\Sigma, R)$ be a rewriting system and $s, t \in \Sigma^*$. We denote $s \rightarrow_R t$ if and only if there exist strings $x, y, u$ and $v$ in $\Sigma^*$ such that $s = xuy$ and $t = xvy$, and $u, v \in R$.

The reflexive transitive closure relation of $\rightarrow_R$ over $\Sigma^*$ is denoted by $\rightarrow_R^*$. Further $\leftrightarrow_R$ is the symmetric closure relation of $\rightarrow_R^*$.

**Definition 7** (irreducible, normal form). Let $(\Sigma, R)$ be a rewriting system and $w \in \Sigma^*$. For all substrings $c \subseteq w$, if there are no rules $(c, c') \in R$, then $w$ is irreducible. For $s \in \Sigma^*$, if there exists $s'$ such that $s \rightarrow_R s'$ and $s'$ is irreducible, then $s'$ is the normal form of $s$. We denote the normal form $s'$ of $s$ as $NF(s)$.

The equivalence class of a string rewriting systems are considered using monoids, so we introduce several definitions and properties about monoids and their interpretations.

**Definition 8** (monoid). A monoid $M = (M, \cdot, \lambda)$ is a tuple of a set $M$, a binary operation $\cdot : M \times M \rightarrow M$, and a unit element $\lambda \in M$ that satisfies the following two axioms.

- For any $a, b, c \in M$, $(a \cdot b) \cdot c = a \cdot (b \cdot c)$.
- For any $a \in M$, $a \cdot \lambda = \lambda \cdot a = a$.

We note $(\Sigma^*, \cdot, \lambda)$ is a monoid where $\cdot$ is concatenation and $\lambda$ is an empty string.

**Definition 9** (homomorphism, isomorphic). A homomorphism between two monoids $(M_1, \cdot, \lambda_1)$ and $(M_2, \cdot, \lambda_2)$ is...
a function \( f : M_1 \rightarrow M_2 \) such that

- \( f(x \cdot y) = f(x) \cdot f(y) \) for any \( x, y \in M_1 \), and
- \( f(\lambda_1) = \lambda_2 \).

If there exists a bijective homomorphism \( f : M_1 \rightarrow M_2 \), then \( M_1 \) and \( M_2 \) are isomorphic. We denote isomorphic as \( M_1 \sim M_2 \).

**Proposition 1.** Let \( \Sigma \) be a finite set and \((M, \cdot, \lambda)\) a monoid. A function \( f : \Sigma \rightarrow M \) is uniquely extended to the homomorphism \( f^* : \Sigma^* \rightarrow M \) where \( f^*(x_1 \cdot x_2 \cdots x_n) = f(x_1) f(x_2) \cdots f(x_n) \) and \( f^*(\lambda) = \lambda \).

\[ \square \]

**Definition 10** (model, interpretation). Let \((\Sigma, R)\) be a rewriting system and \((M, \cdot, \lambda)\) a monoid. We say \((M, \cdot, \lambda)\) is a model of \((\Sigma, R)\) if there exists a function \( f : \Sigma \rightarrow M \) such that \( f^*(u) = f^*(v) \) for any \((u, v) \in R\). We call the function \( f^* \) an interpretation of the string rewriting system \((\Sigma, R)\) to a monoid \( M \).

A string rewriting system can be investigated using a monoid and interpretation. We now add further definitions for discussing the equivalence of rewriting systems.

**Definition 11** (factor monoid). Let \((\Sigma, R)\) be a rewriting system. A factor monoid \((\Sigma^*/R, \cdot, [\lambda])\) is defined by \( \Sigma^*/R = \Sigma^*/ \leftrightarrow_R \) and \([x] \cdot [y] = [xy]\) where \([x] = (x^r| x \leftrightarrow_R x^l)\).

**Proposition 2.** Let \((\Sigma, R)\) be a rewriting system, \((M, \cdot, \lambda)\) a model of \( R \) and \( f^* : \Sigma^*/R \rightarrow M \) an interpretation. The function \([f^*] : \Sigma^*/R \rightarrow M \) defined by \([f^*][[x]] = [f^*(x)](x \in \Sigma^*)\) is a homomorphism.

\[ \square \]

**Definition 12** (rewriting system equivalence). Let \((\Sigma, R_1)\) and \((\Sigma, R_2)\) be rewriting systems. \( R_1 \) and \( R_2 \) are equivalent if and only if \( \Sigma^*/R_1 \) and \( \Sigma^*/R_2 \) are isomorphic.

Finally, we introduce a lemma to compare two rewriting systems that have the same alphabet \( \Sigma \).

**Lemma 1.** Let \((\Sigma, R_1)\) and \((\Sigma, R_2)\) be rewriting systems, and let \((M, \cdot, \lambda)\) be a monoid of \((\Sigma, R_2)\). If there exists \((x_1, x_2) \in R_1\) and an interpretation \( f : \Sigma^* \rightarrow M \) for \( \Sigma^*/R_2 \) such that \( f^*(x_1) \neq f^*(x_2) \), then \( \Sigma^*/R_1 \sim \Sigma^*/R_2 \).

\[ \square \]

4. **Quantum Circuit Rewriting System**

We define a quantum circuit rewriting system for CQC3.

**Definition 13** (Quantum circuit rewriting system). Let \((\Sigma, R)\) be a string rewriting system and \( i^* : \Sigma^* \rightarrow CQC_3 \) a function where \( \Sigma = \{ a, b, c, d, e, f \}, i(a) = [1, 2, 3], i(b) = [1, 3, 2], i(c) = [2, 1, 3], i(d) = [2, 3, 1], i(e) = [3, 1, 2] \) and \( i(f) = [3, 2, 1] \). \((\Sigma, R)\) is a quantum circuit rewriting system, if \( i^* \) is an interpretation of \((\Sigma, R)\). We identify a string \( w = x_1 x_2 \cdots x_n \in \Sigma^* \) as a circuit \((i(x_1), i(x_2), \ldots, i(x_n)) \in CQC_3\), and we also call \( w \) a circuit.

In general, string rewriting system do not have properties of ‘termination’ and ‘confluence’. So we would like to construct a quantum circuit rewriting system that has both properties termination and confluence. To do so, we use the Knuth-Bendix algorithm [KB70, BO93, Met83].

**Definition 14.** Let \( E \) be an equation set. If the Knuth-Bendix algorithm succeeds for \( E \), then we have a complete transformation rule set \( R \) (i.e., a set of transformation rules with the properties of termination and confluence). We denote \( KBA(E) \) as the result of the Knuth-Bendix algorithm for \( E \).

**Example 2.** Let \( A \) be an equation set s.t.

\[ A = \{ aa = \lambda, \ baba = abab, \ dbd = dbd, \ bb = \lambda, \ dbab = abab, \ da = \lambda \} \] .

We can compute \( KBA(A) \):

\[ KBA(A) = \{ aa \rightarrow \lambda, \ abab \rightarrow dbab, \ bdbab \rightarrow bdbab, \ babab \rightarrow abab, \ ada \rightarrow \lambda, \ dbdb \rightarrow abab, \ dd \rightarrow \lambda \} \] .

Next, we apply the Knuth-Bedix completion algorithm to 18 equations

\[ E_{\text{alt}} = \{ aa = \lambda, \ bfb = a, \ bdb = db, \ cc = \lambda, \ dedc, \ cd = dc, \ dd = \lambda, \ bebc = d, \ ce = ec, \ ee = \lambda, \ fa = f, \ ff = \lambda, \ caca = f, \ ef = fe \} \] (1)

introduced by Iwama et. al. 2002 [KY02]. We note that anti-commutative equations \( xy = yx \) \((x, y, z \in \Sigma)\) equivalent to \( xyzy = z \) and \( yxxy = z \). We also call \( xyzy = z \) anti-commutative equations. We used the Mathematica software to compute the complete transformation rule set \( KBA(E_{\text{alt}}) \), and we list it in the Appendix. The number of elements of \( KBA(E_{\text{alt}}) \) is 114.

\[ |KBA(E_{\text{alt}})| = 114. \]

We note that we have applied an extended Knuth-Bendix algorithm which produce irreducible transformation rule set introduced in [Met83]. The transformation rule set \( KBA(E_{\text{alt}}) \) is irreducible transformation rule set. The number of rules obtained by the original Knuth-Bendix algorithm is 244. A string rewriting system \((\Sigma, R_{\text{alt}})\) is thus defined where \( R_{\text{alt}} = KBA(E_{\text{alt}}) \).

We would like to investigate commutativity of \( E_{\text{alt}} \).

**Lemma 2.** We prove the following equations.

1. \( \{ acac, ca \} \in R_{\text{alt}} \).
2. \( \{ bebe, eb \} \in R_{\text{alt}} \) and
3. \( \{ dfdf, fd \} \in R_{\text{alt}} \).
Proof.

1. First, we show \( fbec = caed. \)

\[
\begin{align*}
f(be)a &= f(cbda) \\
&= cfebd & \text{Since }\ E^- \\
&= cfebbad & \text{Since }\ E^- \\
&= cfaed \\
&= caed.
\end{align*}
\]

Since \( fbec = caed \) and \( fhfb = a \),

\[
\begin{align*}
acac &= (f\hspace{1mm}fh\hspace{1mm}b)cac \\
 &= fb(caed)c \\
 &= (caed)edc \\
 &= ca(cecd)c \\
 &= caca \\
 &= ca.
\end{align*}
\]

We can prove \( bebe = eb \) by the same method to prove \( acac = ca \). We rewrite \( a \to b, b \to d, c \to e, d \to e, e \to f \) and \( f \to a \) in the proof of \( acac = ca \).

2. We can prove \( bebe = eb \) by the same method to prove \( acac = ca \). We rewrite \( a \to d, b \to c, c \to f, d \to e, e \to a \) and \( f \to b \) in the proof of \( acac = ca \).

3. We can prove \( dfdf = fd \) by the same method to prove \( acac = ca \). We rewrite \( a \to d, b \to c, c \to f, d \to e, e \to a \) and \( f \to b \) in the proof of \( acac = ca \).

Similarly, we obtain the following corollary.

Corollary 1.

1. \((caca, ac) \in R_{E_{all}},\)
2. \((ebeb, be) \in R_{E_{all}} \) and
3. \((dfdf, df) \in R_{E_{all}}.\)

Proof.

1. Since \( acac = ca \) and \( cc = \lambda \), we have

\[
\begin{align*}
\ caca &= caca(ce) \\
&= c(acac)c \\
&= c(cac)c \\
&= ac.
\end{align*}
\]

2. 3. Similarly, we can prove.

By Lemma 2 and Corollary 1, we have the complete table of \( xyxy \) for \( \Sigma^*/E_{all} \).

| x   | y   | a | b | c | d | e | f |
|-----|-----|---|---|---|---|---|---|
| a   | \lambda | \lambda | ca | b | f | \lambda |
| b   | \lambda | \lambda | d | \lambda | eb | a |
| c   | ac    | d | \lambda | \lambda | \lambda | e |
| d   | b    | \lambda | \lambda | c | fd |
| e   | f    | be | \lambda | c | \lambda | \lambda |
| f   | \lambda | a   | ef | df | \lambda | \lambda |

Table 1: \( xyxy \) for \( \Sigma^*/E_{all} \)

2. \( |NF(w)| \leq 6, (w \in \Sigma^*) \), and
3. \( |\Sigma^*/R_{E_{all}}| = 168. \)

That is the length of \( NF(w) \) is at most 6 for any string \( w \in \Sigma^* \) and the number of normal forms is 168.

Proof.

1. We compute the normal form for any string \( w \in \Sigma^7 \), then we have the length of normal form is at most 6.
2. For any string \( w \in \Sigma^* \) which length is \( n \geq 7 \), \( w \) contain a substring which length is 7. Thus \( w \) is rewritten to \( w' \) which length is at most \( n - 1 \). Inductively, for all string \( w \in \Sigma^* \), the length of \( NF(w) \) is at most 6.
3. We compute the normal form for any string \( w \in \Sigma^k \) \( (1 \leq k \leq 6) \). So we have all members of \( \Sigma^*/R_{E_{all}} \) and we have \( |\Sigma^*/R_{E_{all}}| = 168. \)

We list the all members of \( \Sigma^*/R_{E_{all}} \) in Appendix. The question now arises: Is the set of equations wordy? Let \( E_0 \) be a set of equations such that

\[
E_0 = E_{all} - \left\{ \begin{array}{c}
ab = ba \\
bd = db \\
cd = dc \\
ce = ec \\
af = fa \\
ef = fe
\end{array} \right\} = \left\{ \begin{array}{c}
aa = \lambda, \\
bb = \lambda, \\
cc = \lambda, \\
dd = \lambda, \\
eee = \lambda, \\
ff = \lambda,
\end{array} \right\}.
\]

(2)

The size of this equation set is \( |E_0| = 12 \).

Lemma 3. We prove the following equations.

1. \((ba, ab) \in R_{E_n},\)
2. \((dh, bd) \in R_{E_n},\)
3. \((dc, cd) \in R_{E_n},\)
4. \((ec, ce) \in R_{E_n},\)
5. \((fa, af) \in R_{E_n},\) and
6. \((fe, ef) \in R_{E_n}.\)

Proof.

1. Since \( bab = (adad)a(adad) = a, \) we have \( (ba, ab) \in R_{E_n}.\)
2. 3. 4. 5. 6. We can prove similarly.

We compute a complete transformation rule set $KBA(E_6)$ by using the Knuth-Bendix algorithm, and we can have $KBA(E_6) = KBA(E_{all})$. The above results means that commutative type equations is not required for the initial equation set. We have next proposition.

**Proposition 4.** Let $(\Sigma, R)$ be a quantum circuit rewriting system, $E_{all}$ and $E_6$ sets of equations defined by (1) and (2),

$$\Sigma^*/R_{E_6} = \Sigma^*/R_{E_{all}}.$$ 

In the following section, we reduce the size of equation set and show the existence of the minimal set of equations $E_{min}$ of $E_6$ that generates the isomorphic monoid $\Sigma^*/R_{E_{min}} = \Sigma^*/R_{E_6}$. 

5. **MINIMAL SET OF EQUATIONS**

**Definition 15** (Minimal set of equations). Let $E \subseteq \Sigma^* \times \Sigma^*$. A subset $E_{min} \subset E$ is a minimal equation set of $E$ if and only if

- $\Sigma^*/R_{E_{min}} = \Sigma^*/R_E$, and

- If $\Sigma^*/R_{E'} = \Sigma^*/R_E$ then $|E_{min}| \leq |E'|$ for all $E' \subset E$.

In this section, we investigate a minimal set of equation of $E_6$ such that $\Sigma^*/R_{E_{min}} = \Sigma^*/R_{E_6}$. We delete some equations from $E_6$ and prove that the factor monoids of the equations are isomorphic. We follow the same line of thought as was used for the elementary Tietze transformation [BO93]. We first prove the following proposition.

**Proposition 5.** Let $(\Sigma, R)$ be a quantum circuit rewriting system, $E_6$ a set of equations defined by (2),

$$E_5 = \left\{ \begin{array}{l}
aa = \lambda, \quad fbfb = a \\
b = \lambda, \quad adad = b \\
cc = \lambda, \quad dede = c \\
& \vdots \\
& ee = \lambda, \quad fefc = e \\
& \cdots \\
& eaea = f \\
\end{array} \right\},$$

$$E_2 = \left\{ \begin{array}{l}
aa = \lambda, \quad fbfb = a \\
b = \lambda, \quad adad = b \\
& \vdots \\
& bebe = d \\
& \cdots \\
& eaea = f \\
\end{array} \right\},$$

Then we have followings:

1. $(efc, cf), ((fc)e, e(fc)) \in R_{E_6}$,
2. $(ff, \lambda) \in R_{E_5}$,
3. $\Sigma^*/R_{E_5} = \Sigma^*/R_{E_6}$, and
4. $\Sigma^*/R_{E_2} = \Sigma^*/R_{E_6}$.

**Proof.** We prove this proposition in following procedures.

1. Since

$$\begin{align*}
fefc &= (ee)(aeaeaea)ef(ce) \\
&= e(ceae)(eaea)efce \\
&= efe(efcf)c \\
&= efeec \\
&= efec,
\end{align*}$$

we have $(efc, cf) \in R_{E_5}$.

Since

$$\begin{align*}
ffe &= f(cfefc) \\
&= efe,
\end{align*}$$

we have $((fc)e, e(fc)) \in R_{E_5}$.

2. Since

$$\begin{align*}
ffe &= f(cfefc) \\
&= fefc \\
&= (efc)fc \\
&= e(efc) \\
&= \lambda,
\end{align*}$$

we have $(ff, \lambda) \in R_{E_5}$.

3. We show that $\Sigma^*/R_{E_5} = \Sigma^*/R_{E_6}$. Since $[ff]_{E_5} = [\lambda]_{E_5}$, we have $\Sigma^*/R_{E_5} = \Sigma^*/R_{E_6}$.

4. Let $E_4, E_3$ and $E_2$ be sets of equations where

$$E_4 = E_6 - \{ee = \lambda, ff = \lambda\},$$

$$E_3 = E_6 - \{dd = \lambda, ee = \lambda, ff = \lambda\},$$

and

$$E_2 = E_6 - \{cc = \lambda, dd = \lambda, ee = \lambda, ff = \lambda\}.$$  

Similarly, we have $(ee, \lambda) \in R_{E_4}, (dd, \lambda) \in R_{E_3}$ and $(cc, \lambda) \in R_{E_2}$. So we obtain

$$\Sigma^*/R_{E_6} = \Sigma^*/R_{E_5} = \Sigma^*/R_{E_4} = \Sigma^*/R_{E_2}.$$ 

Next, we prove that $E_2$ is a minimal set of equations.

**Proposition 6.**

Let $E' \subset E_6$. If $\Sigma^*/R_{E'} = \Sigma^*/R_{E_6}$, then $|E'| \geq 8$.

**Proof.** We will prove this in two stpdf.

**step 1:** First, we prove that we cannot remove a anti-commutative equation from $E_6$.

We define a set of equations

$$E_{anti} = \left\{ \begin{array}{l}
fbfb = a, adad = b, dede = c, , \\
& bebe = d, fefc = e, eaea = f \\
\end{array} \right\}.$$ 

Let $u \in E_{anti}$ and consider $u$ as $xyxy = z (x, y, z \in \Sigma)$. We define $E_u$ as $E_u = E_6 - \{u\} = E_6 - \{xyxy = z\}$.
Then we can show $\Sigma^*/R_{E_a} \neq \Sigma^*/R_{E_a}$ as follows. We consider a monoid $M = \{\{0,1\}, 0\} \times \{0,1\} \rightarrow \{0,1\}$ is defined by Table 2, and a function $i : \Sigma^* \rightarrow M$ is defined as

$$i(\lambda) = i(k) = 0(\forall k \neq z), \text{ and } i(z) = 1.$$  

We consider a homomorphism $i^*$ and show that $i^*$ is an interpretation for $E_a$:

$$i^*(kk) = 0 \cdot 0 = 0 = i^*(\lambda),$$

$$i^*(zz) = 1 \cdot 1 = 0 = i^*(\lambda), \text{ and}$$

$$i^*(mn) = i^*(mn) \cdot i^*(mn) = 0 \cdot 0 = i^*(\lambda), \forall m, n \in \Sigma, k \neq z.$$  

Since $x \neq z$ and $y \neq z$, then the value of $i^*(xyxy)$ is

$$i^*(xyxy) = i(0) \cdot i(0) \cdot i(0) = 0 \cdot 0 \cdot 0 = 0.$$  

Since $i^*(z)$ is

$$i^*(z) = i(z) = 1.$$  

We have $i^*(xyxy) \neq i^*(z)$. By Lemma 1, $[xyxy]_{E_a} \neq [z]_{E_a}$. On the other hand, it is obvious that $[xyxy]_{E_a} = [z]_{E_a}$. Therefore,

$$\Sigma^*/R_{E_a} \neq \Sigma^*/R_{E_a}.$$  

| \hline
| 0 & 1 & 2 |
| 0 & 0 & 1 |
| 1 & 1 & 2 |
| 2 & 2 & 0 |
| 1 & 1 & 0 |

Table 2: Definition of the binary operator $\cdot$.

**step 2:** Let $x \in \Sigma$ and $E_a$ a set of equations defined by

$$E_a = \begin{cases} 
xx = \lambda, & \text{fbfb} = a \\
\text{adad} = b, & \text{adad} = c \\
\text{cede} = c, & \text{cede} = d \\
\text{bcbe} = d, & \text{bcbe} = f \\
\text{efec} = e, & \text{efec} = f \\
\text{eaea} = f 
\end{cases}.$$  

Then we can have $\Sigma^*/R_{E_a} \neq \Sigma^*/R_{E_a}$ as follows. For example, if we consider $x = a$, we can prove $\Sigma^*/R_{E_a} \neq \Sigma^*/R_{E_a}$. Let $N = \{0,1,2\}, \cdot, 0$ be a monoid where a binary operator $\cdot \subset \{0,1\} \times \{0,1\} \rightarrow \{0,1\}$ is defined by Table 3, and let the function $j : \Sigma^* \rightarrow N$ be $j(\lambda) = j(a) = j(c) = 0, j(b) = j(c) = 1$ and $j(d) = j(f) = 2$. We consider a homomorphism $j^*$ and show that $j^*$ is an interpretation for $E_a$:

$$j^*(aa) = j(a) \cdot j(a) = 0 = j^*(\lambda),$$

$$j^*(fbfb) = j^*(fb) \cdot j^*(fb) = 0 \cdot 0 = 0 = j^*(a),$$

$$j^*(adad) = j^*(ad) \cdot j^*(ad) = 2 \cdot 2 = 1 = j^*(b),$$

$$j^*(dced) = j^*(d) \cdot j^*(d) = 0 \cdot 0 = 0 = j^*(c),$$

$$j^*(bcbe) = j^*(bc) \cdot j^*(be) = 1 \cdot 1 = 1 = j^*(d),$$

$$j^*(efec) = j^*(ef) \cdot j^*(ef) = 2 \cdot 2 = 1 = j^*(e) \text{ and}$$

$$j^*(eaea) = j^*(ea) \cdot j^*(ea) = 1 \cdot 1 = 1 = j^*(f).$$

The value of $j^*(bb)$ is

$$j^*(bb) = j(b) \cdot j(b) = 1 \cdot 1 = 2.$$  

The value of $j^*(\lambda)$ is

$$j^*(\lambda) = j(\lambda) = 0.$$  

Since $j^*(bb) \neq j^*(\lambda)$, we have $[bb]_{E_a} \neq [\lambda]_{E_a}$ by Lemma 1. On the other hand, it is obvious that $[bb]_{E_a} = [\lambda]_{E_a}$. Therefore,

$$\Sigma^*/R_{E_a} \neq \Sigma^*/R_{E_a}.$$  

Let $E' \subset E_a$ be a set of equations. If $\Sigma^*/R_{E'} = \Sigma^*/R_{E_a}$, it contained at least six anti-commutative equations by step 1 and at least two eliminated equations by step 2. Therefore, if $\forall E' \subset E_a$ it holds that $\Sigma^*/R_{E'} = \Sigma^*/R_{E_a}$, then

$$|E'| \geq 8.$$

\[ \square \]

**Lemma 4.** Let $E_{ac}$ be a set of equations where

$$E_{ac} = \begin{cases} 
aa = \lambda, & \text{fbfb} = a \\
\text{adad} = b, & \text{adad} = c \\
\text{cede} = c, & \text{cede} = d \\
\text{bcbe} = d, & \text{bcbe} = f \\
\text{efec} = e, & \text{efec} = f \\
\text{eaea} = f 
\end{cases}.$$  

Then

$$\Sigma^*/R_{E_{ac}} \neq \Sigma^*/R_{E_a}. \quad (4)$$  

**Proof.** We show $[bb]_{E_{ac}} \neq [\lambda]_{E_{ac}}$. Let $N = \{0,1,2\}, \cdot, 0$ be a monoid where a binary operator $\cdot \subset \{0,1\} \times \{0,1\} \rightarrow \{0,1\}$ is defined by Table 3, and let the function $j : \Sigma^* \rightarrow N$ be $j(\lambda) = j(a) = j(c) = 0, j(b) = j(e) = 1$ and $j(d) = j(f) = 2$. The function $j$ is the same function used in step 2 of Proposition 6. We consider a homomorphism $j^*$ and $j^*$ is an interpretation for $E_{ac}$. We check that $j^*(cc) = j^*(\lambda)$.

$$j^*(cc) = j(c) \cdot j(c) = 0 \neq j^*(\lambda).$$
The value of \(j^*(bb)\) is
\[
j^*(bb) = j(b) \cdot j(b) = 1 \cdot 1 = 2.
\]
The value of \(j^*(\lambda)\) is
\[
j^*(\lambda) = j(\lambda) = 0.
\]
Since \(j^*(bb) \neq j^*(\lambda)\), we have \([bb]_{E_{ac}} \neq [\lambda]_{E_{ac}}\) by Lemma 1. On the other hand, it is obvious that \([bb]_{E_{a}} = [\lambda]_{E_{a}}\).

Therefore,
\[
\Sigma^*/R_{E_{ac}} \neq \Sigma^*/R_{E_{a}}.
\]

From the above discussion, we derive the next theorem.

**Theorem 1.** There exists a minimal equation set \(E_{min}\) of \(E_6\) such that \(|E_{min}| = 8\).

**Proof.** \(E_2\) is a minimal equation of \(E_6\) by Propositions 5 and 6.

Next, we show that there is an 8 element set of equations \(F_2 \subsetneq E_6\) such that \(\Sigma^*/R_{F_2} = \Sigma^*/R_{E_a}\).

**Proposition 7.** Let \(F_2 \subset E_6\) be a set of equations defined by
\[
F_2 = \begin{cases}
    \{aa = \lambda, bbf = a, bb = \lambda, dada = b, eded = c, cbcb = d, cfcf = e, aae = f\}
\end{cases}
\]

Then \(\Sigma^*/R_{F_2} = \Sigma^*/R_{E_a}\).

**Proof.** Let \(F_{anti}\) and \(F_6\) be sets of equations defined by
\[
F_{anti} = \{bbf = a, dada = b, eded = c, cbcb = d, cfcf = e, aae = f\}, \text{ and}
\]
\[
F_6 = \begin{cases}
    \{aa = \lambda, bb = \lambda, cc = \lambda, dd = \lambda, ff = \lambda, bb = \lambda, dada = b, eded = c, cbcb = d, cfcf = e, aae = f\}
\end{cases}
\]

We can prove
\[
\Sigma^*/R_{F_2} = \Sigma^*/R_{E_a}, \tag{5}
\]
by following the same method in Proposition 4. Since we can prove \(bbf = a, dada = b, eded = c, cbcb = d, cfcf = e \text{ and } aae = f\) in \(F_6\), we have
\[
\Sigma^*/R_{F_6} = \Sigma^*/R_{E_{6 \cup F_{anti}}}. \tag{6}
\]

Similarly, we can have
\[
\Sigma^*/R_{E_{6 \cup F_{anti}}} = \Sigma^*/R_{E_6}. \tag{7}
\]

By (5), (6), and (7), we have \(\Sigma^*/R_{F_2} = \Sigma^*/R_{E_a}\). \(\square\)

### 6. Conclusion & Future Work

We considered rewriting systems in order to reduce the size of quantum circuits. We compute a set of complete transformation rules using the Knuth-Bendix algorithm. We discovered that the length of the normal form of \(w \in \Sigma\) is at most 6 and the number of \([\Sigma^*/R_{E_6}]\) is 168.

We found a minimal equation set \(E_2\) of the set of equations \(E_6\) such that \(|E_2| = 8\). On the other hand, we could construct a set of 8 equations \(F_2 \subsetneq E_6\) such that \(\Sigma^*/R_{E_6} = \Sigma^*/R_{F_2}\). At this time, we do not have any equation set \(E\) such that \(\Sigma^*/R_{E_6} = \Sigma^*/R_{E}\) and \(|E| < 8\). The calculation of Knuth-Bendix algorithm for a smaller equation set is not always faster. We may take more computation time for a smaller equation set. The computation time of our implementation of Knuth-Bendix algorithms take 150 seconds for \(E_{alt}\), 330 seconds for \(E_6\) and 1200 seconds for \(E_5\).

In this paper, we restricted the size of qubits, so as an area of further work, we need to investigate about 4 or more qubits quantum circuits. We tried to compute Knuth-Bendix algorithm for 4 qubit quantum circuit rewriting system, we could not obtain results of computations. We assume the cause to be computer power or set of equations.
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