Reducing FEC-Complexity in Cross-Layer Predictable Data Communication
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Abstract—The PRRT protocol enables applications with strict performance requirements such as Cyber-Physical Systems, as it provides predictably low, end-to-end delay via cross-layer pacing and timely error correction via Hybrid ARQ (HARQ). However, the implemented HARQ uses computationally complex Maximum Distance Separable (MDS) codes to generate redundancy. In this paper we propose code partitioning for the complexity reduction of MDS codes, thereby enabling their deployment on constrained embedded devices.

Index Terms—Forward error coding, transport protocols, cross-layer optimization

I. INTRODUCTION

Cyber-Physical Systems (CPS) integrate physical and digital processes via control loops, often using communication networks in distributed deployments. In order to guarantee a successful operation, CPS require predictable reliability and delay, which are difficult to achieve due to the inherent design of computation and communication systems [1]. The Predictably Reliable Real-time Transport (PRRT) [2] protocol can optimize its configuration to meet the delay constraints of a system with cross-layer pacing [3], which keeps the system and network buffers empty to minimize the end-to-end delay. Timely reliability is achieved with a Hybrid ARQ (HARQ) scheme that extends the error correction in lower layers to cope with losses not bound to the link within a target delay.

Since the transport layer works at the packet level, the block lengths are usually several orders of magnitude shorter than those at the physical layer, especially when operating under delay constraints. Therefore, Minimum Distance Separable (MDS) codes have been used [4]–[6] because they are more suitable for short codes than LDPC or polar codes as they do not require excess packets. However, they have higher complexity, which may result in large en- and decoding delays when deployed on devices with limited computation capabilities. This paper analyses the impact of the complexity of MDS codes on the design of transport protocols providing predictable reliability and delay, using PRRT as a proof of concept. Additionally, we propose code partitioning to efficiently reduce the complexity of MDS codes by 50% with only a slight increase in the redundancy information.
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II. CODE PARTITIONING

While the Automatic Repeat reQuest (ARQ) delay is mainly dominated by the round-trip time, the inter-packet time dominates the Forward Error Coding (FEC) delay. As a result, the information-theoretical optimum under delay constraints will be a combination of both, which HARQ implements [2]. Although FEC encoding and decoding delays are usually negligible when the protocol runs on powerful machines, this does not hold true when it runs on more constrained devices. Both the encoding and decoding of MDS codes entail a matrix-vector multiplication, whereas the decoding process requires an additional matrix inversion. If systematic codes are used, MDS codes achieve encoding complexity \(O(kp)\) and decoding complexity \(O(kp^2)\) [4], with \(k\) the block length and \(p\) the number of parity packets.

The algorithm to find the optimal \(p\) and \(k\) is outside of the scope of this paper and the reader is referred to [2] for more details about it. However, it is relevant to know that this algorithm finds the largest \(k\) that meets the target delay \(D_T\) and packet loss rate \(PLR_T\) constraints because larger codes result in lower RI than shorter ones. This property is depicted in Table I, where \(n = k + p\) has been calculated such that \(PLR_{FEC} \leq PLR_T\). \(PLR_{FEC}\) is the FEC packet loss rate as given by Eq. (1) for which we have assumed a Binary Erasure Channel (BEC) with erasure probability \(p_e\) and have defined the random variable \(I_k^n\), which represents the number of packet losses in a code \(C(n,k)\). Although the PR analysis is also available for channels with memory (i.e., Gilbert-Elliott model), this does not change the basic findings and hence it is omitted for clarity in this paper. Since \(k\) has a major impact on the code complexity, we propose code partitioning to split the block into two independent blocks instead of using the largest \(k\). As a result, the used \(k\) and \(p\) are halved but the encoding and decoding operations run twice for the original block length, which nevertheless reduces the complexity to \(O\left(\frac{k^2}{2}\right)\) for encoding and \(O\left(\frac{k^2p}{4}\right)\) for decoding. The packet loss rate of partitioned codes \(PLR_{FEC}^{\text{part}}\) is given in Eq. (4) where \(J_{k_1,k_2}\) is a random variable representing the packet losses in a partitioned code and \(k_{max} = \left\lceil \frac{k}{2} \right\rceil\).

\[ PLR_{FEC} = \frac{1}{k} E[I_k^n] = \frac{1}{k} \sum_{i=1}^{k} \cdot P(I_k^n = i) \tag{1} \]
The analysis of the required excess packets is depicted in Figure 2 which shows three histograms for a fixed number of parity packets ($p = 5$) and erasure probability $p_e = \{0.01, 0.05, 0.1\}$. The three configurations consider $k \in [10, 110]$. In this case, excess packets have alternately been distributed between both codes until $PLR_{FEC} - PLR_{FEC}^{part} \leq \delta$, with $\delta = 0.001$. As depicted in the picture, in most cases code partitioning is not penalized by an increase in RI.

IV. CONCLUSION

PRRT is an example of a transport protocol using HARQ to provide predictable reliability and delay, applying an MDS code to generate redundancy to recover from losses. However, packet encoding and decoding have high computational complexity, making them unsuitable for energy and computationally constrained devices. In this paper, we analyze the complexity of MDS codes and propose code partitioning, an approach to reduce the said complexity by 50% with only a slight increase in the required redundancy information.
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