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ABSTRACT Uncontrolled electric vehicle (EV) charging loads at a workplace could result in hefty demand charges. Several studies in the literature have focused on mitigating these demand charges at workplaces using aggregator-based centralized control and consensus-based distributed control. Though each model has successfully mitigated the demand charges they all show some limitations. Aggregator-based centralized solver is computation and time intensive while consensus-based distributed control is communication intensive. Other works with algorithms exploring demand charge mitigation also often rely on large amounts communications. These algorithms include water filling algorithms, multiobjective optimization, and a fuzzy logic controller. The machine learning-based (ML) approach investigated in this study seeks to eliminate both drawbacks using the model trained on optimization results obtained with existing methods. The investigation of ML-based controller in this study is not only found to be superior in performance due to speed and accuracy metrics compared to existing control approaches but has also provided the promising resilient approach to deal with communication failure and cybersecurity threats.

INDEX TERMS Demand charge, electric vehicles (EVs), machine learning, smart charging, transportation

I. INTRODUCTION

ELECTRIC Vehicles (EV) have been seeing a rise in demand worldwide. In 2010, about 17,000 EVs were on the road worldwide. In 2019, that number rose to about 7.2 million [1]. An average EV requires about 30 kilowatt hours to travel 100 miles which is the same amount of electricity an average American home uses each day [2]. With the continued growth of EVs, their charging could be a significant strain on the power grid [3]. Not only that, consumers could see a rise in their electricity prices [4]. With the increase in demand, an increase in demand charges will be seen as well. Demand charges are fees added to electricity bills of consumers, mainly commercial and industrial, based on the peak energy usage that month [5].

With continued growth of EVs, there will be a greater demand for charging at public charging stations, homes, and commercial properties such as parking garages or shopping centers [4]. More charging can result in higher demand peaks during the month. One issue that arises from increased...
demand is the demand charge. This is typically a monthly fee that large scale utility customers have to pay as part of maintaining the infrastructure needed to deliver high volumes of power to them. The exact value of the demand charge is based on the peak kilowatt usage during the month. Thus, the higher peak demand the higher amount a customer will have to pay. To prevent these issues related to increased demand, control strategies for charge mitigation are needed. These strategies are designed specifically to flatten spikes in demand and minimizes the costs associated with them.

National Renewable Energy Laboratory (NREL) researchers are investigating various smart-charging control strategies to solve this problem [6]. One strategy is to control electric vehicle charging using optimization methods. These methods can use a centralized solver or a distributed consensus-based solver. This strategy allows for a peak reduction, but relies heavily on communication and computation time [7]. A machine learning (ML) based charge controller can serve as an effective compliment to these optimization charge controllers and other demand charge mitigation charge controllers. The ML charge controller explored in this paper does not need data that is frequently unavailable such as the EV’s state of charge that consensus and other smart chargers use a parameter [8] [5]. The ML algorithm also does not need communication to operate.

A. RELATED WORKS

The focus of this work is on the load profile of individual charging electric vehicles which directly impacts the load profile of workplace charging infrastructure. Supervised machine learning prediction of charging behaviour includes other categories such as the prediction of EV battery state of charge [9], the prediction of session duration and energy consumption [10], the prediction of future energy needs to meet forecasted EV growth [11], and the prediction of charging speed [12].

Prediction of electric vehicle loads has been explored in other works. One example of this is the forecasting EV loads using a Bass model to predict an amount of EVs and then using a Monte Carlo algorithm to predict the load of each vehicle [13]. Another Monte Carlo simulation was done in [14] to predict uncontrolled EV loading. The Monte Carlo simulations while precise, lack the depth of a more learned model. This can be seen in [15] where a learned support vector machine (SVM) was compared against a statistical Monte Carlo prediction. The SVM had both a better mean absolute percent error and root mean square error.

In [16], multiple learners are compared in their ability to predict energy consumption of individual EV charging outlets using real world data from UCLA campus. Compared against the k-Nearest Neighbor, Support Vector Regression, and Random Forest, the Modified Pattern-based Sequence Forecasting outperformed in its predictive abilities. Although, it may come at a cost of computation burden.

Reinforcement-Learning (RL) is another type of predictive tool that has been used for EV load prediction. RL techniques such as Q-learning help in real-time learning which can be particularly useful for EV load prediction as seen in [17].

Another focus of this work is demand charge mitigation (DCM). Work has been done in different areas with the goal of DCM. For example in [18], a fuzzy logic controller is used to control EV loading for residential demand side management. In [19], multiobjective optimization is used to create an optimal charging pattern for a plug-in hybrid EV; although, this relies heavily on communication. [20] examines non-commercial DCM. In the work, a water filling algorithm is used for real-time EV smart charging. EV demand charges can be reduced by about 20-30% but the algorithm also relies heavily on communication. In [21] explores a charge management system to control EVs to reduce the cost faced by employers. The system varies the EV load based on the current building load. Although, the system requires input from users whose information may not always be correct. Finally in [22] the authors explore using an adaptive charging network for DCM. Although, this charging network also relies on intense communication.

B. MAIN CONTRIBUTIONS AND ORGANIZATION

The works above provide an overview of the world of using ML to predict EV charging behavior and of using algorithms for demand charge mitigation. The novelty of this work is in their overlap. This paper explores ML-based charge controllers for demand charge mitigation with the following contributions:

- A novel approach to predict the optimized charging profile of individual EVs is proposed. (Section III)
- The methodology of generating the data to train and test the algorithms is explored along with how the algorithms were trained and tested. The assessment of the algorithms is explored as well. (Section III)

The remaining of this paper is organized as follows. In Section II the background of the machine learning and optimization algorithms used in this paper are discussed. The methodology and novel approach behind predicting the optimized charging profiles is described in section III. The outcomes and results of testing the algorithms are discussed along with comparing the algorithms against other controllers and no control in Section IV. Finally, conclusions are drawn and future work is theorized in Section V.

II. BACKGROUND

This section discusses the machine learning and optimization algorithms used in this work. The metrics used for evaluation of the results are also described.

A. MACHINE LEARNING ALGORITHMS

ML algorithms take data and try to create a learning framework that can improve itself overtime with exposure to more data. Within ML, there are two different branches. There is supervised machine learning and unsupervised machine learning [23]. In unsupervised ML, there are no labels in
the training data set and the goal of the algorithm is to find similarity between data points and group them together. On the other hand in supervised ML, there are labels or values in the training data set. The goal of the supervised ML algorithm is to find a function that can accurately predict values or labels given input variables. The predicted value from a supervised ML algorithm can either be a discrete label typically referred to as classification or a continuous value typically referred to as regression [23].

This work, supervised ML regression models are used. This is because the charging profile for an EV is being predicted given the input variables of old start charge time, old end charge time, and energy consumed. These variables were chosen for this work due their real-world ease of attaining as opposed to other variables such as state of charge. The two models used in this work are random forest (RF) and Linear Regression (LR).

Before describing a RF, a decision tree (DT) algorithm must first be discussed. A DT tries to create an algorithm that makes a prediction by making different comparisons related to the input variables. It can be thought of a tree that continues through its decisions all the way down to the leaf nodes where no further decisions can be made. In regression, the final prediction is made by averaging the values at the leaf nodes. The DT is quite prone to overfitting the training data which results in not useful predictions [24]. A way to overcome this is to aggregate a good amount of randomized DTs and have each of them train and make a prediction on their own. This is essentially what a RF algorithm does [25]. The RF was chosen for this work based on its ability to tackle regression problems and for its built-in bagging.

The LR model is a straightforward basic ML algorithm from the field of statistics. The model is strictly for regression and it takes the input variables from the training set and tries to fit a linear function through the points. The function is then used to predict continuous values [26].

**B. OPTIMIZATION ALGORITHMS**

An optimization algorithm tries to maximize or minimize functions by choosing different input values within a set and computing the output of the function. One type of optimization problems is convex optimization which tries to minimize convex functions over convex sets. Since there is a problem of scalability with general convex optimization solvers, scalable solvers were used in this work [27].

The optimization algorithm used in this paper is the alternating direction method of multipliers (ADMM) algorithm. ADMM solves convex optimization problems by breaking the centralized problem into smaller distributed problems that are solved individually. This makes it easier to solve and handle the optimization problem [28], [29]. The controller solving the optimization problem with ADMM is referred to as the distributed consensus-based controller. In this work the goal of the centralized problem is to decide the charging rate of the EVs so that the peak among all time steps is reduced. In solving the centralized problem, it is assumed that all the information of the EVs are known such as the start times, end times, and energy consumed. The controller solving the optimization problem using centralized optimization is referred to as the centralized controller throughout the paper.

**III. METHODOLOGY**

In this section, the approach used for the prediction of charging profiles is defined. The problem is defined, the dataset is discussed along with the engineering of the data, and the training of the ML models described.

### A. EV CHARGING PROFILE

Let $e_t$ represent the power used to charge the vehicle at time $t$, $t_{\text{start}}$ represents the time when a vehicle plugs in to charge, and $t_{\text{end}}$ represents the end charging time, thus an individual vehicle’s charging profile for a session is defined below in (1):

$$P_{\text{session}} \triangleq (e_{t_{\text{start}}}, \ldots, e_{t_{\text{end}}})$$

The total complete charging profile of an individual charging station, $P_{\text{total}}$, can thus be defined below in (2):

$$P_{\text{total}} \triangleq \sum P_{\text{session}}$$

where the summation aligns the associated times.

The ML model predicts the individual optimized charging profile for each EV assuming the start time, end time, and energy is known. The aggregate predicted profile is obtained by summing each individual charging profile.

### B. EXPLORING AND PREPROCESSING THE DATASET

Two datasets were used in this work. Both datasets are described below.

This is one of the main areas of novelty with the work. The specifics of the data and the way it is preprocessed is what results in the ability to use our trained controller on real world parking garage data and obtain acceptable peak reductions.

The first dataset used is the EVI-Pro dataset. This dataset contained about 300,000 events. Obtaining a large amount of EV charging data is in the real world is incredibly difficult. EVs are currently not widely adopted and most datasets involving EV charging are small-scale. EVI-Pro can generate the large-scale data necessary to train the ML algorithm.

EVI-Pro has been developed through a collaboration between the National Renewable Energy Laboratory (NREL) and the California Energy Commission, with additional support from the U.S. Department of Energy’s Vehicle Technologies Office. It uses detailed data on personal vehicle travel patterns, electric vehicle attributes, and charging station characteristics in bottom-up simulations to estimate the quantity and type of charging infrastructure necessary to support regional adoption of electric vehicles [30].

The second data set is from NREL’s parking garage on its campus in Golden, CO. This dataset contains data from actual EVs charging in the garage during workplace hours. This data
Algorithm 1 Method for Training and Testing the ML

**Input:** $e_t, t_{start}, t_{end}, P_{session}$

**Output:** $a_{mapeLR}, a_{mapeRF}, t_{excLR}, t_{excRF}, P_{sessionRF}, P_{sessionLR}, a_{rmseLR}, a_{rmseRF}$

1: $e_t = e_t > 1$
2: $t_{start} = t_{start} > 360$
3: $t_{end} = t_{end} < 1200$
4: for $i = 1$ to 1000 do
5: $Rf.train(e_t, t_{start}, t_{end}, P_{session})$
6: $Lr.train(e_t, t_{start}, t_{end}, P_{session})$
7: end for
8: for $i = 1$ to 250 do
9: $t_{before} = t$
10: $P_{sessionRF}(i) = Rf.predict(e_{t_{test}}, t_{start_{test}}, t_{end_{test}})$
11: $t_{excRF}(i) = t - t_{before}$
12: $a_{mapeRF}(i) = \frac{1}{n} \sum_{i=1}^{n} (P_{sessionRF}(i) - P_{session_{actual}}(i))$
13: $a_{rmseRF}(i) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_{sessionRF}(i) - P_{session_{actual}}(i))^2}$
14: $P_{sessionLR}(i) = Lr.predict(e_{t_{test}}, t_{start_{test}}, t_{end_{test}})$
15: $t_{excLR}(i) = t - t_{before}$
16: $a_{mapeLR}(i) = \frac{1}{n} \sum_{i=1}^{n} (P_{sessionLR}(i) - P_{session_{actual}}(i))$
17: $a_{rmseLR}(i) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_{sessionLR}(i) - P_{session_{actual}}(i))^2}$
18: end for
19: return $P_{sessionRF}, P_{sessionLR}, t_{excRF}, t_{excLR}, a_{mapeRF}, a_{mapeLR}, a_{rmseLR}, a_{rmseRF}$
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FIGURE 1: Diagram of Process

C. MODEL SELECTION AND EXPERIMENTAL SETUP

This section describes the process that was gone through to obtain results. The first subsection describes how the data was generated that was then used to train and test the ML algorithms. The second subsection mentions the process of training and testing the algorithms along with assessment criteria. Fig. 1 will serve as a reference throughout this section.

1) Generating Data

For a ML algorithm to be able to learn and make predictions, it first needs data to train it. Since, algorithm should be able to mimic both the distributed and centralized algorithm it needed to train on the output of the optimal charge controllers. The EVI-Pro dataset was taken and run through both central and distributed charging controller codes setting the number of charging stations to be one and the number of EVs to be a hundred. The charging code takes the input data with parameters described above and calculates an optimized charging profile for each charging event in order to shave the peak of non-controlled charging. 1000 trials consisting of 100 random charging events for both distributed and centralized optimization algorithms were generated to train the algorithm. 250 trials consisting of 100 new EV charging events for both distributed and central optimization algorithms were generated to test the ML algorithms. The process just described can be seen in Fig. 1 with the arrow pointing from input data to testing dataset and the arrows pointing from input data to charge controller using the consensus-based distributed or the centralized solver to optimized charge profiles and finally to the training dataset. Histograms to help visualize the different differences between data sets can be seen in the figures below. The departure times, energy consumed, and dwell time data can be seen in Fig. 2, Fig. 3, and Fig. 4 respectively. The (a) figures represent the training data, the (b) figures represent the validation data, and the (c) figures represent the real-world vehicle data taken from the NREL parking garage.

2) Fitting and Testing the Algorithm

For this section, Algorithm 1’s pseudocode will serve as a guide throughout the process of generating and testing the
The algorithm first takes training and testing data inputs containing vehicle start time, vehicle departure time, energy needed to charge in kilo-watt hours, and finally the optimized charge profile obtained from optimization. These elements are already cleaned and processed, as described in the previous subsection, to ensure only good data is being used to train the algorithm. This cleaning of the data can be seen in lines 1, 2, and 3 of Algorithm 1. After obtaining the data sets the algorithm was trained using the scikit-learn: machine learning package. Random forest and linear regression objects were created and looped through 1000 trial sets so that they were trained. On each pass the object weights were updated training the algorithm to be more accurate. This step can be seen in lines 4-7 of Algorithm 1.

After the algorithm was trained, it was tested in a similar capacity. The models were tested on 250 iterations with each iteration testing the models performance. Line 10 and 14 in Algorithm 1 describes how the ML algorithm would make a prediction of the optimal charging profile for each event. To assess accuracy, the mean absolute percent error (MAPE) was used as seen in (3) along with the root mean square error (RMSE) seen in (4). MAPE was used due to its ease of understanding and typical use in forecasting. The lower the MAPE the better the result [31]. The final accuracy of each iteration was calculated by subtracting the respective MAPE, calculated in lines 12 and 18, from 100% as seen in lines 13 and 19 of Algorithm 1. RMSE was used due
its high weighting of larger errors. It also emphasizes lower error values and is commonly used in regression problems. Its calculation can be seen in lines 14 and 20 of Algorithm 1

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_t - F_t}{A_t} \right|$$  \hspace{1cm} (3)

$A_t$ represents the actual value and $F_t$ represents the forecasted value.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (4)

$y_i$ represents the actual value and $\hat{y}_i$ represents the forecasted value.

The execution time for the algorithm to be able to make predictions was also calculated in each iteration. Before predicting the optimized profile the runtime was stored which can be seen in lines 9 and 15 of Algorithm 1. After predicting the optimized profile, the time to execute was calculated by taking the difference between current time and the previously stored time as seen in lines 13 and 17 of Algorithm 1.

Once done with all 250 trials the outputs returned are the individual optimized charging profiles of each EV from the random forest object and linear regression object, the execution times for each object for each iteration, and the MAPE and RMSE for each object in each iteration. The average execution time was calculated. Aggregate load profiles an electric vehicle charger might see were also calculated by summing the individual EV profiles for each iteration as seen in (2). Finally, the best accuracy ML aggregate profile for both distributed and central testing data was plotted alongside the aggregate graph of no control charging and the optimized charging algorithm that it trained on either distributed or centralized. This whole process was done twice once for the random forest ML algorithm and then for the linear regression ML algorithm. This whole process can be seen in Fig. 1 with the machine learning algorithm box to ML-based Charge controller to Predicted Charge Control Profiles to Error/Mismatch.

IV. RESULTS AND DISCUSSION

This section dissects the results of the two ML algorithms trying to mimic the distributed algorithm and the two ML algorithms trying to mimic the central algorithm. First the distributed results are explored then the centralized results. Finally its performance on unseen NREL garage data is discussed. Overall in this section the superior performance of the ML-based controller is emphasized.

A. CONSENSUS-BASED DISTRIBUTED RESULTS

The random forest algorithm performed quite well when testing with the unseen data. The most accurate run achieved an accuracy of about 97.6%. The least accurate run had an accuracy of about 83.3%. The most accurate run also achieved an RMSE of 3.9 and the least accurate of 10.7. The average time it took for the trained random forest algorithm to make a prediction was about 0.281 s. The aggregate random forest predicted charging profile with the best accuracy can be seen below in Fig. 7a being compared with the distributed charging profile and the no control profile.

The linear regression achieved a similar high accuracy of about 96.6%. Although, its worst accuracy was much lower than random forest’s. The lowest accuracy was about 69.6%. The most accurate run also achieved an RMSE of 4.2 and the least accurate of 14.8. The average prediction time of the linear regression algorithm was about 0.672 ms. It was much faster but its range of accuracy is cause for concern. The aggregate linear regression predicted charging profile with the best accuracy can be seen below in Fig. 7b being compared with the distributed charging profile and the no control profile. The range of peaks for each predicted distributed profile for random forest and linear regression can be seen in Fig. 5 and Fig. 6. These figures allow for a more complete view of the predicted profiles for each ML.

The random forest algorithm is shown to be superior to that of the consensus-based distributed algorithm. Its speed is much faster compared to a 3-minute run time for the optimization algorithm. It can also achieve quite comparable optimized charging profiles with similar peak reductions as seen in Fig. 7a.
B. CENTRALIZED RESULTS

When trying to mimic the centralized algorithm, both ML algorithms achieved much better ranges of accuracies than when trying to mimic the distributed. For random forest, the best accuracy obtained was about 99.6%. The least accurate run the accuracy was about 97.1%. The most accurate run also achieved an RMSE of 2.1 and the least accurate of 7.6. The average execution time for predicting the profiles of 100 events was about 0.277 s. The graph of the best predicted aggregate profile can be seen compared with the other profiles in Fig. 10a.

The linear regression best accuracy achieved was about 98.9% and the worst accuracy was about 91.2%. The most accurate run also achieved an RMSE of 4.2 and the least accurate of 8.7. It slightly under performed compared to the random forest algorithm. The average execution time was about 0.640 ms. The best aggregate linear regression profile compared to the other types of control profiles can be seen in Fig. 10b.

C. NREL GARAGE RESULTS

In order to see if the ML would be able to generalize well on unseen data, it was fed real world data from the NREL parking garage after being trained. Due to the better performance of RF in the previous tests, it was the only ML to test on the garage data. The RF algorithm successfully reduced the peak of the garage data for both the centralized and distributed solvers. The respective peak reductions were 29.9% and 42.6%. The centralized trained RF predicted profile is in Fig. 13a and the distributed trained RF predicted profile is in Fig. 13b. This successfully demonstrates that a RF ML algorithm trained on a generic data set from EVI-pro can successful optimize real-world load profiles. The range of peaks for each predicted distributed and central random forest profile can be seen in Fig. 11 and Fig. 12.

As before, these figures allow for a more complete view of the predicted profiles for each ML.

Again, the random forest algorithm is shown to be superior. Its speed is much faster when comparing it to a minute run time for the centralized algorithm. It also has a high range of accuracy and obtains a similar peak reduction to the centralized algorithm as seen in Fig. 10a.
allow for a more complete view of the predicted profiles for each ML. To maintain flexibility, the algorithm once fully implemented and online will continue to learn and update in real-time. This way it can remain accommodate any changes in operation whether it be permanent like a new charging station or seasonal like decreased traffic flow. This can be seen Fig. 1 with the area coming from NREL Garage data and going back to the input data.

V. CONCLUSION AND FUTURE WORK

This work proposed a novel ML-based solution to the increasing demand on the grid from EV charging loads. Unlike other work, the random forest ML algorithm required minimal variables while maintaining a high level of accuracy. It utilized only energy required, start-time, and departure-time. The ML trained on already optimized data obtained from NREL’s EVI-pro being ran through centralized and distributed consensus-based optimized charge controllers. After training both linear regression and random forest models, the ML-based charge controllers were given the testing data and they generated optimized charging profiles at fast speeds and high accuracies. The random forest ML-based controller outperformed the linear regression model and thus was used to demonstrate its ability to optimize on unseen NREL garage data. Without communication or time-intensive computation the random forest algorithm successful generated optimized charging profiles with reduced peak demands on the garage data for both the centralized and distributed optimization techniques, successfully demonstrating the novelty of this work.

Due to the high accuracy of the ML-based controller, in the future this work could be extended for detecting anomalies in EV charging. This application is particularly useful in cybersecurity threat mitigation. This would be useful in a scenario where a charging station is compromised. The compromised charging station could create a fake demand for a large amount of energy. The ML-based charge controller could recognize this demand as out of the ordinary and raise alarm.

Other future work involves using the ML-based controller to optimally dispatch DERs for EV charging scenario. The ML-based controller could serve as a guidance or a perfect forecast for demand on the grid. This in turn would allow
for sources like PV or storage to be managed and perfectly controlled to meet this hypothetical demand.
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