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Abstract

In the real time formulation of finite temperature field theories, one introduces an additional set of fields (type-2 fields) associated to each field in the original theory (type-1 field). In [1], in the context of the AdS-CFT correspondence, Maldacena interpreted type-2 fields as living on a boundary behind the black hole horizon. However, below the Hawking-Page transition temperature, the thermodynamically preferred configuration is the thermal AdS without a black hole, and hence there are no horizon and boundary behind it. This means that when the dual gauge theory is in confined phase, the type-2 fields cannot be associated with the degrees of freedom behind the black hole horizon. I argue that in this case the role of the type-2 fields is to make up bulk type-2 fields of classical closed string field theory on AdS at finite temperature in the real time formalism.
1 Introduction

The AdS-CFT correspondence [2] has provided us with powerful tools to tackle the puzzles surrounding black holes in asymptotically Anti-de Sitter (AdS) spaces. Strong evi-
ences for correspondence between deconfinement phase transition in gauge theory and Hawking-Page transition to black hole geometry [3] have been given in [4, 5] in the Euclidean path integral formulation of finite temperature field theory [6, 7] (also referred to as imaginary time formalism). Again in the imaginary time formalism, the author recently showed how the expectation value of the Polyakov loop, the order parameter of confinement-deconfinement transition, encodes the dual bulk geometry in correlation functions of gauge invariant operators [8]. However, the real problems about black holes, such as the information loss paradox, dynamical formation and evaporation of black holes, causal structure and singularities, can only be studied in the Lorentzian signature.

In the real time formulation of finite temperature field theories [11, 12, 13, 14, 15], it seems unavoidable to introduce an additional set of fields besides the original ones (those in the zero-temperature theory). Each of the newly introduced field is associated with a field in the original theory. (In this article I will call newly introduced fields as type-2 fields, as opposed to the original fields which I will call type-1 fields.) On the other hand, the extended Carter-Penrose diagram of the AdS-Schwarzschild black hole geometry has a boundary behind the horizon (Fig.1 boundary 2), in addition to the usual boundary of the AdS space at spatial infinity outside the horizon (Fig.1 boundary 1). In [1], in the context of the AdS-CFT correspondence, Maldacena identified the type-2 fields as living on the boundary behind the black hole horizon. This gives a nice explanation for the necessity of the introduction of type-2 fields in the real time formulation of the finite temperature field theory.

However, there is a small puzzle here: Below the Hawking-Page transition temperature, the thermodynamically preferred configuration in canonical ensemble is the thermal AdS

---

1See also [9] for further investigation on some aspects of the confined phase in large $N$ gauge theories in the imaginary time formalism, and [10] for its relation to the large $N$ reductions.

2See [14] and a review [16] for the real time formulation of finite temperature field theories relevant for this article.

3The word “living” here is used metaphorically, and the role of type-2 fields in the dual bulk geometry should be made more precise by further study. This is one of the purposes of this paper. See also [18] for a related study.

4That the eternal black hole in AdS space is related to an entangled state in the CFT was observed in [19, 20].

5A description of the thermodynamical nature of black holes by thermofield dynamics was studied in [21] in early days. For further investigations after [1] see [22, 17]. For recent studies with more emphasis on the real time formalism, which is closer to the interest of this article, see [18, 23].
Figure 1: The extended Carter-Penrose diagram of the AdS-Schwarzshild black hole geometry. Spherical directions are suppressed in the figure. Besides the usual boundary of the AdS space at spatial infinity (boundary 1, see also Fig. 2), there is a second boundary behind the horizon (boundary 2). For a more detail, see e.g. [17].

Figure 2: A Carter-Penrose diagram of the AdS geometry.
without a black hole [3]. Since it is a finite temperature system, the dual gauge theory should still be described by the real time formulation for the finite temperature. Thus one must conclude that below the Hawking-Page transition temperature, the type-2 fields in the dual gauge theory cannot correspond to the degrees of freedom behind the black hole horizon, since there is no black hole at all. But then, what is the dual bulk description for the type-2 fields in this case? Since the AdS geometry corresponds to the confined phase in gauge theory side, confinement should change the role of the type-2 fields in the bulk. In this article, I will show that this is indeed the case. In the confined phase, the role of type-2 fields in the gauge theory is to make up bulk type-2 fields of closed string field theory on AdS at finite temperature in the real time formalism. Since the bulk is also at finite temperature, it is very natural that the bulk theory also has type-2 fields of its own. The discussions will be in the leading order in the $1/N$ expansion, which corresponds to the classical theory in the bulk. Since the Carter-Penrose diagram is based on classical gravity,\textsuperscript{6} this is sufficient to explain the non-existence of the world behind the horizon in this case.

An outline of the organization of this article is as follows: In section 2, I review the derivation of Feynman rules in the real time formulation of field theories at finite temperature. Then, I give a crucial prescription for incorporating the effect of confined phase background in this formalism. In section 3, I study Feynman diagrams in large $N$ gauge theories in the confined phase and show a large class of them vanish. To illustrate the mechanism which selects the non-vanishing diagrams, a simple example is given in Appendix A. In section 4, I argue that the surviving Feynman diagrams can be interpreted as tree diagrams of closed string field theory on AdS at finite temperature in the real time formalism. Section 5 is devoted to summary and discussions.

\textsuperscript{6}In this article the term “gravity” will be used with possible $\alpha'$ corrections in mind. In other words, I assume that gravity has its origin in closed string theory. I also expect, as in [24, 25], that the Hawking-Page transition observed in the Einstein-Hilbert action (the lowest order in the $\alpha'$ expansion) continuously extends to its $\alpha'$ corrected version all down to the string scale curvature regime, which is dual to the weakly coupled gauge theory.
2 Perturbative method in confined phase in the real time formalism

2.1 Perturbative method in the real time formalism

In this section, I will review the perturbative method\(^7\) in the real time formulation of finite temperature field theories coupled to a gauge field. A concrete example in mind is the \(\mathcal{N} = 4\) super Yang-Mills theory with \(SU(N)\) gauge group on \(S^3\) in the ’t Hooft limit [4, 5, 26, 27, 24], but the method itself is applicable to general gauge theories in the ’t Hooft limit. To illustrate the point, I take a real scalar field \(\Phi_{ab}(t)\) in the adjoint representation of \(SU(N)\) as an example. Here, \(a, b\) are \(SU(N)\) gauge indices. It is straightforward to include several scalar fields, fermions or dynamical gauge fields. Since I am interested in the low temperature confined phase, it is sufficient to study quantum mechanics obtained by dimensional reduction of spatial coordinates on \(S^3\). (This approximation is valid when the inverse temperature \(\beta\) and the length scale of interest are much larger than the radius of the \(S^3\).) It is not difficult to generalize the discussion to more general spatial manifolds, not necessarily with dimensional reductions, by replacing the mass in the discussions below to the eigenvalues of the spatial Laplacian. The quantities of interest are thermal Green’s functions \(G_\beta(t_1, \cdots, t_n)\) of the time-ordered products\(^8\) of operators \(\hat{\Phi}(t)\) in Heisenberg picture:

\[
G_\beta(t_1, \cdots, t_n) = \frac{1}{\Tr e^{-\beta \hat{H}}} \Tr \left\{ e^{-\beta \hat{H}} T[\hat{\Phi}(t_1) \cdots \hat{\Phi}(t_n)] \right\},
\]

where “Tr” is the trace over \(\text{physical}\) states satisfying the Gauss’ law constraints:

\[
\hat{\rho}_{ab} |\text{phys}\rangle = 0.
\]

Here \(\hat{\rho}_{ab} = i[(\hat{\Phi}, \hat{\Pi}_\Phi)]_{ab}\) is the generator of the gauge transformation, where \(\hat{\Pi}_{\Phi_{ab}}\) is the conjugate momentum of \(\hat{\Phi}_{ab}\). \(T[\cdots]\) denotes the time ordering and \(\beta\) is the inverse temperature. The Hamiltonian \(\hat{H}\) is given by

\[
\hat{H} = \tr \left\{ \frac{g^2}{2} \hat{\Pi}_\Phi \hat{\Pi}_\Phi + \frac{\omega^2}{2g^2} \hat{\Phi}^2 + \frac{1}{g^2} V[\hat{\Phi}] \right\},
\]

\(^7\)One may feel it slightly odd to study the confined phase by perturbative method, but as mentioned above, the expectation here is that, as in [24, 25], the deconfinement phase transition observed at weak coupling persists continuously up to strong coupling.

\(^8\)Precisely speaking, these are the so-called \(T^\star\)-products since I will eventually be interested in the quantities obtained by path integral.
where $g$ is a gauge coupling constant, “tr” is a trace over the $SU(N)$ gauge group indices and $V[\Phi]$ is a potential term. The mass $\omega$ is proportional to the inverse radius of $S^3$ in the case when the quantum mechanics is obtained from the compactification of four dimensional conformal field theory on $S^3$. In order to evaluate the thermal Green’s functions by the path integral method, the support of the field variables should be extended to the whole complex $t$-plane as in [14]:

$$\hat{\Phi}(t) = e^{i\hat{H}t}\hat{\Phi}(0)e^{-i\hat{H}t}. \quad (2.4)$$

One would like to have a functional representation for the generating functional $Z[J]$ such that:

$$G_{\beta}(t_1, \cdots, t_n) = \frac{1}{Z(0)} \frac{\delta}{\delta J(t_n)} \cdots \frac{\delta}{\delta J(t_1)} Z[J] \bigg|_{J=0}. \quad (2.5)$$

The functional

$$\text{Tr} \left\{ e^{-\beta \hat{H}} T \left[ e^{i \int_{-T}^{T} dt J(t) \hat{\Phi}(t)} \right] \right\} \quad (2.6)$$

has this property when $-T < t_i < T$. But in order to calculate the thermal Green’s function perturbatively, one should extend the $t$ integration to a contour $C$ on the complex plane:

$$Z[J] = \text{Tr} \left\{ e^{-\beta \hat{H}} C \left[ e^{i \int_{C} dt J(t) \hat{\Phi}(t)} \right] \right\} \quad (2.7)$$

where the contour $C$ is depicted in Fig.3. $T_{C[\cdots]}$ denotes time-ordering along the contour $C$. By inserting a complete set of physical states satisfying (2.2), one arrives at the path integral representation of the generating functional $Z[J]$:

$$Z[J] = \int [D_C \Phi] e^{i \int_{C} dt \{ \mathcal{L}[\Phi] + J(t)\Phi(t) \}}, \quad (2.8)$$

where $\mathcal{L}[\Phi]$ is the Lagrangian

$$\mathcal{L}[\Phi] = \frac{1}{g^2} \text{tr} \left\{ \frac{1}{2} D_t \Phi D_t \Phi - \frac{\omega^2}{2} \Phi^2 - V[\Phi] \right\}. \quad (2.9)$$

The covariant derivative is given by

$$(D_t \Phi)_{ab} = \partial_t \Phi_{ab} - i[A_0, \Phi]_{ab}. \quad (2.10)$$
The gauge field $A_0$ is introduced while imposing the Gauss’ law constraints as delta function. The path integral is over the fields which satisfy the boundary conditions

$$\Phi_{ab}(-T - i\beta) = \Phi_{ab}(-T),$$  \hspace{1cm} (2.11)

following from the trace over the Hilbert space in (2.1). One can rewrite (2.8) as

$$Z[J] = \exp \left\{ -i \int dt V \left[ \frac{1}{i} \delta \right] \right\} \exp \left\{ -\frac{i}{2} g^2 \int dt \int dt' J_{ab}(t) D^{C}_{ab,cd}(t-t') J_{cd}(t') \right\},$$ \hspace{1cm} (2.12)

where the thermal propagator $D^{C}_{ab,cd}(t-t')$ is a Green’s function on the contour

$$(-\partial_t^2 - \omega^2) D^{C}_{ab,cd}(t-t') = \delta_C(t-t') \delta_{aa} \delta_{bc}$$ \hspace{1cm} (2.13)

subject to the boundary condition following from (2.11). Here $\delta_C(t-t')$ is the delta function defined on the contour [14]:

$$\int_C dt \delta_C(t-t') f(t) = f(t').$$ \hspace{1cm} (2.14)

The boundary time $T$ is eventually taken to infinity. By taking $J \to 0$ as $T \to \infty$, the generating functional factorizes as

$$Z[J] = Z_{12}[J] Z_{34}[J],$$ \hspace{1cm} (2.15)
where \( Z_{12}[J] \) (respectively \( Z_{34}[J] \)) denotes the contribution from the path \( C_1 \) and \( C_2 \) (\( C_3 \) and \( C_4 \)). The effect of finite temperature enters in the propagators through the boundary condition (2.11). Although the generating functional can be seen to factorize, \( Z_{34}[J] \) part plays a role for modifying the boundary conditions on the Green’s function, as I will explain below.

### 2.2 Incorporating the effect of confined phase background

In this subsection I present a prescription for reading off the dual bulk description corresponding to the confined phase in the real time formalism. When there are no external operator insertions, one can take the Matsubara contour, i.e. the line straight down from \(-T\) to \(-T - i\beta\). Then the calculation reduces to that in the imaginary time formalism, where the confined phase is characterized by the vanishing of the expectation value of the Polyakov loop. The large \( N \) saddle point value of the temporal gauge field \( A_0 \) is given by

\[
A_{0ab} = \delta_{ab} \frac{2\pi}{\beta N} \left( a - \frac{N + 1}{2} \right) \text{ (constant)} \quad (2.16)
\]

in an appropriate gauge.\(^9\) This gives an appropriate expansion point for perturbation theory on the vertical parts of the contour. In the imaginary time formalism, it was essential to expand around the saddle point of \( A_0 \) (2.16) to read off the dual bulk geometry in the confined phase \([8]\). I claim that also in the real time formalism, the correct prescription for reading off the dual bulk description corresponding to the confined phase is to include the saddle point value (2.16) of \( A_0 \) into the Green’s function on the vertical parts of the contour. Thus, instead of (2.13), I use Green’s function which satisfies

\[
(-D_t^2 - \omega^2)D_{ab,cd}^C(t - t') = \delta_{C}(t - t')\delta_{ad}\delta_{bc}, \quad (2.17)
\]

where on the vertical parts of the contour I have included the saddle point value of \( A_0 \) (2.16) in the covariant derivative \( D_t \).\(^{10}\) Since I am including the effect of the \( A_0 \) configuration (2.16) on the vertical parts of the contour, it is convenient to define the

\(^9\)For weakly coupled gauge theories on \( S^3 \), the low temperature phase (\( \beta \gg \omega^{-1} \)) is the confined phase \([26, 27, 24, 25]\). Above, I wrote down an action for a single scalar field for which there is no deconfinement transition at zero ’t Hooft coupling. However, it is straightforward to include several scalar fields to have finite deconfinement temperature. The saddle point (2.16) is evaluated from the effective action for \( A_0 \) obtained by integrating out other massive fields, which is justified in the low temperature regime \([24, 25]\).

\(^{10}\)On the horizontal parts of the contour one can choose \( A_0 = 0 \) gauge.
\begin{equation}
\tilde{\Phi}_{ab}(t) = e^{-2\pi i \frac{a-b}{2N} \text{Im} t} \Phi_{ab}(t)
\end{equation}

so that the differential equation for the Green’s function \( \tilde{D}^C(t - t') \) for \( \tilde{\Phi}(t) \) takes the form of the ordinary one (2.13):

\begin{equation}
(-\partial_t^2 - \omega^2) \tilde{D}^C_{ab,cd}(t - t') = \delta_C(t - t') \delta_{ad} \delta_{bc}.
\end{equation}

However, the field redefinition (2.18) modifies the boundary condition (2.11) to

\begin{equation}
\tilde{\Phi}_{ab}(-T - i\beta N) = e^{2\pi i \frac{a-b}{N}} \Phi_{ab}(-T).
\end{equation}

One can solve (2.13) with the ansatz

\begin{equation}
\tilde{D}^C_{ab,cd}(t - t') = \theta_C(t - t') \tilde{D}^>_{ab,cd}(t - t') + \theta_C(t' - t) \tilde{D}^<_{ab,cd}(t - t'),
\end{equation}

where \( \theta_C(t - t') \) is the step function defined on the contour [14]:

\begin{equation}
\theta_C(t - t') = \int_C^t dt'' \delta_C(t'' - t).
\end{equation}

Since from (2.8) to (2.12) the change of variable

\begin{equation}
\tilde{\Phi}_{ab}(t) \rightarrow \tilde{\Phi}_{ab}(t) + \int_C C dt' \tilde{D}_{ab,cd}(t - t') J_{cd}(t'),
\end{equation}

has been made, the boundary condition (2.20) implies

\begin{equation}
\tilde{D}^>_{ab,cd}(t - t' - i\beta N) = e^{2\pi i \frac{a-b}{N}} \tilde{D}^<_{ab,cd}(t - t').
\end{equation}

The unique solution to (2.19) with the boundary condition (2.24) is

\begin{equation}
\tilde{D}^C(t - t')_{ab,cd} = -\frac{i}{2\omega} \left[ (A e^{-i\omega t} + B e^{i\omega t}) \theta_C(t - t') + (C e^{-i\omega t} + D e^{i\omega t}) \theta_C(t' - t) \right]
\end{equation}

with

\begin{equation}
A = \frac{1}{1 - e^{-\beta \omega - 2\pi i \frac{a-b}{N}}}, \quad B = \frac{e^{-\beta \omega + 2\pi i \frac{a-b}{N}}}{1 - e^{-\beta \omega + 2\pi i \frac{a-b}{N}}},
\end{equation}

\begin{equation}
C = \frac{e^{-\beta \omega - 2\pi i \frac{a-b}{N}}}{1 - e^{-\beta \omega - 2\pi i \frac{a-b}{N}}}, \quad D = \frac{1}{1 - e^{-\beta \omega + 2\pi i \frac{a-b}{N}}}.
\end{equation}

\footnote{The reason \( \text{Im} t \), rather than \(-it\) which is familiar from the case with chemical potential, appears here is that \( A_0 \) has non-zero expectation value only on the vertical parts of the contour.}
The Green’s function (2.25) can be rewritten in the spectral representation:

\[ \tilde{D}_{ab,cd}^C(t-t') = \int_{-\infty}^{\infty} \frac{dk_0}{2\pi} e^{-ik_0(t-t')} \rho(k_0) \theta_C(t-t') + N(k_0,a-b)]\delta_{ad}\delta_{bc}, \] (2.27)

where

\[ \rho(k_0) = 2\pi \varepsilon(k_0) \delta(k_0^2 - \omega^2), \quad \varepsilon(k_0) = \theta(k_0) - \theta(-k_0) \] (2.28)

and

\[ N(k_0,a-b) = \frac{1}{e^{\beta k_0 + \pi i/2} - 1}. \] (2.29)

As in (2.15), the partition function factorizes. Therefore, only the propagators between the fields on the contours \( C_1 \) or \( C_2 \) need to be considered. The propagators for general \( \sigma \) (0 < \( \sigma \) < 1, where \( \sigma \) is given in Fig.3) are obtained as

\[ \tilde{D}_{ab,cd}^{(11)}(t-t') = \tilde{D}_{ab,cd}^C(t-t'), \] (2.30)
\[ \tilde{D}_{ab,cd}^{(22)}(t-t') = \tilde{D}_{ab,cd}^C((t - i\sigma \beta) - (t' - i\sigma \beta)), \] (2.31)
\[ \tilde{D}_{ab,cd}^{(12)}(t-t') = \tilde{D}_{ab,cd}^<(t - (t' - i\sigma \beta)), \] (2.32)
\[ \tilde{D}_{ab,cd}^{(21)}(t-t') = \tilde{D}_{ab,cd}^>(t - i\sigma \beta) - t'). \] (2.33)

Notice that the propagator takes the form of a 2 \( \times \) 2 matrix. This means that the degrees of freedom are doubled compared with the original theory (the theory at zero temperature) [14]. The doubling of the degrees of freedom originates from the two parts of the contour \( C_1 \) and \( C_2 \) in Fig.3. \( \tilde{D}_{11} \) (respectively \( \tilde{D}_{22} \)) is a propagator between type-1 (type-2) fields, and \( \tilde{D}_{12} \) and \( \tilde{D}_{21} \) are mixed propagators between type-1 and type-2 fields.

By taking \( \sigma = \frac{1}{2} \) as in [14, 15], one arrives at the most symmetric expression. It is convenient to split the propagator into a temperature dependent part and an independent part. Also, at this point it is convenient to undo the field redefinition (2.18) to obtain a symmetric expression for the propagators.\(^{12}\) In momentum space, they are given by

\[ iD_{ab,cd}^{(rs)} = iD_{0ab,cd}^{(rs)} + iD_{\beta ab,cd}^{(rs)} \quad (r, s = 1, 2), \] (2.34)

\[ iD_{0ab,cd} = \delta_{ad}\delta_{bc} \begin{pmatrix} \frac{i}{k_0^2 - \omega^2 + i\epsilon} & 0 \\ 0 & \frac{-i}{k_0^2 - \omega^2 - i\epsilon} \end{pmatrix}, \] (2.35)

\(^{12}\)The phase appears symmetrically in (1-2) and (2-1) components of the propagator (2.36).
\[ iD_{\beta ab,cd} = \delta_{ad}\delta_{bc}\pi\delta(k_0^2 - \omega^2) \]
\[ \times \frac{1}{e^{i\beta k_0 + 2\pi i a-b|R} - 1} \left( \frac{1}{e^{i\beta k_0 + 2\pi i a-b|R} 1} \right). \quad (2.36) \]

In the above, \(|\cdots|_R| is defined as
\[ |z|_R = \begin{cases} 
  z & (\text{Re} \ z > 0) \\
  -z & (\text{Re} \ z < 0) 
\end{cases}, \quad (\text{Re} \ z \neq 0). \quad (2.37) \]
Eq. (2.37) is not defined for \( \text{Re} \ z = 0 \), but because of the on-shell delta function in (2.36) one does not need to consider that case as long as \( \omega \neq 0 \).\(^{13}\)

Perturbative Feynman rules can be obtained just as in the conventional field theories and are sketched in Fig.4. I have adopted the ’t Hooft’s double-line notation \([28]\). (1) represents the temperature independent part of the propagator \( iD^{(r_s)}_{0ab,cd} \) and (2) the temperature dependent part \( iD_{\beta ab,cd}^{(r_s)} \). The temperature dependent part of the propagator is drawn with the “cut” line in Fig.4 (2). \textit{This cut is one of the most important tools I will use repeatedly in the following discussions.} Type-1 fields and type-2 fields are coupled only through the propagators: The interaction vertices do not mix type-1 and type-2 fields. The interaction vertices of type-2 fields are given by the complex conjugate of those of type-1 fields:
\[ i \text{tr} V_2[\Phi(2)] = (i \text{tr} V_1[\Phi(1)])^* \bigg|_{\Phi(1) \rightarrow \Phi(2)}. \quad (2.38) \]
I have assumed that the potential is real.

### 3 Analysis of Feynman diagrams in the confined phase

In this section, with the prescription for incorporating the effect of the confined phase background (2.16) discussed in the previous section, I will show that contributions from a large class of Feynman diagrams vanish. In Appendix A, a simple example of the following discussions is provided. The reader may find it helpful to read them in parallel.

The quantities of interest in this article are the correlation functions of gauge invariant single trace local operators, which correspond to closed string states in the AdS-CFT correspondence. Throughout this article I will work in the planar limit \( g \rightarrow 0, N \rightarrow \infty \)

\(^{13}\)In the case which the quantum mechanics is obtained from the compactification of four dimensional conformal field theory on \( S^3 \), \( \omega \) is proportional to the inverse radius of \( S^3 \) and non-zero.
Figure 4: Feynman rules for the real time formulation of large $N$ gauge theories at finite temperature: (1) is the temperature independent part of the propagator (2.35), while (2) is the temperature dependent part (2.36). The index flow indicated by the arrow is directed from the first matrix index to the second matrix index of adjoint fields. The temperature dependent part of the propagator (2) is drawn with a “cut” line (the vertical line in the figure). The interaction vertices (3),(4) are drawn schematically, just to show the index flow structure. One can assign a more detailed structure to the interaction vertices according to the action of one’s interest. The interaction vertices do not mix the type-1 fields with the type-2 fields.
with the 't Hooft coupling $g^2N$ fixed. In the planar limit, one can always associate a loop momentum to an index loop [8, 10], as will be explained below.\textsuperscript{14} For a given 't Hooft-Feynman diagram, I draw a tree sub-diagram which connects the external legs, to show the flow of the external momentum (Fig.5), between the double lines. The total momentum on a propagator is a sum of two momenta associated with the index lines (taking into account the sign indicated by the arrows), and an external momentum flow if there is any. By a shift of loop momenta, which are integration variables, one can choose any tree sub-diagram connecting the external legs to express the external momentum flow. But once it is chosen, the integrations over loop momenta should be done with that fixed external momentum flow.

3.1 Diagrams which have an index loop with only one cut – vanish

I first consider Feynman diagrams which have at least one index loop containing only one cut (which is denoted as $a_i$ below). In this case the cut must be either 1-1 or 2-2 cut.\textsuperscript{15} From (2.36), the diagram with the 1-1 or 2-2 cut is proportional to a factor

$$\sum_{a_i=1}^{N} \frac{1}{e^{\beta(p_{0i} - p_{0j}) + 2\pi i a_i - a_j}N - 1}. \tag{3.1}$$

Here, $i, j$ label the index-momentum loops. As mentioned earlier, the loop momentum $p_{0i}$ is “associated” with the gauge index $a_i$, that means, they always appear in the combination $\beta p_{0i} + 2\pi i a_i N$. The origin of this combination is the covariant derivative for adjoint fields. Therefore, by taking the background gauge around the field configuration (2.16), even when there are derivative couplings the loop momentum and the associated index also appear in the same combination. Such derivative couplings give rise to a multiplicative factor which is polynomial in $\beta p_{0i} + 2\pi i a_i N$. Those just require a minor modification in the following discussions and do not change the conclusion about whether a diagram vanishes or not. Therefore, to keep the essential points clear in the presentation, I will only write down the formula for the case in which such derivative couplings are not involved. Since I

\textsuperscript{14}There are $\ell + 1$ index loops for $\ell$ (momentum) loop planar diagrams of a correlation function of gauge invariant operators, but one summation over gauge indices decouples since the gauge indices always appear as a difference of two indices [8, 10].

\textsuperscript{15}When there is a 1-2 cut on an index loop, there must be a 2-1 cut on that index loop. See the explanation at the end of subsection 3.3
am working in the strict $N \to \infty$ limit, the sum over the gauge indices $a_i$ can be replaced by integral: 
\[ \frac{a_i}{N} \to \theta_i, \sum_{a_i=1}^{N} \to N \int_{0}^{1} d\theta_i. \]
(To avoid repetition, this replacement will be implicit in what follows.) Then, one can Fourier expand the integrand as
\[
\int_{0}^{1} d\theta_i \frac{1}{e^{i(\beta(p_{0i} - p_{0j}) + 2\pi i(\theta_i - \theta_j))_{R}} - 1} = \int_{0}^{1} d\theta_i \sum_{n=1}^{\infty} e^{-n|\beta(p_{0i} - p_{0j}) + 2\pi i(\theta_i - \theta_j)|_{R}} = 0. \]
(3.2)

From the definition (2.37), this kind of diagram has either all negative (when $p_{0i} > p_{0j}$) or all positive (when $p_{0i} < p_{0j}$) powers of $e^{2\pi i\theta_i}$. In either case, (3.2) vanishes.\(^{16}\) Eq.(3.2) is the basic equation relevant for selecting non-vanishing Feynman diagrams in the confined phase, and will repeatedly appear in the following.

### 3.2 The case in which a cut-out loop divides a diagram into two disconnected pieces, one of which does not contain the external legs – still vanish

In the previous subsection, I have shown that the diagrams which have an index loop with only one cut vanish. Therefore, below I will consider the cases in which all the index loops either contain no cut or more than one cut. In these cases, if there is a cut on an index loop, there must be at least one more cut on this index loop. Since the sequence of cuts cannot end on an index loop, they make up a closed circuit (when one connects the end points of the cuts which are inside the same index loop) which cut the diagram into disconnected pieces. In this subsection, I study the case in which a sequence of the cuts make up a loop, and this “cut-out loop” divides a diagram into two disconnected pieces, one of which does not contain the external legs (Fig.5). In this case, one can put the external momentum flow avoiding the region cut out by the cut-out loop. Without loss of generality, one can assume that there are no further cut-out loops inside\(^{17}\) the one under consideration. Then, since the type-1 and type-2 fields only mix through 1-2 or

\(^{16}\)One does not need to worry about the case where $n$ is a multiple of $N$ in (3.2) in the strict $N \to \infty$ limit. Since the $N \to \infty$ limit is taken before the Fourier expansion. I thank S. Kalyana Rama and A. Sen for questions and comments on this point.

\(^{17}\)For a loop on a sphere topology, inside and outside is a relative notion, but one may call one side inside and the other outside. Here I called the region of the Feynman diagram which does not contain the external legs as inside.
Figure 5: A diagram in which the sequence of the bold arrows surrounds a region without the external legs. The starting and the end points of the bold arrows are connected when they are inside of the same index loop. The bold arrows on the cuts are directed from the smaller to the larger momenta, following the rule given in Fig.7. In this case, there are a maximum and a minimum loop momenta among the momenta flowing through the cuts. The maximum momentum loop is the one where all the bold arrows come in, and the minimum momentum loop is the one where all those go out. Such diagrams vanish after the summation over the gauge index $a_{\text{max}}$ or $a_{\text{min}}$. 
Figure 6: In this figure, the starting and the end points of the sequence of the bold arrows is connected, since they are inside of the same index loop (planar diagrams can be thought of as drawn on a sphere), as indicated by the dashed line. Thus the sequence of the bold arrows make up a cut-out loop. In non-vanishing diagrams, all cut-out loops divide the diagram into two disconnected pieces, both containing the external legs. In the above figure, the region containing the external leg with momentum $k_{01}$ is separated from the region containing the external legs with momentum $k_{02}$ and $k_{03}$ by the cut-out loop.
Figure 7: A bold arrow is put on the cut (temperature dependent part of the propagator, see Fig.4) to indicate which of the momenta associated with the index lines is larger. The direction is from the smaller to the larger momenta, and the sign of the loop momenta are determined referring to the direction of the associated index lines. When there is an external momentum flowing into a propagator ($k_0$ in the right), it is added to the momentum with the same direction. In other words, the direction of the bold arrow is determined according to the direction of the total momentum flowing on the propagator.

2-1 cut propagators, the cut out region consists of either entirely type-1 or entirely type-2 propagators and vertices. I first study the case in which the cut-out loop is either made of entirely 1-1 cuts or entirely 2-2 cuts. Other cases can be treated similarly. The correlation function is proportional to a product of the factors coming from the 1-1 or 2-2 cuts on this cut-out loop (see (2.36)):

$$
\frac{1}{e^{\beta(p_0 - p_0) + 2\pi i \frac{a_i - a_j}{N} | \text{R} - 1}} = \sum_{n=1}^{\infty} e^{-n \beta(p_0 - p_0) + 2\pi i \frac{a_i - a_j}{N} | \text{R} ,}
$$

Contrary to the previous case, since $|\beta(p_0 - p_0) + 2\pi i \frac{a_i - a_j}{N} | \text{R}$ may have different signs for different combinations of $(i, j)$, the phases may cancel in the product. Then the summation over these gauge indices can have a non-zero value. However, there is always a maximum loop momentum, $p_{0\text{max}}$, and a minimum loop momentum, $p_{0\text{min}}$, among the loop momenta which cross the cuts on the cut-out loop. I denote the associated gauge indices $a_{\text{max}}$ and $a_{\text{min}}$, respectively. Then, from the definition (2.37),

$$
|\beta(p_{0\text{max}} - p_0i) + 2\pi i \frac{a_{\text{max}} - a_i}{N} | \text{R} = |\beta(p_{0\text{max}} - p_0) + 2\pi i \frac{a_{\text{max}} - a_i}{N} | \text{R} ,
$$
and
\[ R = - \left( \beta (p_{0\min} - p_{0i}) + 2\pi i \frac{a_{\min} - a_i}{N} \right), \quad (3.5) \]
i.e., they have a definite sign in any combination with other \( p_{0i} \). (Recall that because of the on-shell delta function in (2.36), the difference between two momentum flows in a cut-propagator is always non-zero: \( |p_{0i} - p_{0j}| = \omega. \) This means that in the Fourier expansion (3.3), the sign of the phase in \( e^{2\pi i \frac{a_{\max}}{N}} \) always appears negative while that of \( e^{2\pi i \frac{a_{\min}}{N}} \) always positive, and hence do not cancel. After summing over the index \( a_{\max} \) (or \( a_{\min} \)), the contribution from such diagrams vanish, as in (3.2). In Fig. 5 the cut is drawn with a bold arrow which is directed from the smaller to the larger loop momenta, following the rule given in Fig. 7. The maximum loop momentum \( p_{0\max} \) (among the loop momenta which cross the cut-out loop) is the loop to which those bold arrows all come in, and the minimum \( p_{0\min} \) is from which all those bold arrows flow out.

Essentially the same arguments hold for 1-2 (2-1) cuts. In this case, for \( p_{0\max} \), for example, there is an extra overall factor \( e^{\frac{1}{2} (\beta (p_{0\max} - p_{0i}) + 2\pi i \frac{a_{\max} - a_i}{N})} \) compared with the 1-1 or 2-2 cuts. Since type-1 and type-2 fields mix only through 1-2 or 2-1 cut propagators, and there are no further cuts inside the cut-out loop, the cut out region is made of either entirely type-1 fields or entirely type-2 fields. Then, an index line which enters from the type-1 region to the type-2 region must come out again.\(^{18}\) Therefore, there are always an even number of the extra phase factors coming from the 1-2 (2-1) cuts for each index loop, and they multiply up to integer powers of \( e^{\beta p_{0\max} + 2\pi i \frac{a_{\max}}{N}} \). It partially cancels the relevant phase coming from the Fourier expansion of \( 1/(e^{(\beta (p_{0\max} - p_{0i}) + 2\pi i \frac{a_{\max} - a_i}{N})} - 1) \), but it does not completely cancel the phase factors. (This is basically because originally each of these was just half of the relevant phase).

### 3.3 The case in which every cut-out loop divides a diagram into two disconnected pieces both containing the external legs – some diagrams survive

From the discussions in the previous subsections, the non-vanishing contributions arise only from diagrams in which every cut-out loop divides the diagram into two disconnected

\(^{18}\)Recall that every index loop has either zero or more than one cut in order for a diagram not to vanish.
pieces both containing the external legs (Fig.6). Here, the closed circuits made of cuts are interpreted as overlapping cut-out loops, as will be explained in more detail in the next subsection. In this case, the tree sub-diagram expressing the external momentum flow must cross the cut: Since the diagram is completely disconnected by the cut-out loop, there is no way to connect the separated external legs avoiding the cuts. For this kind of diagrams, the earlier argument does not hold, because an additional external momentum comes into the argument: Now it is possible to have $p_{0\text{max}} < p_{0i} + k_0$ or $p_{0\text{min}} + k_0 > p_{0i}$ for some $i$, where $k_0$ is an external momentum flowing into the cut propagator with index lines $a_{\text{max}}$ and $i$, or $a_{\text{min}}$ and $i$, respectively. From the definition (2.37), this means

$$\left| \beta(p_{0\text{max}} - (p_{0i} + k_0)) + 2\pi i \frac{a_{\text{max}} - a_i}{N} \right| = - \left( \beta(p_{0\text{max}} - (p_{0i} + k_0)) + 2\pi i \frac{a_{\text{max}} - a_i}{N} \right)$$

for some $i$, or

$$\left| \beta(p_{0\text{min}} + k_0 - p_{0i}) + 2\pi i \frac{a_{\text{min}} - a_i}{N} \right| = \beta(p_{0\text{min}} + k_0 - p_{0i}) + 2\pi i \frac{a_{\text{min}} - a_i}{N}$$

(3.6)

for some $i$. Compare these with the previous cases (3.4) and (3.5). Still, in order for a diagram not to vanish, there must not be an index loop where bold arrows are all coming in (as in the index loop associated with $p_{0\text{max}}$ in the previous case), or all going out (as in that associated with $p_{0\text{min}}$ in the previous case). In other words, when there is a bold arrow coming into an index loop, there must be at least one bold arrow which comes out of it. Thus the directed sequences of bold arrows make up closed circuits. Note that this can only happen when the sequence of the bold arrows crosses the external momentum flow, otherwise it is inconsistent with the definition of the bold arrows (i.e., the directed sequence of bold arrows should be along an increasing sequence of momenta, see Fig.7).

In the next section, these non-vanishing diagrams will be studied in more detail.

4 Surviving diagrams as closed string tree diagrams in the real time formulation in the bulk

Now I will argue that the non-vanishing Feynman diagrams in the confined phase can be interpreted as tree diagrams of the real time formulation of closed string field theory on AdS at finite temperature.\textsuperscript{19} Here, the word “closed string theory” is used in a loose

\textsuperscript{19}The reason I am using the phrase closed string field theory here is just to indicate that there will be propagators and interaction vertices for the type-2 fields in the bulk. The discussions remain within
sense, in that I regard random surfaces obtained from the Feynman diagrams of the large $N$ gauge theories as closed string worldsheets [28], hoping more precise description as a closed string theory will emerge from the conjectured duality between closed string theories on AdS and large $N$ gauge theories [2].

4.1 Cut-out loops as cuts of closed string propagators

First, I argue that the cut-out loops can be identified with the cuts of the temperature dependent parts of the closed string propagators. In closed string field theory, there is a freedom in separating the propagator and the interaction vertices (see e.g. [33]). However, it must be constructed in a way that it reproduces the correct perturbative diagrams. Therefore, in the following I do not specify how to divide the worldsheet into the propagators and interaction vertices, but the cut-out loop must be within the propagator part.

I will show that those cut-out loops give the correct energy dependence as the temperature dependent parts of closed string propagators in the real time formalism. I will discuss this in the free field limit, i.e. zero 't Hooft coupling limit. I expect that the discussions can be extended to finite 't Hooft coupling if the full propagators in the gauge theory instead of the free propagators are used.

4.1.1 An isolated cut-out loop

I start with the case when the cut-out loop is isolated, i.e. all the index loops crossed by the cut-out loop have one incoming and one outgoing bold arrow. The case for more general closed circuits will be explained shortly. Notice first that the cut-out loop is proportional to $\delta(k_0^2 - (J\omega)^2)$, where $k_0$ is the momentum flowing into the cut-out loop and $J$ is the number of the gauge theory propagators cut by the cut-out loop (Fig.8). This is due to the fact that on the cut-out loop, the bold arrows must be directed in the same direction, in order for the diagram not to vanish, as described in the previous section. This perturbation theory. Non-perturbative studies using the field theory will be interesting but beyond the scope of this article.

---

20 See [29, 30, 31, 32, 8] for a recent attempt to describe precisely how the large $N$ gauge theory correlation functions organize themselves into closed string amplitudes.

21 I thank R. Gopakumar for reminding me that the following discussions on the energy dependence are for free field theory, and suggesting how the generalization to the finite 't Hooft coupling will be.
Figure 8: A 1-1 cut-out loop (the starting and the end points of the sequence of the bold arrows should be regarded as the same point, as indicated by the dashed line). The bold arrows are all in the same direction on the cut-out loop in order for the diagram not to vanish. The figure can be regarded as the case $k_0 = J\omega = 4\omega$, which is enforced by the on-shell delta functions of the cuts on the cut-out loop. “(1)” in the above refers to the type-1 region.

means that the momenta flowing through those cuts are either all $\omega$ or all $-\omega$. These give a factor $\delta(k_0 - J\omega)$ or $\delta(k_0 + J\omega)$, respectively. Up to these delta functions, both contributions are the same and one obtains $\delta(k_0^2 - (J\omega)^2)$. $J\omega$ corresponds to the external momentum flow on an edge of the tree sub-diagram which the cut-out loop crosses, and thus the cut-out loop can be assigned to a cut on an edge of the closed string tree diagram, i.e., a closed string propagator (Fig.9). In the free field limit, $J\omega$ can be identified with the energy of a closed string state corresponding to $\text{tr}\Phi^J$ [4, 34].\footnote{The concrete example in mind is $N = 4$ super Yang-Mills theory compactified on $S^3$, and $\omega$ is proportional to the inverse radius of the $S^3$. Since this theory is conformal, after a suitable rescaling only the ratio of the two scales $\beta\omega$ is physically relevant.} Therefore, this is the correct on-shell delta function which should appear in the temperature dependent part of the propagators in the real time formalism: The temperature dependent part of the propagator in the real time formalism in general has a form of (2.36) without the gauge index dependent phase factors specific to the gauge theory in the confined phase. (Recall the derivation of (2.36) or see [16, 35].)

Furthermore, the 1-1 and 2-2 cut-out loops give rise to a following gauge index sum-
Figure 9: A 't Hooft Feynman diagram identified with a closed string worldsheet. The cut-out loop must cross the tree sub-diagram where the external momentum flows. Thus the cut-out loop can be identified with the cut on a closed string propagator.

\[
\sum_{a_1=1}^{N} \cdots \sum_{a_J=1}^{N} \prod_{i=1}^{J} \frac{1}{e^{\beta \omega \pm 2\pi i \frac{a_i - a_{i+1}}{N}} - 1} = \sum_{a_1=1}^{N} \cdots \sum_{a_J=1}^{N} \prod_{i=1}^{J} \sum_{n_i=1}^{\infty} e^{-n_i (\beta \omega \pm 2\pi i \frac{a_i - a_{i+1}}{N})} \\
= \sum_{n=1}^{\infty} e^{-n \beta \omega J} \\
= \frac{1}{e^{\beta \omega J} - 1}.
\]

Here, \(a_{J+1} = a_1\). Recall that the total momentum of the cuts on the cut-out loop are either all \(\omega\) or all \(-\omega\), and \(\pm\) respectively correspond to each case: The contribution from \(\delta(p_{0i} - p_{0j} (+k_0) \mp \omega)\), where \(p_{0i}\) and \(p_{0j}\) are loop momenta associated with the index \(a_i\) and \(a_j\), and \(k_0\) is a possible external momentum flow (on one of the cuts). Notice that from the first line to the second line, the sum over the gauge indices only picked up the \(n_1 = n_2 = \cdots = n_J \equiv n\) contributions, since the phases must cancel to give a non-zero result. Similarly, the 1-2 and 2-1 cut-out loops give rise to a factor

\[
\sum_{a_1=1}^{N} \cdots \sum_{a_J=1}^{N} \prod_{i=1}^{J} \frac{e^{\frac{\beta}{2} \omega J e^{\frac{\beta}{2} \omega}}}{e^{\beta \omega \pm 2\pi i \frac{a_i - a_{i+1}}{N}} - 1} = e^{\beta \omega J} \sum_{a_1=1}^{N} \cdots \sum_{a_J=1}^{N} \prod_{i=1}^{J} \sum_{n_i=1}^{\infty} e^{-n_i (\beta \omega \pm 2\pi i \frac{a_i - a_{i+1}}{N})} \\
= e^{\beta \omega J} \sum_{n=1}^{\infty} e^{-n \beta \omega J}.
\]
\[
\frac{\beta e^{\beta \omega J}}{e^{\beta \omega J} - 1}.
\] (4.2)

Again, the factors (4.1) and (4.2) are the expected ones for the temperature dependent parts of the propagators in the real time formalism. All together, these give the correct energy dependent factors to be interpreted as the temperature dependent part of the propagators in the real time formulation of closed string field theory at finite temperature.

4.1.2 Closed circuits as overlapping cut-out loops

So far, I have studied the case in which cut-out loops are isolated. In general, bold arrows make up closed circuits: More than two bold arrows can come in and go out at one index-momentum loop (Fig.10) to give a non-vanishing contribution. This case can be treated as an overlap of single cut-out loops. To see this, it may be useful to draw an analogy between the bold arrow circuits with Feynman diagrams: The bold arrows can be put on the edges of the dual graph of a 't Hooft-Feynman diagram. The dual graph can be obtained by replacing the faces of the original graph by dual vertices, the edges by orthogonal dual edges and the vertices by dual faces (Fig.10). The bold arrows make up closed circuits on the dual graph of the planar Feynman diagram. When one Fourier expands the correlation function in terms of the gauge index dependent factor \( e^{-2\pi i a_i N} \), the bold arrow tells whether the phase \( 2\pi i a_i N \) from the propagator which it crosses appears with positive sign or negative sign. In the limit \( N \to \infty \), \( \frac{a_i}{N} \to \theta_i \), which was implicit in the above, one can regard the Fourier mode as an analogue of discrete “momentum”. Then, each index sum picks up a term in which all of the phases cancel. This is an analogue of the momentum conservation at each vertex on Feynman diagrams. One can solve the “momentum conservations” to end up with “loop momenta” for sub-loops of the circuit, see Fig.11-13. Note that I have specified the direction of the bold arrows, so the “momentum” should be always positive, i.e. either positive incoming or positive outgoing. The circuits with the same topology but with different directions of arrows should be regarded as different circuits. Each sub-loop on the cut-out circuit has a direction inherited from the direction of the bold arrows of the cut-out circuit, in particular must cross an edge of the tree sub-diagram which expresses the external momentum flow, as in the case of the single cut-out loop. Thus as before it can be associated with an edge of a closed string tree diagram. 

---

\(^{23}\)The analogy here is with general Feynman diagrams, not with the specific large \( N \) Feynman diagrams which have been studied in this article.
Figure 10: A part of a planar 't Hooft-Feynman diagram (the double lines) and its dual graph (the dashed lines). The cut-out lines (bold arrows) make up a closed circuit on the dual graph. Each sub-loop of the closed circuits must surround a region with the external leg, and there must be at least one external leg on the other side, as described in section 3.3.

Figure 11: A closed circuit with the “momentum conservation” at each vertex. The “momentum conservations” can be solved by assigning “loop momenta” to the sub-loops in the circuit.
Figure 12:

![Diagram showing a transformation involving $n_1$, $n_2$, and $n_1 + n_2$.]

Figure 13:

![Diagram showing another transformation involving $n_1$, $n_2$, and $n_1 + n_2$.]
Figure 14: An example of a closed string tree diagram in which the circuit of the type Fig.11 appears. If one draws a corresponding gauge theory Feynman diagram on a plane (view the above worldsheet from the right), the cut-out loops look as depicted in the righthand side of Fig.11. The closed circuit in the lefthand side of Fig.11 can be interpreted as a limit where two cut-out loops (partially) overlap.

Therefore, one can interpret such a sub-loop as a single cut-out loop: Closed circuits are interpreted as made of overlapping cut-out loops (Fig.14-16).

As an example, below I study the case where two cut-out loops overlap at one index loop (Fig.10), again in the free limit. The external momenta entering into cut-out loops are \( k_{01} \) and \( k_{02} \). I assume that both of the cut-out loops are 1-1 cut out loops, other cases can be treated similarly. These two cut-out loops give a contribution proportional to the factor

\[
\frac{1}{e^{\beta \omega \frac{a_1 b_1}{N}} - 1} \cdot \frac{1}{e^{\beta \omega \frac{b_1}{N}} - 1} \cdot \prod_{i=1}^{J_1} \prod_{j=1}^{J_2} \delta_{a_i b_i} = \prod_{i=1}^{J_1} \prod_{j=1}^{J_2} \delta_{a_i b_i} \prod_{i=1}^{\infty} \sum_{m=1}^{\infty} e^{-m \beta \omega J_2} e^{-m \beta \omega J_2} \]

\[
= \sum_{n=1}^{\infty} e^{-n \beta \omega J_1} \cdot \sum_{m=1}^{\infty} e^{-m \beta \omega J_2} \]

\[
= \frac{1}{e^{\beta \omega J_1} - 1} \cdot \frac{1}{e^{\beta \omega J_2} - 1}. \tag{4.3}
\]

Here, \( J_1 \) and \( J_2 \) are the numbers of the bold arrows on the cut-out loops and \( a_1 = b_1 \).
Figure 15: An example of a closed string tree diagram in which the circuit of the type Fig.12 appears.

Figure 16: An example of a closed string tree diagram in which the circuit of the type Fig.13 appears.
is the index of the index loop where two cut-out loops overlap. From the second line to the third line of (4.3), the “momentum conservation” was explicitly solved by using the “loop momenta” $n$ and $m$. Eq.(4.3) is the correct factor for the contributions from two cuts in the real time formulation of closed string field theory at finite temperature. One can also obtain the on-shell delta functions $\delta(k_{01}^2 - (J_1 \omega)^2)$ and $\delta(k_{02}^2 - (J_2 \omega)^2)$, as in the case of a single cut-out loop.

### 4.2 Closed string interaction vertices

Next, I argue that the interaction vertices for the closed string field theory arising from the gauge theory Feynman diagrams also have the desired property as required by the real time formalism. Recall that each cut out region are either made of entirely type-1 or entirely type-2 propagators and vertices. Also recall that the 2-2 propagator is the complex conjugate of the 1-1 propagator (see (2.35)):

$$iD_0^{(22)}(k_0) = (iD_0^{(11)}(k_0))^*.$$  

(4.4)

Similarly, for the type-1 and type-2 interaction vertices (2.38):

$$i \text{tr} V_2[\Phi^{(2)}] = (i \text{tr} V_1[\Phi^{(1)}])^*|_{\Phi^{(1)} \rightarrow \Phi^{(2)}}.$$  

(4.5)

For a given diagram with a cut-out type-2 region, there is a corresponding diagram which is obtained by replacing all the type-2 propagators and vertices in the region by those of type-1 (Fig.17,18). Then, the contribution of the type-2 region is the complex conjugate of the corresponding type-1 region. This means that the type-2 vertices of the closed string field theory obtained from the gauge theory are the complex conjugate of the corresponding type-1 vertices. This is the property of the interaction vertices in the real time formulation of finite temperature field theories.

Finally, recall that in each cut-out region there are no further cuts, i.e. no further temperature dependent piece. This means that these cut-out regions probe the zero-temperature geometry of the bulk, i.e. $\text{AdS}_5$ for the four dimensional $\mathcal{N} = 4$ super Yang-Mills theory on $S^3$.

---

24Since I have been studying a quantum mechanics dimensionally reduced from four dimensions, strictly speaking I have only considered the s-wave for the $S^3$ part of the coordinates on $\text{AdS}_5$. But generalization to include excited modes on the $S^3$ will be straightforward.
Figure 17: Feynman diagrams divided into type-1 regions and type-2 regions by the cut-out loops. The type-2 region in the diagram on the right is complex conjugate to the corresponding type-1 region in the diagram on the left.

Figure 18: The diagrams in Fig.17 drawn so that they look as diagrams in the real time formulation of finite temperature field theories.
Thus altogether, the real time formulation of the gauge theory at finite temperature in the confined phase describes the real time formulation of classical closed string field theory on AdS at finite temperature.

5 Summary and Discussions

Summary

Successful tests of the AdS-CFT conjecture encourage our hope that it has the answers to all the puzzles surrounding black holes, at least in asymptotically AdS spaces. However, to extract such answers, one needs to understand how to translate closed string descriptions to gauge theory descriptions and vice versa, in particular what distinguishes between the geometries with and without a black hole in the gauge theory descriptions. And to solve real puzzles about black holes, one must work with the Lorentzian signature.

In this article, I have given a prescription for extracting the dual bulk description corresponding to the confined phase in the real time formulation of gauge theories at finite temperature. With this prescription, I have shown how the difference between the phases, namely the confined and the deconfined phases, changes the relevant Feynman diagrams in the planar limit. In the confined phase, the Feynman diagrams of the gauge theory organize themselves into tree diagrams of closed string field theory on AdS at finite temperature in the real time formalism.

Study from the closed string side

In this article, I have compared the gauge theory results with the quite general properties of the real time formulation of the closed string field theory. It is certainly interesting to re-examine the real time formulation of closed string field theory at finite temperature [35] in more detail, in comparison with the analysis of the large \( N \) Feynman diagrams in this article.\(^{25}\) Since what one directly obtains from the 't Hooft-Feynman diagrams are closed string worldsheets rather than the string field theory, it may also be useful to investigate the worldsheet formulation of the real time formalism [38]. In particular, it will be nice if

\(^{25}\)In the BMN plane wave limit [36], the real time formulation of light-cone string field theory was recently studied in [37]. However, note that the BMN limit is a different limit from the 't Hooft limit.
one can characterize the cut-out loop in terms of the closed string worldsheet language, and see the parallel between the results in this article.\footnote{In the case of a worldsheet with a torus topology, the cut-out loop (in my terminology) was characterized by a boundary condition \cite{39}.}

\textit{Deconfinement, Hawking-Page and the Kosterlitz-Thouless transition}

In the deconfined phase, a different type of Feynman diagram, namely a diagram with unrestricted cuts, becomes relevant. This difference should be reflecting the distinction between the geometry with and without a black hole, as long as the identification of confinement-deconfinement phase transition with the Hawking-Page transition is correct. This may be regarded as a Lorentzian signature counterpart of the Kosterlitz-Thouless phase transition on the string worldsheet \cite{40, 41, 42}. There the condensation of the winding modes makes the string worldsheet interpretation difficult. The mechanism that is supposed to be corresponding to the Kosterlitz-Thouless phase transition in the large $N$ Feynman diagrams was discussed in \cite{8} (see also \cite{43}). It has long been anticipated that the Kosterlitz-Thouless phase transition on the string worldsheet is analogous to the deconfinement phase transition where underlying degrees of freedom manifests itself. It is intriguing that in the AdS-CFT correspondence this is not just an analogue but exactly the same thing (the equivalent dual description). The endpoint of the phase transition may still admit a worldsheet interpretation in a \textit{different} geometry \cite{8, 44, 45, 46, 47}, however, this point needs further study.\footnote{Historically, string theory started as a description of confinment. From this point of view, the correspondence between the deconfined phase and the black hole geometry makes it highly non-trivial if the black hole geometry still allows a string description. It might be the case that such a description is possible only for a specific class of observers (coordinate frames), as suggested by the black hole complementarity \cite{48}.}

The role of the \textit{imaginary time formalism}

The prescription I have given for reading off the dual description of the confined phase uses the Matsubara contour to determine the boundary conditions for the thermal Green’s function. In this sense, the real time formalism is not completely different from the
imaginary time formalism but rather it contains the latter in the imaginary direction of the contour. The relevance of the Matsubara contour for determining the boundary condition reminds us of the role of the Euclidean path integral in the models of gravitational physics [49, 7, 50] (see also [1]).

In the gauge theory context, the relevance of the Matsubara contour indicates that the methods which are useful in the imaginary time formalism may have direct relevance also in the real time formalism. In particular, the crucial role played by the temporal component of the gauge field in this article seems to suggest that the Polyakov’s criterion for confinement [51] has some simple extension to the real time formalism. Note that the boundary condition is not just a simple consequence of the projection onto the gauge singlet sector, but also includes the saddle point calculation. It is important to further investigate this role of the imaginary time formalism in the real time formalism.

On dynamical formation of black holes

How a black hole is formed from ordinary matter is an important question, which is also relevant for the information loss paradox [52]. I would like to point out that to describe such a process, the initial geometry without the black hole should be probed by the prescription I have given, namely by taking into account the configuration of the temporal component $A_0$ of the gauge field, characteristic of the confined phase, on the vertical parts of the contour. Moreover the final state, the large black hole in AdS space, should correspond to the gauge theory in the deconfined phase.

Formation of a black hole is a dynamical process, and it may be worth mentioning that the real time formalism has a close relation with the Schwinger-Keldish technique for describing non-equilibrium systems [53, 54]. The techniques developed in this article may also find application in the study of non-equilibrium processes in large $N$ gauge theories. It will be interesting to apply the Schwinger-Keldish technique to the large $N$ gauge theories to study the dynamical formation of a black hole via the AdS-CFT correspondence.

\footnote{Large here means the larger of the two Schwarzshild-AdS solutions in [3].}
**Statistical average and horizon**

In this article I have argued that the real time formulation of gauge theories at finite temperature can describe the dual closed string field theory on AdS at finite temperature. Together with the results in the black hole phase [1], the success in describing both the black hole and the non-black hole phase by the real time formulation of gauge theory at finite temperature is an encouraging evidence for the AdS-CFT correspondence in Lorentzian signature. On the other hand, the real time formulation introduces the doubled degrees of freedom to describe the thermal ensemble by entanglement.\textsuperscript{29} The reason one usually uses a statistical average is that one does not need to know the state one is precisely in, to describe the thermodynamical property of the system. However, one expects that there is actually a single pure state at a given moment, and unitarity may be understood more straightforwardly without taking the statistical ensemble, even though the real time formulation of field theory at finite temperature is unitary. It should be interesting to understand more precisely what actually the statistical average in the gauge theory side introduces in the bulk geometry. This question may be related to the recent proposal of [55]. See also [1].

**1/N effects**

In this article I worked in the leading order in the 1/N expansion. This corresponds to the classical closed string theory in the bulk. This was sufficient since the argument from the Carter-Penrose diagram is based on classical gravity. However, it is also important to study how the 1/N corrections, which corresponds to quantum corrections in the bulk, modify the above classical view.\textsuperscript{30} Also, the information paradox arose from the discovery of Hawking radiation [57] which is a quantum effect. The method developed in [9] may be useful for the investigation in this direction.

\textsuperscript{29}This statement may be more appropriate for the thermo field dynamics. The Feynman rules derived from the thermo field dynamics are the same [13] as those of the real time formulation of Ref.[14].

\textsuperscript{30}The role of the 1/N corrections in a related context was stressed in [56]. The sum over contributions from both the AdS-Schwarzshild black hole geometry and the AdS geometry discussed in [1] is a non-perturbative effect in 1/N. Note that even though the contributions must be summed over, each saddle point in the gauge theory should have a dual bulk interpretation, at least at large N. The objective of this article has been to read off, or ultimately derive, the bulk geometry from the gauge theory.
More puzzles than have been solved?

In the confined phase, the two-point Green’s function between a type-1 and a type-2 operator should be identified with 1-2 propagator in closed string field theory. This is quite natural as a dual description of the confined phase still at finite temperature. In contrast, despite some successes in the comparisons between gauge theories in deconfined phase and black hole geometry in literature, it is still not clear precisely how correlation functions in the large \( N \) gauge theory describe the dual theory on the black hole geometry. This raises a question as to how the dual of deconfined phase is encoded in the gauge theory correlation functions. In the spirit followed in this article for the confined phase, one should also be able to describe from the gauge theory how the type-2 fields are organized in the deconfined phase into the degrees of freedom behind the horizon. Thus the answer to the question raised in the introduction: “How does confinement change the role of type-2 fields in the bulk?” now comes back as a question to the original interpretation: Precisely how does deconfinement change the role of the type-2 fields in the bulk? [31]
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Appendix

A A sample calculation

In this appendix, I provide a simple example to illustrate how the mechanism which selects the surviving Feynman diagrams in the confined phase works. I calculate the two-point function \( \langle \text{tr}\Phi^2(1) (k_0) \text{tr}\Phi^2(1) (-k_0) \rangle \) (the total momentum conservation delta function has

[31]I thank J. R. David for raising this question.
Figure 19: Feynman propagators. $a, c$ refer to the first gauge index of the adjoint field $\Phi_{(r)ab}$, and $b, d$ refer to the second. $r, s = 1, 2$ refer to type-1 and type-2.

been dropped), where $\Phi_{(1)}$ is the type-1 adjoint scalar field, in the free limit of the $SU(N)$ gauge quantum mechanics. The case for the correlation functions with type-2 fields are similar. The calculation follows the explanation in the main text, and should be compared with the general arguments there. This simple example still captures the essential points of the mechanism which selects the non-vanishing diagrams in the confined phase. In the following, all the overall constants are omitted since they are not important for the present purpose. Since I am studying the free theory in this example, I only need to recall the propagators (2.35) and (2.36). These are depicted in Fig.19. The first corresponds to the temperature independent part

$$iD_{0ab,cd} = \delta_{ad}\delta_{bc} \begin{pmatrix} \frac{i}{k_0^2 - \omega^2 + i\epsilon} & 0 \\ 0 & \frac{-i}{k_0^2 - \omega^2 - i\epsilon} \end{pmatrix}.$$  \hspace{1cm} (A.1)

The matrix structure of the propagator originates from the fact that one needs to include two types of fields, type-1 and type-2, for describing the real time formulation of the finite temperature field theory. The (1-1) matrix component corresponds to the type-1-type-1 propagator, and so on. The second in Fig.19 corresponds to the temperature dependent part of the propagator

$$iD_{\beta ab,cd} = \delta_{ad}\delta_{bc}\pi \delta(k_0^2 - \omega^2)\frac{1}{e^{\frac{1}{2}|\beta k_0 + 2\pi i \frac{a-b}{N}|_R} - 1}\begin{pmatrix} 1 & e^{\frac{1}{2}|\beta k_0 + 2\pi i \frac{a-b}{N}|_R} \\ e^{\frac{1}{2}|\beta k_0 + 2\pi i \frac{a-b}{N}|_R} & 1 \end{pmatrix}. \hspace{1cm} (A.2)$$

The temperature dependent part of the propagator is drawn with the “cut”, i.e. the vertical line in the Fig.19 (2). This cut is one of the main tools in the following discussions. The relevant Feynman diagrams are depicted in Fig.20-22. The total momentum flowing on a propagator is a sum of momenta on its two index lines (taking into account the
Figure 20: A Feynman diagram with no cut contributing to $\langle \text{tr} \Phi_2^2(k_0) \text{tr} \Phi_2^2(-k_0) \rangle$.

Figure 21: The one-cut contribution to $\langle \text{tr} \Phi_2^2(k_0) \text{tr} \Phi_2^2(-k_0) \rangle$.

Figure 22: The two-cut (cut-out) contribution to $\langle \text{tr} \Phi_2^2(k_0) \text{tr} \Phi_2^2(-k_0) \rangle$. 
signs indicated by the arrows), and external momentum ($k_0$ in this case) flowing between the double lines if there is any. Fig.20 is the temperature independent contribution and probes the zero-temperature bulk geometry. The calculation is standard so I omit the explanation of this case, see e.g. [29, 30, 31, 32, 8].

A.1 Only one cut on an index loop

Fig.21 has one cut, that is, the temperature dependent part. In this case, one can parameterize the loop integration variable $p_0$ so that the external momentum flows through the propagator without the cut, as shown in Fig.21. This Feynman diagram gives

$$\sum_{a=1}^N \sum_{b=1}^N \int dp_0 \frac{i}{p_0^2 - \omega^2 + i\epsilon} \delta((p_0 + k_0)^2 - \omega^2) \frac{1}{e^{\beta(p_0 + k_0) + 2\pi i \frac{a-b}{N} |R|} - 1}. \tag{A.3}$$

In a planar diagram, one can associate each loop momentum to an index loop: The number of the index loop is one more than the number of the loop momentum, but one index sum can be factored out. Here, the sum over the index $b$ can be factored out by the shift $a \rightarrow a+b \ (\mod \ N)$. The rest of the indices are “associated” to the loop momentum, in this case $a$ to $p_0$: The gauge index and the loop momentum appear in a specific combination $\beta p_0 + 2\pi i \frac{a}{N}$. After performing the $p_0$ integration using the delta function, one obtains (the overall factor $N$ coming from the sum over the index $b$ has been dropped)

$$\frac{1}{2\omega} \sum_{a=1}^N \frac{i}{(\omega - k_0)^2 - \omega^2 + i\epsilon} e^{i\beta\omega + 2\pi i \frac{a}{N} |R|} - 1$$

$$+ \frac{1}{2\omega} \sum_{a=1}^N \frac{i}{(\omega + k_0)^2 - \omega^2 + i\epsilon} e^{-i\beta\omega + 2\pi i \frac{a}{N} |R|} - 1. \tag{A.4}$$

The first term in (A.4) contains a factor

$$\sum_{a=1}^N \frac{1}{e^{\beta\omega + 2\pi i \frac{a}{N} |R|} - 1} = \sum_{a=1}^N \sum_{n=1}^{\infty} e^{-n|\beta\omega + 2\pi i \frac{a}{N} |R|} = 0 \tag{A.5}$$

and vanishes. Recall that $|\cdots|_R$ was defined in (2.37) as

$$|z|_R = \begin{cases} 
z & (\text{Re } z > 0) 
-z & (\text{Re } z < 0)
\end{cases}, \quad (\text{Re } z \neq 0). \tag{A.6}$$

More precisely, I took $N$ to be strictly infinite so that the sum $\sum_{a=1}^N$ can be replaced with the integral $N \int_0^1 d\theta$. This picks out the constant mode in the Fourier expansion on the

\(^{32}\text{And see [58] for a prescription for the Lorentzian signature.}\)
Figure 23: The Feynman diagram in Fig.22 drawn on a sphere. The end points of the
cuts are connected if they are inside the same index loop, to make up a cut-out loop. The
cut-out loop divide the sphere into two regions both containing an external leg.

left hand side of (A.5), which is zero. As explained in the main text, (A.5) is the basic
equation which is relevant for the vanishing of a large class of Feynman diagrams in the
confined phase. The second term in (A.4) also vanishes in the same way.

A.2 The case in which a cut-out loop divides the diagram into
two pieces both containing an external leg

Now let us turn to the calculation of Fig.22. In Fig.22, the two cuts divide the diagrams
to two disconnected pieces both containing an external leg. If one connects the end points
of the cuts inside the same index loop, the cuts make up a cut-out loop (Fig.23). The
point is that in this case, the external momentum flow must cross the cut, in contrast
to the previous case. Since two regions of the diagram are disconnected by the cuts, one
cannot avoid the cut by a shift of loop integration variable $p_0$. The Feynman diagram is
calculated to be

$$\sum_{a=1}^{N} \sum_{b=1}^{N} \int dp_0 \delta(p_0^2 - \omega^2) \frac{1}{e^{\beta(p_0 + 2\pi i a/N) - \delta((p_0 + k_0)^2 - \omega^2)} \frac{1}{e^{\beta(p_0 + k_0) + 2\pi i a/N - \delta}} - 1}.$$  (A.7)
Figure 24: A bold arrow put on a cut indicates which of the momenta associated with the index is larger. When there is an external momentum flowing into a propagator ($k_0$ in the right), it is added to the momentum with the same direction.

Figure 25: The vanishing cut-out diagram.

As in the previous case, one summation over gauge indices factors out. After performing the loop integral one obtains

$$\sum_{a=1}^{N} \frac{1}{e^{\beta \omega + 2 \pi i a N} - 1} \delta((\omega + k_0)^2 - \omega^2) \frac{1}{e^{\beta(-\omega + k_0) + 2 \pi i a N} - 1} \left( \omega \right)$$

(A.8)

$$+ \sum_{a=1}^{N} \frac{1}{e^{-\beta \omega + 2 \pi i a N} - 1} \delta((-\omega + k_0)^2 - \omega^2) \frac{1}{e^{-\beta(-\omega + k_0) + 2 \pi i a N} - 1} \left( \omega \right)$$

(A.9)

A.2.1 The vanishing case

The first line (A.8), a contribution from $p_0 = \omega$ case, can be divided into two cases: $k_0 = 0$ and $k_0 = -2\omega$. Fig.25 corresponds to the $k_0 = 0$ case. Following the rule given in Fig.24, I put bold arrows on the cuts to indicate which of the directed momenta is larger. The
Figure 26: The non-vanishing cut-out diagram.

external momentum flow is added to the loop momentum in the same direction. In other words, the direction of the bold arrow is determined according to the direction of the total momentum flowing on a propagator. The momentum associated with the factored out index is regarded as zero. In Fig.25, the bold arrows are always directed from the $b$-index line to $a$-index line. This means that the momenta on the $a$-index line is always bigger than that of the $b$-index line (which is regarded as zero, as mentioned above). Therefore, Fig.25 is a contribution to Fig.22 in the following situation:

\[ \left| \beta p_0 + 2\pi i \frac{a}{N} \right|_R = \beta p_0 + 2\pi i \frac{a}{N} \]  
\[ \left| \beta (p_0 + k_0) + 2\pi i \frac{a}{N} \right|_R = \beta (p_0 + k_0) + 2\pi i \frac{a}{N}, \]  

where $| \cdots |_R$ was defined in (A.6). Thus I obtain

\[
\frac{1}{2\omega} \sum_{a=1}^{N} e^{i(\beta \omega + 2\pi i \frac{a}{N})} \frac{1}{e^{i(\beta \omega + 2\pi i \frac{a}{N})} - 1} \delta(k_0) \sum_{n_1=1}^{\infty} e^{-n_1(\beta \omega + 2\pi i \frac{a}{N})} \sum_{n_2=1}^{\infty} e^{-n_2(\beta \omega + 2\pi i \frac{a}{N})} = 0. \]  

The point is that the sign of the phase $2\pi i \frac{a}{N}$ in the Fourier expansion is always the same. This is a consequence of (A.10) and (A.11), which are indicated by the bold arrows in Fig.25. There are no cancellations of the $a$-dependent phases and hence it vanishes upon summation over gauge index $a$, like in the previous case (A.5).

A.2.2 The non-vanishing case

Now let us turn to the $k_0 = -2\omega$ case in (A.8). This corresponds to Fig.26. In this case, in the upper propagator the bold arrow is directed from the $b$-index line to $a$-index line.
line, whereas in the lower propagator the direction is reversed. This means that the momentum in the direction of \(a\)-index line is bigger than that in the direction of the \(b\)-index line in the upper propagator, and smaller in the lower one (Fig.24). Therefore, Fig.26 is a contribution to Fig.22 in the following situation:

\[
\left| \beta p_0 + 2\pi i \frac{a}{N} \right| = \beta p_0 + 2\pi i \frac{a}{N} \quad \text{(A.13)}
\]

\[
\left| \beta (p_0 + k_0) + 2\pi i \frac{a}{N} \right| = - \left( \beta (p_0 + k_0) + 2\pi i \frac{a}{N} \right). \tag{A.14}
\]

Notice the difference from the previous case, (A.10) and (A.11). Then, (A.8) results in a non-zero factor

\[
\frac{1}{2\omega} \sum_{a=1}^{N} \frac{1}{e^{|\beta \omega + 2\pi i \frac{a}{N}|_R} - 1} \delta(k_0 + 2\omega) \frac{1}{e^{-|\beta \omega + 2\pi i \frac{a}{N}|_R - 1}} = \frac{1}{2\omega} \sum_{a=1}^{N} \sum_{n_1=1}^{\infty} e^{-n_1(\beta \omega + 2\pi i \frac{a}{N})} \sum_{n_2=1}^{\infty} e^{-n_2(\beta \omega - 2\pi i \frac{a}{N})}
\]

\[
= \frac{1}{2\omega} \delta(k_0 + 2\omega) \sum_{n=1}^{\infty} e^{-2n\beta \omega} = \frac{1}{2\omega} \delta(k_0 + 2\omega) \frac{1}{e^{\beta(2\omega)} - 1}. \tag{A.15}
\]

The \(a\)-dependent phase factors cancelled when \(n_1 = n_2\) and this gave the non-vanishing contribution. The contribution from the \(p_0 = -\omega\) case (A.9) can be calculated in the same way and gives \(\frac{1}{2\omega} \delta(k_0 - 2\omega) \frac{1}{e^{\beta(2\omega)} - 1}\). Together with (A.15), this gives the factor \(\delta(k_0^2 - (2\omega)^2) \frac{1}{e^{\beta(2\omega)} - 1}\). According to the AdS-CFT dictionary, the scaling dimension two of the operator \(\text{tr} \Phi^2_{(1)}\) corresponds to a mass of the closed string state in units of the inverse radius of the AdS, which is \(\omega\) [4]. Therefore, this is the correct factor for the temperature dependent part of the type-1-type-1 propagator of the \textit{bulk} closed string field theory in the real time formalism.
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