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Abstract
In this article, we propose an interval constraint programming method for globally solving catalog-based categorical optimization problems. It supports catalogs of arbitrary size and properties of arbitrary dimension, and does not require any modeling effort from the user. A novel catalog-based contractor (or filtering operator) guarantees consistency between the categorical properties and the existing catalog items. This results in an intuitive and generic approach that is exact, rigorous (robust to roundoff errors) and can be easily implemented in an off-the-shelf interval-based continuous solver that interleaves branching and constraint propagation. We demonstrate the validity of the approach on a numerical problem in which a categorical variable is described by a two-dimensional property space. A Julia prototype is available as open-source software under the MIT license at https://github.com/cvanaret/CateGOrical.jl.
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1 Introduction

1.1 Motivation

Catalog-based categorical optimization – categorical variables are described by a tuple of properties that assume values within a discrete non-ordered catalog – arises in numerous structural optimization applications: optimal truss design [1], tyre selection [2], aircraft design [3], product family design [4], optimization of thermal insulation systems [5], etc. While problems with discrete variables are noticeably harder to solve than continuous problems, categorical variables add another level of complexity, since the core technique for solving discrete optimization problems – relaxation of the integrality constraints – does not hold.

A particular application in which categorical variables arise is the design of optical systems [6]: it consists in finding the parameters of a sequence of optical elements (e.g. their curvatures, distances and materials) such that the image of an object on the image plane minimizes the optical aberrations. Light propagation through the optical system is governed by the laws of reflection and refraction (Snell’s laws): refracted light is bent at the interface between two media of different refractive indices (a number that describes how fast light travels through the material). The refractive index $n$ of a material is a function of the wavelength $\lambda$ of light – a phenomenon known as dispersion – which causes different wavelengths (colors) to refract at different angles. A refractive optical system therefore exhibits chromatic aberration, a failure to focus all colors at the same point. Figure 1 illustrates chromatic aberration for a system with two lenses: the incoming parallel rays with different wavelengths (the whole visible spectrum) are focused at different points on the image plane (the vertical line).

![Chromatic aberration in a refractive optical system.](image)

**Fig. 1:** Chromatic aberration in a refractive optical system.
Several (semi-)empirical models attempt to describe dispersion for a particular material. For instance, Cauchy’s equation in its simplest form states:

\[ n(\lambda) = A + \frac{B}{\lambda^2}, \]

where the coefficients \( A \) and \( B \) (in \( \mu m^2 \)) are determined experimentally. Table 1 lists the values of \( A \) and \( B \) for four common types of glasses [7]. Solving an optical design problem thus consists in picking optical materials (glasses) whose underlying properties (in our case, the Cauchy coefficients \( A \) and \( B \)) appear in the equations that govern the propagation of light. These properties assume values within a finite set (the catalog) that, in the general case, cannot be ordered (Figure 2).

| Material                          | \( A \)   | \( B \)   |
|----------------------------------|-----------|-----------|
| Borosilicate glass (BK7)         | 1.5046    | 0.00420   |
| Hard crown glass (K5)            | 1.5220    | 0.00459   |
| Light flint                      | 1.5542    | 0.00710   |
| Barium crown glass (BaK4)        | 1.5690    | 0.00531   |

Fig. 2: Common optical glasses in the space of Cauchy coefficients.
1.2 Problem definition

We consider the following mixed categorical optimization problem\(^1\):

$$\min_{x^c, c} f(x^c, c)$$

$$\text{s.t. } g(x^c, c) = 0$$

\(c \in C\)

\(x^c \in X^c\),

where

- \(x^c \in X^c \subset \mathbb{R}^{n_c}\) is a vector of \(n_c\) continuous optimization variables;
- \(c\) is a categorical optimization variable;
- \(f\) is the (possibly nonlinear) objective function;
- \(g(x^c, c) = 0\) are (possibly nonlinear) constraints in vector form;
- \(c \in C\) is a catalog constraint: \(c\) should be assigned an item from the finite catalog \(C\) of size |\(C|\) (Table 2). We assume that all catalog items are represented by the same set of properties \(x^p \in X^p \subset \mathbb{R}^{n_p}\).

| Table 2: Catalog \(C\). |
|--------------------------|
| Item | Property \(x^p_1\) | ... | Property \(x^p_{n_p}\) |
| 1    | value          | ... | value          |
| ...  | ...            | ... | ...            |
| |\(|C|\) | value          | ... | value          |

Note that the catalog constraint \(c \in C\) is known as a table constraint in the constraint programming community [8].

1.3 State-of-the-art methods for categorical optimization

1.3.1 Heuristics

Evolutionary and genetic algorithms have been among the first heuristics to automatize catalog-based optimization in industrial applications. While some authors adopted a generic approach [9, 10], others tailored the encoding (a hierarchical structure), crossover (a trial-and-error selection of breakpoints) and mutation operators to catalog design [11]. [4] combined a local search and a global search for categorical optimization: a pattern search technique that iteratively improves the current point by visiting its categorical neighborhood is embedded within a discrete global descent framework. In [1], the authors interpreted the categorical properties as points in a high-dimensional metric

\(^1\)For the sake of clarity and without loss of generality, we describe the problem with a single categorical variable and a single catalog. The proposed strategy however supports an arbitrary number of categorical variables and catalogs.
space. They performed dimensionality reduction by using a manifold learning technique that preserves geodesic distances. They then defined new operators for genetic algorithms based on shortest paths in the resulting low-dimensional graph. [2] described a splitting strategy for simulation-based optimization that exploits convex relaxations of the discrete search space to evaluate approximate lower bounds. The bounds are then used in a branching heuristic within a multilevel coordinate search.

1.3.2 Exact methods

Several families of methods solve categorical optimization to global optimality. [5] modeled the mixed categorical problem with binary variables and replaced the assignments of categorical variables with convex combinations of the catalog entries. They solved the resulting mixed-integer nonlinear programming (MINLP) models with standard branch-and-bound methods via the AMPL modeling language. [8] introduced STR3, a novel approach that built upon its predecessors. It enforces Generalized Arc Consistency on a positive table constraint (a catalog of permitted combinations of values) by maintaining a “dual” representation of the table constraint: each property value is assigned the list of items in which the value occurs. STR3 is optimal in the sense that it avoids unnecessary traversal of the table. [3] introduced a branch-and-bound approach that instantiates a categorical variable at each level of the search tree. It evaluates lower bounds by relaxing the constraints that depend on undecided categorical variables and progressively inserts them back into the problem when the corresponding categorical variables are assigned a value.

Unfortunately, the immense majority of MINLP solvers compute nonrigorous relaxations based on floating-point arithmetic and are subject to roundoff errors [12], which may result in erroneous (suboptimal, “over”-optimal or infeasible) results. For instance, one of the most robust MINLP solvers BARON [13] is not fully rigorous. On the other hand, most rigorous global optimization solvers based on interval analysis [14] – such as Ibex [15], IBBA [16], GlobSol [17] and Charibde [18] – do not readily support discrete optimization. The COCONUT Environment [19], a collection of rigorous interval techniques for MINLP is still under development.

There are however a few notable exceptions: ILOG Solver [20], a discrete solver for constraint satisfaction problems (CSP), was extended with the interval solver Numerica [21] (not maintained). Choco [22], a mixed-integer constraint programming (CP) solver, was later interfaced with Ibex [23] to benefit from the latest advances in continuous CSP techniques and reduce the costs of implementation and maintenance. In both cases, a mature discrete solver served as a starting point and was later enhanced with continuous CP capabilities. As we describe in the next section, we adopt the opposite perspective: state-of-the-art continuous CP codes can be extended with a modest discrete technique (CLUTCH) with virtually no implementation costs, while maintaining rigorousness.
1.4 Contributions and outline

We propose a purely continuous rigorous interval-based method for solving mixed categorical optimization problems that can be easily implemented in off-the-shelf rigorous solvers such as Ibex, IBBA, GlobSol and Charibde. The key idea of our approach is to notice that a categorical variable $c$ is described by a vector of properties, each of which lives in an ordered set. Instead of optimizing on $c$, we treat the properties $x^p$ themselves as continuous optimization variables and partition $x$ into continuous and property variables: $x = \begin{pmatrix} x^c \\ x^p \end{pmatrix}$.

The corresponding optimization problem is given by:

$$\begin{align*}
\min_x & \quad f(x^c, x^p) \\
\text{s.t.} & \quad g(x^c, x^p) = 0 \\
& \quad c(x^p) \in C \\
& \quad x = \begin{pmatrix} x^c \\ x^p \end{pmatrix} \text{ where } x^c \in \mathcal{X}^c, \quad x^p \in \mathcal{X}^p.
\end{align*}$$

Our approach manipulates continuous relaxations of the properties $x^p$ and alternates between branching and constraint propagation phases on both $x^c$ and $x^p$. To ensure consistency between the properties $x^p$ and the existing catalog entries, we introduce a new filtering operator (or contractor [23]), CLUTCH (Catalog LookUp Then Convex Hull), that performs a catalog lookup and reduces the current range of $x^p$ by considering the convex hull of the existing catalog items within this range.

We highlight the main advantages of our approach:

1. it is exact, rigorous and produces the global optimum within a given numerical tolerance $\varepsilon > 0$ even in the presence of roundoff errors;
2. no modeling effort (e.g. reformulation with binary variables [5]) is required from the user;
3. since we directly optimize the properties of the categorical variables, no additional variable is introduced in the model;
4. using continuous relaxations of the catalog properties reduces the overestimation when interval enclosures of the functions are computed; a comparison between continuous relaxations and formulations with binary variables is given in Appendix A.
5. CLUTCH is intuitive and easy to implement in off-the-shelf interval-based solvers that are otherwise not designed for discrete optimization.

Section 2 describes the novel catalog-based contractor CLUTCH. In Section 3, we show how CLUTCH naturally fits within an interval-based solver that interleaves branching and constraint propagation phases. In Section 4, we demonstrate the validity of our approach by solving two scenarios of a toy problem.
2 Clutch: a catalog-based contractor

**Clutch** (Catalog LookUp Then Convex Hull) is a novel catalog-based contractor that enforces local consistency with respect to each individual catalog constraint $c(x^p) \in C$. It should be invoked whenever the range of $x^p$ is reduced during the arborescent exploration (upon branching and filtering) to ensure that the range of $x^p$ is consistent with existing catalog items. This ensures that subspaces of the search space that violate the catalog constraint $c(x^p) \in C$ are discarded by refutation.

In the following, we call box a Cartesian product (or vector) of intervals and use upper case symbols. Formally, given a box $X^p$ of categorical properties and a catalog $C$, Clutch returns a box $\hat{X}^p$ that satisfies the correction property:

$$X^p \cap C \subset \hat{X}^p \subset X^p$$

where $X^p \cap C$ are the catalog items that are in $X^p$.

Since interval-based solvers manipulate compact boxes whose faces are parallel to the axes, Clutch returns a continuous relaxation of $X^p \cap C$ that is the smallest box that contains all items of $X^p \cap C$:

$$\hat{X}^p := \Box(X^p \cap C),$$

where $\Box$ is the convex hull operation. The algorithmic procedure is described in Algorithm 1.

### Algorithm 1: Clutch contractor.

```
| Input: box $X^p$, catalog $C$ |
| Output: filtered box $\hat{X}^p$ |
| Initialize $\hat{X}^p \leftarrow \emptyset$ |
| foreach catalog item with properties $x^p$ in $C$ do |
| if $x^p$ is in $X^p$ then |
| Compute the convex hull: $\hat{X}^p \leftarrow \Box(X^p, \{x^p\})$ |
| return $\hat{X}^p$ |
```

Clutch enforces hull (2B) consistency [24] of the catalog constraint, that is the property of arc consistency for each bound of the variables that occur in a constraint. This is a consequence of the endpoint representation of intervals in interval arithmetic. 2B is a weaker consistency than Generalized Arc Consistency enforced by the STR methods (mentioned in Section 1.3.2). For this reason, STR has more filtering power than Clutch, albeit with higher computational cost and memory footprint.

Upon completion of Clutch, one of three situations will occur:

1. $\hat{X}^p$ is empty, that is there are no catalog items that belong to $X^p$: $X^p$ is inconsistent with the catalog constraint and is discarded;
2. \( \hat{X}^p \) contains a single catalog item and is therefore exactly \( \Box (X^p \cap C) \) without overestimation: the categorical variable is assigned to this item;
3. \( \hat{X}^p \) contains at least two distinct items: \( \Box (X^p \cap C) \) is therefore a relaxation of \( X^p \cap C \) and further filtering or branching of the subspace is required.

Note that to reduce the cost of catalog lookup, it is possible to maintain a list \( L \) of non-increasing size that contains the catalog items within \( X^p \). Whenever \( X^p \) is contracted (upon branching or filtering), Clutch browses through \( L \) instead of the whole catalog, which reduces the number of comparisons from \( O(|C|) \) (where \( |C| \) is the number of catalog items) to \( O(|L|) \). The catalog items not contained in the contracted box are then discarded from \( L \).

### 3 Interval constraint programming for globally solving catalog-based categorical optimization

In this section, we show how Clutch naturally fits within an interval branch-and-contract framework described in a generic fashion in Algorithm 2. The generic operations are described in the following subsections: exploration of the search space, upper bounding, branching, lower bounding, and filtering.

#### Algorithm 2: Framework for mixed categorical optimization.

| Input: domain \( D \), objective \( f \), constraints \( \{g(x) = 0, c(x^p) \in C\} \), tolerance \( \varepsilon > 0 \) |
|---|
| Output: feasible point \( \bar{x} \) such that \( f(\bar{x}) - f^* \leq \varepsilon \) |
| FILTERING: contract initial domain \( D \) wrt constraints |
| LOWER BOUNDING: compute lower bound \( lb \) of problem on \( D \) |
| Set best known solution and upper bound \( (\bar{x}, \bar{f}) \leftarrow (\varnothing, +\infty) \) |
| Initialize queue \( L \leftarrow \{(D, lb)\} \) |
| repeat |
| \text{EXPLORATION: extract } (X, lb) \text{ from } L |
| \text{PRUNING: if } \bar{f} - \varepsilon < lb \text{ then discard } X |
| \text{UPPER BOUNDING: find feasible point } x \in X |
| if \( \bar{f}(x) < \bar{f} - \varepsilon \) then update best known solution: \( (\bar{x}, \bar{f}) \leftarrow (x, \bar{f}(x)) \) |
| \text{BRANCHING: bisect } X \text{ into } X_1 \text{ and } X_2 |
| \text{for } i \in \{1, 2\} \text{ do} |
| \text{FILTERING: contract } X_i \text{ wrt } g(x) = 0 \text{ (HC4Revise, Fig. 3)} \text{ and } c(x^p) \in C |
| (Clutch, Alg. 1) within a fixed-point algorithm (Alg. 3) |
| if \( X_i \) is empty then discard \( X_i \) |
| \text{LOWER BOUNDING: compute lower bound } lb \text{ of problem on } X_i |
| \text{PRUNING: if } \bar{f} - \varepsilon < lb \text{ then discard } X_i |
| Insert \( (X_i, lb) \) into \( L \) |
| until \( L \) empty |
| return \( (\bar{x}, \bar{f}) \) |

The global optimization problem is usually transformed into a numerical CSP that keeps track of the best known upper bound \( \bar{f} \) of the global minimum \( f^* \). A solution is sought within a tolerance \( \varepsilon > 0 \) of the global minimum, which can be enforced on each subspace with the dynamic constraint \( f(x) \leq \bar{f} - \varepsilon \).
Consequently, points whose objective values do not improve upon \( \tilde{f} \) by at least \( \varepsilon \) are discarded. A corollary is that the box that contains the global minimizer might be discarded during the process. However, the algorithm is guaranteed to return an upper bound of \( \tilde{f} \) within \( \varepsilon \), together with the associated feasible point.

A Julia prototype of the described interval-based method for solving mixed categorical problems to global optimality is available as open-source software under the MIT license at https://github.com/cvanaret/CateGOrical.jl .

3.1 Exploration strategy

The priority queue \( \mathcal{L} \) is usually implemented as a binary heap, that is a complete binary tree in which the priority of a node is greater than the priority of its children. Inserting an element or extracting the element with the highest priority is carried out in logarithmic time. The choice of priority determines the exploration strategy of the search space (depth-first search, best-first search, breadth-first search, MaxDist [18], etc.)

3.2 Upper bounding

The objective value of any feasible point of the problem (provided that the feasible set is not empty) is an upper bound of the global minimum. The best known upper bound \( \tilde{f} \) of the global minimum can be improved by local search algorithms or metaheuristics in an integrated [25] or cooperative manner [18, 26–29]. A cheaper strategy consists in systematically updating \( \tilde{f} \) with the objective value of the midpoint of the current subspace, provided that it is feasible [30].

We implemented a simple and cheap strategy to generate a possible feasible point \( x = \left( x^c \right) \) within a given box \( X = \left( X^c \right) \). The components \( x^p \) are set to some catalog item within \( X^p \) (there should exist one, otherwise \( X \) would have been pruned by CLUTCH). A round of constraint propagation with respect to the general constraints tightens the domains of the continuous components \( X^c \). This smaller box is by construction always catalog-feasible. Its midpoint, provided that it is feasible, can then be used to update \( \tilde{f} \).

3.3 Branching

Branching consists in partitioning the current subspace into several (usually two) subspaces. There exist a variety of strategies, among which:

- the variable with the largest domain is partitioned;
- the variables are partitioned one after the other in a round-robin fashion;
- the smear heuristic picks the variable that has the largest estimated impact (a measure based on the interval gradient) on the objective function [31];
- the variable \( x \) that leads to the highest relaxation error of a nonlinear term featuring \( x \) is partitioned.
In the proposed strategy, branching is carried out on both continuous variables $x^c$ and properties $x^p$.

### 3.4 Lower bounding

The most commonly used technique to evaluate a lower bound of a constrained problem on a given subspace is the Reformulation Linearization Technique (RLT) [32]. It consists in generating a convex outer approximation (by linearization or convexification) of the problem, then solving the convex relaxed problem. Its interval counterpart X-Newton [33] implements rigorous linearizations using interval arithmetic [34] and a cheap duality-based postprocessing step [35] for evaluating rigorous lower bounds even in the presence of roundoff errors.

A much cheaper approach, albeit of coarser quality, is to compute an enclosure of the range of the sole objective function on a given subspace using interval arithmetic. It amounts to computing a lower bound of the unconstrained problem and may therefore largely overestimate the actual range.

### 3.5 Filtering

Filtering algorithms (or contractors) reduce the domains of the variables with respect to individual constraints (local consistency) or all the constraints simultaneously (global consistency) by discarding inconsistent values. They usually stem from the mixed integer, constraint programming and numerical analysis communities, and may exploit the syntax tree, range or monotonicity of an individual constraint, or perform a convexification of the whole system.

One of the most intuitive approaches, called evaluation-propagation algorithm [36, 37], FBBT (Feasibility-Based Bounds Tightening) [38] or HC4Revise [24], draws its inspiration from relational interval arithmetic [39]. It removes values that cannot satisfy a constraint by performing two traversals of its syntax tree, in which leaves represent variables and constants, and nodes elementary operations. Figure 3 illustrates the approach on the constraint $2x = z - y^2$ with $x \in [0, 20]$, $y \in [-10, 10]$ and $z \in [0, 16]$.

In order to contract a box with respect to a system of constraints, a fixed-point algorithm (an idempotent propagation loop) named AC-3 [40] handles the constraints individually and propagates range reductions through the system (Algorithm 3).

The extension of the proposed method to multiple categorical variables and catalogs is straightforward: the CLUTCH contractor is attached as a filtering procedure to each individual catalog constraint. The general constraints and the catalog constraints are then handled by the fixed-point algorithm.

Convexification techniques, called OBBT (Optimization-Based Bound Tightening) [41] or X-Newton [33], handle the constraints simultaneously by generating convex under- and overestimators of the constraints on a given
Algorithm 3: Fixed-point algorithm.

| Input: box $X$, contractors $\mathcal{L} = \{C_1, \ldots, C_m\}$  |
|------------------------|----------------|
| Output: contracted box |
| Initialize the set of awake contractors $\mathcal{A} \leftarrow \{C_1, \ldots, C_m\}$ |
| repeat |
| Extract a contractor $C$ from $\mathcal{A}$ |
| Filter the box: $X' \leftarrow C(X)$ |
| if $X'$ sufficiently smaller than $X$ then |
| Add to $\mathcal{A}$ the contractors of $\mathcal{L}$ that involve contracted variables of $X'$ |
| Update the box: $X \leftarrow X'$ |
| until $\mathcal{L}$ is empty |
| return $X$ |

subspace. The lower (resp. upper) bound of the variable $x_i$ is reduced by minimizing (resp. maximizing) $x_i$ over the convex feasible set. For a comprehensive survey, see [18].

4 Numerical results

In this section, we describe a toy problem and solve it to global optimality using the proposed approach. Although the problem is trivial and can be solved by simple enumeration of the catalog items, the example demonstrates that continuous relaxations of the catalog properties naturally fit within an interval-based framework. We also include diagrams that provide a visual interpretation of the CLUTCH contractor. We provide a comparison between our approach

Fig. 3: FBBT/HC4Revise on the constraint $2x = z - y^2$. 
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and the approach with binary decision variables described in [5]; the resulting mixed model is solved with SCIP [42], one of the most efficient open-source MINLP solvers. For a fair comparison between both approaches, the SCIP presolve was disabled.

4.1 Toy problem

We introduce the following toy problem:

\[
\begin{align*}
\text{min } & \quad f(x) \overset{\text{def}}{=} (x_1^p)^3 \\
\text{s.t.} & \quad g(x) \overset{\text{def}}{=} x_1^c - (x_2^p)^2 - 2x_1^p = 0 \\
& \quad c(x_1^p, x_2^p) \in \mathcal{C} \\
& \quad x_1^c \in [0, 16], x_1^p \in [0, 20], x_2^p \in [-10, 10],
\end{align*}
\]

where \((x_1^p, x_2^p)\) are categorical properties and \(x_1^c\) is a continuous variable. Note that the constraint \(g\) is the same as in Figure 3.

We propose two scenarios, each with a different catalog:

- in scenario 1, the catalog \(\mathcal{C}\) contains five items (Table 3). The feasible set of the problem contains a single catalog item (item 2);
- in scenario 2, the catalog \(\mathcal{C}\) of the first scenario is augmented with an item described by properties \((x_1^p, x_2^p) = (1, -1)\) (Table 4). The feasible set of the problem contains two catalog items (items 2 and 6).

| Item | Property \(x_1^p\) | Property \(x_2^p\) |
|------|-------------------|-------------------|
| 1    | 4                 | -8                |
| 2    | 3                 | 2                 |
| 3    | 7                 | -3                |
| 4    | 14                | 8                 |
| 5    | 19                | -8                |

The optimal solutions are:

- for scenario 1, \(x^* = (10, 3, 2)\) and \(f^* = f(x^*) = 27\);
- for scenario 2, \(x^* = (3, 1, -1)\) and \(f^* = f(x^*) = 1\).

The catalog items of scenarios 1 and 2 are represented in Figures 4a and 4b, respectively. The blue domain is the feasible set of \(g\) (that is the set \(\{x_1^c - (x_2^p)^2 - 2x_1^p = 0 \mid x \in [0, 16] \times [0, 20] \times [-10, 10]\}\) projected onto the \((x_1^p, x_2^p)\) plane.

In the following, we describe the sequence of steps carried out by the proposed approach to solve the two scenarios of the toy problem. Note that the steps depend on the heuristics used for each of the generic operations.
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4.2 Scenario 1

4.2.1 Proposed approach

Table 5 describes the successive filtering and branching phases (second column) that reduce the range of $x$ starting from $[0,16] \times [0,20] \times [-10,10]$: the third column contains the current box for each phase and the fourth column presents the resulting contracted ranges. The first column indicates the corresponding subfigures in Figure 5. The two subspaces resulting from the branching phase are highlighted in red.

**Table 5:** Scenario 1: alternation of filtering and branching phases.

| Phase | Current box | Result |
|-------|-------------|--------|
| (b) HC4Revise($g(x) = 0$) | $[0,16] \times [0,20] \times [-10,10]$ | $[0,16] \times [0,8] \times [-4,10]$ |
| (c) CLUTCH($c(x^p) \in C$) | $[0,16] \times [0,8] \times [-4,4]$ | $[0,16] \times [3,7] \times [-3,2]$ |
| HC4Revise($g(x) = 0$) | $[0,16] \times [3,7] \times [-3,2]$ | $[6,16] \times [3,7] \times [-3,2]$ |
| (d) Branching on $x^p_1$ | $[6,16] \times [3,7] \times [-3,2]$ | $[6,16] \times [3,5] \times [-3,2]$ |
| | | $[6,16] \times [5,7] \times [-3,2]$ |
| | | $[6,16] \times [5,7] \times [-3,2]$ |
| Clutch($c(x^p) \in C$) | $[6,16] \times [3,7] \times [-3,2]$ | $[6,16] \times [3,3] \times [2,2]$ |
| (e) Clutch($c(x^p) \in C$) | $[6,16] \times [3,7] \times [-3,2]$ | $[6,16] \times [3,3] \times [2,2]$ |
| (f) HC4Revise($g(x) = 0$) | $[6,16] \times [3,3] \times [2,2]$ | $[10,10] \times [3,3] \times [2,2]$ |

Figure 5 provides a visual interpretation of the filtering and branching phases. The current box is represented as a black rectangle, boxes contracted by HC4Revise or CLUTCH as red rectangles, boxes bisected during branching as green rectangles and discarded catalog items as gray points. As in Figure 4, the feasible set is represented as a blue domain.

These results show that the first contraction step discards three of the five catalog items; convergence to the optimal (and only feasible) point described in Algorithm 2. Therefore, the Julia prototype CateGOrical.jl may not reproduce the exact sequence of steps described in this section.
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Fig. 5: Scenario 1: alternation of filtering and branching phases.

\( x^* = (10, 3, 2) \) is achieved by an alternation of HC4Revise (for \( g(x) = 0 \)) and Clutch (for \( c(x^P) \in \mathcal{C} \)) and a single branching step on \( x_1^P \). The first subspace \([6, 16] \times [5, 7] \times [-3, 2]\) generated by branching is quickly discarded, while the second \([6, 16] \times [3, 5] \times [-3, 2]\) is subsequently contracted to the optimal solution. In this case, the assignment of the catalog variable to a catalog item does not require the use of the objective function.
4.2.2 Model with binary decision variables

The corresponding model with binary decision variables is given by:

\[
\begin{align*}
\min_{x,b} & & (x_1^p)^3 \\
\text{s.t.} & & x_1^c - (x_2^p)^2 - 2x_1^p = 0 \\
& & x_1^p = 4b_1 + 3b_2 + 7b_3 + 14b_4 + 19b_5 \\
& & x_2^p = -8b_1 + 2b_2 - 3b_3 + 8b_4 - 8b_5 \\
& & \sum_{i=1}^{5} b_i = 1 \\
& & x_1^c \in [0, 16], x_1^p \in [0, 20], x_2^p \in [-10, 10], b \in \{0, 1\}^5.
\end{align*}
\]

A binary variable \(b_i\) is attached to the \(i\)th catalog item. Each property is a linear combination of all its possible catalog values with weights \(b\). At the solution, \(b_i\) is 1 if item \(i\) is selected, 0 otherwise. The components of \(b\) add up to 1, that is a single catalog item is selected.

The optimal solution reported by SCIP\(^2\) is \((x_1^c, x_1^p, x_2^p, b_1, b_2, b_3, b_4, b_5) = (9.999999999, 3, 2, 0, 1, 0, 0, 0)\): the optimal catalog item is item 2. The SCIP optimization output is given in Table 6: the columns represent the CPU time in seconds, the number of branch-and-bound nodes, the number of simplex iterations, the number of rows in the current LP, the number of cuts added to the LP, the current dual (lower) bound, the current primal (upper) bound and the duality gap, respectively. The solution is obtained after 4 iterations of the dual simplex algorithm, to which one cut has been added. This is a low computational cost, equivalent to that of the proposed approach.

| time (s) | node | simplex iterations | LP rows | cuts | dual bound | primal bound | gap |
|---------|------|--------------------|---------|------|------------|--------------|-----|
| 0.0     | 1    | 2                  | 16      | 0    | 0.0        | 27.0         | +\(\infty\) |
| 0.0     | 1    | 3                  | 16      | 0    | 16.0       | 27.0         | 68.75% |
| 0.1     | 1    | 3                  | 1       | 0    | 16.0       | 27.0         | 68.75% |
| 0.1     | 1    | 4                  | 2       | 1    | 27.0       | 27.0         | 0.00%  |
| 0.1     | 1    | 4                  | 2       | 1    | 27.0       | 27.0         | 0.00%  |

4.3 Scenario 2

4.3.1 Proposed approach

Table 7 describes the successive filtering and upper bounding phases that reduce the range of \(x\) starting from \([0,16] \times [0,20] \times [-10,10]\): the third column contains the current box for each phase and the fourth column presents

\(^2\)Since SCIP imposes that the objective function be linear, the model implements the epigraph reformulation.
the resulting ranges. The first column indicates the corresponding subfigures in Figure 6. The problem was solved with an arbitrary tolerance \( \varepsilon > 0 \); the shortcut \( 3^- \) stands for \( \sqrt{27} - \varepsilon \), a quantity close to but strictly smaller than 3.

(a) Initial range of properties \( x_1^P \) and \( x_2^P \). (b) HC4Revise with respect to \( g(x) = 0 \).

(c) Clutch with respect to \( c(x^P) \in \mathcal{C} \). (d) HC4Revise with respect to \( f \leq \bar{f} - \varepsilon \).

(e) Clutch with respect to \( c(x^P) \in \mathcal{C} \). (f) HC4Revise with respect to \( g(x) = 0 \).

Fig. 6: Scenario 2: alternation of filtering and upper bounding phases.

Figure 6 provides a visual interpretation of the successive phases. The first contraction step discards three of the catalog items. An alternation of HC4Revise and Clutch reduces the domain to the convex hull of catalog items 2, 3 and 6. An upper bounding phase (not shown in the figure) then selects
the feasible item 2 (with properties \((x^p_1, x^p_2) = (3, 2)\)) and the corresponding value \(x^c_1 = 10\) and updates the best known upper bound: \(\hat{f} \leftarrow f(10, 3, 2) = 27\).

The subsequent contraction phase with respect to \(f \leq \hat{f} - \varepsilon\) eliminates a large part of the domain (including item 2), which is then contracted to the optimal solution (item 6) after a CLUTCH phase. In this case, upper bounding and the use of the dynamic constraint \(f(x) \leq \hat{f} - \varepsilon\) are required to discard one the two feasible items; however, no branching phase was required.

### 4.3.2 Model with binary decision variables

The corresponding model with binary decision variables is given by:

\[
\begin{align*}
\min_{x, b} & \quad (x^p_1)^3 \\
\text{s.t.} & \quad x^c_1 - (x^p_2)^2 - 2x^p_1 = 0 \\
& \quad x^p_1 = 4b_1 + 3b_2 + 7b_3 + 14b_4 + 19b_5 + b_6 \\
& \quad x^p_2 = -8b_1 + 2b_2 - 3b_3 + 8b_4 - 8b_5 - b_6 \\
& \quad \sum_{i=1}^{6} b_i = 1 \\
& \quad x^c_1 \in [0, 16], x^p_1 \in [0, 20], x^p_2 \in [-10, 10], b \in \{0, 1\}^6
\end{align*}
\]

(7)

The optimal solution reported by SCIP is \((x^1_1, x^p_1, x^p_2, b_1, b_2, b_3, b_4, b_5, b_6) = (3, 1, -1, 0, 0, 0, 0, 0, 1)\): the optimal catalog item is item 6. The SCIP optimization output is given in Table 8. The solution is obtained after 24 iterations of the dual simplex algorithm, to which 3 cuts have been added. The computational cost is notably higher than that of SCIP for scenario 1 and that of the proposed approach for both scenarios.

### 5 Conclusion

We described a rigorous interval constraint programming framework that interleaves branching and filtering phases, and treats the underlying catalog properties of the categorical variables as optimization variables. No additional variable is introduced and no modeling effort is required from the user. We introduced CLUTCH, a novel catalog-based contractor invoked upon branching or filtering; it guarantees consistency between the categorical properties.
and the catalog items during the arborescent search. We demonstrated how Clutch can be easily implemented in off-the-shelf interval-based continuous solvers (such as Ibex, IBBA, GlobSol or Charibde) that solve the problem to global optimality, even in the presence of roundoff errors. We introduced a toy problem with one continuous variable and two categorical properties and used the proposed approach to solve two scenarios to global optimality: it alternates between filtering (Clutch and classical contractors), upper and lower bounding, and branching to iteratively reduce the ranges of the continuous and property variables until convergence to the global minimum. The toy problem can be solved efficiently with little computational power compared to an equivalent MINLP model with binary variables, while retaining the advantages of interval-based methods (reliability and maturity of existing codes).
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Appendix A Overestimation in models with binary decision variables: an example

Consider a catalog variable whose properties $x_1^p$ and $x_2^p$ are available from a catalog $C$ (Table A1).

Table A1: Catalog $C$.  

| Item | Property $x_1^p$ | Property $x_2^p$ |
|------|------------------|------------------|
| 1    | -1               | 0.1              |
| 2    | 0.5              | 0.2              |
| 3    | 0.6              | -0.2             |
The images of the catalog items by the function \( f(x^p) = (x^p_1)^2 - 5x^p_2 \) are given by: \{\( f(-1,0.1), f(0.5,0.2), f(0.6,-0.2) \)\} = \{0.5, -0.75, 1.36\}. We now compare enclosures of the range of \( f \) for a model with continuous relaxations of \( x^p \) (similarly to the proposed approach) and a model with binary decision variables.

### 1.1 Continuous relaxations

According to the catalog, the property \( x^p_1 \) (resp. \( x^p_2 \)) lives in the interval \([-1, 0.6]\) (resp. \([-0.2, 0.2]\)). An interval enclosure of the range of \( f(x^p) \) is given by:

\[
(x^p_1)^2 - 5x^p_2 \in [-1, 0.6]^2 - 5[-0.2, 0.2] = [0, 1] - [-1, 1] = [-1, 2] \quad (A1)
\]

This is an overestimation of the true range. However, this is the best possible interval enclosure, since the variables \( x^p_1 \) and \( x^p_2 \) have a single occurrence in the expression of \( f \) and \( f \) is continuous [14].

### 1.2 Binary decision variables

We introduce the binary decision variables \((b_1, b_2, b_3) \in \{0, 1\}^3\) and express \( x^p_1 \) and \( x^p_2 \) as functions of \((b_1, b_2, b_3)\) and the catalog values:

\[
\begin{align*}
x^p_1 &= -1 \times b_1 + 0.5 \times b_2 + 0.6 \times b_3 \quad (A2) \\
x^p_2 &= 0.1 \times b_1 + 0.2 \times b_2 - 0.2 \times b_3 \quad (A3)
\end{align*}
\]

\((b_1, b_2, b_3)\) are linked by the choice constraint \( b_1 + b_2 + b_3 = 1 \). We now relax the integrality constraints and compute an interval enclosure of the range of \( f(x^p) \):

\[
(x^p_1)^2 - 5x^p_2 = (-b_1 + 0.5b_2 + 0.6b_3)^2 - 5(0.1b_1 + 0.2b_2 - 0.2b_3)
\]
\[
\in (-[0, 1] + 0.5[0, 1] + 0.6[0, 1])^2 - 5(0.1[0, 1] + 0.2[0, 1] - 0.2[0, 1])
\]
\[
= [-1, 1.1]^2 - 5[-0.2, 0.3]
\]
\[
= [0, 1.21] - [-1, 1.5]
\]
\[
= [-1.5, 2.21] \quad (A4)
\]

This is also an overestimation of the true range that is slightly larger than that produced with continuous relaxations. This is due to the multiple occurrences of the binary variables in the expression of \( f \), a phenomenon called dependency effect [14]. A different enclosure is obtained by exploiting the choice constraint and factorizing; let \( b_3 = 1 - b_1 - b_2 \). Then:
\[(x_1^p)^2 - 5x_2^p = (-b_1 + 0.5b_2 + 0.6(1 - b_1 - b_2))^2 - 5(0.1b_1 + 0.2b_2 - 0.2(1 - b_1 - b_2))
\]
\[= (-0.7b_1 - 0.1b_2 + 0.6)^2 - 5(0.3b_1 + 0.4b_2 - 0.2)
\[\in (-0.7[0,1] - 0.1[0,1] + 0.6)^2 - 5(0.3[0,1] + 0.4[0,1] - 0.2)
\[= [-0.2,0.6]^2 - 5[-0.2,0.5]
\[= [0,0.36] - [-1,2.5]
\[= [-2.5,1.36]
\]
\[\text{(A5)}\]

The upper bound is now optimal (it corresponds to picking item 3), while the lower bound was degraded.
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