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ABSTRACT
Customer loyalty is important for many industries, including banking, telecommunications, gaming, and shopping, in terms of sustainability. In mobile applications, it is observed that the demand rises with the usage of mobile devices such as smartphones. Therefore, it is important to predict when players tend to leave an application. Most of the studies so far focus on churn prediction or customer loyalty in mobile applications by analyzing demographic, economic, and behavioral data about customers. In this work, we introduce sentiment analysis-based customer loyalty prediction in mobile applications using word embeddings, deep learning algorithms, and deep contextualized word representations. To our knowledge, this is the first study to evaluate loyalty of customers analyzing sentiments of users from their comments using deep learning, word embedding, and deep contextualized word representation models. For this purpose, CNNs, RNNs, LSTMs, BERT, MBERT, DistilBERT, RoBERT are used for classification purpose. On the other hand, word embedding models such as Word2Vec, GloVe, and FastText are employed for text representation. To demonstrate the impact of proposed model, comprehensive experiments are performed on seven different datasets. The experiment results show sentiment analysis of users in mobile applications can be a powerful indicator in terms of predicting customer loyalty.

1. Introduction
With the wide use of mobile devices, we have seen a rapid increase in the mobile application industry. Many companies try to enter the mobile application market, where thousands of mobile applications are released every year. The acquisition of new users and adoption of new applications are expensive and require exclusive promotion campaigns to attract users. Like in many markets and businesses, the retention of existing users is more important and cost-effective for a company to keep and increase its revenues. To order to retain current users, the analysis of their behaviour and the prediction of their loyalty is very valuable. Loyalty is especially important in the mobile application industry.
where users have a vast number of alternative applications, a tendency to trial new applications, and easy divergence of user attention to another application. User ratings and reviews provided by application stores contain valuable information for both application developers and potential new users. User reviews of mobile applications frequently contain ratings, suggestions, recommendations, or complaints, which are valuable for application developers to improve user satisfaction and stop and/or decrease the churn rate of existing users.

The notion of customer loyalty is a measurement of a customer’s probability to recur business with a company. Thus, it can be said that it is the outcome of customer satisfaction, experiences of favourable customer, and the overall worth of the services or goods a customer buys from a business. It is known that customers are not readily affected by the pricing or presence of the product or service when a customer is loyal to a certain brand or company. Even customers are eager to repay more on condition that the similar or same quality is presented to them are accustomed. A loyal customer is not effectively looking for different products or companies. They are more eager to advise a brand to their family and friends. They also approach positively the other goods of the brand. Moreover, loyal customers are more insightful if troubles happen, and they have confidence in the brand about fixing problems. It is known that they hold buying from brand/company whenever there is a necessity. Moreover, loyal customers are willing to give feedback on how a company/brand can enhance its services or products. Thus, we consider that there can be a connection between the sentiment analysis of customers from their feedbacks and customer loyalty. On the other hand, marketers measure loyalty by looking at customer behaviour with different metrics such as lifetime value (total amount of money customers spend), churn rate (brand cancellation or disengaged rate of customers), referrals (the number of new customers who register according to recommendations), and net promoter score (intention of customers to mention others about the brand). Unlike these metrics, we propose to analyse same customers/users’ feedbacks that is above a certain number in order to get an idea about their customer satisfaction. In this way, customer loyalty can be detected. Because there is a strong relationship between customer satisfaction and loyalty as mentioned in literature studies (Hallowell, 1996; Rahim et al., 2012). Since customer satisfaction is reflected in comments related to the product, company, or application, we consider that analyzing sentiments on these feedbacks is a significant attempt to measure customer loyalty. On the other hand, the user can be faithful to a particular application based on features that are never mentioned in the comments. In our study, we propose to measure users’ loyalty to the app by interpreting the features mentioned in the comments.

As a natural language processing technique, sentiment analysis allows the identification and categorizations of emotions expressed in a piece of text. Sentiment analysis is widely applied to user reviews and surveys expressed in the text to extract opinions or sentiments of users about a product or service. Application stores such as Google Play, Apple AppStore provide user ratings and reviews about mobile applications. In our previous paper (Kilimci et al., 2020), we presented sentiment analysis-based churn prediction in mobile games using word embedding models and deep learning algorithms. The aim of this paper is to apply sentiment analysis methods for the estimation of user loyalty on data collected from the application store’s ratings and reviews. Datasets are represented by using Word2Vec, Glove, and FastText word embedding models. Three
deep learning algorithms and four deep contextualized word representations are employed for the loyalty prediction. While Recurrent Neural Networks (RNNs), Convolutional Neural Networks (CNNs), and Long Short-Term Memory (LSTMs) are used as deep learning algorithms, bidirectional encoder representations from transformers (BERT), Multilingual BERT (MBERT), DistilBERT (DBERT), Robustly Optimized BERT (RoBERTa) are employed as deep contextualized word representations in this work.

This paper is organized as follows: Section 2 makes a review of related work on loyalty prediction of users and deep contextualized word representations. Section 3 presents the methodology and methods used in this study that introduces word embedding models, deep learning techniques, deep contextualized word representations, data collection and proposed model. Section 4 presents experimental results. Section 5 includes a discussion and conclusion.

2. Related work

In this section, loyalty analysis and prediction have been widely studied in several domains including telecom, finance, retail, e-commerce, and banking (Huang et al., 2012; Kumar & Chandrakala, 2016; Santharam & Krishnan, 2018). Most of these researches rely on machine learning and times series forecasting techniques that tries to make a prediction using data samples consisting of tens or hundreds of features. Several researchers have studied loyalty and churn analysis and prediction in mobile games.

In a recent study, Liu et al. (2020) developed loyalty prediction methods at the micro-level (between an application and a specific user) and macro-level (between an application and all its users). At the micro-level, a novel semi-supervised and inductive embedding model is used for loyalty prediction. At the macro-level, they use a method called SimSum based on unbiased estimation. Furthermore, link analysis algorithms PageRank and HITS are also adapted to make loyalty prediction at the macro-level. They evaluated the performance of their methods on a dataset provided by the Samsung Game Launcher platform. This is a large dataset that stores information about tens of thousands of mobile games and hundreds of millions of user-application interactions. In the study (Kristensen & Burelli, 2019), authors present several LSTM based neural network architectures that use both sequential and historical data to predict loyalty prediction by analyzing user behaviour. The dataset contains player logs of a mobile game. In another study (Kim et al., 2017), authors used three traditional machine learning algorithms and two deep learning algorithms by analyzing player log data of three casual games in both the observation period and churn prediction period. Recently, some of the researchers modelled loyalty and churn prediction as a survival analysis problem (Periáñez et al., 2016; Viljanen et al., 2017). Some of the previous research on churn prediction include studies (Hadiji et al., 2014; Tamassia et al., 2016; Xie et al., 2015, 2016).

In another work Huang et al. (2012) concentrate on the loyalty prediction in telecom communication sector by investigating too many features related to analysis of customer behaviour. For this objective, authors employ conventional machine learning models and multi-layer perceptron. They conclude the study that support vector machine and decision tree provide more effective prediction results. In the study (Castro & Tsuzuki, 2015), authors propose to forecast the loyalty of online game players by evaluating a frequency analysis method. They employ a proposed frequency analysis method for feature
representation from login records instead of demographic, economic, and behavioural data about their customers in order to predict players’ loyalty. To measure the success of proposed model, k-nearest neighbours’ algorithm is evaluated. They report that the proposed framework ensures more than 20% profitability. In the study (Milošević et al., 2017) authors present a study-related early churn estimation model in social mobile games. This means that they analyse the loyalty of players one day after registration in free-to-play games. To assess the success of the proposed approach, they utilize machine learning models and compare performances on an online mobile game. They report that the reduction in the churn of players reaches 28%, which stands for an important indicator for a business.

In the study (Liu et al., 2018), authors design a new model for loyalty prediction of mobile games by blending semi-supervised and inductive embedding design. The proposed model is implemented with deep neural networks in addition to modelling a new random walk method. To show the efficiency of a new design, they use real-world data set that is gathered from the Samsung Game Launcher platform. They conclude the study that the proposed approach outperforms state-of-the-art results. In another study (Runge et al., 2014), authors focus on the forecasting loyalty of high-value game players. Four different classification techniques were used for this purpose, in addition to the hidden Markov model. Furthermore, they intend to exhibit the effects of churn of high-value game players on the business side. Experiment results show that the proposed approach tackles the loyalty prediction of significant players. In another work (Kawale et al., 2009), authors investigate the social impact in loyalty estimation for multiplayer online games. A hybrid loyalty estimation design is presented by blending social effect and personal engagement. They declare that the proposed framework significantly boosts the classification success compared to the conventional methods for predicting loyalty or churn in multiplayer online games.

In the study (Moedjiono et al., 2016), authors focus on to predict customer loyalty with the intent of boosting classification accuracy with group customer data into segmentation. For this purpose, decision tree and k-means algorithms are applied to the collected dataset. They report that C4.5 classification algorithm outperforms k-means with 79.33% of accuracy. In the other study (Buckinx et al., 2007), authors concentrate on enhancing the customer database with an estimation of loyalty by observing customer behaviours. For this purpose, two widely used conventional machine learning algorithms are employed, namely random forests and automatic relevance determination neural networks. They conclude the paper that diversity of purchase is the best performing estimator of behavioural loyalty, and that a customer’s expenditure frequency, response to promotion, answer to mailings, and continuity of purchasing all deliver helpful knowledge to deliver an ample estimation of behavioural loyalty of customers. In the study (Wijaya & Girsang, 2016), authors analyse for predicting customer loyalty by employing three data mining techniques, namely decision tree, naive Bayes, nearest neighbour algorithm. They collect real-world data from the national multimedia company in Indonesia, including 2269 records. Experiment results show that the decision tree algorithm outperforms others with 81% of accuracy. It is followed by naive Bayes with 76% of accuracy and nearest neighbour with 55% of accuracy.

In the study (Wassouf et al., 2020), a method is delivered for telecom companies to aim for different-value customers by specific proposals and services. In order to demonstrate the efficiency of the proposed methodology, a dataset with about 127 million records is
provided. As a first step, customers are categorized by implementing a novel approach time–frequency monetary which determines the level of loyalty. Then, segments are assigned. Next, random forest, Decision tree, Gradient-boosted tree, and multiplexer perceptron machine learning algorithms are applied to the segmented dataset. Authors conclude the study that loyalty reasons of customers at each segment are detected and the best proposals are presented to the customers. In another study (Sulistiani & Tjahyanto, 2017), machine learning techniques are evaluated to demonstrate the efficiency of different feature selection methods on customer loyalty. Gain ratio, chi-square, and information gain are appraised as feature selection methods to get the best meaningful features for the dataset of fast-moving consumer goods. Experiment results show that the chi-square method exhibits the highest classification performance with 83.2% of accuracy when the model is classified with a random forest algorithm.

Our study differs from aforementioned literature works as well mainly because we do not employ for analyzing loyalty or churn prediction with common approaches such as analyzing demographic, economic, and behavioural data about their customers. By evaluating sentiment analysis-based mobile application loyalty, we present a different solution compared to the traditional methods that can be a powerful indicator for estimating customer loyalty or churn.

3. Methodology
This section presents a review reproduced from the study (Kilimci et al., 2020) about word embedding methods and deep neural networks. The methodology part is also included sampling techniques used for imbalanced data sets, and deep contextualized word representations used in this study. In this section, the dataset and proposed model are also introduced for loyalty prediction.

3.1. Word embedding models
Word embedding models allow the representation of words as vectors of numerical values. In these models, the words with similar meanings have similar vector representations. A corpus with a large collection of documents is used for learning the vector representations of words. Word embedding models can learn semantic, syntactic similarity, and relationships among words in a given context from a corpus. Although the study of word embedding models started with the studies (Bengio et al., 2003; Collobert & Weston, 2008), these models became popular after Word2Vec model developed by Mikolov and his colleagues at Google. After this study, a large number of new embedding models have appeared in the literature (Bojanowski et al., 2017; Mikolov, Chen, et al., 2013; Mikolov, Sutskever, et al., 2013; Peters et al., 2018). In this study, words are represented by three well-known word embedding models: Word2Vec (Mikolov, Chen, et al., 2013), GloVe (Pennington et al., 2014), and FastText (Joulin et al., 2016).

**Word2Vec.** Word2Vec is the most influential embedding model that can learn word embeddings using a neural network. It is proposed by Le & Mikolov (2014), Mikolov, Chen, et al. (2013), and Mikolov, Sutskever, et al. (2013) at Google. Google released a toolkit that allows training of word embeddings from text and document, and the
usage of pre-trained embeddings. The toolkit enables an efficient implementation of two different word embeddings models: Skip-gram model and continuous bag-of-words (CBOW) model. Skip-gram model tries to predict the nearby words of a given word in a text or document. In CBOW model, the objective is to predict a target word \( w_t \) from the nearby \( n \) words.

**Glove.** GloVe (Pennington et al., 2014) is another popular word embedding model suggested after Word2Vec model. It stands for ‘Global Vectors’. A local content window is passed over training data to learn the semantics of words in the Word2Vec model. Pennington et al. criticized the Word2Vec model that only passes a local content window to obtain semantic relationships among words. It does not exploit the count-based statistical information regarding word co-occurrences. To get a better representation, Pennington et al. proposed the GloVe model that joins the count-based matrix factorization and local content window techniques. GloVe model obtains a global word-word co-occurrence statistic from a corpus by using matrix factorization.

**Fasttext.** FastText is another word embedding model suggested (Joulin et al., 2016; Mikolov et al., 2017). While Word2Vec and Glove utilize whole words as the smallest part, FastText utilizes character \( n \)-grams to represent parts of words as the smallest element. Character \( n \)-grams are sequences of subwords obtained by taking \( n \) consecutive characters from parts of words. Each word is separated into a number of character \( n \)-grams where \( n \) is usually \( 3 \leq n \leq 6 \). For example, when \( n = 3 \), the word ‘model’ is divided into \(< mo, mod, ode, del, and el>\), plus. FastText uses the skip-gram model of the Word2Vec method with a modified loss/cost function. It also applies a negative sampling approach that improves the efficiency of the algorithm by reducing the number of training samples during training.

### 3.2. Deep learning techniques

This section introduces the applied following deep learning methods for loyalty prediction: convolutional neural networks (CNNs), Recurrent Neural Networks (RNNs), and Long Short-Term Memory Networks (LSTMs).

**Convolutional neural networks.** In many images and speech recognition problems, convolutional neural networks (CNNs) have demonstrated a notable performance increase and attracted considerable attention in recent years (Krizhevsky et al., 2017; LeCun et al., 2015; Schmidhuber, 2015; Voulodimos et al., 2018). It was discovered that CNNs are also useful in natural language processing (NLP) tasks (Kim, 2014; Otter et al., 2020; Zhang et al., 2015). CNNs are similar to ordinary multi-layer neural networks with multiple layers. The layers of CNNs are generally composed of input, convolution, pooling, and fully connected layers. Several convolutional layers are interleaved by pooling layers. The convolution layer, being the most important block, applies a convolution filter on its inputs to extract feature maps (features). The convolution operation using multiple filters is used to learn specific features of input data. An extra activation function, RELU (rectified linear unit), is generally employed to feature maps to expand the nonlinear properties of the network. Pooling layers apply pooling operation to reduce the dimensionality of data
coming from the convolution layer. It retains the most useful information after the convolution operation. The pooling operation performs subsampling that decreases the training time provides dimensionality reduction, and prevents over-fitting. After a series of conventional and pooling layers, a flattened input obtained from the last layer is fed into the fully connected layer. The last decision is given by fully connected layers. A regularization method termed ‘dropout’ can be utilized to fully connected layers to decrease overfitting.

**Recurrent neural networks.** RNNs are a class of neural networks that are usually suited for modelling time-series and sequential data. Given an input vector, the RNN output vector does not only influenced by its input but also on the entire history on past input information kept in its hidden states (Elman, 1990; Lipton et al., 2015). RNNs are not like feed-forward networks that do not have loops. The feedback loops in an RNN architecture enable the past decision information to be held in the network. Gradient vanishing and exploding problem are often experienced in RNN architectures. RNNs can lose its ability to learn past data when there are long-term dependencies in sequence data. This inability comes from the gradient descent procedure while training when the gradients are being transmitted back across many layers. Small gradient values shrink exponentially and vanish because of continuous matrix multiplications for the computation of gradient. This is called vanishing gradient problem that makes the model difficult to learn from previous data in a sequence. Continuous matrix multiplications can also explode the gradient values instead of vanishing. The gradient values become larger and go to NaN (not a number) values in the course of training and crash the network to learn. This is described as the exploding gradient problem. A number of methods like gradient clipping or suitable activation functions can be applied to cope with vanishing and exploding problems.

**Long short-term memory networks.** Long Short-Term Memory networks (LSTMs) are variants of RNNs. LSTMs are explicitly designed to overcome the gradient vanishing/exploding problems of RNNs (Graves et al., 2013; Greff et al., 2016; Kent & Salem, 2019). LSTM continues to learn over many time steps by preserving the gradient values go

![Figure 1. A chain of LSTM units.](image-url)
back-propagate through deeper layers. Basically, LSTMs are developed to capture long-term dependencies and relations in the sequence data. The LSTM architectures have the ability to hold the contextual semantics of information and long-term dependencies between data. An LSTM architecture contains a chain of LSTM units or memory cells, as shown in Figure 1. Each LSTM unit has three gates that update and control the cell states. These are input, forget and output gates that control which portions of information to remember, forget and pass to the next step. An LSTM unit gives a decision about what to store and when to permit reads, writes, and deletions via gates while passing or blocking information through an LSTM cell.

3.3. Deep contextualized word representations

Bidirectional encoder representations from transformers (BERT). BERT is known as the frontier of a new language representation, which stands for bidirectional encoder representations from transformers. Distinct from language representation methods, BERT is modelled to pretrain deep bidirectional representations from untagged text by stipulating on both left and right context in all layers. That is, it is trained for the purpose of language understanding on a large text corpus and employed on natural language processing tasks. Moreover, BERT is the first model that internalizes the unsupervised learning approach and deeply bidirectional system. This means that the training procedure with the BERT model is implemented on the raw text data which is the novelty in the NLP task. Pretrained representations can also either be context-free or contextual, and contextual representations can further be unidirectional or bidirectional. Context-free models like Word2Vec or GloVe produce only a single ‘word embedding’ representation for each term in the vocabulary, while contextual models instead produce a representation of each word that is based upon the other terms in the sentence (Devlin et al., 2018).

Multilingual BERT (MBERT). MBERT is an extended version of the BERT model, which is put forward to generalize representations across languages. BERT is released for a single language model pre-trained on the concatenation of monolingual Wikipedia corpora from 104 languages, while M-BERT is trained on the Wikipedia pages of 104 languages with a shared word piece vocabulary. M-BERT enables a very straightforward approach to zero-shot cross-lingual model transfer in place of being trained just on monolingual English data with an English-derived vocabulary. Thus, it facilitates to transfer between languages written in different scripts (Pires et al., 2019).

DistilBERT (DBERT). DistilBERT has the same structure as BERT. While most prior studies analyse the utilization of distillation for constructing task-specific models, knowledge distillation is leveraged during the pretraining stage and demonstrate that it is probable to decrease the size of a BERT technique by 40%, while keeping 97% of its language comprehension skill and being 60% faster. A triple loss combining language modelling, distillation, and cosine-distance losses are leveraged the inductive biases learned by larger methods along pretraining. Thus, it is possible to pretrain smaller, faster, and lighter compared to other models in DBERT (Sanh et al., 2019).

Robustly Optimized BERT (RoBERTa). RoBERTa is proposed as an optimized version of the BERT pretraining model, which contains an assessment of the impacts of
hyperparameter tuning and training set size. RoBERTa is capable to compete or exceed the performance of all of the post-BERT techniques. RoBERTa architecture provides training procedure longer with bigger batches over more data. Next, sentence estimation is removed. Moreover, it is capable to change the masking pattern dynamically performed on the training data. Finally, it facilitates training procedures on longer sequences (Liu et al., 2019).

3.4. Data sampling techniques for imbalanced class distribution

Imbalanced datasets are known as a severe skew in the class distribution in the minority or majority class. This bias in the training dataset can affect the classification performance of machine learning algorithms. This can cause to be neglected of the minority class, completely. This is a challenge as it is generally the minority class on which estimations are most critical. There are many widely used techniques to address the challenge of class imbalance. One of them is randomly resampling the training dataset. The two basic concepts to randomly resampling an imbalanced dataset are to duplicate instances from the minority class, called oversampling and to remove instances from the majority class, called under sampling. In this work, we focus on the random under sampling (RUS) method to delete instances from the majority class and word embedding substitutions (WES) in order to duplicate instances from the minority class. In WES, approach, a number of documents are selected to be duplicated from documents belonging to the minority class. New documents are generated by replacing the words contained in the duplicated documents with synonyms, if any.

3.5. Data collection and proposed model

In this work, we use seven different English datasets that include user comments of related mobile applications. These are Hitman, Soccer Manager, Grand Theft Auto (GTA): San Andreas, City Driving 3D, Amazon, AliExpress, and Ebay. The first four data sets (Hitman, Soccer Manager, GTA San Andreas, City Driving) that are employed in the study (Hallowell, 1996) as Turkish, are translated into English by using Google Translate API. The new data sets (Amazon, AliExpress, Ebay) are collected in English.

Hitman is an action-adventure-focused stealth video game in which players command Agent 47, a genetically boosted assassin, from a third-person perspective, as he travels to international places and performs contracted assassinations of criminal objectives across the world. Soccer Manager is a browser-based multiplayer game that lets managers to buy and sell players and compete head-to-head against other managers from across the world. Grand Theft Auto: San Andreas is an action-adventure-focused game with role-playing and stealth elements. City Driving 3D is a stress buster game that gives the players the feel of driving in a real car in a real city. Ebay is one of the largest online auction shopping sites. AliExpress, which contains many product groups from A to Z, can be used in many countries of the world. Similar to Amazon, AliExpress has a chance for small manufacturers to reach consumers directly.

This study is based on three main stages in order to analyse sentiment analysis-based loyalty prediction of users for each application. These are data collection, data pre-processing, and classification. In data collection step, comments of users are gathered from
Google Play Store pages through Selenium crawler (Bruns et al., 2009). Because of the number of comments downloading limitations of Apple Store, Google Play Store is used at the data collection step. The user comments of the applications are downloaded from html classes and saved into csv file. After collecting user comments with the usage of Python programming language, rating, user name of related player, date, vote, comment information is achieved for each mobile application. In this step, nearly 850,000 comments for Hitman, approximately one million feedbacks for Soccer Manager, almost 605,000 comments for GTA San Andreas, nearly 272,000 feedbacks for City Driving, about 2 million comments for Amazon, approximately 11 million comments for AliExpress, almost 3 million feedbacks for Ebay are totally gathered. In the second step, the text-based raw datasets are cleaned by pre-processing methods because of the dirtiness of the datasets before starting the classification step. In order to remove emojis, punctuation marks, stop words, Zemberek is employed. User comments are rated in the range between 1 and 5. To analyse the sentiment of the comment released by the users, 1, 2, and 3 are evaluated as negative sentiment and the remaining is appraised as positive. After pre-processing, the statistics of the dataset are presented in Table 1. Moreover, Table 1 demonstrates the number of different comments made by the same user three times and above. In order to analyse customer loyalty, the statistics of the data sets located in Table 1 are employed in the experiments. In Table 2, the statistics of comments based on the number of comments of the same users are demonstrated. In all data sets, the most comments are released by the same users three times. The number of comments made four times is also significantly larger. The number of comments made five, six, and seven times by the same user shows a significant decrease. According to the statistics in Table 2 and as mentioned earlier, loyal customers are willing to give feedback on how a company/brand can enhance it services or products.

At the next step, deep learning algorithms, word embedding techniques, and deep contextualized word representations are employed for the purpose of evaluating the sentiment analysis-based loyalty prediction of users. For this intention, convolutional neural networks, recurrent neural networks, long short-term memory networks are used as deep learning models, Word2Vec, GloVe, FastText are utilized as word embedding techniques and BERT, MBERT, DBERT, RoBERTa are employed as deep contextualized word representations, in this study.

Word embedding models present the word vectors while deep learning models perform the classification task. In order to include the impact of word embedding models, the output of each word embedding model is fed into the multi-layer perceptron. Thus, the classification task is also performed for word embedding techniques. Word embedding models are employed for sentiment analysis due to its functionality.

| Dataset          | #Positive | #Negative | Total   |
|------------------|-----------|-----------|---------|
| Hitman           | 17,694    | 3082      | 20,776  |
| Soccer Manager   | 3165      | 2546      | 5711    |
| GTA San Andreas  | 3343      | 1503      | 4846    |
| City Driving     | 7331      | 3380      | 10,711  |
| Amazon           | 49,855    | 7701      | 57,556  |
| AliExpress       | 63,135    | 8950      | 72,085  |
| Ebay             | 59,854    | 9748      | 69,602  |

Table 1. Statistics of the datasets before data sampling.
Because word embedding models provide a word vector in a document which holds the similarity between other words in a document. This means that the usage of word embedding models ensures the syntactic and semantic similarity and correlation among terms in a dedicated context from the corpus. In order to implement models, Keras package is used. We use in the experiments following experiment settings. Epoch number is 25, learning rate is 1e-3, learning lambda rate is 1e-3, batch size is 256, class number is 2 (0 for negative comments and 1 for is positive comments). Furthermore, rectified linear unit (ReLU) is utilized as an activation function. The maximum pool size is adjusted as 2 and GlobalMaxPooling approach is used for pooling operation. The activation function of a fully connected layer is set as sigmoid. To avoid the over-fitting challenge, we apply dropout as 0.2, early stopping-criteria, and weight constraint by adjusting 4.

Moreover, Bert is implemented using two different Python libraries, PyTorch and ktrain. Huggingface transformers are employed because it provides general-purpose architectures such as BERT, GPT-2, RoBERTa, XLM, DistilBert, XLNet, etc. In the Pytorch BERT implementation, the maximum word length is chosen as 200. Batch size is set to 20 and epoch size is adjusted as 5. AdamW is the optimization method used in this work. For MBERT model, bert-base-multilingual-uncased model is used at the implementation stage. Maximum word length is set to 128, batch size is 16, learning coefficient of the model is 1e-4, and epoch size is adjusted as 5. In DBERT, distillbert-base-uncased model is used from the Huggingface library. Maximum word length is arranged as 512, batch size is 16, learning coefficient of the model is 1e-4, and epoch size is 3. In RoBERTa, roberta-base module is obtained from the Huggingface library. Maximum word length is 128, batch size is 8, learning coefficient of the model is 1e-5, and epoch size is set to 5. BERT-related models are conducted with TPU, which is produced personally by Google and whose performance is also superior to the GPU.

After implementing models at different training set percentages, the classification accuracies are enhanced with data sampling techniques in order to eliminate data imbalanced problem. For this purpose, word embeddings substitution (WES) and random under sampling (RUS) techniques are employed for each dataset. The detailed statistics of datasets after data sampling are mentioned in Section 4.

### 4. Experiment results

In this section, the classification performances of deep learning techniques, word embedding models and deep contextualized word representations are evaluated in terms of different training set percentages such as 80, 50, and 30. Training set percentage is expressed as ‘ts’ abbreviation in this part. As a first attempt, we analyse the effect of all
aforementioned models on seven different English mobile application datasets at ts80, as shown in Table 3.

In Table 3, it is observed that FastText exhibits superior classification success with 83.59% of mean accuracy among word embedding models and deep learning algorithms when average classification accuracies are considered at ts80. It is followed by RNN, CNN, Word2Vec, GloVe, LSTM with 80.98%, 80.89%, 77.93%, 75.44%, 74.94% accuracies, respectively. When deep learning techniques are compared, there is no superiority among CNN and RNN methods due to the closeness of classification performances each other while the LSTM model exhibits the poorest performance in order to classify sentiments of users. Thus, the choice of CNN or RNN model for the purpose of categorizing sentiment of players demonstrates a similar impact on aforementioned datasets. When mean classification success of word embedding models is considered among themselves, FastText outperforms Word2Vec and GloVe with approximately 6% and 8% enhancement, respectively. The contribution of each word embedding model to the system can be summarized in the following order: FastText > Word2Vec > GloVe. Moreover, DBERT exhibits the most successful classification performance with 85.34% of accuracy among deep contextualized word representations when mean accuracy is considered. It is followed by RoBERTa with 84.35% of accuracy, BERT with 83.45% of accuracy, and MBERT with 83.16% of accuracy. In addition to deep contextualized word representation methods, DBERT is the highest performing model with an accuracy of 85.34%, considering not only deep contextualized word representation but also deep learning and traditional word embedding models in terms of mean accuracies at ts80.

The classification success of all techniques is represented at ts50 in Table 4. Similar to the results of Table 3, the best classification accuracy is performed by FastText with

| Table 3. The classification accuracies of all techniques without resampling at ts80. |
|---|---|---|---|---|---|---|---|---|
| Models | Hitman | Soccer Manager | GTA San Andreas | City Driving | Amazon | AllExpress | Ebay |
| CNN | 87.89 | 72.17 | 78.52 | 76.00 | 85.32 | 82.21 | 84.15 |
| RNN | 88.41 | 71.78 | 75.80 | 77.24 | 87.57 | 80.66 | 85.42 |
| LSTM | 86.13 | 60.73 | 69.30 | 56.58 | 85.40 | 81.39 | 85.05 |
| GloVe | 84.15 | 61.34 | 68.90 | 68.75 | 82.32 | 79.44 | 83.20 |
| FastText | 88.60 | 77.80 | 83.00 | 76.70 | 87.70 | 84.80 | 86.57 |
| Word2Vec | 85.42 | 65.81 | 70.27 | 70.65 | 85.13 | 83.92 | 84.36 |
| BERT | 88.15 | 76.30 | 84.80 | 77.01 | 86.34 | 85.23 | 86.34 |
| MBERT | 88.53 | 76.45 | 84.61 | 76.50 | 85.48 | 84.64 | 85.93 |
| DBERT | 90.26 | 79.02 | 85.95 | 78.84 | 88.92 | 87.15 | 87.27 |
| RoBERTa | 89.38 | 77.39 | 84.56 | 77.42 | 88.19 | 86.71 | 86.80 |

| Table 4. The classification accuracies of all techniques without resampling at ts50. |
|---|---|---|---|---|---|---|---|
| Models | Hitman | Soccer Manager | GTA San Andreas | City Driving | Amazon | AllExpress | Ebay |
| CNN | 83.45 | 69.80 | 74.17 | 70.61 | 81.50 | 78.49 | 80.32 |
| RNN | 84.43 | 66.94 | 69.34 | 69.31 | 82.75 | 76.84 | 80.61 |
| LSTM | 83.69 | 58.60 | 65.56 | 52.25 | 82.68 | 79.57 | 81.23 |
| GloVe | 80.22 | 57.02 | 63.80 | 60.45 | 78.50 | 75.62 | 77.58 |
| FastText | 84.91 | 73.20 | 78.30 | 71.10 | 82.98 | 80.08 | 79.70 |
| Word2Vec | 82.88 | 62.70 | 69.45 | 67.36 | 79.31 | 77.10 | 75.54 |
| BERT | 85.33 | 73.48 | 80.08 | 73.29 | 83.52 | 81.41 | 82.99 |
| MBERT | 85.71 | 73.63 | 80.89 | 72.78 | 82.66 | 81.82 | 82.11 |
| DBERT | 87.04 | 75.92 | 82.53 | 76.02 | 85.10 | 84.33 | 84.55 |
| RoBERTa | 86.36 | 74.57 | 81.74 | 73.60 | 84.37 | 83.99 | 83.07 |
78.61% of accuracy among word embedding models. Furthermore, decrement of training set percentage is disadvantageous in terms of decreasing the average classification success of LSTM from 74.94% of accuracy to 71.95% of accuracy. The reduction of training set size emerges that RNN performs worse classification success with nearly 5% decrement in average classification accuracy. When the classification performance of RNN decreases approximately 5%, the LSTM also deteriorates the system performance with roughly 3% decrement. When other techniques are taken into account, there is no significant decrease is observed in classification accuracy at ts50. Whilst deep contextualized word representations are also included, DBERT outperforms both deep learning models and conventional word embedding methods with 82.21% of mean accuracy. On the other hand, GloVe exposes the poorest classification performance with 70.46% of average accuracy. As with ts80, BERT-related models demonstrate the best classification performance at ts50 by performing nearly 80% of mean accuracy and above. Another observation from Table 4 is the success order of deep contextualized word representations similar to ts80 as follows: DBERT > RoBERTa > BERT > MBERT. As a result of Tables 3 and 4, all algorithms show classification performance of 80% and above in datasets that have a higher number of documents (Hitman, Amazon, AliExpress, Ebay) than the others. This, in turn, allows us to conveniently observe the effect of the number of documents on classification performance.

In Table 5, the classification accuracies of all methods are demonstrated at ts30. The performance order is observed among deep learning techniques at ts30 as follows: CNN > RNN > LSTM while the classification success of word embedding models is ordered as: FastText > Word2Vec > GloVe. When average sentiment classification accuracies of the users are considered, the overall performances of all models are obtained as DBERT > RoBERTa > BERT > MBERT > FastText > CNN > RNN > Word2Vec > LSTM > GloVe. In Table 5, similar to the results of Tables 3 and 4, DBERT presents the best classification performance while GloVe demonstrates the poorest success. As a result of Tables 3–5, the classification performances of successful methods among deep learning and word embedding models namely, FastText and CNN demonstrate very similar accuracy values in every training set size. This means that the change of training set percentages does not have any significant effect on the classification performance of CNN and FastText models. To sum up, the selection of the DBERT model for the purpose of categorizing the sentiment of users on each mobile application boosts the system performance at every training set size.

Table 5. The classification accuracies of all techniques without resampling at ts30.

| Models   | Hitman | Soccer Manager | GTA San Andreas | City Driving | Amazon | AliExpress | Ebay |
|----------|--------|----------------|-----------------|--------------|--------|------------|------|
| CNN      | 70.70  | 58.58          | 62.51           | 58.14        | 69.07  | 67.36      | 71.00|
| RNN      | 70.78  | 55.25          | 58.44           | 56.71        | 70.59  | 65.12      | 70.22|
| LSTM     | 71.94  | 49.94          | 56.80           | 41.58        | 59.88  | 68.35      | 71.38|
| GloVe    | 67.50  | 47.37          | 53.64           | 47.92        | 65.09  | 64.80      | 67.85|
| FastText | 71.26  | 61.55          | 65.70           | 59.85        | 69.76  | 69.00      | 69.04|
| Word2Vec | 65.13  | 52.05          | 58.11           | 57.40        | 66.43  | 65.25      | 65.29|
| BERT     | 74.61  | 63.73          | 68.00           | 61.22        | 72.70  | 71.42      | 72.28|
| MBERT    | 74.08  | 63.09          | 68.52           | 60.93        | 71.12  | 71.26      | 72.64|
| DBERT    | 76.31  | 65.25          | 71.75           | 63.48        | 74.01  | 73.95      | 73.25|
| RoBERTa  | 75.74  | 64.82          | 70.63           | 62.25        | 73.13  | 72.40      | 72.45|
The detailed statistics of the datasets before data sampling is shown in Table 1. After applying random under sampling (RUS) and word embedding substitution (WES) techniques to balance the training data sets, statistics of the datasets are given in Table 6. In Table 6, number of training set instances is presented for training set 80%. In order to eliminate skew data distribution in positive and negative classes, random under sampling and word embedding substitution methods are used. In all datasets, the RUS method is used to balance the number of positive comments with the number of negative comments, since the number of positive comments is greater than the number of negative ones. In terms of equalizing the number of negative and positive comments with each other, the WES method is preferred to reproduce the negative comments. Thus, more meaningful instances are obtained instead of randomly reproducing negative samples that are a minority.

In Table 7, the classification accuracies of all techniques are demonstrated using RUS and WES sampling techniques at ts80 in order to avoid data imbalance. It is clearly seen that sampling techniques affect classification accuracies positively for all methods on Hitman, AliExpress, Ebay, and Amazon datasets. Enhancement in classification is provided by sampling methods nearly 3–4% for Hitman, about 2–3% for AliExpress and Ebay, and approximately 1–2% for Amazon datasets. On the other hand, data sampling techniques exhibit negative effect by observing almost 1–2% decrement in classification performance on Soccer Manager, GTA San Andreas, City Driving datasets when compared to without applying resampling techniques at ts80. We consider that the reason behind the poor classification performance of data sampling techniques in these three data sets is because the class distributions are closer compared to the other datasets. For this reason, we observe that data sampling techniques further reduce classification success than in its original version. On the other hand, the reason for the increase in classification success of data sampling techniques in other data sets is skewed data distribution in

| Dataset       | #Positive | #Negative | Total   |
|---------------|-----------|-----------|---------|
| Hitman        | 8310      | 8310      | 16,620  |
| Soccer Manager| 2284      | 2284      | 4568    |
| GTA San Andreas| 1938      | 1938      | 3876    |
| City Driving  | 4284      | 4284      | 8568    |
| Amazon        | 23,022    | 23,022    | 46,044  |
| AliExpress    | 28,834    | 28,834    | 57,668  |
| Ebay          | 27,840    | 27,840    | 55,680  |

| Models | Hitman | Soccer Manager | GTA San Andreas | City Driving | Amazon | AliExpress | Ebay   |
|--------|--------|----------------|-----------------|--------------|--------|------------|--------|
| CNN    | 89.12  | 71.92          | 76.70           | 74.85        | 86.32  | 85.30      | 86.44  |
| RNN    | 89.73  | 71.10          | 74.06           | 75.68        | 88.57  | 83.80      | 88.25  |
| LSTM   | 89.35  | 59.82          | 68.63           | 54.44        | 86.40  | 83.55      | 87.92  |
| GloVe  | 86.42  | 61.05          | 66.12           | 67.53        | 83.32  | 81.13      | 85.60  |
| FastText| 90.88  | 76.54          | 81.28           | 74.02        | 88.70  | 86.35      | 88.64  |
| Word2Vec| 86.75  | 64.36          | 69.94           | 69.60        | 87.13  | 85.81      | 86.36  |
| BERT   | 90.49  | 75.95          | 83.60           | 76.72        | 88.34  | 87.29      | 88.14  |
| MBERT  | 91.80  | 75.70          | 82.48           | 75.32        | 86.48  | 87.72      | 87.39  |
| DBERT  | 93.01  | 78.66          | 84.38           | 77.18        | 90.92  | 89.45      | 89.05  |
| RoBERTa| 92.53  | 77.00          | 83.31           | 76.80        | 89.19  | 88.05      | 88.62  |
positive and negative classes. Thus, in datasets where class distributions are unbalanced, as expected, data sampling techniques significantly improve classification performance.

As a result of Table 7, mean classification accuracies for determining the sentiment of users is obtained in the following order DBERT > RoBERTa > BERT > MBERT > FastText > RNN > CNN > Word2Vec > GloVe > LSTM. This means that DBERT outperforms others with 86.09% of accuracy. It is followed by RoBERTa with 85.07% of accuracy, BERT with 84.36% of accuracy, MBERT with 84.84% of accuracy, FastText with 83.77% of accuracy, RNN with 81.60% of accuracy, CNN with 81.52% of accuracy, Word2Vec with 78.56% of accuracy, GloVe with 75.88% of accuracy, LSTM with 75.73% of accuracy. When the average accuracy results of Tables 3 and 5 are compared, the usage of data sampling techniques for classification models generally boosts the classification success with nearly 1% improvement.

In Table 8, the classification results of different evaluation metrics such as accuracy, F-measure, precision, sensitivity, and Matthew’s correlation coefficient (MCC) are presented for the DBERT model. Precision quantifies the number of positive class predictions that actually belong to the positive class, while recall quantifies the number of positive class predictions made out of all positive examples in the dataset. Thus, F-measure is the harmonic mean of the precision and recall while sensitivity measures the proportion of positives that are correctly identified. MCC is another evaluation metric that is actually a correlation coefficient between the observed and predicted binary classifications; it returns a value between −1 and +1. A coefficient of ‘+1’ demonstrates a perfect prediction while ‘−1’ shows total disagreement between estimation and observation. When MCC values are evaluated in Table 8, it is obviously observed that DBERT model is quite capable and consistent to classify sentiment of users.

5. Discussion

In this study, we focus on determining the loyalty prediction of users on different mobile applications by evaluating sentiment analysis of users. In order to analyse the tendency of users, the sentiment of users is appraised by deep learning techniques, word embedding models, and deep contextualized word representations. Convolutional neural networks (CNNs), recurrent neural networks (RNNs), long short-term memory networks (LSTMs) are employed as deep learning techniques, while Word2Vec, GloVe, and FastText are used as word embedding models. Furthermore, bidirectional encoder representations from transformers (BERT), Multilingual BERT (MBERT), DistilBert (DBERT), A Robustly Optimized BERT (RoBERTa) are evaluated as deep contextualized word representations in the study.

Table 8. Statistics of the training datasets after using RUS and WES sampling methods at ts80.

| Dataset       | Accuracy | F-measure | Precision | Sensitivity | MCC  |
|---------------|----------|-----------|-----------|-------------|------|
| Hitman        | 93.01    | 96.14     | 94.35     | 93.20       | 0.48 |
| Soccer Manager| 78.66    | 74.83     | 77.70     | 72.98       | 0.55 |
| GTA San Andreas| 84.38   | 82.61     | 81.50     | 79.94       | 0.38 |
| City Driving  | 77.18    | 74.44     | 75.87     | 75.30       | 0.52 |
| Amazon        | 90.92    | 91.57     | 92.25     | 90.34       | 0.46 |
| AliExpress    | 89.45    | 92.55     | 90.34     | 89.13       | 0.41 |
| Ebay          | 89.05    | 91.63     | 89.94     | 93.56       | 0.36 |
To our knowledge, this is the first attempt to evaluate the loyalty tendency of customers by analyzing sentiments of users from their comments on mobile applications using deep learning techniques, word embedding models, and deep contextualized word representations. In order to show the effectiveness of the proposed model, experiments are carried out on seven different datasets. DBERT model exhibits the best sentiment classification success with 86.09% of mean accuracy value at ts80. Considering that the bidirectionality, ability of the combination of mask language model and next sentence prediction and understanding context-heavy texts, the classification performance of BERT-related models outperform the others. As expected, DBERT exhibits the best classification performance among BERT-related models because of decreasing the size of a BERT model by 40%, while keeping 97% of its language comprehension capacity and being 60% faster.

In the study (Kilimci et al., 2020), authors concentrate on the churn estimation in mobile games using word embedding models and deep learning algorithms. They report that FastText model exhibits the best sentiment classification success with 81.52% accuracy value at ts80. In this work which is the extended version of the study (Kilimci et al., 2020), we improve the classification performance by providing nearly 4% enhancement in the mean accuracy at the same conditions with inclusion of DBERT. Unlike our previous study (Kilimci et al., 2020), random under sampling and word embedding substitution techniques are included in order to eliminate the class imbalance, and the system contribution of the DBERT model increased to 5%. Moreover, BERT-related models also boost the classification performance of the system by outperforming the best model of our previous study (FastText) (Kilimci et al., 2020) about minimum 2% and almost maximum 4% advancement when sampling techniques are applied at ts80. This means that the usage of BERT-related models and inclusion of data sampling techniques facilitate more successful prediction models to analyse the sentiments of users which can evaluate the loyalty of users. Thus, the loyalty estimation of users can be foreseen in the early stages by analyzing most of the users’ sentiments if there is a negative side related to the application. This facilitates to take precautions against the churn of users in terms of the business side and application developers.

To sum up, the trained models determine the positive or negative approach of the user to the application by evaluating user loyalty according to the application. Among the trained models employed in this context, the DBERT model is the most successful method for detecting positive or negative comments of the same users, with an average accuracy of 86.09%. The results of the experiment showed that the same users, especially those who commented on the mobile application three and four times, reported their positive comments about the application and their requests to improve the application. Thus, we conclude that there is a connection between the sentiment analysis of customers from their feedbacks and customer loyalty. In conclusion, the experiment results show that the sentiment analysis of users in mobile applications can be a powerful indicator in terms of predicting customer loyalty. In future, we plan to build a hybrid loyalty prediction system based on both analysing sentiments of users and demographic, economic, or behavioural data about their users on mobile applications.
Notes

1. https://play.google.com/store/apps/details?id=com.squareenixmontreal.
hitmansniperandroid&hl=tr
2. https://play.google.com/store/apps/details?id=com.soccermanagerltd.worlds&referrer=utm_source%3Dweb%26utm_medium%3Dweb%26utm_campaign%3Ddesktop-web-index
3. https://play.google.com/store/apps/details?id=com.rockstargames.gtasa&hl=tr
4. https://play.google.com/store/apps/details?id=com.zuuks.city.driving&hl=tr
5. https://play.google.com/store/apps/details?id=com.amazon.mShop.android.shopping&hl=tr
6. https://play.google.com/store/apps/details?id=com.alibaba.aliexpresshd&hl=tr
7. https://play.google.com/store/apps/details?id=com.ebay.mobile&hl=tr
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