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Abstract
In this paper, a strategy involving the combination of optimal discrete-time sliding-mode control and recurrent neural networks is proposed for a class of uncertain discrete-time linear systems. First, a performance index based on the reaching law and the control signal is defined. Then, the constrained quadratic programming problem is formulated considering the limitations on the control signal as the static constraint. The dynamic and algebraic model of the neural network is derived based on the optimization conditions of the quadratic problem and their relationship with the projection theory. The proposed method prevents the chattering by selecting proper parameters of the twisting reaching law. The convergence of the neural network is analysed using the Lyapunov stability theory. A singular value-based analysis is employed for robustness of the proposed method. The stability conditions of the discrete-time closed-loop system are analysed by studying eigenvalues of the closed-loop matrix using the singular value approach. The performance of the proposed algorithm is assessed in simulated example in terms of chattering elimination, solution feasibility, and encountering uncertainties and is compared with the recently proposed DSMC methods in the literature.
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1 Introduction
The variable-structure control systems form a significant subcategory of nonlinear control systems due to their simple design, satisfactory accuracy, quick response, high generalizability and their capability to maintain robustness of the closed-loop system in the face of structured and unstructured uncertainties.

In systems based on data sampling, direct application of continuous-time control involves considerable difficulty including sampling limitations, significant increase in chattering amplitude, discretization error and possibility of instability in the closed-loop system (Ma et al. 2016). In fact, implementing a continuous-time control system using digital computers requires proper sampling time in order to overcome chattering and at the same time involves instability as a result of increase in the control gains. The influence of sampling time has been studied by Furuta; it has been shown that chattering elimination requires a considerable fast sampler (2019). The robustness of a closed-loop system in the presence of an analogue-to-digital converter and its effect on computing the control law is also investigated by Amini et al. (2017).

With the development of digital processors and the possibility of realizing control system hardware based on sampled signals, discrete-time sliding-mode control (DSMC) has come to numerous researchers’ attention. Direct utilization of DSMC has plenty of advantages including high robustness, lower sensitiveness to temperature variations, less mechanical depreciation, and lower costs (Yan 2018). DSMC theory came about in 1980 along with the development of a discrete-time model for the reaching law (Gao et al. 1995). Moreover, the effect of the appropriate sampling range on the chattering amplitude and
the choice of the upper bound for the sampling frequency has been examined by Furuta (1990). Since an approximation of the reaching law is considered in discrete-time systems, the system states do not perfectly converge on the sliding surface. As a result, an idea named discrete-time quasi-sliding-mode control (DQSMC) has emerged (Bar-toszewicz 1998) and has been used for an underwater robot subject to parametric uncertainties (Lee et al. 1999). This method is assessed in the presence of uncertainties, with appropriate strategy to reduce the domain bandwidth of the quasi-sliding-mode (Ma et al. 2016).

An unwanted phenomenon in the field of SMC is the chattering, which causes fluctuations in the control signals or the system states. This can wear out the actuators and degrade performance of the closed-loop system. Chattering is a result of delay in the switching along with the high-frequency components in the un-modelled dynamics of actuators. Various strategies have been suggested in order to deal with this problem. An approximate recurrent switching function based on real-time estimation of the perturbation information for a class of linear systems with parametric changes and external perturbations by Milosavlijević et al. (2016) recursively estimating the nonlinear disturbance term in real-time has been proposed by Du et al. (2016), where the switching term is replaced with a continuous function. In addition, a continuous function as the switching term to eliminate chattering that depends on the real-time value of the sliding surface and the upper bound of the uncertainty has been used by Golo and Milosavlijević (2000). Moreover, studying the boundedness of the sliding surface by employing generalized reaching law (Chakrabarty and Bandyopadhyay 2015) and investigating the boundedness of a fast terminal sliding-mode control (Xiong et al. 2016) are other issues related to chattering.

One of the most important ways to counter chattering is developing second-order sliding-mode control strategy. Methods based on the second derivative of the sliding surface and those based on the twisting algorithm may be named among these strategies. The effects of chattering using sliding condition, generalized with the aid of finite-difference method, have been investigated in the literature, where the closed-loop stability has been examined based on the ultimate boundedness criterion in the presence of disturbance (Sharma and Janardhanan 2017). In addition, an implicit time-warying algorithm rather than an explicit one has been proposed in the literature (Huber et al. 2014). It has been shown that the implicit method is significantly more capable of encountering the effects of chattering in the control signal. This has been done with the aid of convex analysis and variational inequality theory, where specialty software package is required to compute the control signal. Discrete-time second-order sliding-mode control strategies have been utilized in applications such as electro-hydraulic actuator (Zhou et al. 2017) and piezo-electric positioning control (Xu and Cao 2017).

To overcome uncertainties in the field of DSMC, numerous studies have been conducted. The linear matrix inequality (LMI) approach has been used for a class of uncertain linear adaptive systems (Argha et al. 2016). Moreover, conditions for the boundedness of closed-loop stability have been studied by estimating noise via LMI. It has been shown that by selecting output with relative degree of two for a class of discrete-time uncertain LTI systems, one may achieve better robustness and finite-time stability compared with the output with relative degree of one (Chakrabarty and Bartoszewicz 2016). Countering repetitive scalar uncertainties for a class of switching discrete-time systems has been considered in the literature, where the $H_{\infty}$-gain method has been employed to optimize the transient response while guaranteeing closed-loop exponential stability (Su et al. 2017).

A few studies focus on optimal SMC to address the problems such as optimization in the sliding surface, minimum control effort, and feasibility of the control law. An approach in this regard is the integration of the linear quadratic (LQ) technique and SMC, where the closed-loop system based on the optimal control law has been used as a model reference (Ignaciuk and Bartoszewicz 2010 and Lesniewski and Bartoszewicz 2020). By calculating the feedback gain iteratively, and defining the sliding surfaces, the SMC laws as well as their upper and lower bounds are obtained to attenuate the effects of disturbances. The switching control signals of the SMC can be combined with the optimal control laws, where the feedback gains are obtained by solving the Riccati equation (Norsahperi and Danapalasingam 2020). In this manuscript, a constrained optimal sliding-mode control approach based on recurrent neural networks (RNNs) is proposed for a class of uncertain discrete-time systems. The RNN performs based on the projection theory, which represents a first-order dynamic model with a parallel structure and piecewise linear activation functions. The employed projection RNN (PRNN) determines the SMC laws at every instant as an optimizer. These networks have been developed before to solve various kinds of constrained optimization problems including linear programming (Liu et al. 2010), second-order programming (Yan 2014; Feng et al. 2017; Miao et al. 2014), nonlinear programming (Liu and Wang 2013; Xia and Wang 2005) and min–max optimization problems (Liu and Wang 2015).

The design criteria for the PRNNs are derived based on the Karush–Kuhn–Tukher optimality conditions and the variational inequality theory (Kinderlehrer and Stampacchia 1980). These networks are structurally simple and are suitable for online applications due to their fast
performance. High applicability and generalizability along with strong convergence analysis capability are among other advantages of the PRNNs.

To derive the dynamic model of the neural network, a control performance index is defined and formulated based on the control signals as the optimization variables. Then, the optimization problem is reformulated as a quadratic programming (QP) problem. To guarantee the closed-loop system stability in the presence of uncertainties, the singular value approach (a suitable method for the discrete-time systems) will be used. The advantages of the proposed approach may be summarized as follows:

- Feasibility of the control space with the consideration of structural constraints of the actuators
- Optimal SMC by defining a performance index based on the minimum control effort
- Singularity avoidance
- Chattering avoidance by deriving the control law using the twisting algorithm
- Robustness against parametric and non-parametric uncertainties
- Possibility of considering the constraints of the output and system states
- Rapid convergence of the optimal control problem by employing a neuro-optimizer
- Guaranteeing closed-loop stability in the presence of uncertainties

This paper is organized as follows. Section 2 presents the problem statement involving constrained optimal sliding-mode control with the definition of a performance index and control constraints. Section 3 provides structure of the neuro-optimizer. Section 4 investigates the closed-loop system stability using singular value approach. In Sect. 5, simulation results and performance assessment of the proposed algorithm will be presented. Section 6 concludes the paper.

2 Problem statement

Consider the following discrete-time single-input single-output dynamic system:

\[ x(k + 1) = Ax(k) + bu(k) + w(k) \]

\[ y(k) = cx(k) \]

(1)

where \( x \in \mathbb{R}^n \), \( y \in \mathbb{R} \) and \( u \in \mathbb{R} \) are the state vector, the output and the input signals, respectively, \( w \in \mathbb{R}^n \) denotes the vector of uncertainties including the modelling error and the external disturbances. Moreover, \( A \in \mathbb{R}^{n \times n} \) is the time-invariant state matrix, and \( b \in \mathbb{R}^n \) and \( c^T \in \mathbb{R}^n \) are the input and output vectors, respectively. The variable \( k \) denotes the time sample. It is assumed that \( k_t := k \), where \( t_s \) is the sampling time.

It is worth mentioning that the discrete-time model presented in (1) may be developed for any nonlinear discrete-time system that is separable into linear and nonlinear parts. In other words, the nonlinear terms of the system dynamics can be considered as part of the uncertainty vector \( w \).

**Assumption 1** The upper bound of the uncertainty vector \( w \) is known. In other words, \( \| w \| \leq \Gamma \).

The main purpose of the control algorithm is tracking the reference input \( r_d(k) \in \mathbb{R} \) with minimum error and quick response. Therefore, the error signal is defined as

\[ e(k) = y(k) - r_d(k). \]

(2)

Consider the sliding surface as

\[ s(k) = \alpha e(k), \]

(3)

where \( \alpha > 0 \) is the design parameter. In (3), it is assumed that the relative degree of the system in (1) is equal to one. This means that \( \mathbf{c}^T \mathbf{b} \neq 0 \).

In the proposed algorithm, the aim is to track the desired inputs and to ensure the internal stability of the closed-loop system as well. The main reason to choose the sliding surface as described in (3) is to perform the tracking problem accurately. Moreover, the singular value approach is used to guarantee the closed-loop stability. In this regard, the conditions for designing the parameters to ensure internal stability, to overcome the model uncertainties, and to obtain the minimum tracking error will be derived.

In this paper, the existence condition of the sliding mode (i.e. the reaching law) for the discrete-time dynamic system is considered as follows (Gao et al. 1995):

\[ s(k + 1) = a_1 s(k) - a_2 \text{sgn}(s(k)), \]

(4)

where \( a_1 = (1 - \lambda_1 t_s) \) and \( a_2 = \lambda_2 t_s \), in which \( \lambda_1 \) and \( \lambda_2 \) are the design parameters.

For the system states to converge to the sliding surface from any initial condition and remain on it, the relation \( 1 - \lambda_1 t_s > 0 \) must hold. This means that the existence of the sliding mode fully depends on the sampling time.

The optimal SMC law will be derived by defining the following performance index:

\[ J(k) = \frac{1}{2} \eta [s(k + 1) - a_1 s(k) + a_2 \text{sgn}(s(k))]^2 + \frac{1}{2} \mu e^2(k). \]

(5)

where \( \eta \) and \( \mu \) are positive scalars which are determined based on the robust stability analysis of the closed-loop system.
Hence, the optimization algorithm comprises of two goals: (1) minimization of the sliding-mode variation rate and (2) minimization of the control effort.

**Remark 1** The minimum rate of the sliding-surface variations is in accordance with the principal of the SMC law. By minimizing the first term of the performance index in (5), i.e.
\[
\frac{1}{2} \eta [s(k + 1) - a_1 s(k) + a_2 \text{sgn}(s(k))]^2
\]
relation \( \lim_{k \to \infty} s(k + 1) - a_1 s(k) + a_2 \text{sgn}(s(k)) = 0 \) holds, which means that the reaching law in (4) will be satisfied. Based on (4), in order to extract the equivalent control law, the variation rate of the sliding surface \( s(k + 1) - s(k) \) must be zero; while the other terms of the reaching law are used to improve the convergence speed of the states \((-\lambda_1 s(k))\) and to overcome the model uncertainty \((a_2 \text{sgn}(s(k)))\).

Parameter \( \mu > 0 \) in the cost function (5), in addition to adjusting the importance of the control signal amplitude, plays a significant role in the numerical stability of the neural optimizer algorithm. This will be discussed in Sect. 4.

In (5), the control signal \( u \) is recognized as the optimization variable. Therefore, the variation rate of the sliding-surface has to be formulated based on the control signal. In other words, it can be written
\[
s(k + 1) = x e(k + 1) = x y(k + 1) - x r_d(k + 1) \quad (6)
\]
Using the output equation in (1), it gives
\[
s(k + 1) = x c x(k + 1) - x r_d(k + 1) \quad (7)
\]
Ignoring the uncertainty term \( w(k) \), it yields
\[
s(k + 1) = x c A x(k) + x c b u(k) - x r_d(k + 1) \quad (8)
\]
**Remark 2** The effects of the model uncertainties will be considered in stability analysis of the closed-loop system using the singular value approach (Sect. 4).

Therefore, the performance index can be reformulated as
\[
J(k) = \frac{1}{2} \eta [x c A x(k) + x c b u(k) - x r_d(k + 1) - a_1 s(k) + a_2 \text{sgn}(s(k))]^2 + \frac{1}{2} \mu u^2(k) \quad (9)
\]
Or in simple form
\[
J(k) = \frac{1}{2} Q u^2(k) + h(k) u(k) + J_{\text{min}}(k) \quad (10)
\]
where
\[
Q = \eta (x c b)^2 + \mu, \\
h(k) = \eta x c b (x c (A - a_1 I_{m,n}) x(k)) + \eta x c b [-x r_d(k + 1) + a_2 \text{sgn}(s(k)) - a_1 x r_d(k)], \\
J_{\text{min}}(k) = \frac{1}{2} \eta [x c A x(k) - x r_d(k + 1) - a_1 s(k)]^2.
\]

**Remark 3** The initial performance index in (5) does not necessarily represent a convex optimization problem, while by formulating it in terms of the control signal and defining appropriately the sliding surface, a convex QP problem is formed in (11).

### 3 Neuro-optimizer

In order to solve the constrained QP problem subject to static constraint, projection theory, which rooted in the variational inequality for solving constrained optimization problems, is employed in this manuscript.

The constrained QP problem in (11) can be transformed into a dual problem as follows (Liu and Wang 2006):
\[
\begin{align*}
\max_{u(k)} & \quad J(k) = -\frac{1}{2} Q u^2(k) + u_{\text{min}} \omega(k) - u_{\text{max}} \varphi(k) \\
\text{s.t.} & \quad Q u(k) + h(k) - (\omega(k) - \varphi(k)) = 0,
\end{align*}
\]
where \( \omega \in R \) and \( \varphi \in R \) are decision variables.

By defining a new variable as \( \psi(k) := \omega(k) - \varphi(k) \), the equality constraint in (13) can be rewritten as follows:
\[
Q u(k) + h(k) - \psi(k) = 0. 
\]

Since \( \psi \) acts as a decision variable, it can be found that if \( \psi(k) = 0 \), then \( u(k) = -Q^{-1} h(k) \) and based on (11) the constraints are satisfied. On the other hand, if \( \psi(k) > 0 \), then
According to Fig. 1, piecewise functions act as the activation operators for the input data. The PRNN structure has been inspired by Hopfield NNs, in which the states are continuous activation functions. The availability of the output equation of the PRNN as

\[ y(k) = c_1x(k) + d(k) \]

where \( c_1 \) is the learning rate of the neural network.

Based on (17), the optimum of the projection theory is to find \( x^* \in \Omega \) such that it has the minimum distance from the optimal point \( x^* \). The structure of the PRNN that guarantees (14) can be described as

\[
\psi(k + 1) = \psi(k) + \zeta_t \left( \Pr \{ u(k) - \psi(k) \} - u(k) \right).
\]

where \( \zeta \) is the learning rate of the neural network.

Based on (14), the control law can be derived as the output equation of the PRNN as

\[ u(k) = Q^{-1}(\psi(k) - h(k)) \]

and according to (11) \( u(k) = u_{\min} \). Moreover, when \( \psi(k) < 0 \), then it yields that \( u(k) = u_{\max} \). In fact, the decision variable \( \psi \) determines (based on the active set method in the constrained optimization problems) whether the optimization variable converges inside the optimization space or on the boundaries.

Based on the relation between \( \psi \) and the constraint in (11), the projection equation can be expressed as follows:

\[
\Pr \{ u(k) - \psi(k) \} = u(k)
\]

where \( \Pr \{ \cdot \} \) denotes the projection operator and is described as a piecewise linear function as

\[
\Pr \{ z \} = \begin{cases} 
  u_{\min} & \text{if } z < u_{\min} \\
  u_{\max} & \text{if } z > u_{\max} \\
  z & \text{if } u_{\min} \leq z \leq u_{\max}
\end{cases}
\]

Moreover, \( \Omega \) is the constrained space, i.e. \( \Omega = \{ u(k) | u_{\min} \leq u(k) \leq u_{\max} \} \). Equation (14) can be related to the following projection theorem for solving the optimization problem (Xia and Wang 1998):

\[
\Pr \{ x^* - U(x^*) \} = x^*,
\]

where \( U(x) \) is the gradient of the cost function, and \( x^* \) is the optimal point. In general, the projection operator \( \Pr \{ \cdot \} \) is described as follows:

\[
\Pr \{ x^* \} = \arg \min_{x \in \Omega} \| x^* - x \|
\]

Based on (17), the aim of the projection theory is to find \( x^* \in \Omega \) such that it has the minimum distance from the optimal point \( x^* \). The structure of the PRNN that guarantees (14) can be described as

\[
\psi(k + 1) = \psi(k) + \zeta_t \left( \Pr \{ u(k) - \psi(k) \} - u(k) \right).
\]

where \( \zeta \) is the learning rate of the neural network.

Based on (14), the control law can be derived as the output equation of the PRNN as

\[ u(k) = Q^{-1}(\psi(k) - h(k)) \]

Equations (18) and (19) represent a recurrent neural network with parallel configuration and piecewise-continuous activation functions. Availability of the output Eq. (19) is required for analysing stability of the closed-loop system. The PRNN structure generates the control law at every instant with the aid of Eq. (19) and by realizing the optimization constraints in the dynamic Eq. (19). Moreover, the number of the PRNN neurons is equal to the number of constraints.

The block diagram of the PRNN is shown in Fig. 1. According to Fig. 1, piecewise functions act as the activation operators for the input data. The PRNN structure has been inspired by Hopfield NNs, in which the states are switched to a new state whenever the energy function decreases. The energy function of the network is defined as

\[
E(x) = 0.5x^TQx + 0.5h^Tx + c^Tx
\]

where \( Q \) is the Hessian matrix of the cost function, \( h \) is the vector of the linear terms, and \( c \) is the vector of the constant terms.

In order to analyze stability of the closed-loop system in the presence of the model uncertainties, the singular value approach is used. Substituting control law (19) in (1) gives

\[ x(k + 1) = Ax(k) + bQ^{-1}(\psi(k) - h(k)) + w(k) \]

\[ y(k) = cx(k) \]

Based on (10) and after some manipulations

\[ x(k + 1) = \left( A - bQ^{-1}(\eta_1cb)(\eta_2cb)(\eta_3cb) \right)x(k) + \left( bQ^{-1}(\eta_1cb)(\eta_2cb)(\eta_3cb) \right)w(k) \]

\[ y(k) = c_1x(k) + d(k) \]

The error dynamic is defined as

\[ e(k + 1) := c(A - bQ^{-1}(\eta_1cb)(\eta_2cb)(\eta_3cb))x(k) + c_1w(k) - r_d(k + 1) \]

which can be expressed in the following general form:

\[ e(k + 1) = cGx(k) + \text{d}(k) \]
The closed-loop system in (21) is asymptotically stable, if parameters \( \mu, \alpha, \eta, \alpha_1 \) and \( \alpha_2 \) are determined such that the following inequality is satisfied:

\[
Q^{-1} \eta x^2(\mathbf{c}b) > \frac{\rho_1}{\rho_2 \rho_3} \quad \text{(24)}
\]

and it has a minimum steady-state error, if parameters are obtained such that

\[
\begin{bmatrix}
    \mathbf{c}Gx_\infty + \mathbf{c}bQ^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))r_d = r_d \\
    \mathbf{c}bQ^{-1}(\eta \mathbf{c}b)\mathbf{a}_2 = \Gamma_w
\end{bmatrix} \quad \text{(25)}
\]

where \( \rho_1 = 1 - (1/\sigma_{\text{max}}(\mathbf{A})) \), \( \rho_2 = \sigma_{\text{min}}(\mathbf{A}^{-1} \mathbf{b}) \) and \( \rho_3 = \sigma_{\text{min}}(\mathbf{c}(-\mathbf{A} - \alpha_1 \mathbf{1}_{n \times n})) \), in which \( \sigma_{\text{max}}() \) and \( \sigma_{\text{min}}() \) denote the maximum and minimum singular value, respectively.

**Proof** The condition for closed-loop stability is that the absolute value of the eigenvalues of \( \mathbf{G} \) in (23) is less than one. Hence, it is sufficient that its largest eigenvalue becomes lower than one. In other words,

\[
|\lambda_{\text{max}}(\mathbf{A} - \mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1)))| < 1,
\]

where \( \lambda_{\text{max}}() \) denotes the largest eigenvalue of the corresponding matrix. Inequality (27) is equivalent to the following inequality (Maciejowski 1989):

\[
|\mathbf{A} - \mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))|_1 < \infty,
\]

where \( \| \cdot \|_1 \) denotes norm one. For an arbitrary matrix \( \mathbf{M} \in \mathbb{R}^{n \times n} \), the following relation between its minimum singular value \( \sigma_{\text{min}}(\mathbf{M}) \), its maximum singular value \( \sigma_{\text{max}}(\mathbf{M}) \) and its eigenvalue \( \lambda_i(\mathbf{M}) \) holds (Skogestad and Postlethwaite 2005):

\[
0 \leq \sigma_{\text{min}}(\mathbf{M}) \leq |\lambda_i(\mathbf{M})| \leq \sigma_{\text{max}}(\mathbf{M}), \quad \forall i = 1, \ldots, n.
\]

Therefore, inequality (27) can be reformulated as

\[
\sigma_{\text{max}}(\mathbf{A} - \mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))) < 1.
\]

Using the following relation:

\[
\sigma_{\text{max}}(\mathbf{M}) = \frac{1}{\sigma_{\text{min}}(\mathbf{M}^{-1})},
\]

Inequality (29) can be expressed as below:

\[
\sigma_{\text{min}}\left(\left[\mathbf{A} - \mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))\right]^{-1}\right) > 1.
\]

Some manipulation on (31) yields

\[
\sigma_{\text{min}}\left(\left[I - \mathbf{A}^{-1}\mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))\right]^{-1}\mathbf{A}^{-1}\right) > 1.
\]

Moreover, for arbitrary matrices \( \mathbf{M} \in \mathbb{R}^{n \times n} \) and \( \mathbf{N} \in \mathbb{R}^{n \times n} \) there exists

\[
\sigma_{\text{min}}(\mathbf{MN}) \geq \sigma_{\text{min}}(\mathbf{M})\sigma_{\text{min}}(\mathbf{N}).
\]

Using (33), (32) can be expressed as follows:

\[
\sigma_{\text{min}}\left(\left[I - \mathbf{A}^{-1}\mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))\right]^{-1}\right)\sigma_{\text{min}}(\mathbf{A}^{-1}) > 1,
\]

or

\[
\sigma_{\text{min}}\left(\left[I - \mathbf{A}^{-1}\mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1))\right]^{-1}\right) > \sigma_{\text{max}}(\mathbf{A}).
\]

By defining \( \mathbf{H} := \mathbf{A}^{-1}\mathbf{b}Q^{-1}(\eta \mathbf{c}b)(\mathbf{x}(a_1 + 1)) \), (36) can be rewritten as follows:

\[
\sigma_{\text{min}}\left(\mathbf{I} - \mathbf{H}\right)^{-1} > \sigma_{\text{max}}(\mathbf{A}).
\]

For an arbitrary \( \mathbf{H} \), we have (Meyer 2000)

\[
\mathbf{I} - \mathbf{H}^{-1} = \mathbf{I} + \mathbf{H} + \mathbf{H}^2 + \cdots = \sum_{k=0}^{\infty} \mathbf{H}^k
\]

Using (38), it yields

\[
\sigma_{\text{min}}\left(\mathbf{I} - \mathbf{H}\right)^{-1} = \sigma_{\text{min}}\left(\sum_{k=0}^{\infty} \mathbf{H}^k\right),
\]

or

\[
\sigma_{\text{min}}\left(\mathbf{I} - \mathbf{H}\right)^{-1} = \sum_{k=0}^{\infty} \sigma_{\text{min}}(\mathbf{H}^k).
\]

Therefore, inequality (37) can be reformulated as

\[
1 + \sigma_{\text{min}}(\mathbf{H}) + \sigma_{\text{min}}(\mathbf{H}^2) + \cdots > \sigma_{\text{max}}(\mathbf{A}).
\]

Based on (33), we can conclude

\[
\sigma_{\text{min}}(\mathbf{H}^k) \geq (\sigma_{\text{min}}(\mathbf{H}))^k, \quad k = 2, 3, \ldots.
\]

Using (42), (41) can be reformulated as follows:

\[
\sigma_{\text{min}}(\mathbf{H}^k) \geq (\sigma_{\text{min}}(\mathbf{H}))^k, \quad k = 2, 3, \ldots.
\]
1 + \sigma_{\min}(H) + (\sigma_{\min}(H))^2 + (\sigma_{\min}(H))^3 + \cdots > \sigma_{\max}(A). \quad (43)

If \sigma_{\min}(H) \geq 1, inequality (43) is always true. If \sigma_{\min}(H) < 1, using the following relation for an arbitrary 0 < \gamma < 1
\[
\sum_{k=0}^{\infty} \gamma^k = \frac{1}{1 - \gamma},
\]
we can conclude that
\[
\frac{1}{1 - \sigma_{\min}(H)} > \sigma_{\max}(A),
\] or
\[
\sigma_{\min}(H) > 1 - \frac{1}{\sigma_{\max}(A)}. \quad (46)
\]
Substituting \( H = A^{-1}bQ^{-1}(\eta \xi c b)(c(A - a_1 I_{n \times n})) \) into (46) yields
\[
\sigma_{\min}(A^{-1}bQ^{-1}(\eta \xi c b)(c(A - a_1 I_{n \times n}))) > 1 - \frac{1}{\sigma_{\max}(A)},
\] or
\[
Q^{-1}(\eta \xi^2 c b) \sigma_{\min}(A^{-1}b) \sigma_{\min}(c(A - a_1 I_{n \times n})) > 1 - \frac{1}{\sigma_{\max}(A)}. \quad (48)
\]
By defining
\[
\rho_1 := 1 - \frac{1}{\sigma_{\max}(A)},
\rho_2 := \sigma_{\min}(A^{-1}b),
\rho_3 := \sigma_{\min}(c(A - a_1 I_{n \times n})),
\]
it gives
\[
Q^{-1}\eta^2 > \frac{\rho_1}{\rho_2 \rho_3}. \quad (50)
\]
Satisfying inequality (50) guarantees stability of the closed-loop system. In order to remove the steady-state error, the following relation must hold:
\[
\lim_{k \to \infty} e(k + 1) = \lim_{k \to \infty} c(A - bQ^{-1}(\eta \xi c b)(c(A - a_1 I_{n \times n})))x(k) + \lim_{k \to \infty} bQ^{-1}(\eta \xi c b)(\dot{x}_a(k + 1) + a_1 x_a(k))
- \lim_{k \to \infty} bQ^{-1}(\eta \xi c b)a_2 \text{sgn}(s(k))
+ \lim_{k \to \infty} bQ^{-1}(\eta \xi c b) \dot{s}(k) + \lim_{k \to \infty} c w(k) - \lim_{k \to \infty} r_d(k + 1) = 0.
\] \quad (51)

Assuming \( \lim_{k \to \infty} x(k) = x_\infty, \lim_{k \to \infty} r_r(k) = r_d, \lim_{k \to \infty} s(k) = 0, \lim_{k \to \infty} \psi(k) = 0 \) and \( |cw(k)| \leq \Gamma_w \), it yields
\[
\lim_{k \to \infty} e(k + 1) = eGx_\infty + \Gamma_w + c b Q^{-1}
\]
\[\eta \xi c b](\dot{x}(a_1 + 1)r_d - r_d) = 0. \quad (52)
\]
For satisfying (52), the following equations must be hold:
\[
ceGx_\infty + c b Q^{-1}(\eta \xi c b)(1 + a_1)r_d = r_d, \quad (53)
\]
\[
\Gamma_w - c b Q^{-1}(\eta \xi c b)a_2 = 0. \quad (54)
\]
This completes the proof.

The block diagram of the proposed control method is shown in Fig. 2. The SMC law is determined in an optimal and recursive manner by realizing the reaching law, control limits, and minimizing the performance index.

**Remark 4** Calculation of \( \rho_1, \rho_2 \) and \( \rho_3 \) in (50) depends on the system dynamics and parameter \( \lambda_1 \). Moreover, parameter \( Q \) is related to parameters \( \eta, \mu \) and \( x \). Therefore, these parameters have vital role in the stability of the closed-loop system in the presence of model uncertainties.

The procedure of determining the control parameters is given below:
- Determine the sampling time \( t_s \)
- Choose relatively small positive value \( \mu \)
- Determine \( x, \eta \) and \( \lambda_1 \) for satisfying (53)
- Compute \( a_1 = (1 - \lambda_1 t_s) \)
- Compute \( \rho_1, \rho_2 \) and \( \rho_3 \) in (49)
- Check (50) based on obtained \( x, \eta \) and \( \lambda_1 \)
- Determine \( \lambda_2 \) using (54)

**Remark 5** It should be noticed that no inversion of the input matrix is needed, and hence, singularities are avoided.

In order to obtain the parameters so that the conditions (24) and (25) are satisfied, we have solved the following cost function:
\[
\min_{Q, \xi, \eta, \lambda_1, \lambda_2} (cGx_\infty + c b Q^{-1}(\eta \xi c b)(\dot{x}(a_1 + 1)r_d - r_d))^2
+ (c b Q^{-1}(\eta \xi c b) a_2 - \Gamma_w)^2
\]
such that \( Q^{-1}\eta^2 > \frac{\rho_1}{\rho_2 \rho_3} \)
\[\quad (55)
\]
The above optimization problem should be solved off-line and using several numerical optimization such as interior-point and active-set algorithms.
In order to evaluate performance of the proposed control method, consider the high-precision position control of a piezo-motor-driven linear stage system with the following state equations (Du et al. 2016):

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{k_f}{m} u - \frac{k_v}{m} x_2 + f,
\end{align*}
\]

(56)

where \(x_1\) and \(x_2\) denote linear displacement and linear velocity of the piezo-motor shaft, respectively, and \(u\) is the input voltage. The model uncertainty function \(f\) is considered as \(f(t) = 0.2 + 0.1 \sin(0.5\pi t)\).

The parameters of the model are \(k_f = 6, k_v = 144\) and \(m = 1\). By selecting the sampling time \(t_s\) equal to 0.01 s, the discrete-time model of the system can be expressed as follows:

\[
\begin{align*}
x(k+1) &= \begin{bmatrix} 1 & 0.0053 \\
0 & 0.2396 \end{bmatrix} x(k) + \begin{bmatrix} 0.002 \\
0.0318 \end{bmatrix} u + w(k) \\
y(k) &= \begin{bmatrix} 0.5 & 0.5 \end{bmatrix} x(k),
\end{align*}
\]

(57)

where \(w(k) = [0 \quad t_s f(k)]^T\). Using (50) and (53) for system in (57) yields \(\rho_1 = 1.4875 \times 10^{-5}\), \(\rho_2 = 0.1342\) and \(\rho_3 = 0.2963\). Moreover, the designing parameters are obtained as \(\eta = 20\), \(\mu = 0.01\) and \(\zeta = 5\). The parameters of the sliding surface are selected as \(\lambda_1 = 20\) and \(\lambda_2 = 0.1\). Moreover, the learning rate of the PRNN is selected as \(\zeta = 0.1\). The control goals are stabilizing and tracking the displacement and velocity of the piezo-motor shaft. The initial conditions of the state variables are selected as \(x(0) = [1 \quad 0]^T\). The control limit is considered as \(|u| \leq 24\) V.

As shown in Fig. 3, displacement of the piezo-motor shaft converges to zero for less than 6 s. There is no overshoot with high-precision steady-state response. Moreover, the proposed algorithm has successfully coped with the effects of model uncertainty. In addition, there is no chattering in the state variables.

According to Fig. 4, no chattering exists in the control signal, and it is within the predefined range. Moreover, the sliding surface gradually converges to zero. As shown in Fig. 5, the reaching law in (4) gradually converges to zero. This means that the proposed algorithm is able to satisfy the principle condition to ensure closed-loop stability. Also, the performance index in (9) converges to zero relatively fast (Fig. 5).
As shown in Fig. 6, the computational time for each step of performing the proposed algorithm is less than one millisecond, which is far less than the sampling time.

It should be mentioned that \( k_2 \) is obtained based on (54), while \( k_1 \) must be chosen such that (50) and (53) are satisfied. Moreover, by selecting \( k_1/C C_29 k_2 \), complete elimination of chattering is obtained. Therefore, there must be a tradeoff between the elimination of chattering and closed-loop stability for selecting \( k_1 \).

Finally, the tracking problem for \( y_d = 1 \) is considered. For comparison, the simulation results of the conventional SMC are presented. Based on typical reaching law, the SMC law for the dynamics model in (1) can be formulated as follows:

\[
u(k) = \frac{1}{\alpha c b} \left[-\alpha c A x + \alpha r_d(k + 1) + s(k) - t_s k_2 \text{sign}(s(k))\right]
\]

\[
u(k) = -(cK)^{-1}[c \Phi x(k) - s(k) + q_1 h_s s(k)]
- (cK)^{-1} [q_2 h_s \text{sign}(s(k))|s(k)|^\alpha + c \tilde{d}(k)],
\]

where
The best performance for the conventional DSMC and non-smooth DSMC is obtained with $a = 2$, $k = 1$, $q_1 = q_2 = 3$, $\alpha = 0.5$ and $h_s = 0.01$, respectively.

As shown in Fig. 7, all the proposed method, the non-smooth DSMC and conventional DSMC have good responses for position of the system. In other words, the displacement response of the piezo-motor for all methods converges to desired value after six seconds. Although, some chattering around the desired position exists in response of the conventional method.

According to Fig. 8, the velocity of the piezo-motor for the proposed method converges smoothly to zero, while the non-smooth DSMC has more variations through both transient and steady-state conditions. The velocity response of the conventional DSMC has more severe changes with respect to the other methods. Moreover, as Fig. 9 shows, the non-smooth DSMC violates the input voltage constraints at the beginning, and it is along with some chattering through steady state. In addition, the conventional DSMC has very weak performance with severe chattering in input signal.

As shown in Fig. 10, if a saturation is imposed to the control law of the non-smooth DSMC method (as it would in practice), the response is degraded drastically. In addition, the velocity response and control signal are varied severely. This is the main advantage of the proposed method as it can incorporate the constraints on the input signal in the optimization procedure.

Based on (5), parameter $\mu$ is used to minimize the control effort and to avoid numerical instability during online optimization procedure. Parameter $\eta$ has the main contribution to achieve the minimum tracking error. Moreover, parameter $\lambda_2$ is used to attenuate the effects of model uncertainties. Moreover, $\lambda_2$ is helpful to improve the transient responses and to eliminate the effects of chattering as well. In addition, $\eta$ and $\alpha$ contribute to the internal stability of the closed-loop system. In other words, larger values of $\eta$ provide more accurate responses, whilst by choosing larger values for $\mu$, less energy is consumed. Moreover, larger values for $\alpha$ can improve the tracking accuracy, but it may increase the closed-loop sensitivity to the model uncertainties.
6 Conclusion

In this paper, an optimal sliding-mode control method based on the projection recurrent neural networks was proposed for a class of discrete-time systems. To formulate the SMC law, a performance index including the minimum tracking error and the minimum control effort was defined and converted to a QP problem. The reaching law was involved in the cost function, and the control limits were considered as the static constraints. For solving the constrained optimization problem, a discrete-time projection-based neural network including a dynamic and an algebraic output equations was derived. It was shown that the proposed method was able to avoid chattering both in system responses as well as in control signal. Moreover, it was able to consider the constraints of the control signal. Moreover, it avoids singularity since there was no need for inversion of the input matrix. The control parameters were adjusted offline using the singular value approach.

Appendix

In this appendix, the stability of the projection recurrent neural network presented in (18) and (19) is investigated.

Consider the dynamic equation of the PRNN as follows:

$$\psi(k + 1) = \psi(k) + \Theta(k),$$

(60)

where

$$\Theta(k) = \zeta T \Pr(u(k) - \psi(k)) - u(k).$$

Consider the following Lyapunov function:

$$v(k) = (\psi(k) - \psi^*)^T \Lambda (\psi(k) - \psi^*),$$

(61)

where $\Lambda = 1 + Q^{-1}$. Based on (60), it can be written

$$v(k + 1) = (\psi(k + 1) - \psi^*)^T \Lambda (\psi(k + 1) - \psi^*)$$

$$= (\psi(k) - \psi^*)^T \Lambda (\psi(k) - \psi^*) + (\psi(k) - \psi^*)^T \Theta(k)$$

$$+ (\psi(k) - \psi^*)^T Q^{-1} \Theta(k) + \Theta^T(k) \Theta(k)$$

$$+ \Theta^T(k) Q^{-1} (\psi(k) - \psi^*).$$

(62)

The first difference of $v(k)$ is equal to

$$v(k + 1) - v(k) = (\psi(k) - \psi^*)^T \Theta(k) + \Theta^T(k) \Theta(k)$$

$$+ (\psi(k) - \psi^*)^T Q^{-1} \Theta(k)$$

$$+ \Theta^T(k) Q^{-1} (\psi(k) - \psi^*).$$

(63)

The following inequalities hold for any $\Theta \in \Omega$ (Liu and Wang 2006):

$$\langle \psi(k) - \psi^* \rangle^T \Theta(k) + \Theta^T(k) Q^{-1} (\psi(k) - \psi^*) \leq 0,$$

(64)

$$\langle \Theta(k) + Q^{-1} (\psi(k) - \psi^*) \rangle^T (\psi(k) - \psi^* + \Theta(k)) \leq 0.$$

(65)

Using (63) and (64) and rearranging (62), it can be written as

$$v(k + 1) - v(k) \leq 0,$$

$$+ \Theta^T(k) \Theta(k)$$

$$+ \Theta^T(k) Q^{-1} (\psi(k) - \psi^*).$$

(66)

Hence, in order to ensure stability of the PRNN, it suffices that the following inequality holds:

$$\Theta^T(k) Q^{-1} \Theta(k) - (\psi(k) - \psi^*)^T Q^{-1} (\psi(k) - \psi^*) \leq 0.$$

(67)

Based on (18) and (19), (67) can be reformulated as follows:

$$\langle \psi(k + 1) - \psi(k) \rangle^T Q^{-1} (\psi(k + 1) - \psi(k))$$

$$- (\psi(k) - \psi^*)^T Q^{-1} (\psi(k) - \psi^*) \leq 0.$$

(68)

Assuming that $|\psi(k + 1) - \psi(k)| \leq \kappa |\psi(k) - \psi^*|$, where $\kappa$ is an arbitrary positive scalar, $v(k + 1) - v(k) \leq 0$, which means that the PRNN is stable. □
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