SUMMARY This paper deals with delay faults on clock lines assuming the launch-on-capture test. In this realistic fault model, the amount of delay at the FF driven by the faulty clock line is such that the scan shift operation can perform correctly even in the presence of a fault, but during the system clock operation, capturing functional value(s) at faulty FF(s), i.e. FF(s) driven by the clock with delay, is delayed and correct value(s) may not be captured. We developed a fault simulator that can handle such faults and using this simulator we investigate the relation between the duration of the delay and the difficulty of detecting clock delay faults in the launch-on-capture test. Next, we propose test generation methods for detecting clock delay faults that affect a single or two FFs. Experimental results for benchmark circuits are given in order to establish the effectiveness of the proposed methods.

key words: test generation, fault simulation, clock line, delay fault

1. Introduction

Consideration of delay faults during testing of modern high-performance LSI circuits is of paramount importance and well recognized. However, so far, generally delay faults only in the combinational part of a circuit have been targeted, and those in flip-flops (FFs) or on clock lines have been rarely targeted. This is in spite of the fact that modern designs include a large number of FFs and the probability of a fatal error caused by a clock line fault can be considerably high and is likely to increase.

Various research works have dealt with clock line faults. A test generation method for designs with on-chip clock generators was proposed [1]. This method took into consideration hardware restrictions originating from the on-chip clock generators. Similarly, a test methodology for testing control signals, including the clock logic of a microprocessor, was proposed [2]. A clock fault was defined to be a fault that can be propagated only to a clock port [2]. The problem of validating FF data hold time requirement was considered with a focus on detecting short paths and the hold time violations [3]. It was assumed that such violations are caused by clock skews and they result into erroneous state transitions.

This paper addresses detection of delay faults on clock lines under the launch-on-capture (LOC) test environment.

In LOC test environment, test vectors are applied at two different clock rates, namely scan shift and system clock rates. The clock rate in the scan shift mode is much slower than in the system clock rate. Clearly, if the amount of delay(s) on a clock line(s) is large, then the resulting fault effect(s) can be catastrophic, as a result the FF(s) driven by such a clock line will always fail to capture a value. Hence, such a fault is easy to detect. On the other hand, if the amount of delay on a clock line is small, but not too small as compared to the system clock cycle, then such a fault is likely to be difficult to detect, and therefore, it should be carefully considered. We believe, and as this paper will demonstrate, that when such type of delay occurs, the scan shift operates correctly, but capturing functional values at faulty FFs is delayed and thus the fault is activated.

To address such faults, let us first consider the clock distribution. Clock signals are distributed through a clock tree network, in general. If a physical defect exists on a fanout stem of the clock tree, then all the FFs fed by such a clock (or many FFs) are affected by the clock delay, thus such a fault seems to be easy to detect. If a physical defect exists on a fanout branch of the clock tree, then the resulting fault is likely to affect a limited number of FFs, thus making it potentially difficult to detect. The latter are the target faults for consideration in this research.

Below we summarize the characteristics of faults we consider in this research:

1. We target delay faults that occur on fanout branches in a clock tree network and affect only a very small number of FFs (one or two FFs).
2. The delay fault under consideration affects neither scan-in nor scan-out operations. Thus, we assume that scan-in vectors are always correctly set and scan-out vectors are always correctly observed even in the faulty circuit.
3. The delay fault that is targeted affects the corresponding FF only during the system clock rate testing. Which means that the FF that is driven by the faulty clock line captures a value with some delay in the system clock rate.

One of the strengths of the test generation method proposed in this paper is that it employs a standard stuck-at ATPG tool. By careful analysis we first identify the conditions for detecting a target clock delay fault, and then we convert these conditions into those for detecting a stuck-
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at fault. We develop a logic model of these conditions. The netlist of the circuit is modified by adding modeling logic to the circuit during the ATPG process. This is similar to the technique introduced [4], [5] for generating diagnostic test set. This technique offers an important benefit compared with implementing a whole new test generation method without using an existing tool. Preliminary results related to this research were presented [6].

The rest of the paper is organized as follows. In Sect. 2, our fault model is described. In Sect. 3, we compare flush test and LOC test from the viewpoint of detection of clock delay faults. In Sect. 4, fault simulation results are shown and the amount of delay that should be targeted for fault detection is discussed. In Sect. 5, test generation methods for detecting delay faults on clock lines are explained, and experimental results are presented. In Sect. 6, the paper is concluded.

2. Fault Model

Clock signals are distributed by clock tree network. As mentioned before, and also shown in the results presented in the paper [7], clock delay faults on stems that affect a large number of FFs cause catastrophic failure and hence they are easy to detect. Therefore, in this paper, we only consider clock delay faults on fanout branches that affect a limited number (only one or two) of FFs.

Below, we explain our fault model and its behavior using Figs. 1 and 2. Figure 1 contains the timing information and Fig. 2 contains the high level structural information to explain the operation of an LOC test in the presence of a clock delay fault. The upper two waveforms in Fig. 1 show a fault free clock signal and the clock signal with a delay fault. We assume a typical LOC test [8], [9], where the shift clock rate is slow, and the launch and capture clock rate is fast (usually same as the system clock rate). The clock cycles in the scan-in and scan-out modes are longer than in the LOC mode. In the figure, \( t_0 \) and \( t_1 \) denote the time of the first and the second clock edge of the fault-free FFs in the LOC mode, respectively. Also \( t'_0 \) and \( t'_1 \) denote the time of arrival of the first and the second clock edge of a faulty FF in the LOC mode, respectively. The faulty clock signal is delayed by some amount relative to the fault free clock signal. It is assumed that the amount of the delay \( (t'_0 - t_0) \) and \( (t'_1 - t_1) \) is small compared with the scan clock cycle, but not so small compared with the system clock cycle. In this situation, all FFs, including the FF with faulty clock, capture the values correctly in the scan shift mode, because there is sufficient slack due to longer clock cycle (slower clock rate during scan shift mode). However, in the LOC mode with the system clock rate, a delayed capture of the scan-in value at the faulty FF can result into erroneous propagation of a value to a FF or POs. We explain this below.

Figure 2 shows a two-timeframe circuit, which represents the behavior during the LOC mode. Suppose that \( FF_1 \) is faulty, i.e. arrival of clock edge to \( FF_1 \) is delayed due to clock delay fault. Also suppose that vector \((FF_1, FF_2, FF_3) = (0, 0, 0)\) is shifted in during the scan shift operation, and logic of the circuit is such that \((FF_1, FF_2, FF_3) = (1, 1, 1)\) is captured at \( t_0 \) in the fault-free circuit during LOC conditions.

Lower waveforms of Fig. 1 show the signals at \( FF_1 \) and \( FF_2 \) in the fault-free and faulty circuits, respectively. In the faulty circuit, \( FF_1 \) captures 1 at \( t'_0 \), which is delayed. As a result scan-in value 0 remains at \( FF_1 \) before \( t'_0 \), and this value is different from the correct functional value 1. Due to this delayed capture at \( FF_1 \), \( FF_2 \) captures 1 at \( t_1 \) in the faulty circuit, while it captures 0 in the fault-free circuit. Note that \( FF_2 \) captures a functional value at \( t_1 \) in the fault-free and the faulty circuit, because its clock signal is not delayed. When the amount of delay \( (t'_0 - t_0) \) and \( (t'_1 - t_1) \) is not so small compared with the system clock cycle, \( FF_1 \) keeps the incorrect value for some time and it is propagated to \( FF_2 \) by \( t_1 \).

The clock delay fault model considered in this paper assumes that the amount of delay is not very small compared with the system clock cycle but it is much smaller than the scan clock cycle. Thus we assume that the fault effect can be propagated to some FF or FFs, except for the faulty FF itself. As Fig. 2 shows, in order to produce an erroneous value, a scan-in value and a functional value need to be different for the faulty FF. Also such an erroneous value needs to be propagated to a FF.
3. Flush Test versus LOC Test

In this section, we discuss the difference between the flush test and the LOC test. Flush test is a testing method where test data are applied at scan inputs and they are shifted along scan chains. FFs are in the scan shift mode, and they capture only scan shift values. The contents of FFs are shifted out from the scan outputs. It is known that the flush test is effective for detecting defects on FFs and scan chains [10].

For the sake of simplifying the discussion, we consider the error propagation between two FFs, where the clock signal on the source FF is fault-free. The following variables, as shown Fig. 3, are used in the discussion that follows:

- $t_s$: clock cycle of the flush test
- $t_c$: clock cycle of the LOC test
- $d$: delay of a faulty clock line
- $p_s$: propagation delay between the two FFs on the scan chain
- $p_c$: propagation delay along a sensitized path between the two FFs

The condition on the duration of the clock delay fault for which an erroneous value is captured at the destination FF is described below. In order to detect a delay fault, the amount of delay $d$ should satisfy the condition (1) for the flush test and condition (2) for the LOC test.

\[
\begin{align*}
\text{Flush test:} & \quad d > t_s - p_s \\
\text{LOC test:} & \quad d > t_c - p_c
\end{align*}
\]

Since there is no gate between two FFs on the scan chain, typically $p_s$ is smaller than $p_c$. Therefore the amount of delay $d$ of the flush test is larger than that of the LOC test. If we would like flush test to detect a delay fault of duration $d$ of the LOC test, then $t_s$ needs to be smaller than $t_c$, but that would be difficult or impossible, because $t_s$ is the system clock cycle. As a result, we can safely state that LOC test can detect smaller amount of clock delay defects than a flush test. If we apply the flush test with fast scan shift clock (same as or faster than the system clock), then small amount of clock delay defects that the proposed method aims to detect can be detected. However, in order to supply such a fast scan shift clock in high-speed LSIs, the cost and difficulties for designing the scan clock mechanism will be high. This is a disadvantage of the flush test with fast scan shift clock.

4. Fault Simulation

In this section, we show fault simulation results in order to discuss the relation between the amount of delay and the number of detected faults. The amount of delay assumed in this paper is sufficiently small compared to the scan clock cycle, but not so small compared to the system clock cycle. If it is much smaller than the system clock cycle, then the clock delays are neither activated nor detected for most of the FFs. Therefore, we perform fault simulation with varying the amount of delay.

We first explain the characteristics of the fault simulator. The fault simulator used here has been implemented using the technique introduced in the paper [11], where 7 logic values (0, 1, $R$, $F$, $B$, $\bar{B}$, $X$) were used instead of $R$ and $F$.) The values 0, 1, $X$, $R$ and $F$ denote stable 0, stable 1, unknown value, rising transition 0→1 and falling transition 1→0, respectively. The values $B$ and $\bar{B}$ denote transition 0→1 and 1→0 that are propagated from a fault site, respectively. Tables 1 and 2 show AND operation and OR operation using the 7 logic values, respectively. For computation of transition times, following notation is used. Without loss of generality we assume that $d_1$ is later than $d_2$, where $d_1$ and $d_2$ denote the latest transition time of input $x_1$ and $x_2$, respectively. The latest transition time of the output of an AND gate and OR gate is calculated as shown in Tables 3 and 4, respectively. Figure 4 shows an example of the AND calculation by waveforms, where inputs $x_1$ and $x_2$ have $R$ with the latest transition time $d_1$ and $d_2$, respectively, and the output results in a $R$ with the latest transition time $d_1 + 1$, assuming the gate delay to be 1 unit. Using this 7 logic values simulation method with latest transition time calculation, we can investigate the delay of a clock signal that is detected by a test.

Before investigating the effect of clock delay faults in
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Table 3  Latest transition time on the output of an AND gate.

| x1 \ x2 | 0   | 1   | R   | F   | B   | \bar{B} | X   |
|---------|-----|-----|-----|-----|-----|---------|-----|
| 0       | 0   | 0   | 0   | 0   | 0   | 0       | 0   |
| 1       | 0   | 0   | d2 +1 | d2 +1 | d2 +1 | d2 +1 | 0   |
| R       | 0   | d1 +1 | d1 +1 | 0   | d1 +1 | 0   | 0   |
| F       | 0   | d1 +1 | d1 +1 | d2 +1 | d1 +1 | d2 +1 | 0   |
| B       | 0   | d1 +1 | d1 +1 | 0   | d1 +1 | 0   | 0   |
| \bar{B} | 0   | d1 +1 | d1 +1 | d2 +1 | d1 +1 | 0   | 0   |
| X       | 0   | 0   | 0   | 0   | 0   | 0   | 0   |

Table 4  Latest transition time on the output of an OR gate.

| x1 \ x2 | 0   | 1   | R   | F   | B   | \bar{B} | X   |
|---------|-----|-----|-----|-----|-----|---------|-----|
| 0       | 0   | 0   | d2 +1 | d2 +1 | d2 +1 | d2 +1 | 0   |
| 1       | 0   | 0   | 0   | 0   | 0   | 0       | 0   |
| R       | d1 +1 | 0   | d2 +1 | d1 +1 | d2 +1 | d1 +1 | 0   |
| F       | d1 +1 | 0   | 0   | d1 +1 | 0   | d1 +1 | 0   |
| B       | d1 +1 | 0   | d2 +1 | d1 +1 | d2 +1 | d1 +1 | 0   |
| \bar{B} | d1 +1 | 0   | 0   | d1 +1 | 0   | d1 +1 | 0   |
| X       | 0   | 0   | 0   | 0   | 0   | 0       | 0   |

Fig. 4  Example of waveforms for AND operation.

Table 5  Test set and candidate faults.

| circuit   | target | size | trans_det |
|-----------|--------|------|-----------|
| s9234     | 224    | 194  | 146       |
| s13207    | 663    | 127  | 481       |
| s15850    | 588    | 144  | 429       |
| s35932    | 1728   | 54   | 1728      |
| s38417    | 1627   | 139  | 1466      |
| s38584    | 1451   | 258  | 1388      |

For all the benchmark circuits listed in Table 5 the simulation results for “Minimum delay” and “Maximum delay” extend the simulation for considering a real delay situation, where each gate and signal line has various delay amounts. However, we do not have any data of the real delay amounts for the benchmark circuits, and thus we used the unit delay model. Test vectors obtained for detecting gate transition faults as mentioned above were used for this simulation.

Table 6 shows the results for a specific FF, FF-148, in s9234 benchmark circuit. The system clock cycle was set to 59 based on the length of the critical path in this circuit. We noticed that for a very large clock delay, nearly the duration of clock cycle, for this FF a total of 60 vectors among the all 194 applied test vectors, detected this fault. Next we varied the amount of delay on the clock signal, in steps of 1 unit, (corresponding to \( t_0 - t_0 \) in Fig. 1) to determine the number of test vectors that detected the fault. For example, when the amount of delay of the faulty clock signal was 20, only two test vectors detected the fault among the 60 original detecting test vectors. The results in Table 6 imply that the fault on FF-148 is never detected if the delay is less than 20 units on the clock line. On the other hand when the amount of delay is 45 or more, this fault was detected by all 60 detecting test vectors.

Table 7 shows the results for minimum delay, maximum delay and median delay for all the candidate faults in s9234. The candidate faults include clock lines for each FF one at a time. “Minimum delay” means the amount of delay such that a candidate fault is detected by at least one test vector. For example, in the results shown in Table 6, the minimum delay was 20 units. In Table 7, there are 9 faults whose minimum delay is 1 to 5 units. “Maximum delay” means the amount of delay such that a candidate fault is detected by all the detecting test vectors. For example, in the results shown in Table 6, the maximum delay was 45 units. In Table 7, there is one fault whose maximum delay is between 21 to 25 units. “Median delay” means that the amount of delay such that a candidate fault is detected by half of all the detecting test vectors. For example, in the results shown in Table 6, the median delay was 42 units.

Tables 8, 9 and 10 show the simulation results for three other benchmark circuits, namely, s13207, s15850 and s38584, respectively. For these circuits the sizes of transition test sets used consisted of 127, 144 and 258 vectors, respectively as shown in Table 5. From these tables we observe that for the circuit s38584, about 60% of all the faults detectable by the transition test set are detected when the clock signal is delayed by about 40 units or more, which is about two thirds of the system clock cycle. This also suggests that 30% of the clock delay faults will not be detected by the transition tests if the clock delay was smaller than 36 units.

a circuit, we provide the information about the test set and candidate faults. Table 5 lists the ISCAS’89 benchmark circuits which are candidates for investigation. Candidate fault set for each circuit consists of those in which only one FF is affected and their number is listed under “target”. We use the test set that detects transition faults in the gates in the circuit and the size of the test set (number of vectors in the test set) is listed under “size”. These test vectors were generated by using a method similar to the one proposed in the paper [12]. The “trans_det” lists the number of faults detected by the transition test set provided the clock signal to each FF was delayed by one full clock cycle. Clearly these are the candidate faults which need to be considered for fault detection by the above method. In the rest of this section the candidate fault set will consist of the faults that appear under the column “trans_det”. The goal here is to show that many of these faults may not be detected if the clock delay was shorter than a full clock period.

Now we show results for a number of ISCAS’89 benchmark circuits. We assume each gate has unit delay and signal lines are ideal with no delay. Note that we can easily
Table 6  The number of patterns detecting clock delay on FF-148 in s9234.

| delay vectors | 20 | 21 | 22 | 24 | 25 | 39 | 40 | 41 | 42 | 43 | 44 | 45 |
|---------------|----|----|----|----|----|----|----|----|----|----|----|----|
|               | 2  | 7  | 8  | 10 | 13 | 20 | 25 | 29 | 42 | 49 | 53 | 60 |

Table 7  The relation between the delay and the number of detected faults in s9234.

| delay | 1-5 | 6-10 | 11-15 | 16-20 | 21-25 | 26-30 | 31-35 | 36-40 | 41-45 | 46-50 | 51-55 | 56-60 |
|-------|-----|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| min   | 9   | 3    | 12    | 16    | 11    | 14    | 18    | 21    | 4     | 13    | 19    | 6     |
| max   | 0   | 0    | 0     | 0     | 1     | 8     | 2     | 18    | 42    | 34    | 33    | 8     |
| median| 0   | 0    | 0     | 0     | 1     | 16    | 30    | 36    | 42    | 11    | 7     | 3     |

Table 8  The relation between the delay and the number of detected faults in s13207.

| delay | 1-5 | 6-10 | 11-15 | 16-20 | 21-25 | 26-30 | 31-35 | 36-40 | 41-45 | 46-50 | 51-55 | 56-60 |
|-------|-----|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| min   | 9   | 8    | 1     | 23    | 16    | 3     | 1     | 28    | 27    | 134   | 174   | 57    |
| max   | 0   | 0    | 0     | 3     | 12    | 5     | 4     | 23    | 4     | 132   | 209   | 88    |
| median| 0   | 0    | 0     | 9     | 15    | 13    | 7     | 8     | 18    | 20    | 145   | 188   | 57    |

Table 9  The relation between the delay and the number of detected faults in s15850.

| delay | 16-20 | 21-25 | 26-30 | 36-40 | 41-45 | 46-50 | 51-55 | 56-60 | 61-65 | 66-70 | 71-75 | 76-80 | 81-85 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| min   | 2     | 1     | 1     | 3     | 44    | 31    | 41    | 53    | 73    | 73    | 49    | 45    | 14    |
| max   | 2     | 1     | 0     | 0     | 21    | 47    | 3     | 21    | 34    | 33    | 38    | 128   | 56    |
| median| 2     | 1     | 1     | 1     | 35    | 32    | 16    | 42    | 59    | 91    | 91    | 45    | 14    |

Table 10 The relation between the delay and the number of detected faults in s38584.

| delay | 1-5 | 6-10 | 11-15 | 16-20 | 21-25 | 26-30 | 31-35 | 36-40 | 41-45 | 46-50 | 51-55 | 56-60 |
|-------|-----|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| min   | 8    | 6    | 11    | 16    | 16    | 20    | 67    | 110   | 247   | 324   | 560   | 2     |
| max   | 0    | 0    | 4     | 5     | 4     | 0     | 4     | 23    | 29    | 30    | 1286  | 2     |
| median| 0    | 5    | 11    | 14    | 10    | 10    | 27    | 53    | 147   | 418   | 690   | 2     |

Fig. 5  Results on minimum delays.

Fig. 6  Results on maximum delays.

are shown in Figs. 5 and 6, respectively. In these figures X-axis denotes the percentage of the amount of additional delay in the presence of fault relative to the cycle time of the system clock. The Y-axis denotes the cumulative percentage of the number of detected faults. Note that Y-axis is normalized with respect to the total number of candidate faults shown in Table 5 under the column “trans_det” for each benchmark circuit. We make the following observations from Fig. 5. The curve labeled by s9234 traces the point of X = 55% and Y = 51%. According to the definition of Minimum delay, for the circuit s9234, 51% of the detected faults were detected by at least one test vector, when the amount of delay is 55% of the clock cycle. Similarly, for the circuit s38584, 52% of the detected faults were detected by at least one test vector, when the amount of delay is 85% of the clock cycle. From Fig. 6 we observe that for the circuit s9234, 54% of the detected faults were detected by all the detecting test vectors, when the amount of delay is
77% of the clock cycle and for the circuit s38584, only 10% of the detected faults were detected by all the detecting test vectors, when the amount of the delay is 94% of the clock cycle.

These results quantify the amount of delay that can be tested by our simulation methodology. In the test generation methods, described in the next section, the length of the fault propagation path is not considered. Instead, when a fault effect is propagated to a FF or a PO through a path (long, short or any path), the fault is regarded as detected. However, based on the results presented in this section, we can say that when the amount of delay is about 50 to 80% of the system clock cycle or longer, over half of the faults can be detected. Although, we should note that even smaller size of delay can be tested depending on fault site or test clock cycle.

5. Test Generation for Clock Delay Faults

In this section, we explain test generation methods for clock delay faults for two cases as follows:

1. The case of a single FF affected by a clock delay
2. The case of two FFs affected by a clock delay

In the test generation methods, we only consider logic behavior but not timing behavior with a specific delay duration. Hence, generated test vectors may not detect target faults, if the amount of the delay is too small. It is noted that small delay is out of range of the targets by the proposed methods. (In this context, ‘small delay’ means delay which is too small compared to the system clock cycle.)

5.1 A Single FF Affected by a Clock Delay

This subsection deals with test generation in the case of a single FF affected by a clock delay. In order to make a faulty value at a target FF different from the fault-free value, a test vector must be applied such that the scan-in value is different from the functional value. If a clock delay fault occurs, the FF fails to capture the correct value at the correct timing in the LOC mode.

The conditions for detecting a clock delay that affects a single FF are described below.

[Condition 1]
- The scan-in value must be different from the functional value captured at the faulty FF in the first timeframe.
- There exists at least one sensitized path from the faulty FF to another FF or a PO between the first and the second clock in the LOC mode.

The proposed test generation method employs a standard stuck-at ATPG tool. The conditions for detecting a clock delay are converted into those for detecting a stuck-at fault by adding some logic. A two-timeframe circuit, as shown in Fig. 7, is used in order to generate test vectors under the assumption of the LOC test. A scan-in vector is applied in the first timeframe, and functional values are captured and launched in the second timeframe. The functional values captured at the end of the second timeframe are scanned out.

Now consider that a target fault is a clock delay fault that affects only FF1 in Fig. 7. The proposed method adds a multiplexer as shown in Fig. 8, and targets a stuck-at 0 fault on SEL in the ATPG process. In the second timeframe, a functional value resulting from the first timeframe is launched in the fault free circuit while a scan-in value is launched in the faulty circuit. Therefore, if a test vector is successfully generated for detecting a stuck-at 0 fault on SEL, then it must satisfy Condition 1. This modification of a circuit is only during the ATPG process, and thus it is quite different from a DFT technique. Note that FF1 in the second timeframe is masked. This is because FF1 always captures a correct value at the second clock pulse, as discussed in Sect. 2 in the LOC mode, though the capturing is delayed.

5.2 Two FFs Affected by a Clock Delay

This subsection deals with test generation assuming that a clock delay fault affects exactly two FFs. Two FFs affected by a clock delay fault fail to capture functional values at the correct timing. The conditions for detecting a clock delay fault that affects two FFs are described below.

[Condition 2]
- The scan-in value(s) must be different from the func-
There exists at least one sensitized path from either one or both of the faulty FF to another FF or a PO between the first and the second clock in LOC mode.

Similar to the case explained in the previous section, the test generation method adds some logic to a circuit and employs a stuck-at ATPG tool. Working with the same figure as in the previous section, i.e. Fig. 7, consider that \( FF_1 \) and \( FF_2 \) are affected by a clock delay. In this case, two multiplexers are added as shown in Fig. 9, and a stuck-at 0 on \( SEL \) is targeted for ATPG. In a fault free circuit, the functional values captured at \( FF_1 \) and \( FF_2 \) are launched in the second timeframe, while in the faulty circuit the scan-in values are launched in the second timeframe. Note that \( FF_1 \) and \( FF_2 \) are masked at the end of the second timeframe. If fault effect(s) on \( FF_1 \) or \( FF_2 \) are propagated to \( FF_3 \) then the test generation is successful.

### 5.3 Multiple FFs Affected by a Clock Delay

Although we explained the cases when only one and two FFs are affected by the fault, the problem when more than two FFs are affected by the fault can be solved by similar approach. The method and experimental results related to dealing with faults that affect many FFs are presented [7]. It is shown that the clock delay fault affecting a large number of FFs can be easily detected, and that most such faults can be detected by gate-transition tests [7].

### 5.4 Experimental Results

The following experimental setup was used to carry out test generation for a number of ISCAS‘89 benchmark circuits. We used a computer with 2.6 GHz CPU and 3 GB Memory under Linux OS Environment. Initially, we applied test vectors generated for gate transition faults in a combinational part of the circuit using a method similar to the one proposed in the previous paper [12]. The clock delay faults undetected by the transition test vectors were collected, and they were targeted for generating test vectors using the method proposed in this paper. A stuck-at ATPG tool reported in the previous paper [13] was used. During test generation, faults on those clock lines which drive FFs that feedback to themselves (form a self-loop), are excluded from the target fault list.

Tables 11 and 12 show the results for the case of a single FF affected by a clock delay, as described in Sect. 5.1. Table 11 shows, from left to right, the names of the circuits, the number of target faults, the number of detected faults by the transition test vectors, the number of faults detected by test vectors generated by the proposed method, the number of redundant faults identified by the proposed method, and the fault efficiency of the final test set. It is instructive to note that our method achieved 100% fault efficiency for every circuit, and we also note that for s35932 the initial transition test vectors detected all target faults. Table 12 gives the information about the test generation effort. It shows the names of the circuits, the number of initial test vectors (test vectors for gate transition faults), the number of generated test vectors, and the CPU time in seconds. It is evident that our in-house ATPG tool did quite well. However, clearly CPU time greatly depends on the performance of a stuck-at ATPG tool used as an engine for this method. As a result, our method has potential of driving all the benefits of the existing or newly developed high performance ATPG tools and provide even better performance.

Next we generated tests for the case of two FFs affected by a clock delay fault as described in Sect. 5.2. Similarly to the previous experiment, test vectors for gate transition faults were first used and undetected clock delay faults by the transition test set were collected. These undetected faults were then used as target faults by the proposed method. As initial targets, 1000 pairs of FFs were randomly selected in the absence of any layout information. In practical application of the method, target fault pairs should be selected from the layout information. FFs fed by a fanout branch in a clock tree should be selected as faulty FFs. Tables 13 and 14 show the results, and the meaning of each column heading is same as for Tables 11 and 12, respectively. Once again 100% fault efficiency was achieved for every circuit. CPU
Table 13  Results for the case of two affected FFs.

| circuit | target | trans_det | tpg_det | tpg_red | eff(%) |
|---------|--------|-----------|---------|---------|--------|
| s9234   | 1000   | 865       | 55      | 80      | 100    |
| s13207  | 1000   | 922       | 45      | 33      | 100    |
| s15850  | 1000   | 934       | 32      | 34      | 100    |
| s35932  | 1000   | 1000      | 0       | 0       | 100    |
| s38417  | 1000   | 993       | 7       | 0       | 100    |
| s38584  | 1000   | 999       | 0       | 1       | 100    |

Table 14  Test vectors and CPU time for two affected FFs.

| circuit | trans_vec | tpg_vec | CPU (s) |
|---------|-----------|---------|---------|
| s9234   | 194       | 16      | 434     |
| s13207  | 127       | 21      | 503     |
| s15850  | 144       | 20      | 1258    |
| s35932  | 54        | 0       | 0.25    |
| s38417  | 139       | 7       | 91.1    |
| s38584  | 258       | 0       | 2.4     |

time depends on the number of faults that are targeted for ATPG. In particular, when the number of redundant faults was large, long CPU time was spent.

6. Conclusions

In this paper, we considered the problems of delay faults on clock lines. The amount of the delay assumed in our model is much smaller than the scan shift clock cycle. Such a small delay may not affect the circuit during the scan shift mode, but it can potentially affect the circuit operation during the system mode.

We first showed fault simulation results in order to investigate the relation between the amount of delay and the number of detected faults. Next we proposed test generation method for detecting the clock delay faults. The proposed method uses a standard stuck-at fault test generator. We showed that by adding some extra logic gates for the purpose of modeling a fault, the conditions for detecting a clock delay fault are converted into those for detecting a stuck-at fault.

In our future work, we will develop diagnosis methods for clock delay faults. We will also like to address various other practical situations for such faults and improve the method. For example, we will consider the situation in which multiple clock domains are used, or FFs are driven by the clock signals with different clock skews.
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