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Abstract
In this paper, we are concerned with the bicomplex analog of the well-known result asserting that real-valued harmonic functions, on simply connected domains, are the real parts of holomorphic functions. We show that this assertion, word for word, fails for bc-harmonic functions and we provide a complete characterization of bc-harmonic functions that are the hyperbolic real parts of a specific kind of bc-holomorphic functions. Moreover, we extend the result to bicomplex polyharmonic functions, which implies the introduction of specific classes of bc-polyholomorphic functions.
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1 Introduction and statement of main results

Harmonic function theory plays an important role in various fields of mathematics and physics, notably in studying minimal surfaces, digital processing, elasticity theory, and electrical engineering [5, 8, 9, 18, 21, 28]. A well-known result in this theory asserts that, on simply connected domains, harmonic functions are the real parts of holomorphic functions (unique up to adding a constant), and that the converse also holds true. Such a result plays a crucial role in both complex analysis and potential theory [5, 28]. It is always used to establish the connection between holomorphic and harmonic theories, and therefore to obtain interesting results regarding these fields by exploiting this connection [26].

The extension of this property to other contexts, like those involving quaternion or bicomplex numbers, is not considered in the literature, even though the analogs of the holomorphic notion exist (slice regularity and bc-holomorphy) and their theories are already well developed. Such an extension will shed light on the corresponding theories and will open the door for further investigations and applications, for example, by establishing the bicomplex analogs of Liouville-Picard-Hadamard and Harnack-Montel theorems, among others, giving birth to bicomplex potential theory.

In the present paper, we examine the bicomplex analog of the aforesaid assertion. We show that only the real-valued constant functions are realizable as the real part of bicomplex-holomorphic functions. Alternatively, this fails for both real and hyperbolic-valued (non constant) bc-harmonic functions, unless we consider, instead, a specific subclass of hyperbolic-valued bicomplex $\Delta_{bc}$-harmonic functions. More generally, we prove the following result.

**Theorem 1.1** A hyperbolic-valued $\Delta_{bc}$-harmonic function in $\mathbb{BC}$ is the hyperbolic real part of a bc-holomorphic function if and only if it belongs to $\ker(\partial \bar{Z}) \cap \ker(\partial Z^\dagger)$.

The generalization of Theorem 1.1 to bc-polyholomorphic functions suggests the introduction of two specific classes $A^{[1]}_{m,n}(\mathbb{BC})$ and $A^{[2]}_{m,n,k}(\mathbb{BC})$ of bc-polyholomorphic functions (see Definitions 3.2 and 3.7), for which we provide polynomial and operational characterizations. We next define the bicomplex polyharmonic functions, prove Theorem 4.4 concerning their representation in terms of bc-harmonic functions, and discuss the bicomplex polyharmonicity of the real and hyperbolic real parts of the considered classes of bc-polyholomorphic functions as well as of their idempotent components (Proposition 5.1). This will be very useful to connect the polyharmonic functions with harmonic functions. We also deal with the question concerning the determination and the uniqueness of such classes of bc-polyholomorphic functions for which the required assertion holds true (see Proposition 5.4 and Theorem 5.6). To summarize, the main result provides a complete and explicit description of those that are the hyperbolic real parts of bc-polyholomorphic functions.

**Theorem 1.2** Let $F : \mathbb{BC} \rightarrow \mathbb{D}$ be a bc-polyharmonic function of (exact) order $m$. Then

(i) If $F = \Re_{\text{hyp}} f$ for some $f \in A^{[2]}_{s,n,k}(\mathbb{BC})$, then $s = m$ and

$$F \in \ker(\partial_{Z^\dagger}^{\max(n,k)}) \cap \ker(\partial_{Z^\dagger}^{\max(n,k)})$$.
(ii) If $F \in \ker(\partial^n_{Z^*}) \cap \ker(\partial^k_Z)$, then there exist a family of bc-polyharmonic functions $G_{\ell_1, \ell_2}$ of order $m$ decomposable as $G_{\ell_1, \ell_2}(Z, Z^*) = a_{\ell_1, \ell_2}(\alpha, \bar{\alpha})e_+ + b_{\ell_1, \ell_2}(\beta, \bar{\beta})e_-$ such that

$$F(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} G_{\ell_1, \ell_2}(Z, Z^*)(Z^\dagger)^{\ell_1}\tilde{Z}^{\ell_2}.$$ 

Moreover, $F$ is of the form

$$F(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} \mathfrak{N}_{hyp} f_{\ell_1, \ell_2}(Z, Z^*)(Z^\dagger)^{\ell_1}\tilde{Z}^{\ell_2}$$

for some $f_{\ell_1, \ell_2} \in \mathcal{A}^{[1]}_{\ell_1, \ell_2}(\mathbb{B}\mathbb{C})$ such that $m = \max(r, s)$.

In fact, this generalizes the result established for the first class $\mathcal{A}^{[1]}_{m,n}(\mathbb{B}\mathbb{C})$.

**Theorem 1.3** The hyperbolic real part $\mathfrak{N}_{hyp}(f)$ of $f \in \mathcal{A}^{[1]}_{m,n}(\mathbb{B}\mathbb{C})$ is $\Delta_{bc}$-polyharmonic function of order $\max(m, n)$. Conversely, a sufficient condition for a hyperbolic-valued $\Delta_{bc}$-polyharmonic function $F$ of order $\ell$ to be the hyperbolic real part of some $(m, n)$-bc-polyholomorphic function is to satisfy $\partial_{Z^*} F = \partial_Z F = 0$ with $\ell = \max(m, n)$.

For $m = 1$, we recover Theorem 1.1 concerning the hyperbolic-valued bc-harmonic functions.

The content of this paper is structured as follows. Besides the introductory section, needed notations, concepts, and elementary results on bicomplex numbers, holomorphy, and harmonicity are collected in Sect. 2. Our first main result for bc-harmonic functions is proved in this section. Sect. 3 is devoted to the two classes of bc-polyholomorphic functions and their different characterizations. Sect. 4 deals with the bc-polyholomorphic functions. The main results for polyholomorphic functions are discussed, stated, and proved in Sect. 5.

**2 Preliminaries, notations and motivation**

**2.1 Backgrounds on bicomplex numbers.**

Bicomplex numbers generalize complex numbers more narrowly and offer a commutative 4D real algebra (alternative to the division algebra of quaternions). Their space $\mathbb{B}\mathbb{C}$ can be thought of as specific combination of two copies of $\mathbb{C} = \{x + iy; x, y \in \mathbb{R}\}$, the set of complex numbers with $i$ as its imaginary unit. In fact, in the abstract algebra, $\mathbb{B}\mathbb{C}$ is a set of structured pairs of complex numbers $(z_1, z_2)$ constructed by the Cayley-Dickson process that defines the bicomplex conjugate as $(z_1, -z_2)$, so that the corresponding product satisfies the property of quadratic form which means that $\mathbb{B}\mathbb{C}$ is a composition algebra [11]. Subsequently, the linear algebra $\mathbb{B}\mathbb{C}$, endowed with the natural addition and the multiplication operations, inherits similar properties as...
\( \mathbb{C} \) except for division, where divisors of zero occur. These numbers have been extensively studied by the Italian school of Segrè, Burgatti, Spampinato and Dragoni [6, 10, 34–36]. For a complete study, we refer to the works carried out by Riley [29] and Price [27]. For extensive bibliography see [17, 29, 37, 39]. To provide the basis for a rigorous study of the modules of bc-holomorphic functions, many effort have been employed leading to general theory of functional analysis with bicomplex scalars [3]. Their properties and relationships with hypercomplex functions have been recently investigated in [32]. Some elementary functions are introduced and studied in [3, 25, 31]. The associated infinite and finite dimensional Hibertian structures have been considered in [23, 24]. Related integral transforms, including bicomplex analogs of Fourier-Wigner, Segal-Bargmann and fractional Fourier transforms, have been investigated in [12, 15].

The set \( \mathbb{BC} \) can be represented as \( \mathbb{BC} = \{ z = z_1 + j z_2; z_1, z_2 \in \mathbb{C} \} \), where \( j \) is another imaginary unit, \( j^2 = -1 = i^2 \), commuting with \( i \) (i.e., \( ij = ji \)). While the matrix representation reads

\[
\begin{pmatrix}
  z_1 & iz_2 \\
  iz_2 & z_1
\end{pmatrix}
\]

whose determinant \( \det(Z) = z_1^2 + z_2^2 \). Thus, given a bicomplex number \( Z = z_1 + j z_2 \in \mathbb{BC} \), we define its bicomplex conjugate with respect to \( j \) by

\[
Z^\dagger = C^j(Z) := z_1 - jz_2.
\]

The conjugation with respect to \( i \) is defined by

\[
\bar{Z} = C^i(Z) := \overline{z_1} + j \overline{z_2}
\]

The last one

\[
Z^* = C^j(C^i(Z)) := \overline{z_1} - j \overline{z_2}
\]

is defined to be the conjugation with respect to both \( i \) and \( j \). The nullity of \( \det(Z) = ZZ^\dagger \) gives rise to specific classes of bicomplex numbers. Indeed, \( ZZ^\dagger \neq 0 \) characterizes those that are invertible, While \( ZZ^\dagger = 0 \) characterizes the zero divisor set in \( \mathbb{BC} \) given by the null cone of bicomplex numbers

\[
\mathcal{NC} = \{ \lambda(1 \pm ij); \; \lambda \in \mathbb{C} \}.
\]

The particular idempotent elements

\[
e_+ = \frac{1 + ij}{2} \quad \text{and} \quad e_- = \frac{1 - ij}{2}
\]
satisfy $e_+^2 = e_+, e_-^2 = e_-, e_+ + e_- = 1, e_+ - e_- = ij$ and $e_+ e_- = 0$, so that any $Z = z_1 + j z_2 \in \mathbb{BC}$ can be rewritten in a unique way as

$$Z = (z_1 - i z_2) e_+ + (z_1 + i z_2) e_- = \alpha e_+ + \beta e_-$$  \hspace{1cm} (2.1)$$

with $\alpha = z_1 - i z_2, \beta = z_1 + i z_2 \in \mathbb{C}$. The complex numbers $\alpha$ and $\beta$ are in fact the eigenvalue of $Z$ in the matrix representation. Moreover, the expression (2.1) represents the corresponding diagonal matrix. The previous conjugates of a given $Z = \alpha e_+ + \beta e_-$ read respectively

$$Z^\dagger = \beta e_+ + \alpha e_-, \quad \tilde{Z} = \bar{\beta} e_+ + \bar{\alpha} e_- \quad \text{and} \quad Z^* = \bar{\alpha} e_+ + \bar{\beta} e_-.$$ 

Accordingly, the product of bicomplex numbers $Z = \alpha e_+ + \beta e_-$ and $W = \alpha' e_+ + \beta' e_-$ is given by $ZW = \alpha \alpha' e_+ + \beta \beta' e_-$. More details on algebraic properties can be found in [7, 27, 29].

To complete our review on the aforementioned bicomplex numbers, we should notice that such numbers can be realized also as the complexification of the so-called hyperbolic numbers defined as

$$\mathbb{D} := \{x + y k; x, y \in \mathbb{R}\} = \{x e_+ + y e_-; x, y \in \mathbb{R}\}; \quad k := ij.$$ 

Thus, according to the structure of bicomplex numbers, we define naturally a second kind of real part, the hyperbolic part. Notice for instance that, if we let $\Re(\xi)$ denotes, as usual, the real part of a complex number $\xi \in \mathbb{C}$, then for $Z = z_1 + j z_2 = \alpha e_+ + \beta e_-$, we define

$$\Re_c(Z) = \Re(z_1) = \frac{1}{2} (\Re(\alpha) + \Re(\beta)) = \frac{1}{4} \left( Z + Z^\dagger + \tilde{Z} + Z^* \right)$$  \hspace{1cm} (2.2)$$

to be the classical real part of $Z$. Analogously, we define hyperbolic part.

**Definition 2.1** We call hyperbolic (real) part of the bicomplex number $Z = z_1 + j z_2 = \alpha e_+ + \beta e_-$ the quantity given by

$$\Re_{hyp}(Z) = \Re(\alpha) e_+ + \Re(\beta) e_- = \Re(z_1) + \Im(z_2) k = \frac{1}{2} \left( Z + Z^* \right).$$  \hspace{1cm} (2.3)$$

The next assertion (as well as their variants) is immediate.

**Lemma 2.2** The following assertions hold true.

1. $Z$ is real ($Z = \Re_c(Z)$) if and only if $Z = Z^* = Z^\dagger$. This is also equivalent to $\alpha = \beta \in \mathbb{R}$.
2. $Z$ is hyperbolic ($Z = \Re_{hyp}(Z) \in \mathbb{D}$) if and only if $Z = Z^* \quad \text{(or also} \quad Z^\dagger = \tilde{Z}).$
2.2 Bicomplex holomorphic functions

As in [27], a bicomplex-valued function $f = f_1 + jf_2$, on an open set $U \subset \mathbb{BC}$, is said to be bicomplex holomorphic (bc-holomorphic for short) at a point $Z_0 \in U$, and we write $f \in B\Hol(U)$, if it admits a bicomplex derivative at $Z_0$, i.e., if the limit

$$\lim_{H \to 0 \atop H \notin NC} \frac{f(Z_0 + H) - f(Z_0)}{H}$$

exists and is finite. This is equivalent to say that the $\mathbb{C}$-valued functions $f_1$ and $f_2$ are holomorphic in the variables $z_1, z_2$ with $Z = z_1 + jz_2$ and satisfy the Cauchy-Riemann system

$$\begin{pmatrix}
\partial_{z_1} & -\partial_{z_2} \\
\partial_{z_2} & \partial_{z_1}
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix},$$

where the shorthand $\partial_z$ is used to denote the differential operator

$$\partial_z = \frac{\partial}{\partial z} = \frac{1}{2} \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right); \quad z = x + iy \in \mathbb{C}.$$ (2.4)

The following characterization of the bc-holomorphicity is given in [30] and shows that holomorphic functions on the bicomplex space are once again solutions of a system of linear constant coefficients differential equations. Namely, a function $f \in \mathcal{C}^1(U)$ is bc-holomorphic on $U$ if and only if $f$ satisfies the following three systems of differential equations

$$\frac{\partial f}{\partial Z^*} = \frac{\partial f}{\partial Z^\dagger} = \frac{\partial f}{\partial Z} = 0,$$

where

$$\frac{\partial}{\partial Z^*} := \frac{\partial}{\partial z_1} + j \frac{\partial}{\partial z_2} = \frac{\partial}{\partial \alpha} e_+ + \frac{\partial}{\partial \beta} e_-,$$

$$\frac{\partial}{\partial Z^\dagger} := \frac{\partial}{\partial z_1} + j \frac{\partial}{\partial z_2} = \frac{\partial}{\partial \beta} e_+ + \frac{\partial}{\partial \alpha} e_-,$$

$$\frac{\partial f}{\partial Z} := \frac{\partial}{\partial z_1} - j \frac{\partial}{\partial z_2} = \frac{\partial}{\partial \beta} e_+ + \frac{\partial}{\partial \alpha} e_-.$$ (2.5)

The above system is the foundation of the theory of bc-holomorphic functions. Accordingly, we have the following characterization.

**Theorem 2.3** ([27, Theorem 15.5]) A bicomplex-valued function $f$ is bc-holomorphic if and only if it is of the form

$$f(Z) = f(\alpha e_+ + \beta e_-) = \phi^+(\alpha)e_+ + \phi^-(\beta)e_-,$$ (2.8)
for certain holomorphic $\mathbb{C}$-valued functions $\phi^\pm : \mathbb{C} \rightarrow \mathbb{C}$.

This provides us with another key tool that we use to extend many known results in theory of holomorphic functions to the bicomplex setting.

### 2.3 bc-harmonic functions

Harmonic functions are usually defined as those belonging to the kernel of a Laplace operator. Thus, for the complex plane $\mathbb{C} \equiv \mathbb{R}^2$ the Laplace operator reads

$$\Delta_z = \frac{1}{4} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) = \frac{\partial^2}{\partial z \partial \bar{z}}; \quad z = x + iy. \quad (2.9)$$

To define harmonic functions in the bicomplex setting, we need to specify the bicomplex Laplace operator we will be working with, as there are many possible second order differential operators that may play this role [3]. The existence of different conjugations suggests the consideration of the following

$$\Delta_1 := \frac{\partial^2}{\partial Z \partial Z^*}, \quad \Delta_2 := \frac{\partial^2}{\partial Z \partial \bar{Z}}, \quad \Delta_3 := \frac{\partial^2}{\partial Z \partial \bar{Z}^*}, \quad \Delta_4 := \frac{\partial^2}{\partial Z^* \partial \bar{Z}^*},$$

$$\Delta_5 := \frac{\partial^2}{\partial Z^* \partial \bar{Z}}, \quad \Delta_6 := \frac{\partial^2}{\partial Z \partial \bar{Z}^*}, \quad \Delta_7 := \frac{\partial^2}{\partial Z \partial Z^*} + \frac{\partial^2}{\partial Z \partial \bar{Z}^*},$$

where

$$\frac{\partial}{\partial Z} := \frac{\partial}{\partial z_1} - j \frac{\partial}{\partial z_2} = \frac{\partial}{\partial \alpha} e_+ + \frac{\partial}{\partial \beta} e_- \quad (2.10)$$

**Definition 2.4** A sufficiently differentiable bicomplex-valued function $f = f^+ e_+ + f^- e_-$ is said to be bicomplex harmonic with respect to the bicomplex Laplace operator $\Delta_\bullet$ (or $\Delta_\bullet$-harmonic for short), if it belongs to the kernel of such operator, i.e., $\Delta_\bullet f = 0$.

Lemma 2.6 below is a reduction result. It answers the eventual question of what kind of bc-harmonicity one obtains when considering one of the bicomplex Laplace operators $\Delta_s$, $s = 1, 2, \ldots, 7$. To this end, we begin by defining the operational bicomplex conjugation $T^{*\text{op}}$, $T^{\dag\text{op}}$ and $T^{\tilde{\text{op}}}$ for a bicomplex operators $T$ satisfying $T(\alpha f + \beta g) = \alpha T(f) + \beta T(g)$ for $\alpha, \beta \in \mathbb{BC}$. Thus, for the bicomplex operators on bicomplex functional spaces taking the form $T = A_1 + jA_2$ for certain complex operators $A_1$ and $A_2$, we define

$$T^{*\text{op}} = (A_1 + jA_2)^{*\text{op}} := \overline{A_1} - j\overline{A_2},$$

$$T^{\dag\text{op}} = (A_1 + jA_2)^{\dag\text{op}} := A_1 - jA_2$$

and

$$T^{\tilde{\text{op}}} = (A_1 + jA_2)^{\tilde{\text{op}}} := \overline{A_1} + j\overline{A_2}.$$
The suggested operational bicomplex conjugates satisfy
\[ (T^{\bullet \text{op}})^{\bullet \text{op}} = T, \]  \tag{2.11}
as well as the rotational rules \( T^{\text{\textbullet \text{op}}} T^{\text{\textbullet \text{op}}} = T^{\text{\textbullet \text{op}}} \). That is
\[ (T^{\text{\textbullet \text{op}}})^{\text{\textbullet \text{op}}} = (T^{\text{\textbullet \text{op}}})^{\text{\textbullet \text{op}}}, \]  \tag{2.12}
\[ (T^{\text{\textbullet \text{op}}})^{\tilde{\text{op}}} = (T^{\tilde{\text{op}}})^{\text{\textbullet \text{op}}}, \]  \tag{2.13}
\[ (T^{\text{\textbullet \text{op}}})^{\text{\tilde{\text{op}}}} = (T^{\text{\tilde{\text{op}}}})^{\text{\textbullet \text{op}}}. \]  \tag{2.14}

Accordingly, the elementary bicomplex first order differential operators in (2.5), (2.6) and (2.7) are exactly the different operational bicomplex conjugate of the one in (2.10). Indeed, we have
\[ \frac{\partial}{\partial Z^{\ast}} = \left( \frac{\partial}{\partial Z} \right)^{\text{\textbullet \text{op}}}, \quad \frac{\partial}{\partial Z^{\dagger}} = \left( \frac{\partial}{\partial Z} \right)^{\tilde{\text{op}}}, \quad \frac{\partial f}{\partial \tilde{\text{Z}}} = \left( \frac{\partial}{\partial Z} \right)^{\ast \tilde{\text{op}}}. \]  \tag{2.15}

**Remark 2.5** The idempotent decomposition of \( T = A_1 + j A_2 \) is given by \( T = A_+ e_+ + A_- e_- \), where \( A_+ = A_1 - i A_2 \) and \( A_- = A_1 + i A_2 \). The action of \( T \) on the bicomplex-valued function \( f = f^+ e_+ + f^- e_- \); \( f^\pm = f_1 \mp i f_2 : \mathbb{B} \mathbb{C} \rightarrow \mathbb{C} \) is described as follows
\[ Tf = A_1 f + j A_2 f = A_+ f e_+ + A_- f e_- = A_+ f^+ e_+ + A_- f^- e_- \]

**Lemma 2.6** The bicomplex harmonicity with respect to \( \Delta_r \) and \( \Delta_s \) for positive integers \( r \) and \( r \) such that \( r + s = 7 \) are equivalent. More precisely, if \( f \) is a bicomplex-valued function, then
\[ \begin{array}{l}
(i) \quad f \text{ is } \Delta_6 \text{-harmonic if and only if } f^{\text{\textbullet \text{op}}} \text{ is } \Delta_1 \text{-harmonic.} \\
(ii) \quad f \text{ is } \Delta_5 \text{-harmonic if and only if } f^{\ast \text{op}} \text{ is } \Delta_2 \text{-harmonic.} \\
(iii) \quad f \text{ is } \Delta_4 \text{-harmonic if and only if } f^{\text{\textbullet \text{op}}} \text{ is } \Delta_3 \text{-harmonic.}
\end{array} \]

**Proof** Using the operational bicomplex conjugation rules (2.12), (2.13), (2.14) and (2.11) for bicomplex operators, it is clear that the considered bicomplex Laplace operators are connected to each other by
\[ \begin{array}{l}
\Delta_1 = \Delta_1^{\ast} = \tilde{\Delta}_6 = \Delta_6^{\dagger} \tag{2.16} \\
\Delta_2 = \tilde{\Delta}_2 = \Delta_5 = \Delta_5^{\dagger}, \tag{2.17} \\
\Delta_3 = \Delta_3^{\ast} = \Delta_4 = \tilde{\Delta}_4. \tag{2.18}
\end{array} \]

Moreover, using (2.16) we get
\[ \Delta_6 f = \tilde{\Delta}_6^{\dagger} f = (\tilde{\Delta}_6 f^{\dagger})^{\dagger} = (\Delta_1 f^{\dagger})^{\dagger}. \]
Therefore, a bicomplex-valued function $f$ is $\Delta_6$-harmonic if and only if $f^{\dagger}$ is $\Delta_1$-harmonic (proving $(i)$). In a similar way, by means of (2.17) we get

$$\Delta_5 f = \widetilde{\Delta}_5^* f = (\widetilde{\Delta}_5 f^*)^* = (\Delta_2 f^*)^*,$$

so that $f$ is $\Delta_5$-harmonic if and only if $f^*$ is $\Delta_2$-harmonic. This proves $(ii)$. Assertion $(iii)$ follows since from (2.18) one obtains

$$\Delta_4 f = (\Delta_4^{\dagger})^* f = (\Delta_4^{\dagger} f^*)^* = (\Delta_3 f^*)^*.$$

\[\square\]

**Remark 2.7** The identities (2.16), (2.17) and (2.18) read equivalently

$$\Delta_2 = \Delta_2^{\dagger} = \Delta_5^* = \widetilde{\Delta}_5,$$

$$\begin{align*}
\Delta_3 &= \widetilde{\Delta}_3 = \Delta_4^{\dagger} = \Delta_4^* \\
\Delta_6 &= \Delta_6^* = \widetilde{\Delta}_1 = \Delta_1^{\dagger}.
\end{align*}$$

**Remark 2.8** Lemma 2.6 reveals that we need only to study the bicomplex harmonicity with respect to the bicomplex Laplace operators $\Delta_1$, $\Delta_2$ and $\Delta_3$. We have excluded $\Delta_7$ for being reducible to the classical two-dimensional Laplacian in $\alpha$, $\beta$. Indeed, we have

$$\Delta_7 = \Delta_{bc} + \Delta_6 = \Delta_{bc} + (\Delta_{bc})^{\dagger} = \Delta_\alpha + \Delta_\beta. \quad (2.19)$$

Notice also that the operator $\Delta_2$ is purely complex since

$$\Delta_2 := \frac{\partial^2}{\partial Z \partial Z^{\dagger}} = \frac{\partial^2}{\partial \alpha \partial \beta} - \frac{\partial^2}{\partial \overline{z}_1 \partial \overline{z}_2},$$

and can be seen as a specific Cartesian Laplace operator on $\mathbb{C}^2$ that needs to be studied in its complex context. Accordingly, we claim that in the bicomplex setting they are essentially two bicomplex Laplace operators to be studied, $\Delta_1$ and $\Delta_3$.

**Remark 2.9** The explicit expression of $\Delta_3$ in the $z_1$ and $z_2$ variables is given by

$$\Delta_3 = \left( \frac{\partial^2}{\partial z_1 \partial \overline{z}_1} - \frac{\partial^2}{\partial z_2 \partial \overline{z}_2} \right) \text{Id}_{\mathbb{BC}} + 2i \sigma_{\mathbb{BC}} \Re \left( \frac{\partial^2}{\partial z_1 \partial \overline{z}_2} \right),$$

where $\text{Id}_{\mathbb{BC}}$ is the identity operator and $\sigma_{\mathbb{BC}}$ represents the multiplication operator by $k = ij$,

$$\sigma_{\mathbb{BC}}(f^+ e_+ + f^- e_-) = k(f^+ e_+ + f^- e_-) = f^+ e_+ - f^- e_-.$$
From now on, we privilege the Laplace operator $\Delta_{bc} := \Delta_1$ which can be seen as a bicomplex analog of the complex Laplace operator in (2.9). Accordingly, we preserve the notion of bc-harmonic functions to those taken with respect to $\Delta_{bc}$. Its explicit expression with respect to the idempotent decomposition simply reads

$$\Delta_{bc} := \Delta_\alpha e^+ + \Delta_\beta e^-,$$

while the one in terms of the initial Cartesian coordinates $z_1$ and $z_2$ with $Z = z_1 + jz_2$ is given by

$$\Delta_{bc} = \left( \frac{\partial^2}{\partial z_1 \partial \bar{z}_1} + \frac{\partial^2}{\partial z_2 \partial \bar{z}_2} \right) 1 d_{\mathbb{B}^2} + 2 \sigma_{\mathbb{B}^2} \Im \left( \frac{\partial^2}{\partial z_1 \partial \bar{z}_2} \right).$$

With the above data we can now discuss our motivating counterexample showing that the classical assertion concerning for the real-valued bc-harmonic functions fails. **Counterexample.** Consider the function $F_1(\alpha e^+ + \beta e^-) = (\alpha + \bar{\alpha})(\beta + \bar{\beta})$ on $\mathbb{B}_\mathbb{C}$, which is clearly a real-valued function and $\Delta_{bc}$-harmonic, $\Delta_{bc} F_1 = 0$. Thus, if we assume that $F_1 = \Re_c(\psi) = \frac{1}{2} \Re((\psi^+ (\alpha) + \psi^- (\beta)))$ for certain bc-holomorphic function $\psi(\alpha e^+ + \beta e^-) = \psi^+(\alpha)e_+ + \psi^- (\beta)e_-$ with $\psi \in \mathcal{H}^{\text{hol}}(\mathbb{C})$, and take the action of $\partial_\sigma f$ and $\partial_\beta f$ (to be understood in the sense of 2.5, since $\partial_\sigma = \partial_\sigma e_+ + \partial_\sigma e_-$), we get a contradiction. Indeed,

$$1 = \partial_\sigma \partial_\beta F_1 = \frac{1}{2} \partial_\sigma \partial_\beta \Re \left( (\psi^+ (\alpha) + \psi^- (\beta)) \right) = 0.$$

Although, the considered function can be realized as the real part of

$$G_1(\alpha e^+ + \beta e^-) := 2 (\bar{\alpha}(\beta + \bar{\beta})e_+ + \bar{\beta}(\alpha + \bar{\alpha})e_-) = 2(\varphi e_+ + \psi e_-),$$

where $\varphi(\alpha, \beta) := \bar{\alpha}(\beta + \bar{\beta})$ and $\psi(\alpha, \beta) := \bar{\beta}(\alpha + \bar{\alpha})$. The constructed bicomplex-valued function $G_1$ is not bc-holomorphic (at least by direct computation). Moreover, we have $\Re_c(G_1) = 2(\Re \varphi + \Re \psi) = F_1$, which is bc-harmonic and belongs to $\ker \partial_{Z^*}^2$, $\ker \partial_{Z^*}^1$, and $\ker \partial_{Z}^2$.

This counterexample shows in particular that a real-valued $\Delta_{bc}$-harmonic function does not need to be the real part of a bc-holomorphic function but perhaps a special kind of bicomplex polyanalytic function. To this aim, Theorem 1.1 discusses the existence of bc-holomorphic functions which are the real part of the given $\Delta_{bc}$-harmonic functions, and clarifies, partially, the previous counterexample. We present below a direct proof.

**Proof of Theorem 1.1** Assume that $F = \Re_{hyp} f : \mathbb{B} \mathbb{C} \rightarrow \mathbb{D}$ for some given bc-holomorphic, $\partial_{Z^*} f = \partial_{Z^*} \bar{f} = \partial_{Z^*} f = 0$. By observing that this system is also equivalent to

$$\partial_{Z^*} f^* = \partial_{Z^*} \bar{f}^* = \partial_{Z^*} f^* = 0,$$

we get $\partial_{Z^*} F = \partial_{Z^*} \Re_{hyp} f = \frac{1}{2} \partial_{Z^*} (f + f^*) = 0$ as well as $\partial_{Z} F = \frac{1}{2} \partial_{Z} (f + f^*) = 0$. This proves $F \in \ker(\partial_{Z^*}) \cap \ker(\partial_{Z^*}).$

Conversely, let $F : \mathbb{B} \mathbb{C} \rightarrow \mathbb{D}$ with

$$F(\alpha e_+ + \beta e_-) = F^+(\alpha e_+ + \beta e_-)e_+ + F^-(\alpha e_+ + \beta e_-)e_-$$
such that \( F \in \ker(\Delta_{bc}) \cap \ker(\partial_{\bar{z}}) \cap \ker(\partial_{Z^+}). \) From \( \partial_{\bar{z}} F = \partial_{Z^+} F = 0 \), it is clear that the idempotent component \( F^+ : \mathbb{B}C \to \mathbb{R} \) is independent of \( \beta \) and \( \bar{\beta} \), while \( F^- : \mathbb{B}C \to \mathbb{R} \) is independent of \( \alpha \) and \( \bar{\alpha} \). We write \( F(\alpha e_+ + \beta e_-) = G^+(\alpha) e_+ + G^-(\beta)e_- \), where \( G^+, G^- : \mathbb{C} \to \mathbb{R} \) are real-valued functions in \( \mathbb{C} \) defined by \( G^+(\alpha) = F^+(\alpha e_+ + \beta e_-) \) and \( G^-(\beta) = F^-(\alpha e_+ + \beta e_-) \), respectively. Therefore, since the bc-harmonicity of \( F \) is equivalent to the harmonicity in \( \mathbb{C} \) of \( G^\pm = \Re(\varphi^\pm) \), there exist two holomorphic functions \( \varphi^+: \mathbb{C} \to \mathbb{C} \) such that

\[
F(\alpha e_+ + \beta e_-) = \Re_{\text{hyp}}(\varphi^+(\alpha) e_+ + \varphi^-(\beta) e_-),
\]

where \( \varphi^+(\alpha) e_+ + \varphi^-(\beta) e_- \) is clearly a bc-holomorphic thanks to Theorem 2.3. \( \square \)

Now, since for real-valued functions \( F \) we have \( F^+ = F^- \), we conclude the following.

**Corollary 2.10** *The only real-valued functions that are bc-harmonic and realizable as the (standard) real part of bc-holomorphic functions are the constants.*

**Remark 2.11** This corollary justifies, some how, the assertion of the counterexample discussed above.

### 3 bc-polyholomorphic functions (of finite order)

We denote by \( \mathcal{H}ol(\Omega) \) the space of holomorphic functions on an open set \( \Omega \) in the complex plane \( \mathbb{C} \), i.e., those \( f : \Omega \to \mathbb{C} \) satisfying the Cauchy-Riemann equation \( \partial_{\bar{z}} f = 0 \), where \( \partial_{\bar{z}} \) is as in (2.4). As a specific generalization is the space of polyanalytic functions \( f \) on \( \Omega \) of order \( n \) satisfying the generalized Cauchy-Riemann equation \( \partial^n f = 0 \) (see [6]), so that for \( n = 1 \) we recover \( \mathcal{H}ol(\Omega) \). This space is exactly the set of polynomial functions in \( \bar{z} \) of degree less or equal to \( n-1 \) whose coefficients are holomorphic functions in \( z \). In the sequel, we deal with those that are of exact order \( n \),

\[
A^\mathbb{Z}_n[\bar{z}]|\Omega| := \left\{ \sum_{k=0}^{n-1} a_k(z) z^k; a_k \in \mathcal{H}ol(\Omega), a_{n-1} \neq 0, \; k = 0, 1, \ldots, n-1 \right\}.
\]

We simply denote \( A^\mathbb{Z}_n[\bar{z}] \) when \( \Omega \) is the whole complex plane. The sphere of intervention of these functions includes many branches in mechanics and mathematical physics [1, 16, 19, 20, 22, 38]. For a complete survey for their basic properties and their different applications one can refer to [4] (see also [1]).

This notion of polyanalyticity can be extended in many natural ways to the bicomplex setting. Notice for instance that in analogy to \( A^\mathbb{Z}_n[\bar{z}]|\Omega| \), we set

\[
A^\mathbb{Z}_n[Z^*]|U| := \left\{ \sum_{k=0}^{n-1} Z^*g_k; g_k \in \mathcal{B}\mathcal{H}ol(U), g_{n-1} \neq 0, \; k = 0, 1, \ldots, n-1 \right\}
\]

for a given open set \( U \) in the bicomplex space \( \mathbb{B}C \).
Definition 3.1 The elements of $A_n^{Z}[Z^{*}|U]$ will be called $n$-$Z^{*}$-bc-polyholomorphic functions.

Now, thanks to the idempotent decomposition we can suggest

$$A_{m,n}^{[1]}(U) := A_m^{\alpha}[\bar{\alpha}|U_{\mathbb{C}}^{+}]e_+ + A_n^{\beta}[\bar{\beta}|U_{\mathbb{C}}^{-}]e_-,$$

i.e., the set of bicomplex-valued functions on $U$ that may be represented in the form $f(z) = \varphi(\alpha)e_+ + \psi(\beta)e_-$ for given $\varphi \in A_m^{\alpha}[\bar{\alpha}|U_{\mathbb{C}}^{+}]$ and $\psi \in A_n^{\beta}[\bar{\beta}|U_{\mathbb{C}}^{-}]$, where $U_{\mathbb{C}}^{+}$ and $U_{\mathbb{C}}^{-}$ are the open sets in $\mathbb{C}$ defined by $U_{\mathbb{C}}^{+} = \{\alpha; \alpha e_+ \in E^+U\}$ and $U_{\mathbb{C}}^{-} = \{\beta; \beta e_- \in E^-U\}$. Here $E^+$ and $E^-$ denote the continuous multiplication operators by $e_+$ and $e_-$, respectively.

Definition 3.2 A bicomplex-valued function $f \in A_{m,n}^{[1]}(U)$ is called bicomplex polyholomorphic (or bc-polyholomorphic for short) on $U$ of order $(m, n)$ of first kind.

Notice for instance that from Definition 3.2, it is easy to see that $A_{m,n}^{[1]}(U) \cap A_{j,k}^{[1]}(U) = \{0\}$ whenever $(m, n) \neq (j, k)$, so that

$$\bigoplus_{m=0}^{r} A_{m,\ell}^{[1]}(U) \quad \text{and} \quad \bigoplus_{n=0}^{s} A_{\ell,n}^{[1]}(U)$$

are direct sums, and so is

$$\bigoplus_{s_\ell=0}^{\ell-1} \left( A_{s_\ell,\ell}^{[1]}(U) \oplus A_{\ell,s_\ell}^{[1]}(U) \right) \oplus A_{\ell,\ell}^{[1]}(U).$$

The later one can be rewritten as

$$\left( \bigoplus_{m=0}^{\ell-1} A_{m,\ell}^{[1]}(U) \right) \oplus \left( \bigoplus_{n=0}^{\ell-1} A_{\ell,n}^{[1]}(U) \right) \oplus A_{\ell,\ell}^{[1]}(U) = \bigoplus_{\max(m,n)=\ell}^{\ell} A_{m,n}^{[1]}(U).$$

Moreover, we can prove the following.

Proposition 3.3 For fixed positive integer $\ell$, the space $A_{\ell}^{Z}[Z^{*}|U]$ is the direct sum of $A_{\ell,s_\ell}^{[1]}(U)$ and $A_{\ell,s_\ell}^{[1]}(U)$ for $s_\ell = 0, 1, \ldots, \ell$,

$$A_{\ell}^{Z}[Z^{*}|U] = \bigoplus_{\max(m,n)=\ell}^{\ell} A_{m,n}^{[1]}(U).$$
**Proof** From Definition 3.2 each \( A_{m,n}^{[1]}(U) \) is clearly contained in \( A_{\ell}^Z[Z^*|U] \). In fact, for every \( f \in A_{m,n}^{[1]}(U) \) there exist some holomorphic functions \( \varphi_k \in \mathcal{H}ol(U_C^+) \) and \( \psi_k \in \mathcal{H}ol(U_C^-) \) such that \( \varphi_{m-1} \not\equiv 0 \), \( \psi_{n-1} \not\equiv 0 \), and

\[
f(Z) = \left( \sum_{k=0}^{m-1} \bar{\alpha}^k \varphi_k(\alpha) \right) e_+ + \left( \sum_{k=0}^{n-1} \beta^k \psi_k(\beta) \right) e_-
\]

\[
= \sum_{k=0}^{\text{max}(m,n)-1} \left( \bar{\alpha}^k a_k^n(\alpha)e_+ + \bar{\beta}^k b_k^n(\beta)e_- \right)
\]

\[
= \sum_{k=0}^{\text{max}(m,n)-1} Z^{*k} g_k(Z),
\]

where we have set

\[
\tilde{\varphi}_k^m(\alpha) = \begin{cases} 
\varphi_k(\alpha), & k = 0, 1, \ldots, m-1 \\
0, & k = m, m+1, \ldots
\end{cases}
\]

and

\[
\tilde{\psi}_k^n(\beta) = \begin{cases} 
\psi_k(\beta), & k = 0, 1, \ldots, n-1 \\
0, & k = n, n+1, \ldots
\end{cases}
\]

The involved functions \( g_k \) are given by \( g_k(Z) := \tilde{\varphi}_k^m(\alpha)e_+ + \tilde{\psi}_k^n(\beta)e_- \) and belongs to \( B\mathcal{H}ol(U) \) thanks to Theorem 2.3. Moreover,

\[
g_{\text{max}(m,n)-1}(\alpha) = \begin{cases} 
\varphi_{m-1}(\alpha)e_+, & m > n, \\
\varphi_{m-1}(\alpha)e_+ + \psi_{m-1}(\beta)e_-, & m = n, \not\equiv 0, \\
\psi_{n-1}(\beta)e_-, & m < n,
\end{cases}
\]

This proves that \( f \in A_{\ell}^Z[Z^*|U] \) for fixed \( \ell \) with \( \ell = \text{max}(m,n) \), and therefore

\[
\bigoplus_{m,n=0}^{\ell} A_{m,n}^{[1]}(U) \subset A_{\ell}^Z[Z^*|U].
\]

The converse is implicitly contained in the above lines. Indeed, if

\[
f(Z) = \sum_{k=0}^{\ell-1} Z^{*k} g_k(Z) \in A_{\ell}^Z[Z^*|U]
\]

for certain \( g_k(Z) := a_k(\alpha)e_+ + b_k(\beta)e_- \) bc-holomorphic functions in \( U \), with \( a_k \in \mathcal{H}ol(U_C^+) \) and \( b_k \in \mathcal{H}ol(U_C^-) \), then from \( g_{\ell-1} \not\equiv 0 \) we have \( a_{\ell-1} \not\equiv 0 \) or \( b_{\ell-1} \not\equiv 0 \).
Thus, let \( m_\ell = \min\{k = 1, \cdots, \ell; a_{k-1} \neq 0\} \) and \( n_\ell = \min\{k = 1, \cdots, \ell; b_{k-1} \neq 0\} \). Then, \( \max(m_\ell, n_\ell) = \ell \) and

\[
f(z) = \left( \sum_{k=0}^{m_\ell-1} \alpha^k a_k(\alpha) \right) e_+ + \left( \sum_{k=0}^{n_\ell-1} \beta^k b_k(\beta) \right) e_-
\]

which clearly belongs to \( A_{m_\ell,n_\ell}^{[1]}(U) \). This completes the proof.

**Remark 3.4** The case of \( \ell = 1 \) leads to

\[
A_1^Z[Z^*|U] = A_1^{[1]}(U) \oplus A_0^{[1]}(U) \oplus A_1^{[1]}(U).
\]

**Remark 3.5** Let \( f \) be a \((m, n)\)-bc-holomorphic function in a certain region \( U \subset BC \). Then, it can be expanded as

\[
f(z) = \max(m, n) - 1 \sum_{k=0}^{\max(m, n) - 1} Z^* g_k(Z)
\]

for given bc-holomorphic functions \( g_k \) in \( U \).

The interpretation in terms of the first order differential operators (2.5), (2.6) and (2.7) is provided by the following assertion.

**Proposition 3.6** We have

\[
A_\ell^Z[Z^*|U] = \ker \left( \frac{\partial^\ell}{\partial Z^*} \right) \cap \ker \left( \frac{\partial}{\partial Z^\dagger} \right) \cap \ker \left( \frac{\partial}{\partial Z} \right).
\]

**Proof** Thanks to Proposition 3.3, the assertion of Proposition 3.6 becomes equivalent to

\[
\bigoplus_{m,n=0}^{\ell} A_{m,n}^{[1]}(U) = \ker \left( \frac{\partial^\ell}{\partial Z^*} \right) \cap \ker \left( \frac{\partial}{\partial Z^\dagger} \right) \cap \ker \left( \frac{\partial}{\partial Z} \right).
\]

For \( f = f^+ e_+ + f^- e_- \in A_{m,n}^{[1]}(U) \), the component functions \( f^\pm : U_{\mathbb{C}}^\pm \rightarrow \mathbb{C} \) are polyanalytic of order \( m \) and \( n \), respectively. Therefore, they satisfy

\[
\begin{align*}
\partial_\alpha f^+ &= 0 = \partial_\beta f^-,
\partial_\beta f^+ &= 0 = \partial_\alpha f^-,
\partial_\beta f^+ &= 0 = \partial_\beta f^-.
\end{align*}
\]

This can be rewritten equivalently as

\[
\frac{\partial\max(m,n)}{\partial Z^*\max(m,n)} f \bigg| \frac{\partial}{\partial Z^\dagger} f \bigg| = \frac{\partial}{\partial Z} f = 0
\]

(3.3)
and shows that
\[ A_{m,n}^{[1]}(U) \subseteq \ker \left( \frac{\partial^{\max(m,n)}}{\partial Z^*} \right) \cap \ker \left( \frac{\partial}{\partial Z} \right) \cap \ker \left( \frac{\partial}{\partial \overline{Z}} \right). \]

Now, if \( g \) satisfies
\[ \frac{\partial^\ell g}{\partial Z^{*\ell}} = \frac{\partial g}{\partial Z^\dagger} = \frac{\partial g}{\partial \tilde{Z}} = 0, \]
we obtain \( \partial^\alpha f^+ = \partial^\beta f^- = 0 \). Moreover, \( f^+ \) (resp. \( f^- \)) is clearly independent of \( \beta \) and \( \overline{\beta} \) (resp. \( \alpha \) and \( \overline{\alpha} \)). Then,
\[
\text{there exists a pair of nonnegative integers } (m, n) \text{ such that } \ell = \max(m, n), \text{ and } \\
\partial^m_\alpha f^+ = \partial^n_\beta f^- = 0. \text{ Therefore, } g \text{ is a }(m, n)\text{-bc-polyholomorphic in } U. \]

A more general definition can be proposed from (2.5), (2.6) and (2.7).

**Definition 3.7** ([12]) A bicomplex-valued function \( f : U \rightarrow \mathbb{B}\mathbb{C} \) is said to be \((m, n, k)\)-bc-polyholomorphic if
\[ \partial^m_\alpha f = \partial^n_\beta f = \partial^k_Z f = 0. \]

We denote by \( A_{m,n,k}^{[2]}(U) \) the corresponding space.

The class of \((m, n)\)-bc-polyholomorphic of first kind appears then as a subclass of the second one in Definition 3.7, so that Proposition 3.6 can be reworded as
\[ A_{\ell,1,1}^{[2]}(U) = \bigoplus_{j,k=0}^{\ell} A_{j,k}^{[1]}(U). \]

The following establishes a characterization of \((m, n, k)\)-bc-polyholomorphic functions.

**Proposition 3.8** A bicomplex-valued function \( f \) in \( \mathbb{B}\mathbb{C} \) is \((m, n, k)\)-bc-polyholomorphic if and only if it can be expanded as
\[ f(Z) = \sum_{\ell_1=0}^{m-1} \sum_{\ell_2=0}^{n-1} \sum_{\ell_3=0}^{k-1} Z^{*\ell_1} \tilde{Z}^{\ell_2} Z^{\ell_3} H_{\ell_1,\ell_2,\ell_3}(Z) \]
for given bc-holomorphic functions \( H_{\ell_1,\ell_2,\ell_3} \).

**Proof** Write \( f(\alpha e^+ + \beta e^-) = f^+(\alpha e^+ + \beta e^-)e^+ + f^-(\alpha e^+ + \beta e^-)e^- \) for some given \( f^\pm : \mathbb{B}\mathbb{C} \rightarrow \mathbb{C} \). Then, by means of the idempotent decomposition, the system
\[ \partial^m_Z f = \partial^n_Z f = \partial^k_Z f = 0 \] reads equivalently as \( \partial^m_\alpha f^+ = \partial^n_\beta f^+ = \partial^k_\alpha f^+ = 0 \) and \( \partial^m_\beta f^- = \partial^n_\alpha f^- = \partial^k_\beta f^- = 0 \). Subsequently, \( f^+ \) and \( f^- \) can be expanded as

\[ f^+(\alpha e^+ + \beta e^-) = \sum_{\ell_1=0}^{m-1} \sum_{\ell_2=0}^{n-1} \sum_{\ell_3=0}^{k-1} \alpha^{\ell_1} \beta^{\ell_2} \beta^{\ell_3} h_{\ell_1, \ell_2, \ell_3}(\alpha) \]

and

\[ f^-(\alpha e^+ + \beta e^-) = \sum_{\ell_1=0}^{m-1} \sum_{\ell_2=0}^{n-1} \sum_{\ell_3=0}^{k-1} \beta^{\ell_1} \alpha^{\ell_2} \alpha^{\ell_3} g_{\ell_1, \ell_2, \ell_3}(\beta) \]

for the given holomorphic functions \( h_{\ell_1, \ell_2, \ell_3}, g_{h_1, h_2, h_3} : \mathbb{C} \rightarrow \mathbb{C} \). This proves (3.5) by setting \( H_{\ell_1, \ell_2, \ell_3}(Z) = h_{\ell_1, \ell_2, \ell_3}(e^+ + g_{h_1, h_2, h_3}(e^-) \), which is clearly bc-holomorphic thanks to Theorem 2.3.

An alternative proof of Proposition 3.8 using its complex version is the following. Starting from given

\[ f(\alpha e^+ + \beta e^-) = f^+(\alpha e^+ + \beta e^-) e^+ + f^-(\alpha e^+ + \beta e^-) e^- \]

in \( A^{[2]}_{m,n,k}(T) \), we can claim that the partial functions

\[ F_{\beta_0}^+ : \mathbb{C} \rightarrow \mathbb{C}; \alpha \mapsto F_{\beta_0}^+(\alpha) = f^+(\alpha e^+ + \beta_0 e^-) \quad (3.6) \]

and

\[ F_{\alpha_0}^- : \mathbb{C} \rightarrow \mathbb{C}; \beta \mapsto F_{\beta_0}^-(\beta) = f^- (\alpha_0 e^+ + \beta_0 e^-) \quad (3.7) \]

are polyanalytic with order \( m \) for every fixed complex numbers \( \beta_0 \) and \( \alpha_0 \), respectively. In fact, we have \( \partial^m_\alpha F_{\beta_0}^+ = \partial^m_\beta f^+(\alpha e^+ + \beta_0 e^-) = 0 \), \( \partial^{m-1}_\alpha F_{\beta_0}^+ \neq 0 \), \( \partial^m_\beta F_{\alpha_0}^- = \partial^m_\beta f^- (\alpha_0 e^+ + \beta_0 e^-) = 0 \) and \( \partial^{m-1}_\beta F_{\alpha_0}^- \neq 0 \), since \( F_{\beta_0}^+ \in A^{[2]}_m(\alpha) \) and \( F_{\alpha_0}^- \in A^{[2]}_m(\beta) \). Therefore, from [4], we know that the real parts \( \Re(\partial^m_\alpha F_{\beta_0}^+) \) and \( \Re(\partial^m_\alpha F_{\alpha_0}^-) \) are \( m \)-polyharmonic with respect to the Laplacian \( \Delta_\alpha \) and \( \Delta_\beta \), respectively.

\[ \Delta^m_\alpha \left( \Re(\partial^m_\alpha F_{\beta_0}^+) \right) = 0 = \Delta^m_\beta \left( \Re(\partial^m_\alpha F_{\alpha_0}^-) \right) \]

for every fixed \( \alpha_0, \beta_0 \). Subsequently,

\[ (\Delta_\alpha \Delta_\beta)^m(\Re(f)) = \Re \left( \Delta^m_\beta \left( \Delta^m_\alpha F_{\beta_0}^+ (\alpha) \right) + \Delta^m_\alpha \left( \Delta^m_\beta F_{\alpha_0}^- (\beta) \right) \right) = 0. \]
This shows that $\Re_c(f) : T \to \mathbb{R}$ is $\Delta_\alpha \Delta_\beta$- polyharmonic of order $m$. In a similar way, we obtain

$$\Delta_{bc}^m (\Re_{hyp}(f)) = \Delta_\alpha^m (\Re(F_\alpha^+)) e^+ + \Delta_\beta^m (\Re(F_\alpha^-)) e^- = 0.$$ 

This complete the proof of Proposition 3.8.

4 Bicomplex polyharmonic functions

A complex-valued function $u(x, y)$ is said to be polyharmonic of order $n$ in some region $\Omega$ of the plane $\mathbb{R}^2$, if it belongs to $C^{2n}(\Omega)$ and satisfies the Laplace equation of order (the smallest nonnegative) $n$, $\Delta^n u(x, y) = 0$, with $\Delta$ is the Laplace operator in (2.9). Its general solution plays an important role in the torsion-free axisymmetric deformation problems in elasticity theory. The close connection to polyanalytic remains valid as expected in the assertion below [4, p.19].

**Theorem 4.1** A complex-valued function $f = \phi + i \psi$ on $\mathbb{C}$; $\phi, \psi : \mathbb{C} \to \mathbb{R}$, belongs to $A_n^2[\mathbb{C}]$ if and only if its real part $\Re(f) := \phi$ is a polyharmonic function of the same order.

An interesting result in the theory of polyharmonic functions is due to Almansi [2]. Below we state it for the complex plane $\mathbb{C} = \mathbb{R}^2$. However, the result remains valid in for star-shaped domain with respect to the origin. high dimension.

**Theorem 4.2** Every polyharmonic complex-valued function $F$ of order $m$ admits a unique decomposition of the form

$$f(z) = \sum_{k=0}^{m-1} |z|^{2k} h_k(z),$$

where $h_k$ are harmonic functions.

In the bicomplex context, we suggest the following.

**Definition 4.3** A bicomplex-valued function $F$ is said to be bicomplex polyharmonic (shortly, bc-polyharmonic) of (exact) order $n$ if $n$ the smallest positive integer such that $\Delta_{bc}^n f = 0$. The case of $n = 1$ corresponds to the conventional bc-harmonic functions.

Subsequently, $F = F^+ e^+ + F^- e^-$ is $n$-bc-polyharmonic with respect to $\Delta_{bc}$ if and only if the idempotent components $F^+$ and $F^-$ are polyharmonic of order $n_1$ and $n_2$ with respect to $\Delta_\alpha$ and $\Delta_\beta$, respectively, with $n = \max(n_1, n_2)$. The next theorem provides a representation of the so-called bicomplex polyharmonic functions in terms of bc-harmonic functions. This is in fact a natural extension of Almansi’s result (Theorem 4.2) to the bc-polyharmonic functions.
Proposition 4.4 Let $F : \mathbb{B} \mathbb{C} \rightarrow \mathbb{D}$ be a $\Delta_{bc}$-polyharmonic function of order $m$. Then, there exists bc-harmonic functions $H_k$, $k = 0, 1, \cdots, m - 1$, such that

$$F(Z) = \sum_{k=0}^{m-1} |Z|^{2k} h_k(\beta) H_k(Z).$$

Proof Let $F$ be a hyperbolic-valued polyharmonic function of order $m$ with respect to $\Delta_{bc} := \Delta_\alpha e_+ + \Delta_\beta e_-$. Since the partial functions $F_{\beta_0}^+(\alpha) := F^+(\alpha e_+ + \beta_0 e_-)$ and $F_{\alpha_0}^-(\beta) := F^-(\alpha_0 e_+ + \beta e_-)$ are polyharmonic on $\mathbb{C}$ of order $r$ and $s$ with respect to the Laplacians $\Delta_\alpha$ and $\Delta_\beta$, for every $\beta_0$ and $\alpha_0$ respectively, with $\max(r, s) = m$, one can apply Theorem 4.2. Thus, there exist certain harmonic functions $h_k^{\beta_0}$ and $g_k^{\alpha_0}$ with respect to $\Delta_\alpha$ and $\Delta_\beta$, respectively, such that

$$F_{\beta_0}^+(\alpha) = \sum_{k=0}^{m-1} |\alpha|^{2k} h_k^{\beta_0}(\alpha) \quad \text{and} \quad F_{\alpha_0}^-(\beta) = \sum_{k=0}^{m-1} |\beta|^{2k} g_k^{\alpha_0}(\beta).$$

Thus, we can rewrite $F(Z)$ as in (4.1), where $H_k(Z) := h_k^\beta(\alpha) e_+ + g_k^\alpha(\beta) e_-$ for $Z = \alpha e_+ + \beta e_-$, with

$$\Delta_{bc} H_k = \Delta_\alpha h_k^\beta(\alpha) e_+ + \Delta_\beta g_k^\alpha(\beta) e_- = 0.$$

This completes the proof.

5 Hyperbolic real part of bc-polyharmonic functions

In this section, we discuss the problem of characterizing the hyperbolic-valued $\Delta_{bc}$-bc-polyharmonic functions that are the hyperbolic real parts of the bicomplex-valued polyholomorphic functions. To this purpose, we begin by giving the proof of the bicomplex analog related the $(m, n)$-bc-holomorphic functions (stated as Theorem 1.3 in the introductory section).

Proof of Theorem 1.3 Starting from a given $f = f^+(\alpha)e_+ + f^-(\beta)e_- \in A_{m,n}^{[1]}(\mathbb{B}\mathbb{C})$ with $f^+ \in A_{m}^{\alpha}(\mathcal{G})$ and $f^- \in A_{n}^{\beta}(\mathcal{G})$, it is clear that the functions $\psi^+ = \Re(f^+)$ and $\psi^- = \Re(f^-)$ are $\Delta_\alpha$- and $\Delta_\beta$-polyharmonic of order $m$ and $n$, respectively. Therefore, $\Re_h(f) = \Re(f^+) e_+ + \Re(f^-) e_- = \psi^+ e_+ + \psi^- e_- = 0$ and $\Delta_{bc}^\max(m,n)(F) = 0$. For the converse, let $F : \mathbb{B} \mathbb{C} \rightarrow \mathbb{D}$ be a given $\Delta_{bc}$-polyharmonic function of order $\ell$. The assumption $\partial_{Z^\dagger} F = \partial_{\bar{Z}} F = 0$ ensures the independence of the idempotent competent $F^+$ (resp. $F^-$) in $\beta$ and $\bar{\beta}$ (resp. $\alpha$ and $\bar{\alpha}$). Therefore, one concludes by applying Theorem 4.1 to the $\Delta_{\alpha^-}$ (resp. $\Delta_{\beta^-}$) polyharmonic function $F^+(\text{resp.} F^-) : \mathbb{C} \rightarrow \mathbb{R}$.

The next result discusses the bc-polyharmonicity of hyperbolic real part of a given bc-polyholomorphic function (whose proof result can be handled in many ways).
Proposition 5.1 Let \( f : \mathbb{B} \mathbb{C} \to \mathbb{B} \mathbb{C} \) be a \((m, n, k)\)-bc-polyholomorphic function in \( \mathbb{B} \mathbb{C} \). Then, the following assertions hold true.

(i) \( f \) is \( \Delta_{bc} \)-bc-polyharmonic of order \( m \).
(ii) \( f^\dagger \) is \( \Delta_{bc} \)-bc-polyharmonic of order \( \min(n,k) \) (equivalently \( f \) is \( \Delta_{bc}^\dagger \)-bc-polyharmonic of order \( \min(n,k) \)).
(iii) The idempotent component function \( f^+ \) is \( \Delta_\alpha \)-bc-polyharmonic of order \( m \), while \( f^- \) is \( \Delta_\beta \)-bc-polyharmonic of order \( \min(m,n,k) \).
(iv) \( \Re_{\text{hyp}}(f) \) is \( \Delta_{bc} \)-bc-polyharmonic of order \( m \).
(v) The function \( \Re_{\text{hyp}}(f^\dagger) \) is \( \Delta_{bc} \)-polyharmonic of order \( \min(n,k) \).
(vi) \( \Re_c(f) \) is bc-polyharmonic of order \( \max(m, \min(n,k)) \), with respect to \( \Delta_\alpha, \Delta_\beta \) and \( \Delta_{bc} \).

**Proof** Assertion (i) readily follows from \( f \) being a \((m, n, k)\)-bc-polyholomorphic function, \( \Delta_{bc}^m f = \overline{\partial_Z} \cdot \partial_Z f = 0 \). For (ii) we use the fact

\[
\Delta_{bc}^\ell (f^\dagger) = ((\Delta_{bc}^\ell f)^\dagger) = \partial_Z^\ell \cdot \partial_Z f
\]

to get \( \Delta_{bc}^\ell (f^\dagger) = 0 \) for \( \ell \geq \min(n,k) \) and \( \Delta_{bc}^{\ell-1}(f^\dagger) \neq 0 \). This proves that \( f^\dagger \) is also a bc-polyharmonic function of order \( \min(n,k) \).

The proof of (iii) follows making use of the idempotent decomposition. Indeed, \( f \in \mathcal{A}_{m,n,k}^2(\mathbb{B} \mathbb{C}) \) reads equivalently \( \partial_{\alpha}^m f^+ = \partial_{\beta}^n f^+ = \partial_{\beta}^k f^+ = 0 \) and \( \partial_{\alpha}^m f^- = \partial_{\beta}^n f^- = \partial_{\beta}^k f^- = 0 \). These two systems imply \( \Delta_{\alpha}^m f^+ = \Delta_{\alpha}^m f^- = 0 \). Hence \( f^+ \) is a \( \Delta_\alpha \)-bc-polyharmonic function of order \( m \). Moreover, we get \( \Delta_{\alpha}^{\min(n,k)} f^- = \Delta_{\beta}^{\min(n,k)} f^+ = 0 \), which proves that \( f^- \) is \( \Delta_\alpha \)-bc-polyharmonic of order \( \min(m,n,k) \). This can also be handled using Proposition 3.8, so that one gets

\[
\Delta_{\beta}^r f^+ = \sum_{\ell_1, \ell_2, \ell_3=0}^{m-1,n-1,k-1} \frac{\ell_2!}{(\ell_2 - r)!} \frac{\ell_3!}{(\ell_3 - r)!} \overline{\alpha}^{\ell_1} \overline{\beta}^{\ell_2-r} \beta^{\ell_3-r} h_{\ell_1, \ell_2, \ell_3}(\alpha)
\]

and

\[
\Delta_{\alpha}^r f^- = \sum_{\ell_1, \ell_2, \ell_3=0}^{m-1,n-1,k-1} \frac{\ell_2!}{(\ell_2 - r)!} \frac{\ell_3!}{(\ell_3 - r)!} \overline{\beta}^{\ell_1} \overline{\alpha}^{\ell_2-r} \alpha^{\ell_3-r} g_{\ell_1, \ell_2, \ell_3}(\beta).
\]

With this we can provide another proof of (i) and (ii).

For the proof of (iv), it should be noted that the involved function \( (\alpha, \beta) \mapsto f^+(\alpha e^+ + \beta e^-) \) is a polynomial in the variable \( \beta \) and \( \overline{\beta} \) of exact degrees \( k - 1 \) and \( n - 1 \), respectively. Moreover, it is \( m \)-polyharmonic with respect to \( \alpha, \alpha \mapsto f^+_\beta(\alpha) := f^+(\alpha e^+ + \beta e^-) \in \mathcal{A}_m^m(\overline{\alpha}) \). Accordingly,

\[
\Delta_{bc}^m(\Re_{\text{hyp}}(f)) = \Re(\Delta_{\alpha}^m f^\dagger e^+) + \Re(\Delta_{\beta}^m f^- e^+) = 0.
\]
Therefore, $\mathfrak{R}_{hyp} f$ is $\Delta_{bc}$-bc-polyharmonic of order $m$. This can also be reproved making use of (i) and (ii). Indeed, we have $\Delta_{bc}^\ell (\mathfrak{R}_{hyp} f) = \mathfrak{R}_{hyp} (\Delta_{bc}^\ell f) = 0$, for $\ell \geq m$, since $2\mathfrak{R}_{hyp} (f) = f + f^*$ and $\Delta_{bc} f^* = (\Delta_{bc} f)^*$, which proves (iv).

Assertion (v) follows from (ii) combined with the fact that

$$\Delta_{bc} \left( \mathfrak{R}_{hyp} (f^\dagger) \right) = \mathfrak{R}_{hyp} \left( \Delta_{bc}^\dagger (f) \right).$$

Finally, the proof of (vi) lies in the polynomiality of $\mathfrak{R}(f^\dagger_\beta)$ and the polynomiality of $\mathfrak{R}(f^{-\dagger}_\alpha)$, which implies

$$\Delta_{\beta \min(n,k)} (\mathfrak{R} f^\dagger_\beta) = 0 \quad \text{and} \quad \Delta_{\alpha \min(n,k)} (\mathfrak{R} f^{-\dagger}_\alpha) = 0,$$

respectively. Subsequently, for $s = \max(m, \min(n, k))$ we have

$$\Delta_{\alpha}^{s} (\mathfrak{R} f^\dagger_\beta + \mathfrak{R} f^{-\dagger}_\alpha) = \Delta_{\alpha}^{s} (\mathfrak{R} f^\dagger_\beta) + \Delta_{\alpha}^{s} (\mathfrak{R} f^{-\dagger}_\alpha) = 0$$

and

$$\Delta_{\alpha}^{s} (\mathfrak{R} f^\dagger_\beta + \mathfrak{R} f^{-\dagger}_\alpha) = \Delta_{\beta}^{s} (\mathfrak{R} f^\dagger_\beta) + \Delta_{\beta}^{s} (\mathfrak{R} f^{-\dagger}_\alpha) = 0.$$

This proves that $\mathfrak{R}_c (f)$ is polyharmonic of order $s = \max(m, \min(n, k))$ with respect to $\Delta_{\alpha}, \Delta_{\beta}$ and $\Delta_{bc}$. An alternative direct proof of $\Delta_{bc}$-bc-polyharmonicity of $\mathfrak{R}_c f$ makes use of the observation that

$$4\mathfrak{R}_c (f) = f + f^* + f^\dagger + \tilde{f} = 2(\mathfrak{R}_{hyp} (f) + (\mathfrak{R}_{hyp} (f))^\dagger),$$

and making appeal to (iv) together with (ii). \hfill $\square$

**Remark 5.2** For $f \in A_{m,n,k}^{[2]} (U)$, the function $\mathfrak{R}_c (f)$ is then harmonic with respect to $\Delta_{\alpha}^{s} + \Delta_{\beta}^{s}$ with $s = \max(m, \min(n, k))$. Notice also that

$$\Delta_{bc}^r (\mathfrak{R}_c (f)) = \Delta_{bc}^r (\mathfrak{R}_{hyp} (f)) + \Delta_{bc}^r (\mathfrak{R}_{hyp} (f)^\dagger).$$

Therefore, if $\mathfrak{R}_{hyp} (f)$ and $(\mathfrak{R}_{hyp} (f))^\dagger$ are bc-polyharmonic, then $\mathfrak{R}_c (f)$ is also bc-polyharmonic.

**Remark 5.3** Let $F : \mathbb{BC} \rightarrow \mathbb{D}$ such that $F = \mathfrak{R}_{hyp} g$ for given bicomplex-valued function $g$. A sufficient condition for $F$ to be bc-polyharmonic of order $m$ is that $\partial_{Z_+} g = 0$.

**Proposition 5.4** For $f \in A_{m_f,n_f,k_f}^{[2]} (U)$ and $g \in A_{m_g,n_g,k_g}^{[2]} (U)$ of exact order $(m_f, n_f, k_f)$ and $(m_g, n_g, k_g)$, respectively, such that $\mathfrak{R}_{hyp} f = \mathfrak{R}_{hyp} g$, then $(m_f, n_f, k_f) = (m_g, n_g, k_g)$. 

Proof Let \( f \) and \( g \) be as in Proposition 3.8. Then from (i) and (ii) we get \( m_f = m_g \) and \( \min(n_f, k_f) = \min(n_g, k_g) \). Accordingly, without loss of generality, we can assume that \( \min(n_f, k_f) = n_f \). Thus, we distinguish two cases.

The first case of \( n_f = k_g \) implies \( n_f \leq \min(k_f, k_g) \). Therefore by applying the operator \( \partial_{Z}^{n_f} \) to both sides of \( \Re_{\text{hyp}}(f) = \Re_{\text{hyp}}(g) \), keeping in mind the facts \( \partial_{Z}^{n_f} f = 0 \), \( \partial_{Z}^{n_f} g = \partial_{Z}^{n_g} g = 0 \), we obtain

\[
(\partial_{Z}^{n_f} f)^* = \partial_{Z}^{n_g} g.
\]

Thus, by the action of \( \partial_{Z}^{\ell} \) for \( \ell = k_f - n_f \) (resp. \( \ell = k_g - n_g \)), it readily follows that \( 0 = \partial_{Z}^{n_f} g \) (resp. \( \partial_{Z}^{n_f} f = 0 \)). This shows that \( k_f \leq k_g \) (resp. \( k_f \geq k_g \)). Hence \( k_f = k_g \).

The second case of \( n_f = n_g \) can be handled in a quite similar way. Indeed, by making use of \( \partial_{Z}^{k_f} \), we get from \( \Re_{\text{hyp}}(f) = \Re_{\text{hyp}}(g) \) that \( 0 = \partial_{Z}^{k_f} g \) since \( k_f \geq n_f \) and \( \partial_{Z}^{k_f} f = \partial_{Z}^{k_f} f^* = \partial_{Z}^{k_f} g^* \). Hence \( k_f \geq n_g \). But, by applying \( \partial_{Z}^{k_f} \) we obtain

\[
\partial_{Z}^{k_f} f^* = \partial_{Z}^{k_f} g \quad \text{which gives rise to} \quad (\partial_{Z}^{n_f} f)^* = 0.
\]

This shows that \( n_g \geq k_f \). Thus, the proof of the requested assertion.

\( \square \)

The similar question for the subclass \( A_{m,n}(\mathbb{B}) \) seems to require further investigation. To this end, we establish the following.

Lemma 5.5 Let \( F : \mathbb{B} \rightarrow \mathbb{D} \) be a \( \Delta_{bc} \)-polyharmonic function of order \( m \). Then, there exist nonnegative integers \( r, s \) such that \( m = \max(r, s) \), and a bicomplex-valued function \( G \) in \( \mathbb{B} \) satisfying

(i) \( G = \Re_{\text{hyp}}(F) \) and therefore \( \Delta_{bc} \)-polyharmonic.

(ii) \( G \) belongs to \( \ker(\partial_{Z}^{m} \ast) \).

Proof Consider the bicomplex-valued function \( G(\alpha e_+ + \beta e_-) := \varphi_\beta(\alpha)e_+ + \phi_\alpha(\beta)e_- \), where \( \varphi_\beta \) and \( \phi_\alpha \) are those involved in the proof of Proposition 5.1. Then, \( G \) belongs to \( A_{\alpha}^{\alpha}[\overline{\alpha}]e_+ + A_{\beta}^{\beta}[\overline{\beta}]e_- \subset A_{m}[\overline{\alpha}]e_+ + A_{m}^{\beta}[\overline{\beta}]e_- \). It is clear that \( G \) is \( \Delta_{bc} \)-bc-polyharmonic which proves (i). Moreover, we have

\[
\Re_{\text{hyp}}(G) = \Re(\varphi_\beta)(\alpha)e_+ + \Re(\phi_\alpha)(\beta)e_- = F.
\]

Next, by expanding \( \varphi_\beta \in A_{r}^{\alpha}[\overline{\alpha}] \) and \( \phi_\alpha \in A_{s}^{\beta}[\overline{\beta}] \) as

\[
\varphi_\beta(\alpha) = \sum_{j=0}^{r-1} \overline{\alpha}^j \varphi_{\beta,j}(\alpha) \quad \text{and} \quad \phi_\alpha(\beta) = \sum_{k=0}^{s-1} \overline{\beta}^k \phi_{\alpha,k}(\beta)
\]
for some holomorphic functions $\varphi_{\beta,j}$ and $\phi_{\alpha,k}$, the function $G$ can be rewritten as

$$G_{r,s}(\alpha e_+ + \beta e_-) = \frac{1}{2} \left( \sum_{j=0}^{r-1} \bar{\alpha}^j \varphi_{\beta,j}(\alpha)e_+ + \sum_{k=0}^{s-1} \beta^k \phi_{\alpha,k}(\beta)e_- \right)$$

$$= \sum_{j=0}^{\max(r,s)-1} Z^s_j \psi_j(\alpha e_+ + \beta e_-) \in \ker(\partial_{Z^*}^{\max(r,s)})$$

for given bicomplex-valued functions $\psi_j$. This completes the proof of assertion (ii). □

With the above data, we can give a succinct proof of the theorem below.

**Theorem 5.6** Let $F : \mathbb{BC} \rightarrow \mathbb{D}$ be a $\Delta_{bc}$-polyharmonic function of order $m$. There exists a unique pair of nonnegative integers $(r, s)$ such that $m = \max(r, s)$ and if $f \in A_{r,s}^1(\mathbb{BC})$ whose hyperbolic part is $F$, then $r' = r$ and $s' = s$.

**Proof** Let $F : \mathbb{BC} \rightarrow \mathbb{BC} \in A_{r,s}^1(\mathbb{BC})$ and write $F = F^+(\alpha)e_+ + F^-(\beta)e_-$ with $F^+ \in A_\alpha^\mu(\mathbb{BC})$ and $F^- \in A_\beta^\mu(\mathbb{BC})$, such that $f = \Re_{hyp}(f) = \Re(F^+)(\alpha)e_+ + \Re(F^-)(\beta)e_-$. According to the proof of Lemma 5.5, we conclude that $\Re(F^+)(\alpha) = \Re(\varphi_{\beta}(\alpha)$ and $\Re(F^-)(\beta) = \Re(\phi_{\alpha})(\beta)$ for every $\alpha, \beta \in \mathbb{C}$. Therefore, the polyharmonicity of the idempotent component functions $F^+, F^-$, $\varphi_{\beta}$ and $\phi_{\alpha}$ shows that $r = r'$ and $s = s'$. □

We conclude this paper with a proof of our main result (Theorem 1.2) concerned with the bicomplex analog of Theorem 4.1 for the elements belonging to $A_{m,n,k}^2(\mathbb{BC})$. Namely, we provide appropriate conditions to a hyperbolic-valued bc-polyharmonic function to be the hyperbolic part of certain $(m, n, k)$-bc-polyholomorphic function.

**Proof of Theorem 1.2** Let $F : \mathbb{BC} \rightarrow \mathbb{D}$ be a bc-polyharmonic function of order $m$ and assume that there exists a $(s, n, k)$-bc-polyholomorphic function $f \in A_{m,n,k}^2(\mathbb{BC})$ such that $F = \Re_{hyp}(f)$. Then, by Proposition 5.4, we have $s = m$. Moreover, a direct computation shows that for $\ell \geq \max(n, k)$ we have

$$\partial_{Z^*}^{\ell} F = \frac{1}{2} \left( \partial_{Z^*}^{\ell} f + (\partial_{Z}^{\ell} f)^* \right) = 0$$

and

$$\partial_{Z}^{\ell} F = \left( \partial_{Z^*}^{\ell} F \right)^* = 0.$$ 

Accordingly, $F$ belongs to $\ker(\partial_{Z^*}^{\max(n,k)}) \cap \ker(\partial_{Z}^{\max(n,k)})$.

Conversely, let $F : \mathbb{BC} \rightarrow \mathbb{D}$ be a bc-polyharmonic function of order $m$ such that $F \in \ker(\partial_{Z^*}^n) \cap \ker(\partial_{Z}^k)$. Then, $F$ is of the form

$$F(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} G_{\ell_1, \ell_2}(Z, Z^*)(Z^\dagger)^{\ell_1} (\widetilde{Z})^{\ell_2}$$
for some bicomplex-valued-functions $G_{\ell_1,\ell_2}$, which becomes bc-polyharmonic of order $m$ by assuming that $\Delta_{bc}^m F = 0$. Now, using the idempotent decomposition we get the system $\partial_1^n R^+ = \partial_2^k F^+ = 0$ and $\partial_1^n F^- = \partial_2^k F^- = 0$. Thus, we can rewrite $F(Z) = F^+(Z)e_+ + F^-(Z)e_-$ with $Z = \alpha e_+ + \beta e_-$. As

$$F^+(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} a_{\ell_1,\ell_2}(\alpha, \bar{\alpha}) \beta^{\ell_1}(\bar{\beta})^{\ell_2},$$

and

$$F^-(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} b_{\ell_1,\ell_2}(\beta, \bar{\beta}) \alpha^{\ell_1}(\bar{\alpha})^{\ell_2},$$

so that

$$F(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} (a_{\ell_1,\ell_2}(\alpha, \bar{\alpha})e_+ + b_{\ell_1,\ell_2}(\beta, \bar{\beta})e_-) (Z^\dagger)^{\ell_1}(\bar{Z})^{\ell_2},$$

where $a_{\ell_1,\ell_2}(\alpha, \bar{\alpha})$ and $b_{\ell_1,\ell_2}(\beta, \bar{\beta})$ are complex-valued functions on $\mathbb{C}$. Now, taking into account that $F$ is an $m$-bc-polyharmonic function, we conclude

$$\sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} \Delta_{bc}^m (a_{\ell_1,\ell_2}(\alpha, \bar{\alpha})e_+ + b_{\ell_1,\ell_2}(\beta, \bar{\beta})e_-) (Z^\dagger)^{\ell_1}(\bar{Z})^{\ell_2} = 0.$$

Therefore $a_{\ell_1,\ell_2}(\alpha, \bar{\alpha})$ and $b_{\ell_1,\ell_2}(\beta, \bar{\beta})$ are polyharmonic of order $r$ and $s$ with respect to $\Delta_\alpha$ and $\Delta_\beta$, respectively, such that $m = \max(r, s)$. By identification, it follows

$$G_{\ell_1,\ell_2}(Z, Z^*) = a_{\ell_1,\ell_2}(\alpha, \bar{\alpha})e_+ + b_{\ell_1,\ell_2}(\beta, \bar{\beta})e_-.$$  

In the other hand, by making use of Theorem 4.1, there are $m$-polynanalytic functions $\varphi_{\ell_1,\ell_2} \in A^\varphi_{\ell_1,\ell_2}[\bar{\alpha}]$ and $\psi_{\ell_1,\ell_2} \in A^\psi_{\ell_1,\ell_2}[\bar{\beta}]$ such that $a_{\ell_1,\ell_2} = \mathfrak{H}(\varphi_{\ell_1,\ell_2})$ and $b_{\ell_1,\ell_2} = \mathfrak{H}(\psi_{\ell_1,\ell_2})$. Hence

$$F(Z) = \sum_{\ell_1=0}^{n-1} \sum_{\ell_2=0}^{k-1} \mathfrak{H}_{hyp} f_{\ell_1,\ell_2}(Z, Z^*)(Z^\dagger)^{\ell_1}(\bar{Z})^{\ell_2}.$$  

The involved functions $f_{\ell_1,\ell_2}$ are given by

$$f_{\ell_1,\ell_2} = a_{\ell_1,\ell_2}(\alpha, \bar{\alpha})e_+ + b_{\ell_1,\ell_2}(\beta, \bar{\beta})e_-$$

and belong to $A^{[1]}_{r,s}(\mathbb{B}_C).$
**Remark 5.7** For $n = k = 1$ we recover the result of Theorem 1.3.
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