Freezing vs. equilibration dynamics in the Potts model

Francesco Chippari* and Marco Picco

Sorbonne Université, CNRS UMR 7589, Laboratoire de Physique Théorique et Hautes Energies, 4 Place Jussieu, 75252 Paris Cedex 05, France
E-mail: fchippari@lpthe.jussieu.fr

Received 12 September 2022
Accepted for publication 20 December 2022
Published 14 February 2023

Abstract. We study the quench dynamics of the $q$ Potts model on different bi/tri-dimensional lattice topologies. In particular, we are interested in instantaneous quench from $T_i \to \infty$ to $T \leq T_s$, where $T_s$ is the (pseudo)-spinodal temperature. The goal is to explain why, in the large-$q$ limit, the low-temperature dynamics freezes on some lattices while on others the equilibrium configuration is easily reached. The cubic ($3d$) and the triangular ($2d$) lattices are analysed in detail. We show that the dynamics blocks when lattices have acyclic unitary structures while the system goes to the equilibrium when these are cyclic, no matter the coordination number ($z$) of the particularly considered lattice.
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1. Introduction, applications and motivations

The Potts model has been extensively studied by scientists for its wealth of features [1–3]. It is a generalization of the Ising model to the case in which the spin can take $q$ integer values. The Ising model, being the milestone of statistical physics, shares its fame with him. These two models have many common features and also some differences. In particular, both have a paramagnetic-ferromagnetic phase transition. But, while the transition is of second order in temperature for the Ising model, in dimensions two and three (the dimensions we will consider in this work), the Potts model becomes first order for $q > 4$ in two dimensions and $q > 2$ in three dimensions. The Potts model with large values of $q$ has been widely employed to analyse various phenomena like the study of soap foams and cellular morphogenesis [4–6]. Besides statistical physics, this model is widely used in many research domains such as, biophysics and bioinformatics to study protein evolution and folding [7, 8], in quantitative social sciences and network theory [9], or high energy physics [10] to study the qgp\(^1\)-hadron first order phase transition in the scattering of heavy ions.

Over the last years, the dynamics of Potts model has also been the subject of many studies. Indeed, by varying the number of states $q$, one can explore different dynamical behaviours such as, metastability, coarsening, multinucleation and freezing [11–13]. In [12], studying the dynamics through the first order phase transition of the large-$q$ bidimensional Potts model, for the square and honeycomb lattice, we have found a peculiar freezing universal behaviour. At $T = 0$ or $q \rightarrow \infty$ the dynamics is frozen forever and those blocked states are never escaped. Next, for finite sub-spinodal temperature and finite but still large $q$, after a universal time of the Arrhenius form $t_s = e^{J/T}$, the equilibrium state is reached via coarsening. It was also found that the spinodal temperature $T_s$ below which the dynamics happens to be frozen up to $t_s$ is given by $T_s = 2T_c/z$ with $z$ the coordination number of the lattice. On the contrary, for the triangular lattice we do not see blocking at any temperature or $q$. Then a few natural questions are: why does the dynamics blocks for the square and honeycomb lattice but not for the triangular lattice? What are the lattice properties that induce these two kinds of behaviour?

Following these previous results, it was suggested that the coordination number dictates the presence or absence of freezing. One of the aim of the present work is to test

\(^1\) Quark-gluon-plasma.
this suggestion by considering the cubic case which has the same coordination number as the bidimensional triangular lattice. In the following, we will show that freezing exists also for the cubic lattice, invalidating the claim that the coordination number characterizes the low temperature dynamics. Our results for the cubic lattice show the existence of a pseudo-spinodal temperature with the same expression, $T_s = 2T_c/z$, with freezing for a quench below this temperature up to a universal time scale $e^{J/T}$. We will argue that it is in fact the unitary structure of the lattices, which is made up of a central spin connected with its $z$ neighbours, called external spins, which is responsible for the different types of behaviours at low temperatures. A lattice for which one can connect any pair of external spins by a path in the unitary structure without going through the central spin is called cyclic and otherwise it is called acyclic. For lattices with cyclic unitary structure there is no freezing, while if this is acyclic, blocked states will freeze the dynamics.

The paper is organized as follows: in section 2 we recall some useful features of the Potts model and explain how we can determine the critical temperatures $T_c$ and the pseudo spinodal temperatures $T_s$. In section 3, we recall previous results obtained for the dynamical behaviour in two dimensions. Section 4 contains our new results for the dynamics of the cubic lattice and in section 5 we give a physical argument for the different dynamical behaviours as a function of the structures of the lattices. In section 6, we summarize our conclusions.

2. The model, the algorithm and the low temperature region

We are using the Potts model defined by:

$$H_J[\{s_i\}] = -J \sum_{\langle i,j \rangle} \delta_{s_i, s_j}$$  \hspace{1cm} (1)$$

with $s_i \in \{1,2,\ldots,q\}$, $i \in \{1,\ldots,N = L^d\}$ and the sum is restricted to the nearest neighbours. In both two and three dimensions (that we will consider in this work), it has a first order paramagnetic–ferromagnetic phase transition for $q > 4$ [2]. To study the out of equilibrium dynamics of our Potts model, various quenches to subcritical temperatures have been numerically simulated. Since this model is not endowed with an intrinsic dynamics we have coupled it to a thermal reservoir and we have used the Monte Carlo Markov-chain technique to simulate a continuous time heat bath stochastic dynamics [14–16]. In $d = 3$ dimensions, the critical temperature $T_c$ has not been determined rigorously analytically, contrary to the $d = 2$ case [3]. One can use numerical simulation to determine $T_c$ as a function of $q$, for $d = 3$. But, a simple argument, to determine it approximately, can be obtained by comparing the probability of a paramagnetic and a ferromagnetic state. This simple argument gives a good approximation of the critical temperature in the case of $q \gg 1$, as we will check later on.

The argument goes as follow$^2$: at high temperature, the system is paramagnetic and completely disordered. Thus, each disordered state has a probability of $P_{\text{dis}} \simeq \frac{q^N}{Z}$. On

$^2 J = 1$, from now on.
the other hand, at low temperature, the system is ferromagnetic and ordered with a probability, for each completely ordered state, of $P_{\text{ord}} \approx e^{\beta N z^2/2} Z$ with $z$ the coordination number of the lattice and $\beta = 1/T$. A sketch is shown in figure 1. At $T_c$, these two probabilities should equalize, giving

$$e^{\beta_c z^2/2} = q^N,$$

and thus $\beta^*(q) \approx (2/z) \log(q)$, where we use the index $\beta^*$ to differentiate it from the exact value $\beta_c$. Note that this argument is valid in any dimension.

In $d = 2$, $z = 4$ for the square lattice, this simple argument predicts $\beta^*(q) = 1/2 \log(q)$.

The exact result [3], is $\beta_c(q) = \log(1 + \sqrt{q}) \approx 1/2 \log(q) + q^{-1/2} + \cdots$. Thus in the large $q$ limit, $\beta^*(q)$ goes to the exact result with a correction $O(1/\sqrt{q})$. We can also consider the case of the triangular lattice with $z = 6$. Our prediction is $\beta^*(q) = 1/3 \log(q)$. The critical value is obtained by solving the equation: $x^3 - 3x + 2 - q = 0$ [2], with $x = e^{\beta_c}$. For $q > 4$, the solution is given by:

$$x = 2 \cosh \left\{ \frac{2}{3} \log \left( \frac{\sqrt{q}}{2} + \left( \frac{q}{4} - 1 \right)^{1/2} \right) \right\}. \quad (3)$$

In the large $q$ limit, the leading orders are $\beta_c(q) = 1/3 \log(q) + q^{-2/3} + O(q^{-1})$ which again converges toward $\beta^*(q)$. For the honeycomb lattice with $z = 3$, one needs to solve the equation: $x^3 - 3x^2 - 3(q-1)x + 3q - 1 - q^2 = 0$ [2], for which we obtain $\beta_c(q) = 2/3 \log(q) + \frac{\sqrt{5}}{2} q^{-1/3} + \cdots$, compared with $\beta^*(q) = 2/3 \log(q)$. Thus our naive argument gives a good approximation in $2d$ in the large $q$ limit.

For the three dimensional case, there are no predictions for the critical temperature to compare with. We have to rely on numerical measurements. We will consider the cubic lattice for which $\beta^* = 1/3 \log(q)$ which becomes the critical inverse temperature in the large $q$ limit.

To determine numerically the position of the critical temperature for finite $q$ we proceed as follows. For a given value of $q$, we performed two simulations. A first one in which we start from a low temperature and want to reach a disordered state, thus after having crossed the critical temperature. So we start with a completely ordered state at zero temperature. Next, we change the temperature to a high value $T_1$ and wait until a disordered state is obtained. We repeat this operation but with a smaller value for $T_1$. We call $T_1^+$ the smallest value for which we obtain a disordered state before some fixed large time that we chose as $t_{\text{max}} = 20000 \times L^3$ updates. All our simulations were done using a non-local cluster algorithm, the Wang and Swendsen [17] which, close to the critical point, has a smaller autocorrelation time than local algorithms. In the second simulation, we start from a high temperature and want to reach an ordered
state. Starting from a completely disordered state, we quench it to a low temperature $T_2$ and wait until an ordered state is obtained. We repeat this operation while increasing $T_2$. The maximal value at which we observe an ordering (again in a time less than $t_{\text{max}} = 20000 \times L^3$) is $T_{c}^-$. We then define the critical temperature as $T_c = (T_c^+ + T_c^-)/2$ with $\Delta T_c = |T_c^- - T_c^+|/2$. Our simulations were performed on cubic lattices with periodic boundary conditions with size $L = 32$ for $q \leq 10$ and $L = 10$ for larger values of $q$. The results of our measurements are shown in figure 2. We confirm the results obtained in the literature for $q = 3$ and $q = 4$ [18, 19]. For large values of $q$ and for quench from high to low temperatures, metastability has to be considered [11] and this impacts the estimation of $T_c$. The obtained value for $T_c^-$ is pushed below the real $T_c$ and further as we increase the value of $q$. This explains why, in order to overcome the metastability effects, we have simulated only small sizes ($L = 10$) for large values of $q$. In figure 2, we show, in fact, $\beta_c = 1/T_c$ as a function of $q$ and we compare with the value $\beta^* = \log(q)/3$. For large values of $q$, our measurements are close to this value, as expected. We still observe a small deviation which is due to the effect of metastability, as mentioned above. We also show a fit to the form $\log(q)/3 + a q^{-1/3}$. We obtain an excellent fit to this form with $a = 0.27(1)$ and $b = 0.35(3)$. In figure 2 and in the following of the paper, we impose the value $b = 1/3$ and then $a \approx 0.267$.

Thus we conclude that for large values of $q$, we have $T_c(q) \simeq 3/\log(q)$. From the above fit, we obtain $T_c(q = 100) \simeq 3/\log(100) \times (1 - 0.0339)$, $T_c(q = 1000) \simeq 3/\log(1000) \times (1 - 0.0103)$ and $T_c(q = 10000) \simeq 3/\log(q) \times (1 - 0.0035)$. We will take into account these small deviations in the following.

Last, we need to calculate the (pseudo)-spinodal temperature $T_s$. We use the word (pseudo)-spinodal since we are not in a mean-field theory where an actual spinodal can
be determined. This value establishes the boundary between the low temperature region and the metastable one. In the large $q$ limit, we start from a disordered state. During an update, one spin, belonging to a pair of neighbouring different spins, can flip such that a bond is created. This means that after the spin flip, the two neighbouring spins are in the same state. This increase the energy by $\beta$ and decreases the number of configurations by $q$. So, the weight $P_{\text{bond}}$ associated with a bond between these two spins is related to the weight of the two spins being different, $P_{\text{dis}}$, by:

$$P_{\text{bond}} = e^{\beta} q P_{\text{dis}}.$$  

Thus, if $e^{\beta} \gg q$, a bond will be created and it will be stable. On the contrary, for $q \ll e^{\beta}$, this bond will have a very small probability to be created and this leads to disordered metastable states. This leads us to define $e^{\beta_s} = e^{T_c/T_s} = q$. Then, using the relation $e^{\beta_s} = q^{2/z}$, from equation (2), we deduce that $e^{\beta_s} = e^{z \beta_c}$ and thereby,

$$\beta_s = \frac{z}{2} \beta_c \to T_s = \frac{2T_c}{z}. \quad (4)$$

Thus, our low temperature region is delimited by an upper limit $T_s$ and is characterized by the fact that, when we quench the system in this region, it does not fall in metastable disordered states. Since for the square, honeycomb, triangular and even cubic lattices we know the critical temperature\(^3\) for large $q$, with a good approximation, we can easily construct the following table (see table 1).

| Lattice   | Dimensions | Coordination number | $T_c(q \gg 1)$     | $T_s(q \gg 1)$     |
|-----------|------------|---------------------|--------------------|--------------------|
| Honeycomb | $d = 2$    | $z_h = 3$           | $3J/2 \log(q)$     | $2T_c/3$           |
| Square    | $d = 2$    | $z_s = 4$           | $2J/\log(q)$       | $2T_c/4$           |
| Triangular| $d = 2$    | $z_t = 6$           | $3J/\log(q)$       | $2T_c/6$           |
| Cubic     | $d = 3$    | $z_c = 6$           | $3J/\log(q)$       | $2T_c/6$           |

Note that $T_s \sim 1/\log(q)$, in the large $q$ limit, for any lattice and dimension.

### 3. Dynamical behaviour in two dimensions

We first recall some results for the dynamics of the Potts model in two dimensions. We will study in this work non-conserved dynamics \(^2\) and consider the evolution of a system after a quench from a high temperature to a low temperature. The choice of the high temperature is not important, one usually starts from a completely disordered system at an infinite temperature. On the contrary, the choice of the final low temperature will influence the dynamical behaviour, as we will explain in the following.

\(^3\) For the square lattice, $T_c$ is known analytically for any $q$. \(^3\).
To describe the evolution of a system after a quench, we consider the growing length $R(t; q, T/T_c)$ defined as:

$$R(t; q, T/T_c) = \frac{e_0(q, T/T_c)}{e_0(q, T/T_c) - e(t; q, T/T_c)} \delta,$$

(5)

with $e(t; q, T/T_c)$ the density of energy at time $t$ for a given $q$ and $T$, $e_0(q, T/T_c)$ the equilibrium value i.e. $e_0(q, T/T_c) = e(t \rightarrow \infty; q, T/T_c)$ and $\delta$ the lattice spacing. For the sake of simplicity, we put $\delta = 1$ in the following. After a quench at a low temperature, it happens that the dynamics is able to bring the system to equilibrium via a coarsening process [20]. During this evolution, the system is described by a dynamical regime [21, 22] in which the growing length has a simple behaviour (for non-conserved dynamics):

$$R(t) \sim t^{1/2} \text{ for } 1 \ll R \ll L,$$

(6)

with $L$, the linear size of the considered system. This result is due to the dynamical scaling hypothesis [20, 23, 24] from which one deduces the independence of the dynamical exponent $z_d = 1/2$ with respect to the parameters, $T/T_c$ and $q$.

In practice, when our system is in the coarsening regime, the dynamics is ruled by the interfaces between clusters made of spins belonging to different states or, to make it simpler, having different colours. Indeed, the internal part of these domains is thermodynamically at equilibrium while the interfaces are creating a surface tension. These clusters tend to rearrange in order to minimize the free energy and this results in a process of interface diffusion or curvature-driven dynamics. In this regime, due to the dynamical scaling hypothesis, all the dynamical features can be described by using the growing length $R(t)$.

The universal behaviour for $R(t) \sim t^{1/2}$ has been measured after a quench at a finite temperature for various values of $q$ and various types of lattices. Still, it was observed [25–27] that at low temperature and for large values of $q$, freezing of the lattice occurs during very long times. In [12], a systematic study of this freezing was performed for the honeycomb lattice (with $z = 3$), the square lattice ($z = 4$) and the triangular lattice ($z = 6$).

For the honeycomb and the square lattice, it was shown that the dynamics is frozen, with a finite value of the growing length, after a quench at $T < T_s = \frac{2T_c}{z}$ and this, during a time $t_s \approx e^{1/T}$. Thus, for the square and honeycomb lattices, the dynamical behaviour can be expressed as

$$R(t; T/T_c, q) \simeq f(e^{-1/T}t) \text{ with } f(x) \simeq \begin{cases} \text{const,} & \text{for } x \ll 1 \\ x^{1/2}, & \text{for } x \gg 1. \end{cases}$$

(7)

Note that $R(t; T/T_c, q)$ remaining constant (and finite with a value $< L$) is the definition of a frozen state or blocked state (the two terms are used interchangeably).

On the contrary, a simple coarsening is obtained for the triangular lattice with a coordination number $z = 6$. This is shown in the left panel of figure 3 in which we show
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Figure 3. (Left) Coarsening on the triangular lattice for $q = 100$, $L = 1000$ and different $T/T_c$ given in the key. (Right) freezing on the square (SL) and honeycomb (HL) lattices and coarsening on the triangular one (TL), for $T = 0$ and $q$ finite. In both panels, the dashed line shows the standard coarsening $t^{1/2}$.

$R(t)$ as a function of the time for various values of $T/T_c$, $q = 100$ and $L = 1000$ [12]. We do not observe a change of behaviour as the quenched temperature crosses $T_s/T_c = 1/3$.

The only difference is for quenches with $T$ close to $T_c$ for which longer and longer disordered metastable configurations survive having an $R(t)$ very close to 1. A similar phenomenon exists also for the other types of lattices in two dimensions, the square and honeycomb lattices, [11]. But apart from this metastability, we do not observe a difference of behaviour in the coarsening for $T < T_c$. Thus, there is no frozen configuration for the triangular lattice. Note that the fact that freezing is absent for the triangular lattice and present at $T < T_s$ on the square and honeycomb lattices was already observed in earlier works [28–30]. In these works, it is also shown that the different behaviours are linked to topological considerations.

The different types of behaviour for the growing length are shown for the three types of lattices in the right panel of figure 3, (SL denotes the square lattice, HL the honeycomb lattice and TL the triangular lattice). This figure shows results obtained in [12] for the temporal behaviour of the growing length after a quench at zero temperature and for systems with linear size $L = 1000$. For the triangular lattice, we just observe the standard coarsening. The same result is obtained for any value of $q$. For the honeycomb lattice, freezing is observed for any value $q \geq 2$ [12, 31]. For the square lattice, we also observe freezing. In [12], square lattices were considered only for $q \geq 100$. In fact, it can be checked that freezing is observed for any value of $q \geq 3$ for systems which are large enough. We computed the linear sizes $L_f(q)$ above which a quenched system remains always frozen at zero temperature. In practice, we quenched 1000 samples, each with a different initial random configuration, and waited up to $t = 10^6$. $L_f(q)$ is the smallest linear size for which all the samples still have a growing length on the frozen plateau at $t = 10^6$. We obtain $L_f(q = 3) = 360, L_f(q = 10) = 220$ and $L_f(q = 100) = 30$. Note that this frozen state does not exist for $q = 2$. One needs to have at least three colours in order to observe the freezing for the dynamics of the Potts model on the square lattice due to the so-called $T$-junctions [5, 32, 33].

https://doi.org/10.1088/1742-5468/acb257
Thus, freezing plays an important role in the dynamics with large $q$ or very small $T$ on the square and honeycomb lattices. In this dynamical regime, featured by an $R(t) = \text{const}$, the dynamics is stuck for rather long time intervals, which become infinitely long when $q \to \infty$ or $T = 0$. In [12], it was argued that the dynamics is the same in these two limits. In this regime, the square lattice is decorated by some highly symmetric square and rectangular domains. Spins are in rather stable states and appropriate thermal fluctuations are needed to make them go into a state who triggers the coarsening process. A detailed description of this regime is given in [12], the main information is that the thermal fluctuation needs to overcome an energy barrier of $e^{1/T}$, corresponding to the reversing of a corner, which explains the time scale $t_s \approx e^{1/T}$.

Last, in [21, 22, 28, 34], the case with next to nearest neighbours interactions in a square lattice topology has been considered and it was observed that the freezing behaviour disappears for the Potts model for large $q$. Thus, increasing the coordination number from $z_{NN} = 4$ to $z_{NNN} = 8$ was believed to be another way to remove the freezing at low temperatures. But, as said previously, we will show that this is not the reason why freezing disappears.

We observe that the freezing exists for $z \leq 4$ and disappears for $z \geq 6$. In the following, we will consider the case of the cubic lattice in three dimensions which corresponds to $z = 6$. We want to check the existence of freezing in this case.

4. Dynamics on the cubic lattice

In this section, we present results for the evolution after quenches at low temperatures on the cubic lattice. In particular, we want to test if there exists, or not, a (pseudo)-spinodal temperature $T_s = 2T_c/z$. For earlier works on the cubic lattice, see [35]. We will consider quenches at various values of $T$ (small) such that:

$$T \leq T_s(q) = \frac{T_c(q)}{3} \approx \frac{1}{\log(q) + 3 \times 0.267q^{-1/3}}.$$ (8)

We first consider the case $q = 100$ for which we have obtained $T_c(q = 100) \approx 0.6279$ and thus we expect $T_s(q = 100) = 0.2093$. In figure 4, we show $R(t)$ as a function of the time $t$ after the quench at temperatures $0.05 \leq T \leq 0.4$ as shown in the caption. The data are for cubic lattice with a linear size $L = 400$ and periodic boundary conditions. We checked that there are no finite size corrections to the behaviour of $R(t)$ except for $R(t) \approx L$. At early times, up to $t \approx 10$, we observe the same behaviour of $R(t)$ for all values of $T \leq 0.2 \approx T_s(q = 100)$. For this temperature range, $R(t)$ goes, at a later time, towards a plateau with value $\approx 3.1$, as shown in the figure with a dashed line. $R(t)$ will remain on this plateau up to a time which increases while decreasing $T$. This indicates that, at small times, the dynamics for $T \leq T_s(q = 100)$ is first described by a blocked state corresponding to a zero temperature fixed point. The lower the temperature, the longer it takes to escape from this blocked point. For $T > T_s(q = 100)$, we observe that $R(t)$ is a function of the temperature for all the times and there is no blocked state. In figure 5 we show $R(t)$ as a function of $t/t_s(T)$ with $t_s(T) = e^{1/T}$ a rescaling function (and the proper time of the dynamics in this regime). We observe that $R(t)$ escapes the
plateau on a universal curve as a function of $t/t_s(T)$ for $T \leq T_s(q = 100)$. This is similar to what was observed for the square lattice in [12].

Note that while the collapse after rescaling is obvious for small temperatures, it is less obvious, from figure 4, that the change of regime takes place exactly at $T = T_s$. This is because $q = 10^2$ is not large enough. Next, we show in figure 6 similar data

https://doi.org/10.1088/1742-5468/acb257
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Figure 6. $R(t)$ vs. $t/t_s$ for $L=400$ and $q=10^4$.

but for $q=10^4$ and for which $T_c \simeq 0.3244$ and $T_s \simeq 0.1081$. In figure 6, we observe a deviation starting for $T = 0.110 > T_s$ and larger temperatures. Thus we expect that the change of behaviour at $T = T_s$ will become sharper as one increases $q$. This was also observed in $2d$ [12]. This $q$ dependence also appears in the value of the growing length at the freezing plateau. We also repeated the same measurements for various values of $q$ ranging from $q=10$ up to $q=10^5$. We always observe the same behaviour for $q \geq 100$. (For $q=10$, the plateau is observed only at a very small temperature, up to 0.1, while $T_s \simeq 0.4$). For the cubic lattice, we determined that the value of the plateau has a value $R(q) \simeq 2.774 + \text{const} \times q^{-3/4}$. This value corresponds to the freezing at zero temperature.

In summary, we observe blocking for the cubic lattice even if $z_c = z_t = 6 > z_s$, see figure 4. The behaviour of $R(t)$ in this case, is very different from the one of the triangular lattice, see figure 3. We have, thus, found that the energy barrier to be overcome to unleash the dynamics corresponds to a single spin-flip, which is the same as what is found in $d=2$ for the square lattice [12]. Again, in the low temperature region it is necessary to wait a time which scales as the Arrhenius form $\sim e^{1/T}$ before being able to escape from a blocked configuration and equilibrate, see figures 5 and 6.

5. Physical argument to freezing

We start from a configuration at an infinite temperature such that the lattice is completely disordered and spins are maximally uncorrelated. We consider the case of a general dimension and lattice. As already mentioned earlier, $T_s \simeq 1/\log(q)$ in the large $q$ limit. After an initial instantaneous quench at $T < T_s = 1/\log(q)$, each update will

https://doi.org/10.1088/1742-5468/acb257
change the value of a spin to be equal to one of its neighbours. Indeed, for any not-
bonded spin, flipping to a value equal to a neighbouring spin will give a contribution to the free energy of $e^{1/T}$ larger than the lost contribution due to the entropy, $q$. After a time $t \approx O(1)$, corresponding to the update of all the spins, a bond will be created among most spins and one of their neighbours chosen in a random way\footnote{At $t \approx 1$ one expects $E \approx -N/2$ with $N$ the number of spins. Then $R(1) \approx 1.2$. In figure 6, we show as a thin dotted line this value. For each value of temperature smaller than $T_c \approx 0.1081$, the first shown point for $R(t)$, corresponding to $t = 1$, is above this line, while it is below for $T > T_c$. This is due to the metastability which occurs for these temperatures.}. At this stage, each spin is still completely unstable, even at $T = 0$. It can change and create a bond with any of the others neighbours without an energy cost. Then, these bonded spins, with the aim of minimising the free energy, create, eventually, other bonds. At this point, the dimension and the type of lattice become important, so we will consider different cases in the following. For simplicity, we will consider the case of a quench at $T = 0$.

### 5.1. Frozen dynamics on the square lattice at $T = 0$

We first remind why the dynamics is frozen at $T = 0$ on the square lattice for $q \geq 3$. This comes from the possibility of having particular configurations of spins as the one shown in figure 7, in which each colour corresponds to a different value of the spin. The four spins in the centre are completely stable. If we try to change the red spin in a green or blue spin, it would break two bonds while creating only one new bond. So, an increase of the energy which is forbidden at $T = 0$. The same is true for the blue spin and for any of the two central green spins, changing colour would break three bonds and create only one new one. So, the four spins at the centre are frozen, it corresponds to the so-called $T$-junctions. Freezing for the square lattice at zero temperature is due to the existence of many such $T$-junctions and stable corners, see [33] for a more detailed description.

It is simple to check that similar corners exist on the honeycomb lattice leading also to freezing. For the honeycomb, the coordination number is $z = 3$, in that case, two colours ($q = 2$) are enough to freeze the lattice [31].

Figure 7. Frozen configuration at $T = 0$ for the square lattice.
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5.2. Not frozen dynamics on the triangular lattice at $T = 0$

Next, we consider the case of the triangular lattice at $T = 0$ and check if similar blocked corners can exist or not. To do so, let us start by considering hexagonal plaquettes, as shown in figure 8. Here the red central spin has two bonds, i.e. it has two neighbours with the same colour. We assume that the four other spins around this central one have different values (shown as different colours) and this in order to ensure that the red spin cannot flip to another value. We want to determine if it is possible to build a frozen configuration with a fixed central red spin. We first consider the green spin on the left. This spin needs to be connected with three neighbours green spins, as shown in figure 9 to ensure that it cannot become red. The same is true for the magenta spin on the right. Then, one needs the configuration shown in figure 9.

Next, we consider the blue spin. It needs to be connected with two other neighbouring spins which must be the two shown in figure 10. Clearly, there is no way to make the orange spin stable since it can only have a bond with a single spin. Then, this orange spin will become blue or magenta, allowing next the central red spin to flip to the same colour. This means that we cannot build a blocked part of the configuration starting from the red triangle.

Note that it is still possible to obtain blocked configurations on the triangular lattice, but with much more complicated configurations involving many spins and occurring with a very small probability, as found in [36]. One can argue that they require three different colours and produce the so-called three-hexagon state (with a small probability). But these structures have a very large growing length, a fraction of the linear size, and are controlled by a time that scales as $L^2 \log(L)$. So, they do have no common point with the blocked states on the square lattice having a finite growing length reached after a finite time.
5.3. Frozen dynamics on the cubic lattice at $T = 0$

Let us now apply the very same argument but on the cubic lattice. As before, a one-bond kind of structure is useless for our aim, being fully unstable. Let us go directly to the interesting one. In figure 11, we show how this lattice is made and its unitary structure, made up of the highlighted yellow bonds plus the red satisfied ones. For any lattice, by definition, the unitary structure is made up of a central spin connected with its $\pm$ neighbours, called external spins. There exist two types of unitary structures. The first type, which we call cyclic, for which one can connect any pair of external spins by a path in the unitary structure without going through the central spin. The triangular lattice is cyclic. For the second type, which we call acyclic, the path needs to go through the central spin. The square lattice (with nearest neighbours), the hexagonal lattice and the cubic lattice are acyclic.

In this configuration, again, the central spin has two neighbours with the same colour and four different neighbours. We consider that the green, orange, magenta and blue
spins have already two satisfied bonds (not shown in figure 11 to avoid making the plot unreadable). They are all connected with the central one and two of them (the red) have a satisfied bond. For each of these spins, we know three out of six neighbours. Next, we consider one of the neighbours, say the green one, and, as done in the triangular case, we look at its unitary structure. We know that it has two green neighbours and a red one. We assume that the other three neighbours have colours different from red and at the maximum one neighbour which is orange, magenta and blue. We remind also that we are in the limit of large $q$ and at an earlier time, so we expect that many different colours are present. Thus, the green spin will remain green. The exact same reasoning can be done for the other neighbours. We soon notice the common and the different features with respect to the triangular lattice. Even if they share the same coordination number, here, the graph made by the unitary structure has less edge and it is acyclic, while the triangular and hexagonal plaquette are cyclic. Let us take, for example, the orange spin and let us watch the unitary structure with the red one in the centre. We notice that the orange spin can only influence this structure by means of one eventual bond. While, in the triangular lattice each spin at the vertex of a hexagon, including the ones not in the centre, can influence the unitary structure of a neighbouring hexagon by using up to three bonds, as shown in figure 12.

This difference is very important because this leads to the cyclicity of the unitary structure and thus, to the mutual influence and connectivity among spins in it. In the cubic lattice, indeed, external spins are not mutually influenced, as happens in the triangular one. In fact, as shown previously, the blinking of a far away spin can lead to the unblocking of the dynamical behaviour. In the cubic case, instead, we do not have events able to activate the dynamics. What we see is that soon, as in the square lattice case, the system reaches a blocked configuration in which highly regular rectangular, cubic, and square domains are present. Here, so, a generalization of the results of [12] holds. Indeed, going to finite temperatures and finite $q$ we got exactly the same proper time as the one found in the square lattice.

Last, as we mentioned earlier, it was found [21, 22, 28, 34] that for the square lattice with next-to-nearest neighbours interactions, the freezing behaviour disappears. It is simple to argue that with the addition of next to nearest neighbours the unitary structure becomes cyclic for this lattice, explaining the absence of freezing.
6. Conclusions

In a previous work \cite{12}, it was observed that freezing exists at low temperatures, below the spinodal temperature $T_s$, for the $d=2$ square and honeycomb lattices, and for large $q$. The origin of this freezing is due to the existence of blocked states at $T=0$. At finite temperature (and below $T_s$) the freezing is observed up to $t_s \simeq e^{J/T}$. This freezing was not observed for the triangular lattice which has a larger coordination number. In this work, we performed a similar study for the 3$d$ cubic lattice (with the same coordination number) and found that freezing exists at low temperatures. Next, with a mixture of numerical data and physical argument, we explain what leads to different low-temperature dynamical behaviours in the cubic and triangular lattices. We attribute this sharp change in the dynamics to the different topology of the lattice’s unitary structures. In particular, when this is an acyclic graph, the spin-flips bring the system to a rather stable and highly symmetric blocked configuration, which is abandoned, thanks to thermal fluctuations, after an exponential time of the Arrhenius kind, $t_s = e^{1/T}$. When, instead, the structure is cyclic, spins of the unitary structure have a large ‘radius’ of influence making impossible the blocking behaviour. This dynamics is, thus, of the coarsening kind even at very low temperature.
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