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Abstract
Voice conversion (VC) could be used to improve speech recognition systems in low-resource languages by using it to augment limited training data. However, VC has not been widely used for this purpose because of practical issues such as compute speed and limitations when converting to and from unseen speakers. Moreover, it is still unclear whether a VC model trained on one well-resourced language can be applied to speech from another low-resource language for the aim of data augmentation. In this work we assess whether a VC system can be used cross-lingually to improve low-resource speech recognition. We combine several recent techniques to design and train a practical VC system in English, and then use this system to augment data for training speech recognition models in several low-resource languages. When using a sensible amount of VC augmented data, speech recognition performance is improved in all four low-resource languages considered. We also show that VC-based augmentation is superior to SpecAugment (a widely used signal processing augmentation method) in the low-resource languages considered.

Index Terms: voice conversion, data augmentation, low-resource speech processing, speech recognition.

1. Introduction
Although automatic speech recognition (ASR) systems have greatly improved over the last few years [1, 2, 3], they still struggle in very low-resource settings where training data is minimal and a high quality language model (LM) is not available [4]. Concretely, even state-of-the-art ASR performance is limited for languages where we only have a few minutes of transcribed audio from a handful of speakers [5], e.g. when building systems for regional dialects or code-switched speech.

One possible solution is to use data augmentation: available data is processed so that it has different characteristics from the original while preserving the content (words spoken), effectively giving more training data. This idea has a long history [6, 7], with more recent methods like SpecAugment [8] improving ASR performance and robustness. While these signal processing approaches have proven effective, they are mostly constrained to direct general-purpose modifications of the audio waveform – e.g. pitch shifting, time stretching and frequency masking – ignoring some of the unique aspects of human speech. To address this, one research direction is pursuing the idea of using voice conversion for data augmentation.

In voice conversion (VC), an utterance spoken by one speaker is processed so that it sounds as if it was spoken by a different target speaker, while keeping the content unchanged [9]. VC approaches are becoming more practical in terms of speed [10], naturalness [11, 12], and performance on unseen speakers [13, 14]. Some newer methods even provide finer-grained ways to control different properties of the generated speech [15, 12], and can be used cross-lingually [16].

To use VC for data augmentation, ASR training utterances are fed into a VC system and converted to arbitrary target speakers, thereby creating additional synthetic training utterances with a known transcript. It has been hypothesized that this would improve ASR performance in low-resource settings [17], although initial attempts (Sec. 2) have had limited success. Moreover, no studies have considered applying a VC model trained on a well-resourced language to speech from another unseen low-resource language for the purpose of data augmentation – this is a requirement for using VC augmentation in arbitrary settings.

Here we aim to address this shortfall and see if VC can indeed be used as an effective data augmentation approach to improve ASR in unseen low-resource settings. We first propose a VC system trained on English that is practical for cross-lingual data augmentation: running faster than real time on unseen speakers and unseen languages. We then apply this VC approach to create synthetic data for several low-resource settings in English, Afrikaans, Sepedi, isiXhosa and Setswana. To answer our research question, we compare the performance of ASR systems trained with and without generated voice-converted data, and also compare to SpecAugment. With limited training data (10 min) we find that our VC approach is complementary to SpecAugment on English, while it is superior for data augmentation on the low-resource languages. To the best of our knowledge, we are the first to use cross-lingual VC for data augmentation, where VC is applied to unseen languages and speakers.

2. Related work
Laptev et al. [18] explored using fast text-to-speech (TTS) methods to perform data augmentation, obtaining improvements on medium-resource ASR. Since terms about resources are contested in the literature [19], we define very low-resource, low-resource, and medium resource as settings with roughly 10 min, 1 h, and 10 h to 50 h of labelled audio, respectively. However, for very low-resource applications like the ones explored in this paper, a good TTS model or LM is usually unavailable.

The idea of using VC to augment data has a long history [20]. Cui et al. [21] made initial attempts to improve medium-resource ASR showing moderate improvements despite limitations of VC techniques available at the time. Other studies [22, 23] showed that using more recent deep learning-based VC methods can improve TTS systems where the desired speaker is low-resource. However, these studies use a target speaker from a language seen during training, leaving the question open as to whether ASR can be improved in unseen low-resource languages.

Zhao et al. [24] made an attempt to use cross-lingual VC to improve code-switched TTS models. However, their VC models are trained separately for each speaker considered, making their system unsuitable for use on new unseen low-resource languages. Finally, [25] found that applying a deep-learning-based VC approach failed to noticeably improve medium-resource ASR models when all models are trained and evaluated on English. They were, however, limited by practical problems associated with VC approaches available at the time, such as the fast but low-quality Griffin-Lim vocoder.
3. Voice conversion method

Our goal is to use VC for low-resource data augmentation. This means that our overall VC model needs to be computationally efficient, and be able to convert input speech from a language (and speaker) that are unseen during training.

**Overview:** Our approach is shown in Fig. 1. We want to convert an input waveform into a sequence of feature vectors and then separate the linguistic content (the words being spoken) from the speaker information. We do this with specially designed style and content encoders, denoted with dashed boxes. The style encoder produces a single style vector \( s \), while the content encoder produces a sequence of content embedding vectors. During training (Fig. 1a) the style vector \( s = s_{\text{src}} \) and content embeddings are obtained from the same input utterance. The model is trained to reconstruct the input by summing \( s_{\text{src}} \) with each content embedding, passing the resulting vectors into a decoder module. At test time (Fig. 1b) the content and speaker encoders receive speech from different utterances. This means that the source or reference utterance (or both) may be from languages and speakers unseen during training. If the content and speaker information is appropriately separated, then the source utterance will be produced in the voice of the speaker supplying the reference utterance. Details on each component follows.

**Speech encoder:** Instead of using a spectrogram represent the reference or source utterances, we use a pretrained speech encoder. Specifically, we use the contrastive predictive coding (CPC) model from [26]. This model, \( E_{\text{CPC}} \) in Fig. 1, produces a 512-dimensional vector for every 10 ms of 16 kHz-sampled audio. This model transforms the input waveform into representations that makes it easier to disentangle content and speaker information for the downstream style and content encoders [27].

**Style encoder:** The style encoder consists of a reference encoder \( E_{R} \) and a hierarchical global style token (HGST) layer [15]. The reference encoder \( E_{R} \) consists of several 1-D convolutional layers followed by an LSTM [28]. The final hidden state of the LSTM is linearly transformed and passed to the HGST layer. The HGST layer acts as a form of information bottleneck: the idea is that the network learns to only include speaker information in \( s \), since the content information can be obtained from the content encoder output. The HGST layer is parameterized by \( l \) sublayers and \( h \) trainable vectors per sublayer. The first sublayer attempts to represent the last output vector from \( E_{R} \) as a convex combination of its \( h \) vectors. The difference between this combination and the input vector is then used as the input to the next sublayer, so each layer in the hierarchy models the residue from the previous approximation [15]. With small \( h \) and \( l \), the HGST layer forces the final style vector \( s \) to only retain information about the global speaking style.

**Content encoder:** The content encoder attempts to remove speaker information from the CPC features so as to only retain linguistic content. The quantization block \( Q \) in Fig. 1 first performs speaker normalization using means and variances computed for features from the pretrained \( E_{\text{CPC}} \) on a subset of the training data. This was shown to improve speaker invariance [27]. During inference with unseen source speakers, we compute the mean and variance on the features of the single source utterance. The normalized embeddings are quantized by representing them by the nearest centroid vector in a \( K \)-means clustering model with \( K = 100 \). This quantized sequence is then passed through a content encoder module \( E_{C} \) with the same architecture as \( E_{R} \), except returning all LSTM states – one content vector every 10 ms. The \( K \)-means and speaker normalization parameters are precomputed before the rest of the network is trained.

Decoding and vocoding: Each content vector is summed with the style vector \( s \). The resulting sequence is then passed into a Tacotron 2 decoder network \( D \) to produce an output mel-spectrogram [29]. We use the same Tacotron 2 decoder architecture as in [29]. During training (Fig. 1a), the loss is formulated the same as for the original Tacotron 2: an \( L_{2} \) loss between the predicted spectrogram and the spectrogram of the source utterance with an additional loss associated with the length of the output spectrogram [29]. During inference (Fig. 1b), the output spectrogram is converted to the time-domain using We use the spectrogram parameters and pretrained HiFi-GAN model from [10], due to its high performance and fast inference speed.

With these choices for the different modules, our overall VC approach is faster than real time on a modern GPU.

4. Experimental setup

**Data:** We want to know whether a VC model trained on a well-resourced language can be applied to an unseen low-resource language to improve ASR. English is our well-resourced language; we use data from LibriSpeech [30] and Libri-Light [31], which consists of hundreds of hours of read English. We consider four low-resource languages: Afrikaans, Setswana, isiXhosa and Sepedi. Data for the first three are obtained from [32] (roughly 3.2 h per language), while Sepedi data is obtained from [33] (10.8 h).

**VC model:** For the speech encoder \( E_{\text{CPC}} \), we use the pretrained CPC-big model from [26]. The \( E_{R} \) and \( E_{C} \) modules use exactly the same architecture as in [29], except that the convolutional kernel sizes are 9 instead of 5 and \( E_{R} \) has an additional 512-dimensional linear output layer. For the HGST layer, we use \( l = 3 \) sublayers with \( h = 5 \) vectors each, outputting a 512-dimensional style vector \( s \). With the pretrained \( E_{\text{CPC}} \) and quantization module \( Q \) fixed, the weights of \( E_{R} \), \( E_{C} \), \( D \) and HGST are trained on 275k utterances from the LibriSpeech training set and validated on the remaining utterances in the set. We use Adam optimization [34], gradient norm clip of \( 1 \), a maximum learning rate of \( 6 \cdot 10^{-4} \) with the scheduler from [35], and train
for 50 epochs with a batch size of 32. To stabilize training, we further follow [36]: utterances in a batch are randomly cropped to a fixed length; the base crop length is linearly increased from 0.6 s to 10.2 s over the training iterations, with the actual crop length uniformly sampled from ±20% of the current base value.

**VC inference:** In all experiments, the reference utterance is randomly selected from the LibriSpeech training set. For Afrikaans, isiXhosa and Setswana, we only consider reference utterances from female target speakers since these datasets only contain speech from females. For English and Sepedi, we consider reference utterances from both male and female speakers. At inference time, we convert arbitrary length utterances into 7 s chunks, stitching the results together to produce a final output.

**SpecAugment:** We use the SpecAugment settings exactly as in [8]. We also consider whether VC and SpecAug is complementary: in these experiments we first perform VC and then further augment the result with SpecAugment. We denote this chained augmentation as VC→SpecAug.

**Automatic speech recognition:** For doing ASR in each of our low-resource languages, we fine-tune the pretrained XLSR-53 wav2vec 2.0 model [5] with a character-level CTC loss [37]. In validation experiments on English, we use the pretrained wav2vec 2.0 English models from [1]. We train the ASR models using fairseq [38] with its 10 min fine-tuning configuration unless otherwise stated. Since we are interested in demonstrating the potential change in ASR performance, we opt to use greedy CTC decoding without an LM to isolate the effect of augmentation on the acoustic model. In many real low-resource settings, it might also not be possible to obtain a good LM. However, to confirm the trends for cases where an LM is available, we also include English results with the official 4-gram LibriSpeech LM [30].

## 5. Experiments

### 5.1. Experiment 1: Validating voice conversion quality

We first perform validation experiments to confirm that our VC model performs adequately both on English (its training language) and unseen languages. For the latter, we focus here on Afrikaans and Sepedi, treating the other two languages as completely unseen test languages for our final experiment (Sec. 5.3).

To assess intrinsic VC quality, we use two tests. The first checks whether linguistic content is retained through a re-synthesis experiment [36]. Each test utterance from each language is converted to a target speaker as per Sec. 4. ASR is then performed on both the input and converted utterances. If the drop in ASR scores after VC is small in terms of word/character error rate (W/CER), this indicates that VC did not significantly reduce intelligibility. Table 1 shows the results. As expected, the VC data is less intelligible – higher W/CER for the full model – compared to the original audio, with a larger drop in scores on the languages that have not been seen in VC training (Afrikaans and Sepedi). However, the drop is small enough that the output utterance can still be understood.

The second intrinsic test assesses whether an output utterance matches the target speaker. A pretrained speaker verification model [39]1 is used to check whether the speaker embedding associated with the converted speech is closer to that of the reference or source utterance in terms of their cosine similarity. We report an error rate: the proportion of converted test-set utterances which are incorrectly closer to the source utterance rather than the reference. Table 2 shows the results. We again see a drop in performance from seen to unseen languages for the full model, where the converted Afrikaans and Sepedi data lead to more errors in capturing the reference speaker identity. Recall, though, that our goal of data augmentation is to ensure that the converted utterance sounds sufficiently different to the input utterance to increase speaker variety in a limited dataset while still being intelligible so as to aid in ASR training.

Before applying VC cross-lingually (Sec. 5.3), we first want to test what level of augmentation is beneficial on the seen language (English). We want to specifically know: How much and in which low-resource settings does real vs augmented data help? And how does it compare or synergize with SpecAugment? To answer these questions, we fine-tune the Base wav2vec 2.0 English ASR models on 10 min, 1 h, and 10 h of real data from Libri-Light’s fine-tuning dataset [31]. In each setting we train several models: we compare VC, SpecAug, and VC→SpecAug augmentation (with 100% and 500% of additional generated data) to an ASR model trained without any augmented data.

The results are given in Table 3. Looking at the 10 min setting without an LM, we can make a few observations: First, using more augmented data appears to improve performance, with the lowest WER (a 5.3% absolute improvement over no augmentation) achieved with 500% additional data generated by chaining VC and SpecAugment. Second, VC augmentation appears to give similar improvements to SpecAugment when ap-

---

1https://github.com/RF5/simple-speaker-embedding

2Audio samples: https://rf5.github.io/interspeech2022/.

### Table 1: Re-synthesis results in terms of ASR performance on original and converted data. The English-trained VC system is applied to English, Sepedi and Afrikaans evaluation data. Lower W/CER (%) is better (higher intelligibility).

| VC Model            | English | Afrikaans | Sepedi |
|---------------------|---------|-----------|--------|
| Original data       | 5.7     | 1.9       | 6.3    |
| Full model          | 20.6    | 9.6       | 32.5   |
| Sans HGST           | 21.3    | 9.9       | 34.0   |
| Sans Q              | 7.1     | 2.6       | 17.0   |

### Table 2: Speaker similarity error rates (%). Lower scores indicate that converted utterances are more often closer to the reference speaker than the source speaker (better VC).

| VC Model            | English | Afrikaans | Sepedi |
|---------------------|---------|-----------|--------|
| Full model          | 8.7     | 22.0      | 58.3   |
| Sans HGST           | 2.3     | 6.9       | 34.4   |
| Sans Q              | 99.7    | 99.8      | 99.9   |

---
Table 3: WERs (%) on LibriSpeech test data for ASR models trained with increasing amounts of VC- and SpecAug-augmented data, with and without 4-gram LM decoding.

| Augmentation | Amount | No LM | LM decoded |
|--------------|--------|-------|------------|
|              | 10 min | 1 h   | 10 h       | 1 h   | 10 h |
| None         | 0%     | 47.7  | 30.4 13.4 | 17.4 10.6 7.5 |
| VC           | 100%   | 43.8  | 32.7 15.3 | 17.2 11.4 7.6 |
| SpecAug      | 500%   | 43.5  | 34.4 14.4 | 17.9 11.9 8.1 |
| VC→SpecAug   | 100%   | 44.3  | 31.8 13.1 | 18.8 11.2 7.6 |
| VC→SpecAug   | 500%   | 43.1  | 34.4 13.3 | 17.7 12.1 7.7 |
| VC           | 100%   | 42.5  | 31.3 15.2 | 18.5 11.2 7.6 |
| VC           | 500%   | 42.4  | 35.0 14.2 | 18.4 12.5 8.1 |

Table 4: ASR results (%) on test data of four low-resource languages when trained on 10 min of real audio data and different amounts of additional VC- and combined VC-SpecAug augmented data. Sepedi* uses a non-default training procedure.

| Language | Augmentation | Amount | WER | CER |
|----------|--------------|--------|-----|-----|
| Sepedi*  | None         | 0%     | 52.3| 15.9|
|          | VC           | 100%   | 48.9| 15.0|
|          | VC→SpecAug   | 100%   | 53.5| 16.5|
| Afrikaans| None         | 0%     | 68.9| 26.1|
|          | VC           | 100%   | 65.9| 25.1|
|          | VC→SpecAug   | 100%   | 69.3| 26.8|
| isiXhosa | None         | 0%     | 63.2| 15.5|
|          | VC           | 100%   | 56.5| 13.8|
|          | VC→SpecAug   | 100%   | 69.3| 26.8|
| Sepedi*  | None         | 0%     | 92.6| 50.7|
|          | VC           | 100%   | 52.8| 19.9|
|          | VC→SpecAug   | 100%   | 97.8| 69.1|

... applied independently. Third, applying both VC and SpecAug improves performance more than either in isolation. This shows that the two approaches are complementary on English.

Does this improvement from VC hold in all low-resource settings? No. With more real data (1 or 10 h), adding more VC-augmented data appears to hinder ASR performance. VC-augmented data gives more speaker variability but it does so at the cost of intelligibility (Sec. 5.1); we suspect higher-resourced settings already have sufficient speaker variability, so the additional (potentially less intelligible) generated data contributes little. When using an LM for decoding (last 3 columns), the benefits of any augmentation appear greatly reduced. In very low-resource settings, however, an LM is often not available and VC still gives a small improvement even though an LM is used.

We can now answer our main research question in part: using VC for data augmentation does help in very low-resource contexts on a seen language. We now turn to the question of whether this holds for languages unseen during VC training. As a reminder, our goal is to determine whether VC can improve low-resource ASR, not whether it is the best augmentation method.

5.3. Experiment 3: Very low-resource settings

In this final experiment we use the English-trained VC system to augment data from four unseen low-resource languages: Afrikaans, Setswana, isiXhosa and Sepedi. For each language we use a 10 min training set with roughly equally sized validation and test sets covering the rest of the data in each respective language. There is no speaker overlap between any of the sets. For each language, we fine-tune XLSR-53 [5] on the original 10 min of data, and compare this to training with 100% (10 min) of additional VC and VC→SpecAug generated data.

For all four unseen languages, Table 4 shows an improvement in ASR performance when 10 min of additional data is generated using the English-trained VC system. For isiXhosa, adding the augmented data gives a 7% absolute improvement in WER. Chaining VC with SpecAug, on the other hand, worsens performance. Additional experiments were done with 50% of additional VC and VC→SpecAug data to see if trends followed similar to Sec. 5.2. However W/CER got worse in all cases compared to training with just the original data. We also applied SpecAug in isolation on Afrikaans, which again gave worse performance compared to doing no augmentation.

Some of Table 4’s results therefore contradicts the results on English in Sec. 5.2: in Table 3 SpecAug and VC gave decent gains when applied in isolation and even more so when chained, while here on unseen languages SpecAug hampers performance in all cases. This requires further investigation. Nevertheless, we see on all four low-resource languages that cross-lingual VC augmentation improves ASR performance.

It is worth briefly commenting on the results for Sepedi in Table 4, where performance is very poor without augmentation. We used the same 10 min training configuration for all languages, but on Sepedi, this configuration failed (WER > 98%) regardless of whether data augmentation was used or not. We therefore did validation experiments and made minimal changes to the default configuration, only for Sepedi: we use 1k warmup updates and train for a total of 4k updates. Using this setting enabled the ASR model to learn, achieving the test performance in Table 4.

Taken together, the results in Table 4 confirm our hypothesis: a VC system trained on one well-resourced language (English) can be applied cross-lingually to generate additional data for an unseen low-resource language, improving ASR performance. This seem to conflict with [25], where a similar approach was used but the VC and ASR models were both trained and evaluated on English (Sec. 2). Our study is different in that we do cross-lingual VC, and also use much less data to fine-tune the ASR models – since our focus is on very low-resource ASR.

6. Conclusion

We have shown that voice conversion (VC) can be used for data augmentation to improve ASR performance in very low-resource settings. We specifically showed that a VC system trained on one well-resourced language can be used to generate additional training data for unseen low-resource languages. When labelled resources are very limited (roughly 10 min), ASR performance improved on all four low-resource languages considered. Additional experiments also demonstrated SpecAugment’s inability to improve ASR performance in these very low-resource settings.

Our goal was to show that ASR improvements are possible with VC-based augmentation. We did not focus exhaustively on how different design decisions within the VC model itself impacts downstream ASR performance, and the interplay between VC and traditional augmentation methods remains largely unexplored – important directions for future work.
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