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Abstract
Second-order phase field models have emerged as an attractive option for capturing the advection of interfaces in two-phase flows. Prior to these, state-of-the-art models based on the Cahn-Hilliard equation, which is a fourth-order equation, allowed for the derivation of surface tension models through thermodynamic arguments. In contrast, the second-order phase field models do not follow a known energy law, and deriving a surface tension term for these models using thermodynamic arguments is not straightforward. In this work, we justify that the energy-based surface tension model from the Cahn-Hilliard context can be adopted for second-order phase field models as well and assess its performance. We test the surface tension model on three different second-order phase field equations; the conservative diffuse interface model of Chiu and Lin [1], and two models based on the modified Allen-Cahn equation introduced by Sun and Beckermann [2]. Additionally, we draw the connection between the energy-based model with a localized variation of the continuum surface force (CSF) model. Using canonical tests, we illustrate the lower magnitude of spurious currents, better accuracy, and superior convergence properties of the energy-based surface tension model compared to the CSF model, which is a popular choice used in conjunction with second-order phase field methods, and the localized CSF model. Importantly, in terms of computational expense and parallel efficiency, the energy-based model incurs no penalty compared to the CSF models.
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1. Introduction
In recent years, there has been considerable interest in second-order phase field equations that are suitable for modeling two-phase flows [2, 1, 3, 4]. Unlike models based on the Cahn-Hilliard equation [5, 6], these equations are not derived from an underlying thermodynamic basis, and as a result, it is difficult to derive energy-based surface tension terms for these models. Based on the second law of thermodynamics, the Korteweg stress tensor has been used successfully to model surface tension effects in the context of Cahn-Hilliard models [6, 7]. In this work, starting from the Korteweg stress tensor, we derive an energy-based surface tension force model for second-order phase field equations. Using canonical test problems on three different phase field equations, we show that the energy-based model has better properties than the continuum surface model (CSF), which is the highly explored alternative [8, 1, 9] and a localized variation of CSF. Specifically, the
The role of Landau free energy is utilized, corresponding to the chemical potential χ side term such that it minimizes a free-energy functional. Most commonly, the Ginzburg-Landau model, \( \text{CSF} \) model, is the interfacial thickness parameter, and \( \psi \) is the free energy for a phase field variable, \( \phi \in [0, 1] \). Additionally, \( \hat{\delta} \) is a constant related to surface energy, given by \( \hat{\delta} = 6 \sigma^{1} \), where \( \sigma \) is the surface tension coefficient. In the special case of the Allen-Cahn model we would have \( g(\phi, x) = -\mu \). Note that the Allen-Cahn equation admits an energy dissipation law similar to the Cahn-Hilliard equation. However, the lack of mass conservation, in addition to the curvature-driven flow it generates, renders it unsuitable for simulation of two-phase flows, motivating the introduction of the alternative second-order phase field models we consider herein.[2, 1, 9].

Historically, models based on the Cahn-Hilliard equation, where \( g(\phi, x) = \nabla^{2} \mu \), have been used for the simulation of two-phase flows. In this context, one can derive a surface tension model through the second law of thermodynamics. The surface tension force in this model is proportional to the divergence of the so-called Korteweg stress tensor, \( \frac{\partial}{\partial x_{j}} \left( \frac{\partial \phi}{\partial x_{i}} \frac{\partial \phi}{\partial x_{j}} \right) \), which prescribes an energy dissipation law.[11, 6, 12, 7]. While this modeling choice for surface tension does not preserve total energy, it imparts stability and robustness to the Cahn-Hilliard-Navier-Stokes system[5]. However, the more recently introduced second-order phase field equations for simulating interfacial flows do not admit an energy dissipation law as they are not gradient flows to any known energy functional. As such, these equations have typically been coupled to the momentum transport equation via the CSF model, \( F_{i} = \sigma \kappa \frac{\partial \phi}{\partial x_{i}} \), where \( \kappa \) is the curvature[1, 9], defined as

\[
\kappa = -\frac{\partial}{\partial x_{j}} \left( \frac{\partial \phi}{\partial x_{i}} \left( \frac{\partial \phi}{\partial x_{j}} \frac{\partial \phi}{\partial x_{i}} \right)^{1/2} \right). \tag{3}
\]

\(^{1}\text{Note that for Cahn-Hilliard models, instead of the factor 6 we have the factor of } 3/2 \sqrt{2} \approx 1. \text{ This distinction is due to the difference of the equilibrium profile of } \phi \text{ in the Cahn-Hilliard based models given by } \tanh \left( s/\sqrt{2} \right) \text{ and } \phi \in [-1, 1], \text{ in contrast to } [1 + \tanh (s/2e)]/2 \text{ and } \phi \in [0, 1] \text{ for phase field models considered here (s is the signed distance from the interface).} \]
In this work, we return to the Korteweg stress tensor to assess its suitability for second-order phase field equations. Due to better regularity, the flexibility offered in numerical discretization, and the well-balancedness of volumetric surface tension models compared to integral formulations [13], we utilize the equivalent [14] surface tension force model,

\[ F_i = \mu \frac{\partial \phi}{\partial x_i}. \] (4)

While this surface tension force model has been used and derived in the literature for Cahn-Hilliard models [5, 14, 6, 7], for completeness of narrative, we reproduce its derivation here. Starting from the surface tension force based on the Korteweg stress tensor and using the product rule:

\[ \delta \epsilon \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_i} \frac{\partial \phi}{\partial x_j} \right) = \delta \epsilon \frac{\partial \phi}{\partial x_i} \left( \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \right) \right) + \delta \epsilon \frac{1}{2} \frac{\partial}{\partial x_i} \left( \frac{\partial \phi}{\partial x_j} \frac{\partial \phi}{\partial x_j} \right) + \delta \epsilon \psi' \frac{\partial \phi}{\partial x_i}, \]

\[ = \frac{\partial \phi}{\partial x_i} \left( \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \right) - \frac{\delta \epsilon}{\epsilon} \psi' \right) + \frac{\partial \phi}{\partial x_i} \left( \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \right) \right) + \delta \epsilon \psi' \frac{\partial \phi}{\partial x_i}. \] (5)

We manipulate this expression to write it in terms of the chemical potential:

\[ \delta \epsilon \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_i} \frac{\partial \phi}{\partial x_j} \right) = \frac{\partial \phi}{\partial x_i} \left( \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \right) - \frac{\delta \epsilon}{\epsilon} \psi' \right) + \frac{\partial \phi}{\partial x_i} \left( \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \right) \right) + \delta \epsilon \psi' \frac{\partial \phi}{\partial x_i}. \] (6)

The expression in the parenthesis in the first term can be replaced using the definition of \( \mu \) eq. (2), which leads to:

\[ \delta \epsilon \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_i} \frac{\partial \phi}{\partial x_j} \right) = -\mu \frac{\partial \phi}{\partial x_i} + \frac{\partial \phi}{\partial x_i} \left( \frac{\partial}{\partial x_j} \left( \frac{\partial \phi}{\partial x_j} \right) \right) + \delta \epsilon \psi' \frac{\partial \phi}{\partial x_i}, \]

\[ = -\mu \frac{\partial \phi}{\partial x_i} + \frac{\partial}{\partial x_i} \left( \delta \epsilon \frac{1}{2} \frac{\partial \phi}{\partial x_j} \frac{\partial \phi}{\partial x_j} + \delta \epsilon \psi' \frac{\partial \phi}{\partial x_i} \right). \] (7)

Recognize that the last term in eq. (7) can absorb a redefined pressure. Therefore, the first term in eq. (7) can be used as a surface tension force in the momentum equations. Note that the sign of the surface tension force in eq. (7) is the opposite of the Korteweg stress tensor. Additionally, the sign of \( \mu \frac{\delta \phi}{\delta x_i} \) would be positive on the right-hand side of the momentum equation. It is worth noting that by drawing analogies with Cahn-Hilliard models, a few prior studies have employed eq. (4) in conjunction with second-order phase field methods[15, 4]. This work justifies why this approach is indeed accurate and advantageous compared to using alternative surface tension models.

2.1. Considered second-order phase field models

To ensure the generality of our conclusions, we examine the performance of the above energy-based surface tension force on three different second-order phase field equations. We consider (1) the conservative diffuse interface model, denoted by CDI [1, 3], (2) the modified Allen-Cahn model of Sun and Beckermann [2], denoted by SB, and (3) an implicit-capable second-order diffuse interface model we denote by ISODI. These equations are defined in table 1.
2.2. Relation to a localized continuum surface force model

Before implementing the model proposed in eq. (4), we present further analysis of its right-hand side to generate insight regarding its connection and contrast compared to CSF. For second-order phase field equations considered in this work, at equilibrium, the energy-based surface tension model proposed in Sun and Beckermann [2] can display different dynamics, which is why we examine both models here.

Note that the ISODI model is derived by modifying the third term in the model by Sun and Beckermann [2] by invoking the equilibrium assumption, \( \left( \frac{\partial \phi}{\partial x_k} \right) \left( \frac{\partial \phi}{\partial x_i} \right)^{1/2} = \phi \left( 1 - \phi \right) / \epsilon \). This allows for an easier setup of Newton iteration for fully-implicit schemes. It is worth highlighting that since the interface is not necessarily at equilibrium in dynamic cases involving strong deformations, ISODI and the phase field model of Sun and Beckermann [2] can display different dynamics, which is why we examine both models here.

Table 1: Table describing the second order diffuse interface models under assessment. Note that the interface normal is \( n_j = \frac{\partial \phi}{\partial x_j} \left( \frac{\partial \phi}{\partial x_k} \right)^{1/2} \).

| Name                           | \( g (\phi) \)                                                                 | Description                                                                 |
|--------------------------------|---------------------------------------------------------------------------------|----------------------------------------------------------------------------|
| CDI                            | \( \gamma \frac{\partial}{\partial x_j} \left[ \epsilon \frac{\partial \phi}{\partial x_j} - \phi \left( 1 - \phi \right) n_j \right] \) | Conservative Diffuse Interface (CDI) model [1, 3]                          |
| Sun and Beckermann [2]         | \( \gamma \left[ \epsilon \frac{\partial^2 \phi}{\partial t^2} - \frac{\phi \left( 1 - \phi \right) \left( 1 - 2 \phi \right)}{\epsilon} + \epsilon \left( \frac{\partial \phi}{\partial x_k} \right)^{1/2} \kappa \right] \) | Curvature subtracted Allen-Cahn based model proposed in Sun and Beckermann [2] |
| ISODI                          | \( \gamma \left[ \epsilon \frac{\partial^2 \phi}{\partial t^2} - \frac{\phi \left( 1 - \phi \right) \left( 1 - 2 \phi \right)}{\epsilon} + \phi \left( 1 - \phi \right) \kappa \right] \) | Implicit capable Second Order Diffuse Interface (ISODI) is a modification of model in Sun and Beckermann [2] for full time-implicit schemes |

Note that the ISODI model is derived by modifying the third term in the model by Sun and Beckermann [2] by invoking the equilibrium assumption, \( \left( \frac{\partial \phi}{\partial x_k} \right) \left( \frac{\partial \phi}{\partial x_i} \right)^{1/2} = \phi \left( 1 - \phi \right) / \epsilon \). This allows for an easier setup of Newton iteration for fully-implicit schemes. It is worth highlighting that since the interface is not necessarily at equilibrium in dynamic cases involving strong deformations, ISODI and the phase field model of Sun and Beckermann [2] can display different dynamics, which is why we examine both models here.

Note that we invoke this assumption just to establish a relationship between the energy-based model and the CSF formulations which are commonly used in the literature. The requirement for eq. (8) to hold is that the interface should be in equilibrium, which is not necessarily true for dynamic systems.

Also, note that, at equilibrium (\( g(\phi) = 0 \)), for the three models presented in table 1, using eq. (8), we have the following equation,

\[
\epsilon \frac{\partial^2 \phi}{\partial x_i^2} - \frac{\phi \left( 1 - \phi \right) \left( 1 - 2 \phi \right)}{\epsilon} = -\kappa \phi (1 - \phi). \tag{9}
\]

\(^2\)For CDI, here we expand the \( g(\phi) \) to get \( \epsilon \frac{\partial^2 \phi}{\partial x_i^2} \left( \frac{\partial \phi}{\partial x_k} \right)^{1/2} \left( \frac{1 - 2 \phi}{\epsilon} \right) + \phi \left( 1 - \phi \right) \kappa \)
Now multiplying by \( \delta \) and using the definition of \( \mu \) (eq. (2)),

\[
-\mu = \delta \epsilon \frac{\partial^2 \phi}{\partial x_i^2} - \delta \frac{\phi (1 - \phi) (1 - 2\phi)}{\epsilon} = -\delta \kappa (1 - \phi). \tag{10}
\]

Now using eq. (9) and multiplying by \(-\frac{\partial \phi}{\partial x_i}\) we get,

\[
\mu \frac{\partial \phi}{\partial x_i} = \delta \kappa (1 - \phi) \frac{\partial \phi}{\partial x_i} = \delta \kappa \epsilon \left( \frac{\partial \phi}{\partial x_k} \frac{\partial \phi}{\partial x_k} \right)^{1/2} \frac{\partial \phi}{\partial x_i}. \tag{11}
\]

It is important to note that in the right hand side of eq. (11), the factor of \( \phi (1 - \phi) = \epsilon \left( \frac{\partial \phi}{\partial x_k} \frac{\partial \phi}{\partial x_k} \right)^{1/2} \) modifies the popular CSF model \( (\delta \kappa \phi / \partial x_i) \) with a regularization kernel which is localized near the interface. We call \( \delta \kappa (1 - \phi) \frac{\partial \phi}{\partial x_i} \), the localized CSF (LCSF) model. The numerical results below confirm that this localization improves the accuracy of the surface tension model compared to the original CSF model.

3. Results and discussion

In this section, using canonical tests, we numerically test the energy-based surface tension model by comparing its performance against CSF and LCSF. We use second-order finite differences on a staggered Cartesian grid in space and RK4 time-integration, as described in Mirjalili and Mani [9].

3.1. Spurious currents

We consider a standard 2D benchmark for testing spurious currents generated by two-phase flow solvers [16, 17, 18, 19]. In a \( 1 \times 1 \) domain with free-slip boundary conditions, at \( t = 0 \), a circular drop with diameter \( D = 0.4 \) is placed in the center of the domain with \( \vec{u} = 0 \) everywhere. Note that all numbers and parameters reported in this work are non-dimensional. The density and viscosity of the two phases are equal, \( \rho_1 = \rho_2 = 300 \) and \( \mu_1 = \mu_2 = 0.1 \), the surface tension coefficient is \( \sigma = 1.0 \), and the dimensionless parameter characterizing this problem is the Laplace number, \( La = \sigma \rho D / \mu^2 = 12000 \). Any sustained flow in the numerical solution is due to errors in computing the surface tension force.

To understand how the spurious currents evolve, in fig. 1 we examine \( Ca_{\infty} = (\| \vec{u} \|_{\infty} / \mu) / \sigma \) as a function of non dimensional time \( t^* = \sigma t / (\mu D) \) using the CDI phase field model for all three (CSF, LCSF, and energy-based) surface tension formulations. We observe that after an initial transience, the energy-based model shows consistently lower spurious currents than the CSF and LCSF models. The transient higher values of spurious currents for the EB model at small times can be attributed to the interface being out of equilibrium. Based on these observations, and similar to [19, 20], we choose to compare the spurious currents at \( t^* = 250 \). Evidently, this is a sufficiently large time for transient effects to have passed and for spurious currents to be fully developed for all three surface tension models due to the balance of surface tension and viscous forces.

Panel (a) of fig. 2 shows the convergence of \( Ca_{\infty} \) at \( t^* = 250 \) as we increase the number of mesh points \( (N \times N) \) for a fixed interfacial thickness, \( \epsilon = 1/32 \). By successively refining the mesh, this analysis illustrates the property of the models in the continuous limit, thereby teasing out the PDE errors. It is clear that for all three chosen phase field equations, the energy-based model (denoted with EB) outperforms CSF and LCSF due to a better convergence order (second order for EB). It is worth noting that LCSF consistently yields lower spurious currents than CSF.
Panel (b) of fig. 2 shows the convergence of $Ca_\infty$ at $t^* = 250$ as we approach the sharp-interface limit. An important property of a physical model is to converge to true sharp interface physics as $\epsilon \to 0$. As we reduce $\epsilon$, we refine the mesh via $\Delta x = 32^{1/2} \epsilon^{3/2}$ [5, 20]. In practice, to allow an integer number of mesh points, we successively refine the mesh by a factor of two while computing $\epsilon$ proportional to $\Delta x^{2/3}$. We observe that for all three phase field equations, the energy-based model converges faster (second order) to the sharp interface limit compared to the CSF and LCSF models. A faster convergence to the sharp interface limit has a practical benefit in terms of computational resource requirements, as it allows for the choice of larger $\epsilon$ values that usually require coarser spatio-temporal resolutions. LCSF seems to consistently result in lower spurious currents than CSF for these simulations as well, although to a lesser degree than the fixed $\epsilon$ results shown in panel (a).

Figure 1: Section 3.1 Spurious currents: Variation of $Ca_\infty$ as a function of time for the CDI phase field model along with CSF (red line), LCSF (cyan line), and energy-based surface tension model (denoted by EB and green line).
3.2. Standing Wave

By examining surface oscillations of a standing wave, one can assess the accuracy of a two-phase flow solver in capturing interactions among inertial, capillary, and viscous forces [21, 19, 20]. We compare the accuracy of the energy-based surface tension model against the CSF and LCSF models in capturing the amplitude of a 2D standing wave as a function of time. In a $2\pi \times 2\pi$ domain with periodic boundary conditions in the $x$ direction and free-slip on the top and bottom walls, a small-amplitude wave is placed between two immiscible phases at $x = 0$. The initial wave height is $h_{\text{wave}}(x, t = 0) = y - y_0 + A_0 \cos(x - \Delta x/2)$, where $y_0 = \pi$ and $A_0 = 2\pi/100$. The wavelength is $\lambda = 2\pi$. The surface tension is $\sigma = 2$, density of the two phases are $\rho_1 = \rho_2 = 1$, kinematic viscosity of both phases are $\nu_1 = \nu_2 = 0.064720863$, and the time step is $\Delta t = 0.003$. We measure the amplitude of the standing wave at $x = \Delta x/2$ as a function of time.

Panels (a), (b), and (c) of fig. 3 depict the normalized surface wave amplitude ($A/\lambda$) as a function of time for simulations performed using CDI, ISODI, and SB phase field methods, respectively. For panels (a), (b), and (c) of fig. 3 we fix the value of $\epsilon = 1/32$ and vary the mesh resolution. We compare the performance of the energy-based surface tension model against CSF and the exact solution (see Prosperetti [22]) for each resolution. Notice that for all three models (panels (a), (b), and (c)), the energy-based surface tension model (solid lines and denoted by EB) outperforms CSF (dashed lines and denoted by CSF) when compared to the exact solution (except for the lowest resolution simulations with $16 \times 16$ mesh points). Additionally, it is important to note that as we refine the mesh, both CSF and the energy-based surface tension model converge to a solution, which implies a minimization of the spatial discretization error. Therefore, for the highest resolution, we predominantly observe a PDE error caused by choice of a finite $\epsilon$. If we then inspect the converged solutions (purple solid line for the energy-based surface tension model and purple dashed line for the CSF model), it is clear that the PDE-level error committed using the energy-based surface tension model is much smaller than that of the CSF model for all three phase field methods (panels (a), (b), and (c)). Therefore, we can infer from the results of panels (a), (b), and (c) that for a
fixed $\varepsilon$, the energy-based surface tension model has a smaller PDE error compared to CSF.

Panel (d) of fig. 3 illustrates the convergence of the $l^2$ error computed between the surface wave amplitude and the theoretical solution [22] as we approach the sharp interface limit (i.e., $\varepsilon \to 0$). While reducing $\varepsilon$, we refine the mesh via $\Delta x = 32^{1/2} \varepsilon^{3/2}$. For all three phase field equations, we observe that the energy-based surface tension force model (symbols with solid lines) is more accurate than the CSF model (symbols with dashed lines) while maintaining its convergence order of one.

For panels (a), (b), and (c) of fig. 4 we fix the value of $\varepsilon = 1/32$ while varying the mesh resolution to compare the performance of the energy-based surface tension model against LCSF and the exact solution (see Prosperetti [22]). Similar to the comparison in fig. 3, for all three phase field equations, the energy-based model (solid lines and denoted by EB) outperforms LCSF (dashed lines and denoted by LCSF) when compared against the exact solution. Furthermore, as we refine the mesh, LCSF and the energy-based surface tension model converge to a solution as the spatial discretization errors converge towards zero. The converged solutions show that the energy-based surface tension model (purple solid line) is much closer to the exact solution (solid black line) compared to the LCSF model (purple dashed line). This implies that the PDE-level error committed by the energy-based surface tension model is much smaller than the LCSF model for all three phase field methods.

Similar to panel (d) of fig. 3, panel (d) of fig. 4 compares the convergence of the energy-based model and LCSF as we approach the sharp interface limit (i.e. $\varepsilon \to 0$). We observe that the performance of the energy-based model (symbols with solid lines) is very close to the LCSF model, except for the CDI formulation. To understand why we see higher errors for CDI for the energy-based model, let us revisit Panel (a); we observe from panel (a) that the energy-based surface tension model outperforms the LCSF model as the interface is progressively resolved with more mesh points, specifically for resolutions more than $64 \times 64$ which corresponds to $\varepsilon/\Delta x \geq 2$. For panel (d), we have $\varepsilon/\Delta x = \sqrt{1/(32\varepsilon)}$. Therefore, it is only as we approach $\varepsilon = 0.0124$ for which $\varepsilon/\Delta x \approx 1.58$ that we begin to see the energy-based model accuracy catching up to LCSF. Indeed, at $\varepsilon = 0.0124$, we observe that the LCSF model accuracy is flattening, whereas the energy-based model is still converging at the same first-order rate.

In fig. 5, we probe into the energetics of the standing wave problem. Namely, using CDI as the phase field model with $\varepsilon = 1/32$ on a $64 \times 64$ mesh, the amplitude evolution for the three different surface tension models is shown in panel (a). The time evolution of the kinetic energy (KE), surface energy (SE), and total energy (TE) for these simulations is shown in panel (b). SE is the system free energy given by $\frac{2}{\varepsilon} \psi + \delta \epsilon \left( \frac{\partial \phi}{\partial x_1} \right) \left( \frac{\partial \phi}{\partial x_1} \right)$. Physically, energy is periodically exchanged between KE and SE while being dissipated by viscous dissipation. It is clear that during this process, compared to the energy-based surface tension model, the CSF and LCSF models exhibit unphysically high amplitude oscillations in both KE and SE modes, which is correspondingly manifested by larger wave amplitudes in panel (a). The period of the oscillations seems to be also more erroneous for these surface tension models compared to the energy-based model. Overall, from panel (a) in conjunction with panel (b), it is evident that the energy-based model is more accurate than the CSF and LCSF models in flows involving dynamic interactions among surface energy, kinetic energy, and viscous dissipation.
Figure 3: Section 3.2 Standing Wave: Comparison of the accuracy of capturing surface oscillations of a standing wave with the proposed energy-based surface tension model (denoted by EB in the legend) and the CSF model. Panel (a) shows the comparison of the surface oscillations between the proposed surface tension model (EB), CSF, and the theoretical solution [22] for the CDI phase field model (see 2.1 for details); Panel (b) shows same analysis as in panel (a) but with the ISODI phase field model (see 2.1 for details); Panel (c) shows same analysis as in panel (a) but with the model from Sun and Beckermann [2] (see 2.1 for details); Panel (d) shows the convergence of $L^2$ error between the surface oscillation and theoretical solution [22] with respect to the interface thickness $\epsilon$ for the proposed surface tension model (EB) and CSF for all three phase field models analyzed in panels (a), (b), and (c). In all four panels solid lines are used to denote results for the proposed surface tension (EB) and dashed lines are used to denote results for the CSF model.
Figure 4: Section 3.2 Standing Wave: Comparison of the accuracy of capturing surface oscillations of a standing wave with the proposed energy-based surface tension model (denoted by EB in the legend) and the LCSF model. Panel (a) shows the comparison of the surface oscillations between the proposed surface tension model (EB), LCSF, and the theoretical solution [22] for the CDI phase field model (see 2.1 for details) with varying mesh resolution for a fixed \( \epsilon \); Panel (b) shows same analysis as in panel (a) but with the ISODI phase field model (see 2.1 for details); Panel (c) shows same analysis as in panel (a) but with the model from Sun and Beckermann [2] (see 2.1 for details); Panel (d) shows the convergence of \( L^2 \) error between the surface oscillation and theoretical solution [22] with respect to the interface thickness \( \epsilon \) for the proposed surface tension model (EB) and LCSF for all three phase field models analyzed in panels (a), (b), and (c). In all four panels, solid lines are used to denote results for the proposed surface tension (EB) and dashed lines are used to denote results for the LCSF model.
4. Summary and perspective

In this work, we provided theoretical justification for using eq. (4) as an energy-based surface tension force model in conjunction with second-order phase field models. We described the connection of the energy-based surface tension model with a localized CSF model (eq. (11)), introduced in section 2.2. Through extensive testing on two canonical problems, we revealed the relative accuracy of the energy-based surface tension model compared to CSF and LCSF. These two cases allowed us to assess the accuracy of the model in capturing static equilibrium solutions and dynamic interactions involving the interplay of surface tension forces with inertial and viscous forces. We observed from fig. 2 that the energy-based model leads to a faster rate of decay for spurious currents (second order) with respect to mesh resolution and interfacial thickness \( \epsilon \) (the sharp interface limit) as compared to the CSF and LCSF models. This is analogous to observations from the Cahn-Hilliard model [5] and is intuitively expected since the equilibrium solution of the second-order phase field models is also a hyperbolic tangent. Additionally, from fig. 3, 4, and 5, we observed that the energy-based surface tension model is more accurate compared to the CSF and LCSF models in dynamically active scenarios involving exchanges between various modes of energy. Both of these properties are highly sought after for accurate two-phase flow simulations. While our tests were two-dimensional, our findings can be readily generalized to three-dimensional settings. With this short note, we propose the model presented in eq. (4) as an alternative to the CSF model for surface tension forces in two-phase flow simulations that utilize second-order phase field equations.
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