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ABSTRACT

Complex and multidimensional network traffic features have potential redundancy. When traditional detection methods are used for training samples, the detection accuracy of the supervised classification model is affected due to small data samples. Therefore, a method based on generative adversarial networks (GANs) and feature optimization is proposed. First, the feature correlation and redundancy are analyzed by the potential redundancy of network traffic. The feature optimization selection method of collaborative learning automata is proposed. Second, the confrontation interactive training principle of the generative confrontation network is adapted, in which a model of the generative confrontation network is proposed to solve the problem that small training label samples. Third, the interdomain distance is minimized by using GAN and the multiple kernel variant of maximum mean discrepancy (MK-MMD). The shared features between the source domain and target domain distribution are learned by applying the information between GAN confrontation training and classification network supervision training, improving the detection accuracy. Forth, random noise data and original training label samples are mixed to form a new training set. The accuracy is further improved by adopting generative models to continuously generate samples. The final classification results are output by the 16-dimensional Softmax classifier. The method has a small loss rate when the datasets are used to train by the experimental analysis of algorithm parameters and simulation data. The model optimized by MK-MMD has strong generalization ability. The average detection accuracy rates are 91.673% (two-classification) and 91.480% (multiclassification) by comparing machine learning and other shallow neural networks, and are the highest values among the compared methods. Moreover, the effectiveness and superiority of the proposed method are verified to be the best by comparing the recall rate, false positive rate (FPR), F-measure, AUC. When the interference of other samples are mixed, the proposed method is also robust.
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1. INTRODUCTION

With the rapid development of network technology, intelligent network technology has played an important supporting role in promoting sustainable economic and social development [1–3]. The rapid development of network technology has made the network structure increasingly complex. This has given rise to increasing risks of network intrusions and abnormal traffic attacks. Such risk is an additional problem that must be solved as the network moves toward future sustainable development. The analysis and identification of various network intrusions are highly important [4,5]. Abnormal detection technology has had to face increasing challenges due to the increase in network size, network speed and types of intrusions. Therefore, design of new abnormal detection mechanism for the current and future network environment is the core subject of research in network-related fields [6,7]. Moreover, the abnormal detection method must increase the speed of abnormal detection, reducing the false positive rate (FPR) and improving the detection performance. For different network environments, many detection methods have been proposed. Meanwhile, the researches on network abnormal detection are the essential problem in the network space. Researches on such information processing problems are usually carried out on the tagged dataset. The validity of the algorithm is verified by the tagged data. However, this is different from the information that ordinary technicians can process directly, such as images and sounds. Network traffic information is highly abstract professional data which require trained experts. Due to the high threshold of network abnormal sample labeling, small datasets are used for network abnormal detection, posing challenges to the research on network abnormal detection. On the other hand, in the real environment, a real-time response is required for new network abnormal detection methods. There is usually not enough time to mark a large number of abnormal samples. Therefore, the design of a method for small sample field detection [8,9] is also the most important.

In the view of the potential redundancy of the traffic features of complex networks, traditional detection methods have the disadvantage that the detection accuracy of the supervised classification model is affected by the lack of samples. In this paper, based on the...
optimal selection of features, a network abnormal traffic detection method is proposed in combination with the generative adversarial networks (GAN) and multiple kernel variant of maximum mean discrepancy (MK-MMD). The contributions are mainly divided into three sections:

- After analyzing the feature correlation and redundancy, a feature optimization method of the collaborative learning automata (LA) is proposed. The problem of too many redundant features in abnormal traffics are solved by finding the optimal feature subset from the features with a collaborative LA.

- Based on the principle of GAN interactive training, an abnormal detection model of GAN is proposed to solve the problem of low detection accuracy due to the small number of training label samples.

- The MK-MMD is proposed to minimize interdomain distance. The information between the confrontation training and the classification network supervision training of GAN are optimized. The shared features between the distribution of source domain and target domain are learned by the model. The detection accuracy has been further improved.

The remainder of this paper is organized as follows. The purpose of abnormal network traffic detection and the existing problems are introduced in Section 1, we summarize the research status of abnormal network traffic detection in Section 2. The theories and the implementations of abnormal traffic detection based on GAN, MK-MMD and feature optimization selection are described in Section 3. In Section 4, we evaluate our methods, and the relevant experiments are set up to verify the effectiveness of the proposed method. Section 5 concludes this paper.

2. RELATED WORKS

2.1. Feature Optimization Selection

Many studies have been performed on feature optimization selection. As shown in Ref. [10], a classic feature selection metric GeFS is optimized. Moreover, a filtering method for multiclassification feature optimization selection is proposed after combining it with the support vector machine (SVM) classifier. The feature selection problem is transformed into a mixed 0–1 linear programming problem by adopting the classifier. The SVM classifier is fused and applied to network traffic abnormal detection with good results. As shown in Ref. [11], an improved filtering feature optimization selection method is proposed, in which mutual information theory is applied to evaluate the correlation between each dimension of network traffic features and output classes. The feature selection algorithm is used to select the optimal feature to achieve abnormal traffic classification. Weka technology and voting mechanisms are adopted, in which a feature selection algorithm is proposed to filter features through the method. Moreover, each dimensional feature is rated by the voting mechanism, and the most effective feature in network traffic is screened out. Finally, various classifiers are used for abnormal detection to verify their effectiveness [12]. The network traffic features of the two datasets KDD99 and UNSW-NB15 have been fully studied, and the feature correlation rules have been extracted. A feature selection model of the association rule mining algorithm is proposed. Meanwhile, the highest ranking feature is mined from network traffic, and (EM) expectation-maximization clustering and naive Bayes classifier are combined to detect abnormal traffic in Ref. [13]. As shown in Ref. [14], LA is applied to the field of abnormal detection. A single LA interacts with a random environment in which redundant features are removed from the initial feature set to achieve feature space dimensionality reduction. Furthermore, the model is combined with SVM to improve the detection efficiency.

2.2. Abnormal Traffic Detection Based on Traditional Machine Learning

The traditional methods of machine learning include the K nearest neighbor algorithm (KNN), naive Bayes algorithm (NB), SVM, decision tree and random forest (RF) algorithm. The core concept of the KNN algorithm is to calculate the distance between the test sample and the training sample in the feature space. Then, the K most adjacent training sample nodes are selected and grouped into a category. The idea of the NB is based on Bayes’ theorem and the independent conditional hypothesis to complete the classification according to probability mode. However, these two detection techniques need to give a score or probability of whether a particular event is an exception. The abnormal detection system must aggregate the output, leading to a high FPR. Therefore, an abnormal detection method has been studied and designed to optimize Bayesian networks to solve this problem in Ref. [15]. By combining RF with Bayesian optimization, information gain is utilized to select key factors of production. Sensitivity analysis is used to optimize the classification effect. Meanwhile, the outputs of k different detection models and optionally additional information were output. Each model analyzed different features of events. Finally, the logical model combination of various output parameters were returned, and the Bayesian network was used to complete the classification. The shape of the description in the normal data is presumed by the SVM. The correct acceptance rate of the given normal sample is guaranteed by minimizing the volume based on the given empirical error.

However, the standard SVM model needs to contain annotated data. The original SVM is no longer applicable because there is only one class of samples. Therefore, a one-class SVM method for exception detection is proposed. It assumes that the coordinate origin is a unique constant point and that a hyperplane is found to separate the sample point from the origin to the maximum extent. All of the sample points fall on one side of a semi hyperplane, while the other sample points are considered anomalies [16]. However, when the area of half space is too large, the FPR is higher. Therefore, the Slab SVM method was proposed by Ref. [17] to solve this problem by constraining the sample points between two parallel hyperplanes. The samples can be better classified in the stripe form. The decision tree algorithm is a common algorithm in the field of machine learning that finds an optimal value from a dataset based on probability. The optimal value is divided into two datasets, and the optimal value is found from the dataset. RF is a classification algorithm in which multiple decision trees are used for training. Moreover, to solve the problem of the lack of precision of the RF algorithm element classifier, a gradient promotion decision tree as a meta-classifier of the database abnormal detection algorithm was studied [18]. While the classification accuracy was improved, it can resample the original dataset, and the correlation of noise data can be
2.3. Abnormal Traffic Detection Based on Deep Learning

Although the traditional machine learning algorithms can help identify some attacks, the task of two-classification and multiclassification under small data cannot be solved effectively. In recent years, the potential of deep learning algorithms have been demonstrated in many fields. The progress in related fields can be rapidly driven by this technique because it provides an effective approach to solve the feature design problem of traditional machine learning. Ref. [21] proposed the abnormal detection method of a convolutional neural network (CNN), and the learning method of image transformation was adopted to realize abnormal detection. First, the discrete data are transformed into one-hot vector to achieve vectorization. Then, the features are folded and arranged to realize data conversion from one dimension to three dimensions. Finally, ResNet and Google Net are used to conduct classification experiments on the NSL-KDD dataset, and the model performance is verified. Ref. [22] studied a recurrent neural network (RNN) abnormal traffic detection. First, the vectorization of discrete data and normalization of all data are carried out. Then, the feature extraction and classification of preprocessed data are carried out using a RNN. The advantages of two-classification and multiclassifications for the NSL-KDD datasets are verified by experiments. Ref. [23] designed a RNN with feature grouping for abnormal detection that improved the speed of training and convergence by adjusting the size of the network. Therefore, this model becomes a more efficient abnormal detection system in terms of accuracy rate (Acc) and operation cost. Ref. [24] proposed a deep automatic encoder to detect abnormal traffic. The autoencoder is used to complete data dimension reduction and improve the performance of the abnormal detection system. Experiments with the NSL-KDD dataset show better accuracy for this approach compared to the other methods. Ref. [25] designed an abnormal detection system based on a deep belief networks (DBN) that trained the model with the NSL-KDD dataset to identify unknown attacks. The accuracy of the detection model is high, and it can detect the abnormal traffic well compared to the other methods. A SVM abnormal detection model based on self-coding networks was proposed by Ref. [26]. In the pretraining stage, the self-coding network method is used to extract the low-dimensional feature representation of the data, and the SVM classification algorithm is used for abnormal identification. The training time of the classification model is reduced by using this detection method, and the classification effects are better than that of the traditional algorithm. As shown in Ref. [27], each network traffic is represented as a state set that changes over time, and then the RNN is used to model and complete the detection of abnormal network traffic. However, this paper does not study the traffic feature modeling method to detect botnets, so that it also displays some limitations. As shown in Ref. [28], a stack noise reduction self-encoder abnormal detection method was proposed that can effectively improve the accuracy and robustness of traffic feature analysis of big data. Moreover, the additional computational burden incurred by traffic conversion to images is avoided, but (SDA) stacked denoise autoencoder has only three hidden layers. Therefore, the feature extraction and dimension reduction capability of SDA cannot be exploited well, affecting the model detection performance.

Furthermore, a network abnormal detection algorithm for the optimized and improved regularized limit learning machine (BSOIRELM) is studied in Ref. [29]. First, LU decomposition is used to solve the output weight matrix of RELM. Then, the long-run optimization algorithm is designed to jointly optimize RELM weights and thresholds. Finally, the detection performance of the model is verified on multiple datasets. In Ref. [30], a C-LSTM neural network is proposed that can effectively model the space-time information contained in network traffic, and the model after modeling is used to extract traffic features. Although this method is effective for feature extraction of a time series network, the use of LSTM results in overfitting. A robust feature method for automatically extracting spatial and temporal information is provided to optimize the detection of abnormal network behaviors. The model has a high accuracy according to Ref. [31]. The high accuracy of combining CNNs, LSTM and deep neural networks (DNNs) to extract more complex network traffic features has also been proven by Ref. [32].

In summary, it can be observed that deep learning can effectively solve some problems in abnormal network traffic detection, so it is also the research direction of this paper.

2.4. Description of the Classification of Small Samples and the Idea of the Proposed Method

Description of the work above: for a specific type of attack, if there are a large number of samples, many machine learning algorithms can identify the corresponding attacks. This process can be learned automatically by deep learning methods without significant manual intervention. Thus, it can be concluded that as long as there are enough new datasets, the abnormal detection system can detect new attacks. However, the current cyberspace environment is evolving rapidly, with new attacks occurring every moment. For example, a zero-day attack is an attack launched on the day vulnerability is discovered, and it is difficult for security agencies to obtain enough attack samples in a short time. Meanwhile, there is no time...
to produce the dataset for release. The detection problem of similar zero-day attacks can be considered an abnormal detection problem in a small sample scenario [33].

In recent years, small sample learning has achieved some significant results. In particular, some small sample learning problems have been well solved by methods based on meta-learning [34] and metric learning [35]. However, for network abnormal detection, no effective detection algorithms suitable for small sample scenarios are currently known. As network attacks emerge ceaselessly, the existing supervised learning algorithms are difficult to generalize to identify unknown abnormal traffic. On the other hand, computer networks have become very popular. It is impractical to design a corresponding abnormal detection model for each type of business network and possible abnormal types. There are still many limitations in feature optimization selection and classification judgment. The overall network samples are directly inputted into the classifier for big data training in these studies. The final detection effects are poor due to the large-scale network environment with complex features and various attack categories.

Therefore, our improvement ideas are mainly as follows: first, the redundancy of network traffic is analyzed, and the collaborative LA is used for feature optimization selection. Then, the GAN network with MK-MMD is used to minimize the interdomain distance to improve the classification detection accuracy based on the GAN confrontational interactive training principle. Finally, the random noise data generated samples (fake samples) are mixed with the original training label samples to form a new training set, in which noise data generated samples (fake samples) are mixed with the original training label samples to form a new training set, in which
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**Figure 1** The overall inspection model structure process.

MK-MMD is used to further optimize the data, and the classification result $Y^*$ is obtained through Softmax. Moreover, relevant experiments are set up to verify the performance.

### 3. IMPROVEMENT METHODS

The process of the proposed generation of the confrontation network and feature optimization selection detection model is shown in Figure 1. After the datasets are normalized, the variance of the feature value of the traffic will be reduced. All of the original data will be transformed into dimensionless numerical data. Step 1: after the network datasets are normalized, the output $X$ is used as the input of the collaborative learning automatic to perform feature optimization selection processing. Step 2: After being processed by the collaborative learning automatic, the output $Y$ is used as the input of the GAN framework for data training. The loss functions are derived to obtain the training result. Meanwhile, batch normalization (BN) and activation function ReLU are used to further optimize the model and reduce deep network defects. Step 3, The

### 3.1. Feature Optimization Selection Based on Collaborative LA

The network traffic features can be divided into different types according to their features, such as basic features, content features and time features. The initial feature set can be divided into $m$ types according to the feature types. Each feature type contains several dimensional features that do not have the same features. In addition, there are strong correlations, weak correlations and uncorrelations in each feature type. Therefore, the redundant feature elimination problem involved in abnormal network traffic detection is a feature selection problem. The essence of the feature optimization selection problem is to find the optimal feature subset from the feature set.

$LA$ belongs to the category of reinforcement learning that is an adaptive and simple decision-making unit. Through continuous interaction with the external environment, the behavioral decisions of the system can be changed according to feedback from the interactive environment. The whole interaction process is as follows: at a certain point, $LA$ selects a behavior $a(t)$ from the set of optional behaviors according to the behavior selection probability and interacts with the random environment. The environment will give $\beta(t)$ feedback according to the selected behavior. This feedback value indicates the degree to which the behavior $a(t)$ adapts to the environment. Then, its own state is adjusted by $LA$ according to the feedback given by the environment, and the behavior selection probability is updated. Finally, $LA$ will satisfy the iteration stopping condition and converge to the optimal behavior.

At time $t$, all $LA$ interact with the random environment. Meanwhile, the behavior $\mu(t) = \mu_i$ is assigned to each $LA_i, i = 1, 2, ..., N$ by the behavior probability function $Q(t)$ that constitutes the current behavior. The preset strategy is used for feedback and accepts it from the environment $\lambda(t) = [\lambda^1(t), \ldots, \lambda^N(t)]$. To further improve the optimal selection of features in detection, the optimal selection problem is mapped to the decision-making problem of $LA$ in a random environment. The random environment only uses one reward and punishment environment because feature optimization is a two-classification problem. The update reward strategy adopts RI (Reward-Inaction), and the model is a discretized $DL_{RI}$ algorithm. The main elements involved in this mapping problem are described in detail below:
(1) Action: \( \alpha = \{ \alpha_1, \alpha_2, \ldots, \alpha_r \} \)

The behavior set of each LA is a feature set belonging to each feature type. Each one-dimensional feature corresponds to a behavior instance \( \alpha_i \), and \( r \) represents the number of features in the feature type. In each iteration, \( N \) LAs select \( 1 \sim n \) behaviors according to the switching probability \( Q \) and behavior probability.

(2) Feedback: \( \beta = \{ 0, 1 \} \)

The feedback of the random environment is binary, where 0 represents reward, 1 represents punishment. The update strategy is the RI strategy. The probability of the behavior set is updated only if the feedback is a reward. Otherwise, it does not respond. In the proposed LA framework, the classification accuracy of the feedback in the random environment is matched with the threshold value. When the classification accuracy is higher than the set threshold, the environment will reward the selected behavior. Otherwise, it does not respond.

(3) Environment:

The random environment is responsible for responding to the selected set of behaviors at each iteration and returning feedback from the LA. The random environment is p-stationary. In the proposed collaborative LA model, the random environment corresponds to the classification decision environment of abnormal detection.

However, a single LA is a serial mode, and only one behavior can be selected for interaction at a time. It cannot be used for multiple behavior selection. The collaborative LA (Figure 2) model has the advantage of using multiple approaches for solving the problem. Furthermore, the feature optimization selection must deal with multiple combinations to be considered, and the model is improved as follows. \( N \) identical LAs are used to form the feature selection model \([LA_1, LA_2, \ldots, LA_N]\) that interacts with the same random environment. Each LA is assigned a feature type sub feature set that becomes the behavior set of the LA. The initial probability of the behavior set is determined by the number of behaviors. The same learning algorithm \( T(\bullet) \) and learning parameters are adopted by each LA.

The collaborative LA model is proposed and aims to adopt multiple LA to address the same learning problem collaboratively. The problem that cannot be addressed by single LA is solved by accelerating the convergence of LA. In the collaborative LA model, each LA selects an action. The input behavior set is composed of multiple behaviors selected. The random environment can interact with multiple behaviors. All of the behaviors are updated with probability vectors according to the behavior and the feedback set. The collaborative structure is composed of \( N \) identical LA that interact with the same random environment. They have their own different behaviors \( A = \{ \alpha_1, \alpha_2, \ldots, \alpha_r \} \).

They have their probabilistic choice vectors \( P(t) = \{ p_1(t), p_2(t), \ldots, p_r(t) \} \). The algorithm of the collaborative LA model is as follows:

Algorithm 1: collaborative LA

| Input: | collaborative LA |
|--------|------------------|
| \( N \) | cluster scale |
| \( r \) | learning rate \( \lambda \) |
| \( T \) | convergence threshold |

**Step 1** Initialization: Behavior probability vector: \( P_i = 1/r, \forall i \in [0, r] \)

Repeat

**Step 2** At time \( t \), each LA, \( i = 1, 2, \ldots, N \) selects behavior \( \alpha(t) = \alpha_i \) according to behavior probability vector \( P(t) \) to form the current behavior set \( \alpha(t) = \{ \alpha_1(t), \ldots, \alpha_r(t) \} \).

**Step 3** The behavior set \( \alpha(t) \) is fed into the environment for interaction, and the fuser gets a set of corresponding feedback \( \beta(t) = \{ \beta_1(t), \ldots, \beta_r(t) \} \).

**Step 4** According to the currently selected behavior set \( \{ \alpha_1(t), \ldots, \alpha_r(t) \} \) and the obtained environment feedback set \( \{ \beta_1(t), \ldots, \beta_r(t) \} \), the fuser at the next moment \( P(t+1) \) will be updated according to the following formula:

**Step 5** 

\[
R_j(t) = \sum_{i=1}^{N} \beta_i(t) \cdot 1 \{ \alpha_i(t) = \alpha_j \}
\]

**Step 6** Until \( \max \{ p_j(t) \} > T \)

It is observed that the collaborative LA can achieve convergence of \( \varepsilon = \text{optimal} \). The simulation experiment of \( N \) environmental sampling cycles proves that the model can effectively reduce the sampling times. Meanwhile, it greatly improve the rate of convergence to the optimal behavior.

Therefore, the specific feature optimization selection algorithm that uses the aforementioned analysis process is as follows: in each iteration, each LA in the model selects the switching state of the current iteration according to the switching probability \( Q \). The selection behavior set \( A \) is constituted to perform probabilistic selection through each LA in the “ON” state. Then, training set \( T(t) \) and test set \( V(t) \) are randomly selected from the subdataset. The features in set \( A \) are removed. \( T(t) \) and \( V(t) \) are used to train and verify the classifier to obtain the classification accuracy \( A(t) \). Finally, \( A(t) \) is compared with the threshold \( T_j \). If \( A(t) \geq 1 \), each LA receives the reward signal, and the behavior is updated by Equations (1) and (2). Otherwise, no action is taken.

\[
f_j(t + 1) = \max \{ f_j(t) - \Delta, 0 \}, \forall j \neq i \quad (1)
\]

\[
f_j(t + 1) = \min \left\{ 1 - \sum_{j \neq i} f_j(t), 1 \right\} \quad (2)
\]

The specific traffic chart of the optimization model is shown in Figure 3.
3.2. Generative Countermeasure Network Optimization Detection

The model is based on a game theory scenario. The generator (G) and the discriminator (D) are the two sides of the game. The generator network is obtained by fitting the data to the G. Certain simple inputs are distributed to the sample space by the model to compete with the opponent for learning. The G of the generative confrontation network is mainly used to learn to capture the probability distribution of real data samples. The D is mainly used to determine whether the sample is a real sample or a generated sample. This is essentially a two-classification model.

The structure diagram of the GAN model is shown in Figure 4 and is composed of two sections: the generator G and the discriminator D. In the training process, the Nash balance is finally reached through continuous confrontation and optimization by both sides. The probability distribution of the dataset is completely captured by G. The generated sample and the real sample cannot be distinguished by D at all. The unlabeled datasets can be transformed into labeled data (real samples) by GAN due to the introduction of adversarial ideas. Therefore, the samples generated by GAN can be regarded as fake samples. Suppose that x is a data sample. \( p(z) \) represents the input of G and is a kind of noise data, that usually displays a Gaussian distribution. \( G(z) \) represents the mapping of the noise data to the generated samples. \( D(x) \) represents the probability that the x is real sample rather than the generated samples. Therefore, GAN can be regarded as a problem of maximizing and minimizing G and D. The objective function is as follows:

\[
\min_G \max_D V(D, G) = E_x[-p_{data}(x)] \log D(x) + E_z[-p(z)] \log (1 - D(G(z)))
\]

![Feature optimization selection algorithm traffic.](image)

In this formula, \( p_{data}(x) \) and \( p(z) \) are the probability distribution and prior distribution of the real sample, respectively. \( D(G(z)) \) is the probability of being judged as a real sample after the generated sample passes D. The purpose of G is to make the generated sample be judged as a real sample. Moreover, \( D(G(z)) \) approaches 1, and \( V(D, G) \) also decreases. The purpose of D is to judge x as a real sample. The generated samples will be judged as no real samples, making \( D(x) \) close to 0 and \( D(G(z)) \) close to 0. In the specific training process, a model is fixed. Then, another parameter is updated to maximize the opponent’s error by alternate iteration training and achieve Nash equilibrium. Both G and D finally reach the optimal value by adaptive training.

To make full use of unlabeled samples to assist in supervised learning training classification, the total loss function is decomposed into two sections: standard supervised learning \( H_{supervised} \) and unsupervised learning loss function \( H_{unsupervised} \). The specific expressions of the two sections are given by Equations (4) and (5). The goal of \( H_{supervised} \) is to expect D to be correctly classified on the real probability distribution \( p_{data}(x, y) \) about the multiclass label sample data.

\[
H = -E_{x,y \sim p_{data}(x,y)} \log p_{model}(y|x) + E_{x \sim G} \log p_{model}(y = K + 1|x)
\]

\[
H_{supervised} = -E_{x,y \sim p_{data}(x,y)} \log p_{model}(y|x, y < K + 1)
\]

\[
H_{unsupervised} = -E_{x \sim p_{data}(x)} \log D(x) + E_{x \sim G} \log p_{model}(1 - D(G(x)))
\]

3.3. Framework Construction

The GAN detection framework is shown in Figure 5. The framework is composed of three sections: a feature optimization selector, generator G and discriminator D. The feature optimization selector is obtained by the optimization of the collaborative LA. The realistic sample data with disturbance is generated by G. The input data is judged by G to be real data or generated samples. The samples are correctly classified by G.

To generate samples with specified semantics, the labels of the generated samples must be controlled. Therefore, the category data are imported into G to guide the model training. The real sample \( X_{real} \) and the corresponding category \( C_{real} \) are regarded as inputs. The optimal feature sample \( X^*_{real} \) and the corresponding correct category \( C^*_{real} \) are output after feature selection. Noise z and condition vector \( c_{fake} \) are input data used by G to generate the false sample \( x_{fake} \). \( x_{fake} \) is discriminated by D. The real and false discrimination loss \( L_{fl}(G) \) and the classification loss \( L_{c}(G) \) are generated. Then, the training of G is jointly guided, and the \( X_{real} \) is received by D. The real and false sample judgment loss \( L_{pf}(D) \) and the classification loss \( L_{fc}(D) \)
for $X_{\text{real}}^*$ are output. Moreover, $x_{\text{fake}}$ is received by $D$. The real and false sample judgment loss $L_{pb}^G(D)$ and classification loss $L_{fl}^G(D)$ of $x_{\text{fake}}$ are output. The training of $D$ is completed under the guidance of the above four loss functions.

### 3.4. Loss Function Derivation

The adversarial samples are added to GAN training that can use the advantages of GAN in deep learning to improve classification robustness. Meanwhile, the optimization efficiency of GAN can also be improved. $G$ and $D$ are better trained and the model has stronger generalization ability. After GAN is better trained, the $G$ and $D$ will reach their respective goals. The loss function of $G$ is designed as follows:

$$L_{pb}^G = E_{z \sim p_z, c_{\text{fake}} \sim p_c} \left[ \log(1 - D(G(z, c_{\text{fake}}))) \right]$$

(6)

$$L_{fl}^G = E_{z \sim p_z, c_{\text{fake}} \sim p_c} \left[ L_D(c_{\text{fake}} | G(z, c_{\text{fake}})) \right]$$

(7)

$$L_{L_g} = \omega L_{pb}^G + \theta L_{fl}^G + \chi L_{sh}^G$$

(8)

The function of the generator $G$ is as follows: when the input is random noise $z$ and category information $c_{\text{fake}}$, the generated sample $x_{\text{fake}}$ will be output. The loss function $L_{G}$ of $G$ is defined as the weighted sum of three loss functions. They include the discriminant loss $L_{pb}^G(G)$ of $x_{\text{fake}}$ that is judged by $D$ as a real sample or as a generated sample. The classification loss $L_{fl}^G(G)$ of $x_{\text{fake}}$ that is classified and predicted. The confrontation loss $L_{sh}^G(G)$ that $x_{\text{fake}}$ is regarded as the input data. In Eqs. (6–8), $\omega$, $\theta$ and $\chi$ are the weights of the three loss functions, respectively.

The generator $G$ structure is shown in Figure 6. A simple residual network based on the residual unit is adopted as the generator. The deconvolution is removed, and only the ordinary convolutional layer is retained. The up sampling and down sampling are implemented through UpSampling2D and AvgPooling2D. The size of the convolution kernel is uniformly 3x3, and the step size is 1. The last layer of the generator uses the tanh activation function, and all other layers use the ReLU activation function. The input of the hidden layer is normalized by the BN layer in the generator model. When $G$ is continuously updated under the action of the loss function, the generated samples will become increasingly aggressive.

The $D$ ability to distinguish real and false samples during training will be improved. In the training process, the weights of $L_{pb}(G)$ and $L_{fl}(G)$ are too high. The weight of $L_{sh}(G)$ is too low, causing the generated samples obtained by training to be weak. Moreover, it will cause the disadvantage of poor defense performance of the training model and poor robustness. If the weight of $L_{sh}(G)$ is too high and the weights of $L_{pb}(G)$ and $L_{fl}(G)$ are too low, the distribution of the training samples cannot be effectively learned by $G$. This gives rise to the shortcoming of the poor ability of $D$ to discriminate the original sample that affects the classification performance of $G$.  

![Figure 5](image-url) Generative adversarial networks (GAN) detection structure diagram.

![Figure 6](image-url) Structure diagram of generator G.
Therefore, the weight should be set to ensure that $G$ can improve the aggressiveness of the generated samples. Moreover, $D$ has a stronger ability to discriminate the samples. The input of $D$ includes three sections: the output generation sample $X_{\text{fake}}$ of $G$, the optimal feature sample $X_{\text{real}}^*$, and the corresponding correct category $c_{\text{real}}$. $X_{\text{real}}^*$ is the output feature sample data through the feature selector with $X_{\text{real}}$ as the input data.

The loss function $L(D)$ is defined as the weighted sum of four loss functions. The loss function is composed of four sections: the discriminant loss $L_{\text{pb}}^*$ ($D$) that $X_{\text{real}}^*$ is judged as real or fake sample by $D$. The classification loss is $L_{\text{fl}}^*$ ($D$) that $X_{\text{real}}^*$ is classified by $D$. The judgment loss is $L_{\text{pb}}^f$ ($D$), where $X_{\text{fake}}$ is judged as a real or fake sample by $D$. $X_{\text{fake}}$ is classified by $D$ to discriminate the classification loss $L_{\text{fl}}^f$ ($D$). The four loss functions are expressed by Eqs. (9–13):

$$L_{\text{pb}}^* (D) = -E_{x_{\text{real}}^* \sim P_{\text{real}}} [\log D (f_D (x_{\text{real}}))]$$  

(9)

$$L_{\text{fl}}^* (D) = -E_{x_{\text{real}}^* \sim P_{\text{real}}} [L_D (C_{\text{real}} | f_D (x_{\text{real}}))]$$  

(10)

$$L_{\text{pb}}^f (D) = -E_{z \sim P_z, c_{\text{fake}} \sim P_c} [\log (1 - D (G (z, c_{\text{fake}})))])$$  

(11)

$$L_{\text{fl}}^f (D) = -E_{z \sim P_z, c_{\text{fake}} \sim P_c} [L_D (c_{\text{fake}} | G (z, c_{\text{fake}}))]$$  

(12)

$$L(D) = L_{\text{pb}}^* (D) + L_{\text{fl}}^* (D) + L_{\text{pb}}^f (D) + L_{\text{fl}}^f (D)$$  

(13)

$D$ is trained for the classification of various samples under the guidance of $L_{\text{pb}}^*$ ($D$), $L_{\text{fl}}^*$ ($D$), $L_{\text{pb}}^f$ ($D$) and $L_{\text{fl}}^f$ ($D$). In the training process, the batch training scheme was adopted, and the loss function was optimized through the Adam optimizer. In the proportion setting, $G$ and $D$ should maintain the balance of confrontation. They should be kept in confrontational balance in the training ratio setting.

The specific model of the designed discriminator $G$ is shown in Figure 7.

Just like generators, the deconvolution is removed, and only the ordinary convolutional layer is retained. The up sampling and down sampling are implemented through upSampling2D and avgPooling2D. The size of convolution kernel is uniformly $3 \times 3$, and the step size is 1. Because the normalization adds interdependencies among different samples in a Batch, the proposed method requires a gradient penalty for each sample. So BN is not used in the discriminator's model. Other parameters related to the generator and discriminator are described in Table 2.

### 3.5. Multicore Maximum Mean Difference Optimization

Some training samples in the data domain of the learning classifier will be missing. Therefore, the classifier needs to be assisted by the data of the relevant field of the learning task. The domain knowledge is “transferred” to the classifier that is used to construct the target field classifier and optimize the test samples of the target field. Although the source domain data are correlated with the target domain data, there are significant distribution differences. Therefore, the maximum mean difference (MMD) method is proposed to eliminate the influence of distribution differences. This method is composed of the following sections: Training set is $K_\text{tr} \{x_i\}$, and the number of samples are $N_1$. Test set is $K_\text{te} \{x_i\}$, and the number of samples are $N_2$. The numbers of the entire dataset are $N = N_1 + N_2$. The MMD between the training set and the test set in the kernel space are expressed as follows:

$$MMD^2 = \frac{1}{N_1} \sum_{i=1}^{N_1} \varphi (x_i) - \frac{1}{N_2} \sum_{i=1}^{N_2} \varphi (x_i) \|^2$$  

(14)

The minimized MMD is transformed into the optimization problem of the objective function. First, the feature space is found to make the data distribution less different. Then, the source domain and target domain samples are mapped to the feature space, in which the classifier can obtain better performance. Finally, the metric $\sigma$ of the quality of the training set is truly reflected. $\sigma$ is estimated by calculating the mean point distance between the dataset clusters based on MMD. The specific processes are as follows: first, the training set and the test set are clustered separately, and the
respective cluster sets are obtained. Second, the mean point distance of the clusters between the training set and the test set are calculated. Third, the measurement of the differences between the training set and the test set are estimated by using the mean distance, denoted as \( \sigma \). To make the qualified \( \sigma \) be calculated, the \( cmmd \) (clustered mmd) is introduced that is named the mean difference squared average of the cluster calculation. The specific mathematical expression is given by:

\[
cmmd^2 = \frac{\sum_{i \in C_m} \sum_{j \in C_n} mmd(\epsilon_i, \epsilon_j)^2}{N_{tr} \cdot N_{te}}
\]  

(15)

In the formula, \( mmd(\epsilon_i, \epsilon_j)^2 \) is the square of the sample mean distance between the clusters set \( \epsilon_i, \epsilon_j \). The clusters obtained by clustering the training and the test set are represented by \( C_m \) and \( C_n \). \( N_{tr} \) and \( N_{te} \) are the numbers of \( C_m \) and \( C_n \) clusters. Since \( \sigma \) needs to be limited to \((0, 1)\), and the form of \( \sigma \) needs to be determined by the value range of \( cmmd \). In the unsupervised confrontation training of \( G \) and \( D \), source domain data samples \( G(e_m) \) and target domain data samples \( G(e_m) \) with consistent feature distribution are gradually generated. The \( G(e_m) \) and \( G(e_m) \) are optimized by MK-MMD. Meanwhile, the distribution distance between the source domain and the target domain are shortened by GAN confrontation training that further reduces the data distribution difference between the domains. The loss function of MK-MMD on \( G \) is defined in Equation (16). Where, \( \gamma \) is the balance coefficient that is used to control MK-MMD to reduce the intensity of the interdomain differences.

\[
L_{mmd} = \gamma \min \left( \phi_k \left(G(e_m), G(e_m)\right) \right)
\]  

(16)

4. EXPERIMENT AND RESULT ANALYSIS

4.1. Dataset and Preprocessing

The test platform of this system includes hardware equipment and software. The configuration parameters are mainly shown in Table 3.

The experimental dataset selected in this paper is the NSL-KDD dataset. Since it was proposed in 2009, the NSL-KDD dataset has been widely used in abnormal detection experiments. In recent studies, most researchers have used NS-KDD as dataset because this dataset effectively solve the inherent data redundancy problem in the KDDCup99 dataset. The number of records was adjusted to make the number of records in the training set and test set reasonable. The laboratory simulates the local area network environment and simulates different network traffic, including normal traffic and various abnormal behaviors. This dataset contains a total of 9 weeks of traffic data that are divided into a training set and a test set. The training set consists of more than 5 million network connection records in the first 7 weeks that are stored as binary TCPdump compressed data. The TCPdump data exceeded 4 GB, and the test set included more than 2 million network connection records in the last 2 weeks.

Therefore, the "KDDTrain+" of NSL-KDD is selected as the training set. Meanwhile, the category label is removed. The "KDDTest+" is selected as the test set. Each dataset consists of 5 types of traffic: normal traffic and 4 types of attack traffic. The four types of attack traffic are: DoS, U2R, R2L, and Probe. The experiment mainly focuses on the effect of detecting network anomalies in terms of traffic. Therefore, only 28 features related to traffic in the dataset are retained. Moreover, the symbolic features are transformed into numerical features. The minimum-maximum normalization method is used to normalize the attribute values of 28-dimensional features. The traffic feature vector is constructed for the training of abnormal detection model. The detection of anomalous traffic is realized.

4.2. Performance Analysis of Collaborative LA Detection

Four sets of optimized feature subsets are experimented to verify the performance of the collaborative LA. The data is shown in Table 4. The four groups of feature subsets are respectively numbered LA1, LA2, LA3 and LA4. The LA1 and LA2 are composed of 10 feature dimensions. The LA3 and LA4 are composed of 9 feature dimensions. The results of abnormal detection is shown in Table 4. When using the feature optimization method and the nonfeature optimization method, the Acc and FPR are given.

It is observed from Table 4 that when the collaborative learning automatic is not used to optimize the dataset, the detection accuracy of the normal traffic and the four types of attack traffics are low. The Acc of the normal traffic is 84.695%, while the detection Accs of U2R and R2L in the four attack traffics are only 9.147% and 21.765%, respectively. The average Acc of the four types of attack traffic is 35.339%, and the performance is poor. However, the optimal feature subset can be effectively selected from the NSL-KDD dataset through feature optimization selection based on collaborative LA. Meanwhile, this feature subset can have a positive effect on the Acc of the entire abnormal detection model. The accuracy of the overall abnormal detection will be improved. Meanwhile, Table 4 shows that the best-performing set of optimal feature subsets (LA4) has a detection accuracy of 94.894% for normal traffic. The average Acc of the four types of attack traffic is 87.553%, which is a great improvement over the previous performance. However, the feature subsets that are selected by the learning automatic are not necessarily same. It is observed that they have a higher Acc and a lower FPR than the initial feature set, also verifying the effectiveness of the
Table 4 | Comparison results of feature selection.

| Numbering | Indicator | Normal | DoS | Probe | U2R | R2L |
|-----------|----------|--------|-----|-------|-----|-----|
| Not optimized | Acc (%) | 84.695 | 80.634 | 60.413 | 9.147 | 21.765 |
| LA1       | Acc (%)  | 89.562 | 86.521 | 73.487 | 0   | 0   |
| LA2       | FPR (%)  | 8.347  | 10.234 | 22.109 | 100 | 100 |
| LA3       | FPR (%)  | 92.457 | 90.632 | 79.608 | 44.725 | 0 |
| LA4       | Acc (%)  | 94.894 | 93.697 | 84.557 | 85.629 | 86.327 |

FPR, false positive rate; LA, learning automata.

Table 5 | Evaluation results of several feature optimization selection method.

| Dataset   | Algorithm | Number | Feature Ranking | Accuracy |
|-----------|-----------|--------|-----------------|----------|
| Weka      | 12        | 2, 3, 5, 6, 11, 23, 24, 33, 34, 35, 36, 40 | 83.629%  |
| ARM       | 14        | 3, 7, 12, 15, 16, 20, 22, 30, 34, 36, 37, 358, 39, 41 | 86.364%  |
| S-LA      | 10        | 3, 11, 12, 16, 19, 22, 27, 29, 32, 36 | 89.637%  |
| NSL-KDD   | 10(LA1)   | 2, 3, 5, 6, 10, 29, 30, 32, 33, 34, 36 | 89.794%  |
| Proposed  | 10(LA2)   | 2, 3, 5, 11, 29, 32, 33, 35, 36, 41 | 90.643%  |
|           | 9(LA3)    | 2, 3, 5, 10, 32, 33, 36, 37, 39, 41 | 91.752%  |
|           | 9(LA4)    | 2, 3, 5, 10, 29, 32, 33, 36, 41 | 93.871%  |

4.3. Design and Analysis of the Training Set and Test Set

The NSL-KDD datasets are analyzed under different training sets and test sets to obtain the optimal training model parameters. Each feature selection algorithm is used to select the corresponding sample features in the training set. Then, the test sample is predicted by a SVM. The Acc of the predicted sample is calculated to obtain the corresponding experimental classification results. Five comparison algorithms are selected in this experiment, namely, the efficient robust feature selection algorithm (RFS) [36], Laplacian score [37], locally sensitive semi supervised feature selection (LSDF) [38], correlation and redundancy standard semi supervised feature selection (RRPC) [39], and semisupervised feature selection algorithm (RLSR) for readjusting linear regression [40]. Due to the random selection of the samples, classification accuracy may be unstable. Therefore, each experiment is conducted 20 times to obtain experimental results with high reliability, and the average value is used as the comparison result. The comparison diagrams of the accuracy of training set 75%+ test set 25% is given in Figure 8.

It is observed from Figure 8 the proposed feature selection algorithm is superior to the compared algorithm. Meanwhile, when 75% of the training set and 25% of the test set are combined, the accuracy of each method is better. Furthermore, the classification accuracy of the proposed method will also be improved with the increase in the number of selected features, verifying the effectiveness of the method.

4.4. Data Training Analysis

To verify the influence of different input samples and training on GAN training, the training method of the standard GAN model is referenced to verify the influence of the training parameters on the abnormal traffic detection model. First, m generated samples and n training samples are mixed to train the classification model. The adjustment of the generative model G can be guided by the classification model D. So the classification model D can be cycled multiple
The conclusions can be drawn from Figure 9 as follows: first, bigger samples increase the data loss rate shows a decreasing trend. When the dataset trained by the DBN method increases with the number of samples, and the data loss rate of the NSL-KDD dataset under the DBN training method is shown in Figure 10a. It is observed from the figure that the dataset number of samples increase to 3000, the mean distances between samples are the largest, and the loss rate is approximately 0.35. After the number of samples continue to increase, the mean distance becomes smaller, and the loss rate further increases. When the number of samples are 5000, the loss rate is approximately 0.5. The sample mean distance is reduced, causing the dataset to be misjudged by the training method. The obtained training effect is not ideal.

The comparison of the loss rate of the training dataset of the LSTM method is shown in Figure 10b. It is observed from the figure that the loss rate of the dataset after LSTM training is lower than that of the former. Meanwhile, the number of samples continue to increase, and the loss rate also shows a decreasing trend. The increase in the sample value has a strong influence on the sample mean distance. The dataset will also be misjudged during the training process.

The final training dataset method proposed is shown in Figure 10d. It is clearly observed from the figure that the existing loss rate can be reduced to a small amount by the proposed method. The loss rate decreases with increasing number of samples, and the sample mean distance has little influence on the loss rate. The misjudgment and data loss rate can be reduced to a certain extent by the proposed method, verifying the necessity of this method.

4.6. Comparative Experimental Analysis of Classification Results

4.6.1. Two-classification performance comparison

The four types of abnormal traffics in the preprocessed NSL-KDD datasets are combined as an attack. The normal traffic is denoted as normal to verify the two-classification performance of the proposed method. A part of the datasets are selected for the verification analysis of the overall detection performance. The datasets are trained by four representative methods (DBN, LSTM and GAN) and the proposed method. (ROC) receiver operating characteristic curves (red curve represents normal traffic, black represents attack traffic) are drawn in Figure 11a–11d.

It is observed from Figure 11a that when the DBN method is used to train the datasets, the obtained training ROC curve deviates strongly from the test ROC curve. The average AUC value (higher value corresponds to better performance) obtained by normal and attack traffic is approximately 0.78.

It is observed from Figure 11b that when the LSTM method is used to train the datasets, the AUC value of the training ROC curve is low, and the average value is approximately 0.64. Although the obtained AUC value of the test ROC curve is better, it deviates greatly from the training ROC curve. Therefore, the reliability is average, and the training effect is not good.

It is observed from Figure 11c that although the AUC value of the test ROC curve is better after being trained by the GAN method, it
is approximately 0.85. However, the AUC value obtained by training the ROC curve is smaller, and is only 0.71. Therefore, the small training sample leads to an excessive training loss rate. The poor classification effect is verified when the dataset is trained using the GAN method.

It is observed from Figure 11d that when the proposed method is used to train data, both the ROC curve of training and the ROC curve of testing obtained a relatively high AUC value. The AUC value of the proposed method is better for both normal and attack traffic, highlighting the superiority of the proposed method.
The experimental comparison of Acc, recall rate, FPR, F-measure and AUC value for evaluating the two-classification is given in Table 6. The calculation of the parameters refers to Ref. [29].

It is observed from Table 6 that the performance of the proposed detection method is far superior to KNN, DT and SVM with regard to the test accuracy. These detection methods are traditional machine learning methods that show poor processing effectiveness on network traffic features. The normal and attack traffic in the network cannot be correctly classified. The detection accuracy of CNN, RNN, DBN, LSTM and GAN obtained by the five deep learning methods are higher than that of the abovementioned methods. But the detection accuracy of normal traffic is lower. The Accs for CNN, RNN, DBN, LSTM and GAN are 75.839%, 73.277%, 81.541%, 83.503% and 85.309%, respectively. All of these show lower accuracy than the proposed detection model. The Acc of the proposed method is 91.763% on average, demonstrating higher Acc is higher and improved performance is better. The three machine learning classification methods have low recall rates and poor classification performance in the comparison of recall rates. The recall rates of several detection methods based on deep learning are basically above 84%. The recall rate of the proposed method is 95.254% on average, which is the highest value compared to other methods.

The FPRs obtained by each method when detecting attack traffic are lower than the FPR of normal traffic in the comparison of FPR. The FPR obtained by the proposed method is the lowest compared with other detection methods. The average FPR is 1.439%, which is far lower than those of the three traditional machine learning methods. Moreover, the average FPR of our method is also 8.802% lower than that of CNN, 10.408% lower than that of RNN, 4.379% lower than that of DBN, 2.958% lower than that of LSTM and 2.139% lower than that of GAN. Because the collaborative learning automatic is used to perform feature selection on network traffic. Moreover, the MK-MMD optimization method is used to continue to optimize the GAN. Therefore, the GAN with MK-MMD method has the lowest overall FPR.

The values obtained by several traditional machine learning methods are generally comparable to the harmonic average F-measure. The KNN method shows the worst performance with an average value of only 55.758%. The F-measure value obtained by the proposed method is the best among the five deep learning methods, and the average value is 93.471%. They are 11.055% and 10.565% higher than the corresponding values for the CNN and RNN methods. Moreover, they are 6.69% and 4.505% higher than the corresponding values for the DBN and LSTM methods.

It is observed from Table 6 that the AUC value of the proposed method is better regardless of whether normal or attack traffic is detected. The appropriate number of training epochs are selected during the training process, and the data loss rate is small.

The conclusions can be drawn by comparing and analyzing several types of parameter indicators: the proposed method has better performance on the two-classification task. The overall performance superiority of the proposed method in the detection of abnormal network traffics have also been verified.

### 4.6.2. Classification visualization

To compare the classification effect more intuitively, we set up a classification visualization experiment in this section for the 6 deep learning method. The specific classifications are shown in Figure 12a–12f.

The conclusions can be drawn from the figure: when CNN method is added (Figure 12a), the normal and attack traffic are disordered and discrete. The normal and attack traffic of the datasets cannot
Table 6  Comparison of two-classification performance parameters.

| Method | Classification | Accuracy (%) | Recall (%) | FPR (%) | F-measure (%) | AUC |
|--------|----------------|--------------|------------|---------|---------------|-----|
| KNN    | Normal         | 42.739       | 59.356     | 41.297  | 49.695        | 0.581 |
|        | Attack         | 56.384       | 68.418     | 35.984  | 61.821        | 0.657 |
| DT     | Normal         | 76.612       | 79.634     | 15.936  | 78.094        | 0.708 |
|        | Attack         | 81.278       | 82.347     | 9.307   | 81.810        | 0.708 |
| SVM    | Normal         | 68.646       | 78.126     | 20.672  | 73.080        | 0.736 |
|        | Attack         | 79.230       | 86.636     | 13.475  | 82.768        | 0.820 |
| CNN    | Normal         | 73.277       | 86.928     | 16.338  | 79.521        | 0.793 |
|        | Attack         | 83.257       | 87.341     | 5.215   | 85.250        | 0.869 |
| RNN    | Normal         | 81.541       | 86.466     | 8.419   | 83.931        | 0.862 |
|        | Attack         | 87.158       | 91.107     | 3.217   | 89.089        | 0.837 |
| LSTM   | Normal         | 83.503       | 88.832     | 7.309   | 86.085        | 0.848 |
|        | Attack         | 90.227       | 93.527     | 1.484   | 91.847        | 0.879 |
| GAN    | Normal         | 85.309       | 91.426     | 5.671   | 88.262        | 0.867 |
|        | Attack         | 89.418       | 91.259     | 1.357   | 90.329        | 0.873 |
| Proposed | Normal   | 89.910       | 94.675     | 1.983   | 92.231        | 0.898 |
|        | Attack         | 93.616       | 95.832     | 0.894   | 94.711        | 0.915 |

AUC, area under curve; CNN, convolutional neural network; DBN, deep belief network; D, decision tree; FPR, false positive rate; GAN, generative adversarial networks; KNN, K nearest neighbor algorithm; LSTM, long short-term memory; RNN, recurrent neural network; SVM, support vector machine.

Figure 12  Visual comparison of classification.

be effectively classified. When RNN method (Figure 12b) is used for training, the effect is improved to a certain extent compared with that mentioned above. But normal and attack traffic still failed to get effective separation. When the DBN method (Figure 12c) is added, it can be intuitively seen that the classification of normal and attack traffic have achieved good results. However, there is a certain degree of diffusion in the sample, so the effect is still poor. When the LSTM (Figure 12d) is added, the diffusion defects of the sample have been alleviated to some extent. The classification effects of normal and attack traffic are relatively good. However, the effective classifications of normal and attack are still not completed. Furthermore, after GAN (Figure 12e) is added, normal and attack traffic are effectively classified. However, the samples are mixed, and the convergence effects of the sample are poor. When the proposed method (Figure 12f) is added, normal and attack traffic have been fully classified, and the sample convergence effect is good. The effectiveness of each of the proposed strategies are further validated by this visualization experiment.

4.6.3. Multiclassification performance comparison

The performance of the proposed method cannot be fully explained if only the two-classification. Therefore, multiclassification performance of the proposed method is verified by experiments. The normal, probe, DoS, R2L and U2R in the NSL-KDD dataset are grouped into one category for the verification of multiclassification task. Therefore, ROC curve comparison graphs of the training ROC curve and the test ROC curve of normal traffic and four types of attack traffics are first presented. The AUC values of normal traffic and each type of attack traffic are mainly compared. The comparison results are shown in Figure 13a–13d.
The experimental comparisons of the Acc, recall rate, FPR, F-measure, and AUC value of the five traffic types are given in Tables 7–11.

An examination of the data presented in Table 7 shows that the parameter values obtained by the three machine learning methods are all lower for the normal traffic. The average Acc is 76.383%, and the average recall rate is 67.917%. The average F-measure value is 71.946%, and the average AUC value is 0.808, which are lower than those of the five deep learning methods. The FPR is as high as 18.886% on average, which is higher than that of the five deep learning methods. Therefore, the classification effects of the three traditional machine learning methods are general. The classification performance of the proposed method is the best among the five deep learning methods. The parameter values are the best, and the performance is improved. Meanwhile, the ROC curve comparison between normal and different attack traffic presented in Figures 13a–13d) show that the AUC value of the normal traffic is good, which is significantly different from the other attack traffics. Therefore, the classification effect of the normal traffic is better.

The Accs of CNN, RNN, DBN and LSTM are all lower than 90% for probe traffic detection in the deep learning detection method. The Acc of the CNN method is only 79.247%, which is lower than that of the traditional KNN method. This is due to the translation invariance of the CNN method and improper parameter setting of the pooling layer. The average Acc of the remaining three methods are 87.548%, which is 5.122% lower than that of the proposed method. Meanwhile, the parameters obtained by the proposed method are also optimal. Although the accuracy of the LSTM method is higher than that of the proposed method in the detection of DoS traffic, the difference is only 1.469%.

The recall rate and AUC value of the proposed method (the ROC curve comparison result in Figure 13b) are both optimal. The proposed method have lowest FPR that is 3.075% lower than that of the CNN method, 1.113% lower than that of the RNN method, 0.839% lower than that of the DBN method, 0.471% lower than that of the LSTM method, and 0.471% lower than that of the GAN. Therefore, the proposed method has the best classification effect on probe traffic and DoS traffic based on the comparison of various parameters and the ROC curve.

It is observed that the recall rate and AUC value of the proposed method (the ROC curve comparison result in Figure 13b) are both optimal. The proposed method have lowest FPR that is 3.075% lower than that of the CNN method, 1.113% lower than that of the RNN method, 0.839% lower than that of the DBN method, 0.471% lower than that of the LSTM method, and 0.471% lower than that of the GAN. Therefore, the proposed method has the best classification effect on probe traffic and DoS traffic based on the comparison of various parameters and the ROC curve.

It is observed from Table 10 that the Acc of KNN is higher than that of traditional machine learning methods for the detection of R2L traffic. However, the recall rate is lower, and is only 68.313%. The FPR is as high as 12.741%. All of the parameter values of the DT method are poor. The Acc is only 72.739%, and the FPR is as high as 20.159%, which is caused by the defects of the aforementioned DT itself. The Acc, recall rate, and AUC values are all 0. It is observed that the R2L traffic cannot be correctly identified in the SVM method. There are only a small number of R2L traffics are disguised as legitimate user identities. Their features are similar to those of normal packets. Meanwhile, the SVM algorithm is designed for the two-classification task. The training samples of multiclassification and high-dimensionality problems are badly processed, and the classification effects are also poor. The detection Accs of the five deep learning methods are higher than that of the above methods, but the FPRs are higher.
Table 7 | Performance evaluation indexes of each algorithm on normal.

| Method | Accuracy (%) | Recall (%) | FPR (%) | F–measure (%) | AUC  |
|--------|--------------|------------|---------|---------------|------|
| KNN    | 77.312       | 63.107     | 17.691  | 69.491        | 0.806|
| DT     | 73.487       | 71.265     | 21.636  | 72.359        | 0.793|
| SVM    | 79.251       | 69.378     | 17.329  | 73.987        | 0.824|
| CNN    | 82.346       | 79.149     | 15.647  | 80.716        | 0.887|
| RNN    | 85.628       | 82.573     | 8.264   | 84.073        | 0.893|
| DBN    | 87.369       | 84.184     | 4.179   | 85.747        | 0.917|
| LSTM   | 89.274       | 86.191     | 2.691   | 87.705        | 0.934|
| GAN    | 90.236       | 88.524     | 2.016   | 89.372        | 0.939|
| proposed | 93.670     | 92.208     | 1.018   | 92.933        | 0.958|

CNN, convolutional neural network; DBN, deep belief network; FPR, false positive rate; GAN, generative adversarial networks; KNN, K nearest neighbor algorithm; RNN, recurrent neural network; SVM, support vector machine.

Table 8 | Performance evaluation indexes of each algorithm on probe.

| Method | Accuracy (%) | Recall (%) | FPR (%) | F–measure (%) | AUC  |
|--------|--------------|------------|---------|---------------|------|
| KNN    | 82.368       | 56.267     | 10.386  | 66.860        | 0.822|
| DT     | 62.603       | 59.705     | 15.587  | 61.120        | 0.751|
| SVM    | 73.478       | 71.423     | 13.276  | 72.436        | 0.793|
| CNN    | 79.247       | 82.217     | 9.361   | 86.444        | 0.887|
| RNN    | 84.424       | 88.562     | 4.137   | 90.156        | 0.929|
| DBN    | 88.585       | 91.783     | 3.287   | 90.576        | 0.941|
| LSTM   | 92.670       | 93.882     | 2.145   | 93.272        | 0.949|
| GAN    | 90.419       | 92.053     | 3.251   | 91.229        | 0.932|
| proposed | 92.670     | 93.882     | 2.145   | 93.272        | 0.949|

CNN, convolutional neural network; DBN, deep belief network; FPR, false positive rate; GAN, generative adversarial networks; KNN, K nearest neighbor algorithm; RNN, recurrent neural network; SVM, support vector machine.

Table 9 | Performance evaluation index of each algorithm on DoS.

| Method | Accuracy (%) | Recall (%) | FPR (%) | F–measure (%) | AUC  |
|--------|--------------|------------|---------|---------------|------|
| KNN    | 86.168       | 76.131     | 8.413   | 80.839        | 0.874|
| DT     | 79.213       | 81.395     | 11.348  | 80.289        | 0.817|
| SVM    | 84.711       | 78.754     | 9.667   | 81.624        | 0.863|
| CNN    | 88.732       | 91.271     | 7.258   | 87.789        | 0.891|
| RNN    | 91.424       | 71.138     | 4.296   | 89.015        | 0.938|
| DBN    | 92.313       | 87.342     | 4.022   | 89.759        | 0.942|
| LSTM   | 93.786       | 91.680     | 3.318   | 92.721        | 0.946|
| GAN    | 91.075       | 90.233     | 3.654   | 90.652        | 0.933|
| proposed | 92.317     | 92.215     | 3.183   | 92.266        | 0.957|

CNN, convolutional neural network; DBN, deep belief network; FPR, false positive rate; GAN, generative adversarial networks; KNN, K nearest neighbor algorithm; RNN, recurrent neural network; SVM, support vector machine.

Table 10 | Performance evaluation index of each algorithm on R2L.

| Method | Accuracy (%) | Recall (%) | FPR (%) | F–measure (%) | AUC  |
|--------|--------------|------------|---------|---------------|------|
| KNN    | 82.176       | 68.313     | 12.741  | 74.606        | 0.867|
| DT     | 72.739       | 74.691     | 20.159  | 73.702        | 0.754|
| SVM    | 0           | 0          | 0       | 0             | 0    |
| CNN    | 81.237       | 83.694     | 13.315  | 82.447        | 0.831|
| RNN    | 83.528       | 82.072     | 10.297  | 82.794        | 0.857|
| DBN    | 83.103       | 85.128     | 11.203  | 84.103        | 0.843|
| LSTM   | 85.312       | 87.254     | 8.413   | 86.672        | 0.872|
| GAN    | 86.937       | 89.208     | 6.109   | 88.058        | 0.893|
| proposed | 89.634     | 91.362     | 4.510   | 90.489        | 0.928|

CNN, convolutional neural network; DBN, deep belief network; FPR, false positive rate; GAN, generative adversarial networks; KNN, K nearest neighbor algorithm; RNN, recurrent neural network; SVM, support vector machine.

The FPRs of the CNN, RNN, DBN, LSTM and GAN methods are 13.315%, 10.297%, 11.203%, 8.413% and 6.109%, respectively. Therefore, the universality is general, and the robustness is poor. The performance of the proposed method is better than that of...
other methods, and the accuracy is improved to some extent. The ROC curve is similar to the training curve (Figure 13c), in which a better classification effect and superior performance are shown for the R2L attack types.

It is observed from Table 11 that the KNN method has the best effect on the detection of U2R traffic. The Acc is 88.834%. The recall rate is as high as 95.418%, and the AUC value is 0.908, indicating good results. The limited neighboring samples are used by the KNN method instead of using the class domain method to determine the category. Therefore, the classification performance of the KNN method is superior for the sample set to be classified with more cross or overlap of class domains. However, the KNN method requires a large amount of computation, especially when the number of features are very large, and the FPR is as high as 9.308%. So that its robustness is relatively weak. The Accs of the DT and SVM methods are only 67.103% and 38.246%, respectively, and the recall rates are 75.672% and 33.617%, respectively. The reasons for poor performance are consistent with the data types described above. The CNN method displays the worst performance among the five deep learning methods, with an Acc of only 65.236%. The accuracy of CNN is lower than that of the KNN method and DT method. The reasons for the poor performance are also consistent with the above mentioned results. The Acc obtained by RNN, DBN and LSTM is 79.893% on average, which is 9.214% lower than that of the proposed method.

Although the recall rate is similar to the proposed method, the FPR is much lower than the three methods. The AUC is also the best in the proposed method. The reason is that collaborative LA are adopted to optimize the selection of features of the NSL-KDD dataset. The gap between the numbers of different data types can be reduced to a certain extent. More U2R features are learned by the model, improving the classification effect.

The performance indexes obtained by the proposed detection model for normal and four kinds of attack are all better as observed from the performance parameters presented in Tables 7–11. Some parameters are lower than other methods. However, both the detection performance and classification effect of the proposed method are the best based on the overall comparison, and can effectively classify the NSL-KDD dataset. Thus, the effectiveness and superiority of the multiclassification task are verified for the proposed method.

### 4.6.4. Method stability verification

The comparison of the classification FPRs of CNN, RNN, DBN, LSTM, GAN and the proposed method are experimentally verified when the datasets are mixed with other sample values of 200, 500, 1000 and 2000. The stability of the proposed algorithm on the dataset is analyzed for verification in Table 12.

It is observed from the Table 12 that when the mixed samples are 200, the DBN abnormal detection model has the highest FPR that is equal to 3.583%. However, the lowest FPR of the proposed method is 0.837%. When the mixed samples are continuously increased, the FPR of CNN and DBN increases greatly. When the mixed samples are increased to 2000, the FPRs of CNN and DBN are 10.298% and 9.352%, respectively. Therefore, the classification effect and the stability of the method are the worst. These two methods are most affected by the mixed sample. The FPR of the proposed method is 1.412% for the mixed sample size of 2000.

| Method | Accuracy (%) | Recall (%) | FPR (%) | F–measure (%) | AUC |
|--------|--------------|------------|---------|---------------|-----|
| KNN    | 88.834       | 95.418     | 9.308   | 92.008        | 0.908|
| DT     | 67.103       | 75.672     | 19.294  | 71.130        | 0.717|
| SVM    | 38.246       | 33.617     | 57.452  | 35.782        | 0.401|
| CNN    | 65.236       | 88.105     | 20.419  | 74.965        | 0.738|
| RNN    | 76.375       | 90.373     | 14.743  | 82.786        | 0.802|
| DBN    | 80.128       | 92.536     | 8.208   | 85.886        | 0.849|
| LSTM   | 83.176       | 93.407     | 6.414   | 87.995        | 0.886|
| GAN    | 85.341       | 92.872     | 5.963   | 88.947        | 0.892|
| proposed | 89.107       | 93.854     | 5.301   | 91.419        | 0.904|

| Method | Mix into Samples 200 | Mix into Samples 500 | Mix into Samples 1000 | Mix into Samples 2000 |
|--------|-----------------------|-----------------------|------------------------|------------------------|
| CNN    | 2.354                 | 4.105                 | 6.347                  | 10.298                 |
| RNN    | 1.871                 | 2.672                 | 4.293                  | 7.246                  |
| DBN    | 3.583                 | 5.945                 | 7.567                  | 9.352                  |
| LSTM   | 1.291                 | 1.964                 | 2.483                  | 3.617                  |
| GAN    | 1.264                 | 1.757                 | 2.096                  | 3.118                  |
| proposed | 0.837                 | 0.891                 | 1.108                  | 1.412                  |

CNN, convolutional neural network; DBN, deep belief network; FPR, false positive rate; GAN, generative adversarial networks; KNN, K nearest neighbor algorithm; RNN, recurrent neural network; SVM, support vector machine.
The proposed method has lowest FPR value compared with other methods, and the classification results obtained are better. When the mixed samples are continuously increased, the FPRs of the other five methods increase greatly based on the horizontal comparison. On the other hand, the FPR of the proposed method increases monotonically with increasing samples size. However, the amplitudes are not large, and the stability is verified.

5. CONCLUSIONS

An algorithm for generating countermeasure network and feature optimization selection for abnormal traffic detection is proposed in this paper. The network dataset NSL-KDD has been used for experimental analysis to improve the problem of poor parameters such as Acc, recall rate, FPR and AUC in the existing methods. The main conclusions are as follows:

(1) The optimal feature subset is obtained through feature optimization selection of traffic by collaborative learning automatic. The influence of useless features in data samples are reduced on classification accuracy.

(2) GAN network is used to analyze the samples, and appropriate generators and classifiers are designed to complete the sample training. The MK-MMD is used to minimize the interdomain distance and better assist the multiclassification model detection of abnormal traffic. The detection accuracy is further improved.

(3) The detection results are output through the 16-dimension Softmax classifier. The necessity of each step of the proposed method is verified by setting various comparative experiments. It is concluded from the experiment that the proposed method has the best effect on various evaluation indexes in the verification of the overall performance and individual performance. It has obvious advantages and the robustness is the strongest compared with other methods.
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