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We study the equilibrium dynamics of magnetic moments in the Mott insulating phase of the Hubbard model on the square and triangular lattice. We rewrite the Hubbard interaction in terms of an auxiliary vector field and use a recently developed Langevin scheme to study its dynamics. A thermal noise, derivable approximately from the Keldysh formalism, allows us to study the effect of finite temperature. At strong coupling, \( U \gg t \), where \( U \) is the local repulsion and \( t \) the nearest neighbour hopping, our results reproduce the well known dynamics of the nearest neighbour Heisenberg model with exchange \( J \sim O(t^2/U) \). These include crossover from weakly damped dispersive modes at temperature \( T \ll J \) to strong damping at \( T \sim O(J) \), and diffusive dynamics at \( T \gg J \). The crossover temperatures are naturally proportional to \( J \). To highlight the progressive deviation from Heisenberg physics as \( U/t \) reduces we compute an effective exchange scale \( J_{\text{eff}}(U) \) from the low temperature spin wave velocity. We discover two features in the dynamical behaviour with decreasing \( U/t \): (i) the low temperature dispersion deviates from the Heisenberg result, as expected, due to longer range and multispin interactions, and (ii) the crossovers between weak damping, strong damping, and diffusion take place at noticeably lower values of \( T/J_{\text{eff}} \). We relate this to enhanced mode coupling, in particular to thermal amplitude fluctuations, at weaker \( U/t \). A comparison of the square and triangular lattice reveals the additional effect of geometric frustration on damping.

I. INTRODUCTION

The Hubbard model at half-filling provides a minimal description of an interaction driven Mott metal-insulator transition\(1,10\) (MIT). The Mott phase generally has some kind of antiferromagnetic order\(22\), except in fully frustrated lattices like the Kagome or pyrochlore where it has only short range correlations\(28,46\). The static charge and magnetic correlations are reasonably well understood in the various lattices\(4,5\).

Theoretical results on dynamics are more limited. Approaches like dynamical mean field theory (DMFT) or its extensions, which provide a detailed description of the MIT, focus on the single particle spectral function\(22,32\). The collective mode dynamics associated with the magnetic degrees of freedom is much less explored\(4,5\), although in the Mott phase, where single particle excitations are gapped, these are in fact the relevant degrees of freedom.

Deep in the insulating phase, where the Hubbard model maps on to the nearest-neighbour Heisenberg model\(26,28\), the spin dynamics is well documented\(4,5,9\). However, on decreasing the electron-electron interaction two effects occur simultaneously: (i) the coupling among magnetic moments become progressively longer ranged, multi-spin, and begin to involve ring-exchange terms\(45,51\), and (ii) the moments begin to “soften”, i.e., become more prone to amplitude fluctuations. The first effect affects mainly the low temperature spin-wave dispersion. The second effect is important for the thermal physics since amplitude fluctuations generate additional scattering of the magnetic modes. In a Mott insulator where the charge gap is \( \sim 10^3 - 10^4 K \), say, and the effective exchange is \( \sim 10 - 100 K \) these effects would be visible over an accessible temperature window.

Experiments on dynamics in Mott insulating materials have mostly concentrated on quasi-2d systems like layered cuprates\(60,62\), organic\(65,64\), ruthenate\(53,68\) and fully 3d systems like iridate\(67,70\), doped \( V_2O_3\)\(71\), \( NiO\)\(72\) and \( Sr_2Mn_3As_2O_7\)\(73\). In the Mott phase, inelastic neutron scattering (INS) studies on \( La_2CuO_4\) find substantial non-Heisenberg features in the dispersion. In the iridate experiments, one infers no long-range magnetic order\(67\) in some cases, while in certain others\(65,70\) sharp low-energy spin waves originating from complex magnetic order are observed. Near the transition, NMR measurements on organics have found strong suppression of spin fluctuations in the Mott phase. By contrast, in \( Ca_{2-x}Sr_xRuO_4\), one finds enhanced magnetic fluctuations in the metallic phase at an incommensurate wave vector.

A reliable estimate of the magnetic excitation spectrum requires several ingredients: (i) one should be able to handle correlation effects away from the Heisenberg limit, in particular as the system heads towards an insulator-metal transition, (ii) the dimensionality and lattice geometry needs to be respected since the magnetic order and excitations depend crucially on them, (iii) the approach should access thermal effects well beyond the reach of linear spin wave theory, and (iv) the theory should yield real time (or real frequency) information - a rarity in finite temperature schemes. Most approaches unfortunately fall short.

The tools currently available to study equilibrium dynamics of the Hubbard model include exact methods like quantum Monte Carlo\(24\) (QMC), approximate numerical strategies like DMFT\(12,25\) and its cluster extensions\(5,32\), slave boson techniques\(47\), and semi-analytic schemes like the random phase approximation (RPA) or \( 1/S \) expansion. More recently, dual fermion methods\(31,44\) and semiclassical Langevin dynamics\(49\) have entered the scenario. A recent review covers most of the existing approaches used for the 2d model\(22\). Both QMC and DMFT are usually formulated in imaginary time, and hence the results need analytic continuation. QMC also has size limitations and often the “fermion sign problem”.
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DMFT neglects spatial correlations at the single site level, but its cluster variants alleviate the problem in some cases. The RPA approach yields reasonable low-temperature spin wave dispersion ($\Omega_{q}$) on magnetically ordered states\cite{21,22} and also captures high-energy features like the two-particle continuum. However, as order is suppressed with increasing temperature, and large angular fluctuations become relevant, the RPA results lose validity.

An approximate strategy well suited for this problem is the Langevin dynamics approach, first introduced by Chern et. al\cite{23}. This method does make some simplifying assumptions but meets all the requirements that we had defined earlier. Using this we address the following questions: (i) how are the crossover scales in magnetic dynamics affected as we move to lower values of $U/t$ from the Heisenberg limit? (ii) what is the role of amplitude fluctuations on the lineshape of excitations, and (iii) what is the effect of increasing geometric frustration on the spectrum?

There are two "reference calculations" that define what is known in this problem. (a) For $U/t \gg 1$ and for nearest neighbour hopping the Hubbard model maps on to the nearest neighbour Heisenberg model. The ground state on the square lattice is Néel ordered with $Q = (\pi, \pi)$, while on the triangular lattice $Q = (2\pi/3, 2\pi/3)$. The relevant exchange scale is $J = 4t^2/U$, for moments with $S = 1/2$. The thermal dynamics of the Heisenberg model is well known\cite{24,25} albeit numerically. (b) On the mean field ground state, RPA provides a reasonable excitation spectrum at any $U/t$.

We have confirmed that the Langevin scheme captures the dynamics of the 2d classical Heisenberg model on both lattices, at all temperature. Since we approximate the magnetic moments in our scheme to be classical, we do not get the true quantum limit at large $U/t$. Our theory also captures the low energy part of the RPA spectrum at all $U/t$ and low temperature, but not the spin waves at zero temperature.

To set the stage for a summary of our results, the magnetic dynamics can be classified into three regimes. (A) At low temperature we observe weakly damped dispersive modes, with damping $\Gamma_{q} \ll W_{mag}$, where $W_{mag}$ is the magnetic bandwidth at $T = 0$. This scale is plotted in Fig.2(b). In this regime in general $\Gamma_{q} \ll \Omega_{q}$. (B) Beyond a broad crossover, characterised by a scale $T_{1}^{cr}$, there is a regime of strongly damped but still dispersive modes, with $\Gamma_{q} \sim O(W_{mag})$. Finally, (C), at even higher temperature, beyond a scale $T_{2}^{cr}$, we observe spin diffusion, with $\Omega_{q} \to 0$ for all $q$ and $\Gamma_{q} \sim O(W_{mag})$.

An important scale in analyzing the results is the effective exchange $J_{eff}(U)$, inferred from the spin wave velocity computed from the low energy spectrum. The spin wave velocity is the slope of the linear magnon branch near the Goldstone points, $Q = (\pi, \pi)$ and $(2\pi/3, 2\pi/3)$ for the square and triangular lattice, respectively. $J_{eff}$ is plotted in Fig.2(a). In terms of this scale, our main results are the following - first on the square lattice, and then on the triangular lattice.

I. For the square lattice:

- **Broad regimes:** While the absolute values of the crossover temperatures increase with decreasing $U/t$ (since the effective exchange $J_{eff}$ increases), the ratios $T_{1}^{cr}/J_{eff}$ and $T_{2}^{cr}/J_{eff}$ noticeably decrease with decreasing $U/t$. This indicator of non-Heisenberg behaviour suggests a relatively quicker onset of mode coupling, and then diffusive behaviour, at smaller $U/t$.

- **Dispersion and damping:** The dispersion $\Omega_{q}(T)$ narrows monotonically with increasing $T/J_{eff}$. The onset of rapid narrowing is at $T/J_{eff} \sim 1$ when $U/t \gg 1$ and reduces to $T/J_{eff} \sim 0.5$ for $U/t \lesssim 6t$. We find that at low $T$ the thermal damping is $\Gamma_{q}(T) - \Gamma_{q}(0) \propto T^2$ when $U/t \gg 1$ and $\Gamma_{q}(T) - \Gamma_{q}(0) \propto T$ for intermediate to small $U/t$. The damping changes to $\sim T^{1.5}$ at higher $T$, and finally saturates for $T \gtrsim 2J_{eff}$.

- **Amplitude fluctuation:** The amplitude fluctuations play a crucial role in broadening the lineshape at weak coupling, where the fluctuation width varies as $\sim \sqrt{T/U}$. While we do not capture the real "amplitude mode" at $\omega \sim U$ we can access amplitude fluctuation effects on the spin waves at $\omega \sim J_{eff}$.

II. On the triangular lattice:

- **Broad regimes:** The triangular lattice has a finite critical interaction for the MIT, with $U_{c} \sim 5t$. We restrict ourselves to $U/t$ where the 120° ordered state is the ground state. The typical lineshape is two-peak in this case. The thermal crossover scales are inferred from the behaviour of the peak which broadens quicker with respect to $T$. The behaviour of $T_{1}^{cr}$ and $T_{2}^{cr}$ with respect to $U$ is similar to what is observed in the square lattice, with the distinction that their maxima occur at larger $U$ and the scales are $\sim 0.5$ their square lattice values.

- **Dispersion and damping:** Due to emergence of longer range couplings, the low $T$ dispersion along $\Gamma - K$ shows a larger curvature at lower $U/t$. The damping is also much larger, compared to the square lattice, at similar values of $T/J_{eff}$. At $U/t \sim 10$, where $J_{eff}/t \sim 0.04$ the crossover scales are just $T_{1}^{cr}/J_{eff} \sim 0.4$ and $T_{2}^{cr}/J_{eff} \sim 0.8$.

- **Fluctuation:** The role of amplitude fluctuations in damping the modes is enhanced at a given $U$ and the same $T/J_{eff}$, due to the finite $U_{c}$ and mild frustration.

## II. MODEL AND METHOD

We work with the single band, repulsive Hubbard model on square and triangular lattice geometries. The Hamiltonian reads:

$$H = - \sum_{<ij>,\sigma} t_{ij}(c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.}) + U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_i n_{i\sigma}$$

The hopping amplitude $t_{ij}$ is chosen to be non-zero only amongst nearest neighbours for the square case and has a uniform value $t = 1.0$. On adding the next-nearest neighbour
coupling $t' = 1.0$ on top of this along one diagonal in each square motif, we get the triangular lattice.

First, the interaction term is decoupled using a Hubbard-Stratonovich transformation to obtain a spin-fermion model:

$$H_{SF} = - \sum_{<ij>\sigma} t_{ij}(c_{i\sigma}^\dagger c_{j\sigma} + h.c.) - U \sum_i m_i \sigma_i + U \sum_i |m_i|^2$$

We solve for the finite $T$ dynamics $m_i$ using the following equation of motion\cite{footnote}:

$$\frac{d m_i}{dt} = -m_i \times \frac{\partial (H_{SF})}{\partial m_i} \gamma \frac{\partial (H_{SF})}{\partial m_i} + \xi_i$$  \hspace{1cm} (1)

The noise is specified through-

$$\langle \xi_i^\mu(t) \rangle = 0$$  \hspace{1cm} (2)

$$\langle \xi_i^\mu(t) \xi_j^\nu(t') \rangle = 2\gamma k_B T \delta_{ij} \delta^{\mu\nu} \delta(t - t')$$  \hspace{1cm} (3)

Here $\gamma$ is a dissipation parameter. Within our scheme, it’s value can’t be determined from first principles. To calculate it, one has to evaluate the imaginary part of the Keldysh polarizability ($Im \Pi^K(q, \omega)$) at low frequencies. We comment that in the deep Mott phase, this contribution is vanishingly small due to the gapped single electron spectrum. However, on moving to lower $U$ values, this quantity picks up weight at finite temperature. The evolution equation has a phenomenological justification as well as a microscopic basis. We touch on these briefly.

1. First the phenomenological motivation\cite{footnote}. One starts from the Heisenberg limit with moments of fixed magnitude. The torque term comes from evaluating the Poisson brackets in the semiclassical equation of motion. The damping is taken to be proportional to the angular momentum, following an analogy with the particle Langevin equation. Lastly, the noise is chosen so as to satisfy the fluctuation-dissipation relation, ensuring that one captures the Boltzmann distribution in the long-time limit\cite{footnote}. The additive form of the damping and noise allows for longitudinal relaxation of the magnetic moments. This approach does not determine the value of the dissipation coefficient $\gamma$. In our treatment, we fix the $\gamma$ value by comparing our static results with a Monte Carlo (MC) method and ensuring a decent match. The MC strategy is briefly discussed in Appendix B.

Alternatively, II. One starts from a model of a spin coupled linearly to a bosonic bath and integrates out the bath degrees of freedom to obtain an effective equation of motion for the spin, it has been shown\cite{footnote} that under certain conditions, a Landau-Lifshitz-Gilbert-Bloch (LLGB) equation\cite{footnote} emerges. The derivation may also be done in presence of conduction electrons\cite{footnote} or both phonons and electron\cite{footnote}. This equation explicitly conserves spin magnitudes. Our equation also reduces to the LLGB form upon constraining the spins on the unit sphere\cite{footnote}.

Finally, III. One may also try to derive the present equation starting from the Keldysh action of the Hubbard model. First, one introduces auxiliary fields to decouple the interaction term and subsequently assumes them to be slow compared to the electrons. This allows one to write an effective equation of motion for them. Upon doing certain simplifications, this equation can be mapped on to Eq.1. We briefly allude to this in subsection E of our Discussion section.

The typical timescale for magnon oscillations is $\tau_{mag} \sim 1/J_{eff}$. We set an "equilibration time" $\tau_{eq} = 100\tau_{mag}$ before saving data for the power spectrum. The outer timescale, $\tau_{max} \sim 10\tau_{eq}$. The "measurement time" $\tau_{meas} = \tau_{max} - \tau_{eq}$, and the number of sites is $N$. Some details regarding the numerical solution of Eq.1 are given in Appendix A.

We calculate the following from the time series $m_i(r,t)$:

1. Dynamical structure factor, $D(q, \omega) = |m(q, \omega)|^2$

$$m(q, \omega) = \sum_i \int_0^{\tau_{meas}} dt e^{iq_i r_i} e^{-i\omega t} m_i(r, t)$$  \hspace{1cm} (4)

2. The instantaneous structure factor

$$S(q, t) = \frac{1}{N^2} \sum_{ij} e^{iq_i(r_i - r_j)} m_i(r, t) m_j(r, t)$$  \hspace{1cm} (5)

The corresponding time averaged structure factor is

$$\bar{S}(q, \omega) = \frac{1}{\tau_{meas} - \tau_{eq}} \int_0^{\tau_{meas}} dt S(q, t)$$  \hspace{1cm} (6)

3. The distribution of moment magnitudes:

$$P(|m|) = \frac{1}{\tau_{meas} - \tau_{eq}} \int_0^{\tau_{meas}} dt \delta(|m| - |m_i(t)|)$$  \hspace{1cm} (7)

4. Dispersion $\Omega_q$ and damping $\Gamma_q$:

$$\Omega_q = \int_0^{\omega_{max}} d\omega D(q, \omega)$$

$$\Gamma_q^2 = \int_0^{\omega_{max}} d\omega (\omega - \Omega_q)^2 D(q, \omega)$$

III. BENCHMARKS AND OVERALL FEATURES

A. Fixing the Langevin parameters

We do a benchmarking of the Langevin scheme using the square lattice as a test case. Three coupling regimes are explored- weak ($U/t = 3.0$), intermediate ($U/t = 6.0$) and strong ($U/t = 10.0$). The statics is quantified through two quantities- the structure factor $S(\pi, \pi)$ and the moment magnitude distribution $P(|m|)$. The former shows the correlation temperatures ($T_{corr}$), below which the correlation length approaches the system size. The latter details the longitudinal fluctuations of local moments. The alternate technique used to compute these quantities is a Monte Carlo calculation done assuming the auxiliary $m_i$ field to be classical and using the sum of electronic free energy and the stiffness cost (last term in $H_{SF}$) as the sampling weight\cite{footnote} (see Appendix B for more details).
The method of fixing $\gamma$ was the following. We started with a low value (motivated by its vanishing magnitude at strong coupling, and the fact that we should get undamped spin waves at low enough $T$) at a fixed coupling and run length. Next, we increased the $\gamma$ at that coupling in steps till the match with MC results on temperature dependence became reasonable, while ensuring that the low $T$ spin waves remain sharp enough. Results for a typical coupling are quoted above.

Fig.1(a) shows a comparison of $S(\pi, \pi)$ at $U/t = 6$, with a reasonable match. The dissipative coefficients are $\gamma = 0.05$ and $\gamma = 0.1$. In Fig.1(b), the $P(|m|)$ distributions also show reasonable agreement (for $\gamma = 0.05$). We’ve used $\gamma = 0.025$ to generate the bulk of our final dynamics results, which roughly corresponds to a relaxation timescale $\tau_{\text{rel}} \sim 40\tau_{\text{mag}}$. We will later quantify the increasing relevance of magnitude fluctuations on decreasing coupling, which is an important piece of the non-Heisenberg physics.

B. Magnetic scales for varying $U/t$

At low temperature, our dynamical equation (Eq.1) gives rise to weakly damped, dispersive spin wave excitations. From the obtained spectrum, we extract two scales- (i) the spin-wave stiffness, $J_{\text{eff}}$, and (ii) the magnon bandwidth, $W_{\text{mag}}$. The first is computed from the spin wave velocity of the linear branch near the respective Goldstone modes on the square and triangular lattice. The latter requires knowledge of the full magnon band structure. We plot these quantities for both the square and triangular lattice in Fig.2.

In Fig.2(a), we find a monotonic decrease of $J_{\text{eff}}$ with $U/t$ in the square lattice case, with a $1/U$ asymptote at strong coupling. The value at $U/t = 20.0$ matches the expected $J_{\text{eff}} = 4t^2/U$, indicating that one has reached the Heisenberg limit. On the triangular lattice, the stiffness goes to zero for $U/t = 6.0$, indicating a breakdown of the 120° ordered state. The scale then rises and finally falls as $\sim 1/U$ at strong coupling. In Appendix C, we compare the extracted spin wave velocities with those obtained from RPA.

The magnon bandwidths Fig.2(b) feature a non-monotonicity in the square case, with a maximum around

C. Comparison with Heisenberg as $U/t \rightarrow \infty$

We compare the Hubbard results at $U/t = 20$ on the square lattice with the Heisenberg model with $J = 1$. The former effectively reduces to the latter with $J_{\text{eff}} = 4t^2/U$ and $|m_i| = 1/2$. First, in 3(a), the low $T$ dispersions are compared, with both being scaled by $W_{\text{mag}}$, the spin wave bandwidth. There’s a nearly perfect agreement.

The Heisenberg model features three broad thermal regimes. These are- (i) weakly damped ($T \ll J$), where we obtain dispersive excitations with low damping, (ii) strongly damped ($T \sim O(J)$), where there’s significant mode coupling among spin waves, but dispersion is still discernable, and (iii) diffusive ($T \gg J$), where mode frequencies collapse to zero and the dampings are comparable to $W_{\text{mag}}$. In these regimes, we compare the lineshapes of the Heisenberg model at $q = (\pi/2, \pi/2)$ with those of the large $U$ Hubbard model in Fig.3(b). In regime (i), a sharp lineshape centered around $\Omega_q = 4J$ is seen, which picks up significant damping in regime (ii), before becoming diffusive in (iii). A quantitative agreement is seen between the Hubbard and Heisenberg results. The frequencies are scaled by $J_{\text{eff}}$ in the Hubbard case, and $J$ in the Heisenberg one.

D. General features of dynamics in the Mott phase

We first comment on the broad dynamical regimes obtained on the square and triangular lattice problems. This is characterized by the the number of peaks, their location, and width.
As mentioned earlier, we find three broad dynamical regimes on analyzing the data—(i) weakly damped, where the linewidth for a generic momentum $\Gamma_q \ll W_{mag}$, (ii) strongly damped, where $\Gamma_q \sim O(W_{mag})$ and (iii) diffusive, where $\Gamma_q \sim O(W_{mag})$ and $\Omega_q \to 0$.

On the square lattice (Figs.4(a) and 4(c)), the low $T$ line-shapes are unimodal. There is a gradual crossover to regimes (ii) and (iii) at $T_{1}^{\uparrow\downarrow}(U)$ and $T_{2}^{\uparrow\downarrow}(U)$ respectively. The window of regime (ii) is maximum around $U/t = 6.0$. The crossover lines behave $\sim 1/U$ asymptotically, but have a maximum around $U/t = 10.0$. Below this coupling, the amplitude fluctuation effect dominates and consequent excess thermal dampings cause a downward trend. This non-Heisenberg feature is much better highlighted in 2(c), where both $T_{1}^{\uparrow\downarrow}/J_{eff}$ and $T_{2}^{\uparrow\downarrow}/J_{eff}$ decrease markedly on lowering $U$. At weak coupling, both these scales collapse quickly.

The loss of antiferromagnetic correlations at finite temperature is characterized through a temperature scale $T_{corr}$, extracted from $S(\pi, \pi)$. The crossover lines have a similarity to the locus of this $T_{corr}(U)$ which also coincides with the metal-insulator transition line at weak coupling. However, there are quantitative differences. The peak location in our dynamical phase diagram Fig.4(a) is at $\sim U/t = 10$, a higher coupling compared to the peak location in $T_{corr}$ at $\sim U/t = 4$. We emphasize that our focus is on the "local moment" regime, i.e., intermediate to strong coupling. Our method can address the weak coupling Slater regime as well but that regime is dominated by amplitude fluctuations and also requires larger system size.

In Section VI (subsection C), we discuss an effective classical moment model which actually interpolates between the Heisenberg and Slater limits, borrowing a few parameters from the Hubbard mean field and RPA results. This captures the low temperature dynamics of the Hubbard problem fairly well at all $U/t$, and the Heisenberg limit at all temperatures. Moreover, the non-monotonicity of $T_{corr}$ as a function of $U/t$ and the qualitative behaviour of the thermal regimes are also captured by the effective model.

In the triangular case (Fig.4(b) and 4(d)), the generic low $T$ line-shapes are two-peak. The crossover regimes (ii) and (iii) occur at much lower temperatures compared to the square case, owing to mild geometric frustration and consequently fragile magnetic order. The fall of the crossover scales on decreasing $U$ (below $U/t = 10.0$, say) is also sharper than the former. Close to the transition ($U/t \to 0$) the line-shapes become diffusive even at very low temperatures ($T/t \sim 0.01$). The scaled phase diagram (4(d)) reveals a minimum in the crossover scales around $t/J_{eff} \sim 12.5$. This is related to the non-monotonic behaviour of $J_{eff}$ itself, shown in Fig.2.

We comment that our scheme at weak coupling generates a peak centered at zero frequency for all momenta, exclusively due to amplitude fluctuations. This arises from an oversimpli-
IV. DYNAMICS ON THE SQUARE LATTICE

In this section, we first show the spectral maps of $D(q, \omega)$ across a section of the Brillouin Zone (BZ) for four representative couplings, starting from the Heisenberg limit. Next, we extract the mode energies and magnon damping from the data and plot their variation with respect to $T$ and $q$ respectively. Finally, a comparison of actual lineshapes for a generic wavevector $q = (\pi/2, \pi/2)$ is featured.
A. Spectral maps for varying $U/t$ and temperature

The dynamical structure factor maps are exhibited in Fig.5. The top row shows results for a $U/t=20.0$ Hubbard model (the Heisenberg limit) in various temperature regimes. The first column corresponds to the lowest $T$. Here, we see sharply defined spin waves, with Goldstone modes at both $(0,0)$ and $(\pi,\pi)$ and a characteristic antiferromagnetic dispersion. At intermediate temperatures ($T/t=0.05$), the bandwidth reduces and the spin waves broaden. On further increase in $T$, the correlations weaken to give a diffusive spectrum, with prominent low-energy weight close to $(\pi,\pi)$. Ultimately, the momentum dependence is also lost for $T/t=0.15$.

The lower panels show results on the Hubbard model for three successively lower couplings- strong ($U/t=10.0$), intermediate ($U/t=6.0$) and weak ($U/t=3.0$) respectively. At strong coupling, the behaviour is Heisenberg-like, with $J_{\text{eff}} \sim t^2/U$, with small deviations. The spectrum remains mostly coherent till $T \sim J_{\text{eff}}$, with momentum dependent thermal damping. The Goldstone mode at $(\pi,\pi)$ survives as a broad low-energy feature till $T \sim 2J_{\text{eff}}$. At intermediate coupling ($U/t=6.0$), the bandwidth increases compared to the earlier case and the low $T$ dispersion changes in shape. This owes its origin to the emergence of multi-spin couplings. There’s also a faint, momentum-independent low-energy band, more clearly visible in a logarithmic color scale. This band arises from longitudinal fluctuations of moments within our scheme, which is controlled by the local stiffness. Thermal fluctuations broaden the spin waves gradually, with the dispersion being discernable even at $T \sim 0.1t$.

The bottom row features weak coupling ($U/t=3.0$) results, where the low energy band gains more weight (now visible on a linear scale) and the bandwidth shortens again. Thermal effects are stronger, as amplitude fluctuations are more prominent here.

B. Variation of mode energy and damping with $T$

Fig.6 highlights the evolution of mean frequency ($\Omega_q$) and thermally induced linewidth ($\Gamma_q-\Gamma^0_q$) with temperature at a generic wavevector $q=(\pi/2,\pi/2)$. The former monotonically falls with increasing $T$, as seen in (6a). The rate of decrease speeds up around successively lower fractions of $J=J_{\text{eff}}/m_{HF}$ on moving to lower couplings. In (6b), we see that the rise in thermal damping has an initially quadratic trend at large $U$ and low $T$, which then changes to a linear one moving to lower couplings, and becomes $T^\alpha$ with $1<\alpha<2$ on raising $T$. A somewhat sharper fall is seen in the "onset temperature" for strongly damped behaviour on lowering $U/t$, compared to the trend followed by the mean.

C. Momentum dependence of energy and damping with changing temperature

In Fig.7, we concentrate on the momentum dependence of the same two quantities in the three broad thermal regimes, discussed before. We firstly see a monotonic behaviour of the peak frequency (at $q=(\pi/2,\pi/2)$), as well as the finite $T$ bandwidth (scaled by $\tilde{J}$), on lowering $U$ in the weakly damped regime. The linewidths here are very small. In the strongly damped regime (green curves), the peak location of mean frequency shifts to slightly lower $q$ at weak coupling, while the peak in magnon damping shifts towards higher $q$ values. Finally, even in the diffusive regime, a residual momentum dependence can be observed in the linewidth plots ((d)-(f)).
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**FIG. 6.** Fitted dispersions ($\Omega_q$) and intrinsic thermal dampings ($\Gamma_q-\Gamma^0_q$) as functions of $T$, extracted from the dynamical spectra in the square lattice. The temperature axes are scaled by $J=J_{\text{eff}}/m_{HF}$, while the frequencies are scaled by $\tilde{J}=J_{\text{eff}}/m_{HF}$ values for the various couplings studied. The dispersions soften slowly with increasing $T$, while one clearly observes the onset of non-Heisenberg behaviour in (b) for lower $U$ values, with large dampings showing up much below $T/J=1$.
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**FIG. 7.** Fitted dispersions ($\Omega_q$) in (a)-(c) and intrinsic thermal dampings ($\Gamma_q-\Gamma^0_q$) in (d)-(f), plotted against $q$ along the $K$—$\Gamma$ trajectory in three thermal regimes- (i) weakly damped, (ii) strongly damped and (iii) diffusive. The couplings chosen are $U/t=3,6,10$ and the absolute temperatures are $T/t=0.001,0.1,0.2$. We observe a non-monotonicity in the peak frequency, and a mild shift of this peak to lower $q$ on heating up. The bottom row reveals a residual momentum dependence of magnon damping even in the diffusive regime.
D. Lineshapes on the square lattice

Fig. 8 highlights the behaviour of a specific high-momentum lineshape (at $q = (\pi/2, \pi/2)$) as a function of frequency for several temperatures. Fig. 8(a) is the Heisenberg limit ($U/t = 20.0$) result. We see sharp mode gradually broadening and developing a tail-like feature up to $T/W_{mag} = 0.25$. The plots for $U/t = 10.0$ share most of these qualitative features. However, the extent of broadening at intermediate temperatures is much more at the same scaled temperatures for $U/t = 6.0$. There’s a zero frequency feature for weaker couplings, most prominent for $U/t = 3.0$. As discussed already, this is an artifact of the present method and shouldn’t be taken seriously.

We next move on to an example of a weakly frustrated system, the Hubbard model on the isotropic triangular lattice. This system has a finite $U_c \approx 4.5t$ and features $120^\circ$ordered ground states for $U \gtrsim 6t$. We focus our attention to the latter coupling regime. First, the spectral maps are exhibited, followed by lineshapes at two specific momenta.

V. DYNAMICS ON THE TRIANGULAR LATTICE

A. Spectral maps for varying $U/t$ and temperature

Fig. 9 exhibits the spectral maps for the triangular lattice, in the same layout as in the square case. The four couplings represent “Heisenberg” ($U/t = 20.0$), “strong” ($U/t = 10.0$), “intermediate” ($U/t = 8.0$) and “close to the transition” ($U/t = 6.0$) regimes. The non-Heisenberg features like amplitude fluctuations and multi-spin couplings increase column-wise.

The spectrum in the Heisenberg limit is much more complicated than in the square case, as the background order corresponds to $q = (2\pi/3, 2\pi/3)$ due to the effect of mild frustration. We plot the spectrum along $\Gamma - K - M - \Gamma$ trajectory in the Magnetic Brillouin Zone (MBZ). There are two bands at a generic wavevector. The magnetic order is fragile, as indicated by the reduced bandwidth compared to the square case. Even on mild increase in $T$ ($T/W_{mag} = 0.2$), the multi-band structure becomes fuzzy and large linewidths develop in the $M - \Gamma$ region. Further increase in $T$ makes most of the spectrum incoherent, apart from the Goldstone mode at the ordering wavevector.

Moving to the lower coupling counterparts, the strong coupling spectrum at low $T$ is similar to the Heisenberg result, with $J_{eff} \sim t^2/U$. The dip near $M$ point is more prominent. Thermal effects are also Heisenberg-like. On decreasing the coupling to $U/t = 8.0$, the curvature of the $\Gamma - K$ branch increases at low $T$, as does the dip. Amplitude fluctuations induce more dramatic damping of the spin-wave modes at comparable temperatures. Finally, close to the Mott transition ($U/t = 6.0$), even the low-$T$ spectrum is incoherent. Soft modes are visible in a wide region of momentum space. In Appendix D, we show the gradual evolution of the low-temperature spectrum as one approaches the Mott transition, staying within the $120^\circ$ordered family of states.
FIG. 9. Power spectrum of magnetization field $D(q, \omega)$ for the Hubbard model on the triangular lattice for $U/t = 20, 10, 8, 6$ respectively. The trajectory chosen in Brillouin Zone is $\Gamma - K - M - \Gamma$. Temperatures are scaled by electron hopping $t$. Again, we observe a similarity of the strong coupling Hubbard spectrum with the Heisenberg case. The lower branch between $\Gamma - K$ in the Heisenberg limit develops a prominent dip for lower $U$ values. The thermal dampings are stronger on moving to weaker couplings compared to the square case.

B. Lineshapes on the triangular lattice

Fig.10 elaborates the comparison of detailed lineshapes of the Hubbard model with those of the Heisenberg in the triangular case. The two rows feature lineshapes for $q = (\pi/3, \pi/3)$ and $q = (\pi, \pi)$ respectively. Once again, the frequencies and temperatures are scaled with respect to the low $T$ bandwidth. The leftmost columns represent the Heisenberg limit ($U/t = 20$) results. We observe that for both wavevectors, a bimodal spectrum is obtained at low $T$, which gradually broadens on increasing temperature. Even upto $T/W_{mag} \sim 0.1$, the spectra retain two distinct peaks.

Moving to the Hubbard results, we see that the strong coupling results ($U/t = 10.0$) bear a striking resemblance to the Heisenberg case, as expected. However, even at moderately high coupling ($U/t = 8.0$), the thermal damping results in diffusive behaviour even at $T/W_{mag} \sim 0.05$. On going closer to the Mott transition ($U/t = 6.0$), even the low $T$ lineshapes significantly change their character, with prominent zero frequency weights cropping up in both the wavevectors. Diffusive behaviour sets in immediately on increasing $T$.

VI. DISCUSSION

We have tried to organise the results in this paper in terms of three dynamical regimes and then quantified the detailed response on these regimes in terms of the lineshape, the mode
energy and the damping. In what follows we shall try to provide the analytic basis of some of the results seen in the Langevin simulations, also point out some of the limitations of our approach. The main effect observed in this paper is the enhancement of thermal damping of magnons as one moves away from the Heisenberg limit. We argue this effect maybe minimally captured by a simpler classical toy model, which allows for amplitude fluctuations and approaches the classical Heisenberg limit upon tuning a single parameter.

A. Classification of non-Heisenberg effects at finite $U/t$

We first comment that there exists a two-particle continuum of excitations, originating from particle-hole processes, missed out by the present scheme. This is accessed by a quantum RPA calculation done on the mean-field ordered states on square and triangular geometries. However, this continuum is energetically well separated from the spin wave spectrum at strong coupling and hence don’t influence each other at the temperature scales of interest. But, this argument breaks down at weak coupling (e.g. $U/t = 3.0$), where indeed there’s appreciable mixing even at low temperature, and our dynamical results are indeed imperfect, except near special, symmetry-protected wavevectors like $(0,0)$ or $(\pi,\pi)$. In what follows, we only underline the non-Heisenberg features observed in the spin wave part.

In the full Hubbard problem, at intermediate $U/t$ values, there are two main non-Heisenberg features- (i) the ordered state and the low $T$ dispersion are modified, and (ii) the moment magnitudes are no longer fixed but are reduced at low $T$ and also fluctuate thermally. We’ll discuss the impact of the second class of features in detail in the upcoming subsections. To obtain the effects of the first class systematically at low $T$, one does an expansion about the mean-field state, which may (as in the square lattice case) or may not (as in the triangular one) have the same ordering as in the Heisenberg limit, with a reduced moment value. The effective Hamiltonian for $m_i$’s, obtained through integrating out the electrons perturbatively in $t/U$, now involves longer range, multi-spin terms. The couplings are decided by the electronic band structure on the mean field state. However, we should remember that our model is composed of classical moments. Hence, the coefficients don’t match with those in the actual quantum model.

These coefficients depend non-trivially on $U/t$. As a result, the crossover lines between the thermal regimes are modified with respect to the Heisenberg case.

To lowest order, a linear theory maybe written down for the fluctuations, which has an analytic solution. We’ll discuss this subsequently in subsection C. The contribution to the effective field ($\partial <U>|_{\delta m_i}$) coming from the leading non-Heisenberg term, expanded up to $O(\delta m_i)$ in fluctuations, looks like:

\[
\sum_{ijkl} K_{ijkl}(m^{0}_{j}(m^{k}_{k},\delta m_{l} + \delta m_{k}.m^{0}_{l}) + \delta m_{j}(m^{0}_{k}.m^{0}_{l}))
\]

The coupling $K_{ijkl}$ has a lowest order contribution of $O(t^4/U^3)$, as maybe motivated from a perturbative argument, starting from the strong coupling limit. One now puts this expression back in the first and second terms of Eq.1, along with the Heisenberg term $4t^2/U \sum_{<j>} m_j$ and the stiffness.
C. Construction of an effective model

In the following, we describe the construction of an effective "classical moment" model, which essentially captures the qualitative features of the full Hubbard model calculation at all $U/t$. The model reads:

$$H_{\text{eff}} = J_{\text{eff}} \sum_{<ij>} m_i m_j + \frac{K_{\text{eff}}}{2} \sum_i (|m_i| - |m_{HF}|)^2 - 2J_{\text{eff}} \sum_i |m_i|^2$$

The first term encapsulates an "effective" nearest-neighbour exchange between the local moments $m_i$, the second term is an amplitude stiffness which regulates the thermally induced fluctuations of the moment magnitude and the third term is a counterterm that fixes the low $T$ moment size to exactly $|m_{HF}|$, the Hartree-Fock value. The parameters $J_{\text{eff}}$ and $K_{\text{eff}}$ are extracted, respectively, from the low $T$ RPA spin wave velocity (fitted to a nearest-neighbour Heisenberg model) and the "curvature" of the Hartree-Fock energy, $\partial^2 E_{HF}/\partial m^2$. Fig. 12 illustrates the behaviour of the above parameters for various $U/t$ values.

The model is constructed based on a strong coupling expansion argument. At large $U/t$, the Hubbard model reduces to a spin model of the following form:

$$H_{\text{eff}} = H_{\text{loc}} + H_{\text{coup}}$$

$$H_{\text{loc}} = U(|m_i| - \frac{1}{2})^2 + ...$$

$$H_{\text{coup}} = J_2 \sum_{<ij>} m_i m_j + J_4 \sum_{ijkl} f|m_i|...m_l| + ...$$

$H_{\text{loc}}$ is basically the HF energy in terms of moment magnitude, expanded to quadratic order in the deviations. $H_{\text{coup}}$ reduces to the first term with $J_2 = 4t^2/U$ as $U/t \to \infty$. This can be shown explicitly by expanding about the $U/t \to \infty$ local limit. On including further terms in the expansion (sub-leading in $t/U$), one gets longer range, multi-spin couplings. We lump the effect of all non local terms into an equivalent nearest neighbour coupling $J_{\text{eff}}$ and retain the local amplitude stiffness in our simplified model. The strong coupling limit is also correctly recovered as $J_{\text{eff}} \to 4t^2/U$, $K_{\text{eff}} \to 2U$ and $|m_i| \to 1/2$ as $U/t \to \infty$ in our model. The result of the aforesaid construction is that it reproduces the thermal physics of the classical Heisenberg model at all $T/t$ for large $U/t$. At weaker couplings, the $T = 0$ state is captured with the correct (mean-field) moment value and the low-energy spin wave excitations (in particular their velocity $v_{SW}$) are also correctly captured by construction.

As regards the results obtained using the above model, we first compare the static indicators, in particular the low temperature structure factor $S(\pi, \pi)$ between the original Hubbard model and this effective model at various $U/t$ values. To minimize parametric dependencies, the comparison was done using the Monte Carlo technique, elaborated in Appendix B. The results for the correlation temperatures ($T_{\text{corr}}$)

---

**B. Quantifying amplitude fluctuations**

In this subsection, we quantify the extent and *intrinsic* dynamical signature of fluctuations in the moment magnitude, before launching into the construction of an effective model to describe them. Fig.11(a) focusses on the longitudinal fluctuations of the magnetic moments. These are, of course, frozen in the Heisenberg limit. We fit the $P(|m|)$ distributions, shown earlier in Fig.1, to Gaussians and extracted the corresponding standard deviations. These are plotted as functions of temperature for various coupling values in the square lattice case. In a "soft spin" Heisenberg model, where the intersite interactions are weak, the deviations are small. Hence, the amplitude fluctuations can be effectively captured by a local term $H_{\text{amp}} = \sum_i U(|m_i| - 1/2)^2$.

The spectral signature of these fluctuations is a diffusive mode centered at zero frequency, shown in Fig.11(b). This is obvious from the locality of $H_{\text{amp}}$, which deactivates the torque term in Eq.1. The width is regulated by $\gamma$. Interestingly, the weight at low frequency shows a non-monotonic behaviour with $T$. This behaviour, however, doesn’t capture the true physics of the amplitude mode, which should have a signature at $\omega \sim U$. For that, one needs to incorporate quantum fluctuations of the magnetization field in the effective equation of motion. We’ll discuss this briefly in subsection E.
are shown in Fig. 13(a). The basic observation is that the non-monotonicity of this scale as a function of \( U/t \), is successfully captured by the effective model, albeit the maximum is slightly shifted to higher \( U/t \). The \( T_{\text{corr}} \) within the effective model scales roughly as \( \sim |m_{HF}^2 J_{\text{eff}}| \) for large \( U/t \), but crashes faster at lower \( U \) due to the effect of \( K_{\text{eff}} \).

To further simplify the three parameter effective model of Eq. 8, we scaled the effective couplings \( J_{\text{eff}} \) and \( K_{\text{eff}} \) by the moment value \( |m_{HF}| \) appropriately and reduced Eq. 8 to an "equivalent one-parameter" model of the following form:

\[
H_{1\text{par}} = J \sum_{<ij>} m_i m_j + \frac{K}{2} \sum_i (|m_i| - 1)^2 - 2J \sum_i |m_i|^2 \tag{10}
\]

where \( J \) is set to 1 and \( K/J \) is varied to mimic the behaviour of the earlier model. The moment magnitudes fluctuate about unity for all couplings in this model. The results obtained using Eq. 10 agree quantitatively with those originating from Eq. 8, which is formally equivalent.

Next, we move to the dynamics. The thermal regimes in the dynamics of the effective model (Eq. 10) are depicted in Fig. 13(b). They qualitatively resemble the scaled phase diagram (Fig. 4(c)) of the full Hubbard problem. This corroborates the usefulness of the effective model, not only to understand the static properties, but also dynamical features.

After comparing the gross features of the dynamics, we also examined whether the same effective model (Eq. 10) can mimic the changing low \( T \) behaviour of the damping in the full Hubbard problem. We extracted the excess damping at finite \( T \) and plotted it for the generic \( q = (\pi/2, \pi/2) \) as a function of \( T/J \). One finds that empirically one may fit this excess damping \( \Gamma_q - \Gamma_q^0 \) to a polynomial of the form \( \alpha T + \beta T^2 \), with the coefficients depending on \( K/J \).

Upon examining the fitting parameters, one observes that the \( \alpha \propto 1/K \) at low \( K \) and decreases to zero in the fixed moment limit \( (K/J) \rightarrow \infty \). The quadratic coefficient \( \beta \) is roughly constant at large \( K \). The results are shown in Fig. 14(a) and 14(c). Such features are also observed qualitatively in the full Hubbard calculation, where the normalizing energy scale is chosen as \( J_{\text{eff}} = 4t^2/U \). These results are shown in Fig. 14(b).

We next try to find an a posteriori justification for the rising linear coefficient and rise in damping as one reduces the amplitude stiffness by imagining undamped spin wave modes getting affected by amplitude disorder. If one is at sufficiently low temperature, the equation of motion (Eq. 1) maybe linearized in terms of deviation from the ground state configuration. On the square lattice, for instance, one simply expands the \( m_i \) as

\[
\delta m_i = m_i^0 + \delta \tilde{m}_i \tag{11}
\]

Keeping up to the linear order in fluctuations \( \delta \tilde{m}_i \) gives us an analytically solvable starting point. The effective equation is

\[
\frac{d\tilde{m}_i}{dt} + J (m_i^0 \times \sum_{<j>} \delta m_j - \sum_{<j>} m_i^0 \times \delta m_j) + \gamma (J \sum_{<j>} \delta m_j + K \sum_i (-1)^i \delta m_i^z) = \tilde{\xi}_i \tag{12}
\]

The transverse and longitudinal modes get decoupled at this order. On Fourier transforming this equation and solv-
ing for the power spectrum, one finds the usual dispersion of the antiferromagnetic classical Heisenberg model, while the damping of transverse spin wave modes is limited by $\gamma J$. The longitudinal modes generally give rise to a diffusive lineshape, and freeze for $K/J \to \infty$. On top of this low temperature, purely transverse theory, one may switch-on amplitude fluctuations perturbatively. The width of these fluctuations is $\propto 1/K$. On treating them as static, uncorrelated disorder, they cause the eigenmodes of the linear theory to scatter. In the lowest order Born approximation, this generates a self-energy, whose imaginary part translates to an additional contribution to the magnon linewidth. This has a prefactor $T$ coming from the propagator of transverse fluctuations. In the static limit, the coefficient of this correction is thus proportional to $T/K$. Hence as $K$ is reduced from infinity, the linear $T$ correction to spin wave damping increases as $1/K$, as is seen in the numerical data.

The aforesaid argument doesn’t include the effect of nonlinear interactions among the transverse fluctuations. To evaluate their effect, one expands up to second order in the deviation field, which generates a $\delta m_x \times \delta m_y$ contribution in the equation of motion. If one substitutes the lowest order solution in this and averages over the noise, this correction term vanishes, owing to the fact that the noise is uncorrelated between different Cartesian axes. Hence, no $O(T)$ contribution is found for the damping of transverse fluctuations. The lowest order correction is of $(O(T^2))$, as is found in the extensive literature. This becomes the leading term when amplitude fluctuations are completely restricted (in the $K/J \to \infty$ limit).

D. Computational issues for frustrated systems

One would want to ultimately apply this formalism to study the Hubbard model on fully frustrated geometries (e.g., Kagome in 2d and pyrochlore in 3d). The rich spin dynamics, with the moment softening and multipin coupling effects present beyond the Heisenberg limit, should be accessible at finite temperature. However, there are some tough computational difficulties associated with this attempt. Briefly, the issues are-

- Extracting even the static properties correctly (vis-a-vis Monte Carlo) requires much longer run lengths compared to the square or triangular case. This occurs due to the rugged free energy landscape associated with the problem. Novel strategies, involving simultaneous updating of multiple moments, ameliorate the situation in specific cases.

- The numerical implementation of the Langevin dynamics scheme, using Suzuki-Trotter decomposition, breaks down when the systematic torque on a site becomes identically zero. This happens, for instance, for the Heisenberg model on the 2d Kagome lattice. Hence, a more complicated discretization strategy is called for.

E. Adiabaticity and thermal noise

1. The adiabatic assumption

Our approach has assumed that the characteristic timescale for magnetic fluctuations is much greater than electronic timescales, in analogy with the electron-phonon problem. In such a situation (i) the electronic energy depends only on the instantaneous magnetic configuration, and (ii) the leading contribution to electronic correlators can be computed without invoking retardation effects. This argument holds good in the strong coupling regime, where the magnetic fluctuations operate on a scale of $J_{eff} \sim t^2/U$ and the electrons are gapped at a scale $\sim U$. However, as $U/t$ reduces, the former scale rises and the latter diminishes due to closing of the gap. So, the argument isn’t very good. We also comment that the auxiliary field correlator, which we computed, reproduces the essential features of the real spin-spin correlator $\langle \sigma_i(t)\sigma_j(t') \rangle$, measured in INS experiments as long as the adiabatic assumption holds good. This happens because the auxiliary field dynamics basically follows the $\sigma_i$ field, with the distinction that
its magnitude is not strictly bounded between 0 and 1. As a result, the respective intensities are different.

2. The noise driving the dynamics

The present method for accessing spin dynamics excludes the effect of quantum fluctuations. This firstly results in the unphysical freezing of the moments at \( T = 0 \) and makes the method unable to access the ground state magnon spectrum. Furthermore, this feature limits the viability of the scheme at low temperatures for frustrated geometries, where order by disorder phenomena are observed. To remedy this, the noise has to be consistently generated with respect to the polarizability of the problem, which itself will depend on the \( \mathbf{m}_i(t) \) trajectories.

Using a Keldysh formulation of the original Hubbard model, and decomposing the interaction term using an auxiliary vector field \( \mathbf{m}_i \), we may subsequently assume this field to be slow with respect to the electrons. This enables one to write an effective equation of motion for \( \mathbf{m}_{i,cl} \) of the following form-

\[
\mathbb{D} \left[ \mathbb{R} \langle \hat{\sigma}^i_{ij}(t) \hat{\sigma}^j_{ij}(t) \rangle \right] = \mathbf{m}_{i,cl}(t) + \xi^i_i(t)
\]

Here \( G^K \) and \( \Pi^K \) are the Keldysh Green’s function and (spin-dependent) polarizability of the electrons respectively. In the adiabatic limit, each of these may be expanded in a Kramers-Moyal series. On assuming that the coefficients don’t have any spatial dependence and the temperature is high enough compared to characteristic frequency scale of these, one arrives at a much simpler equation of the LLG form, which upon neglecting certain multiplicative noise terms reduces to Eq.1.

To include the effect of quantum fluctuations, the high \( T \) approximations done on the coefficients of the Kramers-Moyal expansion need to be relaxed. Basically, if the temperature approaches the energy scale of two-particle excitations, the memory-less assumption on the noise becomes unjustified.

VII. CONCLUSIONS

We’ve studied the dynamics of magnetic moments in the Mott insulating phase of the half-filled Hubbard model on square and triangular lattice geometries, using a Langevin dynamics based real time technique. The method reproduces known results on the Heisenberg model in the strong coupling limit, and the RPA based low-energy dispersion at low \( T \) faithfully. We observe three broad regimes in the dynamics—(i) weakly damped, where spin waves are dispersive and dampings are small, (ii) strongly damped, where one can see significant broadening due to mode coupling, but the dispersive character survives, and (iii) diffusive, where the mode frequencies collapse to zero and the dampings span the full band-width. The main results are twofold- (a) we obtain the deviation of low temperature dispersion from the Heisenberg results, and (b) we observe the onset of the thermal crossovers at significantly lower values of \( T/J_{eff} \), compared to the Heisenberg case. One also captures the effect of mild geometric frustration on the mode damping, on going from the square to the triangle. The method maybe applied to study equilibrium dynamics in fully frustrated lattices (e.g. pyrochlore) in near future.

We acknowledge use of the High Performance Computing Facility at HRI.

APPENDIX A: NUMERICAL DETAILS OF THE LANGEVIN SCHEME

All of our Langevin dynamics simulations are done by discretizing Eq.1 in real time and implemented in a Cartesian coordinate scheme. The particular technique used to solve the equations is the Euler-Maruyama method. The time step is chosen to be \( 0.01 \tau_{mag} \). At each step, the derivatives appearing in the RHS of Eq.1 are computed through exact diagonalization of the electronic problem. The derivative \( \frac{\partial (\mathcal{H}_{xc})}{\partial \mathbf{m}_i} \) for our model is just \( U(\mathbf{m}_i - \langle \sigma_i \rangle) \). Typically, the simulations are run for \( 3 \times 10^6 \) steps. We gave parallel runs for each temperature point, with the Hartree-Fock (HF) state as the initial condition for each value of the Hubbard coupling. The lattice size for the results shown for both the square and triangular cases is \( 18 \times 18 \).

APPENDIX B: NUMERICAL DETAILS OF THE MONTE CARLO SCHEME

To benchmark the static properties obtained via the Langevin scheme, we used a competing Monte Carlo (MC) method. One first writes the Hubbard model in the Matsubara formalism and then decouples the quartic interaction in

![FIG. 15. Comparison of spin wave velocities \((v_{SW})\) computed using our Langevin dynamics (LD) technique and the random phase approximation (RPA) on the square lattice. We observe similar trends and quantitatively lower values in LD compared to RPA. This is due to our assumption of classical spins.](image)
terms of the $m_i$ field. Next, only the zero Matsubara mode of this field is retained, assuming $T \gtrsim J_{eff}$ and temporal fluctuations of the field can be neglected. However, the thermal fluctuations and the associated spatial correlations are treated non-perturbatively. This enables one to write an effective Hamiltonian for the auxiliary fields as:

$$H_{eff} = -\frac{1}{\beta} \log \text{Tr} e^{-\beta H_{cl}} + U \sum_i |m_i|^2$$

$$H_{cl} = - \sum_{<ij>\sigma} t_{ij} (c^\dagger_{i\sigma} c_{j\sigma} + h.c.) - U \sum_i m_i \sigma_i$$

Finally, configurations of the $m_i$ field are sampled using $P(m_i) = \text{Tr} e^{-\beta H_{cl} + H_{eff}}$ as the sampling weight. These configurations are used for computing static structure factors and distribution of moment magnitudes, defined in Eq.5 and Eq.7 respectively and shown in Fig.1(a) and 1(b). We also mention that the correlation temperatures in 2(a) are size-dependent, and will ultimately collapse logarithmically with system size. However, we’ve still compared the MC and Langevin answers for the same system size to ensure that the latter method faithfully reproduces the static properties.

**APPENDIX C: COMPARISON OF LOW TEMPERATURE SPECTRUM WITH RPA**

We compare the low temperature spectra obtained using our technique with the standard spin wave theory (RPA) results for the square lattice in Fig.15. The spin wave velocities are quoted from the work of Singh et al.\textsuperscript{41} One observes a fair agreement in terms of the trends. The RPA values are slightly higher. We ascribe this discrepancy to our assumption of classical magnetic moments. However, since our main focus is on the finite temperature dynamics, the quantitative mismatch isn’t very important. The agreement improves as one approaches the Heisenberg limit.

**APPENDIX D: APPROACHING THE MOTT TRANSITION**

In the triangular lattice, there’s a finite $U_c \sim 4.5t$ for the Mott transition. Close to the transition, one observes complex large-period order\textsuperscript{19} However, staying within the 120°ordered state (restricting ourselves to large enough $U/t$ values where the ground state is the former), we observe signatures of proximity to $U_c$ in the spectrum. Fig.16 shows a marked softening of magnetic modes along the $\Gamma-K$ trajectory and a gradual linear trend of the dispersion along $K-M$ as the coupling is lowered. We’ve already shown the spectra at $U/t = 6$ in the main text, which is the lowest coupling we’ve explored within the 120°ordered family. Ideally, the complex dynamics in the vicinity of the transition should also be captureable using our strategy, but requires considerably more numerical effort, as one needs to do a thermal annealing to even fix the initial state for the dynamics.

**APPENDIX E: REAL TIME DYNAMICS**

In Fig.17, we show the trajectory of the real part of $m_Q^{z}$ for a generic wavevector, $q = (\pi/2, \pi/2)$, in real time for the three representative regimes- (i) weakly damped, (ii) strongly damped and (iii) diffusive. These are results for the square lattice Hubbard model at $U/t = 10.0$. We’ve also scaled the y-axis by $\sqrt{T}$, to gauge out the dominant part of amplitude fluctuations. At the lowest $T$, we see oscillatory behaviour, modified by weak noise. The characteristic timescale
is $\tau_{\text{mag}} \sim 1/J_{\text{eff}}$. This corresponds to a well-defined line
shape in frequency. In the second panel (regime (ii)), one ob-
serves the emergence of some new timescales, but the ear-
lier scale is still visible. This translates in frequency space
to broadened lineshapes centered around $\Omega_q(T = 0)$. On
heating up further, thermal effects kill off the bare-oscillation
timescale and slow oscillations dominate the time series. The
amplitude also increases significantly, even after gauging the $\sqrt{T}$ factor.
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