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Abstract—Vocabulary of a language has a great role to play in the Natural Language Processing (NLP) applications. Such applications make use of lists like stop-word list, general service list, academic word list and technical domain word list. The technical domain word list differs with each domain and though it is available for fields like medicine, biology, computer science, physics and law, the domain of databases in specific has still not been explored. For the first time, we propose technical vocabulary comprising of POS-tagged unigram tokens and POS-tagged unigram lemmata for the technical domain of databases. This vocabulary has been called DBTechVoc with a coined term. Notably, the multi-word phrases have also been considered, without their further tokenization, to maintain their semantics. The empirical results, with more than 1000 high quality research papers collected over a period of 45 years from 1976 to 2021, prove that the technical general word list of the domain of computer science is different from the technical and specific word list of the domain of databases. The overlap was found to be less than 2%. The research titles use 6% Rainbow stop words while 13% of the words used for the research paper titles are inflectional forms of lemmata.
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I. INTRODUCTION

It has been empirically proved by Liu and Nation [1] that in order to comprehend a piece of text, at least 95% of the words should be recognized by the reader. In fact, this concept could be applied equally well to the listeners of a natural language too. Any person’s knowledge of a language is just limited by the knowledge of the vocabulary of that language. It is needless to mention that though grammar of a language has an important role to play too, it is the number of words known to a reader or listener that contributes to the comprehension of the semantics of a language. There are a number of specific terms like tokens, lemmata and stop words, just to name a few, which are used by the linguists, computational linguists as well as those working in the area of Natural Language Processing (NLP).

The importance of title of a research paper cannot be undermined. Several research works like those of Dewan and Gupta [2], Tullu [3], Mack [4] and Karagel and Karagel [5] have advocated and elaborated the importance of title of the research paper as a gist of the paper contents. Soler [6] conducted an exploratory study dedicated to the titles of scientific research papers. Heng and Gould [7] emphatically highlighted that the title of the research papers should tend to clearly indicate the main contents of the research paper in addition to the actual discoveries discussed in the paper.

Any text used to convey the necessary semantics consists of words. The process used for separating the individual units of this text is called Tokenization and the units so received are called Tokens [8]. These tokens may in turn be formed of single word, two words, etc. which are technically referred to as unigrams, bigrams, etc. respectively. Unlike Kyle [9], we have not considered the relevance of single, double, etc. unigrams. Also, the consideration of the unigrams in the present research work is with respect to the number of words in a sentence rather than the number of letters in a word. More specifically, for a period of 45 years from 1976 to 2021, we have considered 1031 titles of the database domain related research papers as the sentences and extracted unigrams as well as lemmata from these titles. The process of lemmatization is deployed to find the base morphological form of a word [10]. This form is called ‘lemma’ if it is singular, and ‘lemmas’ or ‘lemmata’ if it is plural. Similarly, the Part-Of-Speech (POS) tagging is done in order to group the various tokens into different categories as well as to provide more information on the role of such tokens when used as words in a sentence [11]. The present research work makes use of Lemmatizer [12] provided by the Stanford University and the POS-tagger [13] provided by the University of Copenhagen. The POS-tagger [14] provided by the Princeton University has also been used.

Smith [15] has discussed three main types of lists, viz. Academic, General and Technical. He defines the Academic Vocabulary as the list containing words which could be used for discourse in the academic world including the usage during conferences. He defines the General Vocabulary as consisting of the most frequently used words for a language. Similarly, he advocates that the Technical Vocabulary consists of the discipline-specific words. In wake of this context, the present research work deals with proposing the lists which fit in the category of Academic Vocabulary and Technical Vocabulary. It does not fit in the definition of General Vocabulary as we have not considered the words based on their frequency. We have presented the token list as well as the lemmata list, both of which are POS-tagged, towards the academic and technical categories of words for the technical database domain.

Rest of the paper is structured as follows: Section 2 presents the pertinent literature review. Section 3 elaborates the methodology, followed by section 4 presenting the results and discussion. The paper ends with the last Section 5 on conclusion and limitations of the present research work. Many
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application areas and directions of future work are also presented in the last section.

II. LITERATURE REVIEW

Ever since the researchers recognized the importance of the vocabulary of a language, they have been working for the generation and in the field of word-lists. The research has gained more interest in the wake of several developments including the growth of various interdisciplinary fields like Computational Linguistics (CL), Natural Language Processing (NLP) and Foreign Language Understanding (FLU), among others. First of its kind, a general service list, comprising of most commonly used English words was proposed way back in 1953 by West [16]. This list has seen two updates, viz. new-GSL by Brezina and Gablasova [17] and NGSL by Browne et al. [18], in recent times with inclusion of additional words owing to consideration of bigger corpora respectively for more than 12 billion words and 2 billion words respectively. It is important to note that where GSL by West [16] contained some 2000 words, NGSL by Browne et al. [18] contained 2818 lemma words. Gilner and Morales [19] used the existing GSL and presented a speech-based analysis of the words in the list. Gilner [20] also presented an introductory note on the description of GSL with an aim to aid and ease its comprehension. Nation and Waring [21] argued that the most part of the text is actually composed of only a few words which occur frequently in the text.

The stop-word lists of the various natural languages contribute to the creation of a language itself. Though such stop words or noise words are believed to statistically irrelevant and mostly useless from point of view of NLP applications too, they enable the spoken use and representation of the vocabulary of a language through speech, dialects and scripts. They help in putting the vocabulary words together to make sense to the listener and reader. This way they contribute to a special vocabulary domain in its own right. Researchers have presented various types of stop-word lists as well as those for several languages. Researchers have also worked a lot on the analysis and classification of stop-word lists for various languages. Fayaza and Farhath [36] presented a stop word list for Tamil language. Similarly, Kaur and Saini [22, 23] worked for the stop-word list of Punjabi language, Rakholia and Saini [24, 25] worked for the stop-word list of Gujarati language while Raulji and Saini [31, 32] worked for the stop-word list of Sanskrit language. A stop word list based on the Rainbow statistical text has also been presented by Shuson [38].

Similar to the concept of GSL and NGSL, Coxhead [27] proposed the concept of an Academic Word List (AWL). However, Hancioglu et al. [26] argued that it is inappropriate to treat AWL and GSL as separate lists. Billurgo’lu and Neufeld [28] used a rather simplistic approach of list generation by filtering out the unique common words from the corpus created by the merging of all existing and commonly used lists. The concept of various lists has gained importance and interest as the various words contained in such lists provide a glimpse into the vocabulary of a language or a specific domain thereof. It is the knowledge of this vocabulary and understanding of words which helps one to understand and learn a language.

In addition to the core research works on various types of lists, researchers have also explored other similar and pertinent domains. For instance, a number of methods exist for the extraction of the terms from the scripted version of the language. The extracted tokens are in turn used by various downstream operations in the field of CL and NLP. Bakaric et al. [29] evaluated many such methods for the German language. Choy [30] proposed an innovative method for generation of stop word list by making use of combinatorial values. Venugopal et al. [33] presented lemmata for the Hindi corpus stop words while Saini and Rakholia [34] presented a detailed statistical analysis for such lists for various international languages.

Saed et al. [39] presented a lemmata list of the various categories related to biological and medical sciences including for the classes of diseases and the recent COVID-19 outbreak. Das et al. [40] used various sources and presented the technique of generating a list of words for the specific domain of Finance. They presented a typical comparison and contrast of their lexicographic approach with the conventional machine learning based approaches. Ahsanuddin et al. [41] attempted to create a list of words for the vocabulary learning by the students aiming to learn languages like Indonesian, English, German and Arabic. They used nearly 380 Thousand tokens for the corpus creation. Joensuu [42] presented an innovative description of the lists of menus and recipes for the culinary domain. The language researched by the author was Finnish.

Using the lists like AWL by Coxhead [27], Wingrove [43] attempted to analyze the introduction of TED talks for English learners. The list of words extracted from the talks and other lectures was analyzed for the possibility of vocabulary enrichment of the language learners. On the sidelines, he also analyzed the richness of such talks from the perspective of the usage of different lexicons. Alasmary [44] presented a technical list of words for the domain of mathematics. He sourced the corpus from the textbooks of the mathematics course at the graduate-level of students.

Though a list of the database terms is provided by raima.com [35], it consists of only a limited 150 terms, without POS and more in the form of a dictionary. Also it has not made use of lemmatization to present the lemmata list. The present research work considers all such points by providing an improved set of lists. Smith [15] has presented a few subject-specific lists like for Medicine, Law, Computer Science, Physics, Chemistry and Accounting but he has not presented a specific technical word list for the subject of Database which happens to be a sub-field under the umbrella of Computer Science. Also, the Computer Science subject related word list provided by him is very different from the vocabulary used in the Database domain.

After a thorough literature review, it was concluded that though several types of lists like stop-word lists of different types and for different languages, general service lists of various types and many academic word lists exist, the area of technical domain word lists is rather unexplored. This is particularly true for the highly technical domains like that of databases. Additionally, as no such list exists for the specific field of databases, there is no research work which has
elaborately annotated such a list with Parts-of-Speech (POS). In order to bridge this gap, this research work presents a technical domain word list for the domain of databases. It is remarkable that as the field of databases itself is a sub-set of the field of computers, the proposed lists could also be used with backward inclusion in the technical domain list of the parent field of computers in general. Hence, the contributions of the present research work are manifold in terms of presentation of vocabulary and word lists. In the increasing order of generality, firstly, it presents a list of vocabulary words for databases, secondly it presents a technical word list and finally it also presents the vocabulary word list for the field of computer science and engineering as well as information technology.

III. METHODOLOGY

All the executions of the multiple codes needed at different junctures of the present research work were done using the open source Java programming language with version 17.0.1 2021-10-19 LTS for Java Development Kit (JDK), build 17.0.1+12-LTS-39 for the Standard Edition (SE) Runtime Environment and build 17.0.1+12-LTS-39 with mixed mode and sharing features for Java HotSpot(TM) 64-bit server Virtual Machine (VM). The execution was done on a machine with Intel(R) Core(TM) i3-8145U CPU with 2.10 GHz, 8 GB RAM and a licensed Windows 10 Pro 64-bit operating system.

In order to create a subject-specific vocabulary of the technical domain of databases, two Part-Of-Speech (POS) tagged lists were created. The diagrammatic representation of the process is depicted in Fig. 1. As a first step, the list of titles of research papers published in the field of databases from 1976 to 2021 were collected. In order to assure the duration of publications, quality of research publications and the scope of the present research work, only the papers published in the ACM Transactions on Database Systems (ACM TODS) [37] were considered. The collected list of 1031 titles from all the research papers of this duration was subjected to tokenization in order to extract the words from the titles. The tokenization was performed without considering the case of the words but maintaining the Multi-word phrases (MWP). Only unigrams were considered for the present research work. The resultant list consisted of 8139 words. This list could be considered a technical word list.

Cleaning was performed in this list to remove various noise words in context of the present research work. This constituted removal of unigrams like years (e.g. 1977, 2005, etc.), numbers (e.g. 3, 6, etc.) and special characters (e.g. *, #, etc.). The resultant list with 7994 words was used to find unique tokens. It is noteworthy that this point onwards, in order to emphasize the unique words in the list, we term the words as tokens. The count of such tokens was 1900. Stop words were removed from this list. We considered the 526 stop words provided by the standard Rainbow Stop Word List [38] for the present research work. The Rainbow Stop Word List had no MWP and its snapshot is provided in Table I. The resultant list was the refined technical list containing unique, lower-cased and non-stop-word 1791 tokens.

![Diagrammatic Representation of the Methodology to Create DBTechVoc](image-url)
The aim of present research work was the development of a database-specific vocabulary. Hence, at this stage, we referred another standard technical word list [15] containing the words from general domains of computer science as well as computing. The list in its raw form had 150 entries which were expanded to 252 words as there were many entries in the list with non-atomic values. For instance, the first entry with ‘access’ and ‘memory access’ was treated as two words viz. ‘access’ and ‘memory access’. It is notable that ‘memory access’ is a MWP and was treated as a unigram with the form ‘memory-access’. The snapshot of the expanded technical word list is presented in Table II. After the subtraction of 252 words from 1791 tokens, the resultant list had 1758 tokens. It is notable that only matching words were subtracted.

Finally, the POS-tagger [12] provided by the Stanford University was used for tagging the words in the paper titles. The resultant list had 2067 entries corresponding to 1758 tokens. The number of entries in the resultant list is more as the same token could be tagged with multiple parts of speech. As we were interested in the exhaustive coverage of the vocabulary, we considered all possible POS tags for a token.

Having created a POS-tagged token list of the database domain, the first part of the aim of creating an exhaustive vocabulary of the database domain, was achieved. For the second and last part, we targeted the creation of a POS-tagged lemmata list. This was achieved by lemmatizing the tokens in the list having 1758 tokens. It is noteworthy that we did not use the stemmer and used the Lemmatizer directly to obtain the lemma for each token rather than the non-lemma root for each token. The Lemmatizer [13] provided by the University of Copenhagen was used for this. The resultant list had 1530 lemmata.

The list with 1530 lemmata was further subjected to POS-tagging. The complete process was achieved through the use of multiple POS-taggers. Also, the different POS-taggers provided us with different sub-forms of POS tags but for simplicity the results were captured under the more common supersets. For instance, all entries from set {JJ (Adjective), JJR (Adjective, comparative), JJS (Adjective, superlative)} were considered to be just ‘adjective’ while entries from sets {NN (Noun, singular or mass), NNS (Noun, plural), NNP (Proper noun, singular), NNPS (Proper noun, plural)} and { VB (Verb, base form), VBD (Verb, past tense), VBG (Verb, gerund or present participle), VBN (Verb, past participle), VBP (Verb, non-3rd person singular present), VBZ (Verb, 3rd person singular present)} were considered to be ‘noun’ and ‘verb’ respectively.

Firstly, the Stanford University’s POS-tagger [12] was used which resulted in 1504 entries corresponding to 1078 lemmata. The remaining unprocessed 452 lemmata were attempted to be POS-tagged using the Princeton University’s POS-tagger [14]. This still resulted in 383 entries corresponding to only 261 additional lemmata. The remaining 191 remnant lemmata were manually POS-tagged. This resulted in 205 entries corresponding to 191 lemmata. Hence, the total number of entries corresponding to 1530 lemmata was 2092 in total. The summary of this data is presented in Table III.

### Table I. A Snapshot of the Rainbow Stop Word List [38]

| Sr. No. | Stop Word |
|---------|------------|
| 1       | a          |
| 2       | able       |
| 3       | about      |
| ...     | ...        |
| 526     | zero       |

### Table II. A Snapshot of the Expanded Technical Word List for Computer Science

| Sr. No. | Technical Word |
|---------|----------------|
| 1       | Access         |
| 2       | access-time    |
| 3       | Accumulator    |
| ...     | ...            |
| 252     | Window         |

### Table III. Statistics on Processing of Lemmata for POS using Different POS-TAGGERS

| Sr. No. | POS-tagger          | Lemma Count | POS Count |
|---------|---------------------|-------------|-----------|
| 1       | Stanford University POS-tagger [12] | 1078     | 1504     |
| 2       | Princeton University POS-tagger [14] | 261      | 383      |
| 3       | Manual POS-tagging (for remnant lemmata) | 191     | 205      |
| Total   | 3                   | 1530       | 2092     |

Similar to the token POS-tagging case, for lemmata too there were multiple occurrences of a lemma having more than one POS-tag. Like the token POS-tagging case, in order to have an exhaustive coverage of the vocabulary of the technical domain of databases, we considered all possible POS tags for each lemma. The technical vocabulary of the database domain called DBTechVoc, which is a coined term, is formed by the POS-tagged token list and POS-tagged lemmata list.

**IV. Results and Discussion**

The present research work was initiated with the motive of generating the technical vocabulary for the database domain. The titles of high-quality research papers in the field of database were believed to be the best source for populating the corpus. In order to make sure that no bias creeps in and also to assure that the basic terminology from the early days of development of databases as well as the latest terminology of the field of databases is covered, the duration of 45 years was considered for the present research work. Notably, this time period is not just long enough but also coinciding with the time period of evolution as well as proliferation of the field of databases. Also, it is both significant as well as relevant to consider the titles of research papers as something new in the field is first promulgated through a research paper and authors always include the important terms in the title of the research paper. It is with passage of time that those terms then become the part of the technical conversation of the field and thereby generating the technical field specific vocabulary.

---

**TABLE III. Statistics on Processing of Lemmata for POS using Different POS-TAGGERS**

| Sr. No. | POS-tagger          | Lemma Count | POS Count |
|---------|---------------------|-------------|-----------|
| 1       | Stanford University POS-tagger [12] | 1078     | 1504     |
| 2       | Princeton University POS-tagger [14] | 261      | 383      |
| 3       | Manual POS-tagging (for remnant lemmata) | 191     | 205      |
| Total   | 3                   | 1530       | 2092     |
An important finding was obtained during the text processing with removal of stop words. It was observed that only 5.74% (or approx. 6%) of the tokens constituted the stop words. The same has been calculated using the formula: \[
\frac{n(\text{Tokens}_{\text{with SW}}) - n(\text{Tokens}_{\text{without SW}})}{n(\text{Tokens}_{\text{with SW}})} \times 100 = \text{Percentage of SW in Text; i.e.}
\]
\[
\frac{1900 - 1791}{1900} \times 100 = 5.74\%.
\]
Here SW stands for Stop Words and n(entity) indicates the count of specified entity. This finding is in line with our assumption that the technical vocabulary of the database domain can be created from the titles of research papers as they contain more of important words rather than irrelevant words (like stop words). This holds true from multiple viewpoints of research, linguistics as well as statistics. Similarly, it was expected that a large number of words will be removed from the token list when computer science and computing domain technical word list will be considered. Actually, this step resulted in removal of just (1791-1758=) 33 common words. This means that there is only a \((33/1791) \times 100 = 1.84\%\) i.e. nearly 2% overlap of the technical lists of the domains of computer science and databases. The list of these removed common technical words is presented in Table IV. This finding is also very important and in line with our assumption that the technical word list of computer science domain will not be the same as the technical word list for the specific domain of databases.

Stemming was not used and directly lemmatization was used for the present research work to obtain the lemmata for each token. Notably, this stage resulted in reduction of 13% entries from 1758 tokens to 1530 lemmata. This is important for the current context as it indicates the highly inflectional use of a few tokens by the researchers in the database domain. This is also important as it yielded a more refined vocabulary of the domain and hence let us meet the research objective.

| Sr. No. | Common Word | Sr. No. | Common Word |
|---------|-------------|---------|-------------|
| 1       | access      | 18      | interface   |
| 2       | allocation  | 19      | interoperability |
| 3       | architecture| 20      | interpreter |
| 4       | backup      | 21      | overhead    |
| 5       | block       | 22      | partition   |
| 6       | buffer      | 23      | pointer     |
| 7       | cache       | 24      | processor   |
| 8       | capacity    | 25      | protocol    |
| 9       | disc        | 26      | resolution  |
| 10      | disk        | 27      | retrieval   |
| 11      | document    | 28      | simulation  |
| 12      | editor      | 29      | software    |
| 13      | error       | 30      | statement   |
| 14      | execution   | 31      | storage     |
| 15      | fragmentation| 32      | utility     |
| 16      | hardware    | 33      | window      |
| 17      | instruction |         |             |

| Sr. No. | Token               | POS |
|---------|---------------------|-----|
| 1       | abstract            | noun|
| 2       | abstraction         | noun|
| 3       | abstractions        | noun|
| 4       | abstractions        | verb|
| 5       | accelerating        | noun|
| 6       | accelerating        | verb|
| 7       | acceleration        | noun|
| 8       | accesses            | noun|
| 9       | accessibility       | noun|
| 10      | account             | noun|
| 11      | accuracy            | noun|
| 12      | accurate            | adjective|
| 13      | accurate            | noun|
| 14      | achieving           | noun|
| ...     | ...                 | ... |
| 2065    | xsketch             | noun|
| 2066    | xsq                 | noun|
| 2067    | years               | noun|

\(^\text{a}\) Total unique tokens: 1758  
Total unique POS: 5

TABLE VI. **ANALYSIS OF FREQUENCIES OF POS TYPES OF TOKENS**

| Sr. No. | Token POS Type | Frequency | Share of POS Type (in %) |
|---------|----------------|-----------|--------------------------|
| 1       | Noun           | 1341      | 64.88                    |
| 2       | Adjective      | 364       | 17.61                    |
| 3       | Verb           | 332       | 16.06                    |
| 4       | Adverb         | 25        | 1.21                     |
| 5       | Foreign Word (FW) | 5     | 0.24                     |
| **Total** | **5**          | **2067**  | **100**                  |

After following the various stages of methodology mentioned in section III, a final refined list of tokens was generated which was further POS-tagged. A snapshot of this list is presented in Table V. This table presents the glimpse of first 14 POS-tagged tokens and last 3 POS-tagged tokens from a total of 2067 POS-tagged tokens corresponding to 1758 unique tokens fortified with 5 unique POS. A summary on frequency of these unique 5 POS tags for this list is presented in Table VI. It can be observed from Table VI that nouns followed by adjectives constitute more than 82% of the total POS types.

Similar to the POS-tagged token list, another list for POS-tagged lemmata was also generated. A snapshot of this list is presented in Table VII. This table presents the glimpse of first 11 and last 8 POS-tagged lemmas out of a total of 1859 such POS-tagged lemmas corresponding to 1530 unique lemmas. A summary on frequency of the 5 unique POS tags found for this list (already presented in Table VII) is presented in Table VIII. It can be observed from Table VIII that the nouns and adjectives together constitute more than 80% of all the POS tags.
To summarize, Table V and Table VII present the POS-tagged token list and lemmata list respectively. The frequency break-up of the unique POS tags for Table V and Table VII is presented respectively in Table VI and Table VIII. The two lists viz. POS-tagged token list and POS-tagged lemmata list, together constitute the technical vocabulary of the database domain and have been addressed with a coined term DBTechVoc. Table V and Table VII represent the two parts, viz. A and B for DBTechVoc. The lists are presented in ascending order of the tokens and lemmata respectively. Similarly, the data in Table VI and Table VIII is sorted on the frequency of the POS-tag. Notably, both the tables ended up with same order of the POS-tags though their frequencies were different for the lists corresponding to tokens and lemmata. Fig. 2 presents the share (in units of percentage of the total count) of POS type for tokens and lemmata. It can be observed that there is no much difference between the breakup of POS types for tokens and lemmata. Notably, the number of adverbs, verbs and adjectives are more in case of lemmata list compared to those in the list of tokens.

TABLE VII. DBTechVoc (PART B): LIST OF LEMMATA AND CORRESPONDING POS

| Sr. No. | Lemma     | POS    |
|---------|-----------|--------|
| 1       | abstract  | noun   |
| 2       | abstraction| noun   |
| 3       | acceleration| noun  |
| 4       | access    | noun   |
| 5       | access    | verb   |
| 6       | accessibility| noun  |
| 7       | account   | noun   |
| 8       | accuracy  | noun   |
| 9       | accurate  | adjective |
| 10      | accurate  | noun   |
| 11      | achieve   | verb   |
| ...     | ...       | ...    |
| 1852    | xml       | noun   |
| 1853    | xpath     | noun   |
| 1854    | xqbe      | noun   |
| 1855    | xquery    | noun   |
| 1856    | xsd       | noun   |
| 1857    | xsksketch | noun   |
| 1858    | xsq       | noun   |
| 1859    | year      | Noun   |

A: Total unique lemma: 1530  
Total unique POS: 5

TABLE VIII. ANALYSIS OF FREQUENCIES OF POS TYPES OF LEMMATA

| Sr. No. | Lemmata POS Type | Frequency | Share of POS Type (in %) |
|---------|------------------|-----------|--------------------------|
| 1       | Noun             | 1129      | 60.73                    |
| 2       | Adjective        | 365       | 19.63                    |
| 3       | Verb             | 329       | 17.70                    |
| 4       | Adverb           | 31        | 1.67                     |
| 5       | Foreign Word (FW)| 5         | 0.27                     |
| Total   | 5                | 1859      | 100                      |

In order to complement the vocabulary analysis of the database technical domain and to visualize the results of graphically, the word cloud, presented in Fig. 3, was generated. The word cloud was generated without stemming and lemmatization of the words though stop words were excluded from the list. Internal stop-word list was used during the execution of the code. The case of words was not considered and only unique words were considered for rendering through the cloud. In order to maintain the sanctity of data, the Multi-word Phrases (MWP) or the word formations with multiple words joined together with a hyphen like ‘entity-relational’, ‘multi-valued’ and ‘grammar-based’, just to name a few, were considered as-it-is without ignoring the hyphen. The number of words satisfying all these criteria was 1900 and out of these the cloud could accommodate the top 654 words. The frequency break-up of the remaining 1246 words which were not drawn through the cloud is given in Table IX.

TABLE IX. FREQUENCY BREAK-UP OF WORDS NOT DRAWN THROUGH THE CLOUD

| Frequency of words | Number of words |
|--------------------|-----------------|
| 1                  | 940             |
| 2                  | 175             |
| 3                  | 111             |
| 4                  | 7               |
| 5                  | 10              |
| 6                  | 3               |
| Total              | 1246            |
As the proposed work is unique and first of its kind, its comparison as well as performance evaluation with respect to existing works is not feasible. However, the proposed work is better than the existing ones in terms of presenting a more specific vocabulary as well as better annotated vocabulary of the technical words of the database sub-domain of the computer science domain.

V. CONCLUSION, LIMITATIONS AND FUTURE WORK

The present research work is the first formal attempt to create a technical vocabulary for the domain of databases. This vocabulary called DBTechVoc consists of a POS-tagged token list having 1758 multi-word phrase unigrams and a POS-tagged lemmata list having 1530 multi-word phrase unigrams. It is noteworthy that most of the Natural Language Processing (NLP) applications for generation of various word lists generally do not consider the multi-word phrases owing to the ease of processing that way. It is remarkable that as the present research work intended to create a technical vocabulary without the loss of semantic information of the technical phrases, the multi-word phrases have been well considered.

The various results and findings of the present research work are bound to have a good ripple effect for the researchers working in the same and similar fields. From the processing of more than 1000 research papers of last 45 years, it is concluded that the authors use 6% stop words in the titles of the research papers. Also, 13% of the words used for the research papers titles are inflectional forms of lemmata from a set consisting of tokens from the technical domain. There is a negligible overlap between the technical word lists for computer science domain and database domain. Also, based on perhaps first of its kind comparison between the frequency break-up of POS categories for tokens and frequency break-up of POS-categories of the corresponding lemmata of the tokens, it is concluded that the lemmatization results in increase in the number of adverbs, verbs and adjectives while reducing the number of nouns. Though the results reported here are for the technical domain of databases, they could be applied to other technical domains also as the period of 45 years and more than 1000 research papers is believed to be enough to normalize the values. All these results could be applied for analysis of and investigation on various works including the usage of these results as an aid to solve cases dealing with plagiarism as well as author attribution. This application may include research papers as well as other literary works, including touching on the areas of violation of copyrights and other intellectual property rights.
DBTechVoc itself could be used for various downstream tasks dealing with NLP of technical domains. DBTechVoc lists or the derived ones could also be used as a source of stop-words for some advanced applications dealing with the processing of this technical domain specific textual data, for instance, processing of social media reviews or opinions or comments on a particular topic dealing with the field of databases. The presented lists could also be used for generation of artificial language specific to the database domain. The lists could also be used for the readability analysis of the technical domains, particularly the databases. The proposed lists could also be used alongside the technical word list of the field of computer science in general as it happens to be the parent field of the domain of databases. Additionally, the lists could also be used for word-embeddings, Machine Translation Systems (MTS) and generation of a domain-specific technical WordNet.

One of the limitations of the present research work is that it presents the technical vocabulary of only the database domain. Also, though standard stop word list, technical word list, Lemmatizers and POS-taggers have been used, the results may differ if a different combination of these items is used. The findings, results and technical vocabulary presented here are all best reported as per the context and scope of the present research work. Though we believe that the proposed list tends to be exhaustive as on moment, it is notable that the field of research work.

findings, results and technical vocabulary of only the database domain. Additionally, the lists could also be considered for the vocabulary creation. Most importantly, with the measurement of semantic similarity between the tokens, we are working to generate a technical wordnet specifically for the database domain.
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