A ternary phase-field model for wetting of soft elastic structures
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Abstract
Soft wetting, that is, the interaction of liquid–fluid interfaces with deformable elastic structures, provides a rich variety of physical phenomena (stick-slip motion, durotaxis, Shuttleworth effect, etc.) which are not yet understood. We propose a novel phase-field approach to study such problems. The method uses two phase-fields to describe the three domains (solid, liquid, ambient fluid) by the ternary Navier–Stokes Cahn–Hilliard equations. We use a recent phase-field approach for fluid-structure interaction to equip one phase with elastic properties. The resulting method is significantly simpler than all previous approaches for soft wetting, since no grids are used to represent the geometries. Accordingly, the method avoids grid-based computation of interface curvature, mappings between different grids, complicated mesh generation, and retiangulation, while the elastic object can move freely through the computational domain. As a special feature, the elastic structure is for the first time represented as a neo-Hookean Kelvin–Voigt–Maxwell material which makes it very versatile. The accuracy of the method is shown in a benchmark simulation of a droplet on an elastic substrate. The geometrical flexibility is illustrated by simulating a rotating solid object within a fluidic interface. Finally, we provide the first 3D simulations of soft wetting including solid surface tensions.
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1 | INTRODUCTION

Wetting of soft elastic structures (also: soft wetting, or elastocapillarity) describes the interaction of two fluids with one soft elastic object, typically dominated by capillary effects which originate from the surface tension of the involved three surfaces. Such scenarios play a major role in a broad variety of phenomena. In biology, capillary interactions with soft materials crucially influence the self-organization of cell tissues,1 cell motility,2 and cancer cell migration.3 Driven by miniaturization, more and more technical applications involve significant soft wetting effects, for example, the patterning of cells4 or droplets5 onto soft surfaces, the optimization of condensation processes6 or the deposition of droplets in ink-jet
printing or additive manufacturing. Still, our understanding of the dynamics of such soft wetting processes lags by far behind what is known about wetting of rigid structures.7

Starting only in 2016, the increased technical importance of soft wetting has led to a couple of numerical simulation models.8-13 These references comprise basically the whole available literature on numerical simulations of soft wetting. The mere number of these papers is vanishingly small if compared with publications on computational progress in wetting of rigid structures or ordinary fluid–structure interaction (involving only a single fluid). One reason for this discrepancy is certainly the challenging nature of the problem which involves a strong coupling of hydrodynamics and structure dynamics near the contact line.13 Another reason for the lack of computational results in this field lies in the diversity of the required numerical techniques: The simulation of soft wetting requires to marry two-phase flow with fluid–structure interaction (FSI). While the simulation of two-phase flow typically employs interface capturing techniques (like the phase-field method14,15), FSI is typically modeled by interface tracking techniques, in particular the arbitrary Lagrangian–Eulerian (ALE) method.16

The phase-field model (also diffuse-interface model) is arguably the most popular continuum model to describe wetting phenomena with moving contact lines on rigid substrates. The idea is based on an order parameter, the phase-field function, which is used to indicate the fluid phases. The phase-field function varies smoothly across the interface leading to a (thin) diffuse interface which is physically motivated by the composition of real fluid–fluid interfaces.17 The diffusive nature of the interface regularizes the stress singularity at the contact line, making it a very natural approach for moving contact lines.13 This makes phase-field models physically more sound than sharp interface models, like level-set or ALE, which typically need to introduce experimental fitting parameters,7 while offering an almost similar accuracy for two-phase flow simulations.18,19 Phase-field models can be derived directly from variation of the underlying energy. This sound thermodynamic foundation implies a consistent description of topological transitions (e.g., Reference 20), and enables energy stable discrete formulations15 and robust time discretizations.21-23 We refer to Reference 24 for a classification of phase-field models for two-phase fluids with incompressible constituents. Consistent boundary conditions for the phase-field modeling of wetting have been derived in References 14,25,26.

In consequence, all available approaches for simulation of soft wetting 8-13 use phase-field methods to describe the two involved fluids. But the third phase, namely the elastic structure, is in all approaches discretized by a fundamentally different interface tracking method which describes the solid structure by a moving computational ALE grid. The reason of this inconsistency is certainly that the ALE method is the standard method for FSI. In consequence, all previous methods involve a certain complexity, coupling explicit interface tracking with moving grids (ALE) to implicit interface capturing (phase-field) methods.

While the ALE methodology provides a sound mathematical description and leads to a very accurate domain representation, it also comes with limitations on the evolution of the solid structure, which breaks down for large deformations or large translational and rotational movements. Even worse in the context of soft wetting is the high complexity involved in the computation of surface tension forces of the fluid–solid surfaces. Accordingly, some of the previous approaches choose to ignore solid surface tension,10,11 which is a clear handicap as soft wetting is dominated by surface tension forces. All other approaches8,9,12,13 have only presented 2D and 3D axisymmetric results, which makes it relatively simple to explicitly compute surface curvature and hence surface tension.27 The second issue associated to solid surface tension is that its explicit computation leads to time step restrictions28 which can be quite severe at the small length scales of typical soft wetting (surface tension force scales quadratically with length scale), and limits current soft wetting methods significantly.

In recent years, the above problems have led to the development of alternative modeling approaches for fluid structure interaction, for example fully Eulerian formulations29 and also phase-field models.30,31 The goal of this article is to apply such a phase-field approach to soft wetting. That is, we propose a numerical method which uses a phase-field method not only for the two fluids, but also to describe the elastic structure. In consequence the numerical approach becomes very consistent and much simpler than previous methods for soft wetting. Additionally, surface tension forces can be included for all three surfaces in a simple yet stable way omitting time step restrictions31 and large deformation, translation, and rotation of the elastic structure is made possible without retriangulation.

The article is organized as follows. In Section 2 we present the numerical model equations. These equations are implemented in the CUDA GPU framework with details given in Section 3. Four numerical tests are provided in Section 4 to illustrate the applicability, validity, and the potential of the method. Finally, conclusions are drawn in Section 5.
2 | MATHEMATICAL MODEL

Computational models of soft wetting describe the interaction of three distinct phases: two-fluids and one solid phase. We will refer to the fluids as a liquid and an ambient phase. The latter is typically a surrounding gas, but could also be a second liquid. All three phases constitute the computational domain $\Omega$, with $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$. An illustration is given in Figure 1 where the typical example of a drop on a substrate is shown.

Several phase-field models with three components have been proposed in the literature, for examples, References 32-34, all of them consider only fluid phases. The most commonly accepted model proposed by Boyer et al. 33 can be derived from energy variation of a Cahn–Hilliard energy for three phases augmented by a sixth-order polynomial potential which makes the system well posed. In the following we will briefly describe this model and then extend it to account for the elasticity of one phase.

2.1 Three-phase flow model

The three distinct phases can be described by three-order parameters (phase-fields) $c_1, c_2,$ and $c_3$, each representing the “concentration” of one component (i.e., $c_i \approx 1$ in phase $i$ and $c_i \approx 0$ elsewhere). By definition this implies that

$$\sum_{i=1}^{3} c_i(x, t) = 1 \quad \forall (x, t) \in \Omega \times [0, t_{\text{end}}].$$

(1)

All three phase-fields will be comprised in a vector $c = (c_1, c_2, c_3)$ for shorter notation. As typical in phase-field models the interface between two distinct phases is diffuse, meaning that it has a thickness of size $\epsilon$ over which the transition from 0 to 1 takes place, such that the phase-fields are continuous functions. The interface thickness $\epsilon$ is a parameter in the governing equations and is generally chosen such that the equations approach the corresponding sharp interface equations.

The evolution of the phase-fields is governed by the following set of Cahn–Hilliard equations 33

$$\forall i \in \{1, 2, 3\} = \begin{cases} \partial_t c_i = -\mathbf{u} \cdot \nabla c_i + \frac{D}{\sigma_i} \Delta \mu_i \\ \mu_i = \frac{4\pi}{\epsilon} \sum_{j \neq i} \frac{1}{\sigma_{ij}} \left( \frac{\partial F(c)}{\partial c_i} - \frac{\partial F(c)}{\partial c_j} \right) - \frac{3}{4} \epsilon \sigma_i \Delta c_i. \end{cases}$$

(2)

Here $\mathbf{u}$ is the velocity, $D > 0$ is a mobility constant, $\mu_i$ is the chemical potential. The surface tensions between the respective phases $i$ and $j$ are denoted by $\sigma_{ij}$. From these one can compute the three capillary coefficients $\sigma_i = \sigma_{ij} + \sigma_{ik} - \sigma_{jk}$, for pairwise distinct $i, j, k \in \{1, 2, 3\}$, and their harmonic mean $\sigma_T = 3/\left( \frac{1}{\sigma_1} + \frac{1}{\sigma_2} + \frac{1}{\sigma_3} \right)$. These values are used to construct the ternary bulk energy 33

$$F(c) = \sigma_{12}c_1^2c_2^2 + \sigma_{13}c_1^2c_3^2 + \sigma_{23}c_2^2c_3^2 + c_1c_2c_3(\sigma_1c_1 + \sigma_2c_2 + \sigma_3c_3) + \Lambda c_1^2c_2^2c_3^2.$$
The last term is only necessary in total spreading cases (when \( \sigma_i < 0 \) for one \( i \)), otherwise one can set \( \Lambda = 0 \). Note, that \( \sigma_i \) can be negative for one \( i \) even though the surface tensions \( \sigma_{ij} \) are obviously always positive. The system of equations is still well posed, if the other capillary coefficients are sufficiently large. We refer to Reference 33 for the derivation of the above equations and for more specific conditions on well posedness. The equations ensure phase conservation Equation (1). Consequently, one of the Cahn–Hilliard equations can be eliminated as the third phase-field can be computed from Equation (1).

To couple the system with hydrodynamics, we will exploit the fact that all soft elastic materials (soft wetting occurs typically at Young’s moduli of few kPa or less), are essentially gels, which are incompressible, due to high fluid content.\(^{31}\) As a result the fluid and structural mechanics can be described in a unified way by a Navier–Stokes equation,

\[
\rho(c) \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \nabla \cdot (\eta(c)(\nabla \mathbf{u} + (\nabla \mathbf{u})^T)) + \mathbf{EF} + \sum_{i=1}^{3} \mu_i \nabla c_i, \quad (4)
\]

\[
\nabla \cdot \mathbf{u} = 0. \quad (5)
\]

Here, \( p \) is the pressure, \( \rho(c) = \sum_{i=1}^{3} \rho_i c_i \) and \( \eta(c) = \sum_{i=1}^{3} \eta_i c_i \) denote the phase-dependent density and viscosity, respectively, for given values \( \rho_i, \eta_i \) in phase \( i \). The last term in Equation (4) contributes the surface tension force of all three phases. The system (4)–(5) is the extension of the classical model-H\(^{35}\) to ternary viscoelastic fluids. The term \( \mathbf{EF} \) denotes an elastic force, which we introduce in the solid domain. For \( \mathbf{EF} = 0 \) the equations describe the well-accepted model for ternary fluids.\(^{33}\)

### 2.2 Including solid elasticity

We will now extend the previous model from Reference 33 to account for the elasticity of one phase following the approach in Reference 31. The solid domain will be identified by \( c_1 \), the liquid phase by \( c_2 \), and the ambient phase by \( c_3 \). To express elastic forces it is necessary to define the strain of the solid material. Strain is typically computed by memorizing the initial coordinates of each solid material point. As this information is not available in an interface capturing model (like the phase-field model), an evolution equation has been proposed to keep track of the strain\(^{31}\)

\[
\lambda(c) \left( \frac{\partial B + \mathbf{u} \cdot \nabla B - \nabla \mathbf{u}^T \cdot (B - B \cdot \nabla \mathbf{u}) + a(c)(B - I) \right) = D_B \Delta B. \quad (6)
\]

Here \( B \) is the left Cauchy–Green strain tensor (or conformation tensor). The last term describes a small diffusion of \( B \) to suppress oscillations in case of dominant convection. The according diffusion constant \( D_B \) must be chosen very small. The functions \( \lambda \) and \( a \) can be chosen to realize different material laws in every phase (fluid, solid, viscoelastic fluid): For \( \alpha = 0, D_B = 0 \) the equation reduces to the strain evolution for an elastic solid, while for \( \lambda = 0, D_B = 0 \) it reduces to the strain description of a fluid, that is, \( B = I \), where \( I \) is the identity matrix. Following Reference 31, we choose \( \alpha = c_2 + c_3 \) and \( \lambda = c_1 T \), where \( T \) is the time scale of the considered problem. This time scale is an additional parameter and emerges as the diffuse interface between solid and fluid is attributed with viscoelastic properties of a Maxwell model, which requires such a relaxation time.

Given the strain \( B \), the elastic force of a neo-Hookean material is described by

\[
\mathbf{EF} = G \nabla \cdot (c_1 (B - I)), \quad (7)
\]

where \( G \) is the solid shear modulus. The presence of \( c_1 \) in the above equations ensures that the elastic stress is restricted to the solid domain.

Equations (2)–(7) comprise the complete computational model for soft wetting. Comparing to previous approaches it is significantly simpler, in particular the model avoids moving meshes, mappings between different meshes and several jump conditions which need to be specified at the solid interface to ensure no-slip, balance of interfacial forces, no penetration, and correct contact angles.\(^{11}\) The underlying equation for the strain tensor (6) describes the solid material as a Kelvin–Voigt material with elastic shear modulus \( G \) and viscosity \( \eta_1 \). By setting \( a(c) = 1 \) for all \( c \) in Equation (6) the solid model can be extended to a Kelvin–Voigt–Maxwell material with Maxwell relaxation time \( T \). Previous models for
soft wetting include only purely elastic rheology \cite{8-12} or Kelvin–Voigt rheology. \cite{13} In our proposed model the richer solid rheology comes in naturally without additional effort.

2.3 Initial and boundary conditions

Suitable initial conditions for the ternary system (2)–(7) are provided by a specification of the initial phase distribution, initial velocity and initial strain tensor:

\[ c(\cdot, 0) = (c_1^0, c_2^0, c_3^0) : \Omega \to [0, 1]^3 \text{ with } \sum_{i=1}^{3} c_i^0 = 1, \]
\[ u(\cdot, 0) = u^0 : \Omega \to \mathbb{R}^d, \]
\[ B(\cdot, 0) = B^0 : \Omega \to \mathbb{R}^{d \times d}. \]

While the given functions \((c_1^0, c_2^0, c_3^0)\) are chosen depending on the considered problem, the initial conditions for velocity and strain are fixed throughout this work: \(u^0 = 0\) and \(B^0 = I\). The latter describes that the elastic body is initially in its reference configuration.

The ternary Cahn–Hilliard equations are equipped with the following set of boundary conditions:

\[ \partial_n c_i = 0, \quad i \in \{1, 2, 3\} \quad \text{on } \partial \Omega \text{ (90° contact angle)}, \]
\[ \partial_n \mu_i = 0, \quad i \in \{1, 2, 3\} \quad \text{on } \partial \Omega \text{ (no penetration)}, \]

where \(\partial_n\) denotes the derivative in the direction normal to \(\Omega\). Other boundary conditions are possible, for example, to impose different contact angles, we refer to References 8,15 for more details.

The outer domain boundary is considered as a solid wall in this article unless otherwise stated. Hence, \(u = 0\) on \(\partial \Omega\).

The equation for the strain tensor \(B\) does not require a boundary condition if no diffusion \((D_B = 0)\) and no inflow is present. For the small diffusion chosen only to stabilize the advective term, boundary values of \(B\) have only a minor influence on the system. For simplicity we choose no-flux Neumann conditions, \(\partial_n B = 0\).

2.4 Special cases

We will now consider special cases, when the initial condition consists of only two phases. We will show that in this case the model equations (2)–(7) reduces to standard model for two-phase flow or fluid–structure interaction.

2.4.1 No elastic phase

Consider the case, that \(c_1 = 0\) at \(t = 0\), so there being no elastic phase. A useful initial condition must satisfy, Equation (1), that is, \(c_2 = 1 - c_3\). Using \(\sigma_{23} = (\sigma_1 + \sigma_2)/2\), one can compute \(\mu_1 = 0\), therefore \(\partial_t c_1 = 0\). With this \(c_1\) will always be equal to 0. Hence, \(\lambda(c) = 0\) and Equation (6) reduces to \(B = I\), and the elastic force vanishes, \(EF = 0\). Further, the equations for \(c_1\) and \(c_3\) become obsolete, as a single phase-field suffices to keep track of the remaining two phases. After simplification of the remaining equations, we obtain the system,

\[ \partial_t c_2 = -u \cdot \nabla c_2 + D \Delta \mu_2, \]
\[ \mu_2 = \frac{12}{\epsilon} (2c_2^3 - 3c_2^2 + c_2) - \frac{3}{4} \epsilon \Delta c_2, \]
\[ \rho(c) \left( \partial_t u + u \cdot \nabla u \right) = -\nabla p + \nabla \cdot (\eta(c)(\nabla u + \nabla u^T)) + 2\sigma_{23} \mu_2 \nabla c_2, \]
\[ \nabla \cdot u = 0. \]

Thus, the governing equations are reduced to a usual Cahn–Hilliard Navier–Stokes system for two-phase flow, the two phases being the phases 2 and 3, and the surface tension being \(\sigma_{23}\).
2.5 | Only one fluid phase

In the case, that \( c_3 = 0 \) at \( t = 0 \), so there being no ambient phase, but only a liquid and elastic phase. Following the same arguments as before, \( c_3 \) remains zero for all times. From Equation (1) the equations for \( c_2 \) and \( c_3 \) become redundant. Hence, the model reduces to the phase-field model for fluid–structure interaction described in Reference 31:

\[
\begin{align*}
\partial_t c_1 &= -\mathbf{u} \cdot \nabla c_1 + D \Delta \mu_1, \\
\mu_1 &= \frac{12}{\epsilon} (2c_3^2 - 3c_1^2 + c_1) - \frac{3}{4} \epsilon \Delta c_1, \\
\rho(c) (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) &= -\nabla p + \nabla \cdot (\eta(c)(\nabla \mathbf{u} + \nabla \mathbf{u}^T)) + G \nabla \cdot (c_1(B - I)) + 2\sigma_{12} \mu_1 \nabla c_1, \\
\nabla \cdot \mathbf{u} &= 0, \\
\lambda(c) \left( \partial_t B + \mathbf{u} \cdot \nabla B - \nabla \mathbf{u}^T \cdot B - B \cdot \nabla \mathbf{u} \right) + a(c) (B - I) &= D_B \Delta B.
\end{align*}
\]

3 | IMPLEMENTATION

The discretization of the governing equations (2)–(7) can be done with any numerical method for partial differential equations. This is in contrast to all previous approaches for soft wetting which all rely on the grid-based representation of the solid substrate, and hence employ finite element discretizations. Here, we use a simple but efficient finite difference discretization to exploit this flexibility. For the Cahn–Hilliard Navier–Stokes system we follow the validated discretization in Reference 36 and use a finite difference scheme with staggered equidistant grid and a forward Euler method in time. The additional equation for the elastic strain tensor is also evaluated in the cell-centers. Further details can be found in Reference 36.

Parallelization of the finite-difference scheme is straightforward. To obtain a highly scalable parallel implementation, we use the computational power of graphic cards (GPUs) within the CUDA framework from Nvidia. This allows any Nvidia GPU to be used for general purpose computations (GPGPU). Nvidia offers ready-made libraries for frequent use cases, such as multiplication of big matrices. But because there were no such libraries for our use case, we use the bare CUDA framework to implement all computation steps. Each discretized equation was implemented as a separate CUDA function, called a kernel. Each of these kernels calculates the corresponding equation for all grid points of the domain in parallel. Because we needed to launch a lot of these kernels and each launch is associated with some overhead, we decided to utilize a new feature in CUDA 10 called graphs. This allows to build a graph of dependent kernel launches once and to invoke it multiple times without causing the overhead of each individual kernel launch. For us this meant, that we build up a graph consisting of all the kernels of the model and invoking this graph repeatedly for each time step.

The performance benefit of using a GPU for this simulation can be seen in Figure 2, where we show the speedup of the calculation of one time step over the serial calculation with one CPU core and the parallel calculation on multiple CPU cores using OpenMP*. It is to be noted though, that the CPU implementation of this comparison is derived from the GPU implementation and therefore not further optimized. Better performance might be achieved with optimized CPU code.

4 | NUMERICAL TESTS

4.1 | Validation study

We first study a popular wetting scenario: the relaxation of an initially half-spherical drop on a viscoelastic substrate, see Figure 3. In this test case the formation of a stationary wetting ridge has been reported, the shape of which can be seen as a standard benchmark quantity for soft wetting. Wetting ridge shapes of this case have been numerically computed in References 8,9,11-13 and experimentally measured in Reference 37. The experimental case is axisymmetric, which some numerical codes mimic by using the axisymmetric Navier–Stokes equations in 2D.8,9,12,13 Here, we use a purely 2D implementation as also done in Reference 11. We can therefore expect to get an accurate description of the wetting ridge while the indentation below the drop should be underestimated (due to the lower Laplace pressure in a 2D drop).

*https://www.openmp.org/specifications/.
FIGURE 2  Speedup of the simulation code using different number of CPU cores (OpenMP parallelization) and the GPU implementation on an Nvidia Tesla V100

FIGURE 3  Illustration of the initial setup of the validation study. The two-dimensional computational domain is shown. The domains are represented by the phase-fields $c_1, c_2, c_3$. The diffusivity of the interface is illustrated for the two phase-fields $c_2$ and $c_3$ near the interface.

As indicated in Figure 3, we used a rectangular computational domain with length 1000 $\mu$m and height 500 $\mu$m. The bottom of the domain consists of a 50 $\mu$m thick soft elastic substrate. A liquid droplet is placed in the center of the substrate. The shape of the drop is initially a half circle with radius $R = 176.7$ $\mu$m.

The parameters are chosen as in References 8,9,12,13, but repeated here for completeness.

\[ \sigma_{12} = 36 \text{ mN/m}, \quad \sigma_{13} = 31 \text{ mN/m}, \quad \sigma_{23} = 46 \text{ mN/m}. \]

The shear modulus of the soft substrate was chosen as $G = 1$ kPa. The width of all three interfaces was set to $\epsilon = 5$ $\mu$m. Further parameters are taken from Reference 12,

\[ \rho_1 = 1000 \text{ kg/m}^3, \quad \rho_2 = 1260 \text{ kg/m}^3, \quad \rho_3 = 10 \text{ kg/m}^3, \]
\[ \eta_1 = 0.0005 \text{ Pa} \cdot \text{s}, \quad \eta_2 = 1.41 \text{ Pa} \cdot \text{s}, \quad \eta_3 = 0.1 \text{ Pa} \cdot \text{s}. \]

Since there is no viscosity specified for the solid in Reference 12, we have chosen a negligible small value for $\eta_1$. At the bottom of the solid substrate we prescribe $u = 0$, while we set free-slip conditions on all other boundaries. To resolve the equations the time step size was set to 0.02 ns and the equidistant grid spacing was set to $h = 1$ $\mu$m. Note, that due to the explicit time discretization the present time step is several orders of magnitude smaller than in the time-implicit formulations. The time step restrictions emerge mostly from the explicit treatment of the fourth-order Cahn–Hilliard equation as well as from the explicit coupling of elasticity and hydrodynamics. The vast number of computed time steps is compensated by the very low computational load per time step and the high parallel scalability of the explicit time-discretization.

The constant mobility was set to $D = 5 \times 10^{-14}$ m$^3$/s, which was checked to be small enough to have negligible influence on the geometry evolution, but large enough to keep the interface profile in shape. The diffusion constant of the elasticity was chosen as $D_B = 0$ as no visible oscillations occurred and it was therefore not necessary. Note, that this is due to the very mild advection of the present test case. For more pronounced motion, oscillations in $B$ would occur and require stabilization by choosing $D_B > 0$. 

\[ \rho_1 = 1000 \text{ kg/m}^3, \quad \rho_2 = 1260 \text{ kg/m}^3, \quad \rho_3 = 10 \text{ kg/m}^3, \]
\[ \eta_1 = 0.0005 \text{ Pa} \cdot \text{s}, \quad \eta_2 = 1.41 \text{ Pa} \cdot \text{s}, \quad \eta_3 = 0.1 \text{ Pa} \cdot \text{s}. \]
The first comparison considers the profile of the substrate in the equilibrium state, such that the choice of viscosities and densities is not relevant. The (almost) stationary state is shown in Figure 4. The surface tension between the fluids has pulled up the substrate at the triple point leading to a wetting ridge of approximately 9 μm height. Figure 5(A) shows the resulting substrate profile at \( t = 2 \) ms compared with the results in References 11,12. A comparison with both references shows a good agreement of the substrate profile along the wetting ridge, as well as under the ambient fluid.

In the region under the droplet, the substrate profiles of both references deviate significantly from each other, with our result being in between the other two. The indentation is about half as much as the result from Reference 12. This behavior can be explained by the different Laplace pressures in a two- and three-dimensional droplet. The Laplace pressure \( \delta p \) in the drop is a result of the surface tension force contracting the droplet surface and its curvature:

\[
\delta p = \frac{\sigma}{R_1 + R_2},
\]

where \( R_1, R_2 \) are the principal radii of curvature. One of these radii is missing (i.e., infinite) in a two-dimensional simulation, such that the Laplace pressure of a 2D droplet is only half as big as that of an equal sized spherical three-dimensional droplet. Having that the drop exerts only half the pressure onto the substrate, it is expected to indent the substrate roughly half as much as compared with Reference 12. A similar behavior is seen for the result in Reference 11, which also used a two-dimensional setup, and shows an even smaller substrate indentation.

Figure 5(B) shows the evolution of the height of the wetting ridge in the first 2 ms, where most of the dynamic behavior takes place. A good agreement between the results is observable for the first 800 μs. Reference data for later times is not available.12 One can clearly see, that the speed of growth of the wetting ridge gets smaller the closer it gets to the equilibrium state, reaching an almost stationary state at the end.

**FIGURE 4** Illustration of the stationary state of the benchmark case. The colored areas indicate the 0.5 threshold of the corresponding phase-field. The triple point where all three surfaces meet is diffuse, indicated by the white area where all three phase-fields assume values below 0.5

**FIGURE 5** (A) Height profile of the deformed elastic substrate at the (almost) equilibrium state. The red solid line represents the 0.5 contour of the solid phase field \( c_1 \) at time \( t = 2 \) ms, the blue and green lines show the reference results in References 11,12, respectively. Part (B) shows the height of the highest point of the wetting ridge over the first 2 ms of the experiment.
Finally, let us note that this benchmark is an extreme case for our model as the benchmark quantity (height of the wetting ridge) is almost of the same order of magnitude as the interface thickness itself. While the reference data was produced with a sharp interface representation of the substrate, the present model uses a diffuse interface to model this slight elevation of the substrate. Accordingly, the obtained agreement is impressive.

### 4.2 Fluid substrates

The model allows to continuously tune all fluid parameters from purely viscous to purely elastic. To illustrate this we simulate the three phase flow scenario in which a liquid droplet slides along the interface of two other fluids.

The initial conditions can be seen in Figure 6(A). The domain consists of a rectangle with 1200 μm length and 440 μm height. The droplet is prescribed as a half-spherical cap, again with a radius of \( R = 176 \) μm. The movement of the droplet was initiated with a constant force \( GF = g d c_2 \) added to the Navier–Stokes equation, where \( g = 981 \) m/s\(^2\) is a constant force factor, for example gravity, \( d = (0, -1)^T \) is a vector in which to apply the force. Note, that we choose a force 100 times higher than earth gravity to obtain a faster dynamics. The force is only added to the droplet, as in a Boussinesq approximation, therefore it was multiplied with the droplet phase-field \( c_2 \). All three liquids are equipped with equal parameters:

\[
\sigma_{23} = \sigma_{13} = \sigma_{12} = 46 \text{ mN/m}, \quad \rho_1 = \rho_2 = \rho_3 = 1000 \text{ kg/m}^3, \quad \eta_1 = \eta_2 = \eta_3 = 0.0141 \text{ Pa} \cdot \text{s}.
\]

For the mobility constant of the Cahn–Hilliard equation we chose \( D = 4 \times 10^{-14} \text{ m}^3/\text{s} \). All three phases are purely viscous, hence \( G = 0 \). To resolve the domain a constant grid spacing of 4 μm was used, with \( \epsilon = 20 \) μm. To resolve the equations in time we used a time step size of 2 ns.

The results are displayed in Figure 6, the corresponding video can be found in the supplementary material. One can see that the interfaces first deform to adjust the contact angle condition, that is, such that all three angles are approximately 120°, Figure 6(B). In the meantime the droplet accelerates slowly, driven by the imposed force, Figure 6(C). Finally, a quasi-stationary flow profile has developed around \( t = 14.4 \) ms, Figure 6(D). In this state the droplet shape and the flow profile remain steady as they move with the droplet. One can clearly observe the contact angle hysteresis between the front and rear of the droplet, which is known from experiments with moving droplets. The droplet shape is more flattened at the front while it is more pointed at the rear. Contrary to two-phase flow, where a moving droplet usually exhibits two internal vortices, the present droplet assumes an almost homogeneous internal velocity profile. This seems to be a consequence of the additional fluid–fluid interface (green/gray interface in Figure 6). The presence of this interface induces contact angle conditions which

![Figure 6](image-url)
change the droplet shape at the front and rear of the droplet in a way that the development of inner vortices is inhibited.

4.3 | Droplet sliding over elastic pillars

To show the potential of the method to handle larger elastic deformations we consider a liquid droplet sliding over a viscoelastic microstructured substrate. The substrate consists of small elastic pillars (see Figure 7). Droplet motion on such structures is of high practical relevance as micropillar arrays are widely used to create hydrophobic surfaces in technical and everyday applications.

The initial setup can be seen in Figure 7(A). The computational domain is a rectangle of 800 μm length and 400 μm height. A droplet is initiated as a half spherical cap of radius \( R = 180 \) μm placed upon the pillars. Each pillar has a height of 140 μm and a width of 50 μm. To initiate movement of the droplet an additional gravitational force \( \mathbf{GF} = g \mathbf{d} c_2 \) was added to the Navier–Stokes problem. Here, \( g \) denotes the gravity constant and \( \mathbf{d} \) a vector indicating its direction. This force is only added to the droplet, as in a Boussinesq approximation, therefore it was multiplied with the droplet phase-field \( c_2 \). Furthermore, we use the following parameters

\[
\begin{align*}
\sigma_{23} &= 46 \text{ mN/m}, \\
\rho_1 &= 1000 \text{ kg/m}^3, \\
\eta_1 &= 0.1 \text{ Pa} \cdot \text{s}, \\
c &= 5 \text{ μm}, \\
\sigma_{13} &= 0.1 \text{ mN/m}, \\
\rho_2 &= 1260 \text{ kg/m}^3, \\
\eta_2 &= 0.141 \text{ Pa} \cdot \text{s}, \\
\sigma_{12} &= 46 \text{ mN/m}, \\
\rho_3 &= 20 \text{ kg/m}^3, \\
\eta_3 &= 0.0001 \text{ Pa} \cdot \text{s}, \\
\eta &= 5 \text{ μm}, \\
G &= 5000 \text{ Pa}, \\
T &= 50 \text{ ms}
\end{align*}
\]

We set the gravity \( g = 1962 \text{ m/s}^2 \) to see faster dynamic behavior and directed it using \( \mathbf{d} = (1, -0.25)^T \). The constant mobility was set to \( D = 4 \times 10^{-14} \text{ m}^3/\text{s} \) and the strain tensor diffusion to \( D_B = 1 \text{ μm}^2 \). The grid spacing was set to 1 μm and the time step size to 0.125 ns. At the bottom of the domain we set \( u = 0 \) to let the solid being attached to the bottom boundary. At the three other sides of the domain we use force free boundary conditions to allow free in and outflow.

**Figure 7** Simulation of a liquid droplet (blue) rolling over on a viscoelastic microstructure (green), surrounded by an ambient phase (gray). Snapshots are rotated such that the imposed gravity force points downward.
Snapshots of the simulation are shown in Figure 7, the corresponding video can be found in the supplementary material. As expected the tops of the pillars stay attached to the droplet and the pillars bend by the moving droplet until the elastic force is big enough to detach the backmost pillar from the droplet (Figure 7(B)). Shortly after its detachment this first pillar springs back toward its original position. Thereby, the pillar behaves like a damped harmonic oscillator: it oscillates slightly around its initial position until its movement is fully damped by fluid viscosity (Figure 7(C)).

We also set up the same experiment within a three-dimensional domain, the results of which can be seen in the Figure 8. The parameters we chose for this experiment were exactly the same as for the two dimensional setup except for the distance between the grid nodes, which we chose as 4 μm, the time step size of 1.5 ns and ɛ = 10 μm. A video of the 3D simulation can be found at: https://youtu.be/cKfIQtODdRI. Note, that this simulation is not only the first simulation of a droplet on a nanostructured surface, but also the first 3D simulation of soft wetting including solid surface tensions.

### 4.4 Water wheel

In the last scenario we want to show that the approach is capable of handling big deformations of the initial domain, which is a clear advantage with respect to previous approaches for soft wetting. To this end, we set up a test case in which a viscoelastic wheel rotates through a basin of water, see Figure 9(A). The computational domain consists of a square with 400 mm side length. A wheel is placed in the center of the domain, with four wings, each of which has a length of 100 mm and a width of 45.5 mm. The domain is filled with water up to a height of 100 mm.

![Three dimensional simulation of a liquid droplet (blue) rolling over on a viscoelastic microstructure (green), surrounded by an ambient phase (transparent)](image-url)
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FIGURE 9 Simulation of a rotating elastic wheel (green) immersed in water (blue) and an ambient fluid (gray).

(A) $t=0.0s$ Initial setup.

(B) $t=5.52s$ The first wing leaves the water and pulls some water up due to the surface tensions.

(C) $t=9.12s$ After one quarter turn of the wheel, the second wing is immersed in water and bends slightly backwards, due to the higher viscosity and density of the water.

(D) $t=14.64s$ When the second wing leaves the water it again pulls the water air contact line high, as did the first wing.

The wheel is propelled by prescribing a rotational velocity field in a circular region around its center $(x_0, y_0)$:

$$ u = \left( \frac{y - y_0}{x - x_0} \right) \frac{v_{\text{disc}}}{R} \quad \text{in} \quad \{(x, y) \mid (x - x_0)^2 + (y - y_0)^2 < R^2 \}.$$

Here $v_{\text{disc}} = 100 \text{ mm/s}$ is the outer velocity of the prescribed circular disc of radius $R = 50 \mu m$.

To keep the water domain from just following the wheel movement an additional gravitational force $\mathbf{GF} = g d_2$ was added to the Navier–Stokes problem, similar to Section 4.3. In this case we chose $g = 9.81 \text{ m/s}^2$ and $d = (0, -1)^T$ so the force is pointing downward to the bottom of the domain. The grid was set to be an equidistant grid with a spacing of $h = 2 \text{ mm}$. 
Due to the larger spatial scale of the present test case, the time step size could be increased to 3 \( \mu \text{s} \) and. The constant mobility was set to \( D = 6 \times 10^{-7} \text{ m}^3/\text{s} \). All boundaries of the domain were set to no-slip conditions. Furthermore we chose the following parameters:

\[
\begin{align*}
\sigma_{23} &= 36 \text{ mN/m}, \\
\rho_1 &= 2000 \text{ kg/m}^3, \\
\eta_1 &= 0.1 \text{ Pa} \cdot \text{s}, \\
\epsilon &= 10 \text{ mm}, \\
\sigma_{13} &= 10 \text{ mN/m}, \\
\rho_2 &= 1000 \text{ kg/m}^3, \\
\eta_2 &= 0.00141 \text{ Pa} \cdot \text{s}, \\
G &= 4000 \text{ Pa}, \\
\sigma_{12} &= 40 \text{ mN/m}, \\
\rho_3 &= 10 \text{ kg/m}^3, \\
\eta_3 &= 0.0018 \text{ Pa} \cdot \text{s}, \\
T &= 1 \text{ s}
\end{align*}
\]

Figure 9 shows snapshots of the simulation, the corresponding video can be found in the supplementary material. Due to the prescribed constant velocity in the center of the wheel and the elasticity of the solid the whole wheel starts spinning counterclockwise. As soon as one of the wings comes close to the water surface it starts bending backward due to the higher viscosity and density of the water phase compared with the ambient phase. At the same time another wing leaves the water surface while pulling up some water which sticks to it due to surface tensions. As the wing continues its movement the attached water eventually detaches due to the prescribed gravitational force.

Over the course of the simulation one can observe a slight rounding of the elastic wheel. This is caused by the solid surface tension which constantly contracts the solid surface. Contrary to sharp interface models, the solid elasticity cannot completely counteract such forces in a phase-field model. Instead small errors may accumulate over time, in particular when the elastic structure undergoes a large translation. This rounding effect is in our view the only downside of the present model.

Nevertheless, the present simulation is the first soft wetting simulation which involves any movement of the elastic domain at all. Having a phase-field to represent the domain makes such a scenario simple, since no retriangulation of the mesh is needed (as opposed to all previous approaches for soft wetting simulations). This further illustrates the potential of the method.

5 | CONCLUSION

Soft wetting is an emerging field of research with many potential applications and a richness of open questions and interesting physical phenomena (e.g., stick-slip motion, durotaxis, Shuttleworth effect) which demand for numerical simulation tools. In this article we present a novel method to simulate soft wetting problems which differs largely from previous methods by using a phase-field to describe the solid phase. The result is a certain simplicity of the model: a unified Navier–Stokes equation describes the momentum and mass balance in all three phases and intrinsically includes all coupling conditions (no-slip, surface force balances, contact angle conditions, no penetration). Since no grids are used to represent the solid geometry, the method avoids grid-based computation of interface curvature, mappings between different grids, complicated mesh generation, and retriangulation. Hence, the method is so simple that it does not need a very long explanation, and it can be implemented with any numerical discretization method for partial differential equations. Here we use a simple finite-difference scheme with forward Euler method to discretize in space and time. While this discretization scheme is extremely fast per time step and offers a high parallel speed-up, it comes at the expense of strong time step restrictions. We note that the use of small time steps is not a restriction of the model itself. In fact, by virtue of the fixed-grid character of the model it is relatively straightforward to set up a time-implicit formulation which should allow several orders of magnitude larger time steps, as in References 12,13. As a special feature, the elastic structure is for the first time represented as a neo-Hookean Kelvin–Voigt–Maxwell material which makes it very versatile.

We illustrate the accuracy of the method by using the standard benchmark test of soft wetting and find impressively good agreement despite the challenging length scale for a diffuse interface model. We further provide the first simulations of wetting on a microstructured surface and the first 3D simulations of soft wetting including solid surface tensions. Finally, we illustrate the capability of the method to freely move elastic objects through the computational domain (without retriangulation) which has not been shown with any other method so far.

The only downside of the used phase-field approach is a slight rounding of the elastic object which can accumulate over time. This effect scales with \( \epsilon \) (see Reference 31), and can hence be seen as a usual numerical error, which can be controlled by refining \( \epsilon \) and grid size. Nevertheless, the flexibility, efficiency and superior simplicity of the method will
permit investigations of many soft wetting phenomena which cannot be done with any other numerical approach so far. We will explore these capabilities in a set of follow-up articles.

ACKNOWLEDGMENTS

Sebastian Aland acknowledges support from the German Research Foundation DFG (grant AL1705/5). Paul Auerbach acknowledges support from ESF for a PhD scholarship. Simulations were performed at the Center for Information Services and High Performance Computing (ZIH) at TU Dresden.

DATA AVAILABILITY STATEMENT

The data that support the findings of this study are available from the corresponding author upon reasonable request.

ORCID

Sebastian Aland https://orcid.org/0000-0002-5258-0006

REFERENCES

1. Manning ML, Foty RA, Steinberg MS, Schoetz EM. Coaction of intercellular adhesion and cortical tension specifies tissue surface tension. Proc Natl Acad Sci. 2010;107(28):12517-12522.
2. Lo CM, Wang HB, Dembo M, Wang Y. Cell movement is guided by the rigidity of the substrate. Biophys J. 2000;79(1):144-152. https://doi.org/10.1016/S0006-3495(00)76279-5.
3. Douezan S, Dumond J, Brochard-Wyart F. Wetting transitions of cellular aggregates induced by substrate rigidity. Soft Matter. 2012;8(17):4578-4583.
4. Discher DE, Janmey P, Wang Y. Tissue cells feel and respond to the stiffness of their substrate. Science. 2005;310(5751):1139-1143.
5. Style RW, Che Y, Park SJ, et al. Patterning droplets with durotaxis. Proc Natl Acad Sci. 2013;110(31):12541-12544. https://doi.org/10.1073/pnas.1306540110.
6. Bonn D, Eggers J, Inekeu J, Meunier J, Rolley E. Wetting and spreading. Rev Mod Phys. 2009;81(2):739.
7. van Brummelen E, Shokrpour-Roudbari M, van Zwieten G. Elasto-capillarity simulations based on the Navier-Stokes-Cahn-Hilliard equations. In: Fluid-Structure Interaction. Berlin: de Gruyter. 2017 (pp. 283-328).
8. van Brummelen E, Shokrpour-Roudbari M, van Zwieten G. Elasto-capillarity simulations based on the Navier-Stokes-Cahn-Hilliard equations. Advances in Computational Fluid-Structure Interaction and Flow Simulation. New York, NY: Springer; 2016:451-462.
9. Bueno J, Bazilevs Y, Juanes R, Gomez H. Wettability control of droplet durotaxis. Soft Matter. 2018;14(8):1417-1426.
10. van Brummelen E, Demont T, van Zwieten G. An adaptive isogeometric analysis approach to elasto-capillary fluid-solid interaction. Int J Numer Methods Eng. 2020. https://doi.org/10.1002/nme.6388.
11. Aland S, Mokbel D. A unified numerical model for wetting of soft substrates. Int J Numer Methods Eng. 2021;122(4):903-918. https://doi.org/10.1002/nme.6567.
12. Qian T, Wang XP, Sheng P. A variational approach to moving contact line hydrodynamics. J Fluid Mech. 2006;564:333-360.
13. Aland S, Chen F. An efficient and energy stable scheme for a phase-field model for the moving contact line problem. Int J Numer Methods Fluids. 2016;81(11):657-671. https://doi.org/10.1002/fld.4200.
14. van der Waals J. The thermodynamic theory of capillarity flow under the hypothesis of a continuous variation of density. J Stat Phys. 1893;20:200-244.
15. Aland S, Voigt A. Benchmark computations of diffuse interface models for two-dimensional bubble dynamics. Int J Numer Methods Fluids. 2012;69:747-761.
16. Aland S, Boden S, Hahn A, Klingbeil F, Weismann M, Weller S. Quantitative comparison of Taylor flow simulations based on sharp-interface and diffuse-interface models. Int J Numer Methods Fluids. 2013;73:344-361.
17. Kim J. Phase-field models for multi-component fluid flows. Commun Comput Phys. 2012;12(3):613-661. https://doi.org/10.4208/cicp.301110.040811a.
18. Han D, Wang X. A second order in time, uniquely solvable, unconditionally stable numerical scheme for Cahn-Hilliard-Navier-Stokes equation. J Comput Phys. 2015;290:139-156. https://doi.org/10.1016/j.jcp.2015.02.046.
19. Liu C, Shen J, Yang X. Decoupled energy stable schemes for a phase-field model of two-phase incompressible flows with variable density. J Sci Comput. 2015;62(2):601-622. https://doi.org/10.1007/s10915-014-9867-4.
20. Shokrpour Roudbari M, Simsek G, van Brummelen EH, van der Zee KG. Diffuse-interface two-phase flow models with different densities: a new quasi-incompressible form and a linear energy-stable method. Math Models Methods Appl Sci. 2018;28(04):737-770.
21. Souli M, Ouahsine A, Lewin L. ALE formulation for fluid-structure interaction problems. Comput Methods Appl Mech Eng. 2000;190(5):659-675. https://doi.org/10.1016/S0045-7825(99)00432-6.
22. van der Waals J. The thermodynamic theory of capillarity flow under the hypothesis of a continuous variation of density. J Stat Phys. 1893;20:200-244.
23. Aland S, Voigt A. Benchmark computations of diffuse interface models for two-dimensional bubble dynamics. Int J Numer Methods Fluids. 2012;69:747-761.
24. Aland S, Boden S, Hahn A, Klingbeil F, Weismann M, Weller S. Quantitative comparison of Taylor flow simulations based on sharp-interface and diffuse-interface models. Int J Numer Methods Fluids. 2013;73:344-361.
25. Kim J. Phase-field models for multi-component fluid flows. Commun Comput Phys. 2012;12(3):613-661. https://doi.org/10.4208/cicp.301110.040811a.
26. Aland S. Time integration for diffuse interface models for two-phase flow. J Comput Phys. 2014;262:58-71. https://doi.org/10.1016/j.jcp.2013.12.055.
27. Han D, Wang X. A second order in time, uniquely solvable, unconditionally stable numerical scheme for Cahn-Hilliard-Navier-Stokes equation. J Comput Phys. 2015;290:139-156. https://doi.org/10.1016/j.jcp.2015.02.046.
25. Jacqmin D. Calculation of two-phase Navier-Stokes flows using phase-field modeling. *J Comput Phys*. 1999;155(1):96-127. https://doi.org/10.1006/jcph.1999.6352.

26. Ren W E W. Boundary conditions for the moving contact line problem. *Phys Fluids*. 2007;19(2):022101. https://doi.org/10.1063/1.2646754.

27. Mokbel M, Aland S. An ALE method for simulations of axisymmetric elastic surfaces in flow. *Int J Numer Methods Fluids*. 2020. https://doi.org/10.1002/fld.4841.

28. Brackbill J U, Kothe D B, Zemach C. A continuum method for modeling surface tension. *J Comput Phys*. 1992;100(2):335-354.

29. Frei S, Richter T, Wick T. Eulerian techniques for fluid-structure interactions: Part I – modeling and simulation. *Numerical Mathematics and Advanced Applications-ENUMATH 2013*. New York, NY: Springer; 2015:745-753.

30. Sun P, Xu J, Zhang L. Full Eulerian finite element method of a phase field model for fluid-structure interaction problem. *Comput Fluids*. 2014;90:1-8. https://doi.org/10.1016/j.compfluid.2013.11.010.

31. Mokbel D, Abels H, Aland S. A phase-field model for fluid-structure interaction. *J Comput Phys*. 2018;372:823-840. https://doi.org/10.1016/j.jcp.2018.06.063.

32. Kim J. Phase field computations for ternary fluid flows. *Comput Methods Appl Mech Eng*. 2007;196(45-48):4779-4788. https://doi.org/10.1016/j.cma.2007.06.016.

33. Boyer F, Lapuerta C, Minjeaud S, Piar B, Quintard M. Cahn-Hilliard/Navier-Stokes model for the simulation of three-phase flows. *Transp Porous Media*. 2010;82(3):463-483.

34. Zhao J, Li H, Wang Q, Yang X. Decoupled energy stable schemes for a phase field model of three-phase incompressible viscous fluid flow. *J Sci Comput*. 2017;70(3):1367-1389.

35. Hohenberg P C, Halperin B I. Theory of dynamic critical phenomena. *Rev Mod Phys*. 1977;49:435-479.

36. Adam N, Franke F, Aland S. A simple parallel solution method for the Navier-Stokes Cahn-Hilliard equations. *Mathematics*. 2020;8(8):1224. https://doi.org/10.3390/math8081224.

37. Style R W, Boltzanskiy R, Che Y, Wettlaufer JS, Wilen LA, Dufresne ER. Universal deformation of soft substrates near a contact line and the direct measurement of solid surface stresses. *Phys Rev Lett*. 2013;110:066103. https://doi.org/10.1103/PhysRevLett.110.066103.

38. Karpitschka S, Das S, Van Gorcum M, Perrin H, Andreotti B, Snoeijer J H. Droplets move over viscoelastic substrates by surfing a ridge. *Nat Commun*. 2015;6:1-7. https://doi.org/10.1038/ncomms8891.

39. Andreotti B, Snoeijer J H. Soft wetting and the shuttleworth effect, at the crossroads between thermodynamics and mechanics. *EPL (Europhys Lett)*. 2016;113(6):66001.

**SUPPORTING INFORMATION**

Additional supporting information may be found online in the Supporting Information section at the end of this article.

---

**How to cite this article:** Aland S, Auerbach P. A ternary phase-field model for wetting of soft elastic structures. *Int J Numer Methods Eng*. 2021;1–15. [https://doi.org/10.1002/nme.6694](https://doi.org/10.1002/nme.6694)