Sharp estimates for the covering numbers of the Weierstrass fractal kernel
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Abstract
In this paper, we present sharp estimates for the covering numbers of the embedding of the reproducing kernel Hilbert space (RKHS) associated with the Weierstrass fractal kernel into the space of continuous functions. The method we apply is based on the characterization of the infinite-dimensional RKHS generated by the Weierstrass fractal kernel and it requires estimates for the norm operator of orthogonal projections on the RKHS.
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1. Introduction
In 1872, K. Weierstrass presented a special class of continuous and nowhere differentiable functions (CNDFs) given by Fourier/trigonometric series expansions. The Weierstrass function is defined as follows

\[ w_{a,b}(x) = \sum_{n=0}^{\infty} a^n \cos(b^n \pi x), \quad x \in \mathbb{R}, \quad (1.1) \]

where \(0 < a < 1\) and \(b \in \mathbb{R}\). It is clear that the Weierstrass function defines a continuous bounded function. Weierstrass proved that \(w_{a,b}\) is nowhere differentiable provided that \(ab \geq 1 + 3\pi/2\), with \(b\) an odd integer. G.H. Hardy relaxed this condition in \[8\] and proved that for \(0 < a < 1\) and \(ab \geq 1\), the Weierstrass function remains nowhere differentiable. This function plays an important role in fractional Brownian motion and it inspires the Weierstrass-Mandelbrot curve, a fractal curve widely explored in fractal geometry (\[3, 22\]). In this paper, the Weierstrass function is considered to design the Weierstrass fractal kernel.
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Consider \( I := [-1, 1] \) and \( C(I) \) the space of continuous real-valued functions on \( I \) endowed with the supremum norm \( \| \cdot \|_\infty \). Throughout the paper, for \( b \in \mathbb{N} \) we will consider the orthonormal system

\[ \{ \cos(b^n \pi \cdot), \sin(b^n \pi \cdot) : n \in \mathbb{N} \} \]

in \( L^2(I) \), where \( L^2(I) := L^2(I, dx) \) is the usual Hilbert space of square integrable functions with the usual inner product

\[ \langle f, g \rangle_2 = \int_{-1}^{1} f(x)g(x) \, dx, \quad f, g \in L^2(I). \]

For \( 0 < a < 1 \) and \( b \) a natural number such that \( ab \geq 1 \), the Weierstrass fractal kernel

\[ W(x,y) := w_{a,b}(x - y), \quad x, y \in I, \quad (1.2) \]

where \( w_{a,b} \) is the Weierstrass function in equation (1.1). This kernel is continuous, nowhere differentiable, and positive definite. The theory of RKHSs (see [1]) ensures that there exists a unique Hilbert space (RKHS) \( H_W := (H_W(I), \langle \cdot, \cdot \rangle_W) \) such that the Weierstrass fractal kernel is the associated reproducing kernel.

We present upper and lower (sharp) estimates for the covering numbers of the embedding \( I_W : H_W \to C(I) \). The covering numbers of an operator are defined in terms of the covering numbers of subsets of metric spaces. If \( A \) is a subset of a metric space \( X := (X,d) \) and \( \epsilon > 0 \), then the covering numbers \( C(\epsilon, A) \) are the minimal number of balls in \( X \) of radius \( \epsilon \) covering \( A \). It easy to see that if \( A \) is a compact subset of a metric space, then \( C(\epsilon, A) < \infty \). If we consider \((X, \| \cdot \|_X), (Y, \| \cdot \|_Y)\) Banach spaces and \( B_X \) the unit ball in \( X \), then the covering numbers of an operator \( T : X \to Y \) are given by

\[ C(\epsilon, T) := C(\epsilon, T(B_X)), \quad \epsilon > 0. \quad (1.3) \]

The generality of the concept of metric entropy ([12, 20]) includes covering numbers, packing numbers, entropy numbers and it has several applications in many branches of Mathematics (see [7, 9, 21, 13, 19, 4]). In information theory and statistics, including machine learning, it plays a central role. We suggest [26] and references quoted there for more information on metric entropy and machine learning methods.

Our main result asserts that Kolmogorov’s \( \epsilon \)-entropy ([12]) \( \ln(C(\epsilon, I_W)) \) is asymptotically equivalent to \( \ln(1/\epsilon)^2 \). In the paper, for functions \( f, g : (0, \infty) \to \mathbb{R} \), the notation \( f(\epsilon) \asymp g(\epsilon) \) stands for

\[ 0 < \liminf_{\epsilon \to 0} \frac{f(\epsilon)}{g(\epsilon)} \leq \limsup_{\epsilon \to 0} \frac{f(\epsilon)}{g(\epsilon)} < \infty, \]

called weak equivalence ([12]). We will also use the strong equivalence notation \( f(\epsilon) \approx g(\epsilon) \) and it means that

\[ \lim_{\epsilon \to 0} \frac{f(\epsilon)}{g(\epsilon)} = 1. \]

The main result of this paper reads as follows.
Theorem 1.1. Let $W$ be as in (1.2). The covering numbers of the embedding $I_W : \mathcal{H}_W \to C(I)$ satisfy

$$
\frac{2}{\ln (1/a)} \leq \liminf_{\epsilon \to 0} \frac{\ln(C(\epsilon, I_W))}{[\ln (1/\epsilon)]^2} \leq \limsup_{\epsilon \to 0} \frac{\ln(C(\epsilon, I_W))}{[\ln (1/\epsilon)]^2} \leq \frac{4}{\ln (1/a)}.
$$

In particular, Theorem 1.1 provides a weak equivalence for the covering numbers of a new example of non-trivial kernel, given by

$$
\ln(C(\epsilon, I_W)) \asymp [\ln (1/\epsilon)]^2, \quad \text{as } \epsilon \to 0.
$$

The technique we employ to prove Theorem 1.1 is based on the estimate of the operator norm of $I_W$ and some other related finite rank operators. This approach follows the path employed in [2], where the authors investigated estimates for the covering numbers of the unit ball of the RKHS associated with isotropic kernels $W$ on compact two-point homogeneous spaces. On the other hand, in [14] a similar technique was employed in order to obtain the asymptotic behavior of the covering numbers of the embedding of the RKHS associated to the Gaussian kernel on subsets of $\mathbb{R}^d$ in the space of continuous functions. There is a large literature on this subject and a constant interest on (optimal/sharp) estimates for entropy numbers, we refer [6, 12, 14, 15, 16, 17, 23, 24] and references therein.

The paper is organized as follows. In Section 2, we present some general facts about RKHSs and the characterization of $\mathcal{H}_W$. In particular, we present an orthonormal basis for $\mathcal{H}_W$. In Section 3, we obtain the upper and the lower bounds for the covering numbers and Theorem 1.1 is proved.

2. The Weierstrass fractal kernel and its RKHS

In this section we present some necessary information and properties about the Weierstrass fractal kernel $W$ introduced in (1.2). We discuss some basic facts about positive definite kernels and their associated RKHSs. The main references for this section are [1, 5].

Let $X$ be a non-empty set. A symmetric function $K : X \times X \to \mathbb{R}$ is called a positive definite kernel if it satisfies

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j K(x_i, x_j) \geq 0
$$

for all $n \geq 2$, $\{x_1, x_2, \ldots, x_n\} \subset X$ and $\{c_1, c_2, \ldots, c_n\} \subset \mathbb{R}$.

If $K : X \times X \to \mathbb{R}$ is a positive definite kernel, then there is a (unique) RKHS $\mathcal{H}_K$ induced by $K$. This Hilbert space is given by the closure of the span $\{K(y, \cdot) : y \in X\}$ with respect to an inner product $\langle \cdot, \cdot \rangle_K$, satisfying the following properties

R1. The function $x \mapsto K(x, \cdot)$ belongs to $\mathcal{H}_K$, for all $x \in X$;

R2. (Reproduction property): $f(x) = \langle f, K(x, \cdot) \rangle_K$, for all $f \in \mathcal{H}_K$ and $x \in X$. 
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It is straightforward to see that the Weierstrass fractal kernel is positive definite. For $0 < a < 1$, the series in formula (1.2) converges uniformly on $\mathbb{R} \times \mathbb{R}$ and it implies that $W$ is a continuous kernel on $I$. Finally, $W$ is also nowhere differentiable on $I \times I$, since the partial derivatives of $W$ do not exist as a consequence of the nowhere differentiability of $w_{a,b}$ (\cite{10,11}). These properties are given in the following result.

**Lemma 2.1.** The function $W : I \times I \to \mathbb{R}$ is a continuous, positive definite and nowhere differentiable kernel.

We proceed by characterizing the RKHS $\mathcal{H}_W$. We will write $\ell^2$ for the usual Hilbert space of the square summable sequences of real numbers, endowed with the standard inner product. The theorem asserts that the system

$$\{a^{n/2} \cos(b^n \pi \cdot), a^{n/2} \sin(b^n \pi \cdot) : n \in \mathbb{N}\}, \quad (2.1)$$

is an orthonormal basis of the space $\mathcal{H}_W$ (see \cite{25, Lemma 2.6}).

**Theorem 2.2.** The RKHS $\mathcal{H}_W$ induced by the Weierstrass fractal kernel is given by

$$\left\{ f : f(x) = \sum_{n=0}^{\infty} a^{n/2} [c_n \cos(b^n \pi x) + d_n \sin(b^n \pi x)], \; x \in I \text{ and } \{c_n\}, \{d_n\} \in \ell^2 \right\}$$

endowed with the inner product

$$\langle f, g \rangle_W := \sum_{n=0}^{\infty} (c_n e_n + d_n f_n), \quad f, g \in \mathcal{H}_W,$$

where

$$f(\cdot) = \sum_{n=0}^{\infty} a^{n/2} [c_n \cos(b^n \pi \cdot) + d_n \sin(b^n \pi \cdot)]$$

and

$$g(\cdot) = \sum_{n=0}^{\infty} a^{n/2} [e_n \cos(b^n \pi \cdot) + f_n \sin(b^n \pi \cdot)].$$

**Proof.** Let $\mathcal{H}$ be the set of functions given in the theorem. It is not difficult to see that $(\mathcal{H}, \langle \cdot, \cdot \rangle_W)$ is a Hilbert space. Due the unicity of the RKHS induced by $W$ we just need to show that properties R1 and R2 above are satisfied.

For $n \geq 0$ an integer, we write

$$c_n(x) := a^{n/2} \cos(b^n \pi x) \quad \text{and} \quad d_n(x) := a^{n/2} \sin(b^n \pi x), \quad x \in I.$$ Consider $x \in I$. Since the sequences $\{c_n(x)\}$ and $\{d_n(x)\}$ belong to $\ell^2$, we have that

$$W(x, \cdot) = \sum_{n=0}^{\infty} a^{n/2} [c_n(x) \cos(b^n \pi \cdot) + d_n(x) \sin(b^n \pi \cdot)].$$
belongs to $\mathcal{H}$ and, in consequence, span\{\(W(x, \cdot)\), \(x \in I\)\} is a dense subspace of $\mathcal{H}$ and property R1 is satisfied.

In order to show R2, for every \(f \in \mathcal{H}\), we write it in its series representation
\[
f(x) = \sum_{n=0}^{\infty} a^{n/2} \left[ c_n \cos(b^n \pi x) + d_n \sin(b^n \pi x) \right], \quad x \in I
\]
and it is easy to see that
\[
\langle f, W(x, \cdot) \rangle_{W} = f(x), \quad x \in I.
\]
Therefore, $\mathcal{H} = \mathcal{H}_W$ and the proof follows.

It is important to note that Theorem 2.2 gives us a Fourier-like series characterization for the elements of $\mathcal{H}_W$. As a consequence of \([11, p. 22]\), functions in $\mathcal{H}_W$ of the form
\[
f(\cdot) = \sum_{n=0}^{\infty} a^{n/2} \left[ c_n \cos(b^n \pi \cdot) + d_n \sin(b^n \pi \cdot) \right],
\]
are nowhere differentiable, if both \(\lim_{n \to \infty} c_n (a^{1/2}b)^n\) and \(\lim_{n \to \infty} d_n (a^{1/2}b)^n\) are non zero. In particular, it can be shown that the collection of functions in $\mathcal{H}_W$ satisfying these properties is a dense proper subset of $\mathcal{H}_W$.

### 3. Estimates for the covering numbers

We proceed by splitting this section in three subsections in order to prove the estimates for the covering numbers $\mathcal{C}(\epsilon, I_W)$. The upper bound is obtained in Subsection 3.1, and the lower bound in Subsection 3.2. Finally, in Subsection 3.3 we present the proof of Theorem 1.1 as a direct consequence of the previous estimates and final comments.

The following lemma presents important properties of the covering numbers that we will use in this section (for more details see \([14, Lemma 1] and [13, Section 2.d]\)).

**Lemma 3.1.** Consider \(S, T : X \to Y\) and \(R : Z \to X\) operators on real Banach spaces. For any \(\epsilon, \delta > 0\) the following properties hold:

\[\begin{align*}
i) \quad & \mathcal{C}(\epsilon + \delta, T + S) \leq \mathcal{C}(\epsilon, T) \mathcal{C}(\delta, S), \\
ii) \quad & \text{if } \text{rank}(T) < \infty, \text{ then } \mathcal{C}(\epsilon, T) \leq (1 + 2\|T\|/\epsilon)^{\text{rank}(T)}, \\
iii) \quad & \text{if } \|T\| \leq \epsilon, \text{ then } \mathcal{C}(\epsilon, T) = 1, \\
iv) \quad & \text{if } \epsilon < \delta, \text{ then } \mathcal{C}(\delta, T) < \mathcal{C}(\epsilon, T) \text{ and} \\
v) \quad & \mathcal{C}(\epsilon \delta, TR) \leq \mathcal{C}(\epsilon, T) \mathcal{C}(\delta, R).
\end{align*}\]
3.1. Upper bound

From the previous lemma, we see that the operator norm can be used to achieve upper bounds for the covering numbers of the operator, then \( \|I_W\| \) plays a crucial role in our approach.

**Proposition 3.2.** The embedding \( I_W : \mathcal{H}_W \rightarrow C(I) \) satisfies

\[
\|I_W\|^2 = \frac{1}{1-a}.
\]

**Proof.** The reproducing property R2 of \( W \) in \( \mathcal{H}_W \) and an application of the Cauchy-Schwarz inequality leads us to

\[
\|I_W\|^2 \leq \sup_{x \in I} \|W(x, \cdot)\|^2_{\mathcal{H}_W} = \frac{1}{1-a}.
\]

If we consider \( f \in \mathcal{H}_W \), given by

\[
f(\cdot) = \sum_{n=0}^{\infty} a^{n/2} [c_n \cos(b^n \pi \cdot) + d_n \sin(b^n \pi \cdot)],
\]

then \( g(x) := f(x)/\|f\|_W, x \in I, \) is such that \( g \in \mathcal{H}_W \) and \( \|g\|_W = 1 \). For \( f \) as above and \( c_n = a^{n/2}, n \in \mathbb{N}, \) we have that \( g(0) = 1/(1-a) \) and the proof follows.

Similarly to the proof above we can determine the operator norm of projections on orthogonal subspaces of \( \mathcal{H}_W \). For \( N > 1 \) a natural number, we write \( P^N_U \) and \( P^N_V \) for the projections onto

\[
\mathcal{U} := \text{span} \left\{ a^{n/2} \cos(b^n \pi \cdot), a^{n/2} \sin(b^n \pi \cdot) : n = 0, \ldots, N-1 \right\}
\]

and \( \mathcal{V} \), the closure of the span \( \left\{ a^{n/2} \cos(b^n \pi \cdot), a^{n/2} \sin(b^n \pi \cdot) : n = N, \ldots \right\} \), respectively.

**Lemma 3.3.** If \( P^N_U \) and \( P^N_V \) are the projections defined above, then

\[
\|I_W P^N_U\|^2 = \frac{1 - a^N}{1-a} \quad \text{and} \quad \|I_W P^N_V\|^2 = \frac{a^N}{1-a}.
\]

From now on, we will employ the notation

\[
\mu_N := \left( \frac{a^N}{1-a} \right)^{1/2}, \quad N \geq 1.
\]

The upper estimate for the covering numbers is given as follows.

**Theorem 3.4.** For any \( \epsilon > 0 \) sufficiently small,

\[
\ln(C(\epsilon, I_W)) \leq 4 \frac{[\ln(1/\epsilon)]^2}{\ln(1/a)}.
\]
Proof. First, note that
\[ \frac{\ln((1-a)\mu_N^2)}{\ln a} = N, \quad N \geq 1. \]
Consider \( \epsilon > 0 \) sufficiently small and let \( N = N(\epsilon) \) be a natural number such that
\[ \mu_N \leq \epsilon/2 < \mu_{N-1}. \]
It is not hard to see that
\[ N(\epsilon) \approx \frac{\ln(\epsilon^2(1-a)/4)}{\ln a} \approx \frac{2\ln(1/\epsilon)}{\ln(1/a)}. \quad (3.1) \]
From Lemma 3.3 we have \( \|I_W P_N^V\| = \mu_N \). By an application of Lemma 3.1 item iii), we obtain that
\[ C(\mu_N, I_W P_N^V) = 1. \]
Since \( \text{rank}(I_W P_N^V) = 2N \), Lemma 3.1 item ii), implies that
\[ C(\epsilon/2, I_W P_N^V) \leq \left( 1 + \frac{4}{\epsilon} \left( \frac{1-a}{1-a} \right)^{1/2} \right)^{2N}. \]
Combining these estimates and Lemma 3.1 item i) we have
\[ C(\epsilon, I_W) \leq C(\epsilon/2, I_W P_N^V)C(\epsilon/2, I_W P_N^V) \leq \left[ 1 + \frac{4}{\epsilon} \left( \frac{1}{1-a} \right)^{1/2} \right]^{2N}. \]
Finally, by (3.1) we obtain the following estimate
\[ \ln(C(\epsilon, I_W)) \leq 2N \ln \left[ 1 + \frac{4}{\epsilon} \left( \frac{1}{1-a} \right)^{1/2} \right] \approx 4 \frac{[\ln(1/\epsilon)]^2}{\ln(1/a)}, \]
and the proof is completed. \( \square \)

3.2. Lower bound
In order to present the lower bound for \( C(\epsilon, I_K) \) we need the following lemma.

Lemma 3.5. [Lemma 1] Let \( X \) and \( Y \) be \( d \)-dimensional real Hilbert spaces, and \( T : X \to Y \) be an operator. For any \( \epsilon > 0 \), it holds
\[ C(\epsilon, T) \geq |\det \sqrt{T^* T}| \left( \frac{1}{\epsilon} \right)^d. \quad (3.2) \]
A lower bound for \( C(\epsilon, I_W) \) is presented in the following theorem.
Theorem 3.6. For any $\epsilon > 0$, the following inequality holds true

$$2 \frac{[\ln (1/\epsilon)]^2}{\ln(1/a)} \leq \ln(C(\epsilon, I_W)).$$

Proof. Let $E := \{\psi_{2k}, \psi_{2k+1} : k \in \mathbb{N} \cup \{0\}\}$ be the orthonormal basis of $\mathcal{H}_W$ given in (2.1) and denoted by

$$\psi_{2k}(x) = a^{k/2} \cos(b^k \pi x) \quad \text{and} \quad \psi_{2k+1}(x) = a^{k/2} \sin(b^k \pi x), \quad x \in I.$$

For $n \in \mathbb{N}$, consider the operator defined by the following composition

$$T_n : E_n \xrightarrow{J_n} \mathcal{H}_W \xrightarrow{I_W} C(I) \xrightarrow{L_n} L^2(I) \xrightarrow{P_n} F_n,$$

where $J_n$ is the embedding of $E_n := \text{span} \{\psi_k : k = 0, \ldots, 2n - 1\}$ into $\mathcal{H}_W$, $L_n$ is the formal identity operator and $P_n$ is the orthogonal projection of $L^2(I)$ onto $F_n := L_n I_W J_n(E_n)$. The operator $T_n : E_n \rightarrow F_n$ is uniquely determined by the following relation

$$T_n \psi_k(x) = \psi_k(x), \quad k = 0, 1, \ldots, 2n - 1.$$

Hence

$$\langle T_n^* T_n \psi_j, \psi_\ell \rangle_W = \langle T_n \psi_j, T_n \psi_\ell \rangle_2 = \langle \psi_j, \psi_\ell \rangle_2, \quad 0 \leq j, \ell \leq 2n - 1.$$

Since

$$\|\psi_{2k}\|_2^2 = \|\psi_{2k+1}\|_2^2 = a^k, \quad k \geq 0,$$

it follows that

$$\langle T_n^* T_n \psi_j, \psi_\ell \rangle_W = \delta_{j\ell} \|\psi_j\|_2^2 = a^k,$$

for $j = 2k$ and $j = 2k + 1$. That is, the representing matrix of $T_n^* T_n$ is the following diagonal matrix

$$\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & a & \cdots & 0 & 0 \\
0 & 0 & 0 & a & \cdots & 0 \\
& & & & & \ddots \\
0 & 0 & 0 & \cdots & a^{n-1} & 0 \\
0 & 0 & 0 & \cdots & 0 & a^{n-1}
\end{bmatrix},$$

and hence

$$\det(T_n^* T_n) = a^{n(n-1)}.$$

From the norm estimates $\|L_n\| = \sqrt{2}$ and $\|P_n\| = \|J_n\| = 1$, by an application of Lemma 3.1-items (iii) and (v), we have that

$$C(\sqrt{2}\epsilon, T_n) = C(\sqrt{2}\epsilon, P_n L_n I_W J_n) \leq C(1, P_n) C(\sqrt{2}, L_n) C(\epsilon, I_W) C(1, J_n) = C(\epsilon, I_W).$$
Now, Lemma 3.5 implies that
\[ C(\epsilon, I_W) \geq C(\sqrt{2\epsilon}, T_n) \geq \sqrt{\det(T_n^* T_n)} \left( \frac{1}{\sqrt{2\epsilon}} \right)^{2n}, \]
then
\[ C(\epsilon, I_W) \geq a^{n^2/2} \left( \frac{2 \epsilon^2}{n} \right)^n. \]

For \( \epsilon > 0 \) sufficiently small, we can choose \( n = \lceil \beta \rceil \), where
\[ \beta := 2 \frac{\ln(\sqrt{2\epsilon})}{\ln(a)}, \]
and \( \lceil \cdot \rceil \) is the ceiling function. And we obtain that
\[ \ln(C(\epsilon, I_W)) \geq \frac{n^2}{2} \ln(a) - 2n \ln(\sqrt{2\epsilon}) \approx 2 \frac{[\ln(1/\epsilon)]^2}{\ln(1/a)}. \]

\[ \square \]

3.3. Proof of Theorem 1.1 and final remarks

A direct application of Theorem 3.4 and Theorem 3.6 leads us to
\[ \frac{2}{\ln(1/a)} \leq \liminf_{\epsilon \to 0} \frac{\ln(C(\epsilon, I_W))}{\phi(\epsilon)} \leq \limsup_{\epsilon \to 0} \frac{\ln(C(\epsilon, I_W))}{\phi(\epsilon)} \leq \frac{4}{\ln(1/a)}, \]
where
\[ \phi(\epsilon) := [\ln(1/\epsilon)]^2. \]

Unfortunately, we were not able to respond to the natural question of whether the limit
\[ \lim_{\epsilon \to 0} \frac{\ln(C(\epsilon, I_W))}{\phi(\epsilon)} \]
exists. As pointed out by Lorentz in [21], the exact determination of the entropy is, in most cases, very difficult. See for instance [14], where it is left as an open question.
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