Modeling Performance and Energy trade-offs in Online Data-Intensive Applications

Ajay Badita∗ Rooji Jinan∗ Balajee Vamanan† Parimal Parag∗

Abstract

We consider energy minimization for data-intensive applications run on large number of servers, for given performance guarantees. We consider a system, where each incoming application is sent to a set of servers, and is considered to be completed if a subset of them finish serving it. We consider a simple case when each server core has two speed levels, where the higher speed can be achieved by higher power for each core independently. The core selects one of the two speeds probabilistically for each incoming application request. We model arrival of application requests by a Poisson process, and random service time at the server with independent exponential random variables. Our model and analysis generalizes to today’s state-of-the-art in CPU energy management where each core can independently select a speed level from a set of supported speeds and corresponding voltages. The performance metrics under consideration are the mean number of applications in the system and the average energy expenditure. We first provide a tight approximation to study this previously intractable problem and derive closed form approximate expressions for the performance metrics when service times are exponentially distributed. Next, we study the trade-off between the approximate mean number of applications and energy expenditure in terms of the switching probability. We demonstrate that the numerically obtained curves are closely approximated by the expressions derived for the performance metrics.

I. INTRODUCTION

In today’s world of ubiquitous Internet connectivity and big data, we heavily rely on services such as Web search, social networks, and e-commerce for curated access to vast amounts of data. Formally referred to as Online, Data-Intensive (OLDI) applications, these applications are hosted in large datacenters, they consume hundreds of megawatts of power, and they incur millions of dollars in annual operating expenses. The problem of minimizing the energy consumption of OLDI applications in datacenters continues to garner significant interest in the computer systems research community.

Modern datacenter designs spend only about 10% of their overall energy in non-computing needs such as cooling and power conversion, so most of the energy is spent directly in computing needs. Among compute components, CPUs consume the largest fraction of the overall energy (see Figure 1.6 from [1]). Therefore, the focus of our work as well as prior works in the community is on achieving energy efficiency of CPUs in datacenters that host OLDI applications.

OLDI applications differ significantly from traditional applications in terms of their software architecture and performance needs. Unlike traditional applications, OLDI applications deal with extremely large datasets. For instance, a Web search query must search the Web index, which has a size of about 1 exabyte. Owing to their large datasets, OLDI applications distribute data to a large number of servers and each query must lookup a large number of servers. Therefore, datacenters hosting OLDI applications cannot shut down a fraction of the servers, as is commonly done with traditional applications. Further, unlike traditional applications, OLDI applications are typically user-facing and require stringent service-level agreements on latency. Therefore, OLDI applications are not amenable to batching.

Each OLDI query is sent to all servers hosting the relevant data, and the overall response is aggregated from results delivered by individual servers. The overall response time of an OLDI query has strict deadlines (e.g., 200 ms), and is sensitive to servers that finish last. Slow servers that delay the overall query response are called stragglers. To prevent stragglers from degrading the response time, OLDI applications typically trade-off accuracy for speed by dropping responses from servers that arrive after the deadline. Nevertheless, to provide high accuracy, deadlines are set such that only a very small fraction (e.g., 1% or 0.1%) of responses are dropped. Therefore, the response time is sensitive to higher percentile completion times of individual servers (e.g., 99-th percentile).

Instead of a strict deadline, we can also consider a threshold on the number of responses. An OLDI query can mitigate the impact of stragglers, by collecting responses from first $k$ out of $n$ servers to which the query was sent. We note that $100 \times k/n$ indicates the percentile completion time of all servers. If the query accepts larger number of responses, then the results would be more accurate. However, this accuracy comes at the cost of increased overall response time. Thus, the threshold $k$ on the number of responses, controls the trade-off between speed and accuracy. The trade-off between speed and accuracy is determined by service providers based on the (predicted) revenue loss due to slower responses (i.e., $k$ is high) versus inaccurate results (i.e., $k$ is low). Once set by providers, this trade-off becomes part of service-level agreement and operators (energy management) cannot violate it. Thus, our goal is to optimize energy savings while honoring this trade-off. We also remark that if the response time of individual servers are assumed to be independent and identically distributed (i.i.d.), then the overall response time for a single query is $k$th order statistics of $n$ response times. When the number of servers $n$ is large, this can
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converge to a deterministic overall response time, and hence this threshold $k$ can be chosen to ensure the overall response time meets the strict deadline.

Throughout this work, we consider the case when all queries are sent to a fixed number of server cores $n$, and the query is considered completed when $k$ of them respond. Individual cores may be serving the previously received queries, and hence the incoming queries are queued at the cores. This is precisely the setting of $(n, k)$ fork-join queues\cite{10, 12}, where each OLDI query is forked to $n$ cores, and $k$ of them are joined to get the aggregate response. Since the remaining requests corresponding to this query at $(n - k)$ cores are no longer needed, they are canceled immediately.

We define the response time to be a high percentile of individual core completion times. That is, we consider the overall response time to be the $k$th response among all $n$ cores, where $k/n$ is large. In this work, we mathematically model and analyze the trade-offs between energy and performance (i.e., power and response time) in OLDI applications. In particular, we find the minimum energy requirement to meet a mean response time guarantee.

We assume a finite number of processor power states (e.g., FID-VID pairs)\cite{13}. While we analyze for two processor states, our analysis can be generalized to a finite number of states. We consider the scenario, where each application gets served in one of the two rates depending on a probabilistic policy. That is, we suppose that we can choose to run each core at high or low speed randomly for each query independent of other cores. We observe that our proposed scheme requires the servers to switch the power state quite often. However, our policy is practically feasible as systems researchers and industry have greatly reduced the switching cost (i.e., overheads). For instance, Intel’s Running Average Power Limit (RAPL) enables switching the power state of each CPU core in less than 1 ms and is supported by modern CPUs from Intel.

It turns out that under our modeling assumptions, the system evolution can be modeled as a Markov process. We first observe that the Markov process under consideration can be thought of as a sequence of virtual queues in series, which pool their servers when idling. For a single process power state, this tandem queue has been studied in\cite{14, 15}, where the system state is a sequence of the number of applications that have been served by $i \leq k$ servers. Due to multiple processor power states and probabilistic slowdown, the resulting Markov process for our model is more complex. Specifically, the system state also includes the number of high rate servers at each virtual queue in the series.

Computing the mean response time requires finding the equilibrium distribution of the Markov process under consideration. Finding the invariant distribution of this process is equivalent to finding the eigenvalues of a high dimensional operator, and as such it remains intractable even for single processor power state. We propose an independent tandem queue approximation for two processor power states, and approximate the system evolution by a reversible Markov process for which the equilibrium distribution can be easily computed. We show that the mean sojourn time of an application in the approximating queue remains close to the actual empirical average sojourn time, for all range of arrival rates.

While there are a number of proposals for OLDI energy management in the systems community, these proposals are empirical in nature (see Section [2] for a discussion of related work). We are not aware of any theoretical studies that optimize energy given a performance (delay) constraint. Because studies\cite{1} have shown that even mild increases in latency in OLDIs can drastically hurt revenue, operators often employ conservative energy management strategies. We hope that providing theoretical grounding to energy management would enable operators to confidently deploy aggressive energy management policies for OLDI applications without the fear of violating service-level agreements.

A. Main Contributions

Our study is a first step in the direction of analytical modeling of energy delay tradeoff in distributed information retrieval systems in the context of OLDI applications and we summarize our contributions below.

- We analytically model OLDI applications as $(n, k)$ fork-join queues and perform a systematic analysis of their power management considering that each processor core can work at two processor power states offering two different service rates.
- We introduce a probabilistic slowdown policy independent of the system state which enables easy implementation at all servers in a distributed fashion.
- We show that any $(n, k)$ fork-join queues for two processor power states with probabilistic slowdown can be modeled as a series of virtual queues with pooled service.
- Owing to the complexity of analysing the actual system, we provide an approximating Markov process to find closed form expression for the limiting mean response time for an application and the mean power consumption in the system.
- Through numerical simulations, we validate that the theoretically derived approximate closed form expressions are very close to the actual values of the system performance metrics for all arrival rates when service times are exponentially distributed.
- Based on the approximate system, we characterize optimal slowdown probability to minimize energy consumption while satisfying a service guarantee on the mean response time.

\[\text{[n.d.]}\text{Speed Matters for Google Web Search. viewed 21 May 2021, https://services.google.com/fh/files/blogs/google_delayexp.pdf, [n.d.], Velocity and the Bottom Line.} \text{http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html}\]
B. Background on OLDI applications

To facilitate and scale query-access among a large number of servers, OLDI applications have a hierarchical, partition-aggregate, tree-like software architecture [9] (see Fig. 1). The front-end server receives user queries from the Internet and sends queries to a root node (server). The root node, in turn, sends queries to a series of intermediate, aggregate nodes (denoted by "Agg." in Fig. 1). Aggregate nodes perform two functions: (1) They forward queries to a subset of leaf nodes, which contain data to be searched. Subsequently, the leaf nodes process queries and retrieve relevant results. (2) Once the leaf nodes return matching results, the aggregate nodes perform some intermediate processing (e.g., ranking the query results from a subset of servers) before returning results to the root node. Leaf nodes constitute a vast majority of servers (e.g., about 90%) [8] and consume most of the power in OLDI datacenters because a large fraction of query processing occurs at leaf nodes. Therefore, most existing work on OLDI power management [8], [16], [17] focus on slowing down leaf servers to save energy.

In such applications, each incoming query will be sent to all the leaf servers that hold the data relevant to the query. In the general case, a system would have many different types of queries, categorized into different classes. Accordingly, a query belonging to a certain class will be directed towards the subset of servers that hold data relevant to the particular class. In this work, we consider the simpler model of single class of queries, and the subset of servers containing the relevant data. Therefore for single class case under consideration, we can assume that all servers have data relevant to each incoming query, without any loss of generality. Modern OLDI implementations avoid stragglers from affecting average query-response times by dropping replies that arrive after a set deadline. The deadlines are carefully tuned to achieve a good trade-off between power and faster response times. OLDI applications are usually set based on some high percentile (e.g., 99th) completion times. In our model, we assume that the root node waits for \( k \) responses out of \( n \) leaf nodes. We have modeled the response time by a stochastic random variable, and hence we have implicitly assumed a stochastic deadline instead of a deterministic deadline. However, when the number of servers \( n \) is large, this stochastic deadline can converge to a deterministic deadline. Once \( k \) responses are received, query is dropped from the remaining \((n - k)\) leaf nodes. That is, each OLDI query must lookup data in all leaf servers as in a typical \((n, k)\) fork-join system.

C. Related Work

A large body of prior work aggressively suggests powering down servers to save energy but suffer high latency, and therefore are not applicable for OLDIs [18], [19]. Unlike batch workloads, OLDIs require a global, cluster-wide approach for power management [20]. Pegasus [16] and TimeTrader [8] address OLDI power management using centralized and distributed approaches, respectively. Several other papers address QoS and scheduling of OLDI jobs in datacenters [21]–[23]. Rubik [17] proposes a fine-grained DVFS scheme that controls the power states based on a statistical model without causing latency violations. Researchers have explored utilization of asymmetric multicore processors [24] and approximation [25] to improve energy and performance. Other approaches include ensemble-level power budgeting [26] and workload aware power budgeting [27]. Network protocols for OLDIs also address tail latency for OLDIs [9], [28]–[30]. However, unlike our work, all prior work is empirical. There is a large body of work on hard real time systems that deal with deadlines. However, unlike OLDIs, hard real time systems often operate under light load, their job completion times are predictable, they are centralized, and they are smaller in scale (e.g., a few racks). Therefore, those ideas are not directly applicable to OLDIs. There is existing work on co-locating batch (filler) jobs with latency-sensitive jobs like web search [22]. Because OLDI jobs are prioritized ahead of filler jobs, which do not have latency constraints, our work is still applicable to derive optimal speeds for CPUs that host OLDI jobs.

As discussed earlier, we model the query processing system as an \((n, k)\) fork-join system where each query is forked to all \( n \) servers and is considered to be completed once \( k \) out of \( n \) responses are obtained. Analytically, \((n, k)\) fork-join queues for homogeneous servers with single rates have been studied previously in the literature [10]–[12], [15], [31]–[36]. Even for the simple case of servers operating at a single service rate with i.i.d. exponential service times, the closed form expressions for mean sojourn time in \((n, k)\) fork-join queues is not available for general \( n \). Derivation of stationary probabilities for a fork-join
system with two heterogenous servers can be found in [37] when arrivals are poisson and service times are exponentially distributed. The problem remains open for systems with larger number of servers. For exponentially distributed service times and Poisson arrivals, bounds are presented in [11], [12], [31], [33], [38], [39], and analytical approximations in [15]. Exact analysis for special case of large systems is considered in [35], [40], and small systems in [34]. Special case of \((n,1)\) fork-join queues is studied in [41]–[44], and \((n,n)\) fork-join queues in [45]–[46]. Our analytical contribution differs from these previous works in the following ways. To the best of our knowledge, there has been no previous study of \((n,k)\) fork-join queues where all \(n\) servers can operate at more than one rate. Further, all these works have a fixed service rate, and impact of server rate control on system performance has not been studied.

**Notation:** We denote the set of reals by \(\mathbb{R}\), the set of integers by \(\mathbb{Z}\), the set of non-negative integers by \(\mathbb{Z}_+\), the set of first \(n\) positive integers by \([n]\).

II. **System Model**

We consider a large-scale cluster of \(n \in \mathbb{Z}_+\) leaf servers, where \(n\) is very large. We consider the case when the query processing time at each node is the bottleneck, and the communication time is comparatively negligible. This is the case when the database at each node is very large leading to large search times, and the nodes are connected by high bandwidth links leading to small communication times. While the overall response time includes both compute (i.e., within CPU) and communication delays (i.e., within network), the two components are independent and can be optimized separately. Our proposal considers only compute delays to optimize energy but if there is slack from the network, we could further improve energy savings. As such, accounting for network delays would provide more opportunity for energy savings. Queries arriving in the system is modeled as a Poisson process with rate \(\lambda\). We assume that each incoming query is sent to all \(n\) leaf server nodes, where it is queued for the service.

**A. Fork-join queueing system**

We assume a query response system where a query is assumed to be served if any \(k\) of the \(n\) leaf nodes reply to the root node. Each incoming query at the leaf nodes is queued for service. We refer to this query response system as an \((n,k)\) fork-join queueing system. In turn, the root node requests the straggling \(n-k\) leaf nodes to drop this query from their respective queues, and this query leaves the system. We assume this feedback is error-free and instantaneous, and straggling lead nodes cancel this query immediately. It has been shown that cancellation delay for fork-join systems affect the system performance [47]. However, we assume these delays to be negligible for analytical tractability, and optimistic performance gains. Since we are looking at high percentile reception, we assume the fraction \(\frac{k}{n}\) is very close to unity.

**B. Service**

The service time for each query at each leaf node is assumed to be random and independent accounting for unpredictable service variability due to multitude of independent background processes running on each server [48]. Accordingly, the service time for \(i\)th query at leaf node \(j\) is denoted by \(T_{j,i}\), and is assumed to be a random variable independent of all other random variables.

The processing time distributions in compute clusters can be well modeled by shifted exponential distributions [47], [49]–[51]. Shifted exponential service time is sum of a deterministic start-up time, and a random memoryless service time. When the initial constant shift is negligible compared to the mean of the memoryless part, the service distribution can be taken to be an exponential distribution. This fact together with the analytical tractability afforded by the memoryless distribution motivated us to take each service time to be distributed exponentially. Consideration of the fork-join queue is not work conserving for non-memoryless service distributions. Therefore, our assumption of memoryless service distribution captures the optimistic gains offered by the system.

We assume that each leaf node selects a service rate from a finite set of available rates. This assumption is motivated by support for multiple frequency–voltage levels for each core in today’s multi-core CPUs [27]. For simplicity of presentation, we assume two service rates, i.e. \(\text{ET}_{j,i} = \left\{ \frac{1}{\mu_0}, \frac{1}{\mu_1} \right\} \) where the rate \(\mu_1 > \mu_0\) without any loss of generality. Our analysis can be generalized to any finite number of rates.

A query is removed from a leaf node server queue if, either service is completed at this node, or \(k\) other leaf nodes have completed service for this query. We assume that the server at each leaf node has a first-come-first-served (FCFS) queue. This assumption is motivated by analytical tractability, and the fact that the waiting times averaged over queries remain unchanged for any work-conserving queueing policy [52].

**C. Slowdown**

Each core is assumed to have two possible rates \(\{\mu_0, \mu_1\}\) to choose from. For the best performance, each core should work at highest possible rate \(\mu_1\). Therefore, any policy where certain cores are chosen to work at the lower rate \(\mu_0\) is called a slowdown policy. We consider a simple distributed probabilistic slowdown policy, where each core independently decides to
speedup or slowdown at the beginning of each service. We assume instantaneous speedup or slowdown for the ease of analytical tractability. Let \( \xi_{j,t} \in \{0, 1\} \) be a Bernoulli random variable where \( \xi_{j,t} = 1 \) indicates that the \( j \)th leaf node is working on \( t \)th query at higher rate \( \mu_1 \). We assume \( \{\xi_{j,t} : j \in [n], t \geq 1\} \) to be an i.i.d. sequence with \( \mathbb{E}[\xi_{j,t}] = p \), the probability of each forked query being served at high rate \( \mu_1 \). As mentioned earlier, we adopt a probabilistic speed control that is distributed in nature.

D. Power Consumption

It is well-established that power consumption of the server (CPU) is an increasing function \( P(\cdot) \) of the service rate \( \mu \). Therefore, we define \( P_j \triangleq P(\mu_j) \) for \( j \in \{0, 1\} \). Since service rate \( \mu_1 > \mu_0 \), we have \( P_1 > P_0 \). A server is called active, if it is working on some query. At time \( t \), we denote the number of active servers with \( M(t) \), and the number of active servers working at the higher service rate \( \mu_1 \) by \( M_h(t) \). Their limiting means are given by

\[
\bar{M}_h \triangleq \lim_{T \to \infty} \frac{1}{T} \int_0^T M_h(t)dt, \quad \bar{M} \triangleq \lim_{T \to \infty} \frac{1}{T} \int_0^T M(t)dt.
\]  

Notice that \( M(t) \leq n \), since not all servers are working at all times. We assume that idling servers don’t consume any power. However, these additional consumptions remain even when a server is working on a query, and hence we ignore this constant power offset. Under the above assumptions, the power consumption at any time \( t \), is given by \( P(t) = P_0(M(t) - M_h(t)) + P_1M_h(t) \). The limiting average of power consumption is denoted by \( \bar{P} \), and defined by

\[
\bar{P} \triangleq \lim_{T \to \infty} \frac{1}{T} \int_0^T P(t)dt = P_0\bar{M} + (P_1 - P_0)\bar{M}_h.
\]  

E. Performance Metrics

Let \( R(t) \) be the number of queries in the system at any time \( t \), then the limiting mean number of queries in the system is given by

\[
\bar{R} \triangleq \lim_{t \to \infty} \mathbb{E}[R(t)].
\]  

By Little’s law, the limiting mean number of queries in the system is directly proportional to limiting mean sojourn time of the queries in the system, and is given by \( \frac{1}{\bar{R}} \). Therefore, we focus on the limiting mean number of queries in the system \( \bar{R} \in [0, \infty) \), as a measure of the processing performance of the system. Second measure of the performance is the limiting mean of the power consumption as defined in Eq. (2).

Our goal is to reduce both the limiting mean of the number of queries \( \bar{R} \) and the limiting mean power consumption \( \bar{P} \). It is clear at the outset that it is not possible to reduce both at the same time. For the case when \( p = 1 \), all the servers work at the high rate \( \mu_1 \) or equivalently \( M_h(t) = M(t) \) at all times \( t \). In this case, the queries are processed at the fastest speed resulting in maximum power consumption. On the other hand when \( p = 0 \), all the servers work at the low service rate \( \mu_0 \) or equivalently \( M_h(t) = 0 \) at all times \( t \). In this case, the queries are processed at the slowest speed minimizing the power consumption. Naturally, there exists a trade-off between the mean query completion time and the power consumption at servers, depending on the number of active servers \( M_h(t) \) working at the high service rate \( \mu_1 \) and the system load which affects the total number of active servers \( M(t) \). This tradeoff is controlled by a single parameter \( p \), probability of choosing high service rate \( \mu_1 \) for any server.

III. BACKGROUND ON FORK-JOIN QUEUES

We have assumed until now that each server consists of a single core which can work at two rates. But in this section, we study the special case of single-rate servers. That is, the \((n, k)\) fork-join system has a single service rate \( \mu_0 = \mu_1 \), and the stochastic evolution of this system is Markov under our modeling assumptions. For the general case of multi-rate servers, the system state has to be embellished for the system evolution to remain Markov. Nevertheless, we use the system state for single-rate server as the stepping stone to the more complex general case.

Recall that we have a system of \( n \) servers which are working at one of the two rates, namely, \( \{\mu_0, \mu_1\} \) and each incoming query is forked in to all the \( n \) servers. Queries are served at each server in FCFS fashion, and leave the server after response completion. Once \( k \) servers have responded for a unique query, it immediately exits all the remaining \( n - k \) servers before their response completions. Let \( Y_i(t) \in \mathbb{Z}_+ \) denote the number of queries at time \( t \) with completed responses from \( i \) servers. Since a query leaves the system after \( k \) response completions, \( i \in \{0, \ldots, k - 1\} \), and denote the vector \( Y(t) \triangleq (Y_0(t), \ldots, Y_{k-1}(t)) \) that captures the status of queries in the system at any time \( t \). Let \( N_i(t) \in \{0, \ldots, k - 1\} \) denote the number of active servers in the system available to serve a query with \( i \) response completions if such a query exists in the system at time \( t \). We define the sequence \( N(t) \triangleq (N_0(t), \ldots, N_{k-1}(t)) \).
Remark 1. Due to the FCFS service policy, the queries with \((i+1)\) responses are older than queries with \(i\) responses, and the set of servers responding to queries with \(i\) responses have already responded to the queries with \((i+1)\) responses. Therefore, if the head query of a server has \(i\) responses, it has already served queries with \((i+1)\) responses, and is not useful to them.

Remark 2. An incoming query has zero responses, and when a query with \(i\) responses gets served by one of the \(N_i(t)\) servers, it becomes a query with \(i+1\) completed responses. Hence, the sequence \(Y(t) \triangleq (Y_0(t),\ldots,Y_{k-1}(t))\) is akin to occupancy of \(k\) queues in tandem, with incoming queries joining queue 0, and completed queries leaving the queue \(k-1\). We observe that a state transition from the current state \(y \in \mathbb{Z}_+^{k}\) is a departure from queue \(i-1\) that leads to an arrival to queue \(i\). Defining \(e_i\) as the unit vector in the \(i\)th dimension, the next state is denoted by

\[
a_i(y) \triangleq \begin{cases} 
  y + e_0, & i = 0, \\
  y - e_{i-1} + e_i, & i \in [k-1], \\
  y - e_{k-1}, & i = k.
\end{cases}
\]

Next remark discusses a result from [15 Corollary 4] which shows that the sequence \(N(t)\) of number of active servers can be completely determined by the tandem queue occupancy \(Y(t)\).

Remark 3. For the \((n,k)\)-fork-join queueing system described above, the vector \(Y(t)\) represents the occupancies in a \(k\)-tandem queue at time \(t\). If \(Y(t) = y\), then the number of available servers to serve the head query at \(i\)th tandem queue is \(N_i(t) = N_i(y)\) such that

\[
N_i(y) = \begin{cases} 
  n - k + 1, & i = k - 1, \\
  1 + N_{i+1}(y)1\{y_{i+1}=0\}, & i < k - 1.
\end{cases}
\]

That is, when a query has \(k-1\) response completions, it will be ahead of all other queries in all the remaining \(n-(k-1)\) servers that are useful to it. Similarly, a query with \(i\) response completions will have \(n-i\) servers useful to it for \(i < k-1\).

But all these servers except one will be useful to the queries with \(i+1\) response completions as well. So, in order for the query with \(i\) response completions to get served by those servers, it has to wait until the queries with \(i+1\) response completions complete its service at these servers. That is, \(N_i(t) = 1\) when there are queries with \(i+1\) response completions in the system. If the system is devoid of any queries with \(i+1\) response completions, then besides the already available single server, the query with \(i\) response completions can be served by the servers available to serve the query with \(i+1\) response completions.

Proposition 1. [15 Corollary 4] For the \((n,k)\) fork-join query response system under consideration, if the two service rates are identical, i.e. \(\mu_0 = \mu_1 = \mu\), then \(Y \triangleq (Y(t) \in \mathbb{Y} : t \in \mathbb{R}^+)\) is a continuous time Markov chain.

Proof. We observed that the state of the system can be modeled by the tandem queue occupancy \(Y(t)\), where the occupancy of the \(i\)th queue in tandem is given by the number of queries with \(i\) completed responses \(Y_i(t)\). As \(Y_i(t) \in \mathbb{Z}_+,\) for \(i \in \{0,1,\ldots,k-1\}\), the state space is countable. Since the arrival and service completions are independent and memoryless, the inter-transition times remain memoryless, and independent of the past conditioned on the current state \(Y(t) = y\). From Remark 3, we see that the total number of servers \(N_i(t)\) serving the stage \(i\) at time \(t\) is completely determined by the vector \(Y(t)\). Therefore, when the two service rates are identical, the next inter-transition time for transition \(a_i(y)\) at level \(i\), is given by the minimum of remaining service times for all active servers \(N_{i-1}(y)\). Thus, it follows that the inter-transition times possess memoryless property and the jump probabilities depend only on the previous state. This proves that the process \(Y\) is a CTMC [54 Chapter 4]. In addition, we can write the transition rate for the transition to the possible next state \(a_i(y)\) as

\[
Q(y,a_i(y)) = \begin{cases} 
  \lambda, & i = 0, \\
  N_{i-1}(t)\mu 1\{y_{i-1}>0\}, & i \in [k].
\end{cases}
\]

IV. System Evolution

In this section, we will study the evolution of an \((n,k)\) fork-join query response system, with distributed probabilistic slowdown for the case of single-core servers with rates in \(\{\mu_0,\mu_1\}\). From Proposition 1, we observe that the system evolution can be modeled by the Markov process \(Y\) that captures the tandem queue occupancy, when the two service rates are equal. In the general case, when the two rates are not equal, the inter-transition times remain memoryless. However, the transition rates are governed by the number of high and low rate servers at each stage of the tandem queue. Therefore, we define the number of high rate servers at stage \(i\) at time \(t\) by \(H_i(t)\), and the vector \(H(t) \triangleq (H_0(t),\ldots,H_{k-1}(t))\). We observe that the number of queries in the system and the number of servers working at a higher rate at time \(t\) can be written in terms of the system state \(Z(t)\) as

\[
R(t) = \sum_{i=0}^{k-1} Y_i(t), \quad M_h(t) = \sum_{i=0}^{k-1} H_i(t).
\]
It follows that in terms of the system state $Z(t)$, we can describe the tuple $(N(t), H(t), R(t))$ at all times $t$, and therefore we can compute the two performance metrics, namely the mean number of queries in the system $R$ and the limiting power consumption $P$.

We define the joint state at $i$th tandem queue as $Z_i(t) = (Y_i(t), H_i(t)) \in \mathbb{Z}_+ \times \{0, \ldots, n - i\}$ and the aggregate vector for queues in tandem as

$$Z(t) = (Z_0(t), \ldots, Z_{k-1}(t)) \in \mathbb{Z} \triangleq (\mathbb{Z}_+ \times \{0\})^{0, \ldots, k-1}.$$ 

It follows that, it is sufficient to characterize the evolution of $Z(t)$ to characterize the number of queries in the system at any time $t$.

But, in order to evaluate the performance metrics of interest, it is necessary to study the stationary distribution of the system.

**Theorem 2.** The aggregate process $(Z(t), t \in \mathbb{R}_+)$ is a continuous time Markov chain for any $(n, k)$ fork-join FCFS queueing system with Poisson arrivals and $n$ independent servers having independent exponential service and random rate selection policy.

**Proof:** We first observe that aggregate system state takes countable and changes only at the external arrival or service completion at one of the servers. Since arrivals and service completions are all independent and have continuous memoryless distribution, it follows that (a) we can have at most a single transition in an infinitesimal time interval, (b) the inter-transition times have continuous memoryless distribution, and (c) the jump probabilities would depend only on the previous state. Hence, the aggregate process $(Z(t), t \in \mathbb{R}_+)$ is a continuous time Markov chain \[54, \text{Chapter 4}].

**A. State transitions**

Given the current state $Z(t) = (y, h)$ at time $t$, the states transition only at the event of an external arrival or service completion at one of the stages of the tandem queue. We treat these two cases separately.

1) **External arrival:** An external arrival changes the tandem queue occupancy of queries from $y \rightarrow a_0(y)$. If there are no existing queries at stage 0, number of high rate servers remain unchanged. Otherwise, there are $N_0(a_0(y))$ idle servers that can potentially serve this query. Because of random rate selection policy, each of the idle servers can select a high rate server independently with probability $p$. Therefore, the number of high rate servers at stage 0 can change from $h_0 \rightarrow h_0 + B_0$ where $B_0$ is a Binomial random variable with parameters $(N_0(a_0(y)), p)$. The number of high rate servers at other stages remain unchanged.

2) **Service completion:** A service completion of a query with $(i-1)$ response completions causes this query to depart from $(i-1)$th stage of the tandem queue for $i \leq k$, and this transition results in the tandem queue occupancy to change from $y \rightarrow a_i(y)$. If the stage $i$ has existing queries or if $i = k$, then the only change in number of high rate servers occur at the ones serving the stage $(i-1)$. If the service completion occurs at a high rate server, then it can switch to a high or low rate server with probability $p$ and $(1-p)$ respectively. In the first case, the number of high rate servers remain unchanged, and in the second it is reduced by a unit amount at $(i-1)$th stage. Similarly, if the service completion occurs at a low rate server, then the number of high rate server increases by a unit if the server switches to the higher rate, and it remains unchanged otherwise. The number of high rate servers at other stages remain unchanged.

When $i < k$, a departure from $(i-1)$th stage of the tandem queue leads to an arrival at $i$th stage. If there were no queries at stage $i$, then newly arrived query can get serviced by a pool of $N_i(a_i(y))$ idle servers. Each of these idle servers can choose to serve at any of the two available rates in an i.i.d. manner. Thus, when $y_i = 0$, then the number of high rate servers $h_i$ at stage $i$ transitions to the state $h_i + B_i$, where $B_i$ is a Binomial random variable with parameters $(N_i(a_i(y)), p)$.

**B. Transition Rates**

Next, we look at the transition rates corresponding to the state transitions listed in the previous subsection. Again, we treat the cases of external arrivals and service completions separately. We denote the state of the system at time $t$ by $Z(t) = (y, h)$, where sequence $y$ is the occupancy of the tandem queue, and sequence $h$ is the number of high rate servers active at each stage of the tandem queue. Recall that given the occupancy $y$ of the tandem queue, one can determine the number of pooled servers at stage $i$ by $N_i(y)$. We will denote Bernoulli random variables with parameters $(N_i(a_i(y)), p)$ by $B_i$ at each stage $i$, and we can write $p_i(b) \triangleq P\{B_i = b\}, \ b \in \{0, \ldots, N_i(a_i(y))\}$.

1) **External Arrival:** Since the arrival process for queries into the system is Poisson with rate $\lambda$, we can write the transition rate from current state $z = (y, h)$ to next state $z' = (a_0(y), h')$ as

$$Q(z, z') = \begin{cases} 
\lambda, & h' = h, y_0 > 0, \\
\lambda p_0(b), & h' = h + b, y_0 = 0. 
\end{cases}$$
2) 

**Service Completion:** Given the current state \((y, h)\) at time \(t\), there are \(h_i\) high rate servers and \(N_i(y) - h_i\) low rate servers serving the stage \(i\). Since all the service times are independent and memoryless, the random time for a service completion at stage \(i\) is also memoryless with rate \(\bar{\mu}_i \triangleq h_i\mu_1 + (N_i(y) - h_i)\mu_0\). The corresponding rates for service completion due to a high rate server is \(h_i\mu_1\), and due to a low rate server is \((N_i(y) - h_i)\mu_0\). Therefore, we can write the transition rate from current state \(z = (y, h)\) to next state \(z' = (a_{i+1}(y), h')\), when either \(i = k - 1\) or \(y_{i+1} > 0\), as

\[
Q(z, z') = \begin{cases}
  h_i\mu_1 + (N_i(y) - h_i)\mu_0(1 - p), & h' = h, \\
  h_i\mu_1(1 - p), & h' = h - e_i, \\
  (N_i(y) - h_i)\mu_0 p, & h' = h + e_i.
\end{cases}
\]

When \(i < k - 1\) and the next stage of tandem queue is empty, i.e. \(y_{i+1} = 0\), then we can write the transition rate \(Q(z, z')\) from current state \(z = (y, h)\) to next state \(z' = (a_{i+1}(y), h')\), in terms of \(\delta_h \triangleq h' - h\) as

\[
\begin{align*}
  &p_{i+1}(b)(h_i\mu_1 + (N_i(y) - h_i)\mu_0(1 - p)), & \delta_h = be_{i+1}, \\
  &p_{i+1}(b)h_i\mu_1(1 - p), & \delta_h = be_{i+1} - e_{i}, \\
  &p_{i+1}(b)(N_i(y) - h_i)\mu_0 p, & \delta_h = e_i + be_{i+1}.
\end{align*}
\]

It follows that, we can identify the evolution of \((n, k)\) fork-join queue with probabilistic slowdown, as a continuous time Markov chain.

Even though, we were able to completely characterize the evolution of this Markov process, finding the limiting distribution of this process remains intractable analytically. Therefore, to gain insights into this system, we resort to the following approximation.

V. 

**Approximation**

The Markov process \(Z(t)\) is non-reversible in general, and it is difficult to compute its equilibrium distribution. Therefore, we propose the following reversible Markov approximation for the occupancy vector \(Y(t)\) and compute its equilibrium distribution.

**Approximation 3.** Consider a reversible Markov process \(\bar{Y} \triangleq (\bar{Y}(t) \in \mathbb{R}^{0,...,k-1}: t \in \mathbb{R}_+)\) of \(k\) queues in tandem, where the external arrival process to queue 0 is Poisson with rate \(\lambda\), and each level has an independent dedicated server with independent service time. The random service times at level \(i\) are i.i.d. memoryless with rate \(\bar{N}_i\bar{\mu}\). If \(\bar{\pi}_i\) is the marginal equilibrium distribution for occupancy at level \(i\), then

\[
\bar{N}_i = \begin{cases}
  n - k + 1, & i = k - 1, \\
  1 + \bar{N}_{i+1}\bar{\pi}_{i+1}(0), & i < k - 1.
\end{cases}
\]

Further, the mean service rate \(\bar{\mu}\) is the reciprocal of mean service time at each server, i.e.

\[
\bar{\mu} = \left( \frac{p}{\mu_1} + \frac{1 - p}{\mu_0} \right)^{-1}.
\]

**Remark 4.** Recall that the evolution of occupancy vector \(Y(t)\) depends on the number of high rate servers \(H\) at each time \(t\). We have two-fold approximations, we have replaced the effective service rate at level \(i\) by the reciprocal of mean service time at each server. Due to distributed probabilistic slowdown, each server can be in high or low rate with probability \(p\) and \(1 - p\) respectively, in an i.i.d. fashion at the beginning of each service. Hence, the mean service time is \(1/\bar{\mu}\), where \(\bar{\mu}\) is defined in Eq. (6). This reduces our problem to single-rate tandem queue, and we can use the independent queue approximation introduced in [14], [15]. Recall that a sequence of unpoled tandem queues with Poisson arrivals and memoryless service, have independent occupancies. In the independent queue approximation, the state-dependent number of parallel servers in the pooled tandem queue at any level \(i\) is replaced by its mean under the independent queue model. That is, Eq. (5) is obtained by taking expectation of Eq. (4) under the independent queue assumption.

A. 

**Equilibrium distribution of approximating Markov process**

It is easy to compute the equilibrium distribution of this approximating reversible Markov process \(\bar{Y}\) and is given as follows.

**Remark 5.** [55] Section 2.2, Page 33] The Markov process \(\bar{Y}\) is reversible, with equilibrium distribution denoted by \(\bar{\pi}\) and

\[
\bar{\pi}(y) = \prod_{i=0}^{k-1} \bar{\pi}_i(y_i) = \prod_{i=0}^{k-1} (1 - \rho_i)\rho_i^y_i, \quad (7)
\]

where the load on level \(i\) is denoted by \(\rho_i \equiv \frac{\lambda}{N_i\bar{\mu}}\). The probability of \(i\)-th tandem queue being empty is given by \(\bar{\pi}_i(0) = 1 - \frac{\lambda}{N_i\bar{\mu}}\).
We observe that the equilibrium distribution $\pi$ is computed in terms of the parameters $(\bar{N}_0, \ldots, \bar{N}_{k-1})$, and these parameters are in turn computed in terms of equilibrium distribution $\pi$. Now, we try to characterize an important quantity of interest in the computation of mean power consumption; the mean number of active servers. This characterization is presented in the following Lemma for the approximate $(n, k)$ fork-join system governed by the reversible Markov chain $\bar{Y}(t)$.

**Lemma 4.** The mean number of active servers in the $(n, k)$ fork-join system is approximated as

$$\bar{M} = \sum_{i=0}^{k-1} \frac{\lambda(n-i)}{\bar{N}_i \bar{\mu}} \prod_{j=0}^{i-1} \left(1 - \frac{\lambda}{\bar{N}_j \bar{\mu}}\right),$$

where the parameter

$$\bar{N}_i = (n-i) - (k-1-i) \frac{\lambda}{\bar{\mu}}, \quad i \in \{0, \ldots, k-1\}.$$

**Proof.** Note that the queries are served in an FCFS manner and there can be an idle server at time $t$ in the given system if and only if $Y_j(t) = 0$ for all $j \leq i$ for some $i \in \{0, \ldots, k-1\}$. Furthermore, if $(Y_j(t) : j \leq i)$ is zero it implies that all queries in the system has received at least $i$ responses and hence at least $i$ servers are idle. On the other hand, non-zero $Y_i(t)$ indicates that there is at least one query that needs service from $n-i$ servers which implies that there are $n-i$ non-empty servers in the system. Thus, the number of idle servers $n-M(t)$ at any time $t$ is given by the first non-zero entry of $Y(t)$. That is,

$$M(t) = n - \inf \{i \leq k-1 : Y_i(t) > 0\}.$$

We can define the equilibrium distribution of number of active servers as $\pi_i \triangleq \lim_{t \to \infty} P \{M(t) = n-i\}$, where

$$p_i = \lim_{t \to \infty} P \left\{Y_i(t) > 0, \max_{j<i} Y_j(t) = 0 \right\}.$$

Hence, we get

$$\bar{M} = \sum_{i=0}^{k-1} (n-i)p_i.$$

Now, we provide an approximation for $p_i$ as follows. Approximating the $(n, k)$ fork-join system evolution by the reversible Markov process $\bar{Y}(t)$, we get

$$p_i \approx \lim_{t \to \infty} P \{\bar{Y}_i(t) > 0, \bar{Y}_j(t) = 0, j < i\}.$$

From the independence of tandem queues for the approximating Markov process $\bar{Y}(t)$ we get

$$p_i = (1 - \pi_i(0)) \prod_{j=0}^{i-1} \pi_j(0), \quad \text{for } i \in \{0, \ldots, k-1\}$$

where $\pi_i(0)$ is provided in Remark 5. Finally, we compute $\bar{N}_i$ as follows. From Eq. (5) we obtain,

$$\bar{N}_i = \mathbb{E}_\pi N_i(y) = \begin{cases} n-k+1, & i = k-1, \\ 1 + \bar{N}_{i+1} \pi_{i+1}(0), & i < k-1. \end{cases}$$

From Remark 5 we have $\pi_{i+1}(0) = 1 - (\lambda/\bar{N}_{i+1} \bar{\mu})$ for $i < k-1$. Substituting this in above equation, we get

$$\bar{N}_i = \begin{cases} n-k+1, & i = k-1, \\ 1 + \bar{N}_{i+1} - \frac{\lambda}{\pi_{i+1}(0)}, & i < k-1. \end{cases}$$

The result follows by recursive evaluation of the above equation from $i = k-1$ to 0. \[\square\]

**Remark 6.** We observe that $p_0 + p_1 + \cdots + p_{k-1} = 1 - p_n$ where $p_n = \pi_0(0) \cdots \pi_{k-1}(0)$. Using this relation, we can write the number of active servers as $\bar{M} = (n-k)(1-p_n) + \sum_{j=0}^{k-1} (1-\pi_0(0) \cdots \pi_{j}(0))$. Recall that the probability $\pi_i(0) = 1 - \frac{\lambda}{\bar{N}_i \bar{\mu}(p)}$. We observe that the aggregate service rate $\bar{N}_i \bar{\mu}(p)$ increases with the probability of high rate selection $p$ which leads to decrease in each $\pi_i(0)$ for $i \in \{0, \ldots, k-1\}$. Hence, the mean number of active servers $\bar{M}$ decreases. But, the mean number of active high rate servers $p \bar{M}$ may increase with $p$, if the increase in $p$ dominates the decrease in $\bar{M}$.  

B. Computation of performance metrics

Here, we will derive closed form expressions for mean number of queries and mean power consumption in the approximate \((n, k)\) fork-join system. From Little’s Law [54 Chapter 3], the mean sojourn time in a queue is proportional to the mean number of queries at steady state. Therefore, we first compute the mean number of queries in the system.

**Proposition 5** (Mean number of queries). The mean number of queries in the approximate \((n, k)\) fork-join system is

\[
\bar{R} = \mathbb{E}_\pi \sum_{i=0}^{k-1} \bar{Y}_i(t) = \sum_{i=0}^{k-1} \left( k-i \right) \left( \frac{n-i}{k}\bar{\mu} - \lambda \right).
\]

**Proof.** For the reversible process \(\bar{Y}\), the number of queries at each level is independent with marginal distribution \(\pi_i\) at level \(i\). Further, each level \(i\) is an \(M/M/1\) queue with Poisson arrival rate \(\lambda\) and exponential service rate \(\bar{N}_i\bar{\mu}\), and hence the mean number of queries at level \(i\) is given by

\[
\mathbb{E}_\pi \bar{Y}_i(t) = \frac{\lambda}{\bar{N}_i\bar{\mu} - \lambda}.
\]

Substituting the value of parameter \(\bar{N}_i\) from Lemma 4 in the above equation, and summing the mean number of queries at all levels \(i \in \{0, \ldots, k-1\}\), we get the result. \(\blacksquare\)

Little’s law gives us the mean sojourn time from the above Proposition as stated next.

**Corollary 6.** The mean sojourn of the queries in the approximate \((n, k)\) fork-join system is

\[
\frac{\bar{R}}{\lambda} = \sum_{i=0}^{k-1} \frac{1}{((n-i)\bar{\mu} - (k-i)\lambda)}.
\]

**Remark 7.** We observe that the system is stable if \((k-i)\lambda < (n-i)\bar{\mu}\) for all \(i \in \{0, \ldots, k-1\}\). This is expected since when a query has response from \(i\) servers, it still needs \((k-i)\) responses, and there are \((n-i)\) servers available to serve it. Recall that the mean service time at each server is \(1/\bar{\mu}\).

We further observe that the mean sojourn time of a query decreases with increase in mean service rate \(\bar{\mu}\) whereas it increases with the arrival rate \(\lambda\). Keeping \(n/k\) fixed and taking large \(k\) and \(n\), we can approximate the mean sojourn time of a query by

\[
\frac{\bar{R}}{\lambda} \approx \frac{1}{\bar{\mu} - \lambda} \left[ \ln \left( 1 - \frac{k\lambda}{n\bar{\mu}} \right) - \ln \left( 1 - \frac{k}{n} \right) \right].
\]

From above equation it can be verified that for a fixed \(\frac{n}{k}\), the mean sojourn time increases with \(\frac{k}{n} \in \{0, \min(1, \frac{n}{k})\}\).

We now proceed to compute the mean power consumption in the approximate \((n, k)\) fork-join system. From Eq. (2), we know that mean power consumption can be written in terms of the mean number of active servers \(\bar{M}\), and the mean number of high-rate servers \(\bar{M}_h\).

**Proposition 7.** The mean power consumption in the approximate \((n, k)\) fork-join system with independent probabilistic slowdown is

\[
\bar{P} = \bar{M}(P_0 + (P_1 - P_0)p),
\]

where \(\bar{M}\) is the mean number of active servers in the system approximated as in Lemma 4 and \(p\) is the probability of selection of high rate.

Without loss of generality, we choose to index the active servers as \(1 \to M(t)\) at time \(t\). Then, we can write the number of servers working at high-rate \(\mu_1\) as \(\sum_{j=1}^{M(t)} \xi_j\) where \(\xi_j\) indicates that the active server \(j\) is working at high-rate. Since the mean of indicators \(\xi_j\) equals \(p\), from linearity of expectation we obtain that the conditional mean of number of high-rate servers in the \((n, k)\)-fork join system as

\[
\mathbb{E}[M_h(t)|M(t)] = M(t)p,
\]

where \(p\) is the selection probability of high rate. The result follows from taking expectation of conditional mean of high rate servers in the above equation, and substituting in Eq. (2) for the mean power consumption. We can approximate the number of active servers \(\bar{M}\), as in Lemma 4.

**Remark 8.** From the above proposition, we observe that the mean power consumption is linearly increasing in the mean number of active servers, and the probability of high rate selection \(p\). However, the mean number of active servers depends on the parameter \(p\), as it governs the mean service rate \(\bar{\mu}\). For fixed arrival and service rates \(\lambda, \mu_0, \mu_1\), when \(p\) increases, the likelihood of servers working at the higher rate increases, and the mean number of active server reduces.
VI. NUMERICAL STUDIES

The set of arrival rates \( \lambda \) such that the query response time is stable, is called the stability region. From the equilibrium distribution of the approximate system, we observe that the system is stable when each queue in tandem is stable, and we can write the stability region as \( \bigcap_{i=0}^{K-1} \left\{ \frac{\lambda}{\mu_i} < \bar{N}_i \right\} \). Using Eq. (6) for mean service rate \( \bar{\mu} \) and parameter \( \bar{N}_i \) from Lemma 4, we can equivalently write the stability region as

\[
\lambda < \min_i \frac{n - i}{k - i} \bar{\mu} = \frac{n}{k} \bar{\mu}.
\]

We numerically evaluate the proposed approximation for random server slowdown for all ranges of arrival rates for which the tandem queuing system remains stable. To this end, we simulate \((n, k)\) fork-join system for total number of servers \( n = 20 \) and number of sufficient responses \( k = 18 \). This corresponds to \( k/n = 0.9 \) or 90th percentile of all responses. In a typical query response system, the query is sent to thousands of servers. The implementation of our query response system is computationally demanding due to the overheads involved in keeping track of the query status at each server until the completion of 90th percentile of responses. Due to computing limitations, we provide the simulations only for a small number of servers. However, we would like to add that the proposed approximations get better with increasing number of servers and the plots show that the proposed approximation remains tight starting from number of servers as low as 20. Therefore, the proposed approximation can be used to select the right operating point for large system case, when it is not feasible to simulate the system. Note that since we provide closed form expressions for the performance metrics under the approximation, the computational complexity involved in obtaining the tradeoff points via approximation is negligible.

All \( n \) servers are assumed to have independent and memoryless query response times, with high and low service rates being \( \mu_1 = \frac{k}{n} \) and \( \mu_0 = 0.6 \frac{k}{n} \) respectively. This choice of scaled service rates results in mean service rate

\[
\bar{\mu}(p) = \frac{k}{n} \left( \frac{0.6p(1-p)}{p + 0.6(1-p)} \right),
\]

for probability \( p \) of selection of high rate at each server. This choice ensures that the maximum stability region is \( \lambda < 1 \) when all servers are chosen to run at high rate (when \( p = 1 \)). We compute the following empirical time averages: (a) number of queries, (b) number of active servers, and (c) number of active high rate servers, in the system. We empirically verified that the empirical average of number of active high rate servers is \( p \) times the empirical average of number of active servers. Hence, we only show the empirical average of number of active high rate servers in the following performance plots.

We first plot the mean number of active high rate servers \( \bar{M}_{hi} \) and the mean number of queries \( \bar{R} \) as a function of arrival rate \( \lambda \in [0, n\bar{\mu}(p)/k] \) in Fig. 2a and Fig. 2b respectively, for two values of probability of high rate selection \( p \in \{0.3, 0.6\} \). We observe that the performance curves obtained empirically remain very close to the one computed analytically under the proposed approximation, in both these cases. As more queries arrive, the number of active servers and hence the number of active high rate servers are expected to increase. This is verified in Fig. 2a. For a fixed probability of high rate server selection \( p \), both the system load and hence the number of queries in the system increase with the arrival rate. We observe this in Fig. 2b. In addition, we observe that the stability region is larger for larger value of \( p \). This is expected since both the mean service rate \( \bar{\mu}(p) \) and hence the stability region \( \{ \lambda < n\bar{\mu}(p)/k \} \), increase with \( p \).

We next plot the mean number of active high rate servers \( \bar{M}_{hi} \) and the mean number of queries \( \bar{R} \) as a function of high rate selection probability \( p \) in Fig. 3a and Fig. 3b respectively, for different values of arrival rate \( \lambda \in \{0.1, 0.2, 0.3, 0.4, 0.5\} \). For each arrival rate \( \lambda \), the range of probability \( p \) is limited by the stability region \( \lambda \leq \frac{n}{k} \bar{\mu}(p) \). As the probability of high rate selection \( p \) increases, we expect the number of high rate servers to increase for a fixed arrival rate \( \lambda \), and this is shown in Fig. 3a. Further, this cause the queries to get serviced faster, leading to reduced mean number of queries in the system as captured in Fig. 3b. That is, for a given query arrival rate \( \lambda \), the power consumption increases whereas the mean sojourn time decreases with increase in high rate selection probability \( p \), and allows us to choose a tradeoff point. So far, our results were agnostic of the specific form of power consumption as a function of service rate, with the only implicit assumption being that the power consumption increases with increase in service rate. To study the effect of the system parameters on the power consumption, we need to specify its relation to service rates. In practice, the service rate is determined by frequency and voltage, and its relationship with power consumption is non-linearly increasing. We choose a quadratic power consumption function \( P(\mu_i) = \alpha \mu_i^2 \) with \( \alpha = 1 \) for a server working at service rate \( \mu_i \), \( i \in \{0, 1\} \). For the quadratic power consumption function, we plot the tradeoff curves for mean power consumption with respect to mean number of queries in Fig. 4. Each tradeoff curve is plotted by varying the high rate selection probability \( p \) for a fixed arrival rate \( \lambda \in \{0.1, 0.2, 0.3, 0.4, 0.5\} \). From the tradeoff curve for a fixed arrival rate \( \lambda \), we observe that probability of high rate selection \( p \) can be chosen to minimize the mean power consumption such that the mean sojourn time of queries do not exceed a certain threshold.

\[\text{https://www.computerweekly.com/news/2240088495/Single-Google-search-uses-1000-servers, 20 Feb 2009, viewed 21 May 2021.}\]
Figure 2: Performance as a function of arrival rate $\lambda$ for probability of high rate selection $p \in \{0.3, 0.6\}$.

(a) Mean number of high rate servers $\bar{M}_h$.
(b) Mean number of queries $\bar{R}$.

Figure 3: Performance as a function of high rate selection probability $p$ for query arrival rate $\lambda \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$.

(a) Mean number of high rate servers $\bar{M}_h$.
(b) Mean number of queries $\bar{R}$.

Figure 4: Tradeoff between the mean power consumption $\bar{P}$ and the mean number of queries $\bar{R}$ varying the probability of high rate selection $p$ for fixed arrival rate $\lambda \in \{0.1, \ldots, 0.5\}$. 
VII. CONCLUSION & FUTURE DIRECTIONS

We study a probabilistic server slowdown policy to reduce energy conservation in OLDI applications while meeting a strict delay constraint. In such applications, each query is sent to a large number of servers owing to the large size of the data and distributed nature of data storage. We have analytically modeled the system evolution of query response systems with independent server slowdowns, as a Markov process. This Markov process remains analytically intractable even in the simple case of single rate servers, and hence we provided a theoretically motivated approximation that can be used to compute closed from results for average energy consumption and mean number of queries in the system. Under this approximation, we can characterize the energy performance tradeoff and provide guidelines for system parameter selection. We demonstrate that this approximation remains tight for all range of underlying parameter values.

There are multiple interesting future research directions. One direction is finding better approximations for multiple rate servers. Additionally, there can be arrival of multiple class of queries in the system with varying service requirements where each of these class of queries can be served by different subset of servers. For ease of analysis, we have restricted our current discussions to a system of $n$ servers where all arrivals belong to a single class, which can be serviced by all the available servers. That is, we have limited the notion of system to the subset of servers which are relevant to the particular class of query that we are interested in. Analytical modelling of a more general system incorporating multi-class queries is an interesting direction for future research.

We have chosen a model of server slowdown where each server is slowed down with an $a$ priori fixed probability independent of the system state. In contrast, an ideal load aware probabilistic rate allocation policy is expected to adjust the probability of rate selection depending on the instantaneous loads. Our proposed rate allocation policy is simpler in the sense that it depends only on the average load in the system. Probabilistic rate allocation is also a practical choice when the total power consumption is influenced by external factors. For instance, if the energy supply fluctuates with respect to time, then the energy expenditure by the data centre can be adapted in order to match the supply curve. This can be realized by adapting the rate selection probability at the processor core with respect to the predetermined power supply characteristics. Moreover, probabilistic rate control is distributed in nature and can be easily implemented in a practical system with minimum overhead. Another interesting extension would be to find a centralized and load aware slowdown for the query response system, where all servers can be simultaneously sped up or slowed down depending on the instantaneous load in the system. This extension would also require another set of approximations for performance analysis and system design guidelines.
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