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Abstract

This paper proposes a new model for wireless relay networks referred to as “1-2-1 network”, where two nodes can communicate only if they point “beams” at each other, while if they do not point beams at each other, no signal can be exchanged or interference can be generated. This model is motivated by millimeter wave communications where, due to the high pathloss, a link between two nodes can exist only if beamforming gain at both sides is established, while in the absence of beamforming gain the signal is received well below the thermal noise floor. The main result in this paper is that the 1-2-1 network capacity can be approximated by routing information along at most $2N + 2$ paths, where $N$ is the number of relays connecting a source and a destination through an arbitrary topology.

I. INTRODUCTION

Millimeter Wave (mmWave) communications are expected to play a vital role in 5G mobile communications, expanding the available spectrum and enabling multi-gigabit services that range from ultra-high definition video, to outdoor mesh networks, to autonomous vehicle platoons and drone communication [1]. Although several works examine channel modeling for mmWave networks [2], the information theoretic capacity of mmWave relay networks is yet relatively unexplored. In this paper, we present capacity results for a class of networks that we term 1-2-1 networks that offer a simple yet informative model for mmWave networks.

The inherent characteristic of mmWave communications that our model captures is directivity: mmWave requires beamforming with narrow beams to compensate for high path loss. To establish a communication link, both the mmWave transmitter and receiver employ antenna arrays that they electronically steer to direct their beams towards each other - we term this a 1-2-1 link, as both nodes need to focus their beams to face each other for the link to be active. Thus, in 1-2-1 networks, instead of broadcasting or interference, we have coordinated steering of transmit and receive beams to activate different links at each time. An example of a diamond network with $N = 4$ relays is shown in Fig. [1] where two different states for the configuration of the transmit/receive beams are depicted and the resulting activated links are highlighted.

Our main results are as follows. We consider a source connected to a destination through an arbitrary topology of $N$ relay nodes, and derive a min-cut Linear Program (LP) that outer-bounds the capacity within a constant
gap, which only depends on $N$; we then show that its dual is equivalent to a fractional path utilization LP. That is, we show that routing is a capacity achieving strategy (up to a constant gap). Moreover, out of an exponential number of paths that potentially connect the source to the destination, we show we need to utilize at most $2N + 2$ to approximately achieve the capacity. We also prove tighter results for classes of networks. For example, for the special case of diamond (or one-layer) networks, where the source is connected to the destination through one layer of non-interfering relays as in Fig. 1, we prove that we can approximately achieve the network capacity by routing information along at most two paths, independently of the total number $N$ of relays. As a result, selecting to operate the best path always achieves half the diamond network capacity.

Although we believe that 1-2-1 networks capture the essence of mmWave networks and enable to build useful insights on near-optimal information flow algorithms, we recognize that this model makes a number of simplifying assumptions that include: 1) we assume no interference among communication links (a reasonable assumption for relays spaced further apart than the beam width), and 2) we do not take into account the overhead of channel knowledge, and of beam-steering.

**Related Work.** Several studies examine channel modeling for mmWave networks [2], [3]. However, to the best of our knowledge, the information theoretic capacity under optimal scheduling has not been analyzed. Recent studies in networking design communication protocols for mmWave mesh networks [4], [5]. Closer to this work are perhaps works that examine directional networks in the Gupta&Kumar framework [6], however they only look at order arguments for multiple unicast sessions [7], and do not consider schedules that arrange for both receiver and transmitter beams to align.

**Paper Organization.** Section II describes the $N$-relay Gaussian 1-2-1 network and derives a constant gap approximation of its capacity; Section III presents our main results; Section IV contains one of the main proofs of this work.

**II. SYSTEM MODEL AND CAPACITY FORMULATION**

With $[n_1 : n_2]$ we denote the set of integers from $n_1$ to $n_2 \geq n_1$; $\text{Card}(S)$ is the cardinality of the set $S$; $\emptyset$ is the empty set; $\mathbb{1}_P$ is the indicator function; $0^N$ indicates the all-zero vector of length $N$.

We consider an $N$-relay Gaussian 1-2-1 network where $N$ relays assist the communication between a source node (node 0) and a destination node (node $N + 1$). In particular, in this 1-2-1 network, at any particular time, a node in the network can only direct (beamform) its transmissions towards at most another node. Similarly, a node
can only receive transmissions from at most another node (to which its receiving beam points towards). Thus, each node $i \in [0 : N + 1]$ in the network is characterized by two states, namely $S_{i,t}$ and $S_{i,r}$ that represent the node towards which node $i$ is beamforming its transmissions and the node towards which node $i$ is pointing its receiving beam, respectively. In particular, $\forall i \in [0 : N + 1]$, we have that

$$
S_{i,t} \subseteq [1 : N + 1]\{i\}, \quad \text{Card}(S_{i,t}) \leq 1,
S_{i,r} \subseteq [0 : N]\{i\}, \quad \text{Card}(S_{i,r}) \leq 1,
$$

(1a)

where $S_{0,r} = S_{N+1,t} = \emptyset$ since the source node always transmits and the destination node always receives. We consider two modes of operation at the relays, namely Full-Duplex (FD) and Half-Duplex (HD). In FD, relay $i \in [1 : N]$ can be simultaneously receiving and transmitting, i.e., we can have both $S_{i,t} \neq \emptyset$ and $S_{i,r} \neq \emptyset$. In HD, relay $i \in [1 : N]$ can either receive or transmit, i.e., if $S_{i,t} \neq \emptyset$, then $S_{i,r} = \emptyset$ and vice versa. In particular, $\forall i \in [1 : N]$, we have that

$$
\text{Card}(S_{i,t}) + \text{Card}(S_{i,r}) \leq \begin{cases} 
2 & \text{if relays operate in FD} \\
1 & \text{if relays operate in HD}.
\end{cases}
$$

(1b)

We can now write the memoryless channel model for this Gaussian 1-2-1 network. We have that $\forall j \in [1 : N + 1]$

$$
Y_j = Z_j + \sum_{i \in [0 : N]\{j\}} h_{ji} \mathbb{1}_{i \in S_{j,r}, j \in S_{i,t}} X_i,
$$

(2)

where: (i) $S_{i,t}$ and $S_{i,r}$ are defined in (1); (ii) $X_i$ (respectively, $Y_j$) denotes the channel input (respectively, output) at node $i$; (iii) $h_{ji} \in \mathbb{C}$ represents the complex channel coefficient from node $i$ to node $j$; the channel coefficients are assumed to be constant for the whole transmission duration and known by the network; (iv) the channel inputs are subject to an individual power constraint, i.e., $\mathbb{E}[|X_k|^2] \leq P, k \in [0 : N]$; (v) $Z_j, j \in [1 : N + 1]$ indicates the additive white Gaussian noise at the $j$-th node; noises across the network are assumed to be independent and identically distributed as $\mathcal{CN}(0, 1)$.

By using a similar approach as the one proposed in [3], the channel model in (2) can be modified to incorporate the state variables in the channel inputs. In particular, let the vector $\hat{X}_i = (S_i, X_i)$ be the input to the channel at node $i \in [0 : N]$, where: (i) $S_i = (S_{i,t}, S_{i,r})$ with $S_{i,t}$ and $S_{i,r}$ being defined in (1) and (ii) $X_i \in \mathbb{C}^{N+1}$, with elements $X_i(k)$ defined as

$$
X_i(k) = X_i \mathbb{1}_{k \in S_{i,r}}.
$$

(3)

In other words, $X_i$ as a vector is a function of $S_{i,t}$ and the input of the original channel $X_i$. When node $i$ is not transmitting, i.e., $S_{i,t} = \emptyset$, then $X_i = 0^{N+1}$. It is not hard to see that the power constraint on $X_i$ extends to $X_i$ since at most one single index appears in the vector (recall that $\text{Card}(S_{i,t}) \leq 1$). Using this new channel input $\hat{X}_i$, we can now equivalently rewrite the channel model in (2) as

$$
Y_j = \begin{cases} 
 h_{j} S_{j,r} \bar{X}_{j,r}(j) + Z_j & \text{if Card}(S_{j,r}) = 1 \\
0 & \text{otherwise}
\end{cases}.
$$

(4)
The capacity \( C \) of the network defined in (3) and (4) is not known, but can be approximated to within a constant-gap as stated in the following theorem which is proved in Appendix A.

**Theorem 1.** The capacity \( C \) of the network defined in (3) and (4) can be lower and upper bounded as

\[
C_{cs,iid} \leq C \leq C_{cs,iid} + \text{GAP},
\]

(5a)

\[
C_{cs,iid} = \max_{\sum_s \lambda_s = 1} \min_{\Omega_c} \left\{ \sum_{(i,j):i\in\Omega_c} \sum_{j\in\Omega} \lambda_s \ell_{j,i} \right\},
\]

(5b)

\[
\ell_{j,i} = \log \left( 1 + P |h_{ji}|^2 \right),
\]

(5c)

\[
\text{GAP} = G_1 + G_2 + G_3
\]

(5d)

where: (i) \( \Omega_c = [0 : N+1] \setminus \Omega \); (ii) \( \lambda_s = \mathbb{P}(S_{[0:N+1]} = s) \) is the joint distribution of the states, where \( s \) enumerates the possible network states \( S_{[0:N+1]} \); (iii) \( \text{Card}(S_1) \) is defined as

\[
\text{Card}(S_1) = \begin{cases} 
(N+1)^2 & \text{if relays operate in FD} \\
2N + 1 & \text{if relays operate in HD} 
\end{cases}
\]

(5e)

The variable \( \text{GAP} \) in (5d) only depends on the number of relays \( N \) and represents the maximum loss incurred by using independent inputs and deterministic schedules at the nodes. In particular, \( G_1 \) represents the beamforming loss due to the use of independent inputs, while \( G_2 \) (respectively, \( G_3 \)) accounts for the loss incurred by using a fixed schedule at the source and destination (respectively, at the relays), as we explain next. Note that from (3), the input at the \( i \)-th node is also characterized by the random state variable \( S_{i,t} \) (which indicates to which node – if any – node \( i \) is transmitting). Therefore, information can be conveyed from the source to the destination by randomly switching between these states. However, as first highlighted in [8] in the context of the HD relay channel, this random switch can only improve the capacity by a constant, whose maximum value equals the logarithm of the cardinality of the support of the state random variable. It therefore follows that the capacity can be approximated to within this constant by using a fixed/deterministic schedule at the nodes. In particular, for the source and destination the cardinality of the support of their state random variables equals \( N+2 \) (since the source and the destination can only be transmitting to and receiving from at most one node, respectively). Differently, the cardinality of the support of the state variable at the relays depends on the mode of operation (either FD and HD) and is given by (5e).

In other words, \( C_{cs,iid} \) in (5) – which can be achieved using QMF as in [9] or NNC as in [10] – is a constant gap away from the capacity \( C \) of the network defined in (3) and (4). Thus, in the rest of the paper we analyze \( C_{cs,iid} \), which we refer to as the approximate capacity for the Gaussian 1-2-1 network.

\footnote{We use standard definitions for codes, achievable rates and capacity.}
Remark 1. In the rest of the paper, we assume that the point-to-point link capacities are rational numbers. In fact, as we prove in what follows, when the capacities \( \ell_{j,i} \in \mathbb{R} \), we can always further bound the approximate capacity \( C_{\text{cs},\text{iid}}^\mathbb{R} \) as

\[
C_{\text{cs},\text{iid}}^\mathbb{Q} \leq C_{\text{cs},\text{iid}}^\mathbb{R} \leq C_{\text{cs},\text{iid}}^\mathbb{Q} + \epsilon,
\]

where \( \epsilon > 0 \) and \( C_{\text{cs},\text{iid}}^\mathbb{Q} \) is the approximate capacity of a network with link capacities \( \hat{\ell}_{j,i} \) such that

\[
\hat{\ell}_{j,i} \leq \ell_{j,i} \leq \hat{\ell}_{j,i} + \frac{\epsilon}{(N+1)^2}, \quad \hat{\ell}_{j,i} \in \mathbb{Q}.
\]

Note that such an assignment always exists since the set of rationals \( \mathbb{Q} \) is dense in \( \mathbb{R} \). With this, we have

\[
C_{\text{cs},\text{iid}}^\mathbb{R} = \max_{\lambda, \lambda \geq 0, \sum_s \lambda_s = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_{s, \lambda_s = 1} \left( \sum_{(i,j): i \in \Omega, j \in \Omega^c} \left( \sum_{s: s \in s_{j,i}, t \in s_{j,r}} \lambda_s \right) \ell_{j,i} \right)
\]

\[
= \max_{\lambda, \lambda \geq 0, \sum_s \lambda_s = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \left\{ \sum_{s, \lambda_s = 1} \left( \sum_{(i,j): i \in \Omega, j \in \Omega^c} \left( \sum_{s: s \in s_{j,i}, t \in s_{j,r}} \lambda_s \right) \hat{\ell}_{j,i} + \sum_{(i,j): i \in \Omega, j \in \Omega^c} \lambda_s \right) \right\}
\]

\[
\leq \max_{\lambda, \lambda \geq 0, \sum_s \lambda_s = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \left\{ \sum_{s, \lambda_s = 1} \left( \sum_{(i,j): i \in \Omega, j \in \Omega^c} \left( \sum_{s: s \in s_{j,i}, t \in s_{j,r}} \lambda_s \right) \hat{\ell}_{j,i} + \sum_{(i,j): i \in \Omega, j \in \Omega^c} \lambda_s \right) \right\}
\]

Moreover, we have that

\[
C_{\text{cs},\text{iid}}^\mathbb{R} = \max_{\lambda, \lambda \geq 0, \sum_s \lambda_s = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_{s, \lambda_s = 1} \left( \sum_{(i,j): i \in \Omega, j \in \Omega^c} \left( \sum_{s: s \in s_{j,i}, t \in s_{j,r}} \lambda_s \right) \ell_{j,i} \right)
\]

\[
= \max_{\lambda, \lambda \geq 0, \sum_s \lambda_s = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_{s, \lambda_s = 1} \left( \sum_{(i,j): i \in \Omega, j \in \Omega^c} \left( \sum_{s: s \in s_{j,i}, t \in s_{j,r}} \lambda_s \right) \hat{\ell}_{j,i} \right) = C_{\text{cs},\text{iid}}^\mathbb{Q}.
\]

This proves (6) and hence, in the rest of the paper, we will assume that the point-to-point link capacities are rational numbers.
III. MAIN RESULTS

We here present our main results on Gaussian 1-2-1 networks and discuss their implications. Our first main result is that for FD networks, $C_{cs,iid}$ in (5b) can be computed as the sum of fractions of the FD capacity of the paths in the network.

**Theorem 2.** For any $N$-relay Gaussian FD 1-2-1 network, we have that

$$P1: \quad C_{cs,iid} = \max \sum_{p \in \mathcal{P}} x_p C_p$$

where

(P1a) $x_p \geq 0 \quad \forall p \in \mathcal{P},$

(P1b) $\sum_{p \in \mathcal{P}} x_p f_{p,nx(i),i}^p \leq 1 \quad \forall i \in [0:N],$

(P1c) $\sum_{p \in \mathcal{P}} x_p f_{p,pr(i)}^p \leq 1 \quad \forall i \in [1:N+1],$

where: (i) $\mathcal{P}$ is the collection of all paths from the source to the destination; (ii) $\mathcal{P}_i \subseteq \mathcal{P}$ is the collection of paths that pass through node $i \in [0 : N + 1]$ (clearly, $\mathcal{P}_0 = \mathcal{P}_{N+1} = \mathcal{P}$ since all paths pass through the source and the destination); (iii) $C_p$ is the FD capacity of the path $p \in \mathcal{P}$, i.e., $C_p = \min_{(i,j) \in p} \ell_{j,i}$; (iv) $p.nx(i)$ (respectively, $p.pr(i)$) with $i \in [0 : N + 1]$ is the node following (respectively, preceding) node $i \in [0 : N + 1]$ in path $p \in \mathcal{P}$ (clearly, $p.pr(0) = p.nx(N + 1) = 0$); (v) $f_{j,i}^p$ is the optimal activation time for the link of capacity $\ell_{j,i}$ when the path $p \in \mathcal{P}$, such that $(i,j) \in p$, is operated, i.e.,

$$f_{j,i}^p = \frac{C_p}{\ell_{j,i}} \quad (9)$$

**Proof.** The proof of Theorem 2 is delegated to Section IV.

In the LP in Theorem 2, the variable $x_p$ represents the fraction of time the path $p \in \mathcal{P}$ is utilized in the network. Moreover, each of the constraints in (P1b) (respectively, (P1c)) ensures that a node $i \in [0 : N + 1]$ - even though it can appear in multiple paths in the network - does not transmit (respectively, receive) for more than 100% of the time.

Lemma 3 follows from P1 in Theorem 2 and states that, although the number of paths $P$ in general is exponential in the number of relays $N$, we need to use at most a linear number of paths; this can also be translated to a guarantee on the rate that can be achieved when only the best path is operated.

**Lemma 3.** For any $N$-relay Gaussian FD 1-2-1 relay network, we have the following guarantees:

(L1) For a network with arbitrary topology, the approximate capacity $C_{cs,iid}$ can always be achieved by activating at most $2N + 2$ paths in the network.

(L2) For a network with arbitrary topology, the best path has an FD capacity $C_1$ such that $C_1 \geq \frac{1}{2N+2} C_{cs,iid}.$

(L3) For a 2-layer relay network with $M = N/2$ relays per layer, the approximate capacity $C_{cs,iid}$ can be achieved by activating at most $2M + 1$ paths in the network.

Note that $x_p$ in P1 implicitly satisfies that $x_p \leq 1, \forall p \in \mathcal{P}$. This is due to the fact that for any path $p \in \mathcal{P}$, the definition of $f_{j,i}^p$ in (9) implies that at least one constraint in (P1b) and (P1c) has $f_{j,i}^p = 1$. 
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Lemma 4. For a 2-layer relay network with $M = N/2$ relays per layer, the best path has an FD capacity $C_1$ such that

$$C_1 \geq \frac{1}{2M+1} C_{cs,iid}.$$ 

Proof.

**Proof of L1:** The LP P1 in (8) is bounded and hence there always exists an optimal corner point. In particular, at any corner point in P1, we have at least $P = \text{Card}(P)$ constraints satisfied with equality among (P1a), (P1b) and (P1c). Therefore, we have at least $P - 2N - 2$ in (P1a) satisfied with equality (since (P1b) and (P1c) combined represent $2N + 2$ constraints). Thus, at least $P - 2N - 2$ paths are not operated, which proves the statement in L1.

**Proof of L3:** Similar to the proof above for L1, a corner point in the LP P1 has at most $2N + 2$ constraints among (P1b) and (P1c) satisfied with equality. To prove L3, we need to show that in the case of a 2-layered network and we have $2N + 2$ equality satisfying constraints, then at least one of the equations is redundant. Note that for a 2-layer relay network, any path $p$ in the network has four nodes and is written as $0 = p(1) - p(2) - N + 1$ where $p(1)$ and $p(2)$ represent the node in the path from layer 1 and layer 2, respectively. We assume that the relays in the first layer are indexed with $[1 : N/2]$ and the second layer relays are indexed with $[N/2+ : N]$. Thus, for any path, $p(1) \in [1 : N/2]$ and $p(2) \in [N/2+1 : N]$. Now assume that all constraints (P1b) and (P1c) satisfied with equality, then by adding all (P1b) constraints for $i \in [1 : N/2]$ and subtracting from all constraints from (P1c) for $j \in [N/2+1 : N]$, we get

$$\text{LHS} : \sum_{i=1}^{N/2} (P1b)_i - \sum_{j=N/2+1}^{N} (P1c)_j = \sum_{i=1}^{N/2} \sum_{p \in P} x_{p,f_{p,\text{ax}(i),i}} - \sum_{j=N/2+1}^{N} \sum_{p \in P} x_{p,f_{j,p,pr(j)}} = \sum_{p \in P} x_{p,f_{p,(2),p(1)}} - \sum_{p \in P} x_{p,f_{p,(2),p(1)}} = 0$$

$$\text{RHS} : \sum_{i=1}^{N/2} (P1b)_i - \sum_{j=N/2+1}^{N} (P1c)_j = \sum_{i=1}^{N/2} 1 - \sum_{j=N/2+1}^{N} 1 = 0,$$

Thus, when all constraints (P1b) and (P1c) are satisfied with equality, at least one of them redundant, which proves the statement L3.

**Proof of L2 and L4:** The proof of L2 follows directly from L1 by considering only the $2N + 2$ paths needed to achieve $C_{cs,iid}$ and picking the path that has the largest FD capacity among them. In particular, the guarantee in L2 is true for the selected path due to the fact that for any feasible point in P1, $x_p \leq 1$, $\forall p \in P$. The proof of L4 from L3 follows the same argument used to prove L2 from L1.

The result L3 in Lemma 3 suggests that for 1-2-1 networks with particular structures, we can further reduce the number of active paths needed to achieve the approximate capacity. In particular, we explore this observation in the context of 1-2-1 Gaussian diamond networks operating in FD and HD, through the following two lemmas proved in Appendix B, Appendix C and Appendix D.

Lemma 4. For the $N$-relay Gaussian diamond 1-2-1 network, we can calculate the approximate capacity $C_{cs,iid}$
as

\[ \text{P1}^d : \quad C_{\text{cs,iid}} = \max \sum_{p \in [1:N]} x_p C_p \]

\[ (\text{P1a})^d : \quad 0 \leq x_p \leq 1 \quad \forall p \in [1:N], \]

\[ (\text{P1b})^d : \quad \sum_{p \in [1:N]} x_p \frac{C_p}{\ell_{p,0}} \leq 1, \]

\[ (\text{P1c})^d : \quad \sum_{p \in [1:N]} x_p \frac{C_p}{\ell_{p,0} + \ell_{N+1,0}} \leq 1, \]

where: (i) \( \mathcal{P} \) is the collection of all paths from the source to the destination; (ii) \( C_p \) is the path capacity \( 0 \to p \to N + 1 \) and its value depends on whether the network is operating in FD or HD, namely

\[ C_p = \begin{cases} \min \{ \ell_{p,0}, \ell_{N+1,0} \} & \text{if relays operate in FD} \\ \ell_{p,0} \ell_{N+1,0} \ell_{p,0} + \ell_{N+1,0} & \text{if relays operate in HD} \end{cases} \]

**Lemma 5.** For an \( N \)-relay Gaussian FD diamond relay network, we have the following guarantees:

(L1) If the network is operating in FD, then the approximate capacity \( C_{\text{cs,iid}} \) can always be achieved by activating at most 2 relays in the network, independently of \( N \).

(L2) If the network is operating in HD, then the approximate capacity \( C_{\text{cs,iid}} \) can always be achieved by activating at most 3 relays in the network, independently of \( N \).

(L3) In both FD and HD networks, the best path has a capacity \( C_1 \) such that \( C_1 \geq \frac{1}{2} C_{\text{cs,iid}} \); furthermore, this guarantee is tight for both the FD and HD cases, i.e., there exists a class of Gaussian diamond 1-2-1 networks such that \( C_1 \leq \frac{1}{2} C_{\text{cs,iid}} \) both for the FD and HD cases.

The results in L1 and L2 in Lemma 5 are surprising as they state that, independently of the total number of relays in the network, there always exists a subnetwork of 2 (in FD) and 3 (in HD) relays that achieves the full network approximate capacity. Moreover, the guarantee provided by L3 is tight. To see this, consider \( N = 2 \) and \( \ell_{1,0} = \ell_{3,2} = 1 \) and \( \ell_{3,1} = \ell_{2,0} = X \to \infty \). For this network, we have that the approximate capacity is \( C_{\text{cs,iid}} = \ell_{1,0} + \ell_{3,2} = 2 \), while the capacity of each path (both in FD and HD) is \( C_1 = \min \{1, X\} = 1 \), hence \( C_1/C_{\text{cs,iid}} = 1/2 \).

**IV. Proof of Theorem 2**

We here prove Theorem 2. We note that for a fixed \( \lambda_s \), the inner minimization in (5b) is the standard min-cut problem over a graph with link capacities given by

\[ \ell_{j,i}^{(s)} = \left( \sum_{j \in s_{j,i}, \ i \in s_{j,r}} \lambda_s \right) \ell_{j,i}. \]

Since the min-cut problem is the dual for the standard max-flow problem, then we can replace the inner minimization in (5b) with the max-flow problem over the graph with link capacities defined in (11) to give that

\[ \text{P2-flow} : \quad C_{\text{cs,iid}} = \max_{\sum \lambda_s \geq 0} \max_{j=1}^{N+1} \sum_{j=1}^{N+1} F_{j,0} \]

\[ 0 \leq F_{j,i} \leq \ell_{j,i}^{(s)} \quad (i,j) \in [0:N] \times [1:N+1], \]

\[ \sum_{j \in [1:N+1] \setminus \{i\}} F_{j,i} = \sum_{k \in [0:N] \setminus \{i\}} F_{i,k} \quad i \in [1:N], \]
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where $F_{j,i}$ represents the flow from node $i$ to node $j$.

The max-flow problem can be equivalently written as an LP with path flows instead of link flows, thus, (12) can be written as $P_2$ described next by using the path flows representation of the max-flow problem. A variable $F_p$ is used for the flow through the path $p \in P$.

\[ P_2 : \quad C_{cs,iid} = \max \sum_{p \in P} F_p \]

\begin{align*}
(P2a) & \quad F_p \geq 0 \quad \forall p \in P, \\
(P2b) & \quad \sum_{p \in P, (i,j) \in p, j = p.ax(i)} F_p \leq \ell_{j,i}^{(s)} = \text{eq}\{11\} \quad \forall (j,i) \in [1:N+1] \times [0:N], \\
(P2c) & \quad \sum_s \lambda_s \leq 1, \\
(P2d) & \quad \lambda_s \geq 0 \quad \forall s,
\end{align*}

The constraints (P2b) ensure that, for any link from node $i$ to node $j$, the sum of the flows through the paths that use this link does not exceed the link modified capacity $\ell_{j,i}^{(s)}$ in (11). The constraint (P2c) is the same constraint on $\lambda_s$ as in (5b).

To prove Theorem 2, we first show that $P_2$ above is equivalent to the following LP $P_3$, and then prove that $P_3$ is equivalent to $P_1$ in (8), which completes the proof.

\[ P_3 : \quad C_{cs,iid} = \max \sum_{p \in P} F_p \]

\begin{align*}
(P3a) & \quad F_p \geq 0 \quad \forall p \in P, \\
(P3b) & \quad \sum_{p \in P, (i,j) \in p, j = p.ax(i)} F_p \leq \lambda_{\ell_{j,i}} \lambda_{\ell_{j,i}} \quad \forall (i,j) \in [0:N] \times [1:N+1], \\
(P3c) & \quad \sum_{j \in [1:N+1] \setminus \{i\}} \lambda_{\ell_{j,i}} \leq 1 \quad \forall i \in [0:N], \\
(P3d) & \quad \sum_{i \in [0:N] \setminus \{j\}} \lambda_{\ell_{j,i}} \leq 1 \quad \forall j \in [1:N+1], \\
(P3e) & \quad \lambda_{\ell_{j,i}} \geq 0 \quad \forall (i,j) \in [0:N] \times [1:N+1],
\end{align*}

where $\lambda_{\ell_{j,i}} (i,j) \in [0:N] \times [1:N+1]$ represents the fraction of time the link of capacity $\ell_{j,i}$ is active. The constraints (P3b) are similar to (P2b) except that the capacity of a link is now modified through a multiplication by $\lambda_{\ell_{j,i}}$. The constraints (P3c) ensure that, for any transmitting node $i$, the sum of the activation times of its outgoing links is less than 100% of the time. Similarly, (P3d) ensure the same logic for the incoming edges to a receiving node.

We delegate the proof of the equivalence between $P_3$ and $P_1$ to Appendix E and here prove the equivalence between $P_2$ and $P_3$, which is more involved. To do so, we first show that a feasible point in $P_2$ gives a feasible point in $P_3$ with the same objective value. We define the following transformation

\[ \lambda_{\ell_{j,i}} = \sum_{j \in s_{i,r}, i \in s_{j,r}} \lambda_s, \]

while the variable $F_p$ in $P_2$ is the same as the variable $F_p$ in $P_3$. By substituting these transformations in the constraints (P2a)-(P2d), it is not difficult to see that the constructed point (through the transformation) is feasible.
in P3 and has the same objective value in P3 as the objective value in P2. Thus, the solution of P3 is at least as large as the one of P2.

We now prove the direction from P3 to P2, by showing that every corner point in P3 can be transformed into a feasible point in P2 with the same objective value. To do this, we introduce a visualization for P2 and P3 in terms of bipartite multigraphs. We divide each node \( i \in [0 : N + 1] \) in the network into two nodes \((i_T, i_R)\) representing the transmitting and receiving functions of the node; note that \(0_R = (N + 1)_T = \emptyset\) since the source (node 0) is always transmitting and the destination (node \(N + 1\)) is always receiving. This gives us the bipartite graph \(G_B = (\mathcal{T}, \mathcal{R}, \mathcal{E})\), where the vertices \(\mathcal{T}\) (respectively, \(\mathcal{R}\)) are the transmitting modules of our nodes (respectively, \(\mathcal{R}\) collects our receiving modules), and we have an edge \((i_T, j_R) \in \mathcal{E}\) for each link in the network. It is easy to see that a valid state in P2 represents a matching in the bipartite graph \(G_B\). Furthermore, we can write the program P3 in terms of \(G_B\) by simply renaming all \(\lambda_{i,j}^\star\) with \(\lambda_{jR,iT}^\star\), i.e., the activation time of the edge \((i_T, j_R)\) in \(G_B\).

Starting with a corner point in P3, we can follow the procedure described below to construct a feasible point in P2; note that since all coefficients (i.e., \(\ell_{jR,iT}\)) in P3 are rational (see Remark 1), the corner points \(\lambda_{jR,iT}^\star \in \mathbb{Q}\), \(\forall (i_T, j_R)\) are rational. The main intuition is to use the fractions \(\lambda_{jR,iT}^\star\) and our bipartite graph \(G_B\) to construct a bipartite multigraph with edges of unit capacity such that for higher values of \(\lambda_{jR,iT}^\star\), we will have more parallel edges from the \(i_T\)-th node to the \(j_R\)-th node. In particular, our procedure consists of the three following main steps.

**Step 1.** We multiply all \(\lambda_{jR,iT}^\star\) by the Least Common Multiple (LCM) \(M\) of their denominators (for simplicity, if \(\lambda_{jR,iT}^\star = 0\), then the denominator is set to be one). We then calculate \(n_{j,i} = M\lambda_{jR,iT}^\star, \forall (i_T, j_R) \in [0 : N + 1]\), and construct the bipartite multigraph \(G_B^\star\) from \(G_B\) that has \(n_{j,i}\) parallel edges from node \(i_T\) to node \(j_R\).

**Step 2.** We edge color the multigraph \(G_B^\star\). If any of the parallel edges from node \(i_T\) to node \(j_R\) are colored with color \(c_i\), we say that \(c_i\) activates the link \((i_T, j_R)\) in \(G_B\) (or equivalently the link \((i, j)\) in the network). Note that since \(G_B^\star\) is a bipartite graph, then there is an optimal coloring for the graph that uses \(\Delta\) colors, where \(\Delta\) is the maximum degree of the nodes. Furthermore, since no two adjacent edges in \(G_B^\star\) can have the same color, every individual color represents a matching in the bipartite graph \(G_B^\star\) (and by extension the graph \(G_B\)). Each of these matchings represents a state in the network; since there are \(\Delta\) colors in total, then we assign to state \(s_i, i \in [1 : \Delta]\) (represented by color \(c_i\)) an activation time of \(w_i = 1/\Delta\).

**Step 3.** From Step 2, we know that each color in the network represents a matching in \(G_B\), and hence a state. However, some colors can correspond to the same matching in \(G_B\), i.e., two or more colors activate exactly the same set of links. We combine these colors together into one state by multiplying \(1/\Delta\) by the number of times this state is repeated. The remaining unique states represent the feasible states in P2 that were obtained from our optimal \(\lambda^\star\) from P3.

We now need to prove that the states that we obtain from the previous steps, in addition to the flows through the paths that we have from P3, indeed give us a feasible point in P2. Without loss of generality, we will prove that the states generated in Step 2 give a feasible point since combining similar states (Step 3) does not change the total sum of activation times and does not change the amount of time a link is active (which is what we look for in the constraint (P2b)).

To show the feasibility of the constructed schedule, we first derive a consequence of the fact that \(\lambda_{jR,iT}^\star\) is feasible
in P3. In particular, we can show the following inequality between the maximum degree $\Delta$ and the constant LCM $M$

$$\Delta = \max \left[ \max_{i \in [0:N]} \left( \sum_{j \in [1:N+1]} n_{j,i} \right), \max_{j \in [1:N+1]} \left( \sum_{i \in [0:N]} n_{j,i} \right) \right]$$

$$= M \max \left[ \max_{i_T \in [0:N]} \left( \sum_{j_{R} \in [1:N+1]} \lambda^{*}_{j_{R},i_T} \right), \right.$$  

$$\max_{j_{R} \in [1:N+1]} \left( \sum_{i_T \in [0:N]} \lambda^{*}_{j_{R},i_T} \right) \right] \leq M,$$  

(13)

where the inequality follows from the constraints (P3c) and (P3d) in P3. Using (13), we can now show that the constructed schedule (that uses coloring arguments) is feasible in P2 (note that since $F_{p}$ is unchanged then the constraint in (P2a) is already satisfied due to the constraint in (P3a)). Moreover, we have

(P3b) : $\forall (j,i), \sum_{p \in P, (i,j) \in p, j=\text{max}(i)} F_{p} \leq \lambda_{s,\ell_{j,i}} = \frac{n_{j,i}}{M} \ell_{j,i}$

$$= \left( \sum_{s: (i,j) \in s} \lambda_{s} \right) \frac{\Delta}{M} \ell_{j,i} \leq \left( \sum_{s: (i,j) \in s} \lambda_{s} \right) \ell_{j,i} \implies (P2b)$$

By construction: $\sum_{s} \lambda_{s} = \sum_{s} \frac{1}{\Delta} = \Delta \frac{1}{\Delta} = 1 \implies (P2c)$

By construction: $\lambda_{s} = \frac{1}{\Delta} \geq 0 \implies (P2d)$.

From the discussion above, it follows that we can map a rational point $\lambda^{*}_{j_{R},i_T}$ in P3 to a feasible point in P2 that has the same objective function value. Note that the variables $F_{p}$ in P3 and P2 are unchanged and therefore, the objective values will remain the same. Thus, the solution of P2 is at least as large as that of P3, concluding the proof that P2 and P3 are equivalent.

Remark 2. The procedure described earlier gives a non-polynomial approach to construct an optimal schedule for the approximate capacity of the Gaussian FD 1-2-1 network. In Appendix F, we provide an algorithm that computes the optimal schedule as well as the approximate capacity in polynomial time (in the number of nodes).
APPENDIX A

CONSTANT GAP CAPACITY APPROXIMATION FOR THE GAUSSIAN 1-2-1 NETWORK

The memoryless model of the channel allows to upper bound the channel capacity \( C \) using the cut-set upper bound \( C_{cs} \) as

\[
C_{cs} = \max_{\mathcal{P}(\mathbf{X}_i, \mathbf{X}_j)} \min_{\Omega \subseteq \{1:N\} \cup \{0\}} I(\hat{X}_\Omega; Y_{\Omega^c} | \hat{X}_{\Omega^c})
\]

\[
= \max_{\mathcal{P}(\mathbf{X}_i, \mathbf{X}_j)} \min_{\Omega \subseteq \{1:N\} \cup \{0\}} I(S_{\Omega^c}, \hat{X}_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c})
\]

\[
= \max_{\mathcal{P}(\mathbf{X}_i, \mathbf{X}_j)} \min_{\Omega \subseteq \{1:N\} \cup \{0\}} I(\hat{X}_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c}) + I(S_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c}) + I(S_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c})
\]

\[
\leq \max_{\mathcal{P}(\mathbf{X}_i, \mathbf{X}_j)} \min_{\Omega \subseteq \{1:N\} \cup \{0\}} I(\hat{X}_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c}) + I(S_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c}) + H(S_{\Omega^c})
\]

\[
\leq \max_{\mathcal{P}(\mathbf{X}_i, \mathbf{X}_j)} \max_{\mathcal{P}(\mathbf{X}_{\Omega^c})(\mathbf{S}_{\Omega^c})} \min_{\Omega \subseteq \{1:N\} \cup \{0\}} \sum_s \lambda_s I(X_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c}) + 2 \log(N + 2) + N \log(\text{Card}(S_1))
\]

\[
\leq \max_{\mathcal{P}(\mathbf{X}_i, \mathbf{X}_j)} \max_{\mathcal{P}(\mathbf{X}_{\Omega^c})(\mathbf{S}_{\Omega^c})} \min_{\Omega \subseteq \{1:N\} \cup \{0\}} \sum_s \lambda_s I(X_{\Omega^c}; Y_{\Omega^c} | S_{\Omega^c}, \hat{X}_{\Omega^c}) + 2 \log(N + 2) + N \log(\text{Card}(S_1))
\]

(14)

where: (i) \( \Omega^c = [0 : N + 1] \setminus \Omega \); (ii) \( \mathcal{P}(\mathbf{X}_{\Omega^c})(\mathbf{S}_{\Omega^c}) \) is the probability distribution of the channel input \( \{(S_i, \mathbf{X}_i)\}_{i=0}^{N+1} \); (iii) \( S_{\Omega^c} = \{S_i | i \in \Omega\} \); (iv) the inequality in (a) is due to the fact that the state variable at the source and destination can take \( N + 2 \) values (since the source can only be transmitting to at most one node and the destination can only be receiving from at most one node), while at each relay the state variable can take \( \text{Card}(S_1) \) values, where \( \text{Card}(S_1) \) depends on the mode of operation at the relays, namely

\[
\text{Card}(S_1) = \begin{cases} (N + 1)^2 & \text{if relays operate in FD} \\ 2N + 1 & \text{if relays operate in HD} \end{cases}
\]

(v) in the equality in (b) we use \( s \) to enumerate the possible network states \( S_{\Omega^c} \) and we denote with \( \lambda_s = \mathbb{P}(S_{\Omega^c} = s) \) the joint distribution of the states; (vi) the inequality in (c) follows from the max-min inequality.

For a network state \( s \), we define the channel matrix \( \hat{H}_s \), where the element \( [\hat{H}_s]_{i,j} \) is defined as

\[
[\hat{H}_s]_{i,j} = \begin{cases} h_{ij} & \text{if } i \in s_{j,t} \text{ and } j \in s_{i,r} \\ 0 & \text{otherwise,} \end{cases}
\]

(15)

where \( h_{ij} \) is the channel coefficient of the link from node \( j \) to node \( i \). It is not difficult to see that every row (and column) of \( \hat{H}_s \) has at most one non-zero element and thus there exists a permutation matrix \( \Pi \) such that \( \Pi \hat{H}_s \) is a diagonal matrix. Also, let \( s^+ = \{i | s_{i,t} \neq 0, \forall t \in [0 : N]\} \) and \( s^- = \{i | s_{i,r} \neq 0, \forall r \in [1 : N + 1]\} \).
With this, we can further simplify the mutual information expression in (14) as follows

\[
\max_{\mathcal{P}(\tau_1)\cap(s_1)} \sum_s \lambda_s I(X_\Omega; Y_\Omega| S_{[0:N+1]} = s, X_\Omega^c)
\]

\[
\overset{(a)}{=} \max_{\mathcal{P}(\tau_1)\cap(s_1)} \sum_s \lambda_s I(X_{s^+,\Omega}; Y_{s^-,\Omega}| S_{[0:N+1]} = s, X_\Omega^c)
\]

\[
\overset{(b)}{=} \sum_s \lambda_s \log \det \left( I + \hat{H}_{s,\Omega} K_{s,\Omega} \hat{H}_{s,\Omega}^H \right)
\]

\[
= \sum_s \lambda_s \log \det \left( I + \hat{H}_{s,\Omega}^H \hat{H}_{s,\Omega} K_{s,\Omega} \right),
\]

where: (i) we define $X_{s^+,\Omega}$ as $X_{s^+,\Omega} = \{ X_i(s_{i,t}) | i \in \Omega \cap s^+ \}$ and $Y_{s^-,\Omega}$ as $Y_{s^-,\Omega} = \{ Y_i | i \in \Omega \cap s^- \};$
(ii) the equality in (a) follows since, given the state $s$, all variables $X_i(j)$, with $j \neq s_{i,t}$, as well as all $Y_i$ with $s_{i,r} = \emptyset$ are deterministic; (iii) the equality in (b) follows due to the maximization of the mutual information by the Gaussian distribution; (iv) $\hat{H}_{s,\Omega}$ is a submatrix of $\hat{H}_s$ (defined in (15)) and is defined as $\hat{H}_{s,\Omega} = [\hat{H}_s]_{\Omega^c,\Omega}$ and $K_{s,\Omega}$ is the submatrix of the covariance matrix of the random vector $[\hat{X}_0(s_{0,t}) \hat{X}_1(s_{1,t}) \ldots \hat{X}_N(s_{N,t})]^T$, where the rows and columns are indexed by $\Omega$.

We now further upper bound the Right-Hand Side (RHS) of (16) using [10] Lemma 1, for any $\gamma \geq e - 1$ as follows

\[
\log \det \left( I + \hat{H}_{s,\Omega}^H \hat{H}_{s,\Omega} K_{s,\Omega} \right) \leq \log \det \left( I + \gamma^{-1} P \hat{H}_{s,\Omega}^H \hat{H}_{s,\Omega} \right) + |\Omega| \log \alpha(\Omega, s, \gamma)
\]

\[
\overset{(a)}{\leq} \log \det \left( I + P \hat{H}_{s,\Omega}^H \hat{H}_{s,\Omega} \right) + |\Omega| \log \alpha(\Omega, s, \gamma),
\]

where the inequality in (a) follows since $\gamma > 1$ and by applying Sylvester’s determinant identity and $\alpha(\Omega, s, \gamma)$ is defined based on [10] Lemma 1] as

\[
\alpha(\Omega, s, \gamma) = \begin{cases} e^{\gamma/e} & \text{if } \gamma \leq e^{\frac{\text{rank}(H_{s,\Omega})}{\text{trace}(K_{s,\Omega})}} = e^{\frac{\text{rank}(H_{s,\Omega})}{|s^+ \cap \Omega|}} \\
\left( \frac{\gamma}{\text{rank}(H_{s,\Omega})} \right)^{\frac{\text{rank}(H_{s,\Omega})}{|s^+ \cap \Omega|}} & \text{otherwise} \end{cases}
\]

(18)

If we select $\gamma = e$, then we have that

\[
\alpha(\Omega, s, e) = \left( e^{\frac{|s^+ \cap \Omega|}{\text{rank}(H_{s,\Omega})}} \right)^{\frac{\text{rank}(H_{s,\Omega})}{|s^+ \cap \Omega|}} \leq \max_{x \geq 0} (ex)^{\frac{x}{2}} = e.
\]

(19)

Now, if we substitute (16), (17) and (19) in (14), we get that

\[
C_{cs,\text{iid}} \leq \max_{\mathcal{P}(\tau_1)\cap(s_1)} \min_{\Omega \subseteq [1:N] \cup \{0\}} \left[ \sum_s \lambda_s \log \det \left( I + P \hat{H}_{s,\Omega}^H \hat{H}_{s,\Omega} \right) + |\Omega| \log e \right] + 2 \log(N+2) + N \log(\text{Card}(S_1))
\]

\[
\leq \max_{\mathcal{P}(\tau_1)\cap(s_1)} \min_{\Omega \subseteq [1:N] \cup \{0\}} \left[ \sum_s \lambda_s \log \det \left( I + P \hat{H}_{s,\Omega}^H \hat{H}_{s,\Omega} \right) + (N+1) \log e + 2 \log(N+2) + N \log(\text{Card}(S_1)) \right].
\]

(20)

The main observation in (20) is that an i.i.d Gaussian distribution on the inputs and a fixed schedule are within a constant additive gap from the information-theoretic cut-set upper bound on the capacity of the 1-2-1 network. With this, we can argue that $C_{cs,\text{iid}}$ is within a constant gap of the capacity. This is due to the fact that $C_{cs,\text{iid}}$ can be achieved using QMF as in [9] or Noisy Network Coding as in [11].
Due to the special structure of the Gaussian 1-2-1 network we can further simplify $C_{cs,iid}$ by making use of the structure of $\hat{H}_s,\Omega$ in (20). In particular, recall that, since every row (and column) in $\hat{H}_s,\Omega$ has at most one non-zero element, then there exists a permutation matrix $\Pi_{s,\Omega}$ such that $\Pi_{s,\Omega} \hat{H}_s$ is a diagonal matrix (not necessarily square).

Thus we have
\[
\log \det \left( I + P\hat{H}_s,\Omega \hat{H}_s,\Omega^T \right) \overset{(a)}{=} \log \det \left( I + P\Pi_{s,\Omega} \hat{H}_s,\Omega \hat{H}_s,\Omega \Pi_{s,\Omega}^T \right)
\overset{(b)}{=} \sum_{i=1}^{\min\{|\Omega|,|\Omega^c|\}} \log \left( 1 + P \left| \Pi_{s,\Omega} \hat{H}_s,\Omega \right|_{i,i}^2 \right),
\]
where: (i) the equality in $(a)$ follows since permutation matrices are orthogonal matrices and thus multiplying by them only permutes the singular values of a matrix; (ii) the equality in $(b)$ follows since the permuted channel matrix $\Pi_{s,\Omega} \hat{H}_s,\Omega$ can be represented as a parallel MIMO channel with $\min\{|\Omega|,|\Omega^c|\}$ active links. We can rewrite the expression in (21) as
\[
\log \det \left( I + P\hat{H}_s,\Omega \hat{H}_s,\Omega^T \right) = \sum_{(i,j); i \in s^+ \cap \Omega, j \in s^- \cap \Omega^c, j \in s_{i,t}, i \in s_{j,r}} \log \left( 1 + P |h_{j,i}|^2 \right).
\]

Thus, by letting $\ell_{j,i} = \log \left( 1 + P |h_{j,i}|^2 \right)$, we arrive at the following expression for $C_{cs,iid}$
\[
C_{cs,iid} = \max_{\lambda \geq 0, \|\lambda\|_1 = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_s \lambda_s \sum_{(i,j)} \ell_{j,i}
\overset{\text{(21)}}{=} \max_{\lambda \geq 0, \|\lambda\|_1 = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_s \lambda_s \sum_{(i,j); i \in s^+ \cap \Omega, j \in s^- \cap \Omega^c, j \in s_{i,t}, i \in s_{j,r}} I_{\{j \in s_{i,t}, i \in s_{j,r}\}} I_{\{i \in \Omega, j \in \Omega^c\}} \ell_{j,i}
\overset{\text{(22)}}{=} \max_{\lambda \geq 0, \|\lambda\|_1 = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_{(i,j); i \in \Omega, j \in \Omega^c} I_{\{i \in \Omega, j \in \Omega^c\}} \sum_s \lambda_s I_{\{j \in s_{i,t}, i \in s_{j,r}\}} \ell_{j,i}
\overset{\text{(23)}}{=} \max_{\lambda \geq 0, \|\lambda\|_1 = 1} \min_{\Omega \subseteq [1:N] \cup \{0\}} \sum_{(i,j); i \in \Omega, j \in \Omega^c} \ell_{j,i}^{(s)}
\] where $\ell_{j,i}^{(s)}$ is defined as
\[
\ell_{j,i}^{(s)} = \left( \sum_{j \in s_{i,t}, i \in s_{j,r}} \lambda_s \right) \ell_{j,i}.
\]

This concludes the proof that the capacity $C$ of the Gaussian 1-2-1 network described in (4) can be characterized to within a constant gap as expressed in (5).
In this section, we prove Lemma 4 for FD and Lemma 5(L1) by analyzing the Gaussian FD 1-2-1 network with a diamond topology. In this network the source communicates with the destination by hopping through one layer of \( N \) non-interfering relays. For this network the LP \( P1 \) in (8) can be further simplified by leveraging the two following implications of the sparse diamond topology:

1) In a Gaussian 1-2-1 diamond network, we have \( N \) disjoint paths from the source to the destination, each passing through a different relay. We enumerate these paths with the index \( i \in [1:N] \) depending on which relay is in the path. Moreover, each path \( i \in [1:N] \) has a FD capacity equal to \( C_i = \min \{ \ell_{i,0}, \ell_{N+1,i} \} \);

2) In the Gaussian FD 1-2-1 diamond network, each relay \( i \in [1:N] \) appears in only one path from the source to the destination. Thus, when considering constraints \( (P1b) \) and \( (P1c) \) in (8) for \( i \in [1:N] \) gives us that

\[
x_i \frac{C_i}{\ell_{i,0}} \leq 1 \quad \text{and} \quad x_i \frac{C_i}{\ell_{N+1,i}} \leq 1.
\]

(24)

3) Note that \( C_i = \min \{ \ell_{i,0}, \ell_{N+1,i} \} \). Therefore, one of the coefficients \( C_i/\ell_{i,0} \) or \( C_i/\ell_{N+1,i} \) in (24) is equal to 1. This implies that a feasible solution of \( P1_d \) has \( x_1 \leq 1 \) and \( x_2 \leq 1 \). Therefore, the constraints \( x_i \leq 1, \forall i \in [1:N], \) albeit redundant, can be added to the LP without reducing the feasibility region.

4) In the Gaussian FD 1-2-1 diamond network, the constraints due to the source and destination nodes, namely \( (P1b) \) for \( i = 0 \) and \( (P1c) \) for \( i = N+1 \) in (8) gives us that

\[
\sum_{i \in [1:N]} x_i \frac{C_i}{\ell_{i,0}} \leq 1, \quad \sum_{i \in [1:N]} x_i \frac{C_i}{\ell_{N+1,i}} \leq 1.
\]

(25)

Note that the constraints in (25) make the constraints (24) redundant.

By considering the two implications above, we can readily simplify \( P1 \) in (8) for Gaussian FD 1-2-1 networks with a diamond topology as follows

\[
P1_d: \quad C_{cs,iid} = \max \sum_{i \in [1:N]} x_i C_i
\]

\[
(P1a)_d \quad 0 \leq x_i \leq 1, \quad \forall i \in [1:N],
\]

\[
(P1b)_d \quad \sum_{i \in [1:N]} x_i \frac{C_i}{\ell_{i,0}} \leq 1,
\]

\[
(P1c)_d \quad \sum_{i \in [1:N]} x_i \frac{C_i}{\ell_{N+1,i}} \leq 1,
\]

(26)

which is the LP we have in Lemma 4.

To prove Lemma 5(L1), we observe that for a bounded LP, there always exists an optimal corner point. Furthermore, at any corner point in the LP \( P1_d \), we have at least \( N \) constraints satisfied with equality among \((1a)_d, (1b)_d \) and \((1c)_d \). Therefore, we have at least \( N - 2 \) constraints in \((1a)_d \) satisfied with equality that make linearly independent equations (since \((1b)_d \) and \((1c)_d \) combined represent only two constraints). Furthermore, recall that as mentioned earlier all constraints \( x_i \leq 1 \) are redundant. Thus, at least \( N - 2 \) relays are turned off (i.e., \( x_i = 0 \)), i.e., at most two relays are sufficient to characterize the approximate capacity of any \( N \)-relay Gaussian FD 1-2-1 network with a diamond topology.
APPENDIX C
GAUSSIAN HD DIAMOND 1-2-1 NETWORK: PROOF OF LEMMA 4 AND LEMMA 5(L2)

We prove Lemma 4 for HD diamond networks in the first subsection and later prove Lemma 5(L2) in the following subsection.

A. Proof of Lemma 4 for an HD diamond network

Throughout this section, we slightly abuse notation by defining $\ell_i = \ell_{i,0}$ and $r_i = \ell_{N+1,i}$. Based on this definition, we can write the approximate capacity expression (5b) as

$$C_{cs, iid} = \max_{\sum_{s} \lambda_s = 1} \min_{\lambda_s \geq 0} \Omega \subseteq [1 : N] \cup \{0\} \sum_{s} \lambda_s \left( \sum_{i < s_{0,t}} \ell_i + \sum_{i \in s_{0,t}} \ell_i \right)$$

$$= \max_{\sum_{s} \lambda_s = 1} \min_{\lambda_s \geq 0} \Omega \subseteq [1 : N] \cup \{0\} \sum_{i=1}^{N} \left( \sum_{s} \lambda_s \left( \sum_{i < s_{0,t}} \ell_i \right) + \sum_{i \in s_{0,t}} \ell_i \right)$$

$$= \max_{\sum_{s} \lambda_s = 1} \min_{\lambda_s \geq 0} \Omega \subseteq [1 : N] \cup \{0\} \sum_{i=1}^{N} \min \left\{ \left( \sum_{i < s_{0,t}} \ell_i + \sum_{i \in s_{0,t}} \ell_i \right) \right\} , \quad (27)$$

Our first directive is to show that the approximate capacity $C_{cs, iid}$ in (27) is equivalent to solving the LP P4

$$\text{P4 : maximize } \sum_{i=1}^{N} \lambda_i \ell_i$$

subject to

$$(P4a) \lambda_i \ell_i = \lambda_r r_i \quad \forall i \in [1 : N],$$

$$(P4b) \sum_{i=1}^{N} \lambda_i \leq 1, \quad \sum_{i=1}^{N} \lambda_r \leq 1,$$

$$(P4c) \lambda_i + \lambda_r \leq 1 \quad \forall i \in [1 : N],$$

where: (i) $f_i = \lambda_i \ell_i = \lambda_r r_i$ represents the data flow through the $i$-th relay; (ii) $\lambda_i$ (respectively, $\lambda_r$) represents the fraction of time in which the link from the source to relay $i$ (respectively, from relay $i$ to the destination) is active. Note that since the network is operating in HD, then in (27), we have that $|s_{i,t}| + |s_{i,r}| \leq 1$, $\forall i \in [1 : N]$ which is captured by the constraint (P4c) above.
To show the first direction (i.e., a feasible schedule in \((27)\) gives a feasible point in the LP \(P1\)), we define the following transformation

\[
\forall i \in [1 : N] : f_i = \min \left\{ \left( \sum_{i \in \mathcal{S}_0, \ell \in \mathcal{S}_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) r_i \right\}
\]

\[
\lambda_{\ell_i} = \frac{f_i}{\ell_i}, \quad \lambda_{r_i} = \frac{f_i}{r_i}
\]

(29)

Using this transformation, we have that

\[
\lambda_{\ell_i} \ell_i = f_i = \lambda_{r_i} r_i, \quad \forall i \in [1 : N] \quad \Rightarrow \quad (P4a)
\]

\[
\sum_{i=1}^{N} \lambda_{\ell_i} = \sum_{i=1}^{N} \frac{f_i}{\ell_i} = \sum_{i=1}^{N} \frac{1}{\ell_i} \min \left\{ \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) r_i \right\}
\]

\[
\leq \sum_{i=1}^{N} \frac{1}{\ell_i} \left( \sum_s \lambda_s \right) \min \{\ell_i, r_i\} \leq \frac{\min \{\ell_i, r_i\} \leq 1}{\ell_i} \quad \Rightarrow \quad (P4b)
\]

\[
\sum_{i=1}^{N} \lambda_{r_i} = \sum_{i=1}^{N} \frac{f_i}{r_i} = \sum_{i=1}^{N} \frac{1}{r_i} \min \left\{ \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) r_i \right\}
\]

\[
\leq \sum_{i=1}^{N} \frac{1}{r_i} \left( \sum_s \lambda_s \right) \min \{\ell_i, r_i\} \leq \frac{\min \{\ell_i, r_i\} \leq 1}{r_i} \quad \Rightarrow \quad (P4b)
\]

\[
\lambda_{\ell_i} + \lambda_{r_i} = \left[ \frac{1}{\ell_i} + \frac{1}{r_i} \right] \min \left\{ \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) r_i \right\}
\]

\[
= \min \left\{ \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right), \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) \right\} + \min \left\{ \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) \ell_i \right\}
\]

\[
\leq \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right) + \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) \leq \sum_s \lambda_s = 1 \quad \Rightarrow \quad (P4c).
\]

Thus, a feasible schedule in \((27)\) gives a feasible point in the LP \(P4\) in \((28)\). Furthermore, by substituting \((29)\) in \((27)\), we get that the rate achieved by the schedule is

\[
\sum_{i=1}^{N} \min \left\{ \left( \sum_{i \in \mathcal{S}_0, j \in \mathcal{S}_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{(N+1) \in \mathcal{S}_{i,t}, i \in \mathcal{S}_{N+1,r}} \lambda_s \right) r_i \right\} = \sum_{i=1}^{N} f_i = \sum_{i=1}^{N} \lambda_{\ell_i} \ell_i
\]
which is equal to the objective function value of P4 in (28).

To prove the opposite direction (i.e., P4 → (27)), we show that we can map an optimal solution in P4 to a feasible point (schedule) in (27) with a rate equal to the optimal value of P4. First, note that the LP P4 has $2N$ variables. As a result, a corner point in P4 should have at least $N$ constraints from (P4b), (P4c) and (P4d) satisfied with equality (we already have $N$ other equality constraints due to (P4a)). We now prove an interesting property about optimal corner points in P4 which facilitates our proof.

**Property 1.** For any optimal corner point $\{\lambda^*_{\ell_i}, \lambda^*_{r_i}\}$ in P4, there exists an $i' \in [1 : N]$ such that $\lambda^*_{\ell_{i'}} + \lambda^*_{r_{i'}} = 1$.

**Proof.** To prove this property, we are going to consider three cases depending on which constraints are satisfied with equality at an optimal corner point.

1) **Both conditions in (P4b) are not satisfied with equality:** In this case, a corner point has at least $N$ constraints among (P4c) and (P4d) satisfied with equality. It is not difficult to see that, in order for the corner point to be optimal, at least for one $i'$ we have $\lambda^*_{\ell_{i'}} + \lambda^*_{r_{i'}} = 1$, otherwise we have a non-optimal zero value for the objective function.

2) **Only one condition in (P4b) is not satisfied with equality:** In this case, a corner point has at least $N - 1$ constraints among (P4c) and (P4d) satisfied with equality. Thus, there exists at most one $i$ such that $0 < \lambda_{\ell_{i}} + \lambda_{r_{i}} < 1$. Additionally, by adding the conditions in (P4b), we get that

$$1 < \sum_{i=1}^{N} (\lambda_{\ell_{i}} + \lambda_{r_{i}}) < 2. \quad (30)$$

Thus, there exists one $i'$ such that $\lambda_{\ell_{i'}} + \lambda_{r_{i'}} = 1$, otherwise, we cannot satisfy the lower bound in (30).

3) **Both conditions in (P4b) are satisfied with equality:** In this case, a corner point has at least $N - 2$ constraints among (P4c) and (P4d) satisfied with equality. Thus, there exist at most two $i$ such that $0 < \lambda_{\ell_{i}} + \lambda_{r_{i}} < 1$. Furthermore, adding the constraints in (P4b) implies that

$$ \sum_{i=1}^{N} (\lambda_{\ell_{i}} + \lambda_{r_{i}}) = 2. \quad (31)$$

The two aforementioned observations imply that all $N - 2$ equalities cannot be from (P4d), otherwise we have that $\sum_{i=1}^{N} (\lambda_{\ell_{i}} + \lambda_{r_{i}}) < 2$, which contradicts (31). Thus, there exists a constraint in (P4c) that is satisfied with equality, i.e., $\lambda^*_{\ell_{i'}} + \lambda^*_{r_{i'}} = 1$ for some $i' \in [1 : N]$. □

We now use Property 1 to show that, for any optimal point in P4, we can find a feasible schedule in (27) that gives a rate equal to the objective function in P4. For an optimal point $(\lambda^*_{\ell_1}, \lambda^*_{r_1}, \ldots, \lambda^*_{\ell_N}, \lambda^*_{r_N})$, let $i'$ be the index such that $\lambda^*_{\ell_{i'}} + \lambda^*_{r_{i'}} = 1$ (such an index exists thanks to Property 1). Thus, we have the following condition for
where: (i) the equality in (33) follows from the definitions in (33) and (ii) the equality in (34) follows from Property 1.

The activation time of all other states, except those described above, is set to zero.

From (32), we know that all values defined in (33) are positive. We can verify that the generated schedule is feasible, i.e., the sum of all λ has to add up to one as follows

\[
\sum_{i} \lambda_s = \lambda_{s,0} + \sum_{i \in [1:N] \setminus \{i'\}} \lambda_{s,i} + \sum_{i \in [1:N] \setminus \{i'\}} \lambda_{s,i,0} = (a) \lambda_{s,i'} + \lambda_{s,i'} = (b) 1,
\]

where: (i) the equality in (a) follows from the definitions in (33) and (ii) the equality in (b) follows from Property 1.

In order to conclude the mapping from P4 to (27), we need to verify that the rate achieved with the constructed schedule in (33) is equal to the optimal value of the LP P4. From (27), we get that

\[
\sum_{i=1}^{N} \min \left\{ \left( \sum_{s : i \in s_0, t \in s_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{s : i \in \{N+1\} \in s_{i,t}, t \in s_{N+1,r}} \lambda_s \right) r_i \right\}
\]

\[
= \sum_{i \in [1:N] \setminus \{i'\}} \min \left\{ \left( \sum_{s : i \in s_0, t \in s_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{s : i \in \{N+1\} \in s_{i,t}, t \in s_{N+1,r}} \lambda_s \right) r_i \right\} + \min \left\{ \left( \sum_{s : i \in s_0, t \in s_{i,r}} \lambda_s \right) \ell_i, \left( \sum_{s : i \in \{N+1\} \in s_{i,t}, t \in s_{N+1,r}} \lambda_s \right) r_i \right\}
\]

\[
= \sum_{i \in [1:N] \setminus \{i'\}} \min \left\{ \lambda_{s,i'} \ell_i, \lambda_{s,i'} r_i \right\} + \min \left\{ \sum_{j \in [0:N] \setminus \{i'\}} \lambda_{s,j} \ell_j, \sum_{k \in [0:N] \setminus \{i'\}} \lambda_{s,k} r_k \right\}
\]

\[
= \sum_{i \in [1:N] \setminus \{i'\}} \min \left\{ \lambda_{s,i'} \ell_i, \lambda_{s,i'} r_i \right\} + \min \left\{ \lambda_{s,i'} \ell_i, \lambda_{s,i'} r_i \right\} = \sum_{i \in [1:N]} \min \left\{ \lambda_{s,i} \ell_i, \lambda_{s,i} r_i \right\}. \tag{34}
\]
Now note that, since the optimal corner point in P4 is feasible in P4, then $\lambda^*_{\ell_i} \ell_i = \lambda^*_{r_i} r_i, \forall i \in [1 : N]$. Thus the expression in (34) can be rewritten as $\sum_{i=1}^{N} \lambda^*_{\ell_i} \ell_i$, which is the optimal objective function value in P4. Thus, we can now conclude that (27) is equivalent to P4.

We are now going to relate the LP P4 discussed above to the LP in Lemma 4. Recall that for a two hop Half-Duplex path with link capacities $\ell_i$ and $r_i$, the capacity is given by $C_i = \frac{\ell_i r_i}{\ell_i + r_i}$.

Thus, we can write the LP $P_1^d$ as

$$P_1^d: \text{maximize } \sum_{i=1}^{N} x_i \frac{\ell_i r_i}{\ell_i + r_i}$$

subject to

- $P_1a^d$: $0 \leq x_i \leq 1, \forall i \in [1 : N]$,
- $P_1b^d$: $\sum_{i=1}^{N} x_i \frac{\ell_i}{\ell_i + r_i} \leq 1$,
- $P_1c^d$: $\sum_{i=1}^{N} x_i \frac{r_i}{\ell_i + r_i} \leq 1$.

(35)

We are now going to show that P1 is equivalent to the LP P4 and, as a consequence, it is to the formulation of $C_{cs, iid}$ in (27). To do this, we are going to show how a feasible point in P4 can be transformed into a feasible point in $P_1^d$ and vice versa.

1) $P_4 \rightarrow P_1^d$. Define $x_i$ to be

$$x_i = \lambda_{\ell_i} \frac{\ell_i}{\ell_i + r_i} r_i, \forall i \in [1 : N].$$

(36)

Using this transformation, we get that the constraints in P4 imply the following

- $P_4b)$ : $1 \geq \sum_{i=1}^{N} \lambda_{\ell_i} = \sum_{i=1}^{N} x_i \frac{r_i}{\ell_i + r_i} \implies P_1c^d$

- $P_4b)$ : $1 \geq \sum_{i=1}^{N} \lambda_{r_i} (P_4a) = \sum_{i=1}^{N} x_i \frac{\ell_i}{\ell_i + r_i} \implies P_1b^d$

- $P_4c)$ : $\forall i \in [1 : N], 1 \geq \lambda_{\ell_i} + \lambda_{r_i} = \lambda_{\ell_i} \left(1 + \frac{\ell_i}{r_i}\right) = x_i \frac{r_i}{\ell_i + r_i} \left(1 + \frac{\ell_i}{r_i}\right) = x_i \implies P_1a^d$

- $P_4d)$ : $\forall i \in [1 : N], 0 \leq \lambda_{\ell_i} \frac{\ell_i + r_i}{r_i} = x_i \implies P_1a^d$

(43)

(P4 objective function) : $\sum_{i=1}^{N} \lambda_{\ell_i} \ell_i = \sum_{i=1}^{N} x_i \frac{r_i}{\ell_i + r_i} \ell_i = (P_1^d \text{ objective function})$.

Thus for any feasible point in P4, we get a feasible point in $P_1^d$ using the transformation in (36) that has the same objective function with the same value as the original point in P4.

2) $P_1^d \rightarrow P_4$. Define $\lambda_{\ell_i}$ and $\lambda_{r_i}$ to be

$$\lambda_{\ell_i} = x_i \frac{r_i}{\ell_i + r_i}, \lambda_{r_i} = x_i \frac{\ell_i}{\ell_i + r_i}, \forall i \in [1 : N].$$

(38)
Note that the transformation above directly implies condition (P4a) in P4. Now, we are going to show that the constraints in P1^d when applied to (37) imply the rest of the constraints in P4 as follows

\[(P1a)^d : \quad 1 \geq x_i = x_i \left( \frac{r_i}{\ell_i + r_i} + \frac{\ell_i}{\ell_i + r_i} \right) = \lambda_{\ell_i} + \lambda_{r_i} \quad \implies \quad (P4c)\]

\[(P1a)^d : \quad 0 \leq x_i \frac{r_i}{\ell_i + r_i} = \lambda_{\ell_i} \quad \implies \quad (P4d)\]

\[(P1b)^d : \quad 1 \geq \sum_{i=1}^{N} x_i \frac{\ell_i}{\ell_i + r_i} = \sum_{i=1}^{N} \lambda_{r_i} \quad \implies \quad (P4b)\]

\[(P1c)^d : \quad 1 \geq \sum_{i=1}^{N} x_i \frac{r_i}{\ell_i + r_i} = \sum_{i=1}^{N} \lambda_{\ell_i} \quad \implies \quad (P4b)\]

(P1^d objective function) : \quad \sum_{i=1}^{N} x_i \frac{r_i}{\ell_i + r_i} = \sum_{i=1}^{N} \lambda_{\ell_i} \lambda_{r_i} = (P4 objective function).

Thus the two problems P1^d and P4 are equivalent. This concludes the proof of Lemma 4 for the HD case.

B. Proof of Lemma 5(L2) for an HD diamond network

We first prove the following property of the optimal corner points in the LP P1^d in (35).

**Property 2.** If we have a 1-2-1 Gaussian HD diamond network, then for any optimal corner point solution of P1^d, at least one of the constraints in (P1b)^d and (P1c)^d is satisfied with equality.

**Proof.** We are going to prove Property 2 by contradiction. Note that, since the LP P1^d has N variables, then any corner point in P1^d has at least N constraints satisfied with equality. Now, assume that we have an optimal point \((x_1^*, x_2^*, \ldots, x_N^*)\) such that neither (P1b)^d nor (P1c)^d is satisfied with equality. This implies that the constraints satisfied with equality are only of the type (P1a)^d. Thus, from the constraints in (P1a)^d, we have that \(x_i^* \in \{0, 1\}, \forall i \in [1 : N]\). Additionally, (P1b)^d and (P1c)^d being strict inequalities implies that \(\sum_{i=1}^{N} x_i^* < 2\). Thus, there exists at most one \(i'\), such that \(x_{i'}^* = 1\), while \(x_j^* = 0, \forall j \in [1 : N]\{i'\}\).

Now, if we pick some \(k \neq i'\) and set \(x_k^* = \varepsilon > 0\) such that both (P1b)^d and (P1c)^d are still satisfied, then we increase the objective function by \(\varepsilon \frac{r_k}{\ell_k + r_k}\), which contradicts the fact that \((x_1^*, x_2^*, \ldots, x_N^*)\) is an optimal solution. \(\square\)

Now using Property 2, we are going to prove Lemma 5(L2) by considering the following two cases: (i) There exists an optimal corner point for which only one of the constraints in (P1b)^d and (P1c)^d is satisfied with equality, and (ii) all optimal corner points have both (P1b)^d and (P1c)^d satisfied with equality.

1) **An optimal corner point exists with only one among (P1b)^d and (P1c)^d satisfied with equality.** We denote this optimal corner point as \((x_1^*, x_2^*, \ldots, x_N^*)\). Since only one among (P1b)^d and (P1c)^d is satisfied with equality, then at least \(N - 1\) constraints of the type (P1a)^d are satisfied with equality. Also note that, since only one among (P1b)^d and (P1c)^d is satisfied with equality, then this implies that \(\sum_{i=1}^{N} x_i < 2\). This implies that, although we have at least \(N - 1\) constraints in (P1a)^d satisfied with equality, we have at most one \(i'\) such that \(x_{i'}^* = 1\). As a result, at least \(N - 2\) of the constraints satisfied with equality from (P1a)^d are...
of the form $x_i = 0$. This proves that at least $N - 2$ relays are not utilized at this optimal corner point, which proves Lemma 5(L2) in this case.

2) All optimal corner points have (P1$b$)$^d$ and (P1$c$)$^d$ satisfied with equality. Pick an optimal corner point and denote it as $(x_1^*, x_2^*, \ldots, x_N^*)$. Define $F_x^* = \{ i | 0 < x_i^* < 1 \}$ and $I_x^* = \{ i | x_i^* = 1 \}$, i.e., the sets of indices of the variables with non-integer and unitary values, respectively. The fact that both (P1$b$)$^d$ and (P1$c$)$^d$ are satisfied with equality implies that $\sum_{i=1}^{N} x_i^* = 2$, which implies that $|I_x^*| \leq 2$. Additionally, since we are considering a corner point, then we have that at least $N - 2$ constraints of the type (P1$a$)$^d$ are satisfied with equality. This implies that $|F_x^*| \leq 2$. Note that, if $|F_x^*| + |I_x^*| \leq 3$ for all optimal corner points, then we have proved Lemma 5(L2) for this case. Thus, we now show that the events $\{ |F_x^*| = 2 \}$ and $\{ |I_x^*| = 2 \}$ are mutually exclusive (i.e., disprove the possibility that $|F_x^*| + |I_x^*| = 4$). This follows by observing the following relation

$$2 = \sum_{i=1}^{N} x_i^* = \sum_{i \in [1:N] \setminus I_x^*} x_i^* + \sum_{i \in I_x^*} x_i^* = \sum_{i \in [1:N] \setminus I_x^*} x_i^* + |I_x^*|. $$

Thus

$$|I_x^*| = 2 \implies \sum_{i \in [1:N] \setminus I_x^*} x_i^* = 0 \implies |F_x^*| = 0,$$

which proves that the two events are mutually exclusive. This concludes the proof of Lemma 5(L2).

**APPENDIX D**

**PROOF OF LEMMA 5(L3)**

The proof of Lemma 5(L3) for the FD case follows directly from 5(L1) by taking only the two paths (relays) needed to achieve the $C_{cs, iid}$. Without loss generality, we assume that relays 1 and 2 are the relays in question. Then we have using the optimal fractions $x_1^*$ and $x_2^*$ that

$$C_{cs, iid} = x_1^* C_1 + x_2^* C_2 \leq C_1 + C_2,$$

which proves that either $C_1$ or $C_2$ are greater than or equal half $C_{cs, iid}$.

To prove Lemma 5(L3) for the HD case, note that for a HD network $C_i$ in P1$^d$ is given by

$$C_i = \frac{\ell_{i,0}}{\ell_{i,0} + \ell_{N+1,i}}.$$

Thus, by adding the constraints (P1$b$)$^d$ and (P1$c$)$^d$, we have the following implication for any feasible point in P1$^d$

$$2 \geq \sum_{i \in [1:N]} x_i \frac{C_i}{\ell_{i,0}} + \sum_{i \in [1:N]} x_i \frac{C_i}{\ell_{N+1,i}}$$

$$= \sum_{i \in [1:N]} x_i \frac{\ell_{N+1,i}}{\ell_{i,0} + \ell_{N+1,i}} + \sum_{i \in [1:N]} x_i \frac{\ell_{i,0}}{\ell_{i,0} + \ell_{N+1,i}} = \sum_{i \in [1:N]} x_i. \quad (38)$$
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Now, assume without loss of generality that the path through relay 1 has the largest HD approximate capacity. Then, for any optimal point \( x_i^* \) that solves \( P1^d \) in the HD case, we have
\[
C_{cs,iid} = \sum_{i \in [1:N]} x_i^* C_i \leq \left( \sum_{i \in [1:N]} x_i^* \right) C_{1} \leq 2C_1.
\]
This proves that the approximate capacity of the best path in the network is at least half the of \( C_{cs,iid} \).

**APPENDIX E**

**EQUIVALENCE BETWEEN P3 AND P1**

In this section, we prove the equivalence between the LPs \( P1 \) and \( P3 \) (which, as proved in Section IV is equivalent to \( P2 \)), hence concluding the proof of Theorem 2. In particular, our proof consists of two steps.

We first show that the LP in \( P3 \) is equivalent to the LP \( P5 \) below

\[
P5 : \quad C_{cs,iid} = \max \sum_{p \in P} F_p
\]

\[
(P5a) \quad F_p \geq 0 \quad \forall p \in P,
\]

\[
(P5b) \quad F_p = \lambda_{p,nx(i),i}^p \ell_{p,nx(i)},i \quad \forall i \in p \setminus \{ N + 1 \}, \forall p \in P,
\]

\[
(P5c) \quad F_p = \lambda_{p,pr(i)}^p \ell_{i,pr(i)} \quad \forall i \in p \setminus \{ 0 \}, \forall p \in P,
\]

\[
(P5d) \quad \sum_{p \in P} \lambda_{p,nx(i),i}^p \leq 1 \quad \forall i \in [0 : N],
\]

\[
(P5e) \quad \sum_{p \in P} \lambda_{p,pr(i)}^p \leq 1 \quad \forall i \in [1 : N + 1],
\]

and then show that \( P5 \) is equivalent to \( P1 \).

**P3 → P5.** For \((i, j) \in p\) such that \( j = p.nx(i) \), define the variable \( \lambda_{i,j,i}^p \) to be

\[
\lambda_{i,j,i}^p = \frac{F_p}{\ell_{j,i}}.
\]

Note that, the definition above automatically satisfies the constraints \( P5a \), \( P5b \) and \( P5c \) in \( P5 \). Then, by always using the definition in \( 40 \), we can equivalently rewrite the constraint \( P3b \) as

\[
(P3b) : \quad \sum_{p \in P, (i, j) \in p, j = p.nx(i)} \lambda_{i,j,i}^p \leq \lambda_{j,i}, \quad \forall (j, i) \in [1 : N + 1] \times [0 : N].
\]

Now, if we fix \( \hat{i} \in [0 : N] \) and add the left-hand side and right-hand side of \( P3b \) for \((j, i) \in [1 : N + 1] \times \{ \hat{i} \} \), then we get

\[
\forall \hat{i} \in [0 : N], \quad \sum_{j \in [1 : N + 1]} \sum_{p \in P, (i, j) \in p, j = p.nx(i)} \lambda_{j,i}^p \leq \sum_{j \in [1 : N + 1]} \lambda_{j,i}
\]

\[
\implies \sum_{p \in P} \lambda_{p,nx(i),i}^p \leq \sum_{j \in [1 : N + 1]} \lambda_{j,i} \overset{(P5c)}{=} \leq 1 \implies (P5d).
\]

Similarly, by adding the constraints in \( P3b \) for a fixed \( \hat{j} \in [1 : N + 1] \), one can show that, under the transformation in \( 40 \), the constraint in \( P5e \) is satisfied. Thus, for any feasible point in \( P3 \), we can get a feasible point in \( P5 \) using the transformation in \( 40 \). Regarding the objective function, note that we did not perform any transformation.
on the variables \( F_p \) from P3 to P5. It therefore follows that the objective function value achieved in P3 is the same as the one achieved in P5.

**P5 \( \rightarrow \) P3.** Given a feasible point in P5, we define the following variables for each link in the network

\[
\lambda_{e_{j,i}} = \sum_{p \in \mathcal{P}, (i,j) \in p, j = p.nx(i)} \lambda^p_{e_{j,i}}.
\]

Based on this transformation, we automatically have that (P3c) is satisfied. Moreover, we have that

\[
\begin{align*}
(P5a) & : \forall p \in \mathcal{P}, \quad 0 \leq F_p & \implies (P3a) \\
(P5d) & : \forall i, \quad 1 \geq \sum_{p \in \mathcal{P}_i} \lambda^p_{x_{i,p.pr(i)}} = \sum_{p \in \mathcal{P}_i} \lambda_{x_{i,p}} = \sum_{j \in [1:N+1]\setminus\{i\}} \lambda_{e_{j,i}} & \implies (P3c) \\
(P5e) & : \forall i, \quad 1 \geq \sum_{p \in \mathcal{P}_i} \lambda^p_{x_{i,p.pr(i)}} = \sum_{p \in \mathcal{P}_i} \lambda_{x_{i,p}} = \sum_{j \in [0:N]\setminus\{i\}} \lambda_{e_{j,i}} & \implies (P3d)
\end{align*}
\]

Furthermore, note that the objective function in P5 and P3 is the same. Thus, a feasible point in P5 can be mapped to a feasible point in P3 with the same objective function value. In conclusion, the problems P2, P3 and P5 are equivalent. We now show that P5 is equivalent to P1 in Theorem 3.

**P5 \( \rightarrow \) P1.** Define \( x_p \) to be

\[
x_p = \frac{F_p}{C_p}, \quad \forall p \in \mathcal{P}.
\]

Using this transformation, we get that the constraints in P4 imply the following

\[
\begin{align*}
(P5a) & : \forall p \in \mathcal{P}, \quad 0 \leq F_p = x_p C_p & \implies (P1a) \\
(P5d) & : \forall i \in [0:N], \quad 1 \geq \sum_{p \in \mathcal{P}_i} \lambda^p_{x_{i,p.pr(i)}} = \sum_{p \in \mathcal{P}_i} \frac{F_p}{C_p} = \sum_{p \in \mathcal{P}_i} \frac{x_p C_p}{C_p} \sum_{p \in \mathcal{P}_i} x_p f^p_{i,p.pr(i)} & \implies (P1b) \\
(P5e) & : \forall i \in [1:N+1], \quad 1 \geq \sum_{p \in \mathcal{P}_i} \lambda^p_{x_{i,p.pr(i)}} = \sum_{p \in \mathcal{P}_i} \frac{F_p}{C_p} = \sum_{p \in \mathcal{P}_i} \frac{x_p C_p}{C_p} \sum_{p \in \mathcal{P}_i} x_p f^p_{i,p.pr(i)} & \implies (P1c)
\end{align*}
\]

Moreover, we have that

\[
\text{(P5 objective function)} : \sum_{p \in \mathcal{P}} F_p = \sum_{p \in \mathcal{P}} x_p C_p = \text{(P1 objective function)}.
\]

Thus, for any feasible point in P5, we get a feasible point in P1 using the transformation in (41) that has the objective function with the same value as the original point in P5.

**P1 \( \rightarrow \) P5.** Define \( F_p, \lambda^p_{x_{i,p.pr(i)}} \) and \( \lambda^p_{x_{i,p.pr(i)}} \) as

\[
F_p = x_p C_p, \quad \lambda^p_{x_{i,p.pr(i)}} = \frac{x_p C_p}{f^p_{i,p.pr(i)}} \forall i \in p\setminus\{N+1\}, \quad \lambda^p_{x_{i,p.pr(i)}} = \frac{x_p C_p}{f^p_{i,p.pr(i)}} \forall i \in p\setminus\{0\}
\]
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that hold $\forall p \in \mathcal{P}$. Note that the transformation above directly implies conditions (P5b) and (P5c) in P5. Now, we are going to show that the constraints in P1 when applied to (42) imply the rest of the constraints in P5 as follows

(P1a) $\forall p \in \mathcal{P}$, $0 \leq x_p = \frac{F_p}{C_p}$ $\implies$ (P5a)

(P1b) $\forall i \in [0 : N]$ $1 \geq \sum_{p \in \mathcal{P}} x_{p,F_{p,nx(i),i}} \sum_{p \in \mathcal{P}} \frac{x_p C_p}{F_{p,nx(i),i}} = \sum_{p \in \mathcal{P}} \frac{F_p}{C_p} = (P5b)$

(P1c) $\forall i \in [1 : N+1]$ $1 \geq \sum_{p \in \mathcal{P}} x_{p,F_{p,pr(i)}} \sum_{p \in \mathcal{P}} \frac{x_p C_p}{\ell_{p,pr(i)}} = \sum_{p \in \mathcal{P}} \frac{F_p}{C_p} = (P5c)$

Moreover, we have that

(P1 objective function) $: \sum_{p \in \mathcal{P}} x_p C_p = \sum_{p \in \mathcal{P}} F_p = (P5$ objective function$)$.

Thus, for any feasible point in P1, we get a feasible point in P5 using the transformation in (42) that has the objective function with the same value as the original point in P1. Thus, the two problems P1 and P5 are equivalent. In conclusion, the problems P1, P2, P3 and P5 are equivalent. This concludes the proof of Theorem 2.

APPENDIX F

A POLYNOMIAL ALGORITHM TO COMPUTE THE OPTIMAL SCHEDULE FOR GAUSSIAN FD 1-2-1 NETWORKS

In this appendix, we show that for the approximate capacity expression in (5b), we can compute the optimal schedule $\lambda^*$ as well as the value of $C_{cs,iid}$ in polynomial time.

To start of, we note - as in Section [IV] - that for a fixed $\lambda_s$, the inner minimization in (5b) is the standard min-cut problem over a graph with link capacities given by

$$\ell^{(s)}_{j,i} = \left( \sum_{j \in s, i \in s_j, r} \lambda_s \right) \ell_{j,i}. \tag{43}$$

Thus, we can replace the inner minimization in (5b) with the max-flow problem over the graph with link capacities defined in (43) to give the linear program Pflow1, i.e.,

\[
P_{\text{flow}1} : C_{cs,iid} = \max \sum_{j=1}^{N+1} F_{j,0}
\]

(Pf1a) $0 \leq F_{j,i} \leq \left( \sum_{j \in s, i \in s_j, r} \lambda_s \right) \ell_{j,i}$ $(i,j) \in [0 : N] \times [1 : N+1],$

(Pf1b) $\sum_{j \in [1:N+1] \setminus \{i\}} F_{j,i} = \sum_{k \in [0:N] \setminus \{i\}} F_{i,k}$ $i \in [1 : N],$

(Pf1c) $\sum_s \lambda_s \leq 1,$

(P1d) $\lambda_s \geq 0 \quad \forall s,$

where $F_{j,i}$ is the flow through the link going from node $i$ to node $j$ and $\lambda_s$ is a state of the 1-2-1 network. A solution to the LP Pflow1 gives us the value $C_{cs,iid}$ as well as the optimal schedule to achieve the approximate capacity. Unfortunately, Pflow1 has an exponential number of variables $\lambda_s$ and therefore, cannot be solved efficiently in its current form.
Our main goal is to show that \( \text{Pflow}_1 \) can be equivalently written as the LP \( \text{Pflow}_2 \) below.

\[
\text{Pflow}_2 : \text{C}_{cs,iid} = \max \sum_{j=1}^{N+1} F_{j,0}
\]

\[
0 \leq F_{j,i} \leq \lambda_{\ell_{j,i}} \ell_{j,i}, \quad (i,j) \in [0:N] \times [1:N+1],
\]

\[
\sum_{j \in [1:N+1] \setminus \{ i \}} F_{j,i} = \sum_{k \in [0:N] \setminus \{ i \}} F_{i,k}, \quad i \in [1:N],
\]

\[
\sum_{j \in [1:N+1] \setminus \{ i \}} \lambda_{\ell_{j,i}} \leq 1, \quad \forall i \in [0:N],
\]

\[
\sum_{i \in [0:N] \setminus \{ j \}} \lambda_{\ell_{j,i}} \leq 1, \quad \forall j \in [1:N+1],
\]

\[
\lambda_{\ell_{j,i}} \geq 0, \quad \forall (i,j) \in [0:N] \times [1:N+1],
\]

where \( \lambda_{\ell_{j,i}} \) presents the fraction of time during which the links \( i \rightarrow j \) is active.

Assuming this is true, then we have the following appealing outcomes:

(a) Since \( \text{Pflow}_2 \) has a polynomial number of variables and constraints in \( N \), then we can compute the value of \( \text{C}_{cs,iid} \) in polynomial time in \( N \).

(b) If the mapping from an optimal point in \( \text{Pflow}_2 \) to an optimal point in \( \text{Pflow}_1 \) can be done in polynomial time, then we have an algorithm to find the optimal schedule of the Gaussian FD 1-2-1 network in polynomial time. This can be done by first solving \( \text{Pflow}_2 \) in polynomial time and then mapping its optimal solution in polynomial time to an optimal schedule in \( \text{Pflow}_1 \).

In what follows, we show that the \( \text{Pflow}_1 \) and \( \text{Pflow}_2 \) are indeed equivalent and the mapping an optimal point in \( \text{Pflow}_2 \) to \( \text{Pflow}_1 \) can be done by a construction that is polynomial in \( N \). Note that in \( \text{Pflow}_1 \) and \( \text{Pflow}_2 \), the variables \( F_{j,i} \) are the same, therefore we only need to find the mapping between \( \{ \lambda_s \} \) and \( \{ \lambda_{\ell_{j,i}} \} \).

**\( \text{Pflow}_1 \rightarrow \text{Pflow}_2 \).** Given a feasible point in \( \text{Pflow}_1 \) we define

\[
\lambda_{\ell_{j,i}} = \sum_{j \in s_{i,t}, \ i \in s_{j,r}} \lambda_s
\]

Using this definition, we have that

\[
(Pf1a) : \forall (i,j) \quad F_{j,i} \leq \left( \sum_{j \in s_{i,t}, \ i \in s_{j,r}} \lambda_s \right) \ell_{j,i} = \lambda_{\ell_{j,i}} \ell_{j,i} \quad \implies \quad (Pf2a)
\]

\[
(Pf1c) : \forall i \in [0:N] \sum_{j=1}^{N+1} \sum_{j \in s_{i,t}, \ i \in s_{j,r}} \lambda_s \leq \sum_s \lambda_s \leq 1 \quad \implies \quad (Pf2c)
\]

\[
(Pf1c) : \forall j \in [1:N+1] \sum_{i=0}^{N} \sum_{j \in s_{i,t}, \ i \in s_{j,r}} \lambda_s \leq \sum_s \lambda_s \leq 1 \quad \implies \quad (Pf2d).
\]

In addition, since the variables \( F_{j,i} \) are not changed in the mapping then the new mapped point in \( \text{Pflow}_2 \) has the same objective value as the original point in \( \text{Pflow}_1 \).
Given a feasible point in Pflow\textsubscript{2} we would like to construct a set of \( \lambda_s \) that represent states in the FD 1-2-1 network, which collectively activate each link \((i, j)\) for at least the fraction dictated by \( \lambda_{i,j} \).

To map Pflow\textsubscript{2} to Pflow\textsubscript{1}, we use the same visualization introduced in Section \([\text{V}]\). In particular, we divide each node \( i \in [0 : N + 1] \) in the network into two vertices \((i_T \text{ and } i_R)\) representing the transmitting and receiving functions of the node; note that \( 0_R = (N + 1)_T = \emptyset \) since the source (node 0) is always transmitting and the destination (node \( N + 1 \)) is always receiving. This gives us the bipartite graph \( G_B = (\mathcal{T}, \mathcal{R}, \mathcal{E}) \), where the vertices \( \mathcal{T} \) (respectively, \( \mathcal{R} \)) are the transmitting modules of our nodes (respectively, \( \mathcal{R} \) collects our receiving modules), and we have an edge \((i_T, j_R) \in \mathcal{E}\) for each link in the network. It is easy to see that a valid state in Pflow\textsubscript{1} represents a matching in the bipartite graph \( G_B \). A perfect matching in a bipartite graph is represented by a permutation matrix \( P \) where the rows of the matrix represent the set of vertices \( \mathcal{R} \) and the columns are indexed by the vertices in \( \mathcal{T} \). Furthermore, we can write the feasible point in Pflow\textsubscript{2} as a weighted adjacency matrix of the graph \( G_B \). In particular, \( \lambda_{i,j} \) represents the weight of the edge connecting vertex \( i_T \) to vertex \( j_R \).

At this point, we can explicitly express our desired mapping in terms of the bipartite graph \( G_B \): Given a weighted adjacency matrix \( L \) (which is filled using a feasible point of Pflow\textsubscript{2} as \( [L]_{ji} = \lambda_{i,j} \)), can we efficiently find a set of permutation matrices \( \{P_i\} \) that satisfy

\[
L \leq \sum_{i=1}^{K} \varphi_i P_i, \quad \sum_{i} \varphi_i = 1, \varphi \geq 0.
\]

In particular, we are interested in a polynomial time approach to find these \( P_i \) matrices. To answer this question, we need to observe some interesting property of \( L \).

\[
\forall (i, j) \in [0 : N + 1]^2, [L]_{ji} \geq 0,
\]

\[
\forall i \in [0 : N + 1], \sum_{j=0}^{N+1} [L]_{ji} \leq 1,
\]

\[
\forall j \in [0 : N + 1], \sum_{i=0}^{N+1} [L]_{ji} \leq 1.
\]

Such a matrix \( L \) is called a doubly-sub-stochastic matrix. The result in \([12]\) provides an algorithm that finds a set of permutation matrices satisfying \(44\) for any doubly sub-stochastic matrix in \( \mathbb{R}^{N \times N} \). The algorithm runs in \( O(N^{4.5}) \) time and outputs \( N^2 - 2N + 2 \) permutation matrices. This proves the existence of a mapping from Pflow\textsubscript{2} to Pflow\textsubscript{1} that can be done in polynomial time.
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