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ABSTRACT

In music, short-term features such as pitch and tempo constitute long-term semantic features such as melody and narrative. A music genre classification (MGC) system should be able to analyze these features. In this research, we propose a novel framework that can extract and aggregate both short- and long-term features hierarchically. Our framework is based on ECAPA-TDNN, where all the layers that extract short-term features are affected by the layers that extract long-term features because of the back-propagation training. To prevent the distortion of short-term features, we devised the convolution channel separation technique that separates short-term features from long-term feature extraction paths. To extract more diverse features from our framework, we incorporated the frequency sub-bands aggregation method, which divides the input spectrogram along frequency bandwidths and processes each segment. We evaluated our framework using the Melon Playlist dataset which is a large-scale dataset containing 600 times more data than GTZAN which is a widely used dataset in MGC studies. As the result, our framework achieved 70.4% accuracy, which was improved by 16.9% compared to a conventional framework.
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1. INTRODUCTION

The significant amount of music in the digital music stores means that categorization is emerging as a crucial problem. Music genres, such as classical, jazz, pop, and rock, are conventional categories that cluster various music pieces. Many recent music genre classification (MGC) studies have confirmed that deep neural network (DNN)-based systems can achieve outstanding performance [1–4].

Many previous studies have explored DNN structures suitable for the MGC tasks [5]. Musical information is composed of short- and long-term information. Short-term information, such as pitch and tempo, are combined over time to form long-term information such as melody and narrative. [6]. Therefore, the system that performs MGC should be able to extract short- and long-term information from music and understand their hierarchical relationship. From this perspective, Liu et al. proposed the bottom-up broadcast neural network (BBNN) framework that arranges convolution layers with different kernel sizes in parallel and aggregates output feature maps (similar to the inception [7] block) [6]. The BBNN showed superior performance at MGC, and from its results, we conjecture that the method that extracts short-term and long-term information in parallel would be practical for MGC.

This paper describes our goal to devise an effective framework for the MGC task. To this end, we use ECAPA-TDNN [8] as the baseline. ECAPA-TDNN, designed for speaker verification, has achieved state-of-the-art performance by extracting and incorporating features in various time scales. Our reasons for employing ECAPA-TDNN are as follows: i) it consists of SE-Res2Block [9] with various dilations that extract short- and long-term features ii) it concatenates and condenses the outputs of all SE-Res2Blocks hierarchically. In addition, we propose a convolution channel separation (CCS) technique to transform ECAPA-TDNN to be suitable for MGC tasks. During the training phase, the DNN optimizes the weights through the backpropagation. Since the back-propagation goes from the upper to the lower layer, the upper layers can affect the lower layers. In ECAPA-TDNN, the output of the lower SE-Res2Block is fed to the upper SE-Res2Block. However, low locality features (short-term features) are crucial to the MGC task [10]. Therefore, we assumed that retaining information from several lower layers would be advantageous for performing the MGC task. The proposed CCS divides the convolution channels into “continuous” and “stop” processing channels. Only the continuous-processing channels are fed to the next SE-Res2Block, and stop-processing channels are directly passed to the pooling layer. Thus, stop-processing channels keep information from lower layers without being affected by higher layers.

To improve our framework further, we also incorporated the frequency sub-bands aggregation (FSA) method. The FSA slices a spectrogram into sub-bands along the frequency axis and processes each sub-band. Studies in various fields (spoofing detection, speech enhancement, and acoustic scene classification) demonstrated that the FSA technique could improve the performance [11–13]. Since music is composed of several instruments in different frequency bands, we expect to extract more diverse spectral information by applying the FSA technique. Therefore, we modified and applied the FSA method to enhance the accuracy of our framework.

Many MGC studies tested their systems with a small data sets because it can be difficult to obtain data due to music copyrights. For this study, we evaluated our proposed framework using a new large-scale dataset called the Melon Playlist dataset [14]. The GTZAN [15] data set is widely used in MGC studies, and this data set contains 100 samples in total for evaluation. Meanwhile, the Melon Playlist dataset contains approximately 600 times more samples than the GTZAN dataset.

Through this study, we made the following contributions.

• We grafted ECAPA-TDNN into MGC studies.
• We designed the CCS method to prevent high-level features from interfering with low-level features in ECAPA-TDNN.
• We applied FSA to extract more diverse information from different frequency bands.

2. ECAPA-TDNN

In this section, we present the structure of ECAPA-TDNN and its architectural advantages in MGC task. Figure 1 shows the overall architecture of ECAPA-TDNN, and Table 1 describes the components of each block.
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ECAPA-TDNN converts the input spectrogram into a one-dimensional feature map through a convolution layer (Fst-Conv). And then, the converted feature map is fed to three SE-Res2Blocks with three different dilations. Finally, features extracted from these blocks are refined and aggregated through a convolution (Last-Conv) and an attentive statistics pooling (Pooling) layer.

Musical information consists of short-term (such as pitch and tempo) and long-term (such as melody and narrative) information hierarchically [10]. Therefore, a framework that can hierarchically extract and aggregate musical information might be advantageous for MGC [6]. From this perspective, we conjecture that the ECAPA-TDNN [8] has the potential to handle musical information because of two components: i) SE-Res2Blocks with various dilations ii) Last-Conv and Pooling layers that used for feature aggregation. As shown in Figure 1, ECAPA-TDNN contains the SE-Res2Blocks B1, B2, and B3 with 2, 3, and 4 dilation spacing, respectively. In addition, each SE-Res2Block receives the sum of the outputs of all previous blocks that may allow each layer to exploit features from previous blocks. Dilated convolution with different dilation spacings are beneficial for the network to capture time scale contexts [16]. Due to this characteristics, SE-Res2Blocks can be advantageous in extracting multiple time scale information and exploiting various term information extracted from the previous layers. In other words, this structure allows the ECAPA-TDNN to extract short- and long-term information. Meanwhile, the ECAPA-TDNN has a process that concatenates and aggregates the output of multiple layers. As depicted in Figure 1, the outputs of B1, B2, and B3 are concatenated and input to the Last-Conv. Then, the Last-Conv refines the feature map for Pooling to aggregate appropriate information required for genre classification. Through this process, ECAPA-TDNN hierarchically analyzes short- and long-term features.

3. PROPOSED METHOD

The purpose of this research is to develop a suitable framework for the MGC. We propose and apply the convolution channel separation and frequency sub-bands aggregation methods for MGC task, beyond simply using the ECAPA-TDNN as a foundation. In the following subsections, we describe the motivation for using these techniques and each technique’s process in detail.

3.1. Convolution channel separation

In general, DNN optimizes their weights through back-propagation. The back-propagation process proceeds from the upper layer to the lower layer. As shown in Figure 1 the output of B1 is input to B2 and B3, and the output of B2 is input to B3. That means B1 and B2 is a lower layer than B2 and B3, respectively, and they are affected by higher layers. According to Choi et al. [10], features extracted from low-level layers are required to perform the MGC task. Considering the findings, we conjecture preserving some low-level information would be advantageous for identifying music genres. Therefore, we designed and applied the CCS method to ECAPA-TDNN.

Figure 2 illustrates the structure of k-th SE-Res2Block with the proposed CCS method, and Equations (1)-(3) explain the process of CCS. The input spectrogram is converted to a feature map X through the Fst-Conv layer. Equation (1) denotes the input of the k-th SE-Res2Block.

\[
I_k = \left\{ \begin{array}{ll}
X + \sum_{i=1}^{k-1} F_{i}^{cont}, & k > 1 \\
X, & k = 1
\end{array} \right.
\] (1)

The k-th SE-Res2Block receives \(I_k\) and outputs \(F_k (k \in \{1, 2, 3\})\), which is the set of the feature vector \(f\). Then, as depicted in Figure 2, \(F_k\) is divided into two subsets \(F_k^{stop}\) and \(F_k^{cont}\), which contain \(s\) and \(c\) elements, respectively. We define \(F_k^{stop}\) and \(F_k^{cont}\) in tabular form as in Equations (2) and (3).

\[
F_k^{stop} = \{f_1, ..., f_s\}
\] (2)

\[
F_k^{cont} = \{f_{s+1}, ..., f_{s+c}\}
\] (3)

After splitting the channel, we directly deliver the features of stop-processing channels \(F_k^{stop}\) to the Pooling layer. On the other hand, the features of continuous-processing channels \(F_k^{cont}\) are fed to the next SE-Res2Block and Last-Conv. As an exception, the last features of continuous-processing channels are fed only to Last-Conv. In the feature aggregation process, all continuous-processing channels \((F_1^{cont}, F_2^{cont}, F_3^{cont})\) are concatenated and refined through Last-Conv. Then, the Pooling layer condense all stop-processing channels \((F_1^{stop}, F_2^{stop}, F_3^{stop})\).
Fig. 2: Structure of $k$-th SE-Res2Block with the proposed convolution channel separation method applied to the ECAPA-TDNN. ($F_{\text{stop}}$, the set of stop-processing channels, $F_{\text{cont}}$, the set of continuous-processing channels, $f_i$: channel element of set $F_{\text{stop}}$ or $F_{\text{cont}}$, which is a vector of the feature map, $I$: input.)

$F_3^{\text{stop}}$ and the output of Last-Conv.

In the CCS technique, the output feature map ($F$) is divided into two parts ($F_{\text{cont}}$ and $F_{\text{stop}}$) and an additional processing is applied to one of the parts ($F_{\text{cont}}$). Therefore, this method encourages the framework to decide which information to pass on to the upper layer and which information to keep.

3.2. Frequency sub-bands aggregation

The FSA approach divides a spectrogram into sub-bands and processes each sub-band. This method’s effectiveness has been demonstrated in various tasks such as spoofing detection, speech enhancement, and acoustic scene classification [1–4]. We consider that FSA method would also be suitable for MGC tasks because music consists of several instruments with different frequency bands. Therefore, we applied this technique to our framework, as depicted in Figure 3.

The operation process of the applied FSA is as follows. First, we divided the input spectrogram into four overlapping segments as shown at the bottom of Figure 3. When slicing the spectrogram, we set the window size ($w$) to 18 and the hop size ($h$) to 10. We also duplicated the feature extraction module (consisting of Fst-Conv and three SE-Res2Blocks) to four pieces. The segments were fed to the four different Fst-Conv individually, and they are processed into short- and long-term features. The output feature maps are input to B1, B2, and B3, connected to each Fst-Conv, and they are processed into short- and long-term features. The output feature maps are input to B1, B2, and B3, connected to each Fst-Conv. After that, the continuous-processing channels extracted from the four different modules are concatenated and fed to the Last-Conv and the stop-processing channels are transmitted directly to the Pooling layer. Both the Last-Conv and Pooling layers aggregate features extracted from different frequency bands. Applying the FSA technique, we reduced the channels of Fst-Conv, B1, B2, and B3 to adjust the number of parameters to the same level as the original ECAPA-TDNN.

4. EXPERIMENT

4.1. Dataset

We used two datasets in our research. The first is the GTZAN dataset. The GTZAN dataset was published in 2002 and has been widely used in MGC research; it consists of 1,000 songs evenly distributed into ten different genres. Each sample is 30 s in length and the sample rate is 22,050 Hz at 16 bit. We partitioned the training and test sets following the k-fold process. The second is the Melon Playlist dataset [14]. The Melon Playlist dataset was released in 2021 to promote the study of music playlist prediction. It was not designed for the MGC task, but we used as such. The dataset consists of 649,091 songs and each song’s metadata (album, artist, genre, etc.). Genres are divided into 30 general labels (e.g., jazz, pop, and classical) and 224 detailed labels (e.g., 1980s and 1990s); however, we only used the general genre label for the study. Each genre includes a different number of songs. Each of the 30 genres is marked as “GN_00” (for example, “GN0900” denotes pop and “GN1700” denotes jazz). Note that we fixed “GN9000” as “GN3000” because “GN9000” was incorrectly marked as “GN9000”. In addition, some samples have either none or multi genre labels. Therefore, in the process of removing this ambiguous data, we excluded approximately 50,000 samples and two genre labels, “GN1500” and “GN2500”, which were “K-pop idol group” and “OST”, respectively. All samples were of 20~50s length, and were pre-processed to the Mel-spectrogram with the following settings: 16 kHz sampling rate, window and hop size of 512 and 256 samples, Hann window function, and 48 filter bands. We divided the training and test sets following the k-fold manner, as for GTZAN. The codes can be found on our Github.

4.2. Experiment setting

We used 202 frames of 48-dimensional Mel-spectrogram as an input. All models were trained with an Adam optimizer and learning rate $10^{-3}$.

The learning rate was reduced to $10^{-4}$ for 80 epochs by a cosine annealing [21]. We used categorical cross-entropy loss and set the batch sizes to 256 and 64 in Melon and GTZAN, respectively.

---

1https://github.com/Jungwoo4021/ECAPAwithCCSandFSA
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Table 2: Comparison of the classification accuracy (%) between the proposed frameworks and the recently proposed models on the GTZAN dataset. The CCS refers the convolution channel separation method with stop-processing channel size of s and continuous-channel size of c. The FSA and TTA denote the frequency sub-bands aggregation approach and test time augmentation method [17], respectively.

| Models          | Accuracy (%) |
|-----------------|--------------|
| #1 AuDeep [Freitag et al. [18]] | 85.4         |
| #2 NNet2 [Zhang et al. [19]]    | 87.4         |
| #3 CVAF [Nanni et al. [20]]     | 90.9         |
| #4 BBNN [Liu et al. [6]]        | 93.9         |
| #5 ResNet18      | 85.7         |
| #6 ResNet34      | 86.3         |
| #7 SE-ResNet34   | 85.3         |
| #6 ECAPA-TDNN    | 87.9         |
| #9 ECAPA-TDNN + CCS (s=512, c=512) | 87.9       |
| #10 ECAPA-TDNN + CCS (s=256, c=768) | 88.2       |
| #11 ECAPA-TDNN + CCS (s=256, c=1024) | 88.6       |
| #12 ECAPA-TDNN + CCS (s=512, c=1024) | 88.6       |
| #13 ECAPA-TDNN + CCS (s=256, c=768), FSA | 89.5       |
| #14 ECAPA-TDNN + CCS (s=256, c=1024), FSA | 89.7       |
| #15 ECAPA-TDNN + CCS (s=512, c=1024), FSA | 90.2       |
| #16 ECAPA-TDNN + CCS (s=512, c=1024), FSA (TTA) | 91.1       |

The primary metric of MGC research is accuracy. To this end, all experiments were performed with 10-fold cross-validation following previous studies’ evaluation protocols [6, 10]. Experiments were implemented based on the PyTorch framework [22].

4.3. Results

We explored various frameworks in MGC tasks with the GTZAN and Melon Playlist datasets.

GTZAN dataset. Table 2 shows the accuracy for the GTZAN dataset. Experiments #1-4 show previous studies’ results and #5-16 show the performance of our frameworks. To compare the performance of various frameworks on the GTZAN dataset, we evaluated four frameworks (#5-8). In experiments on #5-7, simply adopting a conventional framework for the MGC task was not effective. The vanilla ECAPA-TDNN shown in #8 revealed an accuracy of 87.9%, which outperforms conventional frameworks, such as ResNet18, ResNet34, and SE-ResNet34. Experiments #9-12 demonstrate the results of ECAPA-TDNN grafted with the proposed CCS. As exhibited in experiments with the four settings by changing the size of stop-processing channel s and continuous-channel c, all except #9 showed improved performance compared to vanilla ECAPA-TDNN. In #13-16 grafted with FSA, the performance was further enhanced, achieving 89.5–91.1%. These results suggest that our model has competitive performance.

Melon Playlist dataset. In general, more training data provides improved generalization performance, and more evaluation data provide more reliable performance. The GTZAN dataset has been widely used in MGC research, but due to its small scale, the evaluation data may not be sufficient for comparing the framework’s generalization performance. Therefore, we measured the frameworks’ performance on the Melon Playlist dataset, which is 600 times larger.

Table 3 delivers the accuracy of the frameworks in the Melon Playlist evaluation protocol. We implemented and explored several frameworks (#17-22) for the Melon Playlist dataset. Predictably, traditional frameworks were not effective on this dataset either (#17-20). It is noteworthy that the BBNN models (#5) shows 60.2% accuracy. This result contrasts with the superior performance of 93.9% in the GTZAN dataset, indicating that severe performance degradation occurs in the BBNN. We analyze that the BBNN suffers such a performance degradation because the number of parameters is insufficient for the learning capacity of a large dataset (the total number of parameters is about 180,000). Meanwhile, in #22, the ECAPA-TDNN achieved the best performance among the frameworks. Through these results, we confirm that ECAPA-TDNN is an effective framework for MGC task regardless of dataset.

Subsequently, we conducted experiments to verify the effectiveness of the proposed CCS and FSA methods. When applying the CCS technique, as in #23-25, these frameworks displayed improved performances compared to vanilla ECAPA-TDNN, as with the previous tendency. Through this, we confirm that the CCS technique is effective for MGC. Experiments #26 and #27 show the experimental results when FSA is grafted with CCS. Similarly, both experiments exhibit better performance than that with only CCS; finally, the highest accuracy of 70.4% was achieved using our proposed framework.

We analyzed these results as follows. The proposed framework has a valid learning capacity on large datasets and is suitable for MGC. CCS and FSA technologies designed in consideration of music’s characteristics can contribute to improving the MGC performance.

5. CONCLUSION

We propose a novel framework for the MGC task. We conjectured that the structural characteristics of ECAPA-TDNN would be advantageous for performing MGC; on this basis, we devised a novel framework by applying CCS and FSA techniques. The proposed CCS divides a feature map into two parts, and one part is processed more to extract long-term information, while the other is fed directly to the upper layer to preserve short-term information. As we conjectured, ECAPA-TDNN showed the best accuracy compared to other frameworks using the large Melon Playlist dataset. Furthermore, the proposed framework achieved the highest accuracy for the same dataset. The original ECAPA-TDNN showed 68.8% accuracy, while the proposed model showed 70.4%. This result demonstrates that the proposed techniques can extract music information more effectively for classifying music genres. In addition, we also evaluated several conventional frameworks in the Melon Playlist dataset. As the future works, we plan to analyze the factors for the performance improvement experimentally and achieve higher accuracy by exploring more suitable frameworks.

Table 3: Classification accuracy (%) on the Melon Playlist dataset is compared across various frameworks.

| Models          | Accuracy (%) |
|-----------------|--------------|
| #17 VGGNet      | 43.3         |
| #18 ResNet18    | 63.6         |
| #19 ResNet34    | 63.6         |
| #20 SE-ResNet34 | 64.1         |
| #21 BBNN*       | 60.2         |
| #22 ECAPA-TDNN  | 68.8         |
| #23 ECAPA-TDNN + CCS (s=256, c=1024) | 69.2       |
| #24 ECAPA-TDNN + CCS (s=256, c=768) | 69.6       |
| #25 ECAPA-TDNN + CCS (s=512, c=512) | 69.5       |
| #26 ECAPA-TDNN + CCS (s=256, c=1024), FSA | 70.3       |
| #27 ECAPA-TDNN + CCS (s=512, c=768), FSA | 70.4       |
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