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Abstract—Data can be visually represented using visual channels like position, length or luminance. An existing ranking of these visual channels is based on how accurately participants could report the ratio between two depicted values. There is an assumption that this ranking should hold for different tasks and for different numbers of marks. However, there is surprisingly little existing work that tests this assumption, especially given that visually computing ratios is relatively unimportant in real-world visualizations, compared to seeing, remembering, and comparing trends and motifs, across displays that almost universally depict more than two values. To simulate the information extracted from a glance at a visualization, we instead asked participants to immediately reproduce a set of values from memory after they were shown the visualization. These values could be shown in a bar graph (position (bar)), line graph (position (line)), heat map (luminance), bubble chart (area), misaligned bar graph (length), or ‘wind map’ (angle). With a Bayesian multilevel modeling approach, we show how the rank positions of visual channels shift across different numbers of marks (2, 4 or 8) and for bias, precision, and error measures. The ranking did not hold, even for reproductions of only 2 marks, and the new probabilistic ranking was highly inconsistent for reproductions of different numbers of marks. Other factors besides channel choice had an order of magnitude more influence on performance. These results point to the need for a body of empirical studies that move beyond two-value ratio judgments as a baseline for reliably ranking the quality of a visual channel, including testing new tasks (detection of trends or motifs), timescales (immediate computation, or later comparison), and the number of values (from a handful, to thousands).
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1 INTRODUCTION

Visual metrics can be efficiently transmitted to the human visual system across a set of channels, including position, length, or intensity [6] (see [56] for review). When creating a visualization, designers face a choice of which channel to depict metric values, with a major constraint being a ranking of putative perceptual precision of that channel. This ranking is organized by either expert judgment [50] or operationalized by a particular task. The most referenced operationalization is the precision of making ratio judgments between two values [17,30,33,77]. For example, in Fig. 2a, the viewer might use the position channel to estimate that the value for A is 85% of the value for B, close to the correct answer of 80%. The typical (log) error for this judgment is shown in Fig. 1a. It is typically the lowest error of any channel. Making the same judgment in Fig. 2b between A and B (now separated vertically) is a bit tougher, as reflected by the larger error value for ratio judgments of length in Fig. 1a. Finally, Fig. 2c shows the same data plotted as luminances. While we do not know of empirical measurements of ratio judgment error for this channel, expert judgment [17] (as well as ours) suggests that the error would be quite high [50].

Fig. 1. One core guideline for data visualization design is that some visual channels offer better perceptual precision than others, drawing those precision estimates from two-value ratio judgment tasks [17]. (a) This figure depicts typical data (from [32], 50 participants) showing these judgments are more precise for position (e.g., bar graphs) than for area (e.g., bubble charts). We tested whether that ranking generalizes to the new task of reproducing 2 to 8 previously seen values, and analyzed reproduction bias, precision, and error using a Bayesian modeling approach. (b) This figure shows our modeled results (49 participants). The ranking did not hold, and other factors besides channel choice—like the number of values in the series—had an order of magnitude more influence on performance.

Fig. 2. Examples of visualization designs that use three different visual channels. (a) This bar chart relies on the position channel for comparison, (b) this bar chart relies on the length channel for vertical comparisons between A and B, and (c) this heatmap relies on the luminance channel. A two-value ratio judgment is precise in (a), and progressively less precise from (b) to (c).
1.1 Beyond a ranking based on two-value ratio precision

The channel ranking derived from error measurements of two-value ratio judgments likely deserves its role as a key factor that determines the choice of a channel for depicting metric values. But there is an implicit assumption that it should extrapolate broadly across the types of lower-level visual tasks that viewers execute in real-world visualizations and visual analytics. This is a bold assumption, because visualizations require that we extract, remember, and compare sets of statistics, trends and motifs, across visualizations that almost universally depict more than two values, leading to increasing unease about the dominance of this method of ranking channels [7]. A taxonomy of such operations presents ten low-level perceptual tasks used in analyzing a set of datasets [2]. Interestingly, computing ratios does not appear as a task. ‘Retrieving a value’ is present, and it is plausible that this task is the foundation of a two-value ratio judgment for charts [17]. A more recent survey includes ‘computing derived value’ but also reveals concerns about task-dependent effectiveness [66]. In Fig. 2a, if the viewer knew that the maximum value of the y-axis were 10, computing a ratio between any bar and that number would allow the viewer to extract the value of a single bar from an unlabeled (or sparsely-labeled) axis.

In Fig. 2, for each of the three visualizations, where are the three highest, or lowest, values for A or B? Where are the largest (or average) differences for each value pairing across the series? There are dozens of such critical comparisons that all involve more than two points (see [7, 27, 57] for review), and there is insufficient empirical work that evaluates whether the ranking of channels extracted from two-value ratio tasks also applies to them (see Sec. 2).

1.2 The present study: reproduction as a proxy for various comparison tasks

How might one compare performance for each channel across such a long list of potential comparison tasks? We start with the assumption that many of these comparison tasks require that one set of values be held in visual memory, and that memory is compared to a subsequently perceived set. For example, in any panel of Fig. 2, computing a two-value ratio might not feel like it requires a heavy memory component. But comparing the global shape of series A versus series B feels far more capacity-limited [78] and memory-intensive [21]. Indeed, evidence from the visual memory and attention literatures suggest that for such more complex comparisons, one must first inspect A, hold the set in memory, and then compare that memory to set B [38, 84, 85]. At the very least, comparisons that are not ‘within the eyespan’ [79], requiring an eye movement or turn of a page, certainly require, and will be limited by, visual memory.

Visual memory is highly capacity-limited [73]. As we attempt to remember more information, precision plummeted, bias quickly increases, and storage capacity hits ceiling limits (see Sec. 2.3). Therefore, we would expect the number of data values involved in comparison tasks to predict whether the viewer is successful. Because memory serves as a critical gateway for performance in comparison tasks, the present study measures how a viewer’s memory precision, bias, and overall error is affected by the channel used to encode a dataset, and how those measures are affected by the number of data values that the viewer is asked to process and remember.

The present study measures memory using a reproduction task, under the assumption that this measurement will generalize to a variety of comparison tasks. If we had instead used a more specific comparison task, which would we pick? Comparisons of data distributions? A search for the longest set of relatively low values? Ask for the differences in the global shape across the two series? If so, what type of difference, and how would it be reported? And how different should the two data series be, and in what ways? The present reproduction task allows a first look at how channel and number of marks affects reproduction performance, without the need to consider these more specific operationalizations of the various types of visual comparisons. We hope that after this initial exploration, the field can begin to ask more targeted empirical questions for particular comparison tasks.

We asked participants to immediately reproduce a set of values seen moments earlier across six channels and three numbers of marks [2, 4, 8]. Our results from a Bayesian multilevel model show that the previous ranking [18] does not hold, even for reproducing only 2 marks. The new probabilistic ranking also varies with the number of marks. Other factors besides channel choice have an order of magnitude more influence on performance, such as the number of marks in the series, or the value of each mark. Across every visual channel, performance drops precipitously when more than just a few marks have to be stored, consistent with the known limits on visual memory.

1.3 Contributions

This work challenges the assumption that the ranking derived from the precision of judging a ratio between two visual marks will extrapolate to new tasks, especially those that involve more than two marks. Our primary contributions are as follows.

- **Experimental study results** on the effects of six typical encoding channels, and the number of marks [2, 4, 8], on a task of reproducing a set of visualized data, leading to a reassessment of the value of rankings based on two-value ratio tasks.
- **A contextually, probabilistic ranking** of the six visual channels on three statistical measures: bias, precision, and error.
- **A publicly-accessible dataset** of 28,602 responses measuring that reproduction performance, as well as a Bayesian multilevel model to describe the dataset. The dataset, analysis script, and model files are available at https://doi.org/10.17605/OSF.IO/3E2QT.

2 RELATED WORK

Here we surveyed work in visual perception, information visualization, and visual working memory to gather considerations for factors that may impact visual reproduction performance.

2.1 Context and bias effects on visual judgements

While Cleveland and McGill [18] tested the precision of ratio judgments with only two relevant values for the judgment itself, they also showed decreased precision for displays where those values were crowded by adding other values in the display [17, 33]. More recent work [77, 88] identified similar impairments. In other reproduction tasks, like the one used in the present study, surrounding values in a display created memory biases, such that recollections of a single relevant value were repulsed from the 0-, .5, and 1.0 proportion of a second larger reference bar [52]. Memory bias has been shown even for values presented alone, such that tall bars with a high height:width ratio were underestimated, and wide bars with a low height:width ratio were overestimated [14].

2.2 Evaluations beyond two-value ratio precision

After one study showed that correlation judgments follow a systematically measurable profile of perceptual precision for scatterplots using the position channel [69], a later study ranked the relative precision of correlation judgments across other visualizations, finding that position-based scatterplots offered the highest precision, but position-based line charts offered the lowest precision [31]. Angle, a channel with low precision on a two-value ratio task, showed the second-highest precision [31]. Though in this case, the correlation judgment may not have been perceptually extracted by angle per se, but emergent shapes created by the angles for high negative correlations.

With judgments of aggregate properties of mean, average, or spread, the typical ranking can reverse, such that typically low-ranked values like luminance (in this case, a ramp combining luminance and color saturation) can actually lead to the best performance in those tasks [1] (see [76] for review). Judgments of minimum, maximum, or range were still best for visualizations that used position channels. Another study asked participants to complete four tasks—read value, compare values, find maximum, and compare averages—across visualizations that relied on position, size, or color (similar to the luminance ramp used here). They found similar results, where extracting one value, or comparing two single values, was fast and accurate for position, but for aggregate properties like comparing averages, the color condition showed equal performance [44]. Another study, similar in spirit, tested
Fig. 3. Visual channels and the reproduction task. (a) Examples of visual channels for 4 visual marks. (b) Each trial followed a “show-remove-reproduce” procedure to indicate their responses. (c) In reproduction, participants clicked on the screen or dragged the mouse to redraw the previously-seen marks. In all conditions, the visual channel changed as a linear function of the vertical position of the mouse cursor, such that even angle and area were changed by dragging the mouse up-and-down. For area channel, participants adjusted based on area not radius. More details are available in Appendix A.

2.3 Visual memory

Working memory is the ability to hold information actively in mind, and to manipulate that information to perform a wide variety of cognitive tasks [3]. For visual memory in particular, when asked to remember visual information across eye movements (e.g., for comparisons) or across interruptions [35], studies typically claim a capacity limit of only “3–4 items” (e.g., [19]). Even for fewer than 3–4 items, when participants recall the sizes, colors, or angles, of previously seen objects, they are notably less accurate in recalling 2 items than 1 item (e.g., [5, 87]).

Remembering more complex conjunctions of visual channels (e.g., both the color and orientation of a mark) is extremely difficult when more than 1-2 objects must be remembered [29, 58]. The performance cost of increasing memory load from just 1 item held in mind at once to 2 items is larger than the cost of increasing the load from 4 to 8 items (e.g., [73]). Thus, the profile of memory performance for tasks that involve only 1 or 2 items at a time may not predict the profile for more complex visual displays [11]. There are also strong contextual dependency effects where values are stored in compressed ways, as relative to other values [10]. In a visualization, increasing the number of memorized values will lead to performance changes that are hard to predict. Since nearly all data visualizations include more than 1 or 2 marks, it is critical to study these cases directly rather than assume the lessons drawn from studies of 1 or 2 marks will generalize to these larger value sets.

In the present study, participants were asked to reproduce data displays that fall within (2 marks), at (4 marks), or beyond (8 marks) working memory capacity (8 marks) to gather data from qualitatively different memory loads. Participants in this task rely on reproduction of values, as opposed to semantic recall of the main message of a visualization [47] or whether they have encountered an entire image before [8]. This task is an analogy to typical visual working memory tasks, acting as a proxy for how one retains values of marks across eye movements and delays (as when reading the text associated with the visualization).

3 Methods

This section presents and justifies our design decisions, along with the description of the stimuli generation process, the experimental design and procedure, and the data collected.

3.1 Visual channels

As introduced above, we chose six visual channels (denoted by VisualChannel) to cover a wide range of the original ranks by Cleveland and McGill [18]: position (bar) (bar chart), position (line) (line chart), luminance (heatmap), area (bubble chart), length (misaligned bar chart), and angle (wind map). We show an example of each of the six visual channels in Fig. 3a.

3.2 The number of marks

We tested three different numbers of marks (denoted by NumMark): 2, 4, and 8 (Fig. 4a). The 2-mark condition requires that the viewer extract the value of two data visualization marks, replicating the earlier studies based on two-value ratio judgments (e.g., [17, 30, 33, 77]). The

Fig. 4. Different numbers of visual marks. We used the same pre-generated datasets across different NumMark and VisualChannel and removed the side values when showing 2 or 4 marks.
difference in our task is the nature of that extraction, in that participants must redraw it rather than reporting a ratio value. The 4-mark condition aligns with the boundary of typical working memory capacity, and the 8-mark condition exceeds even the most optimistic estimates for human visual working memory. These three conditions have categorically different loads for working memory, allowing us to infer how the working memory limits affect reproduction.

3.3 Experimental design

We split the visual channels into two experiments based on whether was to ensure that all the circles were visible all the time.

The stimuli were then replaced with a blank screen for .25 seconds. The experimenter first collected informed consent from the participants and then shared an instruction presentation displaying the format, tested participants' mental models and to keep the experiment duration approximately 30 minutes to avoid severe fatigue effects. The first experiment tested position (bar), position (line), and luminance. The second experiment tested length, area, and angle. Each experiment tested all three numbers of marks {2, 4, 8}. Each participant did the task with 3 visual channels and all 3 numbers of marks, but with different channels for different experiments.

Each pair of VisualChannel × NumMark was a block with a series of trials. The first experiment used 13 trials per block. The second experiment used 15 trials per block; this is because, in the pilot study, we found that the second experiment was more difficult: the mapping between the vertical mouse click and the visual change was challenging, and responses were noisier. Thus, we included the additional two trials to offset this additional noise. Within each of the two experiments, the order of visual channels was counterbalanced.

3.4 Generating stimuli

All the values were in the numeric range of [0.01, 1.0] and encoded to the visual channels as follows (see Appendix A for more details). The dimensions of marks were decided to maximize the varying range but to avoid overlapping. The background was set to rgb(.75, .75, .75) (light grey) to control visual contrast effects. As a result, position (bar) has the height of each bar ranging from 3.9 pixels to 390 pixels. Position (line) has the height of each line end ranging from 3.9 pixels to 390 pixels. Luminance has the color of each square ranging from rgb(.5, .5, .5) (grey) to rgb(1.0, 1.0, 1.0) (white) such that its middle point was the same as the background color. Area has the area of each circle ranging from π(5 × 1.19 pixels)² to π(5 + 37.5 pixels)²; the 5 pixels offset was to ensure that all the circles were visible all the time. Length has the height of each bar ranging from 3.75 pixels to 375 pixels. Lastly, angle has each segment rotated counter-clockwise in the range of 1.8° to 180°. For area, length, and angle, the vertical position of the marks were randomly generated in the range of the y-axis, spanning .0 of its height (i.e., the bottom of the axis range) to .9 of its height.

All datasets were pre-generated, and the same datasets were repeated within the same experiment for different VisualChannel × NumMark blocks. Each dataset consisted of 8 numeric values, and each value was randomly and uniformly sampled from the standardized values of {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. When the NumMark was 8, participants saw all 8 values in a trial. When the number of marks was 2 (or 4), participants saw the middle two (or four) values; the remaining values were not displayed (Fig. 4b). Each participant viewed different datasets within a VisualChannel × NumMark block, and repeated the same datasets across different blocks. The order of the datasets and the values within a dataset were otherwise randomized.

3.5 Procedure

The experimenter first collected informed consent from the participants and then shared an instruction presentation displaying the format, structure and response modality for all trial conditions. The experimenter was present for training and answered clarifying questions the participant had about how to make their response.

Trial As discussed above, in each trial, participants performed a reproduction task. They first saw the stimuli visualization for .75 seconds. The stimuli were then replaced with a blank screen for .25 seconds. Immediately after this, participants were asked to reproduce each visual element (e.g., a bar) as they clicked and/or dragged the mouse to change the pre-marked visual elements on the screen (Fig. 3c). The stimuli visualization was randomly placed in one of the four quadrants (Fig. 3b) and redrawn in the diagonal quadrant. For example, if participants saw the stimuli in the upper left, they redraw the stimuli in the bottom right.

The short duration exposure, along with unlabeled axes, prevent participants from recoding stimuli into other forms [51] and suppress top-down effects like prior knowledge. The duration is adequate for testing visual working memory memory [51] and provides ample time for the vision system to encode information (e.g., comparing correlation in scatterplots [67], estimating two-value ratio in bar charts [52], etc.). The inclusion of a blank screen as a mask and a different redrawing location together eliminated visual aftereffects.

Participants Thirty and twenty-nine participants were recruited for the two experiments, respectively. They were undergraduate students from the same institution, enrolled in introductory psychology classes, for which they earned partial credit in exchange for their time. Participants were between 18 and 23 years old (μ = 19.02 years, σ = 0.96; 22 female, 34 male, 3 unspecified), all with normal, or corrected-to-normal vision. The same author and experimenter proctored all the experiment sessions and finished them before the COVID-19 pandemic.

Apparatus The experimental system was implemented using Psychophysics Toolbox [12, 46] and MATLAB 2018a, running on a Mac Mini (OS 10.10.5). Stimuli were displayed on a 23” monitor with a resolution set to 1280 × 800 pixels and a 60 Hz refresh rate. Participants were sat approximately 18.5” from the display.

3.6 Response data

All the raw data from all the participants were considered for analysis with two exceptions. First, 3 and 7 participants from the two experiments, respectively, contributed to the pilot study or were unable to finish the experiment; they were excluded for the purpose of balancing learning and fatigue effects. Second, in the angle condition, when showing a maximum value 1.0 (180°) as the reference, 45.79% of the responses were the same default value of 0.001 (∼0°), resulting in a very large error (100% error). Because both 0° and 180° were a flat segment (see Fig. 3), we think, if not all, the majority of the participants misinterpreted 180° as 0°. To ensure the comparability of our results, we transferred the reference value (1.0) to 0.0 (180° to 0°) for angle.

We recorded the reproduced value of each mark, the order of visual marks, the reference values shown on the screen, the reaction time, VisualChannel, NumMark; and the trial index. We collected 6,129 trials = 3 VisualChannels × 3 NumMarks × (13 trials × 27 participants + 15 trials × 22 participants). Together we analyzed 28,602 responses = 3 VisualChannels × (2 + 4 + 8) marks × (13 trials × 27 participants + 15 trials × 22 participants).

4 ANALYSES

To analyze the response data, we first decided the measures to quantitatively influence the effects, followed by a description of the modeling approach and the model to support the inference.

4.1 Measures

We follow the literature on visual memory and used three statistical measures to compare participants’ responses: bias, precision, and individual response level error [10] (see Fig. 5).

Among these, is how the mean of the responses deviates from the actual value presented as the reference. Think of bias as systematic error, or the tendency to make mistakes in a certain direction, such as exhibiting a bias to overestimate wide bars [14]. is the consistency of participants’ responses; they may consistently report the same value, regardless of the reference value. Bias and are different facets for the same set of responses. Participants could be precise but consistently underestimate (or overestimate) the value [17, 52]. They could be imprecise but generally right on average. Alternatively, measures how each response deviates from the reference value. These three measures are different facets for the same distribution of the responses, capturing variations in visual error and reproduction performance through different lenses.

Here we used a distribution for a more robust understanding. The mean of responses, is described by the location
**4.3 Model specification**

**Formula** Using a syntax similar to brms’s [13] extended Wilkinson-Rogers-Pinheiro-Bates notation [64, 80], our final model is

\[
\text{Response|cens} \sim \text{mixture(Student_t(\mu_1, \sigma_1, \nu_1), normal(\mu_2, \sigma_2), \theta_1)}
\]

\[
\theta_1 = \text{MarkChanged} + \text{NumMark} \ast \text{VisualChannel} \ast \text{ReferenceValue} + 
\text{ExperimentalTrial} + 
\text{VisualChannel} \ast \text{DataMean} + 
(1 + \text{NumMark} \ast \text{VisualChannel} \mid \text{ParticipantID}), 
\mu_2 = \text{DefaultError}
\]

**Explanation**

1. We treat all the responses as arising from a mixture of two distributions: a \text{student-t} distribution for all the genuine reproduction responses, and a \text{normal} distribution for those made without an intention to reproduce a value, termed the ‘default’ distribution. This is because sometimes participants did not move the mouse to make a response, resulting in a cluster of likely irrelevant responses at a small (known) value. The mixture model separates these two sorts of responses; a mixture model like this is ubiquitous in the visual memory literature [10, 87] for modeling responses.

2. In the model, the mixture parameter \( \theta_1 \), the mean (\( \mu_1 \); bias), and standard deviation (\( \sigma_1 \); precision) of the \text{student-t} distribution vary with the experimental variables. The mean (\( \mu_2 \)) of the \text{normal} distribution captures the default responses (see line 11 below). We assumed that the \( \nu_1 \) parameter of the \text{student-t} distribution and the standard deviation (\( \sigma_2 \)) of the \text{normal} distribution do not vary. We also left censored the responses to reduce the impact of erroneous responses.

3. The mean (\( \mu_1 \); bias) of the reproduction distribution is a joint function of a set of linear predictors with varying intercepts and slopes:

   \( \mu_2 = \text{DefaultError} \)

4. The experimental variables \text{NumMark} and \text{VisualChannel} are of the most importance. \text{ReferenceValue} acknowledges that perceptual errors are likely to be affected by the magnitude of stimuli (e.g., Weber-Fechner’s [26, 32], Stevens’s power [74], and Guilford’s laws [28]) without making a strong assumption about this relationship is the same for different numbers of marks and visual channels; this aligns with the observations that Weber’s law appears not to hold for extreme values [25] nor perception of area and angle [74] (see Appendix B for more discussion). The interaction between these variables further generalize this relationship.

5. \text{ExperimentalTrial} captures learning and fatigue effects over the course of the experiment such that we can later divest these effects by conditioning on the median trial.

6. \text{DataMean} is the average of the shown data in a trial. It approximates the context of a response. If the reference value is small but the data mean is large, it may indicate that this response was made with more uncertainty than bias and precision.

7-10 The same predictors were used for bias (\( \mu_1 \)) and precision (\( \sigma_1 \)) to ensure compatibility.

11. The responses from the default distribution, when participants may not be trying to reproduce the value, are always near a small, known value (denoted by \text{DefaultError}), specified via the informative priors for the mean (\( \mu_2 \) and standard deviation (\( \sigma_2 \)).
(a) Primary effects

These figures show how bias and precision vary with the number of marks and the reference value. Remember that bias (mean; $\mu$) and precision (standard deviation; $\sigma$) are the aggregated properties of a set of responses; they are distributional parameters of the modeled responses (error).

The slope shows the effects from the number of marks, and the distance between two “ribbons” shows the effects from different reference values. Each ribbon averages across all participants and conditions on the median trial and an average case when data mean is equal to the reference value.

i. Bias ($\mu$) is how the responses systematically deviate from the truth.

ii. Precision ($\sigma$) is how consistent the responses are.

iii. Error of individual response expresses the prediction of a future response.

(b) Deriving probabilistic ranks

A ranking list of visual channels with uncertainty is considered a chain on which a previous node (a visual channel) is more likely (>50%) to be better than any of its later nodes.

Such probabilities are found by subtracting the posterior samples of two channels. Negative values mean better (e.g., less bias). The proportion of negative values over the entire distribution is the probability.

This figure shows the subtractions and the chain for 4 marks, which becomes the basis of Fig. 8i (4 marks).

The subtractions and the chain for precision. This is the basis of Fig. 8ii (4 marks).

The subtractions and the chain for error. This is the basis of Fig. 8iii (4 marks).

Mean and standard deviation jointly define the response distributions, and samples from the distribution express the predictions of a future response as the posterior predicted error.

Unlike aggregated properties (bias and precision), errors describe individual responses, in which randomness dominates the differences among reference values and visual channels. Thus, the ribbons overlap with each other.

Fig. 6. (a) The primary effects modeled from the experimental observations; and (b) how we compare two visual channels, calculate the probabilities of being better, and finally derive the probabilistic ranks.
5 Results

To understand the differences in visual channels for the reproduction task, we report various effects on each of the precision, bias, and error measures. We then derive ranks for the visual channels.

We base our inference on the first distribution of the mixture model and the posterior distributions (marginal, conditional, and predictive distributions). Marginal posterior distributions summarize all the known information for one parameter; conditional posterior distributions tell us the expected value of one parameter in a specific situation; and posterior predictive distributions provide unobserved data conditioning on the observed data and the fitted model.

### i. Bias

- **Number of marks**:
  - $\text{Pr}(\text{less biased}) = 0.88$ for $2-4$ marks.
  - $\text{Pr}(\text{less biased}) = 0.93$ for $4-8$ marks.
  - $\text{Pr}(\text{less biased}) = 0.92$ for $2-8$ marks.

- **Reference value**:
  - $\text{Pr}(\text{less biased}) = 0.07$ for $0.1-0.5$.
  - $\text{Pr}(\text{less biased}) = 0.97$ for $0.5-1.0$.
  - $\text{Pr}(\text{less biased}) = 0.90$ for $0.1-1.0$.

### ii. Precision

- **Number of marks**:
  - $\text{Pr}(\text{more precise}) = 0.99$ for $2-4$ marks.
  - $\text{Pr}(\text{more precise}) = 0.99$ for $4-8$ marks.
  - $\text{Pr}(\text{more precise}) = 0.99$ for $2-8$ marks.

- **Reference value**:
  - $\text{Pr}(\text{more precise}) = 1.00$ for $0.1-0.5$.
  - $\text{Pr}(\text{more precise}) = 1.00$ for $0.5-1.0$.
  - $\text{Pr}(\text{more precise}) = 1.00$ for $0.1-1.0$.

### iii. Error of individual response

- **Number of marks**:
  - $\text{Pr}(\text{smaller errors}) = 0.58$ for $2-4$ marks.
  - $\text{Pr}(\text{smaller errors}) = 0.65$ for $4-8$ marks.
  - $\text{Pr}(\text{smaller errors}) = 0.71$ for $2-8$ marks.

- **Reference value**:
  - $\text{Pr}(\text{smaller errors}) = 0.51$ for $0.1-0.5$.
  - $\text{Pr}(\text{smaller errors}) = 0.73$ for $0.5-1.0$.
  - $\text{Pr}(\text{smaller errors}) = 0.74$ for $0.1-1.0$.

Fig. 7. The examples of quantified primary effects of the number of marks and reference values. We take subtraction and calculate the marginal probabilities of being better (see Fig. 6b), averaging across visual channels and reference values (or different numbers of marks).

5.1 Primary effects

The model suggests that the two experimental variables—the number of marks (NumMark) and the reference value (ReferenceValue)—both have very strong effects on the reproduction responses across the three measures. To show these effects, we take an average participant (to eliminate individual differences), conditional on the median trial (to rid learning/fatigue effects) and on the case where data mean is equal to the reference value (to remove the effects of the other marks in the same trial).

Fig. 6a shows all of the modeled effects, including the tendencies and the interactions between variables. Fig. 7 provides examples of quantified primary effects by showing how likely an average participant’s responses are better (less biased/more precise/smaller errors).

### Number of marks

- **Figs. 6i and 7i**
  - **i. Bias**
    - The average participant is very likely to be less biased in the reproduction, when the number of marks is small. For an average visual channel and an average reference value, the estimated probability that the average participant is less biased in a chart with 2 marks than with 8 marks is .92. That is, for the same reference value, we expect 92% of responses with 2 marks to exhibit less bias than the responses with 8 marks.
  - **Reference value**
    - The average participant is very likely to overestimate a small reference value and seriously underestimate a large reference value, and are least biased with a reference value around .4 or .5 (median). For an average visual channel and an average number of marks, the estimated probability that the participant is less biased in a chart with the median reference value (.5) than the minimum value (.1) is .93 (this is 1–.07). Similarly, the estimated probability that an average participant is less biased in a chart with the median reference value (.5) than the maximum value (1.0) is .97.
  - **Interaction effects**
    - The effects of NumMark and ReferenceValue interact, and each interacts with VisualChannel. For most of the visual channels but position (line), response bias increases when the number of marks is large and a reference value deviates from the median further. Overall, angle is the visual channel where response bias is most sensitive to either a change in the number of marks or the reference value; position (line) is where bias is sensitive to the reference value, but robust to the number of marks for large reference values.

- **ii. Precision** (Figs. 6ii and 7ii)
  - **Number of marks**
    - The average participant is very likely to be more precise (more consistent) when the number of marks is small. For an average visual channel and an average reference value, the estimated probability that the participant is more precise with a chart of 2 marks than a chart of 8 marks is .99.
  - **Reference value**
    - The average participant is more precise with reproducing a small reference value and much less precise with reproducing a large reference value. For an average visual channel and an average number of marks, the estimated probability that the participant is more precise with the minimum reference value (.1) than the median or maximum reference value (.5 or 1.0) is 1.00 (nearly deterministic).
  - **Interaction effects**
    - The effects of these two variables on precision interact with each other and further with visual channels. Response precision is more affected by the number of marks when the reference value is smaller, except angle, where precision is more affected by the number of marks when the reference value is large. Similarly, precision is more affected by the reference value with fewer marks, except angle, where precision is more affected by the reference value with more marks. Overall, luminance is the visual channel where precision is least sensitive to the reference value, and position (line) is where precision is most sensitive to the reference value.

- **iii. Error of individual response** (Figs. 6iii and 7iii)
  - The samples drawn from the posterior distributions provide an estimation of errors in individual responses; for the convenience of comparison, we took the absolute values.
  - **Number of marks**
    - The average participant is likely to make smaller errors with fewer marks. For an average visual channel and an average reference value, the probability that a single future response exhibits a smaller error with 2 marks than with 8 marks is .71.
  - **Reference value**
    - The average participant is likely to make smaller errors with a smaller reference value. The estimated probability that a single future response will have a smaller error for the minimum reference value (.1) than the maximum (1.0) is .74.
  - **Interaction effects**
    - Reproduction error is likely affected by the number of marks slightly more in larger reference values for area and angle, less for position (bar) and position (line), and similarly across different reference values for luminance and length. These interactions effects are milder than those observed for bias and precision, owing in part to increased uncertainty in this measure relative to the aggregated properties described by bias and precision.
5.2 Secondary effects

The model also suggests several moderate effects. To show the learning/fatigue effect, we condition on the average case where both reference value and the associated data mean are at their median (.5, .55, respectively). To show the effect of data properties (e.g., the mean of all the data values in a trial), we condition on the average case where reference value is at its median (.5) in the median trial, and sampled all the possible values of data mean. We also marginalize out the number of marks and visual channels and use an average participant.

i. Bias The participant appears to underestimate reference values at the beginning of the experiment. In later trials, the participant generally increases the reproduced values and becomes less biased. In reproducing an average value, the participant seems not affected by other small reference values, but is likely to underestimate the median value when other reference values are large.

ii. Precision The participant appears to become slightly less precise as the experiment goes on, possibly due to the fatigue effect. In reproducing an average value, the average participant seems less precise when other larger values are present in the same trial; these larger values possibly distract the participant’s judgment and reproduction.

iii. Error of individual response It appears that learning or fatigue effects do not strongly affect response error. In reproducing an average value, the participant is likely to make smaller errors when other reference values are small, and to make larger errors when other values are large. The error of a response seems to greatly increase when data mean is above .25, half of the median.

5.3 Deriving probabilistic ranks

One primary goal of this work is to derive ranks for the visual channels based on the reproduction task and compare them to those from two-value ratio judgment tasks [18, 30, 33]. A ranking list may provide a summary of effects for others to digest the results (e.g., [31, 70]). However, a rank list may cause dichotomous thinking (e.g., “A is always better than B.”), which belies the nuances in the ranking. In the spirit of rethinking the previous ranks and in the context of Bayesian statistics, we will derive probabilistic ranks that acknowledge the uncertainty in the observations and the modeling processes.

A rank in the probabilistic domain may mean that one is more likely to be better than another. Hence we start by calculating these probabilities for visual channels. We marginalize all reference values and condition on the median trial with the median data mean. We subtract the absolute values of each measure; if A is better (less biased/more precise/smaller errors) than B, we expect negative values after subtraction (see Fig. 6b). The estimated probability of A being better than B is the proportion of the negative values over the entire subtracted distribution. When this probability is larger than 50% (larger than chance or other thresholds), we say A is more likely to be better than B, and A “wins.”

We derive the probabilistic rank lists by pairwise subtraction and then build a chain of visual channels where any previous node on this chain always “wins” any comparison to the later nodes for a given measure. This is essentially a constraint satisfaction problem [48, 55], and there are many methods to find a solution [48]. For the scale of our problem, we can build the chain by hand or apply heuristics (e.g., sorting by how many times a visual channel “wins”). We construct a chain for each measure and visualize them in Fig. 8, augmented with the associated probabilities to convey uncertainty.

The ranking produced by the precision of two-value ratio judgments does not hold for each of the three measures nor any of the modeled numbers of marks. The ranks changes with different numbers of marks across different measures, which suggests that the previous channel rank is likely not to generalize to other visual comparison tasks.

6 Discussion

The varying rankings and the effects of the number of marks and the reference values bring our discussion on the context of a visualization below, which further invites a discussion on the implications of this work, along with an acknowledgment of the known limitations.

6.1 The context of a visualization

We find that showing more marks adds substantial noise to memory representations, and has an order of magnitude more influence on performance than the choice of channel. Squeezing more data into one visualization may cause viewers to increasingly remember (and compare) data as statistics or rough global shapes [9, 16], rather than precise representations of individual values. As memory for each value likely also depends on its relation to the distribution of other values, as in work on neighborhood effects [4, 10, 88] and distractor effects [77].

We also indicate that the value of a mark (the reference value) has a more powerful effect on reproduction than the channel chosen: tall bars are more biased than small areas, even though position (bar) is one of the least biased channels overall. The context of the reference value also indicates strong bias (e.g., angle), similar to past work where participants tend to be more biased and less precise with a value further from the ends of the range [34, 52] (e.g., “edge effects”); it also aligns with psychophysical observations [26], where low and high ends of the data range can serve as perceptual anchors (e.g., “the angle is 10° from 90° is perceptually congruent). Alternatively, for a channel like position (bar), participants perform better around the median value. This is probable that they resort to near-mean estimations when their
memory falters, also consistent with better performance around the mean of the possible range of values [37].

The mark-based reproduction task itself may also influence the context in the eye of the viewer. Line charts use the position channel but were always redrawn lower down than the reference values. They may be perceived as a single complex shape, or set of contrasting slopes, for the purposes of redrawing. Line charts indicate relative changes but may also create more bias in average value judgments for comparisons of lines with different baselines (consistent with [81]). This suggests that the reproduction task may undervalue visual channels that provide good relative, but poor absolute information about the values.

6.2 Implications and future directions

The previous channel ranking based on two-value ratio judgments appears to be attractive as a rule. That task feels like a visual comparison distilled down to an atomic unit, which may lead to an assumption that a ranking based on that task should extrapolate to new ones. However, the present study denies this assumption (Fig. 8), with a different ranking for the two-value condition in a reproduction task. As such, designers ought to be increasingly skeptical of the channel ranking produced by two-value ratio tasks [18], which may not serve as a generalizable guideline for their usage.

The present study also shows how the number of marks, the reference value, and other secondary factors such as data mean may strongly, progressively, and interactively affect reproduction. Like previous work that had identified data category [50] and distribution [44] as design factors, other factors beyond visual channels could be critical inputs for design recommendations.

Our rankings reveal the tendencies of the visual channels on different measures and the associated uncertainty, given the reproduction task. If a designer is pursuing the exact or a similar task, these rankings could be used as a reference. For example, length and position (bar) generally lead to less bias and smaller errors, likely desired in reducing bias. Area is surprisingly more precise but could lead to more bias and larger error, likely preferred in improving precision. Luminance is relevantly stable across different numbers of marks and measures, likely suitable when data size is varying. Angle seems sensitive to different numbers of marks and may be most useful for two marks. Position (line) seems ineffective in this reproduction task but may reduce bias for a larger dataset. Knowing one’s risk appetite for the misperception of bias or precision will inform the choice of visual channels. Moving forward, parameterizing the influence of data properties (number of marks, values) and the designers’ desire to optimize for lower bias, higher precision or lower error may help to inform visualization designers’ decisions.

Thinking of multiple factors may be difficult for designers, not to mention the possible conflicts and other specialized design considerations. Our analysis methods may shed light on resolving this complexity. We were inspired by the recent modeling work [20, 31, 40, 43, 75] and appealed to psychophysical laws [31, 52, 69, 83], entropy [15, 68, 70, 71], perceptual proxies [39, 58], serial-position and ordering effects [36], visual memory (e.g., [3, 10, 54]), neighborhood effects [88], and distractor effects [77]. The final model used, incorporating empirical knowledge, is capable of providing preliminary recommendations given the inputs (see Fig. 9). Thus, a modeling approach like ours may harmonize different factors and provide design candidates.

It would be premature to derive other firm guidelines based on the present study; additional studies will be needed or establish whether there exist broadly applicable guidelines. Our task relies on a purposely abstract reproduction task as a first step toward inspiring future work using more concrete comparison tasks. Those studies will need to expand how the visualization research community operationalizes different visualizations tasks (e.g., detecting trends and motifs, immediate or later comparison, and viewing a visualization with thousands of data points), and what ‘good performance’ means in a task (e.g., precision, bias, error, speed [44, 72, etc.]). In addition, other factors such as top-down effects like prior knowledge [82] and expectations [45, 63] may impact reproduction task performance, and individual differences [62] and spatial ability [61] may affect strategies that subsequently impact task performance, which could be promising directions.

6.3 Limitations

For the sake of comparability, we treated all visual channels equally in designing the experiment and analyzing the data. This makes the channels easier to compare, potentially at the cost of the usability for some. The redrawing method may add noise and bias to data, as it might not be equally intuitive for all the visual channels. For example, for angle, we mapped the y-coordinate of the cursor to the degree of an angle, which might be more difficult to draw than others (e.g., position (bar) that maps the cursor to the height of the bar). Similarly, always dragging up from the zero value might result in a bias towards smaller values for the two position channels, possibly explaining the underestimation in position (line) noted above. These response methods likely have an impact on the result, and a comparison of different response methods will be critical to generalization of these results. The model also always assumes linearity between errors of the responses and all the variables. While most of the data meet this assumption, visual channels like angle display moderate non-linearity across different reference values (Fig. 10), likely affecting the estimation of the model.

7 Conclusion

We revisited the ranking of visual channels [17] using a visual reproduction task as a proxy of various visual comparison tasks. We tested participants’ reproduction performance with six visual channels: position (bar), position (line), luminance, area, length, and angle across different numbers of marks and data values. With a Bayesian multilevel model, we show that both the number of marks and the reference value strongly affect the bias and precision in a set of responses, as well as errors of individual responses; the number of marks gradually dominates the differences in visual channels and reference values, reflecting a strong limit on working memory, that likely serves to limit most comparison tasks in data visualization. We further derive probabilistic rankings from the model for each measure and show that the previous ranking [18] does not hold. We demonstrate the limitations of the previous ranking [17], offer the preliminary new rankings based on a reproduction task, and present a Bayesian modeling approach to rank visual channels, all for future work to continue exploring this area.
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Appendices

A VISUAL CHANNELS DETAILS

In all the conditions, for all the visual channels, participants redrew the stimulus by dragging their mouse above the data mark. This may be obvious for a visual channel such as a bar graph, where the height of the bar reflects the underlying value. It is a little less obvious for a wind map, where the orientation of the line reflects the underlying value. The motivation for this consistent response is to ensure that differences in the observed errors are not because of different motor demands. Using a consistent response method across different visual channels may introduce variance in the data.

For all visual channel types, the data marks were presented within an axis that was nearly half the height of a 23” screen. Running with a resolution of 1280 × 800 pixels, the usable Y range for each data display was \( \frac{800}{20} = 40 \) pixels. The 20 pixels was dynamically determined (\( \frac{30}{20} \) of the height) to keep the highest values from ever hitting the top of the screen. Similarly, the x-axis was determined to be half of the width, minus an edge buffer (\( \frac{1}{3} \) of the width) to keep the data marks from hitting the edge of the screen. The maximum height for a bar is 390 pixels. The bars were 1/16th of the x-axis wide (37.3 pixels). As with all of the data marks used in the current experiments, participants were presented with a random selection of values from 0.1 - 1.0. The minimum bar height (0.1) was then 39 pixels.

Experiment A: The visual channels with a common baseline

The bottom of each visual mark in the first experiment was randomly selected within the y-axis range for each trial, so participants could not rely solely on position to remember the values they were shown in the graph. The background for all conditions was light grey (25% black).

Position-bar Participants respond using a computer mouse and clicking/dragging above the data mark to draw it to the size they remember seeing in the initial data presentation. Note that the initial value was 0 for the bar. For this, and all conditions, the response was initialized to the lowest value in the range of possible responses. Participants can click or adjust the same mark multiple times. Their response is fully self-timed. If participants click away from the indicated response space, the graph briefly flashes off the screen to provide unintrusive feedback about the viable response regions.

Position-line The heights of the points on the line were the same as the heights of the bars in the position condition, such that the maximum height for a line chart vertex was 390 pixels (the height of the Y range). The stimulus was created by joining the randomly selected point heights. The line was four pixels wide.

Participants respond by re-drawing the line in the same manner as the bars. They click or drag the point above the zero-mark to adjust the height of the line, in an attempt to match the line chart they saw in the initial stimulus as closely as possible.

Luminance The heat map marks were \( \frac{37 \times 37}{37} \) pixels (same width as the bars). While the aligned bars and the line chart represented changing values by changing in height, the heat maps changed how light/dark the presented marks were. The maximum value was white, such that as the participant dragged their mouse higher, the box that they were adjusting became lighter. 0% was represented the same color as the stimuli in the other conditions: RGB values \([127.5, 127.5, 127.5]\) or 50% black.

Participants respond by click-and-dragging above the data point just as in the bar and line graphs. That is, to make the mark darker, they drag the mouse cursor higher on the screen. Just as with the bar and line charts, the initial response started at 0, and participants had to drag the mouse to change the value of the data mark. The only difference between the heat map and the previous conditions’ response method, is that, for the heat maps, when participants dragged the mouse up and down, the position of the mark stayed constant and the color changed; in the line and bar charts, when the participants dragged the mouse up and down the position of the mark changed and the color stayed constant.

Experiment B: The misaligned charts

Length As with the other visual channels in this experiment, the misaligned bars do not share a common baseline. Since the baseline varies within the y-axis range, the maximum height of these bars is reduced so that there is enough room to have the 0.1 - 1.0 variation while still having the participants respond in the opposite corner from where the bars were originally presented. Otherwise, the bars were the same as in Experiment 1A: the aligned bars condition.

Angle The wind map line segments were as long as the bars were wide (\( \frac{1}{16} \) of the x-axis). The maximum value (1.0) was presented by a horizontal line (180°). The remaining presented values (0.1 - 1.0) were proportions of the 0-180° range, such that 0.1 was 18°.

Participants make their responses just as in the other conditions: by adjusting the height of the mouse cursor above the data mark. Because there is 180° of possible response space it could be difficult to tell whether a nearly-flat was close to 0 or 180°. To address this concern for participants, we ensured that they were well trained before they began the task, and that there was an origin for the line segment, such that a line falling to the right was closer to 0° and a line falling to the left was closer to 180°. Just as with the other visual channels, participants’ response screens were initialized to 0, so it was clear to participants that the initial screen was 0 degrees, they would exceed the 0.5 response only adjusting the line past 90°.

Area The area charts used circle visual channel, where the area of the circle mark changed in direct linear proportion to the size of the presented value. The maximum value (1.0) was represented by a circle with a diameter the same width as the bars (\( \frac{1}{16} \) of the x-axis, or 37.3 pixels). The remaining values were represented as a proportion of that circle’s area, such that the radius for the circle representing 0.1 was \( \sqrt{0.1 \times \text{maximum area}} \).

Participants re-drew the area values just as they re-drew the bar, line, and heatmap above: they dragged their mouse on top of the data mark to make their response. Note that the adjustment of this mark was scaled to the change the area of the circle (not, the diameter) since people tend to perceive the differences in the area of the circle as the natural data mapping. One unit increase in mouse cursor height, then, corresponds to one unit increase in mark area.

B ALTERNATIVE MODELING APPROACHES

An alternative approach to incorporate ReferenceValue as a predictor is to divide all the responses by their corresponding presented values. This approach assumes that each visual channel follows Weber’s law, and therefore division is able to normalize errors. However, this assumption is
Fig. B.1. Alternative approaches of using our knowledge about perception. We could transfer data by dividing reference value, but this still did not normalize error distributions. Bayesian approaches can directly model skewed distributions. So, using reference value as a predictor is rational.

too strong, and we found that after dividing presented value, errors still vary with presented value, and errors for small presented values were exacerbated. Fig. B.1a shows absolute errors. Fig. B.1b shows absolute errors divided by presented value, where errors are still non-linear.

C Calculating LogAbsError (Ratio) for Our Data

We replicate Cleveland and McGill’s analysis to facilitate comparison. Cleveland and McGill’s study and their successors based the ranks of visual visual channels on a task of ratio estimation and the log-transformed absolute errors.

\[
\text{LogAbsError} = \log_2(|\text{bias of percentage error}| + 0.125)
\]

We utilize the same ratio measure to the modeled bias in our experiment and its reference:

\[
\text{LogAbsError} = \log_2\left(\frac{\text{bias}}{\text{Reference}} + 100 + 0.125\right)
\]

We apply this measure to our modeled bias and calculate confidence intervals. Since the model has 49 participants levels, we can consider that we have 49 participants. The results are used to generate Fig. 1.