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Abstract

In driving scenarios with poor visibility or occlusions, it is important that the autonomous vehicle would take into account all the uncertainties when making driving decisions, including choice of a safe speed. The grid-based perception outputs, such as occupancy grids, and object-based outputs, such as lists of detected objects, must then be accompanied by well-calibrated uncertainty estimates. We highlight limitations in the state-of-the-art and propose a more complete set of uncertainties to be reported, particularly including undetected-object-ahead probabilities. We suggest a novel way to get these probabilistic outputs from bird’s-eye-view probabilistic semantic segmentation, in the example of the FIERY model. We demonstrate that the obtained probabilities are not calibrated out-of-the-box and propose methods to achieve well-calibrated uncertainties.

1 Introduction

Autonomous vehicles (AVs) are more popular and feasible than ever before, heavily relying on different sensors: LiDARs, radars, GPS, and cameras. With the high travelling speed of the vehicles in the traffic, the planning and decision-making subsystem of AVs must make fast and justified decisions about the driving speed and trajectory, avoiding other vehicles, pedestrians, and obstacles [11]. To ensure safety, reliable and uncertainty-aware outputs are needed from the perception subsystem which has to detect surrounding objects [21][8]. Planning and decision-making methods for autonomous driving (AD) are increasingly able to make use of perception uncertainty [6]. To facilitate further improvements in the perception-planning stack, the goal of our paper is to (1) discuss limitations of existing perception uncertainty quantification methods for AD; (2) propose a more complete set of uncertainty estimates; and (3) propose practical methods to obtain uncertainty estimates for this set.

In particular, we aim to have uncertainty estimates that are well-calibrated, in the sense that if the model predicts a pedestrian with 80 percent probability for 100 times, then 80 times out of these 100 there should be a pedestrian.

1.1 Related work

There are various methods for motion planning and for creating a representation of driving situation [6]. Many of them are based on finding cost maps [5]. Cost maps give costs to different paths or trajectories, which can be based on cost functions checking constraints from situations and different obstacles [14]. Cost maps may also consider uncertainty about different aspects, for example, localisation [7] and environment [14]. Further, to find suitable paths, occupancy grids can be used [15]. Occupancy grids are divided into cells, denoting where detected objects are. For example, Voronoi uncertainty fields [18] and occupancy grids with safety distances [15] are using uncertainty to avoid collisions in finding plausible trajectories.
While the grid-based view using cost maps or occupancy grids provides useful information about each location, it lacks the object-specific information which is important for behavioural modelling [6]. Therefore, it is important to explicitly detect individual objects, and identify their location, class, etc, which we refer to as the object-based view. For example, YOLOv3 [20] outputs bounding boxes for each object in the image. Further using Gaussian YOLOv3 [4], uncertainties about bounding box location are modeled as well. However, 2D bounding boxes lack distance information, which is available in 3D bounding boxes [22].

Due to the computational limitations, the list of detected objects in the object-based view always remains non-exhaustive, in the sense that there can be objects that are not detected by the object-based view, while the grid-based view still shows some tiny probability (e.g. less than one-in-a-million) for something to be present at that location. Ignoring such objects is hazardous and not acceptable, e.g. consider driving in fog. Therefore, the information from the grid-based and object-based views is complementary, and it is preferable if the perception system can provide both. To some extent, the object-based view can be extracted from several grid-based views, as it has been done in the FIERY model [9].

FIERY [9] is a bird’s-eye-view (BEV) semantic segmentation model. FIERY converts surrounding camera images into top-down semantic segmentation of vehicles. It takes six camera images and intrinsic and extrinsic information about cameras as input. FIERY uses past time steps and current time steps to output semantic segmentation for current and future time steps. Further, to achieve instance segmentation with trajectories, FIERY has the following four outputs: semantic segmentation, offset, flow and centerness, which are all grid-based, with the resolution of 0.5m x 0.5m grid cells. By combining these outputs and by using thresholding and clustering it is possible to extract object-based information, e.g. in the form of instance segmentation which differentiates individual vehicles or pedestrians, in contrast to the standard segmentation which for any grid cell only provides the class (vehicle, pedestrian, etc.).

The grid-based view is typically readily providing individual uncertainty estimates for each grid cell, e.g. in FIERY the semantic segmentation is probabilistic, for each cell providing the probability of whether an object is covering this cell or not. The object-based view as in YOLOv3 can include objectness scores [4] where a higher score stands for a higher probability to be a true positive, whereas a lower score is more likely to indicate a false positive.

For safety, it is very important to be able to calculate the probability that the road ahead is safe to drive in the sense that there are no other vehicles, pedestrians or obstacles other than those already detected by the perception system [11]. Such probability is essential for deciding about safe driving speed. For example, in case of poor visibility due to weather or lighting conditions it is more likely that some objects have not been detected. However, to our knowledge, the existing perception systems do not provide such undetected-object-ahead probability explicitly.

1.2 Contributions

• We propose a more complete set of outputs that the perception subsystem needs to provide to the planning and decision-making subsystem, including undetected-object-ahead probabilities;
• We suggest a novel way to get these probabilistic outputs from bird’s-eye-view (BEV) probabilistic semantic segmentation;
• We show that these outputs are not calibrated out-of-the-box and propose methods to achieve well-calibrated uncertainty estimates also.

The out-of-distribution aspect of uncertainty quantification [2] remains out of the scope of this paper and is an important future research direction.

2 Uncertainty-aware perception for autonomous driving

This section gives an overview of our approach to uncertainty-aware perception for autonomous driving. The potential need and benefits of such an approach are described and explained.
The need of probabilistic object presence. The planner of course needs to come up with a trajectory avoiding all detected objects. However, it can sometimes happen that it is no longer physically possible to obtain a 100% safe trajectory avoiding all objects, and then it becomes important which detected objects are more likely to be false detections.

1often this is part of the separate behavioural modelling subsystem, but we consider it here as part of perception since some perception models like FIERY provide trajectory uncertainty also.
The need of probabilistic object center location. It is used by the planner to reason about the uncertainties of where is the predicted object. The location uncertainties give information on how confident the model is about the object’s location, and the planner must avoid any possible collisions caused by bad localization.

The need of probabilistic object shape. It is used to consider the possible variability of an object’s dimensions and shape. The object’s shape is needed for the planner to reason about the object’s possible position and how much area it might take. The higher shape uncertainty could mean that the object is occluded, or the conditions make it harder for the model to predict precise shape.

The need of probabilistic trajectory of the objects. These are needed for the planner to reason about the future location of dynamic objects and find out about static objects. These uncertainties are required to predict other participants’ behaviors in traffic. If the behavior of other participants is uncertain, the planner should take extra caution.

The need of the undetected-object-ahead probabilities by areas. These are needed for the planner to reason about the risk of missing an object and the safe speed to continue driving. These areas give extra information about how likely it is in an area to find missed objects and what areas should be avoided or when it is necessary to slow down because of significant uncertainty.

All these inputs should be well-calibrated to reflect the truth about different driving scenarios and conditions. Further, these inputs can be used to assess risk and check model reliability.

2.2 Methodology

In this subsection, we propose methodology of how the previously mentioned five outputs (object presence, object location, object shape, object trajectory, and undetected object presence) can be extracted from probabilistic BEV semantic segmentation, and how the uncertainty estimates can be calibrated. BEV semantic segmentation has been previously used by some planners as an input [19] and we believe that our extended set of perception outputs and associated well-calibrated uncertainties can be used to improve the performance of the perception-planning stack further.

The probabilistic object center location. This probability distribution \( d_{loc} \) can be modeled as, for example, a two-dimensional (2D) Gaussian, for \( x \) and \( y \) coordinates in BEV. The location uncertainty from semantic segmentation can be fitted with Gaussian mixture models (GMM) with one Gaussian per object.

First, a suitable number of GMM nodes are selected by finding potential cluster centers based on semantic segmentation and with a probability threshold of \( p_{thresh} \). For this we use the same clustering method as used in the FIERY model uses for obtaining instance segmentation [9]. Next, we sample with replacement a large set of possible object locations following the probabilities in individual grid-cells, i.e. grid-cells with high segmentation probability will give rise to many points and grid-cells with low probability yield no points at all. GMM is then fitted on this set of possible object locations. In practice, we use stratified sampling in the sense that we directly calculate point counts by multiplying the grid-cell’s probability by a constant parameter \( m_{thresh} \) to get counts \( c_{xy} \), and each pixel is added to the input array of GMM \( c_{xy} \) times. Decreasing \( p_{thresh} \) and increasing \( m_{thresh} \) allows to find objects with lower probabilities, thus getting more potential detections. For \( m_{thresh} \), the value \( \frac{1}{p_{thresh}} \) could be used. As a result, GMM returns predicted object locations as a list of 2D Gaussians.
The probabilistic object presence. The presence probability $p_{obj}$ is a single number from 0 to 1, which indicates the probability of having an object in a given location. In order to find the object’s presence uncertainty from semantic segmentation, the location of the detected object is needed. To find the potential location of the object Gaussian mixture model (GMM) is used. Next, the likelihood of object presence in the location is found. This could be done by summing the probability mass of the semantic segmentation in the location. This is following the logic that if segmentation probabilities are $p_1$ and $p_2$ which are very small numbers and independent, then the joint probability is $(1 - p_1)(1 - p_2) = 1 - (p_1 + p_2) + p_1p_2 \approx 1 - (p_1 + p_2)$, where $p_1p_2$ is negligible since $p_1$ and $p_2$ are both small. As an object usually takes up multiple pixels in the segmentation, the final probability mass is normalized by the number of pixels based on the object’s shape prediction. Using this approach, the probability of presence might be over 1, for example, if multiple values are close by and also summing does not consider pixel-wise dependencies. Thus, the values are clipped, so the maximal value of $p_{obj}$ is 1.

The probabilistic object shape. $d_{\text{shape}}$ can be indicated as three distributions for width, length, and direction. Each distribution should be an output from the model. Based on the semantic segmentation, the overall distribution could be generated for width and length. However, it depends on how well the semantic segmentation model is able to predict shape. On the other hand, the shape distributions could be found by checking annotated object sizes. For direction, future semantic segmentation predictions could be used to check the direction of the object. This can be done by checking the future position of detections. Several possible future states could be considered to generate more versatile probabilistic information.

The probabilistic trajectory. $p_{\text{traj}}$ could be modeled as the speed and direction of the detected object or as a future location of detected objects. Either way, this information can be gathered from future semantic segmentation predictions by checking the future position of detections. Similarly to the probabilistic object shape, multiple future states could be considered.

The probabilistic undetected-object-ahead by areas. This can be outputted as different areas with $p_{\text{area}}$ probability of having an object in the area. These areas can be of different sizes and shapes to cover all important areas for the next time steps. The way to get probability estimation of undetected objects could be done in a similar fashion to the object’s presence $p_{\text{obj}}$. Further, the detection locations are removed from the selected area, because the probability is about undetected objects. Finally, all the remaining area in selection is taken as a prediction, and the semantic segmentation predictions are summed for the remaining area.

Calibration of semantic segmentation. The calibration of semantic segmentation is done in a pixel-wise manner. Each pixel’s value in semantic segmentation is separately calibrated. For calibration a separate validation set is used to avoid overfitting.

3 Experiments

This section describes the experimental set-up and results. In this section, all the results are achieved using FIERY \cite{9} BEV semantic segmentation model which we trained on the pedestrian class of NuScenes \cite{3} dataset, instead of the vehicle class which was used in the original article presenting FIERY \cite{9}, but otherwise, we use the same experimental setup as the original article. Since the FIERY model is too good on vehicles, we trained it for pedestrians to be able to assess calibration of its uncertainties more reliably, given the limited size of the test set.

NuScenes \cite{3} contains various sequences of real-life driving under multiple conditions in Boston and Singapore. The dataset consists of 700 labeled training sequences and 150 labeled validation sequences with about 30 frames per sequence. Frames are captured with a 1-second delay, and each sequence captures about 30 seconds.

The following subsections have experiments about the calibration of semantic segmentation and calibration of detected and undetected objects. The calibration of segmentation is done using isotonic regression \cite{23}, and object-wise calibration is done using beta calibration \cite{13}. Calibration is done on data from 20 percent of frames, and testing is done on remaining 80 percent of data, while ensuring that every driving episode in the test data has no frames in the training or validation sets. The
isotonic regression outputs are clipped at the value \( \frac{1}{\text{number of validation instances}} \), because isotonic regression cannot reliably predict very low probabilities due to the limited validation set on which it is trained [1].

For calibration evaluation, we use expected calibration error (ECE) [16] and reliability diagrams [17], as these are widely used. ECE divides model output confidences into the same width or size bins. This means that each bin covers an equal area (equal-width) in the probability space or alternatively, has the same number of elements (equal-size) in each bin. The ECE is calculated by finding a weighted average of the difference between confidence and accuracy for each bin. The reliability diagram plots the same information used to calculate ECE: the x-axis shows the predicted probability and the y-axis shows the observed frequency. By looking at how far off the diagonal the bin is, it is possible to see the difference between average predicted and calibrated probability (Figure 2). It is easier to compare different models using a single number ECE; however, the reliability diagram helps to check how calibrated the model is doing for certain confidence levels. Finally, to increase the readability of reliability diagrams, the usual bars with a flat top can be replaced by bars with tilted-roofs [10], as the distance from the diagonal can be visually assessed along the whole top, not just the red dot. The red dot indicates the average predicted probability in the bin.

The BEV shape and size of pedestrians is difficult to distinguish from the segmentation. Thus, 5 pixels as the training set median value in annotations is taken for its shape, and shape is omitted from the experiments section.

3.1 Probabilistic object locations

Probabilistic object location \( p_{\text{loc}} \) is modeled using 2-dimensional Gaussian distributions, as the FIERY’s segmentation predictions tend to have ellipsoidal shapes for pedestrians (Figure 1b). For finding predicted locations with GMM, \( p_{\text{thresh}} = 0.01 \) and \( m_{\text{thresh}} = 100 \) were used.

Next, these 2D Gaussians are used to assess the calibration of probabilistic locations. The calibration of 2D Gaussian as a 2D regression problem is divided into two 1D regression calibration problems. The method proposed by [12] is used to check the calibration of these 1D Gaussians. First, the center of annotation is used to check where the pedestrian is according to distance \( y \) and direction error \( x \), based on the Gaussian distributions. The axes are rotated so that distance \( y \) is based from the center of the ego-vehicle (100, 100) and direction error \( x \) is perpendicular to \( y \). From these distributions, the quantiles for \( x \) and \( y \) are calculated. In total, for all the true positive predictions, we find quantiles for both distributions. The center of annotation is found using the mean width and length of the object. The calibration is done only for matched objects. Detection and annotation are matched if there are any annotated pixels in the location area (Gaussian). In addition, one annotation can be matched to multiple detections (Gaussians). This means that one annotation can be detected by multiple detections, and one detection can be for multiple annotations.

We run the same experiments three times, first using uncalibrated semantic segmentation as input for generating GMMs and second using pixel-wise calibrated semantic segmentation (subsection 3.5). Finally, we calibrate the results in an object-wise manner, learning the mapping (check Figure 2) from validation data and checking the results on test data. The size of validation data is 2497 detections, and test data has 9760 detections. For that, we can check the values mapping from validation data. For example, if 0.001 is mapped to 0.1 in validation data, then we map all the values with 0.001 to 0.1 also in test data. The validation map has quantiles with 0.01 steps, so it has 100 mappings. All the values not covered by the mapping are linearly interpolated based on the closest numbers.

In Figure 2a and b, we show how well location probabilities are calibrated on the regression calibration plot. From these plots, it is possible to see that the values are not following the diagonal, so these are not well-calibrated both for uncalibrated and pixel-wise calibrated cases. However, object-wise calibration is able to achieve well-calibrated results. For example, in an uncalibrated case, both ends of the line are flat, indicating that there are a bunch of values near zero and one, meaning the model is too confident in some cases. Further, for direction error \( y \), the model seems to be also too uncertain. Thus it has a mix of over- and under-confidence.
Figure 2: Regression calibration plot [12] for object’s location probabilities: (a) direction error and (b) distance. The Figures have results on uncalibrated (uncal), pixel-wise calibrated (pw-cal), and object-wise calibrated (Obj. cal). The black dashed line shows perfect calibration.

Figure 3: Reliability diagrams of object’s presence probabilities: (a) uncalibrated, (b) pixel-wise calibrated, and (c) object-wise calibrated. Histograms below the reliability diagrams show how many elements fall into each bin of the reliability diagram. The y-axis for histograms is log-scaled for better comparison. Instances are divided into 10 bins.

3.2 Probabilistic object presence

A probabilistic object presence \( p_{\text{obj}} \) is modeled using single probability. In experiments, approximately 99 percent of the probabilistic area under the location is considered. To correct the probability prediction, it is divided by 5, the median pedestrian size. Each detected object is matched with ground truth similar to the previous subsection 3.1. The only difference is that also unmatched detection is used for checking calibration, as all detections are needed for uncertainty analyses.

Again, we ran the same experiments three times, first using uncalibrated semantic segmentation as input for generating detections (uncal) and second using pixel-wise calibrated semantic segmentation for finding detections (pw-cal). Finally, in the object-wise manner (Obj. cal), the resulting probabilistic object presence is calibrated in addition. The calibration is done on the validation dataset (3477 instances) using Beta Calibration. Results are shown on 13810 test instances.

Figure 3 displays that the predictions are overestimating the probability of pedestrians’ presence. After calibration, these effects are alleviated. This is also indicated by ECE scores: 0.184, 0.110, and 0.018.

Based on the histograms below the reliability diagrams, most of the predictions have very high probabilities. The object-wise calibration moves many instances towards lower probability; thus, the histogram is more evenly distributed.
3.3 Probabilistic trajectories of objects

Probabilistic trajectories of objects are modeled as a future location $p_{\text{loc}}^{f=4}$ and presence of objects $p_{\text{obj}}^{f=4}$. These are generated in similar fashion as in two previous subsections 3.1 and 3.2. Based on Figures (Figures 6 and 7 in Appendix A.1), these are acting in a similar manner as for time step 0, $f = 0$, so it is possible to conclude that the model is able to predict future time steps ($f = 0$) as well-calibrated as current time steps. Furthermore, indicating that the model is able to predict future trajectories quite well for the pedestrian class.

3.4 Probability estimation of undetected-object-ahead by areas

The probability $p_{\text{area}}$ is found in a similar way as in subsection 3.2. First, we selected the area 10 meters times 20 meters in front of the vehicle. Then probability of object presence is found and it is checked whether there is any annotated object in the area or not.

In Figure 4 for uncalibrated data, the model underestimates the probability in most of the bins, which means that chance of missing an object is higher than expected. For pixel-wise calibrated cases, it tends to be another way, resulting in worse ECE. The object-wise calibration has the best calibration. The ECE scores are the following: 0.011, 0.069, and 0.003. The equal-size binning is used as most of the probabilities in front of the vehicle are really small. There are only a few (30) undetected objects in the selected area of 4096 test frames; to have more concrete results, more data should be collected and analysed.

3.5 Calibration of Semantic Segmentation

Semantic segmentation predicted by FIERY contains 200x200 pixels, each for 0.5x0.5 meters area. So in total, 50 meters on each side around the ego-vehicle. The calibration of the semantic segmentation is done in a pixel-wise manner. For calibration Isotonic Regression [23] is used. The calibration is done on 20 percent of validation frames (40 million pixels), and the model is evaluated on the remaining 80 percent of test frames (186 million pixels). Uncalibrated ECE (0.00035) is worse than pixel-wise calibrated ECE (0.000013). Further, calibration improves NLL (0.00347) over NLL (0.00322).

In Figure 5, the uncalibrated semantic segmentation is over-estimating the probabilities for segmentation pixels. After calibration, these effects are alleviated as the bins are much closer to the diagonal. Finally, subplot (c) with equal-size binning displays the calibration of low probability pixels, as there were many low probability pixels. The reliability diagram indicates that low probability predictions are also well-calibrated.
Figure 5: Reliability diagrams of pixel-wise semantic segmentation calibration: (a) uncalibrated, (b) pixel-wise calibrated with equal-width binning, and (c) pixel-wise calibrated with equal-size binning. Instances are divided into 15 bins.

4 Discussion

Based on the results of experiments, we are able to calibrate all different uncertainties quite well. Pixel-wise calibration is able to calibrate semantic segmentation, but does not convert well to object-wise uncertainties. Thus, object-wise uncertainties are calibrated separately. FIERY model is able to predict pedestrians well, however, it is not certain enough as predictions for pedestrians are not concrete and are drawn out over larger area. Thus, predictions of undetected-object-ahead have too high probabilities for safe driving. This could be alleviated by larger number of examples and more precise annotations. Our work includes couple of limitations. Firstly, we experimented on binary segmentation, in real world, segmentation should involve all necessary classes. Secondly, our work does not address the computational efficiency of uncertainty aspect.

5 Conclusion

In conclusion, a novel way to model probabilities of detections was introduced. These are probabilistic object location, shape, presence, trajectory, and probabilistic undetected-object-ahead by areas. In the experiments, we showed how to model these probabilities from semantic segmentation on pedestrian class. As a result, these probabilities were not calibrated; using object-wise calibration was able to calibrate these probabilities. Using only pixel-wise calibration was not able to capture enough information about object-wise relations of these probabilities. However, it still was able to get a more calibrated object presence. Future work includes out-of-distribution and data set shifts.
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Figure 6: Reliability diagrams of object’s presence probabilities: (a) uncalibrated, (b) pixel-wise calibrated, and (c) object-wise calibrated. Histograms below the reliability diagrams show how many elements fall into each bin of the reliability diagram. The y-axis for histograms is log-scaled for better comparison. \( f = 4 \) stands for fourth future time step (4 seconds in future). Instances are divided into 10 bins.

Figure 7: Regression calibration plot \[12\] for object’s location probabilities: (a) direction error and (b) distance. The Figures have results on uncalibrated (uncal), pixel-wise calibrated (pw-cal), and object-wise calibrated (obj. cal). The black dashed line shows perfect calibration. \( f = 4 \) stands for fourth future time step (4 seconds in future).

A Appendix

A.1 Additional Figures from Experiments

This Section has additional Figures not covered in Experiments Section.

Figures 6 and 7 display results on future timestep \( f = 4 \). For uncalibrated and pixel-wise calibrated object presence and location these are not well-calibrated. However, object-wise calibration is able to well-calibrate the probabilistic object presence and location.