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Abstract In this paper, we propose and investigate the individually fair $k$-center with outliers (IF$k$CO). In the IF$k$CO, we are given an $n$-sized vertex set in a metric space, as well as integers $k$ and $q$. At most $k$ vertices can be selected as the centers and at most $q$ vertices can be selected as the outliers. The centers are selected to serve all the not-an-outlier (i.e., served) vertices. The so-called individual fairness constraint restricts that every served vertex must have a selected center not too far way. More precisely, it is supposed that there exists at least one center among its $\lceil (n-q)/k \rceil$ closest neighbors for every served vertex. Because every center serves $(n-q)/k$ vertices on the average. The objective is to select centers and outliers, assign every served vertex to some center, so as to minimize the maximum fairness ratio over all served vertices, where the fairness ratio of a vertex is defined as the ratio between its distance with the assigned center and its distance with a $\lceil (n-q)/k \rceil$th closest neighbor. As our main contribution, a 4-approximation algorithm is presented, based on which we develop an improved algorithm from a practical perspective. Extensive experiment results on both synthetic datasets and real-
world datasets are presented to illustrate the effectiveness of the proposed algorithms.
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## 1 Introduction

Clustering problems are studied due to their widespread applications in operations research and machine learning areas [7,8,12,13,14,22,26]. As a consequence, some natural and significant variants also attract lots of research interests [10,15,19,21,28,29].

The concept of fairness is introduced into clustering problems very recently. Chierichetti et al. [9] first studies the fairness in the sense that each cluster is required to have approximately equal proportion of representations. Many more explanation of fairness in the clustering problems are proposed since then. They vary from each other in considering fairness in different objects. Some consider the balance between clusters [3,4,5,15,25], some consider the balance within selected centers [16,20] and others consider the balance of cost functions [2,11,24]. All these fairness can be viewed as the so-called group fairness, and very limited work concentrates on the individual fairness.

The individual fairness is proposed by Jung et al. [17] in the sense of population density. They study the individually fair $k$-center (IF$k$C) where an $n$-sized vertex set in a metric space and an integer $k$ are given. At most $k$ vertices can be selected as the centers to serve all the given vertices. A vertex would expect that there exists a center among its $\lceil n/k \rceil$ closest neighbors, since each open center serves $n/k$ vertices on the average. Jung et al. [17] show that sometimes it is impossible to find the suitable centers which satisfy the expectation of each vertex. So the IF$k$C focuses on optimizing how far from the ideal expectation. Specifically, the objective of the IF$k$C is to select at most $k$ vertices as centers, and assign each vertex to some center, so as to minimize the maximum fairness ratio over all vertices, where the fairness ratio of a vertex is defined as the ratio between its distance with the assigned center and its distance with a $\lceil n/k \rceil$th closest neighbor. Jung et al. [17] give a 4-approximation algorithm for the IF$k$C. Soon afterwards, under the notion of individual fairness in [17], Mahabadi and Vakilian [23] and Vakilian and Yalçiner [27] study the $k$-clustering with $l_p$-norm cost function.

However, an isolated vertex may cause huge loss of the overall clustering quality in the IF$k$C. It is of significance to overcome this shortcoming of the problem. Towards this end, we introduce the individually fair $k$-center with outliers (IF$k$CO) in this paper, which allows some vertices, called outliers, to be discarded when clustering. Thus, an additional integer $q$ is given. At most $q$ vertices can be selected as the outliers which could not be served. If a vertex is selected as an outlier, it does not care the distance between a center and itself. If a vertex is not an outlier, it would expect that there exists a center among its $\lceil (n-q)/k \rceil$ closest neighbors, since ideally we wish that each center serves $(n-q)/k$ vertices. The goal is to select at most $k$ centers and at most $q$
outliers, assign each not-an-outlier vertex to some center, so as to minimize the maximum outlier-related fairness ratio over all not-an-outlier vertices, where the outlier-related fairness ratio of a vertex is defined as the ratio between its distance with the assigned center and its distance with a \( [(n - q)/k] \)th closest neighbor. Our contributions are fourfold.

- Contribution 1: We first present a naive but natural algorithm for the IFkCO and prove that the algorithm may return a solution far from being optimal.
- Contribution 2: After finding out the naive algorithm’s principle of selecting centers is lack of rationality, we then design a basic 4-approximation algorithm for the IFkCO, which successfully avoids the shortcoming of the naive algorithm.
- Contribution 3: Unfortunately, the basic algorithm has its own limitation that it may select very few vertices as outliers. We further propose a refined 4-approximation algorithm to deal with the limitation.
- Contribution 4: We apply the refined algorithm to several instances and show that the refined algorithm is well-behaved.

The remainder of this paper is structured as follows. In section 2, the mathematical description of the IFkCO is given, followed by a naive algorithm. In section 3, the main part of this paper, we present two algorithms for the IFkCO, a basic one and a refined one. In section 4, we test the refined algorithm on a large scale of synthetic and real-world instances. In section 5, we discuss the practical aspect of the proposed algorithms as well as some interesting directions.

2 Preliminaries

We start with the mathematical descriptions of the IFkCO and IFkC. A naïve attempt show that the algorithm for the IFkC can easily obtain a feasible solution for the IFkCO instance. However, it can be arbitrarily bad.

2.1 Problem descriptions

In any instance for the IFkCO, denoted by \( I_{IFkCO} \), we are given a vertex set \( V \) with size \( n \). Let \( d_{ij} \) be the distance between a pair of vertices \((i, j)\) with \( i, j \in V \). It is assumed that the distances are metric, i.e., obey the following assumptions.

- They are non-negative, i.e., \( d_{ij} \geq 0 \) for any \( i, j \in V \);
- They are symmetric, i.e., \( d_{ii} = 0 \) and \( d_{ij} = d_{ji} \) for any \( i, j \in V \);
- They satisfy the triangle inequality, i.e., \( d_{hi} + d_{ij} \geq d_{hj} \) for any \( h, i, j \in V \).

Also, we are given the integers \( k \) and \( q \), the maximum number of vertices that can be selected as the centers and that of the outliers. For each \( i \in V \), let \( NR_q(i) \) be the distance between \( i \) and its \( [(n - q)/k] \)th nearest neighbor. Note
that any vertex itself is its nearest neighbor. We call $NR_q(i)$ the outlier-related neighborhood radius of $i$. The aim is to select vertices $S \subseteq V$ as centers and $O \subseteq V$ as outliers, assign each vertex $i \in V \setminus O$ to some center $\sigma(i) \in S$, such that $|S| \leq k$, $|O| \leq q$, and the maximum ratio of $d_{\sigma(i)j}/NR_q(i)$ of a vertex in $V \setminus O$ is minimized.

We use $(S,O,\sigma)$ to denote a solution for the IF$k$CO instance $I_{IFkCO}$, in which $S \subseteq V$ is the set of selected centers, $O \subseteq V$ is the set of selected outliers and $\sigma : V \setminus O \to S$ is an assignment mapping each vertex in $V \setminus O$ to some center in $S$. A solution $(S,O,\sigma)$ is feasible if $|S| \leq k$ and $|O| \leq q$. For each vertex $i \in V \setminus O$, we call $d_{\sigma(i)j}/NR_q(i)$ its outlier-related fairness ratio. For the solution $(S,O,\sigma)$, we call $\alpha(S,O,\sigma)$ its outlier-related fairness ratio, which is the maximum outlier-related fairness ratio of a vertex in $V \setminus O$, i.e.,

$$\alpha(S,O,\sigma) = \max_{i \in V \setminus O} \frac{d_{\sigma(i)j}}{NR_q(i)}.$$ 

Denote by $(S^*,O^*,\sigma^*)$ the optimal solution for $I_{IFkCO}$, and $OPT_{IFkCO}$ the outlier-related fairness ratio of $(S^*,O^*,\sigma^*)$, i.e.,

$$(S^*,O^*,\sigma^*) = \arg \min_{(S,O,\sigma) : |S| \leq k, |O| \leq q} \alpha(S,O,\sigma),$$

and $OPT_{IFkCO} = \alpha(S^*,O^*,\sigma^*) = \max_{i \in V \setminus O} \frac{d_{\sigma^*(i)j}}{NR_q(i)}$.

By setting $q = 0$, the $I_{IFkCO}$ reduces to an IF$k$C instance. More specifically, in an IF$k$C instance $I_{IFkC}$, we are given a vertex set $V$. Each pair of vertices $(i,j)$, where $i,j \in V$, has a distance $d_{ij}$. We assume that the distances are non-negative, symmetric, and satisfy the triangle inequality. Also, we are given an integer $k$, the maximum number of vertices that can be selected as the centers. For each vertex $i \in V$, let $NR(i)$ be the distance between $i$ and its $\lfloor n/k \rfloor$th nearest neighbor. We call $NR(i)$ the neighborhood radius of $i$. The goal is to select vertices $S \subseteq V$ as centers, assign each vertex $i \in V$ to some center $\sigma(i) \in S$, such that $|S| \leq k$, and the maximum ratio of $d_{\sigma(i)j}/NR(i)$ of a vertex in $V$ is minimized.

We use $(S,\sigma)$ to denote a solution for the IF$k$C instance $I_{IFkC}$, in which $S \subseteq V$ is the set of selected centers and $\sigma : V \to S$ is an assignment mapping each vertex in $V$ to some center in $S$. A solution $(S,\sigma)$ is feasible if $|S| \leq k$. For each vertex $i \in V$, we call $d_{\sigma(i)j}/NR(i)$ its fairness ratio. For the solution $(S,\sigma)$, we call $\alpha(S,O)$ its fairness ratio, which is the maximum fairness ratio of a vertex in $V$, i.e.,

$$\alpha(S,\sigma) = \max_{i \in V} \frac{d_{\sigma(i)j}}{NR(i)}.$$ 

2.2 An attempt

Herein, we present a naive but quite natural algorithm that is able to give a feasible solution for $I_{IFkCO}$. For the instance, first remove its input of $q$ in
Approximate the individually fair \( k \)-center with outliers. Then, use the algorithm for the IF\( k \)-C to solve \( I_{\text{IF}kC} \) and obtain a feasible solution for \( I_{\text{IF}kC} \). The naive algorithm is shown as Algorithm 1. It is worth mentioning that Step 2 of Algorithm 1 is a slightly modified version of the 2FAIRKCENTER algorithm for the IF\( k \)-C appeared in \[17\].

**Algorithm 1**: A Naive Algorithm for the IF\( k \)-C.

| Input: | An IF\( k \)-C instance \( I_{\text{IF}kC} = (V, \{d_{ij}\}, j \in V, k, q) \). |
|--------|------------------------------------------------------------------|
| Output:| A feasible solution \((S, O, \sigma)\) for the instance \( I_{\text{IF}kC} \). |

**Step 1** For \( I_{\text{IF}kC} \), get rid of \( q \) to yield a IF\( k \)-C instance \( I_{\text{IF}kC} = (V, \{d_{ij}\}, j \in V, k) \).

**Step 2** Initially, set \( P := V, S := \emptyset \).

\[\text{While } P \neq \emptyset \text{ do} \]

Find a vertex \( s \in P \) such that \( s := \arg \min_{i \in P} NR(i) \).

Update \( S := S \cup \{s\}, P := \{i \in P : d_{is} > 2 \cdot NR(i)\} \).

**Step 3** Set \( O := \emptyset, \sigma(i) := \arg \min_{h \in S} d_{ih} \) for each \( i \in V \).

**Step 4** Output \((S, O, \sigma)\) as the solution for the instance \( I_{\text{IF}kC} \).


For any selected center \( s \in S \), denote by \( V(s, NR(s)) \) the set of vertices within the distance of \( NR(s) \) from \( s \). We call \( V(s, NR(s)) \) the neighboring vertex set of \( s \). Here are some observations about Algorithm 1.

**Observation 1** For any selected center \( s \in S \), there are at least \( n/k \) vertices in its neighboring vertex set.

This observation can be seen from the definition of \( NR(s) \).

**Observation 2** If a vertex \( s \) is selected as a center, any other vertex in its neighboring vertex set cannot be a center.

**Proof** When a vertex \( s \) is selected as a center, each vertex \( i \in V(s, NR(s)) \) either already be removed from the current \( P \) or it satisfies \( d_{is} \leq NR(s) \leq 2NR(s) \leq 2NR(i) \). The last inequality follows by the principle of selecting centers in Step 2. For the second case, the vertex \( i \) will be removed from \( P \) and cannot be a center anymore, because of the principle of updating \( P \) in Step 2.

**Observation 3** For any two selected centers \( s, s' \in S \), their neighboring vertex set are disjoint.

**Proof** Assume that center \( s \) is selected before \( s' \). If there exists a vertex \( i \in V(s, NR(s)) \cap V(s', NR(s')) \), we have that \( d_{is'} \leq d_{is} + d_{i's'} \leq NR(s) + NR(s') \leq 2NR(s') \). The last inequality follows by the principle of selecting centers in Step 2. In this case, because of the principle of updating \( P \) in Step 2, once \( s \) is selected, the vertex \( s' \) will be remove from \( P \) and cannot be a center anymore, which is a contradiction.

The following lemma gives the feasibility of the solution \((S, O, \sigma)\) returned from Algorithm 1.
Lemma 4 Algorithm 1 outputs a feasible solution \((S, O, \sigma)\) for any IF\(k\)CO instance \(I_{\text{IF}k\text{CO}}\).

Proof Recall that a solution \((S, O, \sigma)\) is feasible only if \(|S| \leq k\) and \(|O| \leq q\). Since \(O = \emptyset\), the cardinality bound of \(O\) obviously holds. We only need to prove \(|S| \leq k\).

From Observations 1-3, we can see that each iteration of Step 2 of Algorithm 1 ensures that at least \(n/k\) disjoint vertices are removed from the current \(P\). Once \(P = \emptyset\), we end the iterations. Therefore, there are at most \(k\) iterations in Step 2, which implies \(|S| \leq k\). This completes the proof of the lemma. \(\square\)

Note that Algorithm 1 may return a feasible solution far from the optimal one for some IF\(k\)CO instances, as shown by Example 1.

Example 1. Consider the IF\(k\)CO instance \((V, \{d_{ij}\}_{i,j \in V}, k, q)\) where \(V = \{h, i, j\}\), \(d_{hi} = M\), \(d_{hj} = M\), \(d_{ij} = 1\), \(k = 1\) and \(q = 1\). Suppose that \(M > 1\).

Recall that for any \(v \in V\), its neighborhood radius \(NR(v)\) is the distance between \(v\) and its \(\lceil n/k \rceil\) nearest neighbor. Since \(n = |\{h, i, j\}| = 3\) and \(\lceil n/k \rceil = \lceil 3/1 \rceil = 3\), the neighborhood radii used in Algorithm 1 are \(NR(h) = NR(i) = NR(j) = M\). If we use Algorithm 1 to solve the instance, Algorithm 1 will arbitrarily select a vertex in \(V\) as the center. It is possible that Algorithm 1 selects \(h\) as the center and outputs \((\{h\}, \emptyset, \sigma_1)\) as the solution, where \(\sigma_1(h) = \sigma_1(i) = \sigma_1(j) = h\). Recall that for any \(v \in V\), its outlier-related neighborhood radius \(NR_q(v)\) is the distance between \(v\) and its \(\lceil (n-q)/k \rceil\) nearest neighbor. Since \(\lceil (n-q)/k \rceil = \lceil (3-1)/1 \rceil = 2\), the outlier-related neighborhood radii are \(NR_q(h) = M\) and \(NR_q(i) = NR_q(j) = 1\). Therefore, the outlier-related fairness ratio of the solution \((\{h\}, \emptyset, \sigma_1)\) is \(M\), i.e.,

\[
\alpha(\{h\}, \emptyset, \sigma_1) = \max_{v \in \{h, i, j\} \setminus \emptyset} \frac{d_{\sigma_1(v)v}}{NR_q(v)}
= \max\left\{ \frac{d_{\sigma_1(h)h}}{NR_q(h)}, \frac{d_{\sigma_1(i)i}}{NR_q(i)}, \frac{d_{\sigma_1(j)j}}{NR_q(j)} \right\}
= \max\left\{ \frac{d_{hh}}{NR_q(h)}, \frac{d_{hi}}{NR_q(i)}, \frac{d_{hj}}{NR_q(j)} \right\}
= \max\left\{ \frac{0}{M}, \frac{M}{1}, \frac{M}{1} \right\}
= M.
\]

The optimal solution is to select either \(i\) or \(j\) as the center and \(h\) as the outlier. Assume that the selected center is \(i\). Therefore, the optimal solution is \((\{i\}, \{h\}, \sigma^*)\), where \(\sigma^*(i) = \sigma^*(j) = i\). The outlier-related fairness ratio of
the solution \((\{i\}, \{h\}, \sigma^*)\) is 1, i.e.,
\[
\alpha(\{i\}, \{h\}, \sigma^*) = \max_{v \in \{i, j\} \setminus \{h\}} \frac{d_{\sigma^*(v)} v}{NR_q(v)}
\]
\[
= \max\left\{ \frac{d_{\sigma^*(i)} i}{NR_q(i)}, \frac{d_{\sigma^*(j)} j}{NR_q(j)} \right\}
\]
\[
= \max\left\{ \frac{d_{ii}}{NR_q(i)}, \frac{d_{ij}}{NR_q(j)} \right\}
\]
\[
= \max\left\{ 0, \frac{1}{1} \right\}
\]
\[
= 1.
\]
Therefore, we have
\[
\frac{\alpha(\{h\}, \emptyset, \sigma_1)}{\alpha(\{i\}, \{h\}, \sigma^*)} = \frac{M}{1},
\]
which implies that the Algorithm 1 may return a solution far from being optimal. An illustration of Example 1 is given in Fig. 1.

3 Advisable algorithms for the IF\(k\)CO

In this section, we first propose a basic 4-approximation algorithm for the IF\(k\)CO. Then, we give a refined algorithm, which overcomes the limitation of the basic one.

3.1 A basic algorithm

The main adversary for Algorithm 1 is that to select vertex \(i\) with a minimum neighborhood radius \(NR(i)\) may lead to very bad outcome, and no vertices are
selected as outliers in the obtained solution. Therefore, we specifically design a basic algorithm for the \(\text{IF}^k\text{CO}\). Our basic algorithm keeps finding a selectable vertex \(i\) with the minimum outlier-related neighborhood radius \(NR_q(i)\) as a center while the set of selectable vertices is not empty and the number of currently chosen centers is less than \(k\). The basic algorithm is formally presented as Algorithm 2.

**Algorithm 2**: A Basic Algorithm for the \(\text{IF}^k\text{CO}\).

**Input**: An \(\text{IF}^k\text{CO}\) instance \(I_{\text{IF}^k\text{CO}} = (V, \{d_{ij}\}, i, j \in V, k, q)\).

**Output**: A feasible solution \((S, O, \sigma)\) for the instance \(I_{\text{IF}^k\text{CO}}\).

**Step 1** Initially, set \(P := V, S := \emptyset\). 
While \(P \neq \emptyset, |S| < k\) do
- Find a vertex \(s \in P\) such that \(s := \arg\min_{i \in P} NR_q(i)\).
- Update \(S := S \cup \{s\}, P := \{i \in P : d_{is} > 2 \cdot NR_q(i)\}\).

**Step 2** Set \(O := P, \sigma(i) := \arg\min_{h \in S} d_{ih}\) for each \(i \in V \setminus O\).

**Step 3** Output \((S, O, \sigma)\) as the solution for the instance \(I_{\text{IF}^k\text{CO}}\).

For any selected center \(s \in S\), denote by \(V(s, NR_q(s))\) the set of vertices within the distance of \(NR_q(s)\) from \(s\). We call \(V(s, NR_q(s))\) the outlier-related neighboring vertex set of \(s\). Here are some observations about Algorithm 2.

**Observation 5** For any selected center \(s \in S\), there are at least \((n - q)/k\) vertices in its outlier-related neighboring vertex set.

This observation can be seen from the definition of \(NR_q(s)\).

**Observation 6** If a vertex \(s\) is selected as a center, any other vertex in its outlier-related neighboring vertex set cannot be a center.

**Proof** When a vertex \(s\) is selected as a center, each vertex \(i \in V(s, NR_q(s))\) either already be removed from the current \(P\) or it satisfies \(d_{is} \leq NR_q(s) \leq 2NR_q(s) \leq 2NR(i)\). The last inequality follows by the principle of selecting centers in Step 1. For the second case, the vertex \(i\) will be removed from \(P\) and cannot be a center anymore, because of the principle of updating \(P\) in Step 1. \(\square\)

**Observation 7** For any two selected centers \(s, s' \in S\), their outlier-related neighboring vertex sets are disjoint.

**Proof** Assume that center \(s\) is selected before \(s'\). If there exists a vertex \(i \in V(s, NR_q(s)) \cap V(s', NR_q(s'))\), we have that \(d_{si} \leq d_{si'} \leq NR_q(s) + NR_q(s') \leq 2NR_q(s')\). The last inequality follows by the principle of selecting centers in Step 1. In this case, because of the principle of updating \(P\) in Step 1, once \(s\) is selected, the vertex \(s'\) will be remove from \(P\) and cannot be a center anymore, which is a contradiction. \(\square\)
The following lemma gives the feasibility of the solution \((S,O,\sigma)\) obtained from Algorithm 2.

**Lemma 8** Algorithm 2 outputs a feasible solution \((S,O,\sigma)\) for any IFkCO instance \(I_{IFkCO}\).

**Proof** Recall that a solution \((S,O,\sigma)\) is feasible only if \(|S| \leq k\) and \(|O| \leq q\). Note that Step 1 of Algorithm 2 guarantees that \(|S| \leq k\). Thus we only need to prove \(|O| \leq q\).

We consider the two cases that may terminate Step 1. The simpler case is \(P = \emptyset\), and the other case is \(|S| = k\). If \(P = \emptyset\), the cardinality bound of \(O\) obviously holds, since \(|O| = |P| = 0 \leq q\). If \(|S| = k\), there are \(k\) iterations. We conclude from Observations 5-7 that each iteration of Step 1 in Algorithm 2 guarantees that at least \((n - q)/k\) disjoint vertices are removed from the current \(P\). Therefore, the number of vertices removed from the initial \(P\) is at least \(n - q\). We have that \(|O| = |P| \leq n - (n - q) = q\). This completes the proof of the lemma. \(\Box\)

**Lemma 9** The outlier-related fairness ratio of the solution \((S,O,\sigma)\) obtained from Algorithm 2 for any IFkCO instance \(I_{IFkCO}\) is at most 2, i.e.,

\[\alpha(S,O,\sigma) \leq 2.\]

**Proof** For the solution \((S,O,\sigma)\) obtained from Algorithm 2, from Step 1 of Algorithm 2, it can be seen that for each vertex \(i \in V \setminus O\), there must exist a center \(s \in S\) such that \(d_{is} \leq 2NR_q(i)\). Recall that \(\sigma(i) := \arg \min_{h \in S} d_{ih}\) for each \(i \in V \setminus O\). Therefore, we have that

\[d_{\sigma(i)i} \leq d_{is} \leq 2NR_q(i).\]

That means,

\[\frac{d_{\sigma(i)i}}{NR_q(i)} \leq 2\text{ for any } i \in V \setminus O.\]

Thus, we obtain that

\[\alpha(S,O,\sigma) = \max_{i \in V \setminus O} \frac{d_{\sigma(i)i}}{NR_q(i)} \leq 2.\]

This completes the proof of this lemma. \(\Box\)

**Lemma 10** The outlier-related fairness ratio of the optimal solution \((S^*,O^*,\sigma^*)\) for any IFkCO instance \(I_{IFkCO}\) is at least 1/2, i.e.,

\[\alpha(S^*,O^*,\sigma^*) \geq \frac{1}{2}.\]
Proof For each center $s^* \in S^*$ in the optimal solution $(S^*, O^*, \sigma^*)$, denote by $D(s^*)$ the set of vertices assigned to $s^*$ under the assignment of $\sigma^*$, i.e.,

$$D(s^*) = \{ i \in V \setminus O^* : \sigma^*(i) = s^* \}.$$  

Since $(S^*, O^*, \sigma^*)$ is a feasible solution, we have that $|S^*| \leq k$, that $|O^*| \leq q$, and that

$$\left| \bigcup_{s^* \in S^*} D(s^*) \right| = \sum_{s^* \in S^*} |D(s^*)| = |V \setminus O^*| = |V| - |O^*| \geq n - q.$$  

Therefore,

$$\frac{\left| \sum_{s^* \in S^*} D(s^*) \right|}{|S^*|} \geq \frac{n - q}{k}.$$  

There must exist some center $s' \in S^*$ satisfying $|D(s')| \geq (n - q)/k$. Let $s_f$ be the vertex farthest from $s'$ in $D(s')$ under the assignment of $\sigma^*$. Note that for any vertex $i \in D(s')$, we have that

$$d_{s_f} \leq d_{s'} + d_{s's_f} \leq 2 \cdot d_{s's_f}.$$  

Since each vertex $i$ in $D(s')$ is within the distance of $2d_{s's_f}$ from $s_f$ and $|D(s')| \geq (n - q)/k$, combining with the definition of $NR_q(s_f)$, we obtain that

$$NR_q(s_f) \leq 2 \cdot d_{s's_f}.$$  

Thus, it satisfies for $s_f \in V \setminus O^*$ that

$$\frac{d_{\sigma^*(s_f)s_f}}{NR_q(s_f)} = \frac{d_{s's_f}}{NR_q(s_f)} \geq 1.$$  

Therefore,

$$\alpha(S^*, O^*, \sigma^*) = \max_{i \in V \setminus O^*} \frac{d_{\sigma^*(i)i}}{NR_q(i)} \geq \frac{d_{\sigma^*(s_f)s_f}}{NR_q(s_f)} \geq \frac{1}{2}.$$  

Complete the proof. \qed

From Lemmas 9 and 10, for the solution $(S, O, \sigma)$ obtained from Algorithm 2 and the optimal solution $(S^*, O^*, \sigma^*)$, we have that

$$\alpha(S, O, \sigma) \leq 4 \cdot \alpha(S^*, O^*, \sigma^*) = 4 \cdot OPT_{IFkCO},$$  

which implies the following result of Algorithm 2.

**Theorem 11** Algorithm 2 is a 4-approximation algorithm for the IFkCO.

Suppose that the Algorithm 2 is running on Example 1. It will arbitrarily select $i$ or $j$ as the center and leave $h$ as an outlier, since Algorithm 2 keeps searching a selectable vertex $v$ with a minimum outlier-related neighborhood radius $NR_q(v)$ to select as a center and $NR_q(h) = M > 1 = NR_q(i) = NR_q(j)$. Therefore, Algorithm 2 outputs an optimal solution for the instance.
3.2 A refined algorithm

A limitation of Algorithm 2 is that it may select very few vertices as outliers. To overcome this shortcoming, we present a refined algorithm which uses a binary search on a parameterized version of Algorithm 2. The refined algorithm is formally described in Algorithm 3. Compared with Algorithm 2, an additional parameter \( l \) needs to be given as an input in Algorithm 3. The integer \( l \) limits the number of iterations for searching a solution with a better outlier-related fairness ratio. The more steps of the iterations, it is more likely that we obtain a smaller ratio.

Algorithm 3: A Refined Algorithm for the IF\( k\)

Input: An IF\( k\) instance \( I_{IF_{kCO}} = (V, \{d_{ij}\}_{i,j \in V}, k, q) \), an integer \( l \geq 0 \).
Output: A feasible solution \((S, O, \sigma)\) for the instance \( I_{IF_{kCO}} \).

Step 1 Use Algorithm 2 to solve \( I_{IF_{kCO}} \) and obtain a solution \((S_b, O_b, \sigma_b)\).

Step 2 Initially set \( t := 0, \beta_1 := 1, \beta_2 := 2, \beta := \beta_1 \) and \((S, O, \sigma) := (S_b, O_b, \sigma_b)\).

Step 3 While \( t < l \) do

- Set \( P_\beta := V, S_\beta := \emptyset \).
- While \( P_\beta \neq \emptyset, |S_\beta| < k \) do
  - Find a vertex \( s \in P_\beta \) such that \( s := \arg \min_{i \in P_\beta} NR_q(i) \).
  - Update \( S_\beta := S_\beta \cup \{s\}, P_\beta := \{i \in P_\beta : d_{is} > \beta \cdot NR_q(i)\} \).
  - Set \( O_\beta := P_\beta, \sigma_\beta(i) := \arg \min_{h \in S_\beta} d_{ih} \) for each \( i \in V \setminus O_\beta \).
- If \( |O_\beta| > q \) then
  - Update \( \beta_1 := \beta, \beta := (\beta_1 + \beta_2)/2, t := t + 1 \).
- If \( |O_\beta| \leq q \) then
  - Update \((S, O, \sigma) := (S_\beta, O_\beta, \sigma_\beta), \beta_2 := \beta, \beta := (\beta_1 + \beta_2)/2, t := t + 1 \).

Step 4 Output \((S, O, \sigma)\) as the solution for the instance \( I_{IF_{kCO}} \).

The following lemma gives the feasibility of the solution \((S, O, \sigma)\) obtained from Algorithm 3.

Lemma 12 Algorithm 3 outputs a feasible solution \((S, O, \sigma)\) for any IF\( k\) instance \( I_{IF_{kCO}} \).

Proof Recall that a solution \((S, O, \sigma)\) is feasible if \(|S| \leq k\) and \(|O| \leq q\). Initially, Algorithm 3 sets \((S, O, \sigma)\) as \((S_b, O_b, \sigma_b)\) which is a feasible solution obtained from Algorithm 2. Then, the principle of updating the solution \((S, O, \sigma)\) in Step 3 guarantees that the currently updated solution \((S_\beta, O_\beta, \sigma_\beta)\) must satisfy that \(|S_\beta| \leq k\) and \(|O_\beta| \leq q\). Therefore, the solution obtained from Algorithm 3 is a feasible solution. \(\square\)

Lemma 13 The outlier-related fairness ratio of the solution \((S, O, \sigma)\) obtained from Algorithm 3 for any IF\( k\) instance \( I_{IF_{kCO}} \) is at most 2, i.e.,

\[ \alpha(S, O, \sigma) \leq 2. \]
Proof If Step 3 of Algorithm 3 does not update the solution \((S, O, \sigma)\), we output \((S_b, O_b, \sigma_b)\) as the final solution. Therefore, from Lemma 3, we have that

\[
\alpha(S, O, \sigma) = \alpha(S_b, O_b, \sigma_b) \leq 2. \tag{1}
\]

Now consider the case that Step 3 of Algorithm 3 updates the solution \((S, O, \sigma)\). Assume that the final updated solution is \((S_{\beta_f}, O_{\beta_f}, \sigma_{\beta_f})\). For any \(i \in V \setminus O = V \setminus O_{\beta_f}\), from Step 3, we have that

\[
d_{\sigma(i)i} = d_{\sigma_{\beta_f}(i)i} \leq \beta_f NR_q(i).
\]

That means,

\[
\frac{d_{\sigma(i)i}}{NR_q(i)} \leq \beta_f \text{ for any } i \in V \setminus O.
\]

Thus, we obtain that

\[
\alpha(S, O, \sigma) = \max_{i \in V \setminus O} \frac{d_{\sigma(i)i}}{NR_q(i)} \leq \beta_f \leq 2. \tag{2}
\]

The last inequality follows by the update principle of \(\beta\) in Step 3, which guarantees that \(\beta_f \in [1, 2]\). Combining inequalities (1) and (2), we complete the proof of this lemma. \(\square\)

From Lemmas 10 and 13, for the solution \((S, O, \sigma)\) obtained from Algorithm 3 and the optimal solution \((S^*, O^*, \sigma^*)\), we have that

\[
\alpha(S, O, \sigma) \leq 4 \cdot \alpha(S^*, O^*, \sigma^*) = 4 \cdot OPT_{IFkCO},
\]

which implies the following main result of Algorithm 3.

**Theorem 14** Algorithm 3 is a 4-approximation algorithm for the IFkCO.

Intuitively, it would be better to employ a parameterized algorithm for obtaining a solution with better outlier-related fairness ratio. We provided a parameterized version of Algorithm 1 in Algorithm 4. In the next section, we compare the performance of Algorithm 3 and 4 on a real-world dataset.

### 4 Experiments

In this section, we provide the experimental results of Algorithm 3 running on both synthetic datasets and real-world datasets to illustrate its effectiveness. The environment for the experiments is Intel(R) Core(TM) CPU i7-6700 @3.40GHz with 8GB memory.
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**Algorithm 4**: A Parameterized Version of Algorithm 1.

**Input**: An IF$k$CO instance $I_{\text{IF}k\text{CO}} = (V, \{d_{ij}\}_{i,j \in V}, k, q)$, an integer $l \geq 0$.

**Output**: A feasible solution $(S, O, \sigma)$ for the instance $I_{\text{IF}k\text{CO}}$.

Step 1 Use Algorithm 1 to solve $I_{\text{IF}k\text{CO}}$ and obtain a solution $(S_a, O_a, \sigma_a)$.

Step 2 Initially set $t := 0$, $\beta_1 := 1$, $\beta_2 := 2$, $\beta := \beta_1$ and $(S, O, \sigma) := (S_a, O_a, \sigma_a)$.

Step 3 While $t < l$ do
  
  Set $P_\beta := V$, $S_\beta := \emptyset$.
  
  While $P_\beta \neq \emptyset$ do
    
    Find a vertex $s \in P_\beta$ such that $s := \arg \min_{i \in P_\beta} NR(i)$.
    
    Update $S_\beta := S_\beta \cup \{s\}$, $P_\beta := \{i \in P_\beta : d_{is} > \beta \cdot NR(i)\}$.
    
    Set $O_\beta := \emptyset$, $\sigma_\beta(i) := \arg \min_{h \in S_\beta} d_{ih}$ for each $i \in V$.
    
    If $|S_\beta| > k$ then
      
      Update $\beta_1 := \beta$, $\beta := (\beta_1 + \beta_2)/2$, $t := t + 1$.
    
    If $|S_\beta| \leq k$ then
      
      Update $(S, O, \sigma) := (S_\beta, O_\beta, \sigma_\beta)$, $\beta_2 := \beta$, $\beta := (\beta_1 + \beta_2)/2$, $t := t + 1$.

Step 4 Output $(S, O, \sigma)$ as the solution for the instance $I_{\text{IF}k\text{CO}}$.

**4.1 Synthetic Datasets**

Theoretically, we prove that both Algorithm 2 and Algorithm 3 have a same approximation ratio of 4. However, Algorithm 3 has a much better performance in experiments. In this subsection, we mainly test the proposed algorithms on synthetic datasets.

We randomly generate nine IF$k$CO instances with different settings of $n$, $k$ and $q$. The nine instances are divided into three groups. Each group of the three aims to find out the effect of one parameter on the outlier-related fairness ratios of the solutions of Algorithm 3. The details of the settings are:

- **Group 1**: Three randomly generated IF$k$CO instances, in which $k = 20$, $q = 50$ and $n = 200, 1000, 5000$, respectively;
- **Group 2**: Three randomly generated IF$k$CO instances, in which $n = 1000$, $q = 50$ and $k = 5, 20, 100$, respectively;
- **Group 3**: Three randomly generated IF$k$CO instances, in which $n = 1000$, $k = 20$, and $q = 20, 50, 100$, respectively.

For the instances in Group 1, 2 and 3, we show the continuous changing lines of the number of outliers selected by Algorithm 3 with respect to different values of $\beta$ in Fig. 2(a), 2(b) and 2(c) respectively. The corresponding outlier-related fairness ratios of the solutions obtained from Algorithm 3 are also shown in Fig. 2. From our intuition, we believe that all the changing lines tend to decrease. It can be seen from Fig. 2 that in general they do, but some of the changing lines are not strictly decreasing. Here are some specific observations for each group.

- **For Group 1**: The positions of the three lines are consistent with our expectation. The larger $n$ is, the higher the position of the line, since for the same $\beta$ a larger $n$ would cause Algorithm 3 to output more outliers.
For Group 2: The positions of the three lines are unconventional. We intuitively think that for the same $\beta$, a larger $k$ would cause Algorithm 3 to output a smaller number of outliers. But for the randomly generated instance where $k = 5$, whatever $\beta$ is, the number of its outliers obtained from Algorithm 3 is always the smallest.

For Group 3: The positions of the three lines are reasonable. The larger $q$ is, the smaller the corresponding outlier-related radiuses of all the vertices are. Smaller outlier-related radiuses would cause Algorithm 3 to output more outliers.

More remarkably, we find that Algorithm 3 is a very well-performed algorithm. For all the tested instances, the maximum outlier-related fairness ratio obtained from Algorithm 3 is only 1.31, which is far more below the theoretical bound of 2.

4.2 Real-world Datasets

In this subsection, we test Algorithm 3 and 4 on the Shenzhen POI (Point of Interest) dataset collected from the open API of Gaode Maps [1]. The target POI type contains 2936 points, and since the POI type does not affect the results by any means, we hide it throughout this paper. The distances between any two points are measured in Euclidean distance after mapping the latitude and longitude of all the points onto a plane.

Recall that Algorithm 3 and 4 are the parameterized versions of Algorithm 2 and 1, respectively. It can be seen that Algorithm 2 performs much better than Algorithm 1 for Example 1. Thus intuitively, we would expect that the performance of Algorithm 3 is probably better than Algorithm 4 for the same instance. We show the centers selected by Algorithm 3 and 4 in Fig. 3(a) and 3(b) respectively. It turns out that Algorithm 3 is more likely to locate a center in dense areas compared with Algorithm 4. In other words, the points that are not likely to be outliers are of more importance in Algorithm 3 than in Algorithm 4. As a consequence, Algorithm 3 tends to obtain a smaller outlier-related fairness ratio than Algorithm 4. This phenomenon makes sense because Algorithm 3 and Algorithm 4 keep searching the vertex $i$ with a minimum radius of $NR_q(i)$ and $NR(i)$ as a center, and a vertex $i$ in dense area is more likely to have the minimum $NR_q(i)$ than $NR(i)$.

5 Discussions

In this paper, we propose and investigate the IF$k$CO, which overcomes the shortcoming of IF$k$C that the overall clustering quality may be effected by a few of isolated vertices. As our main contribution, several approximation algorithms for the proposed problem are presented, with a provable 4 approximation ratio. Despite the theoretical performance guarantee, the experiments on both synthetic and real-world datasets show that the refined algorithm
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Fig. 2 An illustration of the effect of the input of the IF$k$CO on the output of Algorithm 3. Each instance is represented by a colored line, which reflects the change of the number of outliers selected by Algorithm 3 with respect to different values of $\beta$. The colored dots represent the corresponding outlier-related fairness ratios of the solutions obtained from Algorithm 3.

usually outputs a feasible solution with performance significantly better than the approximation ratio of 4. To introduce the individual fairness and outlier detection into other clustering problems like the $k$-median and $k$-means are very interesting directions in the future.
Fig. 3 An illustration of an actual instance in Shenzhen, China. The small green circles are the 2936 points of interest. The big red circles are the selected centers.
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