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Abstract—We provide a rigorous mathematical analysis of two communication strategies: soft decode-and-forward (soft-DF) for relay channels, and soft partial interference-cancelation (soft-IC) for interference channels. Both strategies involve soft estimation, which assists the decoding process. We consider LDPC codes, not because of their practical benefits, but because of their analytic tractability, which enables an asymptotic analysis similar to random coding methods of information theory. Unlike some works on the closely-related demodulate-and-forward, we assume non-memoryless, code-structure-aware estimation. With soft-DF, we develop simultaneous density evolution to bound the decoding error probability at the destination. This result applies to erasure relay channels. In one variant of soft-DF, the relay applies Wyner-Ziv coding to enhance its communication with the destination, borrowing from compress-and-forward. To analyze soft-IC, we adapt existing techniques for iterative multiuser detection, and focus on binary-input additive white Gaussian noise (BIAWGN) interference channels. We prove that optimal point-to-point codes are unsuitable for soft-IC, as well as for all strategies that apply partial decoding to improve upon single-user detection (SUD) and multiuser detection (MUD), including Han-Kobayashi (HK).
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I. INTRODUCTION

Relay and interference channels capture two of the fundamental phenomena that characterize wireless networks: The potential of cooperation to achieve better performance and interference between nodes (e.g., resulting from the shared wireless medium).

Both channels are illustrated in Fig. 1. In a relay channel (introduced by van der Meulen [69]), a single pair of source and destination nodes wish to communicate, and are aided by a relay node, which lends its resources to support their communications. An interference channel (introduced by Shannon [65]) is characterized by two pairs of nodes, each pair consisting of a source and destination that wish to communicate. Unlike point-to-point (P2P) channels, each destination experiences interference resulting from the signal produced by the other pair. The capacities of both channels are in general still unknown.

In this paper, we focus on two classes of communication strategies. The first applies to relay channels and the second to interference channels.

• Soft Decode-and-Forward (Soft-DF). The relay computes an estimate of the signal transmitted by the source, and forwards it to the destination over the channel between them. The destination obtains from the channel a noisy version of the estimate, and uses it to help decode the source message. Estimation reduces the level of noise in the forwarded signal.

• Soft Partial Interference Cancelation (Soft-IC). Each destination in an interference channel computes an estimate of the interfering signal (codeword), in addition to decoding the message from its respective source. Estimation helps the destination overcome the interference.

With both strategies, estimation can be perceived as a form of partial decoding. In both cases, we would ideally have liked to decode rather than estimate (asymptotically zero-error estimation). With soft-DF, this would have enabled the relay to better cooperate with the source, for example by functioning as a virtual transmit antenna. With soft-IC, this would have enabled each destination to eliminate the interference, for example by subtracting the interfering signal.
from the received channel output (over additive interference channels). In some cases, however, the relevant signal is too weak to enable reliable decoding. In such cases, estimation is a useful substitute, enabling partial cooperation with the source and partial cancelation of the interference, respectively.

The term soft-DF was coined by Snesenssens and Vandendorpe [67], but related concepts were also examined extensively in several other works, e.g., [71], [75], [49], [41], [13], [3]. While an overwhelming body of research exists on soft-IC, the majority of it (e.g., [72], [8], [12], [31], [62]) focuses on the approach’s application as a component of larger, iterative schemes designed to achieve complete (rather than partial) decoding of multiple signals. The concepts of soft-IC for the purpose of partial decoding of interference, as considered in this paper, were proposed by Divsalar et al. [19] as well as [39], [73], [27].

The significance of partial decoding has long been recognized in the information-theoretic literature. However, it typically takes a different form than estimation. The best known strategies for relay and interference channels (in terms of achievable communication rates) are (respectively) partial decode-and-forward [1] (partial-DF) [15, Theorem 7], [36] and Han-Kobayashi (HK) [28]. Both strategies achieve partial decoding by rate-splitting [3]. With this approach, codes are constructed by combining two (generally, two or more) other, auxiliary codes. With the partial-DF strategy, for example, this gives the relay the option of decoding one of the two auxiliary codewords that constitute the signal from the source, amounting to a partial decoding of the signal [1].

The above references on partial-DF and HK include mathematical analyses of the strategies in an information-theoretic context, which focuses on achievable rates at asymptotically large block lengths. An interesting question that arises is how soft-DF and soft-IC perform in a similar theoretical context, under the same measure of performance. Existing results in the literature (e.g., [19], [67]), however, rely on extensive simulations and heuristic evidence (e.g., EXIT charts), focusing on practical implementation rather than a rigorous analysis. One exception [13] will be discussed shortly [4].

In this paper we develop rigorous bounds on the achievable rates with soft-DF and soft-IC, similar to the ones on the partial-DF and HK strategies. One important difference involves our codes. The results for the latter two strategies [36], [28] focus on randomly generated, component codes (within the rate-splitting framework). In our analysis of soft-DF and soft-IC, we focus on structured codes, namely LDPC codes [23].

Our interest in LDPC codes, however, is motivated not by their practical benefits. Kramer [35] argued that research of such codes may provide insight into fundamental communication limits of multi-terminal channels. Random codes were traditionally used in the information-theoretic literature because of their analytic tractability, and also because they were the first to be proven asymptotically optimal for point-to-point channels. However, such codes are not guaranteed to be optimal in multi-terminal settings. Recent results (e.g., Philosof and Zamir [54], Nazer and Gastpar [50] and Narayanan et al. [48]) point to several advantages of non-random, structured codes in various settings. As the capacity regions of the relay and interference channels are in general unknown, our results are of similar theoretical interest.

LDPC codes have several advantages which make them well suited for a theoretical analysis. Most importantly, they possess an analytically tractable soft-estimation algorithm. LDPC codes’ belief propagation (BP) algorithm, which is typically used for decoding, actually computes bitwise estimates. The algorithm is often applied in scenarios where the level of channel noise is low enough for the estimation error to be negligibly small, essentially amounting to complete (and not partial) decoding. In this paper we apply it in other scenarios as well. BP can be analyzed using the density evolution paradigm [43], [57], which provides tight bounds at asymptotically large block lengths, similar to the random-coding analysis of information theory. Finally, LDPC codes are a broad family, which includes a variety of codes. By manipulating the codes’ degree distributions, they can be tailored to a diverse range of channels and applications.

While our main interest is theoretical, our analysis may also benefit practical applications. Density evolution (mentioned above), despite its focus on asymptotically long block lengths, plays a valuable role in the design of practical codes for P2P communications (in specifying the codes’ degree distributions). Our work can similarly be applied to codes for soft-DF and soft-IC.

In [13], [25], the authors provide an analysis of demodulate-and-forward (DmF), which is closely related to soft-DF. Unlike soft-DF, however, the DmF relay applies bit-wise memoryless estimation, i.e., the estimation of each codebit’s value relies only on the corresponding channel output symbol. Such estimation is in general suboptimal. With soft-DF (e.g., [67]), estimation is aware of the code structure, and exploits the statistical dependencies between codebits, that the structure implies.

Such code-structure-aware estimation presents a challenge to the analysis of soft-DF. The non-memorylessness of the relay’s estimation implies that the components of the estimation error vector, unlike white noise, are statistically dependent (in general), and the correlation patterns are complex.

1In [55] it is known as multipath decode-and-forward.
2This term was coined by Rimoldi and Urbanke [60], in the context of coding for multiple-access channels.
3An interesting related strategy is compute-and-forward [50], which applies to a channel characterized by multiple sources and relays. With this strategy, each relay decodes part of a collection of linear equations of the source messages, amounting to partial decoding of its received signal.
4In [17], the authors provide an analysis of estimate-and-forward. In their context, however, it does not involve estimation at the relay, and is synonymous with compress-and-forward [37], [20].
5With memoryless, identically distributed code symbols.
Furthermore, the error cannot be argued to be independent of the codebook, because the estimation process relies on its structure. This complicates the analysis of the destination decoder, which (as noted above) uses a noisy version of the relay’s estimate, obtained via the channel between them.

In this paper, we develop a technique called simultaneous density evolution (sim-DE), which overcomes this problem for erasure relay channels. As with standard density evolution, sim-DE provides rigorous bounds on the decoding error at asymptotically large block lengths. The technique applies to soft-DF-BP, an instance of soft-DF which uses LDPC codes and invokes BP both for estimation and decoding.

To further increase the achievable rates, we also develop soft-DF-BP2, which improves upon soft-DF-BP by using Wyner-Ziv coding [74] to enhance the communication between the relay and destination. This idea borrows from compress-and-forward (CF) [15], [37], [29]. We develop rigorous bounds on the achievable compression rates, and show how the structure of LDPC codes can be exploited to improve them. Our bounds make use of some standard analysis tools for LDPC codes, including stopping sets [58].

Unlike soft-DF, analysis of soft-IC is straightforward using existing techniques in the literature. We define soft-IC-BP as an instance of iterative multiuser detection (e.g., [8], [11]), and show how the strategy can be used to achieve partial decoding of the interference, when complete decoding is not possible. We focus on binary-input additive white Gaussian noise (BI-AWGN) interference channels, and use density evolution to obtain a rigorous analysis.

We are also interested in deeper insight into properties of codes that work well with soft-DF and soft-IC. Interestingly, both strategies appear to explicitly disfavor optimal P2P codes in many contexts. Optimal codes for BI-AWGN P2P channels, for example, are defined by their reliable (asymptotically zero-error) decoding at SNRs above the Shannon limit [11]. Such codes, however, exhibit a threshold effect (see Fig. 2), which makes them less suitable to partial decoding: At SNRs below the Shannon limit, where complete decoding is not possible, their estimation error “explodes,” and coincides with that of an uncoded stream of bits. P2P-suboptimal codes, by contrast, typically exhibit a lower estimation error at such SNRs. This fact has long been known in the design of turbo codes [17], Sec. II.B) and was proven by Peleg et al. [53] to hold for any P2P-optimal code sequence, over BI-AWGN P2P channels [10].

P2P-optimal codes’ threshold effect, however, does not establish their unsuitability when partial decoding is only one component of a larger strategy. For example, with both the soft-IC and HK strategies, each interference-channel destination completely decodes the signal from the corresponding source, in addition to partially decoding the interference. In this paper, we establish limitations on the codes’ performance over BI-AWGN interference channels. Namely, we prove that with any P2P-optimal codes and regardless of the decoding strategy, reliable communication over such channels is bounded by the rates achievable with multi-user detection (MUD) and single-user detection (SUD) [11]. The latter two strategies correspond to complete decoding of the interference, and no decoding of it, respectively. P2P-suboptimal codes, by contrast, can often be designed to achieve better rates.

By this discussion, LDPC codes may appear unsuitable for soft-DF and soft-IC, as they are known primarily for their near-optimal performance over many P2P channels (see e.g., Miller and Burshtein [47]). However, as noted above, by manipulating their degree distributions, a variety of LDPC codes can be constructed, many of which (including the LDPC (2,4) codes examined in Fig. 2) are P2P-suboptimal.

This paper is organized as follows. In Sec. II we introduce preliminary notations, definitions and relevant background on LDPC codes. In Sec. III we define erasure relay channels, soft-DF-BP and develop sim-DE. We briefly discuss the limitations of P2P-optimal codes. In Sec. IV we define soft-DF-BP2 and develop bounds on its performance. In Sec. V we define BI-AWGN interference channels and soft-IC-BP. We also prove the limitations of P2P-optimal codes in this context. In Sec. VI we present numerical examples of our strategies, and compare them to other strategies. In Sec. VII we discuss our results and conclude the paper.

---

9Rigorous definitions, which consider code sequences, will be provided in Sections II-D and V-C.

10In related work, Bustin and Shamai [11] focused on the MMSE curve. They showed that Gaussian superposition codes are optimal in terms of shaping the curve at one SNR, subject to minimal constraints on the decoding SNR threshold and rate. They also showed that such codes are characterized by two thresholds, analogous to the threshold displayed in Fig. 2 (see also Merhav et al. [46]).

11A similar result was developed independently in [4, Theorem 2], but in the context of non-binary-input AWGN interference channels.

12While relying on the LDPC code’s upper bound may seem unfair at SNRs above the Shannon limit, we conjecture that the true MMSE is not much better. More importantly, our main interest is in SNRs below the limit.
II. PRELIMINARIES

A. General Notation

Vector values will be denoted by boldface (e.g., \( \mathbf{x} \)) and scalars by normalface (e.g., \( x \)). Random variables will be upper-cased (\( X \)) and their instantiations lower-cased (\( x \)). The expectation operator will be denoted by \( \mathbb{E} \). The exponential function will be denoted by \( \exp(x) \) and \( e^x \) (we will use both notations interchangeably). The natural logarithm (to the base \( e \)) will be denoted by \( \ln \) and the base 2 logarithm by \( \log \). Correspondingly, all communication rates are given in bits per channel use. The interval \( \{ x \in \mathbb{R} : a \leq x \leq b \} \) will be denoted by \([a, b]\), and the interval \( \{ x \in \mathbb{R} : a < x < b \} \) by \((a, b)\).

Given a node \( i \) in a graph, the set of nodes that are adjacent to \( i \) will be denoted by \( \mathcal{N}(i) \). The binary entropy function will be denoted by \( h(x) \), i.e.,

\[
h(x) = -x \cdot \log x - (1-x) \log(1-x).
\]

The block length of a code will be denoted by \( n \), unless stated otherwise. We will let \( o(1) \) denote a term that approaches zero as \( n \to \infty \).

B. BIAWGN and Binary Erasure Channels

We now define two point-to-point (P2P) channels which we will use throughout the paper to classify codes as P2P-optimal or P2P-suboptimal. The binary-input additive white Gaussian noise (BIAWGN) channel is characterized by the equation

\[
Y = X + Z,
\]

where \( Y \) is the channel output, \( X \) (the transmitted signal) is taken from \{\( \pm 1 \)\}, and \( Z \) is a zero-mean real-valued Gaussian random variable with variance \( \sigma^2 \), whose realizations at different time instances are statistically independent. \( \sigma \) is a positive constant.

The binary erasure channel (BEC) is characterized by

\[
Y = \begin{cases} 
\diamond, & \text{with probability } \varepsilon \\
X, & \text{otherwise},
\end{cases}
\]

where \( Y \) is the channel output, \( X \) is the channel input, and is taken from \{\( \{0, 1\} \), \( \varepsilon \in [0, 1] \) is a constant. The symbol \( \diamond \) indicates an “erasure” event. We assume that the channel transitions at different time instances are independent. We let \( \text{BEC}(\varepsilon) \) denote a BEC with erasure probability \( \varepsilon \).

C. Notations for Analysis of Erasures

The following notations will be useful in our analysis of erasure channels. For simplicity, we rewrite (2) as

\[
Y = X + E,
\]

where \( E \) is an erasure noise random variable, denoted \( E \sim \text{Erasure}(\varepsilon) \). \( E \) equals \( \diamond \) with probability \( \varepsilon \) and 0 otherwise. Addition of two values \( x_1, x_2 \in \{0, 1, \diamond\} \) is defined as

\[
x_1 + x_2 = \begin{cases} 
\diamond, & x_1 = \diamond \text{ or } x_2 = \diamond \\
x_1 \oplus x_2, & \text{otherwise},
\end{cases}
\]

where \( \oplus \) denotes modulo-2 addition. Note that the sum \( E_1 + E_2 \) of two independent erasure noise variables \( E_1 \sim \text{Erasure}(\varepsilon_1) \) and \( E_2 \sim \text{Erasure}(\varepsilon_2) \) is also an erasure noise, distributed as \( \text{Erasure}(\varepsilon_1 \diamond \varepsilon_2) \) where

\[
\varepsilon_1 \diamond \varepsilon_2 \triangleq \varepsilon_1 + \varepsilon_2 \cdot (1 - \varepsilon_1).
\]

We also define the product of two values \( x_1, x_2 \in \{0, 1, \diamond\} \) as follows.

\[
x_1 \cdot x_2 = \begin{cases} 
\diamond, & x_1 = \diamond \text{ or } x_2 = \diamond \\
x_1 \cdot x_2, & x_1 = x_2 = x, \text{ or } x_1 = \diamond \quad \text{or} \quad x_2 = \diamond \\
0, & x_1, x_2 \in \{0, 1\}, x_1 \neq x_2.
\end{cases}
\]

D. LDPC Codes

We now briefly describe the essential features of LDPC codes which we will use in our analysis. See e.g., [58], for a comprehensive review.

We define LDPC codes in the standard way, using a bipartite Tanner graph[68], as in Fig. 3. The nodes on its left are called variable nodes, and each corresponds to a transmitted codebit. The nodes on the right are check nodes, and each corresponds to a parity-check. The codewords of the LDPC code are defined by the condition that at each check node, the set of codebits corresponding to adjacent variable nodes, must sum to zero (modulo-2).

[13]This can easily be verified by observing that by symmetry, the EEC capacity-achieving input distribution gives equal probabilities to the symbols \( 0 \) and \( 1 \). The right-hand side of (5) is the mutual information \( I(X; Y) \) for a given probability \( \theta \) of \( \diamond \), and \( \varepsilon = 0 \) is the maximizing \( \theta \), evaluated by differentiating (9).
includes cases where many of the components \( \{ y_i^{\text{er}} \} \) remain erasures, indicating that the algorithm was unable to decode the corresponding transmitted bits. Such scenarios correspond to partial decodings of the transmitted codeword.

The algorithm relies on the Tanner graph, as defined above. We make use of notation which was introduced in Sec. I-C

\begin{algorithm}[H]

**Algorithm 1** (Belief-propagation (BP) over the BEC).

1) **Iterations:** Perform the following steps, alternately.
   - **Variable-to-check iteration number** \( \ell \geq 0 \): At all edges \((i, j)\) compute the variable-to-check (or right-bound) messages \( r_{ij}^{(\ell)} \) as follows.
     \[
     r_{ij}^{(\ell)} = \begin{cases} 
     y_i, & \ell = 0, \\
     y_i \cdot \prod_{j' \in \mathcal{N}(i) \setminus j} l_{ji}^{(\ell-1)}, & \ell > 0,
     \end{cases}
     \]
     where \( l_{ji}^{(\ell)} \) is a check-to-variable message computed in the preceding check-to-variable iteration, and multiplication is defined as in (6).
   - **Check-to-variable iteration number** \( \ell \geq 1 \): At all edges \((j, i)\) compute the check-to-variable (or left-bound) messages \( i_{ji}^{(\ell)} \) as follows.
     \[
     i_{ji}^{(\ell)} = \sum_{i' \in \mathcal{N}(j) \setminus i} r_{ij}^{(\ell-1)},
     \]
     where addition is defined as in (8).

2) **Stopping criterion:** The number of variable-to-check messages whose value equals erasure, is computed at the end of each iteration. This number is guaranteed to decrease (i.e., improve) or to remain the same, from one iteration to the next. Decoding stops at the first iteration when it has not strictly decreased.

3) **Final decisions:** For each \( i = 1, \ldots, n \) compute.
     \[
     y_i^{\text{er}} = y_i \cdot \prod_{j \in \mathcal{N}(i)} i_{ji}^{(\ell-1)},
     \]
     where \( t \) denotes the number of the last iteration.

We define the estimation error vector, denoted \( e^{\text{er}} \), as the erasure indicator vector \( e^{\text{er}} = I_{\mathcal{E}}(y^{\text{er}}) \) (see Fig. 2). By the definition of BP above and the transition probabilities of the BEC (Sec. I-B), whenever BP outputs a non-erasure symbol (0 or 1), it is guaranteed to be correct. Thus, the following holds.

\[
 y^{\text{er}} = x + e^{\text{er}}. \tag{16}
\]

III. **Soft-DF-BP**

A. **Erasure Relay Channel Model**

While soft-DF-BP can be defined for arbitrary relay channels, in this paper we focus on the following erasure relay model. This model is simple enough for rigorous analysis, but retains the essential challenges facing the design of relay communication strategies.

Fig. 4 depicts an \((\varepsilon_{sd}, \varepsilon_{sr}, \varepsilon_{rd})\) erasure relay channel. It is a variation of the model suggested by Kramer [35] and is a special case of the models of [30], [15]. It consists of...
three nodes (source, relay and destination), and three erasure
channels, linking the nodes.

Like [30], we assume that the channels to the destination
from the source and from the relay are decoupled. This
means that the destination receives two independent channel
observations from its links with these nodes. We continue,
however, to assume that the channels from the source to the
relay and destination, are coupled, meaning that their channel
outputs are dependent on a single channel input broadcasted
by the source. Using the notation of Sec. II-C, the channel
equations are given by

\begin{align}
Y_{sd} &= X_s + E_{sd} \\
Y_{sr} &= X_s + E_{sr} \\
Y_{rd} &= X_r + E_{rd},
\end{align}

where \(X_s\) and \(X_r\) are the channel inputs at the source and
the relay, respectively, \(Y_{sr}, Y_{rd} \) and \(Y_{sd}\) are the outputs of the
source–relay, source–destination and relay–destination chan-
nels, respectively. \(E_{sd}, E_{sr} \) and \(E_{rd}\) are independent erasure
noise variables, distributed as Erasure(\(\varepsilon_{sd}\)), Erasure(\(\varepsilon_{sr}\))
and Erasure(\(\varepsilon_{rd}\)), respectively.

While the channels from the source are binary-erasure
channels (BECs), the relay-destination channel is an EEC (see
Sec. II-C), meaning that its input \(X_r\) is defined over the set
\(\{0, 1, \infty\}\), rather than just \(\{0, 1\}\).

Following [15], we assume that the relay is full-duplex,
meaning that it can listen and transmit simultaneously. We
define communication strategies and achievable rates in the
standard way, see [15]. Specifically, the signal transmitted
by the relay at time \(i\) may depend only on the channel outputs it
observed at times \(j = 1, \ldots, i - 1\).

**B. Definition of Soft-DF-BP**

Soft-DF is based on amplify-and-forward (AF) [40]. With
AF, the relay forwards its channel output vector to the des-
tination, via its channel to that node. The destination thus
obtains a noisy version of this vector. It combines it with
its observation of the source-destination channel output, and
attempts to decode using both. The vector received from the
relay experiences the accumulation of the noises along the
source-relay and the relay-destination links.

With soft-DF, the relay first attempts to estimate the source’s
codeword from its received channel output. It forwards this
estimate to the destination, rather than the raw channel out-
put. Estimation reduces the level of noise in the forwarded
signal, thus improving its quality and the performance of the
destination.

Soft-DF-BP is illustrated in Fig. 5. It is a realization of soft-
DF which uses an LDPC code \(\mathcal{C}\) at the source, and applies
BP (Algorithm 1) at both the relay and the destination, to
achieve soft estimation and decoding, respectively. Formally,
the strategy is provided below:

**Algorithm 2 (Soft-DF-BP).**

- **Source:** Select a codeword \(x_s\) from the code \(\mathcal{C}\), and
  transmit it over the channel.
- **Relay:** Apply BP with respect to \(\mathcal{C}\) to compute the
  estimate of \(x_s\) from the channel output \(y_{sr}\). The estimate
  is denoted \(\hat{x}_{sr}^n\), and is transmitted to the destination.
- **Destination:** Apply BP with respect to \(\mathcal{C}\) to decode the
  vector \(y_{rd} \cdot y_{sd}\) (i.e., provide this vector as the input to the
  algorithm), where multiplication is defined as in Sec. II-C.

The output of the algorithm is denoted \(\hat{y}^n_d\).

Note that the vector \(y_{rd} \cdot y_{sd}\), which is used above at
the destination, can be shown to be a sufficient statistic for
\(y_d\) with respect to \(x_s\).

Recall from Sec. II-E that the output of BP includes erasures
at indices whose corresponding transmitted codebits were not
discovered. Our analysis of soft-DF-BP will thus focus on the
erasure rate \(P(\cdot | y_{sd}^n)\), defined as in (7).

**C. Simultaneous Density Evolution**

Over P2P channels, analysis of BP is typically achieved
using the density evolution paradigm [42], [57], [58]. This
paradigm includes a numerical algorithm for approximating
the erasure rate at the output of BP. The approximation is
asymptotically precise, in the sense that the realized erasure
rate can be proven to approach it in probability, exponentially
with the LDPC code’s block length. This is known as the
concentration theorem [57, Theorem 2], [42].

In our context, we would like to apply the paradigm to an
analysis of BP at the relay and at the destination. Namely,
we would like to bound the erasure rates of their outputs
\(y_{sr}^{n}\) and (more importantly) \(y_{rd}^{n}\). The application, however, is
complicated by the distribution of the relay’s estimation error,
which, as mentioned in Sec. I, differs from additive white
noise. This, in turn, means that the input \(y_{rd} \cdot y_{sd}\) to BP at the
destination, cannot (in general) be modeled as the output of
a memoryless channel, violating an assumption of the above-
mentioned concentration theorem. This is best seen from the
following derivation.

\[
\mathbf{y}_s \cdot \mathbf{y}_d \quad \overset{(a)}{=} \quad (\mathbf{x}_s + \mathbf{e}_{ad}) \cdot (\mathbf{x}_d + \mathbf{e}_{bd}) \\
\overset{(b)}{=} \quad (\mathbf{y}_s + \mathbf{e}_{ad}) \cdot (\mathbf{x}_d + \mathbf{e}_{bd}) \\
\overset{(c)}{=} \quad (\mathbf{x}_s + \mathbf{e}_{ad} + \mathbf{e}_{bd}) \cdot (\mathbf{x}_d + \mathbf{e}_{bd}).
\]

(a) follows by the channel equations (17) and (19), (b) follows by the operation of the soft-DF-BP relay, which sends its estimate (\(\mathbf{y}_s^{bp}\)) over the channel (Algorithm 2). In (c), we have defined \(\mathbf{e}_{ad} = I_{sd}(\mathbf{y}_s^{bp})\) to be the relay’s estimation error (\(I_{sd}(\cdot)\) is defined as in (8)), and the equality follows as in (16).

By the nature of our estimation, which exploits the code structure and is not symbol-by-symbol, the components of \(\mathbf{e}_{ad}\) are strongly correlated (in general), unlike memoryless noise. Consequently, the channel from \(\mathbf{x}_s\) to \(\mathbf{y}_s \cdot \mathbf{y}_d\) is not memoryless.

To overcome this problem, our analysis of soft-DF-BP focuses on the performance of a different algorithm, which we call simultaneous BP (sim-BP). The input to sim-BP is a triplet of vectors, \((\mathbf{y}_s, \mathbf{y}_d, \mathbf{e}_{ad})\), where \(\mathbf{y}_s\) and \(\mathbf{y}_d\) correspond to the observations of the relay and destination over their respective channels from the source, and \(\mathbf{e}_{ad}\) is the realization of the noise vector along the relay-destination channel. The output of sim-BP is an estimate of the codeword \(\mathbf{x}_s\) that was transmitted by the source\(^{16}\).

Sim-BP is intended only as a theoretical tool for analysis. The algorithm cannot be realized, because the relay and destination are physically separated, and so combined access to both their channel observations \((\mathbf{y}_s, \mathbf{y}_d)\) is not possible. Access to the noise \(\mathbf{e}_{ad}\) is also not physically possible. However, we will design the algorithm so that its output is degraded (in a sense that will be defined) with respect to the output of soft-DF-BP, and thus its performance could be used to bound that of soft-DF-BP. Most importantly, its structure will enable rigorous analysis using an instance of density evolution, which we will call simultaneous density evolution (sim-DE).

Before describing sim-BP, we first introduce the following notation for the messages of soft-DF-BP’s two decoders: \(r_{ij}^{(r,\ell)}\) and \(l_{ji}^{(r,\ell)}\) denote variable-to-check and check-to-variable messages (respectively) at iteration \(\ell\) of the relay BP decoder, and \(r_{ij}^{(d,\ell)}\) and \(l_{ji}^{(d,\ell)}\) denote the equivalent values at the destination.

Sim-BP is obtained by merging soft-DF-BP’s two BP decoders (at the relay and the destination), and by replacing the use of \(\mathbf{y}_s \cdot \mathbf{y}_d\) (discussed above) with different values. Namely, it is a message-passing algorithm, and alternates between variable-to-check and check-to-variable iterations. Its messages are pairs, denoted \((r_{ij}^{(r,\ell)} , l_{ji}^{(r,\ell)})\) and \((r_{ij}^{(d,\ell)} , l_{ji}^{(d,\ell)})\).

Components \(r_{ij}^{(r,\ell)}\) and \(l_{ji}^{(r,\ell)}\) are identical to the messages exchanged with soft-DF-BP by the relay’s BP decoder, at iteration \(\ell\). Components \(r_{ij}^{(d,\ell)}\) and \(l_{ji}^{(d,\ell)}\) replace the messages of the destination’s BP decoder, and are slightly different, as explained below.

With soft-DF-BP, the components of \(\mathbf{y}_s \cdot \mathbf{y}_d\) appear in the expression for the variable-to-check messages of the destination’s BP decoder (13). We rewrite this expression below,

\[r_{ij}^{(d,\ell)} = \begin{cases} y_{d,i} \cdot y_{d,j}, & \ell = 0, \\
\ y_{d,i} \cdot y_{d,j} \cdot \prod_{j' \in N(i) \setminus j} l_{j'i}^{(d,\ell-1)}, & \ell > 0.
\end{cases}\]

The components of \(\mathbf{y}_s\) satisfy (see (20))

\[y_{d,i} = y_{s,i}^{bp} + e_{rd,i} \tag{22}\]

To overcome the difficulties involving \(\mathbf{y}_s \cdot \mathbf{y}_d\), with sim-BP we replace (21) with

\[r_{ij}^{(d,\ell)} = \begin{cases} r_{ij}^{(r,\ell)} \cdot y_{d,i} + r_{ij}^{(r,\ell)} \cdot y_{d,j}, & \ell = 0, \\
\ r_{ij}^{(r,\ell)} \cdot y_{d,i} \cdot \prod_{j' \in N(i) \setminus j} l_{j'i}^{(d,\ell-1)}, & \ell > 0,
\end{cases}\]

where

\[r_{ij}^{(r,\ell)} \triangleq r_{ij}^{(r,\ell)} + e_{rd,i}, \tag{23}\]

and where \(e_{rd,i}\) is the same realization of the erasure noise as in (22) (which, as mentioned above, is included in the input to the algorithm). Note that while we did not change the expressions for computing messages \(l_{ji}^{(d,\ell)}\) (see below) means that they too differ from the equivalent soft-DF-BP messages.

We summarize this discussion below. This description applies to the same Tanner graph of the code \(C\) as used by soft-DF-BP.

**Algorithm 3** (Simultaneous Belief Propagation (sim-BP)).

1. **Iterations:** Perform the following steps, alternately.
   - **Variable-to-check iteration number \(\ell \geq 0\):** At all edges \((i, j)\) compute the variable-to-check pair \((r_{ij}^{(r,\ell)}, l_{ji}^{(r,\ell)})\) as follows: \(r_{ij}^{(r,\ell)}\) is computed by the following expression, which was obtained by making appropriate substitutions to (13).

\[r_{ij}^{(r,\ell)} = \begin{cases} y_{s,i} \cdot y_{s,j}, & \ell = 0, \\
\ y_{s,i} \cdot \prod_{j' \in N(i) \setminus j} l_{j'i}^{(r,\ell-1)} l_{j'i}^{(r,\ell-1)}, & \ell > 0.
\end{cases}\]

2. **Stopping Criterion:** Decoding stops after a pre-determined number \(\ell\) of iterations\(^{16}\).

\(^{16}\)This is different from our criterion for BP (Algorithm 1), where decoding was allowed to continue until it could no longer improve. As our goal here is an upper bound on the performance of soft-DF-BP, this is a valid simplification. Asymptotically, the difference is meaningless. With BP, our motivation not to limit the number of iterations was to enable its analysis using the stopping set mechanism, see Sec. IV-C.
3) **Final decisions:** For each $i = 1, \ldots, n$ compute the pair $(y_{r,i}', y_{d,i}')$ using the following expressions, which were obtained by making appropriate substitutions to (15).

$$y_{r,i}' = y_{sr,i} \cdot \prod_{j \in \calN(i)} I_{ij}^{(r)},$$

$$y_{d,i}' = y_{sd,i} \cdot \prod_{j \in \calN(i)} I_{ij}^{(d)}.$$  

(27)

where $y_{sd,i}$ is computed by (22).

Note that while sim-BP outputs a pair of vectors $(y_{r}'_{np}, y_{d}'_{np})$, in practice we are only interested in $y_{d}'_{np}$, which is our final estimate of the transmitted source codeword. We now relate it to the output of the destination’s BP decoder with soft-DF-BP. We begin with the following definition.

**Definition 4.** Let $x \in \{0, 1, \circ\}^n$ and $y \in \{0, 1, \circ\}^n$. We say that $y$ is degraded with respect to $x$ if the set of indices $\{i : y_i = \circ\}$ contains the set $\{i : x_i = \circ\}$.

**Theorem 5.** Consider an instance of communication using soft-DF-BP. Let $y_{sr}$ and $y_{sd}$ denote the outputs of the source-relay and source-destination channels, respectively, and let $e_{sd}$ denote the noise along the relay-destination channel. Let $y_{np}^r$ denote the strategy’s output at the destination. Let $y_{np}^d$ denote the output of sim-BP when provided with the above vectors at its input; i.e., with the triplet $(y_{sr}, y_{sd}, e_{sd})$. Then $y_{np}^d$ is degraded with respect to $y_{np}^r$ in the sense of Definition 4.

By this theorem, we can use sim-BP to upper bound the erasure rate at the output of soft-DF-BP at the destination. The theorem makes intuitive sense, because the messages $\{r_{ij}\}$, which sim-BP uses in (23), are intermediate values, computed in the process of BP, while the components $y_{np}^r$, which the destination’s BP decoder uses in (21), are final decisions, whose quality is expected to be better. This argument will be made rigorous in Appendix B-A.

Sim-BP preserves the essential features of BP which make its analysis using density evolution possible. Namely, it is a message-passing algorithm, and its inputs ($y_{sr}, y_{sd}, e_{sd}$) are outputs of memoryless channels.

Simultaneous density evolution (sim-DE) tracks the quantities $P_{R}(x, x_d)$ and $P_{L}(x, x_d)$, corresponding to the joint probability functions of message pairs $(R_{ij}^{(r)}, R_{ij}^{(d)})$ and $(L_{ij}^{(r)}, L_{ij}^{(d)})$ (upper-case denotes random variables), respectively.

The inputs to sim-DE are a triplet $(\varepsilon_{sr}, \varepsilon_{sd}, \varepsilon_{ed})$ and a pair $(\lambda, \rho)$, that characterize the relay channel and the LDPC code (Sec. II-D), respectively. The details of the algorithm are provided in Appendix B-B. The algorithm concludes by outputting $P_{\text{fin}}(x, x_d)$, corresponding to the distribution of a final decision pair $(Y_{r}, Y_{d})$. We let $P_{\text{fin}}(\circ)$ denote the probability that $y_{d,i} = \circ$, obtained from the appropriate marginal distribution of $P_{\text{fin}}(x, x_d)$. The following theorem relates this value to the performance of sim-BP.

**Theorem 6.** Consider an application of sim-BP to the outputs and noise of an erasure relay channel. That is, let $(Y_{sr}, Y_{sd}, E_{sd})$ be the random outputs of the source-relay and source-destination channels, and the noise along the relay-destination channel, respectively. Assume the code $C$ used was selected at random from a $(\lambda, \rho)$ LDPC code ensemble of block length $n$ (see Sec. II-D). Let $(Y_{np}^r, Y_{np}^d)$ denote the output of sim-BP, when provided with $(Y_{sd}, Y_{sr}, E_{sd})$ as inputs, and applied to the Tanner graph of $C$. Then for any $\xi > 0$ and large enough $n$, the following holds.

$$\Pr \left[ P(\circ | Y_{np}^r) - P_{\text{fin}}(\circ) > \xi \right] < e^{-\eta n^2},$$

where $P(\circ | Y_{np}^r)$ is the empirical erasure rate (defined as in (7)), $P_{\text{fin}}(\circ)$ is as defined above, and $\eta > 0$ is some constant, which is independent of $n$ and $\xi$.

The proof of the theorem is an application of [58] Theorems 4.94 and 4.96 [7] and is omitted.

The theorem implies that the erasure rate at the output of sim-BP approaches sim-DE’s prediction in probability, exponentially as $n \to \infty$. Combined with Theorem 5 the theorem gives us an upper bound on the erasure rate at the output of soft-DF-BP.

**D. Limitations of P2P-Optimal Codes**

To demonstrate the unsuitability of P2P-optimal codes to soft-DF-BP, we now extend the results of Peleg et al. [53] from BIAWGN P2P channels to binary erasure P2P channels. Specifically, we show that P2P-optimal codes exhibit a threshold effect similar to the one mentioned in Sec. II making them suitable to either complete decoding, or none, but not to partial decoding. Our results, however, are weaker than our equivalent ones for interference channels (later, Sec. V-C). Specifically, they are confined to soft-DF, unlike our results in Sec. V-C which apply to all interference channel strategies. Our results focus only on soft decoding at the relay, which is only one component of soft-DF. Lastly, our generalization of the results of Peleg et al. [53] applies only to linear codes.

Our definition of P2P-optimality focuses on sequences of codes $C = \{C_n\}_{n=1}^{\infty}$. Given such a sequence, we define its rate as the limit of the rates of the individual codes, if the limit exists.

**Definition 7.** Let $C = \{C_n\}_{n=1}^{\infty}$ be a sequence of codes of rate $R$. We say that $C$ is P2P-optimal for the BEC if the following holds.

$$\lim_{n \to \infty} P_e(C_n; \varepsilon) = 0, \quad \forall \varepsilon < \varepsilon^*,$$

where $\varepsilon^* = 1 - R$ is the BEC Shannon limit for rate $R$ and $P_e(C_n; \varepsilon)$ is the probability of error under ML decoding, when the code $C_n$ is used over a BEC with an erasure probability of $\varepsilon$.

In the above, we define the Shannon limit in the usual way, as the inverse of the Shannon capacity function. That is, the BEC Shannon limit for rate $R \in [0, 1]$ is the maximal erasure...
probability $\varepsilon^*$ such that reliable communication is possible at rate $R$.

The following theorem extends the results of Peleg et al. [53] to BEC channels. The theorem focuses on $P_{\text{MAP}}(\mathcal{C}; \varepsilon)$, the expected erasure rate (defined as in (\ref{eq:erasure_rate})) at the output of a maximum a posteriori (MAP) decoder for a linear code $\mathcal{C}$, when used over a BEC(\delta).

**Theorem 8.** Let $\{\mathcal{C}_n\}_{n=1}^{\infty}$ be a sequence of linear codes, of rate $R$, which is P2P-optimal for the BEC. Then the following holds.

$$
\lim_{n \to \infty} P_{\text{MAP}}(\mathcal{C}_n; \varepsilon) = \left\{ \begin{array}{ll}
\varepsilon, & \varepsilon > \varepsilon^*; \\
0, & \varepsilon < \varepsilon^*. 
\end{array} \right. \forall \varepsilon \in [0, 1]\varepsilon^*, \quad (28)
$$

where $\varepsilon^* = 1 - R$ is the BEC Shannon limit for rate $R$.

The proof of the theorem is a variation of the proof of [53] Eq. (14)) and is provided in Appendix B-C. It relies on the relationship between mutual information and input estimates, which was recently discovered in several contexts (see Ashikhmin et al. [2], Palomar and Verdú [52] and Méasson et al. [45]).

The results of this theorem resemble the ones that were presented in Fig. 2. Specifically, P2P-optimal codes are excellent at low values of $\varepsilon$ (paralleling high SNRs in Fig. 2), and their MAP decoding provides an asymptotically zero average erasure rate. At high values of $\varepsilon$, however, they abruptly “explode,” and their MAP decoding output closely resembles the raw channel signal at its input. P2P-suboptimal codes, by comparison, typically exhibit superior performance. In our work, we are explicitly interested in high communication rates $R > 1 - \varepsilon$, where suboptimal codes have an advantage in terms of the estimation error at the relay.

## IV. SOFT-DF-BP2

### A. Definition of Soft-DF-BP2

Recall that with soft-DF-BP (Algorithm 3), the relay sends the estimate $y_{\text{r}}^{\text{bp}}$ over its channel to the destination, which subsequently receives a noisy version of the vector. With soft-DF-BP2, the two nodes (relay and destination) use Wyner-Ziv coding to improve the communication between them and reduce the level of this noise. This technique borrows from compress-and-forward (CF) [37].

Specifically, the relay uses Wyner-Ziv coding to compress its estimate $y_{\text{r}}^{\text{bp}}$, and forwards the resulting signal reliably (i.e., coded) to the destination. Compression produces a compact representation of the estimate, effectively reducing its block length so that it fits the capacity of the relay-destination channel. Generally, to achieve the requisite block-length reduction, the compression needs to be lossy, meaning that it involves distorting the estimate. This introduces some quantization noise, which plays a harmful role similar to the channel noise.

1\(^{18}\) MAP decoding of linear codes over the BEC produces vectors over the alphabet $\{0, 1, \diamond\}$ (see e.g., [58] Sec. 3.2.1). More precisely, the bitwise a-posteriori probability $P_{X_k|Y}(1|y)$ on which it relies can be shown to belong to the set $\{0, 1, 1/2\}$, indicating complete confidence (0 or 1) in the decoded bit or complete lack of it (1/2). In some formulations of the algorithm, a random decision is made when $P_{X_k|Y}(1|y) = 1/2$. In this paper, we assume 1/2 is mapped to $\diamond$, producing the desired alphabet.

in soft-DF-BP’s uncoded communication. To reduce the level of this noise, the relay and destination apply two techniques. First, they exploit the statistical dependencies between the components of $y_{\text{r}}^{\text{bp}}$ to improve the compression rate. More importantly, they exploit the statistical dependence between $y_{\text{r}}^{\text{bp}}$ and $y_{\text{sd}}$, the source-destination channel output (see Sec. III-A). This vector serves as side information, allowing the destination to reconstruct the compressed $y_{\text{r}}^{\text{bp}}$ with fewer bits obtained from the relay. The destination uses the reconstructed signal in the same way it used $y_{\text{sd}}$ in soft-DF-BP, to help decode the source codeword.

We begin with a sketch of a simple version of soft-DF-BP2 (see Fig. 4), which is easy to understand and similar to soft-DF-BP. Our analysis and numerical results will apply to a different version of the strategy (henceforth called the analysis version), which is more involved but more amenable to analysis (see Sec. 1V-B and Appendix C).

Note that unlike soft-DF-BP and soft-IC-BP, our discussion of soft-DF-BP2 does not include a practical algorithm. Most importantly, we assume that Wyner-Ziv coding is achieved using unstructured, randomly-generated codes, for which practical, low-complexity algorithms are currently unknown. As noted in Sec. I, however, our main focus in this paper is on a theoretical analysis.

As with soft-DF-BP, we again let $C$ denote the LDPC code used by the source and by the BP decoders at the relay and destination. The strategy also uses another code, denoted $C_{\text{ch}}$, explained below.

**Algorithm 9 (Soft-DF-BP2).**

- **Source:** Select a codeword $x_s$ from $C$ and transmit it over the channel.
- **Relay:**
  1) **BP:** Apply BP with respect to $C$ to compute the estimate of $x_s$ from the channel output $y_s$. The estimate is denoted $y_{\text{r}}^{\text{bp}}$.
  2) **Wyner-Ziv:** Apply a vector quantizer to map $y_{\text{r}}^{\text{bp}}$ to a distorted version $y_{\text{r}}^{\text{bp}}$, taken from a codebook. Obtain an integer index $I_r$ corresponding to a bin of $\hat{y}_{\text{r}}^{\text{bp}}$ (this will be elaborated shortly).
  3) **Encoder for $C_{\text{ch}}$:** Encode $I_r$ using the code $C_{\text{ch}}$, to obtain a codeword $x_{\text{r}}$, which is transmitted over the channel to the destination.
- **Destination:**
  1) **Decoder for $C_{\text{ch}}$:** Decode $I_r$ from the channel output $y_{\text{sd}}$.
  2) **Wyner-Ziv Reconstruction:** Reconstruct $\hat{y}_{\text{r}}^{\text{bp}}$ from $I_r$, using the output $y_{\text{sd}}$ of the source-destination channel as side-information.
  3) **BP:** Apply BP with respect to $C$ to decode the vector $\hat{y}_{\text{r}}^{\text{bp}} \cdot y_{\text{sd}}$ (i.e., provide this vector at the input to the algorithm), where multiplication is defined as in Sec. II-C. The output of the algorithm is denoted $\hat{x}_{\text{r}}^{\text{bp}}$.

Following is a brief sketch of Wyner-Ziv coding as used by soft-DF-BP2. The relay first searches a predefined source codebook $\hat{C}_{\text{WZ}}$ for a codeword $\hat{y}_{\text{r}}^{\text{bp}}$ that is “close” (discussed below) to the estimate $y_{\text{r}}^{\text{bp}}$. To conserve bandwidth, rather than
send the index of the codeword $\hat{y}_r^{\text{BP}}$ (within the code $C_{\text{WZ}}$), the relay sends the index $I_r$ of its bin. That is, the codewords of $C_{\text{WZ}}$ are assumed to have been pre-assigned to bins (subsets). Given the bin number $I_r$, the destination can recover $\hat{y}_r^{\text{BP}}$ by searching the bin for the source codeword “near” $y_{sd}$, its own channel output from the source.

In Appendix C, we will relate the analysis version of soft-DF-BP2 (mentioned above) to CF [13, Theorem 6] where proximity between vectors is defined in terms of joint-typicality. We will also follow CF and specify $C_{\text{ch}}$, the code used by the relay and destination to communicate $I_r$, as a randomly generated code. Similar definitions can be applied to the version above, but are omitted in this paper.

**B. Analysis Using Auxiliary Relay Channel**

Our analysis of soft-DF-BP2 follows by applying our results for soft-DF-BP (Sec. III). We define an auxiliary erasure relay channel model, and prove that under certain conditions, the results of soft-DF-BP over this channel carry over to soft-DF-BP2 over the original, physical channel.

For this purpose, we model the quantization noise, by which the estimate $y_r^{\text{BP}}$ and its distorted version $\hat{y}_r^{\text{BP}}$ are related, as i.i.d. erasure noise. Formally, we write

$$\hat{y}_r^{\text{BP}} = y_r^{\text{BP}} + \hat{E}_{r,i},$$

(29)

where $y_r^{\text{BP}}, \hat{y}_r^{\text{BP}}$, and $\hat{E}_{r,i}$ are random variables corresponding to the $i$th components of $y_r^{\text{BP}}, \hat{y}_r^{\text{BP}}$, and the quantization noise, respectively. We assume $\hat{E}_{r,i} \sim \text{Erasure}(\hat{\varepsilon}_r)$ for some $0 \leq \hat{\varepsilon}_r \leq 1$, and that the components of the noise are mutually independent.

With this model, the stochastic relation between $y_r^{\text{BP}}$ and $\hat{y}_r^{\text{BP}}$ is that of a memoryless BEC. Given an $(\varepsilon_{sd}, \varepsilon_{sr}, \varepsilon_{rd})$ erasure relay channel, we define the $(\varepsilon_{sd}, \varepsilon_{sr}, \varepsilon_{rd})$ auxiliary relay channel (Fig. 7) as the one obtained by replacing the channel between the relay and destination (in the original channel) with an EEC$(\varepsilon_r)$ (see Sec. I-C for a definition of EEC). The following theorem relates the performance of soft-DF-BP2 over the physical relay channel, to that of soft-DF-BP over the auxiliary one.

![Fig. 6. Soft-DF-BP2 (non-analysis version).](image)

**Theorem 10.** Let $(\varepsilon_{sd}, \varepsilon_{sr}, \varepsilon_{rd})$ be the parameters of an erasure relay channel as defined in Sec. III-A. Let $\{C_n\}_{n=1}^{\infty}$ be a sequence of LDPC codes with rate $R$, where $n$ is the block length of $C_n$, and let $\hat{\varepsilon}_r, \varepsilon \in [0, 1]$. Assume the following conditions hold.

1) The erasure rate (defined as in (7)) at the output of soft-DF-BP when applied to the $(\varepsilon_{sd}, \varepsilon_{sr}, \varepsilon_{rd})$ auxiliary erasure relay, is upper bounded by $\varepsilon$, with a probability that approaches 1 as $n \to \infty$.

2) The following inequality is satisfied for large enough $n$.

$$\frac{1}{n} I(Y_r^{\text{BP}}; \hat{Y}_r^{\text{BP}} | Y_{sd}) \leq C_{rd},$$

(30)

where $C_{rd}$ is the capacity of the relay-destination link, evaluated as in [9]. The distributions of the various random variables are obtained from the following discussion (see Fig. 7); $Y_r^{\text{BP}}$ is related to $Y_r^{\text{BP}}$ via (29). $Y_r^{\text{BP}}$ is a deterministic function of the random channel output at the relay $Y_{sr}$, being the output of an application of BP to this vector. $Y_{sr}$ and $Y_{sd}$ are both obtained from the transmitted codeword $X_s$ via the channels from the source to the relay and destination, respectively. Finally, $X_s$ is uniformly distributed within the LDPC code $C_n$. If the above conditions hold, then a rate of $R \cdot (1 - h(\varepsilon / R))$ (from source to destination) is achievable using a version of soft-DF-BP2 (the analysis version), over the $(\varepsilon_{sd}, \varepsilon_{sr}, \varepsilon_{rd})$ physical channel.

The proof of this theorem, and the above-mentioned analysis
version of soft-DF-BP2, rely on the analysis of CF [15, Theorem 6] and are provided in Appendix C.

The analysis version of soft-DF-BP2 introduces an extra outer code [22], which is concatenated with the LDPC code Cn, and replaces BP decoding at the destination with joint-typicality decoding. It preserves the main features of Algorithm 2, namely soft decoding by BP at the relay, and Wyner-Ziv coding. Typically, we will be interested in negligibly small values of ξ (e.g., 10−6), and so the term 1 − h(ξ/R) will be very close to 1. We conjecture that the theorem can also be extended to the simpler version of soft-DF-BP2 (Algorithm 2) but leave this to future analysis.

Eq. (30) in Theorem 10 is a condition on the level of quantization noise ˆε t. It determines the minimal ˆε t required so that the compressed estimate has low enough entropy to enable its communication over the relay-destination channel. In our analysis of achievable rates (Sec. VI-A below), we will choose ˆε t as the minimal value still satisfying (30).

C. Bounds on I(Ŷ[Ypp];Ŷ[Ypp] | Ysd)

We now proceed to bound I(Ŷ[Ypp];Ŷ[Ypp] | Ysd) on the left-hand side of (30). As noted above, this value determines the achievable compression rate of Ŷ[Ypp], as a function of the quantization noise ˆε t. In our bound, we will exploit the structure of LDPC codes, and specifically, strong dependence between the components of Ŷ[Ypp] that result from it. To demonstrate the significance of this structure, we begin with a naïve bound that does not exploit it.

Remark 11. In our analysis, I(Ŷ[Ypp];Ŷ[Ypp] | Ysd) is actually a random variable. The distributions of the variables involved in its evaluation (see Sec. IV-B) are implicitly functions of the code C, through their dependence on the transmitted codeword X, from C. In our analysis, C is randomly selected from an ensemble (see Sec. II-D), and thus, I(Ŷ[Ypp];Ŷ[Ypp] | Ysd) is random too.

Lemma 12 (Naïve bound). Let C be selected at random from a (λ, ρ) LDPC code ensemble20 with block length n. Then the following holds for large enough n, with probability at least 1 − exp(−τ√n) (the probability being over the random selection of C).

\[
\frac{1}{n} I(Ŷ[Ypp];Ŷ[Ypp] | Ysd) \leq I^+(\hat{ε}_t) + o(1),
\]

where

\[
I^+(\hat{ε}_t) = h(δ[Ypp] \circ \hat{ε}_t) + (1 − δ[Ypp] \circ \hat{ε}_t) \cdot \hat{ε}_{sd} − h(\hat{ε}_t) \circ (1 − δ[Ypp]),
\]

and where δ[Ypp] is the expected erasure rate (defined as in (7)) at the output of the relay’s BP decoder (Sec. III-B) as computed by density evolution [23] o(1) is some function of n, dependent on λ and ρ that approaches zero as n → ∞. τ > 0 is a constant similarly dependent on λ and ρ.

The proof of the lemma is provided in Appendix D. The lemma is naïve in the sense that it ignores statistical dependencies that exist between the components of the relay estimate Ŷ[Ypp], which result from the structure of LDPC codes. Specifically, the following observations can be made.

1) Dependencies between erasures: In Lemma 12 we assumed that the locations (indices) of erased bits in Ŷ[Ypp] resemble the output of a memoryless BEC, and bits are erased or not independent of one another. Unlike the output of such a channel, however, the locations are not arbitrary, and can be shown to correspond to a stopping set of the code C (Di et al. [18] Lemma 1.1). Typically, the number of stopping sets of a given size is significantly smaller than the number of similar-sized (arbitrary) subsets of {1, ..., n}. Thus, for the relay to describe to the destination the locations of the erasures in Ŷ[Ypp], it can conserve rate by providing the serial number of a stopping set (given some enumeration of the stopping sets) rather than describing the precise indices.

2) Dependencies between non-erasures: Similarly, in Lemma 12 we assumed that the values of non-erased bits at the output of BP at the relay, are statistically independent. In fact, each bit discovered by BP is equal to the sum of other bits, that were un-erased by the channel, or discovered in previous BP iterations. A smart compression algorithm spends less rate to communicate those bits, under the assumption that with high probability, the destination will have access to the other bits.

The following theorem exploits these dependencies to obtain tighter bounds. Unlike Lemma 12, the theorem applies to right-regular LDPC codes only (see Sec. II-D).

Theorem 13. Let C be selected at random from a right-regular LDPC code ensemble (λ, d) with block length n. Then the following holds for large enough n, with probability at least 1 − exp(−τ√n).

\[
\frac{1}{n} I(Ŷ[Ypp];Ŷ[Ypp] | Ysd) \leq I^+(\hat{ε}_t) + o(1),
\]

where τ and o(1) are defined as in Lemma 12 and

\[
I^+(\hat{ε}_t) = 1.d.f. [I^+(\hat{ε}_t)] ,
\]

where I^+(\hat{ε}_t) is provided by equation (34) on the following page. In that equation, δ[Ypp] is defined as in Lemma 12, f(·) is provided by equation (35), R is the design rate [12] and λi was defined in (11). The operator 1.d.f.[f] denotes the largest monotonically decreasing function that is upper bounded by f(·). That is,

\[
f_2 = 1.d.f[f_1] \iff f_2(x) = \inf_{t \leq x} f_1(t) \forall x.
\]

The proof of the theorem is provided in Appendix E. In Fig. 8 we have plotted the bounds of Lemma 12 and Theorem 13 for the erasure relay channel and LDPC code designed for soft-DF-BP2 in Sec. VI-A (below). On this channel, the noise level (erasure probability) along the relay-destination link is 0.232, and the capacity of this link is Csd = 0.991 bits.
per channel use (evaluated as in (33)). By Theorem 10 we can select \( \hat{\epsilon}_t \) as the value where the \( I^v(\hat{\epsilon}_t) \) curve equals \( C_{\text{td}} \). This value, 0.139, is substantially smaller than the original noise level over the link (0.232), demonstrating the effectiveness of Wyner-Ziv coding.

\[
I^v_1(\hat{\epsilon}_t) = \varepsilon_{\text{sd}}(1 - \hat{\epsilon}_t) \left[ 1 - \varepsilon_{\text{sd}} + (\varepsilon_{\text{sd}} - \delta^0) \left( 1 - (1 - \hat{\epsilon}_t \cdot \varepsilon_{\text{sd}})^{d-1} \right) \right] - (1 - \delta^0) \cdot h(\hat{\epsilon}_t) + \\
+ \min \left( h(\delta^0 \circ \hat{\epsilon}_t), f(\delta^0) + (1 - \delta^0) \cdot h(\hat{\epsilon}_t) \right)
\]

(34)

where \( Y_1 \) and \( Y_2 \) are the channel outputs at the two destinations (respectively). \( X_1 \) and \( X_2 \) are the transmitted signals. Unlike typical formulations of AWGN interference channels (e.g., [21]) we restrict \( X_1 \) and \( X_2 \) to \( \{\pm 1\} \). \( Z_1 \) and \( Z_2 \) are statistically independent zero-mean real-valued Gaussian random variables with variances \( \sigma_1^2 \) and \( \sigma_2^2 \), respectively, whose realizations at different time instances are also independent. \( h_1, h_2, \sigma_1 \) and \( \sigma_2 \) are positive constants, known to all nodes. We confine our attention to weak interference scenarios (as noted above) and restrict \( h_1 \) and \( h_2 \) to the interval \((0, 1)\).

\[
f(\alpha) = \max_{\beta \in (0, \gamma)} \log \inf_{x > 0, y > 0} \left( \prod_i (1 + y^i h_i) \lambda_i \right) + \log \inf_{x > 0} \left( \frac{[(1 + x)^d - d \cdot x]}{x^\beta} \right) - \gamma \cdot h \left( \frac{\beta}{\gamma} \right)
\]

(35)

We define achievable strategies for this channel in the standard way (e.g., [21] Sec. II). Theoretic analysis of interference channels typically focuses on the capacity region, i.e., the set of pairs \((R_1, R_2)\) such that communication at rate \( R_1 \) (resp. \( R_2 \)) is achievable between the first (resp. second) source-destination pair.

In some of our discussion, we will focus on symmetric rates for symmetric channels, defined as follows. A \((h, \sigma)\) symmetric BIAWGN interference channel is a special case where \( h_1 = h_2 = h \) and \( \sigma_1 = \sigma_2 = \sigma \). An achievable symmetric rate for this channel is a value \( R > 0 \) such that the pair \((R, R)\) is achievable.

**Remark 14.** The source alphabet of the BIAWGN interference channel, as defined above, is \( \{\pm 1\} \), while the alphabet of our LDPC code (Sec. II-D) was defined over \( \{0, 1\} \). In our discussion below, we assume some mapping between the two alphabets.

**B. Definition and Analysis of Soft-IC-BP**

Our definition of soft-IC-BP is based on iterative multiuser detection (iterative-MUD), see e.g., Boutros and Caire [8] and Amraoui et al. [1] (and references therein). The MUD problem is characterized by two (generally, two or more) sources that wish to communicate to one destination. The MUD destination
thus resembles the interference channel destinations, which each receive the output of a combined channel from two sources. Unlike those destinations, however, it is required to decode completely (and not partially) the messages from both sources. Iterative-MUD (as developed in the above references) is an efficient approach for joint decoding of the two signals. Like BP, iterative-MUD is in fact an estimation algorithm (see Sec. [1]), and approximates bitwise MAP decisions (for both sources). Typically, the algorithm is applied in settings where both estimation errors can be made negligibly low, essentially amounting to complete decoding of the two signals.

In this paper, we define soft-IC-BP to coincide with iterative-MUD, and apply it at each of the destinations of our interference channel, to estimate the signals from the two sources (the desired source, and the interfering source). Unlike the literature on MUD, we are interested in settings where low-error estimation of the two signals is not possible. Specifically, we tolerate a large error in the estimation of the interference, amounting to partial decoding of that signal. We continue to require complete decoding (low-error estimation) of the signal from the desired source.

It is convenient to perceive soft-IC-BP as the parallel operation of two decoders, the first estimating the codeword from the desired source, and the second estimating the interference. The two decoders iteratively exchange information to improve their respective performance. At each iteration, the information each decoder obtains from the other, assists it in better canceling the signal produced by the other source, in order to better estimate its own signal. In our work, we assume the two sources use LDPC codes, whose identities will be discussed later. For a more detailed discussion, see Appendix [H].

Analysis of soft-IC-BP is possible by an application of the density evolution paradigm [8, Sec. IV.A] and [58, Sec. 5.5], similar to the one that was discussed in Sec. [III-C] in the context of BP over the P2P BEC. As in the BEC case, the paradigm includes a numerical algorithm which can be used to approximate the estimation errors (of the desired and interfering signals). Again, the approximation is asymptotically precise, in the sense that the realized error can be proven to approach it in probability, exponentially with the LDPC code’s block length. For a more detailed discussion, see Appendix [H].

Note that density evolution, as discussed above, produces an (asymptotically precise) approximation of the estimation error of the interfering signal, as well as of the desired signal. We consider the former a byproduct, and are generally interested in the latter.

C. Limitations of P2P-Optimal Codes

We now prove a strong result on P2P-optimal codes over BIAWGN interference channels. Namely, such codes are incapable of exploiting the power of partial decoding. Our result applies to any decoding strategy, including soft-IC and Han-Kobayashi (HK). For simplicity, we first present our results for symmetric rates over symmetric BIAWGN interference channels. The extension to the general case is provided in Appendix [H].

In this context, our discussion of P2P-optimality focuses on the BIAWGN P2P channel (Sec. [II-B]). Our definition parallels Definition [7] (Sec. [III-D]).

Definition 15. Let $\mathcal{C} = \{C_n\}_{n=1}^{\infty}$ be a sequence of codes of rate $R$. We say that $\mathcal{C}$ is P2P-optimal for the BIAWGN channel if the following holds.

$$\lim_{n \to \infty} P_e(C_n; \text{SNR}) = 0, \quad \forall \text{SNR} > \text{SNR}^*,$$

where \text{SNR}^* is the Shannon limit for the BIAWGN channel rate $R$ and $P_e(C_n; \text{SNR})$ is the probability of error under maximum-likelihood (ML) decoding, when the code $C_n$ is used over a BIAWGN channel with the specified SNR.

Two communication strategies that do not involve partial decoding, are multi-user detection (MUD) and single-user detection (SUD). With MUD, each destination attempts to decode (completely) its respective interference, as well as its desired signal. With SUD, the destinations do not attempt to decode the interferences at all, instead treating them as random noise vectors, alongside the channel noise.

We now provide achievable rates for both strategies. The achievability proofs for both rates assume that the transmitters use randomly-generated codes, i.e., codes whose components were selected randomly, independently and with uniform probability from $\{\pm 1\}$. Such codes are P2P-optimal for the BIAWGN channel with probability 1 at asymptotically large block lengths. The achievable rates are as follows.

$$R_{\text{MUD}} = \min \left( I(X_2; Y_1 | X_1), \frac{1}{2} I(X_1, X_2; Y_1) \right)$$

$$R_{\text{SUD}} = I(X_1; Y_1),$$

where $X_1$ and $X_2$ are uniformly distributed in $\{\pm 1\}$ and are statistically independent. The joint distribution of $Y_1$ and $X_1, X_2$ is obtained from (36). These two expressions are easily obtained from the analysis of multiple-access channels [16, Theorem 14.3.3], and the point-to-point (single-user) channel capacity [16, Theorem 8.7.1], respectively.

The above rates correspond to a specific choice of P2P-optimal codes (randomly-generated) and specific decoding strategies at the destinations (SUD and MUD). We might therefore reasonably expect better performance, by trying other codes and additional strategies. The following theorem proves that if we confine our attention to P2P-optimal codes, this is not possible.

Theorem 16. Consider communication over a $(h, \sigma)$ symmetric BIAWGN interference channel (see Appendix [H] for the extension to the general case). Assume the two sources use equal block length codes taken from P2P-optimal code sequences $\{C_{1,n}\}_{n=1}^{\infty}$ and $\{C_{2,n}\}_{n=1}^{\infty}$, respectively, which have rate $R$ (see Sec. [III-D]). Assume the probabilities of decoding error, under maximum-likelihood decoding, at both destinations, approach zero as the block length $n \to \infty$. Then the following holds.

$$R \leq \max \left( R_{\text{MUD}}, R_{\text{SUD}} \right).$$

The proof of this theorem is provided in Appendix [G]. The proof builds on the converse of the capacity theorem...
of multiple-access channels, see e.g., [16] Sec. 14.3.4. For example, consider the setting facing Destination 1. Once the destination has decoded the desired codeword, it is able to subtract it. The remaining signal is equivalent to the output of a point-to-point BIAWGN channel, whose input is the interference $X_2$. If $R$ is lower than the capacity of this channel, then by the P2P-optimality of $\{C_{2,n}\}_{n=1}^\infty$, complete decoding of the interference is possible. Although the destination is not required to decode the interference, the fact that it is able to do so enables us to use bounds that apply to multiple-access scenarios, leading to the bound $R \leq R_{\text{MUD}}$ (see Appendix G for the rigorous details).

If $R$ is greater than the capacity of the above point-to-point BIAWGN channel, then complete decoding of the interference $X_2$ is not possible. However, relying on the P2P-optimality of $\{C_{2,n}\}_{n=1}^\infty$, we are still able to bound its entropy given the channel output $Y_1$ and the desired codeword. We apply this bound in Appendix G to show that in this case, $R \leq R_{\text{SUD}}$ must hold.

**Remark 17.** Note that in communication using a code $C$, we mean that the source simply maps each message to a codeword of $C$, and does not manipulate $C$, e.g., by combining it with another code, as in the HK strategy [28].

In Sec. VI-B below, we provide examples of P2P-suboptimal codes which are capable of communication at rates that exceed $R_{\text{MUD}}$ and $R_{\text{SUD}}$, thus surpassing the performance of P2P-optimal codes.

**VI. Numerical Results**

The various bounds developed in the previous sections enable an assessment of soft-DF and soft-IC in combined contexts with other strategies for the respective channels, for which the performance is known at asymptotically large block lengths. We now provide two examples.

**A. Erasure Relay**

We considered an erasure relay channel with parameters $\varepsilon_{\text{er}} = 0.5$, $\varepsilon_{\text{sd}} = 0.85$ and $\varepsilon_{\text{rd}} = 0.232$. We designed applications of soft-DF-BP2 and soft-DF-BP.

As benchmarks for comparison, we used decode-and-forward (DF) and compress-and-forward (CF) (see e.g., [29], [15] as well as the tutorial [36]). The two strategies do not involve partial decoding at the relay: With DF, the relay completely decodes the source’s signal, and with CF it does not decode it at all. Achievable rates with both strategies are provided by equations (40) and (41), on the following page, respectively. $C_{\text{rd}}$ in these expressions is the capacity of the relay-destination link (bits per channel use), and is computed as in (9) (recall that this channel is an EEC). The proofs, which follow [30] and [15], are provided in Appendix A. Note that these rates assume randomly generated codes (according to a uniform distribution in $\{0,1\}$), which are P2P-optimal for the point-to-point BEC channel.

We designed the following parameters for soft-DF-BP2. We used differential evolution [55], a numerical optimization algorithm, to design the degree distributions $(\lambda, \rho)$. We selected the quantization noise level (see Sec. IV-B) as the value $\hat{\varepsilon}_r$ which satisfies $I^+(\hat{\varepsilon}_r) = C_{\text{rd}} = 0.991$, where $I^+(\varepsilon)$ is given by (33). We obtained the following values.

$$
\lambda_{2,3,4,5,6,7,8,9,10,15,20,50,100} = (0.2301, 0.1473, 0.01202, 0.02178, 0.01656, 0.03305, 0.02383, 0.01614, 0.02316, 0.1979, 0.0001437, 0.04566, 0.2232), \quad \rho_{10} = 1, \quad \hat{\varepsilon}_r = 0.139.
$$

These degree distributions correspond to a design rate (see (12)) of $R = 0.506$ (bits per channel use), surpassing both our benchmarks (see above) for this channel, which are $R_{\text{DF}} = R_{\text{CF}} = 0.5$. Note that an upper bound on the capacity of the above relay channel is 0.575, computed using the cutset bound [30] Proposition 1]. To assess the strategy’s performance with this code, we relied on Theorem 10 and the discussion of Sec. III-C, and applied sim-DE to the $(\varepsilon_{\text{sd}}, \varepsilon_{\text{sr}}, \hat{\varepsilon}_r)$ auxiliary erasure relay model. The erasure rate at the output of soft-DF-BP over the auxiliary channel, as computed by sim-DE, is negligible (upper bounded by $\xi = 4.35 \cdot 10^{-8}$). The average erasure rate at the output of BP at the relay, is 0.25. This is less than the noise on the source-relay channel ($\varepsilon_{\text{sr}} = 0.5$), but greater than zero, indicating that partial decoding was achieved.

We similarly designed degree distributions for soft-DF-BP, again using differential evolution, obtaining the following values.

$$
\lambda_{2,3,4,5,6,7,8,9,10,15,20,50,100} = (0.2062, 0.1704, 6.425 \cdot 10^{-5}, 0.04838, 0.05066, 0.0236, 0.0002077, 0.009968, 0.01002, 0.08731, 0.1251, 0.05697, 0.2111), \quad \rho_{10} = 1.
$$

These degree distributions correspond to a design rate of $R = 0.497$ bits per channel use, which is lower than our above result for soft-DF-BP2 (as expected), and slightly less than our benchmarks $R_{\text{DF}}$ and $R_{\text{CF}}$. To assess the strategy’s performance with this code, we relied on the discussion of Sec. III-C, and applied sim-DE to the $(\varepsilon_{\text{sd}}, \varepsilon_{\text{sr}}, \varepsilon_{\text{rd}})$ physical erasure relay channel. The erasure rate at the output of soft-DF-BP, as computed by sim-DE, is upper bounded by $4.71 \cdot 10^{-9}$. The average erasure rate at the output of BP at the relay, is 0.22, again indicating that partial decoding was achieved.

We also experimented with partial-DF (see Sec. I). Unfortunately, we were not able to design an application of the strategy whose performance exceeds the above rates achieved by DF and CF. A similar difficulty was reported by [30] Sec. 4.2.7] in the context of full-duplex AWGN channels. Further optimization of partial-DF is beyond the scope of this work.

**B. BIAWGN Interference**

We considered a symmetric BIAWGN interference channel with parameters $h = 0.839$ and $\sigma = 1.075$ and focused on symmetric achievable rates (Sec. V-A). We designed an application of soft-IC-BP. As benchmarks for comparison, we
used $R_{\text{MUD}}$ and $R_{\text{SUD}}$, as defined by (37) and (38). We also considered the Han-Kobayashi (HK) strategy (see Sec. I).

To design degree distributions for soft-IC-BP codes, we applied a variation of the hill climbing approach of Richardson et al. [59, Sec. IV.A], [58, Example 4.1.39]. We obtained the following degree distributions $(\lambda, \rho)$ for codes for both sources.

\[
\begin{align*}
\lambda_{2,3,10,11,55,56,57} &= (0.2949, 0.2036, 0.05943, 0.2399, \\ &0.0001219, 0.09542, 0.1065), \quad \rho_0 = 1.
\end{align*}
\] (42)

The design rate $(\lambda')$ corresponding to these degree distributions is 0.3243 (bits per channel use). The bit error rate at the output of soft-IC-BP at each destination, for decoding of the desired codeword from the corresponding source (as predicted by density evolution) approaches $4 \times 10^{-6}$ in probability as the block length $n \to \infty$. The bit error rate in decoding of the interference approaches 0.062. This number is less than the bit error rate with bitwise decoding (i.e., when the code structure is not exploited), which equals 0.301, but greater than zero, indicating that partial decoding of the interference was achieved.

The degrees of the check-nodes in codes of the above $(\lambda, \rho)$ code ensemble are bounded (and equal to 6). By [10], this implies that such codes are P2P-suboptimal for the BIAWGN channel (in the sense of Definition [15]). Their above-mentioned design rate surpasses benchmarks $R_{\text{MUD}} = 0.3237$ and $R_{\text{SUD}} = 0.308$ (bits per channel use), which by Theorem [16] upper bound the rates achievable with any application of P2P-optimal codes. Note that an upper bound on the symmetric capacity (maximal achievable symmetric rate) of the above interference channel is 0.378, computed using [34, Theorem 2].

The rate of our LDPC codes does not exceed the best rate achievable by the HK strategy, which as noted in Sec. I also involves partial decoding. Using rate-splitting, HK constructs P2P-suboptimal codes, and is thus not bounded by $R_{\text{MUD}}$ or $R_{\text{SUD}}$. In Appendix [1-B] we describe an application of the HK strategy for the above channel which is provably capable of communication at rate 0.333 bits per channel use. As the parameters in our applications of both strategies (HK and soft-IC-BP) have not been proven to be optimal, it remains to be seen whether this advantage is fundamental. In Sec. VII (below) we argue that from a practical perspective, soft-IC-BP enjoys several advantages.

VII. Conclusion

Our research in this paper has been at the interface of information theory and coding theory. In our work, rather than apply ideas from information theory to improve the design of practical codes and strategies, as frequently is the case in similar research over P2P channels, we have taken the reverse approach. We developed applications of soft-DF and soft-IC, borrowed from the coding-theoretic literature, and derived bounds on their performance in an information-theoretic context, which focuses on achievable rates at asymptotically long block lengths.

Our interest in this problem was motivated by Kramer [35], who argued that multi-terminal networks offer a much richer problem set than P2P channels, and thus traditional information-theoretic approaches may not necessarily be optimal for them. In Theorem [16] we have reinforced this intuition, by demonstrating that P2P-optimal codes are often sub-optimal over BIAWGN interference channels, and are unable to exploit the benefits of partial decoding. Some additional intuition, which involves the transmitter’s degrees of freedom, will be provided later in this section.

In Sec. VI, we applied our analysis to compare our strategies with known information-theoretic ones. We demonstrated that soft-DF-BP2 can sometimes outperform DF and CF, and soft-IC-BP can outperform MUD and SUD. We did not obtain a similar result in a comparison with the HK strategy. Further research could focus on improving our bounds and code design methods. With soft-DF-BP2, it would be interesting to determine the strategy’s gap from the relay channel’s capacity (hopefully proving that none exists). Specifically, our bounds on the affordable quantization noise level can likely be improved, perhaps by introducing memory into the quantization noise model [29]. With soft-IC-BP, it would be interesting to assess the strategy’s potential in comparison to the HK strategy. While we were not able to demonstrate that soft-IC-BP outperforms HK, the perceived gap between them could be an artifact of our suboptimal code design methods.

The two models we have considered (relay and interference), and our solutions for them, share several common features. In both cases, partial decoding plays an important role. In both, we applied it by soft estimation, and in both cases we used LDPC codes’ BP algorithm to achieve soft estimation. With both models, partial decoding is possible at nodes which overhear a communicated signal, but are not the destination of the associated message. Such nodes exist in many other network scenarios. Extensions of our methods to them, as well as to additional relay and interference channels, are interesting research directions.

While our main focus in this paper has been theoretical, we now briefly discuss some related practical aspects.

The LDPC codes we designed in Sec. VI-B for soft-IC-BP offer several practical benefits, in addition to their favorable achievable rates. Specifically, the low degrees of their check nodes imply low decoding complexity per BP iteration, as well as better error resilience at short block lengths (see e.g., [59, Sec. II-B]). As noted in Sec. VI-B these low degrees, and consequently their benefits, are intrinsically related to the codes’ P2P-suboptimality.
For further research, it would be interesting to examine the potential of other known P2P-suboptimal codes. These include, for example, many algebraic codes (e.g., Reed-Muller and BCH) as well as low constraint-length convolutional codes [70, Sec. 5.4]. Many of these codes offer practical benefits similar to those of the above-mentioned LDPC codes. In light of Theorem 19 which highlighted the differences between coding for multi-terminal and P2P channels, perhaps these codes (and their benefits) can be enjoyed at smaller sacrifices in achievable rates (relative to capacity), in comparison to P2P channels.

Some related intuition can be obtained from the following heuristic discussion, which involves the transmitter’s degrees of freedom. The problems of decoding and estimation, at a destination node, involve opposite requirements from the transmitter. To reduce the destination’s decoding error, the transmitter arguably seeks to exploit all its degrees of freedom (heuristically defined) to maximize the separation of its codewords. However, to lower the destination’s estimation error at rates above capacity, the transmitter may prefer to constrain its signals, to reduce the uncertainty facing the receiver [25]. Over P2P channels, practical benefits often conflict with communication at capacity-approaching rates, because the code structures that enable them (e.g., algebraic or trellis structures) constrain the transmitter’s degrees of freedom (see also Forney and Ungerboeck [22, Sec. 1]). Over multi-terminal channels, however, such constraints may benefit partial decoding (by estimation) at various network nodes, enabling a smaller gap from capacity.

Practical considerations led Baccelli et al. [4] to argue in favor of confining attention to P2P-optimal codes and the SUD and MUD strategies, in research of communication over interference channels [26]. Their work was motivated in part by practical drawbacks of the HK strategy [4, Sec. VII], which they considered to be the primary alternative to MUD and SUD. For example, the structure of the strategy’s codes implies a heavy computational burden on the interference channel destinations, which must each decode three codewords: Two from its own source and one that constitutes a part of the interference. As the decoding complexity of many algorithms (e.g., [8]) is exponential in the number of codewords jointly decoded, this gives SUD and MUD a significant advantage. Soft-IC, however, involves examining just two codewords; one decoded, and the other (the interference) estimated. As noted above, we demonstrated that like the HK strategy, soft-IC can often be used to outperform SUD and MUD in terms of achievable rates, making it an attractive alternative to those strategies.

Soft-IC may offer additional benefits. Theoretical results on the HK strategy involve randomly-generated, unstructured component codes (within the rate-splitting framework), whose decoding requires high-complexity algorithms. To reduce complexity, these codes could be replaced by lower-complexity ones (e.g., LDPC codes [65]), effectively introducing a second form of structure, beyond rate splitting (which facilitates partial decoding). However, it is likely that soft-IC-BP, whose LDPC codes contribute their structure simultaneously to partial decoding and low-complexity algorithms, enjoys a practical advantage.

One important practical problem involves cases where the transmitter has imperfect knowledge of the channel state, meaning the received SNRs at the destinations. Raja et al. [50] considered this problem, and proposed a HK-based approach that involves rate-splitting between many auxiliary codes (three or more), rather than two. This gives each destination multiple options from which to choose the amount of partial decoding it wishes to perform, according to the realized channel state. Equivalently, it enables graceful degradation when the received SNR drops slightly. By our above discussion, however, this further complicates the decoding scenario at the destinations, which must sometimes jointly decode as many as five (or more) codewords. We conjecture that LDPC codes, whose estimation errors can be made to change gracefully as a function of SNR (see Fig. 2), combined with soft-IC-BP, are better suited for the problem.

Appendix A

Details of the Curves in Figure 2

The MMSE values plotted in Fig. 2 correspond to the asymptotic normalized MMSE of a sequence of codes. More precisely, given a code $C_0$, we define,

$$\text{mmse}(C_0; \text{SNR}) \triangleq \mathbb{E}\left[ \| \hat{X}(Y) - X \|^2 \right],$$

(43)

where $X$ is the transmitted codeword, which is uniformly randomly distributed in $C_0$, $Y$ is the channel output at the destination and $\hat{X}(Y)$ is the MMSE estimate of $X$ given $Y$. Note that we make no distinction between information and parity bits, and estimation of the values of all is performed.

Given a sequence $C = \{C_n\}_{n=1}^{\infty}$, we define its normalized MMSE as

$$\text{mmse}(C; \text{SNR}) \triangleq \lim_{n \to \infty} \frac{1}{n} \text{mmse}(C_n, \text{SNR}).$$

The curve in Fig. 2 corresponding to uncoded communications was evaluated as in [26, Eq. (17)]. In the curve corresponding to P2P-optimal code-sequences, P2P-optimality is defined as in Definition 15. In the range $\text{SNR} < \text{SNR}^*$ where $\text{SNR}^*$ is the Shannon limit for rate 1/2, we have relied on the analysis of [53, Eq. (14)] to evaluate the curve. In the range $\text{SNR} > \text{SNR}^*$, we have relied on an analysis similar to the one in Appendix B-C with respect to estimation over the BEC, in the range $\varepsilon < \epsilon^*$. The LDPC (2,4) curve corresponds to the normalized MMSE of a sequence of codes $\{C_n\}_{n=1}^{\infty}$, where $C_n$ was selected at random from the LDPC (2,4) code ensemble of block length $n$ (see Sec. II-D). The bound on the MMSE was explained in our paper [10, Sec. III.A]. Codes from this ensemble correspond to Tanner graphs whose nodes have very low degrees (2 and 4). By [23, Theorem 3.3], [10], [65], this implies that the codes are bounded far away from capacity.
APPENDIX B
RESULTS FOR SEC. III

A. Proof of Theorem 3

We begin with an overview of the proof. The main idea is best understood by comparing the computation graphs [58] Sec. 3.7.1] of the messages of soft-DF-BP’s destination BP decoder, to those of the corresponding components of sim-BP’s message pairs. A key observation is that the latter graphs can be obtained from the former by “pruning” nodes, as explained below.

Figs. 10(a) and 10(b) depict examples of the computation graphs for a variable-to-check message \( r_{ij}^{(d,2)} \) at the second iteration of the above-mentioned decoders (soft-DF-BP’s destination decoder and sim-BP), respectively. A detailed definition of computation graphs is available in [58] (we will not require this concept in our rigorous proof later in this section). Each of the graphs tracks the decoding process that produced \( r_{ij}^{(d,2)} \) in its respective decoder. In each graph, the edge \((i, j)\) along which \( r_{ij}^{(d,2)} \) was sent is drawn on top. The edges that delivered the messages on which \( r_{ij}^{(d,2)} \) depends, are drawn below. Each such message, in turn, is a function of additional messages, whose corresponding edges are drawn below, and so forth. By (21), (22), (23) and (24), the value of \( r_{ij}^{(d,2)} \) also depends on values computed at the relay, namely on \( y_{i}^{w} \) (with soft-DF-BP) and \( r_{ij}^{(r,2)} \) (with sim-BP). It further depends indirectly on additional relay computations, via its reliance on variable-to-check messages of previous decoding iterations. Consequently, the computation graphs for \( r_{ij}^{(d,2)} \) include nodes that correspond to the relevant computations at the relay. While the relay computations are associated with the same Tanner graph nodes as those of the destination, in the computation graphs we define distinct nodes to represent them.

A comparison of Figs. 10(a) and 10(b) reveals that the latter contains a subset of the nodes and edges of the former. This follows because the relay messages \( \{r_{ij}^{(r,t)}\} \), which sim-BP uses in (23) and (24), are based on less decoding iterations than the final decisions \( \{y_{i}^{w}\} \), which soft-DF-BP uses in (21) and (22). They are also based on less check-to-variable messages (produced at nodes \( N(i) \setminus j \) instead of \( N(i) \), see (13) and (14)). It would thus be natural to expect that the value of \( r_{ij}^{(r,t)} \) with soft-DF-BP to have higher quality than the equivalent sim-BP one. A similar discussion applies to the other messages of the algorithms, as well as to their output components, \( y_{i}^{w} \) and \( y_{i}^{w(r)} \), respectively, \( i = 1, \ldots, n \).

We now prove this rigorously. As noted above, our proof does not directly require an understanding of computation graphs. We start with the following definition, which specializes Definition 4 to the case of scalars (vectors of length 1).

Definition 18. Let \( x, y \in \{0, 1, \diamond\} \). We say that \( y \) is degraded with respect to \( x \) if the following two conditions do not hold simultaneously:

\[ y \neq \diamond \text{ and } x = \diamond. \]

With this definition, it is clear that a vector \( y \in \{0, 1, \diamond\}^{n} \) is degraded with respect to \( x \in \{0, 1, \diamond\}^{n} \), in the sense of 27

This definition is only concerned with whether \( x \) and \( y \) are erasures. For example, if \( x = 1 \) and \( y = 0 \), then \( y \) is degraded with respect to \( x \) if we consider it erasure addition.

**Definition 18** if for all \( i = 1, \ldots, n \), \( y_{i} \) is degraded with respect to \( x_{i} \). The proof now relies on the properties of erasure addition and multiplication as defined in (4) and (6), respectively. Specifically, it is easy to verify that if \( x_{i} \) is degraded with respect to \( x \) and \( y_{i} \) is degraded with respect to \( y \), then \( x_{i} + y_{i} \) is degraded with respect to \( x + y \) and \( x_{i} \cdot y_{i} \) is degraded with respect to \( x \cdot y \). Similarly, \( x \) is degraded with respect to \( x \cdot y \) for all \( x, y \in \{0, 1, \diamond\} \). We proceed with the following lemma.

**Lemma 19.** Consider an instance of the application of BP (Algorithm 1) over the point-to-point BEC. Let \( r_{ij}^{(l)} \) be a variable-to-check message computed at some intermediate iteration \( l = 0, \ldots, t - 1 \), and \( y_{i}^{w} \) the final decision later computed at node \( i \). Then \( r_{ij}^{(l)} \) is degraded with respect to \( y_{i}^{w} \).

**Proof:** We will actually prove a stronger result: \( r_{ij}^{(l-1)} \) is degraded with respect to \( r_{ij}^{(l)} \) for all \( l = 1, \ldots, t - 1 \), and \( r_{ij}^{(t-1)} \) is degraded with respect to \( y_{i}^{w} \). The desired result will follow by the obvious transitivity of degradedness.

Our proof follows by induction on the iteration number \( l \). We start by comparing \( r_{ij}^{(0)} \) and \( r_{ij}^{(1)} \). By (13), \( r_{ij}^{(0)} \) equals the channel output \( y_{i} \), while \( r_{ij}^{(1)} \) is obtained by multiplying \( y_{i} \) with some other components. The result now follows by the above-mentioned property of erasure multiplication.

We proceed to examine \( r_{ij}^{(l-1)} \) and \( r_{ij}^{(l)} \) for \( l = 2, \ldots, t - 1 \). By (13), both are functions of check-to-variable messages across the same edges, but at different iterations \( \{y_{i}^{w(\ell-1)} \}_{\ell \in N(i) \setminus j} \) and \( \{y_{i}^{w(\ell)} \}_{\ell \in N(i) \setminus j} \), respectively, as well as the same \( y_{i} \). If we could prove that each message \( r_{ij}^{(l-1)} \) is degraded with respect to the corresponding \( r_{ij}^{(l)} \), the result would follow by the above-mentioned property of erasure multiplication. Each such check-to-variable message is computed by (14). Again, both are functions of variable-to-check messages across the same edges, but at different iterations \( \{r_{ij}^{(l-2)} \}_{i' \in N(j) \setminus i} \) and \( \{r_{ij}^{(l)} \}_{i' \in N(j) \setminus i} \), respectively. By induction, each message \( r_{ij}^{(l-1)} \) is degraded with respect to \( r_{ij}^{(l-1)} \) and the result now follows by the above-mentioned property of erasure addition.

The proof of the degradedness of \( r_{ij}^{(l-1)} \) with respect to \( y_{i}^{w} \) follows by similar arguments. Namely, the expression (15) for \( y_{i}^{w} \) differs from the one for \( r_{ij}^{(l-1)} \) in that the check-to-variable messages used are of iteration \( t \) rather than iteration \( t - 1 \), and also by the fact that \( l_{ij}^{(l)} \) is included in the product. Degradedness thus follows as in our above discussion, combined with the above-mentioned degradedness of \( x \) with respect to its product \( x \cdot y \) with any \( y \).
corresponding components of sim-BP’s message pairs.

The proof proceeds by showing that $r_{ij}^{(d,ℓ)}$ is degraded with respect to $r_{ij}^{(d,ℓ)}$ for all $ℓ,i,j$. With the above notation, $r_{ij}^{(d,ℓ)}$ is computed by (23), replacing $l_{ij}^{(d,ℓ)}$ with $l_{ji}^{(d,ℓ)}$. $r_{ij}^{(d,ℓ)}$ is computed by (21). By Lemma 19, $r_{ij}^{(r,ℓ)}$ is degraded with respect to $y_{ri}^{(d)}$ for all $ℓ,i,j$. By (22) and (24) and the above-mentioned properties of multiplication, it follows that $n_{ij}^{(r,ℓ)}$ is degraded with respect to $y_{rd,i}$. Each message $l_{ij}^{(d,ℓ)}$, $j’ \in \mathcal{N}(i) \setminus j$ can be shown to be degraded with respect to $l_{j’i}^{(d,ℓ)}$ by induction, using similar arguments to the ones used in the proof of Lemma 19 above. The desired degradedness of $r_{ij}^{(d,ℓ)}$ with respect to $r_{ij}^{(d,ℓ)}$ now follows by the above-mentioned properties of multiplication.

Finally, the proof of degradedness of $y_{dj,i}^{(d,ℓ)}$ with respect to $y_{dj,i}^{(d,ℓ)}$ now follows from the above results by similar arguments and is omitted.

B. Details of Simultaneous Density Evolution (Sec. III-C)

The description below relies on the discussion of Sec. III-C. Sim-DE follows the same concepts of density evolution as developed by Richardson and Urbanke [57]. Its computations follow the expressions for sim-BP. Like density evolution, it relies on the assumption that the all-zero codeword was transmitted, and thus the distributions $P_\mathcal{R}(x_r, x_d)$ and $P_\mathcal{L}(x_r, x_d)$ that it tracks are confined to the range $\{0, \diamond\} \times \{0, \diamond\}$. The incoming message pairs at each node, on which the computations for the outgoing pairs rely, are assumed to be mutually independent. At variable nodes, the pairs are also assumed to be independent of the node’s channel outputs $(Y_{sr,i}, Y_{sd,i}, \hat{E}_r,i)$. These assumptions are justified by similar arguments to the ones in [57], relying on the fact that conditioned on the transmission of the all-zero codeword, components $(Y_{sr,i}, Y_{sd,i}, \hat{E}_r,i)$ corresponding to different indices $i$, are mutually independent.

Algorithm 20 (Simultaneous Density Evolution (sim-DE)).
1) **Iterations:** Perform the following steps, alternately.
   - **Variable-to-check iteration number** \( l = 0, \ldots, t-1 \):
     Set \( P_R^{(l)} = \Gamma(T_R^{(l)}; \varepsilon_{rd}) \) where
     \[
     T_R^{(l)} = \left\{ \begin{array}{l}
P_{e_{u}} \times P_{e_{sd}}, \\
\sum_{i}^{l} \lambda_{i} \cdot \left[ T_{R}^{(0)} \circ \left( P_{L}^{(l)} \right)^{\otimes (i-1)} \right], \end{array} \right. \quad \ell = 0,
     \]
     \[
     \left( P_{L}^{(l)} \right)^{\otimes (i-1)}, \quad \ell > 0,
     \]
     \[ \tag{44} \]
     where \( P_{e_{i}}(\cdot) \) is defined for \( \varepsilon \in [0,1], x \in \{0,\oplus\} \) by
     \[
P_{e_{i}}(x) \overset{\Delta}{=} \begin{cases} 
\varepsilon, & x = \odot \\
1 - \varepsilon, & x = 0.
\end{cases}
\]

   \( P_{e_{u}} \times P_{e_{sd}} \) is defined as in (47) on the following page and the operation \( \circ \) is defined by (48). \( P_{e_{u}} \oplus P_{e_{u}} \oplus \cdots \oplus P_{e_{u}} \), i.e., the repeated application of the operation \( \circ \) a number \( i \) times on \( P_{e_{u}} \). Addition and multiplication by \( \lambda_{i} \) in (44) are performed componentwise (see (50)). Lastly, \( \Gamma(\cdot) \) is defined by (51).
   - **Check-to-variable iteration number** \( \ell = 1, \ldots, t \): \( P_{L}^{(l)} \) is obtained by
     \[
P_{L}^{(l)} = \sum_{j}^{l} \rho_{j} \cdot \left[ \left( P_{L}^{(l-1)} \right)^{\otimes (j-1)} \right], \tag{45} \]
     where the operation \( \oplus \) is defined by (49), and where \( P_{1} \) and \( P_{2} \) are probability functions over \( \{0,\oplus\}^{2} \). \( P_{e_{u}} \oplus P_{e_{u}} \oplus \cdots \oplus P_{e_{u}} \) is defined in the same way as \( P_{e_{u}} \).

2) **Stopping Criterion:** Computation stops after a predetermined number \( t \) of iterations.
3) **Final Decisions:** Set \( P_{R}^{(\text{fin})} = \Gamma(T_{R}^{(\text{fin})}; \varepsilon_{rd}) \) where
     \[
     T_{R}^{(\text{fin})} = \sum_{i}^{l} \tilde{\lambda}_{i} \cdot \left[ T_{R}^{(0)} \circ \left( P_{L}^{(l)} \right)^{\otimes (i-1)} \right], \tag{46} \]
     where \( \tilde{\lambda}_{i} \) is as defined in Sec. II-D.

   Note that above, the computations in a variable-to-check iteration have been simplified by introducing an intermediate step. Rather than determine \( P_{R}^{(l)} \) directly, the algorithm first computes an auxiliary value \( \tilde{P}_{R}^{(l)} \), which corresponds to a pair \((i_{j}, j_{i})\) of \((i_{j}, j_{i})\) which \( P_{R}^{(l)} \) is defined by
     \[
     \tau_{ij}^{(l)} = \begin{cases} 
y_{a_{i}}, & \ell = 0, \\
y_{a_{i}} \cdot \prod_{j \in N(i) \setminus j}^{l} y_{a_{j}}, & \ell > 0.
\end{cases} \tag{47}
\]
     That is, \( \tau_{ij}^{(l)} \) coincides with (23), except that the multiplication by \( \tilde{\lambda}_{i} \) is omitted.

   The weighted sums by \( \lambda_{i} \), \( \rho_{j} \) and \( \tilde{\lambda}_{i} \) in (44), (45) and (46) respectively, follow from the random construction of the Tanner graph, and are justified by the same arguments as in (59) Expression (8).

\section*{C. Proof of Theorem 2}

We begin by proving (28) for \( \varepsilon > \varepsilon^{*} \). In this range, we wish to prove that \( P_{\text{MAP}}(C_{n}, \varepsilon) = \varepsilon + o(1) \). We begin with the following equalities.
\[
\int_{\varepsilon^{*}}^{1} \left( \frac{1}{\varepsilon} \right) \cdot P_{\text{MAP}}(C_{n}, \varepsilon) \, d\varepsilon =
\]
\[
\overset{(a)}{=} - \frac{1}{n} \cdot I(C_{n}, \varepsilon^{*}) - \frac{1}{n} \cdot I(C_{n}, 1)
\]
\[
\overset{(b)}{=} \left( 1 - \varepsilon^{*} + o(1) \right) - 0
\]
\[
= \int_{\varepsilon^{*}}^{1} \left( \frac{1}{\varepsilon} \right) \cdot \varepsilon \, d\varepsilon + o(1). \tag{52}
\]

In (a), we have defined for an arbitrary code \( C \) and \( \varepsilon \in [0,1] \)
\[
I(C; \varepsilon) \overset{\Delta}{=} I(X; Y), \tag{53}
\]
where \( X \) is uniformly distributed within the codewords of \( C \) and \( Y \) is randomly related to \( X \) via the transition probabilities of a \( \text{BEC}(\varepsilon) \).

The equality in (a) follows by Lemma 21 (Appendix B-D below). In (b) we have used Fano’s inequality (e.g., [16, Sec. 8.9]) and the P2P-optimality of the sequence \( C_{n} \), to argue that \( \lim_{n \to \infty} \frac{1}{n} \cdot I(C_{n}, \varepsilon^{*}) = R = 1 - \varepsilon^{*} \). We have also used \( I(C_{n}, 1) = 0 \) (which can be verified straightforwardly).

We would now like to use (52) to argue that \( P_{\text{MAP}}(C_{n}, \varepsilon) = \varepsilon + o(1) \). To do so, we apply two additional observations. First, \( P_{\text{MAP}}(C_{n}, \varepsilon) \leq \varepsilon \), which follows because the MAP decoder outputs no more erasures than it obtains via the channel output. Second, \( P_{\text{MAP}}(C_{n}, \varepsilon) \) is non-decreasing as a function of \( \varepsilon \). This holds because if \( \varepsilon_{2} > \varepsilon_{1} \), then \( \text{BEC}(\varepsilon_{2}) \) is stochastically degraded with respect to \( \text{BEC}(\varepsilon_{1}) \).

Formally, let \( \xi > 0 \) and assume that \( P_{\text{MAP}}(C_{n}, \varepsilon_{o}) < \varepsilon_{o} - \xi \) for some \( \varepsilon_{o} > \varepsilon^{*} + \xi \). We proceed with the string of equations ending with (54) on the following page. In (a), we have applied our above-discussed observations, first \( P_{\text{MAP}}(C_{n}, \varepsilon) \leq \varepsilon \). Second, by our assumption, \( P_{\text{MAP}}(C_{n}, \varepsilon_{o}) < \varepsilon_{o} - \xi \) and thus, by the monotonicity of \( P_{\text{MAP}}(C_{n}, \varepsilon) \), we must also have \( P_{\text{MAP}}(C_{n}, \varepsilon) < \varepsilon_{o} - \xi \) for \( \varepsilon < \varepsilon_{o} \). (b) follows by a straightforward evaluation of the integrals. Finally, the content of the brackets is strictly positive for all \( \xi > 0 \). This follows from \( \ln(e_{o} / (\varepsilon_{o} - \xi)) \) \( < \xi / (\varepsilon_{o} - \xi) \), which holds by the well-known inequality \( \ln(1 + x) < x \) for all \( -1 < x \neq 0 \). Thus, for large enough \( n \), \( \xi > 0 \) implies a violation of (52) This concludes the proof of (28) for \( \varepsilon > \varepsilon^{*} \).

We now turn to prove (25) in the range \( \varepsilon < \varepsilon^{*} \). The proof is obtained straightforwardly by examining the output of ML decoding. An ML decoder can be perceived as a suboptimal bitwise estimator which is not allowed to output erasures. The bit error rate (normalized by \( n \)) at the output of ML decoding cannot exceed the word error rate (denoted \( P_{e}(C_{n}, \varepsilon) \) in Definition 2, because the worst-case number of bit errors in a decoded codeword cannot exceed \( n \). By the P2P-optimality of \( \{C_{n}\} \), \( P_{e}(C_{n}, \varepsilon) \) must approach zero for \( \varepsilon < \varepsilon^{*} \). The bit error rate with optimal estimation equals half the erasure rate at the output of bitwise MAP estimation as defined in Sec. III-D (the optimal bitwise estimator makes a uniform random decision in \( \{0,1\} \) whenever the MAP estimator of Sec. III-D outputs an erasure). This bit error cannot exceed \( P_{e}(C_{n}, \varepsilon) \), and thus must approach zero as well. \( \Box \)
D. Relation between $I(C; \varepsilon)$ and $P_{\text{MAP}}(C; \varepsilon)$ in the Proof of Theorem 3

The following lemma parallels [26, Expression (1)]. The lemma extends results from [52].

**Lemma 21.** The following holds for any linear code $C$ and $\varepsilon \in [0, 1]$,

$$
\frac{d}{d\varepsilon} I(C; \varepsilon) = n \cdot \left( -\frac{1}{\varepsilon} \right) \cdot P_{\text{MAP}}(C; \varepsilon),
$$

(55)

where $I(C; \varepsilon)$ is defined as in (53).

**Proof:** We begin with the following identity, which follows from [52, Expression (8)] (similar expressions are available in [45, Theorem 1] and [2, Theorem 1]).

$$
\frac{d}{d\varepsilon} I(C; \varepsilon) = \sum_{i=1}^{n} \left[ \frac{\partial}{\partial \varepsilon} \log P_{Y_i|X_i}^{(e)}(Y_i|X_i) \right] \cdot \log P_{X_i|Y}^{(e)}(X_i|Y).
$$

(56)

Recall from Sec. II-A that $\ln$ denotes the natural logarithm, and $\log$ denotes the base-2 logarithm. The expectation is over both $X$ and $Y$, $P_{Y_i|X_i}^{(e)}(y|x)$ and $P_{X_i|Y}^{(e)}(x|y)$ denote the conditional probability functions corresponding to $X$ and $Y$, where the superscript $e$ denotes the BEC erasure probability.

Rewriting (56) we obtain

$$
\frac{d}{d\varepsilon} I(C; \varepsilon) = \mathbb{E}_Y \left\{ \sum_{i=1}^{n} \mathbb{E}_{X_i} \left[ \frac{\partial}{\partial \varepsilon} \log P_{Y_i|X_i}^{(e)}(Y_i|X_i) \times \log P_{X_i|Y}^{(e)}(X_i|Y) \right] \right\},
$$

(57)

where the first expectation is over $Y$ and the second over $X_i$.

Let $\hat{X}_i(y)$ denote the MAP decoder output corresponding to a channel output vector $y$ and index $i$. As mentioned in Sec. II-D, this output is obtained by mapping of the a posteriori probability $P_{X_i|Y}(1|y)$ to the set $\{0, 1, \circ\}$.

$$
\hat{X}_i(y) = \begin{cases} 
0 & P_{X_i|Y}(1|y) = x \in \{0, 1\}, \\
1 & P_{X_i|Y}(1|y) = 1/2, \\
\circ & \text{otherwise}
\end{cases}
$$

where we have relied on the fact that since $C$ is linear, $P_{X_i|Y}(1|y)$ is guaranteed to be in the set $\{0, 1, 1/2\}$ [58, Sec. 3.2.1].

If $\hat{X}_i(y) = x \in \{0, 1\}$, the transmitted $X_i$, conditioned on $Y = y$, equals $x$ with probability 1, and thus $\log P_{X_i|Y}(X_i|y) = 0$ with probability 1. In particular, $\ln P_{X_i|Y}(y_i = 0) = \ln(1 - \varepsilon)$ if $y_i = \circ$ and $\ln(1 - \varepsilon)$ otherwise, and so its derivative is finite. If $X_i(y) = \circ$ we have $P_{X_i|Y}(x_i|y) = 1/2$ for $x_i \in \{0, 1\}$. Furthermore, $y$ must clearly satisfy $y_i = 0$ (or else $\hat{X}_i(y) = \circ$ cannot hold) and thus $P_{X_i|Y}(y_i|x_i = \varepsilon) = \varepsilon$ for $x_i \in \{0, 1\}$. We can now rewrite (57) as

$$
\frac{d}{d\varepsilon} I(C; \varepsilon) = \mathbb{E}_Y \left\{ \sum_{X_i(y) = \circ} \mathbb{E}_{X_i} \left[ \frac{\partial}{\partial \varepsilon} \ln \left( \frac{1}{\varepsilon} \right) \right] \log(1/2) \right\}
$$

$$
= -\mathbb{E}_Y \left\{ \sum_{X_i(y) = \circ} \left[ -\frac{1}{\varepsilon} \right] \times \ln \left( \frac{\mathbb{E}_{X_i} \left[ \left\{ i : \hat{X}_i(Y) = \circ \right\} \right]}{\mathbb{E}_{X_i} \left[ \left\{ i : \hat{X}_i(Y) = \circ \right\} \right]} \right) \right\}.
$$

The desired (55) now follows by the definition of $P_{\text{MAP}}(C; \varepsilon)$.

**APPENDIX C**

**PROOF OF THEOREM 10**

For simplicity of notation, we focus on a given $n$, and let $C$ denote an LDPC code from the sequence $\{C_n\}$, dropping
the index $n$. We begin by quoting \[30\] Proposition 3], which specializes \[15\] Theorem 6] (we have changed the notation).

![Channel model for Proposition 22.](image)

**Fig. 11.** Channel model for Proposition 22. Like the channel of Sec. III the channels to the destination are decoupled. $U$, denotes the channel input at the source, and $V_s$ and $V_d$ denote the channel outputs at the relay and the destination, respectively. $C_0$ is the capacity of the relay-destination channel (a more precise characterization of this channel is inconsequential).

**Proposition 22.** (\[30\] Proposition 3]) Consider a memoryless relay channel as depicted in Fig. 11. The following rate is achievable using CF:

$$R_{CF} = \max \{ I(U_s; \hat{V}_s, V_d) : I(V_s; \hat{V}_s | V_d) \leq C_0 \}.$$

$\hat{V}_s$ is an auxiliary variable which is statistically dependent on $V_s$, and the maximum is over distributions $p(u_s)$ of $U_s$ and conditional distributions $p(\hat{v}_s | v_d)$ for $\hat{V}_s$ given $V_d$.

We now apply this proposition to prove Theorem 10. Our technique involves focusing on the virtual channel, obtained from the setting of soft-DF-BP2 (Algorithm 9) by encapsulating LDPC encoding at the source, and soft decoding at the relay, into the channel model. With the notation of Fig. 11 we have: $U = X$, where $X$ is the transmitted LDPC codeword. That is, the input alphabet of this channel is the LDPC code $C$. We define $V_s = Y_{\text{pr}}$ where $Y_{\text{pr}}$ is the soft relay estimate, and $V_d = Y$ where $Y$ is the relay channel output. Finally, $C_0 = nC_{\text{rd}}$, because each use of the virtual channel corresponds to $n$ uses of the original channel.

We define the analysis version of soft-DF-BP2 (mentioned in Theorem 10) to coincide with CF, as defined by \[15\] Theorem 6], over the above virtual channel. We define $U_s$ (see Proposition 22) to be uniformly distributed in the LDPC code $C$, and $\hat{V}_s = Y_{\text{pr}}$, where the components of $Y_{\text{pr}}$ are defined as in \[29\]. Recalling our above assignment $V_s = Y_{\text{pr}}$, this specifies the joint distribution of $\hat{V}_s$ and $V_s$. While these might not be the maximizing distributions, they guarantee achievable rates, which are our focus.

We now briefly sketch the main components of the strategy, borrowed from the proof of \[15\] Theorem 6] and applied to our setting. For a complete discussion, the reader is referred to \[15\]. The source uses a code $C_{\text{CF}}$ which is defined over the virtual alphabet $C$ and has block length $n_{\text{CF}}$ (measured in symbols of the virtual channel). Equivalently, it uses a code $C^*$ which is the concatenation of $C_{\text{CF}}$ and $C$. It transmits a codeword $u_s = (x_{s,1}, \ldots, x_{s,n/2})$ from $C^*$. The relay obtains a vector $(y_{s,1}, \ldots, y_{s,n/2})$ and applies BP estimation independently to each received subvector $y_{s,t}$, $t = 1, \ldots, n_{\text{CF}}$, obtaining a vector $v_{s,t} = (y_{s1}, \ldots, y_{s1,n/2})$. It then searches a codebook $C_{\text{CF}}$ (with block length $n_{\text{CF}}$) for a codeword $v_s$ which is “close” to $v_{s,t}$ (to be elaborated shortly). It records its bin number $I_t$ (discussed below), and transmits it using a channel code $C_{\text{ch}}$ to the destination. The destination decodes $I_t$ from the output $v_{s,t}$ of the relay-destination channel. It searches the corresponding bin for a codeword $v_s$ which is “close” to the output $v_{s,t}$ of the source-destination channel. Finally, it seeks a codeword $u'_s$ from $C^*$ which is simultaneously “close” to both $v_s$ and $v_s$.

Following \[15\] Theorem 6], the various CF codes ($C_{\text{CF}}$, $C_{\text{WZ}}$, and $C_{\text{rd}}$) are generated randomly, and $C_{\text{WZ}}$ is randomly partitioned into equal-sized bins. Proximity between vectors is defined in terms of typicality (see \[15\] Definition 1]). For example, the codeword $v_s$ sought by the relay must be such that the pair $(v_s, \hat{V}_s)$ is typical to the above-defined distribution of $(V_s, V_d)$. We also assume that the destination applies typicality decoding to $C^*$, rather than BP decoding on codewords of $C$. For additional details of the various components, see \[15\].

Proposition 22 guarantees that if \[30\] holds (Condition 2 of the theorem), we can select the various codes such that the rate

$$R_{CF} = \frac{1}{n} I(U_s; \hat{V}_s, V_d) = \frac{1}{n} I(X_s; Y_{\text{pr}}^v, Y)$$

is achievable, where normalization by $n$ is required because we are measuring rate in bits per use of the original erasure relay channel. Finally, to evaluate \[59\], we apply the analysis of soft-DF-BP over the auxiliary channel. Relying on Condition 1 of the theorem, the following inequality can now be shown to hold

$$\frac{1}{n} I(X_s; \hat{Y}_{\text{pr}}^v, Y) > R \cdot \left(1 - h(\xi/R)\right) + o(1),$$

where $R$ is the rate of $C$ and $o(1)$ is a term that approaches zero as $n \to \infty$. The proof of \[59\] relies on concepts similar to the proof of the joint source-channel coding theorem (see e.g., \[44\] Sec. 10.5) and is omitted. The argument $\xi/R$ to the entropy function is an upper bound on the fraction of erroneous information bits ($\xi$ bounds the fraction of codebits), as assumed in the bound of \[44\].

**APPENDIX D**

**PROOF OF LEMMA 12**

For a quick reference of the main notations used in this proof, see Fig. 7.

**Remark 23.** Recall from Remark 11 that our probability space is conditioned on the code $C$, which is randomly selected from an ensemble. For simplicity of notation, we drop the conditioning on $C$ from our expressions. However, all information measures (mutual information and entropies, including $I(Y_{\text{pr}}^v; Y_{\text{pr}}^v | Y)$) and all probabilities, are dependent on it.

\[28\]In \[15\], the relay and destination enforce joint typicality also with the relay’s transmitted codeword. In our setting, due to the decoupling of the channels to the destination, this can be omitted.

\[29\]Note that the distribution of the $V_s$, its joint distribution with $\hat{V}_s$, as well as several other distributions involved, are complex to describe. A precise characterization of these distributions would be required should we choose to implement the strategy, but is not necessary to prove the achievable rates, which is our focus.
Thus, as \( C \) is randomly selected, they are random variables themselves.

We begin by writing

\[
I(\hat{Y}_r^{bp} : \hat{E}_r^{bp} \mid Y_{sd}) = H(\hat{Y}_r^{bp} \mid Y_{sd}) - H(\hat{Y}_r^{bp} \mid Y_{sd}, \hat{E}_r^{bp})
\]

\[
= H(\hat{Y}_r^{bp} \mid Y_{sd}) - H(\hat{Y}_r^{bp} \mid Y_{sd}, \hat{E}_r^{bp}) + H(\hat{Y}_r^{bp} \mid E_r^{bp}, Y_{sd}) + H(E_r^{bp}) - H(\hat{Y}_r^{bp} \mid Y_{sd}, \hat{E}_r^{bp}) + H(\hat{Y}_r^{bp} \mid E_r^{bp}, Y_{sd}) - H(\hat{Y}_r^{bp} \mid Y_{sd}).
\]

(60)

In (a), we have defined \( \hat{E}_r^{bp} = I_0(\hat{Y}_r^{bp}) \) as the erasure indicator vector of \( \hat{Y}_r^{bp} \) (see (8)). To justify (b), we argue that \( \hat{E}_r^{bp} \) is independent of \( Y_{sd} \). To see this, first observe that by the above definitions and (29), the following holds for \( i = 1, \ldots, n \)

\[
\hat{E}_r^{bp} = E_r^{bp} + \hat{E}_r^{bp},
\]

(61)

where \( E_r^{bp} \) is a component of \( E_r^{bp} \), defined as \( E_r^{bp} = I_0(Y_r^{bp}) \), and \( \hat{E}_r^{bp} \) is simply the quantization noise (see Sec. [IV-B]). By this definition, \( \hat{E}_r^{bp} \) specifies the set of erased indices at the output of the relay’s BP, and is thus a function of \( E_r^{bp} \), the erasure source on the source-relay channel. Both \( E_r^{bp} \) and \( \hat{E}_r^{bp} \) are independent of \( Y_{sd} \), and thus so is \( \hat{E}_r^{bp} \), proving equality (b).

Our proof proceeds by bounding the three terms on the right-hand side of (60). We begin with the first term.

\[
H(\hat{Y}_r^{bp} \mid \hat{E}_r^{bp}, Y_{sd}) \leq \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp}, Y_{sd}) \leq \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp}, \hat{Y}_{sd,i})
\]

\[
\overset{(a)}{=} \sum_{i=1}^{n} H(X_{s,i} \mid \hat{E}_{r,i}^{bp} = 0, Y_{sd,i}) \cdot Pr[\hat{E}_{r,i}^{bp} = 0]
\]

\[
\overset{(b)}{=} \sum_{i=1}^{n} H(X_{s,i} \mid \hat{E}_{r,i}^{bp} = 0, Y_{sd,i} = \emptyset) \cdot Pr[Y_{sd,i} = \emptyset] \times Pr[\hat{E}_{r,i}^{bp} = 0]
\]

\[
\leq \sum_{i=1}^{n} \cdot \varepsilon_{sd} \cdot (1 - n \Delta_{r,i}^{bp}) \cdot \hat{e}_r
\]

\[
= n \left\{ \varepsilon_{sd} \cdot \left[ 1 - \left( \frac{1}{n} \sum_{i=1}^{n} \Delta_{r,i}^{bp} \right) \cdot \hat{e}_r \right] \right\}
\]

\[
= n \left\{ \varepsilon_{sd} \cdot [1 - \delta_{r}^{bp} \cdot \hat{e}_r + o(1)] \right\}.
\]

(62)

In (a), we have relied on the equality \( \hat{Y}_r^{bp} = X_s + \hat{E}_r^{bp} \), which holds by arguments similar to (16) and with (29). With this equality, if \( \hat{E}_{r,i}^{bp} = \emptyset \) then \( \hat{Y}_{r,i}^{bp} = 0 \) with probability 1 and so

\[
H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp} = \emptyset, Y_{sd,i}) = 0.
\]

If \( \hat{E}_{r,i}^{bp} = \emptyset \) then \( \hat{Y}_{r,i}^{bp} = X_{s,i} \).

In (b), we have observed that if \( Y_{sd,i} = x \) where \( x \in \{0, 1\} \), then by the transition probabilities of the BEC, \( X_{s,i} = x \) with probability 1, and so

\[
H(X_{s,i} \mid \hat{E}_{r,i}^{bp} = 0, Y_{sd,i}) = 0.
\]

In (c), we have observed that since \( X_{s,i} \) is defined over \{0, 1\}, \( H(X_{s,i} \mid \hat{E}_{r,i}^{bp} = 0, Y_{sd,i}) \leq 1 \). We have also evaluated \( \Pr[Y_{sd,i} = \emptyset] = \varepsilon_{sd} \).

Finally, we have defined \( \Delta_{r,i}^{bp} = \Pr[\hat{E}_{r,i}^{bp} = \emptyset] \). By (61) and the fact of \( \hat{E}_{r,i} \) being distributed as Erasure(\( \hat{e}_r \)) (see Sec. [IV-B]), we have \( \Pr[\hat{E}_{r,i}^{bp} = \emptyset] = \Delta_{r,i}^{bp} \cdot \hat{e}_r \) (invoking (5)). Observe that each \( \Delta_{r,i}^{bp} \) is in fact a function of the code \( C \), and therefore by Remark [23] it is a random variable. In (d), we have relied on the following derivation.

\[
\frac{1}{n} \sum_{i=1}^{n} \Delta_{r,i}^{bp} \overset{(a)}{=} \frac{1}{n} \sum_{i=1}^{n} Pr[\hat{E}_{r,i}^{bp} = \emptyset]
\]

\[
= \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \chi_{\hat{E}_{r,i}^{bp} = \emptyset} \right]
\]

\[
\overset{(b)}{=} \mathbb{E} \left[ D_{\hat{E}_{r,i}^{bp}} \right]
\]

\[
= a_{r}^{bp} + o(1).
\]

(63)

In (a), we have invoked the definition of \( \Delta_{r,i}^{bp} \). In (b), \( \chi_{\hat{E}_{r,i}^{bp} = \emptyset} \) is an indicator random variable, which equals 1 if \( \hat{E}_{r,i}^{bp} = \emptyset \). The expectation is over the channel transitions, but the code \( C \) is assumed to be fixed. In (c), \( D_{\hat{E}_{r,i}^{bp}} \) is the realized erasure rate (defined as in (7)). In (d) we have relied on (63) (see Appendix [D-A] below). This bound holds for large enough \( n \) with probability at least \( 1 - \exp(-\tau \sqrt{n}) \) for \( \tau > 0 \), thus complying with the conditions of Lemma [12].

We now turn to bound the second term on the right-hand side of (60).

\[
H(\hat{Y}_r^{bp} \mid \hat{E}_r^{bp}, Y_{sd}) \leq \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp}, Y_{sd}) = \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp}, Y_{sd})
\]

\[
\overset{(a)}{=} \sum_{i=1}^{n} \hat{e}_r \cdot \Delta_{r,i}^{bp} \cdot \hat{e}_r
\]

\[
\overset{(b)}{=} \sum_{i=1}^{n} \cdot \hat{e}_r \cdot \Delta_{r,i}^{bp} \cdot \hat{e}_r
\]

\[
\overset{(c)}{=} \sum_{i=1}^{n} \cdot \hat{e}_r \cdot \Delta_{r,i}^{bp} \cdot \hat{e}_r + o(1).
\]

(64)

In (a), we have invoked \( \Pr[\hat{E}_{r,i}^{bp} = \emptyset] = \Delta_{r,i}^{bp} \cdot \hat{e}_r \), which was justified above. In (b), we have applied Jensen’s inequality, relying on the concavity of the entropy function. In (c), we have relied on (63) and invoked the continuity of \( h(\cdot) \).

We now turn to evaluate the last term on the right-hand side of (60).

\[
H(\hat{Y}_r^{bp} \mid \hat{E}_r^{bp}, Y_{sd}) \leq H(\hat{Y}_r^{bp} \mid \hat{E}_r^{bp})
\]

\[
\overset{(a)}{=} \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp})
\]

\[
\overset{(b)}{=} \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{E}_{r,i}^{bp}, \hat{Y}_{sd,i}, \hat{Y}_{sd,i-1})
\]

\[
\overset{(c)}{=} \sum_{i=1}^{n} H(\hat{Y}_{r,i}^{bp} \mid \hat{Y}_{r,i}^{bp})
\]

\[
\overset{(d)}{=} \sum_{i=1}^{n} h(\hat{e}_r)(1 - \Delta_{r,i}^{bp})
\]

\[
= n \cdot \left[ h(\hat{e}_r) \left( 1 - \frac{1}{n} \sum_{i=1}^{n} \Delta_{r,i}^{bp} \right) \right]
\]

\[
= n \cdot \left[ h(\hat{e}_r) \left( 1 - \delta_{r}^{bp} \right) + o(1) \right].
\]

(65)
In (a), we have relied on the fact that the three random vectors on both sides of the equation form a Markov chain: \( Y_{sd} \leftrightarrow Y_{t}^{bp} \leftrightarrow \hat{Y}_{t}^{bp} \). In (b), we have simply applied the chain rule for entropy. In (c), we have relied on the fact that by (31), the random variables on the previous line form the following Markov chain: \( \hat{Y}_{t, \sim i}^{bp} \leftrightarrow Y_{t, \sim i}^{bp} \leftrightarrow Y_{t, \sim i}^{bp} \), where \( \hat{Y}_{t, \sim i}^{bp} \) is defined by, \( Y_{t, i}^{bp} = (Y_{t, 1, i}^{bp}, \ldots, Y_{t, i-1, i}^{bp}, \hat{Y}_{t, i-1, i}^{bp}, \ldots, Y_{t, n, i}^{bp}) \), and \( Y_{t, \sim i}^{bp} \) is similarly defined. In (d), we have relied on the observation that if \( Y_{t, i}^{bp} = \varnothing \), then \( Y_{t, i}^{bp} = \varnothing \) with probability 1 and thus \( H(Y_{t, i}^{bp} | Y_{t, i}^{bp} = \varnothing) = 0 \), and if \( Y_{t, i}^{bp} = x \in \{0, 1\} \) then \( \hat{Y}_{t, i}^{bp} = x \) with probability \( 1 - \hat{\varepsilon}_{i} \), and \( \hat{Y}_{t, i}^{bp} = \varnothing \) with probability \( \hat{\varepsilon}_{i} \). By definition, \( E_{r, i}^{bp} = \varnothing \) if and only if \( Y_{t, i}^{bp} = \varnothing \) and so \( \Pr(Y_{t, i}^{bp} = \varnothing) = \Delta_{t, i}^{bp} \), where \( \Delta_{t, i}^{bp} \) is defined as above. In (e), we have applied (63).

Finally, combining (60), (62), (64) and (65), we obtain our desired (31) \( \square \).

A. Analysis of \( D_{t}^{bp} \) and \( \delta_{t}^{bp} \)

In our above proof, we defined \( D_{t}^{bp} = P(\varnothing | Y_{t}^{bp}) \), the erasure rate (defined as in (7)) at the output of BP at the relay. In Lemma 12, we defined \( \delta_{t}^{bp} \) to be its asymptotic mean, as computed by density evolution. We use the following expressions to evaluate \( \delta_{t}^{bp} \), following [58] Chapter 3.

\[
\delta_{t}^{bp} = \varepsilon_{sd} \hat{\lambda}(1 - \rho(1 - x_{t}^{bp}))
\]

where \( x_{t}^{bp} \) is the largest fixed point of the function \( F(x) = \varepsilon_{sd} \hat{\lambda}(1 - \rho(1 - x)) \) in the range \( 0 \leq x \leq \varepsilon_{sd} \), \( \lambda(x) = \sum_{i} \lambda_{i} x^{i-1} \), \( \rho(x) = \sum_{j} \rho_{j} x^{j-1} \) and \( \hat{\lambda}(x) = \sum_{i} \hat{\lambda}_{i} x^{i} \) where \( \hat{\lambda}_{i} \) was defined by (11).

The following lemma, which is based on [58] Theorem 3.107, relates \( D_{t}^{bp} \) and \( \delta_{t}^{bp} \).

Lemma 24. Let \( C \) and \( \delta_{t}^{bp} \) be defined as in Lemma 12 and let \( D_{t}^{bp} \) be defined as above. Then the following two inequalities hold for large enough \( n \) with probability at least \( 1 - \exp(-\tau \sqrt{n}) \) (the probability being over the random selection of \( C \), see Remark 23).

\[
\Pr \left[ D_{t}^{bp} - \delta_{t}^{bp} > a_{1} n^{-1/6} \right] \leq a_{2} n^{-1/6} e^{-\tau \sqrt{n}} \quad \text{(66)}
\]

\[
E[D_{t}^{bp} - \delta_{t}^{bp}] \leq a_{1} n^{-1/6} + a_{2} n^{1/6} e^{-\tau \sqrt{n}}, \quad \text{(67)}
\]

where \( \tau, a_{1}, a_{2} > 0 \) are some constants, dependent on \( \lambda \) and \( \rho \).

Proof: In [58] the authors present bounds which are valid for a probability space that includes the random selection of \( C \), as well as the random channel transitions. Our proof amounts to applying their results to our setting, where the probabilities are conditioned on \( C \). We let \( Q[\cdot] \) denote probabilities as in their setting, and \( P(C) \) denote the left-hand side of (66). With this notation

\[
P(C) = Q \left[ D_{t}^{bp} - \delta_{t}^{bp} > a_{1} n^{-1/6} \right] \quad \text{The code } C \text{ is used}. \]

By our above discussion, \( P(C) \) is a random variable, which depends on the randomly selected \( C \).

The following result is a direct application of [58] Theorem 3.107\(^{30}\)

\[
Q \left[ |D_{t}^{bp} - \delta_{t}^{bp}| > a_{1} n^{-1/6} \right] \leq a_{2} n^{1/6} e^{-2\tau \sqrt{n}}, \quad \text{(68)}
\]

for appropriately selected constants. Recall that in Sec. II-D we defined the maximal degrees in \( \lambda \) and \( \rho \) to be finite, and this is required by the conditions of [58] Theorem 3.107]. We now use Markov’s inequality to bound the probability that \( P(C) \) is too large.

\[
Q \left[ P(C) > a_{2} n^{1/6} e^{-\tau \sqrt{n}} \right] \leq \frac{E[P(C)]}{a_{2} n^{1/6} e^{-\tau \sqrt{n}}} \quad \text{(a)}
\]

\[
Q \left[ |D_{t}^{bp} - \delta_{t}^{bp}| > a_{1} n^{-1/6} \right] \leq a_{2} n^{1/6} e^{-\tau \sqrt{n}} \quad \text{(b)}
\]

\[
\leq e^{-\tau \sqrt{n}} \quad \text{(c)}
\]

Above, (a) follows by Markov’s inequality. The expectation on the right-hand side is over the random selection of the code \( C \). (b) follows by the law of total probability and the definition of \( P(C) \) and (c) follows by (68). (66) now follows. (67) also follows by the observation that \( D_{t}^{bp} \) is confined to \([0, 1]\). \( \square \)

APPENDIX E

PROOF OF THEOREM 3.13

Our proof is based on the proof of Lemma 12 (cf. Appendix D). Once again we use (60) as a starting point, and bound its terms. As noted in Sec. IV-C we improve upon the bound of Lemma 12 by exploiting dependencies between the components of \( Y_{t}^{bp} \), the output of BP at the relay with soft-DF-BP2. In Appendix E-A below we will exploit dependencies between the values of non-erased bits (see Sec. IV-C) to tighten the bound on the first term in (60) \( (H(\hat{Y}_{t}^{bp} | E_{t}^{bp}, Y_{sd})) \). In Appendix E-B we will exploit dependencies between erased bits at the output of BP, to produce a bound on the second term \( (H(E_{t}^{bp})) \), which is sometimes tighter than (64). As the new bound is not always tighter than (64), we have applied the minimum operation in (34). Finally, the i.d.f. operation in (33) will be justified in Appendix E-D.

A. Upper Bound on \( H(\hat{Y}_{t}^{bp} | E_{t}^{bp}, Y_{sd}) \)

We begin with the string of equations ending with (69) on the following page. In (a), \( E_{o} \) is the noise along the source-relay link (see (15)). In this equation, we have relied on the Markov chain relation between the random variables, \( Y_{sd} \leftrightarrow X_{s} \leftrightarrow Y_{t}^{bp} \leftrightarrow \hat{E}_{t}^{bp} \leftrightarrow E_{sr} \). In (b), we have applied the definition of conditional entropy: The expectation is over the variable \( E_{sr} \), which is defined to be distributed identically as \( E_{sr} \). In (c), we have applied the chain rule for entropy. (d) will be discussed shortly.

For simplicity, rather than consider BP (Algorithm 1), we examine the following algorithm, called the peeling decoder [58] Sec. 3.19], originally due to Luby et al. [42] Algorithm 1]. In [58] Sec. 3.22] the algorithm was shown to

\(^{30}\)The results of [43] Theorem 1 and [57] Theorem 2 are unsuitable to our setting, because they assume that the number of BP iterations is limited by a predefined maximum.
be equivalent to BP, in the sense that it yields precisely the same output as BP\textsuperscript{31}. Therefore, we may assume without loss of generality that it is the one applied by the relay of soft-DF-BP2. Like BP, this algorithm is iterative, and relies on the Tanner graph representation of the LDPC code. However, it is not a message-passing algorithm.

Algorithm 25 (Peeling Decoder).

1) **Initialization:** Set the value of each variable node to the channel output.

2) **Iterations:** Each iteration involves examining all check nodes one-by-one according to some predefined order. At each check node, if the values at all but one of the adjacent variables are known (not erased), set the remaining unknown variable node to the modulo-2 sum of the others\textsuperscript{32}.

3) **Stopping criterion:** Stop iterating as soon as the values of no new variables are discovered.

We assume, without loss of generality, that the components of $Y_{r,i}$ are ordered in the order that they would have been discovered by Algorithm 25 had the channel erasures corresponded to $E_{sr}$. That is, the first components are the ones revealed at the initialization step of the algorithm (i.e., not erased by the channel). They are followed by the components that the algorithm revealed at iteration 1, in the order that they were discovered, and so forth. Components that were not revealed at any iteration are ordered last.

In (69), we have separated the sums of components that were revealed by the channel, components that were revealed at the various iterations of the algorithm, and components that remained unknown at the algorithm’s end. We let $D_{sr} \triangleq P(\omega \mid E_{sr})$ (see (7)), and $D_{t,i} \triangleq P(\omega \mid E_{t,i})$ where $E_{t,i}^\text{sp}$ denotes the output of BP when its input is $E_{sr}$. It is distributed as $D_{t,i}^\text{sp}$ (see Appendix D).

We now examine the three sums on the right-hand side of (69). The desired exploitation of the dependencies between the bits discovered by BP will take place in the second sum, which we will examine last. The third sum is easily evaluated to equal zero. This is because $\hat{Y}_{r,i}^\text{sp} = \omega$ with probability 1 for all components of the sum, which follows from (29) because $Y_{r,i}^\text{sp} = \omega$ at these components. Turning to the components of the first sum, let $i \in \{1, \ldots, (1-D_{sr})n\}$.

In (a), we have reduced the conditions on the entropy to obtain an upper bound on its value. In (b), we have applied the definition of conditional entropy. In (c), we have applied $H(Y_{r,i}^\text{sp} \mid E_{t,i}^\text{sp} = \omega, Y_{sd,i}, E_{sr} = E_{sr}) = 0$. This holds because by construction of $E_{t,i}^\text{sp}$ as the erasure indicator vector of $\hat{Y}_{r,i}^\text{sp}$, if $E_{t,i}^\text{sp} = \omega$ then $Y_{r,i}^\text{sp} = \omega$ with probability 1. We have also evaluated $P(E_{t,i}^\text{sp} = \omega \mid E_{sr} = E_{sr}) = P(E_{t,i} = \omega) = (1 - \hat{\epsilon}_t)$. This holds because we are currently examining $i \in \{1, \ldots, (1-D_{sr})n\}$, for which $E_{sr,i} = 0$ by definition, implying $E_{t,i} = E_{sr,i} = 0$, and because by (61), given $E_{t,i}^\text{sp} = \omega$, we have $E_{t,i}^\text{sp} = \hat{E}_{t,i}$. In (d), we have relied on the fact that if $E_{t,i}^\text{sp} = \omega$ then $\hat{E}_{t,i} = X_{s,i}$, where $X_{s,i}$ is the transmitted signal from the source at time $i$. This holds by similar arguments to those of (62). We have also applied the independence between the variables $(X_{s,i}, Y_{sd,i})$ and $(E_{t,i}^\text{sp}, E_{sr})$, which holds because the latter pair is a function of the noise over the source-relay channel. In (e), we have applied $H(X_{s,i} \mid Y_{sd,i} = \omega) = H(X_{s,i}) \leq 1$ and $H(X_{s,i} \mid Y_{sd,i} = 0) = H(X_{s,i}) / Y_{sd,i} = 1 = 0$. The latter equality holds by the transition probabilities of the BEC.

We now turn to the components of the second sum in (69). Let $i \in \{(1-D_{sr})n + 1, \ldots, (1-D_{t,i}^\text{sp})n\}$.

\[
H(Y_{r,i}^\text{sp} \mid Y_{r,1}^\text{sp}, \ldots, Y_{r,i-1}^\text{sp}, E_{sd,i}, E_{sr} = E_{sr})
\leq H(\hat{Y}_{r,i}^\text{sp}, Y_{sd,i}, E_{sr} = E_{sr})
\]

\[
H(\hat{Y}_{r,i}^\text{sp}, Y_{sd,i}, E_{sr} = E_{sr}) \leq (1 - \hat{\epsilon}_t)
\]

\[
H(\hat{Y}_{r,i}^\text{sp}, Y_{sd,i}, E_{sr} = E_{sr}) = H(X_{s,i} \mid Y_{sd,i} = \omega) = H(X_{s,i}) \leq 1,
\]

\[
H(X_{s,i} \mid Y_{sd,i} = \omega, Y_{sd,i} = E_{sr} = E_{sr}) \leq \hat{\epsilon}_t (1 - \hat{\epsilon}_t).
\]

The analysis follows in lines similar to the derivation leading to (70), and we will elaborate only on the differences. Recall that each component at indices $i \in \{(1-D_{sr})n + 1, \ldots, (1-D_{t,i}^\text{sp})n\}$ was discovered in the application of Algorithm 25. Let $j_{i,1}, \ldots, j_{i,d-1}$ be the indices of the other variable nodes that were connected to the check node by which index $i$ was discovered. By the nature of Algorithm 25, these indices necessarily correspond to bits that were discovered previously by the algorithm. Thus, since we have assumed that the indices $i = 1, \ldots, n$ are arranged by the order in...
 which components of \( Y_{\text{sp}} \) were discovered by Algorithm \( 2^5 \), we have \( \{j_{i,1}, \ldots, j_{i,d-1}\} \subseteq \{1, \ldots, i-1\} \). (a) now follows. In (b), we have defined

\[
\overline{Y}_{t,i} = (\hat{Y}^{\text{sp}}_{t,j_{i,1}}, Y_{sd,j_{i,1}}) + \cdots + (\hat{Y}^{\text{sp}}_{t,j_{i,d-1}}, Y_{sd,j_{i,d-1}}),
\]

\{(1-D)_{n}\}

where addition and multiplication are defined as in Sec. II-C. Equality (c) follows in similar lines to (70), except that the justification for \( E_{\text{sp}}\) = 0 now follows from the fact that, as noted above, we are now focusing on indices \( i \) that correspond to codebits that were discovered by BP, and thus \( Y_{t,i} \neq \circ \). Equality (d) follows in similar lines as (70). \( \overline{Y}_{t,i} \) is not independent of \( E_{\text{sp}} \), and thus we have not removed the conditioning on \( E_{\text{sp}} = E_{\text{sr}} \) from the equation. However, \( \overline{Y}_{t,i} \) and \( E_{\text{sp}} \) are independent, because by our above definitions, conditioned on \( E_{\text{sp}} = E_{\text{sr}} \) and recalling \( 2^9 \), \( \overline{Y}_{t,i} \) is a function of \( X_{s}, \) of \( E_{t,j_{i,1}}, \ldots, E_{t,j_{i,d-1}} \) and of \( Y_{sd,j_{i,1}}, \ldots, Y_{sd,j_{i,d-1}} \), while \( E_{\text{sp}} \) is \( E_{\text{sr}} \).

Equality (e) parallels (70). Specifically, \( H(X_{s} \mid \overline{Y}_{t,i} = \circ, Y_{sd,i} = \circ, E_{\text{sr}} = E_{\text{sp}} \leq 1 \) and \( H(X_{s} \mid (\overline{Y}_{t,i} \neq \circ \text{or } Y_{sd,i} \neq \circ, \) \( E_{\text{sr}} = E_{\text{sp}} = 0) \). The latter follows because by construction (71), whenever \( \overline{Y}_{t,i} \neq \circ \) we have \( Y_{t,i} = X_{s,i} \). We have also evaluated \( \text{Pr}[Y_{t,i} = \circ] = 1 - (1 - \hat{\varepsilon}_{t} \cdot \varepsilon_{sd})^{d-1} \). This holds by the fact that \( \overline{Y}_{t,i} \) is erased if any of \( (\hat{Y}^{\text{sp}}_{t,j_{i,1}}, Y_{sd,j_{i,1}}) \cdots (\hat{Y}^{\text{sp}}_{t,j_{i,d-1}}, Y_{sd,j_{i,d-1}}) \) are erased, and conditioned on \( E_{\text{sp}} = E_{\text{sr}} \), these variables are independent and erased with probability \( \hat{\varepsilon}_{t} \cdot \varepsilon_{sd} \). This is why the term \( \overline{Y}_{t,i} = \circ \) is independent of the event \( Y_{sd,i} = \circ \) because conditioned on \( E_{\text{sr}} = E_{\text{sp}} \), the latter event is determined by the values of \( E_{t,j_{i,1}}, \ldots, E_{t,j_{i,d-1}} \) and of \( E_{sd,j_{i,1}}, \ldots, E_{sd,j_{i,d-1}} \) while the latter is determined by \( E_{sd,i} \).

We now return to (29). Relying on the above discussion, we have the string of equations ending with (72) on the following page. In (a), as \( D_{\text{sr}} \) is the erasure rate of the noise vector \( E_{\text{sr}} \) on the source-relay link, its expected value is clearly \( \varepsilon_{\text{sr}} \). We have also relied on (67) (Appendix D-A) above to express the expected values of \( D_{\text{sp}} \), recalling that it is identically distributed as \( D_{t,i} \).

This bound (72) concludes our analysis of \( H(\hat{Y}_{t} \mid \hat{E}_{t}^{\text{sp}}, Y_{sd}) \).

B. Upper Bound on \( H(\hat{E}_{t}^{\text{sp}}) \)

In this section we exploit dependencies between erased bits at the output of BP. An outline of the main idea behind the proof was provided in Sec. IV-C. We begin as follows.

\[
H(\hat{E}_{t}^{\text{sp}}) \leq H(E_{\text{sp}}) + H(\hat{E}_{t}^{\text{sp}} \mid E_{\text{sp}}),
\]

\{(1-D)_{n}\}

where \( E_{\text{sp}} \) is as defined in Appendix D, i.e., \( E_{\text{sp}} = I_{o}(Y_{t}) \). Focusing on the second term on the right-hand side of (73) we obtain

\[
H(\hat{E}_{t}^{\text{sp}} \mid E_{\text{sp}}) \leq \sum_{i=1}^{n} H(\hat{E}_{t,i}^{\text{sp}} \mid E_{t,i})
\]

\{(1-D)_{n}\}

(a)

\[
= \sum_{i=1}^{n} h(\hat{\varepsilon}_{t,i})(1 - \Delta_{t,i}^{\text{sp}}),
\]

\{(1-D)_{n}\}

(b)

\[
= \sum_{i=1}^{n} h(\hat{\varepsilon}_{t,i})(1 - \varepsilon_{sd}^{d}) + o(1).
\]

In (a), we have observed that if \( E_{t,i} = \circ \), then by (61), \( \hat{E}_{t,i} = \circ \) with probability 1 and thus \( H(\hat{E}_{t,i}^{\text{sp}} \mid E_{t,i} = \circ) = 0 \). If \( E_{t,i} = \circ \), then \( \hat{E}_{t,i} = \circ \) and thus \( H(\hat{E}_{t,i}^{\text{sp}} \mid E_{t,i} = \circ) = h(\hat{\varepsilon}_{t,i}) \). We have also defined \( \Delta_{t,i}^{\text{sp}} \) to equal \( \text{Pr}[\hat{E}_{t,i}^{\text{sp}} = \circ] \) as in Appendix D. Finally, (b) follows in the same lines as in our derivation of (65) in Appendix D.

We now turn to the first term in (73), see the string of equations ending with (75) on the following page. In (a), we have again defined \( D_{t,i} = P(\circ \mid Y_{t}) \) (see (7)). In (b), we have relied on the fact that \( D_{t,i} \) is confined to the set \( \{0, 1/n, 2/n, \ldots\} \), which contains \( n+1 \) elements, thus

\[
H(D_{t,i}) \leq \log(n+1) = n + o(1).
\]

In (c), we have made the following key observation. The vector \( E_{\text{sp}} \) specifies the set of bits that remained uncoded (erased) at the output of BP. Di et al. [18] Lemma 1.1] proved that these bits correspond to a stopping set of the code \( C \) (see [18] for its definition). The set of indices implied by \( E_{\text{sp}} \)
is thus a stopping set of size $D_t^{bp}n$. For $s \in \{0,1,\ldots,n\}$, let $N_C(s)$ denote the number of stopping sets of size $s$, of the code $C$. We thus have

$$H(E_t^{bp} \mid D_t^{bp} = \alpha) \leq \log N_C(\alpha n).$$

In (d), we have applied the following results by Burshtein and Miller [9, Theorem 9] and Orlitsky et al. [51, Theorem 5]. They examined $\mathbb{E}[N_C(\alpha n)]$ where the expectation is over all codes $C$ in the $(\lambda,d)$ LDPC code ensemble. They obtained the following bound, for all $\alpha = k/n$, $k = 0,1,\ldots,n$.

$$\frac{1}{n} \log \mathbb{E}[N_C(\alpha n)] \leq f(\alpha) + o(1), \quad (76)$$

where $f(\cdot)$ is given by [35] and the term $o(1)$ is independent of $\alpha$. A few minor remarks are deferred to Remark 25 (Appendix E-C below). In Remark 27 (same appendix below), we applied (76) to obtain a bound that holds with high probability for an individual code $C$ (as in our setting), rather than the expected value over all codes.

In (e), $a_1$ is defined as in Lemma 24 (Appendix D-A above). In (f), we have relied on Remark 28 (Appendix E-C) to argue that $f(\alpha) \leq 1$, and we have also applied (66) (Lemma 24). Finally, (g) follows by the continuity of $f(\cdot)$, which holds by [51, Corollary 6].

Combining (73), (74) and (75) we obtain our desired bound on $H(E_t^{bp})$.

$$H(E_t^{bp}) \leq n \left[ f(\delta_t) + (1 - \delta_t^{bp}) \cdot h(\hat{\delta}_t) + o(1) \right]. \quad (77)$$

C. Some Remarks Regarding $f(\cdot)$

Remark 26. Our expression (35) for $f(\cdot)$ is a slight variation of [51, Theorem 5] ($\gamma(\cdot)$ in their notation). In [51], expressions for the minimizers $x$ and $y$ of the various minimizations (denoted $x_0$ and $y_0$) are provided, and the expression for $f(\cdot)$ is provided as a function of them. The range of the maximization is also different from the one we used in (35). An examination of their proof shows that these differences do not affect the final outcome.

We now discuss (76) (most importantly, with the $o(1)$ term being independent of $\alpha$). To justify its validity, we argue that in [51, Theorem 5], adding the term $(1/n) \cdot \log n$ to the right-hand side of the equation, produces an upper bound on $(1/n) \cdot \log \mathbb{E}[N_C(\alpha n)]$ for all $n$. To see this, observe that in [51, Lemmas 3 and 4] each limit may be replaced by a supremum over all $n$. This holds by replacing the asymptotic saddle-point analysis in the lemmas’ proofs with an upper bound as in [9, Eq. (6)]. In [51, Eq. (11)], where these lemmas were applied, we may discard the limit, replace the sum by a supremum, and add a compensation term $(1/n) \cdot \log n$, to obtain a bound on $(1/n) \cdot \log \mathbb{E}[N_C(\alpha n)]$ rather than an evaluation of its limit. The desired result will then follow as in the proof of [51, Theorem 5].

Remark 27. In (76), the expectation is over all codes $C$ in our ensemble. In our analysis, however, we are interested in the probability that an individual code $C$ has $\log N_C(\alpha n)$ that greatly exceeds $f(\alpha)$. As in the proof of Lemma 24 (Appendix D-A), we apply Markov’s inequality to bound this probability. For fixed $n$ we let $f(\alpha; n)$ denote the left-hand
side of (76). We now derive
\[ \Pr \left[ N_C(\alpha n) > e^{n f(\alpha; n) + n^{-1/2}} \right] \leq \frac{E[N_C(\alpha n)]}{e^{n f(\alpha; n) + n^{-1/2}}} = \frac{e^{n f(\alpha; n)}}{e^{n f(\alpha; n) + n^{-1/2}}} = e^{-n^{1/2}}, \]
where the probability is over the random selection of a code \( C \) from the \((\lambda, d)\) ensemble. By a union bound argument we obtain
\[ \Pr \left[ \exists \alpha \in \{0, 1/n, 2/n, \ldots, 1\} : N_C(\alpha n) > e^{n f(\alpha; n) + n^{-1/2}} \right] \leq (n + 1) \cdot e^{-n^{1/2}}. \]
By these results, for large enough \( n \), with probability at least \( 1 - \exp(-\tau \sqrt{n}) \) (for \( \tau > 0 \), as required by Theorem 13’s conditions), a randomly selected code \( C \) satisfies for all \( \alpha \in \{0, 1/n, 2/n, \ldots, 1\} \)
\[ \frac{1}{n} \log N_C(\alpha n) \overset{(a)}{\leq} f(\alpha; n) + n^{-1/2} \leq f(\alpha) + o(1), \]
where (a) follows by our above discussion, and (b) follows by (76), recalling that we have defined \( f(\alpha; n) \) to be the left-hand side of that equation.

Remark 28. To show that \( f(\alpha) \leq 1 \), we observe that by [9] Theorem 9 and [51] Theorem 5,
\[ f(\alpha) = \lim_{n \to \infty} \frac{1}{n} \log E[N_C(\alpha n)] \leq \lim_{n \to \infty} \frac{1}{n} \log \left( 2^n \right), \]
in where (a) we relied on the fact that \( N_C(\alpha n) \), being the number of stopping sets of size \( \alpha n \), cannot exceed the total number of subsets of \( \{1, 2, \ldots, n\} \).

D. Justification of the l.d.f. Operator

The operator l.d.f. in [33] is easily justified by the fact that \( I(Y^w; Y^{w'} | Y_{sd}) \) must be non-ascedning as a function of \( \varepsilon \). To see this, let \( \varepsilon_t < \varepsilon_t' \) and let \( Y^w_t \) and \( Y^{w'}_t \) denote random vectors obtained as in (29), replacing \( \hat{E}_{t,t} \) with components \( \hat{E}^w_{t,t} \) and \( \hat{E}^{w'}_{t,t} \), which are distributed as Erasure(\( \varepsilon_t \)) and Erasure(\( \varepsilon_t' \)), respectively. We now seek to prove that \( I(Y^w_t; Y^{w'}_t | Y_{sd}) \geq I(Y^w_t; Y^{w'}_t | Y_{sd}) \),

The random variables \( Y^w_t \) and \( Y^{w'}_t \) can equivalently be modeled as having been obtained from \( Y^w_t \) via an EEC(\( \varepsilon_t \)) and an EEC(\( \varepsilon_t' \)), respectively. We now argue that EEC(\( \varepsilon_t' \)) is stochastically degraded with respect to EEC(\( \varepsilon_t \)). This follows because an EEC(\( \varepsilon_t' \)) can be modeled as a concatenation of an EEC(\( \varepsilon_t \)) and an EEC(\( \varepsilon \)), where \( \varepsilon \) satisfies \( \varepsilon_t' \circ \varepsilon = \varepsilon_t' \) (see (5)), i.e., \( \varepsilon = (\varepsilon_t' - \varepsilon_t)/1 - \varepsilon_t \). Thus, \( Y^{w'}_t \) can be modeled as having been obtained from \( Y^w_t \) via a memoryless EEC(\( \varepsilon \)), and the desired result follows by the data processing inequality. \( \square \)

APPENDIX F

OVERVIEW OF SOFT-IC-BP (SEC. VI-B)

We now provide a general overview of soft-IC-BP and its analysis methods. A complete discussion is available in the literature on iterative-MUD, e.g., [8] and [61]. Our description is intended to point out specific features of our implementation, which we have assumed in our discussion of numerical results in Sec. VI-B.

Soft-IC-BP progresses through the exchange of messages between the nodes of a factor graph [33] (see Fig. 12), which represents the communication setting at the destination. This graph contains the Tanner graphs of the LDPC codes (see Sec. II-D) at the desired and interfering sources, as well as \( n \) additional factor nodes, which we call channel nodes. Each channel node corresponds to the received signal at one time instance. It is linked to one variable node from each Tanner graph, each corresponding to a transmitted bit from one of the two sources at the given time instance. Decoding includes standard LDPC decoding iterations (see e.g., [57]) as well as variable-to-channel and channel-to-variable iterations, which implement an exchange of information between the two Tanner graphs. For precise details regarding the computation of the messages see [61] Sec. 2.\(^{33}\)

![Fig. 12. An example of the factor graph for an application of soft-IC-BP.](image-url)

In this paper, we have adopted a number of attributes of the design of [61]. Namely, we have assumed that the LDPC codes used by the two sources have the same block lengths and degree distributions \((\lambda, \rho)\). Under this assumption, the number of nodes of any given degree within the Tanner graphs of the codes is the same. We further assumed that the nodes are arranged so that the two variable nodes that are linked to each channel node have the same degree. In [61] Sec. 4) this is known as the no-interleaver hypothesis. Lastly, we assumed parallel scheduling. This means that decoding iterations at both Tanner graphs are computed in parallel.

A detailed discussion of density evolution for iterative-MUD (equivalently, soft-IC-BP), is available in [8] Sec. IV.A and [58] Sec. 5.5. Like sim-DE (Sec. III-C), density evolution for soft-IC-BP tracks the distributions of messages exchanged at the various iterations of the algorithm. In addition to variable-to-check and check-to-variable LDPC code BP iter-

\(^{33}\)In [61] Fig. 1], the authors have included three additional nodes for each channel observation, one of them called a “state-check” node. In our work, we have eliminated them and retained only the factor node (our channel node) connecting the two variable nodes. The messages to and from this node remain unchanged, as in [61] Eq. (3)].
ations, the algorithm tracks the distributions of variable-to-channel and channel-to-variable messages. A distinction is made between the messages exchanged in the Tanner graph of the desired codeword, and the messages in the graph of the interference, whose distributions are expected to be different. Unlike sim-BP over the BEC, the messages of soft-IC-BP are taken from a large, continuous alphabet (the real number field), and so their distributions as tracked by density evolution are defined over this alphabet (more precisely, a fine grid over the real-number field as in [57]).

Like [53], our computation of the evolution of distributions through variable-to-channel and channel-to-variable iterations is performed precisely, rather than by Monte-Carlo simulations as in [8]. Unlike [8 Sec. IV.A] and [58 Example 5.34], our reliance on the above-mentioned no-interleaver hypothesis implies that the degrees of the variable node linked to each channel node are not independent (in fact they are equal). In our implementation of density evolution, we account for this by considering the variable-to-channel, channel-to-variable and following variable-to-check iteration as a combined single iteration.

A concentration theorem exists [8 Proposition 1], which asserts that the realized bit error rates of the desired and interference codewords approach density evolution’s prediction in probability, exponentially in the block length \( n \), as \( n \to \infty \).

**Appendix G**

**Proof of Theorem 16**

In our analysis, we focus on the first source-destination pair. An outline of the proof was provided in Sec. V.C. We let \( X_1^* \) and \( X_2^* \) denote scalar random variables that are distributed as in the discussion following (37) and (38). That is, both are uniformly distributed in \( \{ \pm 1 \} \). We also let \( Y_1^* \) be a random variable that is related to them via the channel transition equation (35).

We distinguish between two cases, \( R < I(X_2^*; Y_1^* \mid X_1^*) \) and \( R \geq I(X_2^*; Y_1^* \mid X_1^*) \). In the first case, which is discussed in Appendix G-A below, we will prove that \( R \leq R_{SUD} \). In the second case, which is discussed in Appendix G-B, we will prove \( R \leq R_{MUD} \). The desired (39) thus follows.

**A. Analysis in the Range \( R < I(X_2^*; Y_1^* \mid X_1^*) \)**

Our proof begins in lines similar to the proof of the converse of the capacity of the multiple-access channel, [16 Sec. 14.3.4].

\[
\begin{align*}
n \cdot 2R & \overset{(a)}{=} n(R_{1,n} + R_{2,n} + o(1)) \\
& \overset{(b)}{=} H(W_1, W_2) + n \cdot o(1) \\
& = I(W_1, W_2; Y_1) + H(W_1, W_2 \mid Y_1) + n \cdot o(1) \\
& = I(W_1, W_2; Y_1) + H(W_1 \mid Y_1) + n \cdot o(1) + H(W_2 \mid W_1, Y_1) + n \cdot o(1) \\
& \overset{(c)}{=} I(W_1, W_2; Y_1) + n \cdot o(1) + n \cdot o(1) + n \cdot o(1) \\
& \overset{(d)}{=} \sum_{i=1}^{n} I(X_{1i}, X_{2i}; Y_{1i}) + n \cdot o(1) \\
& \overset{(e)}{=} nI(X_1^*, X_2^*; Y_1^*) + n \cdot o(1). \quad (78)
\end{align*}
\]

In (a), \( R_{1,n} \) and \( R_{2,n} \) are the rates of the codes \( C_{1,n} \) and \( C_{2,n} \), respectively, and the equality holds by the definition of \( R \) as being the rate of the code sequences \( \{C_{1,n}\}_{n=1}^{\infty} \) and \( \{C_{2,n}\}_{n=1}^{\infty} \). In (b), \( W_1 \) and \( W_2 \) are the messages that were transmitted by Sources 1 and 2, respectively, defined as in [16 Sec. 14.3.4]. The equality holds because the two messages are statistically independent, and uniformly distributed in \( \{1, \ldots, 2^{R_{k,n}}\} \) and \( \{1, \ldots, 2^{R_{k,n}}\} \), respectively. In (c), \( H(W_1 \mid Y_1) = n \cdot o(1) \) holds by Fano’s inequality [16 Theorem 2.11.1], relying on the fact that the probability of error in the decoding of \( W_1 \), by the conditions of Theorem 16 approaches zero as \( n \to \infty \). The justification for \( H(W_2 \mid W_1, Y_1) = n \cdot o(1) \) will be provided shortly. (d) follows by the same arguments as in [16 Eq. (14.116)]. Finally, (e) follows by our discussion in Appendix G-C below.

By (78), recalling that we are now focusing our attention to the range \( R < I(X_2^*; Y_1^* \mid X_1^*) \), we obtain by (37) (recalling our above definitions of \( X_1^*, X_2^* \) and \( Y_1^* \), \( R \leq R_{SUD} \).

We now prove \( H(W_2 \mid W_1, Y_1) = n \cdot o(1) \) in the above equation (c). Consider the scenario facing a decoder of \( W_2 \) (at Destination 1), recalling the channel equation (36). Note that the destination is not required to decode \( W_2 \) and thus our discussion of this decoder is for analysis purposes only. As noted in Sec. V.C, given \( W_1 \), the decoder is able to eliminate \( X_1 \), and is thus faced with a point-to-point BIAWGN communication scenario, with \( \text{SNR} = h^2/\sigma^2 \). The capacity of this channel is clearly \( C(\text{SNR}) = I(X_2^*; Y_1^* \mid X_1^*) \). By the fact that \( R < I(X_2^*; Y_1^* \mid X_1^*) \) (we are currently focusing on such \( R \)), we have that \( \text{SNR} > \text{SNR}^*_\star \), where \( \text{SNR}^*_\star \) is the Shannon limit for rate \( R \). By the P2P-optimality of \( \{C_{2,n}\}_{n=1}^{\infty} \), recalling Definition 15 we obtain that the probability of error, under maximum-likelihood decoding, of \( W_2 \) given \( Y_1 \) and \( W_1 \), must approach zero as \( n \to \infty \). Thus, by Fano’s inequality (as in our analysis of \( H(W_1 \mid Y_1) \)), we obtain \( H(W_2 \mid W_1, Y_1) = n \cdot o(1) \) as desired.

**B. Analysis in the Range \( R \geq I(X_2^*; Y_1^* \mid X_1^*) \)**

Our analysis begins as in Appendix G-A.

\[
\begin{align*}
n \cdot 2R & \overset{(a)}{=} I(W_1, W_2; Y_1) + H(W_1 \mid Y_1) + H(W_2 \mid W_1, Y_1) + n \cdot o(1) \\
& \overset{(b)}{=} I(W_1, W_2; Y_1) + n \cdot o(1) + nR - I(X_2^*; Y_1^* \mid X_1^*) + n \cdot o(1) \\
& \overset{(c)}{=} \sum_{i=1}^{n} I(X_{1i}, X_{2i}; Y_{1i}) + nR - nI(X_2^*; Y_1^* \mid X_1^*) + n \cdot o(1) \\
& \overset{(d)}{=} nI(X_1^*, X_2^*; Y_1^*) + nR + n \cdot o(1) \\
& \overset{(e)}{=} nR_{SUD} + nR + n \cdot o(1). \quad (79)
\end{align*}
\]

(a) follows as in Appendix G-A. In (b), \( H(W_1 \mid Y_1) = n \cdot o(1) \) follows again as in Appendix G-A and \( H(W_2 \mid W_1, Y_1) \leq n(R - I(X_2^*; Y_1^* \mid X_1^*) + o(1)) \) will be justified shortly. (c) and (d) follow as in Appendix G-A. (e) follows by the chain
rule for mutual information [16 Theorem 2.5.2]. Finally, (f) follows by [38], recalling our above definitions of $X_i^*$ and $Y_i^*$. Subtracting $nR$ from both sides of the above inequality, dividing by $n$ and taking $n$ to infinity, we obtain $R \leq R_{\text{SUD}}$ as desired.

We now prove $H(W_2 | W_1, Y_1) \leq n(R - I(X_2^*; Y_1^* | X_1^*) + o(1))$, as required in inequality (b) above.

\[
H(W_2 | W_1, Y_1) \\
\leq (a) H(X_2 | W_1, Y_1) + n \cdot o(1) \\
= H(X_2 | W_1) - I(X_2; Y_1 | W_1) + n \cdot o(1) \\
\leq n(R + o(1)) - I(X_2; Y_1 | W_1) + n \cdot o(1) \\
= nR - I(X_2; Y_2) + n \cdot o(1) \\
\leq nR - n(C(\text{SNR}) + o(1)) + n \cdot o(1) \\
= nR - n(I(X_2^*; Y_1^* | X_1^*) + n \cdot o(1)). \tag{80}
\]

(a) will be proven in Appendix [G-D] below. (b) follows by the fact that the cardinality of the range of the random vector $X_2$ cannot exceed that of $W_2$, which is $2^nR_{2,n}$. In (c), we have defined $Y_2 \triangleq Y_1 - X_1(W_1)$, where $X_1(W_1)$ is the codeword corresponding to $W_1$. As noted in Sec. V[C] and Appendix [G-A] by [36], the channel from $X_2$ to $Y_2$ is a BIAWGN channel with SNR $= h^2/\sigma^2$. The capacity of this channel is clearly $C(\text{SNR}) = I(X_2^*; Y_1^* | X_1^*)$. We have confined our attention to $R \geq I(X_2^*; Y_1^* | X_1^*)$, we have $\text{SNR} \leq \text{SNR}^*$ where $\text{SNR}^*$ is again the Shannon limit for rate $R$. The justification for (d) will be provided shortly. Finally, in (e) we have simply rewritten $C(\text{SNR}) = I(X_2^*; Y_1^* | X_1^*)$.

To justify (d), we argue that $I(X_2^*; Y_2) \geq n(C(\text{SNR}) + o(1))$. Had the SNR satisfied $\text{SNR} \geq \text{SNR}^*$, this would have held trivially by the P2P-optimality of code sequence $\{C_{2,n}\}_{n=1}^\infty$ and Fano’s inequality. However, as mentioned above, we are now interested in the range $\text{SNR} \leq \text{SNR}^*$. Our justification in this range of SNR is based on the following discussion. We define, for any code $C$, $I(C; X, Y) \triangleq I(X; Y)$ where $X$ is uniformly distributed within $C$ and $Y$ is related to it via the transitions of a BIAWGN channel, as in [1]. With this definition, by our above discussion $I(X_2^*; Y_2) = I(C_{2,n}; \text{SNR})$. We let $C(\text{SNR}^*)$ denote the capacity of a BIAWGN channel with an SNR of $\text{SNR}^*$. We now have

\[
nC(\text{SNR}^*) \\
\geq (a) I(C_{2,n}; \text{SNR}^*) + n \cdot o(1) \\
\geq (b) I(C_{2,n}; \text{SNR}) + \int_{\text{SNR}^*}^{\text{SNR}} \frac{1}{2} \text{mmse}(C_{2,n}; \text{SNR}) d\text{SNR} + n \cdot o(1) \\
\leq (c) I(C_{2,n}; \text{SNR}) + \int_{\text{SNR}^*}^{\text{SNR}} \frac{1}{2} n \cdot \text{mmse}(\text{bitwise}; \text{SNR}) d\text{SNR} + n \cdot o(1) \\
\geq (d) I(C_{2,n}; \text{SNR}) + n \cdot \left( C(\text{SNR}^*) - C(\text{SNR}) \right) + n \cdot o(1). \tag{81}
\]

(a) follows by similar arguments to [52], relying on Fano’s inequality and the P2P-optimality of $\{C_{2,n}\}_{n=1}^\infty$. In (b), the mmse function is defined as in [43] (Appendix A). The equality follows from the relation between mutual information and the MMSE, see [26 Eq. (1)]. In (c), mmse(bitwise; snr) denotes the MMSE in the estimation of a symbol $X$ which is uniformly distributed in $\{\pm 1\}$, from $Y$, which is related to $X$ via a BIAWGN channel with noise variance $1/\text{SNR}$. In such an estimation, the decoder does not have the benefit of the code structure to draw upon, and so the estimation error clearly increases in comparison to the estimation of a given bit in $C_{2,n}$.

In (d), we have relied on the fact that the derivative of the function $C(\text{SNR})$ with respect to $\text{SNR}$ is $1/2 \cdot \text{mmse}(\text{bitwise}; \text{SNR})$. This follows from the discussion of [26 Sec. II.A] [34]. Finally, recalling $I(X_2^*; Y_2^*) = I(C_{2,n}, \text{SNR})$, we have our desired result.

\[\square\]

C. Analysis of $I(X_{1i}, X_{2i}; Y_{1i})$

We now prove the inequalities (78) and (79). Our proof relies on the properties of P2P-optimal codes for the BIAWGN channel. Specifically, we show that the marginal distributions of the individual code symbols $X_{1i}$ and $X_{2i}$, $i = 1, \ldots, n$, cannot stray too far from the uniform distribution over $\{\pm 1\}$, which is the capacity-achieving input distribution over the BIAWGN channel [24 Theorem 4.5.1]. Our proof is a variation of a similar result by [64 Theorem 4].

\[
\sum_{i=1}^{n} I(X_{1i}, X_{2i}; Y_{1i}) \leq \sum_{i=1}^{n} i_2(p_{1i} \times p_{2i}) \\
\leq n \cdot i_2 \left( \frac{1}{n} \sum_{i=1}^{n} (p_{1i} \times p_{2i}) \right) \\
\leq n \cdot i_2 \left( p^* \times p^* + o(1) \right) \\
\leq n \cdot i_2 \left( p^* \times p^* + o(1) \right) \\
\leq n \cdot I(X_1^*, X_2^*; Y_1^*) + n \cdot o(1). \tag{82}
\]

In (a), we have made the following definitions. $i_2(\cdot)$ is a function whose argument is a probability function $p(x_1, x_2)$ where $(x_1, x_2) \in \{\pm 1\}^2$. Its value is $I(X_1, X_2; Y_1)$ where $(X_1, X_2)$ are distributed as $p(x_1, x_2)$ and $Y_1$ is related to them via the transitions of the interference channel, [36]. $p_{1i}$ is a probability function over $x_1 \in \{\pm 1\}$, corresponding to the distribution of $X_{1i}$. $p_{2i}$ is similarly defined, corresponding to $X_{2i}$. $p_{1i} \times p_{2i}$ is defined by

\[p = p_{1i} \times p_{2i} \quad \Rightarrow \quad p(x_1, x_2) = p_{1i}(x_1) \cdot p_{2i}(x_2) \quad \forall (x_1, x_2) \in \{\pm 1\}^2.\]

The independence between $X_{1i}$ and $X_{2i}$, implied by equality (a), follows from the independence between the messages $W_1$ and $W_2$, as in [16 Eq. (14.122)].

Inequality (b) follows by Jensen’s inequality and the concavity of the mutual information as a function of the marginals of its distributions, [16 Theorem 2.7.4]. In (c), we have defined $p^*$ to be the distribution of $X_1^*$ (and of $X_2^*$). The justification

\[\text{34Specifically, [26 Eq. (17)] corresponds to mmse(bitwise; snr) and [26 Eq. (18)] corresponds to C(SNR).}\]
for this equality will be provided shortly. (d) follows by the continuity of $i_2(\cdot)$, and (e) follows by the definition of $i_2(\cdot)$.

To prove equality (c) above, we consider communication over a point-to-point BIAWGN channel with an SNR equal to the Shannon limit for rate $R$, SNR*. We let $i_1(p)$ denote $I(X; Y)$, where $X$ takes the value $1$ with probability $p$ and $-1$ with probability $1 - p$. $Y$ is related to $X$ via the transitions of the above-mentioned BIAWGN channel, see [1].

\[
\begin{align*}
\sum_{i=1}^n i_1(\pi_{1i}) + n \cdot o(1) \\
\sum_{i=1}^n i_2(\pi_{1i}) + n \cdot o(1) \\
\sum_{i=1}^n i_1(\hat{\pi}_{1i}) + n \cdot o(1) \\
\sum_{i=1}^n i_2(\hat{\pi}_{1i}) + n \cdot o(1) \\
\sum_{i=1}^n i_1(\frac{1}{n} \sum_{i=1}^n \hat{\pi}_{1i}) + n \cdot o(1) \\
\sum_{i=1}^n i_2(\frac{1}{n} \sum_{i=1}^n \hat{\pi}_{1i}) + n \cdot o(1).
\end{align*}
\]

In (a), $\hat{Y}_1$ corresponds to the output of the above-mentioned BIAWGN channel, when provided with $X_1$ as its input. We have relied on the fact that as the capacity-achieving input distribution for the BIAWGN channel corresponds to $p = 1/2$, its capacity is $i_1(1/2)$. The inequality now follows by the same arguments as the ones used to justify (81b), relying on the P2P-optimality of $\{C_{n,i}\}_{i=1}^\infty$. (b) follows as in [16, Eq. (8.104)], relying on the memorylessness of the BIAWGN channel. In (c), we have defined $\pi_{1i}$ to be the probability that $\hat{X}_{1i} = 1$. In (d), we have defined $\pi_{1i} = \min(\pi_{1i}, 1 - \pi_{1i})$ and the equality follows by the obvious symmetry of $i_1(\cdot)$. In (e), we have again applied Jensen’s inequality and [16, Theorem 2.7.4]. In (f), we have relied on the fact that the maximum of $i_2(\cdot)$ is achieved at $1/2$, as this corresponds to the capacity-achieving input distribution of the BIAWGN channel.

We now have

\[
\lim_{n \to \infty} i_1\left(\frac{1}{n} \sum_{i=1}^n \hat{\pi}_{1i}\right) = i_1\left(\frac{1}{2}\right).
\]

The function $i_1(\cdot)$ achieves its maximum uniquely at $p = 1/2$. We thus obtain,

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n \hat{\pi}_{1i} = \frac{1}{2}
\]  

(83)

We now define

\[
f_1(n) \triangleq \frac{1}{2} - \frac{1}{n} \sum_{i=1}^n \hat{\pi}_{1i},
\]

and,

\[
I_1(n) = \left\{ i : \hat{\pi}_{1i} \geq \frac{1}{2} - \sqrt{f_1(n)} \right\}.
\]

By a simple argument, relying on (84) and the fact that $\hat{\pi}_{1i} \leq 1/2$ for all $i$, we have

\[
|I_1(n)| \leq \sqrt{f_1(n)} \cdot n,
\]

where $I_1(n)$ denotes the complement set of $I_1(n)$. Note that $I_1(n)$ satisfies

\[
i \in I_1(n) \Rightarrow \frac{1}{2} - \sqrt{f_1(n)} \leq p_{1i}(x) \leq \frac{1}{2} + \sqrt{f_1(n)} \quad \forall x \in \{\pm 1\},
\]

where $p_{1i}(\cdot)$ is as defined above. We similarly define $f_2(n)$ and $I_2(n)$. Eq. (82c) now follows by the observation that $f_1(n)$ and $f_2(n)$ approach zero as $n \to \infty$, and by the above definition of $p^*$.

\[\Box\]

D. Analysis of $H(W_2 | W_1, Y_1)$

We now justify inequality (80c). Namely, we have

\[
H(W_2 | W_1, Y_1) \leq H(W_2, X_2 | W_1, Y_1) = H(W_2 | W_1, Y_1) + H(W_2 | X_2, W_1, Y_1) \leq H(W_2 | W_1, Y_1) + H(W_2 | Y) + H(X_2 | W_1, Y_1) + n \cdot o(1).
\]

(a) follows by the Markov chain relation $W_2 \leftrightarrow X_2 \leftrightarrow (W_1, Y_1)$. In (b), we have defined $Y$ to be the output of a BIAWGN channel, whose SNR is greater than SNR*, which is provided with the input $X_2$. The inequality follows by the data processing inequality, using the Markov chain relation $W_2 \leftrightarrow X_2 \leftrightarrow Y$. By the P2P-optimality of $\{C_{n,i}\}_{i=1}^\infty$, recalling Definition [15] the probability of error, when decoding $W_2$ from $Y$, must approach zero as $n \to \infty$. Equality (c) now follows, using Fano’s inequality [16].

\[\Box\]

APPENDIX H

EXTENSION OF THEOREM [16] TO ARBITRARY RATES OVER ARBITRARY BIAWGN INTERFERENCE CHANNELS

We now extend the discussion of Sec. V.C and specifically Theorem [16] from symmetric rates over symmetric BIAWGN interference channels, to a general setting. We continue to use the same Definition [15] of P2P-optimality as in Sec. V.C. We begin by focusing on Destination 1. Using randomly-generated P2P-optimal codes, the following inequalities ensure that reliable decoding is possible at Destination 1 using MUD [16, Theorem 14.3.3].

\[
R_1 + R_2 < I(X_1, X_2; Y_1),
\]

\[
R_1 < I(X_1; Y_1 | X_2),
\]

\[
R_2 < I(X_2; Y_1 | X_1),
\]

(85)

where $R_1$ and $R_2$ are the rates of sources 1 and 2, and $X_1, X_2, Y_1$ are distributed as in Sec. V.C. A condition for reliable decoding using SUD is obtained as in [38],

\[
R_1 < I(X_1; Y_1).
\]

(86)

Note that if the mapping from $W_2$ to $X_2$ is injective, then $H(W_2 | X_2) = 0 = n \cdot o(1)$ holds trivially. In a random construction of a P2P-optimal code, however, this is not guaranteed, requiring steps (b) and (c) in the above derivation.
The following theorem now extends Theorem 16.

**Theorem 29.** Consider communication over a $(h_1,h_2,\sigma_1,\sigma_2)$ BIAWGN interference channel. Assume the two sources use equal block length codes taken from P2P-optimal code sequences \( \{ C_{1,n} \}_{n=1}^{\infty} \) and \( \{ C_{2,n} \}_{n=1}^{\infty} \), respectively, which have rates \( R_1 \) and \( R_2 \), respectively. Assume the probabilities of decoding error, under maximum-likelihood decoding, at both destinations, approach zero as the block length \( n \to \infty \). Then the following conditions must hold.

1) **Destination 1** Either inequalities (85) or else (86) must hold.
2) **Destination 2**: The same as Condition 1 exchanging \( X_1, Y_1, R_1 \) and \( X_2, Y_2, R_2 \).

**Proof:** The proof follows in the lines of the proof of Theorem 16 (Appendix G-A). We again, without loss of generality, focus on Destination 1. We distinguish between two ranges, \( R_2 < I(X_2^*;Y_1^*|X_1^*) \) and \( R_2 \geq I(X_2^*;Y_1^*|X_1^*) \). Once again, we let \( X_1^*, X_2^*, Y_1^*, Y_2^* \) denote random variables distributed as \( X_1, X_2, Y_1 \) in (85), or else (86), to avoid confusion with \( X_{1i}, X_{2i}, Y_{1i} \), which we let denote the components of the transmitted and received signals with the above codes \( C_{1,n} \) and \( C_{2,n} \).

In the first range of \( R_2 \), we seek to prove that inequalities (85) hold. \( R_2 < I(X_2^*;Y_1^*|X_1^*) \) holds by the definition of this range. The proof of \( R_1 + R_2 < I(X_1^*;X_2^*;Y_2^*) \) follows by the similar arguments to (78). Finally, we prove

\[
R_1 \leq \sum_{i=1}^{n} I(X_{1i};Y_{1i}|X_{2i}) + n \cdot o(1) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (a)
\]

\[
R_2 \leq \sum_{i=1}^{n} I(X_{2i}^*;Y_{1i}^*|X_{1i}^*) + n \cdot o(1) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (b)
\]

(a) follows by the same lines as in the converse of the capacity of the multiple-access channel [16 Eq. (14.105)], (b) follows by arguments similar to those of Appendix G-C above.

In the second range, (86) holds by the similar arguments to (79).

**APPENDIX I**

**RESULTS FOR SEC. VI**

**A. Proof of the Achievable Rates for DF and CF**

By [30] Proposition 2 (which specializes [15]) any rate \( R \) satisfying the following inequality is achievable with DF:

\[
R \leq \min \left\{ I(X_1;Y_{sr}), I(X_2;Y_{sd}) + C_{sd} \right\},
\]

where the distribution \( P_{X_1}(x_1) \) of \( X_1 \) is a parameter that can be optimized, and the distributions of the rest of the variables are derived from the channel transitions (see Sec. III-A). The maximum achievable rate \( R_{DF} \) can easily be shown to equal (40) and is obtained by a uniform distribution in \( \{0,1\} \).

Turning to CF, the following achievable rates are proved by [30] Proposition 3 (which again specializes [15]), which was provided in Proposition 22 (Appendix C).

\[
R_{CF} = \max \{ I(X_1;\hat{Y}_{sr},Y_{sd}) : I(Y_{sr};\hat{Y}_{sr}|Y_{sd}) \leq C_{sd} \}, \quad (87)
\]

where we have substituted \( X_1, \hat{Y}_{sr}, Y_{sd}, Y_{sr}, C_{sd} \) for \( U_s, \hat{V}_{sr}, V_{sd}, Y_{sr}, C_{sr} \) of Proposition 22. As in that proposition, the distributions \( f_{X_1}(x_1) \) and \( P_{Y_{sr}}(y_{sr}|y_{sd}) \) are parameters that can be optimized. Evaluation of the optimal choices, however, is beyond the scope of our work. In this paper, we confine ourselves to \( X_1 \) which is uniformly distributed in \{0,1\} and \( Y_{sr} \) which is distributed as

\[
\hat{Y}_{sr} = Y_{sr} + \hat{E}_r,
\]

where \( \hat{E}_r \sim \text{Erasure}(\hat{\epsilon}_r) \) for some \( \hat{\epsilon}_r \in [0,1] \) and is independent of \( Y_{sr} \). This choice was guided by ease of analysis.

We have made a similar choice in the analysis of soft-DF-BP2 (Sec. IV-B) and so the comparison will be fair. With this choice, (87) coincides with (41).

**B. Details of the Application of HK in Sec. VII-B**

An overview of the HK strategy was provided in Sec. I. Our discussion below follows the results and notation of [28]. An application for the strategy involves constructing codes (here denoted \( X_1 \) and \( X_2 \)) that are each obtained by combining two auxiliary codes, \( U_i \) and \( W_i \), \( i = 1,2 \), with rates \( S_i \) and \( T_i \), respectively. Destination 1, for example, decodes the codewords \( u_1 \in U_1 \) and \( w_1 \in W_1 \), produced at its corresponding source, as well as \( w_2 \in W_2 \), amounting to a partial decoding of \( X_2 \).

Following [28], we assume that the codes \( U_i \) and \( W_i \) are generated randomly, by independent selection of the components of their codewords according to the distributions of random variables \( U_i \) and \( W_i \). We define \( U_i \sim \text{Bernoulli}(0.055) \) and \( W_i \sim \text{Bernoulli}(1/2) \). We also define \( X_i = \text{BPSK}(U_i \oplus W_i) \), \( i = 1,2 \), where \( \oplus \) denotes modulo-2 addition and the function BPSK maps the digits \( \{0,1\} \) to \( \{1,-1\} \). This means that the codewords of \( X_i \) are similarly obtained by applying the above operation componentwise to pairs of codewords \( (u_i,w_i) \) from \( U_i \) and \( W_i \). An evaluation of the rate implied by [28] Theorem 3.1] gives 0.333 bits per channel use. More precisely, this figure is obtained by maximizing \( S_1 + T_1 = S_2 + T_2 \) (we restricted \( S_1 = S_2 \) and \( T_1 = T_2 \), as defined there, subject to [28] Eqs. (3.2)–(3.15)]. The maximizing choices were \( S_i = 0.101 \) bits and \( T_i = 0.231 \) bits per channel use, respectively.

Note that our use of binary rather than real-valued random variables as in applications of the HK strategy for the AWGN interference channel (e.g., [21]), as well as modulo-2 addition, follow from the setting of our channel (Sec. V-A) which includes a binary input alphabet.

Consider sequences of codes \( \{ X_{i,n} \}_{n=1}^{\infty} \), \( i = 1,2 \) where \( X_{i,n} \) has block length \( n \), constructed as described above. By Theorem 16, relying on the fact that the rate of the code sequences (0.333 bits per channel use) exceeds both \( R_{\text{MUD}} \) and \( R_{\text{SUB}} \) (see Sec. VII-B), these code sequences are P2P-suboptimal for the BIAWGN channel (Definition 15). This can also be verified independently by observing that the decoding of \( X_{i,n} \) over a P2P BIAWGN channel is equivalent to a multiple-access decoding problem (see e.g., [16] Sec. 14.3)].
where one destination must decode component codes $U_{k,n}$ and $W_{i,n}$ sent by two virtual users. Using methods similar to Eqs. (1.99), (1.111) it is possible to show that the code sequence requires an SNR of at least 0.7684 for reliable communication, exceeding the Shannon limit for rate 0.333 bits per channel use, which is $S_{N} = 0.5941$. Thus, by Definition 15 the code sequence is P2P-suboptimal.
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