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Abstract
Understanding the dynamics in complex networks is crucial in various applications, such as quelling the epidemic outbreak, preventing the spread of rumors online, and promoting the diffusion of science and technology information. In this study, we investigated a personalized information diffusion (PID) mechanism on signed networks. The main assumption of this mechanism is that if a message is good for the stakeholder, then it is also good for his/her friends but bad for his/her enemies. At each step, the individual who receives the information will determine whether to forward it based on his/her relationship with the stakeholder. We find that bad news may spread further than good news even if a stakeholder has more directly connected friends than enemies. Moreover, the nodes that have more (potential) friends across the network can spread good information more widely. However, individuals who have more enemies locally can spread bad information more widely. Our findings may inspire the design of strategies for controlling information, epidemics, or rumors in social networks.

1. Introduction
Understanding the mechanisms of information diffusion or spreading is one of the main objectives in network science, as it is essential in various fields, such as economics, biology, and social science [1–3]. The intrinsic complexities of the information and the environment render challenging the modeling and prediction of such processes. Many researchers conduct related studies under the assumption that the information’s intrinsic property might remain unchanged during the transmission, the relative attribute varies over time due to the heterogeneity of the nodes in the system [4].

Signed networks, which are specialized heterogeneous systems, have been widely investigated in the last several decades [5]. Nodes in signed networks are connected by two logically different types of links: positive and negative links [6]. Signed networks can well represent many real-world systems. The positive (negative) links may represent the promotion (inhibition) relationships in protein interaction networks. In a signed social network [7, 8], the positive and negative links represent friendly and antagonistic interactions, respectively. In the 1940s, Heider introduced the concept of signed networks and proposed the well-known structural balance theory in terms of triangles in social science [9]. According to structural balance theory triangles satisfy ‘the friend of my friend, as well as the enemy of my enemy, is my friend’ are balanced; otherwise, they are unbalanced. Later, Cartwright and Harary generalized structural balance theory to cases of longer cycles. According to the generalized theory, cycles with an odd number of negative links are unbalanced; otherwise, they are balanced [10].

With the development of complex networks and data science, there are growing concerns regarding topics in structural balance theory [11–13]. One of these topics is the design of algorithms for computing the structural balance of large-scale datasets, especially the cycle-based structural balance. In 2011, Facchetti et al generalized the algorithm for ground-state calculation in large scale Ising spin glasses to calculate the global structural balance, and showed that most large online social networks are incredibly balanced [7]. Recently,
Kirkley et al proposed two measures for weak and strong structural balance and further demonstrated the significant balance of real-world networks. The dynamic analysis of structural balance is also challenging, which explores how unbalanced structures become balanced [14]. In 2010, Marvel et al examined continuous-time models and concluded that the initial amount of friendliness determines whether the system will end up in a global balance [15].

Another topic regarding signed networks is dynamic analysis [16–18]. Most studies treat the disseminated information as fixed, and the information is of equal significance to every node in the system. Shi et al [17] investigated the evolution of opinions on signed networks. At each step, each node updates its state according to only the directly connected neighbors and the signs of the corresponding links. Wang et al [18] proposed the self-avoiding pruning random walk in signed networks, from which negative neighbors will be removed with a pre-specified probability. In the above models, every node’s attitude toward the opinion or walker is always the same. However, in real scenarios, the meaning of a message likely differs among people. In this study, we discuss the diffusion of personalized information on signed social networks. The model that is introduced here fully utilizes structural balance theory.

Changing, or evolution or variation from a biological perspective is crucial for transmitting information or an epidemic outbreak [19–21]. In many online communication platforms, spreading a message does not require changing or editing the message, such as spreading using the forward function in WeChat, Twitter, and Facebook. The intrinsic properties of the message remain unchanged, while the relative properties of the message differ among people. Here, we describe this spreading process as ‘receive without a difference and forward conditionally’. Once a message is published by a user, the followers obtain the information. However, whether a follower forwards the message depends on whether the follower is interested in it. We try to explore how this kind of information diffuses in the signed social network and give an explanation of a Chinese proverb ‘for evil news rides fast, while good news baits later’.

The remainder of the paper is organized as follows: in section 2, we introduce the basic definitions of signed networks and the proposed personalized information diffusion (PID)-process. In addition, we theoretically analyze three properties that are related to the proposed mechanism, the number of publishers, the ratio of publishers that publish the message, and the proportion of friends in the publisher group. We conduct experiments on synthetic networks in section 3. Our observations and understanding are examined on real-world signed networks in section 4. We discuss the results on real-world networks in section 5 and present the conclusions of this study in section 6.

2. The PID-mechanism for signed networks

In this section, we introduce basic notations of signed networks and the personalized (P) information (I) diffusion (D) mechanism on signed networks.

2.1. Notations and definitions

We consider an undirected signed network \( G = (V,E) \), where \( V = \{1, 2, \ldots, n\} \) is the node set and \( E \) is the edge set. Each edge in \( E \) is associated with a sign: positive or negative. Considering the signed social network as an example, \( V \) is the user set and \( E \) denotes the relationship set.

A signed network can be represented by its adjacency matrix \( A \). Hence,

\[
A_{ij} = \begin{cases} 
1, & \text{if } v_i \text{ and } v_j \text{ are connected via a positive edge}, \\
-1, & \text{if } v_i \text{ and } v_j \text{ are connected via a positive edge}, \\
0, & \text{otherwise}.
\end{cases}
\]

A path is a node sequence \( P = (v_1, v_2, \ldots, v_{l+1}) \), where \((v_i, v_{i+1}) \in E(G)\) for \( 1 \leq i \leq l \) and \( l \) is the length of path \( P \). If two users are not directly connected but are reachable from each other via a path, then we can obtain the potential relationship between them based on structural balance theory. The potential relationship may be friendship or an enemy relationship. The relationship matrix is denoted as \( R \), which only consists of entries of 1(friendly) and \(-1\)(hostile). For details, see figure 1. A path between \( u \) and \( v_3 \) is denoted as \((u, v_1, v_2, v_3)\), where \( l = 3 \) is the length of the path. According to structural balance theory, a balanced cycle in a signed network indicates that the product of all signs on the cycle is 1, namely, there are an even number of negative links on the cycle. The approach for determining the potential relationship between \( u \) and \( v_3 \) is based on structural balance theory. Hence, the sign of \( uv_3 \) should render balanced the cycle that is formed by combining \( uv_3 \) and the shortest published path. Thus, since the number of negative links on the path is even, then \( v_3 \) is a potential friend of \( u \). Similarly, \( v_4 \) is a potential enemy of \( u \). For simplicity, unless otherwise specified, we use friends (enemies) to refer to the directly connected and potential friends (enemies).
2.2. PID-mechanism

Suppose that information \( m \) originates from user \( u \). Here, we call user \( u \) the stakeholder of the message. It can be good (beneficial) or bad (detrimental) for \( u \). We denote the message as \( (g, b)_u \), in which \( g + b = 1 \), where \( g \) and \( b \in [0, 1] \) and \( g \) indicates the extent to which the message is good for user \( u \). Analogously, \( b \) indicates the extent to which the message is bad for user \( u \). If \( m \) is a relatively good message and \( g > 0.5 \) if the message is bad for user \( u \). In the special case of \( g = b = 0.5 \), the message is equivalent for every user in the social system.

The key assumption in this study is that if message \( m \) is good for user \( u \), then \( m \) is also good for its friends but bad for its enemies. For example, in figure 1, \( v_1 \) is \( u \)'s friend, and \( v_2 \) is an enemy of \( u \). The message \( m \) can be described as \( (g, b)_{v_1} \) and \( (b, g)_{v_2} \). The friends and enemies of user \( u \) differ in terms of attitude regarding message \( m \). The friends tend to publish a good message with a higher probability than the enemies. We define this personalized information diffusion mechanism, which is denoted as the PID-mechanism and belongs to a content-based information process.

As illustrated in figure 2, in the PID-mechanism, there are four states: unknown (U), insider (I), publisher (P) and forgetter (F). When user \( u \) publishes a message \( m \), the states of all of her/his neighbors are informed and change to insiders from unknowns. An insider will choose to publish the message with a probability of \( \xi \) according the relationship with the stakeholder of the message. In addition, the publisher will become a forgetter by removing the message at the next step.

In this study, the publishing probability \( \xi \) for user \( u \) is expressed as an increasing function of \( g \), \( \xi = f(g) \in [0, 1] \). In the first step, the stakeholder will publish the message with a probability of 1. We will discuss in detail the model in the following.

At \( t = 1 \), message \( m \) originates from user \( u \) and \( u \) publishes this message. At the next step, her/his informed friends have an intention of \( f(g) \) to publish this message, while the enemies are assumed to have an intention...
of $1 - f(g)$ to publish it. At the current step, the publisher can only inform her/his unknown neighbors of the message. At the next step, she/he will become a forgetter by removing the message. The insider will decide whether to publish the message at the current time. If so, her/his state will become published; otherwise, it will become a forgetter at the next step.

The main innovation of this study is that we assume the absolute property of the specified message $m$ does not change but the relative property might change according to the user’s relationship with user $u$. In signed social networks, the relationship between two individuals is determined by the directly connected links or the paths. During the diffusion process, the relative property of the message determines the publishing probability. In the final state of the diffusion process, only two classes of nodes are present in the network: the unknown and the forgetter.

### 2.3. Theoretical analysis

Each type of individual during the diffusion process can be divided into two classes: friends of $u$ and enemies of $u$. Here, we denote the numbers of the known, insiders, publishers and forgetters as $\mathcal{U}, \mathcal{I}, \mathcal{P}$ and $\mathcal{F}$, respectively. The friendly and antagonistic insiders (publishers) are denoted as $\mathcal{I}_f$ and $\mathcal{I}_e$ ($\mathcal{P}_f$ and $\mathcal{P}_e$), respectively. Hence, at step $t$, for example, the increment of the total number of insiders is $\Delta \mathcal{I}(t) = \mathcal{I}_f(t) + \mathcal{I}_e(t)$, and the increment of the total number of publishers is $\Delta \mathcal{P}(t) = \mathcal{P}_f(t) + \mathcal{P}_e(t)$.

We define the unsigned underlying structure of $G$ as $G^*$. The structure of $G^*$ is defined through its degree distribution $\{p_k, k = 0, 1, 2, \ldots\}$. In this section, we assume that the negative and positive edges are well mixed with probabilities of $p^-$ and $p^+$, respectively. Considering that $v$ is a friend of $u$, $v$’s neighbors are also $u$’s friends with a probability of $p^+$ and are $u$’s enemies with a probability of $p^-$. The case in which $v$ is $u$’s enemy is similar. Therefore, the relationship transmissibility matrix $T$ is

$$T = \begin{bmatrix} p^+ & p^- \\ p^- & p^+ \end{bmatrix}. \quad (1)$$

Let $\mathcal{I}(0) = \mathcal{I}_f(0) = 0$. At $t = 1$, $\mathcal{P}(1) = \mathcal{P}_f(1) = 1$ and the only publisher of the message is shakeholder $u$. At the same step, all the neighbors become insiders, and it follows that

$$\begin{bmatrix} \mathcal{I}_f(1) \\ \mathcal{I}_e(1) \end{bmatrix} = \sum_{k=0}^{+\infty} p_k k T \begin{bmatrix} \mathcal{P}_f(1) \\ \mathcal{P}_e(1) \end{bmatrix}, \quad (2)$$

where $k$ is the possibility degree of user $u$.

Since $u$’s friends and enemies differ in terms of intention to publish the message, we define the publishing matrix as

$$B = \begin{bmatrix} f(g) & 0 \\ 0 & 1 - f(g) \end{bmatrix}. \quad (3)$$

Hence, at step 2, the number of publishers satisfies

$$\begin{bmatrix} \mathcal{P}_f(2) \\ \mathcal{P}_e(2) \end{bmatrix} = \sum_{k=0}^{+\infty} p_k k B T \begin{bmatrix} \mathcal{P}_f(1) \\ \mathcal{P}_e(1) \end{bmatrix} = B \begin{bmatrix} \mathcal{I}_f(1) \\ \mathcal{I}_e(1) \end{bmatrix}, \quad (4)$$

For $t \geq 2$, we use a tree-like approximation to derive the increments of the insiders and publishers at each step. The degree of the neighbor of a randomly selected node follows the excess degree distribution, namely, $q_{uv} = k' p_v / \langle k' \rangle$, where $k'$ is the degree of the neighbor. The neighbor can only inform $k' - 1$ of its neighbors at the current step. Thus, the number of insiders at $t \geq 2$ is

$$\begin{bmatrix} \mathcal{I}_f(t) \\ \mathcal{I}_e(t) \end{bmatrix} = \sum_{k=0}^{+\infty} kp_v \langle k \rangle (k - 1) T \begin{bmatrix} \mathcal{P}_f(t - 1) \\ \mathcal{P}_e(t - 1) \end{bmatrix}, \quad (5)$$

Similarly, the number of publishers at step $t + 1$ is

$$\begin{bmatrix} \mathcal{P}_f(t + 1) \\ \mathcal{P}_e(t + 1) \end{bmatrix} = \sum_{k=0}^{+\infty} kp_v \langle k \rangle (k - 1) B T \begin{bmatrix} \mathcal{P}_f(t) \\ \mathcal{P}_e(t) \end{bmatrix} = B \begin{bmatrix} \mathcal{I}_f(t) \\ \mathcal{I}_e(t) \end{bmatrix}. \quad (6)$$
The total number of publishers up to step \( T \) is denoted as \( P^{\text{tot}}(T) \), which is calculated as

\[
P^{\text{tot}}(T) = \sum_{t=1}^{T} P(t) = \sum_{t=1}^{T} \left( P_{+}(t) + P_{-}(t) \right)
\]

\[
= \sum_{t=1}^{T} \left[ 1 \quad 1 \right] B \left[ I_{+}(t-1) \quad I_{-}(t-1) \right].
\]  

Similarly,

\[
I^{\text{tot}}(T) = \sum_{t=1}^{T} I(t) = \sum_{t=1}^{T} \left( I_{+}(t) + I_{-}(t) \right)
\]

\[
= \sum_{t=1}^{T} \left[ 1 \quad 1 \right] \left[ I_{+}(t) \quad I_{-}(t) \right].
\]

Compared with an insider, a publisher has a more significant influence on the diffusion of information. Here, we focus on the following question: what is the average probability for someone who knows the message to spread it? The proposition of insiders that publish the message until step \( T \), which is denoted by \( R(T) \), is calculated as

\[
R(T) = P^{\text{tot}}(T)/I^{\text{tot}}(T-1).
\]  

In the following, we provide an example to illustrate the relationship between the properties that are analyzed above.

### 3. Experiments on synthetic networks

There are many signed network models to generate synthetic signed networks [18, 22, 23]. For example, Wang et al treat the signed network as a special type of two-layer (i.e. positive and negative layers) network, and generate the two layers separately [18]. In the field of network science, two of the most popular network models are the Erdős–Rényi (ER) and scale-free (SF) network models. Here, we focus on the simplest signed networks. We use these two network models to generate synthetic unsigned networks, then randomly assign each link a positive sign with a probability of \( p^{+} \).

For Erdős–Rényi networks [24], set \( N = 10^4 \), and the average degree \( E[D] = 10 \). Let \( p^{+} = 0, 0.2, 0.5, 0.8 \) and 1, and vary \( g \) from 0 to 1 with an interval of 0.1. The degree distribution of the ER network can be well approximated by the Poisson distribution, especially when the network is sufficiently sparse. Therefore, the degree distribution of the unsigned underlying network is a Poisson distribution: \( p(k) = \lambda^k e^{-\lambda}/k! \), where \( \lambda = 10 \). For the publishing matrix \( B \), we set \( f(g) = g \) for simplicity. The theoretical results are obtained according to equations (6), (7) and (9) in the following discussion.

As described above, individuals who only obtain the information will not significantly impact the dissemination of information. However, the users who like to share the message will have an enormous influence on the diffusion scale. Therefore, the first question that arises regarding the proposed mechanism is as follows: with what probability will an insider publish the message? First, we investigate the evolution of \( R \) for various types of information. Considering \( p^{+} \in \{0, 0.2, 0.5, 0.8\} \) as examples, the top row of figure 3 shows how \( R \) evolves to the stable state as \( T \) increases, where the solid lines represent the simulation results and the dashed lines represent the theoretical results. \( R \) as a function of the diffusion step \( T \) can be well approximated by our theoretical result in equation (9) when \( T \) is relatively small. Since the theoretical analysis is based on the branching process, when \( T \) is large, the underlying structure is still a tree and the diffusion range is not constrained by the network size. However, the size of the synthetic network is constant, and as \( T \) increases, the global structure around user \( u \) will be considered, which is not tree-like. Hence, the theoretical analysis does not perform well when \( T \) is large. In addition, the theoretical result of \( R \) will converge to the same value for the cases of \( g = \alpha \) and \( g = 1 - \alpha \), where \( \alpha \in [0, 1] \). However, the process differs substantially between the cases of \( p^{+} > 0.5 \) and those of \( p^{+} < 0.5 \) in both the theoretical and simulation results. For \( p^{+} = 0.8 \), when \( g < 0.5 \), the value of \( R \) drops sharply to a value that is lower than the stable value and subsequently increases to the stable state. For \( g > 0.5 \), the value of \( R \) drops moderately to the stable state. The cases in which \( g < 0.5 \) require more steps to reach the stable state than those in which \( g > 0.5 \). In figure 4, except for the exceptional cases of \( p^{+} = 1 \) and \( p^{+} = 0 \), \( R \) is symmetric with \( g = 0.5 \) as the center when \( T \) is sufficiently large for \( R \) to become stable. The well-mixed edge signs can explain the symmetry of \( R \) with respect to the attribute of the message. Since the stable state of \( R \) does not increase with \( g \) when \( p^{+} > 0.5 \) and does not decrease with \( g \) when \( p^{+} < 0.5 \), even though an individual might have more directly connected friends than enemies, an insider might have a higher probability of publishing a relative bad message than a good message on average.
In previous studies on spreading models, the spreading capacity, or the number of individuals who become infected causes the most concern. Similarly, we concentrate on the size of the publisher group during the diffusion process. Since we study the tree-like network using branching theory, we only count the total number of publishers in the first 8 steps. Most diffusion processes stop after less than eight steps in synthetic networks. In addition, in the view of the phrase ‘six-degrees of separation’, eight steps are sufficient for a user to spread the information. As shown in the middle row of figure 3, the simulation results are consistent with the theoretical results when $T$ is small. The main reason the theoretical analysis does not perform well is that the branching process is not constrained by any constant, whereas the number of publishers in the simulation is restricted by the network size. For the cases with $p^+ < 0.5$, an extremely good or bad message is not easy to spread, and neutral information is easier to spread over a larger range. Similar to the observation on $R$, the number of publishers is also a nonmonotonic function of $g$. In terms of the absolute number of publishers, bad news may spread further than good news even if a user has more directly connected friends than enemies.

The last property that we investigate is the percentage of friends in the publisher group, which can be calculated according to equation (6). When diffusion step $T$ is sufficiently large, the friend proportion will converge to a stable value. As shown in figure 4(b), the observation is consistent with the intuition that friends will promote the diffusion of good messages while enemies will try to spread bad messages. However, the shape of the friend percentage as a function of message attribute $g$ differs among networks with different positive link proportions. The larger the value of $p^+$, the more sensitive the percentage is at the point $g = 0.5$. If $p^+ < 0.5$, then the proportion is more sensitive when $g$ is approximately 0 or 1. The bottom row of figure 3 shows the evolution of $P_f/P$. Similar to the discussion above, the theoretical analysis results accord with the simulation.
results when step $T$ is small. For the case of $p^+ = 0.5$, the simulation results are perfectly consistent with the theoretical results, even when $T$ is large.

Since degree distributions in real world networks mostly obey power law distributions, we conduct additional experiments on scale free networks. For SF networks [25,26], let $\lambda = 3$ and $\mathbb{E}[D] = 20$. Similarly, we set $p^+ = 0, 0.2, 0.5, 0.8$ and 1. The first observation is the rapid decline of $R$ at step 2 in left of figure 5 when $g < 0.5$, which indicates that most insiders will not publish a message that has already been transferred twice. This is mainly because when $p^+ < 0.5$, the majority of $u$’s 2nd-order neighbors are friends, and as stated above, friends will avoid spreading the user’s bad message. At $T = t$, the publishers are $(t - 1)$-order neighbors of user $u$. Therefore, when $T = 4$, $R$ starts increasing, which is because most insiders at the last step are $u$’s enemies and they prefer to spread $u$’s bad message.

In figure 6, we plot the percentages of friends and enemies with a distance of less than or equal to $d$. The explanation that is present above is further supported. Comparing the ER and SF networks, the increase in $R$ for SF starts from step 3, while for ER, the increment starts slightly later. From figure 6, the phase transition of the number of enemies or friends occurs at $d = 2$ in the SF networks, but at $d = 3$ in the ER networks.

A similar result for $p^+ > 0.5$ can be obtained. In addition, in signed networks, according to structural balance theory, when all links in the network are positive, all reachable individuals are $u$’s friends. However, if all links are negative, not all the other individuals are $u$’s enemies. There remain users with good relationships with $u$ since ‘the enemy of my enemy is my friend’.

4. Experiments on empirical networks

Finally, we select three real-world networks and explore how the intrinsic properties of real-world systems influence the characteristics of the proposed mechanism. The basic features of the three networks are listed in table 1. We compare the real-world networks with their randomized versions, which were constructed by randomly reshuffling the signs of links while maintaining the total degree of each node. Since the simulations are conducted on the largest connected component of each real-world network, the size, the number of positive links, and the number of negative links in the randomized networks are the same as those in the original.
Table 1. Basic features of three real-world signed networks

| Network           | # Nodes | # Links | # Positive links |
|-------------------|---------|---------|-----------------|
| Bitcoin alpha [27] | 3,783   | 13,867  | 12,724 (91.70%) |
| Bitcoin otc [28]  | 5,881   | 21,134  | 18,233 (86.27%) |
| Wikipedia [11]    | 7,118   | 100,355 | 78,440 (78.16%) |

Figure 7. Personalized information diffusion on real-world networks. The solid lines represent the results on original real-world networks and the dashed lines represent the results on their reshuffled networks.

Figure 8. Comparison of the average numbers of friends and enemies with a distance of $d$.

real-world networks. However, the positive and negative degree distributions differ; hence, the distribution of friends and enemies differ.

In the top row of figure 7, we show the final state of the proposed diffusion mechanism. The simulation results in the real-world networks are consistent with those in scale-free networks. For the ratio of the number of publishers to the number of insiders, the curves of $R$ as functions of $g$ cross each other at $g = 0.5$ and $R = 0.5$. Since $p^+ > 0.5$ for all networks, the larger $g$ is, the more likely insiders are to publish the message, which is consistent with previous observations.

According to figure 8, there are more friends in the original real-world networks than in the reshuffled networks within a distance of $d$. In contrast, there are more enemies in the reshuffled networks, especially for the two Bitcoin user trusting networks. Therefore, the message can be spread widely in the original real-world networks, as shown in figure 7(c). Analogously, there are more friends in the publisher group, (see figure 7(e)).

For the evolutions of $R$, $P_\text{tot}$ and $P_\text{tot}^+/P_\text{tot}$, we present two cases: $g = 0.2$ and 0.8. For the number of publishers $P_\text{tot}$ in figure 7(d), the phase transition occurs at $T = 4$ since the phase transition of the number of friends as a function of $d$ occurs at $d = 3$. When $g < 0.5$, the more (potential) enemies a user has, the more widely the message is spread. Similarly, the more (potential) friends a user has, the more widely a good message is spread. For the ratio of insiders who can publish the information and the percentage of friends in the publisher group, we obtain similar conclusions to those in synthetic networks.
5. Discussion

As we discussed above, the proposed PID-process belongs to a class of spreading models. A suitable spreading model is of academic significance in the study of vital node identification. First, the diffusion range of each node in the proposed model can be regarded as a benchmark metric for the evaluation of centrality metrics. In addition, we can use the proposed model to identify the critical nodes in signed networks. In this section, we mainly investigate the properties and characteristics of the top-ranked nodes regarding the diffusion range. The analysis is also conducted based on the three real-world networks that are described above.

Firstly, we identify the types of nodes that have a higher diffusion capacity in the proposed model. In figure 9, the $x$-axis corresponds to the distance, and the $y$-axis corresponds to the message property $g$. In the left panel of the figure, the color denotes the Kendall coefficient between the list of the number of (potential) friends with a distance if less than or equal to $d$ for each node and the diffusion capacity list for each node. For good information, the more friends a user has globally, the wider the information will be diffused. Analogously, in the right panel of the figure, we plot the Kendall coefficient between the number of enemies and the diffusion capacity. The more enemies a user has locally, the wider the bad message will be spread. In conclusion, the diffusion scale of good information depends on how many (potential) friends the stakeholder has across the network, while the diffusion capacity of bad information depends on the number of enemies the holder has in the nearby neighborhood. We obtain similar conclusions from the original networks and the sign-reshuffled networks; hence, the randomness of the sign will not substantially impact the properties of the proposed model from a global perspective.

From the above discussion, we do not observe any difference between the real-world networks and their reshuffled-versions. Next, we will explore the changes that occur during the reshuffling process. In figure 10, each point represents the numbers of publishers with each node as the information holder before the reshuffling and after the reshuffling, and the color represents different information property $g$. For most individuals, the total number of publishers remains unchanged before and after the reshuffling. However, for many nodes, the number of publishers changes substantially. The nodes on the $x$-axis indicate that after the reshuffling, the message cannot be spread. Similarly, the nodes on the $y$-axis indicate that the message cannot be spread widely, while after reshuffling, the information can be spread. Recall that the underlying network structure of a real-world network and those of reshuffled versions are the same. The reshuffling process only modifies the local signs of the directly connected links. This observation provides insights into information promotion and prohibition. By controlling the relationships with the directly linked neighbors, we can control the spread of various types of information, such as the rumors and epidemics. Suppose someone has a friend who has many enemies. These enemies will ‘help’ proliferate the bad information about him. Analogously, if someone has an enemy who has many opponents, then these opponents will help to promote good
6. Conclusions

In this article, we explored the spreading processes of personalized information in heterogeneous networks. We proposed a customized information diffusion model on signed social networks. The nodes in a signed network can be connected with two types of edges, namely, positive and negative, which correspond to friendly and rivalry relationships, respectively.

One of the most important theories that are related to signed networks is structural balance theory, which states that triangles that satisfy ‘the friends of my friends, along with the enemies of my enemies, are my friends’ are balanced; otherwise, they are unbalanced. For longer cycles, cycles with an even (odd) number of negative links are balanced (unbalanced). In terms of sociology, the balanced configurations are relatively stable, and the unbalanced configurations are more likely to break up. For a connected signed network, the relationship between any pair of nodes can be friendly or hostile. If the two nodes are not directly connected, then the relationship is determined by structural balance theory, namely, the sign of the imagined link should render the cycle balanced.

In the proposed model, the nodes have four states: unknown, informed, published, and forgotten. If a node is informed, we call it an insider. If a node published the message, we call it a publisher. We focus mainly on investigating the properties that are related to the insiders and the publishers. For a message $m$ with holder $u$, the publishing probability of an insider depends on the relationship with $u$. We theoretically and experimentally explored three properties of the proposed model: the probability of an insider publishing the message, the number of publishers as a function of step $T$, and the ratio of friends in the publisher group.

Theoretically, we found that even though an insider might have more directly connected friends than enemies, it might have a higher probability of publishing a relatively bad message than a good message on average. In terms of the absolute number of publishers, bad news may spread even further than good news. In addition, the larger $p^+$ is in the network, the more sensitive the friend percentage is around the point $g = 0.5$. If $p^+ < 0.5$, the percentage of friends in the publisher group is more sensitive around $g = 0$ and $g = 1$. For the simulations on synthetic networks, the results are well approximated by the theoretical results that are derived with branching theory when $T$ is small. In the experiments on real-world networks, we found that the nodes that have more (potential) friends across the network can spread good information more widely. However, individuals who have more enemies locally can spread bad information more widely.

Many questions arise that merit further investigation. In the experiments, we set the publishing probability as a function of $g$. A reasonable extension of the probability can be conducted, for example, $p = f(g,d)$, where $d$ is the distance between the user and the message holder. Many optimization problems that are worth exploring include how to add nodes or links to an existing signed network to maximize the diffusion range. In addition, we believe our proposed model can be applied in the task of network representation as an approach for sampling the neighborhood.
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