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Abstract—Elevated LiDAR (ELiD) has the potential to hasten the deployment of Autonomous Vehicles (AV), as ELiD can reduce energy expenditures associated with AVs, and can also be utilized for other intelligent Transportation Systems applications such as urban 3D mapping. In this paper, we address the need for a planning framework in order for ITS operators to have an effective tool for determining what resources are required to achieve a desired level of coverage of urban roadways. To this end, we develop a mixed-integer nonlinear constrained optimization problem, with the aim of maximizing effective area coverage of a roadway, while satisfying energy and throughput capacity constraints. Due to the non-linearity of the problem, we utilize Particle Swarm Optimization (PSO) to solve the problem. After demonstrating its effectiveness in finding a solution for a realistic scenario, we perform a sensitivity analysis to test the model’s general ability.
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I. INTRODUCTION

Autonomous Vehicles (AV) provide the potential to dramatically improve the safety and operation of urban roadways. AV operations are dependent on the fusion of data streams from three core sensing technologies: cameras, radar, and Light Detection and Ranging (LiDAR), in order for the vehicle to effectively map its surroundings for navigation purposes [1], [2]. In addition to their use as the main sensor for 3D mapping surroundings, LiDARs are used in a variety of applications, such as urban 3D mapping/infrastructure health monitoring [3].

Due to the fine granularity in which they are capable of mapping their surroundings, LiDARs provide a very robust set of data for AVs to construct a detailed map of their surroundings. Nevertheless, this wealth of data comes with a series of costs. First, LiDARs are expensive; a Velodyne LiDAR that is commonly used in AV applications costs USD 8k per unit [4]. Second, the field-of-view (FoV) perspective of a LiDAR in a car limits the in the amount of data it can capture from its surroundings. Third, AV LiDARs and their complementary on-board systems are a huge drain on the AV’s energy reserves. The data generated by LiDARs are similar to that of image data, so power-hungry GPUs are oftentimes utilized to accelerate LiDAR data processing. As a result of this, AVs have 10% worse fuel efficiency than their conventional vehicle counterparts.

To mitigate the issues associated with the use of LiDAR in autonomous vehicles, a novel elevated LiDAR (ELiD) system has been proposed [5]–[6]. ELiD moves LiDARs to elevated positions such as getting mounted onto the side of buildings or on street lamps (see Fig. 1) along with wireless roadside units (RSUs) that can communicate with vehicles driving by. This allows for AVs to reduce their reliance on on-board LiDAR, making them more efficient, while improving the effective roadway scanning coverage with fewer units. The authors of [5] have proposed various challenges that must be addressed in order to make ELiD viable for deployment, including the development of a backhaul network. The authors of [6] developed a problem formulation with the aim of minimizing costs associated with allocating ELiD processing tasks to virtual machine instances in a hybrid edge/cloud network. In another approach, the authors of [7] aim to minimize latency associated with allocating tasks between the edge and the cloud. Other approaches to optimized task allocation in mobile edge computing backhaul networks have been explored as well [8]–[10]. Configuration of roadside units (RSUs) needed to connect AVs to the ELiD’s in a way to maximize effective area coverage while remaining within an amortized budget has been explored by the authors of [11].

In this paper, we develop a placement method for multiple ELiD’s along a roadway to maximize effective coverage area of an urban roadway, while taking into account the energy constraints and data throughput caps. To this end, we model the problem as a novel non-linear mixed-integer programming problem while considering ELiD lamps coverage overlaps. Due to the non-linearity of the objective function and its complexity, we propose to solve the constrained problem using

Fig. 1. Elevated LiDAR effective scan area (Isometric View)
Fig. 2. Elevated LiDAR effective scan area. (a): top down view. (b): side view - from perspective of car on the road. Other Two: cross section view, perpendicular to the roadway, facing toward (c), and away from (d) the ELiD.

II. SYSTEM MODEL

We consider a set of potential ELiD’s \( m \in M \), where each ELiD lamp has identical technical specifications, such as their horizontal field-of-view (FoV) angle \( \theta \), vertical FoV angle \( \phi \), and scan rate \( f_{\text{scan}} \). The ELiD’s are mounted on buildings or lamp posts that are above and to the side of the road, such that the coverage surface of the lamp can be modeled as a trapezoid. Fig. 1 provides an isometric view of how each lamp covers the roadway. The area of roadway covered by the elevated LiDAR is affected by its height \( z_{m} \in [z_{\min}, z_{\max}] \), vertical rotation angle \( \omega_{m} \in [0, \frac{\pi}{2} - \phi] \), and horizontal position \( x_{m} \in [0, D_{\text{road}}] \). These ELiDs are covering an urban roadway with a length of \( D_{\text{road}} \) meters by a width of \( y_{\max} - y_{\min} \) meters, where \( y_{\max} \) is the distance from the ELiD to the far side of the road, and \( y_{\min} \) is the distance from the ELiD to the near side of the road. Since certain sections of the roadway may have more activity than others (i.e. an intersection), the roadway can be split into \( A \) sectors, where each sector \( a \in \{1, \ldots, A\} \) has a relevance score \( \Delta_{a} \in [0, 1] \), where a higher score corresponds to a higher amount of traffic activity. Each sector has an end location \( Q_{a} \), such that \( Q_{a} \in [0, D_{\text{road}}] \). Each sector shares the same width as the roadway (i.e. \( y_{\max} - y_{\min} \)). Fig. 2 provides multiple viewpoints of how the ELiD coverage zone projects onto the roadway.

From the visualization of the lamp coverage area, we notice that the coverage area can be modeled as a trapezoidal area \( A_{\text{Total}}^{m} \), where the near base length \( L_{\text{near}}^{m} \), far base length \( L_{\text{far}}^{m} \), and coverage width \( L_{\text{width}}^{m} \) that comprise the dimensions of the coverage trapezoid. In order to consider the effective coverage of the ELiD when installed in conjunction with other ELiD units, it is worthwhile to consider the effective area \( A_{\text{Rectangle}}^{m} \), which is just the smaller rectangular area within the coverage trapezoid. Geometric representations of this are visualized in Fig. 2. The expressions for the coverage areas and dimensions can be expressed as follows:

\[
A_{\text{Total}}^{m} = \frac{(L_{\text{near}}^{m} + L_{\text{far}}^{m}) \times L_{\text{width}}^{m}}{2}, \quad \forall m \in M \tag{1a}
\]
\[
A_{\text{Rectangle}}^{m} = L_{\text{near}}^{m} \times L_{\text{width}}^{m}, \quad \forall m \in M \tag{1b}
\]
\[
L_{\text{near}}^{m} = 2z_{m} \sec (\omega_{m} + \phi) \tan \left( \frac{\theta}{2} \right), \quad \forall m \in M \tag{1c}
\]
\[
L_{\text{far}}^{m} = L_{\text{near}}^{m} \times \sec (\omega_{m} - \phi), \quad \forall m \in M \tag{1d}
\]
\[
L_{\text{width}}^{m} = z_{m} \left[ \tan (\omega_{m} + \phi) + \tan (\omega_{m}) \right], \quad \forall m \in M. \tag{1e}
\]

The expressions for \( L_{\text{near}}^{m}, L_{\text{far}}^{m}, \) and \( L_{\text{width}}^{m} \) are derived from the geometric relationships that are visualized in Fig. 2.

The data structure commonly utilized to store data captured by an ELiD scan is an octree [12]. In an octree, the scan sector is divided into 8 sub-sectors if an object is detected in the scan...
area, which is then repeated recursively \( d \) times. The scan area in a sub-sector is expanded only if an object is detected, thus a scan area may have a very large set of possible scan permutations. Based on this, in a worst-case scenario where the maximum number of subdivisions are required to scan an area, each scan may generate \( G_{cov} \) bytes/m\(^3\) of data, which can be expressed as:

\[
G_{cov} = 8^{d-2} + 12, \tag{2}
\]

where the 12 bytes represent a 3-tuple of 32-bit floats that is needed to define the origin point of the scan. Based on the assumption that the ELiDs generate octree point set clouds, total amount of data generated by the ELiD \( D_m \) can be approximated as follows:

\[
D_m = H_{cov} \times A_m^{total} \times G_{cov} \times f_{scan}, \tag{3}
\]

where \( H_{cov} \) is the height of the coverage area detection zone.

We can then approximate the energy consumption of each ELiD \( E_m \) based on the amount of data generated and its scan frequency. This approximate energy consumption is expressed as follows:

\[
E_m = (P_{comm} \times D_m \times R_{comm}) + (P_{rad} \times f_{scan}), \tag{4}
\]

where \( R_{comm} \) is the data upload transmission rate in bytes/s from the ELiD. \( P_{comm} \) is the power in Watts required to operate the equipment that communicates the ELiD data, and \( P_{rad} \) is the laser scan power for the ELiD.

### III. Problem Formulation

In this section, we formulate a constrained mixed-integer non-linear programming (MINLP) problem aiming to maximize the effective area coverage of the deployed ELiDs deployed, while satisfying energy and throughput constraints.

#### A. Objective Function

Our objective is to install a series of ELiDs that can effectively scan the roadway; maximizing their effective coverage. When considering the effective area coverage, overlaps in the coverage regions of the ELiD’s must be taken into account - an area covered by two ELiD’s can only be considered as covered once.

To aid the construction of the objective function, we assume that a single ELiD coverage area can be modeled like the red square illustrated in Fig. 2(a) (i.e. \( A_{m \text{rectangle}} \)). For each ELiD \( m \), the start \((x_{m \text{start}}, y_{m \text{start}})\) and end \((x_{m \text{end}}, y_{m \text{end}})\) points of the coverage length along the roadway (see Fig. 2(a)) can be defined as:

\[
x_{m \text{start}} = \max(x_m - L_m, 0), \tag{5a}
\]

\[
x_{m \text{end}} = \min(x_m + L_m, 0), \tag{5b}
\]

The ELiDs may be configured in a way that leads to their coverage zones lying outside of the boundaries of the rectangle that defines the roadway - the max and min restrictions ignore this extraneous coverage outside of the area of interest - it is waste in the scope of this problem.

These \( x_{m \text{start}}, y_{m \text{end}} \) points can be defined as “Points of Interest” (POIs), where some boundaries where POIs occur. We therefore define a set of POI \( \Psi = \mathbb{R}^{2|M|+2} \), where \( \psi_j \in \Psi = \{0, x_{m \text{start}}, y_{m \text{start}}, x_{m \text{end}}, y_{m \text{end}}, L_m, y_{m \text{max}} - y_{m \text{min}}, 0\} \), and \( \Psi \) is sorted in ascending order. The rectangular area of the coverage sub-rectangles \( A_{m \text{sub}} \) of the roadway partitioned by the ELiD POI \( \Psi \) can then be expressed as:

\[
A_{m \text{sub}} = F_{m \text{sub}} \times W_{m \text{sub}}; L_{m \text{sub}} = \psi_j - \psi_{j-1}, \tag{6a}
\]

\[
W_{m \text{sub}} = \max_{m \in M} \{k \psi_j \psi_{m} (\min[L_{m \text{width}}, y_{m \text{max}} - y_{m \text{min}}])\} \tag{6b}
\]

where \( \epsilon_m \) is a binary decision variable that corresponds to whether an ELiD \( \epsilon_m \) (\( \epsilon_m = 1 \)) is or is not placed (\( \epsilon_m = 0 \)), and \( K_m \) is a binary indicator variable, which is equal to 1 if an ELiD \( m \) is covering the sub-rectangle \( j \), or 0 otherwise.

In addition, we must consider the weighted relevance score \( \gamma_j \) in the situation that the sub-rectangles split the relevance sectors \( a \). It can be expressed as follows:

\[
\gamma_j = \frac{1}{\sum_{a=1}^{2^|M|} \mu_{a_j} \Delta \alpha (\min(\gamma_j, Q_{a}) - \max(\gamma_{j-1}, Q_{a-1}))} \tag{7}
\]

where \( \mu_{a_j} \) is a binary indicator variable, which is equal to 1 if a relevance sector \( a \) is located within the sub-rectangle \( j \), or 0 otherwise. With consideration of the aforementioned derived expressions, we can express the effective coverage ratio \( A_{m \text{eff}} \) (i.e. the objective function to maximize) as follows:

\[
A_{m \text{eff}} = \frac{1}{\eta (y_{m \text{max}} - y_{m \text{min}})D_{road}} \sum_{j \in 2^|M|+2} \gamma_j A_{m \text{sub}}, \tag{8}
\]

where \( \eta \) is the fraction of the roadway that must be covered (i.e. if \( \eta = 0.99 \), then 99% of the defined roadway must be covered by the array of lamps).

#### B. Constraints

1) **Throughput Constraint:** The total rate that data are generated \( (D_m) \) by the ELiDs \( m \in M \) should not exceed the network throughput limit \( (B) \) of the fiber links, as defined in the following:

\[
\sum_{m \in M} \epsilon_m D_m - 1 \leq 0. \tag{9}
\]

2) **Energy Constraints:** The energy consumed by the ELiD in operation should not exceed safety limits \( (E) \) as given below:

\[
\frac{\epsilon_m E_m}{E} - 1 \leq 0, \forall m \in M. \tag{10}
\]

3) **ELiD Orientation Constraints:** The ELiD’s vertical rotation must make the lowest ELiD laser beam point to the closest point of the road (i.e. \( y_{m \text{min}} \)) as indicated by the following constraint:

\[
\omega_m = \arctan(\frac{y_{m \text{min}}}{L_m}), \forall m \in M. \tag{11}
\]

#### C. MINLP Formulation

The MINLP to maximize effective coverage of the roadway by the ELiDs can be expressed as follows:

\[
(P) \text{ minimize } -A_{m \text{eff}} + \lambda \sum_{m \in M} \epsilon_m s.t. \text{ Constraints [9]-[11]}
\]

The second term in the objective function is added to limit the number of ELiDs placed to minimize the amount of overlapped coverage where \( \lambda \) is a regularization parameter.

The problem \( (P) \) can be expressed as a general constrained non-linear programming problem, where the objective function is \( f(\mathbf{x}) = -A_{m \text{eff}} + \lambda \sum_{m \in M} \epsilon_m \), the inequality constraints can be expressed as \( h_{im}(x_m, z_m, \epsilon_m) \leq 0 \) for constraints
and \( \omega_m \), and all instances of \( \omega_m \) can be replaced with arctan \( \frac{x_m}{z_m} \). Note that \( x_m, z_m, \epsilon_m \in X, \forall m \in M \) (i.e. \( X \) is used for notation compactness).

D. Particle Swarm Optimization Heuristic Development

Since the objective function and constraint \( (10) \) are highly nonlinear, we must utilize approximation methods to solve the problem. Indeed, it is very hard to find an optimal solution for these kinds of problems involving binary and continuous decisions variables and non-linear objective functions and constraints. One well-studied optimization technique for non-linear optimization is the Particle Swarm Optimization (PSO) for continuous search spaces \([13]\). Since we have a mixed-integer problem, we utilize binary PSO (BPSO) \([14]\) in parallel.

In classic PSO, the velocity \( (v_{ms}^t) \) and particle \( (x_{ms}^t) \) update rules for a continuous variable \( x \) (this would be used for \( x_m \) and \( z_m \)) are formulated as:

\[
\begin{align*}
\dot{v}_{ms}^t &= \alpha v_{ms}^t + \beta_p p_{ms}^t - x_{ms}^t + \beta_g g_{ms}^t - x_{ms}^t, \\
x_{ms}^{t+1} &= x_{ms}^t + v_{ms}^{t+1},
\end{align*}
\]

(12a)

where \( t \) is the current iteration, \( s \in S \) is the particle index (of \( |S| \) particles), \( p_{ms} \) and \( g_{ms} \) are the local and global best values, respectively, and \( r_p \) and \( r_g \) are \( U(0,1) \) random values. Since \( \epsilon_m \) is binary, after updating its velocity with equation (12a), we utilize the BPSO update rules for this variable instead:

\[
\begin{align*}
\dot{v}_{ms}^{t+1} &= \left(1 + \exp \{v_{ms}^{t+1}\}\right)^{-1}, \\
\dot{v}_{ms}^{t+1} &= \begin{cases} 1, & \text{if } r_b < \dot{v}_{ms}^{t+1} \\
0, & \text{otherwise} \end{cases},
\end{align*}
\]

(13a)

where \( r_b \sim U(0,1) \) is a random value. The PSO procedure terminates after \( t_{max} \) iterations or there is no improvement larger than \( \xi \) in in the fitness function for \( \frac{1}{10} t_{max} \) consecutive iterations.

PSO is typically applied to solve unconstrained optimization problems. To this end, the constraints can be transformed into interior penalty functions which can be incorporated into the objective function – effectively transforming the problem into an unconstrained non-linear optimization problem. These penalty functions can be expressed as follows:

\[
P_m(x_m, z_m, \epsilon_m) = \rho_m \max \{h_{im}(x_m, z_m, \epsilon_m), 0\}^2,
\]

(14)

where \( \rho_m \) is the penalty function regularization parameter. The PSO fitness function can therefore be expressed as follows:

\[
F(X) = f(X) + \sum_{m \in M} \sum_{i \in I} P_m(x_m, z_m, \epsilon_m).
\]

(15)

IV. Selected Numerical Results

In this section, we discuss the logic behind model parameters selected for the initial model run, and discuss the meaning of the results. After, we perform a brief sensitivity analysis in order to test the robustness of the model across varying circumstances. Table I summarizes the values chosen for the initial run, which were based on the physical aspects of the Velodyne radar \([15]\), along with an ideal representation of a typical three-lane, one-way urban street, with lane widths of 5 m (total roadway width of 15 m), and ideal parameters for fiber-optic communications between the ELiD’s and the backhaul network.

![Table I](image)

| Parameter | Value | Unit | Parameter | Value | Unit | Parameter | Value | Unit |
|-----------|-------|------|-----------|-------|------|-----------|-------|------|
| \( \lambda \) | 0.25 | n/a  | \( \eta \) | 1 | n/a  | \( D_{road} \) | 1 | km   |
| \( B \) | 10 | GB/s | \( f_{scan} \) | 30 | Hz  | \( d \) | 5 | n/a  |
| \( P_{comm} \) | 5 | W   | \( R_{comm} \) | 1 | GB/s | \( V_{road} \) | 10 | W   |
| \( \beta \) | 0.25 | n/a  | \( H_{com} \) | 2 | m   | \( \theta \) | 120 | deg. |
| \( \xi \) | 35 | deg  | \( z_{min} \) | 15 | m   | \( z_{max} \) | 50 | m   |
| \( \phi \) | 1 | m/s  | \( \beta_p \) | 2 | n/a  | \( \beta_g \) | 2 | n/a  |
| \( \Delta \) | 1 | kHz | \( \delta \) | 10^{-1} | m | \( \xi \) | 10^{-1} | m |
| \( |S| \) | 100 | n/a  | \( \rho_m, \forall \), \( \epsilon \) | 1 | n/a  | \( t_{max} \) | 500 | iterations |

V. Conclusion

In this paper, we optimized the placement of ELiD lamps to maximize the effective urban roadway coverage using an evolutionary algorithm, i.e., PSO. It is shown that coverage efficiency is constrained by physical restrictions such as energy consumption and bandwidth capacity. Covering urban roadways with ELiD technology remains a challenging task especially when budget limitations are also considered.
Fig. 3. (a) Initial model run cost function convergence. The solid blue line corresponds to the PSO fitness function, and the dashed red line corresponds to the effective area coverage \((-A_{\text{eff}})\). (b) and (c) A comparison of placement with more restrictive parameters than the initial run, where (b) considers roadway areas with varying importance metrics, and (c) considers roadway segments with equal importance metrics; placement is affected by the importance metric. In this case, the segments of roadway near 0 and \(D_{\text{road}}\) are at intersections. The red squares represent the effective coverage area of the ELiD \((A_{\text{Rectangle}})\). The gray trapezoids represent the total area \((A_{\text{Total}})\). The blue vertical lines represent the divisions of the roads \((Q_{a})\) based on their importance metrics \(\Delta a\). The roadway is represented as a black square ranging in the x-axis from \([0, D_{\text{road}}]\) and in the y-axis from \([y_{\text{min}}, y_{\text{max}}]\). (d) The results from the sensitivity analysis - dashed lines for \(\bar{B} = 5\ \text{GB/s}\), and solid lines for \(\bar{B} = 10\ \text{GB/s}\).
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