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Abstract
In this paper we present algorithmic considerations and theoretical results about the relation between the orders of certain groups associated to the components of a polynomial and the order of the group that corresponds to the polynomial, proving it for arbitrary tame polynomials, and considering the case of rational functions.

1 Introduction

The general functional decomposition problem can be stated as follows: given \( f \) in a class of functions, we want to represent \( f \) as a composition of two "simpler" functions \( g \) and \( h \) in the same class, i.e. \( f = g \circ h = g(h) \). Although not every function can be decomposed in this manner, when such a decomposition does exist many problems become significantly simpler.

Univariate polynomial decomposition has applications in computer science, computational algebra, and robotics. In fact, computer algebra systems such as Axiom, Maple, Mathematica, and Reduce support polynomial decomposition for univariate polynomials. For some time, this problem was considered computationally hard: the security of a cryptographic protocol was based on its hardness, see [3]. A polynomial time algorithm is given in [13], requiring \( O(ns \log r) \) or \( O(n^2) \) field operations, where \( n = \deg f \), \( r = \deg g \), and \( s = \deg h \). It works over any commutative ring in the tame case, that is, when the ring contains a multiplicative inverse of \( r \), and assumes that the polynomials involved are monic. Independently, [8] presented a similar algorithm, running in time \( O(n^2) \) sequentially and \( O(n \log^2 n) \) in parallel. Several papers have been published on
different extensions and variations of this problem; see for instance [5], [6], [4], [11] and [7].

In [18] a polynomial time algorithm to decompose a univariate rational function over any field is presented with efficient polynomial factorization. The paper [1] presented two exponential-time algorithms to decompose rational functions, which are quite efficient in practice. They have been implemented in the MAPLE package CADECOM, which is designed for performing computations in rational function fields; see [9].

In this paper we will focus on certain structural properties of decomposition of polynomials and rational functions in one variable. Namely, for each polynomial or rational function $f$ in one variable, we can consider the group of transformations of the form

$$z \mapsto \frac{az + b}{cz + d}$$

such that

$$f(z) = f\left(\frac{az + b}{cz + d}\right).$$

The relation between the degree of a rational function and the order of its corresponding group can provide valuable information about the structure of the different decompositions of the function. In particular, the following result appears in [2]:

**Theorem 1** ([2]). Let $p_1, \ldots, p_m \in \mathbb{C}[x]$ be non-constant and $k_1, \ldots, k_m, k$ be the orders of the groups $G(p_1), \ldots, G(p_m), G(p_1 \circ \cdots \circ p_m)$. Then $k$ divides $k_1 \cdots k_m$.

One of our goals is to generalize this result to a wide class of polynomials, namely the **tame polynomials**, and also consider other generalizations, like the case of rational functions. We think that it can be used to obtain better algorithms for decomposing non tame polynomials, see [6].

2 Polynomial and rational decomposition

Our starting point is the decomposition of polynomials and rational functions in one variable. First we will define the basic concepts of this topic in full generality.

**Definition 1.** Let $\mathbb{K}$ be any field, $x$ a transcendental over $\mathbb{K}$ and $\mathbb{K}(x)$ the field of rational functions in the variable $x$ with coefficients in $\mathbb{K}$. In the set $T = \mathbb{K}(x) \setminus \mathbb{K}$ we define the binary operation of composition as

$$g(x) \circ h(x) = g(h(x)) = g(h).$$

We have that $(T, \circ)$ is a semigroup, the element $x$ being its neutral element.

If $f = g \circ h$, we call this a decomposition of $f$ and say that $g$ is a component on the left of $f$ and $h$ is a component on the right of $f$. We call a decomposition trivial if any of the components is a unit with respect to decomposition; the units in $(T, \circ)$ are precisely the elements of the form

$$\frac{ax + b}{cx + d}, \quad a, b, c, d \in \mathbb{K}, \quad ad - bc \neq 0.$$
Given two decompositions \( f = g_1 \circ h_1 = g_2 \circ h_2 \) of a rational function, we call them equivalent if there exists a unit \( u \) such that
\[
h_1 = u \circ h_2, \quad g_1 = g_2 \circ u^{-1},
\]
where the inverse is taken with respect to composition.

Given \( f \in T \), we say that it is indecomposable if it is not a unit and all its decompositions are trivial.

We define a complete decomposition of \( f \in K(x) \) to be \( f = g_1 \circ \cdots \circ g_r \) where \( g_i \) is indecomposable. The notion of equivalent complete decompositions is straightforward from the previous concepts.

**Definition 2.** Given a non–constant rational function \( f(x) \in K(x) \) where \( f(x) = f_N(x)/f_D(x) \) with \( f_N, f_D \in \mathbb{K}[x] \) and \( (f_N, f_D) = 1 \), we define the degree of \( f \) as
\[
\deg f = \max\{\deg f_N, \deg f_D\}.
\]

We also define \( \deg a = 0 \) when \( a \in K \).

**Remark.** From now on, we will use the previous notation when we refer to the numerator and denominator of a rational function. Unless explicitly stated, we will take the numerator to be monic, even though multiplication by constants will not be relevant.

Now we introduce some basic results about univariate decomposition, see [1] for more details.

**Lemma 1.**

(i) For every \( f \in T \), \( \deg f = [K(x) : K(f)] \).

(ii) \( \deg (g \circ h) = \deg g \cdot \deg h \).

(iii) \( f(x) \) is a unit with respect to composition if and only if \( \deg f = 1 \), that is,
\[
f(x) = \frac{ax + b}{cx + d} \quad \text{with} \quad a, b, c, d \in \mathbb{K} \quad \text{and} \quad ad - bc \neq 0.
\]

(iv) Every non–constant element of \( K(x) \) is cancellable on the right with respect to composition. In other words, if \( f(x), h(x) \in T \) are such that \( f(x) = g(h(x)) \) then \( g(x) \) is uniquely determined by \( f(x) \) and \( h(x) \).

Now we relate decomposition and Field Theory by means of the following extended version of Lüroth’s theorem.

**Theorem 2.** Let \( \mathbb{K}(x) = \mathbb{K}(x_1, \ldots, x_n) \) be the field of rational functions in the variables \( x = (x_1, \ldots, x_n) \) over an arbitrary field \( \mathbb{K} \). If \( \mathbb{F} \) is a field of transcendence degree 1 over \( \mathbb{K} \) with \( \mathbb{K} \subset \mathbb{F} \subset \mathbb{K}(x) \), then there exists \( f \in \mathbb{K}(x) \) such that \( \mathbb{F} = \mathbb{K}(f) \). Moreover, if \( \mathbb{F} \) contains a non–constant polynomial over \( \mathbb{K} \), then there exists a polynomial \( f \in \mathbb{K}[x] \) such that \( \mathbb{F} = \mathbb{K}(f) \).

**Proof.** For a proof we refer to [16], Theorems 3 and 4, and [14]. Constructive proofs can be found in [15] for \( n = 1 \), and in [10] for arbitrary \( n \).
Let $f = g \circ h$. Then $f \in \mathbb{K}(h)$, thus $\mathbb{K}(f) \subset \mathbb{K}(h)$. Also, $\mathbb{K}(f) = \mathbb{K}(h)$ if and only if $f = u \circ h$ for some unit $u$. This provides the following bijection between the decompositions of a rational function $f$ and the intermediate fields in the extension $\mathbb{K}(f) \subset \mathbb{K}(x)$.

**Theorem 3.** Let $f \in \mathbb{K}(x)$. In the set of decompositions of $f$ we have an equivalence relation given by the definition of equivalent decompositions, and we denote as $[(g, h)]$ the class of the decomposition $f = g \circ h$. Then we have the bijection:

$$
\begin{array}{c}
\{ [(g, h)] : f = g(h) \} & \longleftrightarrow & \{ F : \mathbb{K}(f) \subset F \subset \mathbb{K}(x) \} \\
\end{array}
$$

Of special interest is the case of $f$ being a polynomial. The following corollary to the second part of Theorem 2 shows that, without loss of generality, we can consider only polynomial components.

**Corollary 1.** Let $f$ be a polynomial with $f = g \circ h$, where $g, h$ are rational functions. Then there exists a unit $u$ such that

$$g \circ u, \quad u^{-1} \circ h$$

are polynomials.

Because of this, we only need to consider polynomial decomposition when our original function is a polynomial. In the next section we will define and analyze the notion that will allow us to obtain information about the decompositions of a polynomial.

### 3 The fixing group of a polynomial

In order to obtain information about the decompositions of a polynomial, we will introduce a concept that comes directly from Galois Theory.

**Definition 3.** Let $f \in \mathbb{K}(x)$. The fixing group for $f$ is

$$\Gamma_\mathbb{K}(f) = \left\{ \frac{ax+b}{cx+d} : f \circ u = f \right\} < \text{PSL}(2, \mathbb{K}).$$

We will drop the subindex when there is no possibility of confusion about the ground field.

This definition corresponds to one of the classical Galois applications between the intermediate fields of an extension and the subgroups of its automorphism group, as the following diagram shows:
\[ \mathbb{K}(x) \rightarrow \{id\} \]
\[ \downarrow \quad \downarrow \]
\[ \mathbb{K}(f) \rightarrow \Gamma_{\mathbb{K}}(f) \]
\[ \downarrow \quad \downarrow \]
\[ \mathbb{K} \rightarrow PSL(2, \mathbb{K}) \]

**Remark.** As \( \mathbb{K}(f) = \mathbb{K}(f') \) if and only if \( f = u \circ f' \) for some unit \( u \), we have that the application \( \mathbb{K}(f) \mapsto \Gamma_{\mathbb{K}}(f) \) is well-defined.

Next, we state several interesting properties of the fixing group, see [12] for details.

**Theorem 4.**

(i) Given \( f \in \mathbb{K}(x) \setminus \mathbb{K} \), \( |\Gamma_{\mathbb{K}}(f)| \) divides \( \deg f \). Moreover, for any field \( \mathbb{K} \) there is always a function \( f \in \mathbb{K}(x) \) such that \( 1 < |\Gamma_{\mathbb{K}}(f)| < \deg f \), for example for \( f = x^2 (x - 1)^2 \) we have \( \Gamma_{\mathbb{K}}(f) = \{x, 1-x\} \) for any \( \mathbb{K} \).

(ii) \( |\Gamma_{\mathbb{K}}(f)| = \deg f \Rightarrow \mathbb{K}(f) \subseteq \mathbb{K}(x) \) is normal. Moreover, if the extension \( \mathbb{K}(f) \subseteq \mathbb{K}(x) \) is separable, then
\[ \mathbb{K}(f) \subseteq \mathbb{K}(x) \text{ is normal} \Rightarrow |\Gamma_{\mathbb{K}}(f)| = \deg f. \]

4 **Uniqueness of intermediate fields of the same degree**

First, we will define the class of polynomials on which we will work.

**Definition 4.** A polynomial \( f \in \mathbb{K}[x] \) is tame when \( \text{char} \mathbb{K} \) does not divide \( \deg f \).

The following result shows a nice property of tame polynomials.

**Theorem 5.** Let \( f \in \mathbb{K}[x] \) be tame and \( f = g_1 \circ h_1 = g_2 \circ h_2 \) such that \( \deg h_1 = \deg h_2 \). Then there exists a polynomial unit \( u \) such that \( h_1 = u \circ h_2 \).

**Proof.** See [7].

Due to the equivalence given by Theorem 4, the previous theorem is equivalent to the uniqueness of intermediate fields of the same degree; that is, if \( \mathbb{K}(h_1), \mathbb{K}(h_2) \) are fields between \( K(f) \) and \( \mathbb{K}(x) \) and \( \deg h_1 = \deg h_2 \), then \( \mathbb{K}(h_1) = \mathbb{K}(h_2) \).

This is not true if we drop the tameness hypothesis.
Example 1 (17). Let $K = F_2$, $\alpha^2 - \alpha + 1 = 0$ with $\alpha \in F_4$. We have that

$$x^4 + x^2 + x = (x^2 + \alpha x)^2 + \alpha^{-1}(x^2 + \alpha x).$$

In the case of rational functions, the result is also false.

Example 2 (1). Let

$$f = \omega^3 x^4 - \omega x^3 - 8x - 1$$

where $\omega$ is a non-real cubic root of unity in $\mathbb{Q}$. $f$ is indecomposable in $\mathbb{Q}(x)$. However, $f = f_1 \circ f_2$ where

$$f_1 = \frac{x^2 + (4 - \omega)x - \omega}{2x^2 + (8 + \omega)x + \omega}, \quad f_2 = \frac{x\omega(x\omega - 2)}{x\omega + 1}.$$

Example 3. Let

$$f = x^2 + \frac{1}{x^2}.$$

This function has two different decompositions of the same degree that are not equivalent:

$$f = \frac{1}{x} \circ x^2 = (x^2 - 2) \circ \frac{1}{x}.$$

5 Main result

In relation to the existence of these fields we will discuss the generalization of the following result:

Theorem 6 (2). Let $p_1, \ldots, p_m \in \mathbb{C}[x]$ be non-constant and $k_1, \ldots, k_m$, $k$ be the orders of the groups $\Gamma(p_1), \ldots, \Gamma(p_m), \Gamma(p_1 \circ \cdots \circ p_m)$. Then $k$ divides $k_1 \cdots k_m$.

We try to generalize this to polynomials with coefficients in any field. First we study the fixing groups of these polynomials.

Theorem 7. Let $K$ be a field and $f \in K[x]$ a tame polynomial. Then $\Gamma(f)$ is cyclic.

Proof. First we prove that there are no elements of the form $x + b$ in $\Gamma(f)$ with $b \neq 0$. Let $H = \{x + b : b \in K, f(x + b) = f(x)\} < \Gamma(f)$.

If char $K = p > 0$, any element $x + b \in H$ with $b \neq 0$ has order $p$, so the order of $H$ is divisible by $p$. But the order of $H$ divides $\deg f$, therefore $H$ is a trivial group. If char $K = 0$, no elements of the form $x + b$ with $b \neq 0$ have finite order.

Let $a, b, c \in K$ be such that $ax + b$, $ax + c \in \Gamma(f)$. Then $(ax + b) \circ (ax + c)^{-1} = x + c - b$, thus $b = c$. Therefore, $B = \{a \in K^* : \exists b \mid ax + b \in \Gamma(f)\}$, a subgroup of the multiplicative group $K^*$, has the same order as $\Gamma(f)$. But $B$ is cyclic, thus there exists $a_0 \in K^*$ such that $B = \langle a_0 \rangle$. Given the corresponding $a_0x + b_0 \in \Gamma(f)$, it is clear that every element of $\Gamma(f)$ is a power of it, therefore $\Gamma(f)$ is cyclic. 


We can now generalize Theorem 6 to the case of tame polynomials:

**Theorem 8.** Let $K$ be any field and $p_1, \ldots, p_m \in K[x]$ be tame. Let $k_1, \ldots, k_m, k$ be the orders of $\Gamma(p_1), \ldots, \Gamma(p_m)$. Then $k$ divides $k_1 \cdots k_m$.

**Proof.** It suffices to take $m = 2$ and then use induction. Let $\gamma$ be a generator of the cyclic group $\Gamma(p_1 \circ p_2)$. As $p_1 \circ p_2 = (p_1 \circ p_2) \circ \gamma = p_1 \circ (p_2 \circ \gamma)$, by Theorem 5 there exists a unit $\eta$ such that $p_2 \circ \gamma = \eta \circ p_2$. Then $p_1 \circ p_2 = p_1 \circ \eta \circ p_2$, therefore $p_1 \circ \eta = p_1$. That is, $\eta \in \Gamma(p_1)$ and its order $l_1$ divides $k_1$.

Also, $p_2 \circ \eta = \eta \circ p_2$ implies $p_2 \circ \eta^r = \eta^r \circ p_2$ for each integer $r$. On one hand, taking $r = k$, we have $\eta^k = x$, thus $l_1$ divides $k$. On the other hand, taking $r = l_1$ we have $\gamma^{l_1} \in \Gamma(p_2)$, that has order $l_2 = k/l_1$. Therefore, as $l_1 | k_1, l_2 | k_2$ and $l_1 l_2 = k$, we have $k | k_1 k_2$. □

### 6 Generalizations and future work

In the rational case, as the uniqueness of fields of the same degree is not true in general (see Examples 2 and 3), we can think that this theorem cannot be fully generalized. This is indeed the case, as the next example shows.

**Example 4.** Let

$$f = \frac{-1 + 33x^4 + 33x^8 - x^{12}}{x^2 - 2x^6 + x^{10}}.$$ 

We have that

$$\Gamma_C(f) = \left\{ \pm x, \pm \frac{1}{x}, \pm \frac{i(x+1)}{x-1}, \pm \frac{i(x-1)}{x+1}, \pm \frac{x+i}{x-i}, \pm \frac{x-i}{x+i} \right\}.$$ 

The element $i(x+1)/(x-1)$ has order 3, and a function that is fixed by it is

$$h = \frac{x^3 + (x-1)x + 1 - i}{(x-1)(x-i)}.$$ 

The field $\mathbb{C}(h)$ is not left invariant by every element of $\Gamma_C(f)$, only by the three elements in the subgroup (as they leave the generator fixed). For example it is easy to check that

$$h \circ (-x) \notin \mathbb{C}(h).$$

Still, the following conjecture can be posed even if the proof is not valid in this case.

**Conjecture 1.** Theorem 8 is true for every rational function whose degree is not a multiple of the characteristic of the field.

A different direction that may allow for some generalization is given by the relation between the degrees of the components for tame polynomials:
Theorem 9 ([17]). If $\mathbb{K}(f) \cap \mathbb{K}(g)$ contains a polynomial $h$ such that $\deg h \not\equiv 0 \mod \text{char } \mathbb{K}$, then

$$[\mathbb{K}(f) : \mathbb{K}(f) \cap \mathbb{K}(g)] = \frac{\text{lcm}(\deg f, \deg g)}{\deg f},$$

$$[\mathbb{K}(f, g) : \mathbb{K}(f)] = \frac{\deg f}{\gcd(\deg f, \deg g)}.$$

Because of this, it is possible to consider that, as in Theorem 8, not only $k$ divides $k_1 k_2$ but also $\gcd(k_1, k_2)$. The following trivial example shows that this is not true in general:

Example 5. The function $x^4 = x^2 \circ x^2$ does not satisfy the above statement, since $4 \nmid 2$.

In any case, we consider that it is of interest to study the classes of polynomials and rational functions for which these statements hold.
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