ABSTRACT In recent years, long term evolution for railway (LTE-R) has been a promising technology to meet the growing demand for railway wireless communication. To realize the active maintenance of LTE-R base station, it is of great significance to precisely predict the communication quality (CQ) of LTE-R base station. Given that the existing LTE CQ prediction methods can not support the active maintenance of LTE-R base station. Furthermore, the LTE-R base station has its unique characteristics in time relationship and regional impact, one of the most challenging problems is to effectively integrate the temporal and spatial information to improve the effect of CQ prediction. To solve the above problems, we choose daily evolved radio access bearer (E-RAB) abnormal release ratio as the CQ indicator, and propose a new deep learning-based CQ prediction approach for LTE-R. Considering the influence of adjacent base stations, this method conducts temporal-spatial collaborative prediction on multivariate time series collected from the CQ data of these stations. First, to eliminate the negative effect of redundant variables, a new variable filter method based on max-relevance, and min-redundancy (MRMR) criterion and binary particle swarm optimization (BPSO) is proposed to select a variable set from the CQ data of related base stations. Second, a new recurrent convolutional neural network (RCNN) model with a self-attention mechanism is proposed to extract temporal-spatial features from the selected variable set. With these features, we build a collaborative prediction model for CQ prediction. Experimental results on real-world LTE-R CQ datasets demonstrate the superiority of the proposed method in CQ prediction.

INDEX TERMS Time series forecasting, deep learning, LTE-R, communication quality prediction.
prediction can determine the LTE-R base station (or Evolved Node B, eNodeB) to be maintained in advance, so as to improve the safety of LTE-R system.

Presently, there are few studies concerning CQ prediction for railway wireless communication, no matter GSM-R or LTE-R. However, in other LTE application scenarios, thanks to the detailed, frequent, high-granularity, real-time reporting of LTE, we can use data-driven technology to further analyze and process the data [2]. There are some researches on CQ prediction in other LTE application scenarios [2]–[6]. But for LTE-R CQ prediction, these researches have the following problems: 1) From the application perspective, conventional researches mainly focus on short-term CQ prediction, and the CQ indicators in these researches can not reflect the operation status of core communication services. Therefore, the prediction results of these researches can not meet the safety requirements of the railway for the core communication services and support the active maintenance of LTE-R base station. 2) From the theoretical perspective, the prediction methods of the above researches mainly use mathematics, statistics, traditional machine learning and other shallow-model methods to build the prediction model. However, shallow-model methods lack the ability of deep feature extraction and nonlinear function approximation. To solve problem 1, we choose the daily evolved radio access bearer (E-RAB) abnormal release (EAR) ratio of LTE-R core communication services as CQ indicator. EAR ratio can reflect the daily operation status of the communication service (please refer to Section III). Meanwhile, this enables our prediction method to get LTE-R CQ one day in advance, thus allowing sufficient time for active maintenance. To solve problem 2, we proposed a multivariate time series prediction method based on deep learning. This method can fully extract temporal and spatial features from historical CQ data to realize precise prediction.

In GSM-R, railway core communication service bearing is realized by circuit-switched. Therefore railway core communication services run on a dedicated line, and other services can not exist at the same time. Different from GSM-R, LTE-R is based on orthogonal frequency division multiple access (OFDMA) technology, so the railway core communication services are carried out through packet switching, which enables other services and railway core communication services can run at the same time [1]. Therefore, in LTE-R, the operation status of railway core communication services has a correlation with the operation status of other communication services. Since we adopt the EAR ratio of LTE-R core communication services as the CQ indicator, when predicting the LTE-R CQ, we should take into account the EAR ratio of other communication services. Furthermore, it has been proved that multivariate prediction can make full use of the internal relations among the variables, which can make up for the lack of prediction information and improve the prediction accuracy [7].

Generally, the time series prediction method predicts the future value by mining the temporal information contained in historical data. However, since LTE-R base stations distribute along the railway, the influence of adjacent base stations should be taken into account when making the LTE-R CQ prediction. As the CQ data of each base station has multiple variables (please refer to Section III), the historical CQ data of related base stations is actually a highly nonlinear and complex multivariate time series. However, among these variables, some may be invalid or redundant. From the theory of pattern recognition, the redundant features could be harmful to the CQ prediction [8]. For the sake of better explanation, we take a real LTE-R CQ dataset collected from Shuohuang railway in China as an example and choose three variables from three adjacent base stations. Figure 1 shows the three base stations and the three variables. Here, the values of variable are processed by the secondary moving average.

In Figure 1, it is obvious that the variable of EBS is correlated with the CQ values of CBS, while the variable of WBS looks uncorrelated with the CQ values of CBS. The variable of EBS contributes more than the variable of WBS when using them to build the CQ prediction model. In a sense, the variable of WBS will reduce, rather than improving the CQ prediction performance. Therefore, to accurately predict LTE-R CQ, we need to achieve the following goals: 1) We should pick up variables from current and adjacent base stations which are supposed to be helpful for the prediction of LTE-R CQ, and 2) Building a model between the historical sequences of the selected variables and the CQ value in the next time interval. For 1), there are many methods to evaluate the correlation between the variables of adjacent base stations and CQ values [9]–[11]. However, as mentioned in [8], we should not only focus on the correlation between selected variables and the target variable, but also minimize the redundancy existing among the selected variables. For 2), many techniques [12]–[15] can achieve this goal. However, deep learning-based methods work better than traditional shallow-model methods in extracting the deep features and approaching the complex nonlinear model infinitely. In many real-world applications, deep learning technologies perform well in dealing with multivariate time series prediction problems [16]–[19].
Given the existing LTE CQ prediction methods can not support the active maintenance of LTE-R base station, we regard LTE-R CQ prediction as a multivariate time series prediction problem, and propose a temporal-spatial collaborative prediction approach based on deep learning. In this approach, the daily E-RAB abnormal release ratio of LTE-R core communication service is selected as the CQ indicator, and to make a precise prediction, we consider not only the temporal information in the time series of CQ data, but also the regional impact of the adjacent base stations, i.e., spatial information. Firstly, the proposed approach conducts a variable filter method based on the max-relevance and min-redundancy (MRMR) criterion and binary particle swarm optimization (BPSO). Secondly, to better extract the temporal-spatial features, inspired by [20], we design a network structure based on long short-term memory (LSTM) and convolutional neural network (CNN) to extract the heterogeneous temporal-spatial features from selected variables. Moreover, we introduce an attention mechanism to weigh the extracted features and quantify the impact of different features on the results. With these features, we build a collaborative prediction model for CQ prediction. Finally, our approach is applied to the real dataset of Shuohuang railway, and the experimental results show that our approach can accurately predict the CQ of LTE-R base station and support the active maintenance of LTE-R base station.

The main contributions of this paper can be highlighted as follows.

1) We analyzed why the existing LTE CQ prediction methods can not support the active maintenance of LTE-R base station. Based on the analysis results, we adopt EAR ratio of LTE-R core communication service as CQ indicator, and put forward to utilize a deep learning-based multivariate time series prediction method to predict the LTE-R CQ.

2) We develop a temporal-spatial collaborative multivariate time series prediction approach for LTE-R CQ based on deep learning. This approach can select a variable set which can satisfy MRMR criterion among candidate variables, and efficiently mine the temporal and spatial information contained in selected variables. Moreover, we introduce the attention mechanism to improve prediction performance. Compared with the existing multivariate time series prediction methods, the experimental results demonstrate the significant benefits of our approach.

3) To illustrate the function of our prediction approach to the active maintenance of the LTE-R base station, we introduce how to decide whether to trigger the active maintenance based on the prediction results of our approach.

The rest of the paper is organized as follows. Section II investigates related work. Section III describes preliminaries, and Section IV presents our approach for the prediction of LTE-R CQ, including data preprocessing, variable filter, a temporal-spatial collaborative prediction model and model training. Experiments and discussion are described in Section V. Section VI concludes the work.

II. RELATED WORK

A. LTE COMMUNICATION QUALITY PREDICTION

Effective LTE communication quality (CQ) prediction is a fundamental building block for reliable communication. Numerous LTE CQ prediction methods have been proposed in this field. Most of these prediction methods are realized by time series prediction. Some researches use a single variable time prediction method to realize CQ prediction. Zheng et al. [4] presented a method for channel quality indicator (CQI) prediction based on the autoregressive integrated moving average (ARIMA) and Kalman filter. Simulation results show a good performance. Chen et al. [5] proposed a novel algorithm called transmission control protocol (TCP) Westwood with Holt-Winters (TCPWH) to predict the bandwidth in LTE. Lema et al. [6] analyzed the factors which can influence the CQI of LTE-A with carrier aggregation, and used the signal to interference plus noise ratio (SINR) to represent CQI. Then, they utilized cubic spline extrapolation to obtain a prediction horizon that allows extending the reliability of the channel quality evaluation along time. Some researches constructed a multivariate time series prediction model through comprehensive consideration of various factors related to the CQ indicator. Daroczy et al. [2] focused on the session drop prediction in the LTE network. They presented a novel machine learning method based on dynamic time warping (DTW) and AdaBoost. The experiment results showed that their method could predict the session drop with higher accuracy. Yue et al. [3] developed a machine learning-based prediction framework called LinkForecast. LinkForecast can select the most important features, and use the selected features to predict the link bandwidth in real-time.

The aforesaid researches performed well in LTE CQ prediction. However, the reason why those researches can not satisfy the CQ prediction and active maintenance of LTE-R is three-fold. First, they are all short-term predictions, which can not provide sufficient buffer time for active maintenance. Second, the CQ indicators of these researches can not reflect the operation status of LTE-R core communication services, which is very important for the normal operation of railway. Third, the aforesaid researches adopt shallow-model methods, which lack the ability of deep features extraction and nonlinear function approximation. In our work, we choose daily E-RAB abnormal release ratio of LTE-R core communication services as the CQ indicator, and propose a deep learning-based multivariate time series prediction method to predict the LTE-R CQ.

B. MULTIVARIATE TIME SERIES PREDICTION

In this paper, the LTE-R CQ prediction is regarded as a problem of multivariate time series prediction. Nowadays, many research works have been carried out to solve this
problem, which can be divided into two categories: shallow-model methods and deep-learning methods.

Shallow-model methods mainly use mathematics, statistics and traditional machine learning methods to establish a regression model. Kim [12] applied a support vector machine (SVM) to predict the stock price index. They selected 12 related attributes as input of SVM, and their experimental results showed that SVM could provide a promising alternative to stock market prediction. Based on the theory of maximum Lyapunov exponent, Zhang [13] selected multiple adjacent reference points to realize multivariate time series prediction. To forecast the price of stock index, Sun et al. [14] utilized the fuzzy C-means to preprocess the data. Then they introduced the rough set algorithm to establish a fuzzy logic relation group, which can realize multivariate time series prediction. Mao et al. [15] proposed a multivariate time series prediction method through outlier sequences elimination. They first divided the known sequences by using hierarchical clustering based on fuzzy entropy. Then they proposed an outlier sequence elimination method based on the principal curve. Finally, the multi-dimensional support vector regression (M-SVR) was used to construct the prediction model. The above shallow-model methods performed well in the field of multivariate time series prediction. However, there is still room for improvement in feature extraction and nonlinear approximation of these methods.

In recent years, the method based on deep neural network (DNN) has fully demonstrated its ability in generating complex non-linear models. Besides, many studies showed that RNN, especially long short-term memory (LSTM), had advantages in the sequence data processing. Hence, when dealing with multivariate time series prediction problems, many researchers have used RNN and LSTM as the main structure to construct DNN. Due to the variability of residents’ activities, individual residential loads are usually too volatile to forecast accurately. Kong et al. [17] proposed an LSTM-based deep learning forecasting framework with appliance consumption sequences. To further improve the ability of feature extraction, Du et al. [18] proposed a deep neural network structure composed of CNN and LSTM. Besides, they verified the feasibility and practicability of the model to forecast the PM2.5 concentration. Li et al. [19] considered the attention-distracted problem. To solve this problem, they introduced the attention mechanism and proposed an evolutionary attention-based LSTM for multivariate time series prediction. Zhao et al. [16] proposed a bidirectional LSTM neural network which is composed of many memory units. This neural network fully considered the temporal-spatial correlation in traffic system. Compared with other representative forecast models, the proposed LSTM network can achieve better performance.

In LTE-R CQ prediction problem, we need to consider not only the historical CQ data, but also the influence of adjacent base stations. Therefore, our data is a multivariate time series data with temporal-spatial characteristics. Although the above methods can effectively extract the deep features, there are still some problems need to be resolved. Firstly, not all variables are beneficial to the prediction of CQ value. We need to find an appropriate variable set before building the prediction model. Secondly, it has been proved that the contextual information has a great influence on the performance of the model [20]. However, the aforesaid methods lack the ability to extract contextual information, which is not conducive to predicting change trend. Thirdly, methods based on RNN and LSTM usually use the time sliding window as input. However, the features in a sliding window have different effects on the results. We need to find a way to identify this difference. In our work, we propose a variable filter method and prove that variable filter can improve the accuracy of prediction. Then, we design a DNN structure based on LSTM and CNN to obtain the contextual information contained in the eigenvectors of selected variables. Besides, attention mechanism is introduced to solve the attention-distracted problem. Finally, the superiority of our approach is demonstrated by the contrast test.

III. PRELIMINARIES

A. COMMUNICATION QUALITY RELATED DATA DESCRIPTION

In this paper, we introduce the LTE evolved radio access bearer (E-RAB) abnormal release ratio to evaluate the communication quality (CQ) of LTE-R base stations. E-RAB abnormal release (EAR) ratio is a key performance indicator of LTE, which reflects the ability of LTE base station to accept services [21]. Through the measurement report function of LTE system, we can get the EAR data of each base station. The EAR data we used in this paper is from Shuohuang railway company (a heavy haul railway in northern China). This data are classified into 6 types according to the quality of service (QoS) class identifier (QCI), and the QCI value ranges from 1 to 6. Different QCI represents different services and the value of QCI indicates the priority of those services, the lower the QCI value, the higher the priority. For example, QCI equals 1 represents this kind of EAR data comes from the most important kind of service. The QCI value and its corresponding services are shown in Table 1.

The EAR data records the daily EAR times, and the daily E-RAB request times of each kind of QCI. Therefore, the daily EAR ratio of each QCI can be calculated by EAR data. The daily EAR ratio of each QCI is as in (1):

$E_{q}^{d} = \frac{R_{q}^{d}}{N_{q}^{d}}, \quad d = 1, 2, 3, \ldots, D, \quad q \in \{1, 2, 3, 4, 5, 6\}$  \hspace{1cm} (1)

where $D$ is the total number of the days or the data size. $E_{q}^{d}$ denotes the EAR ratio of QCI $q$ (Those services when QCI value is $q$) on day $d$. $R_{q}^{d}$ represents the E-RAB abnormal release times of QCI $q$ on day $d$. $N_{q}^{d}$ is the E-RAB request times of QCI $q$ on day $d$. Through formula (1), we can get the EAR ratio data which consists of 6 variables corresponding to QCI from 1 to 6. QCI equals 1 indicates that this type of service has the highest priority and can directly affect the normal operation of the railway. If the EAR ratio of QCI
### TABLE 1. QCI value and its corresponding services.

| QCI value | Type of service                      | Concrete content                          |
|-----------|--------------------------------------|-------------------------------------------|
| 1         | Train synchronous operation command  | Train control, locomotive wireless         |
|           |                                      |    synchronous operation                   |
| 2         | Data transmission of controllable     | Control train tail device                  |
|           | train tail device                    |                                           |
| 3         | Voice communication                   | Dispatching communication, railway         |
|           |                                      |    public affairs communication            |
| 4         | Text data transmission of traffic     | Dispatching command, wireless train        |
|           | control                              |    number verification information         |
| 5         | Text data transmission of common     | Integrated maintenance                     |
|           | application                           |                                           |
| 6         | Image data information               | Train-ground mobile video surveillance     |

### FIGURE 2. The relationship between CQ value, EAR data and CQ data.

The relationship between CQ value, EAR data, and CQ data is shown in Figure 2. The CQ value of LTE-R base station mainly includes two tasks: one is to find an appropriate variable set, and the other is to build a prediction model between CQ value at the next time interval and the historical data of selected variables.

As mentioned in Section I, when selecting variables, we should consider both temporal and spatial characteristics. Therefore, the candidate variable set should include the variables of current base station and adjacent base stations. Since the CQ data used in this paper is from an east-west railway, each base station has two adjacent base stations: west base station and east base station. The candidate variable set \( U \) in this paper is shown in (3):

\[
U = U_w \cup U_c \cup U_e
\]

where \( U_w, U_c \) and \( U_e \) are the variable set of west, current and east base stations respectively. The variable set of each base station has 6 variables corresponding to the EAR ratio of QCI 1 to 6. The variable when QCI equals 1 of the current base station represents the CQ value, so it should be reserved as one of the selected variables. For the other 17 variables in \( U \), we conduct a variable filter method to obtain an appropriate variable set which is helpful to predict the CQ value of current base station. The selected variable set \( U_s \) is as in (4).

\[
U_s = f_s(U, q_v) \cup \{q_v\}
\]

In (4), \( f_s \) is the variable filter method, and \( q_v \) is the variable of CQ value.

After getting \( U_s \), we can build the multivariate time series prediction model. When building the multivariate time series prediction model, the historical sequences of \( U_s \) are used as input data. The input data is divided into feature matrix by sliding window. The input data is \( X = (X_1, X_2, \ldots, X_T) \), and \( X_t = (x_{1t}, x_{2t}, \ldots, x_{Lt}) \), where \( L \) is the length of time step, \( X_t \) is the sliding-window feature matrix at time \( t \) and \( X_t \in X \). The corresponding CQ values of current base station at the next time interval, \( y = (y_2, y_3, \ldots, y_{T+1}) \) are also given. In general, building a multivariate time series prediction model means that we need to learn a nonlinear mapping by using \( X \) and \( y \) to obtain the predicted CQ value \( \hat{y} \) as in (5)

\[
\hat{y} = f(X, y)
\]

In (5), \( f(\cdot) \) is the objective nonlinear mapping function which we aim to find.

### C. ACTIVE MAINTENANCE BASED ON LTE-R CQ PREDICTION

Without CQ prediction, the maintenance of LTE-R base station is periodic, which is not only a passive approach, but also a waste of resources. In order to realize active maintenance, this paper mainly considers the trend of CQ and the CQ value. Once the CQ value of a base station consistent increase or the predicted CQ value approaches or exceeds the threshold, the active maintenance of this base station will be executed. Generally, active maintenance includes parameter
adjustment, alarm troubleshooting, interference analysis, etc. The flowchart of active maintenance based on LTE-R CQ prediction is shown in Figure 3.

IV. APPROACH FOR LTE-R COMMUNICATION QUALITY PREDICTION

In this section, we present an approach for LTE-R CQ prediction. Firstly, we need to preprocess the raw CQ data, including data cleaning, double moving average, and data normalization. Secondly, we propose a variable filter method to select an appropriate variable set for prediction. Thirdly, we construct a deep neural network structure composed of LSTM and CNN which can obtain the heterogeneous temporal-spatial features. With these features, we can build a collaborative prediction model. Finally, we train and evaluate the model. A graphical illustration is shown in Figure 4.

A. DATA PREPROCESSING

To get the CQ of LTE-R base station, we should calculate the EAR ratio. However, communication requests are not always existed because of the limited traffic flow of the railway, which leads to some invalid values. Meanwhile, since the CQ of the base station is affected by many factors, including human factors, weather factors, seasonal factors and so on, the raw CQ data fluctuates frequently and the trend of CQ will be difficult to identify. To solve above problems, we preprocess the raw CQ data. The main steps of data preprocessing are as follows:

1) DATA CLEANING

Data cleaning is to eliminate invalid values. For LTE-R base station, no communication request does not mean that the communication quality at this time is 0. Therefore, we need to replace those invalid values. In this paper, we adopt the following strategy to eliminate invalid values. In general, we replace the invalid value with the average of two adjacent values. However, if the invalid value only has one adjacent value (e.g. at the beginning or end of data), we will use the adjacent value.

2) DOUBLE MOVING AVERAGE

Due to raw CQ data fluctuates frequently, the trend of communication quality is difficult to identify. Many studies have tried to use a double moving average to preprocess the raw data in time series forecasting [22]–[24]. In our approach, we apply the double moving average to make the data soother. Considering that the time series data is $X = (x_1, x_2, \ldots, x_L)$, where $L$ is the size of data, and the moving window size is 3. The reason why we choose 3 as the window size is that we need the preprocessed data to be as close as possible to the real value while ensuring the trend of change more obvious. Therefore, we only choose the nearest data for averaging. For every $x_i$ in $X$, the calculation is as in (6):

$$ x_i = \frac{x_{i-1} + x_i + x_{i+1}}{3}, \quad i = 1, 2, 3 \ldots, L $$

As for boundary data, we replace it with the average of itself and its adjacent value. By executing the above process twice, the double moving average is realized. The original data of a base station of Shuohuang railway and the result of the double moving average is shown in Figure 5.
Figure 5 shows that the double moving average can smooth away the small scale fading influence and the trend of CQ will be easier to identify.

3) DATA NORMALIZATION
To better explain the purpose of data normalization, we take the CQ data of a base station in Shuohuang railway for example. As mentioned in Section III, the CQ data of LTE-R base station has 6 variables, and the change of each variable over time is shown in Figure 6.

From Figure 6, we can find that the data range of each variable is quite different. If these data are directly used as training data, it will cause errors while training model. Meanwhile, it is not conducive to the convergence of the model. Therefore, we perform a minimum-maximum normalization to make every variable of the CQ data distribute between 0 and 1. The minimum-maximum normalization is as in (7):

\[
x_t = \frac{x_r - x_{\min}}{x_{\max} - x_{\min}}
\]

In this formula, \(x_t\) is the target data, \(x_r\) is the real data. \(x_{\max}\) is the maximum value of the variable. \(x_{\min}\) is the minimum value of the variable.

After data preprocessing, the new data will have no invalid value, less noise, and distributed between 0 and 1.

B. VARIABLE FILTER BASED ON MRMR AND BPSO
Before building the prediction model, we need to conduct a variable filter method to get an appropriate variable set as input data. As mentioned in Section III, the CQ data have 6 kinds of QCI, it means that each base station has 6 variables. Meanwhile, LTE-R base stations are linearly distributed which means that each base station has two adjacent base stations. They have the overlap coverage area. Therefore, when predicting the CQ of a base station we should consider its two adjacent base stations. The distribution and coverage of the LTE-R base station are shown in Figure 7.

In Figure 7, the dotted line represents the railway, and the solid line shows the coverage of the base station. As mentioned before, each base station has 6 variables, we will have 18 alternative variables to choose from. The variable when QCI equals 1 is the CQ value of the current base station, so it should be reserved as one of the selected variables. For the other 17 variables, we propose a variable filter method based on MRMR criterion and BPSO method to select an appropriate set of variables, which is helpful for the prediction. The details of this method are as follows.

Firstly, due to the difference in traffic flow and traffic load of different base stations, some variables contain a large number of zero and invalid values. We need to remove these variables first. In this paper, if a variable has more than 50 percent invalid data and zero data or the variance is small, this variable will be removed.

Secondly, as mentioned in [8], to get an appropriate set of variables, we need to ensure not only these variables are most relevant to the target variable, but also the correlation between these variables is as small as possible. Furthermore, it has been reported that maximal information coefficient (MIC) can well measure the linear and nonlinear correlation between variables [25]. Therefore, the max-relevance and min-redundancy should satisfy (8) and (9):

\[
\max D(U_a, q_v)
\]

\[
D = \frac{1}{n} \sum_{i=1}^{n} \text{MIC}(u_i, q_v)
\]

\[
\min R(U_a)
\]

\[
R = \frac{1}{C^2} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{MIC}(u_i, u_j)
\]

In (8) and (9), \(U_a\) is the a variable set selected from the remaining 17 variables, \(n\) is the number of variables in this
variable set, \( q_v \) is the variable of CQ value (target variable). \( MIC(u_i, q_v) \) represents the MIC between CQ value and each variable, \( MIC(u_i, u_j) \) is the MIC between two variables. Generally, we use addition to integrate formula (8) and (9). The MRMR criterion can be defined as in (10).

\[
MRMR = \min [R(U_a) - D(U_a, q_v)]
\]  

(10)

The purpose of our variable filter method is to obtain a variable set, \( U_a \), which can satisfy (10).

Finally, we utilize the BPSO algorithm to obtain the appropriate variable set, which can satisfy (10). Presently, many other variable filter methods based on MRMR criterion use greedy algorithm to obtain the appropriate variable set [26]–[28]. Different from greedy algorithm, BPSO has a strong global search ability which can help us to find the global optimal solution [29]. In PSO algorithm, each particle (as known as an individual) is possible to the solution to the optimization problem. In the search space, each particle has a velocity. The algorithm adjusts the velocity dynamically according to the experience of the particle itself and the shared information of the population [30]. The important steps of the algorithm are the update of particle position and velocity. The velocity and position of \( i-th \) particle are shown in (11) and (12):

\[
V_i^{t+1} = \omega \cdot V_i^t + c_1 r_1 (p_i^t - P_i^t) + c_2 r_2 (g_i^t - P_i^t)
\]

(11)

\[
P_i^{t+1} = P_i^t + V_i^{t+1}
\]

(12)

where \( V_i^t \) and \( P_i^t \) are the velocity and position of \( i-th \) particle at time \( t \), \( p_i^t \) and \( g_i^t \) are the individual optimal position and global optimal position of the whole population at time \( t \), \( c_1 \) and \( c_2 \) are the learning factors, \( r_1 \) and \( r_2 \) are the random numbers between \( 0 \) and \( 1 \), \( \omega \) is the inertia coefficient. However, for each variable, it only has two states: selected or unselected. Obviously, our solution space is discrete. BPSO is a variant of PSO in solving discrete space optimization problem which is suitable for the variable filter. The particle velocity in BPSO is calculated in the same manner as in PSO. However, particle velocity in BPSO determines the probability of particle position change. The particle position in BPSO can be calculated by (13):

\[
P_i^{t+1} = \begin{cases} p_i^t, & r > F(V_i^{t+1}), \\ p_i^t, & r \leq F(V_i^{t+1}), \end{cases}
\]

(13)

where \( r \) is a random number between \( 0 \) and \( 1 \), \( F(\cdot) \) is a probability function, in this paper the function is \( \tanh \). Moreover, the MIC between two variables will be calculated in advance to form a MIC matrix. Then, we use the look-up table to get MIC value in each iteration which can greatly improve the speed of BPSO. Finally, formula (10) is used as the optimization objective of our BPSO. Algorithm 1 outlines the variable filter method.

After the variable filter method, we can get a variable set, \( U_a \), which can satisfy formula (10). Based on formula (4), the selected variables which will be input to DNN are composed of \( U_a \) and the variable of CQ value.

**Algorithm 1 Variable Filter Method**

**Input:**
- The set of variables for selection, \( U_a \);
- The maximum number of iterations, \( T \);
- The target variable, \( q_v \);
- The options of BPSO;

**Output:**
- A variable set, \( U_a \);
1. Calculate MIC matrix \( M \) with input \( U_a \);
2. Initialize the position and velocity of each particle
3. \( G \leftarrow \text{null} \)
4. while \( t \leq T \) do
5. Obtain the global best position \( P_t \);
6. Obtain the selected variables \( U_t \) at \( t \)-th iterative with the help of \( P_t \);
7. Calculate the max-relevance value \( D_t \) with the help of \( U_t \) and \( q_v \) based on formula (8);
8. Calculate the min-redundancy value \( R_t \) with the help of \( U_t \) and \( M \) based on formula (9);
9. \( g_t \leftarrow R_t - D_t \);
10. if \( G \neq \text{null} \) then
11. \quad if \( g_t \leq G \) then
12. \quad \quad \( G \leftarrow g_t \);
13. \quad \quad \( U_a \leftarrow U_t \);
14. \quad end if
15. else
16. \quad \( G \leftarrow g_t \);
17. \quad \( U_a \leftarrow U_t \);
18. \quad end if
19. end while
20. return \( U_a \)

**C. TEMPORAL-SPATIAL FEATURE EXTRACTION AND COLLABORATIVE PREDICTION**

This part focuses on the temporal-spatial features that contained in the selected variables. Because the deep neural network has excellent performance in mining the potential features of data. In this section, inspired by [20], we first construct a deep neural network (DNN) structure composed of LSTM and CNN. This structure can obtain the heterogeneous temporal-spatial features. In fact, when conducting the multivariable time series forecasting, we need to take into account the contextual information of our sequence data, which may contain the changing trend or degree information. Therefore, to better extract the temporal-spatial features, we need to consider the contextual information of eigenvectors, and the temporal information of sliding windows. Moreover, the attention mechanism can calculate a weight for each feature so as to avoid being attention-distracted. To further improve the accuracy of the model, we introduced the self-attention mechanism. Based on the above analysis, we can construct a DNN structure to extract temporal-spatial features, and build a collaborative prediction model. The
structure of our DNN is shown in Figure 8, and the key steps are shown as follows.

1) CAPTURE THE CONTEXTUAL INFORMATION OF EIGENVECTORS

As shown in Figure 4, the selected variable sequences are divided into multiple segments by using sliding window, and each sliding window is composed of eigenvectors. The values of different variables in the same time step form an eigenvector. In order to extract the heterogeneous temporal-spatial features, the first step is to capture the contextual information of eigenvectors. To achieve this goal, we applied a bi-directional LSTM structure to obtain the eigenvector representation. This makes the model can capture the contextual information of eigenvectors.

Assuming that $e_i$ is the current eigenvector at time step $i$, $c_l(e_i)$ is the contextual information captured from left eigenvectors of $e_i$, and $c_r(e_i)$ is the contextual information captured from right eigenvectors of $e_i$. $c_l(e_i)$ and $c_r(e_i)$ are calculated as shown in (14) and (15):

$$c_l(e_i) = \sigma(W_l[c_l(e_{i-1}), e_{i-1}] + b_l) \times \tanh(S_{i-1}) \tag{14}$$
$$c_r(e_i) = \sigma(W_r[c_r(e_{i+1}), e_{i+1}] + b_r) \times \tanh(S_{i+1}) \tag{15}$$

In (14) and (15), $S$ is the cell state of LSTM. For more details about the calculation of $S$, please refer to [31]. $\sigma$ is a sigmoid method.

As shown in (14) and (15), we capture the contextual information from left and right eigenvectors of $e_i$. Thus, we can define the representation of eigenvector $x_i$ in (16), which is the concatenation of $c_l(e_i)$, $c_r(e_i)$ and $e_i$. Formula (16) is as follow:

$$x_i = [c_l(e_i), e_i, c_r(e_i)] \tag{16}$$

In this manner, our approach can capture the contextual information of eigenvectors.

2) CAPTURE TEMPORAL INFORMATION OF SLIDING WINDOWS

To capture temporal information of sliding windows, we begin by using a 1-D CNN layer with a rectified linear unit (RELU) activation function to transform the representation of eigenvectors. Let $x_i$ denotes the representation of eigenvector at $i-th$ time step, and $y_c$ is the output of CNN layer, which will be send to the next layer. The transformation is as in (17):

$$y_c = \text{relu}(W_c x_i + b_c) \tag{17}$$

In (17), $W_c$ and $b_c$ are the weights and bias of the CNN layer. After that, we apply a max-pooling layer which can capture the representative features of a sliding window. Let $y_m$ be the output of the max-pooling layer. The representative features of a sliding window are as in (18):

$$y_m = \max_{i=1}^{n} y_c \tag{18}$$

In (18), max function is an element-wise function. The $i-th$ element of $y_m$ is the maximum in the $i-th$ element of $y_c$. $n$ is the element number of $y_c$. Because there is temporal information among the sliding windows, we utilize an LSTM layer to further capture this kind of information. The process is as in (19):

$$h_i = \sigma(W_i [h_{i-1}, y_m^i]) + b_i \times \tanh(S_i) \tag{19}$$

(19) is obtained by referring to the output gate of LSTM [31]. In (19), $y_m^i$ is the the output of max-pooling layer at $i-th$ step or $i-th$ sliding window. $S_i$ is the current cell state of LSTM. $h_{i-1}$ is the hidden state of the $i-1$ step. $W_i$ and $b_i$ are the weights and bias of the LSTM output gate. $h_i$ is the hidden state and the output of $i-th$ step. Moreover, $h_i$ represents the temporal information of sliding windows.

3) ATTENTION MECHANISM

To solve the attention-distracted problem, we add a self-attention layer after the LSTM layer. According to the
Then, we can calculate the corresponding feature weight $a_i$ of $h_i$. The computational process is shown in (20) and (21):

$$e_{ti} = f_{att}(h_t)$$

$$a_i = \frac{\exp(e_{ti})}{\sum_{k=1}^{L} \exp(e_{tk}) + \epsilon}$$

In (20) and (21), $f_{att}$ is $\tanh$ in this paper, $L$ is the length of eigenvector, $\epsilon$ is a very small value, which can avoid dividing by zero.

After the above steps, the result will be input to a single node fully connected layer and output the result of the prediction.

D. TRAIN AND EVALUATE THE MODEL

In this paper, we design a deep neural network (DNN) to make the temporal-spatial collaborative prediction. The purpose of our DNN is to find a non-linear transformation function between the selected variables and the corresponding CQ values at the next time interval. Before training the model, the DNN needs to randomly initialize the weights of the depth network. Then, neural network optimization algorithms like gradient descent (GD), stochastic gradient descent (SGD), adaptive moment estimation (ADAM), etc. are used to adjust the model parameters. Activation functions are used in each layer of DNN to achieve non-linear mapping. In this paper, we use RELU as the activation function and ADAM as the optimization algorithm. Meanwhile, we should consider that if the number of hidden nodes of the layer in a neural network is less, the model can not fully capture the information in data. But, if there are too many hidden nodes in the neural network, it will reduce the learning rate and trap the model into a local minimum. In this paper, the number of hidden nodes of the bi-directional LSTM, which used to capture contextual information is 128, and the number of hidden nodes of the LSTM after the max-pooling layer is 256. In addition, to avoid overfitting, we introduce dropout and L2 regularization at the last LSTM layer. Their parameters are 0.01 and 0.2, respectively. The hidden nodes of the last LSTM layer are also 256.

By using the trained model, we can predict the CQ of the LTE-R base station. In order to evaluate the performance of our approach, the prediction results will be compared with RCNN [20], evolutionary attention-based LSTM (EA-LSTM) [19] and CNN-LSTM [18]. Root mean square error (RMSE) and trend accuracy ratio (TAR) are used to evaluate the performance of different prediction models. Let $y_{pred}^i$ be the predicted CQ value on day $i$, $y_{real}^i$ be the real CQ value on day $i$, and $n$ is the total number of days. RMSE is as in (22):

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_{pred}^i - y_{real}^i)}{n}}$$

When training the model, (22) is the objective function. TAR is as in (23):

$$TAR = \frac{\sum_{i=1}^{n}x^i}{n}$$

In (23), the calculation of $x^i$ is shown in (24)

$$x^i = \begin{cases} 1, & (y_{pred}^i - y_{pred}^{i-1}) \times (y_{real}^i - y_{real}^{i-1}) \geq 0 \\ 0, & (y_{pred}^i - y_{pred}^{i-1}) \times (y_{real}^i - y_{real}^{i-1}) < 0 \end{cases}$$

In (24), if the value of $x^i$ equals 1, it means that the prediction of the trend is correct.

V. EXPERIMENT AND DISCUSSION

A. DATA DESCRIPTION

The experimental datasets used in our experiments come from Shuohuang railway. We choose the CQ data from three non-adjacent base stations (BS1, BS2, BS3) and their respective adjacent base stations. The time of those data range from September 2015 to August 2018, 682 days in all.

As mentioned in Section III, we joined the CQ data of each base station and its adjacent base stations, thus, we can get 3 datasets named dataset BS1, dataset BS2 and dataset BS3. Each dataset has 18 variables. For ease of exposition, the naming rules of 18 variables for each base station are as follows. For the current base station, we name the variable according to the QCI value. e.g. “qc11” represents the EAR ratio of current base station when QCI equals 1. For two adjacent base stations, considering that Shuohuang railway is an east-west railway, when naming variables, not only the QCI value but also the relative position of the base station should be considered. Thus, the variables of the west-neighboring base station all have “W-” prefix, and the variables of the east-neighboring base station all have “E-” prefix, e.g. “W-qc11” represents the EAR ratio of west-neighboring base station when QCI equals 1, and “E-qc11” represents the EAR ratio of east-neighboring base station when QCI equals 1. Furthermore, variable “qc11” is the CQ value and the CQ value at the next time interval is the prediction target.

For each dataset, 60 percent of data is training set and 40 percent of data is test set. When building and testing the model, we use the previous 6 time steps (i.e. the sliding window size is 6) to predict the CQ value at the next time interval for each base station. The sliding window size is confirmed by grid search in search space [1,20] with a step of 1.

B. EXPERIMENTAL ENVIRONMENT

Python 3.5 is used to program the method. All the experiments were carried out on a laptop, which was configured as follows: CPU is i5-8400, memory is 8G, and the graphics card is NVIDIA 1050Ti 4G.

C. VARIABLE FILTER

Before predicting the CQ value, we need to select an appropriate variable set, which is helpful for CQ prediction.
We have three datasets from three non-adjacent base stations (BS1, BS2, BS3). As mentioned in Section IV.B, for each base station, we have 17 variables to choose from. In this paper, we use BPSO to find a set of variables that can satisfy the MRMR criterion from these 17 variables. Therefore, the loss value is calculated by formula (10). The parameters of BPSO include two acceleration constants \( c_1 \) and \( c_2 \) and one inertia weight \( w \). As mentioned in [33], early experience indicates that the acceleration constants \( c_1 \) and \( c_2 \) each equal to 2.0 for almost all applications, and \( w \) is often range from 0.4 to 0.9. To further determine the appropriate values of these parameters, we conduct a random search based on [34]. After considering the recommended settings in [33], we set the search range for \( c_1 \) and \( c_2 \) is 0 to 4, and the search range for \( w \) is 0.3 to 1. The results of random search on three datasets are shown in Table 2.

In addition to the above three parameters, the number of particles \( N \), and the number of iterations \( T \) directly affect the results of BPSO. Generally, the recommended number of particles is between 20 and 50 [33]. To approximate the best performance of BPSO, we conducted a grid search over \( N \in \{20, 30, 40, 50, 60\} \), \( T \in \{20, 40, 60, 80, 100\} \). During grid search, to ensure the stability of BPSO, we run ten times for each combination of parameters. The grid search results on three datasets are shown in Figure 9.

Figure 9 shows that the parameters \( N \) and \( T \) can significantly affect the results of BPSO. Moreover, with the increase of \( N \) and \( T \), the loss values of BPSO on three datasets gradually decrease and eventually stabilize. However, the increase of \( N \) and \( T \) will lead to longer running time. Therefore, we need to find a suitable set of \( N \) and \( T \) to ensure the efficiency and stability of BPSO at the same time. As shown in Figure 9, when \( N \) equals 40 and \( T \) equals 60, the experimental results can meet the above requirements.

The above experiments show that the loss value will eventually stabilize with the iteration. This proved that our variable filter method can find an appropriate variable set for each dataset, which has the max-relevance and min-redundancy. The results of variable filter on three datasets are shown in Table 3.

To better illustrate our variable filter method, the maximal information coefficient (MIC) between variables of each dataset are shown in Figure 10. As can be seen from Figure 10 and Table 3, the variables in result variable set are all highly correlated with CQ value (variable “qci1”), and the MIC values between each variable are relatively small. This proved that our variable filter method can pick up an appropriate variable set for each dataset, which can satisfy the MRMR criterion.

Based on formula (4) and (5), the result of variable filter will be input into DNN together with CQ value (“qci1”), while the CQ value at the next time interval is the prediction target. For example, when training the model on dataset BS1, based on Table 3, the input variables should include “qci1”, “qci5” and “W-qci5”. Besides, the prediction target is the value of “qci1” at the next time interval. To prove that our variable filter method can improve the accuracy of prediction,
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FIGURE 10. The maximal information coefficient (MIC) between variables of experimental datasets.

we contrast the MSE and TAR of our approach when the input data is single variable (only use CQ value, namely “qci1”), selected variables and all variables. The results of the comparison are shown in Table 4.

From Table 4, it can be seen from these experimental results that the proposed variable filter method plays an essential role in improving prediction accuracy.

D. TRAIN AND EVALUATE THE MODEL

When training the model, the size of the sliding window is 6, the batch size is 32. To obtain an appropriate iterations number, we first set the number of iterations to 700. The input of the model is feature matrices and each matrix is defined by selected variables and the sliding window. The output is the CQ value at the next time interval, and the loss value of the model is expressed by RMSE. Figure 11 shows the loss values when training the model on three datasets respectively.

From Figure 11, it can be seen that the loss value will not continue to decline after 600 iterations. Therefore, in this paper, we set the number of iterations to 600.

1) TRAIN THE ATTENTION LAYER

The attention mechanism can measure the effect of different features on output, and calculate the attention weights. After training, each feature will get an attention weight. The attention weights are shown in a heat map, as in Figure 12.

As shown in Figure 12, when training the model with BS1, BS2, and BS3, respectively, the attention weight of each feature can be obtained. Therefore, by introducing the attention mechanism, the effect of each feature on the output can be measured.

2) COMMUNICATION QUALITY PREDICTION

Because the initialization of the network is random and the final loss value of each training is different, the prediction results of the model are different after each training. To obtain more stable results, we get ten models by training the model ten times and regard the average of the prediction results as the final result. The prediction results of our approach on experimental datasets are shown in Figure 13:

|          | Single variable | Selected variables | All variables |
|----------|-----------------|--------------------|---------------|
| Dataset BS1 | RMSE 0.0029 | TAR 0.7649 | 0.0018 | 0.0037 |
| Dataset BS2 | RMSE 0.0032 | TAR 0.7255 | 0.0015 | 0.0129 |
| Dataset BS3 | RMSE 0.0034 | TAR 0.7556 | 0.0019 | 0.0082 |
Figure 13 shows that the prediction curve of our approach is in good agreement with the actual curve. As shown in Figure 13, our approach can obtain good prediction results both in the peak value of the data and in the region where the data fluctuates sharply. This proves that our approach can effectively recognize the characteristics of data and has higher prediction accuracy.

### 3) COMPARISON AND DISCUSSION

To evaluate the performance of our approach in predicting communication quality, the prediction results were compared with RCNN, EA-LSTM, and CNN-LSTM. Furthermore, to verify the generality of our approach, we have conducted comparative experiments on three datasets. The CQ prediction results of each method are shown in Figure 14, Figure 15 and Figure 16.

| Station name | Methods        | RMSE  | TAR   |
|--------------|----------------|-------|-------|
| BS1          | CNN-LSTM       | 0.0067| 0.617 |
|              | EA-LSTM        | 0.0014| 0.7836|
|              | RCNN           | 0.0042| 0.7425|
|              | Our approach   | 0.0018| 0.8085|
| BS2          | CNN-LSTM       | 0.0068| 0.5472|
|              | EA-LSTM        | 0.0037| 0.7481|
|              | RCNN           | 0.0088| 0.6879|
|              | Our approach   | 0.0015| 0.7857|
| BS3          | CNN-LSTM       | 0.0126| 0.6831|
|              | EA-LSTM        | 0.0023| 0.7632|
|              | RCNN           | 0.0052| 0.7293|
|              | Our approach   | 0.0019| 0.7819|

Figure 14, Figure 15 and Figure 16 show the prediction results of CNN-LSTM, EA-LSTM and RCNN on BS1, BS2 and BS3 datasets, respectively. In Figure 14, Figure 15 and Figure 16, the red line represents the predicted value, and the blue dotted line represents the real value. Figure 14 shows the prediction results of CNN-LSTM. As shown in Figure 14, there is obvious deviation between the prediction curve and the real curve. Furthermore, in the peak region of the data, the prediction error is more obvious. The above phenomenon proves that CNN-LSTM can not effectively extract the features of data. As shown in Figure 16, the prediction results of RCNN are better than those of CNN-LSTM. But, the prediction error is still very obvious. In Figure 15, it can be seen that the prediction curve of EA-LSTM is also very close to the real curve. To further prove the superiority of our approach, we compared the RMSE and TAR of each method. The RMSE and TAR of each method are shown in Table 5.

In Table 5, we can figure out that the average RMSE of our approach on BS1, BS2 and BS3 is 0.0017, which is the highest of all methods. The average RMSE of CNN-LSTM, EA-LSTM and RCNN are 0.0087, 0.0025, and 0.0061, respectively. Furthermore, the average TAR of our approach on BS1, BS2 and BS3 is 0.792, which is also the highest of all methods. The average TAR of CNN-LSTM, EA-LSTM, and RCNN are 0.6158, 0.765, and 0.72. In all the experiments, CNN-LSTM has the worst performance.

From the above experiments, it can be seen that the RMSE and TAR of EA-LSTM and our approach are better than other methods. Compared with other methods, they have one thing in common, that is, they all introduced the attention mechanism. This proves that the attention mechanism can improve the accuracy of the model. Besides, when comparing the TAR of EA-LSTM and our approach, our approach is still the best one. This shows that acquiring contextual information enables our approach to better identify the changing trend of data.

From the perspective of active maintenance, TAR indicates whether the current communication quality of the LTE-R base
station will rise or fall, which is of great reference value to the active maintenance of LTE-R base station. Figure 17 shows a part of CQ prediction results on BS1 dataset, and illustrates how to utilize our CQ prediction approach to determine whether the active maintenance will be conducted based on this part of prediction results. In Figure 17, the threshold is 0.02, the maximum days of CQ value continuous increase is 3, and the sliding window
size is 6. As shown in Figure 17, if the CQ value of a LTE-R base station is consistent increase or the CQ value approaches or exceeds the threshold, the active maintenance of this base station will be triggered. In summary, our approach can accurately predict the CQ of the LTE-R base station and support the active maintenance of LTE-R base station. Although the above experiments achieved good results, our approach is more applicable to busy LTE-R base stations. Only when there are enough E-RAB requests, the CQ indicator defined in this paper can accurately reflect the CQ of the current base station.

VI. CONCLUSION

The prediction of communication quality (CQ) plays an important role in LTE-R system active maintenance, and LTE-R CQ prediction can be regarded as a multivariate time series prediction problem. In this paper, we chose the daily EAR ratio to quantify CQ and proposed a temporal-spatial collaborative prediction approach to predict the CQ of LTE-R base stations. Firstly, we preprocessed the data to make the changing trend of the data more obvious. Secondly, we proposed a variable filter method based on BPSO algorithm and MRMR criterion, which can select an appropriate variable set for CQ prediction. Thirdly, we constructed a deep neural network (DNN) structure. This structure can efficiently extract temporal-spatial features contained in selected variable sequences by considering contextual information of eigenvectors and temporal information of sliding windows. Furthermore, to obtain a more accurate prediction result, we introduced the attention mechanism to solve the attention-distracted problem. Finally, we applied the proposed approach to the real datasets of Shuohuang railway. The experimental results showed that the proposed approach achieved more competitive performance than baseline methods, and based on the LTE-R CQ prediction approach, we could conduct the active maintenance for LTE-R base station. For future work, we will further optimize the network structure and improve the generalization ability of our approach.
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