Comparing bags of features, conventional convolutional neural network and alexnet for fruit recognition
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ABSTRACT
This paper presents a comparative study between Bag of Features (BoF), Conventional Convolutional Neural Network (CNN) and Alexnet for fruit recognition. Automatic fruit recognition can minimize human intervention in their fruit harvesting operations, operation time and harvesting cost. On the other hand, this task is very challenging because of the similarities in shapes, colours and textures among various types of fruits. Thus, a robust technique that can produce good result is necessary. Due to the outstanding performance of deep learning like CNN and its pre-trained models like AlexNet in image recognition, this paper investigates the accuracy of conventional CNN, and Alexnet in recognizing thirty different types of fruits from a publicly available dataset. Besides that, the recognition performance of BoF is also examined since it is one of the machine learning techniques that achieves good result in object recognition. The experimental results indicate that all of these three techniques produce excellent recognition accuracy. Furthermore, conventional CNN achieves the fastest recognition result compared to BoF, and Alexnet.
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1. INTRODUCTION
Fruit recognition is useful for automatic fruit harvesting that can reduce or minimize human intervention in their fruit harvesting operations and also the operation time and harvesting cost. Fruit recognition system plays an important role in automatically detecting and inspecting the fruits for harvesting within the fruit images. The implementation of fruit recognition application gives great value of products to the consumers [1]. Fruit recognition application is also useful for fruit disease detection and recognition. The detection and identification of fruit is based on human’s naked eyes which is time consuming and costly. Besides, it can facilitate the control of fruit diseases as the disease can be avoided by appropriate sprinkling of pesticides through automatic fruit recognition process.

The performance of fruit recognition [1], speech recognition[2], visual object recognition [3], celebrity face recognition [3] and many other domains like genomics and drug discovery [3] has dramatically improves with the use of deep learning. Deep learning is a class of machine learning algorithms that uses multiple layers that contain nonlinear processing units. One of the techniques under deep learning is Convolutional Neural Networks (CNN) [4]. CNN provides successful results in areas of image recognition and classification. The input is an image used for recognition, and during convolutional process, the output of the image became activation maps. Convolutional layer acts as a filter towards the input in terms of sizes and padding for feature extraction. Pooling layer is operating as a reducer of the feature maps. At the end, the output layer acts as fully connected layer and perform the object classification.
Alexnet, a pre-trained CNN model, has produced very good results for the past few years [5]. AlexNet is the winner of ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2012. It is designed by the SuperVision group, which consists of Geoffrey Hinton, Alex Krizhevsky, and Ilya Sutskever [6]. This model shows big impacts on image recognition and classification tasks as it produces outstanding performance. AlexNet achieved the top 5 errors from 26% to 15.3% in ILSVRC [6]. The network has more filters per layer with stacked convolutional layers consisting of 11x11, 5x5, 3x3 convolutions, max pooling, dropout, data augmentation, ReLU activations, and SGD with momentum for face recognition [6][7]. ReLU activation is attached after every convolutional layer. AlexNet was trained for six days simultaneously on two Nvidia GeForce GTX 580 GPUs which is the reason why their network is split into two pipelines [8].

Bag of words (BoW) [9] has been used for document classification. Bag of Features (BoF) was introduced first by [10] for video retrieval followed by [11] for image categorization that inspired from the original text representation model. An image is represented as an unordered collection of visual words. BoF gives an extremely compact description of images as they are represented as histograms of local descriptors. The main idea is to obtain visual words (features) by quantizing the local descriptors of images in the dataset based on a visual vocabulary. The algorithm takes as an input the training data description and gives as an output a set of clusters. Each cluster is represented by one visual word. The image is now represented as a bag of visual words and a histogram can be built with a dimension equal to the visual vocabulary size, each bin will contain the visual word’s frequency with respect to the image [12].

The architecture of a pre-trained CNN model like AlexNet is fixed while we can design our own architecture for a conventional CNN model. When the conventional CNN model goes deeper in their convolution architecture, it can reach a lower identification error rate compared to the human’s eyes. A conventional CNN is able to give a great solution in extracting the hierarchical representation of input data which it remains unchanged to conversion and scales [13]. The conventional CNN model produces great results for object recognition applications, thus it is suitable to examine the fruit classification problem. However, in computer vision, the fruit classification task provides challenges in image recognition because of the similar shapes, colors and textures among the various fruits. Thus, the main objective of this research is to investigate the recognition accuracy performance of BoF compared to conventional CNN and pre-trained CNN model which is Alexnet in recognizing fruit based on color images and grayscale images.

2. RESEARCH METHOD

The experiments for this research have been conducted using Matlab2018a using MacBook Pro with 512GB storage, the processor is 3.1GHz Intel Core i5 and memory is 8GB RAM. The Fruit dataset was obtained from ResearchGate [14]. This dataset contains 30 classes of fruits which are Apple Braeburn, Apple Golden 1, Apple Golden 2, Apple Golden 3, Apple Red 1, Apple Red 2, Apple Red 3, Apple Red Delicious, Apple Red Yellow, Apple Granny Smith, Apricot, Avocado, Avocado Ripe, Banana, Banana Red, Cactus Fruit, Cantaloupe 1, Cantaloupe 2, Carambola, Cherry 1, Cherry 2, Cherry Rainier, Clementine, Cocos, Dates, Granadilla, Grape Pink, Grape White, Grape White 2 and Grapefruit Pink. The dataset consists of 960 training images and 240 validation images where each class has exactly 40 images. The images were in various views for each class. The size of the images for each class is 100 by 100 pixels but all of the images were resized to 224x224 for this experiment. Figure 1 shows sample images from Fruit dataset for thirty classes.

![Sample Images from Fruit Dataset](image-url)
2.1. Bag of Features BoF

Inspired from the original text representation model, BoF was introduced for image categorization that was represented as an unordered collection of visual words [15]. As they are represented as histograms of local descriptors, BoF gives an extremely compact description of images. A local descriptor is used in image categorization and object recognition tasks and also to match similar object instances. Many methods for feature description can be employed. Thus, in this work, we target the result based on visual words accuracy. Activities to identify objects in images, transcribe speech into text, match news items, posts or products with users’ interests, and select relevant results of search can be performed by using machine learning techniques such as BoF [3]. In order to obtain a BoF descriptor, we need to extract features from the image. The feature used is Speeded Up Robust Features (SURF). SURF descriptor is equal to common image transformations which are image rotation, scale changes, illumination and small changes in viewpoint. In addition, SURF is able to compute distinctive descriptors quickly [16]. The classifier used to classify the SURF is Support Vector Machine (SVM). SVM can be used for multiple kind of object recognition like fruit recognition, brain wave recognition and image classification of remote sensing [17]. A multiclass SVM was used to accommodate a multiclass problems but SVM actually was developed for binary classification [17]. Figure 2 shows the illustration of process for bag of features.

![Figure 2. Illustration Process of Bag of Features [18]](image)

2.2. Conventional Convolutional Neural Network (CNN)

The architecture of a conventional CNN consists of three layers which are convolve layer, pooling layer and Rectified Linear unit (ReLu) which is also known as a structured series of layers [1]. The conventional CNN’s role is to track data similar with the conventional feedforward neural network. Each image is submitted through the layers until a loss function is achieved at the top layer [5]. The extraction of features from an image is performed by using filters and image patches that stride over the input image in the convolve layer. On the other hand, ReLu layer replaces all negative pixel values in the feature map with zero. In order to reduce the dimensionality, pooling layer is applied that allows the feature map to be down-sampled. Max pooling layer computes the maximum local of feature map. Then, neighboring pooling takes input from the feature maps that are shifted by more than one rows or columns. Figure 3 shows the layer of a conventional CNN [19].

![Figure 3. The layer of a conventional CNN [19.]](image)
2.3. Alexnet

The common pre-trained CNN model investigated in this paper is AlexNet that is the winner of the ILSVRC in 2012 [1][5]. AlexNet has more filter layers with stacked of convolution layers compared to the conventional CNN architecture where it is designed with deeper architecture. For this research, the fully-connected layers are fine-tuned to classify 30 different categories since the dataset consists of 30 different fruits. An illustration of the layer of AlexNet is shown in Figure 4.

![Figure 4. The layers of Alexnet [2]](image)

3. RESULTS AND ANALYSIS

3.1. Bag of Features

The size of image in the input layer is 224x224x3 pixels for color images and 224x224x1 pixel for grayscale images. Speed up Robust Features (SURF) is extracted in BoF where it detects the best scale invariance. For this model, RGB images and grayscale images were tested and the result shows that the total processing time for grayscale image is faster than RGB images which is due to the less number of pixel representation but accuracy 1 is obtained by RGB images and not grayscale images. This is because the conversion process from colour image to grayscale image eliminates some data that may be useful in object recognition. Table 1 shows the different results produced by BoF for color and grayscale images.

| Input Image          | Input Size   | Accuracy | Total Time   |
|----------------------|--------------|----------|--------------|
| RGB Image            | 224x224x3    | 1        | 9 min 3s     |
| Grayscale Image      | 224x224x1    | 0.98     | 5 min 47s    |

3.2. Conventional Convolutional Neural Network (CNN)

For conventional CNN, the dataset is tested with image size 224x224x3. In CNN, there are two main layers that play important roles in analysing the dataset which are convolve layer and maxpooling layer. Experiments on different values for both of these layers are performed to determine the best accuracy and the results are shown in Table 2. Based on Table 2, Fruits dataset is tested twelve times to see the accuracy of the recognition result based on different convolve layer and learning rate. For RGB images, a single convolve layer with (3,16) and learning rate 0.001 achieve accuracy of 1 and the total processing time is 3 minutes and 10 seconds. For double convolve layers with (5,20) and (3,20), the accuracy is 0.9967 with total processing time of 6 minutes and 5 seconds. Meanwhile for grayscale image, a single convolve layer with (5,20) and learning rate 0.001 shows the result of accuracy is 0.9933 and the total processing time for the experiment is 2 minutes and 18 seconds. For double convolve layer for grayscale image with (5,20) and (3,20) and learning rate 0.0001, the total processing time is 5 minutes and 58 seconds.
### Table 2. Accuracy performance of conventional CNN

| Input          | No of layers | Convolve Layer Stride | Epoch, Learning Rate | Accuracy | Total Time |
|----------------|--------------|-----------------------|----------------------|----------|------------|
| Single Layer   | 5,20         | 3,20                  | 3                   | 5, 0.0001| 1          | 4 min 27s  |
| RGB Image      | 3,16         | 3                     | 5                   | 0.9967   | 6 min 5s   |
| Double Layer   | 3,16         | 2,16                  | 3                   | 5, 0.0001| 1          | 3 min 10s  |
| Grayscale Image| 5,20         | 3                     | 5                   | 0.9933   | 2 min 47s  |
| Single Layer   | 3,16         | 2                     | 5                   | 0.0001   | 1          | 3 min 05s  |
| RGB Image      | 5,20         | 3                     | 5                   | 0.9933   | 2 min 18s  |
| Double Layer   | 3,16         | 2                     | 5                   | 0.9933   | 1          | 13 min 6s  |
| Grayscale Image| 5,20         | 3                     | 5                   | 0.9933   | 1          | 11 min 28s |

### 3.3. Alexnet

In order to complete this experiment, the images are resized to 224x224x3 pixels. For the experiment with Alexnet, only color images are tested. Based on Table 3, Fruits dataset was tested three times to investigate the effect of different learning rates to the accuracy. It shows that accuracy 1 is obtained with 0.0001 learning rate and the total processing time to complete the experiment is 22 minutes and 2 seconds.

### Table 3. Accuracy performance of Alexnet

| No of Test | Image Input Size | Learning Rate | Accuracy | Total Time |
|------------|------------------|---------------|----------|------------|
| 1          | 224x224x3        | 0.0001        | 1        | 22 min 2s  |
| 2          | 224x224x3        | 0.001         | 0.5708   | 22 min 3s  |
| 3          | 224x224x3        | 0.0005        | 0.9542   | 23 min 02s |

Table 4 shows the summary of fruit recognition performance using BoF, conventional CNN and Alexnet. By referring to Table 4, we can see that all the three models produce great accuracy which is 1 except for conventional CNN with grayscale image which is 0.99. The total time for Alexnet is the longest compared to the other two models due to the number of layers that it has which is more than the conventional CNN.

### Table 4. Fruit recognition performance of BoF, Conventional CNN and Alexnet

| Mode       | Machine Learning | Deep Learning |
|------------|------------------|---------------|
|            | Bag of Features  | Conventional CNN | Alexnet |
| RGB        | 224x224x3        | 224x224x3     | 224x224x3 |
| Grayscale  | 224x224x3        | 224x224x3     | 224x224x3 |
| Input Size | 5 min 3s         | 5 min 47s     | 3 min 10s |
| Accuracy   | 1                | 1              | 0.99      |
| Total Time | 9 min 3s         | 5 min 47s     | 2 min 18s |

### 4. CONCLUSION

This paper has presented the different accuracy performance of BoF, conventional CNN and Alexnet for fruit recognition based on Fruit dataset. We analyze the performance of fruit recognition based on colour and grayscale images. Based on the results of the experiments, we can see that BoF with SURF and SVM still produce excellent results as CNN. Even though the overall training and testing time of BoF is longer compared to conventional CNN but it is still faster than AlexNet. This shows the robustness of BoF in...
recognizing fruits with different shapes, colour and texture. For future work, we will do more experiments on other datasets with other machine learning and deep learning techniques.
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