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Abstract—Usually, managers or technical leaders in software projects assign issues manually. This task may become more complex as more detailed is the issue description. This complexity can also make the process more prone to errors (misassignments) and time-consuming. In the literature, many studies aim to address this problem by using machine learning strategies. Although there is no specific solution that works for all companies, experience reports are useful to guide the choices in industrial auto-assignment projects. This paper presents an industrial initiative conducted in a global electronics company that aims to minimize the time spent and the errors that can arise in the issue assignment process. As main contributions, we present a literature review, an industrial report comparing different algorithms, and lessons learned during the project.

Index Terms—Software Engineering; Machine Learning; Issue Assignment; Industrial Report

I. INTRODUCTION

A software development process is a set of related activities that deals with the whole life cycle of software products [1]. During the software development, technical, collaborative, and management activities are performed to specify, design, implement, and test the system. Each of these macro-activities has complex challenges, constituting broad research areas as we can observe in the academic community.

One of these challenges is the issue assignment (also known as bug triage). Issues bring a description of tasks or a report of unexpected software behavior, and this challenge is characterized by the need to manage the issues’ life cycle from registration until their closing by the development team [1][2].

To support this process, it is common to use tracking systems, such as Jira [3] and Redmine [4]. However, for large software projects, the manual assignment of issues is error-prone and time-consuming due to the volume of new records that can be done by clients, stakeholders, technical leaders, internal developers, and testers [3][4]. This complexity motivates the development of approaches based on learning algorithms to automate and optimize the issue assignment [5].

Since a correct assignment of tasks is crucial for the proper development of a software product, it is necessary to ensure that the most suitable team members will perform these activities. For some activities such as solving a very specific bug, it is essential to have information about the team members’ technical knowledge. However, this information is not always available, or there are no significant differences concerning the technical expertise that justifies a member’s choice instead of another one. In this scenario, historical data about previously assigned issues can be used by learning systems to create decision support systems.

In this context, the issue assignment problem — which is a subtype of a combinatorial problem — can be formally defined as [6]: given two sets $A = \{a_1, ..., a_{|A|}\}$ for assignees and $I = \{i_1, ..., i_{|I|}\}$ for issues, find a function $f : A \to I$ or a machine learning model that minimizes the cost function $(C : A \times I \to \mathbb{R})$ generally described by Equation 1.

$$\sum_{a \in A} C(a, f(a))$$

The cost function can describe different restrictions based on the company context. For example, it is possible to adapt this function considering each assignee’s relevant experience to solve the new issue [3], the operation cost to assign an issue for a specific developer [17], or even the average time required to solve similar issues [18]. In our case, the cost function was modeled to reduce misassignments as described following.

This paper presents a report based on our experience in a project whose main goal was to minimize the time spent during the issue assignment process as well as the number of errors (misassignments). In this case, a new issue should be initially assigned to one of the technical leaders taking into account their responsibilities. Thus, we consider a misassignment if this first assignment is wrong. Finally, the experiments took place in a setting of real projects of the LG Electronics mobile division in São Paulo, Brazil (LGE SP).

LGE Brazil [3], which is part of the LG group, is one of Brazil’s largest electronics companies, operating in this country for over 25 years. It has an office in São Paulo and two production units in Manaus and Taubaté cities. For this project, we established contact with the mobile division located in São Paulo. This division is responsible, among other activities, for solving issues related to the company’s products. Due to

Jira website: https://www.atlassian.com/software/jira
Redmine website: https://www.redmine.org
LGE Brazil website: https://www.lg.com/br
non-disclosure constraints, some confidential information was omitted or anonymized without prejudice to our process and results’ overall understanding.

Our main contributions in a nutshell are:
- a literature review presenting the most recent studies addressing the issue assignment problem in academic and industrial environments;
- a comparison among different algorithms and strategies to tackle the manual issue assignment problem in a large company real setting; and
- lessons learned in partnership with LGESP, which can help other researchers and practitioners.

II. RELATED WORK

We performed a literature review on papers published in the last ten years (2010 - 2020). We used as search string the following terms: “(software engineering) AND (data mining OR machine learning) AND (issue OR task OR bug OR [defect report] OR [trouble report]) AND (assignment OR attribution OR allocation)”. For the search, Elsevier’s Scopus was used as the data source.

Initially, 65 papers were recovered, but only twelve (12) were chosen after reading the title and abstract. The eligibility criteria were: be a primary study, written in English, fully available on the Internet, and with more than 4 pages; be published in conferences or journals; and discuss processes, methods, or tools to tackle the issue assignment problem.

The date range (from 2010 to 2020) was defined to cover recent initiatives regarding this problem, and the Scopus database was selected based on its coverage4 of software engineering venues and relevant digital libraries such as ACM, IEEEExplorer, Science Direct, and Springer. Thus, the selected papers represent a suitable sample to describe this study area.

Table I summarizes the twelve selected papers and our work considering five aspects: the issue type, techniques, features, machine learning supporting tools, and datasets used in each of the works. With this summary, it is possible to observe that most studies used open-source projects to validate their proposals. Also, the issue assignment has been modeled as a textual classification focused on bug triage.

The analysis of these papers highlights that the issue auto-assignment problem was not entirely overcome, and there is no “silver bullet”. The context of each project has a significant influence on the results obtained by machine learning techniques. Hence, it is essential to conduct applied studies that result in experience reports with lessons learned. These lessons can guide researchers and practitioners in applying the most appropriate strategies for their context. In this work, we present our experience report of the research conducted in a large electronics company.

III. OUR APPROACH

As pointed out in Section II although the issue assignment problem has been studied and reported in the literature, there is no silver bullet solution once the approaches used to tackle this problem depend on the context. Hence, experience reports are useful to guide industrial projects’ choices, and this section presents the approach adopted to study the issue assignment problem in LGESP.

As a starting point, we decided to use the CRISP-DM (CRoss Industry Standard Process for Data Mining) process

4Scopus Content Coverage Guide: https://www.elsevier.com/?a=69451
which was created for supporting researchers and practitioners in the execution of data mining industry projects. This decision was based on its characteristics that allow iterative conduction resulting in artifacts to be deployed and used by the company. Next, we describe the six phases of CRISP-DM and how we had conducted each of them.

A. Business Understanding

The first phase focuses on business understanding to clarify the fundamental requirements and objectives. This phase is quite essential to create a suitable plan for the project. In our case, we have done meetings with managers and team leaders to understand the problem’s details and how it impacts the company’s work. Also, it was possible to establish a quick communication channel between the managers and the research team.

As a result of this phase, we have built a project plan describing the problem context, the goals, and the activity schedule. Regarding the problem context, we have identified that issues should initially be assigned to the leader of six different sub-teams ($ST_1, ST_2, ST_3, ST_4, ST_5, ST_6$) and these sub-teams were organized into two teams $T_A = \{ST_1, ST_2, ST_3\}$, and $T_B = \{ST_4, ST_5, ST_6\}$. Sub-teams have different responsibilities regarding bugs, e.g., a sub-team solves troubleshooting related to networks and protocols. In this way, leaders are responsible for distributing issues among specialists and engineers. This information is essential to design the auto-assignment model.[9]

B. Data Understanding

After business understanding, we analyzed the historical data – acquired from the company’s issue tracking system – aiming for initial insights and identifying the relationship among data attributes and issues’ assignments.

The raw data included the following attributes: key (an unique identifier), summary (the issue’s subject), assignee (the user who was manually assigned to fix the issue), reporter (the user that reported the issue), components (which software components were affected), priority (values ranged from P0 to P3), attach # (number of files attached to the issue), created (date of creation), updated (date of last update), due date, labels (some user defined labels, similar to components), and description (the issue’s body text).

We have created a set of data visualizations using Tableau[6]. This exploratory data analysis helped us to understand the type and priority of issues, the evolution of the status, and the issue creation frequency. Then, we conducted meetings to discuss our observations, such as the correlation - visually observed from the data distribution - between some attributes and the final assignment (e.g., component and priority). According to the experts, this correlation occurs because some attributes are defined after the assignment and during the issue investigation.

In this phase, it was possible to improve the business knowledge, and it became clear that the machine learning models in our approach could use only textual attributes (summary and description), which are present since the issue is first reported.

C. Data Preparation

Regarding data preparation, CRISP-DM recommends the execution of many activities to build the final dataset. These activities include recovering raw data, performing attribute selection, data cleaning, creating new attributes, and transforming the dataset to be used in modeling tools.

| Teams | Sub-team | Instances |
|-------|----------|-----------|
| $T_A$ | $ST_1$   | 1,160     |
|       | $ST_2$   | 752       |
|       | $ST_3$   | 310       |
| $T_B$ | $ST_4$   | 1,691     |
|       | $ST_5$   | 1,363     |
|       | $ST_6$   | 408       |

In this work, we have initially retrieved 8,344 issues from January 2018 to August 2020. This period was chosen because several internal changes happened before 2018 that could affect the results’ quality. Then, we removed not closed, duplicated, and unassigned issues. After this preprocessing, 5,684 useful issues remained in the dataset. Table II presents the distribution by teams and sub-teams.

As discussed in the Business Understanding and in the Data Understanding subsections, we have faced the challenge of performing an automatic issue assignment for six sub-team leaders using only textual data to build the machine learning models (i.e., we need to predict the correct sub-team for the new issues from their report). Thus, it was necessary to apply natural language processing (NLP) techniques to the unstructured dataset (subject and description). First, we removed special characters and unwanted words (e.g., HTML tags, accentuation, decimal, and hexadecimal numbers, punctuation, and words with less than three characters). Then, the subject and description were joined. After, we turned the resulting text into tokens, removed stopwords, and applied the stemming algorithm[20].

In this work, we used a set of stopwords provided by the Rainbow project[21], and the stemming was based on the Lovins stemmer[22]. They were chosen due to their availability on WEKA and the ability to remove noise, improving the classifiers’ performance.

To conclude the data preparation, we used the StringToWordVector algorithm to convert the final text attribute into a set of features representing word frequency considering the TF-IDF algorithm[23] and the InfoGain algorithm to remove features that do not add information about the assignment.

D. Modeling

In the modeling phase, nine different classifiers were selected and applied to find the most suitable one to tackle the
problem. This selection was empirical and exploratory, aiming to cover classifiers with varying characteristics and considering the ones most used in the literature. The selected classifiers were Naïve Bayes, SVM (Support Vector Machines) provided by LibSVM library, J48, Random Forest, kNN (k-Nearest Neighbours), Logistic Regression, Naïve Bayes Multinomial Text, SGDText (Stochastic Gradient Descent adapted to deal with textual data), and Zero Rule (ZeroR), which is a simple classifier that chooses the majority class as the classification for all instances (used as a baseline) [24]–[32].

The modeling of these classifiers was performed using WEKA - a machine learning workbench [33]. In addition to being quite used in other works (see Table I), this tool enabled us to quickly build and evaluate several models.

E. Evaluation

The following questions guided the evaluation:

- **RQ1**: considering the company context, what is the suitable strategy (S1: classify the issues in just one step or S2: classify the issues in two steps) to perform the issue assignment?
- **RQ2**: which are the best classifiers to do this assignment?
- **RQ3**: how to deal with the imbalanced classes?
- **RQ4**: considering that new mobile technologies arise and others are no longer used; or even that the issues’ writing patterns changes over time according to new internal guidelines or process modifications, how often should models be retrained to maintain a high accuracy?
- **RQ5**: how much effort is saved by the auto-assignment when compared to the manual issue assignment?

Regarding the metrics used to analyze these RQs, we adopted accuracy, the harmonic mean of precision and recall, called F-Measure [34], and the average time spent in the assignment of one issue (measured in seconds). At this point, it is important to highlight that we did not use other common metrics such as MRR (Mean Reciprocal Rank) or top-k accuracy [35] because, in our case, a top-k recommendation does not bring value for the team leaders.

### TABLE III

| RQ       | Strategy                  | Experiment detail                     |
|----------|---------------------------|---------------------------------------|
| RQ1      | S1: considering the six sub-team leaders | E1: all classifiers |
| RQ2      | S2: classify the issues in two steps     | E2: all classifiers (teams)           |
| RQ3      | S3: undersampling            | E3: all classifiers (TA sub-teams)    |
| RQ4      | S6: sliding windows          | E4: all classifiers (TA sub-teams)    |
| RQ5      | S7: interview with the managers  | SGDText, Logistic Regression, and Random Forest |

Table III shows more details about the strategies used for answering each research question. To answer RQ1 and RQ2, all classifiers were evaluated, while for RQ3 and RQ4, only the best classifiers were used. In the case of RQ5, due to some restrictions, it was not possible to perform a more formal empirical evaluation (e.g., controlled experiment, or case study). Thus, we collected from domain experts the estimated effort spent on this activity to compare with the results achieved with our proposal. Section IV presents more details about the evaluation.

F. Deployment

The last phase is deployment. At this point, it is essential to take into account how the created models will be used.

In this project, it was decided that models should be made available as a Web service to facilitate the integration with the company’s issue tracking system. It was developed over the Docker container platform [36] with three main modules: an API following the REST architecture style [37], a Classification Service, and a Training Service. By default, the results generated by the Classification Service follow the JSON format. However, it is possible to export the results to CSV (comma-separated values) format, which is especially useful for batch classification.

Regarding Training Service, after a training round, the serialized model is stored in a Cloud bucket, and the performance metrics are kept in a NoSQL database. In this way, the user can choose the models to be used in the Classification Service.

In addition to the core services and API, the following features were developed to support the evolution of the whole process:

- **Training center and report**: with this feature, it is possible to start a new training of the best models, analyze reports with training performance metrics, and decide the suitable models to use in the Classification Service.
- **Batch classification**: with this feature, the manager can inspect the assignment service submitting a batch of issues, and getting a CSV file as a result. This file brings the issues data (key, summary, and description) and the team and sub-team classification result.

### IV. Experiments

RQ1 and RQ2 guided the investigation to find a suitable strategy and the best classifier to perform the issue assignment. Thus, four experiments were carried out (E1, E2, E3, and E4) in WEKA, with ten executions for each classifier and 10-fold cross-validation. Figure 1 shows a graphical representation of these strategies. The first one (S1) defines the classification in just one step to correctly define the issue sub-team. In contrast, the second strategy (S2) performs a classification in two steps, seeking, first to define which team each issue should be forwarded to and then to which sub-team. As S2 uses a classifier chain, we used Equation (2) to calculate its final accuracy, which gives the probability of correct predictions using the best classifiers in experiments E2, E3, and E4. This equation was defined based on the conditional probability that an issue belongs to a specific team/sub-team, and the classifier returns the correct prediction [38].

\[
Acc(S2) = [Acc(E2) \times 0.5] \times [Acc(E3) + Acc(E4)]
\] (2)

**WEKA website**: https://www.cs.waikato.ac.nz/ml/weka/index.html
After these four experiments, three resample strategies were evaluated: undersampling (S3), oversampling (S4), and SMOTE (S5) [34, 39, 40]. From this stage, all experiments were carried out with the best classifiers of the previous experiments. For S3 and S4, SpreadSubsample and Supervised Resample filters were used, respectively. In S4, the sample size was two times the percentage of data that belonged to the majority class. With SMOTE (Synthetic Minority Oversampling Technique), synthetic instances were created from the relationship between the number of instances in the majority class and the number of instances in the minority classes.

For answering RQ4, we sought to understand the practical challenges of using our approach to support the issue assignment. To do this, we analyzed how models’ accuracy decreased over time and used a sliding window to identify the most suitable frequency to repeat the training task. For this experiment, we used six months, one year, and two years as the training windows, and one week, one month, six months, and one year as the testing windows.

As previously mentioned, all experiments were supported by WEKA. The statistical analyses were performed in this tool’s experimentation environment, using the corrected paired t-test [41] with a significance level of 0.05.

Finally, for RQ5, we interviewed domain experts to collect data concerning the time spent with the manual issue assignment. This interview occurred in one of the project meetings, and it was focused on two questions: i) what is the frequency of this activity? ii) how much time is spent on it? Then, the time was converted to seconds to compare with the time spent using the automated assignment.

V. RESULTS AND DISCUSSION

This section brings the results obtained in our experiments and provides a discussion about them.

First, it was necessary to identify a suitable strategy to perform the issue assignment. This point is relevant because it was identified in the company’s process that it is crucial to have an assignment service with high accuracy in choosing the team (TA or TB). Thus, two strategies were analyzed: S1 and S2. Table IV shows the average accuracy and the F-Measure for each experiment. The values between parentheses represent the standard deviation. The asterisk (*) identifies values with no statistical difference compared to the best results highlighted in blue. Furthermore, the dash (-) identifies measures that could not be calculated, e.g., in WEKA, the SGDText classifier only deals with binary problems. Hence, it was used exclusively in the E2 experiment. All other tables in this work follow this convention.

For S1, the best result was obtained by Logistic Regression with 76.83% accuracy, and F-Measure equals 0.77. This was the only experiment in which another classifier with a statistically similar result was identified, namely the Random Forest with 76.03% accuracy and F-Measure equals 0.76.

To calculate the accuracy for S2, we used Equation 4 using the best results obtained in E2, E3, and E4. In E2, the models were trained to classify the correct team for each issue and the best result was reached by SGDText with 97.13% of accuracy and F-Measure 0.97. In E3 and E4, the objective was to classify according to sub-teams ST1, ST2, ST3, and ST4, ST5, ST6, respectively. The best results were achieved by Logistic Regression and Random Forest with 93.95% and 74.13% of accuracy, respectively. Applying 4, we have:

\[
\text{Acc}(S2) = [0.9713 \times 0.5] \times [0.9395 + 0.7413] \rightarrow 0.8163 \quad (3)
\]

Thus, it is possible to answer the RQ1 stating that, in our case, it is more accurate (81.63%) to conduct the classification in two steps (S2), considering the teams’ internal organization. This strategy also brings more value to the company due to the high success rate in team classification (97.13% with SGDText). For RQ2, the classifiers were the SGDText, Logistic Regression, and Random Forest. It is possible to find some works in the literature that also obtained good results with Logistic Regression, Random Forest, and algorithms based on Support Vector Machines [4, 7, 10, 11], e.g., SGDText. However, we did not find any work that used SGDText. This classifier implements a Stochastic Gradient Descent and operates directly on textual attributes. This adaptation to work specifically with textual data can explain the good achieved results.

For the SGDText classifier, the best results were obtained by training with a window of one semester and executing a new training every week. In contrast, for the Logistic Regression and Random Forest classifiers, the best configuration consisted of training with data from the last two years and retraining weekly. Here, it is important to highlight three points:

- the classifiers’ performance is negatively influenced by the data seasonality, i.e., for some periods, there is a large number of issues for team TA compared to TB;
- the models achieved better results with weekly retraining, probably due to the low number of new issues per week. On average, there are 40 new issues per week; and
- the classifications regarding teams (made by SGDText) and sub-teams ST1, ST2, ST3 (Logistic Regression) got accuracy greater than 82% for all window combinations.

![Fig. 1. A graphical representation of S1 and S2 strategies.](image-url)
After choosing the best strategy and the best classifiers, we conducted experiments to evaluate methods that dealt with class imbalance. At this point, three well-known strategies were analyzed: undersampling, oversampling, and SMOTE. The results, presented in Table IV show that none of these strategies improved the accuracy and F-Measure. The results without resampling and with SMOTE were statistically similar, and the other methods showed statistically inferior results. One reason for this is that these methods were not developed to handle textual data even when transformed into word frequency features. Thus, the imbalance problem needs further investigation, and the answer to RQ3 is that the most common resampling methods are not suitable for text classification.

Regarding RQ4, the models’ deterioration was analyzed in order to understand the impacts of the changes in the writing of the issues. Experiments were performed considering sliding windows to find a suitable size for collecting training data (training window) and the retraining frequency (test window). The results of these experiments are presented in Table V. The numbers in parentheses in the columns “Training Window” and “Testing Window” represent the data points used to calculate the metrics. The division does not always strictly follow the temporal pattern because, in some cuttings, there was not enough data for training (due to seasonality in the record of issues), and the learning process failed.

So, the most significant difficulty relies on the ST₁, ST₂, ST₆ classification (made by Random Forest), probably due to the similarity of the issues attributed to these sub-teams. Thus, to keep hit rates at the same level found in the cross-validation experiment (Table IV), the answer to RQ4 is that the models should be trained using data of the last two years and with weekly retraining.

Finally, for RQ5, we asked domain experts to estimate the time spent on assignments and how often this activity is performed. They replied that this activity is performed daily with an average time of 2 hours and 40 minutes (160 minutes). Considering 8,344 issues registered between January 2018 and August 2020 and the number of 696 working days in this period, we have an average of 12 issues per day. Thus, approximately 13 minutes (780 seconds) are spent per issue in the manual assignment, while the proposed assignment system takes only 161.55 milliseconds per issue, including HTTP

| Classifier         | S1       | E1       | S2       | E2       |
|--------------------|----------|----------|----------|----------|
|                    | Accuracy | F-Measure | Accuracy | F-Measure |
| ZeroR              | 97.13(0.63) | 0.97(0.01) | 93.95(1.47) | 0.94(0.01) |
| Naive Bayes        | 96.50(0.00) | 0.96(0.01) | 96.45(0.00) | 0.96(0.01) |
| SVM                | 97.16(0.65) | 0.97(0.01) | 97.16(0.65) | 0.97(0.01) |
| Logistic Regression| 97.16(0.65) | 0.97(0.01) | 97.16(0.65) | 0.97(0.01) |
| Random Forest      | 98.90(0.00) | 0.98(0.01) | 98.90(0.00) | 0.98(0.01) |
| J4                 | 97.15(0.65) | 0.97(0.01) | 97.15(0.65) | 0.97(0.01) |
| SGD Text           | 97.15(0.65) | 0.97(0.01) | 97.15(0.65) | 0.97(0.01) |

| Resample strategies | SGDText (E2) | Logistic Regression (E3) | Random Forest (E4) |
|---------------------|--------------|--------------------------|--------------------|
|                     | Accuracy | F-Measure | Accuracy | F-Measure | Accuracy | F-Measure |
| Without resampling  | 97.13(0.63) | 0.97(0.01) | 93.95(1.47) | 0.94(0.01) | 74.13(2.38) | 0.74(0.02) |
| Undersampling       | 96.50(0.00) | 0.96(0.01) | 96.45(0.00) | 0.96(0.01) | 70.96(2.74) | 0.71(0.03) |
| Oversampling        | 97.16(0.65) | 0.97(0.01) | 97.16(0.65) | 0.97(0.01) | 73.84(2.40) | 0.73(0.02) |
| SMOTE               | 97.16(0.65) | 0.97(0.01) | 97.16(0.65) | 0.97(0.01) | 73.84(2.40) | 0.73(0.02) |

| Training Window     | Testing Window | SGDText (E2) | Logistic Regression (E3) | Random Forest (E4) |
|---------------------|----------------|--------------|--------------------------|--------------------|
|                     | Accuracy | F-Measure | Accuracy | F-Measure | Accuracy | F-Measure |
| One Year (25)       | 97.15(0.65) | 0.97(0.01) | 97.15(0.65) | 0.97(0.01) | 97.15(0.65) | 0.97(0.01) |
| One Semester (70)   | 95.14(0.69) | 0.94(0.06) | 85.98(14.01) | 0.86(0.09) | 65.17(17.52) | 0.67(0.19) |
| One Month (16)      | 95.14(0.69) | 0.94(0.06) | 85.98(14.01) | 0.86(0.09) | 65.17(17.52) | 0.67(0.19) |
| One Semester (3)    | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) |
| One Month (10)      | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) |
| One Semester (4)    | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) |
| One Year (15)       | 97.15(0.65) | 0.97(0.01) | 97.15(0.65) | 0.97(0.01) | 97.15(0.65) | 0.97(0.01) |
| One Semester (1)    | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) |
| One Year (22)       | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) | 82.72(8.81) | 0.81(0.11) |

TABLE IV
RESULTS OF THE EXPERIMENTS CONDUCTED FOR RQ1 AND RQ2.

TABLE V
RESULTS OF THE EXPERIMENTS CONCERNING THE RESAMPLE STRATEGIES.

TABLE VI
RESULTS OF THE EXPERIMENTS USING SLIDING WINDOWS.
requests’ processing time. This average time was collected executing the automated assignment of 100 issues. However, we need to consider that only 81.63% of these responses will be correct on average (see Equation 3).

In that way, considering a day with 12 new issues, nine would be classified correctly, taking 1.45 seconds (9 issues $\times$ 161.55 milliseconds/issue)/1000 and three would be classified incorrectly taking 2,340 seconds to correct this misassignment (3 issues $\times$ 780 seconds/issue), resulting in 2,341.45 seconds or approximately 39 minutes. Here, it is worth mentioning two points: first, the average time spent to do the manual assignment (13 minutes) is high due to problems in the usability of the issue tracking system. This system does not have notifications for new issues, and it requires users to update their sessions many times a day. These problems improve the benefits of our proposal. Second, according to the domain experts, wrong assignments do not increase the assignment cost and complexity. So, this point was not included in our saving analysis.

We can then answer the RQ5 stating that there is a reduction of 75.62% in the time spent on this activity when using the automated strategy, even considering the errors. The time savings are approximately 40 hours per month, which represents a significant achievement for the teams.

VI. Lessons Learned

This study was not conducted to propose another algorithm to deal with the issue assignment. Instead, our goal is to present a report about how existent algorithms and processes can be applied in a real project and what we could learn from this experience. Thus, four lessons learned are discussed.

A well-defined project, an iterative process, and an open communication channel are essential: these three items are crucial for software projects, especially in an industry-academia partnership, to enable a productive experience exchange. In our case, a research project that is focused on improving the company’s processes, the CRISP-DM was decisive for achieving the project’s goals because it has well-defined steps and enables quick iterations focused on the practical problem. Also, the periodic meetings contributed to understanding the company’s particularities and needs.

Certain flexibility to add features to facilitate the use of new proposed solutions is a good practice: the relationship between industry and academia faces several challenges. Among them, we can highlight the difficulty of incorporating the knowledge and integrating the new solutions to the already existing context [24]. In our case, it was only requested a Web service accessible through an API for later integration with the company’s issue tracking system. However, due to the aforementioned challenges, it was decided to develop a series of additional functionalities (with graphical user interfaces) to support the automated assignment service’s maintenance and increase the team’s confidence in the transition period (from manual assignment to auto-assignment). Among these features, it is worth mentioning: i) batch classification in which it is possible to export the results to CSV files, allowing team leaders to test the tool before its integration; and ii) training and report center that automate the models’ creation from data that can be inserted by the leaders or obtained through the issue tracking API. These features increased managers’ confidence as they understood that there is a continuity plan without additional effort for maintaining the new tool.

The deterioration of the models should be investigated: the models’ deterioration is natural, especially when significant changes can occur in data over time. Thus, it is relevant to investigate this problem to create strategies to overcome it. In the literature, there are works proposing online methods to detect the accuracy decrease, such as monitoring changes in the assignee after the automated assignment [2]. In our case, this strategy was not adequate because it is common to change the issues’ assignee after a careful bug analysis. Thus, we opted for an investigation with offline experiments using sliding windows for training and testing. This was essential for choosing the retraining frequency and historical data window, facilitating the service maintenance.

Automated assignment can deliver value to the client even when the accuracy is not so high: when faced with a low accuracy such as those obtained by the Random Forest classifier for sub-teams $ST_4$, $ST_5$, $ST_6$, the first idea that comes up is to conduct more in-depth investigations to find new techniques that can improve this result. However, this decision may delay the delivery of preliminary results that already bring gains for the industry. In our case, even with a success probability of 81.63%, which can be seen as a low probability for a problem that has only six classes, the effort saved (79.98%) with these current models is still significant. Understanding this aspect allows the research team to be agile in delivering results throughout the process execution and with improvements made incrementally. This attitude avoids long waits for practical results and a lack of motivation.

We summarize our main insights taken from this industry-academia collaboration as follows. It is important to design the research project to adapt scientific rigor to the company’s spirit, prioritizing processes that deliver value frequently. Establish a trust relationship to avoid a sense of threat in employees. The research team’s flexibility to develop additional features with good usability is an appealing way to engage managers and domain experts. It is also essential to investigate and document strategies for maintaining all artifacts after the project’s end. Finally, even below optimal results can generate value for the company depending on the context and the research scope. Thus, we do not recommend delaying deliveries to try out too complex methods as the results can be just slightly better.

VII. Conclusions

This paper presented an industrial report about using machine learning to optimize the issue assignment in a large electronic company. In our case, the problem was to build intelligent models that could correctly distribute new issues according to the teams’ responsibility, given historical data.
As a result of this experience, we highlight the importance of a well-defined project, an iterative process, and an open communication channel between researchers and practitioners. It is also crucial to develop additional features to support service maintenance and investigate the models’ deterioration to define the suitable retraining frequency. Finally, depending on the context, even when accuracy is not so high, the automated assignment can represent a significant achievement for the teams due to the time/effort saved.

For future work, we intend to investigate the aspects used by the leaders to perform the manual assignment. With this information, we can create an expert system and integrate it with our learning models. Other interesting points are balancing for textual data and trying deep learning models.
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