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Abstract. We present two deep learning approaches to narrative text understanding for character relationship modelling. The temporal evolution of these relations is described by dynamic word embeddings, that are designed to learn semantic changes over time. An empirical analysis of the corresponding character trajectories shows that such approaches are effective in depicting dynamic evolution. A supervised learning approach based on the state-of-the-art transformer model BERT is used instead to detect static relations between characters. The empirical validation shows that such events (e.g., two characters belonging to the same family) might be spotted with good accuracy, even when using automatically annotated data. This provides a deeper understanding of narrative plots based on the identification of key facts. Standard clustering techniques are finally used for character de-aliasing, a necessary pre-processing step for both approaches. Overall, deep learning models appear to be suitable for narrative text understanding, while also providing a challenging and unexploited benchmark for general natural language understanding.
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1 Introduction

Due to the inherent complexity involved in textual data, narrative text understanding remains a challenging and relatively unexplored research area for AI. Here we consider narrative text, such as novels and short stories (broadly termed here as literary text) and try to address its lexical diversity and richness in terms of relations between entities 25. In recent years, Deep Learning (DL) approaches were found to positively impact Natural Language Processing (NLP) with impressive boosts in text extraction and understanding capabilities. This marginally concerns the area of literary text 17, where the application of DL models remains relatively unexplored. Some researchers modelled character networks using machine learning, mostly from a social network perspective based on generative models for conversational dialogues 115 not involving DL state-of-the-art approaches. Just a few works have been reported for character evolution and relational analysis 1329.
Here we evaluate the application of DL to literary text understanding. The goal is to describe character relationships within a novel and their evolution. Moreover, we also want to emphasize the potential of literary text as a challenging benchmark for state-of-the-art language models, whose major applications are typically in other domains such as biomedical literature [15] or fake news detection [26], where both the lexical richness and the intricacy of the inter-entities relations might be less intricate compared to literary domain.

To analyse the character relationships, both supervised and unsupervised DL techniques are considered here. A classification model to identify the relations between characters using BERT (Bidirectional Encoder Representations from Transformers, [8]) is trained from supervised data. BERT is successfully used in various classification tasks, but, to the best of our knowledge, not yet in the literary text domain. Moreover, manual annotation of training data in this field can be very expensive, this representing a strong limitation for this direction. To partially bypass this issue, here we also present a simple approach to automatically generate training data for character relation classification (focusing on family relations, such as parent of, sibling of).

At the unsupervised level, we consider the dynamic evolution of the characters over time (i.e., across the text). To do that, we learn vectors associated to different characters based on so-called dynamic or temporal embeddings [2], allowing to learn vectors over different slices inside the text (e.g., chapters or fixed amounts of text), while maintaining the vectors comparable over time because of a common initialization. We analyse the relations between characters by visualizing the character trajectories over time by low-dimensionality projections or the relative distances in the original, high-dimensionality, spaces or by considering the relative distances between the vectors.

Both techniques require a pre-processing step consisting in character detection, based on standard entity recognition techniques, and character de-aliasing, for which density-based clustering methods are adopted.

The paper is organized as follows. A review of existing work is in Section 2. Sections 3 and 4 report a discussion of, respectively, the supervised and unsupervised approaches. An empirical validation is in Section 5. Conclusions and outlooks are finally reported in Section 6.

2 Literature Review

The onset of DL has given drive to powerful data processing models, which facilitate NLP applications. In this context, systems that understand the semantic and syntactic aspects of a text are extremely important. Word embedding models such as Word2Vec [21], or Glove [23], as well as sentence embedding models such as USE (Universal Sentence Encoder, [6]) help in representing text as a mathematical object in a reliable way. The text representations using such embeddings along with NLP and deep neural networks [12,22] played a vital role in text extraction, classification and clustering.
Another major shift was the introduction of attention models and transformers \cite{28}, these are language models able to better understand text semantics by contextual analysis. BERT, ELMo \cite{24} and various versions of these models gave a big boost to recent NLP applications \cite{11}. Moreover, word embeddings, originally intended as static model of a given corpus, later led to the exploration of their dynamic evolution over time, this being mainly used to compare the semantic shifts of words over time and detection of word analogies \cite{15,16}. Notably, some of these works used BERT for story ending predictions and temporal event extractions \cite{10,19}. In the next sections, we show how these models can be applied to literary text understanding.

3 Character Trajectories by Temporal Word Embeddings

Both the unsupervised technique presented in this section and the supervised approach discussed in Section 4 require a reliable identification of the characters involved in the plot. This corresponds to a named entity recognition task, for which standard tools can be used.\footnote{E.g., see \url{https://nlp.stanford.edu/software/CRF-NER.html}} As same characters can occur in the text with different aliases (e.g., Ron and Ronald Weasley), a de-aliasing might be needed as an additional pre-processing step. We achieve that by a clustering of the named entities based on the DBSCAN algorithm \cite{3}. The entities are clustered using precomputed distances based on the sequence matcher algorithm, which finds the longest common subsequences.

After character identification and de-aliasing, learning the embeddings of the characters of a literary text is a straightforward task. As the learning of an embedding is based on contextual information, the only important condition is that a sufficient amount of co-occurrences of the characters in the text is available. If this is the case, the relative distances between the vectors can be used as proxy indicators of the relations between the corresponding characters. This can be also achieved for separate parts of a same text (e.g., chapters), provided that the amount of text remains sufficient for learning. In this way it is possible to capture the relations between characters for each part, but not to describe the dynamic evolution of the same character over the whole text. Vectors trained in different embeddings, even with the same dimensionality, are in fact not directly comparable.

The method employed in \cite{9} elegantly addresses this issue by aligning different temporal representations using a shared coordinate system. The model uses a skip-gram Word2Vec architecture, where the context matrix (the output weight matrix) is fixed during the training, while allowing the word embedding input weight matrices to change on the basis of co-occurrence frequencies that are specific to a given temporal interval. After training, model returns the context embeddings, that we are going to consider as a temporal word embedding. To achieve that, first, a static word embedding is trained with random initialization using the whole text and ignoring temporal slices.
Let us denote as $W$ the corresponding word embedding matrix and as $W'$ the corresponding context matrix. For each slice, we instead initialize the word embedding matrix with $W$ while keeping $W'$ as a frozen context matrix equal for all the time slices [9]. This initialization has been proved to force alignment and make it possible to compare vectors from embeddings associated to different time slices. The architecture is depicted in Figure 1. In particular, we adopt the dynamic initialization scheme proposed in [29], which appears to be more suitable for narrative text because of its intrinsic sequential nature.

Dynamic embeddings, generally used for word analogies, are considered here to describe and interpret relations by means of the trajectories spanned by the vectors associated to different characters. The character embeddings are represented in a visual space by dimensionality reduction [20] to understand the evolving relations between characters, in terms of time slices in a novel such as chapters or other parts of the text. This could be further related to character sentiments, clustering of emotions and other descriptions.

![Fig. 1. Training temporal embeddings](image)

4 **BERT-based Classification of Character Relations**

The unsupervised approach considered in the previous section describes the relation between characters in terms of relative positions of the corresponding vectors and their evolution. Here we consider a character relation extraction based on binary classifiers. This is a supervised approach based on a ground truth of annotated sentences where the two characters are identified together with a Boolean value expressing whether or not the relation under consideration is met. The character names or aliases are eventually replaced by anonymous placeholders, as this helps the model to learn the relationships by abstracting from the specific names.
For the learning phase, we use the BERT classification model. Its pre-trained model can be fine-tuned for classification with an additional output layer. BERT has a wordpiece tokenizer using two special tokens (SEP and CLS), which are used to encode valuable information of sentence structure and semantics after fine-tuning. The BERT-base has twelve transformer layers and in the classification task, the pooled token embedding from the CLS tokens is fed into a linear classifier for predictions. With the powerful attention mechanisms, BERT embeddings encode deep semantic and syntactic contextual information. The relation extraction problem is modelled as a single sentence classification task using BERT model. More details about this general architecture are in [8].

As creating ground truth in this field might be very expensive, we also discuss techniques for automatic data annotation. As an example, let us focus on family relations, where the problem is to decide whether or not there is familial relation between two characters. By increasing the neighbourhood parameter, the output of the DBSCAN clustering algorithm used for de-aliasing produces clusters in which the characters belonging to same family are together (as their second names remain same). E.g., in the Harry Potter books, we have clusters with the Potter and the Weasley family. These clusters are used for automatic creation of the positive samples in training data, while the remaining characters are used for negative sample generation.

5 Experimental Analysis

The above discussed approaches to character relation modelling (Section 3) and understanding (Section 4) are validated here with two novels: Little Women (LW) by L.M. Alcott (text length 197'524 words) and the first six books of the Harry Potter series (HP) by J.K. Rowling (885'943 words).

Family Relationship Classification. Due to the intricate nature of its plot and its length, HP is being often used as a benchmark for natural language understanding in literary domain [12,27]. As an application of the ideas discussed in Section 4, we consider the task of predicting whether or not a given pair of characters has a family relation or not. A BERT based classifier is used for that.

Out of six books, we use the sentences generated from five books as training set and the remaining book as a test according to a cross-validation scheme. For the training set, the automatic class labelling is done by creating clusters for the same family groups (see Section 4). The number of samples for each book is 160, 250, 239, 396, 478, and 231, the ratio of positive samples for each book being 30.0%, 39.2%, 28.9%, 38.6%, 62.6%, and 47.6%. BERT is used together with the Adam optimizer [14]. This gives a learning rate equal to \(2 \cdot 10^{-5}\), warm up equal to 0.1 and ten epochs. The results in Table 1 show reasonably good average performances and their standard deviations over the six books. Note that the aggregated values, corresponding to weighted averages, might be higher than those for negative or positive samples only.

---

2 See [https://github.com/huggingface/transformers](https://github.com/huggingface/transformers)
A test is also done on the LW benchmark with the HP training data. A lower F-score level (64%) is obtained, possibly related to an over-fitting effect. This might be relevant for literary texts, where the differences between different data (e.g., different texts of different authors) are typically stronger than in other domains.

It is important to note we have implemented a classification model whose predictions are at the sentence level. When coping with character pairs, it would be more appropriate to consider a higher level, i.e., prediction with respect to all the sentences that express the character pair relation. This is achieved by a bag of sentence approach, where a character pair is considered to have a relation, if at least one of the sentences is predicted as positive. For HP there are 85 entity pairs (12 positive and 73 negative) and the results are 9 positive (75%) and 66 (90%) negative pairs correctly predicted. Considering the intrinsic complexity of literary text, where sentences might have very complex structures, this might be regarded as a promising result and also advocate our strategy for the automatic generation of training set.

**Temporal Word Embeddings.** Following the discussion in Section 3, we train a temporal word embedding for the first six books of HP. We focus on the four characters which appear more frequently. The static embedding is trained with the whole text of each book, while the dynamic embeddings are based on sub-slices containing text of length equal to 1000 characters. For each character, we extract the corresponding trajectory for each book. For a better interpretation of the relations, we consider the main character (i.e., Harry) and plot the evolution over time of the relative (cosine) distances from the other characters. Since these vectors embed semantic information, it is expected that in the trajectories corresponding to smaller distances correspond to closer relations with Henry. In fact, the results in Figure 2 show that the trajectories of positive characters or friends (i.e., Ron and Hermione) move in a similar way. The main antagonist (i.e., Voldemort) is found instead to move in a different direction and at a higher distance.

A similar analysis for LW is reported in Figure 3. In this case we display a t-SNE [20] two-dimensional projection of the vectors over different groups of chapters for the four major characters (i.e., the four March sisters). As a comment, the temporal word embedding seems to capture the separation, during the central part of the plot, between the characters of Joe and Amy, i.e., the two characters who left their home town, and the other two sisters.
Fig. 2. Characters trajectories for *Harry Potter*

Fig. 3. Character trajectories for *Little Women*
6 Conclusion

In this paper, we presented supervised and unsupervised DL models for analysing and interpreting character relations in a novel. We used BERT classifiers for predicting the character relations, while an unsupervised approach based on temporal word embeddings was used to interpret the character relation evolution. Both methods are found to be promising to explore the relations involved within characters in a novel. Thus, the approaches can be further applied to literary text understanding for deriving character networks and hence studying the relations and sentiments involved. In future, we want to integrate these approaches to build a more user-friendly tool to analyse the character networks and use it for an extensive validation.
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