Abstract—This paper studies the minimum mean squared error (MMSE) of estimating $X \in \mathbb{R}^d$ from the noisy observation $Y \in \mathbb{R}^k$, under the assumption that the noise (i.e., $Y|X$) is a member of the exponential family. The paper provides a new lower bound on the MMSE. Towards this end, an alternative representation of the MMSE is first presented, which is argued to be useful in deriving closed-form expressions for the MMSE. This new representation is then used together with the Poincaré inequality to provide a new lower bound on the MMSE. Unlike, for example, the Cramér-Rao bound, the new bound holds for all possible distributions on the input $X$. Moreover, the lower bound is shown to be tight in the high-noise regime for the Gaussian noise setting under the assumption that $X$ is sub-Gaussian. Finally, several numerical examples are shown which demonstrate that the bound performs well in all noise regimes.

I. INTRODUCTION

The minimum mean squared error (MMSE) is an essential and ubiquitous fidelity criterion in statistical signal processing. However, the MMSE is often difficult to compute in closed-form, and we often need to rely on bounds. In terms of bounds, the attention typically falls on lower bounds as deriving a tight lower bound can often be a difficult task.

In this work, we derive a novel lower bound on the MMSE of estimating $X \in \mathbb{R}^d$ from the noisy observation $Y \in \mathbb{R}^k$. Towards this end, we present and study an alternative representation of the MMSE $\text{mmse}(X|Y)$. This new representation provides a new line of attack for direct computation of the MMSE and, together with the Poincaré inequality, allows us to derive a new lower bound on the MMSE. The focus is on the exponential family, which is described next. The class of probability models $\mathcal{P} = \{ P_{Y|X=x}, x \in \mathcal{X} \subseteq \mathbb{R}^d \}$ supported on $Y \in \mathcal{Y} \subseteq \mathbb{R}^k$ is an exponential family if the probability density function (pdf) of it can be written as

$$f_{Y|X}(y|x) = h(y)e^{(x,T(y)) - \phi(x)},$$  \hspace{1cm} (1)

where $T: \mathcal{Y} \rightarrow \mathbb{R}^d$ is the sufficient statistic function; $\phi: \mathcal{X} \rightarrow \mathbb{R}$ is the log-partition function; $h: \mathcal{Y} \rightarrow [0, \infty)$ is the base measure; and $\langle \cdot, \cdot \rangle$ denotes the inner product.

A. Related Work

Generally, there are three approaches for finding lower bounds on the MMSE, which result in three different families. The first family is known as Weiss–Weinstein family [11], and it includes important bounds such as the Bayesian Cramér-Rao bound [12] (also known as the Van Trees bound), the Bobrovsky–Zakai bound [3], the Barankin bound [4], and the Bobrovsky-Mayer-Wolf-Zakai bound [5]. The Weiss–Weinstein family relies on the Cauchy-Schwarz inequality, which establishes the following variational representation of the MMSE.

$$\text{mmse}(X|Y) = \sup_{\psi \in \mathcal{C}} \frac{||E[\psi(X,Y)X^T]||}{E[||\psi(X,Y)||^2]},$$

where

$$\mathcal{C} = \{ \psi: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X}: E[\psi(X,Y)|Y = y] = 0, y \in \mathcal{Y}, E[||\psi(X,Y)||^2] < \infty \}.$$

The aforementioned lower bounds are then attained by a clever choice of the function $\psi$ that results in a computationally feasible bound. One of the drawbacks of this family of bounds is that choosing the right $\psi$ can be challenging. In particular, to the best of our knowledge, all of the existing bounds require that the random vector $X$ has a pdf; as such, these bounds do not, for example, hold for discrete or mixed random vectors. The second family of lower bounds is known as Ziv-Zakai and it was originally proposed in [6] and later improved in [7], [8], [9]. Ziv-Zakai bounds rely on connecting estimation to binary hypothesis testing. A simple form of the Ziv-Zakai bound can be stated as follows,

$$\text{mmse}(X|Y) \geq \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (f_X(x) + f_X(x + h)) P_e(x, x + h) dh dx,$$

where $P_e(x, x + h)$ is the optimal probability of error for the following binary hypothesis problem,

$$H_0: Y \sim P_{Y|X}(y|x),$$

$$H_1: Y \sim P_{Y|X}(y|x + h),$$

where

$$\Pr(H_0) = \frac{f_X(x)}{f_X(x) + f_X(x + h)},$$

$$\Pr(H_1) = 1 - \Pr(H_0),$$

with $f_X$ being the pdf of $X$. While this family of lower bounds is typically very tight, it suffers from several drawbacks. First, it can be difficult to compute in closed-form. Second, while there are vector generalizations of this bound [10], typically, these generalizations contain another layer of optimization, which can make the computation difficult. Third, these bounds assume that $X$ has a density and cannot be used to study the MMSE of discrete or mixed random variables.

The third family of lower bounds uses a variational approach and it works by minimizing the MSE subject to a constraint on a suitably chosen divergence measure, for example, the
The key ingredient in the proof of our new lower bound on the MMSE is the Poincaré inequality \[12\]. The Poincaré inequality has found a number of applications in information theory and signal processing and the interested reader is referred to \[13, 14, 15, 16, 17, 18, 19, 20\] and references therein. Recently, the authors of \[21\] developed bounds on the MMSE using the log-Sobolev inequality, which has deep connections with the Poincaré inequality.

### B. Contributions and Outline

The contributions and the outline of the paper are as follows. The rest of this section presents relevant notation. Section \[11\] presents the new lower bound on the MMSE, and it shows its tightness in the high-noise regime for the Gaussian noise setting under the assumption that \( X \) is sub-Gaussian. Section \[11\] also provides several numerical examples that suggest that the new lower bound is indeed tight in all noise regimes. Finally, Section \[11\] is dedicated to showing the proof of a new representation of the MMSE, that was used in the proof of the lower bound. Section \[11\] also argues about the computational advantages of this new representation via an example.

### C. Notation

Deterministic scalar quantities are denoted by lowercase letters, scalar random variables are denoted by uppercase letters, vectors are denoted by bold lowercase letters, random vectors by bold uppercase letters, and matrices by bold uppercase sans serif letters. The smallest eigenvalue of a matrix \( A \) is denoted by \( \lambda_{\min}(A) \) and the smallest singular value is denoted by \( \sigma_{\min}(A) \); \( \text{Tr}(A) \) is the trace of \( A \); the left inverse of \( A \) with full column rank is defined and denoted by \( A^+ = (A^T A)^{-1} A^T \). \( I_k \) is the identity matrix of dimension \( k \), and \( 0_k \) is the column vector of dimension \( k \) of all zeros. The gradient of a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is denoted by \( \nabla_x f(x) = \left[ \frac{\partial f(x)}{\partial x_1}, \frac{\partial f(x)}{\partial x_2}, \ldots, \frac{\partial f(x)}{\partial x_n} \right]^T \in \mathbb{R}^n \). The Jacobian matrix of a function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is denoted by \( J_x f(x) \in \mathbb{R}^{n \times m} \) and defined as \( J_x f(x) = [\nabla_x f_1(x) \nabla_x f_2(x) \ldots \nabla_x f_m(x)] \). The log function is the natural logarithm; \( \langle \cdot, \cdot \rangle \) denotes the inner product; for a function \( g \), we let \( \mathcal{L}\{g\}(\cdot) \) denote the Laplace transform of \( g \).

### II. A New Lower Bound on the MMSE

In this section, we derive a novel lower bound on the MMSE. Towards this end, we first show a new representation of the MMSE, the base of which is the following identity, \( J_Y T(y)\mathbb{E}[X|Y = y] = \nabla_y \log \frac{f_Y(y)}{h(y)}, \ y \in \mathcal{Y} \), where it is assumed that \( P_{Y|X} \) belongs to the exponential family in \( \mathcal{I} \) with sufficient statistics \( T \) and base measure \( h \). The identity in \( \mathcal{I} \) is well-known in both statistic and information theory and it often goes under the name of Tweedie’s formula \[22, 23\]. The identity in \( \mathcal{I} \) can be restated using the information density, which for the distribution \( P_{X,Y} \) supported on \( \mathcal{X} \times \mathcal{Y} \) is defined as \( \iota_{P_{X,Y}}(x; y) = \log \frac{dP_{X,Y}}{d(P_X \cdot P_Y)}(x, y), \ x \in \mathcal{X}, \ y \in \mathcal{Y} \), \( \mathcal{I} \) with \( \mathcal{X} \times \mathcal{Y} \) is the identity matrix of dimension \( k \). Section III also argues about the computation advantages of this new representation via an example.

Theorem 1. Assume that \( P_{Y|X} \) has a pdf of the form in \( \mathcal{I} \) and that \( J_Y T(Y) \) has full column rank a.s. \( Y \). Then, \( \text{mmse}(X|Y) = \mathbb{E} \left[ \left( \langle J_Y T(Y) \rangle^T \nabla_Y \iota_{P_{X,Y}}(X; Y) \right)^2 \right] \).

The representation in Theorem 1 was already derived for the Gaussian noise case in \[24\]. There exists another alternative representation of the MMSE for the exponential family and the interested reader is referred to \[25\]. We also note that the classical representation of the MMSE requires the knowledge of the conditional probability \( P_{X|Y} \) in order to compute \( \mathbb{E}[X|Y] \). Theorem 1 is the classical representation, requires only the knowledge of \( f_{Y|X} \) (which is known) and of the marginal pdf \( f_Y \). Thus, such an alternative representation is potentially easier to handle; in Section III we will show an example of how such an alternative representation can lead to closed-form expressions for the MMSE.

The remaining of this section is dedicated to the derivation of a novel lower bound on the MMSE and its analysis. In particular, the main tool for obtaining our bound is the Poincaré inequality, which is formally discussed next.

#### A. Poincaré Inequality

Consider a class of functions \( A \). We say that a probability distribution \( P_U \) satisfies a Poincaré inequality with respect to \( A \) with a constant \( \kappa \geq 0 \) if \[12\]

\[
\mathbb{V}
\text{ar}(f(U)) \leq \frac{1}{\kappa} \mathbb{E} \left[ \|\nabla f(U)\|^2 \right], \ \forall f \in A.
\]

If \( \kappa = 0 \), we treat the right-hand side of \[6\] as infinity.

We are here interested in the conditional version of the Poincaré inequality, i.e., for a class of functions \( A \) we say that a conditional probability \( P_{Y|X = \mathcal{X}} \) (for a fixed \( x \in \mathcal{X} \)) satisfies a Poincaré inequality in \( \mathcal{I} \) with respect to \( A \) with a constant \( \kappa(x) \geq 0 \) if

\[
\mathbb{V}
\text{ar}(f(Y)|X = x) \leq \frac{1}{\kappa(x)} \mathbb{E} \left[ \|\nabla f(Y)\|^2 |X = x \right], \ \forall f \in A.
\]

Since \( x \in \mathcal{X} \) can be treated as a parameter of the distribution, the conditional and unconditional versions hold under the same conditions. There exist several sufficient conditions on \( A \) and
Convex Poincaré [26]. Let $P_{Y|X}$ be a product distribution and $\mathcal{A}$ be a set of functions such that $f \in \mathcal{A}$ is $f : [0,1]^k \to \mathbb{R}$, separately convex and the partial derivatives of which exist. Then, $\kappa_{\mathcal{C}}(x) = 1$.

- Bakry-Émery condition [27]: Let $\mathcal{A}$ be a class of continuously differentiable functions. Then,

$$\kappa_{\text{BE}}(x) = \max \left\{ \kappa : \nabla_Y^2 \log \left( \frac{1}{f_{Y|X}(y|x)} \right) \geq \kappa I_k, \forall y \in \mathcal{Y} \right\}. \tag{7}$$

If the set in (7) is empty, then we set $\kappa_{\text{BE}}(x) = 0$. We note that the Bakry-Émery condition in (7) simply requires that the distribution is strongly log-concave. As an example, the Bakry-Émery constant for the exponential family is given by the next proposition.

**Proposition 1.** Assume that $P_{Y|X}$ has a pdf of the form in (1). Then, for $x \in \mathcal{X}$, we have

$$\kappa_{\text{BE}}(x) = \max \left\{ 0, \kappa_{\text{BE}}(x) \right\},$$

$$\tilde{\kappa}_{\text{BE}}(x) = \min_{y \in \mathcal{Y}} \lambda_{\min} \left( \nabla_Y^2 \log \left( \frac{1}{h(y)} \right) - \nabla_Y^2 \langle x, T(y) \rangle \right),$$

where $\nabla_Y^2$ denotes the Hessian.

**Proof:** We have

$$\nabla_Y^2 \log \left( \frac{1}{f_{Y|X}(y|x)} \right) = -\nabla_Y^2 \left( \log (h(y)) + \nabla^2 \langle x, T(y) \rangle \right) - \phi(y) \geq \lambda_{\min} \left( \nabla_Y^2 \log \left( \frac{1}{h(y)} \right) - \nabla_Y^2 \langle x, T(y) \rangle \right) I_k,$$

which concludes the proof of Proposition 1.

- Laplace distribution [28]: Let $P_{Y|X=x}$ have a Laplace pdf (i.e., $f_{Y|X}(y|x) = \frac{1}{2} e^{-|y-x|}$) and $\mathcal{A}$ be a set of all functions $f : \mathbb{R} \to \mathbb{R}$ that are continuously differentiable and $\lim_{x \to \pm \infty} e^{-|x|} f(x) = 0$. Then, $\kappa_{\text{Lap}}(x) = \frac{1}{4}$.

**B. A New Lower Bound on the MMSE**

We here leverage the result in Theorem 1 to derive a new lower bound on the MMSE for the exponential family (i.e., we assume that $P_{Y|X}$ has a pdf of the form in (1)). Our new lower bound on the MMSE is given by the next theorem.

**Theorem 2.** Assume that the following three conditions hold:

1) For all $x \in \mathcal{X}$ the distribution $P_{Y|X=x}$ has a pdf of the form in (1) and satisfies a Poincaré inequality with respect to $(\mathcal{A}, \kappa(x))$;

2) $y \mapsto \iota_{P_{XY}}(x; y) \in \mathcal{A}$ for every $x$ such that $\kappa(x) > 0$;

3) There exists a $\rho \geq 0$ such that for all $y \in \mathcal{Y}$,

$$\sigma_{\min} \left( \mathbf{J}_y T(Y) \right)^2 \geq \rho.$$

Then,

$$\text{mmse}(X|Y) \geq \rho^2 \mathbb{E} \left[ \kappa(X) \text{Var}(\iota_{P_{XY}}(X; Y)|X) \right]. \tag{9}$$

**Proof:** We have

$$\text{mmse}(X|Y) = \mathbb{E} \left[ |X - \mathbb{E}[X|Y]|^2 \right] \tag{a} \geq \rho^2 \mathbb{E} \left[ \|\nabla Y^I P_{XY}(X; Y)\|^2 \right] \tag{b} \geq \rho^2 \mathbb{E} \left[ \|\nabla Y^I P_{XY}(X; Y)\|^2 |X| \right] \tag{c} \geq \rho^2 \mathbb{E} \left[ \kappa(X) \text{Var}(\iota_{P_{XY}}(X; Y)|X) \right],$$

where the labeled (in)equalities follow from: (a) applying Theorem 1 (b) using condition 3) in Theorem 2 and the inequality $\|A_x\| \geq \sigma_{\min}(A)\|x\|$; and (c) using a Poincaré inequality and conditions 1) and 2) in Theorem 2. This concludes the proof of Theorem 2.

**Remark 1.** Theorem 2 holds provided that three conditions are satisfied. Conditions 1) and 2) are required for the application of a Poincaré inequality in the proof of the bound. Specifically, in Section II-A we have listed a number of sufficient conditions for 1) to hold. Condition 2) requires that the information density $y \mapsto \iota_{P_{XY}}(x; y)$ belongs to some regular enough family of functions $\mathcal{A}$. Interestingly, such conditions are not difficult to find. Moreover, often these conditions only depend on $P_{Y|X}$ and are independent of $P_X$. For example, the information density for the exponential family in (1) is known to be infinitely differentiable for all distributions on $P_X$ [25]. Finally, condition 3) imposes a requirement on the sufficient statistics $T(y)$. This condition, for example, holds when $T(y)$ is a linear function (e.g., Gaussian, Wishart).

**C. Tightness in the High-Noise Regime**

We here show an example of $P_{Y|X}$ for which our lower bound in Theorem 2 is tight in the high-noise regime. Towards this end, we consider a scenario where

$$Y = X + N, \tag{8}$$

where $X$ and $N$ are independent and $N \sim \mathcal{N}(0_k, \sigma_N^2 I_k)$. In this case, the lower bound in Theorem 2 reduces to

$$\text{mmse}(X|Y) \geq \sigma_N^2 \mathbb{E} \left[ \text{Var}(\iota_{P_{XY}}(X; Y)|X) \right]. \tag{9}$$

It is noted that (9) is a new representation of the MMSE. Conditions 1)-3) are verified as follows. First, we note that for the model in (8), we have that $T(y) = y/\sigma_N^2$, which implies $\rho = \sigma_N^2$ in condition 3). To verify conditions 1) and 2), we use the Bakry-Émery condition presented in Section II-A, which first requires that $y \mapsto \iota_{P_{XY}}(x; y)$ is continuously differentiable for every $x$, which is a well-known fact, see for example [24]. Second, since $h(y) = \frac{1}{2} (\frac{y}{\sigma_N^2})^2 e^{-y^2/2\sigma_N^2}$, we can find the Bakry-Émery constant by applying Proposition 1, namely

$$\kappa(x) = \kappa_{\text{BE}}(x) = 1/\sigma_N^2.$$

The quantity $\mathbb{E} \left[ \text{Var}(\iota_{P_{XY}}(X; Y)|X) \right]$ has appeared in the past in [29], where it was termed as conditional information variance.
We now argue that the bound in (9) is tight in the high-noise regime. To do this, we recall the following high-noise behavior of the MMSE in the Gaussian noise setting.

\[
\lim_\sigma N \rightarrow \infty \text{mmse}(X|Y) = \text{Var}(X).
\]

At this point, it is interesting to point out that for the Gaussian noise setting, the Cramér-Rao bound is given by

\[
\text{mmse}(X|Y) \geq \frac{k^2 \sigma_N^2}{k + \sigma_N^2 J(X)},
\]

where \(J(X)\) is the Fisher information of \(X\). Hence, we obtain

\[
\lim_{\sigma N \rightarrow \infty} \frac{k^2 \sigma_N^2}{k + \sigma_N^2 J(X)} = \frac{k^2}{J(X)}
\]

which is equal to the variance if and only if \(X\) is isotropic Gaussian [24]. Thus, the Cramér-Rao bound is only tight for the class of isotropic Gaussian inputs in the high-noise regime, and otherwise is sub-optimal.

The next result shows that the lower bound in Theorem 2 is tight for a large family of prior distributions on \(X\).

**Theorem 3.** Assume that \(X\) is sub-Gaussian\(^1\). Then,

\[
\lim_{\sigma N \rightarrow \infty} \sigma^2 N \mathbb{E} \left[ \text{Var}(\ell(X; Y)|X) \right] = \text{Var}(X).
\]

**Proof.** To simplify the proof, without loss of generality, we assume that \(\mathbb{E}[X] = 0\). In addition, since we are looking at \(\sigma N \rightarrow \infty\), we assume that \(\sigma N > 1\) when we derive our inequalities. Now, let \(g(y) = (2\pi \sigma_N^2)^{\frac{3}{2}} f_Y(y)\) and note that

\[
\text{Var}(\ell(X; Y)|X = x) = \text{Var} \left( \frac{\|Y - X\|^2}{2\sigma_N^2} - \log f_Y(Y) \bigg| X = x \right)
\]

Next, observe that

\[
g(x + \sigma N z) = (2\pi \sigma_N^2)^{\frac{3}{2}} f_Y(x + \sigma N z) = (2\pi \sigma_N^2)^{\frac{3}{2}} \mathbb{E} \left[ f_Y(x + \sigma N z) \bigg| X \right]
\]

where the labeled inequalities/equalities follow from: (a) the bound \(e^{-\frac{|x|^2}{2\sigma_N^2}} \leq 1\); (b) the definition of first cumulant, which is equal to the first moment of \(X^T z\); and (c) the assumption \(\mathbb{E}[X] = 0\). Consequently, in view of (13) and (14), we obtain

\[
\lim_{\sigma N \rightarrow \infty} \sigma N \log (\tilde{g}(x + \sigma N z)) = -x^T z
\]

where the inequality in (a) follows by Jensen’s inequality, and the equality in (b) is due to the assumption that \(\mathbb{E}[X] = 0\).

We now leverage the following lemma, the proof of which is provided in Appendix A.

**Lemma 1.** Assume that \(X\) is sub-Gaussian. Then,

\[
\lim_{\sigma N \rightarrow \infty} \mathbb{E}_X \left[ \text{Var}_Z (\sigma N \log (\tilde{g}(X + \sigma N Z))) \right] = \mathbb{E}_X \left[ \text{Var}_Z \left( \lim_{\sigma N \rightarrow \infty} \sigma N \log (\tilde{g}(X + \sigma N Z)) \right) \right].
\]

We now focus on studying

\[
\lim_{\sigma N \rightarrow \infty} \sigma N \log (\tilde{g}(x + \sigma N z)) = -x^T z + \lim_{\sigma N \rightarrow \infty} \sigma N \log \mathbb{E} \left[ e^{-\frac{|x-x^T z|^2}{2\sigma_N^2}} \right],
\]

and we derive matching lower and upper bounds. For the lower bound, we have that

\[
\lim_{\sigma N \rightarrow \infty} \sigma N \log (\tilde{g}(x + \sigma N z)) \leq -x^T z + \lim_{\sigma N \rightarrow \infty} \sigma N \log \mathbb{E} \left[ e^{-\frac{|x-x^T z|^2}{2\sigma_N^2}} \right] - \frac{d}{dt} \log \mathbb{E} \left[ e^{t X^T z} \right] \bigg|_{t=0}
\]

where the labeled inequalities/equalities follow from: (a) the bound \(e^{-\frac{|x|^2}{2\sigma_N^2}} \leq 1\); (b) the definition of first cumulant, which is equal to the first moment of \(X^T z\); and (c) the assumption \(\mathbb{E}[X] = 0\). Consequently, in view of (13) and (14), we obtain

\[
\lim_{\sigma N \rightarrow \infty} \sigma N \log (\tilde{g}(x + \sigma N z)) = -x^T z.
\]

Combining (12), Lemma 1 and (15), we arrive at

\[
\lim_{\sigma N \rightarrow \infty} \sigma^2 N \mathbb{E} \left[ \text{Var}(\ell(X; Y)|X) \right] = \mathbb{E}_X \left[ \text{Var}_Z (-X^T Z) \right] = \mathbb{E}_X \left[ \|X\|^2 \right],
\]

which concludes the proof of Theorem 3. \(\square\)
we here provide numerical evaluations for three ’toy’, yet a tightness result holds more generally. To support this fact, of prior distributions on $D$. Numerical Evaluations

BPSK Input.

3) Gaussian Input. We assume that $X \sim \mathcal{N}(0_k, \Sigma_X)$, i.e., $X$ is a Gaussian random vector. For this scenario, the MMSE is obtained as [31],

$$\text{mmse}(X|Y) = \text{Tr} \left[ \Sigma_X \left( I_k + \frac{1}{\sigma_N^2} \Sigma_X \right)^{-1} \right],$$  \hspace{1cm} (16)

and the Cramér-Rao lower bound evaluates to [2]

$$\text{mmse}(X|Y) \geq \frac{k^2}{\sigma_N^2 + \text{Tr}(\Sigma_X)}.$$  \hspace{1cm} (17)

In Fig. 1 we plot the MMSE in (16) (solid line), the Cramér-Rao bound in (17) (dotted line), and our bound on the MMSE in (9) (dashed line) versus different values of $\sigma_N^2$ for $k = 6$ and a randomly generated $\Sigma_X$, given by

$$\Sigma_X = \begin{bmatrix} 5.88 & -5.10 & 0.72 & -3.49 & 4.06 & 1.08 \\ -5.10 & 9.53 & 3.10 & 3.94 & -3.68 & -2.11 \\ 0.72 & 3.09 & 9.24 & -2.28 & -0.59 & 1.94 \\ -3.49 & 3.94 & -2.28 & 4.49 & -1.38 & -1.42 \\ 4.06 & -3.68 & -0.59 & 13.23 & 1.99 \\ 1.08 & -2.11 & 1.94 & -1.42 & 1.99 & 2.06 \end{bmatrix}.$$  \hspace{1cm} (18)

2) BPSK Input. We let $k = 1$ and assume that $X \in \{-1, 1\}$ with equal probability, i.e., $X$ is a Binary Phase Shift Keying (BPSK) signal with $P_X(1) = P_X(-1) = 1/2$. For this scenario, the MMSE is obtained as [32].

$$\text{mmse}(X|Y) = 1 - \int_{-\infty}^{\infty} e^{-\frac{2}{2\sigma_N^2}} \tanh \left( \frac{1}{\sigma_N^2} - \frac{y}{\sigma_N^2} \right) \ dy.$$  \hspace{1cm} (19)

In Fig. 2 we plot the MMSE in (19) (solid line) and our lower bound in (9) (dashed line) versus $\sigma_N^2$.

3) Sparse Input. We let $k = 1$ and assume that $X \sim P_X = (1 - \alpha)\delta_0 + \alpha \mathcal{N}(0, 1)$, where $\alpha \in [0, 1]$ and $\delta_0$ is the point measure at 0. Such input distributions are used to model sparsity and have been studied in [33], [34], [35], [36]. To the best of our knowledge, a closed-form expression for the MMSE is not known. In Fig. 3 we plot the MMSE (solid line) and our lower bound on the MMSE in (9) (dashed line) versus different values of $\sigma_N^2$ for $\alpha = 0.4$. In particular, the two curves were obtained via a Monte Carlo simulation with $5 \cdot 10^5$ iterations.

From Fig. 1, Fig. 2 and Fig. 3 we observe that our lower bound in (9) well approximates the MMSE even in the finite noise regime. Moreover, for the scenario of a Gaussian input in Fig. 1 our lower bound in (9) remarkably outperforms the well-known Cramér-Rao bound. Finally, we point out that for the scenarios of a BPSK input (Fig. 2) and a sparse input (Fig. 3), i.e., where $X$ has a discrete or a mixed distribution, commonly used lower bounds (e.g., Cramér-Rao) do not hold, whereas ours does. These examples suggest that our lower bound in (9) might indeed be tight (or offer a performance guarantee) even in the finite noise regime. Hence, it would also be interesting to characterize the behavior of our lower bound in the low-noise regime. However, in the low-noise regime, the MMSE has an intricate behavior, for example, it depends on whether the distribution of $X$ is discrete or continuous [37]; we leave this direction for future work.

III. PROOF OF THEOREM II AND ITS APPLICABILITY

In this section, we prove Theorem 2 which provides a new representation of the MMSE. Towards this end, we leverage the following proposition, which provides an expression for the gradient of the information density.

**Proposition 2.** For $x \in \mathcal{X}, y \in \mathcal{Y}$, we have that

$$\nabla_x I_{X|Y}(x; y) = J_y T(y)(x - \mathbb{E}[X|Y = y]).$$
Proof: Fix some \( x \in \mathcal{X} \). Then,
\[
\nabla_{y} \log f_{X}(x, y) = \nabla y \log h(y) + \nabla y f_{X}(y) - \nabla y \log f_{Y}(y)
\]
where the labeled equalities follow from: (a) the definition of the exponential family in (1); (b) using the fact that \( \nabla_{y} \log f_{X}(x, y) = \nabla_{y} f(y) \); and (c) using the identity in (4). This concludes the proof of Proposition 2.

Proof of Theorem 1. We are now ready to prove Theorem 1. The proof goes as follows. Since \( J_{Y} T(Y) \) has full rank a.s. \( Y \), then the pseudo inverse \( (J_{Y} T(Y))^{+} \) exists a.s. \( Y \). Using Proposition 2, we have that a.s. \( Y \),
\[
\nabla_{y} \left| \nabla_{y} T^{+} \right| = J_{Y} T(Y)^{+} \nabla_{y} \log f_{X}(x, y) \nabla_{y} \left| \nabla_{y} T^{+} \right|
\]

To complete the evaluation of the MMSE in Theorem 1 we need to compute \( \frac{d}{dy} \log f(y) \), where
\[
f(y) = \int_{0}^{\infty} f_{Y}(y|x) f_{X}(x) \, dx
\]

A. Example: Univariate Normal with Unknown Variance with Gamma Prior

To show an application of the new representation of the MMSE in Theorem 1 we here consider the following model,
\[ Y = \frac{Z}{\sqrt{2\pi}} \]
where \( Z \) is the standard normal random variable, i.e., \( Z \sim \mathcal{N}(0, 1) \) and \( X \) is the unknown variance drawn from the gamma distribution with \( \alpha > 0 \) shape, and \( \beta > 0 \) rate, i.e.,
\[ f_{X}(x) = \frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x} \]
where \( \Gamma \) is the gamma function.

Using the channel model in (21), we therefore obtain,
\[ f_{Y|X}(y|x) = \sqrt{\frac{x}{\pi}} e^{-xy^{2}} \]

The conditional pdf in (23) can be mapped to the exponential family in (1) through the following mapping,
\[ h(y) = \sqrt{\frac{1}{\pi}} \phi(x) = -\log(\sqrt{x}), \quad T(y) = -y^{2} . \]

We now evaluate the MMSE expression in Theorem 1 for our model in (21) with the mapping in (24). We note that
\[ \frac{d}{dy} T(y) = -\frac{1}{2y} \]

We now focus on deriving \( \frac{d}{dy} \log f_{Y}(y) \), where
\[ t_{P_{X,Y}}(x; y) = \log \left( \frac{f_{Y|X}(y|x)}{f_{Y}(y)} \right) = \log (f_{Y|X}(y|x)) - \log (f_{Y}(y)) \]

where \( f_{Y|X} \) is defined in (23). Hence, we obtain
\[ \frac{d}{dy} \log (f_{Y}(y)) = -\frac{d}{dy} (xy^{2}) = -2xy . \]

To complete the evaluation of the MMSE in Theorem 1 we need to compute \( \frac{d}{dy} \log f(y) \), where
\[ f(y) = \int_{0}^{\infty} f_{Y}(y|x) f_{X}(x) \, dx
\]

where (a) follows from using the expressions for \( f_{X} \) and \( f_{Y|X} \) in (22) and (23), respectively, and (b) follows from using the Laplace transform for a function with a \( b \) power frequency shift. Thus, we obtain
\[ \frac{d}{dy} \log f(y) = \frac{1}{f_{Y}(y)} \frac{d}{dy} f(y) = -\frac{2(\alpha+1)}{y^{2}+\beta} . \]

Finally, by substituting (25), (26) and (27) inside the MMSE expression in Theorem 1 we obtain
\[ \text{mse}(X|Y) = \mathbb{E} \left[ Y - \frac{X + \frac{1}{2}}{Y^{2} + \beta} \right]^{2} \]
\[ = \mathbb{E} \left[ X^{2} \right] - 2 \left( \alpha + \frac{1}{2} \right) \mathbb{E} \left[ \frac{X}{Y^{2} + \beta} \right] + \left( \alpha + \frac{1}{2} \right)^{2} \mathbb{E} \left[ \frac{1}{(Y^{2} + \beta)^{2}} \right] . \]

We now compute the three expected values in (28). We have
\[ \mathbb{E} \left[ X^{2} \right] = \text{Var}[X] + (\mathbb{E}[X])^{2} = \frac{\alpha(\alpha+1)}{\beta^{2}} , \]

\[ \mathbb{E} \left[ \frac{X}{Y^{2} + \beta} \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{x}{y^{2} + \beta} f_{Y|X}(y|x) f_{X}(x) \, dx \, dy \]

\[ = \frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\infty} \frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\infty} \frac{1}{(y^{2} + \beta)^{\alpha+\frac{3}{2}}} dy \]

\[ = \beta^{-2} \Gamma(\alpha + \frac{3}{2}) \Gamma(\alpha + 2) \]

\[ = \frac{\beta^{-2} \Gamma(\alpha + \frac{3}{2}) \Gamma(\alpha + 2)}{\Gamma(\alpha) \Gamma(\alpha + \frac{3}{2})} = \beta^{-2} \frac{\alpha(\alpha+1)}{\alpha + \frac{3}{2}} . \]

\[ \mathbb{E} \left[ \frac{1}{(Y^{2} + \beta)^{2}} \right] = \int_{-\infty}^{\infty} \frac{1}{(y^{2} + \beta)^{2}} f_{Y}(y) \, dy \]

\[ = \frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\infty} \frac{1}{(y^{2} + \beta)^{\alpha+\frac{3}{2}}} dy \]

\[ = \beta^{-2} \Gamma(\alpha + \frac{3}{2}) \Gamma(\alpha + 2) \]

\[ = \beta^{-2} \frac{\alpha(\alpha+1)}{\alpha + \frac{3}{2}} . \]
By substituting the above inside (28), we obtain

\[ \text{mmse}(X|Y) = \frac{\alpha (\alpha + 1)}{\beta^2 (\alpha + \frac{1}{2})}. \]

We note that, in order to compute the MMSE above, we did not need to compute \( \mathbb{E}[X|Y] \) (which is needed by the classical representation of the MMSE), but only the marginal pdf \( f_Y \), which can be done by simple computations. Moreover, we also highlight that the MMSE above is in closed form, and this expression highlights that the MMSE only depends on the parameters of the gamma distribution.

**APPENDIX A**

**PROOF OF LEMMA 1**

Our objective is to show that the following two exchanges of the limit and expectation, and the limit and variance are permissible,

\[
\lim_{\sigma_N \to \infty} \mathbb{E}_X \left[ \text{Var}_Z (\sigma_N \log (\hat{g}(X + \sigma_N Z))) \right] \\
= \mathbb{E}_X \left[ \lim_{\sigma_N \to \infty} \sigma_N \log (\hat{g}(X + \sigma_N Z)) \right].
\]

Equivalently, by using the definition of the variance, we have to show that

\[
\lim_{\sigma_N \to \infty} \mathbb{E} \left[ f_{\sigma_N}(X, Z) \right] = \mathbb{E} \left[ \lim_{\sigma_N \to \infty} f_{\sigma_N}(X, Z) \right], \tag{29a}
\]

where

\[
f_{\sigma_N}(x, z) = (\sigma_N \log \hat{g}(x + \sigma_N z) - \mathbb{E}[\sigma_N \log \hat{g}(X + \sigma_N Z)])^2. \tag{29b}
\]

Towards this end, we start by noting that

\[
|\sigma_N \log \hat{g}(x + \sigma_N z)|
\]

- \( \leq \sigma_N \max \left\{ \log e^{\frac{|x - x(z) + 2z(x - X)^T \sigma_N z}}{2\sigma_N^2}} \right\}, \tag{a}
\]

- \( \leq \sigma_N \max \left\{ \log e^{\frac{2(x - X)^T \sigma_N z}{2\sigma_N^2}}, \right\} \tag{b}
\]

- \( \leq \sigma_N \max \left\{ \log e^{\frac{-(x - x(z))^2 + 2(z(x - X)) ^T \sigma_N z}{2\sigma_N^2}}, \right\} \tag{c}
\]

- \( \leq \sigma_N \max \left\{ \log e^{\frac{-x^T z}{\sigma_N}}, + \log e^{\frac{x^T z}{\sigma_N}}, \frac{x^T z}{\sigma_N} + \frac{\mathbb{E}[|x - X|^2]}{2\sigma_N^2} \right\} \tag{d}
\]

- \( \leq \|x\|\|z\| + \sigma_N \max \left\{ \log e^{\frac{x^T z}{\sigma_N}}, \frac{\mathbb{E}[|x - X|^2]}{2\sigma_N^2} \right\} \tag{e}
\]

\[
\leq \|x\|\|z\| + \sigma_N \max \left\{ \frac{B||z||^2}{\sigma_N^2}, \frac{2\|x\|^2 + 2\mathbb{E}[\|X\|^2]}{2\sigma_N^2} \right\} \tag{f}
\]

where the labeled inequalities/equalities follow from: (a) using the property that \( \log(x) = \max\{\log(x), -\log(x)\} \); (b) using the bound \( e^{-\|x\|^2/\sigma_N^2} \leq 1 \) on the first logarithm, and using Jensen’s inequality on the second logarithm; (c) the assumption that \( Z \) is sub-Gaussian for some constant \( \sigma > 0 \) and using the bound \( \|x - X\|^2 \leq 2\|x\|^2 + 2\|X\|^2 \); and (f) the assumption that \( \sigma_N > 1 \).

Now, we can use (30) to bound \( f_{\sigma_N}(x, z) \) in (29). We obtain

\[
f_{\sigma_N}(x, z) = (\sigma_N \log \hat{g}(x + \sigma_N z) - \mathbb{E}[\sigma_N \log \hat{g}(X + \sigma_N Z)])^2 \leq 2(\sigma_N \log \hat{g}(x + \sigma_N z))^2 + 2(\mathbb{E}[\sigma_N \log \hat{g}(X + \sigma_N Z)])^2 \leq 2(\sigma_N \log \hat{g}(x + \sigma_N z))^2 + 2\mathbb{E}[\sigma_N \log \hat{g}(X + \sigma_N Z)]^2 \leq 2\|x\|\|z\| + \max \left\{ \frac{B||z||^2, \|x\|^2 + \mathbb{E}[\|X\|^2]}{2\sigma_N^2} \right\}^2 + 2\mathbb{E}[\|X\|\|Z\| + \max \left\{ \frac{B||z||^2, \|x\|^2 + \mathbb{E}[\|X\|^2]}{2\sigma_N^2} \right\}]^2, \tag{31}
\]

the labeled inequalities follow from: (a) the fact that \( (a - b)^2 \leq 2a^2 + 2b^2 \); (b) using Jensen’s inequality; and (c) using the bound in (30).

Now, note that under the assumption that \( X \) is sub-Gaussian all moments are finite and hence, the quantity in (31) is integrable. Consequently, under the assumption that \( X \) is sub-Gaussian, the random variable \( f_{\sigma_N}(X, Z) \) is bounded by an integrable random variable, and we can apply the dominate convergence theorem to exchange the limit and the expectation and arrive at

\[
\lim_{\sigma_N \to \infty} \mathbb{E}_X \left[ \text{Var}_Z (\sigma_N \log (\hat{g}(X + \sigma_N Z))) \right] \\
= \mathbb{E}_X \left[ \lim_{\sigma_N \to \infty} \sigma_N \log (\hat{g}(X + \sigma_N Z)) \right],
\]

which concludes the proof of Lemma 1.
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