Machine learning to detect marine animals in UAV imagery: effect of morphology, spacing, behaviour and habitat
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Abstract
Machine learning algorithms are being increasingly used to process large volumes of wildlife imagery data from unmanned aerial vehicles (UAVs); however, suitable algorithms to monitor multiple species are required to enhance efficiency. Here, we developed a machine learning algorithm using a low-cost computer. We trained a convolutional neural network and tested its performance in: (1) distinguishing focal organisms of three marine taxa (Australian fur seals, loggerhead sea turtles and Australasian gannets; body size ranges: 0.8–2.5 m, 0.6–1.0 m, and 0.8–0.9 m, respectively); and (2) simultaneously delineating the fine-scale movement trajectories of multiple sea turtles at a fish cleaning station. For all species, the algorithm performed best at detecting individuals of similar body length, displaying consistent behaviour or occupying uniform habitat (proportion of individuals detected, or recall of 0.94, 0.79 and 0.75 for gannets, seals and turtles, respectively). For gannets, performance was impacted by spacing (huddling pairs with offspring) and behaviour (resting vs. flying shapes, overall precision: 0.74). For seals, accuracy was impacted by morphology (sexual dimorphism and pups), spacing (huddling and creches) and habitat complexity (seal sized boulders) (overall precision: 0.27). For sea turtles, performance was impacted by habitat complexity, position in water column, spacing, behaviour (interacting individuals) and turbidity (overall precision: 0.24); body size variation had no impact. For sea turtle trajectories, locations were estimated with a relative positioning error of <50 cm. In conclusion, we demonstrate that, while the same machine learning algorithm can be used to survey multiple species, no single algorithm captures all components optimally within a given site. We recommend that, rather than attempting to fully automate detection of UAV imagery data, semi-automation is implemented (i.e. part automated and part manual, as commonly practised for photo-identification). Approaches to enhance the efficiency of manual detection are required in parallel to the development of effective implementation of machine learning algorithms.
monitoring and management actions could be realized by developing ways to extract imagery data in an automated way. This would allow UAVs to be integrated in rapid response tools to mitigate threats or to assess phenological shifts in wildlife with the environment in real time (Anderson & Gaston, 2013; Hazen et al., 2018; Howell et al., 2015; Lichant et al., 2015).

Machine learning algorithms have already been developed to facilitate the annotation and extraction of information from images for commercial, biomedical and security-linked activities (Cruz & Wishart, 2006; Dalal & Triggs, 2005; Ko, 2008; Lecun et al., 2015; Redmon et al., 2015). However, the use of machine learning for detecting animals and plants in ecological settings remains limited, but has great potential (For review see Dujon & Schofield, 2019 or Olden et al., 2008 for review). A commonly used approach is to train a machine learning algorithm by showing examples of desired inputs and outputs, rather than programming a set of rules for all possible inputs (Jordan & Mitchell, 2015; Lecun et al., 2015). This approach is advantageous as the algorithm is less constrained, and it automatically learns and improves from experience (see Domingos, 2012; Lecun et al., 2015; and Thessen, 2016). The slow integration of machine learning by ecologists to detect plant and animals (Dujon & Schofield, 2019; van Gemert et al., 2015; Gray et al., 2018; Maire et al., 2015) is partly due to algorithms requiring days to train on powerful computers equipped with performant and expensive graphics processing units (GPUs, graphic cards that speeds up matrix-based computation), with no guarantee of success under a given ecological setting (Kaiming et al., 2017; Lamba et al., 2019; Raoult et al., 2020; Redmon et al., 2015; Ren et al., 2015). Consequently, most existing algorithms have limited application beyond the species and sites on which they are originally trained.

Here, we developed a convolutional neural network to detect and animals (Dujon & Schofield, 2019; van Gemert et al., 2015; Gray et al., 2018; Maire et al., 2015) is partly due to algorithms requiring days to train on powerful computers equipped with performant and expensive graphics processing units (GPUs, graphic cards that speeds up matrix-based computation), with no guarantee of success under a given ecological setting (Kaiming et al., 2017; Lamba et al., 2019; Raoult et al., 2020; Redmon et al., 2015; Ren et al., 2015). Consequently, most existing algorithms have limited application beyond the species and sites on which they are originally trained.

Here, we developed a convolutional neural network and validated the performance of this algorithm in: (1) distinguishing the focal organisms (termed regions of interest) of three marine taxa (Australian fur seals Arctocephalus pusillus, hereafter referred to as seals, loggerhead sea turtles Caretta caretta, hereafter referred to as sea turtles and Australasian gannets Morus serrator hereafter referred to as gannets) at different sites, allowing the acquisition of detection, distribution and count data, and (2) simultaneously delineating the fine-scale movement trajectories of multiple sea turtle individuals at focal in-water sites, allowing the acquisition of behaviour, movement and interactions. This algorithm can be implemented on personal computers (i.e. not using dedicated GPU acceleration) using freely available software (i.e. Python, keras and quantum GIS). We provide a readily accessible approach for using machine learning algorithms to optimise use in long-term wildlife monitoring.

**Materials and Methods**

**Data collection**

Imagery obtained from UAVs operated at three sites, supporting seals, sea turtles and gannets was used. These three species were selected because they are among the most studied taxa in research using UAVs (Dujon & Schofield, 2019; Raoult et al., 2020), in addition to encompassing a wide range of body sizes (0.8–2.5 m) and terrestrial and aquatic habitats, allowing us to demonstrate the potential versatility of the machine learning algorithm for different species and environments. For the seals, a DJI Phantom 4 Professional™ V2 (www.dji.com) was used to take photographs, with continuous forward flight at 35 m altitude along set routes (continuous speed of 4 m·s⁻¹) over a terrestrial colony at Kanowna Island, Australia (for details, see Supplementary Method 1). For the sea turtles, a DJI Phantom 3 Professional™ was used to collect video with continuous forward flight at 30 and 60 m altitude (providing horizontal field of views of 50 and 100 m, respectively) along set routes (continuous speed of 12 m·s⁻¹) above the sea at the breeding site of Zakynthos Island, Greece. Hover mode was also used on Zakynthos over a single site, a fish cleaning station to record turtle movement trajectories (for details, see Schofield et al., 2017). For the gannets, a Swellpro Splashdrone quadcopter (http://www.swellpro.com) was used with continuous forward flight to take photographs at 40 m altitude along set routes (continuous speed of 2 m·s⁻¹) over a breeding colony at Point Danger, Australia (for details, see Supplementary Method 1). All surveys for the three species were conducted during the daytime and with the camera oriented downward (−90° with respect to the horizon). For each species, altitude was selected to ensure detection while maximising the number of individuals captured to obtain abundance counts and minimising disturbance (see Allan et al., 2019; Raoult et al., 2020; Schofield et al., 2017). In particular, Raoult et al. (2020) showed that target and non-target species are at risk of disturbance when flying at altitudes of <50 m, thus, machine learning algorithms that are effective at these altitudes are required.

The algorithm was first developed using UAV video footage (24 frames per second, 3840 × 2160 pixels resolution) collected during continuous flight over sea turtles (body size range: 0.8–2.5 m) in a marine setting to obtain position data to determine trajectories. Data from 2 years were used: 2016 (n = 33 surveys, April–July; 1980 min total) and 2017 (n = 18 surveys, April to July; 1080 min total). For all datasets, the imagery data were manually reviewed by two observers with experience identifying turtles. We then applied the approach to test it in a terrestrial setting for the other two species, representing different body size objects for detection (gannet body size range: 0.8–9 m; seal...
body size range: 0.8–2.5 m). The gannet dataset consisted of a geo-referenced orthomosaic, with the whole colony appearing on a single image (see Supplementary Method 1 for details on data collection and pre-processing). The seal dataset consisted of 10 flights collected over 5 days in November and December 2019.

For hovering flight, to record movement patterns of multiple sea turtle individuals at once, we used footage from daytime surveys of a fish cleaning station (n = 4 surveys, June-July; 120 min total) frequented by sea turtles, over which the UAV was set to hover at 60 m (providing a horizontal field of view of 100 m).

Selection of a machine learning algorithm

We implemented a relatively simple convolutional neural network (i.e. compared to state-of-the-art object detection algorithms, Kaiming et al., 2017; Redmon et al., 2015; Ren et al., 2015). Specifically, the total number of steps required to train the model and apply it to new data could be implemented on a relatively inexpensive personal computer (i.e. laptop), without a dedicated GPU unit, which would be ideal for use in field settings or under restricted research budgets (the computer used in this study cost <$1150 USD). This contrasts with existing methods that require multiple days to train models using high-technology computers (e.g. with 12 or 16 GB memory costing >$3800 USD; Eikelboom et al., 2019; Gray et al., 2019). Rather than attempting to determine a convolutional neural network architecture from the beginning, which is very inefficient, we used a configuration that was successfully applied to a benchmark dataset previously. This also takes in account that the training step of a convolutional neural network requires considerably more computational resources than the animal detection step. We used a ‘convolution-convolution-pooling’ architecture that was previously applied to classify small images from a benchmark Canadian Institute for Advanced Research dataset (Krizhevsky, 2009). This dataset contains a mixture of images of common animals and transportation machines. For example, for sea turtles and gannets, the input layer of our model accepted 32 × 32-pixel images (in our case, animals or background) and 150 × 150 pixel images for seals, to account for differences in body size and background (the size of the input image was the same during the training of the model and its application on new data). This approach has the benefit of limiting the number of layers in the convolutional neural network and, hence, the number of parameters, which reduced the time required to train the model. For instance, a few hours was required for our network as opposed to several days, which is required for more complex models (e.g. 2 days for the network created for sea turtles by Gray et al., 2019). As demonstrated in Hasnapour et al. (2016), a well-crafted, yet simple and reasonably deep, architecture can sometimes perform on par with deeper and more complex architectures. The full architecture of the convolutional neural network for sea turtles is presented in Figure 1. Additional information on the functioning of convolutional neural networks is provided in Supplementary Methods 3. The final output of the convolutional neural network is a confidence score for a given window ranging from 0 (background) to 1 (animal) (Figure 1B).

Convolutional neural network training, validation and selection of a confidence threshold

For each species, we created an augmented dataset that was used to train the convolutional neural network (see Supplementary Methods 2 for full details). In brief, each positive and negative sample was duplicated and rotated in a range of orientations and was also flipped horizontally and vertically, generating additional augmented samples for each original sample. This step increases the performance of the convolutional neural network when limited data are available (see Simard, Steinkraus & Platt, 2003 and Zhang et al., 2017 for details on data augmentation). For sea turtles, our training dataset included 5 895 positive samples and 84 805 negative samples once augmented. We then split each augmented dataset into a training dataset (85% of positive and negative samples) that was used to fit the network and a validation dataset (15% of positive and negative samples), which, in turn, was used to estimate the network performance during the training process (Figure 1C).

We trained the network over 20 epochs (one epoch is the input of the entire training dataset through the model during training), with a categorical cross-entropy loss function using the ‘adam’ optimizer (see Kingma & Ba, 2015), the Rectified Linear Unit activation function and a mini-batch size of 84 (see Ioffe & Szegedy, 2015). A dropout rate of 0.5 was applied to each layer of the network to avoid overfitting (see Hinton, 2014). At the end of the training procedure, the network parameters for the epoch with the best performance on the training dataset were retained. Once the model was trained, we defined a confidence threshold of 0.55 to classify the samples as being part of the background (confidence <0.55) or being an animal (confidence >0.55) based on a sensitivity analysis of the true and false positive rates under varying confidence threshold values (see Supplementary Methods 3 for an example with sea turtles). The threshold was voluntarily set as a low value to avoid missing animals (similar to Gray et al., 2018) because we considered the cost of
missing an animal to be greater than manually reviewing false positives.

**Detection of animals**

One way of detecting animals on imagery data is to use a sliding window of a given size and stride and to classify each window using a convolutional neural network (for example, see Gray et al., 2018). However, this approach is exhaustive; for a $3840 \times 2160$ pixels frame, a $50 \times 50$ pixel and a step size of 25 pixels, over 13 000 windows per frame must be classified, which is computationally prohibitive (requiring 130 s to process a frame using our network and settings). Therefore, we aimed to reduce the

---

*Figure 1.* Steps involved in training a convolutional neural network to detect target organisms (in this case sea turtles with 1 m body length): (A) data collection, sample extraction and data augmentation; (B) definition of the architecture of a convolutional neural network showing the architecture used in this study and the operations performed by the network, including the number and resolution of detection filters; (C) training and validation of the convolutional neural network using a training and validation dataset; (D) application of the model to new data and trajectory reconstruction.
number of windows to process our network, and hence
the number of calculations. This was achieved by: (1)
reducing the number of pixels that had to be processed
(i.e. we downsized each frame to half its original size:
1720 × 1080 pixels, Tanimoto & Pavlidis, 1975); this
was implemented for sea turtles and gannets but not seals
(because body size is more variable between individuals in
seals compared to the two other species) and (2) identifying
homogeneous background by computing a fine grain
saliency map, on which the background appears as low
values, while areas noticeably different to the background
appear as high values (i.e. a potential animal in our case,
Montabone and Soto 2010, Figure 1D). Since the imagery
data that we used had very high resolution, reducing their
size by 50% was not an issue, nor was the computation
of saliency maps, which are well optimized within the
OpenCV python library (Bradski, 2000).

We then determined the coordinates of the local
maxima for each area with high saliency (each maxi-
mum was separated by at least 25 pixels), and extracted
a window around each coordinate, which was then class-
ified using the network to determine if it contained a
sea turtle or formed part of the background. This
approach reduced the number of windows required for
processing from 13 000 to 1000–3000 windows per
frame (<5–30 s processing time), depending on the
complexity of the background and species. Of note, the
number of local maxima per image can be easily
adapted depending of the performance of the computer
used.

Reconstruction of movement trajectory of
sea turtles
We first extracted and processed one frame per second of
video footage to ensure that consecutive frames over-
lapped (>50%) to increase the likelihood of detecting ani-
mals (i.e. reduce the effect of wind, sun glitter or
turbidity). Then, we used the Hungarian algorithm to
assign each location returned by the network to a trajec-
tory by minimising a linear cost function based on the
distance (in pixels) between locations in consecutive
frames (see Kuhn, 1955). This algorithm assigns each
location to its most likely trajectory and eliminates poten-
tial outliers. Thus, it was possible to estimate the move-
ment trajectory of all animals in a given field of view
during hovering.

Analysis of model performance for counting
animals applied to seals, gannets and sea
turtles
Estimating the performance of a network and its ability
to classify newly collected images correctly under a range
of scenarios (term generalization, Zhang et al., 2017) is
an important step of training a machine learning algo-
rithm. We used two common metrics of performance for
the convolutional neural network that was trained: (1)
recall, which quantifies how well the model detected
regions of interest (initially sea turtles), which was the
proportion of animals detected by the model and (2) pre-
cision, which quantifies the proportion of positive identi-
fications returned by the model that are actually correct
and is an indication of the number of false positives
returned by the model. The two metrics range between 0
(low performance) and 1 (maximum performance), and
their equations are respectively defined as:

\[
\text{Recall} = \frac{\text{Number of individuals detected by the algorithm in a video or still}}{\text{Number of individuals detected by humans observers in a video or still}}
\]  

\[
\text{Precision} = \frac{\text{Number of true positives}}{\text{Number of true positives and false positives}}
\]

For sea turtles, to investigate potential factors affecting
the probability of detecting each individual (i.e., recall),
we determined: (1) the number of frames in which each
sea turtle appeared with no sun glitter (0%) and with sun
glitter when overlaying <25%, 25–50% and >50% of
individuals, and adapting the classification of Hodgson
et al. (2003), (2) the position in the water of each indi-
vidual (seabed vs. water column), which was validated
using their shadows (i.e. sea turtles in the water column
cast a shadow on the seabed), (3) the average wind speed
based on data recorded by the UAV and data from
Zakynthos Airport weather station on the day of the sur-
vey and (4) water turbidity at two scales (clear vs. turbid).
Turbidity was classified using fixed landmarks in the
water (e.g. rocks and anchors) that were positioned at dif-
ferent seabed depths at the study site. If the landmarks
were clearly visible, we classified the water as clear; how-
ever, if the landmark was partially visible, or not visible at
all, the water was classified as turbid.

A Bayesian mixed effects logistic regression model was
used to investigate the potential factors influencing recall
performance, as this metric is a proportion. We included
UAV altitude (30 or 60 m), position of the sea turtle in
the water column, water turbidity, average wind speed
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and the number of frames with the different categories of sun glitter as fixed effects. We included each flight ID (i.e., 15 min based on battery length) as a random effect, to account for multiple non-independent sea turtle observations during flights (see Supplementary Methods 4 for full detail on the model) (Hodgson et al., 2013; Zuur et al., 2009). We used this model to test whether higher altitude, turbid water, sun glitter and average wind speed reduce the recall of sea turtles, and to detect possible interactions between these factors. In addition, we hypothesized that seabed depth impacts the recall of sea turtles (i.e., that sea turtles resting on the seabed at deeper locations are more difficult to detect). Therefore, we fitted an additional Bayesian mixed effects model between the recall of sea turtles resting on the seabed, water column depth in metres (as a fixed effect) and flight ID (as a random effect). After fitting the model, we used odds ratio (OR) as a measurement of size effect after fitting a Bayesian mixed effects model (Supplementary Methods 4).

For gannets, the algorithm was trained using the same architecture and protocol that we used on sea turtles. We used 30 individuals that were randomly selected from the colony (5% of total colony size) to generate 266 positive samples and 2184 negative samples to train the model after augmenting the dataset. It is often recommended that roughly the same number of positive and negative samples are used when training a machine learning algorithm (Buda et al., 2018). However, it is not always possible to balance the two types of samples, especially if the amount of imagery data is limited, which was the case for the gannets. Here, the difference between the number of positive and negative samples for the gannets was not an issue because the animals were clearly differentiated from the background, which facilitated the training of the convolutional neural network. For seals, the architecture was modified to accept larger input samples; however, the number of layers and general architecture of the network remained the same as for the other two species. In total, we used 9853 positive samples and 10 255 negative samples of seals to train the model after augmenting the dataset. For both gannets and seals, we quantified the recall for each trajectory, along with the relative positioning error of locations. The locations of all turtles within all frames processed by the algorithm were manually extracted (centre of the carapace was recorded as the turtle location and defined as the middle of a snip). The relative positioning error was defined as the distance (in cm) between the location returned by the algorithm and the location manually recorded. We then determined the mean relative positioning error for each trajectory.

### Reporting of statistics

We reported all of the parameters estimated from the Bayesian mixed effects models, followed by their 95% credible intervals between square brackets. The equations and details of the prior distributions are provided in Supplementary Methods 4. An explanatory variable was considered to have a significant effect on recall if the 95% credible intervals of the OR did not contain 1. Similarly, two proportions or odd ratios were considered significantly different if their 95% credible intervals did not overlap.

### Reporting of hardware and software

All calculations and video processing were completed on a Dell Inspiron 15 5000 Series laptop equipped with a 64-bit Windows 10© operating system, an Intel® Core™ i7-6500 CPU two cores processor cadenced at 2.5 GHz and 8 Gig of RAM. No GPU acceleration was used.

Manually cropped samples and coordinates were extracted using ImageJ software version 1.51k (Eliceiri et al., 2012). The general manipulation of frames, data augmentation procedures and computation of fine grained saliency maps were performed using the OpenCV version 3.4.0 python library (Bradski, 2000). The convolutional neural networks were trained using Keras python library version 2.4.3 (Chollet, 2015). The Hungarian algorithm was computed using scikit-learn version 0.18.1 python library (Pedregosa et al., 2012).

All Bayesian statistical analyses were performed using the ‘MCMCglmmm’ package (Hadfield, 2010) within the R software version 3.3.2. (R Development Core Team 2013). Geographical data were assimilated using Quantum-GIS software version 2.18 (QGIS Development Team 2015).

### Results

#### Counts of individual animals

The success of the machine learning algorithm varied depending on species and parameters, including...
morphology, spacing, behaviour and habitat uniformity. For the gannet colony (terrestrial; \( n = 587 \) individuals), the overall precision of the model was 0.74, with an overall recall of 0.94. Individuals (\( n = 56 \), 10% of the colony size) that were not detected by the algorithm were mostly juveniles that were partially hidden (i.e. overlapping) by their parents (Figure 2A). The habitat was uniform (sandy substrate), and all birds in the image were resting (not flying).

In comparison, for the colony of seals (also terrestrial-haul out site), the overall precision of the model was 0.27, with an overall recall of 0.79. This low result was driven by multiple factors, including habitat (the presence of seal-sized boulders), sexual dimorphism of adults, the small size of pups and the presence of creches in which pups aggregated (Figure 2B). The model was not able to distinguish between multiple accolated seals pups.

The precision and recall for the sea turtles in the sea was 0.20 and 0.75, when only using individuals in the sea surface layer (i.e. comparable to the conditions existing machine learning algorithms were trialled for sea turtles). At our study site, sea turtles were well-spaced (>10 m), and were all adults with no sexual dimorphism (both adult males and females measured between 0.6 and 1 m body length). However, the marine environment generated different issues in detection compared to terrestrial study sites, as individuals were distributed across a range of seabed depths from shore to 5 m. The logistic regression model indicated that the probability of detecting a sea turtle resting on the seabed was lower than that (recall 0.44; [95% CI: 0.40, 0.47]) of a turtle basking in the surface layer or in the water column (recall 0.74; [95% CI: 0.70, 0.77]). Detection decreased significantly with each additional meter in depth (OR: 0.51, [95% CI: 0.41, 0.62]), and was close to zero at a depth of 5 m (Figure 3B). In addition, when water was turbid, significantly fewer turtles resting on the seabed were detected when compared to clear conditions (OR: 0.23 [95% CI: 0.12, 0.40]) and those in the water column (OR: 0.84 [95% CI: 0.49, 1.55]). The altitude (either 30 or 60 m) at which the UAV was flown did not affect the recall of sea turtles, regardless of water turbidity (OR: 1.00 [95% CI: 0.97, 1.03]) or the position of turtles in the water column (OR: 1.01 [95% CI: 0.98, 1.03], Figure 3A). Similarly, the average wind speed (max 24.1 km h\(^{-1}\)) did not significantly affect the detection of sea turtles (OR: 1.02 [95% CI: 0.99, 1.04]). When the number of frames with no glint overlapping an individual processed by the algorithm increased, so did the probability of detecting an individual (OR: 1.33 [95% CI: 1.13, 1.53], Figure 3C). Frames where sun glint overlaid turtles reduced the detection rate (OR: 0.86, [95% CI: 0.67, 1.12], Figure 3C). The overall precision of the model when not accounting for any of the variables was 0.20.

Figure 2. (A) Recall (dark grey bars) and precision (light grey bars) of the convolutional network for gannets, seals and sea turtles. (B) Example of detection accuracy of the convolutional neural network for the gannet colony. Green dots represent individuals detected by both the human observer and convolutional neural network, black dot indicates individuals only detected by the human observer (mostly juveniles huddled with their parent), and red dots indicate false positives. Examples of factors impacting detection in (C) seals: body size (blue ovals: adult male, female and pup), spacing and behaviour (yellow ovals: pups huddling in creches) and habitat (green oval: seal-sized, shaped and coloured boulders); and (D) sea turtles: habitat complexity (purple oval: seagrass) hindering detection in deeper waters (yellow oval: c. 4 m seabed depth) and low contrast in shallower waters (red oval: <1 m seabed depth).
Focal movement of sea turtles

We recorded the movement of 20 sea turtles from five processed videos (Figure 4, Supplementary Table 1). Overall, the average detection rate was 63 ± 24% (range: 9–99%).

The average duration of the movement records was 250 ± 255 s (range: 18–689 s), which equated to an average number of 38 ± 14 locations per minute (range: 5–58). The overall relative average positioning error was 23 ± 13 cm (range: 0–183, see Supplementary Table 1 for details of each trajectory), with 99% of locations having a relative positioning error of <55 cm. As the sampling rate was high, the overall movement pattern of all individuals was captured well. Five trajectories had a detection rate of <50% (Figure 4), primarily because these individuals were positioned on the seabed (at ca 2.5 m deep, see Figure 2C).

Discussion

This study demonstrated that it is possible to train a small convolutional neural network to detect wildlife of <1 to >2 m in body size across aquatic and terrestrial systems, that is both user-friendly and can be run using open-source software libraries and low cost computing resources, which is vital for organizations with limited resources (ImageJ, Python and Keras, see Chollet, 2015;

Figure 3. (A) Overall recall of sea turtles as a function of UAV flight altitude, position of individuals in the water column and water turbidity. Error bars represent 95% credible intervals. (B) Effect of depth and water turbidity on the recall of sea turtles located on the seabed. (C) Effect of the number of frames in which sun glitter did not overlay sea turtles on recall, taking into account turtle position in the water column and water turbidity. Note, detection of sea turtles located in the water column was not affected by turbidity. In (B and C), the solid bold lines represent average recall, while shaded bands represent 95% credible intervals.
Eliceiri et al., 2012). Our approach is operable in the field, with a low-cost computing device that could be applied for real-time scenarios (i.e. as shark detection). However, this study also shows that the precision of the network varies with respect to species, morphology, spacing, behaviour and habitat. We recommend that these factors are considered when planning to use convolutional neural networks, or any other algorithm, to process UAV data of animals. A potential approach would be to use a machine learning algorithm for components of the data in which all four criteria are met and processing the remainder manually (such as the pup creches of seals).

We also demonstrated the potential of using this network to reconstruct the movement trajectories of individual animals, providing ecological information on how individuals move in relation to conspecifics or other organisms (predators or prey) and complementing remote tracking studies (Raoult et al., 2018; Schofield et al., 2017, 2019). Overall, automating the detection of wildlife represents a potentially useful tool for both researchers and managers to enhance monitoring effort and science-based approaches; however, our study also demonstrates that, in some circumstances, precision might require correction when conducting censuses. This could be partially achieved by accounting for imperfect detection of groups and individuals when estimating abundance (e.g. Clement, Converse & Royle, 2017). However, we demonstrate that the application of a machine learning approach provides enormous potential for semi-automating a previously tedious manual approach that would expedite image processing efficiency, especially with the increasing size of datasets and time series collections available.

While not state of the art, the performance of our network was comparable to other machine learning networks trained to detect and count birds, marine mammals and sea turtles (Gray et al., 2018; Hodgson et al., 2018; Maire et al., 2015) from UAV and aerial imagery data. Our model also outperformed older methods developed for terrestrial ecosystems (e.g. van Gemert et al., 2015) with the added advantage of users being able to fully train and run it on standard and older generation laptops (without a relatively expensive dedicated GPU), facilitating its use by organizations that potentially have limited access to funds, such as non-governmental organisations in developing countries. Furthermore, because we trialled our machine learning algorithm on three taxa (birds, reptiles and mammals) occupying two contrasting environments (terrestrial and marine), we were able to identify key parameters impacting detection and hence, performance. Performance might also be impacted by UAV model and mode of data collection (e.g. photographs vs. video); however, there was no noticeable impact on our analyses, as both video and photographic data were of very high resolution. Our algorithm partially overcame the challenge of detecting relatively small animals with high resolution imagery data (e.g. see Hu & Ramanan, 2017; Lalonde et al., 2017), being able to detect animals representing percentages as low as 0.0006% (1 m² out of 100,000 m²).
1750 m²) and 0.0002% (1 m² out of 6500 m² of the surface of a 4K resolution frame, as for sea turtles). Furthermore, our algorithm was not impacted by ranges of 50 cm in body size for sea turtles (i.e. adult sea turtles, 0.6–1 m variation across both males and females; Schofield et al., 2017). However, sexual dimorphism in seals (adult males vs. females) and the small size of pups meant that the model must be trained separately for each group category. This approach could be used if enough data were available (which was not the case in this study), because the network only required a few hours to train each species compared to a deep learning algorithm that has hundreds of layers that would typically require days to train (Lecun et al., 2015). Overall, more samples are required to train a model on complex backgrounds compared to simpler backgrounds when target species are elusive or when large variation in body size exists among individuals. We recommend including several thousand initial samples when training a convolutional neural network with an architecture like the one used in the current study. In addition, convolutional neural networks trained to solve an initial detection task can be reused as a starting point to train a model to solve a second detection task (termed ‘transfer learning’, Yosinski, Clune, Bengio, & Lipson, 2014). This could prove highly useful for implementing long-term monitoring programs where important parameters might not be detected initially, requiring the dataset to be re-evaluated. As the amount of data collected using UAVs increases, the implementation of machine learning models to process large amounts of imagery data will become an important step for long-term monitoring programs (e.g. Tabak et al., 2019; Villon et al., 2018).

Other parameters also impact detection by algorithms leading to false positive or negative estimates of animal numbers, with this issue potentially being exacerbated by machine learning tools (Domingos, 2012; Kampichler et al., 2010; Olden et al., 2008; Raoult et al., 2020). The uniformity of the habitat in which animals occur is a key issue influencing detection (Dujon & Schofield, 2019). For instance, the bird colony had a highly uniform background with high detection rates. In comparison, the seal colony was more heterogeneous, with the presence of sized boulders and cracks generating false positives. For sea turtles, detection was equivalent to previous studies (e.g. Gray et al., 2018) when the same conditions were used (e.g. surface layer individuals); however, when different sea depths were explored, including turtles occupying different positions in the water (seabed and water column), detection levels noticeably dropped. Interestingly, while previous studies have identified turbidity and glare/glitter of the sun as major issues in aquatic systems (Brack, Kindel, & Oliveira, 2018; Hodgson et al., 2013), we found that the longer a sea turtle appeared on the footage, the more likely it would be detected, thus overcoming these issues. Therefore, UAV speed could be adjusted to increase the time an individual is in a frame and the likelihood of detection. In parallel, by flying UAVs at 60 m altitude of 60 m, coverage is enhanced, with detection of turtles to depths of at least 5 m being possible.

In addition, we had issues with distinguishing pairs or groups of animals. Examples included juvenile gannets huddled with their parents (i.e. appearing as a single unit) or seal pups forming tight aggregations in creches. This issue has also been reported in previous studies of birds and mammals (Brack et al., 2018; Chabot & Francis, 2016). Other detection issues also include cases where an animal is partially hidden beneath an object (e.g. vegetation or cliff) or are only partially visible under water (Bonnin et al., 2018; Brack et al., 2018; Koh & Wich, 2012). In such instances, adjusting UAV altitude might not be sufficient; however, other approaches could be implemented, including measuring areas or segmenting an area considered to contain an animal by the network, for example by grouping pixels (Gonzalez et al., 2016; Maire et al., 2015). Alternatively, a convolutional neural network could be trained on specific animal body parts (i.e. head, flipper or tail). Specific approaches could be employed to overcome this issue, but would incur increased computational costs, which would require more expensive computers (see for example Hu & Ramanan, 2017; Lamba et al., 2019; Lecun et al., 2015).

We also demonstrated the utility of our network to record the fine scale movement of multiple animals at once, which is a potential advantage of UAVs, where the trajectories of individuals were assimilated separately and then overlaid (Gaspar et al., 2011; Raoult et al., 2018). This function provides a way of documenting how individuals move in relation to conspecifics, other organisms (prey and predators) and their environment (e.g. substrate/habitat type) without the need to capture and attach units (Schofield et al., 2019). In particular, our convolutional neural network generated more locations (on average one location every 2 s) with extremely high accuracy (<0.5 m) compared to commonly used tracking technologies for aquatic animals at a similar spatial scale; specifically, 70 locations per day of <70 m accuracy using Fastloc-GPS (Dujon et al., 2014, 2017, 2018) and 180 locations per day of <40 m accuracy for acoustic tracking using Vemco Positioning System (Stieglitz & Dujon, 2017). However, UAVs are limited compared to these technologies with respect to duration of monitoring (20–30 min battery life per flight for most commercial UAVs) and distance from user (Christie et al., 2016; Gonzalez et al., 2016; Koh & Wich, 2012). Therefore, using UAVs in combination with remote technologies could help advance ecological studies,
particularly of marine vertebrates (Hays et al., 2019), from tracking individuals to monitoring populations and communities (Schofield et al., 2019).

In conclusion, we demonstrated that while the same machine learning algorithm can be used with high accuracy within and across different species, no single algorithm can capture all components optimally, even within sites, due to the variable effects of morphology, spacing behaviour and habitat. We recommend that rather than attempting to fully automate detection of UAV imagery data, semi-automation is implemented (i.e. part automated and part manual, as with photo-identification). For instance, ‘regions’ of data where animals meet the criteria for optimal detection are automated, while ‘regions’ where this is not possible are processed manually, possibly using GIS-based orthomosiacs; however, the current need for powerful computers must be resolved first. Thus, approaches to enhance the efficiency of manual detecting are required in parallel to the development of semi-automated machine learning algorithms. Ultimately, this study provides a way of reducing the current gap between the field of machine learning and ecology, including conservation and management. We anticipate machine learning algorithm to be increasingly implemented in long-term monitoring programs, facilitating evidence-based conservation programs.
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