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Abstract

In the last decade, many works compared nonhyperbolic multiparametric travel-time approximations to perform velocity analysis. In these works, some analyses were accomplished, such as accuracy analysis and objective function analysis. However, no previous works compared the optimization algorithms to perform the inversion procedure concerning the processing time and the accuracy of each algorithm. As the shifted hyperbola showed the best results among the unimodal approximations in previous works, it was selected to be used in a comparison with five local search optimization algorithms. Each algorithm was compared concerning the accuracy by the minimization of the calculated curve to the observed curve. The travel-time curves tested here are conventional (PP) and converted wave (PS) reflection events from an offshore model. With this set of tests, it is possible to define which optimization algorithm presents the most reliable result when used with the shifted hyperbola equation concerning the processing time and the accuracy.
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1. Introduction

Several nonhyperbolic travel-time approximations were developed in last decades essentially for the velocity analysis step [4, 7, 24, 25, 28, 38], with different characteristics and proposals. These approximations have been tested and compared along the last decade for different situations and conditions, with different kinds of analysis [3, 17, 40-44]. Comparison of accuracy of the travel-time approximations, processing time of each approach and objective function analysis are some examples of tests performed so far. However, there is no works published in previous years that compare the optimization algorithm for this kind of problem.
The approximation proposed by Malovichko [25] is the first nonhyperbolic multiparametric approach proposed after the hyperbola equation [15]. In the previous works, it showed very good results and a unimodal behavior, what makes it able to be used with a local search optimization algorithm with no need of a multi start procedure. Thus, it is possible to perform the inversion minimizing the calculated curve with this equation to the observed nonhyperbolic travel-time curve.

The tests were performed with five local search algorithm to perform the optimization with the shifted hyperbola approximation [25], and therefore it were analyzed which one showed the best results concerning the accuracy and the processing time.

2. Materials and Methods

Dix (1955) proposed initially the hyperbola equation (Equation 1), where \( x \) is the vector of offsets, \( t_0 \) is the zero-offset travel-time and \( v \) is the RMS (Root Mean Square) velocity.

\[
t = \sqrt{t_0^2 + \frac{x^2}{v^2}}
\]  

However, it was not valid for layered media with large offsets, what leads Malovichko [25] to propose an approximation known as shifted hyperbola (Equation 2) which was also studied and derived by Castle [8-9] and de Bazelaire [14]. This approximation was developed to control the effect of large offsets in inhomogeneous media using the \( S \) parameter.

\[
t = t_0^2 \left( 1 - \frac{1}{S} \right) + \frac{1}{S} \sqrt{t_0^2 + \frac{Sx^2}{v^2}}
\]  

The \( S \) parameter (Equation 3) depends on the \( \mu_4 \) and \( \mu_2 \) by the relation \( S = \mu_4/\mu_2^2 \), where \( \mu_j \) \((j = 2, 4)\) is the \( j \)th velocity momentum (Equation 3).

\[
\mu_j = \sum_{k=1}^{n} t_k v_k^j / \sum_{k=1}^{n} t_k
\]  

and \( v_k \) is the interval velocity of the \( k \)th layer and \( t_k \) is the travel-time of the \( k \)th layer.

Once the optimization aims to minimize a function to find its least error, it is necessary to use a method which solves each kind of problem more efficiently [18]. Among many optimization algorithms [32], five methods were selected to be used aiming to reach the minimum value of the objective function in this work.

IMFIL (Implicit Filtering) is an implementation in Matlab of the implicit filtering algorithm, a local search algorithm with a deterministic sampling method for bound-constrained optimization. This kind of algorithm is useful for to minimize functions which are non-smooth, noisy, random or discontinuous [16, 21, 39].
The NEWUOA is the Powell’s model-based algorithm implemented in Fortran for derivative-free optimization. In this algorithm the inputs and lower bounds for the trust-region radius, and the number of function values to be used for interpolating the quadratic model [30-31].

NOMAD is an implementation in C++ of the LTMADS [5] and ORTHOMADS [2] method based in the concept of three approaches to handle general constraints: extreme barrier, filter and progressive barrier [1, 6]. This algorithm was proposed to solve nonlinear, nonsmooth, noisy optimization problems, and it works by a combination of the number of points evaluated minimum mesh size and the acceptable number of consecutives trials that failed to make an improvement in the value. A related implementation of this algorithm is a Matlab set of functions capable to solve bound-constrained, linear or nonlinear optimization problems that presents continuous, discrete, and categorical variables.

FMINSEARCH (Find Minimum Search) is an implementation in Matlab of the Nelder-Mead algorithm [29] which is based on the simplex method [22, 33]. This local search algorithm is focused in the use of a simplex, a polytope of \( n+1 \) vertices in \( n \) dimensions with edges of the same size, and it is useful for unconstrained optimization problems [10, 23].

SID-PSM (Simplex Derivative - Pattern Search Method) is a local search algorithm implemented in Matlab based on a pattern search method with the pool step guided by simplex derivatives [11, 12]. This kind of algorithm was created to solve unconstrained and constrained problems, and each search step is based on the optimization of quadratic surrogate models [13]. As the optimization methods shown previously are local search algorithms, it is necessary to use the multi-start procedure which is based on perform several inversions starting from different sets of initial points [19-20, 34-35].

To analyze the residual travel-time error is necessary to compare the difference between the observed curves to the calculated curve. In this work it is used the nonhyperbolic travel-time approximation known as shifted hyperbola proposed by Malovichko [25]. Previous works compared travel-time approximations among them for VTI (Vertical Transverse Isotropy) media [3, 17, 42], strong heterogeneity [41], and for OBN (Ocean Bottom Nodes) data [40, 43-44]. However, this work aims to compare different optimization algorithms to improve the results obtained with shifted hyperbola equation in previous works. Each inversion routine, for each optimization algorithm was composed by 1000 inversions. It were performed 100 inversion routines, to understand the stability of the problem. Then, it was computed the mean accuracy and the mean processing time to perform the analyses, once the problem showed to be significantly stable.

The proposed model to be used in this work (Table 1) is an offshore layered geological structure with a sandstone reservoir (\( V_p = 2952 \) m/s and \( V_s = 1593 \) m/s) sealed by a shale layer (5th layer). It was modeled considering the ray tracing for PP and PS events [26-27, 37]. The variation of physical properties as P-wave velocity, S-wave velocity and the ratio between \( V_p \) and \( V_s \) are shown in the Figure 1, where it can be clearly observed their relation with the depth. In Figure 2, it is possible to observe the simulated ray tracing which generated the travel-time curves and the seismograms used in this work to study the PP and the PS reflection event.
Table 1: The parameters of the Model: Layer thickness (Δz), P-wave velocity (\(V_P\)), S-wave velocity (\(V_S\)) and \(V_P/V_S\) ratio.

| Layer | Δz (m) | \(V_P\) (m/s) | \(V_S\) (m/s) | \(V_P/V_S\) |
|-------|-------|-------------|-------------|-------------|
| Water | 1052  | 1500        | 0           | -           |
| 1     | 298   | 1930        | 643         | 3.00        |
| 2     | 559   | 2127        | 1134        | 1.88        |
| 3     | 311   | 2357        | 1202        | 1.96        |
| 4     | 161   | 2554        | 1390        | 1.84        |
| 5     | 77    | 2733        | 1403        | 1.95        |

Figure 1: P-wave velocity (\(V_P\)), S-wave velocity (\(V_S\)) and \(V_P/V_S\) ratio profiles of the Model.

Figure 2: Ray tracing of the (A) PP wave reflection event and (B) PS wave reflection event of the Model.

3. Results and Discussions

The IMFIL algorithm presented the worst result for the PP (Figure 3A) and for the PS (Figure 3B) wave reflection event. NEWUOA algorithm showed the second highest errors for PP and PS.
events, even it being significantly lower than the errors showed by IMFIL algorithm. Almost indistinctly better, it can be observed the NOMAD algorithm with the third best results for the conventional and the converted reflection events. Just a little better than the previous algorithm, FMINSEARCH algorithm showed the second best results for both reflection events. SID-PSM is the algorithm which showed the best results for the PP and PS reflection events.

Concerning the processing time (Table 2), the IMFIL showed the lowest one for the both reflection events. Less than 9% slower to perform the inversion procedure, NEWUOA and NOMAD algorithms showed, respectively, the second and the third lower processing times. With a processing time around 12% higher than the IMFIL and a little slower than NEWUOA and NOMAD, FMINSEARCH showed the second best processing times. The highest processing time among all algorithms tested here was shown by SID-PSM algorithm, almost twice the processing time of the FMINSEARCH algorithm. In general, the PS reflection event showed higher processing times than the conventional reflection event, as it was predicted due to the higher complexity of this kind of event.

Table 2: The mean processing time (in seconds) to perform an inversion routine with each optimization algorithm for both reflection events.

| Algorithms   | PP event | PS event |
|--------------|----------|----------|
| IMFIL        | 74.2     | 77.4     |
| NEWUOA       | 78.8     | 80.3     |
| NOMAD        | 80.4     | 82.0     |
| FMINSEARCH   | 83.1     | 86.7     |
| SID-PSM      | 150.6    | 157.1    |

Figure 3: Relative errors in travel-time between the observed curve and the calculated curve with the approximation proposed by Malovichko [25] for each optimization algorithm for the (A) PP wave reflection event and (B) PS wave reflection event.
4. Conclusions and Recommendations

The IMFIL algorithm showed the worst set of results concerning the residual error and showed the lowest processing time, what makes this algorithm the worst for this kind of problem even with a good processing time. NEWUOA algorithm showed the second worst set of results for both reflection events, with the second higher residual error and the second best processing time. A very similar result was shown by the NOMAD algorithm, with a strongly similar result to the NEWUOA algorithm. However, for details, NOMAD showed the third best result with the third best processing time.

For both reflection events, FMINSEARCH algorithm showed the second best results very close to SİD-PSM algorithm. Even FMINSEARCH algorithm showing the second worst processing time it is just little higher than the previous algorithms tested here and almost twice faster than SİD-PSM algorithm, what leads the FMINSEARCH to be the best optimization algorithm to be used with this nonhyperbolic multiparametric travel-time approximation.
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