Abstract

This paper describes our system in SemEval-2022 Task 8, where participants were required to predict the similarity of two multilingual news articles. In the task of pairwise sentence and document scoring, there are two main approaches: Cross-Encoder, which inputs pairs of texts into a single encoder, and Bi-Encoder, which encodes each input independently. The former method often achieves higher performance, but the latter gave us a better result in SemEval-2022 Task 8. This paper presents our exploration of BERT-based Bi-Encoder approach for this task, and there are several findings such as pretrained models, pooling methods, translation, data separation, and the number of tokens. The weighted average ensemble of the four models achieved the competitive result and ranked in the top 12.

1 Introduction

Measuring sentence and document similarity is a task that has been studied for many years in the field of natural language processing. One of the applications is to identify whether news articles address the same subject. If news articles can be properly clustered, they can be used for a wide range of purposes, such as recommendation and displaying related articles. SemEval-2022 Task 8 attempts to tackle this task with multilingual news articles (Chen et al., 2022).

Nowadays, it is common for this kind of tasks to use transformer-based models like BERT (Devlin et al., 2019). There are several research directions, including post-processing (Li et al., 2020; Wang and Kuo, 2020), unsupervised learning (Zhang et al., 2020; Tiyajamorn et al., 2021), and supervised learning (Reimers and Gurevych, 2019; Thakur et al., 2021; Feng et al., 2020; Jiang et al., 2022). Here, since a labeled dataset was provided, we decided to use a supervised learning approach.

It is standard practice to combine two sentences as input when dealing with pairwise similarity of sentences in a supervised learning approach with BERT (Lin et al., 2021; Reimers and Gurevych, 2019). In contrast, we chose an approach that embeds each sentence separately. Figure 1 shows these two approaches, named Cross-Encoder and Bi-Encoder to follow the previous research (Thakur et al., 2021).

This paper describes our system in SemEval-2022 Task 8. First, we explain the experimental results by adopting the Bi-Encoder architecture rather than Cross-Encoder. We also present the following research questions: 1) which pretrained model works well when dealing with multilingual news articles, 2) what kind of pooling method is proper for this task, 3) is it useful for translating the other language into English, and 4) is there some effect of data splitting and max length? Our code is available at https://github.com/upura/semeval2022-task8-multilingual-news-article-similarity.

2 Task Description

SemEval-2022 Task 8 provides a dataset that contains pairs of news articles. The dataset contains the information like the language and URL of each arti-
Table 1: Language pairs in the training and evaluation dataset. There are eight language pairs in the training dataset, and an additional ten language pairs appear in the evaluation dataset.

| language-language | training | evaluation |
|--------------------|----------|------------|
| English-English    | 1800     | 236        |
| German-German      | 857      | 608        |
| German-English     | 577      | 185        |
| Spanish-Spanish    | 570      | 243        |
| Turkish-Turkish    | 465      | 275        |
| Polish-Polish      | 349      | 224        |
| Arabic-Arabic      | 274      | 298        |
| French-French      | 72       | 111        |
| Russian-Russian    | 287      | 287        |
| Chinese-Chinese    | 769      | 769        |
| Spanish-English    | 496      | 243        |
| Italian-Italian    | 411      | 213        |
| Polish-English     | 64       | 224        |
| Chinese-English    | 213      | 320        |
| Spanish-Italian    | 320      | 116        |
| German-French      | 35       | 35         |
| German-Polish      | 11       | 11         |

Figure 2: The histogram of the number of tokens. Left and right shows the number of tokens in the title and body text.

Figure 3: The overview of the developed system. Four neural networks output predictions and the final result is calculated by weighted average ensemble.

Figure 4: Base architecture of each neural network in the developed system.

hidden from the participants, consists of 4,902 pairs. The ranking of the task is determined by Pearson’s correlation between the labels in the evaluation dataset and the submitted predictions. Participants are allowed to submit their predictions five times per day, but none of the scores could be observed until the deadline. The leaderboard is also kept private until the end, so it is impossible to know the scores of the other teams.

3 System Overview

The developed system is outlined in Figure 3. The final prediction is calculated by a weighted average of the output of the four neural networks. Figure 4 illustrates the base architecture of each neural network. We use a Bi-Encoder approach where the two texts are entered into separate BERT. Each input is the combined title and body text of the article. As a pooling method, the representations of the last four CLS tokens are concatenated. CLS is the token to be attached to the beginning of an
input of BERT. At the end, the score is given based on the interaction of the two sentence vectors.

The rest of this section describes the key points of the system. First, we consider whether Cross-Encoder or Bi-Encoder should be used. Next, we address the perspectives of the research questions listed in Section 1: pretrained models, pooling methods, translation, data splitting, and maximum length. Finally, we explain the ensemble of models.

### 3.1 Cross-Encoder vs Bi-Encoder

In the Bi-Encoder architecture, each sentence is transformed into an embedding by BERT, and the sentence vectors are obtained by a pooling layer. Denote two vectors A and B, then their interactions are designed as distance and angle with reference to (Tai et al., 2015) in the following formula. Here, distance is calculated as an element-wise absolute error, and angle is calculated as an element-wise multiplication.

\[
\text{distance} = |A - B|, \quad \text{angle} = A \otimes B
\]

In addition to distance and angle, traditional features are also created and combined. We use Jaccard Index (Jaccard, 1912), Dice Index (Dice, 1945), and cosine similarity. These features may not work when dealing with pairs with different languages. However, when building a prediction model with LightGBM (Ke et al., 2017) using only these features, Pearson's correlation achieved 0.2989 in the evaluation data set. We believe that these features can contribute to some extent and combine them into the layer.

A comparison between Cross-Encoder and Bi-Encoder is reported in Section 4.1. The Cross-Encoder architecture for the comparison is shown in Figure 5. We use two BERT models, one with concatenated article headlines and one with concatenated body text. The pooling method and features are fixed to the same settings. The regressor is a simple fully connected layer.

### 3.2 Pretrained Models

We considered various pretrained BERT models of Hugging Face Transformers (Wolf et al., 2020). There are some multi-lingual pretrained models such as mBERT (Devlin et al., 2019) and XLM-R (Conneau et al., 2020) available\(^3\) and the following models are selected as candidates.

\(^3\)https://huggingface.co/docs/transformers/multilingual

- bert-base-multilingual-uncased
- bert-base-multilingual-cased
- xlm-roberta-base

Since none of the models performed badly, we used all of them for the final submission as shown in Figure 3. A comparison among models is reported in Section 4.2.

### 3.3 Pooling Methods

There are several ways to extract the sentence vector from the output through BERT. One of the simplest ways is to use the embedding of the CLS token in the final layer, but some methods are proposed to use information from other layers as well. A number of experimental results have been reported (Reimers and Gurevych, 2019; Gao et al., 2021; Jiang et al., 2022; Conneau and Kiela, 2018), but we believe that the results depend largely on the individual task. Therefore, we consider the following four methods.

- **CLS**: Concatenate the last four representations of CLS token.
- **CNN**: Use the convolutional neural network (CNN) to extract sentence vectors.
- **LSTM**: Use the long short-term memory (LSTM) for extracting sentence vectors.
- **MAX**: Use max-pooling to extract sentence vectors.

On the basis of the results of our experiments, we adopted the first method. A comparison among the pooling methods is reported in Section 4.3.

### 3.4 Translation

One of the ways of dealing with multilingual datasets is the translation. Here we examine a method of translating all datasets into English and using pretrained models in English.
Table 2: Experimental results of Pearson’s correlation for the validation and evaluation dataset. The columns named “pool” and “length” represent pooling methods and max length respectively.

| id | architecture       | model                          | pool  | folds | length | validation  | evaluation  |
|----|-------------------|--------------------------------|-------|-------|--------|-------------|-------------|
| 0  | Cross-Encoder     | bert-base-multilingual-cased   | CLS   | 5     | 512    | 0.7045      | 0.6188      |
| 1  | Bi-Encoder        | bert-base-multilingual-cased   | CLS   | 5     | 512    | 0.7688      | 0.6922      |
| 2  | Bi-Encoder        | bert-base-multilingual-uncased | CLS   | 5     | 512    | 0.7627      | 0.6940      |
| 3  | Bi-Encoder        | xlm-roberta-base                | CLS   | 5     | 512    | 0.7118      | 0.6153      |
| 4  | Bi-Encoder        | bert-base-multilingual-cased   | CNN   | 5     | 512    | 0.4892      | 0.3269      |
| 5  | Bi-Encoder        | bert-base-multilingual-cased   | MAX   | 5     | 512    | 0.7221      | 0.6313      |
| 6  | Bi-Encoder        | translation with bert-base-uncased | CLS  | 5     | 512    | 0.7505      | 0.6748      |
| 7  | Bi-Encoder        | bert-base-multilingual-cased   | CLS   | 20    | 512    | 0.7853      | 0.7107      |
| 8  | Bi-Encoder        | bert-base-multilingual-cased   | CLS   | 5     | 256    | 0.7427      | 0.6616      |
| 9  | Bi-Encoder        | bert-base-multilingual-cased   | CLS   | 5     | 128    | 0.7137      | 0.6355      |
| 10 | Bi-Encoder        | bert-base-multilingual-cased   | CLS   | 5     | 64     | 0.6744      | 0.5782      |
| 11 | Bi-Encoder        | bert-base-multilingual-cased   | CLS   | 5     | 64     | 0.7902      | 0.7425      |
| 12 | weighted average ensemble |                  |       |       |        |             |             |

We use Googletrans\(^4\) for the translation, and bert-base-cased as a pretrained model. In conclusion, the translation approach did not improve the performance of the multilingual models. A comparison result is shown in Section 4.4.

### 3.5 Data Splitting and Max Length

We also investigate the effect of data splitting and max length. The number of data partitions in cross validation (Blum et al., 1999) affects the number of available training samples. When the size of the training dataset is not very large, as in this task, it may affect the performance. The setting of the max length based on the distribution of the token size introduced in Section 2 is also an adjustable element. In general, news articles contain important information early in the article, so there is a possibility that a smaller max length works well.

For data splitting, it was suggested through the experiment that the larger the number of splits, that is, the larger the training dataset, the higher the performance. We set the max length to 512, because, in contrast to the hypothesis, the smaller max length led to the poor performance. Both comparison results are shown in Section 4.5.

### 3.6 Weighted Average Ensemble

In the weighted average of the models, the performance on the validation dataset was taken into account to determine the models to be used and their weights. In the final submission, we used the average of all models obtained in the cross validation process. In case of folds set 5, five models were generated. This means that \((5 + 5 + 5 + 20)\) models were used in Figure 3. The improvement through the ensemble is reported in Section 4.6.

### 4 Results

This section reports the experimental results that facilitated the design of the system described in the previous section. Table 2 lists the scores of Pearson’s correlation for the validation and evaluation dataset.

The validation dataset is extracted from the training dataset. The column named “folds” shows the number of folds in cross validation. That is, in case of folds set 5, 20% of the training dataset is removed for the validation. Each model is trained for seven epochs, and the scores with the best performance on the validation dataset are reported. In our experimental setting, the performance for the validation dataset converged after about five training epochs.

The scatter plots of the performance for the vali-

\(^4\)https://github.com/ssut/py-googletrans
dation and evaluation datasets are shown in Figure 6, and it can be observed that they are correlated. It is suggested that the improved performance on the validation dataset is also useful on the evaluation dataset, and that the validation framework works well.

The rest of this section describes the result in detail from the same perspective as in the previous section. The models in Table 2 are referred to as experiments 0-12 respectively, and their performances are compared for the discussions.

4.1 Cross-Encoder vs Bi-Encoder

Comparing the results of experiments 0 and 1, we see that the architecture of Bi-Encoder worked well rather than Cross-Encoder. There is a large difference of more than 0.06 in Pearson’s correlation. The results are only for this task and our experimental setup and should not be overly generalized. However, it is an interesting case study, as the results contrast with the use of Cross-Encoder in some of the previous studies presented in Section 1. The results suggest that it is important to try both Cross-Encoder and Bi-Encoder in the search for high performance.

4.2 Pretrained Models

The results of experiments 1-3 show the performance of each pretrained model. The model with bert-base-multilingual-uncased and bert-base-multilingual-cased performed better than xlm-roberta-base.

4.3 Pooling Methods

Seeing the results of experiments 1 and 4-6, we can say that the best pooling method in this task is CLS. It outperformed the other three methods.

4.4 Translation

The results of experiment 7 show that the translation approach did not improve the performance from experiment 1.

4.5 Data Splitting and Max Length

In experiment 8, the number of folds was changed from 5 to 20. This was not an exact comparison since the validation dataset was changed, but there was 0.03 improvement in Pearson’s correlation from experiment 1. For max length, we examined values from 64 to 256 in experiments 9-11. It was observed that the performance was getting worse as the max length was decreased.

4.6 Weighted Average Ensemble

The results of experiment 12 show that the weighted average of the models boosted the performance. It is important to highlight that when comparing experiment 8 and 12, the performance improved by only 0.005 on the validation dataset, but by more than 0.03 on the evaluation dataset. Table 3 describes the correlation between the experiments used in the final submission (1, 2, 7, and 8). We can see that there is a high similarity between experiments 1 and 8, where the only difference is the number of folds. It is also observed that the translation approach contributes to the diversity, because its correlation is low. This was our submission for SemEval-2022 task 8. The score 0.7425 for the evaluation dataset ranked 12th out of 32 teams.

4.7 Error Analysis

Here we describe the analysis results using labels of the evaluation dataset. First, a comparison of each pair of languages shows the performance differences observed in Table 4. The median absolute error for German-English is 0.2971, whereas German-Polish is 0.7751.

| language-langage     | median | samples | training |
|----------------------|--------|---------|----------|
| German-English       | 0.2971 | 185     | ✓        |
| Chinese-English      | 0.4092 | 213     |          |
| French-French        | 0.4231 | 111     | ✓        |
| Spanish-Italian      | 0.4251 | 320     |          |
| Polish-English       | 0.4286 | 64      |          |
| English-English      | 0.4662 | 236     | ✓        |
| Spanish-Spanish      | 0.5223 | 243     | ✓        |
| Spanish-English      | 0.5239 | 496     | ✓        |
| Polish-Polish        | 0.5256 | 224     | ✓        |
| Italian-Italian      | 0.5444 | 411     |          |
| Chinese-Chinese      | 0.5450 | 769     |          |
| Russian-Russian      | 0.5722 | 287     |          |
| Turkish-Turkish      | 0.5789 | 275     | ✓        |
| French-Polish        | 0.5855 | 11      |          |
| German-German        | 0.6030 | 608     | ✓        |
| Arabic-Arabic        | 0.6765 | 298     | ✓        |
| German-French        | 0.6905 | 116     |          |
| German-Polish        | 0.7751 | 35      |          |
forms relatively poorly, and their proportion in the evaluation dataset is high as shown in Table 1. Focusing on these language pairs may improve the overall performance of the system. It is noteworthy that even language pairs that are not part of the training dataset, such as Chinese-English, show excellent performance. It can be suggested that models pretrained in multilingual languages worked well.

Next, we identified the problem in obtaining the article body text by checking extremely incorrectly predicted samples. For example, consider the sample with pair_id equals 1512411298_1512618793 where the system predicted 3.555 and the correct answer was 1.000. We checked the body text of the article 1512618793 and found that the extracted text by the script was different from the actual body text for some reasons such as the page layout like advertisements or related articles.

5 Conclusion

This paper presented our exploration of BERT-based Bi-Encoder approach for SemEval-2022 task 8. The experiment showed that Bi-Encoder architecture worked better than Cross-Encoder. There are several findings, such as pretrained models, pooling methods, translation, data separation, and the number of tokens. The exploration of these different variants led to the creation of several diverse models. Finally, a weighted average ensemble of the four models achieved the competitive result.
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