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Abstract

Previous work on text coherence was primarily based on matching multiple mentions of the same entity in different parts of the text; therefore, it misses the contribution from semantically related but not necessarily coreferential entities (e.g., \textit{Gates} and \textit{Microsoft}). In this paper, we capture such semantic relatedness by leveraging world knowledge (e.g., \textit{Gates} is the person who created \textit{Microsoft}), and use two existing evaluation frameworks. First, in the unsupervised framework, we introduce semantic relatedness as an enrichment to the original graph-based model of Guinaudeau and Strube (2013). In addition, we incorporate semantic relatedness as additional features into the popular entity-based model of Barzilay and Lapata (2008). Across both frameworks, our enriched model with semantic relatedness outperforms the original methods, especially on short documents.

1 Introduction

In a well-written document, sentences are organized and presented in a logical and coherent form, which makes the text fluent and easily understood. Therefore, coherence is a fundamental aspect of high text quality, and the evaluation of coherence is a crucial component of many NLP applications, such as essay scoring (Miltsakaki and Kukich, 2004), story generation (McIntyre and Lapata, 2010), and document summarization (Barzilay et al., 2002).

A particularly popular model for evaluating text coherence is the entity-based local coherence model of Barzilay and Lapata (2008) (B&L), which extracts mentions of entities in adjacent sentences, and captures local coherence in terms of the transitions in the grammatical role of each mention. Following this direction, a number of extensions have been proposed (Elsner and Charniak, 2008; Elsner and Charniak, 2011; Lin et al., 2011; Feng et al., 2014), the majority of which focus on enriching the original entity features. An exception is the unsupervised model of Guinaudeau and Strube (2013) (G&S), which converts the document into a graph of sentences, and evaluates the text coherence by computing the average out-degree over the entire graph.

However, despite the apparent success of these methods, they rely merely on matching mentions of the same entity, but neglect the contribution from semantically related but not necessarily coreferential entities. For example, the text in Figure 1\textsuperscript{a} has no common entity in \textit{s}_2 and \textit{s}_3. However, the transition between them is perfectly coherent, because there exists close semantic relatedness between two distinct entities, \textit{Gates} in \textit{s}_2 and \textit{Microsoft} in \textit{s}_3, which can be captured by the world knowledge that \textit{Gates} is the person who created \textit{Microsoft} (represented by \textit{Gates-create-Microsoft}). In fact, the issue of absence of common entities between adjacent sentences is quite prevalent. Analyzing the CoNLL 2012 dataset (Pradhan et al., 2012), we found that 42.34\% of the time, adjacent sentences do not share common entities. As a result, methods which rely on strict entity matching would fail on these cases.

\textsuperscript{a}This work was partly done while the first author was visiting University of Toronto.

\textsuperscript{1}Based on a news item: http://www.cnbc.com/id/101576926
In 1980, [Gates]S licensed [86-DOS]O from [Tim Paterson]X for $50,000, which marketed it as [PC-DOS]X.

We wish to incorporate semantic relatedness between different entities into existing models to tackle the problem described above. In particular, we propose to capture such semantic relatedness between different entities with world knowledge represented as triples, e.g., **Gates-create-Microsoft**. Given a text to be evaluated, we first retrieve relevant world knowledge from multiple sources. For the unsupervised framework of G&S, we integrate knowledge into the original graph-based document representation, in which sentences are the nodes and edges are formed by shared entities and our world knowledge. Then, we adopt a dynamic programming algorithm to produce a coherence score for the text. For the supervised framework of B&L, we incorporate the world knowledge as a novel set of features into the original entity-based model, and train a model to discriminate different degrees of text coherence.

To evaluate the impact of incorporating semantic relatedness, we conduct experiments on two datasets, each of which resembles a real sub-task in the text coherence modeling: sentence ordering and summary coherence rating. On both tasks, across two frameworks, supervised and unsupervised, we perform a direct comparison between our enhanced model and the original one. On both tasks, our models are shown to be more powerful than the models relying on entity matching only. Moreover, for sentence ordering, world knowledge is shown to be especially useful on short documents.

2 Background

2.1 Entity-based local coherence modeling

The initial entity-based model was developed by B&L. It is based on the intuition that there exists a canonical order of how entities occur in the text. Therefore, we can model text coherence by measuring how mentions of various entities are distributed within the text. Specifically, for a given document \(d\), an entity grid is constructed in which the rows represent the sentences and the columns represent entities. Each grid cell \(r_{ij}\) corresponds to the syntactic role of entity \(e_j\) in sentence \(s_i\): subject (S), object (O), other (X), or nothing (−). For example, Figure 1b shows the entity grid of the text shown in Figure 1a. If an entity serves multiple syntactic roles in a sentence, its grammatical role is resolved according to the priority order: \(S > O > X > −\).

Based on the entity grid representation, a local coherence transition is defined as a sequence \(\{S, O, X, −\}^n\), representing the grammatical roles or absence of a particular entity across \(n\) adjacent sentences. Then, the document is encoded as a feature vector \(\Phi(d) = (p_1(d), p_2(d), \ldots, p_m(d))\), where \(p_t(d)\) is the normalized frequency of the transition \(t\) in the entity grid, and \(m\) is the number of predefined transitions. \(p_t(d)\) is computed as the number of occurrences of transition \(t\) among all entities in the entity grid, divided by the total number of transitions of the same length. Using this feature encoding, the model is then trained as a preference ranking problem between documents of different degrees of coherence.

2.2 Graph-based local coherence modeling

As mentioned previously, most extensions to the entity-based local coherence model focus on enriching the feature set (Filippova and Strube, 2007; Elsner and Charniak, 2011; Lin et al., 2011; Feng et al., 2014), all of which follow a supervised learning framework. To the best of our knowledge, the only exception is the unsupervised method proposed by...
G&S, which transforms the entity grid into a sentence graph and measures text coherence by computing the average out-degree of the graph. For a document \( d \), its entity grid is constructed first, following the method described in Section 2.1. Then, a bipartite graph \( G = (V_s, V_e, L, W) \) is constructed, where \( V_s \) is the set of nodes representing sentences in the text; \( V_e \) is the set of nodes representing entities; \( L \) is the set of edges associated with a weight \( w \in W \). An edge exists between a sentence \( s_x \) and an entity \( e \), if and only if \( e \) occurs in \( s_x \). Each edge is further associated with a weight \( w(e, s_x) \), determined by the grammatical role of the entity \( e \) in sentence \( s_x \): 3 for subject \( (S) \), 2 for object \( (O) \), 1 for other \( (X) \), and 0 for nothing \( (\cdot) \). Note that graph \( G \) consists of both sentence nodes and entity nodes.

Then, \( G \) is converted to another graph \( P \), which consists of sentence nodes only, where an edge connects two sentence nodes if and only if at least one entity is shared between these two sentences. In \( P \), the weight of each edge is computed by aggregating the edge weights in the original bipartite graph \( G \):

\[
w^{(P)}(s_x, s_y) = \sum_{e \in E_{xy}} w^{(G)}(e, s_x) \times w^{(G)}(e, s_y),
\]

where \( E_{xy} \) is the set of entities shared by two sentences \( s_x \) and \( s_y \), and \( w^{(G)}(e, s_x) \) is the weight of edge between entity \( e \) and sentence \( s_x \) as illustrated before. The coherence of the document is thus measured by the average out-degree of graph \( P \).

Although this method is purely unsupervised, it achieves a performance comparable with its supervised counterparts, e.g., B&L. However, since this method still relies on matching multiple mentions of the same entity, it misses the important contribution from those semantically related yet distinct entities, e.g. Gates and Microsoft in Figure 1a.

3 Finding relevant world knowledge

To supplement existing models with information derived from semantic relatedness, given a document \( d \) to be evaluated, we first retrieve all world knowledge related to \( d \). There are two major issues for this process: (1) knowledge sources: where can we obtain this knowledge?, and (2) knowledge selection: how do we pinpoint the most relevant ones?

Knowledge sources There are two main kinds of knowledge sources: (1) manually edited knowledge bases, such as YAGO (Hoffart et al., 2013), which consists of about 4 million human-edited instances from on-line encyclopedias such as WikiPedia (Denoyer and Gallinari, 2007) and FreeBase (Bollacker et al., 2008), and (2) automatically constructed knowledge bases, such as Reverb (Fader et al., 2011), which covers about 20 million instances extracted from raw texts. Generally speaking, manually edited knowledge bases have better accuracy but lower coverage, while automatically extracted knowledge bases are the opposite. To seek a good balance, we use both YAGO and Reverb as our knowledge sources. In addition, the automatically constructed knowledge bases can be extracted from raw texts of any domain, which makes our method adaptable. Both sources are presented in triples, \( \text{argument}_1\text{-predicate-argument}_2 \), (e.g., Gates-create-Microsoft), where the two arguments are usually entities and the predicate is the relation between them (Zhang et al., 2014).

Knowledge selection For each document \( d \), we then select the subset of relevant knowledge instances, in the sense that they represent relations between the entities in \( d \). In particular, we extract all entities in \( d \), and query the knowledge bases to obtain all the knowledge instances in which both of the two arguments, \( \text{argument}_1 \) and \( \text{argument}_2 \), match some of the entities in \( d \).

One issue in knowledge selection is whether to retrieve knowledge instances using exact or partial matching. For a given pair of entities in the text, the chance is rather low to find instances in the knowledge bases where the two arguments perfectly match the pair of entities, because entities in the source document might appear in aliases or abbreviations. In contrast, partial matching between arguments and entities usually increases coverage but at risk of introducing more noise. In our work, to balance accuracy and coverage, when retrieving world knowledge, we use partial matching and form queries only for those entities realized as noun phrases in the text.

4 World knowledge encoding

4.1 Unsupervised graph-based framework

As described in Section 2.2, G&S represents the text as a graph and measures the coherence by the average out-degree of the graph. In this part, we describe
how we capture semantic relatedness by encoding world knowledge to the graph-based model. The outline of our method is as follows. Given a document \(d\), we first retrieve relevant world knowledge from multiple sources (see Section 3). Then, we construct an entity graph with world knowledge to capture both the distribution information and semantic relatedness between entities (see Section 4.1.1). After that, we convert the entity graph into a sentence graph (see Section 4.1.2), in which two sentences are connected not only through common entities but also through world knowledge. Finally, we apply our novel reachability score computation over the sentence graph to produce a coherence score for the text to be evaluated (see Section 4.1.3).

4.1.1 Entity graph

As shown in Figure 2c, there are two kinds of edges in our entity graph: (1) common-entity edges (solid lines), which connect different mentions of the same entity, such as Gates in \(s_1\) and Gates in \(s_2\); (2) world-knowledge edges (dashed lines), which connect different entities through certain world knowledge, such as Gates in \(s_2\) and Microsoft in \(s_3\) related by Gates-create-Microsoft. This representation captures not only the distribution information of individual entities but also the semantic relatedness between different entities. In contrast, the original graph-based model by G&S (Figures 2a and 2b) includes common-entity edges only and misses the semantic relatedness information. Formally, for a document \(d\), we define its entity graph as \(G = (V, L_m, L_k, W_m, W_k)\), where \(V\) denotes the nodes of entities; \(L_m\) denotes the set of common-entity edges and \(L_k\) denotes the set of world-knowledge edges; and \(W_m\) and \(W_k\) are the two sets of weights associated with \(L_m\) and \(L_k\) respectively.

Following G&S, for each common-entity edge \(l_m \in L_m\), which connects two mentions of the same entity \(e\) appearing in different sentences \(s_x\) and \(s_y\), we compute its weight as \(w(e, s_x) \times w(e, s_y)\), where the value of \(w(e, s_x)\) is based on the grammatical role of the entity \(e\) in the sentence \(s_x\) as follows: 3 for subject (S), 2 for object (O), 1 for other (X), and 0 for nothing (–). When multiple mentions of the same entity appear with different grammatical roles in the same sentence, the role with the highest weight is chosen to represent the entity. For each world-knowledge edge \(l_k \in L_k\), which connects two different entities \(e_{ix}\) and \(e_{ijy}\) appearing in sentence \(s_x\) and \(s_y\) respectively, we consider three factors when assigning the weight to the edge: (1) semantic relatedness between \(e_{ix}\) and \(e_{ijy}\): higher relatedness leads to a higher weight; (2) the grammatical roles of \(e_{ix}\) and \(e_{ijy}\) in \(s_x\) and \(s_y\); different roles correspond to different weights; and (3) textual distance between \(e_{ix}\) and \(e_{ijy}\): longer distance results in a lower weight. Therefore we compute the weight of \(l_k\) between \(e_{ix}\) and \(e_{ijy}\) as below:

\[
wl(e_{ix}, e_{ijy}) = \frac{r(e_{ix}, e_{ijy}) \times w(e_{ix}, s_x) \times w(e_{ijy}, s_y)}{d(e_{ix}, e_{ijy}) \times 2},
\]

where \(w(e_{ix}, s_x)\) is associated to the grammatical role of \(e_{ix}\) in \(s_x\) as illustrated before; \(d(e_{ix}, e_{ijy})\) is the distance between \(e_{ix}\) and \(e_{ijy}\); and \(r(e_{ix}, e)\) is the semantic relatedness between \(e_{ix}\) and \(e_{ijy}\) as shown in For-
formula 3 below. Note that the value of \( r(e_i, e_j) \) is independent of the sentence in which \( e_i \) and \( e_j \) appear, so we denote it as \( r(e_i, e_j) \) instead of \( r(e_{ix}, e_{ijy}) \).

\[
\begin{align*}
   r(e_i, e_j) &= \begin{cases} 
   \frac{\log n(e_i, e_j)}{\max \log n(e_m, e_n)} & \text{if } n(e_i, e_j) > 2, \\
   0 & \text{otherwise.} 
   \end{cases} 
\end{align*}
\]

where \( n(e_i, e_j) \) corresponds to the number of world knowledge instances relating \( e_i \) and \( e_j \). For instance, Figure 1a contains an edge between Gates (\( e_1 \) in \( s_1 \)) and Microsoft (\( e_2 \) in \( s_3 \)), in which \( w(e_{11}, s_1) \) and \( w(e_{23}, s_3) \) are 3, and \( d(e_{11}, e_{23}) \) is 2. Note that we consider the grammatical roles in both common edges and background knowledge edges because we treat them independently from each other. The grammatical information is important to both of these two kinds of edges.

### 4.1.2 Sentence graph

Figure 2d shows the sentence graph converted from the entity graph in Figure 2c. In our work, in order to incorporate world knowledge, we adopt an enriched representation of sentence graph, \( G' = (V', L'_m, L'_k, W'_m, W'_k) \), where \( V' \) is the sentence nodes; \( L'_m \) denotes the set of common-entity edges (solid lines); \( L'_k \) denotes the set of world-knowledge edges (dashed lines), and \( W'_m \) and \( W'_k \) correspond to the weights associated with the edges in \( L'_m \) and \( L'_k \).

Intuitively, the semantic relatedness between two sentences can be measured as the total relatedness of each entity pair in the two sentences. Therefore, in our enhanced sentence graph representation, for a pair of sentences \( s_x \) and \( s_y \), the weight of their common-entity edge, \( w'_m(s_x, s_y) \), is computed as \( w'_m(s_x, s_y) = \sum_{e_i \in V_{sx}} w_m(e_{ix}, e_{iy}) \), where \( V_{sy} \) is the set of entities shared by two sentences \( s_x \) and \( s_y \), and \( w_m(e_{ix}, e_{iy}) \) is the weight of the corresponding common-entity edge in the entity graph (see Section 4.1.1). Similarly, the weight of their world-knowledge edge, \( w'_k(s_x, s_y) \), is computed as \( w'_k(s_x, s_y) = \sum_{e_i \in V_x, e_j \in V_y} w_k(e_{ix}, e_{ijy}) \), where \( V_x \) and \( V_y \) denote the set of entities in \( s_x \) and \( s_y \) respectively, and \( w_k(e_{ix}, e_{ijy}) \) is the weight of the corresponding world-knowledge edge in the entity graph.

### 4.1.3 Reachability score computation

Based on our sentence graph representation, we compute a reachability score for each sentence node. To produce a final coherence score for the text, we compute the average reachability score among those nodes whose out-degree is equal to 0 in the graph, rather than among all nodes, because of the intuition that, if a sentence node has no subsequent nodes, their reachability score therefore reflects the tightness between this sentence and the preceding part of the text. For a certain sentence node \( v'_j \), its reachability score is defined as the sum of edge weights on all paths from the starting node (i.e., the first sentence) to \( v'_j \), and the contribution of each path to the final reachability score depends on the total weight of that path as shown in Equation 4.

\[
\text{score}(v'_j) = \sum_{v'_i \in V': out(v'_i) = 0} (\text{score}(v'_i) + w'_m(i, j) + w'_k(i, j))
\]

where \( \text{score}(v'_i) \) denotes the reachability score of \( v'_i \), and \( w'_m(i, j) \) and \( w'_k(i, j) \) are the weights of the common-entity edge and the world-knowledge edge between \( v'_i \) and \( v'_j \); if there is no such edge in the graph, the corresponding weight is set to 0.

Algorithm 1 summarizes our reachability score computation, in which the reachability score of each node is initially 0, and iteratively updated.

**Algorithm 1:** Reachability score computation.

**Input:** \( G' = (V', L'_m, L'_k, W'_m, W'_k) \).

**Output:** The final reachability score \( S \).

1. \( n \leftarrow |V'| \)
2. for \( j = 1 \rightarrow n \)
3.   \( \text{score}(v'_j) \leftarrow 0 \)
4. for \( j = 1 \rightarrow n \)
5.   for \( i = 0 \rightarrow j - 1 \)
6.     if \( L'_m(i, j) \in L'_m \) then
7.       \( \text{score}(v'_j) \leftarrow \text{score}(v'_j) + w'_m(i, j) \)
8.     if \( L'_k(i, j) \in L'_k \) then
9.       \( \text{score}(v'_j) \leftarrow \text{score}(v'_j) + w'_k(i, j) \)
10. return \( S = \frac{\sum_{v'_i \in V': out(v'_i) = 0} \text{score}(v'_i)}{|\{v'_j : v'_j \in V' \land out(v'_j) = 0\}|} \)
4.2 Supervised entity-based framework

As mentioned previously, numerous extensions have been proposed to the original entity-based model of B&L. However, those extensions mostly rely on entity matching and thus fail to incorporate the information from semantically related yet distinct entities. We propose a novel extension by introducing world knowledge to capture entity-wise relatedness.

Inspired by the original entity-based model, in which local coherence is reflected by the patterns of how entities act grammatically from one sentence to the next, we believe that local coherence can also be characterized by the patterns of how world knowledge relates a pair of sentences. Specifically, given a set of sentences, there are different patterns of how knowledge instances are distributed among them. We consider modeling those patterns within a window of 3 sentences, in which there are \(2^3 = 8\) different distribution patterns, as shown in Figure 3. We then use the frequencies of these distribution patterns over the entire document as additional features into the entity-based model. In particular, for each particular distribution pattern \(b_k\), its corresponding frequency \(p(b_k) = \frac{|b_k|}{|V'| - 2}\), where \(|b_k|\) is the number of occurrences of \(b_k\) in the sentence graph.

In addition to \(p(b_k)\), we also compute another feature, \(p(E)\), which is the frequency that two nodes are connected by certain world knowledge over the sentence graph, reflecting the overall semantic relatedness within the graph. \(p(E)\) is computed as \(p(E) = \frac{|L_k|}{|V'|}\). With these world knowledge features incorporated into the original entity-based model, we obtain an enhanced model with an emphasis on semantic relatedness between different entities.

5 Experiments

To evaluate the impact of incorporating semantic relatedness, we conduct experiments on two datasets, each of which resembles a real sub-task in modeling text coherence: sentence ordering and summary coherence rating. Since text coherence is a relative concept rather than a binary distinction, in both tasks, we formulate the problem as pairwise preference ranking. Specifically, given a set of texts with different degrees of coherence, we train a ranker to prefer the more coherent text over the less coherent one. Performance is therefore measured as the fraction of correct pairwise rankings as recognized by the ranker. We use SVM\(^{light}\) (Joachims, 2002) with the ranking configuration to train and evaluate our models, with all parameters set to default values.

On both tasks, across two frameworks, supervised and unsupervised, we directly compare our modified model against the original one, i.e., B&L in the supervised framework and G&S in the unsupervised framework. In our experiments, we use the Stanford parser (Marneffe et al., 2006) to automatically extract the grammatical role for each entity mention.

5.1 Sentence ordering

The task of sentence ordering attempts to simulate the situation where, given a predefined set of information-bearing items, we need to determine the best order to arrange those items.

In this paper, we follow G&S and introduce CoNLL 2012\(^2\) (Pradhan et al., 2012) as our dataset, which is composed of documents from multiple news sources. For each text, we randomly shuffle its sentences to generate 20 permutations with incorrect sentence order. For a fair comparison, we also evaluate our model on a filtered subset of documents with an average length of 31.8 sentences. Therefore, our dataset contains 72 documents and \(72 \times 20 = 1440\) permutations, among which the shortest one contains 25 sentences. For our enhanced graph-based model (introduced in Section 4.1), which is purely unsupervised, we evaluate our model over the entire dataset. For our enhanced entity-based model (introduced in Section 4.2), which is purely supervised, we use half of the complete CoNLL dataset for training (237 documents plus permutations) and use half...

\(^2\)http://conll.cemantix.org/2012/data.html
of the filtered subset (36 documents plus permutations). The training and test sets do not overlap.

In this task, each training and test instance is composed of a pair of a source document and one of its permutations, and the source document is always considered more coherent than its permutation.

5.2 Summary coherence rating

The second task is summary coherence rating, in which, given a pair of summaries about the same set of source documents, we determine the ranking of these two summaries based on their degrees of coherence. The performance of the model is assessed by comparing model-induced rankings against the rankings given by human judges. We use the same dataset (DUC 2003) as B&L and G&S did, which consists of summaries generated either by human writers or by automatic summarization systems. Each summary was given a coherence score by averaging among seven judges. Often, machine-generated summaries receive low coherence scores because they contain sentences taken out of context and thus display problems with respect to coherence.

This dataset consists of 16 input document clusters, each of which is associated with five machine-generated summaries along with a human-written summary. In total, we have 96 summaries (for more details, see B&L). We form pairwise rankings by taking any two summaries originating from the same document cluster, given that the two summaries receive different coherence scores: 144 of the resulting rankings are used for training and 80 are for testing.

5.3 Experiment results

In this section, we demonstrate the performance of our models with world knowledge encoded in one of the two ways: paths in a sentence graph or features in an entity grid. We compare our models against the original graph-based model (G&S) and entity-based model (B&L). The evaluation is conducted on the two tasks, sentence ordering and summary coherence rating, and the accuracy is the fraction of correct pairwise rankings.

Table 1 shows the performance of various models on both tasks. The first section shows the results of G&S’s graph-based local coherence model, including the performance reported in their original paper and that achieved by our re-implementation, representing the effect with no world knowledge encoded. The second section shows the performance of our two graph-based models with world knowledge encoded. *Graph model + K* is the basic model with world knowledge encoded, but coherence is simply measured as the average out-degree as in G&S’s approach. *Graph model + K + Avg R* replaces the out-degree measurement by our average reachability score (described in Section 4.1.3), which measures coherence in a more sophisticated way. The third section shows the results of B&L’s entity-based local coherence model, including the originally reported performance and that obtained by our re-implementation, in which no world knowledge features are included. The last section, *Entity model + K*, shows the result of entity-based model with our world knowledge features encoded. Note that the random baseline of both tasks is 50%.

Firstly, for graph-based models, our *Graph model + K* outperforms the original models, suggesting that world knowledge is truly helpful for capturing more coherence information. Moreover, by implementing results from theirs.

| Model | SO | SCR |
|-------|----|-----|
| Graph model (G&S) | 88.9 | 80.0 |
| Graph model (Implemented) | 89.6 | 48.8 |
| Graph model + K | 91.3** | 50.0 |
| **Graph model + K + Avg R** | 93.4** | 55.0* |
| Entity model (B&L) | 88.9 | 83.8 |
| Entity model (Implemented) | 93.7 | 90.0 |
| **Entity model + K** | 95.1** | 91.3 |

Table 1: Accuracies (%) of various models on the two tasks, sentence ordering (SO) and summary coherence rating (SCR). Models that perform significantly better than their corresponding re-implemented basic models are denoted by ** (p < .01) or * (p < .05), verified using paired t-test.
Figure 4: Graph-based models, with and without world knowledge (labeled as \textit{With K} and \textit{Without K}), tested on sets with different numbers of sentences.

Introducing the scoring scheme of \textit{average reachability score}, our \textit{Graph model + K + Avg.R} achieves the best performance among all graph-based models.

Secondly, for entity-based models, our enhanced model with knowledge features encoded also achieves superior performance than our re-implemented model, again confirming the usefulness of world knowledge. Interestingly, we observe that our re-implementation obtains higher accuracy compared to the performance reported by B&L. This is partly due to the fact that the documents in our dataset have an average length of 31.5 sentences, which are longer than those used in B&L’s experiments. We will further discuss this problem in Section 5.4 and show that document length is an important factor to the overall performance.

However, on the task of summary coherence rating, the difference between our extended models and the original ones is generally not significant, primarily due to the fact that the sample size for this task is too small, i.e., 80 pairwise rankings.

5.4 Effect of document length

5.4.1 Effect of document length on the overall performance

We further analyze the impact of document length on the task of sentence ordering. We partition our original dataset, which consists of 214 documents and their permutations, into 8 non-overlapping subsets, according to the length of documents: 1-5, 6-10,\ldots, and 36-40 sentences. To illustrate the correlation between the performance and the length of document, we test our models with and without world knowledge encoded on each subset separately. Since the size of the available training data in each subset is relatively small, the supervised entity-based model suffers from sparsity. Therefore, we focus on the unsupervised graph-based models only.

Figure 4 shows the performance on different subsets. We can see that the performance of both models generally improves as the number of sentences increases. This observation is quite intuitive, because the longer a document is, the higher the chance is that, after being shuffled, adjacent sentences in the resulting permutation would be completely irrelevant to each other. Therefore, for longer documents, it is much easier for the model to distinguish a permutation from its source document.

5.4.2 Effect of document length on the model with world knowledge

Moreover, we also observe that the document length has a non-universal effect, in terms of how the model could benefit from incorporating world knowledge. Specifically, we find that world knowledge has a greater effect on short documents, as demonstrated in Table 2. Evaluated on a set of documents composed of 30 extremely short documents only (1–5 sentences), we see that our enhanced graph-based model is able to improve the performance by 16.8% over the basic model, and our enhanced entity-based model achieves 5.3% improvement (both differences are significant at \( p < .01 \)).

We postulate that it is primarily because a document with fewer sentences tends to shift to another sub-topic immediately without elaborating on the previous one, and strict entity matching would find it difficult to establish coherent transitions between them. Therefore, the contribution from semantic relatedness tends to dominate the overall performance.

| Model                     | Accuracy (%) |
|---------------------------|--------------|
| Graph Model               | 27.4         |
| \textit{Graph Model + K}  | 44.2         |
| Entity Model              | 65.8         |
| \textit{Entity Model + K} | 71.1         |

Table 2: Performance of various models with and without world knowledge in the sentence ordering task, tested on short documents with 1–5 sentences.
6 Conclusions and future work

In this paper, for the evaluation of text coherence, we go beyond strict entity matching and model the semantic relatedness between distinct entities through the use of world knowledge. Specifically, we incorporate world knowledge into two existing frameworks: (1) the unsupervised graph-based model (G&S), and (2) the supervised entity-grid model (B&L). Across the two frameworks, on both of our evaluation tasks, sentence ordering and summary coherence rating, our enhanced models with world knowledge encoded are shown to be stronger than the corresponding basic models, confirming that semantic relatedness is truly important for coherence modeling and such relatedness can be effectively captured by world knowledge. Moreover, we observe that world knowledge is particularly useful for short documents in sentence ordering, as it provides additional clues to relate sub-topics in the text.

In our future work, we wish to explore the effect of our world knowledge in conjunction with discourse relations. Specifically, we plan to incorporate world knowledge into the framework of discourse role matrix (Lin et al., 2011; Feng et al., 2014). In addition, we also plan to develop a more sophisticated feature encoding by distinguishing different types of predicates in world knowledge triples.
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