ABSTRACT
In this paper, we propose a transformer based approach for visual grounding. Unlike existing proposal-and-rank frameworks that rely heavily on pretrained object detectors or proposal-free frameworks that upgrade an off-the-shelf one-stage detector by fusing textual embeddings, our approach is built on top of a transformer encoder-decoder and is independent of any pretrained detectors or word embedding models. Termed as VGTR – Visual Grounding with TRansformers, our approach is designed to learn semantic-discriminative visual features under the guidance of the textual description without harming their location ability. This information flow enables our VGTR to have a strong capability in capturing context-level semantics of both vision and language modalities, rendering us to aggregate accurate visual clues implied by the description to locate the interested object instance. Experiments show that our method outperforms state-of-the-art proposal-free approaches by a considerable margin on four benchmarks.

Index Terms— Visual grounding, Transformer

1. INTRODUCTION
Visual grounding aims at locating an object instance from an image referred by a query sentence. The task has been receiving increasing attention from both academia and industry due to its great potential in vision-and-language navigation [1] and natural human-computer interaction.

Visual grounding is a challenging task, where an object instance can be referred to by multiple language expressions, and similar expressions may refer to distinct instances. Therefore, it requires a comprehensive understanding of both modalities, i.e., complex language semantics and diverse image contents, not only the object instances within but also their relationships, to achieve successful visual grounding. More importantly, a model needs to establish context-level semantic correspondences across the two modalities, since the target object is distinguished from other objects on the basis of its visual context (i.e., attributes and relationship with other objects) and correspondences with the semantic concepts of the textual description.

Early attempts [2,3,4] view visual grounding as a special case of text-based image retrieval and frame it as a retrieval task on a set of candidate regions in a given image. They leverage off-the-shelf object detectors to generate a set of candidate object regions and then rank them based on their similarities with the referring expression. The top-ranked one is retrieved. These methods rely heavily on the pretrained detectors and usually ignore the visual context of the object, which limits their performance. Besides, many of them are capped by the quality of the candidate object proposals and incur additional computational cost of generating and processing these candidates.

Recently, many works [5,6,7,8,9,10] turn to simplifying the visual grounding pipeline by discarding the proposal generation stage and locating the referred object directly. This new pipeline performs surgery on an object detection network and implants the feature of the referring expression to augment it. Despite the elegant architecture and inference efficiency, the features of the visual and textual contexts are independent from each other. How to learn and fuse these two features more efficiently is still an open problem.

To relieve the above issues, in this work, we propose a novel end-to-end transformer-based framework, named Visual Grounding Transformer (VGTR), which is capable of capturing global visual and linguistic contexts without generating object proposals. In contrast to the recently prevalent visual grounding models that are built on top of off-the-shelf detectors and make target object prediction based on the proposal [11,12] or grid [10] features, our VGTR re-formulates visual grounding as the problem of object bounding box coordinates regression conditioned on the query sentence. With the powerful transformer, VGTR aims to understand the natural language description and obtain more discriminative visual evidences to reduce semantic ambiguities.

Concretely, as shown in Fig. 1, our VGTR is composed of four modules: basic encoders for computing basic visual and textual tokens of the image-text pair; a two-stream grounding encoder for performing joint reasoning and cross-modal interactions over vision and language; a grounding decoder that takes the textual tokens as grounding queries to extract target object relevant features from the encoded visual tokens; and a prediction head for performing bounding box coordinates re-
gression directly. Besides, a novel text-guided self-attention mechanism is proposed to replace the original self-attention applied to the visual tokens, with the aim of establishing correspondence between the two modalities and learn text-guided visual features without harming their location ability.

Our contributions are summarized as follows: (i) We propose VGTR, an efficient end-to-end framework for visual grounding. Our model is independent of pretrained detectors and pretrained language models. (ii) We propose text-guided self-attention, an effective module to learn visual features under the guidance of the language description, enabling the model to capture visual context that is consistent with the language semantics, so as to provide more accurate clues for grounding the referred object. (iii) Our method outperforms state-of-the-art proposal-free approaches by a considerable margin on four visual grounding benchmarks, demonstrating the effectiveness.

2. RELATED WORK

2.1. Visual Grounding

Two families of visual grounding methods are frequently studied in the community: the propose-and-rank methods and the proposal-free methods.

The propose-and-rank methods \cite{13, 12, 3, 4, 5, 14} first generate a set of candidate object proposals from the image by leveraging off-the-shelf detectors \cite{15} or proposal generators, then score the candidates with respect to the language description and choose the top-ranked one. These methods are highly limited by the performance of the pretrained detector or proposal generator.

The proposal-free methods \cite{7, 9, 16, 10} focus on localizing the referred object directly without proposals. \cite{9} reconstruct a YOLOv3 detector \cite{15} by fusing the textual feature into the visual feature to directly predict the target object. Further, they \cite{10} boost the performance of this simple yet efficient paradigm by reasoning between image and language queries in an iterative manner. \cite{16} propose to utilize text vectors as convolutional filters to perform correlation filtering and region localization. To summarize, the proposal-free paradigm has shown great potential in terms of both accuracy and reference speed and is now becoming the dominant framework in the community. We refer readers to \cite{17} for a comprehensive survey on the visual grounding task and its current solutions.

2.2. Visual Transformers

Transformer \cite{18} has recently witnessed rapid progress and successful applications in various vision tasks, such as object detection \cite{19, 20}, image segmentation \cite{21}. Particularly, in the area of object detection, \cite{19} propose a pioneering end-to-end object detection transformer named DETR. \cite{20} reduce computational burden of DETR by introducing a similar idea with deformable convolution, which achieves better performance with much less training cost. These object detection methods reshape the visual feature maps to a set of tokens and achieve comparable accuracy to state-of-the-art methods.

3. METHODOLOGY

The framework of our proposed VGTR is shown in Fig. 1. In this section, we will introduce each module in detail.

3.1. Basic Visual and Textual Encoder

Given an image and referring expression pair \((I, E)\), the visual grounding task aims to locate the object instance described by the referring expression with a bounding box. We first resize the whole image to \(w \times h\) and forward it into a ResNet \cite{22} backbone to extract the image feature map \(F \in \mathbb{R}^{w \times h \times d}\), where \(s\) is the backbone output stride and \(d\) is the number of channels. Then, the visual feature map \(F\) is reshaped to a set of visual tokens, denoted by \(X_v = \{v_i\}_{i=1}^{T_v}\), where \(T_v = \frac{w}{s} \times \frac{h}{s}\) is the number of tokens, and \(v_i\) has size \(d\).

An RNN-based soft-parser is used to extract the textual tokens, as shown in Fig. 1. For a given expression \(E = \{e_i\}_{i=1}^T\), where \(T\) denotes the length of the description, we first embed each word \(e_i\) into a vector \(u_i\) using a learnable embedding layer, i.e., \(u_i = \text{Embedding}(e_i)\); then a Bi-directional LSTM \cite{23} is applied to encode the context for each word. The attention weight \(a_{k,t}\) for the \(k\)-th textual token on the \(t\)-th word is obtained by attaching an additional fully connected (FC) layer shared by all RNN steps and a follow-up softmax function to the final hidden representation computed by the Bi-LSTM:

\[
\begin{align*}
  h_t &= \text{Bi-LSTM}(u_t, h_{t-1}) \\
  a_{k,t} &= \frac{\exp(f_{k}^T h_t)}{\sum_{i=1}^{T} \exp(f_{i}^T h_t))}
\end{align*}
\]

Then, the \(k\)-th textual token is defined as the weighted sum of word embeddings:

\[
  l_k = \sum_{t=1}^{T} a_{k,t} u_t
\]

The final textual tokens are denoted by \(X_t = \{l_k\}_{k=1}^{T_t}\), where \(T_t\) is the number of tokens and \(l_k\) has size \(d\).

3.2. Grounding Encoder

As shown in Fig. 1, the grounding encoder is composed of a stack of \(N\) identical layers, where each layer has two independent branches: a visual branch and a textual branch, which are devoted to process the visual and textual tokens, respectively. This is quite different from existing works applying independent feature extraction and then fusion. Each stream consists of three sub-layers: a norm layer, a multi-head self-attention layer and a fully connected feed-forward (FFN) layer, following the design principle of keeping the original structure of the transformer as much as possible.
**Textual Branch with Self-attention.** Given the Queries $q_l$, Keys $k_l$ and Values $v_l$ computed from the textual tokens $X_l^i$ of the $i$-th layer, the output of the textual self-attention layer is defined as

$$T-\text{Attn}(q_l, k_l, v_l) = \text{softmax} \left( \frac{q_l^T k_l}{\sqrt{d}} \right) \cdot v_l$$

(3)

Then, an FFN, denoted by $\text{FFN}_l$, is applied to get the advanced textual tokens $X_l^{i+1}$:

$$X_l^{i+1} = \text{FFN}_l \left( T-\text{Attn}(q_l, k_l, v_l) \right)$$

(4)

**Visual Branch with Text-guided Self-attention.** As can be seen, the structure of visual branch is similar to the textual one, with an additional component called text-guide self-attention, employed to extract discriminative visual features under the guidance of the text description. Concretely, given the Queries $q_v$, Keys $k_v$, and Values $v_v$ computed from the visual tokens $X_v^i$ of the $i$-th layer, the advanced visual tokens $X_v^{i+1}$ are utilized as additional guiding information to supplement the visual Queries. To implement this, we add the visual queries $q_v$ by a token-specific weighted sum of the textual tokens $X_l^{i+1}$, where the weights are computed by the dot product between $q_v$ and $X_l^{i+1}$, that is

$$V-\text{Attn}(q_v, k_v, v_v) = \text{softmax} \left( \frac{q_v^T k_v}{\sqrt{d}} \right) \cdot v_v$$

(5)

where $\hat{q}_v$ is calculated by

$$\hat{q}_v = q_v + \text{softmax} \left( \frac{q_v^T X_l^{i+1}}{\sqrt{d}} \right) \cdot X_l^{i+1}$$

(6)

Similarly, an FFN, denoted by $\text{FFN}_v$, is applied to obtain the advanced visual tokens $X_v^{i+1}$:

$$X_v^{i+1} = \text{FFN}_v \left( V-\text{Attn}(q_v, k_v, v_v) \right)$$

(7)

Note that the text-guided self-attention mechanism applied to the visual tokens is totally different with the commonly-used multi-modal self-attention. As shown in Fig. 2 (a), a typical multi-modal self-attention uses the Queries from one modality and the Keys, Values from another modality to conduct standard self-attention operation, similarly to the encoder-decoder self-attention used in the transformer decoder. This approach provides an elegant solution to fuse vision and language information. However, as stated by [16], fusing text information into image features could damage its localization ability. Thus, we propose to guide the visual feature learning process by textual tokens, achieving higher performance. The comparison between the two approaches is shown in Fig. 2.

**3.3. Grounding Decoder**

As shown in Fig. 1, the decoder is also composed of a stack of $N$ identical layers, where each layer has four sub-layers: a norm layer, a grounding query self-attention layer, an encoder-decoder self-attention layer, and a fully connected feed-forward (FFN) layer. The grounding decoder takes as input the modified textual tokens $X_l^{N}$, which serve as ground-
ing queries, denoted by $G$, and additionally attends to the visual tokens $X_v^N$. In this way, we decode the text-guided visual features under the guidance of grounding queries, with the help of grounding query self-attention and encoder-decoder self-attention over the tokens of two modalities.

**Grounding Query Self-attention.** Given Queries $q_g$, Keys $k_g$, Values $v_g$ computed from the grounding queries $G_i^j$ of the $i$-th layer, a standard self-attention mechanism is employed to perform query augmentation:

$$G\text{-Attn}(q_g, k_g, v_g) = \text{softmax} \left( \frac{q_g k_g^T}{\sqrt{d}} \right) \cdot v_g$$

(8)

Then, the modified grounding queries is obtained through layer normalization (LN), that is

$$G_i^{i+1} = \text{LN}(G\text{-Attn}(q_g, k_g, v_g))$$

(9)

**Encoder-Decoder Self-Attention.** Furthermore, the encoder-decoder self-attention mechanism takes Queries $f_q^g$ from grounding queries $G_i^{i+1}$, Keys $f_k^v$, and Values $f_v^v$ from the encoded visual tokens $X_v^N$ as input, and output the extracted text-relevant features:

$$\text{ED-Attn}(q_g, k_v, v_v) = \text{softmax} \left( \frac{q_g k_v^T}{\sqrt{d}} \right) \cdot v_v$$

(10)

Finally, an FFN, denoted by $\text{FFN}_{ed}$, is used to generate the final embeddings $Z$:

$$Z = \text{FFN}_{ed}(\text{ED-Attn}(q_g, k_v, v_v))$$

(11)

### 3.4. Prediction Head and Training Objective

We reformulate the referring object localization task as a bounding box coordinate regression problem. Given the transformed embeddings $Z = \{z_i\}_{i=1}^{K} \in \mathbb{R}^{K \times d}$ from the grounding decoder, we concatenate all the transformed vectors, and then use a prediction head consisting of two fully connected layers followed by ReLU activations to regress to the center point, width and height of the referred object.

The training objective is set as the linear combination of the commonly-used $L_1$ loss and the generalized IoU (GloU) loss $\mathcal{L}_{iou}(\cdot)$. Formally, the loss function is defined as

$$Loss = \lambda_L \|b - \hat{b}\|_1 + \lambda_{L_{iou}} \mathcal{L}_{iou}(b, \hat{b})$$

(12)

where $\hat{b}$ denotes the bounding box of the predicted object, $b$ denotes its ground truth, and $\lambda_L, \lambda_{L_{iou}} \in \mathbb{R}$ are hyper-parameters to weigh the two type of losses.

### 4. EXPERIMENTS

#### 4.1. Datasets

**Flickr30k Entities.** Flickr30k Entities [25] has 31,783 images with 427K referred entities. We follow the same split used in previous works, splitting 427, 193/ 14, 433/ 14, 481 phrases for train/validation/test, respectively.

**RefCOCO/RefCOCO+/RefCOCOG.** RefCOCO [26], RefCOCO+ [25], and RefCOCOG [27] are three visual grounding datasets with images selected from MSCOCO [28]. We follow previous split, i.e. train/validation/testA/testB for RefCOCO and RefCOCO+. We experiment with the splits of RefCOCOG-google [27] and RefCOCOG-umd [29] on RefCOCOG, and refer to the splits as the val-g, val-u, and test-u in Table I.

#### 4.2. Implementation Details

**Hyper-parameter Settings.** The input image is resized to $512 \times 512$ and the maximum length of the sentence is set to 20. The backbone output stride $s = 32$. We extract 4 textual tokens for all datasets. The head number of the multi-head self-attention is set to 8. We set the hidden size $d = 256$. We set $N = 2$ as the default number of layers of VGTR, set $\lambda_L = 5$ and $\lambda_{L_{iou}} = 2$.

**Training and Evaluation Details.** The VGTR is trained end-to-end with the AdamW [30] optimizer. We set the initial learning rate to $1e^{-4}$. The weight decay is set to $1e^{-5}$. We use ResNet50/101 [22] as our CNN backbones, which are initialized with the weights pretrained on MSCOCO [28] following previous works [11, 9, 10]. When training the model, we decrease the learning rate by 10 at the 70th epoch and again at the 90th epoch, then stop the training at the 120th epoch. We calculate Accuracy@0.5 to evaluate our approach.

#### 4.3. Comparison with State-of-the-art Methods

We compare our model with SOTA models on four datasets. The results are shown in Table I.

Comparing to the proposal-free model ReSC, our method with ResNet50 outperforms its base version on almost all validation and test sets, and achieves comparable performance to its large version. Note that ReSC-large fine-tunes multimodal feature maps through an ConvLSTM [33] and depends on the pretrained YOLOv3 detector [15]. On ReFCOCO, our VGTR with ResNet101 outperforms ReSC-large by 1.67%/ 1.76%/ 2.08% on val/testA/testB, and achieves comparable or even better accuracy compared to the complex propose-and-rank methods NMTree, CM-Att-Erase and CMRE. On ReFCOCO+ and RefCOCOG, our VGTR also achieves competitive results compared to state-of-the-art methods.

On Flickr30K Entities, our model armed with ResNet50 outperforms all propose-and-rank and proposal-free methods by large margins. For instance, comparing to ReSC-Large, our model outperforms it by 4.89% in accuracy. Additionally, we also evaluate our method using ResNet101 and observe 1.15% improvement over the ResNet50 version.

#### 4.4. Ablation Study

**Contribution of each part.** We explore the contribution and necessity of each part of VGTR. The results are shown
Table 1. Referring expression comprehension results on RefCOCO, RefCOCO+ and RefCOCOg. The best proposal-free result is marked in bold, and the second one is underlined. † indicates using pretrained BERT as language model.

| Method | Backbone | RefCOCO  | RefCOCO+ | RefCOCOg |
|--------|----------|----------|----------|----------|
|        |          | val | testA | testB | val | testA | testB | val-g | val-u | test-u |
| proposal-based: |  |  |  |  |  |  |  |  |  |  |
| SLR [31] | ResNet101 | 69.48 | 73.71 | 64.96 | 55.71 | 60.74 | 48.8 | - | 60.21 | 59.63 |
| MAttNet [11] | ResNet101 | 76.40 | 80.43 | 69.28 | 64.93 | 70.26 | 56.00 | - | 66.67 | 67.01 |
| DGA [12] | ResNet101 | - | 78.42 | 65.53 | - | 69.07 | 51.99 | - | - | 63.28 |
| NMTTree [4] | ResNet101 | 76.41 | 81.21 | 70.09 | 66.46 | 72.02 | 57.52 | - | 65.87 | 66.44 |
| CM-Att-Erase [12] | ResNet101 | 78.35 | 83.14 | 71.32 | 68.09 | 73.65 | 58.03 | - | 67.99 | 68.67 |
| RvG-Tree [3] | ResNet101 | 75.06 | 78.61 | 69.85 | 63.51 | 67.45 | 56.66 | - | 66.95 | 66.51 |
| CMRE [13] | ResNet101 | - | 82.53 | 68.58 | - | 75.76 | 57.27 | - | - | 67.38 |
| DDPN [14] | ResNet101 | - | - | - | - | - | - | - | - | 73.30 |
| Ref-NMS [14] | ResNet101 | 80.70 | 84.00 | 76.04 | 68.25 | 73.68 | 59.42 | - | 70.55 | 70.62 |

| proposal-free: |  |  |  |  |  |  |  |  |  |  |
| SSG [7] | DarkNet53 | - | 76.51 | 67.50 | - | 62.14 | 49.27 | 47.47 | 58.80 | - |
| FAOA† [9] | DarkNet53 | 72.54 | 74.35 | 68.50 | 56.81 | 60.23 | 49.60 | 56.12 | 61.33 | 60.26 |
| RCCF [16] | DLANet34 | - | 81.06 | 71.85 | - | 70.35 | 56.32 | - | - | 65.73 |
| ReSC-base† [10] | DarkNet53 | 76.59 | 78.22 | 73.25 | 63.23 | 66.64 | 55.53 | 60.96 | 64.87 | 64.87 |
| ReSC-large† [10] | DarkNet53 | 77.63 | 80.45 | 72.30 | 63.59 | 68.36 | 56.81 | 63.12 | 67.30 | 67.20 |
| VGT (ours) | ResNet50 | 78.70 | 82.09 | 73.31 | 63.57 | 69.65 | 55.32 | 62.88 | 65.62 | 65.30 |
| VGT (ours) | ResNet101 | 79.30 | 82.16 | 74.38 | 64.40 | 70.85 | 55.64 | 64.05 | 66.83 | 67.28 |

Table 2. Ablations on RefCOCO.

| Decoder | Encoder | Accuracy |
|---------|---------|----------|
| ✓       | visual  | 32.75    |
| ✓       | textual | 77.41    |
| ✓       | text-guided | 79.83   |
| ✓       | ✓       | 79.24    |
| ✓       | ✓       | ✓       | 82.09    |

Table 3. Comparisons with other cross-modal interaction strategies and performance of number of layers on RefCOCO.

| Method | Number of layers N | RefCOCO  | RefCOCO+ | RefCOCOg |
|--------|---------------------|----------|----------|----------|
|        | (N = 1)             | 77.39    | 81.19    | 71.66    |
| Cross-modal self-attention | 76.37 | 80.19 | 71.45 |
| Bilinear pooling | 69.10 | 69.98 | 61.06 |
| Learned modulation | 73.65 | 76.74 | 67.04 |
| Ours (N = 2) | 78.70 | 82.09 | 73.31 |
| Ours (N = 3) | 78.55 | 82.22 | 74.60 |
| Ours (N = 4) | 78.20 | 81.30 | 72.66 |

Fig. 3. Challenging cases where ReSC fails but our model succeeds (top row) and failure cases (bottom row). Blue boxes are our predictions, red boxes are ReSC’s predictions and green boxes are the ground truths.

4.5. Qualitative Analysis

In the top row of Fig. 3 we show some challenging cases that previous work fails but our method succeeds. Generally, our method performs better than previous methods in three kinds of challenging cases: (i) when grounding background stuff as opposed to things, such as the ‘tree’ in the background; (ii) when language queries refer to inconspicuous objects; (iii) when aiming to locate the object in complex scenes and with challenging queries. Our approach shows stronger discrim-
ination and localization ability. The bottom row of Fig. 5 shows some bad results. An interesting observation is that many mislocalizations are generated because our model has not learned the semantic of ‘not’.

5. CONCLUSION
In the paper, we present VGTR, a novel one-stage transformer based framework for the VG task. Experiments verify the effectiveness of our method.
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