With the development of simulation technology and the ability to obtain accurate numerical results, as well as with the development of information technology, software that can solve numerical problems has become necessary to see physical changes that cannot be seen by the human eye. Multiphase stream field is settled utilizing the volume of fluid (VOF) method, and the flow equations are assessed and addressed mathematically by the notable limited volume approach. As a multiphase framework without mass exchange, air/water stream is considered. For practically all cases considered in this review, the heat transfer coefficient is higher. In any case, a critical punishment pressure drop was observed especially for high mass courses through undulating channels. A wavy channel with a variable wave height was simulated to see the variables of the flow process for multi-phase materials with a square cross-section, where different speeds were used for the inlet duct for air, water and steam. The results proved that the increase in the height of the channel wall works to obstruct the flow and thus increases the time required for the fluid to reach the exit area. The value of time required for steam and air to reach the exit area at the channel wall wave height of 25 mm and the flow velocity of 0.1 m/s was 6.01 s, which is the longest time it took for the fluid to reach the exit area compared to other cases. The pressure value reflects the amount of turbulence in the flow process, and it’s crucial for thermal improvements based on flow turbulence. The entrance flow velocity is 0.1 m/s and the wall wave height is 25 mm at a time of 2 s, when the pressure reaches 873.7 Pa.
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1. Introduction

Software that can solve numerical problems is now essential to seeing physical changes that are invisible to the human eye, thanks to advances in simulation technology, the ability to produce correct numerical results, and the proliferation of advances in information technology. The volume of fluid (VOF) method is used to solve the multiphase flow field, and the flow equations are quantitatively evaluated and solved using the prominent constrained volume approach. With a relatively low-pressure drop penalty, sinusoidal wavy channels have consistently outperformed straight channels in terms of thermal performance. As a result, wavy channels can be employed to cool gas turbine blades and even tiny heat exchangers. The creation of secondary flows (in the form of 3D vortices) inside the troughs of the corrugated channel is responsible for the desirable thermo-hydraulic performance of wavy channels. For engineering applications, two-phase flow characteristics in ducts and tubes that are not straight are more complicated and crucial. These kinds of complex geometries have been used in some numerical studies on flow characteristics. Compact heat exchangers and high-efficiency membrane oxygenators are two examples of practical applications that involve fluid mixing and complex geometry, such as wavy walled channels. Therefore, studies devoted to simulating the flow process in an undulating duct of variable wave height are of scientific relevance.

2. Literature review and problem statement

A wavy channel with a variable wave height was simulated to see the variables of the flow process for multi-phase materials. Different speeds were used for the inlet duct for air, water and steam. The models for extracting stage speeds were then settled [1]. This work presents a creative strategy to thoroughly reveal the stream insecurity of a three-stage oil-gas-water stream. A multi-channel conductance sensor is used to capture definite stream structure data at various points along the line cross area in a 20 mm internal width pipe [2]. In an upward wavy channel, tumultuous gas-fluid multiphase streams with and without work change are cared to. Inside wavy channels, condensing streams of refrigerant R134a are imitated. Inventor Timperio’s theory of fluid mechanics has shown that in almost all circumstances, the convective heat transfer coefficient in wavy guides is larger than in straight channels [3]. For heavy mass motions through wavy channels, a massive strain drop discipline is seen [4]. A trial and mathematical recreation was created to investigate the slug stream connection with a flat line get together under different shallow gas and fluid speeds [5]. Recent progress in computing power has led to a great advance in computational fluid dynamics (CFD) and computational structural dynamics (CSD) [6]; so, many researchers are trying to solve problems by coupling the equation of motion for the fluid with that for the structure. The interaction of fine particles with an expanding gas flow
under fluidization conditions is considered. The objects of study are finely dispersed materials, their single particles, gas flow in a fluidized layer [7].

Investigations made by other researchers [8] show the enhanced heat transfer system connected to ultrasonic vibration. They discussed the sinusoidal ultrasonic transmission techniques. An ultrasonic impact might be attributed to three factors, all of which are caused by the building cycle in an ultrasonic cavitation system. There are two significant stream designs related to even and strayed wells. Attributable to the variable stream rate, water content, and pipeline tendency, change qualities for the progress from delineated to annular or scattered streams are not satisfactory. A forecast model for the twisting of the interfacial wave was developed [9]. Other researchers [10] proposed a novel on-line, contactless and almost non-meddling estimation technique for gas-fluid slug streams. Temperature vacillations of a line divider warmed at a consistent heat transfer are actuated by Taylor air pockets and fluid slugs, a cavitation-based soft abrasive flow (CSAF) handling strategy to deal with apparatus created by [11].

Based on the results of a numerical study into the stress-strain state of the dent zone in the tank wall [12], a mathematical model was chosen to find the stress-strain state of the wall of a cylindrical tank with variable thickness, which proved the assumption of significant stress concentrations in the dent zone and indicated the determining effect on the concentration of stresses in the dent zone exerted by its geometric dimensions and its depth in particular.

Most of the previous research had difficulties in managing program settings because it was difficult to apply it to normal computers because it required rather powerful computers to solve the equations when increasing the number of fluid phases. Therefore, researchers focused on how to simulate two different phases of matter and study phase patterns in a straight channel. All this allows us to assert that it is expedient to conduct a study on simulating multi-phase flow patterns in a wave channel.

3. The aim and objectives of the study

The aim of the study is to simulate phase flow patterns in a rippled wall channel.

To achieve the aim, the following objectives are accomplished:
  - to investigate the effect of using different velocities on the flow;
  - to examine different wave heights;
  - to study the multi-phase flow in an undulating channel;
  - to study the effect of velocity and wall wave height on the time it takes the fluid to reach the exit area.

4. Materials and methods

4.1. Object and hypothesis of the study

The volume of fluid (VOF) method is utilized to resolve the multiphase flow field, and the well-known limited volume method is used to analyze and solve the equations in an objective manner. The air/water stream is thought of as a multiphase framework because there is no mass exchange taking place in it.

Researchers were able to determine the factors that affect the flow process for multi-phase materials with a square cross-section by modifying the intake duct’s velocities for the air, water, and steam. This research uses a multiphase flow to examine the ripple on a channel wall and the resultant impact.

In the current study, water, air, and vapor are considered as the running liquid and the flow characteristics are assumed to be:
  - transient;
  - two-dimensional;
  - Newtonian;
  - incompressible;
  - turbulent.

The work was done in a two-dimensional form to reduce the high mesh numbers, ease the solution and reduce the run time.

4.2. Model development

The simulation process of the optimization model requires an engineering program to design. The model was designed using the SolidWorks program with the channel dimensions of 1,200 mm in length and 100 mm in height, the channel contains three bends with a variable wave height ranging from 5 mm to 25 mm and a wavelength of 50 mm as in Fig. 1.

Fig. 1. Geometry dimensions with different ripple heights: a – 25 mm; b – 15 mm; c – 5 mm
After the process of designing the model and starting the simulation using CFD software, an engineering program simulates fluid flow, where a suitable mesh must be made for obtaining accurate results that can be compared to practical applications. The mesh reliability and mesh increase until a stable result is reached, Table 1, Fig. 2. A tetrahedral grid was used with a number of elements that reached 120,725, the pressure in this case was stable and its value was 108.6 Pa.

For the primary phase, the volume fraction equation will not be solved; instead, the primary-phase volume fraction will be determined using the following constraint:

$$\sum_{q=1}^{n} \alpha_q = 1.$$  \hfill (2)

The volume fraction equation can be solved either through implicit or explicit time formulation.

4.3.2. Implicit Formulation

The volume fraction equation is discretized in the following way when the implicit formulation is used:

$$\frac{\rho_{q}^{n+1} - \rho_{q}^{n}}{\Delta t} + \sum_{p=1}^{n} (\rho_{p}^{n}U_{f}^{n,1} \alpha_{f}^{n,1}) = [S_{aq} + \sum_{p=1}^{n} (\bar{m}_{pq} - \bar{m}_{wp})] V_q,$$ \hfill (3)

where $n+1$ – index for current time step; $n$ – index for previous time step; $\alpha_{q}^{n+1}$ – cell value of volume fraction at time step $n+1$; $\alpha_{q}^{n}$ – cell value of volume fraction at time step $n$; $\alpha_{f}^{n,1}$ – face value of the $q^{th}$ volume fraction at time step $n+1$; $U_{f}^{n,1}$ – volume flux through the face at time step $n+1$; $V_q$ – cell volume. A scalar transport equation is solved iteratively for each of the secondary-phase volume fractions at each time step since the volume fraction at the current time step is a function of other values at the current time step.

The selected spatial discretization technique is used to interpolate face fluxes. In the User’s Guide, Spatial Discretization Schemes for Volume Fraction, the schemes available in Ansys Fluent for the implicit formulation are discussed.

Both time-dependent and steady-state computations can be done using the implicit approach. For further information, see Choosing Volume Fraction Formulation in the User’s Guide.

4.3.3. Material Properties

The existence of component phases in each control volume determines the attributes that appear in the transport equations. If the phases are denoted by the subscripts 1 and 2, and the volume fraction of the second of these is monitored in a two-phase system, the density in each cell is given by

$$\rho = \alpha_{2}\rho_{2} + (1 - \alpha_{2})\rho_{1}.$$ \hfill (4)

In general, for an $n$-phase system, the volume-fraction-averaged density takes on the following form:

$$\rho = \sum_{q=1}^{n} \alpha_{q}\rho_{q}.$$ \hfill (5)

All other properties (for example, viscosity) are computed in this manner.

4.3.4. Momentum Equation

The velocity field is shared throughout the phases after a single momentum equation is solved over the domain.
The volume fractions of all phases are dependent on the momentum equation, as illustrated below, through the characteristics.

\[
\frac{\partial}{\partial t} (\rho E) + \nabla \cdot (\rho \mathbf{v} E) = -\nabla \cdot \mathbf{p} + \nabla \left[ \mu \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right) \right] + \rho g + \mathbf{F}.
\]  

(6)

One drawback of the shared-fields approach is that in circumstances when the phases have considerable velocity differences, the accuracy of the velocities estimated near the interface might suffer.

It’s worth noting that if the viscosity ratio is more than \(1 \times 10^3\), it might cause problems with convergence. The compressive interface capturing scheme for arbitrary meshes (CICSAM) solves the problem of poor convergence by being suited for flows with large ratios of viscosities between the phases.

4.3.5. Energy Equation

The energy equation, also shared among the phases, is shown below.

\[
\frac{\partial}{\partial t} (\rho E) + \nabla \cdot (\rho \mathbf{v} E) = \nabla \cdot \left[ k_{ij} \nabla T = \sum_j \sum_i h_{ij} \mathbf{J}_{ij} + \left( \tau_{ij} - \mathbf{v} \right) \right] + S_h.
\]  

(7)

where \(k_{ij}\) is the effective conductivity, \(\mathbf{J}\) is the diffusional flow of species \(j\), \(h_{ij}\) is enthalpy, \(\mathbf{J}_{ij}\) is the diffusional flow of species \(j\) in phase \(q\), according to the Volume of Fluid (VOF) Model Theory. Energy transfer due to conduction, species diffusion, and viscous dissipation are the first three terms on the right-hand side, respectively. Because species formation enthalpy is already included in the overall enthalpy calculation as detailed in Energy Sources Due to Reaction, \(S_h\) includes volumetric heat sources that you have established but excludes heat sources created by finite-rate volumetric or surface reactions. The VOF model treats energy, \(E\), as a mass-averaged variable:

\[
E = \frac{\sum_{\alpha \in \alpha} \alpha \rho \mathbf{E}_\alpha}{\sum_{\alpha \in \alpha} \alpha \rho}
\]  

(8)

\[
E_q = h_q - \frac{p}{\rho} + \frac{\mathbf{v}^2}{2}.
\]  

(9)

where \(h_q\) for each phase is based on the specific heat of that phase and the shared temperature. The properties \(\rho, k_{eff}\) (effective thermal conductivity) and \(\mu_{eff}\) (effective viscosity) are calculated by volumetric averaging over the phases. The source term, \(S_h\), contains contributions from radiation, as well as any other volumetric heat sources.

5. Results of using different velocities and an undulating channel

5.1. Effect of fluid ingress velocity on steam flow turbulence

Through these results, and by changing the entry velocity of the three fluids used, we can observe the effect of the velocity of the inlet flow on the time taken for steam to reach the exit area. Fig. 3 shows changes in the shape of the flow with time, where the height of the wall wave affects the shape of the flow of steam or air alike. Note that at a velocity of 0.1 m/s for all fluids, the time taken for the flow to reach the exit area was 3.01 s at the wave height of 5 mm as the flow takes the form of a slug inside the channel even with a change in the location of the flow.

As for Fig. 4, the velocity of the flow increased to 0.5 m/s at the wall wave height of 5 mm, where it is noted that the time taken for the flow to reach the exit area decreased and reached 1.57 s. As for the wave shape, it took the shape of a slug over time.

In Fig. 5, the velocity of flow entry for the three fluids is 1 m/s while the wall wave height remains 5 mm.
Fig. 4. Vapor volume fraction contour at a wave height of 5 mm and inlet velocity of 0.5 m/s: a – 0.5 s; b – 1 s; c – 1.57 s

Fig. 5. Vapor volume fraction contour at a wave height of 5 mm and inlet velocity of 1 m/s: a – 0.5 s; b – 0.97 s
It is noted that the time taken for the flow to reach the exit area is 0.97 s, which is the lowest value of time compared to the rest of the cases, where it is noted that the shape of the flow changed and shifted from slug to annular.

5.2. Effect of wall wave height on steam turbulence

The height of the wall wave greatly affects the flow of the incoming fluids and disturbs the flow and thus increases the time it takes for the flow to reach the exit area.

Fig. 6 represents the fluid inlet flow velocity of 0.1 m/s and the wave wall height of 15 mm. The turbulence value increased significantly at a wall wave height of 5 mm. It took 4.48 s for the fluid flow to reach the exit area where it took the shape of slug flow. However, in Fig. 7, the value of the wall wave height became 25 mm, thus increasing the turbulence of the wave.

Fig. 6. Vapor volume fraction contour at a wave height of 15 mm and inlet velocity of 0.1 m/s: 
\[ a = 0.5 \text{ s}; b = 1.5 \text{ s}; c = 2.5 \text{ s}; d = 4.48 \text{ s} \]
Certainly, the time taken for the flow to reach the exit area increased, where its value was 6.01 m/s, which is the time taken for the flow to reach the exit area where the flow took the shape of a slug.

5.3. Effect of variable fluids on pressure value

One of the most important variables that can be calculated by using more than one phase of the flow is the pressure. The pressure value indicates the amount of turbulence in the flow process. In addition, it is important in thermal improvements based on the turbulence of the flow, as it is noted in Fig. 8 that the pressure value gradually increased until reaching the time of 2 s, where the pressure reached 873.7 Pa, in the case, the inlet flow velocity is 0.1 m/s and the wall wave height is 25 mm.

After the time of 2 s, the pressure value starts descending until the flow reaches the exit area at the time of 6.01 s, where the pressure value was 213.9 Pa and the reason for this is the stability of the flow and the homogeneity of the fluid phases with each other.

Fig. 7. Vapor volume fraction contour at a wave height of 25 mm and inlet velocity of 0.1 m/s:

- $a = 1$ s;
- $b = 2$ s;
- $c = 5$ s;
- $d = 6.01$ s
5.4 Effect of velocity and wall wave height on the time it takes for the fluid to reach the exit area.

Fig. 9 shows the cases that were taken with changes in the height of the wall wave and the amplitude of the flow entering the three phases.

It is noted that the value of the time taken for the flow to reach the exit area is directly proportional to the height of the wall wave and inversely to the speed of the entry flow of the three phases.

Fig. 8. Pressure contour at a wave height of 25 mm and inlet velocity of 0.1 m/s: a – 4.5 s; b – 5 s; c – 5.5 s; d – 6.01 s

Fig. 9. Time with wave height with different inlet velocities
6. Discussion of the results of using different velocities and an undulating channel

It is noted that the time taken for the flow to reach the exit area is 0.97 s, which is the lowest value of time compared to the rest of the cases, where it is noted that the shape of the flow changed and shifted from slug to annular. The reason for this is the velocity of fluid flow through a semi-planar channel. It was also found that the height of the wall wave greatly affects the flow of the incoming fluids and disturbs the flow and thus increases the time it takes for the flow to reach the exit area. It is noted in Fig. 8 that the pressure value gradually increased until reaching the time of 2 s, where the pressure reached 873.7 Pa, in the case, the inlet flow velocity is 0.1 m/s and the wall wave height is 25 mm. The reason for this is that the entry area comes after a flat area and then enters the ripple area in the channel.

The advantage of this study is the simulation of multiple fluids in one channel and identification of the two bells of these fluids together to see the difference in velocities and densities between them and the turbulence that occurs.

The limits that were encountered in the simulation study are that it is not possible to create more than 3 fluids together to obtain correct results that match the truth. The study was limited to the extent of the influence of multiple fluids, and its usefulness on heat energy transfer and benefiting from the turbulence in multiple fluids was not addressed. This study can be carried out in the future experimentally and the results obtained can be compared with the numerical results.

7. Conclusions

1. The velocity of the flow increased to 0.5 m/s at the height of the wall wave of 5 mm. It is noted that the time taken for the flow to reach the exit area decreased and reached 1.57 s. As for the wave shape, it took the shape of a slug over time. The velocity of flow entry for the three fluids is 1 m/s while the wall wave height remains 5 mm. It is noted that the time taken for the flow to reach the exit area is 0.97 s, which is the lowest value of time compared to the rest of the cases, where the shape of the flow changed and shifted from slug to annular.

2. The height of the wall wave greatly affects the flow of the incoming fluids, disturbs the flow, and thus increases the time it takes for the flow to reach the exit area. At the fluid inlet flow velocity of 0.1 m/s and the wall wave height of 15 mm, the turbulence value increased significantly from 5 mm to 25 mm.

3. The pressure value indicates the amount of turbulence in the flow process, and it is important in thermal improvements based on the turbulence of the flow. The pressure value gradually increases until reaching the time of 2 s, where the pressure reached 873.7 Pa, in the case, the inlet flow velocity is 0.1 m/s and the wall wave height is 25 mm.

4. The value of the time taken for the flow to reach the exit area is directly proportional to the height of the wall wave and inversely to the speed of the entry flow of the three phases. The cases were reviewed taken with changes in the height as well as the amplitude of the flow entering and exiting the three stages. The time taken for steam to reach the exit area at a height of 5 mm, where the flow takes the form of a slug inside the channel even with a change in the location of the flow. At a velocity of 0.1 m/s for all fluids, the time elapsed from entering the channel to leaving the channel was 3.01 s at the wave height of 5 mm.
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