Abstract

We present a shared-memory algorithm to compute high-quality solutions to the balanced $k$-way hypergraph partitioning problem. This problem asks for a partition of the vertex set into $k$ disjoint blocks of bounded size that minimizes the connectivity metric (i.e., the sum of the number of different blocks connected by each hyperedge). High solution quality is achieved by parallelizing the core technique of the currently best sequential partitioner KaHyPar: the most extreme $n$-level version of the widely used multilevel paradigm, where only a single vertex is contracted on each level. This approach is made fast and scalable through intrusive algorithms and data structures that allow precise control of parallelism through atomic operations and fine-grained locking. We perform extensive experiments on more than 500 real-world hypergraphs with up to 140 million vertices and two billion pins (sum of hyperedge sizes). We find that our algorithm computes solutions that are on par with a comparable configuration of KaHyPar while being an order of magnitude faster on average. Moreover, we show that recent non-multilevel algorithms specifically designed to partition large instances have considerable quality penalties and no clear advantage in running time.

1 Introduction

Hypergraphs are a generalization of graphs where each hyperedge can connect more than two vertices. Processing complex hypergraphs has become an important application area but also a major challenge [20], in particular in parallel scenarios. In this context, hypergraph partitioning (HGP) is a crucial operation. It asks for partitioning the vertex set into $k$ disjoint blocks of about the same size while minimizing the number of cut edges (often additionally weighted by the number of different blocks connected by cut hyperedges). The problem is again formally defined in Section 2. HGP has applications in various domains such as VLSI design [1], scientific computing [11], hypergraph processing frameworks [24, 22], and storage sharding in distributed database management systems [11, 13, 50, 28].

Since the HGP problem is NP-hard [30] and even hard to approximate [8], heuristic algorithms are used in practice. In particular, multilevel algorithms [11, 10, 26, 17] have emerged as an excellent compromise between speed and quality. Multilevel HGP proceeds in
three phases: First, the hypergraph is **coarsened** to obtain a hierarchy of structurally similar and successively smaller hypergraphs by **contracting** pairs or clusters of vertices. We can now afford to apply expensive **initial partitioning** algorithms to the resulting small hypergraph that still represents essential features of the input. Finally, coarsening is successively undone. At each level of the hierarchy, vertices are assigned to the same block of the partition as their constituent on the previous level, before **refinement** algorithms are used to improve the quality of the solution. This allows to perform optimization on many levels of granularity using simple local operations.

Until recently, sequential algorithms were dominant since existing distributed systems [46, 13, 25] sacrifice solution quality by using comparatively weak components that are easier to parallelize. Two sequential systems stand out. PaToH [10] is very fast and computes partitions of reasonable quality, whereas KaHyPar [23, 41] computes high-quality partitions, due to its n-level approach [35]. It uses a dynamic hypergraph data structure in order to support a maximally fine-grained hierarchy – in each step of coarsening, only a single pair of vertices is contracted. Correspondingly, in each step of refinement, only a single vertex is uncontracted, allowing a highly localized search for improvements.

In a previous paper [18], we presented a multi-threaded high-performance HGP system that uses a traditional multilevel approach with few levels. Even with few cores, this system considerably outperforms PaToH as well as most of the sequential and all parallel HGP codes we are aware of, both in terms of solution quality and running time. KaHyPar [23] still computes better partitions due to its n-level approach but is substantially slower – prohibitively so for large hypergraphs.

**Contributions and Outline.** In this paper, we address the challenge of achieving the quality of KaHyPar in a fast parallel code. Our approach is to parallelize the n-level variant even though it looks inherently sequential and even though it requires complex dynamic data structures. To this end, we develop a representation of contractions by a forest and an approach to decompose the forest into batches of local improvements that can be performed in parallel. This is aided by a space-efficient, concurrent and dynamic hypergraph data structure that is used in a highly intrusive fashion. For example, we exploit internal states observed during concurrent uncontraction operations for updating entries in data structures used by the refinement algorithms. We also develop an adaptive selection scheme for flat initial bipartitioning algorithms. In combination with numerous implementation level improvements this also accelerated our previous system [18] by a factor of about 1.5.

We support our findings with extensive experiments on orders of magnitude more instances than many previous, high-impact papers. Since the speed and quality of HGP systems varies widely from input to input, this helps to clarify the relative merits of different approaches. For example, we also consider two non-multilevel systems [25, 33] that have recently been considered and show that they have enormous quality penalties compared to multilevel systems while not giving consistent performance advantages over the fastest multilevel codes.

In Section 2 we introduce notation, used concepts and formally define the problem, before discussing related work in Section 3. Then Section 4 presents the algorithmic components of our new system Mt-KaHyPar-Q, though we mostly focus on parallel coarsening and uncoarsening. Experiments in Section 5 indicate that our system achieves similar quality as a comparable variant of KaHyPar yet outperforms it by an average factor of about 9 using 10 threads. On large instances it typically achieves a self-relative speedup of around 25 using 64 threads. Section 6 summarizes the results and outlines directions for future research.
2 Preliminaries

A weighted hypergraph \( H = (V, E, c, \omega) \) is defined as a set of vertices \( V \) and a set of hyperedges/nets \( E \) with vertex weights \( c: V \to \mathbb{R}_{>0} \) and net weights \( \omega: E \to \mathbb{R}_{>0} \), where each net \( e \) is a subset of the vertex set \( V \) (i.e., \( e \subseteq V \)). The vertices of a net are called its pins. We extend \( c \) and \( \omega \) to sets in the natural way, i.e., \( c(U) := \sum_{v \in U} c(v) \) and \( \omega(F) := \sum_{e \in F} \omega(e) \). A vertex \( v \) is incident to a net \( e \) if \( v \in e \). \( I(v) \) denotes the set of all incident nets of \( v \). The degree of a vertex \( v \) is \( d(v) := |I(v)| \). The size \( |e| \) of a net \( e \) is the number of its pins. We call two nets \( e_i \) and \( e_j \) with different identifiers \( i \neq j \) identical if they have the same pins.

A \( k \)-way partition of a hypergraph \( H \) is a function \( \Pi : V \to \{1, \ldots, k\} \). The blocks \( V_i := \Pi^{-1}(i) \) of \( \Pi \) are the inverse images. We call \( \Pi \) \( \varepsilon \)-balanced if each block \( V_i \) satisfies the balance constraint: \( c(V_i) \leq L_{\max} := (1 + \varepsilon)\frac{c(V)}{k} \) for some parameter \( \varepsilon \in (0, 1) \). A \( 2 \)-way partition is also called a bipartition.

For each net \( e \), \( \Lambda(e) := \{V_i \mid V_i \cap e \neq \emptyset\} \) denotes the connectivity set of \( e \). The connectivity \( \lambda(e) \) of a net \( e \) is the cardinality of its connectivity set, i.e., \( \lambda(e) := |\Lambda(e)| \). A net is called a cut net if \( \lambda(e) > 1 \), otherwise (i.e., if \( |\lambda(e)| = 1 \)) it is called an internal net. A vertex \( u \) that is incident to at least one cut net is called a boundary vertex. The number of pins of a net \( e \) in block \( V_i \) is denoted by \( \Phi(e, V_i) := |V_i \cap e| \).

Given parameters \( \varepsilon \), and \( k \), and a hypergraph \( H \), the hypergraph partitioning problem is to find an \( \varepsilon \)-balanced \( k \)-way partition \( \Pi \) that minimizes a certain objective function on the cut nets of \( H \). In this paper we focus on the connectivity metric \( (\lambda - 1)(\Pi) := \sum_{e \in E} (\lambda(e) - 1)\omega(e) \).

Given a \( k \)-way partition \( \Pi \), moving \( u \) from its block \( \Pi(u) \) to \( V_i \) improves the connectivity metric by \( g(u, i) := \omega(\{e \in I(u) \mid \Phi(e, \Pi(u)) = 1\}) - \omega(\{e \in I(u) \mid \Phi(e, V_i) = 0\}) \). This term is called the gain of the move. Only boundary vertices can have positive gains.

Contracting the vertex pair \((u, v)\) removes \( v \) from all nets \( e \in I(u) \cap I(v) \) and replaces \( v \) with \( u \) in all nets \( e \in I(v) \setminus I(u) \). The weight of \( u \) becomes \( c(u) := c(u) + c(v) \). We refer to \( u \) as the representative and \( v \) as the contracted vertex. We also say \( v \) is contracted onto \( u \), or just \( v \) is contracted when the description does not need the representative. Vertices that are not yet contracted are called active. Uncontraction is the reverse operation of contraction.

An undirected graph is called a forest if it does not contain a cycle, and a forest is called a tree if it is connected. A rooted forest is a directed graph whose underlying undirected graph is a forest, with a designated set of root vertices such that all edges point towards the root of their tree. A set \( C \) of contractions for a hypergraph \( H = (V, E) \) is called compatible if the directed graph \( \mathcal{F} = (V, \{(v, u) \mid (u, v) \in C\}) \) with edges pointing from contracted vertex to representative, is a rooted forest. \( \mathcal{F} \) is called the contraction forest. In this paper, we only construct compatible sets of contractions. To represent the forest as an array \( \text{rep} \), we store the representative of each vertex, i.e., \( \text{rep}[v] = u \) for \((u, v) \in C\). If \( v \) was not contracted then \( \text{rep}[v] = v \). These are the roots of \( \mathcal{F} \). The ancestors of \( v \) are the vertices on the unique path towards the root of its tree. The children of \( v \) are all vertices \( w \in V \setminus v \) with \( \text{rep}[w] = v \), and the descendants of \( v \) are the vertices in the subtree rooted at \( v \). Vertices \( v_1, v_2 \) are siblings if they are children of the same vertex, i.e., \( v_1 \neq \text{rep}[v_1] = \text{rep}[v_2] \neq v_2 \).

\[ \text{With this definition some instances may not admit balanced partitions. This can be remedied by adding } \max_e c(e) \text{. Here, we use the traditional definition, since it is used by most of the available partitioning software, and this issue does not arise on our benchmark instances.} \]
3 Related Work

The literature contains a large number of different hypergraph partitioning algorithms, most of which follow the multilevel paradigm and are either based on recursive bipartitioning (RB) or direct \( k \)-way partitioning. In recursive bipartitioning, the input hypergraph is recursively split into two blocks until \( k \) blocks are obtained. In direct \( k \)-way partitioning, the initial partition of the coarsest hypergraph is already \( k \)-way. Direct \( k \)-way achieves better quality \[44, 5, 1\], but is more difficult to implement because \( k \)-way refinement is needed.

The most notable sequential hypergraph partitioners are PaToH (RB) \[10\], which is extremely fast, hMetis (RB and direct \( k \)-way) \[26, 27\], the hypergraph version of the well-known Metis graph partitioning algorithms, as well as KaHyPar (direct \( k \)-way) \[16\] which aims at very high partition quality. Parallel algorithms as well as KaHyPar are discussed in more detail later in this section, as these are the most relevant to our contribution. For a more extensive overview, including non-multilevel algorithms, we refer to existing literature \[4, 6, 36, 41\].

Refinement. For the refinement phase, most sequential partitioners use the Fiduccia-Mattheyses (FM) \[15\] local search heuristic to improve partitions at each level. FM repeatedly performs a feasible vertex move with the highest gain (which may be negative), and then returns the best observed solution. Allowing moves with negative gain enables FM to escape local minima to some extent. To speed up local search, it is often only initialized with boundary vertices. FM has been deemed notoriously difficult to parallelize due to the serial move order \[29\], and is known to be P-complete \[40\].

Label propagation \[27, 38, 34, 46\] is a refinement algorithm that is easier to parallelize. Vertices are visited in random order (in parallel). For each vertex, the move with highest positive gain (based on the current view) is performed immediately. Label propagation lacks the ability to escape local minima since only moves with positive gain are performed. A synchronous version is amenable for distributed memory, i.e., moves are only communicated and applied after each round \[34\]. This can incur oscillation, and even decrease partition quality, since moves influence each other’s gains. In shared-memory settings, the balance constraint can be maintained using atomic fetch-and-add instructions. In distributed memory this poses a substantially more difficult challenge. One of the possible approaches is discussed in the next paragraph.

Parallel Hypergraph Partitioning. Mt-KaHyPar \[18\] is the first shared-memory multilevel hypergraph partitioning algorithm. It uses direct \( k \)-way partitioning, and opts for the traditional \( O(\log(n)) \) levels by contracting vertex clusterings. The coarsening is guided by restricting contractions to vertex clusters computed in a preprocessing phase \[23\] using the parallel Louvain algorithm \[45\]. Initial partitioning is done via parallel recursive bipartitioning with work-stealing. Refinement uses label propagation and a parallel localized FM algorithm that is based on the localized multi-try FM of the graph partitioners KaHiP \[39\] and Mt-KaHiP \[2\]. The threads perform FM local searches that do not overlap on vertices. Each thread initializes its search with a few different boundary vertices, and gradually expands around it by claiming neighbors of moved vertices. When a search terminates, it applies its best local prefix to the globally shared partition, and then continues with a different set of seed vertices. This yields a global move ordering. Once all initial boundary vertices have been used as seeds, the gains of the moves in the global ordering are recomputed in parallel, and the best prefix is applied to the partition. While FM finds better partitions than label
propagation, it is more difficult to parallelize efficiently. Therefore, label propagation is employed first to find easy improvements, so that FM can converge faster and only has to find non-trivial improvements.

Parkway [46] is a distributed multilevel algorithm based on direct k-way partitioning, which uses label propagation refinement. Zoltan [13] is a distributed multilevel algorithm based on recursive bipartitioning. It uses a 2D distribution, where each processor only has partial information on the vertices and nets allocated to it. Each processor performs FM on the vertices for which it holds the majority of non-zero matrix entries out of any processor, using and updating only local information. SHP [25] is a distributed non-multilevel (flat) algorithm which uses a modified objective function to reduce the effect of zero gain moves. Similar to synchronous label propagation, it first computes the gains for all vertices and target blocks, and then selects the highest gain target block for each vertex. For each block pair, vertices are paired off for swaps by highest gain first. This is approximated in a distributed setting by bins for each move direction, with exponentially increasing gain ranges. Two bins with the same range swap the maximal possible number of vertices (size of smaller bin). Vertices for which the bin of the other move direction is empty, are moved with a certain probability that attempts to maintain the balance constraint. BiPart [31] is a deterministic shared-memory multilevel algorithm based on recursive bipartitioning. For 2-way refinement, it uses the same algorithm as SHP but simply uses a vector sorted by gains for each move direction, and swaps a prefix of the vectors.

**KaHyPar.** We briefly describe the coarsening and uncoarsening of the sequential n-level algorithm KaHyPar [12][1] since our parallel algorithms are based on them.

The coarsening algorithm proceeds in passes until the hypergraph only has $160 \cdot k$ vertices remaining, or no vertex was contracted in the last pass. In each coarsening pass, the remaining active vertices are visited in random order. For each vertex $u$, three steps are performed. First, the highest rated neighbor $v$ according to the heavy-edge rating function [10, 23, 26]

$$ r(u, v) := \sum_{e \in I(u) \cap I(v)} \frac{\omega(e)}{|e| - 1}, $$

is selected to be contracted onto $u$. This function prefers vertices that share a large number of heavy nets of small size with $u$. Creating too heavy vertices impairs initial partitioning algorithms in finding balanced partitions, and may even make it impossible. Hence, the selection is restricted to candidates $v$ with $c(u) + c(v) \leq c_{\text{max}} := \frac{c(V)}{160 \cdot k}$. Secondly, the contraction $(u, v)$ is performed immediately, so that later iterations already see the aggregated vertex $u$. Third, nets of $u$ that become identical through the contraction (have the same set of pins) are removed, except for one representative at which the weights of the other nets are aggregated. Nets consisting of a single pin are discarded.

After computing an initial $k$-way partition, the contractions are undone in the reverse order in which they were performed. A restored vertex is assigned to the same block in the partition as its representative. After each uncontraction, localized FM search is performed around the two vertices of the reverted contraction.

### 4 Parallel n-level Hypergraph Partitioning

Algorithm [1] shows the high-level pseudocode of our parallel n-level framework. KaHyPar’s approach of contracting and uncontracting vertices in a strict order is inherently sequential which is why we have to relax the n-level paradigm. For the coarsening phase, we parallelize
Algorithm 1 Parallel n-level Hypergraph Partitioning

Input: Hypergraph \( H = (V,E) \), number of blocks \( k \)

Output: \( k \)-way partition \( \Pi \) of \( H \)

1. \( \forall v \in V : \text{rep}[v] \leftarrow v \) \quad // initialize empty contraction forest \( F \)
2. while \( |V| > 160 \cdot k \) do
   3. for \( u \in V \) in random order do in parallel \quad // coarsening pass
      4. \( v \leftarrow \text{arg max}_v \sum_{e \in I(u) \cap I(v)} \frac{\omega(e)}{|e|} \) \quad // \( O(\sum_{e \in I(v)} |e|) \)
      5. if \( (u,v) \) can be safely added to \( F \) then \quad // Section 4.2
         6. \( \text{rep}[v] \leftarrow u \) and contract \( v \) onto \( u \) \quad // Section 4.1
   7. \( \Pi \leftarrow \text{initialPartition}(H,k) \) \quad // Section 4.3
   8. \( B = (B_1, \ldots, B_l) \leftarrow \text{constructBatches}(F) \) \quad // Section 4.4
   9. for \( B \in B \) do \quad // \( |B| \approx b_{\text{max}} \)
      10. for \( v \in B \) do in parallel
          11. uncontract \( v \) from \( \text{rep}[v] \) \quad // Section 4.4
          12. \( \Pi[v] \leftarrow \Pi[\text{rep}[v]] \)
      13. improve \( \Pi \) with localized refinement on \( B \) \quad // Section 4.4

The loop over the active vertices in Line 3. Contractions are performed on-the-fly as in the sequential algorithm. The challenge addressed in Section 4.2 is to keep the contractions compatible (see Line 5) as well as to determine a schedule for the contraction operations. The uncoarsening phase starts in Line 6. We construct a sequence of batches \( B = (B_1, \ldots, B_l) \) of contracted vertices, such that \( |B_i| \approx b_{\text{max}} \), where \( b_{\text{max}} \) is an input parameter. Batches are processed one after another, enabling the uncontraction of vertices in subsequent batches. Vertices in the same batch are uncontracted in parallel. Note that setting \( b_{\text{max}} = 1 \) corresponds to sequential KaHyPar. The challenge is to identify which vertices can or even must appear in the same batch, which we address in Section 4.4. After each batch, we apply highly-localized refinement algorithms around the vertices in the batch. The localized refinement algorithms described in Section 4.4 are adaptations from the algorithms presented in our previous paper [18]. In Section 4.3 we additionally introduce an improvement to initial partitioning. Furthermore, we propose a new low-memory hypergraph data structure in Section 4.1 and describe how to implement contractions and uncontractions on it. This will reveal certain conditions and intricacies regarding parallelization that must be addressed by the coarsening and uncoarsening algorithms in Sections 4.2 and 4.4.

4.1 Dynamic Hypergraph Data Structure

To support concurrent on-the-fly contraction and uncontraction, we use a dynamic hypergraph data structure that improves the approach in KaHyPar [11, p. 100]. In KaHyPar, the pins of the nets are represented as an adjacency array (the sub-range storing the pins of a certain net is called its pin-list), whereas the incident nets of the vertices are represented using adjacency-lists, i.e., as a separate vector for each vertex. Because of the adjacency-lists, a contraction \( (u,v) \) entails copying \( I(v) \setminus I(u) \) to \( I(u) \). In the worst case, this can lead to quadratic memory usage and is therefore not practical for large or skewed hypergraphs. Instead, we propose a new data structure for storing incident nets that enables concurrent (un)contractions without allocating additional memory. In preliminary experiments, this data structure was roughly 5% slower than KaHyPar’s approach due to iteration overheads, but allows us to handle larger and skewed instances.
The key idea is to remove $I(u) \cap I(v)$ from $I(v)$ (instead of adding $I(v) \setminus I(u)$ to $I(u)$). $I(u)$ is obtained by iterating over both the representation of the current $I(u)$ and the remaining entries of $I(v)$. For each vertex $u \in V$, we store an array $I_u$ which is initialized with the incident nets of $u$ on the input hypergraph. We organize all vertices contracted onto $u$ as well as $u$ itself in a doubly-linked list $L_u$, so that the current state for $I(u)$ is obtained by iterating over all $I_w$ arrays for $w \in L_u$. When contracting $v$ onto $u$, we remove any incident net of $v$ from the arrays $I_w$ for $w \in L_v$ and append $L_v$ to $L_u$. For storing the pin-lists of nets, we use an adjacency array as in KaHyPar. The data structure and all operations, which we describe in more detail in the following, are illustrated with an example of multiple contraction and uncontraction steps in Figure 1. In each step, the top part shows the current state of the pin-lists, the bottom part shows the incident net arrays $I_w$ and lists $L_w$.

**Remove and Restore Incident Nets.** To remove and later restore entries from an incident net array $I_w$, we additionally store a counter $t_w$, which counts how many contractions $I_w$ was modified, as well as a marker $t_{w,c}$ for each entry of $I_w$. The counter and markers are initially set to zero. Entries with markers $\geq t_w$ are active, i.e., were not removed yet. To remove a set $X$ of entries from $I_w$, we increment $t_w$ and iterate over the previously active entries of $I_w$ (now marked with $t_w - 1$). If the entry is not in $X$, we set its marker to $t_w$. Otherwise, we swap the entry and its marker to the end of the active part but keep its marker as $t_w^{\text{old}}$. This maintains the invariant that the entries of $I_w$ are sorted by decreasing markers, so that iterating over active entries of $I_w$ has no overhead. In particular the iterator for $I(u)$ has a complexity of $O(|I(u)| + |L_u|)$.

To restore entries, we just decrement $t_w$, so that we consider entries marked with $t_{w,c} = t_w - 1$ as active again. The restore operations must be performed in reverse order of the remove operations, in order to restore the correct entries. This is guaranteed in our scenario, since a vertex can only be uncontracted once its ancestors in $F$ have been uncontracted.

In Figure 1b we contract $v_0$ onto $v_1$. We remove $e_1$ from the incident net array of $v_0$, but keep $e_0$. Therefore, we increment $t_0$ to 1, and set $t_{0,c}$ to 1, while leaving $t_{0,0}$ at 0. In
step f (which uncontracts \( v_1 \)) we decrement \( t_0 \) to 0 and thus mark \( e_1 \) as active again in the incident net array of \( v_0 \).

\begin{algorithm}
\textbf{Input:} Contraction \((u, v)\)  
1. \( c(u) \leftarrow c(u) + c(v) \)  
2. \textbf{for} \( e \in I(v) \) \textbf{do}  
3. \textbf{if} \( u \) is contained in the pin-list of \( e \) then  
   4. remove \( v \) from the pin-list of \( e \)  
   5. mark \( e \) in bitset \( X \)  
   6. \textbf{else}  
   7. replace \( v \) by \( u \) in the pin-list of \( e \)  
8. \textbf{for} \( w \in L_v \) \textbf{do}  
9. remove all active entries marked in \( X \) from \( I_w \)  
10. append \( L_v \) to \( L_u \)  
\end{algorithm}

\textbf{Contraction Operation.} Algorithm 2 shows the pseudocode for contracting a vertex \( v \) onto another vertex \( u \). To edit the pin-lists, we iterate over the incident nets \( e \in I(v) \) of \( v \) and search for the position of \( u \) in \( e \) (see Line 3). If we do not find \( u \), we replace \( v \) by \( u \) in the pin-list of \( e \) in Line 7 (e.g., \( v_0 \) is replaced by \( v_1 \) in \( e_0 \) in Figure 4b). Otherwise, we swap \( v \) to the end of the active part of \( e \) and decrement the current size of \( e \) (see Line 4) and pin \( v_0 \) of \( e_1 \) in Figure 4b), as well as mark \( e \) in a bitset \( X \). We use this bitset to remove all nets \( e \in I(u) \cap I(v) \) from the incident net arrays \( I_w \) for all \( w \in L_v \) in Line 9.

To enable concurrent contractions, we use a separate lock for each net to synchronize edits to the pin-lists. In Line 10, the set \( I(u) \) may change due to concurrent contractions onto \( u \), which is why it is not thread-safe to initialize \( X \) by iterating over \( I(u) \). If multiple vertices that are contracted concurrently onto \( u \) share a net \( e \), only the first pin-list edit of \( e \) can do the replacement (if \( u \) was not already in \( e \)). All subsequent edits of \( e \) correctly remove their pins and mark \( e \) in their thread-local bitset \( X \).

Operations on the incident net arrays \( I_w \) for \( w \in L_v \) are not synchronized (see Line 9), since only contractions of descendants of \( v \) in \( F \) can modify these arrays. These must be finished before the contraction of \( v \) starts, and our algorithm in Section 4.2 guarantees this. Additionally, we use a separate lock for each vertex \( u \in V \) to synchronize modifications to \( L_u \) and \( c(u) \). If \( c(u) + c(v) \) exceeds the maximum vertex weight \( c_{\text{max}} \), we discard the contraction.

\textbf{Uncontraction Operation.} Algorithm 3 shows the pseudocode for uncontracting a vertex \( v \) that is contracted onto a vertex \( u \). To restore \( L_v \) from \( L_u \) in Line 2 we additionally store the last vertex in \( L_v \) at the time \( v \) is contracted. To restore the incident nets of \( v \) that were removed, we iterate over all vertices \( w \in L_v \) and decrement the counter \( t_w \) in Line 4. This reactivates all entries of \( L_w \) that became inactive due to contracting \( v \), i.e., had marker \( t_{w,e} = t_w \). The other active nets are marked with \( t_{w,e} > t_w \), which were not incident to \( u \) at the time of the contraction and thus not removed. To restore the pin-lists, we iterate over all active nets \( e \in I_w \) and if \( t_{w,e} = t_w \), we restore \( v \) from the inactive part of the pin-list of \( e \) in Line 7 (see \( v_4 \) in \( e_2 \) in Figure 4f). Otherwise, if \( t_{w,e} > t_w \), we replace \( u \) by \( v \) in the pin-list of \( e \) in Line 9 (see \( v_0 \) replacing \( v_1 \) in \( e_0 \) in Figure 4f).

In the sequential setting of KaHyPar [31] contractions are undone in the reverse order in which they were performed, so if \( v \) was removed, it is the first entry in the inactive part
Algorithm 3  Uncontraction Operation

Input: Contraction \((u, v)\)

1. \(\Pi(v) \leftarrow \Pi(u)\)
2. restore the sublist \(L_v\) from \(L_u\)
3. for \(w \in L_v\) do
   4. \(t_w \leftarrow t_w - 1\)
   5. forall active entries \(e \in I_w\) do
      6. if \(t_{w,e} = t_w\) then
         7. restore \(v\) in the pin-list of \(e\)
      8. else
         9. replace \(u\) by \(v\) in the pin-list of \(e\)
10. \(c(u) \leftarrow c(u) - c(v)\)

of \(e\). In this case it suffices to increment the current size of \(e\) to restore \(v\) in Line 9. In the parallel setting, we perform all uncontractions in the current batch \(B\) in parallel, so \(v\) can be anywhere in the inactive part of \(e\)'s pin-list. After constructing the batches, we sort each pin-list (in particular the inactive entries) by the batches in which the pins are uncontracted, see net \(e_2\) in Figure 1d. Then all pins of \(e\) that have to be restored in the current batch can be activated simultaneously by appropriately raising the current size of \(e\), as seen in parts \(e\) and \(f\) of Figure 1. Only one thread that triggers the restore case on a net performs the restore operation. We ensure this with an atomic test-and-set instruction on a bit for this net, which we reset after each batch.

Further Implementation Details. While the description references a separate incident net array for each vertex, they are actually organized as an adjacency array as well. To speed up iteration over incident nets, we store a second doubly-linked list where vertices \(w\) without active entries in \(I_w\) are removed. This improves the iterator's complexity to \(O(|I(u)|)\). Since the edit operations that require locks are very fine-grained, we implement locking with spinlocks using atomic test-and-set operations. This applies to all locks used in this paper.

4.2 Parallel \(n\)-level Coarsening

To outline the parallelization idea, we assume the contraction forest \(\mathcal{F}\) is known in advance, before we describe how to lift this restriction. A vertex can be contracted as soon as all of its children in \(\mathcal{F}\) have been contracted. To obtain parallelism, such vertices can be contracted independently, i.e., we traverse \(\mathcal{F}\) in bottom-up fashion. The contracted hypergraph will be the same regardless of exact execution order, only the data structure representation may differ, i.e., which pin was replaced by its representative and which pin was removed.

In the following, we describe how we dynamically extend \(\mathcal{F}\) in a thread-safe manner that still enables this parallelization scheme, while simultaneously performing the contraction operations defined by \(\mathcal{F}\). For finding good contractions, we use the same algorithm as sequential KaHyPar but parallelize the iteration over active vertices (c.f. Line 3 in Algorithm 1) and run the algorithm described below instead of performing the contraction right away (as shown in Line 5). While the rating function in Line 4 uses potentially outdated information due to concurrent contractions, this has negligible impact on solution quality. The same observation has been made for similar clustering and community detection algorithms [45, 19, 18].
Handling Contraction Dependencies. Performing a contraction \((u, v)\) does not break compatibility with existing contractions, if it satisfies the following two conditions:

1. \(F\) must remain a rooted forest
2. the contraction of \(u\) must not be started yet.

More precisely, adding edge \((v, u)\) to \(F\) must not induce a cycle and \(v\) must still be a root, i.e., \(\text{rep}[v] = v\). If \(u\) is already contracted or processed by a different thread, contracting \(v\) onto \(u\) would introduce inconsistencies as \(u\) may already have been replaced in some of its incident nets by \(\text{rep}[u]\). This has two consequences: First, if the contraction of \(u\) has started, we instead contract \(v\) onto a suitable ancestor of \(u\). Secondly, if there are unfinished contractions onto \(v\), we cannot contract \(v\) right away. Note that we explicitly allow multiple concurrent contractions onto the same vertex.

We use one lock per vertex, as well as a zero-initialized array \(\text{pending}\), where \(\text{pending}[x]\) stores the number of vertices \(y\) with \(\text{rep}[y] = x\) whose contraction is not finished. If \(\text{pending}[x] = 0\), it is safe to contract \(x\). If additionally \(\text{rep}[x] \neq x\), we assume that the contraction of \(x\) onto \(\text{rep}[x]\) has started. The entries \(\text{rep}[x]\) and \(\text{pending}[x]\) are only modified while holding the lock for \(x\). The following algorithm takes a desired contraction \((u, v)\) as input, and ensures that at some point a contraction \((u', v)\) is applied to the dynamic hypergraph data structure, where \(u'\) is either \(u\) or an ancestor of \(u\). If some other thread already set \(\text{rep}[v]\), we can safely discard \((u, v)\). Note that in most cases \(u'\) is just \(u\), i.e., we perform the requested contraction.

First, we acquire the lock for \(v\), so that no other thread can write to \(\text{rep}[v]\). If \(\text{rep}[v] \neq v\), we discard the contraction \((u, v)\), as another thread has already selected a representative for \(v\) and will run this algorithm. Otherwise, we walk the path towards the root of \(u'\)'s tree in \(F\) by chasing the \(\text{rep}\) entries to find the lowest ancestor \(u'\) of \(u\), for which either \(\text{rep}[u'] = u'\) or \(\text{pending}[u'] > 0\). This guarantees that the contraction of \(u'\) has not started. If we find \(v\) on this path, we discard the contraction \((u, v)\), as it would add a cycle to \(F\).

If we did not find a cycle, we acquire the lock for \(u'\) and check \(\text{rep}[u']\) and \(\text{pending}[u']\) again. If they changed, we release \(u'\) and keep walking up to find an ancestor of \(u'\). Otherwise, \(u'\) is the desired candidate. We still finish the walk up to the root to check for cycles. If no cycles are found, we set \(\text{rep}[v] \leftarrow u'\) and \(\text{pending}[u'] \leftarrow \text{pending}[u'] + 1\), and release the locks for \(v\) and \(u'\). To avoid deadlocks, we acquire the lock of the vertex with lower id first. If \(u' < v\), we have to intermediately release the lock for \(v\), so we re-check whether \(\text{rep}[v] = v\) and discard the contraction if this is not the case. If the contraction is discarded at any stage, we release all appropriate locks.

Now, we try to start the contraction operation for \((u', v)\). First, we acquire the lock for \(v\) again. If \(\text{pending}[v] > 0\), we are finished, as we transfer the responsibility for contracting \((u', v)\) to the thread that reduces \(\text{pending}[v]\) to 0. If \(\text{pending}[v] = 0\), we release the lock and start the contraction operation on \((u', v)\). After the contraction, we decrement \(\text{pending}[u']\) by 1 — with acquired lock for \(u'\). If this reduces \(\text{pending}[u']\) to 0 and \(\text{rep}[u'] \neq u'\), this thread is responsible for performing the contraction \((\text{rep}[u'], u')\), so we recursively apply this process.

Algorithm [??] in Appendix [??] shows the pseudocode for the algorithm described above.

Removing Identical Nets. There is one last detail left for the coarsening phase. We remove identical and single-vertex nets after each coarsening pass, using our parallel algorithm from [??] adapted to the dynamic data structure. Removing this redundant information speeds up the other algorithmic components of the framework. Doing this on-the-fly as in sequential KaHyPar would introduce additional dependencies for the batches in the...
Consider the scenario in Figure 2, with vertices $u, v_1, v_2 \in V$ with $\text{rep}[v_1] = \text{rep}[v_2] = u$, and two nets $e_1, e_2 \in E$ with $v_1, v_2 \in e_1$ but $u \notin e_1$. If the contractions of $v_1$ and $v_2$ happen at the same time, and $u$ replaces $v_1$ in $e_1$ and $v_2$ in $e_2$, then $v_2$ gets removed in $e_1$, and $v_1$ gets removed in $e_2$ (moved to the inactive part). If we uncontract $v_1$ in an earlier batch than $v_2$, then $u$ would be incident to $e_2$ but not $e_1$ until $v_2$ is uncontracted, since we replace $u$ by $v_1$ in $e_1$ but not yet by $v_2$ in $e_2$. This is an inconsistent state because $v_2$ is in $e_1$ and was contracted onto $u$, and thus $u$ should be incident to $e_1$. In this case refinement algorithms would yield incorrect results. Hence, we enforce that all sibling contractions that happened at the same time must be reverted in the uncoarsening phase, which is why we decided against it. Efficient, parallel, on-the-fly identical net removal might be an avenue for future research.

4.3 Initial Partitioning

Initial partitioning is done via recursive multilevel bipartitioning with work-stealing as described in [18] but using parallel $n$-level coarsening and uncoarsening as described in Section 4.2 and 4.4. To obtain a 2-way partition of the coarsest hypergraph, we choose the best bipartition computed by a pool of 9 flat bipartitioning algorithms. Instead of running them 20 times each as in [18], we perform at least 5 runs and at most 20. After 5 runs, we only run an algorithm again, if it is likely to improve the best solution $\Pi^*$ found so far. We estimate this based on the arithmetic mean $\mu$ and standard deviation $\sigma$ of the connectivity values achieved by that algorithm so far, using the 95% rule. Assuming the connectivity values follow a normal distribution, roughly 95% of the runs will fall between $\mu - 2\sigma$ and $\mu + 2\sigma$. If $\mu - 2\sigma > (\lambda - 1)(\Pi^*)$, we do not run this flat algorithm again.

4.4 Parallel $n$-level Uncoarsening and Refinement

For the uncoarsening phase, our goal is to create a sequence of batches $B = \langle B_1, \ldots, B_l \rangle$, where $B$ is a partition of the contracted vertices into disjoint sets such that $\forall B \in B : |B| \approx b_{\max}$. $b_{\max}$ is an input parameter that interpolates between scalability (high values) and solution quality ($b_{\max} = 1$ corresponds to KuHyPar’s $n$-level approach). Each batch $B_i$ will be chosen such that we can uncontract the vertices $v \in B_i$ in parallel. Refinement is applied after each batch. Processing $B_i$ will resolve the last dependencies required to uncontract the next batch $B_{i+1}$. Clearly, the uncontraction of a vertex $v$ can only start once the uncontraction of $\text{rep}[v]$ is finished, i.e., all of its ancestors are uncontracted. Therefore, we construct the batches via a top-down traversal of $F$. However, due to the way we perform the replacement edits of the pin-lists, we have introduced additional ordering dependencies between siblings in $F$.

Handling Sibling Uncontraction Dependencies. Consider the scenario in Figure 2, with vertices $u, v_1, v_2 \in V$ with $\text{rep}[v_1] = \text{rep}[v_2] = u$, and two nets $e_1, e_2 \in E$ with $v_1, v_2 \in e_1$ but $u \notin e_1$. If the contractions of $v_1$ and $v_2$ happen at the same time, and $u$ replaces $v_1$ in $e_1$ and $v_2$ in $e_2$, then $v_2$ gets removed in $e_1$, and $v_1$ gets removed in $e_2$ (moved to the inactive part). If we uncontract $v_1$ in an earlier batch than $v_2$, then $u$ would be incident to $e_2$ but not $e_1$ until $v_2$ is uncontracted, since we replace $u$ by $v_1$ in $e_1$ but not yet by $v_2$ in $e_2$. This is an inconsistent state because $v_2$ is in $e_1$ and was contracted onto $u$, and thus $u$ should be incident to $e_1$. In this case refinement algorithms would yield incorrect results. Hence, we enforce that all sibling contractions that happened at the same time must be reverted in the
same batch. A similar argument holds for the case of \( v_1 \) being contracted strictly earlier than \( v_2 \) (no time overlap). Here, \( v_2 \) must be uncontracted in an earlier or the same batch as \( v_1 \).

To detect time overlaps, we atomically increment a counter before starting and after finishing a contraction operation. For each contracted vertex \( v \), this yields an interval \([s_v, e_v]\) with start time \( s_v \) and end time \( e_v \). If the intervals of two vertices overlap, we assume they were contracted at the same time, otherwise one is strictly earlier than the other. Among siblings, we need to compute the transitive closure of vertices with overlapping intervals, as well as order them decreasingly if one is strictly earlier than the other. Since comparing for equality with interval overlaps is not transitive, we instead sort them in decreasing order of \( e_v \). Then, the vertices in a transitive closure are ordered consecutively and can be found with a rightward sweep from the first interval, by checking whether the next interval overlaps with the union of intervals in the closure so far and extending the union interval if they overlap.

**Batch Construction Algorithm.** We traverse \( \mathcal{F} \) top-down in Breadth-First-Search (BFS) order, using two FIFO queues \( Q \) for the current BFS layer and \( Q' \) for the next layer. Additionally, we have a batch \( B_{\text{cur}} \) that we are currently adding contracted vertices to. If \(|B_{\text{cur}}| \geq b_{\text{max}}\) or we get to the next level in the BFS, we append \( B_{\text{cur}} \) to \( \mathcal{B} \), and proceed with a new empty batch.

\( Q \) and \( Q' \) store elements \((u, v_i)\), where \( u \) is a vertex and \( v_i \) is the \( i \)-th child of \( u \) in the sorted order described above. For elements in \( Q \), we maintain the invariant that \( u \) is uncontracted in a batch before \( B_{\text{cur}} \), so that its children can be added to \( B_{\text{cur}} \). Furthermore, \( v_i \) is the first child of \( u \) that has not been added to any batch yet. To initialize \( Q \), we insert all entries \((r, w_1)\), where \( r \) is a root of \( \mathcal{F} \) and \( w_1 \) is the first child of \( r \).

We pop elements from \( Q \) until it is empty, and then swap it with \( Q' \). Now, let \((u, v_i)\) be the current element we popped from \( Q \), and let \( T \) denote the transitive closure of \( v_i \), as described in the previous paragraph. For each \( v \in T \), we add \( v \) to \( B_{\text{cur}} \), and push \((v, w_1)\) to \( Q' \), where \( w_1 \) is the first child of \( v \). Additionally, we push \((u, v_j)\) to the end of \( Q \), where \( v_j \) is the first child of \( u \) outside \( T \), if any. The reason for this reinsertion is to minimize the number of contractions in the same batch which have the same representative. This reduces synchronization overheads during uncontraction operations and reduces the overlap of local searches. The complexity of this algorithm is \( \mathcal{O}(|V|) \).

We obtain parallelism by traversing the different trees of \( \mathcal{F} \) concurrently. \( \mathcal{F} \) has as many trees as vertices left in the coarsest hypergraph, so at least around \( 160 \cdot k \). To approximate a BFS order across trees, we perform one BFS per thread, which is initialized with the different roots (and first children) assigned to the thread. The threads collaborate on filling batches, and we keep multiple batches open, as threads may progress at different rates. The parallelization is work-efficient in the theoretical sense, as the work is still \( \mathcal{O}(|V|) \). The span of the algorithm is linear in the maximum tree size of \( \mathcal{F} \).

**Refinement.** We perform refinement after uncontracting a batch of vertices. To make this efficient, the refinement should be localized, i.e., focus on areas close to the uncontracted vertices. For label propagation, we achieve this by only iterating over vertices in the batch.

The parallel FM algorithm presented in our previous work [18] is already localized, i.e., each thread expands its search around a few seed vertices. Instead of considering all boundary vertices as seeds, we only use vertices from the current batch as seeds. Note that the searches may expand to vertices that are not in the batch. Furthermore, we do not use the proposed parallel gain recalculation technique, since it has a substantial startup overhead and we expect only few vertices to be moved to a different block. A simple sequential gain recalculation by
re-applying the moves one by one suffices in this case.

We complement the localized refinement with a refinement pass on the entire hypergraph after contractions from a full coarsening pass (one iteration over vertices) are reverted. This corresponds to the refinement available in traditional multilevel algorithms.

To improve scalability of the direct $k$-way refinement, we actually uncontract multiple batches until the number of boundary vertices in the uncontractions exceeds a threshold $\beta = \max(b_{\text{max}}, 50 \cdot t)$, where $t$ is the number of threads, and only then perform localized refinement. For initial partitioning, we set $\beta = 0$, since the nested parallelism available from recursive bipartitioning suffices.

**Gain Table Maintenance.** The localized $k$-way FM refinement algorithm moves vertices greedily according to a gain value. The gain $g(u, i)$ is the decrease in the connectivity metric, if vertex $u$ were moved to block $i$. Moving a vertex affects the gains of its neighbors. Recalculating the gain of each neighbor from scratch after a move incurs too much overhead. Therefore the gain values are maintained in a table, and updated throughout the algorithm [18].

Recall that $\Phi(e, i)$ is the number of pins of net $e$ in block $V_i$, the connectivity $\lambda(e)$ of a net $e$ is $\lambda(e) = |V_i \mid \Phi(e, i) > 0|$, and the objective function is $\sum_{e \in E} \omega(e)(\lambda(e) - 1)$. The following two terms are stored separately to calculate the gain.

\[
\begin{align*}
    b(u) & := \omega(\{e \in I(u) \mid \Phi(e, \Pi(u)) = 1\}) \\
    p(u, i) & := \omega(\{e \in I(u) \mid \Phi(e, i) \geq 1\})
\end{align*}
\]

The gain $g(u, i)$ of moving a vertex $u$ to block $i$ is then computed as follows.

\[
g(u, i) = b(u) - \omega(\{e \in I(u) \mid \Phi(e, i) = 0\}) \\
= b(u) - \omega(I(u)) + p(u, i)
\]

The previous algorithm initialized the gains on each level from scratch [18]. Since this would incur too much overhead with $O(|V|)$ levels, we instead update the gain entries based on the uncontraction operations described in Section 4.1.

Consider a contraction $(u, v)$ that should be reversed. We update the above terms for $u$ and $v$ based on updates to the $\Phi(e, i)$ values of nets $e \in I(v)$. While updates to $v$ are done exclusively by one thread, updates to $u$ can happen from multiple threads, which is why we use atomic fetch-and-add instructions in this case. The values $b(v)$ and $p(v, i)$ are initialized to zero. The corresponding values for $u$ are still correct from the previous levels. Analogously to the uncontraction operation, on each incident net $e$ of $v$, we distinguish two cases (c.f. Line 3 of Algorithm 3) for the gain updates due to uncontracting $v$: (i) whether $v$ was replaced by $u$ in $e$, or (ii) whether $u$ and $v$ were both incident to $e$ before the contraction.

If $v$ was replaced by $u$, we subtract $\omega(e)$ from $p(u, i)$ and add it to $p(v, i)$ for all $i \in \Lambda(e)$. Recall that $\Lambda(e) = \{i \mid \Phi(e, i) \geq 1\}$. Additionally, if $\Phi(e, \Pi(u)) = 1$, we subtract $\omega(e)$ from $b(u)$ and add it to $b(v)$. In this case, $\Phi(e, \Pi(u))$ does not change, since $v$ is now a pin of $e$, but $u$ no longer is.

In the second case, where $u$ and $v$ are both incident to $e$ after the uncontraction, we increase $\Phi(e, \Pi(u))$ by one since $v$ is assigned to $\Pi(u)$ and now both $u$ and $v$ are pins of $e$ in $\Pi(u)$. If this increased the value to 2, we have to reduce $b(u)$ by $\omega(e)$, since moving $u$ out of $\Pi(u)$ would no longer remove $\Pi(u)$ from $\Lambda(e)$. Additionally, we add $\omega(e)$ to each $p(v, i)$ for $i \in \Lambda(e)$. 
\( \Lambda(e) \) does not change during uncontractions, since \( \Phi(e, i) \) is only modified in the second case, where \( \Phi(e, i) \geq 1 \). Therefore, iteration over \( \Lambda(e) \) is thread-safe.

The parallel setting introduces one more intricacy. In the second case, \( u \) might have been replaced in the active part of \( e \) by some \( v' \neq v \) due to a concurrent uncontraction \((u, v')\). Therefore, we search for a pin \( v' \) in the active part of \( e \) with \( \Pi(v') = \Pi(u) \) and \( v' \neq v \), and then update \( b(v') \) instead of \( b(u) \).

Since we do this while holding the lock for \( e \), we can guarantee that if \( \Phi(e, \Pi(u)) \) is incremented to 2, there are only two vertices of \( \Pi(u) \) in the active part of \( e \).

## 5 Experiments

The proposed \( n \)-level approach is integrated in the hypergraph partitioning framework Mt-KaHyPar\(^2\) which is implemented in C++17, parallelized using the TBB library \(^3\), and compiled using g++ 9.2 with the flags -O3 -mtune=native -march=native. We refer to our new parallel \( n \)-level partitioner as Mt-KaHyPar-Q (for quality setting) and to the previously published parallel partitioner as Mt-KaHyPar-D (for default setting) \(^4\). For parallel partitioners we add a suffix to their name to indicate the number of threads used, e.g. Mt-KaHyPar-Q 64 for 64 threads. We omit the suffix for sequential partitioners.

### Instances.

All instances of the benchmark sets used in the experimental evaluation are derived from four sources encompassing three application domains: the ISPD98 VLSI Circuit Benchmark Suite \(^5\), the DAC 2012 Routability-Driven Placement Contest \(^6\), the SuiteSparse Matrix Collection \(^7\), and the 2014 SAT Competition \(^8\). VLSI instances are transformed into hypergraphs by converting the netlist of each circuit into a set of hyperedges. Sparse matrices are translated to hypergraphs using the row-net model \(^9\) and SAT instances to three different hypergraph representations: literal, primal, and dual \(^10\) (see \(^11\) for more details). All hypergraphs have unit vertex and net weights.

For comparison with sequential partitioners, we use the benchmark set of Heuer and Schlag \(^12\), which contains 488 hypergraphs (referred to as set A). To measure speedups and to compare our implementation with other parallel partitioners, we use a benchmark set composed of 94 large hypergraphs (referred to as set B) that was initially assembled to evaluate Mt-KaHyPar-D \(^13\). Figure 8 in Appendix B shows that the hypergraphs of set B are more than an order of magnitude larger than those of set A.

### Algorithms.

On set A, we compare Mt-KaHyPar-D and Mt-KaHyPar-Q with the following sequential hypergraph partitioners: KaHyPar-CA \(^14\) (n-level partitioner with similar algorithmic components as Mt-KaHyPar-Q), KaHyPar-HFC \(^15\) (the latest and strongest version, which extends KaHyPar-CA with flow-based refinement \(^16\)), as well as the default (PaToH-D), and quality preset (PaToH-Q) of PaToH 3.3 \(^17\). We do not consider hMetis \(^18\) here, as KaHyPar-CA has already been shown to outperform both the direct \( k \)-way and the recursive bipartitioning variant of hMetis, while also being faster on average \(^19\). Similarly PaToH-D outperforms Mondriaan \(^20\) and HYPE \(^21\) on set A.

\(^2\) Mt-KaHyPar is available from [https://github.com/kahypar/mt-kahypar](https://github.com/kahypar/mt-kahypar)

\(^3\) The benchmark sets and detailed statistics of their properties are publicly available from [http://algo2.iti.kit.edu/heuer/nlevel/](http://algo2.iti.kit.edu/heuer/nlevel/)
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On set B, we compare Mt-KaHyPar-D and Mt-KaHyPar-Q with the distributed hypergraph partitioner Zoltan [13], the deterministic shared-memory hypergraph partitioner BiPart [31], the sequential non-multilevel hypergraph partitioner Hype [33], and PaToH-D. While Hype and PaToH-D are fast enough to conduct the experiments on set B in a reasonable time frame, this is not the case for PaToH-Q or any of the other sequential algorithms.

We could not include Parkway [46] because the version available on GitHub either hangs infinitely or crashes with a segmentation fault. However, previous work showed that its performance is comparable to Zoltan [13]. The publicly available version of SHP [25] does not compile successfully, because package downloads during compilation time out. We therefore compare only with results reported in the paper [25]. Additionally, the authors report that SHP computes worse partitions than Zoltan.

**System and Methodology.** We use two different machines. Machines of type A are nodes of a cluster with Intel Xeon Gold 6230 processors (2 sockets with 20 cores each) running at 2.1 GHz with 96GB RAM. These machines are used for the comparison with sequential partitioners on set A, as these experiments took roughly 3.5 CPU years in total. For these experiments, we use $k \in \{2, 4, 8, 16, 32, 64\}$, $\varepsilon = 0.03$, ten different seeds and a time limit of eight hours. In order to resemble workload scenarios on commodity multi-core machines, the parallel algorithms use 10 threads for the experiments on set A. Machine B is an AMD EPYC Rome 7702P (1 socket with 64 cores) running at 2.0–3.35 GHz with 1024GB RAM. Experiments on set B are conducted on machine B with $k \in \{2, 8, 16, 64\}$, $\varepsilon = 0.03$, five seeds and a time limit of two hours. Here, we use the full 64 cores.

Each partitioner optimizes the connectivity metric, which we also refer to as the quality of a partition. For each instance (hypergraph and number of blocks $k$), we aggregate running times using the arithmetic mean over all seeds. To further aggregate over multiple instances, we use the harmonic mean for relative speedups, and the geometric mean for absolute running times. Runs with imbalanced partitions are not excluded from aggregated running times. For runs that exceeded the time limit, we use the time limit itself as running time in the aggregates. In plots, we mark these instances with $\Theta$ if all runs of that algorithm timed out, and similarly use $\times$ to mark instances for which all runs produced imbalanced partitions.

To compare the solution quality of different algorithms, we use performance profiles [14]. Let $A$ be the set of all algorithms we want to compare, $I$ the set of instances, and $q_A(I)$ the quality of algorithm $A \in A$ on instance $I \in I$. For each algorithm $A$, we plot the fraction of instances ($y$-axis) for which $q_A(I) \leq \tau \cdot \min_{A' \in A} q_{A'}(I)$, where $\tau$ is on the $x$-axis. Achieving higher fractions at lower $\tau$-values is considered better. For $\tau = 1$, the $y$-value indicates the percentage of instances for which an algorithm performs best. Note that these plots relate the quality of an algorithm to the best solution and thus do not permit a full ranking of three or more algorithms.

We additionally perform Wilcoxon signed rank tests [49] to determine whether or not the differences between partitioners with similar quality are statistically significant. At a 1% significance level ($p \leq 0.01$), a Z-score with $|Z| > 2.576$ is considered significant [9, p. 180]. Higher $p$-values also allow higher $Z$-score thresholds.

---

4 https://github.com/IntelligentSoftwareSystems/Galois/tree/release-6.0/lonestar/analytics/cpu/bipart
5 https://github.com/mayerrn/HYPE
6 https://github.com/parkway-partitioner/parkway
7 https://issues.apache.org/jira/browse/GIRAPH-1131
5.1 Maximum Batch Size

In Figure 3, we compare the impact of different batch size values $b_{\text{max}} \in \{1, 100, 200, 1000, 10000\}$ on the solution quality on a subset of set B composed of the 10 smallest sparse matrices and 15 smallest SAT instances. For this experiment, the minimum number of boundary vertices $\beta$ is set to 0, so that refinement is performed after each batch, and thus scalability depends only on $b_{\text{max}}$. Each run uses 20 threads.

We see that the different values yield roughly the same performance. Comparing $b_{\text{max}} = 1$ and $b_{\text{max}} = 100$ shows a small advantage for $b_{\text{max}} = 100$, which is not deemed significant with $Z = 0.92373$ and $p = 0.3556$. Using $b_{\text{max}} = 100$ is slightly better than $b_{\text{max}} = 200$, but again the differences are not statistically significant ($Z = -2.1861$ and $p = 0.02881$). Finally, there is no visible difference between $b_{\text{max}} = 200, b_{\text{max}} = 1000$ and $b_{\text{max}} = 10000$, which is supported by the significance test for $b_{\text{max}} = 200$ vs $b_{\text{max}} = 1000$ with $Z = -0.60722$ and $p = 0.5437$.

In Table 2, we report geometric mean running times of the different configurations. The fastest configuration is $b_{\text{max}} = 1000$, which is 1.64 times faster than $b_{\text{max}} = 100$ and 13.06 times faster than $b_{\text{max}} = 1$. We therefore choose $b_{\text{max}} = 1000$ for all further experiments.

5.2 Scalability

In Figure 4 and Table 1, we summarize self-relative speedups for several algorithmic components of Mt-KaHyPar-Q with varying number of threads $p \in \{4, 16, 64\}$ on a subset of set B (77 out of 94 hypergraphs). In the plot, we represent the speedup of each instance as a point and the cumulative harmonic mean speedup over all instances with a single-threaded running time $\geq x$ seconds with a line.

**Speedups.** The overall harmonic mean speedup of Mt-KaHyPar-Q is 3.7 for $t = 4$, 11.7 for $t = 16$ and 22.6 for $t = 64$. If we only consider instances with a single-threaded running time $\geq 100s$, we achieve a harmonic mean speed up of 25 for $t = 64$.

The scaling behavior of coarsening, batch uncontraction and localized FM are crucial to the overall scalability of our framework, since they account for more than 60% of the total partitioning time on 72.1% of the instances for $t = 1$. Coarsening and batch uncontractions

---

8 The subset contains all hypergraphs on which Mt-KaHyPar-Q 64 was able to complete in under 800 seconds for all $k \in \{2, 8, 16, 64\}$. This experiment still took 6 weeks on machine B.
both have similar speedups with 12.6 and 11.6 for $t = 16$, respectively, whereas coarsening performs significantly better with $t = 64$ (33.2 vs 22.5).

Both localized refinement algorithms yield reliable speedups for an increasing number of threads. However, since we run label propagation before FM, it scales slightly better for $t = 64$, as it could potentially remove boundary vertices from the cut, which then reduces the available parallelism for FM. Initial partitioning shows the least promising speedups of all components, but is substantially faster, running in less than 100 seconds on 92.2% of the instances for $t = 1$ (compare with last row of Table 1).

On some instances we obtain super-linear speedups. This is not surprising since the algorithms are non-deterministic. Among other things, we have observed refinement converging in fewer rounds. The extreme outliers, however, are caused by coarsening and batch uncontractions (up to 412), where non-deterministic contraction decisions cause highly varying running times (for the same number of threads). Here, coarsening slows down once only few vertices are left, so that adding more cores could benefit from additional small non-shared caches.
Quality with Increasing Number of Threads. Figure 6 (right), shows that increasing the number of threads does adversely affect the solution quality of Mt-KaHyPar-Q, but only by a very small amount. We observed that the localized searches interfere with one another, which may reasonably explain this behavior, and also explain why this issue does not arise for Mt-KaHyPar-D [18]. If the number of seed vertices of FM is sufficiently high, the searches operate in different areas of the hypergraph to a certain extent, since the seeds are randomly shuffled. A possible remedy would be to further diversify the uncontraction batches.

5.3 Comparison with other Algorithms.

Figures 5 and 6 compare the solution quality of Mt-KaHyPar-D and Mt-KaHyPar-Q with different partitioners.

Quality Comparison on Set A. We first look at set A. Mt-KaHyPar-D finds better partitions than either PaToH variant, while Mt-KaHyPar-Q finds better partitions than Mt-KaHyPar-D, and partitions of similar quality as KaHyPar-CA. KaHyPar-HFC still computes the highest quality partitions, due to the additional flow-based refinement [16, 22]. In an individual comparison, Mt-KaHyPar-Q 10 finds better partitions than PaToH-D, Mt-KaHyPar-D 10, PaToH-Q, KaHyPar-CA, KaHyPar-HFC on 88.2%, 87.8%, 70.1%, 40.4% and 13.4% of the instances, respectively. The Wilcoxon test indicates that the difference between Mt-KaHyPar-Q 10 and KaHyPar-CA is not statistically significant ($Z = 1.1702, p = 0.2419$). Mt-KaHyPar-D 10 performs significantly better than PaToH-Q ($Z = -16.478, p < 2.2e-16$) and is also faster than PaToH-D in the geometric mean (0.96s vs 1.17s, see Table 2).
Figure 7 Running times relative to Mt-KaHyPar-Q 10 on set A (left), respectively Mt-KaHyPar-Q 64 on set B (right). The Ω axis markers represent timeouts for the baseline Mt-KaHyPar-Q (at the bottom) or the compared algorithm (at the top).

Table 2 Geometric mean running times.

| Set A      | Set B      | Subset of Set B |
|------------|------------|-----------------|
| Partitioner | t[s]       | Partitioner     | t[s] | bmax | t[s] |
| Mt-KaHyPar-D 10 | 0.95     | Mt-KaHyPar-D 64 | 4.89 | 1  | 123.08 |
| PaToH-D     | 1.17       | Zoltan 64       | 12.63 | 100 | 15.51  |
| Mt-KaHyPar-Q 10 | 3.19     | Hype            | 25.56 | 200 | 11.69  |
| PaToH-Q     | 5.86       | BiPart 64       | 29.19 | 1000 | 9.42   |
| KaHyPar-CA  | 28.14      | Mt-KaHyPar-Q 64 | 30.70 | 10000 | 9.55   |
| KaHyPar-HFC | 48.98      | PaToH-D         | 51.2   |

Quality Comparison on Set B We now turn to the evaluation on set B. Mt-KaHyPar-D 64 produces partitions with better quality than Hype, BiPart 64, Zoltan 64, PaToH-D on 100%, 98.1%, 94.7% and 79.5% of the instances, respectively. Moreover, Mt-KaHyPar-Q 64 outperforms Mt-KaHyPar-D 64 in terms of solutions quality on 81.4% of the instances.

Running Times. Figure 7 shows running times relative to Mt-KaHyPar-Q. On set A, Mt-KaHyPar-Q is faster than KaHyPar-HFC, KaHyPar-CA and PaToH-Q, but slower than Mt-KaHyPar-D and PaToH-D. On set B, Mt-KaHyPar-D is substantially faster than Mt-KaHyPar-Q, whereas Hype, BiPart and Zoltan are only moderately faster, while PaToH-D is slower. In Table 2 we additionally report geometric mean running times.

While developing Mt-KaHyPar-Q, we made numerous improvements on the implementation level that also affect Mt-KaHyPar-D. On set A, the new version of Mt-KaHyPar-D is a factor of 1.57 faster (1.5s vs 0.95s geometric mean) than the old version [18], and a factor of 1.26 faster on set B (6.14s vs 4.89s).

In conclusion, Mt-KaHyPar-D is the method of choice for partitioning hypergraphs very quickly with good quality. For high quality partitions, KaHyPar-HFC remains the best choice on medium-size instances (≤ 10 million pins), whereas Mt-KaHyPar-Q should be used on large hypergraphs, where the running time of a sequential algorithm becomes prohibitive. We plan to close this gap by parallelizing the flow-based refinement of KaHyPar-HFC.

Comparison with SHP. Since we could not include SHP in the regular comparison, we ran Mt-KaHyPar on the available real-world instances and compare our results to the results reported in the publication [25]. SHP optimizes the fanout objective, which is equivalent to connectivity on unweighted instances, since $(\lambda - 1)(\Pi) = (\text{fanout}(\Pi) \cdot |E|) - |E|$. In Table 3.
Table 3 Comparison with SHP. Best solutions in bold.

| H       | Partitioner | k = 2 | k = 8 | k = 32 | k = 128 | f[s] |
|---------|-------------|-------|-------|--------|---------|------|
|         |             | λ − 1 |       |        |         |      |
|         | SHP-2       | 3313  | 19875 | 39241  | 65996   | −    |
|         | SHP-K       | 3822  | 17837 | 33635  | 60900   | −    |
|         | Mt-KaHyPar-D| 5220  | 17925 | 34206  | 58607   | 0.88 |
|         | Mt-KaHyPar-Q| 4473  | 16476 | 33480  | 52521   | 4.08 |
| soc–Enron | SHP-2       | 1246  | 21804 | 53888  | 95627   | −    |
|         | SHP-K       | 1860  | 20247 | 47658  | 90332   | −    |
|         | Mt-KaHyPar-D| 902   | 26843 | 62397  | 118075  | 1.16 |
|         | Mt-KaHyPar-Q| 750   | 24261 | 55945  | 92989   | 9.27 |
| web–Epinions | SHP-2      | 22779 | 60743 | 101239 | 149327  | −    |
|         | SHP-K       | 20248 | 43026 | 75929  | 116425  | −    |
|         | Mt-KaHyPar-D| 43    | 10323 | 32225  | 67909   | 0.83 |
|         | Mt-KaHyPar-Q| 50    | 9665  | 33949  | 66393   | 8.79 |
| web–Stanford | SHP-2       | 67048 | 178668 | 342287 | 430574  | −    |
|         | SHP-K       | 60953 | 146286 | 195049 | 304764  | −    |
|         | Mt-KaHyPar-D| 349   | 19828 | 90102  | 181492  | 1.57 |
|         | Mt-KaHyPar-Q| 774   | 16185 | 88997  | 179311  | 27.82 |
| web–BerkStan | SHP-2       | 62573 | 227306 | 4175797 | 6142380 | 108  |
|         | SHP-K       | 54911 | 209428 | 3920396 | 5772049 | 138  |
|         | Mt-KaHyPar-D| 498597| 1870665 | 3576791 | 5502354 | 57.19|
|         | Mt-KaHyPar-Q| 487483| 1880231 | 3529972 | 5478053 | 60.74|
| soc–Pokec | SHP-2       | 1051618 | 3909011 | 7768406 | 11805263 | 144  |
|         | SHP-K       | 1255157 | 3595566 | 6275786 | 9566334 | 276  |
|         | Mt-KaHyPar-D| 751758 | 2684767 | 5202422 | 8289683 | 104.83|
|         | Mt-KaHyPar-Q| 740468 | 268346 | 5118153 | 7996864 | 157.88|

we report connectivity values (converted from fanout for SHP) and running times for SHP-k (direct k-way), SHP-2 (recursive bipartitioning), Mt-KaHyPar-D and Mt-KaHyPar-Q, all using 64 threads, with ϵ = 0.05 and k ∈ {2, 8, 32, 128}. The instances are ordered from smallest to largest. On most of the instances, Mt-KaHyPar computes substantially better partitions. The difference is most pronounced for the web instances. Only for the two smallest instances email–Enron with k = 2, and soc–Epinions for k ≥ 8 SHP computes slightly better partitions. Since the authors of SHP use different machines (4 x 16 threads), which are older than ours, and only report times for the 2 largest instances and k = 32, the comparison of running times is limited. Even though SHP is a flat algorithm (no multilevel) and performs only label propagation, Mt-KaHyPar-D is faster in the reported numbers. Since their machine is older, we estimate that the running times of SHP and Mt-KaHyPar-D are relatively similar, whereas Mt-KaHyPar-Q is about a factor of 5–10 slower.

Conclusion and Future Work

In this paper, we demonstrated that powerful n-level algorithms for hypergraph partitioning can be parallelized very efficiently on shared-memory architectures, without significant sacrifices in solution quality. Our experiments show that multilevel algorithms achieve much higher quality than recently proposed flat algorithms, while being competitive in running time. This is particularly relevant for applications such as storage sharding where improvements directly translate to savings in cost and running time.

Future work on the algorithmic side includes parallelizing flow-based refinement techniques \[17, 16\], as well as techniques to construct batches that reduce interference between

---

9 Detailed instance properties are available at [http://algo2.iti.kit.edu/heuer/nlevel/](http://algo2.iti.kit.edu/heuer/nlevel/)
localized searches. Even more scalable (but also more challenging) would be an asynchronous version of the uncoarsening phase without synchronization after each batch, where uncontractions and refinement happen concurrently. Perhaps transactional memory or similar mechanisms might help to maintain consistent partition states.
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A Pseudocode for Handling Contraction Dependencies

Algorithm 4 Handling Contraction Dependencies

**Input:** Vertex pair \((u, v)\) to contract

1. lock\((v)\)
2. if \(\text{rep}[v] \neq v\) then
3.     unlock\((v)\) and return \hspace{1em} // other thread contracts \(v\)
4. while \(\text{rep}[u] \neq u\) and \(\text{pending}[u] = 0\) do
5.     \(u \leftarrow \text{rep}[u]\)
6.     if \(u = v\) then
7.         \(\text{unlock}(v)\) and return \hspace{1em} // cycle in \(\mathcal{F}\)
8. if \(v < u\) then
9.     lock\((u)\)
10. else
11.     unlock\((v)\), lock\((u)\), lock\((v)\) \hspace{1em} // avoid deadlock
12.     if \(\text{rep}[v] \neq v\) then
13.         \(\text{unlock}(v)\) and return \hspace{1em} // other thread contracts \(v\)
14. if \(\text{rep}[u] = u\) or \(\text{pending}[u] > 0\) then
15.     \(x \leftarrow u\)
16. while \(\text{rep}[x] \neq x\) do
17.     \(x \leftarrow \text{rep}[x]\)
18.     if \(x = v\) then
19.         \(\text{unlock}(v)\), unlock\((u)\) and return \hspace{1em} // cycle in \(\mathcal{F}\)
20.     \(\text{rep}[v] \leftarrow u\) \hspace{1em} // suitable ancestor found
21.     \(\text{pending}[u] \leftarrow \text{pending}[u] + 1\)
22.     unlock\((u)\), unlock\((v)\)
23. // start performing contraction
24. while \(u \neq v\) do
25.     if \(\text{pending}[v] = 0\) then \hspace{1em} // check with lock for \(v\)
26.         performContraction\((u, v)\)
27.         \(\text{pending}[u] \leftarrow \text{pending}[u] - 1\) \hspace{1em} // with lock for \(u\)
28.         \(v \leftarrow u\)
29.         \(u \leftarrow \text{rep}[u]\)
30. else
31.     return \hspace{1em} // transfer responsibility
32. else
33.     unlock\((u)\) and goto Line 4 \hspace{1em} // retry with different ancestor
B Benchmark Set Statistics

|                     | ISPD          | DAC           | SPM           | Literal       | Primal        | Dual          |
|---------------------|---------------|---------------|---------------|---------------|---------------|---------------|
| $|V|$                | $10^4$        | $10^4$        | $10^4$        | $10^4$        | $10^4$        | $10^4$        |
| $|E|$                | $10^5$        | $10^5$        | $10^5$        | $10^5$        | $10^5$        | $10^5$        |
| $|P|$                | $10^3$        | $10^3$        | $10^3$        | $10^3$        | $10^3$        | $10^3$        |
| $|\tilde{e}|$       | $10^2$        | $10^2$        | $10^2$        | $10^2$        | $10^2$        | $10^2$        |
| $|\Delta e|$        | $10^1$        | $10^1$        | $10^1$        | $10^1$        | $10^1$        | $10^1$        |
| $d(v)$              | $10^0$        | $10^0$        | $10^0$        | $10^0$        | $10^0$        | $10^0$        |
| $\Delta_v$         | $10^{-1}$     | $10^{-1}$     | $10^{-1}$     | $10^{-1}$     | $10^{-1}$     | $10^{-1}$     |

**Figure 8** Summary of different properties for our two benchmark sets and the different sources. It shows for each hypergraph (points), the number of vertices $|V|$, nets $|E|$ and pins $|P|$, as well as the median and maximum net size ($|\tilde{e}|$ and $\Delta e$ and vertex degree ($d(v)$ and $\Delta_v$)).