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**Abstract:** Thermodynamics has been the foundation of many models of biological and technological systems. But thermodynamics is static and is misnamed. A more suitable name is thermostatics. Thermodynamics does not include time as a variable and so has no velocity, flow or friction. Indeed, as usually formulated, thermostatics does not include boundary conditions. Devices require boundary conditions to define their input and output. They usually involve flow and friction. Thermostatics is an unsuitable foundation for understanding technological and biological devices. A time dependent generalization of thermostatics that might be called thermal dynamics is being developed by Chun Liu and collaborators to avoid these limitations. Electrodynamics is not restricted like thermostatics, but in its classical formulation involves drastic assumptions about polarization and an over-approximated dielectric constant. Once the Maxwell equations are rewritten without a dielectric constant, they are universal and exact. Conservation of total current, including displacement current, is a restatement of the Maxwell equations that leads to dramatic simplifications in the understanding of one dimensional systems, particularly those without branches, like the ion channel proteins of biological membranes and the two terminal devices of electronic systems. The Brownian fluctuations of concentrations and fluxes of ions become the spatially independent total current, because the displacement current acts as an unavoidable low pass filter, a consequence of the Maxwell equations for any material polarization. Electrodynamics and thermal dynamics together form a suitable foundation for models of technological and biological systems.
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**1. Introduction**

There is nothing dynamic about thermodynamics as presented in textbooks. The equations of thermodynamics do not start or end. They do not contain time. Thermodynamics cannot describe phenomena that depend on time if it does not contain a variable, let alone equation that involves time. Derivatives with respect to time do not exist in thermodynamics. Velocity does not exist in thermodynamics. Phenomena that depend on velocity do not exist in thermodynamics. Flow does not exist in thermodynamics. Nor does friction. We shall recognize these realities and use the name thermostatics for what most textbooks call thermodynamics. Thermal dynamics is a logical name for the dynamic time dependent version.

Electrodynamics is fundamentally time dependent but is classically presented with crippling approximations using a dielectric constant that is a single real number. Electrodynamics can be reformulated without that approximation. Maxwell’s equations, updated this way, imply a universal conservation of total current (see eq. 14) that dramatically simplifies the understanding of some systems.

This paper is organized into sections. The first section describes the limitations of thermostatics in some detail. The second section deals with electrodynamics. The third section describes ion...
channels of biological membranes and shows the dramatics simplification electrodynamics can make. The fourth section derives the theory that provides those simplifications. The fifth section shows the general implications of electrodynamics. The sixth section and some of Discussion describes the challenges faced by molecular dynamics as it seeks to implement consistent electrodynamics on an atomic scale. The need to update the Maxwell equations is in section 7. The Discussion deals further with molecular dynamics and then shows the implications of electrodynamics for the flux coupling that is a crucial property of living systems.

2. Results

2.1. Thermostatics

The lack of friction in thermostatics is a serious problem because all of life and most material systems involve friction. Indeed, life and electrochemistry occur only in liquids. Liquids are called condensed phases because they have very little empty space. The average velocity of atoms is set by their temperature [1] and is roughly the speed of sound [2]. The number of collisions, defined as sudden changes in direction, is enormously high. Atoms cannot move without colliding. Only a handful of collisions is needed to convert straight line motion to the random motion we call heat. So any movement taking more than say $10^{-13}$ sec in a condensed phase is likely to have significant friction.

Friction is involved in the processes of biology even when they are customarily described by state models, that do not include velocity or friction as variables. State models are used throughout biology, and in much of chemistry in a liquid phase, with well defined energy states. How a system is supposed to move from one state to another without friction is not discussed. When systems do move from state to state in a condensed phase, energy is lost to heat, because they move with nonzero velocity and friction is a monotonic function of function of velocity in many cases. Thus the energy of moving from state to state is not just a function of the initial state and final state, but also depends on the path between the states. The path is unspecified and it is obvious that different states can have different profiles of velocity, and thus different amounts of friction. The energy lost to heat can have many values. In other words, it is not correct to assume that a system in a condensed phase can have energy states independent of the path to reach that state. Of course, special cases may make these frictional effects negligible, or reproducible from transition to transition, so making the usual analysis a good approximation.

But approximations need to be recognized, before they can be examined. They must be examined before they can be justified. Simplicity is not a justification for ignoring a universal and essential physical process, loss of energy when movement occurs in condensed phases.

Including friction in theories of motion has been a huge hurdle for applied mathematicians and has only recently been overcome. The variational calculus of Hamilton only applies to systems without friction [3-8]. The variational calculus of Rayleigh was designed to deal with friction but in an imaginary world in which only frictional forces existed [9, 10]. Rayleigh’s world was without conservative forces, presumably because he realized the difficulties of dealing with position and velocity dependent forces (i.e., conservative and dissipative forces) in one mathematical structure. Obviously, ordinary differential equations can not do the trick!

Onsager tried to deal with both types of forces [11-13] but the mathematical apparatus of a variational calculus with two independent variables (position and velocity) was not available to him. It had not been invented. That “partial variational calculus”, if I can be allowed to coin a phrase in the spirit of partial differential calculus, required mathematicians to be able to easily (and of course rigorously without approximation, argument, or numerical treatment) convert from the Eulerian (stationary) position coordinates natural for conservative Hamiltonians to the Lagrangian (moving) velocity coordinates natural for frictional phenomenon [3, 14, 15].

Only in the last twenty years or so have frictional and position forces been successfully combined in a unified treatment [16-27]. The theory of complex fluids is based on these breakthroughs and the Energetic Variational Principle of Chun Liu [22], more than anyone else—which I helped name.
EnVarA—seems to me the most successful. It should be clearly understood, however, that EnVarA is an approach not a derivation. First, the underlying principles are axioms and no matter how attractive they are to mathematicians, scientists know that axioms often need to be modified as science moves from past to future. Second, important details have to be revised from the original EnVarA approach (defined in the electrochemical world of ion channels in [22]) when systems with internal boundary conditions are involved. The variational method has to be modified to deal with multiconnected regions defined by the membranes of multiple cells, e.g. [28, 29].

None of these issues involving friction and flow can be dealt with by a theory like thermostatics that only exists without flow driven by boundary conditions. Thermostatics rarely contains boundary conditions at all. The ‘thermodynamic limit’ used in most of thermostatics does not involve boundaries at all, and certainly not boundaries at different electrical, chemical or electrochemical potentials that produce flow.

Thermostatics is not general at all. It does not apply to technologies that make our life so different from life before electricity. The devices of our electronic technology depend on flow and nearly always require power supplies that maintain different potentials with Dirichlet boundary conditions at different locations.

Living systems always involve flow. Life at equilibrium is death, to put it vividly. Living systems involve electricity, with long range electric fields needed to maintain the volume of animal cells, so they do not explode. Long range electric fields form the signals of the nervous system ([30, 31], the work of a 23 year old research student correcting the work of the 1922 Nobel Prize winner A.V. Hill [32], born 1886). Long range electric fields coordinate the contraction of skeletal muscle and cardiac muscle, without which the heart cannot function as a pump. Electric charge is enormously concentrated in the active sites of enzymes to number densities greater than 10 molar, often much larger [33-38], in ion channels [39-52], and in and near nucleic acids, DNA and all types of RNA, as well as in binding sites of proteins [53]. For reference, solid NaCl is about 37 molar. It is difficult to exaggerate the importance of these permanent charges in biology, and the associated electrical potentials and current flows.

Charge densities are very large in devices of electrochemistry and electronics. In semiconductor devices and electrochemical systems (near electrodes), those densities are important for function. It is hardly an exaggeration to say that charge densities are often enormous where they are important, but of course depletion layers also play an important role in some cases.

2.2. Electrodynamics

Electrodynamics [54-73] is not restricted to static systems. Electrodynamics is general and hardly exists without flow. Magnetism often depends on flow. Electrostatics exists only for static scientists. If scientists move along with moving charges, magnetic forces become electrostatic forces, and the science of electricity becomes the science of electrodynamics, necessarily including magnetism as well as electrostatics.

The equations of electrodynamics are the Maxwell equations in the form written by Heaviside [74]. The limits of their accuracy are not clearly apparent to a biophysicist like me. Their limits lie far beyond the domains of time, distance, and energy important in applications or biology. Indeed, it is clear that electrodynamics describes the generation of light in the sun and stars, the propagation of light through a vacuum, and the electrodynamics between and among atoms in electrochemical and biological systems, essentially without error.

Electrodynamics always involves boundary conditions because the equations of electrodynamics are partial differential equations. Without boundary conditions, partial differential equations cannot be computed; they have no definite meaning. In fact, the polarization phenomena that are always involved in the electrodynamics of material objects often produce charge only on the boundary of regions. When the dielectric constant has no spatial dependence, charge appears only on the boundaries. Field equations that do not define those boundaries or the physical conditions at the boundaries cannot describe polarization. They cannot define material objects and are of limited use. Note that many physical conditions can exist at those boundaries, beyond the usual jump...
condition of textbooks and that at least in biology, those other conditions are of the greatest importance, see Appendix of [75]. Permanent charge near the boundaries of proteins (of acid and base side chains) can be main determinants of biological function.

The ‘thermodynamic limit’ has no definite meaning in electrodynamics. A location at infinity is defined by an asymptotic limit as separation $x$ (between observation and source locations) goes to infinity. But that limit is not unique. Imagine a packet of light waves moving at velocity $c$. If the limit $x \to \infty$ is taken at a velocity greater than $c$, so $x \gg ct$, the electric field is zero. The observation point $x \gg ct$ is always beyond the light wave in this case. The light wave has not got there yet. If the limit is taken at a velocity less than $c$, so $x \ll ct$, the observation point is behind the light wave. The light wave will have gone by, and the electric field at the observation point is zero in this case. But if $x = ct$, the electric field will depend on the phase and can be ‘anything’ between the maximum and minimum values of the electric field in the packet of light waves.

The importance of boundary conditions in biological and technological applications cannot be exaggerated. They are often the main actors in biological and technological devices. Taking the ‘thermodynamic limit’ removes those actors. Thermostatics is then much simpler, but it becomes more or less irrelevant to how devices function.

Boundary conditions provide much of the energy for devices because boundary conditions describe power supplies. We must not forget that an amplifier (or essentially any integrated circuit in our computers) without a power supply is an altogether forgettable device. It is often a well defined object but it has no definite function. When power is supplied to boundary conditions, the resulting flows (and electric field) change everything. Energized, the same device that was forgettable when ‘dead’ (without power) becomes a vital component. It has a definite function and transfer function that is often quite simple. The transfer function without flow, at equilibrium, is complex, sometimes even ill defined. The transfer function with flow, in the nonequilibrium is well defined, much simpler, sometimes as simple as the gain of an amplifier.

The role of boundary conditions in electronic engineering is hard to exaggerate. Most of electronic engineering is devoted to the properties of inputs and outputs and not to the device in between the input and outputs (which is typically described in as little detail as practicable). It is striking to see how little knowledge of the details of implementation and physical layout of a circuit is needed to analyze a circuit. Knowledge of input impedance, output impedance, and a crude representation of the transfer function of the device is usually all that is needed [76], along with a statement of the range of values in which the device can function as it is supposed to.

In technological and biological applications, boundary conditions are nearly always different at different locations: the electrical, electrochemical, and chemical potentials (i.e., concentrations) are different. It would be hard to define input, output, and power supply terminals if they all had the same boundary conditions. In fact these different boundary conditions drive the flows that energize batteries, and biological cells. Without these flows, cells explode (in most cases) and die, batteries are dead and cannot start a car, and amplifiers and digital circuits do not function.

Fortunately, the departure from equilibrium driven by these boundary induced flows usually make a small change to the statistical properties of the molecules and ions involved. The velocity distribution of charged carriers (whether the ions of electrolyte solutions or the quasi-ion holes and ‘electrons’ of semiconductors) is only changed a bit [77-79]. The velocity distribution is often just displaced by a constant to produce flow.

The displacement of the distribution of velocities is essential. Without the displacement, the mean velocity is exactly zero, flow is exactly zero, and devices and life do not exist. But the displacement is small enough that explosions and chaos can usually be avoided. Indeed, the displacement is small enough that Poisson Nernst Planck equations do quite well in describing what happens in many cases, particularly if generalized to include finite size ions and water [43] and a steric potential.

The Poisson Nernst Planck equations have been known ‘forever’, as can be traced in the literature of the field [78, 80-93] In computational electronics these equations are usually called the
drift diffusion equations, regrettably omitting the crucial importance of the self consistent treatment of the electric field, so the electric field always satisfies the Poisson equation.

Self consistent fields have been used in computational electronics since roughly the 1980s. Self consistent fields are not often used in the theory of Brownian motion of charged particles [94, 95] leading to the strange situation in which large stochastic variation in the concentration of charges produces no variation in the electric potential. One suspects that this strange situation makes the inconsistent theory of Brownian motion of limited practical use. This inconsistency may be the reason that ‘anomalous’ Brownian motion is reported in many systems. The behavior of the real system depends on the Poisson equation. The idealized system does not include the Poisson equation. Anomalies are to be expected from inconsistent treatments of fields. These ideas can be easily checked by adding an ‘inert’ salt to the system (like NaCl) and looking for the dramatic effect expected from more or less any consistent theory.

Electrochemistry has used Nernst Planck equations with assumptions of electroneutrality forever, since electrochemistry was created, as can be seen in any textbook. The inconsistencies thus produced cause difficulty. Electric fields cannot exist in truly electroneutral systems: for example, current flow through an ionic solution must separate charge to create the field, as current flow must in any resistor [96]. The charge separation can be described by the unavoidable capacitances (usually misleadingly called ‘stray capacitance’) that represent the ‘Born energy’ (to use the chemists’ name for them) that are an inescapable part of electrodynamics [96]. Indeed, current defined to include Maxwell’s ethereal displacement current \( e_o \partial E/\partial t \) (see eq. (10)) automatically describes this separation of charge [97]. If one is forced to idealize polarization as that of an ideal dielectric, the material displacement current \( (\varepsilon_r - 1)e_o \partial E/\partial t \) is added to the ethereal current \( e_o \partial E/\partial t \).

Crucial phenomena are easily misunderstood if the principle of electroneutrality is applied with too much enthusiasm because of the simplifications it introduces. No one wants to deal with the complexities of a consistent treatment of fields, let alone fields with a stochastic component, if they do not have to.

But the fluctuations of the electric field are enormous on the atomic scales important in biology and technology. The reality that electric fields must fluctuate enormously in thermal motion is rarely understood. Brownian fluctuations in concentration of charges must produce Brownian fluctuations in the electric field, and thus local flows of current. These phenomena are not small: molecular dynamics simulations, as flawed as they are with their use of periodic boundary conditions and conventions to compute the electric field in nonperiodic systems, show fluctuations in electrical potential of the order of 1 volt \( \approx 40kT/e \) in \( 10^{-12} \) sec [98-109]. These fluctuations are nonlinear and likely to be involved in the processes that couple even the steady flow of one ion to that of another, allowing one ion to move against its own electrochemical gradient in apparently homogeneous bulk solutions [110, 111].

The history of the Poisson Nernst Planck equations in chemistry is problematic since most of the work before say the 1990’s used numerical methods that do not converge, and even worse appear to converge, but do not actually converge to a solution. These issues are now established mathematics, reviewed in [112] where the author is too kind to emphasize the long time necessary before mathematicians and physicists in the Shockley tradition [92, 93, 113]—even with the resources of the Bell Laboratories—learned from an engineer Gummel [114, 115] a numerical method that was strongly convergent.

This issue has bedeviled Poisson Nernst Planck equations in chemistry and it is not clear that many early papers on PNP had solved it [101, 116-123], perhaps even extending to recent times [48, 124-127]. Roughly speaking, if numerical difficulties and procedure are not discussed in an early paper, or indeed in any paper using the PNP equations, convergence issues must be suspected. Fortunately for us, DuanPin Chen discovered the Gummel iteration independently [75, 128-131], before we knew of computational electronics. Joe Jerome [112], Tom Kerkhoven [132], and Uwe Hollerbach [130, 131] checked DuanPin’s implementation carefully, to be sure it converged as Gummel’s did.
The Poisson Nernst Planck equations were named PNP in biophysics [133, 134] to emphasize the importance of Positive, Negative, Positive permanent charge (or charge carries) and to make clear the analogy—near identity—between the diodes of ion channels and those of semiconductors, e.g., PNP bipolar transistors which are made of a series combination of PN and NP diodes.

Now that bipolar transistors are hardly used, the significance (and humor) of the PNP pun seems to be lost to most workers. The key significance is that semiconductor diodes (and bipolar transistors) function because their electric field changes dramatically with the direction and amount of current flow, as reference to any textbook on semiconductor devices makes clear. The electric field must be computed, not assumed in such systems [40].

The constant field assumption of biophysics [135, 136], popularized [137] by [138] is no more appropriate in such systems than in the crystal diode [139] (which was the starting point for Goldman’s paper, as he generously acknowledged) because the underlying boundary condition is of the Neumann type, not the Dirichlet, constant field type at all.

The underlying distribution of permanent charge in both the channel protein (mostly acid and base side chains) and the crystal diode (doping or natural impurities) does not change as the potential at the boundaries (and direction of current) is changed but the distribution of potential does change a great deal as the potential at the boundaries (and direction of current is changed). Indeed, it is the change in the shape of the potential that creates the rectification, so assuming a constant field misses the essential cause of the diode rectification of both crystal rectifier and ion channel. The constant field Dirichlet type boundary condition is a serious distortion in an isolated system like an ion channel in which no source of charge or current is available, as Mott realized when he returned to these questions after the second world war [140] and published the results [140]. Evidently, Hodgkin and Katz [135] were unaware of the progression in Mott’s thought.

The crucial identity of doping (in semiconductors) and permanent charge (in ion channels and ion exchange membranes) was realized and exploited with the name PNP. The amino acid composition of proteins is under direct genetic control and so evolution can easily manipulate the function of channels as the engineer can easily manipulate the function of semiconductor diodes, by manipulating the spatial distribution of permanent charge. Different amino acids have different permanent charges. Acid side chains like glutamate and aspartate are negative, basic side chains like lysine and arginine are positive. The spatial distribution of permanent charge is as important in channels as the spatial distribution of doping is in semiconductor devices.

The subsequent literature of PNP and PNP modified models is too large to cite here. Suffice it to say that the molecular mean field model of Jinn-Liang Liu and collaborators [43, 141] seems the best at the moment. It alone includes water as a molecule, and fits experimental data from a range of ionic solutions and mixtures of different concentration and composition, as well as data from ion channels and a transporter. The theory, however, has not yet been extended to a fully consistent nonequilibrium field theory using variational methods for dissipative systems EnVarA methods [22].

As was immediately clear to Eisenberg and the mathematician Barcilon, the doping and permanent charge of an ion channel requires a Neumann boundary condition (as a good first approximation) to describe the interface between protein and ionic solution. A Dirichlet condition defining the potential at the interface must not be used.

The channel protein is isolated from sources of energy or charge. Sources of energy or charge are not required to maintain the Neumann condition (in which the spatial derivative is set by the permanent, field independent charge density determined mostly by the acid and base side chains of channel proteins, see Appendix of [75]). That is presumably why the homogeneous Neumann condition is often called the natural boundary condition. The Dirichlet condition requires sources of charge and energy which do not exist in channel proteins or for most proteins in biological systems.

This point cannot be emphasized enough because Dirichlet conditions specifying the electrical potential, or the potential of mean force, are widely used to describe proteins, for example, in the very popular energy landscape models of protein function. These Dirichlet conditions cannot be maintained as ions move in thermal motion, as currents flow, as membrane potentials are changed, as concentrations or compositions of solutions are changed, or as mutations are made of the
permanent charge. There is no source of energy or charge available to the channel protein to maintain a Dirichlet condition. Assuming a Dirichlet condition in such systems is assuming a source of charge and energy that does not exist. Assuming a Dirichlet condition in such systems is equivalent to ignoring the phenomena of shielding that is the central property of the ionic atmosphere near a permanent charge, approximated by the classical Guoy Chapman or Debye Huckel theories of mobile charge in ionic solutions or semiconductors. Shielding is described in essentially every textbook of physical or electrochemistry ([142] is a notably clear and complete example) so it is a mystery that shielding is ignored in rate models of systems with permanent charge and its adjacent ionic atmosphere.

The widespread misuse of rate models requires further discussion. It is both a mathematical and physical fact that once the potential is specified on a boundary, the spatial derivative of the potential cannot be independently specified. The spatial derivative is then an output of the system, as any textbook on partial differential equations shows. The spatial derivative and the potential cannot both be specified. There are no solutions of the Poisson equation that satisfy a given potential and spatial derivative of potential on a boundary.

The potential of the Dirichlet boundary condition can be changed only by perturbing the system with an external device like a spatial voltage clamp, that actually injects current and charge at many locations (unlike the voltage clamp of electrophysiology which need inject current and charge at only one position) [143].

If no external source is present, and the theory assumes a constant potential profile as rate models do, when none can in fact be present, a spurious charge is in effect injected into the model, changing the system in fundamental but unseen ways. The behavior of the model (with spurious charge injection) no longer describes a realizable physical or biological system. The real system is isolated and unperturbed by external sources. The artificial system is dramatically perturbed by artifactual sources of charge and energy.

Note these effects are not small. The artifactual charge has large effects because potential depends sensitively on charge in these tiny systems. The potential is a sensitive function of charge (as a general principle in electrodynamics, unforgottably described in the third paragraph of Feynman’s text [67]). Small systems show particularly large effects because their “capacitances to ground” (i.e., Born effect, i.e., self energy) are something like $4\pi \varepsilon_0 \varepsilon a$ where $a$ is a characteristic radius of a sphere in meters, $\varepsilon$, is the dielectric constant, approximately 80 for pure water, and $\varepsilon_0 = 8.85 \times 10^{-12}$ farads/meter, i.e., coul/(volt meter). A $10^{-9}$ meter sphere in water would have a capacitance of something like $10^{-18}$ farad, producing nearly 200 mV for a single electron charge! Something like $10^7$ charges move through an ion channel per second. So in $10^{-6}$ second, those charges would produce something like 2 volts, enough to destroy biological membranes and proteins, far beyond the tiny voltage error (say 2 mV) that is noticeable in models of channel function, see Supplementary data in [46]. On the biological time scale of $10^{-3}$ second, the potential would change 2,000 volts, enough to destroy the experiment, and apparatus, and probably the experimenter as well, all from the charge in a $10^{-9}$ meter sphere!

These artifacts are found in almost all rate models because almost all rate models assume rates independent of conditions. Conditions change potentials a great deal, as we have seen, and thus would be expected to change rate constants. Rate constant models of ion channels abound [138, 144, 145] and have been the basis of enzymology for a very long time [146-151]. Rate constants are always sensitive functions of potential and usually are in fact much more sensitive to changes in conditions than are the potentials underlying those rate constants.

Current through a channel is often an exponential function of potential in rate models. The exponential dependence compounds the error produced by the $\sim 10^{-18}$ farad capacitance associated with atomic scale distances. The resulting errors are staggering because they are exponential functions of an already large function. The customary way of ‘fixing’ this problem is to use a prefactor $kT/h$ appropriate for systems in a vacuum governed only by the quantum mechanics of their states. $k$ is the Boltzmann constant; $T$ is the absolute temperature; and $h$ is the Planck constant, irrelevant in condensed phases like ionic solutions [152, 153]. It is not surprising that a metastasizing number
of states is needed to try to fit data with such models. Indeed, there is a serious question whether biochemical models of this type form a falsifiable hypothesis at all when they depend on nonexistent quantum phenomena (represented by the prefactor $kT/h$), ignore shielding effects, and use a large number of adjustable constants.

The discussion of artifacts may be unconvincing to experimentally oriented biophysicists and biochemists unfamiliar (understandably enough) with the properties of the electric field. A simple experimental test is needed to show that rate constants are almost never constant but rather change dramatically with conditions.

The experimental test can be as simple as changing shielding by adding NaCl (or another salt without specific effects) to the solution, and comparing rate constants measured before and after the salt has been added. In general, the salt will change the electric field produced by fixed charge quite dramatically because the size of the ionic atmosphere (measured by the Debye length) will change. This will not always be the case, if for example, the active site at which the rate constant occurs is not accessible to the salt. But that is rarely the case. So a simple check for artifact is to vary the salt and then try to explain the change in rate constant.

Sometimes one forgets that a change in rate constant needs an explanation. But in classical treatments there is a simple correspondence between rate constant and electrochemical potential difference measured often as a free energy of the reaction. If a rate constant changes, the corresponding free energy changes.

The question is how is that free energy change explained? If it is explained ad hoc, by simply adding the term needed to fit the data, one can hardly say a theory has been created. In fact, in that case the theory is nontransferable and not useful in any condition in which it has not been measured.

Nontransferable theories are common place in biochemistry as a google search will show but they characterize theories that are not useful biologically or technologically [154]. In biology concentrations and conditions are usually quite different where a chemical reaction occurs (i.e., where it is localized by an appropriate enzyme) from the standard concentrations and conditions in which the rate constant is measured in the lab. If the theory is not transferable, if the free energy of the reaction is different in the biological location and the laboratory, what value of the rate constant should be used? A similar situation occurs in technological applications where conditions in electrochemical cells are rarely uniform particularly near electrodes, and so nontransferable theories become un-useful theories.

Indeed, all these words would seem unnecessary to a worker in computational electronics or to many who study science in the abstract. If a theory has to be changed by an unknowable amount as conditions are changed, these workers might just say the theory is so incomplete that it can be labelled incorrect.

The errors involved in rate constant models illustrate a sad fact. There is an inherent tension between thermostatics and the study of life, of electrochemistry, indeed between thermostatics and the study of engineering devices [155-157]. The tension arises in the treatment of electricity, in the dynamics and boundary conditions, and nonequilibrium flows of electricity compared to the static equilibrium of traditional thermostatic. The fact is that understanding life, electrochemistry and engineering devices (involving ionic solutions, like batteries) requires construction of nonequilibrium models, that cannot be analyzed by thermostatics, exactly because thermostatic models are static. Thermostatics tells how these systems behave when they are spatially homogeneous without structure, and without flows. Thermal dynamics coupled with electrodynamics is needed to study how systems work. Think of a muscle. Muscles are often studied by biochemists after they are homogenized in (originally a Waring) blender. The components found that way have been the basis of much good science. But to understand how a muscle works it must be studied with structures intact, before they are blended into homogeneity.

What is needed to replace thermostatics? Many have tried valiantly to create a general theory of nonequilibrium thermodynamics, but it seems to me impossible. The diversity of structures is so enormous, and so important for determining function, that it seems to me nothing useful can be said
in a general treatment that ignores specific structure. And there is also the problem that general systems can explode including nuclear explosions.

General principles may exist but they are unlikely to be to be useful in analyzing both a hydrogen fuel cell and the electrical cell we call nerve or muscle.

Fortunately, at least one group of applied mathematicians has not given up hope. They are developing an approach not a theory. Chun Liu and his collaborators have started to develop a general approach to what they sometimes call non-isothermal systems. They are in fact creating a thermal dynamics [158-163] in which everything can interact with everything else, and flows always exist. Chemical equilibrium, and thermodynamic limits are conspicuous by their absence, making comparison with existing literature tricky. A general tutorial paper will no doubt appear as this work progresses, but until that is in hand, or at eye, one can only applaud the attempt, and hope it leads to useful results, comparable to previous work, and useful in applications. For example, it is necessary to show how thermal dynamics derives the customary hydrodynamic models of semiconductor engineering and ionic channels [77, 164]. It would be particularly useful to use thermal dynamics to understand electromechanical systems like the actin myosin crossbridge responsible for a large fraction of movement in life, or the F-ATP synthase that acting as an electrostatic motor generates so much of the chemical energy that fuels life.

I write this article to show one case where one need not give up hope, I believe. In a way, this system is trivial because it is so specific compare to the generality of Chun Liu’s theory of thermal dynamics. But that very specificity led to insights which astonished me, and perhaps others.

Systems in which currents flow in one dimension (as in electrical circuits, biological membranes and cells, batteries and so on) allow some general analysis using Kirchhoff’s current law [96, 97] and the methods of circuit and network theory [165-180]. When those systems are unbranched like one dimensional ion channels a great deal can be said from simple considerations.

The generality here comes from the biology and evolution, as much as from physics and mathematics. The generality comes from the wide ranging use of the unbranched one dimensional structure of ion channels and their wide use in the control of living systems [181-188].

The key here is that current is confined to one dimensional flow in straight or branched networks. Electrical current can be confined to one dimension by structures and forces chosen by engineers or evolution. Despite the one dimensional constraint, the resulting systems are hardly trivial.

The structures can be unbranched like the ion channels that control the life of so many biological cells or the diodes of our technology. Or they can be branched into the networks of electrical circuits, analog or digital of our technology, most notably of our integrated circuits, computers, and smart phones. Or into the biochemical networks of intermediary metabolism.

The branched one dimensional networks of our computers and computer memories can remember and manipulate the abstract symbols of life, words and numbers. They can also deal with the images and feelings they evoke in people. In a very real sense the branched one dimensional networks of our computers can store all the information of life, and deal with all the emotions that can be evoked by external stimuli like music, art, or poetry.

Note the properties of such one dimensional systems are not magical. They are built to do what they do. They execute ‘their magic’ because they are designed to do that, either by engineers or evolution. The properties of the networks are not determined by just the field equations of electrodynamics. They also require the boundary conditions and boundary structures of the system and those are imposed by designers to make the circuits do what is desired.

The properties of the circuits cannot be derived in the sense often used by mathematicians. The properties are entirely determined by physical laws but those laws are expressed in a structure designed for that purpose. In such systems, a derivation and computation become almost the same thing because the interactions are so nonlinear and on so many scales that analytical mathematics is rarely possible. Both derivation and computation must use the field equations in the structures provided by the designer whether an engineer or evolution. Neither field equation nor structure is enough in itself. Both must be used.
One dimensional unbranched systems have special properties and here we show physically how these arise in electrical systems and how they dramatically simplify behavior. The mathematical properties of such structures has made possible a rigorous theoretical analysis that is far beyond what any of us thought possible, thanks to the skills of Weishi Liu, more than anyone else. References [189-194] provide a glimpse of his twenty three papers using the (rigorous) approach of geometric perturbation theory. It is important to understand that unlike, singular perturbation theory, geometric perturbation exploits the abstract properties of the underlying system of differential equations and is theorem based, not depending on the insights (not theorems) that characterize singular perturbation theory.

Our analysis of ion channels is anything except general. It is entirely specific to the problem of ionic current flow in a narrow nearly one dimensional channel. Because of this specificity, we can see how the fundamental properties of current flow, defined by the Maxwell equations of electrodynamics greatly simplify the flow of current in one dimensional systems, reducing the flow from the bewildering complexity of Brownian motion of particles, with its uncountable number of reversals in any interval however small, to the spatial uniformity of total current. This example is chosen to illustrate the power of electrodynamics to simplify systems and to motivate others to exploit those powers in other systems of biological and technological importance.

We turn now to a special system ion channels to illustrate how electrodynamics can dramatically simplify the understanding of systems, making it possible to design and control current flow when design and control of the underlying stochastic fluxes of charges and atoms would seem impossible.

2.3. Ion Channels

Ion channels are narrow systems that accommodate ions close together in a space with the diameter of a few water molecules. Correlations produced by electrodynamics are not considered explicitly, if at all, in the classical view of ion channels. These correlations arise from the strong forces between the charges of the ions. The correlations are made good (i.e., enforced) on all time scales by the Maxwell equations of electrodynamics that require exact and universal conservation of current eq. (16), see ref. [56, 96, 173], as proven by the mathematics of the identity eq. (15) acting on the Maxwell eq. (14), giving the result eq. (16). In fact, correlation between ions in a one dimensional series system is unity, within the accuracy of the equations of electrodynamics, and so correlations dominate in nearly one dimensional ion channels. The meaning of correlations for general stochastic signals is discussed in texts of digital signal processing [195-198]. The correlations produce classical knock-on and knock-off behavior in the flow of ions—but not in the flow of total current—that is usually attributed to collisions. (A collision is a sudden change of direction of a trajectory. In a one dimensional system a collision is a reversal of direction occurring on a time scale much shorter than that of overall movement.)
Ions in channels have been studied for a very long time in another tradition [174], with a macroscopic paradigm appropriate for hard uncharged balls. Ions in channels have been imagined to move as uncharged particles through narrow pores, knocking into each other as they move, much as billiard balls did in the macroscopic mechanical model of Hodgkin and Keynes, with little if any discussion of correlations introduced by the electric field, Fig. 8 of ref [174]. Hille inherited [133, 175] and popularized this view [135]. Hodgkin and Keynes’ ideas of knock-on and knock-off remain the word picture—the paradigm—used to analyze modern simulations of molecular dynamics [176-180] although modern simulations are computed for charged ions on a scale some $10^{15}$ times faster and $10^8$ times smaller than Hodgkin and Keynes’ simulation.

The model shown in Fig. 1 includes a vacuum gap in Region 2. Ion channels are thought to include vacuum gaps as documented below. Ions moving in Region 1 cannot move to Region 3 because of the vacuum gap. Nonetheless, ions moving in Region 1 produce current in Region 3. The electric field produced by the charges in Region 1 spreads through the vacuum of Region 2 and moves the ions in Region 3. The electric field spreads through the vacuum and links the motions of the atoms in Region 1 and the motion of atoms in Region 3. The atomic motions in Region 1 and Region 3 are perfectly correlated by the electric field, not by collisions of any type, not by knock-on knock-off behavior.

Motions correlated by electric fields are not irregular in location at all, in a series system like Fig 1. The total current flowing in this system is independent of location everywhere. The total current flowing in these regions varies dramatically in time because of thermal motion but it does not vary in space. Maxwell’s equations guarantee that the currents are equal at all times and on all scales in all regions of a series system [56, 173], as we discuss and prove later in this paper, eq. (14)-(16). The time

---

1 analyzed on p. 81-84 with the help of A.F. Huxley.
or ensemble averaged currents in each region are equal but so would be currents of individual atomic trajectories if Region 1 and Region 2 happened to contain only one ion each.

The components of the current are different in each region of Fig. 1, even though the total current is everywhere exactly the same, at all times. In regions 1 and 3, current is produced by the movement of ions and also by the polarization (i.e., displacement) of charged matter, often drastically approximated by \((\varepsilon_r - 1)\varepsilon_0 \partial E/\partial t\).

In the vacuum region 2, polarization occurs even though there is no matter and there are no atoms in region 2. This mysterious polarization of a vacuum is in fact a crucial property of the electromagnetic field\(^2\) that I think deserves the name ‘ethereal’. [74, 181, 182]

Light is an ethereal wave, nearly an ethereal current. The polarization of the vacuum allows electromagnetic radiation like light to flow in an ethereal current from the sun to the earth. The polarization of the vacuum conducts an ethereal current \(\varepsilon_0 \partial E/\partial t\) that is a property of space, not matter, and that exists everywhere, in a vacuum, in matter, even inside atoms, as described in textbooks of electrodynamics, electricity and magnetism, for example [59, 66, 67, 172].

The ethereal current is part of the relativistic properties of space and time that make the charge on the electron independent of velocity, as velocities approach the speed of light, unlike mass, length, or time that change dramatically at high velocities. Many textbooks deal with the relationship of relativity and electrodynamics, including [60, 183-187].

The ethereal current is not equal everywhere in the series circuit of Fig. 1. In the material Regions 1 and 3, the ethereal current is likely to be a small fraction of the total current. In the vacuum Region 2, the ethereal current is all the current. In the vacuum Region 2, the ethereal current is equal to the total current in the material regions 1 and 3, because the regions are all in series. None of the components of current are equal everywhere in the series circuit of Fig. 1. Only the total current is equal everywhere.

2.4. Theory

The following description of Maxwell’s equations is an edited version of that in ref. [55]. It is included here so this paper can be read on its own. Without this exposition, the version of Maxwell’s equations used here might be obscure and the underlying physical message could be lost.

Maxwell’s first equation for the composite variable \(D\) relates the ‘free charge’ \(\rho_f(x,y,z|t)\), units \(coul/m^2\), to the sum of the electric field \(E\) and polarization \(P\). It is usually written as

\[
\text{div } D(x,y,z|t) = \rho_f(x,y,z|t)
\]

(1)

\[
D(x,y,z|t) = \varepsilon_0 E(x,y,z|t) + P(x,y,z|t;E)
\]

(2)

The physical variable \(E\) that describes the electric field is not visible in the classical formulation eq. (1) because Maxwell embedded polarization in the very definition of the dependent variable \(D = \varepsilon_0 E + P\). \(\varepsilon_0\) is the electrical constant, sometimes called the ‘permittivity of free space’. Polarization is described by a vector field \(P(x,y,z|t;E)\) with units of dipole moment per volume, \(coul-m/m^3\), that can be misleadingly simplified to \(coul/m^2\). The polarization of course depends on the electric field \(P(x,y,z|t;E)\). That is why it is defined. The charge \(\rho_f\) cannot depend on \(D\) or \(E\) in traditional formulations and so \(\rho_f\) is a permanent charge.

When Maxwell’s first equation is written as it must be since the discovery of the electron, \(E\) is the dependent variable, in my view. The source terms are \(\rho_f\) and the divergence of \(P\).

\[
\varepsilon_0 \text{div } E(x,y,z|t) = \rho_f(x,y,z|t) - \text{div } P(x,y,z|t;E)
\]

(3)

\(P\) does not have the units of charge and should not be called the ‘polarization charge’. \(P\) does not enter the equation by itself. Only the divergence of \(P\) appears on the right hand side of eq (3).

\(D(x,y,z|t)\) and the polarization \(P(x,y,z|t;E)\) are customarily over-approximated in classical presentations of Maxwell’s equations: the polarization is assumed to be proportional to the electric field, independent of time.

\(^2\) and was recognized as such by Maxwell and his contemporaries.[24-26].
\[
P(x, y, z|t; \mathbf{E}) = (\epsilon_r - 1)\varepsilon_0 \mathbf{E}(x, y, z|t)
\]

(4)

\[
\mathbf{D}(x, y, z|t) \triangleq \varepsilon \varepsilon_0 \mathbf{E}(x, y, z|t)
\]

(5)

The proportionality constant \((\epsilon_r - 1)\varepsilon_0\) involves the dielectric constant \(\epsilon_r\), which must be a single real positive number if the classical form of the Maxwell equations is taken as an exact mathematical statement of a system of partial differential equations. If \(\epsilon_r\) is generalized to depend on time, or frequency, the electric field, the form of the Maxwell equations change as discussed in detail elsewhere [55].

It is difficult to imagine a physical system in which the electric field produces a change in charge distribution independent of time. Polarization depends on time or frequency in complex ways in all matter as documented in innumerable experiments. The frequency dependence is usually described by a generalized effective dielectric coefficient \(\tilde{\epsilon}\) that is not a single real number [199-204].

The dielectric constant \(\epsilon_r\) should be taken as a constant only when experimental estimates, or theoretical models are not available, in my view, given the nearly universal complex dependence of polarization on time or frequency.

The problematic nature of \(\mathbf{D}\) and the polarization \(\mathbf{P}\) is widely recognized. Nobel Laureate Richard Feynman calls their description of matter ‘incorrect’ (on p. 10-7 of [67]). Another Nobel Laureate Edward Purcell is more critical saying “the introduction of polarization is an artifice that is not, on the whole, very helpful. We have mentioned \(\mathbf{D}\) because it is hallowed by tradition, beginning with Maxwell, and the student is sure to encounter it in other books, many of which treat it with more respect than it deserves.” (Purcell and Morin Ch. 10, p. 500 of [60], my italics.)

Purcell and Morin (on p. 507) go on to say even less charitably “This example teaches us that in the real atomic world the distinction between bound charge and free charge is more or less arbitrary, and so, therefore, is the concept of polarization density \(\mathbf{P}\).”

The same remark applies to \(\mathbf{D}\) because \(\mathbf{D}\) is defined as \(\mathbf{D} \triangleq \varepsilon \varepsilon_0 \mathbf{E} + \mathbf{P}\).

(6)

It should be clearly understood that if the distinction between bound and free charge is more or less arbitrary, so is the entire treatment of the electric field, and electrodynamics, in essentially every textbook, following [69, 70, 205].

It seems that the only way to remove this arbitrariness is to update the Maxwell equations so they do not depend on this definition of polarization at all, so they can be written in one form appropriate for any material system, no matter how its charge distribution varies with the electric field, or other forces. Ref. [55] attempts such an update.

Despite these difficulties, Maxwell’s first equation for \(\mathbf{E}\)

\[
\varepsilon \varepsilon_0 \text{div} \mathbf{E}(x, y, z|t) = \mathbf{p}_f(x, y, z|t)
\]

(7)

is often written using the dielectric constant \(\epsilon_r\) to describe polarization, without mention of the over-approximation involved.

Students are then often unaware of the over-approximation, particularly if they have a stronger background in biology or mathematics than the physical sciences.

Ambiguity and its problems can be avoided if Maxwell’s First Equation is rewritten without using an explicit variable for the polarization field \(\mathbf{P}(x, y, z|t; \mathbf{E})\). The phenomena of polarization—the response of charges to an electric field—is then included in a variable \(\mathbf{p}_q(x, y, z|t; \mathbf{E})\)

\[
\mathbf{p}_q(x, y, z|t; \mathbf{E}) \triangleq \mathbf{p}_f(x, y, z|t) - \text{div} \mathbf{P}(x, y, z|t; \mathbf{E})
\]

(8)

\[
\text{div} \varepsilon \varepsilon_0 \mathbf{E}(x, y, z|t) = \mathbf{p}_q(x, y, z|t; \mathbf{E})
\]

(9)

Here \(\mathbf{p}_q(x, y, z|t; \mathbf{E})\) describes all charge whatsoever, no matter how small or fast or transient, including what is usually called dielectric charge and permanent charge, as well as charges driven by other fields, like convection, diffusion or temperature. The charge \(\mathbf{p}_q\) can be parsed into components in many ways, exhaustingly described in [55, 96, 97, 200, 201, 206-209]). Updated formulations of the Maxwell equations [55, 201] are needed, in my opinion, to avoid the problems produced by ambiguous \(\mathbf{P}\) [54] and over-simplified \(\epsilon_r\) [200]. We adopt this version eq. (9) of Maxwell’s first equation here.
At first glance the field equations of the electric field seem similar to those of fluid dynamics. But they are not. Fluids do not exist in a vacuum; the electric and magnetic fields do. In particular, magnetism has no obvious counterpart in fluid mechanics. Electricity cannot be separated from magnetism\cite{210, 211}, and so the field equations of electromagnetic dynamics are fundamentally different from the field equations of fluid dynamics. Feynman illustrates the relation of magnetism and electrostatics with simple but dramatic examples, ref. \cite{67} on p. 13-8, paragraphs starting “Suppose …” and “Also …”. These issues are discussed in Feynman (p. 13-6 …) and less elegantly, later in this paper.

The fundamental source of the electric field is charge. Charge has markedly different properties from mass, its apparent analog in fluid mechanics. Charge is independent of velocity, even velocities approaching the speed of light. Charge is ‘relativistically invariant’. Charge does not vary with velocity according to the Lorentz transformation of the theory of special relativity \cite{59, 212-216}. Mass varies with velocity according to the Lorentz transformation and so the equations describing the flow of mass are fundamentally different from those describing the flow of charge. Magnetism and light itself are consequences of this special property of charge, as is the ethereal current $\frac{\varepsilon_0 \partial E}{\partial t}$ described in textbooks of electrodynamics.

Magnetic fields $\mathbf{B}$ are generated by total current

$$\mathbf{J}_{\text{total}} = \mathbf{J}_Q + \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t}$$

according to Maxwell’s version of Ampere’s law

$$\frac{1}{\mu_0} \text{curl} \mathbf{B} = \mathbf{J}_{\text{total}} - \mathbf{J}_Q + \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \quad (11)$$

Many of the special properties of electrodynamics arise because the fields of electrodynamics change shape as a solution of Maxwell’s equations.

In biological applications, the important field is the electric field, because the magnetic field exerts little force. The movement of all charges, on all scales, including the charged atoms of proteins, and the polar chemical bonds and polarized atoms and interfaces of proteins, is controlled by the electric field. These atoms all move so that the Maxwell equations are satisfied everywhere, at all times and under all conditions. Indeed, the dominant force moving atoms are those produced by changes in the electric field dictated by Maxwell’s equations.

Specifically, this means that most of the forces that drive conformation changes of proteins are created by the electric fields dictated by Maxwell’s equations and the movements of parts of the proteins are driven the same way. Of course, steric forces play a role that can be significant particularly when atoms are packed so they must collide. These steric forces are not mysterious. In the case of ions dissolved in water, they can be described precisely by a steric potential defined by J.-L. Liu and collaborators \cite{43, 141}, and it is possible that a similar treatment can be used in general.

We turn now to two important corollaries of Maxwell’s Ampère’s Law. The first is the continuity equation that describes the relation between the flux of charge with mass and density of charge with mass.

**Derivation**: Taking the divergence of both sides of eq.\,(11), use $\text{div} \text{curl} = 0$ \cite{217, 218}, and get

$$\text{div} \mathbf{J}_Q = \text{div} \left(-\varepsilon_0 \frac{\partial \mathbf{E}}{\partial t}\right) = -\varepsilon_0 \frac{\partial}{\partial t} \text{div} \mathbf{E} \quad (12)$$

when we interchange time and spatial differentiation. But we have a relation between $\text{div} \mathbf{E}$ and charge $\rho_Q$ from Maxwell’s first equation, eq. (7), giving the Maxwell Continuity Equation:

$$\text{div} \mathbf{J}_Q = -\varepsilon_0 \varepsilon_0 \frac{\partial \rho_Q}{\partial t} \quad (13)$$

Maxwell’s Ampère’s law eq. (11) implies a second equation of great importance. Indeed, it is this equation that allows the design of the one dimensional branched circuits of our digital technology using the relatively simple mathematics of Kirchhoff’s current law \cite{97}.
The identity
\[ \text{div} \frac{1}{\mu_0} \text{curl} \vec{B} = 0 \] (14)
implies the
\[ \text{Universal Exact Conservation of Total Current} \]
\[ \text{div} \vec{J}_\text{total} = \text{div} \left( \vec{J}_0 + \epsilon_0 \frac{\partial \vec{E}}{\partial t} \right) = 0 \] (15)

Eq. (15) may look like an ordinary property of an incompressible fluid but it is not. Incompressible fluids are only incompressible in an approximation of say 0.01% over a reasonable dynamic range of forces. But the electric flow \( \vec{J}_\text{total} \) has no measurable compressibility for voltages as small as say hundreds of nanovolts or as large as billions of volts. Both potentials are accessible in laboratories. The dynamic range of ‘perfect’ incompressibility is something larger than \( 10^{17} \). The time scale of validity of eq.(11)&(15) is similarly beyond our normal experience, ranging from the shortest times we can measure to the time scale of light travelling to stars if not galaxies (depending on how the phenomenon of dark matter and dark energy are interpreted).

The reader may agree with me that skepticism is appropriate as one thinks through the many extraordinary implications of eq. eq.(11)–(15). Skepticism has been expressed by almost all physicists confronted by the properties necessary to describe electromagnetic radiation flowing through a vacuum, i.e., eq. (11), going back to Maxwell himself [73, 219, 220]. That skepticism motivated this and my previous papers on this subject [55, 96, 97, 200, 201, 206-208].

The remedy for skepticism is mathematics. The mathematics of the derivation leaves no choice in these matters, whatever the physical subtleties or social or psychological hang-ups of readers like myself. It is difficult to dispute that the mathematical identity eq. (14) acting on Maxwell eq. (11), gives the result eq. (15).

These issues are discussed later in this paper in Section 2.7, Updating the Maxwell Equations. The derivations can be found in ref [55] near p.28, eq. (27) and in (14) where the derivation uses the Bohm version of quantum mechanics.

Other details are also in the literature. A long discussion of the microphysics of current flow in a series of different components—resistor, vacuum capacitor, semiconductor diode, vacuum diode, salt solution, wire—at different times is found near Fig. 2 of [208]. Various implications and different ways of allocating components of current and charge are found in [96, 97, 206, 207].

Turning back to the channel of Fig. 1, it is important to realize that the dominant form of interaction between ions in biological systems are the forces described by the electric field. Collisions are not the dominant form of interaction of ions in this system. Indeed, the ions in Regions 1 and 3 interact only through the electric field. Ions in these two regions cannot collide with each other.

The example involving a vacuum region may seem artificial when applied to actual physical or biological channels. It is not. Real ionic channels include regions of vacuum because of dewetting [221] and the filling and dewetting of these regions is thought to be responsible for (at least some kinds) of gating of single channels [222-224]. The sudden opening and closing [225, 226] of single channels, loosely called ‘gating’, is a central property—even defining feature—of all biological channels that are studied one channel at a time [227, 228]. The large literature of dewetting in channels can be accessed through ref [221]. Much of the literature was inadvertently omitted in [229, 230] and I apologize to the authors who were slighted, albeit unwittingly.

In Fig. 1, the forces are not the same in each region or location. The forces on charges in regions 1 and 3 move the charges to make the total currents equal. The forces are defined by the electric field \( \vec{E}(x) \) in our biological problems where magnetic fields make negligible forces. Maxwell’s equations in turn determine the \( \vec{E}(x) \) and \( \vec{B}(x) \) that enforces the equality of total current.

The forces can be computed from the appropriate time dependent version of Coulomb’s law—a combination of the time dependent continuity equation (13) and Maxwell’s first equation (7)—if it includes all charges, of any kind whatsoever. The determination then requires the solution of the Maxwell equations and boundary conditions that describe the structure of the protein and how it

---

3 Given measurements of astronomical forces in stars, and near galactic centers, the dynamic range is probably very much larger.
evolves in time but the magnetic field contributes little force in biological systems and it is often enough to only consider the electric field. Solutions of the Maxwell equations are complex in three dimensions, but much simpler in one dimension.

One dimensional systems are remarkably important, as well as simple. The simplicity of the one dimensional equation compared to the three dimensional counterpart is striking. In a series system like a channel or a diode, the one dimensional system requires only knowledge of the total current. It requires knowledge of a single value—a function of time, but not a function of space. Current \( J_{\text{total}} \) (one dimensional) can be evaluated at any convenient location because it is independent of location. That current is experimentally accessible. It can be measured by the voltage drop across a small resistor inserted anywhere in the series system. That current \( J_{\text{total}} \) (one dimensional) can be determined by a theory, or numerical calculation, or simulation at just one location, including perhaps by a boundary condition that is simpler than field equations. On the other hand, using the three dimensional equation, requires a complete solution of Maxwell’s equations, in space and time, which is a formidable task in any situation, and more or less impossible in time varying protein structures, or realistic electronic circuits, for that matter. Those systems have a staggering number of charges (say \( 10^{20} \)) that are significant, and crudely speaking they all interact with each other, meaning that the number of interaction terms that are involved in determining current is much larger than \( 10^{20} \) factorial.

A consideration of the full three dimensional problem suggests why so much of our technology and so much of biology can be described by one dimensional branched circuits. In one dimensional systems current (and energy) cannot ‘leak into space’. Signals stay where they are supposed to be. Signals on one wire can be kept distinct from signals elsewhere. The \( B \) field that describes leakage into space is insignificant in biological applications and can be kept under control in circuit applications as well.

Note that conventional circuit diagrams [76] do not show the return paths by which currents ‘complete the circuit’. By convention they only show a perfect ground. In real circuits [167, 231, 232], the return paths for current force a certain component of two dimensional behavior. There is an area involved because the forward and return circuits are not in the same place. Indeed, branched one dimensional circuits also have analogous areas. These areas are small (in some sense) but they may generate significant \( B \) fields, in special cases, e.g., in ground planes and ground return circuits, and this may complicate and limit the use of these circuits, at least in my view, because \( \text{curl} \, B \) is can be significant in two dimensions. Twisted pairs allow high speed data transmission and replaced coaxial cable, making the ethernet and internet possible at reasonable cost. The area between the conductors in the twisted pair is nearly zero and so the two dimensional properties are minimized as will be the \( \text{curl} \, B \) field, in my view.

2.5. Molecular Dynamics

Modern simulations of the dynamics of atoms [211-214] do not explicitly consider the conservation of current or the correlations it produces, as far as I know [212, 215]. They rather use Coulomb’s law as their only description of their time varying dynamic electric field despite Feynman’s admonition, slightly paraphrased here) that “Coulomb’s law is false. It is only to be used for statics.” (p.15-14 of [68]).

Indeed, Feynman goes on to use Coulomb’s law as an example of the “… danger in [using the scientific] process before we get to see the whole story. The incomplete truths learned become ingrained and taken as the whole truth. What is true and what is only sometimes true become confused.” [slight paraphrase; my emphasis and italics].

This statement might be the theme of this entire article and its predecessors [55, 56, 95, 96, 171, 173, 193-195]. These papers are devoted to removing the incomplete truths in the classical formulation of Maxwell’s equations.
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4 Electric fields in molecular dynamics are not static. They vary on time scale typically represented as a discrete process with time steps of \( \sim 10^{-15} \) sec.
There can hardly be a more important example of “incomplete truths taken as the whole truth” than classical Maxwell equations, with their nearly arbitrary D and P fields. The confusion of “what is true and what is only sometimes true” is particularly evident in the misuse of the dielectric constant in nearly every textbook of electrodynamics [55, 171].

Modern molecular dynamics do further damage in their treatment of the electric field.

1) They suffer from the familiar difficulties of the enormous difference in scale between atoms and biological systems [216] from $10^{-11}$ m to 1 m, and $10^{-15}$ sec to 1 sec, and the need for resolution of $10^{-4}$ in each of three spatial directions, implying severe demands on computer memory.

2) Not only do they use only the static Coulomb’s law to compute electrodynamics on the atomic scale, they further approximate a general non-periodic electric field as a periodic system and use various conventions involving Ewald sums to evaluate the electric field. They usually compute the field with three dimensional Ewald sums derived classically from conditional infinite series, without discussion of the Riemann rearrangement theorem. That theorem guarantees that the convergent sum of a conditionally convergent series is not unique. That fact means, in my view, that an Ewald sum derived using a conditionally convergent series also must have a nonunique sum, unless separate analysis shows otherwise.

3) The electric fields and transport are computed at equilibrium despite the presence of large atomic scale flows (evident in the trajectories of the simulation) and the presence of large macroscopic flows that are crucial to the natural function of the molecules being simulated.

4) Numerical checks of the validity of the expressions used are notable by their absence, particularly compared to the numerical checks of simulations of particles in semiconductors, see Ref [80] Fig.6.34-6.36, p. 313-315, that do not use periodic boundary conditions or assumptions of zero flow. Indeed, some of that checking has been done for ions in water and published in detail [217-223].

5) Trajectories of atoms in molecular dynamics are exquisitely sensitive to initial conditions. Changing the initial location of even one atom produces exponentially diverging estimates of trajectory after a few picoseconds. Chaotic systems like this have regions of ‘state space’ that are not sampled at all by ensembles of trajectories. The trajectories of chaotic systems cannot be assumed to sample systems in a way that produces the statistical properties of equilibrium let alone nonequilibrium systems [224, 225].

The effects of these approximations on the (universal and exact) reality of conservation of current are not clear. Even the simplest quantities like the concentration (i.e., number density) of ions are affected. [The reader from the physical sciences needs to be reminded that the type and concentration of ions are dominant determinants of the function of many biological systems and molecules.] The periodic boundary conditions, for example, make it difficult even to define the concentration (i.e., number density) of ions precisely. Different research groups define concentrations with different conventions producing different results [226]. ‘Conventions’ are not part of mathematics or well-defined physical theories because they produce results that cannot be transferred from one research group to another or from one set of experimental conditions to another. They are called ‘nontransferable’ for that reason. Non-transferable theories are not helpful in designing systems like integrated circuits that operate under a range of conditions.

Currents reported in simulations have great complexity in space and time, approximating the properties of a mathematical Brownian stochastic process that reverses direction an uncountably infinite number of times in any finite interval, no matter how brief. Maxwell’s equations guarantee spatially uniform total currents in a series system like a channel on all time scales, even for systems in thermal motion, involving a few atoms or just one, even inside atoms [173, 227-230], even for individual trajectories approximating a trajectory in a Brownian stochastic process.

Spatially uniform currents do not involve the location variable. They are much less complex than currents that vary almost as Brownian processes in space. Indeed, a constant (in space) is about as different from a Brownian trajectory (in space) as it could be: a constant replaces a function of unbounded variation.
Here seems an opportunity to create a mathematics, or mathematical physics, that greatly simplifies the analysis of current flow in series systems, if this special property of total current can be exploited, as it has been in the semiconductor literature of one dimensional devices for a long time. Ferry [84, 85] provides a fine modern treatment of a classical literature [231] that includes [232-235]. This approach was extended to ions in channels by Schuss and collaborators [236] using the theory of stochastic processes (e.g., an adaption of renewal theory) to deal with the complicated shot noise produced when several types of ions move through channels, each with a different current voltage relation that is not independent. Each varies with concentration of every type of ion. Ethereal current $\varepsilon_0 \partial E / \partial t$ was not included in the work of Schuss and collaborators.

Branched networks are one dimensional systems of particular interest because they form the circuits of our digital electronics and computers. Kirchhoff's current law can be slightly generalized [96] to describe branched networks of one dimensional components. A further generalization could include the branched networks of our nerve cells and nervous system, and even much of the 'circuitry' of biochemical metabolism described in detail in classical biochemistry textbooks.

Total current is simpler than ionic movement. Current flow $J_{total}$ is easier to understand and to compute, on all scales, than the motions of all atoms (as measured by flux $J$). Ions move cooperatively, because of the electric field. Collisions are not the dominant form of interaction of ions. The dominant form of interaction is the perfectly correlated motion required so total current flow is conserved (exactly, everywhere on all time and length scales in which the Maxwell equations are valid) [56, 95, 96, 171, 173, 193-195].

Models of biological function (that depend on total current [237]) can be easier to understand than models involving all atomic motions because of these cooperative movements, just as movements of current in the wiring of our home, or the transmission lines which connect our homes to a generator in a remote power plant, is much easier to understand than all the movements of charges involved in those currents.

Correlations do not depend on averaging. It is important to understand that these correlations occur in individual trajectories on all time and length scales whenever Maxwell's equations apply.

The correlations do not depend on averaging. In particular, the correlations are perfect in one dimensional series systems on atomic time scales\(^5\). They guarantee equality of current at all locations within ion channels, at all time scales, without temporal or spatial averaging, to the extent that ion channels are one dimensional systems. If the pore of the ion channel has regions without mass (e.g., vacuums without water or ions because of de-wetting [199], for example) current flow through that region is equal to total current flow everywhere else in the one dimensional system as described in previous paragraphs.

These special properties of current in a one dimensional system arise from the electrodynamics of charge. The electrodynamics of charge are specified by partial differential equations that exist everywhere and specify forces everywhere, not just between particles. Electrodynamics is difficult to define using only particles because $\varepsilon_0 \partial E / \partial t$ is a property of (all) space, not just the space containing particles. Electrodynamics usually requires field equations, typically partial differential equations, to describe $\varepsilon_0 \partial E / \partial t$. Theories that include only the locations of charges have difficulty capturing $\varepsilon_0 \partial E / \partial t$ where the particles are not, i.e., almost everywhere.

In special cases, where structure changes very little, pre-charged capacitors—between acid and base side chains of proteins and the pore of the channel, for example—can be used to gain insight, using the divergence theorem, partial integration, and the mean value theorem to approximate the charge stored in the partial differential equations.\(^6\) The pre-charged capacitors are an electrical engineer's way of avoiding the more awkward phrase "charge (per volt) in Coulomb's law" [74, 181, 182].

\(^5\) To be more precise, the integral of current across the cross section of the channel is defined as the total current in a nearly one-dimensional system. The radial current is assumed to be independent of spatial location. It does not have to be assumed to be small, although it usually is small.

\(^6\) Maxwell [24-26] used this approach (with the name 'specific inductive capacity') and Wolfgang Nonner showed it to me.
2.7. Updating the Maxwell Equations

Updating the Maxwell equations is needed. Textbooks hardly mention electrical currents produced by convection, diffusion, and (realistic) polarization [200] that are essential components of many biological (and technological) systems. Recent papers [55, 201] show one way to update the Maxwell equations to include these important currents while removing the nearly arbitrary definitions of polarization $\mathbf{P}$ and the displacement field $\mathbf{D}$. Updating Maxwell forces a reassignment of the components of current. Ref. [55] tries to do this with minimal changes to the classical forms of electrodynamics found in textbooks for a long time [69, 70, 74, 205] so attention can be focused on the main issues of physics, and not the (somewhat) arbitrary definition of components. The definitions in Ref. [55] are certainly not unique, and not likely to be to the taste of all readers. But focus should be on the special properties of the electric field and the remarkable consequences of Ampere’s law (Maxwell version eq. (11), namely eq. (15)). These are independent of the choice of components.

One of those consequences is the conservation of total current. The consequences of conservation of total current are particularly striking in a one-dimensional series system like an ion channel. There, conservation of total current means that total current is equal everywhere, independent of location, at any time. Note that the flow of atoms $\mathbf{J}$ (strictly speaking the flux of mass that has charge) is not equal everywhere in a series circuit because mass and charge can accumulate when $\partial \mathbf{E}/\partial t \neq 0$ [96].

All who work with real circuits know the importance of $\partial \mathbf{E}/\partial t$. They know the importance of the dielectric charge that moves and accumulates in ‘stray’ capacitances according to $\varepsilon_0 \varepsilon_r \partial \mathbf{E}/\partial t$ [96, 97], where $\varepsilon_r$ is the (dimensionless) dielectric constant. Note that $\varepsilon_0$ is an irreducible unavoidable component of $\varepsilon_r$. The dielectric constant $\varepsilon_r$ cannot be zero. It is larger than one $\varepsilon_r \geq 1$. The $\varepsilon_r = 1$ case is degenerate and does not describe anything except a vacuum.

The effects of $\varepsilon_0 \varepsilon_r \partial \mathbf{E}/\partial t$ are large in real circuits and cannot be missed. Indeed, if stray capacitances are not included in the analysis of circuits, the circuits do not perform as desired. The change in the stray capacitance helps produce the familiar $1 - \exp(-t/RC)$ charging curve of the (prefect ideal) resistor $R$ to a step of current. $C$ is the capacitance associated with the polarization $(\varepsilon_r - 1)\varepsilon_0 \partial \mathbf{E}/\partial t$, of an ideal dielectric plus the polarization accompanying the ethereal current $\varepsilon_0 \partial \mathbf{E}/\partial t$ [96].

The ethereal current $\varepsilon_0 \partial \mathbf{E}/\partial t$ is universal, unchangeable, and unavoidable. The customary characterization of $\varepsilon_0 \varepsilon_r \partial \mathbf{E}/\partial t$ as a ‘stray’ property is rather misleading. The noun ‘strays’ is used in ordinary English to describe someone or something that wanders homeless, without family, something changeable to be avoided. ‘Stray capacitances’ on the other hand, contain a component that cannot stray. They contain a component $\varepsilon_0 \partial \mathbf{E}/\partial t$ that is universal, unavoidable and unchangeable. All resistors (and resistances) are associated with a capacitance produced by $\varepsilon_0 \partial \mathbf{E}/\partial t$. Ref. [96, 97] show how to evaluate that ethereal capacitance and include it in electrical circuits.

The ethereal current acts as a perfect low pass spatial filter, filtering spatial components completely. The ethereal current prevents the knock-on knock-off behavior of total current.

Evaluating separately the two components of total current—namely the ethereal displacement current $\varepsilon_0 \partial \mathbf{E}(\text{channel}; x)/\partial t$ and $\mathbf{J}(\text{channel}; x)$ that sum to make the total current $\mathbf{J}_{\text{total}}$, see eq.(10)—requires computations of all the forces between all the atoms in Fig. 1 for the times of interest.

The computation of the components $\varepsilon_0 \partial \mathbf{E}(\text{channel}; x)/\partial t$ and $\mathbf{J}(\text{channel}; x)$ is much more difficult than the computation of the total current itself $\mathbf{J}_{\text{total}}(\text{channel})$, particularly given the:

(a) nearly eleven orders of magnitude between the time scale of atomic motion and most biological function
(b) enormous range and strength of the electric field.
(c) complexity of engineering structures and additional time dependence of complicated biological structures.

$\mathbf{J}_{\text{total}}(\text{channel})$ is easy to evaluate. $\mathbf{J}_{\text{total}}(\text{channel})$ can be evaluated or measured at any single convenient location because it is independent of location in a one dimensional series system like a channel, including at the boundary. Indeed, in theories and simulations a boundary condition often specifies the current at the boundary location, making its evaluation trivial. In experiments, it is
usually possible to embed a low value resistor in series with the system and measure the electrical potential across the resistor.

Calculations of the components of gating current (of the voltage sensor of a voltage activated channel) illustrate this point [233]. Calculations of gating current in full atomic detail [234] can use Langevin equations to avoid equilibrium assumptions in its molecular dynamics.

Computations of current flow in classical molecular dynamics are particularly difficult to understand, beyond the admonitions of Feynman presented previously. Classical molecular dynamics assumes periodic boundary conditions even though no current or flux can flow between boundaries at the same potential.

What is needed to provide atomic resolution of particle motion (in my opinion) is a molecular dynamics that exploits the special properties of total current, perhaps using the averaging-in-time methods introduced by Ma and Liu [235, 236] that yield the Poisson Nernst Planck model as an approximation [237]. Or perhaps by introducing a quasi-particle, a conducton that automatically satisfies equality of total current in a series system.

Current has been the main property of interest in many biological systems since the work of Hodgkin and Huxley [238], if not Hodgkin 1937 [31]. Current remains the focus of much biological interest [227, 228]: most of the channels in the nervous system and many in skeletal, cardiac, and smooth muscle seem to exist to pass currents, not to create fluxes of particular ions. These systems are not without general interest. Channel disfunction and the resulting abnormal conduction in cardiac muscle kills hundreds of thousands of people in the United States every year. Skeletal muscle makes up a large fraction of the mass of animals. The control of biological functions rests in the nervous system and in the channels that control its nerve cells and their connections.

It should be clearly understood that no matter what are the spatial correlations, the total current $J_{\text{total}}$ will not vary with spatial location in a series system like an ion channel. The ethereal current which is a solution of Maxwell’s equations guarantees spatial uniformity of total current in a series system no matter what the other particle interactions, steric, knock-on or knock-off, or whatever, including chemical interactions involving redistribution of electrons in their orbitals around atoms in molecules.

Discussion

Turning back to Molecular Dynamics, it is not clear to what extent classical molecular dynamics [239-242] deals with the spatial correlations implied by conservation of current because of the complex codes used to approximate electrostatics and because of the inherent contradiction between current flow and periodic boundary conditions on electrical and electrochemical potential: obviously current does not flow between the boundaries of a computational cell which have the same potential, as they do in periodic systems.

More subtly periodic systems have been used, exploiting a toroidal (i.e., doughnut) geometry to allow current flow, but they involve artifacts as well: fluxes, not just current, are equal in these systems. Indeed, periodic boundary conditions impose exact equality on all co-ordinates of phase space not found in actual solids, on all time scales, even at a temperature of absolute zero, as pointed out sometime ago [41] and earlier in other publications unknown to me, no doubt.

In particular, periodic boundary conditions imply that location, velocity, acceleration, and cross coupling of all of those coordinates are periodic. Cross coupling is a difficult problem particularly in periodic approximations to systems with significant polarization current.

Polarization implies that every particle interacts with every other one. The number of such interactions is substantially—actually astronomically—larger than the number of particles in the system, particularly because pair-wise interactions are only a small fraction of the total number of significant interactions between polarizable particles. Indeed, it is not clear that a precise meaning can be given to the word ‘state’ in a system with polarization. If defining a state requires as many coordinates as defining the system itself, the state is nearly as hard to define as the system itself. Difficulties are not made easier by the uncountable infinity of locations needed to characterize the spatial properties of polarization. The idea of state is central to much of statistical physics and
chemistry; the ethereal displacement current term \( \varepsilon_0 \frac{\partial E}{\partial t} \) guarantees the universal existence of polarization current even in systems that do not include material polarization, for example systems that do not include \( (\varepsilon_r - 1)\varepsilon_0 \frac{\partial E}{\partial t} \). These difficulties seem important in the reconciliation of electrodynamics and statistical mechanics, at least in its classical formulation.

Where are the checks and tests? In looking at the literature of molecular dynamics, what is striking is the dearth of direct tests that answer the obvious questions that have to be answered in any mathematically sound treatment of charged particles and their motions:

Do the simulations (of molecules dynamics of charged particles) satisfy the Poisson equation relating charge and electric field, or do they not?

Do the simulations (of molecular dynamics of charged particles) agree with analytical solutions (or numerical solutions of simple geometries known to be nearly exact) of the Poisson equation or not?

Comparison with known solutions of Maxwell’s first and second equations are obviously needed, in my opinion.

Comparisons of this sort are the main topic of the numerical analysis of differential equations described in a voluminous literature. Simulations of molecular dynamics are solutions of differential equations, but they seem not to have been checked as other solutions of differential equations need to be checked. Checks of this sort are done routinely in particle simulations of computational electronics that solve differential equations quite similar to those in molecular dynamics. Ref [79] Fig. 6.34-6.36: p. 313-315 serves as an example and a modern entry point to the thousands of papers that document the work of the community working on computational electronics. There seems no logical reason similar tests cannot be performed on ionic and biological systems. Ferry and Ramey [243, 244] show how to apply these methods to static systems with finite size charges. Indeed, some of that checking has been done and published in detail [245-251].

Other methods combining dynamics and electrostatics have been developed [48, 125, 252-256], including many I am unaware of, no doubt. These methods also need to be tested directly to see if they yield exact equality of current in a series system, at all times, locations, and under all conditions. The results need to be compared with analytical solutions (or numerical solutions of simple geometries known to be nearly exact) of Maxwell’s first and second equations.

When modern molecular dynamics [239-242] and simulations are extended to include electrodynamics, and its simplifying correlations of ionic movement, more general insights into the mechanism of protein function are likely to emerge, particularly in processes like oxidative phosphorylation and photosynthesis in which electron flow is significant. Electron flows produce the chemical energy (in the form of ATP) which power almost all of the chemical processes of life. The coupling of electron flow and the movement of charged solutes (i.e., ions) is the crucial step in both oxidative phosphorylation and photosynthesis. The coupling is mediated by transporter proteins in the membranes of chloroplasts and mitochondria and is usually considered only on the atomic scale (say \( 10^{-10} \) m) of chemical interactions. But the electron flow is linked to the flow of ions by conservation of current and this may produce significant coupling, depending on the macroscopic structure and setup, in addition to the atomic scale ‘chemical’ coupling.

Note the coupling in transporters will depend on the macroscopic structure and experimental setup in which the transporters and membranes function and are studied. Native organelles are ‘finite cells’ in which all membrane currents sum to zero, because there is no significant variation of potential within their cytoplasm [257-260]. Lipid membranes in experimental chambers are studied in voltage clamp mode, in which there is no requirement that the sum of all currents across the membrane be zero. Coupling of transporters measured in an artificial experimental setup is unlikely to be the same as coupling in native organelles where the transporters function.

These issues and the biophysical implications are profound because the coupling is a main mechanism of energy production and transduction in all of life. Coupling is a fundamental mechanism in nearly all active transport systems, and these are among the most important mechanisms in cells, in both health and disease.
It is important that coupling by conservation of current not be confused with atomic scale chemical coupling, if the mechanism is to be understood and controlled. Otherwise, artifacts can corrupt understanding of the atomic mechanisms. In macroscopic systems, part of coupling is determined by physiologically irrelevant choices in the design of the setup. That part of coupling should not be attributed to atomic mechanism of the transporter itself.

Coupling of fluxes is multiscale. The central point is that coupling is not simply a ‘chemical’ atomistic process of a particular transport protein or complex of proteins. It also depends critically on the geometry of the organelle or structure within which it is found and on the setup chosen by the investigator to study the transporter. Coupling is inherently multiscale because it involves the flow of (total) current. Current is described by Maxwell equations that link all scales, eq.(9), (11) & (15).

Conservation of total current couples everything in addition to coupling that occurs on the atomic scale of chemical interactions, as mentioned many times in this paper. These issues are discussed in more detail on p. 13 of [208], p. 23 of arXiv version; p. 11 of [96]; p. 10 of [97].

The question is how to include the perfect spatial correlation implied by conservation of current in our mathematical models and simulations of a series system. How do we take advantage of a property of the system that has no dependence on location?

One way is to reformulate variational principles like EnVarA [22] to use the Maxwell equations, or conservation of total current, to determine the electric field, instead of Poisson’s equation. Another way is to apply conservation of total current as a constraint in the variational approach.

Quasiparticles in channels and solutions. Still another way might involve quasiparticles in the tradition of solid state physics, where the quasiparticles of semiconductors (holes and ‘electrons’), superconductors (‘Cooper pairs’), polarons, phonons, and so on, have been so useful.

We could construct conductons that are quasi-particles of total current (including the ethereal displacement current $\varepsilon_0 \partial E/\partial t$ of course). They would be complemented by the left over properties captured by polarons and diffusons, to deal with nonclassical polarization and concentration dependence, respectively. The resulting permion might indeed show simple knock-on, knock-off phenomena, analogous to those seen by Hodgkin and Keynes.

Permions [261] have been suggested to represent quasi-particles for ions permeating in channels. Ref. [262] shows some of the difficulties involved because different permeating ions follow different paths through the channel, twisting in three dimensions in different ways [261, 263], and thus requiring two quasi-particles I suspect. Each permion would not satisfy conservation of total current and so their spatial variation might allow knock-on and knock-off behavior. Only total current is immune from spatial variation.

Conformation changes. Many of the properties of coupled transporters, and enzymes for that matter, are explained by conformation changes involving changes in the distribution of mass of a protein visualized as changes in structure. The proper analysis of these in a multiscale hierarchy of models is unknown, as far as I am concerned.

The issue is that it is natural to assume that more detail is more understanding, and I have occasionally fallen into that trap, I fear. But consideration of an automobile engine shows the problem. Many properties of automobile engine can be described and understood reasonably well without worrying about how the pistons move in their cylinders, let alone how they slide by their piston rings, or how valves open and close. The familiar torque vs rpm curves are an example.

It may be possible to write low resolution models of transporters with conformation coupling in a similar spirit. But abstract discussion is not as useful as actually writing such models and seeing if they can become robust transferrable models of function.

Another possibility is the obvious that the conformation change must be included in the modelling, and I incline to that view (see an attempt [264]). It should be clearly understood that the conformation most relevant to function is not that of mass but the conformation of the forces that move the mass. The most relevant conformation is that of the electric field, or perhaps of the electric field plus the steric field of the steric potential [43]. In a completely successful model, the theory would produce cyclic conformation changes as an output. Indeed, a stable solution of the system would not exist, only a (perhaps approximately) periodic solution. In this fully successful model,
changes in the spatial distribution of charge, both permanent and polarization, and changes in the spatial distribution of mass would be coupled by the structures and energetics used by evolution to create the device, much as an engineer couples energetics and structure and chemical reactions to make pistons move in the cylinders of our reciprocating automobile engine. The conformation changes would emerge automatically in a transferrable model driven by the gradients of chemical and electrical potential, and properties of any chemical reactions involved (as in say cytochrome oxidase). All conformation changes and flows would be coupled as an unavoidable consequence of a consistent electromechanical model, integrating chemical reactions (as in cytochrome oxidase), electrodynamics, conservation of mass and the structure of the protein.

We are a long way from constructing such complete models, but it is important to realize that they are the only satisfactory goal. Simply identifying and naming a set of conformation changes glimpsed in structures does not tell us how the model works, although it certainly is an important step in that direction.

The conformation changes would emerge automatically in a transferrable model driven by the gradients of chemical and electrical potential, and properties of any chemical reactions involved (as in say cytochrome oxidase). All conformation changes and flows would be coupled as an unavoidable consequence of a consistent electromechanical model, integrating chemical reactions (as in cytochrome oxidase), electrodynamics, conservation of mass and the structure of the protein.

We are a long way from constructing such complete models, but it is important to realize that they are the only satisfactory goal. Simply identifying and naming a set of conformation changes glimpsed in structures does not tell us how the model works, although it certainly is an important step in that direction.

The conformation changes would emerge automatically in a transferrable model driven by the gradients of chemical and electrical potential, and properties of any chemical reactions involved (as in say cytochrome oxidase). All conformation changes and flows would be coupled as an unavoidable consequence of a consistent electromechanical model, integrating chemical reactions (as in cytochrome oxidase), electrodynamics, conservation of mass and the structure of the protein.

We are a long way from constructing such complete models, but it is important to realize that they are the only satisfactory goal. Simply identifying and naming a set of conformation changes glimpsed in structures does not tell us how the model works, although it certainly is an important step in that direction.

The thermal dynamics being developed by Chun Liu’s group promises advances in this endeavor once it marries mechanical models, chemical reactions and electrodynamics [158-163].

Meanwhile, I turn back to the much simpler question of ion channels.

The central question there is this: can we use the special property of equality of total current as a lever to pry open the entire channel system? Can we determine the main biological function of many channels, the current through the channel as it varies with voltage, concentration, and structure of the channel, without dealing with the complexities of a spatial Brownian process, without dealing with knock-on and knock-off of particles in binding sites, to cite just one example?

The task is to actually construct such a simplified mathematical representation of current flow in general and in channels that takes full advantage of conservation of total current, and avoids unnecessary detail, particularly in one dimensional or series systems.

Simplicity is indeed the goal, but it cannot be found in treatments that ignore the electric field, as it is ignored in classical treatments of knock on and knock off in ion channels, widely used today.

The electric field creates correlations that simplify real systems. Maxwell’s equations smooth the unbounded variation of a Brownian motion in space to a constant, the ultimate simplification, providing the greatest possible low pass spatial filtering in one dimensional channels.

Simplicity is found when we study (total) current flow, not ion movement.
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