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Abstract

Time-relaxed sports timetables use more time slots than strictly needed, and are particularly popular in amateur (indoor) leagues. However, due to unexpected events, a considerable number of games may not be played as initially planned before the start of the tournament, leading to a potentially very different realized timetable. This study focuses on dealing with these uncertain events in time-relaxed round-robin sports timetabling, and how to mitigate their effect on the quality of the timetable. We use three quality measures to evaluate the time-relaxed timetables, namely, the games played difference index, the rest difference index and the number of cancelled games. We present several combined proactive and reactive approaches taking into account venue and team availability. Proactive strategies determine the position of time slots that are used as a buffer, while reactive strategies reschedule matches to these buffers in terms of the quality measures.
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1 Introduction

Sports timetables determine when teams will play against each other and in which venue, and come in two kinds: time-constrained (or compact) and time-relaxed timetables. Time-constrained timetables use the minimum number of time slots required to play all games. In contrast, there are (often many) more time slots than necessary in time-relaxed timetables, which is the setting we focus on in this paper. While in professional sports leagues time-constrained timetables are prevalent (e.g. nowadays all European professional (association) football timetables are compact (Goossens & Spieksma, 2012)), time-relaxed timetables are
commonly used in amateur leagues, such as indoor football (Van Bulck & Goossens, 2020a; Van Bulck et al., 2019) and table tennis (Knust, 2010; Schönberger et al., 2004). In the USA, general professional sports such as the National Basketball Association (NBA) are scheduled in time-relaxed format. In these sports, where the availability of teams and venues is limited, having a surplus of time slots offers the league organizer extra flexibility.

During a tournament, unexpected events such as for instance bad weather conditions, conflicts with other competitions, or defective infrastructure may prevent games from being played as planned. These unexpected events can affect the implementation of the so-called initial timetable, which is usually published before the start of the tournament, and may lead to the postponement, or even cancellation of matches. The matches as they are effectively played is referred to as the realized timetable, which becomes apparent only at the end of the season. According to Yi et al. (2020), 1.36% of the matches in 10 main professional (time-constrained) European football leagues were not played as initially scheduled. Although this seems a small fraction, the authors report that this has had a profound impact on the quality of the realized timetables.

In (time-relaxed) amateur sports leagues, team members have other obligations such as work or family, preventing them from being constantly available for their sport. Furthermore, players can be absent because of injuries or otherwise indisposed, such that some teams cannot gather enough players to compete. Besides, teams usually share their venues with other clubs or sports disciplines, and are not in full control of other events taking place there. Overall, this leads to a much higher proportion of postponed games, compared to professional sports. We collected data from a Norwegian indoor football league (“Norges Itrettsforbund”), where more than 13% of the games were not played as initially planned in season 2018-19. Moreover, a Belgian indoor football league (“LZV Cup”, see also Van Bulck et al. (2019)), reported that in season 2018–19, nearly 10.9% of the 7528 matches had been postponed, and another 7.2% was cancelled. Although data from amateur leagues is hard to come by, it seems safe to say that the problem of postponed and cancelled games is substantial. Obviously, these figures date from before the COVID-19 outbreak, whose impact was such that most amateur competitions (and several professional leagues as well) were simply aborted mid-season.

Despite numerous contributions on sport scheduling (see e.g. (Rasmussen & Trick, 2008; Wright, 2009; Kendall et al., 2010; Ribeiro, 2012) and Durán (2021) for surveys and applications, Van Bulck et al. (2020) for a problem classification and data format, the literature on dealing with uncertainty in sports scheduling is thin. Schauz (2016) studies an online scheduling setting to deal with unannounced absences of players. Generally speaking, in this setting, games are scheduled round by round, as information about unavailabilities becomes available right before the start of each round. The author presents bounds on the number of rounds needed to complete the tournament in the worst case. Yi et al. (2020) focus on the issue of dealing with uncertainty in time-constrained sports leagues. They insert so-called catch-up rounds into the initial timetable in order to create buffers for rescheduling postponed games. This proactive strategy is then complemented with a reactive policy, which determines for each game that cannot be played as planned to which catch-up slot it should be rescheduled. In a follow-up paper, Yi and Goossens (2021) develop a stochastic programming approach to determine where to position the catch-up rounds in order to maintain the quality of the schedule. Both approaches are however not well suited for a time-relaxed setting. First, they focus on quality measures such as avoiding consecutive home games, whereas in time-relaxed (amateur) tournaments, this is usually of little importance. On the other hand, they do not consider differences in rest times, since every team plays on every round in a time-constrained schedule (if the number of teams is even). Second, the catch-up slots in time-constrained timetables are limited in number, but useful to all teams. On the other hand,
in time-relaxed timetables, there are already (many) more time slots available than required, which can be viewed as catch-up slots. However, due to highly restrictive venue and team availabilities, each catch-up slot is typically only useful for a small subset of the teams. The idea of having buffers in time-relaxed timetables has also been mentioned by Durán et al. (2019), who schedule for a professional basketball league where so-called rest weeks can be used a posteriori for any reschedulings that may be required due to unforeseen circumstances. However, the authors consider the position of these rest weeks as given, and the rescheduling process not discussed either.

Building on the work of Yi et al. (2020), we develop combined proactive and reactive policies specially designed for time-relaxed timetables. We first devise initial timetables with good quality, which can accommodate postponed games. Next, we reschedule the postponed games, striving to maintain the quality of the realized timetable. Although other approaches for dealing with unexpected events (e.g. robust optimization, stochastic programming) are conceivable too, (combined) proactive and reactive optimization have the advantage that (i) they do not require probabilistic knowledge of the uncertain events, (ii) they look beyond avoiding some worst-case scenarios and feasibility issues, and (iii) their implementation is relatively easy, making it more accessible for practitioners. Another contribution is that our work is based on quality measures that are relevant for time-relaxed timetables, for various sports. As teams do not play on each slot, making sure that opponents are either fully rested, or receive a similar rest period is crucial. We propose an integer programming formulation for minimizing such rest difference index, which has, to the best of our knowledge, not been provided before in the literature. We also acknowledge that in order to have a fair ranking and to avoid match fixing incentives, teams need to have played as much as possible the same number of games at each point in the season. Finally, we study the impact of team and venue availabilities, and the number of games that cannot be played as planned on the performance of the developed policies.

The rest of our paper unfolds as follows. We introduce and explain the terminology and problem description, and discuss related research on time-relaxed round-robin timetabling in Sect. 2. Three quality measures for evaluating time-relaxed timetables are introduced in Sect. 3. Next, we discuss several proactive and reactive policies in Sect. 4. We design our experiment and discuss the simulation results in the following two sections, respectively, before concluding in Sect. 7.

2 Time-relaxed sports timetabling

We denote the set of teams by \( T = \{1, 2, \ldots, n\} \), playing a double round-robin tournament in a set of time slots \( S = \{1, 2, \ldots, s\} \). A game (or match) is an ordered pair of teams, denoted as \( i - j \), meaning that team \( i \) plays at home, i.e., it uses its own venue (stadium) for that game against team \( j \); we say that team \( j \) plays away. In a round-robin tournament, each team meets each other team \( t \) times (for a double round-robin tournament, \( t = 2 \)). We say that a team has a bye in a given time slot if it does not play in that slot. In a compact timetable with an odd number of teams, each team only has one bye during the whole season. In contrast, a team can have several byes in a row in a time-relaxed timetable. In any timetable, multiple matches can be played on the same time slot, however, each team can play at most once on a slot. An example of a double round robin (2RR) time-relaxed timetable with 4 teams is illustrated in Fig. 1.
In the time-relaxed availability constrained double round-robin tournament, known as RAC-2RR (Van Bulck & Goossens, 2020a), each team $i \in T$ provides a venue availability set $H_i \subseteq S$ with time slots on which its home venue is available (the team’s home games can only be played on such time slots). Furthermore, each team specifies a team unavailability set $F_i \subseteq S$ with time slots on which it cannot play a game. Since every team has to play $n - 1$ home games in a double round-robin tournament, we assume that $|H_i| \geq n - 1$, $\forall i \in T$. Thus, every team has $|H_i| - (n - 1)$ extra home slots. We also assume that $H_i \cap F_i = \emptyset$, $\forall i \in T$ as slots in the venue availability set that are included in the team unavailability set can never serve their purpose. As a result, a feasible timetable should assign teams to time slots such that:

- Each team plays a home game against each other team exactly once (C1),
- The venue availability $H_i (i \in T)$ is respected for all teams, i.e., no game $i \sim j$ is planned on a time slot $s \notin H_i$ (C2),
- The team unavailability $F_i (i \in T)$ is respected for all teams, i.e., no game $i \sim j$ or $j \sim i$ is planned on a time slot $s \in F_i$ (C3),
- Each team plays at most one game per time slot (C4).

Van Bulck and Goossens (2020a) show that RAC-2RR is NP-hard, even if venues are always available. Schönberger et al. (2004) discuss the timetabling problem faced by a regional non-professional table-tennis association in Germany, where, on top of venue availability and team unavailability constraints, the season is subdivided into six time intervals and the number of matches that each team should play in each of these intervals is constrained. Besides, the teams also specify the number of time slots they want between two successive games. Following up on this research, Knust (2010) considers additional hard constraints, like weekday constraints and fixed matches. She models the problem as a multi-mode resource-constrained project scheduling problem with partially renewable resources. Van Bulck et al. (2019) describe and solve a sports timetabling problem for the LZV Cup, a non-professional indoor football league with both venue and team availabilities. The authors balance each team’s games over the season, in the sense that there should be no close succession of games involving the same team.

Suksompong (2016) studies an extreme case of time-relaxed timetabling, the so-called asynchronous round-robin tournament. In this setting, only one game can be played on each time slot, allowing spectators to follow all the games live. He also introduces a number of quality measures for time-relaxed timetables (see Sect. 3). A fundamental problem in time-relaxed timetabling is whether one can obtain a feasible timetable, given the set of time slots for each team on which it plays a game. This problem is known as the game-off-day pattern set feasibility problem. Van Bulck and Goossens (2020b) provide a discussion of the computational complexity of this problem, as well as a number of necessary conditions.
We conclude this non-exhaustive overview with mentioning that there are also professional leagues that use time-relaxed timetables. For instance the National Hockey League (NHL) (Costa, 1995; Ferland & Fleurent, 1991; Fleurent & Ferland, 1993), the National Basketball Association (NBA) (Bao, 2009; Bean & Birge, 1980), the World Cup cricket (Armstrong & Willis, 1993), and the Australian State cricket (Willis & Terrill, 1994). Furthermore, there are a number of papers that focus on minimizing traveling distance in time-relaxed timetables (Bao & Trick, 2010; Bean & Birge, 1980; Brandão & Pedroso, 2014), similar to the well-know traveling tournament problem for compact schedules. However, travel distance falls outside the scope of this paper.

3 Quality measures for time-relaxed timetables

There are many ways to assess the quality of a sports timetable. Van Bulck et al. (2020) mention five criteria that have frequently been used in the literature as an objective function, and the most popular of them (minimizing the weighted sum of violated constraints) has been implemented in many ways. For their study on time-constrained timetables, Yi et al. (2020) use quality measures related to the home advantage such as the number of breaks (i.e., two consecutive home or two consecutive away matches for the same team), k-balancedness (see Nurmi et al. (2010)), and g-balancedness (see Goossens and Spieksma (2012)). However, in time-relaxed timetables the home advantage is typically not so important, as they are mostly used for amateur competitions where the impact of spectators is negligible. In this section, we suggest 3 general quality measures that are relevant for time-relaxed timetables in various sports.

Since no team plays on every slot in a time-relaxed timetable, the number of games played may vary considerably between the teams throughout the season. This may result in an intermediate ranking that does not reflect the strength of the teams, and it may also provide extra information to the teams that played fewer matches. Indeed, this could give them a competitive advantage, such as knowing when they could settle for a draw or when a win is crucial, and even provide incentives for match fixing. In his study of asynchronous round-robin tournaments, Suksompong (2016) proposes the games-played difference index (GPDI). Following the idea, we have a first quality measure defined as below.

**Measure 1** (GPDI, based on Suksompong (2016)) The games-played difference index of a sports timetable is the minimum integer g such that at any point in the timetable, the difference between the number of games played by any two teams is at most g.

A timetable with a low GPDI avoids that at any point in the season, some team will have played many more matches than some other team. For a time-constrained timetable the GPDI is zero if the number of teams is even, and one if the number of teams is odd. However, in a time-relaxed k-round-robin tournament with n teams, the GPDI can amount to k(n − 2), i.e., all teams except a single team have played k times against all other teams, and that single team has played no game at all. An IP formulation for minimizing the GPDI for the time-relaxed availability constrained double round robin tournament can be found in the Van Bulck and Goossens (2020a).

Another issue with time-relaxed timetables is that there can be a varying number of time slots without a match between two consecutive games of a team. A team may suffer mentally as well as physically from fatigue without enough rest time. Furthermore, the rest time that opponents of a match have been granted by the timetable can be significantly different. Several
researchers (e.g. Bengtsson et al. (2013), Dupont et al. (2010), Hägglund et al. (2013)) find a relation between having a close succession of matches and higher injury rates. Scoppa (2015) finds that more rest time in professional football positively impacts the performance of the team, when at least one of the two teams enjoys a very short period of rest. No impact is found when the rest time of both teams is sufficiently long: Scoppa (2015) shows that the impact of extra rest days becomes negligible when teams have four days or more between consecutive matches. This is in line with a study by Ispirlidis et al. (2008) on post-game effects (inflammatory responses and anaerobic performance) of a football match, which can last for 72 hours.

Making the rest time of two opponents roughly the same before their game is not easily achievable. Çavdaroğlu and Atan (2020) study the problem of minimizing the total rest difference among opposing teams to find the matchdays for an announced opponent schedule. Atan and Çavdaroğlu (2018) refer to the occurrence of a difference in the rest periods of opponent teams in a game as a rest mismatch. They develop two integer linear formulations and a constraint programming formulation for a time-relaxed round robin tournament (without availability constraints) where the goal is to minimize the number of rest mismatches. Suksompong (2016) defines the rest difference index (RDI) for asynchronous round-robin tournaments such that for any game in the timetable, if one team has not played in $i_1$ consecutive time slots and the other team has not played in $i_2$ consecutive time slots since their last games, respectively, the RDI is no less than $|i_1 - i_2|$. For any time-relaxed tournament with at least three teams, the RDI is at least one.

In this study, motivated by the findings by Scoppa (2015), we impose a cut-off point on the RDI: we say that a team has completely recovered from its last game if it rested at least $\tau$ time slots. Hence, rest differences are ignored if both of the teams in a game have at least $\tau$ rest slots

**Measure 2 (RDI, based on Suksompong (2016))** The rest difference index of a sports timetable is the minimum integer $r$ such that for any game in the timetable, if one team has not played in $i_1$ consecutive time slots since its last game and the other team has not played in $i_2$ consecutive time slots since its last game, then $|\min(i_1, \tau) - \min(i_2, \tau)| \leq r$, where $\tau$ is a given positive integer.

It follows from the definition that the rest difference index will never be larger than $\tau$. We give an illustration of calculating the RDI for the time-relaxed timetable in Fig. 1.

- If $\tau = 5$, RDI = 4
  
  In slot 8, team 2 has no rest as it also plays in slot 7 while team 3 has 4 slots for rest since it last game; since this is the maximal difference, and it does not exceed $\tau$ slots, the rest difference in this case equals 4.

- If $\tau = 3$, RDI = 3
  
  Team 3 has enough rest for recovery in slot 8 ($4 > \tau$), which means the rest difference for its match against team 2, which played on round 7 is restricted to $\tau$ slots. This truncation also applies to the match between team 2 and 4 on time slot 7, but this has no impact on the RDI value.

In addition to the GPDI and RDI, a third important quality measure is the number of games that cannot be played on its originally planned timeslot, and for which no suitable time slot can be found to reschedule the game to. Obviously, cancellations are to be avoided, since they invalidate the final ranking. This measure was also used by Yi et al. (2020). We assume that in the initial timetable, all matches can be planned. If not, the team and or venue availabilities are not feasible, and we expect league organizers to negotiate new options with their teams.
Consequently, we can attribute the number of cancelled games to the realized timetable, and in particular, to the effectivity of the scheduling policy with respect to handling uncertainty.

**Measure 3** (Number of cancelled games) The number of cancelled games corresponds to the number of matches in the initial schedule that could not be played in the realized schedule.

### 4 Proactive and reactive policies

In order to alleviate the negative effects of unexpected events on the quality of time-relaxed round-robin timetables, we propose combined proactive and reactive policies to handle games that need to be postponed. We use proactive policies to devise initial timetables of good quality (i.e., with a small GPDI or small RDI), which offer possibilities to accommodate unexpected events. On the other hand, we apply reactive policies for rescheduling postponed games without much impact on the quality measures.

#### 4.1 Proactive policies

An initial timetable is generated and strengthened according to a proactive policy, which anticipates the realization of unexpected events during the season. First of all, a high initial quality with respect to GPDI or RDI is desired. While a timetable with GPDI equal to 0 also has RDI equal to 0, the reverse is not true and moreover, a small positive value for GPDI may result in a high value for RDI. Hence, we develop separate proactive policies for obtaining a small GPDI ($G^-$) and a small RDI ($R^-$) value. As a first step, we develop integer programming formulations from which we can learn the best possible value for GPDI ($g^*$), and RDI ($r^*$) for a given problem instance.

Let $p_{i,j,s}$ be the decision variable, which is 1 if team $i \in T$ plays a home game against team $j \in T$ on time slot $s \in S$. Making use of a variable $g_{i,s}$ which represents the number of games played by team $i \in T$ up to and including slot $s \in S$, a formulation for minimizing the GPDI (represented by $g$) for a time-relaxed availability constrained double round robin tournament is given as follows by Van Bulck and Goossens (2020a).

**Proactive GPDI model**

minimize $g$

subject to

$$\sum_{s \in H \setminus F_j} p_{i,j,s} = 1 \quad \forall i, j \in T : i \neq j \quad (1a)$$

$$\sum_{j \in T \setminus \{i\}} (p_{i,j,s} + p_{j,i,s}) = 1 \quad \forall i, j \in T : i \neq j, s \in S \quad (1b)$$

$$g_{i,1} = \sum_{j \in T \setminus \{i\}} (x_{i,j,1} + x_{j,i,1}) \quad \forall i \in T \quad (1c)$$

$$g_{i,s} = g_{i,s-1} + \sum_{j \in T \setminus \{i\}} (x_{i,j,s} + x_{j,i,s}) \quad \forall i \in T, s \in S : s > 1 \quad (1d)$$

$$g_{i,s} - g_{j,s} \leq g \quad \forall i, j \in T : i \neq j, s \in S \quad (1e)$$

$$p_{i,j,s} = 0 \quad \forall i, j \in T, s \in S \setminus H_i \wedge F_j \quad (1f)$$

$$p_{i,j,s} \in \{0, 1\} \quad \forall i, j \in T : i \neq j, s \in S \quad (1g)$$
Constraints (1a) enforce that each team plays a home game against each other team exactly once, taking into account the venue and team availabilities. Constrains (1b) make sure that each team plays at most one game per slot. The next sets of constraints (1c) and (1d) calculate the number of games played by team \(i\) on the first and subsequent slots, respectively. Constraints (1e) calculate the GPDI value, which is minimized in the objective function. The remaining constraints settle the domain of the decision variables.

In order to minimize the RDI value, in addition to the \(p\)-variables, the following decision variables are used. For each team \(i \in T\) and slot \(s \in S\), a variable \(w_{i,s}\) is 1 if team \(i\) has a game on slot \(s\), and 0 otherwise. Moreover, the value of variable \(a_{i,s,t}\) is one if team \(i \in T\) has consecutive games on slots \(s\) and \(t\) within \(\tau\) time slots. Besides, we also have variables \(r_{i,j}\), representing the rest time difference between the opponents of a home team \(i \in T\) and away team \(j \in T\). The rest time difference index is represented by \(r\) and minimized in the following model.

**Proactive RDI model**

minimize \(r\)  
subject to  

Constraints (1a), (1f), and (1g)  
\[
\sum_{j \in T \setminus \{i\}} (p_{i,j,s} + p_{j,i,s}) = w_{i,s} \quad \forall i, j \in T : i \neq j, s \in S \tag{2a}
\]

\[
w_{i,s} + w_{i,t} - \sum_{k=s+1}^{t-1} w_{i,k} \leq a_{i,s,t} \quad \forall i \in T, s, t \in S \setminus F_i : s < t, t - s \leq \tau \tag{2b}
\]

\[
a_{i,s,t} \leq w_{i,s}, a_{j,s,t} \leq w_{i,t} \quad \forall i \in T, s, t \in S \setminus F_i : s < t, t - s \leq \tau \tag{2c}
\]

\[
(a_{i,s,u} + a_{j,t,u} + p_{i,j,u} - 2) |s - t| \leq r_{i,j} \quad \forall i, j \in T : i \neq j, s, t, u \in S : s, t \in [u - \tau, u) \tag{2d}
\]

\[
(\tau - (u - s - 1)) (p_{i,j,u} + a_{i,s,u} - \sum_{k=u-\tau}^{u-1} w_{j,k} - 1) \leq r_{i,j} \quad \forall i, j \in T : i \neq j, s, u \in S : s \in [u - \tau, u) \tag{2e}
\]

\[
(\tau - (u - s - 1)) (p_{i,j,u} + a_{j,s,u} - \sum_{k=u-\tau}^{u-1} w_{i,k} - 1) \leq r_{i,j} \quad \forall i, j \in T : i \neq j, s, u \in S : s \in [u - \tau, u) \tag{2f}
\]

\[
r_{i,j} \leq r \quad \forall i, j \in T : i \neq j \tag{2g}
\]

\[
w_{i,s} = 0 \quad \forall i \in T, s \in F_i \tag{2h}
\]

\[
a_{i,s,t} \in \{0, 1\} \quad \forall i \in T, s, t \in S : s < t, t - s \leq \tau \tag{2i}
\]

\[
w_{i,s} \in \{0, 1\} \quad \forall i \in T, s \in S \tag{2j}
\]

\[
r_{i,j} \geq 0 \quad \forall i, j \in T : i \neq j \tag{2k}
\]
Constrains (2b) allow the \( w \) variables to keep track of when each team plays. The values of the \( a_{i,s,t} \) variables are regulated in constraints (2c) and (2d): they get value 1 if team \( i \) plays on slots \( s \) and \( t \) without another game of that team in between; the rest time between slots \( s \) and \( t \) is less than \( \tau \). Constraints (2e)–(2g) calculate the rest time differences between the home team and away team in each match. More specifically, constraints (2e) calculate the difference when both teams play consecutive games and rest less than \( \tau \) time slots, and constraints (2f) and (2g) calculate the difference when one of the opponents gets less than \( \tau \) time slots rest while the opponent rests \( \tau \) time slots or more. Note that when both opponents receive at least rest time needed for full recovery (\( \tau \)), the rest time difference can be set to 0. Finally, Constrains (2h) define the RDI, while Constrains (2i)–(2l) give the range of decision variables.

Once we know the best quality that can be achieved with respect to GPDI (i.e., \( g^* \) from model 1) and RDI (i.e., \( r^* \) from model 2), we create an initial timetable with that quality that offers flexibility for handling unexpected events. Notice that we use both models independently. Indeed, since we are not sure how RDI affects GPDI exactly, we focus on optimizing either RDI or GPDI, and avoid interactions between both measures. Since teams can only play home games on slots from their venue availability sets, it is important to carefully select which of these slots to use in the initial schedule and which to leave unused to accommodate postponed games. We develop three different strategies to accomplish this.

For the first proactive strategy, we define for each time slot \( s \) a degree \( d_{gs} \), which corresponds to the number of times it occurs in the venue availability sets of all teams. An illustration of this concept for 4 teams and their venue availability sets is shown in Fig. 2. For example, only team 1 can play a home game on slot 4, hence the degree of slot 4 is one; all teams can play home games on slot 11, which has a degree of 4. The smaller the degree of a time slot, the fewer teams can play a home game on this slot and the more relatively isolated this time slot is.

Since teams only have limited options for playing a home game, and they cannot be matched with a team that is already playing in some other game on that slot, relatively isolated time slots increase the number of opportunities to reschedule games. Indeed, if a slot with degree one is left unused in the initial schedule, we can use it to reschedule any home game of the team that has this slot in its home availability set. Hence, our first strategy is to keep as many relatively isolated slots as possible unused in the initial timetable. We do this by replacing Constrains (1e) with

\[
g_{i,s} - g_{j,s} \leq g^* \quad \forall i, j \in T : i \neq j, s \in S \tag{3}
\]

in the Proactive GPDI model, and Constrains (2h) with

\[
r_{i,j} \leq r^* \quad \forall i, j \in T : i \neq j \tag{4}
\]
in the Proactive RDI model. Furthermore, in both formulations, we replace the objective function by

$$\max \sum_i \sum_{j: j \neq i} \sum_{s \in H_i \setminus F_j} dgs p_{i, j, s}$$

to obtain the proactive policies where we maximize the unused relatively isolated slots throughout the whole season (G-ISO, R-ISO), and by

$$\max \sum_i \sum_{j: j \neq i} \sum_{s \in H_i \setminus F_j: s > |S|/2} dgs p_{i, j, s}$$

to obtain the proactive policies where we maximize the unused relatively isolated slots in the second half of the season (G-ISO2, R-ISO2). The latter is motivated by the idea that more information with respect to the matches that need to be postponed is revealed as the season progresses.

The second strategy is also based on the idea that slots in the home availability set are scarce resources. Because away games can be played on any slot which does not belong to the team unavailability set, another way of saving home slots for postponed games is trying not have a team play an away match on a slot on which its home venue is available. We achieve this by using as an objective function

$$\min \sum_i \sum_{j: j \neq i} \sum_{s \in H_i \land H_j} p_{i, j, s}$$

to obtain the proactive policies where we minimize the number of venue availability slots used for away games throughout the whole season (G-H4A, R-H4A), and

$$\min \sum_i \sum_{j: j \neq i} \sum_{s \in H_i \land H_j: s \geq |S|/2} p_{i, j, s}$$

for proactive policies that only focus on the second half of the season (G-H4A2, R-H4A2). The third strategy simply tries to schedule the matches as early as possible in the season, in order to keep as many slots from the venue availability set near the end of the season unused. We refer to these policies as G-tail and R-tail. We implement them by using the following objective, where unused venue availability slots receive a higher weight as they are closer to the end of the season:

$$\max \sum_i \sum_{j: j \neq i} \sum_{s \in H_i \setminus F_j} \frac{1}{s} p_{i, j, s}$$

4.2 Reactive policies

Reactive policies revise the initial schedule after an unforeseen event has occurred, instead of strengthening the initial timetable as proactive policies do. More specifically, after each slot, it becomes clear which games from that slot have not been played as scheduled. Reactive policies will determine to which available slot these games should be postponed, however, taking into account that no slot can have more than one match involving the same team, and also considering venue and team availability constraints. Note that, in line with common practice, we do not allow to make changes to other matches from the initial schedule, and matches that cannot be played as planned can only be moved to a later date. We consider the following three reactive policies:
• Reschedule a postponed game to the first available time slot (FA),
• Reschedule a postponed game to the best available time slot with respect to GPDI (BG),
• Reschedule a postponed game to the best available time slot with respect to RDI (BR).

The first available (FA) reactive policy is easy to implement: it suffices to check the upcoming slots one by one to verify if the postponed match can be played there, taking into account (C1)–(C4), until a suitable slot is found. The other two reactive policies are a bit more involved, and we propose an integer programming formulation for each of them.

We denote the set of postponed games by $D$, with $D_i \subseteq D$ referring to the set of postponed games that feature team $i \in T$. We define the decision variable $x_{d,s}$ which is $1$ if postponed match $d \in D$ is rescheduled to the slot $s \in S$, and $0$ otherwise. Let $s_d$ refer to the initial slot of the postponed match $d \in D$, and $h_d (a_d)$ refer to its home (away) team. Next, $w_{i,s}$ is $1$ if team $i \in T$ has a game in slot $s$ that can be played as initially planned, and $0$ otherwise, $\forall i \in T$ and $s \in S$. Notice that $w_{i,s}$ is a parameter in the reactive models, whereas it was a variable in the proactive models. We also define $z_{i,s}$ to be $1$ if team $i \in T$ plays a game in slot $s \in S$, and $0$ otherwise. For games that can be played as scheduled, the corresponding $z_{i,s}$ of related teams is determined by the initial timetable. Variable $y_d$ is $1$ if postponed match $d \in D$ is cancelled, and $0$ otherwise. For each cancelled game, a penalty $p_c$ will be charged. Following is the formulation for the BG reactive policy, where the GPDI is represented by $g$.

**Reactive GPDI model**

minimize $g + p_c \sum_{d \in D} y_d$

subject to

\[ g_{i,s} = \sum_{r=1}^{s} z_{i,r} \quad \forall i \in T, s \in S \] (5a)

\[ g_{i,s} - g_{j,s} \leq g \quad \forall i, j \in T, i \neq j, s \in S \] (5b)

\[ x_{d,s} = 0 \quad \forall d \in D, s \in S : s \leq s_d \lor s \notin H_{h_d} \lor s \in F_{a_d} \] (5c)

\[ \sum_{d \in D_i} x_{d,s} \leq 1 \quad \forall i \in T, s \in S \] (5d)

\[ \sum_{s \in S} x_{d,s} + y_d = 1 \quad \forall d \in D, \] (5e)

\[ z_{i,s} = w_{i,s} + \sum_{d \in D_i} x_{d,s} \quad \forall i \in T, s \in S \] (5f)

\[ x_{d,s} \in \{0, 1\} \quad \forall d \in D, s \in S \] (5g)

\[ y_d \in \{0, 1\} \quad \forall d \in D \] (5h)

\[ z_{i,s} \in \{0, 1\} \quad \forall i \in T, s \in S \] (5i)

\[ g_{i,s} \geq 0 \quad \forall i \in T, s \in S \] (5j)

The objective function aims at minimizing the GPDI, and avoid cancellations at the same time. Constraints (5a) set the number of games played by team $i$ up to slot $s$ to the appropriate value. Constraints (5b) define the GPDI, i.e., the differences on the number of games played by every team should be at most $g$. With Constraints (5c), we regulate that a postponed game can only be rescheduled to a slot after its original slot that satisfies the relevant team and venue availabilities. Moreover, Constraints (5d) enforce that each postponed game can
only be rescheduled once. According to Constraints (5e), a postponed game is cancelled if there is no available slot to reschedule it to. Constraints (5f) explain the relations between \(z_{i,s}\) and \(x_{d,s}\), and enforce that postponed games cannot be rescheduled to a slot where an involved team already has a game. Finally, Constraints (5g)–(5j) specify the range of the decision variables. Note that integrality of the \(g_{t,s}\) variables follows from the fact that the \(z_{i,s}\) variables are binary.

The third reactive policy (BR), which focuses on minimizing the RDI, also uses variable \(a_{i,s,t}\) as the proactive RDI model. From the initial timetable and the information on the postponed games, we can set \(p_{i,j,s}\) equal to 1 if home team \(i\) plays as initially planned against away team \(j\) on slot \(s\), and 0 otherwise (e.g. in case this match cannot be played as planned on round \(s\)). Note that \(p_{i,j,s}\) is a parameter in this model. A binary variable \(k_{i,j,s}\) is 1 if team \(i\) and \(j\) play each other at \(i\)’s venue on slot \(s\). For the games that are not postponed, the value of \(k_{i,j,s}\) is equal to \(p_{i,j,s}\).

**Reactive RDI model**

minimize \(r + p_c \sum_{d \in D} y_d\)

subject to

\[
\begin{align*}
z_{i,s} + z_{i,t} - \sum_{k=s+1}^{t-1} z_{i,k} - 1 & \leq a_{i,s,t} & \forall i \in T, i \neq j, s, t \in S, s < t, t - s \leq \tau \\
\end{align*}
\]

(6a)

\[
\begin{align*}
a_{i,s,t} & \leq z_{i,s}, a_{i,t,s} \leq z_{i,t} & \forall i \in T, s, t \in S \setminus F_i : s < t, t - s \leq \tau \\
\end{align*}
\]

(6b)

\[
\begin{align*}
(a_{i,s,u} + a_{i,t,u} + k_{i,j,u} - 2) |s - t| & \leq r_{i,j} & \forall i, j \in T : i \neq j, s, t, u \in S : s, t \in [u - \tau, u) \\
\end{align*}
\]

(6c)

\[
\begin{align*}
(\tau - (u - s - 1)) (k_{i,j,u} + a_{i,s,u} - \sum_{k=u-\tau}^{u-1} z_{j,k} - 1) & \leq r_{i,j} & \forall i, j \in T : i \neq j, s, u \in S : s \in [u - \tau, u) \\
\end{align*}
\]

(6d)

\[
\begin{align*}
(\tau - (u - s - 1)) (k_{i,j,u} + a_{j,s,u} - \sum_{k=u-\tau}^{u-1} z_{i,k} - 1) & \leq r_{i,j} & \forall i, j \in T : i \neq j, s, u \in S : s \in [u - \tau, u) \\
\end{align*}
\]

(6e)

\[
\begin{align*}
r_{i,j} & \leq r & \forall i, j \in T : i \neq j \\
\end{align*}
\]

(6f)

\[
\begin{align*}
k_{i,j,s} & \geq p_{i,j,s} & \forall i, j \in T : i \neq j, s \in S \\
\end{align*}
\]

(6g)

\[
\begin{align*}
\sum_{s:s > s_d} k_{h,d,a_{i,s}} + y_d & = 1 & \forall d \in D \\
\end{align*}
\]

(6h)

\[
\begin{align*}
k_{i,j,s} & \in \{0, 1\} & \forall i, j \in T : i \neq j, s \in S \\
z_{i,s} & \in \{0, 1\} & \forall i \in T, s \in S \\
r_{i,j} & \geq 0 & \forall i, j \in T : i \neq j. \\
\end{align*}
\]

(6i)

(6j)

(6k)

Constraints (6a) and (6b) regulate the value of \(a_{i,s,t}\), making sure that it is set to one if team \(i\) plays a game on slot \(s\) and has its next game on slot \(t\), at most \(\tau\) time slots later.
Constraints (6c) calculate the rest difference between the opponents in a game if they both rest less than $\tau$ time slots. Constraints (6d) and (6e) calculate the rest difference if one of the opponents is sufficiently rested while the other team is not. Constraints (6f) define the RDI value, represented by $r$. Constraints (6g) make sure that all games that can be played as planned, remain on their initially scheduled slot. Constraints (6h) imply that games that cannot be played as planned are either rescheduled or cancelled. Finally, constraints (6i)–(6k) specify the range of the decision variables.

5 Experimental design

Our experimental design is based on a double round-robin tournament with 10 teams and 50 time slots. This problem size is in line with the amateur table-tennis problem described by Schönberger et al. (2004), although we acknowledge that larger leagues exist in amateur (e.g. indoor football, 13–15 teams, see Van Bulck et al. (2019) as well as professional (e.g. NBA, 30 teams) competitions. The instance generation process with respect to the team and venue availability sets is based on the procedure described by Van Bulck and Goossens (2020a), except that we assume that the sizes of these sets do not differ between the teams. As each team has to play one home game against each other team, every team must have at least 9 venue availability slots. We consider 5, 10, and 15 extra venue availability slots for each team, and a size of 0, 5, and 10 for the team unavailability set. For each combination of these sizes, 5 different problem instances are generated. To be able to assess the impact of the size of the team and venue availability set, we opt to stick to the slots already in these sets as they grow larger. For instance, the venue availability set with 10 extra slots consists of the same slots as the one with 5 extra slots, and 5 additional venue availability slots. Scoppa (2015) mentions that teams have on average 4.27 days of rest between 2 consecutive games in FIFA and UEFA tournaments, and 4 days of rest is adequate for recovering in football. In line with this, we set the cut-off point $\tau = 5$. Thus, the RDI can be at most 5. Moreover, since both $g$ and $r$ are relative small value, a very large value of $p_c$ would force the model to avoid cancelling a game and small changes of $g$ and $r$ may have no influence on the objective value. Cancelling a game would definitely make two teams play one game less after the involved slots and they may have more rest, which can further affect the GPDI and RDI. Based on these considerations, the value for $p_c$ is set to 1.

We generate a set $D$ of games that cannot be played as planned, with a size ranging from 5 to 20, in steps of 5. Note that for instances with different combinations of team and venue availability set sizes, even if these sets are kept similar as described above, team pairs can play each other on different slots in the resulting schedules. This holds the risk that the evaluation of the initial schedules generated with different proactive methods is based on very different sets of games that cannot be played as planned. To mitigate this heterogeneity, it is reasonable to generate these games with respect to the index of the game for the home team. More specifically, in order to generate a postponed game $d$, we randomly pick a home team $h_d$ and a home game index $k_d$. Consequently, the $k_d$th home game of team $h_d$ is postponed in each problem instance. The away team $a_d$ and the time slot $s_d$ that correspond to this postponed game $d$ will however depend on the instance and its initial schedule.

In summary, we have 3 different sizes for both the set of extra venue availability slots and the set of team unavailability slots, and 5 instances per combination, resulting in $3 \times 3 \times 5$ instances. For each such instance, an initial schedule is generated according to the 3 proactive strategies. These initial schedules are then confronted with sets of postponed games, with size.
5, 10, 15, and 20. The reactive policies are applied under two settings: (i) fixed setting: each postponed game should be rescheduled to a feasible slot immediately and this arrangement is permanent; (ii) flexible setting: a postponed game is rescheduled to a feasible slot temporarily, i.e., this assignment can be adjusted after obtaining more information. These settings have been introduced by Yi et al. (2020).

All simulations were implemented on a MacOS 10.13.6 system with 8 GB memory and an Intel Core i5 processor, running at 2.3 GHz. All IP-formulations were programmed in Xcode 10.1 (C++), configured with and solved by IBM ILOG CPLEX 12.71. In order to have a good idea of the quality in terms of GPDI and RDI that can be achieved in the initial schedule, we first solve formulations (1) and (2) respectively. As these models are computationally expensive, we set a time limit of 400 seconds for each instance. Nevertheless, we managed to obtain the optimal GPDI value for all instances, which is 1. For the RDI, we are able to solve at least 2 out of the 45 instances to optimality ($RDI = 1$); 26 instances obtained $RDI = 2$ and the other instances result in $RDI = 3$. When implementing the various proactive policies, we make use of constraints (3) and (4) to fix these values for GPDI and RDI respectively, hence ensuring that the initial timetables obtained with each policy have the same good quality. The average quality of the initial timetables is shown in Table 1. Among the G- strategies, the best RDI is achieved with the tail proactive policy, whereas among the R- strategies, the best results for GPDI are obtained by the ISO proactive policy. Finally, after the realization of the matches that need to be postponed, each reactive policy is executed on each initial schedule.

### 6 Simulation result and discussion

Tables 2, 3, and 4 present, for each combination of proactive and reactive policies, results for the quality of the realized schedules in terms of GPDI, RDI, and the number of cancelled games, respectively. Note that each entry represents the average of 45 instances, based on 9 combinations of team and venue availability set sizes, and 5 instances per such combination. The tables have the best performances colored in red; values in blue are the second-best and values in green are ranked third. This ranking was found using a student’s t-test: if we can find a significant difference between the performances of two combined policies, the policy with smaller average value has the better ranking, otherwise, the policies are considered equivalent. Because of the cut-off ($\tau$) applied on the RDI, this value is not normally distributed, and hence we used the paired Wilcoxon signed-rank test to check whether differences are significant in Table 3.

In general, the policies perform much better under a flexible setting than under a fixed setting, which confirms the findings reported earlier by Yi et al. (2020). In particular with respect to the number of cancelled games, this difference is significant for every combination of proactive and reactive strategies. Furthermore, proactive policies that focus on GPDI (G-) always result in a smaller GPDI compared to the proactive policies that focus on RDI (R-),

### Table 1 Quality of the initial schedules, under various proactive policies

| Policy | ISO GPD1 | ISO2 | H4A | H4A2 | Tail |
|--------|----------|------|-----|------|------|
| G-     | 1        | 1    | 1   | 1    | 1    |
| RDI    | 4.42     | 4.07 | 4.71| 4.73 | 3.96 |
| R-     | 3.78     | 4.40 | 5.53| 5.67 | 4.22 |
| RDI    | 2.33     | 2.33 | 2.33| 2.33 | 2.33 |
Table 2 GPDI of realized timetables for each combination of proactive and reactive policies

| Proactive policy | ISO   | ISO2  | H4A   | H4A2  | Tail    |
|------------------|-------|-------|-------|-------|---------|
| G- Fixed         | 3.02/3.05/3.04 | 3.77/3.77/3.78 | 3.36/3.37/3.37 | 3.64/3.68/3.64 | 4.03/4.04/4.04 |
| Flexible         | 2.84/2.67/2.04 | 3.45/3.32/3.58 | 3.12/2.98/2.62 | 3.29/3.16/3.44 | 3.76/3.53/3.73 |
| R- Fixed         | 4.38/4.40/4.39 | 5.21/5.21/5.22 | 5.65/5.65/5.63 | 5.81/5.82/5.81 | 5.28/5.28/5.28 |
| Flexible         | 4.31/4.04/4.47 | 5.09/4.92/5.12 | 5.54/5.06/5.69 | 5.77/5.43/5.81 | 5.07/4.94/5.09 |

Reactive policies are ordered by FA/BG/BR

Table 3 RDI of realized timetables for each combination of proactive and reactive policies

| Proactive policy | ISO   | ISO2  | H4A   | H4A2  | Tail    |
|------------------|-------|-------|-------|-------|---------|
| G- Fixed         | 4.82/4.83/4.78 | 4.63/4.63/4.59 | 4.86/4.86/4.86 | 4.89/4.90/4.88 | 4.69/4.69/4.67 |
| Flexible         | 4.83/4.83/4.57 | 4.59/4.74/4.36 | 4.83/4.91/4.77 | 4.88/4.93/4.77 | 4.62/4.78/4.33 |
| R- Fixed         | 4.66/4.66/4.54 | 4.30/4.29/4.28 | 4.66/4.66/4.58 | 4.60/4.60/4.52 | 4.41/4.41/4.37 |
| Flexible         | 4.65/4.67/4.13 | 4.22/4.63/3.79 | 4.67/4.67/4.30 | 4.58/4.63/4.26 | 4.35/4.56/3.80 |

Reactive policies are ordered by FA/BG/BR

Table 4 Cancelled matches in realized timetables for each combination of proactive and reactive policies.

| Proactive policy | ISO   | ISO2  | H4A   | H4A2  | Tail    |
|------------------|-------|-------|-------|-------|---------|
| G- Fixed         | 2.54/2.56/2.57 | 1.03/1.03/1.05 | 2.66/2.67/2.69 | 1.76/1.80/1.77 | 0.34/0.34/0.34 |
| Flexible         | 2.18/2.18/2.17 | 0.84/0.84/0.84 | 1.96/1.96/1.96 | 1.22/1.25/1.22 | 0.13/0.13/0.13 |
| R- Fixed         | 2.79/2.79/2.82 | 0.69/0.69/0.70 | 3.32/3.32/3.34 | 3.24/3.24/3.25 | 0.22/0.22/0.22 |
| Flexible         | 2.44/2.48/2.52 | 0.56/0.56/0.61 | 2.52/2.56/2.52 | 2.60/2.63/2.63 | 0.04/0.04/0.04 |

Reactive policies are ordered by FA/BG/BR

regardless of the reactive policy. The latter always score better with respect to RDI. In that sense, the results for the realized schedule are in line with the quality of the initial schedules in Table 1, and selecting the appropriate type of proactive policy is crucial. In fact, for the G-policies, the realized GPDI values are still better than the initial GPDI values with which the R-policies started.

Leaving more home venue availability slots unused at the end of the season (tail) profoundly reduces the number of cancelled games, regardless of the reactive policy. Moreover, focussing on the second half of the season also has a beneficial impact on the number of cancellations, except for the R-H4A/R-H4A2 policies, which do not seem to behave well in this regard. On the other hand, when considering GPDI, there is a clear increase from ISO to ISO2, and from H4A to H4A2; the G-tail policy has an even worse GPDI. Hence, there is a trade-off between the games played difference index and the number of cancellations. Indeed, having several rescheduling options near the end of the season will increase the chance that a match can be postponed rather than cancelled, but as it will be postponed near the end of the season, the involved teams will have played one match fewer than the other teams for much of the remainder of the season.

Adding buffers in the second half of the season does however not have an adverse effect on the RDI. This can be explained by the fact that if relatively few matches are scheduled towards the end of the season, it is easier to postpone a match to this period in a way that both teams can enjoy sufficient rest time, hence without worsening the RDI. In terms of not using home slots for scheduling away games (H4A2), the added value of focussing on the second half of the season is negligible with respect to reducing the RDI. The deterioration
with respect to GPD1, however, is still there. Free space in the schedule in the second half of the season can be exploited for balancing the differences in rest time, provided that there is enough flexibility (ISO2), however postponing matches for a long period increases the games played difference index.

Overall, the G-ISO proactive policy is the best choice with respect to GPD1. In a flexible setting, the reactive policy BG (which aims at minimizing the GPD1) works better in terms of GPD1 for G-policies. However, if rescheduling decisions are irrevocable (fixed setting), the BG reactive policy loses its edge, and the first available reactive policy is slightly better. With respect to RDI, all R-policies obtain their best results when combined with the BR reactive policy, regardless of whether a fixed or flexible setting applies. Particularly the flexible BR policy, combined with either tail, ISO2 (or even ISO) gives the best values for RDI. In terms of avoiding cancelled games, the tail proactive policy is by far the best option (again performing better under a flexible rather than a fixed setting), regardless of the reactive policy. Figs. 3, 4 and 5 provide detailed picture of the behaviour of the best combined policies for each quality measure, showing the impact of the size of the team and venue availability sets, as well as the number of games that cannot be played as planned.

As shown in Fig. 3, if there are 10 or more matches that cannot be played as planned, even the best combined policy does not perform well with respect to GPD1 if only 5 extra venue availability slots are given per team. There is a clear improvement if each team has 10 extra venue availability slots rather than 5, however, increasing the size of the venue availability set with another 5 slots hardly yields further effect, even if 20 matches need to be postponed. The impact of the size of the team unavailability set is much less pronounced.

Fig. 4 indicates a similar impact of the number of matches that cannot be played as planned and the size of the team unavailability set. It is interesting though that having a higher venue availability may actually worsen the performance with respect to RDI. The reason behind
this is associated with the number of cancelled games. More cancelled games create a less congested schedule for the involved teams, creating more options to reduce the RDI.

As for the number of cancelled games, Fig. 5 shows that tail-first available policy succeeds very well in avoiding cancellations. Cancellations occur only in case of lots of matches that need postponing and a large team unavailability set, however, if each team provides 10 extra venue availability slots, cancelled games can be completely avoided.

In addition to Figs. 3, 4 and 5, we conducted several generalized linear regression analyses to assess the impact of venue and team availability, and the number of games that need to be postponed on the quality of the resulting schedule. The results were obtained using RStudio (Version 1.0.153) and are given in Table 5. In general, if a team is more frequently unavailable, the GPDI, RDI and the number of cancelled games increase significantly, while more venue availabilities improve the quality of the realized timetable. These effects are very similar in size, except with respect to cancellations, where a venue availability on average adds more to the quality than a team unavailability takes away. When only the results for specific policies are included, however, the regression yields somewhat different results. The best combined policy for GPDI, i.e., G-ISO-BG is not sensitive to the size of team unavailability set with respect to GPDI. On the other hand, the size of the venue availability has no impact on the performance of R-ISO2-BR with respect to RDI (and GPDI). Both results confirm what we remarked earlier with Figs. 3 and 4. As for the R-tail-FA policy, which is best for avoiding cancelled games, we can see that the size of venue and team availability sets both play an important role. All three policies are sensitive to the number of postponed games for all three studied quality aspects.

7 Conclusions

We studied the impact of uncertainty on the quality of time-relaxed round-robin tournaments with availability constraints on the team and the venue. These type of timetables are common in (indoor) amateur sports, which makes that our approach can be useful for designing and maintaining good quality timetables for practitioners in various sports, like indoor football, table tennis, and so on. We proposed several (combined) proactive and reactive strategies for anticipating and handling matches that need to be postponed. We focussed on minimizing the rest difference between the opponents (RDI), having a ranking in which all teams have played as much as possible the same number of games at any point in the season (GDPI), and avoiding cancelled games, as three distinct quality measures.
We found that there is no strategy that performs best on all quality characteristics. In particular, a preference for RDI or GDPI should be reflected in a corresponding choice for the proactive policy. We found G-ISO-BG to work best for managing the games played difference index, and R-ISO2-BR to be one of the best choices to avoid rest differences. If avoiding cancelled games is the only priority, then one should try to avoid scheduling games towards the end of the season in the initial schedule, and rescheduling postponed games to the earliest available slot. Overall, not using slots on which a team’s venue is available to schedule an away game of that team is a rather mediocre policy, which gives no clear advantage. In any case, it pays off to maintain flexibility with the rescheduling process in the sense that games that have been postponed to a later date can still be rescheduled to yet another date, as long as they have not been played.

Provided that the best proactive-reactive strategy is applied, asking each team to provide 50% more slots on which they have their home venue availability than strictly needed to schedule the tournament can largely avoid cancellations and mitigate problems with rest differences. This will, however, typically not be sufficient with respect to GPDI, where we advise to have twice as many venue availability slots as strictly needed. Having these buffers should be enough to adequately handle a situation with up to 20% of the matches that need to be postponed, which does not seem an exceptional number in amateur sports. Restricting the number of time slots on which a team can indicate that they are not available does not seem to contribute much to the quality of the realized schedules.

The fact that no strategy appears to be the best choice for all of the quality characteristics, suggests that there is a trade-off to be made between RDI, GDPI, and avoiding cancelled games. While we have optimized for each measure separately in this text, it may be a valuable area for future research to study this from a multi-objective angle, and for instance, try to construct a Pareto front of solutions from which the league organizer could pick one, based on a well-informed trade-off.

Finally, while the presented approach works well for leagues with up to 10 teams, the use of integer programming in time-relaxed timetabling (in particular for minimizing the rest difference index) does not seem to scale very well. Recent work by Van Bulck and Goossens...
suggests that larger instances can be solved with a decomposed approach using logic-based Benders cuts, at least if number of time slots is not more than twice the number of games per team. It will be an interesting line of future research to figure out whether such approach can also be useful for mitigating the effect of uncertain events on the quality of the timetable. Naturally, it would be of great added value if our strategies for dealing with uncertainty in time-relaxed sports timetabling could be tested and applied in real-world leagues.
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