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Abstract

We present a collection of 7582 real-world elections divided into 25 datasets from various sources ranging from sports competitions over music charts to survey- and indicator-based rankings. We provide evidence that the collected elections complement already publicly available data from the PrefLib database, which is currently the biggest and most prominent source containing 701 real-world elections from 36 datasets [53]. Using the map of elections framework [76], we divide the datasets into three categories and conduct an analysis of the nature of our elections. To evaluate the practical applicability of previous theoretical research on (parameterized) algorithms and to gain further insights into the collected elections, we analyze different structural properties of our elections including the level of agreement between voters and election’s distances from restricted domains such as single-peakedness. Lastly, we use our diverse set of collected elections to shed some further light on several traditional questions from social choice, for instance, on the number of occurrences of the Condorcet paradox and on the consensus among different voting rules.

1 Introduction

The area of computational social choice is concerned with the algorithmic and axiomatic analysis of collective decision-making problems, where given a set of agents with preferences over some alternatives the task is to select a “compromise” alternative [12]. One important part of computational social choice is the study of algorithmic aspects of election-related problems such as the computation and manipulation of voting rules [86, 48, 33, 21, 17]. While in the early years of the field the main focus lay on the study of the theoretical worst-case computational complexity of these problems, in recent years the focus has at least partially shifted towards the practical applicability of theoretical research (see e.g., [37, 81, 46, 76, 41, 8]). Two classical social choice questions which have been extensively studied from an empirical perspective are the number of occurrences of voting paradoxes [18, 39, 13, 63] and the consensus among voting rules [18, 39, 66, 67, 52, 23, 64]. Nevertheless, there are still many subareas that lack empirical research. For instance, there are numerous theoretical papers designing parameterized algorithms for elections that are close to being single-peaked (see e.g. [85, 84, 22, 83, 35, 56, 73]).

To the best of our knowledge, only Sui et al. [75] measured the distance of real-world elections.

1 An election is single-peaked if there exists a societal order of the candidates and each voter ranks candidates that are closer to its top-choice according to the societal order above those which are further away.
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from being single-peaked and detected that most elections are far away. Thus, the practical applicability of the developed algorithms is largely unclear.

Given that some collective decision-making problems can have a crucial impact on people’s lives, the general rarity of experimental works can be seen as slightly worrisome. While papers proposing a collective decision-making mechanism often conduct an analysis of the mechanism’s axiomatic and computational properties, a rigorous testing on real-world data is often missing. However, such an analysis would be highly beneficial, as axiomatic and computational complexity guarantees are often outperformed in practice [11, 79, 20, 78, 36, 72, 15]. Being able to conduct meaningful tests is thus crucial to better understand the practical aspects of collective decision-making mechanisms and to ultimately select the one that behaves “fairest” in practice.

One reason for the general rarity of experimental works in voting validating the applicability of theoretical research might be the lack of data. To tackle this issue, in 2013, Mattei and Walsh [54, 53] started the very useful PrefLib platform, a database for real-world election data. Many community members have contributed to this popular platform over the past years and at the moment it contains 701 real-world elections divided into 36 datasets (see Boehmer et al. [10, Table 5] for a recent overview of the datasets). Many elections from PrefLib are based on humans expressing opinions over alternatives, e.g., over candidates in an election, over movies, or types of sushi. However, due to this nature of these elections, most of them either have few candidates or voters express only partial preferences which can include many ties. In fact, as observed by Boehmer et al. [10, Table 5], there are only 165 elections from 8 sources on PrefLib with 10 or more candidates where votes include not too many ties. The goal of this paper is to contribute to the rise of experimental works in computational social choice by executing the following four steps:

Step 1: Collecting Data. In Section 3, we present our collection of 7582 real-world elections divided into 25 datasets. We preprocess the data by deleting candidates and voters until each voter ranks all candidates. Subsequently, to be able to better compare the properties of our elections, for each dataset we create 500 elections containing 30 voters over 15 candidates. Our real-world elections differ from most of the already publicly available ones in three aspects: First, they contain virtually no ties and are of various sizes (the average number of candidates varies from around 20 to above 800, while the average number of voters ranges from around 12 to over 1400). Moreover, even after deleting voters and candidates until all voters rank all candidates, most elections are still of at least medium size. As a majority of algorithms are designed for such so-called complete elections, this is a very important step to ensure the usefulness of our data for experimental works. In the past, elections have been often completed by appending missing candidates in random order or based on the preference of other voters [24, 10]. Our approach offers the clear advantage that preferences in the final election are not distorted in any way: Each pairwise ordering of a voter represents its true opinion. Second, unlike a majority of elections on PrefLib, our datasets are not based on humans explicitly expressing preferences over alternatives. Admittedly, this might be considered as a drawback of our data as political elections are still often thought of as the prime application of social choice theory. Nevertheless, we want to remark that voting is also relevant and already used in many other contexts, e.g., in multi-agent systems, or in sports, when aggregating the results of multiple competitions into a final ranking. Third, around half of our datasets arise from time-based preferences, i.e., capture in one form or another the changing preferences of agents over time. Time-based elections might not directly match one’s intuition for an election; however, preferences obtained at different points in time are also frequently collected in an election (for instance, when deciding on the overall winner of multiple competitions). Notably, while there are already some theoretical works dealing with such time-evolving preferences [7, 47, 62, 16], as pointed out by Mattei and Walsh [54], there are only very few such elections currently publicly
available.

Step 2: Classifying Data. In Section 4, we apply the map of elections framework of Szufa et al. [76] and Boehmer et al. [9] to visualize the collected elections as points on a map. Using this, we detect that one of our datasets seems to fall into a so-far vacant part of the “space of elections”. Moreover, based on their positions on the map, we propose a classification of our datasets into three categories and observe in the subsequent experiments that datasets from one category typically have similar properties. This suggests that if one wants to run experiments on our data, it should be sufficient to use few datasets from each of the three categories.

Step 3: Analyzing Data. In Sections 5 and 6, we analyze various structural properties of the collected elections. This analysis serves three purposes: First, we aim for a better understanding of the collected elections. Second, we want to gain some insights into the relationship between the different properties. Third, we try to contribute to putting the research on parameterized algorithms for voting-related problems on an empirical basis by measuring already used parameters. Unfortunately, we find that most of them are typically quite large and thus that most algorithms developed for these parameters are probably not really practically usable on our data. Briefly put, in Section 5 we analyze the degree of similarity between voters in an election, while in Section 6 we check which of our elections are (close to) a restricted domain.

Step 4: Using Data. In Section 7, we use our collected elections to address some classical and already empirically researched questions from social choice, such as the frequency of Condorcet winners and the consensus among voting rules. While we partly confirm previous findings, for instance, that most elections have a Condorcet winner and that voting rules often return the same winner, we find contradicting evidence for others and also identify some datasets showing a distinct behavior. This indicates that our datasets are quite different from each other with some of them showing rarely observable and non-standard behavior, making them collectively well-suited for experimental research.

Our original and preprocessed election data is available at github.com/n-boehmer/Collecting-Classifying-Analyzing-and-Using-Real-World-Elections. Most (sub)sections start with a list of main take-away messages summarizing the contribution of this (sub)section.

2 Preliminaries

For a set $S$ and an integer $k \in \mathbb{N}$, we denote as $\binom{S}{k}$ the set of all $k$-element subsets of $S$.

Preference Orders. For a set $C$ of candidates, let $\mathcal{L}(C)$ denote the set of all total orders over $C$. We refer to the elements of $\mathcal{L}(C)$ as preference orders, votes, or voters.

Elections. An election $E$ is defined by a set of $C = \{c_1, \ldots, c_m\}$ of $m$ candidates and a collection $V = (v_1, \ldots, v_n)$ of $n$ voters with $v_i \in \mathcal{L}(C)$ for each $i \in [n]$. For a voter $v \in V$ and two candidates $a, b \in C$, we write $a \succ_v b$ to denote that $v$ prefers $a$ to $b$. We say that voter $v \in V$ ranks candidate $c \in C$ in position $i \in [m]$ if $v$ prefers exactly $i-1$ candidates from $C \setminus \{c\}$ to $c$. We refer to the ranker which a voter ranks in the first position as its top-choice.

Kendall Tau Distance. For two votes $v, v' \in \mathcal{L}(C)$, their Kendall tau distance $KT(v, v')$ is defined as the number of candidate pairs on which orderings $v$ and $v'$ disagree: $|\{c, c' \in \binom{C}{2} | (c \succ_v c' \land c' \succ v c) \lor (c \succ v, c' \land c' \succ v, c)\}|$. Alternatively, $KT(v, v')$ can be interpreted as the minimum number of swaps of adjacent candidates that need to be performed to transform $v$ into $v'$.  

3
Restricted Domains. We define three different restricted domains here. In single-peaked elections, there is an order of the candidates and each voter prefers candidates that are closer to its top-choice with respect to the order to those further away:

**Definition 1** ([5]). An election \( E = (C, V) \) is single-peaked if there is a linear order \( \succ \) over \( C \), sometimes called the societal order, such that for each three candidates \( a, b, c \in C \) with \( a \succ b \succ c \), for each \( v \in V \), if \( a \succ_v b \) then \( b \succ_v c \).

In single-crossing elections, there is an order of voters such that going through the voters according to the order, the ordering of each pair of candidates changes at most once.

**Definition 2** ([57, 68]). An election \( E = (C, V) \) is single-crossing if there is a linear order \( \succ \) over \( V \) such that for each two candidates \( c, c' \in C \), there do not exist three votes \( v, v', v'' \in V \) with \( v \succ v' \succ v'' \) such that \( c \succ_v c', c' \succ_v c, \) and \( c \succ_v c' \).

Lastly, we define group-separable elections:

**Definition 3** ([44, 43]). An election \( E = (C, V) \) is group-separable if each subset \( A \subseteq C \) of candidates with \( |A| \geq 2 \) can be partitioned into two sets \( A' \) and \( A'' \) such that each voter \( v \in V \) prefers either all candidates from \( A' \) to all candidates from \( A'' \) or the other way around.

Pearson Correlation Coefficient (PCC). The Pearson correlation coefficient is a measure for the linear correlation between two quantities \( x \) and \( y \), where 1 means that \( x \) and \( y \) are perfectly positively linearly correlated, i.e., it always holds \( y = mx + b \) for some \( b \) and \( m > 0 \), 0 indicates no linear correlation, and −1 describes a perfect negative correlation (\( m < 0 \)). A Pearson Correlation Coefficient between 0.4 and 0.69 indicates a moderate correlation, a value between 0.7 and 0.89 indicates a strong correlation, and a value between 0.9 and 1 indicates a very strong correlation [69].

3 Collecting Real-World Elections

In this section, we describe the different election datasets that we collected (Section 3.1) and explain how we obtained the elections we use in our experiments from them (Section 3.2).

### 3.1 Raw Election Data

In the following, we list the different data sources that we used to create our elections, ranging from results of sports competitions over music charts and expert assessments to survey- or indicator-based rankings.\(^2\) For each data source, we describe how we created elections from the data; for some sources, we created two types of elections.

From a methodological perspective, our elections are of one of two types: We say that an election is **time-based** if each vote corresponds to an evaluation of the candidates at different points in time. In contrast to this, we call an election **criterion-based** if each vote corresponds to some, in principle, independent criterion judging the candidates at the same point in time. In Table 1, we indicate for each dataset the type, the number of contained elections, and their average size before and after the preprocessing (as described in Section 3.2). We also collected further datasets which we do not include in our analysis for the sake of conciseness (see Appendix A.1 for descriptions).

\(^2\)Notably, there are virtually no ties in the data (if there happens to be a tie, we break it arbitrarily).
Boxing/Tennis (World) Rankings. The boxing data (collected by Jürisoo [45]) contains the Ultimate Fighting Championship rankings of the top 16 fighters in twelve different weight classes in different weeks between February 2013 and August 2021. The tennis data (collected by Wang [82]) contains weekly rankings of the top 100 male tennis players published by the ATP between January 1990 and September 2019. For each year (and weight class), we created a tennis top 100 (boxing top 16) election where each player (fighter) is a candidate and each vote corresponds to the ranking of the players (fighters) in one week.

American Football. The American football data (collected by Massey [51]) contains weekly power rankings of college football teams from different media outlets for each season between 1997 to 2021. We created two different types of elections with teams as candidates: First, for each season and each media outlet, we created a football season election where each vote corresponds to the power ranking of the teams in one week according to the media outlet. Second, for each week in one of the seasons, we created a football week election where each vote corresponds to the power ranking of the teams in this week according to one of the media outlets.

Formula 1. The Formula 1 data (collected by Rao [65]) contains the finishing times of each driver in each lap of a race between 1950 and 2020. From this we created two types of elections with drivers as candidates: First, for each year, we created a Formula 1 season election where each vote corresponds to a race in this year and ranks the drivers by their finishing time in this race. Second, for each race, we created a Formula 1 race election where each vote corresponds to a lap in the race and ranks the drivers by the time they spend in this lap.

Spotify. For each day between the 1st of January 2017 and 9th January 2018, the Spotify data (collected by Oliveira [59]) contains a daily ranking of the 200 most listened songs in one of 53 countries. We created two types of elections with songs as candidates: First, for each month and each country, we created a spotify month election where each vote corresponds to the ranking of the songs on one day of the month in the country. Second, for each day, we created a spotify day election where each vote corresponds to the ranking of the songs on this day in one of the 53 countries.

Tour de France. For each edition of the Tour de France between 1903 and 2021, the data contains the completion times of all riders for each stage. The dataset was crawled by us from the website procyclingstats.com. For each edition, we created one Tour de France election in which the riders are the candidates and each vote corresponds to a stage and ranks the riders by their completion time.

City Rankings. The city data (collected by Blitzer [6]) contains twelve quantitative indicators for the life quality in 216 different cities determined by movehub.com. We created a single city ranking election where each city is a candidate and each vote corresponds to the ranking of the cities with respect to one of the indicators.

Country Rankings. For each year between 2005 and 2016, the country ranking data (based on the popular world happiness report and collected by Oxa [61]) contains different quantitative indicators for the happiness of citizens from over 100 countries. For each year, we created a country ranking election where the countries are the candidates and each vote ranks them according to one indicator.

Notably, Formula 1 season elections from 1961 to 2008 are also available on preflib.com.

Note that there is also a different dataset based on indicator-based rankings over cities available on preflib.com.
Table 1: Information about our election datasets.

| name                  | type     | raw               | relevant complete |
|-----------------------|----------|-------------------|-------------------|
|                       | #Elec.   | Avg. #Voters #Cand. | #Elec. #Voters #Cand. |
| boxing top 16         | time     | 99 31.9 19.76     | 31 17.45 15.32    |
| football season       | time     | 2746 12.28 152.36 | 2422 12.6 156.71  |
| Formula 1 race        | time     | 454 61.3 20.46    | 396 47.2 17.93    |
| Formula 1 season      | time     | 71 14.58 43.97    | 42 13.38 21.57    |
| spotify month         | time     | 645 29.78 306.64  | 632 29.91 109.28  |
| tennis top 100        | time     | 29 50.48 140      | 29 49.9 62.31     |
| Tour de France        | time     | 97 21.14 175.69   | 95 19.7 82.64     |
| country ranking       | crit.    | 12 17.25 119.17   | 12 14.25 95.58    |
| football week         | crit.    | 415 83.28 219.67  | 415 77.35 98.45   |
| spotify day           | crit.    | 362 53.06 247.74  | 375 49.06 20.73   |
| university ranking    | crit.    | 4 18.5 832.5      | 4 18.5 123.25     |

University Rankings. For each year between 2012 and 2015, the university ranking data (collected by O’Neill [60]) contains rankings of universities according to different criteria provided by three systems. For each year, we created a university ranking election where the universities are the candidates and each vote ranks them according to one criterion used by one of the three systems.

3.2 From Raw to Normalized Elections

In our experiments, we do not use the raw elections created as described in Section 3.1 but instead apply some preprocessing. As a first step, by deleting voters and candidates, we converted each created election into a complete election, i.e., an election where every voter ranks all candidates. In general, it is not clear which candidates and voters to delete from an incomplete election to obtain a complete election that is as large as possible. Interestingly, this problem corresponds to finding a maximum edge biclique in a bipartite graph [49, 71], where we are given a bipartite graph $G = (V \cup U, E)$ and the task is to find a subset of vertices $V' \subseteq V, U' \subseteq U$ such that the graph restricted to vertices from $V' \cup U'$ is complete and $|V'| \cdot |U'|$ is maximized. As this problem is NP-hard [49], we employ an excellent heuristic by Shaham et al. [71]. An alternative way of completing the data used in the literature is to fill incomplete votes randomly or based on the preferences of other voters. However, our approach has the advantage that each vote is fully based on a real-world vote and not perturbed in any way.

As in our experiments we are interested in elections with at least 15 candidates, we call each election with 15 or more candidates (and an arbitrary number of voters) relevant. We display information about the number and size of the relevant complete elections from each dataset in Table 1. Comparing the information from Table 1 for relevant complete elections to the information for raw elections, it becomes clear that our raw datasets have a varied level of

---

5To convert our problem to the problem of finding a biclique, for an elections, $E = (C, V)$, we create a vertex for each vote $v \in V$ and candidate $c \in C$ and connect two vertices $v \in V$ and $c \in C$ if $c$ appears in $v$. Each biclique then corresponds to a complete subelection of $E$ and the other way round.

6We chose this number to be as large as possible while still being able to include most of our elections.
incompleteness. Examples of raw datasets with a high level of incompleteness are university rankings and football week (which is to be expected because we combined the data of different systems here, each, by design, ranking a different number and subset of candidates) and the two spotify datasets (which is also to be expected because the 200 most listened daily songs are not the same in each country and are also not the same on different days). However, even after converting the elections into complete ones, most of them are still quite large with some of them having over 100 candidates. Notably, none of the elections from PrefLib with over 5 voters identified by Boehmer et al. [9] have over 50 candidates.

As the last step, similarly as done by Boehmer et al. [9], to be able to meaningfully compare the results of our experiments within datasets and between datasets, we created normalized elections. For each dataset, we created 500 elections with 15 candidates and 30 voters as follows. To create an election \( E = (C, V) \), we uniformly at random selected one relevant complete election \( F = (D, W) \) from the respective dataset. Subsequently, we sampled a subset of 15 candidates \( C \) uniformly at random from \( D \). After that, to create \( V \), we sampled 30 times a vote uniformly at random from \( W \) with replacement. This means that a vote from \( W \) can occur potentially multiple times in \( V \) and that different normalized elections might be based on \( F \). In all our experiments presented in the following sections (with the exception of Section 5.3) we only use normalized elections and will no longer explicitly specify this. We refer to the dataset containing all elections from all datasets as the aggregated dataset.

4 Drawing a Map of Our Elections

- Our datasets can be roughly partitioned into three groups and capture a large part of the space of elections, some of which are not captured by elections from Preflib [53, 9].
- Elections from one dataset and “methodologically” similarly generated elections are quite close to each other.

To get a feeling for the type of our elections and to be able to better relate the datasets to each other, we apply the “map of elections” framework. In this framework, which has been developed by Szufa et al. [76] and Boehmer et al. [9], we take a set of elections and compute for each pair their so-called “positionwise” distance \( d \). Afterward, using the embedding algorithm from Fruchterman and Reingold [40], we draw a map of our elections where each election is represented by a dot with the Euclidean distance between two dots being as similar as possible to the distance between the respective two elections. Note that the position of an election on the map thus naturally depends on the set of depicted elections.

To give a meaning to the absolute position of an election on the map, Boehmer et al. [9] introduced what they call a compass consisting of four types of “extreme” elections capturing different kinds of (dis)agreement between voters and their convex combinations:

**Identity** All voters have the same preference order.

**Uniformity** Each possible preference order appears exactly once.

**Antagonism** Half of the voters rank the candidates in the same order, while the other half ranks them in the opposite order.

---

7 The positionwise distance is based on the notion of frequency matrices. In the frequency matrix of an election, each column corresponds to a candidate and each row to a position and an entry captures the fraction of voters ranking the respective candidate in the respective position. The distance between two elections then corresponds to the summed earth mover’s distance between the columns of their frequency matrices with columns being rearranged to minimize this distance (see [76, 9] for details).
Stratification There is a partitioning of the candidates into two sets $A$ and $B$ of equal size and all possible preference orders where all candidates from $A$ are ranked before those from $B$ appear once.

Setup. We created two maps of elections (Figure 1) where each election is represented by a point whose shape and color indicate the dataset to which it belongs. To make the created maps not too crowded, we created a separate map for time-based (Figure 1a) and criterion-based (Figure 1b) elections. For each map, we included 30 elections sampled uniformly at random from each normalized dataset and the compass elections introduced by Boehmer et al. [9] together with their convex combinations appearing as “paths”. Moreover, in Figure 2, we also depict for each pair $A$ and $B$ of datasets, the average positionwise distance of elections from $A$ to elections from $B$ (note that in case we have $A = B$, we take the average over all pairs of elections from $A$). In the last four columns, we show the datasets’ average distance from the compass elections.

Classifying Datasets. Examining Figures 1 and 2, it is possible to divide our datasets into three groups: The first group of datasets (boxing top 16, football season, spotify month, tennis top 100, and football week) drawn as squares all contain elections somewhat close to identity (see also Figure 2). Notably, except for football week, these are all time-based datasets. For all of them except spotify month, the ranking at a certain point in time also depends on previous information on candidates that also already influenced previous votes, so in some sense, votes are “by design” not independent here. In contrast to this, in time-based elections from the other datasets (Formula 1 race, Formula 1 season, and Tour de France), which are further away from identity, one vote only depends on the performance of a candidate at some point in time (and not on previous performances)

The second group of datasets (Formula 1 race, Formula 1 season, Tour de France, spotify day, and university rankings) drawn as circles constitute the “middle” part of our maps: This is also reflected in them being roughly at the same distance from identity and uniformity (while all are clearly closer to stratification than to antagonism; see also Figure 2). What is particularly striking here is that despite the fact that these elections are seemingly not all simply close to a canonical extreme election like identity, there are surprising similarities between the datasets:

---

Recalling that in football week elections the strength of college football teams at one point are judged by different systems (votes), it is also quite intuitive that these elections are close to identity, as one could argue that there exists a “ground truth”.

For spotify month this is not really the case “by design”. However, also here similar effects are present. E.g. users often listen to playlists that only change slowly over time, implying that what users listened to on one day in some sense “predicts” what they will listen to on the next day.
Figure 2: Average positionwise distance of election pairs from different datasets. The maximum distance between two elections is 74.67.

In particular, university, Formula 1 race, and Spotify day elections all fall in exactly the same area of the space of elections (the average distance of two elections from one of these datasets is very close to the average distance of two elections picked from two different of these datasets). The same also holds for Tour de France and Formula 1 season elections. Remarkably, Tour de France and Formula 1 season elections are also by design of a very similar nature in the sense that in both datasets players compete in a similar task on different days. The similarity of these datasets indicates that whether players drive in cars or ride bicycles seems to be not so crucial for the resulting election (similar observations apply to boxing top 16 and tennis top 100, and city rankings and country rankings).

The third group of datasets consists of city and country rankings and is drawn as triangles. Both are clearly different from the rest as they are significantly closer to uniformity than identity. Remarkably, the city ranking dataset is the only one of our datasets and the first known dataset which is significantly closer to antagonism (distance 29) than stratification (distance 43). Considering the underlying data which provides ratings of cities according to different indicators, the “closeness” to antagonism is quite plausible, as some of the studied indicators seem to capture in some sense contradicting objectives, e.g., big cities where inhabitants typically have access to a variety of healthcare facilities (being one of the indicators) are typically also quite polluted (being another indicator).

**Captured Part of the Space of Elections.** It seems that our datasets contain elections of a different nature than those available on PrefLib: Boehmer et al. [9, Figure 2b] drew a map of elections including representatives of all PrefLib datasets with at least 10 candidates, 10 votes, and not too many ties. They observed that most elections are closer to uniformity than identity and closer to stratification than antagonism, thereby ending up in the bottom left quadrant of
the map. In contrast to this, our elections are mostly located in the bottom right quadrant. Nevertheless, we can confirm the observation of Boehmer et al. [9] that real-world elections typically end up closer to stratification than antagonism (we also do not provide any elections that are in the top right quadrant).

**Homogeneity of Elections from one Dataset.** Figures [1] and [2] also shed some light on the “diversity” of elections from one dataset: Looking at the maps, we can observe that while there is some mixing between elections from different datasets, elections from one dataset typically fall into the same area of the map. This indicates a certain kind of shared structure. However, this degree of homogeneity of a dataset, which can be quantified as the average distance of election pairs from this dataset (see “diagonal” entries from Figure [2]) depends on the dataset: At the one extreme are boxing top 16, spotify month, and football season with an average distance of 7, 10, and 13, respectively, and on the other extreme are Tour de France, Formula 1 race and Formula 1 season with an average distance of 21, 20, and 20, respectively.

# 5 Similarity Measures and their Correlation

In addition to our analysis from the previous section based on the map of elections, in this section, we focus on one structural property of our elections, i.e., the similarity of different votes in one election. In Section 5.1, we analyze how similar different votes from one election are using four different metrics and also inspect the metric’s correlation. In Section 5.2, we analyze whether the top part, middle part or bottom part of different votes are more similar to each other. Lastly, in Section 5.3, we restrict our focus to time-based elections and analyze the similarity of successive votes in those elections.

## 5.1 Similarity Measures and their Correlation

- The NP-hard to compute Kemeny score is always highly correlated with the average KT-distance of all vote pairs and the EMD-positionwise distance from Identity.

- All datasets are quite homogenous with respect to the similarity of votes in elections.

- For most of our elections the values of all similarity measures are not small.

In this subsection, we compare four measures capturing different facets of similarity. Similarity measures are also a potentially attractive parameter to develop parameterized algorithms because they can be understood as a “distance from triviality” parameterization, as most computational problems are easy if all votes are the same (see, e.g., [2]).

### Setup

We consider four similarity measures:

- **Maximum KT-distance** The maximum KT-distance among all pairs of votes: $\max_{v, v' \in \binom{V}{2}} KT(v, v').$

- **Average KT-distance** The average KT-distance among all pairs of votes: $\frac{\sum_{v, v' \in \binom{V}{2}} KT(v, v')}{|\binom{V}{2}|}.$

- **Disagreeing pairs** The number of candidate pairs for which not all votes agree on their ordering: $|\{\{c, c'\} \in \binom{V}{2} \mid \exists v, v' \in V : c \succ v c' \land c' \succ v' c\}|.$

- **Kemeny score** The minimum summed KT-distance of a central order to all votes: $\min_{v^* \in L(C)} \sum_{v \in V} KT(v, v^*)^{10}$

---

10:To compute the Kemeny score, we used code from Betzler et al. [4].
Note that the number of disagreeing pairs is always at least as large as the maximum KT-distance, which in turn is at least as large as the average KT-distance (all three values range from 0 to $\binom{C}{2}$ so from 0 to 105 in our case).

### Values of Similarity Measures

In Figure 3 for all four measures, we depict for each dataset the value of the similarity measure averaged over all 500 elections from the dataset. Concerning the results on the aggregated dataset, what stands out is that the maximum KT-distance and the number of disagreeing pairs is quite high and in particular much higher than the average KT-distance (and comparing normalized values also than the Kemeny score). However, this is also quite intuitive in the sense that both the maximum distance and the number of disagreeing pairs might in the end only depend on two voters and are thus very sensitive to “outliers” (as soon as there are two voters with reversed preferences orders in an election, both values are at the maximum). Considering the results on the different datasets, especially the average number of disagreeing pairs clearly divides them (in line with our groups proposed in Section 4). Unsurprisingly, the datasets close to identity have a “low” average number of disagreeing pairs (always below 50). The number is the lowest for boxing top 16 and spotify month with 11.43 and 27.72, respectively. This is quite remarkable as it means that all voters agree on the ordering of 89.1% and 73.6% of all candidate pairs, respectively. For the “middle” datasets, the average number of disagreeing pairs is much higher and lies between 89.8 and 99.45 (this means that the voters only agree on the ordering of between 5.4% and 14.4% of all candidate pairs). For the two “outliers”, city and country ranking, the average number of disagreeing pairs is very close to the maximum possible value of 105 with 104.93, respectively, 104.73. As already discussed in Section 4, one reason for this might be that in the two “outlier” datasets votes correspond to sometimes contradicting and opposing indicators, which can lead to two close-to-reversed votes.

Interestingly, for all considered datasets, a majority of elections from the dataset have close similarity scores. That is, for all four measures, the median and average value are nearly identical and the first and the third quantile differ only by around 10% from the median.

### Similarity Measures for Parameterized Algorithms

Betzler et al. [2] developed different parameterized algorithms for computing the central order minimizing the Kemeny score: One algorithm running in $O^*(2^m)$, where $m$ is the number of candidates. Another algorithm running in $O^*(1.53^k)$ where $k$ is the Kemeny score, and an algorithm running in $O^*(16^d)$ where $d$ is the average KT-distance (they also considered the maximum KT-distance between two
votes as a parameter for a related problem). Considering the average values on the aggregated dataset, the exponential part of the running time of these algorithms evaluate as follows. $2^m$ is $32768$, $1.53^k$ is $7.79 \times 10^{18}$, and $16^d$ is $1.1 \times 10^{32}$. Even on boxing top 16, where votes are most similar to each other, the number of candidates still leads to the best results ($2^m$ is $32768$, $1.53^k$ is $8.2 \times 10^{17}$, $16^d$ is $19868$), partly questioning the practical usefulness of the algorithms for the two similarity parameterizations. Overall, it seems that the number of candidates is nearly always the best of our parameters to use. Considering the different similarity measures, the average KT-distance is clearly the smallest, which is also theoretically guaranteed; however, the gap to the other parameters might be seen as unexpectedly large.

**Correlation of Similarity Measures.** We also computed for each pair of metrics their Person correlation coefficient (see Figure 4). Here we also considered election’s EMD-positionwise distance (see Footnote 7) from the Identity election, where all voters have the same preferences. Recall that this distance was also essential for our previously proposed classification of datasets. For all our datasets, the correlation between the average KT-distance and the Kemeny score is between 0.97 and 1 (the detected linear relationship here is that the Kemeny score of an election is 23.8 times the average KT-distance minus 37.8). Moreover, the EMD-positionwise distance from Identity is similarly strongly correlated to the Kemeny score with a PCC value of 1.00 on the aggregate dataset and PCC values ranging from 0.93 to 1 on the level of individual datasets (the detected linear relationship here is that the Kemeny score of an election is 21.6 times the EMD-positionwise distance plus 53.8). This indicates that in most practical applications where one is interested in the NP-hard to compute Kemeny score, it is sufficient to simply compute the average KT-distance or the EMD-positionwise distance from Identity. Accordingly, the correlation between the EMD-positionwise distance and the average KT-distance is also similarly high. For the other pairs of metrics, the correlation on the aggregate dataset is again very high ranging from 0.93 to 0.96, which is quite surprising given the different nature of the measures (also in terms of how sensitive they are to outliers). However, here there are some differences on the dataset level: The two examples where the correlation is the lowest are city and country elections, where all pairs of metrics except the three pairs discussed above have a linear correlation between only 0.03 and 0.34. This, again, might be due to the fact that in

![Figure 4: Correlation of similarity measures. Colors represent the respective value (blue means 0; read means 1).](image_url)

| Metric                  | max. dist. | average dist. | min. dist. | pos. dis. ID | max. Kemeny score | average Kemeny score | min. Kemeny score | pos. dis. ID | max. ID | average ID | min. ID | pos. dis. ID |
|-------------------------|------------|---------------|------------|--------------|------------------|---------------------|------------------|--------------|---------|------------|--------|--------------|
| Spotify country         | -0.95      | 0.99          | 0.93       | 0.92         | 0.92             | 0.92                | 0.99             | 0.93         | 0.93    | 0.93       | 0.93   | 0.93         |
| Football season         | -0.93      | 0.96          | 0.91       | 0.90         | 0.95             | 0.95                | 0.99             | 0.92         | 0.92    | 0.92       | 0.92   | 0.92         |
| Formula 1 race          | -0.68      | 0.70          | 0.62       | 0.58         | 0.70             | 0.70                | 0.99             | 0.62         | 0.62    | 0.62       | 0.62   | 0.62         |
| Formula 1 season        | -0.70      | 0.71          | 0.65       | 0.67         | 0.73             | 0.73                | 0.98             | 0.64         | 0.67    | 0.67       | 0.67   | 0.67         |
| Spotify month country   | -0.91      | 0.94          | 0.88       | 0.88         | 0.93             | 0.93                | 0.99             | 0.90         | 0.90    | 0.90       | 0.90   | 0.90         |
| Tennis top 100          | -0.92      | 0.94          | 0.89       | 0.89         | 0.94             | 0.94                | 0.99             | 0.90         | 0.90    | 0.90       | 0.90   | 0.90         |
| Tour de France          | -0.89      | 0.90          | 0.87       | 0.86         | 0.93             | 0.93                | 0.99             | 0.89         | 0.89    | 0.89       | 0.89   | 0.89         |
| City ranking            | -0.27      | 0.26          | 0.20       | 0.15         | 0.30             | 0.30                | 0.97             | 0.23         | 0.23    | 0.23       | 0.23   | 0.23         |
| Country ranking         | -0.09      | 0.38          | 0.01       | 0.05         | 0.34             | 0.34                | 0.98             | 0.27         | 0.27    | 0.27       | 0.27   | 0.27         |
| Football week           | -0.92      | 0.95          | 0.91       | 0.91         | 0.95             | 0.95                | 1.00             | 1.00         | 1.00    | 1.00       | 1.00   | 1.00         |
| Spotify day world       | -0.80      | 0.80          | 0.77       | 0.76         | 0.89             | 0.89                | 0.99             | 0.84         | 0.84    | 0.84       | 0.84   | 0.84         |
| University ranking      | -0.57      | 0.72          | 0.52       | 0.51         | 0.70             | 0.70                | 0.98             | 0.62         | 0.62    | 0.62       | 0.62   | 0.62         |
| Aggregated              | -0.96      | 0.95          | 0.95       | 0.95         | 0.95             | 0.95                | 1.00             | 0.92         | 0.92    | 0.92       | 0.92   | 0.92         |

For all our datasets, the correlation between the average KT-distance and the Kemeny score is between 0.97 and 1 (the detected linear relationship here is that the Kemeny score of an election is 23.8 times the average KT-distance minus 37.8). Moreover, the EMD-positionwise distance from Identity is similarly strongly correlated to the Kemeny score with a PCC value of 1.00 on the aggregate dataset and PCC values ranging from 0.93 to 1 on the level of individual datasets (the detected linear relationship here is that the Kemeny score of an election is 21.6 times the EMD-positionwise distance plus 53.8). This indicates that in most practical applications where one is interested in the NP-hard to compute Kemeny score, it is sufficient to simply compute the average KT-distance or the EMD-positionwise distance from Identity. Accordingly, the correlation between the EMD-positionwise distance and the average KT-distance is also similarly high. For the other pairs of metrics, the correlation on the aggregate dataset is again very high ranging from 0.93 to 0.96, which is quite surprising given the different nature of the measures (also in terms of how sensitive they are to outliers). However, here there are some differences on the dataset level: The two examples where the correlation is the lowest are city and country elections, where all pairs of metrics except the three pairs discussed above have a linear correlation between only 0.03 and 0.34. This, again, might be due to the fact that in
these datasets votes are sometimes reverses of each other. This severely affect the maximum KT-distance and the number of disagreeing pairs yet only partly increase the average KT-distance, Kemeny score, and EMD-positionwise distance from Identity. However, it remains unclear why also the correlation between the number of disagreeing pairs and the maximum KT-distance is quite low here.

5.2 Similarity in Different Parts of Votes

- Voters typically agree more on which candidates should be considered as high-quality or low-quality candidates than who should be considered as medium-quality candidates.

- Voters tend to rank candidates at the top more consistently in the same ordering than candidates at the bottom.

Having analyzed the general similarity of votes in one election, we now ask whether certain parts of votes exhibit a higher similarity than others. For this, we divide each vote (consisting of 15 candidates) into three parts each containing 8 candidates: the top part capturing positions one to eight, the middle part capturing positions five to twelve, and the bottom part capturing positions eight to fifteen (note that the different parts partly overlap).

**Setup.** For each election and each of the three parts, we computed two similarity measures:

**Pairwise intersection** We compute for each pair of votes the number of candidates that appear in both votes in the considered part. The pairwise intersection is this value averaged over all pairs of votes in the election.

**Total intersection** Number of candidates that appear in all votes in the considered part.

**Results.** Averaged over all elections, the pairwise intersection in the top, middle, and bottom part is 6.06, 5.27, and 6.1, respectively, while the total intersection is 2.63, 1.63, and 2.65, respectively (see Figure 5 for separate results for each dataset). Recalling that each constructed part consists of eight candidates it is remarkable that each pair of votes roughly agrees on six candidates in each part. This indicates a high pairwise consensus of voters on the general quality of candidates in all of our elections. In contrast to this, the number of candidates appearing in all votes in the same part is quite low, indicating a lower overall consensus. However, datasets that are close to identity also exhibit a high overall consensus, i.e., the total intersection for the top and bottom part ranges from 4.17 to 7.12, whereas for the middle part the values are a bit lower ranging from 1.8 to 6.56.

Comparing the different parts of the votes to each other, for all datasets except city rankings, the average and total intersection for the top and bottom part is higher than for the middle part. This suggests that while voters have similar opinions about who should be considered as a high-quality or low-quality candidate, opinions are more diverse concerning medium-quality candidates. The difference is particularly strong for football week elections where the total intersection for the top and bottom part is 4.2, but only 1.8 for the middle part. Recalling that football week elections are based on power rankings of football teams published by different media outlets in the same week this is also quite intuitive, as there are typically some clearly strong and clearly weak teams that appear in the top, respectively, the bottom of each ranking, while the middle part is more subjective.

The general trend that voters in most of our elections agree more which candidates should be ranked on the top or the bottom than in the middle also provides a possible justification why a great majority of our elections is closer to stratification than to antagonism (as discussed in Section 4). Under antagonism, half of the voters rank the candidates in one order and the other
half of the voters rank them in the opposite order. Consequently, all voters agree on which are the medium-quality candidates while the electorate is divided concerning who are the best and worst candidates. This is exactly the opposite of what we observe in our data.

For the top and bottom part of elections from datasets close to identity, the total intersection value is large enough to also meaningfully analyze whether voters opinions about the ordering of candidates are more similar at the top or at the bottom: For this we computed for each election the average KT-distance between two votes restricted to the candidates appearing in all votes in this part. The results clearly indicate a stronger consensus at the top than at the bottom, in particular in boxing top 16 and tennis top 100 elections. For these two datasets this can be explained by the fact that in these elections it should be much more difficult to climb up on position when you are in the top part (you are one of the best players) compared to when you are in the bottom part (you are one of the worst ranked players).

### 5.3 Similarity in Time-Based Elections

- For all time-based datasets except Formula 1 season, Formula 1 race and Tour de France, votes that appear closer to each other in time are more similar to each other.

- In time-based elections, candidates ranked in first and last position change less frequently than the candidates in other positions.

For time-based elections, votes have a natural ordering which makes it possible to analyze the change of votes over time. In this section, we do not consider the normalized datasets (because they have no ordering); instead, for each raw election from a time-based dataset, we deleted all candidates that do not appear in all votes and subsequently discarded the election if

---

**Figure 5:** For each dataset, for two different similarity measures, average values for the three parts of the votes.

| Dataset                  | Top     | Mid     | Bot     |
|--------------------------|---------|---------|---------|
| Boxing top 16            | 7.61    | 7.48    | 7.67    |
| Football season          | 7.09    | 6.62    | 7.09    |
| Formula 1 race           | 5.69    | 5.28    | 5.73    |
| Formula 1 season         | 5.28    | 5.06    | 5.38    |
| Spotify month country    | 7.34    | 6.89    | 7.39    |
| Tennis top 100           | 6.85    | 6.25    | 6.93    |
| Tour de France           | 5.32    | 4.87    | 5.33    |
| City ranking             | 4.54    | 4.93    | 4.49    |
| Country ranking          | 4.84    | 4.83    | 4.90    |
| Football week            | 6.92    | 6.30    | 6.94    |
| Spotify day world        | 5.67    | 5.07    | 5.70    |
| University ranking       | 5.61    | 5.08    | 5.70    |
| Aggregated               | 6.06    | 5.72    | 6.10    |

(a) Pairwise intersection.

| Dataset                  | Top     | Mid     | Bot     |
|--------------------------|---------|---------|---------|
| Boxing top 16            | 7.04    | 6.56    | 7.12    |
| Football season          | 5.27    | 3.56    | 5.25    |
| Formula 1 race           | 0.32    | 0.12    | 1.30    |
| Formula 1 season         | 0.46    | 0.18    | 1.20    |
| Spotify month country    | 5.97    | 4.40    | 5.93    |
| Tennis top 100           | 4.77    | 2.55    | 4.75    |
| Tour de France           | 0.90    | 0.13    | 0.72    |
| City ranking             | 0.02    | 0.06    | 0.02    |
| Country ranking          | 0.04    | 0.05    | 0.07    |
| Football week            | 4.22    | 1.80    | 4.17    |
| Spotify day world        | 1.56    | 0.11    | 0.85    |
| University ranking       | 1.05    | 0.09    | 0.45    |
| Aggregated               | 2.63    | 1.63    | 2.65    |

(b) Total intersection.
Table 2: For each dataset, average values of time-based similarity measures for original and shuffled elections and correlation between KT- and temporal distance.

| name                  | Avg. ord. ch. | Max. ord. ch. | Avg. fluct. | Cor. KT+temp. | Avg. ord. ch. | Max. ord. ch. | Avg. fluct. |
|-----------------------|---------------|---------------|-------------|---------------|---------------|---------------|-------------|
| boxing top 16         | 0.82          | 2.82          | 2.7         | 0.7           | 1.97          | 10.08         | 14.98       |
| football season       | 1.14          | 5.15          | 10.3        | 0.46          | 1.49          | 6.24          | 11.09       |
| Formula 1 race        | 8.96          | 15.84         | 45.98       | 0.04          | 11.96         | 18.57         | 49.75       |
| Formula 1 season      | 4.05          | 7.26          | 14.52       | 0.03          | 4.08          | 7.17          | 14.53       |
| spotify mouth         | 1.22          | 9.38          | 22.54       | 0.86          | 1.92          | 11.64         | 25.64       |
| tennis top 100        | 1.31          | 6.86          | 23.16       | 0.93          | 4.43          | 16.9          | 42.79       |
| Tour de France        | 4.63          | 9.27          | 19.47       | 0.05          | 4.84          | 9.44          | 19.53       |

less than 10 candidates remain (it is important that we do not delete voters, as we also analyze the change between one voter and the following; we call two such voters successive).

Setup. For each election, we computed the following:

**Average ordering change** The average number of times the pairwise ordering of two candidates is swapped over time.

**Maximum ordering change** The maximum number of times the pairwise ordering of any two candidates is swapped over time.

**Average fluctuation** For each position, we compute the number of votes where the candidate on this position is different in the next vote. The average fluctuation is this value averaged over all positions.

Notably, the average ordering change value times the number of candidate pairs gives the summed KT-distance of all pairs of successive votes.

However, evaluating the values of these measures without additional information is very difficult, as the observed values might simply be due to the structure of the election and not due to the ordering of the votes (for instance, if two candidates have the same pairwise ordering in all but one vote then it is nearly irrelevant how the votes are ordered for our measures, while if they are ranked in the same order in half of the votes and in the opposite order in the other half, then the ordering of votes truly makes a difference). That is why, for each considered election, we created a copy where we shuffled all votes randomly and recomputed the above quantities. The average values for each dataset can be found in Table 2.

Lastly, for each dataset, we also computed the correlation between the KT- and temporal distance of two votes. For this for each pair of votes in some election from this dataset, we computed the KT-distance and the temporal distance (as the number of votes that come in between the two plus one). Afterwards we computed the PCC of these values. The results can be found in fifth column of Table 2.

Results. We first discuss the ordering change. Comparing the results for the original and shuffled elections in Table 2, no clear difference is visible for Formula 1 season and Tour de France elections (remarkably, both datasets capture similar types of elections where players compete in multiple stages on different days against each other). This indicates that in elections
Figure 6: Time-based similarity in football season elections. Taking into account that elections have different sizes, we mapped the results for all elections on the average election size and afterwards averaged them to obtain the depicted graphs. In blue, the original data is shown; in orange, the shuffled data.

from these datasets the time-based ordering of the vote does not have any direct consequences on the votes, i.e., performances of candidates in one stage have no clear connection to their performance in the next stage. For all other datasets, the time-based ordering induces a more “structured” election than a random ordering, indicating that successive voters have some form of relationship here. The most extreme example is tennis top 100, where following the true order of the votes the ordering of each candidate pair only changes 1.31 times, on average, while following a random order it changes 4.43 times. That votes have a strong temporal relationship in these elections can be explained by considering the design of the underlying ranking: Players gain points based on their performance in major tournaments and keep them for roughly one year. Thus, the number of points a player has typically does not drastically change between weeks (each corresponding to a vote) implying some form of temporal consistency. However, also in elections that are subjected to a higher degree of change such as Formula 1 race elections the temporal dimension of the data is visible: In the original elections, the ordering of the candidates (which in this context means which of the candidates needed less time for the respective lap in the underlying race) changes on average 8.96 times, while if we shuffle votes (laps) then it changes on average 11.96 times.

Next, for each dataset separately, we consider the PCC of the KT-distance and the temporal distance of each pair of votes in the election as an additional simple measure for the temporal correlation of the votes. Here, again, in the Formula 1 season and Tour de France data, no correlation is visible. Moreover, this metric also indicates that slightly contrary to our previous observations, there is nearly no linear correlation between the KT- and temporal distance of votes in the Formula 1 race data. In contrast to this, for boxing top 16, spotify month and tennis top 100, the correlation is strong. For tennis top 100, the correlation value is even 0.93, indicating a close to perfectly linear correlation.

We also examined the average fluctuation for different positions. Here, it is typically the case that the first and last positions exhibit less fluctuation, indicating that in time-based elections changes on the first and last position are rarer than changes on other positions. We show in Figure 6a an exemplarily plot for football season elections. Moreover, we also analyzed the KT-distance between successive votes: While for most datasets no clear relationship between the index of votes in the election (i.e., whether it is the first, second, third, ... vote in the
election) and its KT-distance to its successive vote is visible, football season elections form a clear exception: In these elections, the average KT-distance between successive votes is usually around 125 but drops to around 100 for the last votes (see Figure 6b for a visualization). Recalling that each vote here represents the power ranking of football teams in different weeks of the season (with the first vote representing the first ranking and the last vote the final ranking) this is quite plausible because typically teams need some time within a season to show their “true” quality.

6 Restricted Domains

- There are only few elections from a restricted domain and only some elections close to one.
- Elections that are close to one domain are typically also close to another.
- Elections from a restricted domain are typically quite degenerate.

In this section, we analyze which of our elections are part of a restricted domain. There are numerous papers analyzing the computational complexity of various problems on elections from different types of restricted domains (see e.g., [73, 3, 34, 38, 77, 11, 50, 28] and Elkind et al. [27, 29] for surveys). Possible motivations for these works are typically that restricted domains allow for nice combinatorial algorithms and the belief that they capture (close-to) realistic situations. We focus on the three arguably most popular restricted domains of single-peaked [5], single-crossing [57, 68], and group-separable elections [44, 43].

We check here which of our elections fall into one of these domains and afterwards consider the candidate deletion and voter deletion distance of all elections from them.

Members in Restricted Domains. Overall, only very few of our elections fall into a restricted domain. That is, for the 500 boxing top 16 elections, where votes are very similar to each other, the number of single-peaked/single-crossing/group-separable elections is 77/138/101. Moreover, we have one single-peaked election in the football season dataset and one in the spotify month dataset. So overall, only 1.3%, 2.3%, 1.6% of our elections are single-peaked, single-crossing, and group-separable, respectively. Some other works have also analyzed the occurrences of elections from restricted domains and found even less evidence: Regenwetter et al. [67] analyzed five-candidate American Psychological Association (APA) presidential elections and found no evidence of restricted domains. Mattei [52] considered three- and four-candidate elections based on a Netflix price competition and found that 0.03% of elections are single-peaked.

Distance to a Restricted Domain. Given that only a few of our elections fall into a restricted domain, our goal now is to check whether more are at least close to one. In particular, we consider the voter deletion and candidate deletion distance, i.e., the minimum number of voters/candidates that need to be deleted such that the resulting election falls into the restricted domain. Notably, there are also many more distance measures (see, e.g., [31, 22, 26]). Moreover, motivated by the many polynomial-time results on restricted domains, there are several papers developing parameterized algorithms for election-related problems for different distance measures to restricted domains (see [55, 56, 58] for algorithms parameterized by the voter and candidate deletion distance and [22, 85, 84, 83, 73] for examples for other distance measures).

For each of our elections, we computed the voter and candidate deletion distance from single-peakedness, single-crossingness, and group-separability. In Figure 7a, we show the results on the aggregated dataset as a cumulative distribution function. For the candidate deletion
distance, the picture is very similar for all three restricted domains: There are around 15% of elections within distance 4, around 28% within distance 6, around 56% within distance 10, and around 99% within distance 12. Considering that we have seen in the previous part that there are considerably more single-crossing elections than single-peaked or group-separable elections, the similarity between the domains here is partly unexpected.

For voter deletion, there is some difference between the restricted domains: For all three restricted domains, 15% of elections are within distance 14 and are more or less uniformly distributed within this distance. For single-peakedness and group-separability, 25% of all elections are within a distance of 18, 50% within a distance of 23, and 99% within a distance of 27. For single-crossingness, distances are typically one smaller, as 25% of all elections fall within distance 17 and 50% within distance 20. This slight difference might be because in contrast to the other two domains, for single-crossingness an ordering of the voters is needed which might be easier to construct if we can choose which voters to delete (however, for single-peakedness the same is true for candidate deletion, yet no such effect is visible). Comparing the normalized voter deletion distance to the normalized candidate deletion distance it seems that the latter is typically slightly smaller. Nevertheless, there is a strong linear correlation between the candidate deletion and voter deletion distance of an election.

Examining the results on the dataset level, there are significant differences: The general trend here is that the higher the average Kemeny score of a dataset is the further is the dataset on average from a restricted domain. One dataset from our close to identity group which contains many elections with a low Kemeny score are spotify month election, and in Figure 7b we depict the cumulative distribution for this dataset. Notably, for all three restricted domains, elections from this dataset have the second-lowest candidate deletion distance, i.e., 50% of the spotify month elections have a candidate deletion distance of 5 and smaller. In contrast to this, in Figure 7c we show the plot for spotify day elections which belong to the middle datasets and have higher Kemeny scores. Here for all elections, at least 9 candidates or at least 21 voters need to be deleted to make it fall into one of our three restricted domains, indicating that this dataset is far away from a restricted domain. Given that one can see the whole spotify data as one huge election, the opposite behavior of spotify day and spotify month elections highlights the natural fact that depending on which votes from a large election are taken into account single-crossing voter deletion the polynomial-time algorithm from Bredereck et al. [14]. For single-peaked voter deletion and single-crossing candidate deletion, we used the FPT algorithms based on conversions to hitting set by Elkind and Lackner [25]. For the voter and candidate deletion distance to group separability, we again used fixed-parameter tractable algorithms of Elkind and Lackner [25]. For our implementation, we employed Gurobi Optimization, LLC [42].
Figure 8: For different voter deletion distances (VD) or candidate deletion distances (CD), Venn diagrams of elections which are within the given distance from single-peakedness, single-crossingness, or group-separability.

very different elections arise. To sum up, we have found only little evidence of elections from restricted domains and also only a few elections at a small distance (recall that 5 candidates are not really a small number here, as this corresponds to 33% of candidates). Thus, both the voter and candidate deletion distance are probably too large on many real-world elections for the usage of parameterized algorithms.

To the best of our knowledge, the work of Sui et al. [75] is the only other work that studies the distance of real-world elections from a restricted domain. In particular, they analyzed two large elections (both with 9 candidates and over 10,000 votes) related to the 2002 Irish general election and found that for both more than 95% of voters need to be deleted to make the election single-peaked. This indicates that our elections are comparably quite close to a restricted domain (which also might be due to the case that we have fewer voters). Moreover, they also considered the minimum number of axes such that each vote is single-peaked with respect to one axis and found that for one election more than 36 and for the other more than 263 axes are needed. On the positive side, they found that the voter deletion distance of their two elections to, so-called, two-dimensional single-peakedness is much smaller. Testing how far our elections are from multi-dimensional single-peakedness would be an interesting direction for future work.

Membership in Multiple Restricted Domains. Motivated by previous works by Skowron et al. [73] and Elkind et al. [30] on elections that are simultaneously single-peaked and single crossing and to better understand the relationship of the different restricted domains, we now analyze whether elections that are part of, or close to, one restricted domain are typically also part of or close to another. In Figure 8a, we show a Venn diagram capturing all elections that are part of one of our three restricted domains: Each domain is represented by a circle and the overlap of different circles (and the numbers shown there) represents the intersection of domains. Notably, each restricted domain shares more elections with another domain than there are elections that are only part of this domain. In fact, there are almost as many elections that are part of all three domains (37) than elections that are single-peaked or group-separable but not single-crossing (43). This indicates that in practice there is a significant overlap of the domains and that algorithms for single-crossing elections can be applied to most elections falling in one of the three domains.

In Figure 8, we also display Venn diagrams for elections that are within a certain voter or candidate deletion distance from a restricted domain. Elections that are close to one of the domains after deleting some candidates overlap even more than elections from restricted domains: Remarkably, considering elections within a candidate deletion distance of 3, there are 3.5 times more elections that are within this distance from all restricted domains, than those that are only close to one restricted domain. For the different voter deletion distance values the picture is roughly similar as in Figure 8a. So overall it seems that in real-world elections
the different restricted domains and their closer environment heavily overlap and that it is, for
instance, possible to apply algorithms for (close to) single-peaked or single-crossing elections to
an overwhelming majority of (close to) group-separable elections.

Moreover, there is also a strong linear correlation between an election’s distance from the
different restricted domains: For each pair of our restricted domains, the Pearson correlation
coefficient of the candidate deletion distances from the two is around 0.95, while it is between
0.85 and 0.9 for the voter deletion distance.

Further Considerations. In Appendix B.1 we analyze the properties of elections that are (close
to) being single-peaked or single-crossing and observe that they are typically quite degenerate,
meaning that they have a low Kemeny score and that they fall into a small part of the space of all
elections from the respective restricted domain. For single-peaked elections, we find that the top-
choices of voters typically fall in the same area of the societal order. Moreover, in Appendix B.2
we check which of our elections fulfills some more general restrictions. Among others, we find
that value-restricted elections [70] occur quite frequently and that in the characterization of
single-peaked, single-crossing, and group-separable elections via forbidden configurations one of
the two configurations is redundant in practice.

7 Case Study: How Different are Different Voting Rules?

In this section, we use our datasets to shed some further light on traditional questions from
social choice. While there is already quite some empirical research on the considered questions,
nearly all of these works considered elections with 3 to 5 candidates coming from a single data
source. Thus, our rich data allows us to take a broader look.

One popular question arises around the notion of a Condorcet winner. A candidate $c$ is
a strong (weak) Condorcet winner if for each other candidate $d$ more than (at least) half of
the voters prefer $c$ to $d$. Previous research has found that strong Condorcet winners nearly
always exist, i.e., the so-called Condorcet paradox occurs relatively rarely, and that the strong
Condorcet efficiency, i.e., how often these rules select the strong Condorcet winner as a winner,
of all rules is very high [52, 18, 23, 64, 63]. We investigate these issues in Section 7.1.

In Section 7.2, we analyze the level of agreement between different voting rules. While from
a theoretical and axiomatic perspective, voting rules significantly differ from each other, various
authors provided evidence that most of them are very similar in practice [52, 18, 39, 66, 67, 55,
23, 64].

Overall, while parts of our results in this section are in line with previous studies, we also
find evidence that suggests that the established consensus in the literature according to which
in practice all voting rules are more or less the same should be relativized, as it seems to only
apply if we have elections with a Condorcet winner and/or the number of voters divided by the
number of candidates is large.

We start by defining all considered voting rules (for each rule computing a score, all candi-
dates with the highest score win.):

**Plurality** Each voter awards one point to its top-choice.

**Plurality with runoff** In the first round, each voter awards one point to its top-choice. If
more than two candidates have the highest number of points, then delete all but them.
Otherwise, we delete all candidates who do not have the highest or second-highest number
of points. In the second round, each voter awards one point to the remaining candidate
it ranks highest.

**Borda** For $i \in [m]$, each voter awards $m - i$ points to the candidate it ranks in the $i$th position.
Figure 9: In the first column, fraction of elections admitting a strong/weak Condorcet winner. In the other columns, strong/weak Condorcet efficiency of different voting rules.

**Copeland** A candidate $c \in C$ gets a point for each candidate $d \in C \setminus \{c\}$ for which a strict majority of voters prefers $c$ to $d$ and loses a point if a strict majority prefers $d$ to $c$.

**Hare** In each round, each voter awards one point to its most preferred remaining candidate. After each round, a candidate with the lowest score gets deleted (ties are broken according to the preferences of the first voter). If all candidates in some round have the same number of points, then we return all of them as the winners.

### 7.1 Condorcet Paradox and Condorcet Efficiency

- Most of our elections (86%) have a strong Condorcet winner and all voting rules select them as a winner most of the times (88% or more).
- In some of our datasets only few elections have a strong Condorcet winner and voting rules select it as a winner less frequently.

In line with the literature, we first focus on strong Condorcet winners. In Figure 9a in the first column, we depict for each of our datasets the fraction of elections admitting a strong Condorcet winner. While for all datasets from our first group of close to identity datasets around 96% of elections admit a strong Condorcet winner, for the other datasets this fraction is (considerably) below 100%. The most extreme case are city ranking elections where only 37% of the elections admit a strong Condorcet winner. Moreover, overall “only” 86% of all our elections admit a strong Condorcet winner. This is in contrast to previous works. For instance, Popov et al. [64] reported that in one of their studied datasets 6.7% of elections do not admit a strong Condorcet winner, while for all others this value is below 0.3%.

Concerning the strong Condorcet efficiency of the different voting rules, results again significantly depend on the considered dataset. For close to identity datasets all voting rules have a very high Condorcet efficiency of 0.95 and above (note that Copeland’s voting rule is guaranteed...
to select a strong Condorcet winner if one exists). Mattei [52] and Popov et al. [64] also reported a Condorcet efficiency of 0.95 and above for different rules. However, on our other datasets, the Condorcet efficiency can be much lower: For Plurality, Plurality with Runoff, and Hare, their Condorcet efficiency is the lowest on the city ranking dataset with 0.46, 0.59, and 0.6, respectively. For Borda, the minimum Condorcet efficiency is 0.77 on Formula 1 race and Formula 1 season elections. Interestingly, the other voting rules achieve a much higher efficiency on these two sets. Considering the results on the aggregated dataset, Hare and Plurality with Runoff have the highest Condorcet efficiency with 0.94 and 0.93 respectively, while Plurality and Borda both have a Condorcet efficiency of 0.88. Given that Borda takes much more information into account than Plurality, it is slightly unexpected that both perform so similarly here.

In Figure 9b, we depict the same statistics for the notion of weak Condorcet winners: A substantial fraction of our elections, i.e., 8% of all elections, 15% of tour de France, and 28% of city ranking elections, admit a weak but no strong Condorcet winner. This is quite remarkable given that the distinction between a weak and a strong Condorcet winner almost appears like a tie-breaking issue. The Condorcet efficiency of our rules slightly decreases when moving from strong to weak Condorcet winners. This is something to be expected because weak Condorcet winners, which are now also taken into account, have in general a slightly weaker standing in the election than strong Condorcet winners.

### 7.2 Consensus among Voting Rules

- Voting rules often agree on the returned winner because most elections have a Condorcet winner and voting rules often select them.
- On elections without a Condorcet winner, Borda and Copeland, on the one hand, and Plurality, Plurality with Runoff and Hare, on the other hand, regularly agree on a winner.
- The rankings returned by different voting rules do not exhibit a strong correlation (and in some cases even none).

In Section 7.2.1 we analyze the consensus among winners returned by different voting rules. After that in Section 7.2.2 we analyze the relationship between the rankings returned by the different voting rules.

#### 7.2.1 Winner Consensus

In Figure 10a, we depict the average lexicographic agreement of each pair of rules. The average lexicographic agreement of some pair of rules is the fraction of all elections where the winner returned by the two rules is the same if we apply lexicographic tie-breaking during the execution of both rules. In general, the consensus among the different voting rules is quite high, ranging from 0.96 for the only two iterative rules, Hare and Plurality with runoff, to 0.74 for Borda and Plurality. However, the reason for this generally high agreement between voting rules might be connected to our observation from Section 7.1 that most of our elections have a strong Condorcet winner and that in case a strong Condorcet winner exists, most of the time rules return it as a winner. To verify this, in Figure 10b, we depict the average lexicographic agreement of pairs of voting rules on all elections without a strong Condorcet winner. Indeed, the consensus among voting rules is significantly lower in this case: For all pairs of rules except for Hare and Plurality with runoff, whose average lexicographic agreement is still 0.82, the
average lexicographic agreement drops by between 0.27 and 0.48 when moving from the full election dataset to elections without strong Condorcet winner. Figure 10b further suggests that there exist two groups of voting rules: Plurality, Plurality with Runoff, and Hare on the one hand, and Borda and Copeland on the other hand. This partition is also quite intuitive, as all rules from the first group use Plurality scores in some way or the other, while Copeland and Borda in some sense always take into account the full election. Overall, our results indicate that a main reason why voting rules seem to typically exhibit a high consensus is because they all favor strong Condorcet winners which often exist. This could also explain why previous research [18, 39, 66, 67, 23, 64] has found a higher consensus among rules than what we have observed: On their data strong Condorcet winners exist more often than on ours.

On the dataset level, results are again very different and correlate with our grouping of the datasets: On the one hand, on close to identity datasets the consensus of voting rules is very high, while, on the other hand, on city rankings it is lowest. In Figures 10c and 10d we display the average lexicographic agreement on all city ranking elections and on all city ranking elections without strong Condorcet winners. Both Figures 10c and 10d look quite similar (as many city ranking elections do not admit a strong Condorcet winner). Again, we can find the already observed partitioning of the rules into groups. Here, both the consensus between Plurality with Runoff and Hare and the consensus between Borda and Copeland is particularly high.

### 7.2.2 Ranking Consensus

In this section, we analyze the relationship between the rankings returned by the different rules: For Borda, Copeland, and Plurality, candidates are ranked according to their score. For Plurality with Runoff, eliminated (remaining) candidates are ranked according to their score in the first (second) round. In Hare, the elimination order defines the final ranking. We also consider the Kemeny consensus ranking. For each pair of voting rules, as already done in previous works [52, 39, 23], we compute the Spearman correlation coefficient for rank variables, which is based on the difference of the position of candidates in the two rankings. As for the Pearson correlation coefficient, 1 means a perfect positive correlation, 0 means no correlation, and −1 means a negative correlation.

In Figure 11a we include the Spearman correlation coefficient for all pairs of voting rules averaged over all elections. Comparing this with Figure 10a the consensus among rules concerning the full ranking of candidates is considerably lower than concerning the election winner. Only Kemeny, Borda, and Copeland exhibit an average correlation over 0.5. Figure 11a clearly differs from previous research that reported high Spearman correlation coefficients [23, 52, 39].
However, a partial explanation for this is that in these works elections with fewer candidates and (much) more voters have been considered. Especially rules like Plurality and Plurality with runoff have difficulties to differentiate the strength of candidates if there are few voters per candidate. Considering elections without a Condorcet winner (see Figure 11b), the correlation between the different rules is even lower.

On the dataset level, results again vary substantially. In Figure 11c, we show the average Spearman coefficient for boxing top 16 elections where the consensus is the highest, while in Figure 11d we depict the average Spearman coefficient for city rankings where the consensus is the lowest. In the boxing top 16 dataset, all rules (except for Plurality which has a very low correlation with all other rules) have a pairwise average Spearman coefficient of at least 0.63, especially Copeland and Kemeny (with 0.98) and Hare and Plurality with Runoff (0.95) are highly correlated. However, given that Plurality and Plurality with runoff work quite similar, their lack of correlation is quite surprising. Turning to city ranking elections, most of the rules produce completely uncorrelated rankings. Only Copeland, Borda and Kemeny together with Plurality and Hare still have some noticeable, yet still quite low, correlation.

8 Conclusion

We have collected, classified, analyzed, and used a diverse collection of real-world elections and provided various evidence hinting at their usefulness for experimental research. To the best of our knowledge, this is the first work that systematically compares elections from numerous different sources.

For future work, it would be interesting to analyze the relationship of the collected elections to elections drawn from various statistical cultures. Moreover, also performing our experiments on such synthetic elections could be useful to get a better understanding of their properties. In addition, examining the collected elections (even) more carefully would be of great use: While we have been able to provide intuitive explanations for some phenomena we observed, the reasons for others remain unclear. Furthermore, as we have found only little evidence to support the large-scale practical applicability of already developed parameterized algorithms, identifying new properties that are shared by many elections and that allow for the development of tractable algorithms would be extremely valuable. Finally, the main purpose of this project is to provide a helpful source of real-world election datasets, so we hope that others will find our data useful in bridging the gap between theory and practice in computational social choice.
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### Table 3: Information about not-used election datasets.

| name                  | type    | raw                  | relevant | complete |
|-----------------------|---------|----------------------|----------|----------|
|                       | #Elec.  | Avg. #Voters #Cand. | #Elec.  | Avg. #Voters #Cand. |
| board games           | time    | 1 130 5904          | 1 130   | 885      |
| table tennis top      | time    | 38 11.32 1429.92    | 36 11.5 | 670.47   |
| Giro d’Italia         | time    | 99 19.27 102.2      | 23 16.83 | 130.13   |
| marblelympics         | time    | 5 13.4 19.4         | 4 12.25 | 15.75    |
| mylaps                | time    | 635 28.67 25.87     | 394 25.33 | 29.59   |
| football combined     | crit.   | 23 1466.26 228.48   | 23 506.39 | 217.87   |
| basketball season     | time    | 1095 13.54 325.06   | 966 14.19 | 336.42   |
| basketball week       | crit.   | 382 38.82 342.38    | 378 35.8 | 337.34   |
| basketball combined   | crit.   | 20 741.5 341.65     | 20 671.4 | 315.65   |
| baseball season       | time    | 174 12.74 217.99    | 127 12.24 | 263.98   |
| baseball week         | crit.   | 159 14.3 299.47     | 158 10.34 | 192.44   |
| baseball combined     | crit.   | 10 221.6 299.8      | 10 134.8 | 249.6    |

**Board Games.** The board games data (collected by Snow [74]) contains a weekly ranking of the 2000 most popular board games on boardgamegeek.com between October 2018 and December 2021. We created a single *board games* election where each game is a candidate and each vote corresponds to the ranking of the games in one week.

**Table Tennis (World) Rankings.** The table tennis data (collected by Zydyk [87]) contains the monthly ITTF ranking of the top 500-1500 male and female table tennis players between 2001 and 2020. For each year, we created a *table tennis* election where each player is a candidate and each vote corresponds to the ranking of the players in one month.

**Giro d’Italia.** For each edition of the Giro d’Italia between 1910 and 2020, the data contains the completion times of all riders for each stage of the edition. The dataset was crawled by us from the website [procyclingstats.com](http://procyclingstats.com). For each edition, we created one *Giro d’Italia* election in which the riders are the candidates and each vote corresponds to a stage and ranks the riders by their completion time.

**Marblelympics.** The marblelympics are a competition of marbles in multiple races broadcasted on [youtube.com](http://youtube.com). For each edition of the marblelympics between 2016 and 2020, the data contains the completion times of all marbles for each stage of the edition. The dataset was crawled by us from the website [jellesmarbleruns.fandom.com](http://jellesmarbleruns.fandom.com). For each edition, we created one *marblelympics* election in which the marbles are the candidates and each vote corresponds to a race and ranks the marbles by their completion time.

---

**A Additional Material for Section 3**

**A.1 Further Datasets**

In the following, we present the additional datasets that we created. Notably, we could have also included all of them in our analysis from the main body but decided against it for the sake of conciseness. In Table 3, we present basic information about our further non-used datasets analogous to Table 1.
**Mylaps.** The mylaps data contains the completion time of athletes in each lap of a multi-lap competition (specifically, speed skating and cycling competitions). The dataset was crawled by us from the website [http://results.sporthive.com/](http://results.sporthive.com/) For each race, we created one mylaps election in which the athletes are the candidates and each vote corresponds to one lap and ranks the athletes by their completion time.

**College Sports.** Apart from the American football data presented and used in the main body, the college sports data (collected by Massey [51]) also contains weekly power rankings of college basketball teams (between 2001 and 2021) and college baseball teams (between 2010 and 2021) from different media outlets and ranking systems. For all three data sources, we created three different types of elections with teams as candidates: First, for each season and each ranking system, we created a season election where each vote corresponds to the power ranking of the teams in one week according to the ranking system. Second, for each week in one of the seasons, we created a week election where each vote corresponds to the power ranking of the teams in this week according to one of the ranking systems. Third, for each season, we created a combined election where each vote corresponds to the power ranking of the teams in one of the weeks according to one of the ranking systems.

**B Additional Material for Section 6**

**B.1 Properties of Elections From or Close to a Restricted Domain**

- Elections from a restricted domain are typically quite degenerate.

- In single-peaked elections the top-choices of all voters typically come from the same part of the societal order.

- Single-peaked or single-crossing elections that arise from deleting some candidates or voters from our election are more diverse than initially single-peaked or single-crossing elections.

Given that all but two of our elections that are part of a restricted domain come from the boxing top 16 dataset which contains elections where votes are typically very similar to each other, in this section we want to analyze the structural properties of elections that are part of or close to a restricted domain. In particular, we are interested in whether these elections are simply “degenerate“ (with all voters having more or less the same preferences, thereby being part of a restricted domain more “by accident” than “by design”) or “exploit” the full space of the domain (recall that, for instance, an election where half of the voters rank the candidates in one order and the other rank them in the opposite order is single-peaked, single-crossing, and group-separable).

**B.1.1 Elections from a Restricted Domain**

We first consider elections that are part of a restricted domain and show in Figure 12 a cumulative plot of their Kemeny score: A large majority of elections from a restricted domain have a Kemeny score below 100, while only around 6% of all elections have a Kemeny score below 100. In single-peaked elections, votes are especially similar (86% have a Kemeny score below 50), whereas for single-crossingness there are at least 22 elections (16%) with a Kemeny score above 100. Nevertheless, it seems that in real-world elections from a restricted domain voters have very similar preferences and that these elections only cover a very small part of the space of all elections from this restricted domain.
Considering all elections, there is a clear connection between the Kemeny score of an election and its distance to a restricted domain: In Figure 13 for each restricted domain, we depict the average Kemeny score of elections within some candidate deletion distance. The plot clearly shows that the further an election is away from a restricted domain, the higher, on average, is its Kemeny score. While for smaller candidate deletion distances, the average Kemeny score roughly increases by 30 if we increase the distance by one, there is a rapid increase by roughly 200 when moving from distance 10 to 11 (notably, for each restricted domain, roughly 30% of all elections are at candidate deletion distance 11). For the voter deletion distance the picture is similar. Overall, these findings indicate that in elections from or close to a restricted domain votes are similar to each other.

B.1.2 (Close to) Single-Peakedness

For single-peaked elections a very simple measure for how degenerate elections are is the number of different top-choices of voters, as the top-choice of a voter in a single-peaked election fundamentally influences the vote and in principle all top-choices are possible. To get a feeling for how many different top-choices an election typically has, in Figure 14 we depict the distribution of the number of different top-choices in an election. On average, our elections have only 4.081 different top-choices.
Number of Different Top-Choices. Out of our 79 single-peaked elections, in 78 of them, all voters have the same top-choice and in only one of them, voters have two different ones. This indicates again the degenerateness of the found single-peaked elections. Moreover, in Figure 15 in dotted lines we depict the average number of different top-choices in elections at a given voter and candidate deletion distance. Remarkably, for elections up to candidate deletion distance 6 and up to voter deletion distance 19 the average number of top-choices is smaller than 2 and only moving (even) further away from single-peakedness leads to a substantial increase in the number of top-choices. This suggests that also elections close to single-peakedness do not capture the full space of these elections. However, it is also possible to take a different view here and to consider the elections at some distance to single-peakedness after the deletion of candidates or voters (so the elections that remain and that are actually single-peaked). The results are depicted in the solid lines in Figure 15. Interestingly, the elections created this way seem to be a bit more diverse than originally single-peaked elections: Until candidate deletion distance 11 the average number of top-choices constantly increases from around 1.5 top-choices at distance 3 to around 3 top-choices at distance 11. For the voter deletion distance we have a more or less constant increase from around 1 for distance 0 to around 1.7 for distance 27. This steady increase is even more remarkable considering that by deleting voters or candidates we decrease the maximum number of possible different top-choices.

Interestingly, the results from the previous paragraph suggest that the Walsh model [80] to sample single-peaked preferences might be more realistic than the Conitzer model [19]. In the Walsh model, one samples an election from the space of single-peaked elections uniformly at random and with a high-probability the top choice of all voters is one of the middle (two) candidates from the societal order. In contrast to this, in the Conitzer model, top-choices of voters are drawn uniformly at random. This hypothesis gets confirmed in the next paragraph.

Position of Top-Choices in the Societal Order. Next, we analyze where top-choices of voters in single-peaked elections lie on the societal order. Without loss of generality assume that the societal order is \( c_1 \succ \cdots \succ c_{15} \) (if this is not the case we can relabel the candidates). Thus, \( c_1 \) and \( c_{15} \) are the extreme candidates in this election (e.g., in case that an election models a political election these could be the left extremist and right extremists candidates), whereas \( c_7 \) and \( c_8 \) are in some sense the center candidates. We are now interested in the rank of the top-choice of each voter in the societal order, which corresponds to the candidate’s index for the societal order \( c_1 \succ \cdots \succ c_{15} \). For this, we look at the single-peaked elections that are obtained from our initial elections by deleting a minimum number of candidates or voters (i.e.,
the single-peaked “cores” of our elections obtained when computing the respective distances to single-peakedness). We depict the frequency of top-choice ranks in the societal order in Figure 16. In Figure 16a, we consider all elections from our dataset which are single-peaked. The results are remarkable in two ways.

First, the top-choices of voters do not lie in the middle of the societal order (like one would probably intuitively expect it), but are heavily skewed to one side. One explanation for this could be the single-peaked detection algorithm by Escoffier et al. [32] which we use. This algorithm constructs the societal order in a greedy fashion by successively inserting candidates ranked last by some voter at the extremes of the societal order. Ties are here broken always by inserting candidates on the top free position in the societal order, which could result in top-choices of voters typically being inserted rather in the bottom of the axis. To check this hypothesis, we reran the experiments with an adapted variant of the single-peaked detection algorithm, where we break ties independent uniformly at random and depict the results in Figure 16b. Indeed, the top-choices of voters now lie in the middle of the axis. Consequently, the voters top-choices are not “truly” skewed to one side. Nevertheless, these observations still allow for some non-obvious conclusions concerning our data: Single-peaked elections are typically consistent with many potentially quite different axes, indicating that the final axis carries only little meaning and in single-peaked elections votes are quite similar.

Second, the top-choices of voters come all more or less from the same part of the societal order. Remarkably, there is not a single vote in all single-peaked elections where one of the first eight candidates from the societal order is ranked in the first position. In principle, any distri-
bution is possible. For instance, the synthetic Conitzer model assumes a uniform distribution of top-choice ranks. This seems to be far away from reality. However, this might be also due to the fact that all but two of our single-peaked elections come from the boxing top 16 dataset in which votes are anyway quite similar. Thus, to test this observation we now also look at the single-peaked elections that result from deleting a minimum number of voters or candidates from close to single-peaked elections.

We start by looking at the single-peaked elections that result from deleting \( i \) candidates from elections that are at candidate deletion distance \( i \) from being single-peaked. We depict the corresponding plot for \( i = 3 \) in Figure 16c. Independent of the value \( i \), the plots always look similar to a Gaussian distribution, confirming our earlier observation that all voters typically have top-choices from the same part of the societal order. However, for increasing \( i \), the peak of the distribution moves towards the center of the societal order. For instance, after removing for instance 3 candidates, the most frequent top-choice rank is 7. This indicates that the generated elections are no longer compatible with a lot of quite different societal orders.

If we instead consider single-peaked elections that result from deleting \( i \) voters from elections that are at voter deletion distance \( i \) from being single-peaked, the picture is slightly different: Here, for \( i \in [0, 22] \), the distribution is again similar to a Gaussian distribution with the peak slowly shifting towards the center. We depict the distribution for \( i = 12 \) in Figure 16d. However, for \( i \geq 23 \), more and more votes start to have the last candidate from the societal order as their top choice (see Figure 16e for \( i = 25 \) for an example). Note that if a voter has the last candidate from the axis as its top-choice, then its vote is already fully determined by this (as the reversed societal order). This indicates that in elections at a large voter deletion distance the single-peaked core simply consists of identical votes.

B.1.3 (Close to) Single-Crossingness

Recall that for single-crossingness we require that if we move along the central order of voters the ordering of each pair of candidates changes at most once. So the extremely diverse case would be that each pair of candidates changes ordering exactly once. This is why we consider the fraction of pairs of candidates that change their ordering as a measure for the degenerateness of the election. Here for candidate/voter deletion distance larger than zero, we analyze only the properties of the elections that remain after the deletion of candidates or voters (as for the original elections there is no ordering of voters).

In Figure 17, we show the results. While for single-crossing elections only on average 6.5% of candidate pairs swap their ordering when moving along the central order, for increasing candidate deletion distance this value constantly increases until almost all of the remaining candidate pairs switch their ordering. For increasing voter deletion distance it increases until half of all candidate pairs switch their ordering. The difference between the behavior for the candidate and voter deletion distance here is probably due to the fact that with fewer candidates remaining it becomes “easier” to swap the ordering of all candidate pairs, while with fewer voters remaining it becomes in some sense “harder”. Nevertheless, the results also suggest here that the single-crossing “core” of non-single-crossing elections is much more diverse than full single-crossing elections from our dataset.

B.2 General Preference Restrictions

All three considered restricted domains can be characterized via two forbidden configurations (meaning that elections are part of the domain if they do not contain both forbidden configurations). The most important configurations are:
Figure 17: Fraction of candidate pairs who are not ranked in the same order by all voters for elections at a certain distance from single-crossingness after deleting the respective candidates or voters.

**α-configuration**: Two voters $v$ and $v'$ and four candidates $a, b, c,$ and $d$ with:

\[ a \succ b \succ c \land d \succ b \text{ and } c \succ' b \succ' a \land d \succ' b. \]

**β-configuration**: Two voters $v$ and $v'$ and four candidates $a, b, c,$ and $d$ with:

\[ a \succ b \succ c \succ d \text{ and } b \succ' d \succ' a \succ' c. \]

**γ-configuration**: Three voters $v$, $v'$, and $v''$ and six (possibly identical) candidates $a, b, c, d, e,$ and $f$ with:

\[
\begin{align*}
&b \succ a \land c \succ d \land c \succ f \text{ and} \\
&a \succ' b \land d \succ' c \land e \succ' f \text{ and} \\
&a \succ'' b \land c \succ'' d \land f \succ'' e.
\end{align*}
\]

**δ-configuration**: Four voters $v$, $v'$, $v''$, and $v'''$ and four (possibly identical) candidates $a, b, c,$ and $d$ with:

\[
\begin{align*}
&a \succ b \land c \succ d \text{ and} \\
&a \succ' b \land d \succ' c \text{ and} \\
&b \succ'' a \land c \succ'' d \text{ and} \\
&b \succ''' a \land d \succ''' c.
\end{align*}
\]

**best-configuration** Three voters $v$, $v'$, and $v''$ and three candidates $a, b,$ and $c$ with:

\[ a \succ b \land a \succ c \text{ and } b \succ' a \land b \succ' c \text{ and } c \succ'' a \land c \succ'' b. \]

**worst-configuration** Three voters $v$, $v'$, and $v''$ and three candidates $a, b,$ and $c$ with:

\[ a \succ c \land b \succ c \text{ and } a \succ' b \land c \succ' b \text{ and } b \succ'' a \land c \succ'' a. \]
Figure 18: Diagram visualization the number of elections which do not admit a forbidden configuration. Each line corresponds to one configuration. For each configuration, in the right most column, the number of elections without the respective configuration is shown. In the other columns elections that do not admit one or multiple configurations are represented: Their number can be found at the bottom and the configurations they do not contain are highlighted. For instance, the second column says that there are 16 elections that do not admit a $\beta$- and $\delta$-configuration.

**medium-configuration** Three voters $v$, $v'$, and $v''$ and three candidates $a$, $b$, and $c$ with:

\[
\begin{align*}
  b &> a > c \lor c > a > b \\
  a &>^{'} b >^{'} c \lor c >^{'} b >^{'} a \\
  a &>'' b \lor b >'' c \lor'' a
\end{align*}
\]

**value-configuration** Three voters $v$, $v'$, and $v''$ and three candidates $a$, $b$, and $c$ with:

\[
\begin{align*}
  a &> b > c \land b >^{'} c >^{'} a \land c >'' a >'' b.
\end{align*}
\]

The domains of best/worst/medium/value-restricted elections are characterized by the absence of best/worst/medium/value-configurations. Elections without a best-, worst-, or medium-configuration also do not admit a value-configuration.

Single-peaked elections are characterized by the absence of $\alpha$- and worst-configurations. Single-crossing elections are characterized by the absence of $\gamma$- and $\delta$-configurations. Group-separable elections are characterized by the absence of $\beta$- and medium-configurations.

In Figure 18, we visualize the number and relationship of elections that do not admit one (or multiple) of the forbidden configurations. We find that for single-peaked elections, which are characterized by the absence of $\alpha$- and worst-configurations, worst-configurations are practically irrelevant as all elections that do not admit a $\alpha$-configuration also do not admit a worst-configuration. Similarly, for single-crossing elections (characterized by the absence of $\gamma$- and $\delta$-configurations) $\delta$-configurations are fully redundant. For group-separable elections (characterized by the absence of $\beta$- and medium-configurations) $\beta$-configurations are redundant in most cases. Lastly, there is one configuration which in an overwhelming majority of elections does not appear if any other configuration does not appear (some of these relationships are theoretically guaranteed): value-configurations. Among the 424 elections not admitting one of the forbidden configurations, 383 do not admit a value-configuration. This hints at the practical relevance of value-restricted elections [70] as a (more) frequently occurring restricted domain.

Motivated by this observation, we also checked the voter deletion and candidate deletion of our elections from being value-restricted using the algorithmic ideas of Elkind and Lackner [25]. In Figure 19 we depict a cumulative distribution function visualization the fraction of
Figure 19: Fraction of elections within a given candidate deletion (solid) or voter deletion distance (dashed) from single-peakedness (blue), single-crossingness (orange), group-separability (green), and value-restricted (black).

elections that are within a certain candidate/voter deletion distance from single-peaked/single-crossing/group-separable/value-restricted (note that this figure is the same as Figure 7 but with added black lines for value-restricted). As visible in Figure 19a, while elections are in fact closer to being value-restricted than to any of the other three restricted domains, there are still only few elections within a small voter/candidate deletion distance. The difference between value-restrictedness and the other three restricted domains is most pronounced for the voter deletion distance for spotify month elections (Figure 19a): Here, usually around 10 less voters need to be deleted to make an election value restricted than to make it fall into one of the other three restricted domains. The other datasets from our first group close to identity exhibit a similar behavior.

C Additional Material for Section 7

C.1 Number of Ties and Impact on Winner Consensus

We computed three different ways of evaluating the similarity of winners returned by different voting rules:

**Lexicographic agreement** This measure is one if in case that we apply lexicographic tie-breaking, the returned winner is the same and zero otherwise.

**Non-empty overlap** This measure is one if the winner sets overlap and zero otherwise.

**Normalized overlap** For two winner sets $W_1$ and $W_2$ of two voting rules the overlap is $|W_1 \cap W_2|/|W_1 \cup W_2|$.

Note that these three measures coincide if both voting rules return a unique winner. So let us focus for a moment on how often the considered voting rules select more than one winner. As shown in Figure 20a, all our voting rules expect Borda return a tied winner on only 5% of all elections; for Borda it is only 1% of elections. One possible explanation for this could be that most of our elections admit a strong Condorcet winner and that in this case rules are likely to return it as the unique winner. Examining Figure 20b, where we depict the fraction of elections without a strong Condorcet winner that are tied, this intuition gets confirmed: Under all voting rules, the fraction of all elections without a strong Condorcet winner that are tied is at least three times higher than for all elections. That is, of all elections without a strong Condorcet
winner 16%, 3%, 37%, 27%, and 31% are tied under Plurality, Borda, Copeland, Plurality with Runoff and Hare, respectively. In particular, for Copeland, Plurality with Runoff and Hare are these values remarkably high. This might be due to the fact that all these three voting rules might boil down to a pairwise comparison between two candidates: While a strong Condorcet winner always wins such a comparison, without one ties can arise. Lastly, observe that as the fraction of elections with a strong Condorcet winner varies significantly among our datasets, it is quite intuitive that the fraction of tied elections also depends on the dataset.

Coming back to our original question of comparing our three measures for the consensus of voting rules, lexicographic agreement and normalized overlap produce mostly very similar results. For lexicographic agreement and non-empty overlap, results are similar for the aggregate dataset but differ slightly more on elections without strong Condorcet winners (which is also quite intuitive because we previously observed that these elections are more likely to be tied). In Figure 21, we display the average non-empty overlap for elections without a strong Condorcet winner (for the aggregate dataset the picture for non-empty overlap is very similar to the one for lexicographic agreement). As the non-empty overlap measure is always one if the lexicographic agreement holds.

Figure 20: Fraction of elections where voting rules returned multiple winners. Colors express normalized values which are normalized with respect to the maximum in each column.

Figure 21: Non-empty overlap on all elections without Condorcet winner.
agreement is one, comparing Figure 21 to the analogous plot (Figure 10b) for the lexicographic agreement, we observe that the values for the non-empty overlap are higher. However, given that we previously observed that voting rules return tied winners only on a minority of elections, the extent (e.g., for Hare and Plurality the lexicographic agreement is 0.5 and the non-empty overlap is 0.71) is partly surprising. Moreover, the results for the non-empty overlap confirm our proposed splitting of voting rules into two groups.