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Abstract—It is observed that the inductive and capacitive features of the memristor reflect (and are a quintessence of) such features of any resistor. The very presence of the voltage and current state variables, associated by their electrodynamics sense with electrical and magnetic fields, in the resistive characteristic \( v = f(i) \), forces any resistor to accumulate some magnetic and electrostatic fields and energies around itself, i.e. \( L \) and \( C \) elements are always present. From the circuit-theoretic point of view, the role of the memristor is seen, first of all, in the elimination of the use of a unique \( v(i) \). This makes circuits with hysteresis characteristics relevant, and also suggests that the concept of memristor should influence the basic problem of definition of nonlinearity. Since the memristor mainly originates from the resistor, it was found necessary to overview some unusual cases of resistive circuits. The present opinion is that the framework of basic circuit theory and its connection with applications should be logically expanded in order to naturally include the new element.
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I. INTRODUCTION

1.1 General. Predicted by L.O. Chua in [1] (see also [2,3]), and already technologically realized [4], the memristor (i.e. "resistor with memory") and memristive circuits have became a popular research topic, e.g. [5-18] and references therein. The original purpose [1] of this specific circuit element is to connect an electrical charge with a magnetic flux, which is outside the borders of the use of the resistive characteristic given only by an equality \( v = f(i) \), with a unique \( f(.) \). The element must be nonlinear (NL), remembering (i.e. influenced by) the integral charge passed via it. The connection of a nonlinearity with a memory is known in magnetic [19], ferroelectric [20,21] and discharge lamps' [22] characteristics, where the hysteresis curves, necessarily associated both with memory and nonlinearity, arise, and now we have a new basic element to be thoroughly discussed from the physical and circuit/system theory points of view. As is pedagogically stressed in [23], every scientific discovery not only opens some new ways for the future, but also allows us to better understand what was done in the past, and the discovery of the memristor requires the common (usual) resistor to be reconsidered. Though [1] and to a degree [2] give a formal definition of the memristor, the framework of the basic circuit theory and its connection with applications should be enlarged in order to include the new element naturally.
1.2 A comment on the application of [4]. Many years have passed after [1] until [4] aroused real interest in memristors, and thus [4] deserves a special attention. The application of the memristor found in [4] is a two-state resistive switch \(R_{\text{YES}}, R_{\text{NO}}\) such that \(R_{\text{NO}} \approx 10^4 R_{\text{YES}}\), which is a good switching. The tendency in [4] of using the memristor-switch for improving the speed of the computer operation is a specific and attractive direction that immediately led to the appearance of many other research works. It is worth considering that the target of [4] requires the values of \(R_{\text{YES}}\) and \(R_{\text{NO}}\) to exist very reliably. This presents some technological challenges, already reflected in [4-18]. (Recall, to the point, that after being forgotten for many years, Boolean \{YES, NO\} logic received wide applications only after the appearance of computers, in which, in the electronics realization, the "NO"-element are as well physically defined and as reliable, as the "YES-"element.) Noticeably, any hysteresis-type voltage-current \(v-i\) characteristics with very different slopes of \(d\!v/d\!i\), including the curves appearing in Section III, have to be considered in view of the requirement of reliability, which means that the shapes of the hysteresis curves-cycles have to be very stable in the whole range of the frequency operation. This stability is usually obtained by a clear specification of some of the system's quantum properties, i.e. of the precise discrete values of some physical variables of the system. However, the fact that any such element is not a good voltage source (that would provide the needed stability of the realization of the values of \(d\!v/d\!i\) and make their use be technically simple), is a problem for applications.

1.3 The role of the electromagnetic fields. According to our target of over-viewing some theoretical points that should not be missed in the field, Section II touches, after [24], the fact that the electrical and magnetic fields, which are organic features of \(C\) and \(L\) elements, are accumulated in the space around any conductive element. These physical fields are necessary for the power losses in the element to occur (even in the dc process), and the accumulated energy associated with the fields represents some memory. This physical argument cannot be missed, because as a rule, the hysteresis-type \(v-i\) characteristics, often used in the consideration of memristors [5-18,25], possess some \(L\) or \(C\) properties. The focus on the dc state of a lumped circuit, allows one to better compare the theoretical roles of the memristor and of the common resistor. That this topic is relevant to the well-known frequency limits of applications of Kirchhoff's equations [26,27] does not mean that this topic is redundant here; it just further stresses the need of the analysis of the fields, and of the electromagnetic interferences, because the suggestion of [4] to increase the speed of the operation of computers means increase of the frequency range. All this is connected not only with the reliability of the logical operations; we make here some heuristic points for basic circuit theory.
II. THE COMMON RESISTOR AND THE ENERGY FLOW

Circuit theory [26,27] defines the resistor as a one-port described by the voltage-current one-to-one relation

\[ v = f(i), \quad (1) \]

though this relation need not be given explicitly, that is (1) can be more generally given as some curve \( f(v,i) = 0 \), in the \( v-i \) plane. Practical engineers often tend to understand the term "resistor" only as related to the linear dependence \( v = Ri \) where the constant coefficient \( R \) is the resistance.

An immediate observation (unfortunately not appearing in textbooks) is that since (1) is formulated in terms of the capacitor's and inductor's state variables (\( v \) for \( C \), and \( i \) for \( L \)), no working resistor can exist without some associated capacitance and inductance, which are some energy-accumulating elements having some memory.

Indeed, for any flowing current \( i \) (may be a direct current) there is [28] a magnetic field \( H \) around the wire (the element), and thus there is the magnetic energy \( \sim H^2 \) associated with some inductance. Similarly, if we have a voltage drop \( v \) on an element, then we have an electrical field \( E \) of which \( v \) is an integral measure, and since the tangential \( E \) is continuous on the surface of the conductor [28,29], it exists also outside the conductor, and electrostatic energy \( \sim E^2 \), as that of a capacitor, is accumulated around the conductor. Of course, the fields and the energies exist also inside the conductor.

Furthermore, since the current flows in the direction of \( E, E \) appears to be perpendicular to \( H \) around the conductor, so that the nonzero Pointing vector (the vector product) \( S = [E,H] \) is directed towards the conductor, and the energy comes from the outer space to the element; in this way it is dissipated in the conductor (i.e. is heating it) as instantaneous power \( p = vi \) (for the linear case, \( Ri^2 \)) supplied to the conductor.

**Remark 1:** For a cylindrical form of the conductor, the direct proof is very simple. The electrical power flowing into the conductor is \( sS \) where \( s \) is the relevant part of the conductor's surface. Using also the length \( l \) of the cylinder and its radius \( r \), we have for the flow of the energy into the conductor

\[ sS = sEH = (l2\pi r)\left(\frac{v}{l}\right)\left(\frac{i}{2\pi r}\right) = vi \quad (2) \]

i.e. precisely the consumed power \( p \). The dependence of \( v \) on \( i \) is not important here, the conductor can be electrically nonlinear in any degree.

Thus, even the state with the established dc current, is, essentially, a field problem [38] in which the surface of the resistor plays the role of the boundary of the space with the field. Figure 1 (used in [24]) illustrates the argument.
Thus, by the very sense of the variables \( v \) and \( i \) defining the common resistor, there always is some accumulated electromagnetic energy. In other words, there are a capacitance and an inductance organically associated with any resistor, in any circuit.

Of course, one should not interpret these absolutely necessary capacitance and inductance as parasitic elements, because no parasitic element defines the basic properties of a circuit (here, the value of \( p \)); any resistor has to consume the power as is described.

From the positions of field theory, the existence of both electrical and magnetic fields in the dc state is associated with the fact that the boundary is conductive, i.e. there cannot be \( v \) without \( i \), i.e. \( E \) without \( H \). It would be interesting to consider the mutual influence of the circuit and field problems in more detail; for instance, the cases of superconductive elements (when only some internal resistance of the battery is present, i.e. the battery becomes a current-source), several parallel conductors, etc..

2.1. The argument of the theory of relativity. Regarding Fig. 1, it is also important to note that if we apply Ohm's law to a series connection of so many resistors that the length of the connection is many kilometers, -- then, applying the battery to the chain and assuming that the momental (instantaneous) relation \( v = Ri \) (or any other \( v = f(i) \)) is correct, we can instantaneously transfer the signal as the current (i.e. the information about connecting the source) over the whole distance, which obviously contradicts the theory of relativity stating that no signal can propagate quicker than electromagnetic waves.

It thus becomes clear that after closing the switch there is an initial electromagnetic wave, propagating from the battery and leading to a finally established process with the dc current, while at this very dc state there is a steady flow of energy from the battery to the resistor via the outer space, associated with an inductance and a capacitance. \( \tilde{S} \neq 0! \)

Thus, the fields and the \( L \) and \( C \) properties of the common resistor described by (1) are required by the theory of relativity.

The connection with memristors is seen if one notices that any non-unique function (and we indeed avoid any unique \( v = f(i) \)) implies some memory associated with the fields, the energy, and the time delays. Indeed, it is impossible to choose one of the two values of a function, given
at the same value of the argument, not knowing which one is obtained first, which is the memory and the development of a process in time.

III. ON THE MATHEMATICAL (CIRCUIT DESCRIPTION) SIDE

Another immediate observation regarding (1) is that in order to describe hysteresis elements, i.e. to move from the unique characteristic (1) to a non-unique one, it may be sufficient to include \( \frac{di}{dt} \) in (1). The fact that the use of \( \frac{di}{dt} \) connects the non-uniqueness with the memory, can be clearly seen from the system

\[
v = f(i, \lambda) \\
\frac{di}{dt} = \lambda
\]

in which we consider \( \lambda \) as a parameter ranging along some family \( v = f(i) \). Simultaneously, there is some necessarily accumulated energy, associated with \( \frac{di}{dt} \) (i.e. with some voltage, see below) which is an integral measure expressing the same memory.

The relevant function of the two variables \( v = f(i, \frac{di}{dt}) \) may have the very simple form of the sum of the two functions of single variables, \( v = f(i) + g\left(\frac{di}{dt}\right) \), but we require \( f(.) \) to be singular, i.e. to have jumps by itself, or in some of its derivatives, which causes Fourier expansion/series of the time-function \( \psi(t) \equiv f(i(t)) \) to be infinite. Some such models connecting \( v(t) \) with \( i(t) \) and \( \frac{di}{dt} \) are considered in detail below, and the singularity of \( f(.) \) appears to be very important.

The singularity of a model-characteristic is not encouraged, although not prohibited, by the following (introduced in [2] and then used, e.g., in [15]), description of memristive 1-ports:

\[
v = R(\vec{x}, i) \\
\frac{d\vec{x}}{dt} = f(\vec{x}, i) \tag{3}
\]

where \( \vec{x} \) is the vector of the internal state variables of the memristor.

The memory is reflected by (3) because of the time-derivative; and solutions of differential equations depend on the initial conditions, i.e. on the past. The scalar function \( R \) (the "memristance") in (3) generally depends on several variables as well as on the history of the process.

The presence of the variables \( v \) and \( i \) in (3), as well as in the model \( v = f(i) + g\left(\frac{di}{dt}\right) \), makes the physical comment of Section II also relevant to the memristors. From the mathematical point of view, it is important that in order to move from a common resistor to a memristor, one variable
included in $R$ is sufficient. Reference [30] considers reduction (via some functions' superposition) of the number of arguments from a function of many variables to functions of a smaller number of variables. Since it is possible to derive one higher order equation for one variable from a system of first order equations for several variables (the second line of (3)), it is interesting to know when $R(.,i)$ can include only $i$.

3.1 Some additional comments on (3). In order to clarify how equations (3) reflects the basic definition [1] of the new element which connects magnetic flux

$$\psi(t) = \int v(t) dt$$

with electrical charge

$$q(t) = \int i(t) dt,$$

we observe, with some simplification, that from the second equation of (3), $\dot{x}(t)$ should depend on $\int i(t) dt = q(t)$. Then, from the first equation,

$$v(t) = F(q(t),i)i$$

with some function $F(.,.)$, and

$$\psi(t) = \int v(t) dt = \int F(q(t),i)i dt = \int F(q,i) dq.$$

Thus, if $i(t) = dq/dt$, included in $F$, can be directly expressed via $q$ (that is, some differential equation for $q(t)$ can be derived), then we have a direct connection between $\psi$ and $q$. Thus, according to model (3), the charge variable has to be well defined.

We can, however, move to the dual situation of:

$$i = G(\ddot{x},v)$$

$$\frac{d\ddot{x}}{dt} = \ddot{f}(\ddot{x},v)$$

Then, having $\ddot{x}(t)$ dependent on $\int v(t) dt = \psi(t)$, we know from the first equation that $i(t) = F(\psi(t),v)v$, and

$$q(t) = \int i(t) dt = \int F(\psi,v)v dt = \int F(\psi,\frac{d\psi}{dt}) d\psi.$$

In this case, in order to connect between $q$ and $\psi$, a good description of the flux variable (i.e. a differential equation for $\psi(t)$, expressing $d\psi/dt$ via $\psi$) is needed.
According to the original idea of [1], in the actual realization of the memristor in [4] the resistance depends on the charge that has passed via the same element. However, recalling that from the matrix point of view, the well-known dependent sources [26,27] are just some "non-diagonal resistors", one notes that the element's resistance can be dependent on the charge that has passed via another element of the same 1-port. Indeed, in (3), the initial conditions, associated with the memory, can relate to some \( x \) that need not be \( v \) or \( I \); thus a "dependent memristor" can be theoretically obtained. However, there is a problem, since dependent sources have internal sources of energy, while the memristor is basically defined as a passive element. This means that model (3) can be problematic in the energetic sense, which shows that the mathematical description of the memristive systems should be further developed. The latter can also be seen from the writing, in some of the references, in (3b), "\( f \)" as a scalar (even if dependent on a vector), which is obviously wrong because the left hand-side of the equation is a vector.

A question arises regarding (3) – would it be possible for the function \( R(.,.) \) to include \( di/dt \), which does not contradict (3)? This question interests us in view of [31-33] where the \( v(t)-i(t) \) dependence for the extremely significant fluorescent lamp appears as (see equation (8) below)

\[
v = f (i, di/dt) i . \tag{4}
\]

This relation cannot be written as any \( v(i) \), and the (weak) inductive feature of the lamp is obvious from the dependence of \( v \) on \( di/dt \). The classical monograph [22] gives the form (4), but in [22] \( f \) is claimed to be unknown. Introducing model \( v = f(i) + g\left(\frac{di}{dt}\right) \) with a singular \( f(.) \), [41] makes it known.

### 3.2 Some hysteresis characteristics.

Figures 2 and 3 show two hysteresis characteristics of real fluorescent lamps. The transfer from the high \( dv/di \) to a low one, observed in these figures, is memristive behavior. We model such characteristics below, using the singular function \( \text{sign}[i] \).

Since for the lamp-circuit that converts the electrical energy into light, the averaged consumed power \( P = \langle p(t)\rangle = \langle v(t)i(t)\rangle \) is the main parameter, it is important for a model to give correct values of \( v \) at the high values of \( i \), when \( p(t) \) is relatively large. (Consider \( P \sim \int p(t) dt \).) Thus, though there is a significant deviation of \( \text{sign}[i] \) from the real \( v(i) \) at low currents, this function is generally appropriate.

If, however, in a memristor application, one uses the lamp (or any other device with a hysteresis characteristic) as a voltage source for a load, then one has to remember that per se it is a very non-ideal voltage source, and that the voltage will be more stable when the current is not too small. Thus, such a memristor can require use of amplifiers to support modeling.

According to [1,2] a typical memristive hysteresis should disappear at high frequencies. This requirement does not seem to be necessary for applications (and in Section VIII we consider a hysteresis system not necessarily showing this disappearance), but this is, indeed, the situation [32] with the fluorescent lamps.
The physical and circ.-theor. significance of the Memristor: Full version.

Fig 2: The (mainly) resistive hysteresis loop of a fluorescent lamp. The direction of the loop-movement is clockwise; the voltage obtains its highest value before the current, which is an inductive feature. The transfer from the high value of the differential resistance $dv/di$, to the low value and backwards relates to the memristive behavior, but, as explained in the main text, use of the hysteresis features under load can require amplifiers, i.e. sources of energy (batteries).

Fig 3: A loop for a fluorescent lamp with a smaller tube diameter, i.e. a smaller gas mass. In this case, the range of the values of $dv/di$ is very wide, but the voltage can be changed when a load is connected to the lamp in parallel fashion. That is, it is not easy to use the attributes of the memristive behavior.

The lamp's inductive feature is associated with the clockwise direction of its hysteresis $v$-$i$ loop. (Indeed, for a pure inductor, having the Lissajous figure in the $i$-$v$ plane as a circle, the voltage leads the current, i.e. the point $(i = 0; v = v_{\text{max}})$ comes in time before the point $(i = i_{\text{max}}; v = 0)$.) The opposite direction of such a loop means capacitive behavior. See [32,20,21] for more details.

One observes that clearly any hysteresis characteristic relates to memory, because movement along the hysteresis loop is associated with remembering the previous position on the loop.

Another remarkable fact, stressed in [32,33], is that the energy associated with the lamp's inductance $L'$,

$$W_{L'} = L' \frac{i^2}{2}, \quad \text{(5)}$$

is of an electrostatic origin. This energy is associated with the separation of positive and negative charges because of the bipolar diffusion. There is no significant magnetic flux associated with the lamp, justifying the rather large value of $W_{L'}$. Thus, introducing $di/dt$ into (4) we mathematically obtain an inductor, but its energy appears to be of a capacitor's nature. In diffusion processes, the current can be delayed with respect to the voltage, which is an inductive
feature per se, agreeing with \( v \sim \frac{dv}{dt} \), or \( i \sim \int v \, dt \), but not having any relation to any significant magnetic flux and magnetic energy. See also [34,35] suggesting the possibility of inductive features of the human-body impedance, because of possible diffusive processes in the body.

3.3 The use of the singular time functions. Regarding the purely resistive \( v(i) \)-model of first approximation of the lamp, suggested by Figs 2 and 3,

\[
v(i) = A \text{sign}[i], \tag{6}
\]

with a constant \( A \), not yet taking into account the hysteresis, it is natural to transfer to the relation between the time functions:

\[
v(t) = A \text{sign}[i(t)], \tag{7}
\]

allowing the periodicity of \( i(t) \) to be well used in the circuit's Fourier analysis. Indeed, for \( i(t) \) without pauses where it would be identically zero, the \( \text{sign}[i(t)] \) is a simple rectangular wave \([31,32]\) that could also be written as \( v(t) = A \text{sign}[\sin \omega t] \), with the period \( T = 2\pi / \omega \) the same as that of the non-sinusoidal \( i(t) \) satisfying in such a circuit the equation \( i(t + T/2) = -i(t) \) and having only 2 zero-crossings per period. The use of (7) will be our focus.

Since, as is explained in [36], for many switched circuits and systems no characteristic exists, it is sometimes desirable to use from the very beginning models involving time-functions \( v(t) \) and \( i(t) \). Usage of such models is especially important when an element cannot be properly defined when taken separately, but only when it is inside a circuit. (Notice that the fluorescent lamp is such an element.) In fact, (3) is also similar to this, and see [37] for such considerations. In the following section we demonstrate how to transfer from (7) to a hysteresis characteristic, namely to

\[
v(t) = A_1 \text{sign}[i(t)] + L \frac{di}{dt} \tag{8}
\]

where the inductive term is added and the factor before \( \text{sign}[i(t)] \) is increased. This is a much more flexible description of the lamp than (7).

The range of \( dv/di \) in (6-8) is extremely wide, and we have to somewhat smooth the jumps of this singular function in order to be closer to the real situation, and to have time for using the high value of the derivative in an application. However, when speaking about power consumption, which is the inherent feature of any resistive element, we do find that (6) and (8) are good models. Observe also that, using (8),

\[
P = \langle i(t) v(t) \rangle = \left\langle i(t) (A_1 \text{sign}[i(t)] + L \frac{di}{dt}) \right\rangle = A_1 \left\langle |i(t)| \right\rangle,
\]

because \( i(t) \) and \( di/dt \) (as well as \( \text{sign}[i(t)] \) and \( di/dt \)) are mutually orthogonal over large time intervals and in particular for periodic processes when the averaging can be done over one period. The relation \( P \sim |i| \) is important for revealing the unusual scaling features of the lamp's power. See also [32,33] for analysis of the power.
IV. AN EXAMPLE OF ANALYZING HYSTERESIS CHARACTERISTICS

As shown below, the more detailed form of (8) is

\[ v(t) = A(1 + 2 \frac{L'}{L}) \text{sign}(i(t)) + L \frac{di}{dt} \]  

(9)

i.e. \( A_1 = A(1 + 2 \frac{L'}{L}) \) where \( L \) is the inductance of the ballast \( B \) shown in Fig. 4, and \( A \) keeps its sense of \( v \) taken at \( i_{\text{max}} \). (As is explained in [32] and referenced there, \( A \) has a very stable value associated with the quantum features of the low-pressure gas discharge.) Thus, (6) can be seen as a limiting case of a symmetric hysteresis loop when the hysteresis parameter \( L' \to 0 \).

Equation (9) is relevant to the values of \( \frac{dv}{di} \) that can be obtained from the hysteresis loop, and also to the element's power consumption. This equation is supported by the following observation. Both of the inequalities \( L' > 0 \) and \( A_1 > A \) reflect the same hysteresis phenomenon, i.e. it should be \( A_1 - A \sim L' \). Because of the dimensional (physical units) reasons \( (A_1 - A)/A = kL'/L \) for some non-dimensional constant \( k \), while \( L \) must be a property of the ballast \( B \), since there is no other inductance to serve as reference. Thus, \( A_1 = A(1 + kL'/L) \).

The presence of the external inductance \( L \) in the \( v(t)-i(t) \) relation (9) supports the aforementioned opinion of [37] that it may be better to define an element not independently, but rather in the circuit context.

A systematic nonlinear theory of fluorescent lamp circuits based on the simplest model (6,7) is given in [31]. The original derivation of (9), given in [33], uses a separation of \( i(t) \) into two parts different in their analytical properties (smoothness). This specific analytical method is very helpful in employing the singular models for such systems.

4.1 The smooth and rough parts of the current function. Considering the circuit of Fig. 4, where \( 'e' \) is the lamp, we write

\[ i(t) = \hat{L}_1[v_{in}(t)] + \hat{L}_2[v(t)] \]

\[ = \hat{L}_4[v_{in}(t)] - A\hat{L}_2[\text{sign}(i(t))] \]  

(10)

where \( \hat{L}_1 \) and \( \hat{L}_2 \) are \emph{linear integral operators} representing the steady state output-current response of \( B \) to its inputs. (When considering \( B \) \emph{per se}, we can, according to the basic substitution theorem [26,27], interpret \( 'e' \) as an ideal voltage source, and \( v \) as an independent input of the 2-port.) Although the last term of (10) shows that we start with model (6,7) for the lamp, - as the essence of the iterative step, (10) will be immediately used for correcting this model.
Fig.4: The lamp ‘e’ is connected via linear "ballast" B including a large inductance \( L \) providing uninterrupted current \( i(t) \). The ballast can be a series circuit, becoming a 1-port, and then for the integral operators in (10) \( \hat{L}_1 = \hat{L}_2 \).

The next step is the aforementioned separation of the lamp's current into two parts, \( i(t) = i_1(t) + i_2(t) \), so that \( i_2(t) \) is more singular, i.e. its Fourier coefficients are slowly decreasing with their number, namely \( O(1/n^2) \) (consider the second term in (10)), while Fourier coefficients of the smoother \( i_1(t) \) are \( O(1/n^m) \), \( m > 2 \). The separation of the \( i(t) \) into two functions different in the orders of the Fourier coefficients, i.e. by the functions' degrees of singularity, appears to be very straightforward and effective [33] in the nonlinear theory of the lamp circuits. Using the degree of freedom provided by the separation of \( i(t) \) into two parts, we associate two lamp's inductances, \( L_1' \) and \( L_2' \), with these currents, as:

\[
v(t) = A \text{sign}[i(t)] + \hat{L}_1 \frac{di_1}{dt} - \hat{L}_2 \frac{di_2}{dt}.
\]

Rewriting (10) as

\[
\frac{di}{dt} = \frac{d}{dt} \hat{L}_1 v_{in}(t) - A \left( \frac{d}{dt} \hat{L}_2 \text{sign}[i(t)] - \alpha \text{sign}[i(t)] \right) - \alpha A \text{sign}[i(t)] \tag{10a}
\]

using a constant \( \alpha \), we define \( i_1(t) \) and \( i_2(t) \) by discovering \( \alpha \) from the requirement that the terms with Fourier coefficients of order \( O(1/n) \) (which in \( i(t) \) becomes \( O(1/n^2) \)) are cancelled in the parenthetic term, i.e. the parenthetic term becomes a smooth (continuous) function related, together with \( \frac{d}{dt} \hat{L}_1 v_{in}(t) \), to \( di/dt \). Thus, for such \( \alpha \), we conclude from (10a) that for the more singular \( i_2 \)

\[
\frac{di_2}{dt} = -\alpha A \text{sign}[i(t)]. \tag{12}
\]

Since according to eq' (13) below, the Fourier coefficients of \( \frac{di_2}{dt} \sim \text{sign}[i(t)] \) are \( O(1/n) \), those of \( i_2(t) \) are indeed \( O(1/n^2) \). It appears [33] that \( \alpha \) is the converse value of the asymptotic inductance \( L \) of \( B \), that is
\[ \alpha = \frac{1}{L} \equiv \lim_{n \to \infty} n\omega \left| Y(n\omega) \right|, \]

where \( Y(\cdot) \) is the admittance function [26,27] of \( B \).

Substituting into (11) first
\[ \frac{di_1}{dt} = \frac{di}{dt} - \frac{di_2}{dt} \]

and then using (12) and that \( \alpha = 1/L \), we finally obtain (11) as
\[ v(t) = A(1 + \frac{L_1' + L_2'}{L}) \text{sign}[i(t)] + L_1' \frac{di}{dt}. \]

Setting for simplicity \( L_1' = L_2' \), and denoting this common value as \( L' \), we obtain (9).

The intermediate use, of the two lamp's inductances, \( L_1' \) and \( L_2' \), suggests completing the series (voltage-hardlimiter and inductance) model of the lamp in [32,33] through use of a model with a perfect transformer characterized by two inductive parameters. This completion has not yet been developed.

The hysteresis model (9) used in [32,33], explains the main experimentally observed features of the real fluorescent lamp circuits clearly, and the wide interest in [4-19] to hysteresis characteristics makes the results of [32,33] relevant to the theory of memristive systems.

The circuit-theory essence of the singular modeling is that when passing on from (6) to (7) and then to (9), we immediately pass on from a characteristic \( v(i) \), to a connection \( v(t)-i(t) \), i.e. not using a map \( i \to v \) of a number on a number, but a system-operator map \( i(t) \to v(t) \) of a function on a function.

The jumps of the singular term provide the jumps of the value of the differential resistance, which is an idealization of the switch operation of [4]. The instants where these jumps occur and the information that these instants carry are associated with some specific system nonlinearity and with a useful interpretation of the state equations of a switched systems.

V THE "ZEROCROSSING NONLINEARITY" AVOIDING THE \( v(i) \) CHARACTERISTICS

Zerocrossings, or levelcrossings, \( \{t_k\} \) of a time function of a system under study, are the basic analytical parameters connecting the use of the singular time-functions with the very important concept of zero- (level-) crossing nonlinearity. Even if only in view of model (3), the nonlinearity of a resistive system should not always be associated only with the curviness of some \( f(i) \). New ways of presentation of a system's nonlinearity have to be found, and studies [36,39] show such a way for switched (singular) systems, using \( \{t_k\} \), which can be useful for the memristive systems' theory.

The previously mentioned nonlinear theory of fluorescent lamp circuits can be formulated using the explicit introduction of the zerocrossings into the system's mathematical description. In the case when \( i(t) \) is an uninterrupted (i.e. not having intervals of nonzero length where it would
be identically zero) and a zero-crossing periodic function, according to (7), \( v(t) \sim \text{sign}[i(t)] \) is a square wave time function provided by the Fourier series (see, e.g., [38]):

\[
\text{sign}[i(t)] = 4 \sum_{n=1,3,5,...}^{\infty} \frac{\sin[n\omega(t-t_1)]}{n}, \quad t_1: i(t_1) = 0
\]  

(13)

where \( t_1 \) (modulo \( T = 2\pi/\omega \)) is a -/+ zero-crossing of \( i(t) \). When considering more complicated waveforms, the whole set \( \{t_k\} \) of the zero-crossings belongs to one period has to be used, with any even number of the zero-crossings.

The use of the zero-crossings allows one, via system analysis [31-33,39], to present the current as a known function of time and its own zero-crossings, \( i = F(t, \{t_k\}) \), and then the symbolic equation \( i(t_k) = 0 \) becomes the constructive equation \( F(t_p, \{t_k\}) = 0, \ p = 1,2, ... \), from which the zero-crossings, and thus also \( i(t) \) can be found. It is important to see that, generally, for a nonlinear system, \( \{t_k\} \) cannot be prescribed, since the function to which \( \{t_k\} \) relates may be a state variable to be found; that is, the zero-crossings are introduced as some initially unknown parameters. This can be seen in (13), where \( t_1 \) is still unknown, but introduction of this parameter is the essence of working with the singular characteristic (6,7), because only it is unknown [41,48].

5.1 The logical aspect. Let us compare the zero-crossings to any other analytical parameters that may appear in the equations that describe a system, e.g. to the coefficients of a differential equation. For the coefficients, we have three cases:

a. these coefficients are constant
b. they are known time functions
c. they depend on the state variables to be found. In this case, they are, in fact, not "coefficients", but it is useful to see them as some system's structural parameters depending on the state variables.

In cases "a" and "b" of a linear (respectively time invariant and variant, LTI and LTV) system, the coefficients are prescribed a priori, and in case "c" (of an NL system) they cannot be prescribed.

This is also the logical situation with \( \{t_k\} \). When \( \{t_k\} \) can be prescribed, the system is linear, either LTI (when \( \{t_k\} \) are constant under any test of linearity), or LTV. When \( \{t_k\} \) cannot be prescribed, we have the "zero-crossing nonlinearity". (Observe that while zero-crossings preserve their precise definitional sense also when they depend on unknown functions, it is, strictly speaking, not the situation with the coefficients of an equation; thus, when introduction of the "zero-crossing nonlinearity" is possible, it can have some advantage.)

With these observations, we return to Fig. 4 and take

\[
v_{in}(t) = U \xi(t)
\]

where \( U \) is a scaling parameter, and \( \xi(t) \) is a \( T \)-periodic wave defining the waveform of the input function and the position of the time origin, i.e. the point \( t = 0 \). Changing \( U \), we can observe
nonlinear effects in this driven circuit. For instance, if it is observed (as in [32,33,42]) that the circuit's steady-state power consumption is not proportional to $U^2$, then the circuit is nonlinear. Indeed, only for a linear system the losses have the form $Ri^2 \sim U^2$.

The nonlinearity of the circuit can take two very different forms. As the usual case, it may be that the zero-crossings of $i(t)$ are dependent on $U$, i.e. are moved with respect to a zero of $\xi(t)$, when $U$ is changed. It also may be that the zero-crossings are independent of $U$, i.e. unmoving, constant, which can be provided, in some range of $U$, by a special synthesis of $B$ [40-42].

### 5.2 The scaling aspect of nonlinearity and the case of affine nonlinearity.

In order to illustrate the classification aspect, consider a simple version of the fluorescent lamp circuit described by the equation

$$L \frac{di}{dt} + \text{Asign}[i(t)] + \frac{1}{C} \int i(\lambda)d\lambda = v_{in}(t), \tag{14}$$

i.e.

$$\left(L \frac{di}{dt} + \frac{1}{C} \int i(\lambda)d\lambda\right) + \left(\frac{4A}{\pi} \sum_{1,3,5,...}^{\infty} \sin[n\omega(t-t_1)]\right) = U \xi(t). \tag{15}$$

If $t_1$ depends on $U$, then the second parenthetic term in (15) is obviously nonlinear (the zero-crossing nonlinearity). If $t_1$ is independent of $U$, then this term presents a known time function. However, in this case the system is also nonlinear, in the sense of the affine nonlinearity. Indeed, denoting the term with the sum as $f(t)$, we can rewrite (15) as

$$(\hat{L}i)(t) = U \xi(t) + f(t), \tag{15a}$$

with a linear operator $\hat{L}$, and clearly $U \rightarrow kU$, with a constant $k$, does not lead to $i \rightarrow ki$.

Thus, in accordance with the fact that the fluorescent lamp included in the circuit is a nonlinear element, it appears that the map $U \rightarrow i$ (or $v_{in} \rightarrow i$) in (14) is always nonlinear. However, the appearance of the case of affine nonlinearity is an interesting specificity of the zero-crossing nonlinearity, and it would be interesting to reveal such different cases of the memristive systems.

On the basis of circuit theory [26,27], the term $f(t)$ in (15a) is an application of the basic substitution theorem, in which a passive element is replaced by an ideal source, but such an application is very rarely as constructive as it is here.

### VI. The Zero-crossing Nonlinearity and the State-equations

In order to formalize the use of the parameters $\{t_k\}$ and better show the physical sense of this use, let us write, following [39,36,35], the state equations in the "structural form", i.e. not as

$$\frac{d\bar{x}}{dt} = \tilde{F}(t,\bar{x},\bar{u}), \tag{16}$$
but as

\[
\frac{d\ddot{x}}{dt} = [A(t, \ddot{x})]x + [B]\ddot{u}
\]  \hspace{1cm} (17)

where the structure is given by matrices [A] and [B] (focusing only on [A]). For [A] and [B] independent of \( \ddot{x} \), the system is clearly linear, and one sees from (17) that the definition of nonlinearity of a system via the dependence of the system's structure on \( \ddot{x} \) (or on the inputs [39]) is a good pedagogical and heuristic definition.

Indeed, the heuristically important concept of structure is seen in (17) and not in (16). Thus, for instance, the nonlinearity of hydrodynamic equations (when they are still unwritten) is directly seen based on the fact that the velocity field of a liquid flow is both the variable to be found and the structure of the flow (system), which is the philosophy of (17) and not of (16). That is, the liquid flow is an "\([A(x)]\)-system". (See [39] for additional details and examples.)

In order to move from the very general form (17) to the zero-crossing nonlinearity relevant to the switched systems, we need to observe that for any switched system, LTV or NL, we have

\[
\frac{d\ddot{x}}{dt} = [A(t, \{t_k\})]x + [B]\ddot{u},
\]  \hspace{1cm} (18)

where \( \{t_k\} \) are the instants of the switch occurring in the system. If \( \{t_k\} = \{t_k(\ddot{x})\} \), i.e. the switching instants are defined by at least by one of the functions (state variables) to be found, then \( [A(t, t_k(\ddot{x}))] \) is some \([A(t, \ddot{x})]\) i.e. (18) is the NL case (17).

The zerocrossing nonlinearity may be quite naturally included in (3); one can consider, for instance, the form

\[
v = R(\ddot{x}, i)i
\]

\[
\frac{d\ddot{x}}{dt} = \tilde{f}([E(t, \{t_k(\ddot{x})\})), i)
\]

with some matrix \([E]\), or the simpler form

\[
v = R(\ddot{x}, i)i
\]

\[
\frac{d\ddot{x}}{dt} = [A(t, \{t_k\})]\ddot{x} + [B]\ddot{u}
\]

where \( \ddot{u} \) can be \( v \) or \( i \).

The following lucid example of the zero-crossing nonlinearity strongly supports this view on the state equations and the definition of nonlinearity, which is a line of thought relevant to the memristive systems.
VII. TWO LINEAR (SUB)SYSTEMS CONTROLLED BY A NONLINEAR SWITCHING [40]

Reference [40] discusses two topologically similar linear (sub)circuits having only one different element. Switching from one (sub)circuit to another means that the (similarly defined) outputs of the circuits are used in turn.

This use of two circuits is the same as the use of one circuit having (only) one of its elements switched, from time to time, from one of the two given values to the other and back. See Fig.5. That is, instead of speaking about different linear (sub)systems, we can speak, as for any usual switched system, about different states of the same system, which is a more compact structure. (In very simplified form, one can imagine a system including a switch, which is open in one state, and closed in the other state; then the transfer $R_1 \leftrightarrow R_2$ in Fig. 5, becomes $0 \leftrightarrow \infty$.)

Thus, we can consider the system of [49] in view of (18), and the question is how [40] defines the switch, i.e. whether we have $\{t_k\}$ prescribed, or they depend on the state variables, $\{t_k\} = \{t_k(\bar{x})\}$. In the latter case, we can transfer here from (18) to (17) having an NL system of the $[A(t,\bar{x})]-$type.

![Diagram](image_url)

Fig.5: (a) The version of [40] with two linear subsystems; (b) The equivalent version in terms of (18). The set $\{e_k\}$ denotes all the circuit elements other than $R_1$ and $R_2$. Since the actual operation of the circuit, i.e. the transfer from one subcircuit to the other, is such that $\{t_k\} = \{t_k(\bar{x})\}$, (18) is (17), the whole system is NL, and the resulting chaos in [40] is not surprising.

The switching is done in [40] when a state variable crosses some given level, which is checked online, using a computer. This means that $\{t_k\} = \{t_k(\bar{x})\}$, and the system is NL. Classification of the methods of obtaining $\{t_k(\bar{x})\}$ in electronics would be very useful for nonlinear circuit theory.

The fact that using the zerocrossing nonlinearity $\{t_k\} = \{t_k(\bar{x})\}$ one can obtain any nonlinear effect is also supported by work [41] that demonstrates a chaotic process obtained by a "mirror
reflection from time axes" of a function $x(t)$ at its zero crossings $\{t_k\}$. That is, the equations $dx/dt(t_k) = dx/dt(t_k^+)$ are forced, making $t_k$ be dependent on $x$, while the circuit is otherwise defined using an LTI equation.

We continue with the use of hysteresis characteristics, now in a very different circuit context.

VIII. HYSTERESIS CHARACTERISTICS USING POWER-LAW CIRCUITS

Among the resistive circuits, the power-law circuits [43-46] composed of similar elements, all with the same power-law characteristic

$$v = D_\alpha i^\alpha$$

(19)

where the constant $D_\alpha$ has proper physical units, are of interest here. We shall write (19) using two constants, $v_o$ and $i_o$, having the usual units of volts and amperes:

$$\frac{v}{v_o} = \left(\frac{i}{i_o}\right)^\alpha.$$  \hspace{1cm} (20)

Obviously, the point $(i_o, v_o)$ belongs to the $v(i)$-curve for any $\alpha$. (Consider also Fig. 6 below.)

At the limiting case of $\alpha \to \infty$, (20) becomes a current hardlimiter at the value $i \equiv i_o$:

$$v \to \begin{cases} 0, & 0 \leq i < i_o \\ \infty, & i_o < i \end{cases}$$

$\alpha \to \infty$

Since, furthermore, from (20)

$$\frac{i}{i_o} = \left(\frac{v}{v_o}\right)^{1/\alpha},$$

we have

$$i \to \begin{cases} 0, & 0 \leq v < v_o \\ \infty, & v_o < v \end{cases}$$

$\alpha \to 0$

that is, for $\alpha \to 0$, we obtain the opposite case of the voltage hardlimiter at the level of $v \equiv v_o$.

Thus, for $\alpha \gg 1$, we deal with a characteristic close to a current hardlimiter, and for $\alpha \ll 1$ with a characteristic close to a voltage hardlimiter.

Using such (electronically realized) characteristics as

$$v = \begin{cases} D_{\alpha_1} |i|^{\alpha_1} \text{sign}[i], & \frac{di}{dt} > 0 \\ D_{\alpha_2} |i|^{\alpha_2} \text{sign}[i], & \frac{di}{dt} < 0 \end{cases}$$

(21)
where, generally, $\alpha_2 \neq \alpha_1$, one can create memristive 1-ports, with hysteresis characteristics which for $\alpha_{l(2)} > 1$, or $\alpha_{l(2)} \ll 1$, will be close to the hardlimiter characteristics. The reason why this closeness, i.e. use of the extreme values of $\alpha_{l(2)}$, is important, is associated with the switching applications of [4]. Figure 6 illustrates (21), allowing one to consider $dv/di$. For $\alpha_2 > \alpha_1$ we have an inductive loop, and for $\alpha_1 > \alpha_2$, -- a capacitive one.

![Hysteresis Loop Diagram](image)

Fig. 6: An illustration to (21), for $\alpha_2 > \alpha_1$ (an inductive loop), presented in the interval $0 < i < i_r$ of the whole interval $-\infty < i < \infty$ where $v(i) = -v(-i)$. The larger $\alpha_2 / \alpha_1$ is, the wider the range of $dv/di$ is, and the better the memristor is, in the sense of [4].

The return point $(i_r, v_r)$ (which is $(i_o, v_o)$ in the notations of (20)) of this rough "eye-type" loop is found from the equation (we take $i > 0$)

$$D_{\alpha_1}i_r^{\alpha_1} = D_{\alpha_2}i_r^{\alpha_2},$$

i.e.

$$i_r = \left(D_{\alpha_2} / D_{\alpha_1}\right)^{\frac{1}{\alpha_1 - \alpha_2}},$$

(22)

and $v_r$ is then easily found from (21).

If $\alpha_2 = \alpha_1 + 1$, then from (22) $i_r = D_{\alpha_1} / D_{\alpha_2}$.

The case of $v \sim i^{1-\varepsilon \cdot \text{sign}[di/dt]}$, $\varepsilon > 0$, (i.e. $\alpha_2 = \alpha_1 + 2\varepsilon$) gives a hysteresis loop that for $\varepsilon \to 0$ becomes a linear resistor characteristic.

Contrary to the case of a fluorescent lamp, this hysteresis need not disappear at high frequencies, which should be good circumstance for applications.

IX. CONCLUSIONS AND FINAL REMARKS

Memristive circuits are very interesting for physical and circuit analyses. The memristor with its $RLC$ features is, first of all, a logical quintessence of the physical reality of any resistor. Since
any use of the variables $v$ and $i$ introduces a capacitance and an inductance, *any resistor* described using some $v(i)$ characteristic is associated with the energy storing elements. This physical aspect, related to the very foundation of circuit theory, has to be always kept in mind, and it also has to be faced that the invention of the memristor unexpectedly presented resistor as the theoretically most complicated circuit element.

Motivated by works [2,11,25,32] with their intermediate discussion of some mainly-resistive nonlinear elements, interpreted as memristors, with hysteresis characteristics whose (usually weak) $C$ and $L$ features are obvious, we have had to survey some nontrivial analytical details of a nonlinear theory of fluorescent lamp circuits, which should be useful for a wider analysis of elements with hysteresis, relevant to the memristors. These details show how to avoid the use of the unique $v(i)$ characteristics as quickly as possible.

In particular, we show that a connection between the voltage and the current functions of the form

$$v(t) = f(i(t)) + g(di/dt)$$

where $f(.)$ is singular, can be also suitable for a modeling. The singularity introduces zero- (level) crossings of time functions, and the nonlinearity of a circuit is well expressed when the zero- (level) crossings depend on at least one state-variable. The singularity is naturally associated with switched systems, when the points of the singularity become switching instants. The information included in the dependences $\{t_k = t_k(\bar{x})\}$ can be compared with the information given by $\bar{x}$ in (3). One sees that the topic of the zero- (level-) crossing nonlinearity essentially enriches the basic notion of nonlinearity, supporting the position that circuit nonlinearity need not be characterized by a curviness of the characteristic of an included element. This is a constructive point of view on nonlinearity, which should be taught in basic EE education.

Regarding the fluorescent lamps' circuits *per se*, it has to be commented that for any linear model of the lamp, it is unclear why the ballast is at all needed, and the actually problematic high harmonic currents can not be estimated. Unfortunately, the theory of [31-33], never included in any textbook, is generally unknown to power-system engineers, and the absolutely unsatisfactorily linear $R-L$ model of the lamp is still used. The high harmonic currents are not calculated, they are measured by the electrical company, and then one pays a fine if these currents are too high. Hopefully, the analysis of the memristive systems will be useful for the gas discharge devices (that have recently found application also in the field on plasma antennas [47-54]) and for heavy-current problems in their wide scale.

Finally, the unusual power-law circuits of Section VIII allow one to create specific hysteresis characteristics of the eye (crescent, lune) shape. This should require some switching of the elements, but such circuits should not have the disadvantage of being strongly frequency dependent in their physical features as is the case with such discharge (diffusion) devices as fluorescent lamps and neon bulbs.

Works [1-22,25] are recommended for completion of the physical side. We hope that the present heuristic arguments can contribute to the *logical position* of the memristor in circuit theory, to the analysis of some associated electromagnetic field problems, to seeking new applications, and to the pedagogical aspect.
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