Diverse Adaptive Bulk Search: a Framework for Solving QUBO Problems on Multiple GPUs
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Abstract—Quadratic Unconstrained Binary Optimization (QUBO) is a combinatorial optimization to find an optimal binary solution vector that minimizes the energy value defined by a quadratic formula of binary variables in the vector. As many NP-hard problems can be reduced to QUBO problems, considerable research has gone into developing QUBO solvers running on various computing platforms such as quantum devices, ASICs, FPGAs, GPUs, and optical fibers. This paper presents a framework called Diverse Adaptive Bulk Search (DABS), which has the potential to find optimal solutions of many types of QUBO problems. Our DABS solver employs a genetic algorithm-based search algorithm featuring three diverse strategies: multiple search algorithms, multiple genetic operations, and multiple solution pools. During the execution of the solver, search algorithms and genetic operations that succeeded in finding good solutions are automatically selected to obtain better solutions. Moreover, search algorithms traverse between different solution pools to find good solutions. We have implemented our DABS solver to run on multiple GPUs. Experimental evaluations using eight NVIDIA A100 GPUs confirm that our DABS solver succeeds in finding optimal or potentially optimal solutions for three types of QUBO problems.
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I. INTRODUCTION

A. Background: Ising model and QUBO model

Quantum annealing [1] is a metaheuristic to find an optimal spin vector of an Ising model by a process using quantum fluctuations. An Ising model [2] is defined by a weighted undirected graph \( G = (V, E) \) with a set of \( n \) nodes \( V = \{0, 1, \ldots, n-1\} \) and edge set \( E \). Each undirected edge \( (i, j) \in E \) is assigned a weight \( J_{ij} \), called an interaction, and each node \( i \) is assigned a weight \( h_i \), called a bias. The Hamiltonian \( H(S) \) of a spin (or qubit) vector \( S = s_0s_1 \cdots s_{n-1} \) (\( s_i \in \{-1, +1\} \) for all \( i \)) is defined by the following formula:

\[
H(S) = \sum_{(i,j) \in E} J_{ij}s_is_j + \sum_{i \in V} h_is_i. \tag{1}
\]

Fig. 1 (1) shows an example of an Ising model. Quantum annealing aims to search for an optimal spin vector with the smallest Hamiltonian over all spin vectors. For example, Ising model in Fig. 1 (1) has an optimal solution \( S = [+1, -1, -1, -1, +1] \) with the smallest Hamiltonian \( H(S) = -14 \).

D-Wave Systems developed a quantum annealer called D-Wave 2000Q [3] with a 2048-node Chimera graph [4] quantum network topology. The interactions and biases of the quantum annealer are programmable, and its quantum annealing searches for an optimal solution of the corresponding Ising model. Usually, quantum annealing is repeated hundreds or thousands of times, and the best solution is output. Later, D-Wave Systems released a larger quantum annealer called D-Wave Advantage [5], which can handle Ising models with a 5760-node Pegasus graph [6]. Although D-Wave quantum annealers work for particular graph topologies, they can handle Ising models with different graph topologies by embedding them in Chimera/Pegasus graphs. For example, a 177-node complete graph can be embedded into a Pegasus graph; hence, D-Wave Advantage can be used to perform quantum annealing for 177-spin Ising models with any graph topology.

This paper mainly focuses on Quadratic Unconstrained Binary Optimization (QUBO) models. A QUBO model is defined by a weighted undirected graph \( G = (V, E) \) with \( n \) nodes, as shown in Fig. 1 (2). Let \( W_{ij} \) \( ((i, j) \in E) \) denote the weight of an edge connecting nodes \( i \) and \( j \), and \( W_i \) \( (0 \leq i \leq n-1) \) denote the weight of node \( i \). A QUBO problem for a given model \( W = (W_{ij}) \) aims to find a binary vector \( X = x_0x_1 \cdots x_{n-1} \) \( (x_i \in \{0, 1\} \) for all \( i \) \) that minimizes the energy defined as follows:

\[
E(X) = \sum_{(i,j) \in E \cup V \times V} W_{ij}x_ix_j. \tag{2}
\]

Any Ising model can equivalently be converted to a QUBO.
model with the same graph topology, and vice versa [7], [8], such that spin values \(-1/+1\) correspond to binary values 0/1, respectively. Fig. 1 (1) and (2) are examples of an Ising model and QUBO model equivalent to each other. Since \(E(X) = H(S) + 6\) always holds for all corresponding \(S\) and \(X\), we have an optimal solution \(X = [1, 0, 0, 0, 1]\) with energy \(E(X) = -8\). Thus, any Ising problem solver including D-Wave quantum annealers can be used as QUBO solvers and vice versa. Hence, Ising models and QUBO models are collectively called Binary Quadratic Models (BQMs).

Further, we consider solvers for BQMs with Chimera/Pegasus topologies as simulators for D-Wave quantum annealers [9]. Such simulators provide insights into the quantum supremacy of quantum annealers. As long as efficient simulators running on non-quantum devices exist, quantum supremacy cannot be achieved.

Because optimization problems for BQMs are NP-hard, it is not possible to design a polynomial time algorithm using classical computers with digital circuit devices of polynomial size as long as \(P \neq NP\). If ideal quantum annealers based on quantum mechanics that can find optimal solutions for large BQMs were available, many NP-hard problems could be solved in some quantum annealing time. However, current quantum annealers are not sufficiently powerful for such a purpose. The number of bits is too small, and the probability of finding optimal solutions by quantum annealing is insufficient due to undesirable flux noise [10]. Hence, as an alternative to an ideal quantum annealer, BQM solvers on various non-quantum computing platforms, such as ASICs [11], [12], FPGAs [13], [14], GPUs [15], [16], and optimal fibers [17], [18] have been proposed. Further, D-Wave Systems released a hybrid BQM solver [19] that uses both a classical computer and quantum annealer to find solutions for large BQMs with up to 1,000,000-node complete graphs.

B. Our contributions

The main contribution of this paper is to present a framework called the Diverse Adaptive Bulk Search (DABS) for solving QUBO models and to implement it on multiple GPUs. It has various diverse features: (1) multiple search algorithms, (2) multiple genetic operations, and (3) multiple solution pools. Fig. 2 illustrates the architecture of our DABS solver. The host has multiple solution pools, each associated with a GPU, and storing good solutions obtained by the GPU with energy values, search algorithms, and genetic operations. An Open MP thread is assigned to a solution pool, and it generates target solution vectors by genetic operations, such as mutation and crossover for selected solutions in the solution pool. The generated target solution vectors are sent to the associated GPU, in which multiple CUDA blocks with multiple threads work in parallel. Each CUDA block executes a search algorithm specified by the host starting from the target solution vector. When the search terminates, the best solution vector obtained during the execution is sent to the host. An Open MP thread running on the host receives and inserts it in the solution pool if it is better than the worst solution vector in the solution pool.

The well-known No Free Lunch Theorem (NFLT) [20] implies that there exists no heuristic search algorithm that can solve all types of QUBO problems efficiently. A heuristic search algorithm that works efficiently for a particular QUBO model may not work well for other models. Moreover, we might have to select different heuristic algorithms during the execution. For example, assume that we have two heuristic algorithms for a particular QUBO model: Heuristic algorithm \(A\) can find a good solution very quickly but has little chance to find an optimal solution, while heuristic algorithm \(B\) runs very slowly but has a good chance to find an optimal solution from a good non-optimal solution. For solving this QUBO model, we may first execute \(A\). After finding a good solution by \(A\), we execute \(B\) for finding an optimal solution from a good solution. Our DABS solver is designed so that \(A\) or \(B\) are selected appropriately during the execution. For the diversity of local search algorithms, we implemented five local search algorithms: MaxMin, CyclicMin, RandomMin, PositiveMin, and TwoNeighbor. All of them repeat bit flipping of a solution vector and traverse the \(n\)-bit search space of QUBO models.

During the execution of the DABS solver, a local search algorithm that succeeded in finding better solutions is executed more frequently than the others. In addition, a genetic operation from which better solutions have been found is executed more frequently. We implemented eight genetic operations: Mutation, Crossover, X crossover, Zero, One, IntervalZero, Best, and Random. Our DABS solver dynamically selects suitable search algorithms/genetic operations during execution.

A genetic algorithm (GA) using multiple solution pools is...
known as the island model [21]. During the execution of a GA, a solution pool tends to be filled with relatives of the best solution in the pool. Because target solution vectors obtained by genetic operations for such a solution pool may be similar, search algorithms may traverse the same narrow region of the n-bit search space, degrading the search performance. The island model using multiple solution pools may improve the solution diversity. We introduce genetic operation Xover, which is a crossover operation between solution pools. In the Xover genetic operation, a target solution is generated by the crossover operation of two solution vectors, one from the current solution pool and the other from a neighbor solution pool in Fig. 2. Thus, a local search for this target solution will traverse the n-bit search space between solution pools, and the search area will be expanded.

In [16], we have presented a GA-based QUBO solver called the Adaptive Bulk Search (ABS) that executes the CyclicMin search algorithm only. Moreover, a single genetic mutation, operation after crossover, was performed. Because the search algorithm and genetic operation are fixed, once it stucks non-optimal local minimum solutions, it may not be possible to leave for a better local minimum. Hence, this paper significantly extends the ABS solver with a variety of diverse features to improve the search performance for various QUBO problems.

We evaluated the performance of our DABS solver for QUBO models reduced from the MaxCut problem, Quadratic Assignment Problem (QAP), and Quantum Annealer Simulation Problem (QASP). For comparison, we used Gurobi 9.5.1 [22], a Mixed-Integer Programming (MIP) solver supporting quadratic formulas. We also used a quantum annealer D-Wave Advantage [5] and D-Wave hybrid solver [19]. The experimental results show that our QUBO solver succeeded in finding optimal or potentially optimal solutions for all QUBO models. We define a potentially optimal solution as a solution with circumstantial evidence of optimality as follows: (1) our DABS solver can always find it very quickly, and no better solution can be found in a number of repeated trials with a much longer computing time, (2) Gurobi optimizer fails to find a better solution even if it is given as a start solution, and (3) no previously published work has found better solutions. The experimental results also show that Gurobi optimizer and D-Wave Advantage, and D-Wave Hybrid solvers cannot find potentially optimal solutions for most QUBO models.

C. Organization

The remainder of this paper is organized as follows. For readers who are not familiar with QUBO models, we first show how combinatorial optimization problems can be reduced to QUBO models in Section II. The problems include MaxCut, QAP, and QASP. In Section III, we present the search algorithms used in our DABS solver for traversing an n-bit search space of QUBO models on a GPU: Greedy, Straight, MaxMin, CyclicMin, RandomMin, PositiveMin, and TwoNeighbor. We also explain the batch search, which repeatedly executes search algorithms on the GPU. Section IV explains the GA-based algorithm to generate target solutions for our DABS solver. In Section V, we show how we implement our DABS solver to run on multiple GPUs. We show experimental results for QUBO problems in Section VI. Section VII concludes the paper.

II. OPTIMIZATION PROBLEMS AND REDUCTION TO QUBO MODELS

This section shows that three optimization problems, the MaxCut, QAP, and QASP can be reduced to QUBO models.

A. MaxCut problem

Suppose we have a weighted undirected graph with n nodes 0, 1, ..., n − 1. Let wi,j denote the weight of edge connecting nodes i and j. MaxCut aims to find a node separation into a subset S and complement ı Such that the total weight of edges connecting two separated nodes, one in S and the other in ı, is maximized. A graph of any MaxCut problem with n nodes can be reduced to a QUBO model with n bits such that each node i (0 ≤ i ≤ n − 1) is assigned to a bit i and it is in S if and only if xi = 1. For the reduction, a quadratic formula \( w_{i,j}(2x_i x_j - x_i^2 - x_j^2) \) is generated for each edge with weight \( w_{i,j} \). Clearly, the formula takes \(-w_{i,j}\) if \( x_i \neq x_j \) and 0 otherwise. Thus, by combining all formulas, we have a quadratic formula of a QUBO model such that an optimal solution with the minimum energy \( E(X) \) corresponds to that of the MaxCut problem with the maximum cut value \(-E(X)\).

B. Quadratic assignment problem (QAP)

Suppose that, for two sets of n facilities F and n locations L, we are given the logistic flow \( l(i,j) \) between facilities i and j (0 ≤ i, j ≤ n − 1) and the distance \( d(i,j) \) between locations i and j (0 ≤ i, j ≤ n − 1). A one-to-one mapping \( g : \{0,1,\ldots,n-1\} \rightarrow \{0,1,\ldots,n-1\} \) from L to F is used to determine the location of the facility such that each facility i (0 ≤ i ≤ n − 1) is placed at a location \( g(i) \). The QAP aims to find g that minimizes the total cost \( C(g) = \sum (l(i,j) \cdot d(g(i),g(j))) \). We can reduce this problem to a QUBO model with \( N = n^2 \) bits by a one-hot encoding [23], [24]. Let \( (i,j) = i \cdot n + j \), and let \( x_{(i,j)} \) (0 ≤ i, j ≤ N − 1) denote an N-bit vector X of the QUBO model, which represents a one-to-one mapping such that \( x_{(i,j)} = 1 \) if and only if \( j = g(i) \). Thus, \( x_{(i,j)} \) must be a one-hot encoding such that every row and every column of \( x_{(i,j)} \) has exactly one 1 entry, as shown in Fig. 3. For example, since facility 0 is placed at location 3, \( g(0) = 3 \) and \( x_{(0,3)} = 1 \). If this condition of one-hot encoding is satisfied, X is said to be a feasible solution. A QUBO model \( W_{(i,j),(i',j')} \) corresponding to a QAP can be obtained as follows:

\[
W_{(i,j),(i',j')} = l(i,i') \cdot d(j,j') \quad \text{if} \quad i \neq i' \text{ and } j \neq j',
\]

\[
= -p \quad \text{if} \quad i = i' \text{ and } j = j' \text{ and}
\]

\[
= p \quad \text{if} \quad (i \neq i' \text{ and } j = j') \text{ or } (i = i' \text{ and } j \neq j'),
\]

where \( p \) is a large constant called the penalty term. The readers should have no difficulty confirming that \( E(X) = C(g_X) - np \) always holds for any feasible solution X, where \( g_X \) denotes
the one-to-one mapping \( g \) corresponding to \( X \). If \( X \) is not a feasible solution, \( E(X) \geq -(n-1)p \) always holds. Thus, by selecting a large penalty \( p \) appropriately for an optimal solution \( X \) of the corresponding QUBO model \( W_{i,j}(r,r') \) gives an optimal solution \( g_X \) of the original QAP problem.

\[
\begin{array}{c|cccc}
  x_{<i,j>} & j \\
  \hline \\
  0 & 0 & 0 & 0 & 1 \\
  1 & 0 & 0 & 0 & 0 \\
  2 & 0 & 0 & 0 & 0 \\
  3 & 0 & 1 & 0 & 0 \\
  4 & 0 & 0 & 1 & 0 \\
\end{array}
\]

Fig. 3. Example of a solution vector with a one-hot encoding

The QAP is harder than the Traveling Salesperson Problem (TSP) because the TSP can be solved by a QAP algorithm by setting a circular logistic flow of the facilities. Moreover, QUBO models reduced from QAPs are difficult for most QUBO solvers, because not feasible solutions are local minima, and local search algorithms must perform hill climbing or jumping to go from one local minimum to another.

C. Quantum Annealer Simulation Problem (QASP)

Recall that D-Wave Advantage [5] is a quantum annealer that searches for an optimal solution of an Ising model with a 5760-node Pegasus graph topology. Owing to faulty nodes and edges of the quantum network, D-Wave Advantage 4.1 can handle Ising models of a subgraph with 5,627 nodes and 40,279 edges. The interactions \( J_{i,j} \) and biases \( h_i \) of the Ising model can take values in the ranges \([-1.0, +1.0]\) and \([-4.0, +4.0]\), respectively. The resolution of an Ising model is an integer number \( r \) \((\geq 1)\) such that the values of all interactions and biases are multiples of \( \frac{1}{r} \). For example, an Ising model with resolution 2 can take interactions \(-1, -0.5, 0, +0.5, +1\) and biases \(-4, -3.5, -3, \ldots, +3, +3.5, +4\). The API library by D-Wave Systems automatically scales interactions and biases of an Ising model so that the values fit in the ranges \([-1.0, +1.0]\) and \([-4.0, +4.0]\). Thus, we can think that an Ising model with resolution \( r \) can take integer interactions and biases in ranges \([-r, +r]\) and \([-4r, +4r]\), respectively. Because a quantum annealer operates interactions and biases as analog values, higher resolution values may not be managed accurately. Hence, the resolution should be as low as possible for quantum annealers to obtain good solutions for Ising models. Recall that any Ising model can be converted to a QUBO model with the same topology [7], [8]. For benchmarking, we generated a random Ising model with a resolution of the real D-Wave Advantage graph such that values of \( J_{i,j} \) and \( h_i \) are non-zero and chosen uniformly at random. For example, if the resolution is 2, then the value of each \( J_{i,j} \) takes an integer value from \(-2, -1, +1, +2\), with equal probability. Because D-Wave Advantage is sensitive to the resolution, a benchmark QUBO model for the real D-Wave Advantage simulation should be generated from an Ising model with a specified resolution.

III. SEARCH ALGORITHMS FOR QUBO MODELS

For later reference, let \( \sigma : \{0, 1\} \rightarrow \{-1, +1\} \) denote a one-to-one mapping such that \( \sigma(x) = 2x - 1 \). Clearly, \( \sigma(0) = -1 \) and \( \sigma(1) = 1 \). Let \( f_i(X) \) denote the \( n \)-bit vector obtained by flipping bit \( i \):

\[
f_i(X) = x_0x_1 \cdots x_{i-1}\overline{x_i}x_{i+1} \cdots x_{n-1},
\]

where \( \overline{x_i} = 1 - x_i \). Further, let

\[
\Delta_i(X) = E(f_i(X)) - E(X).
\]

denote the energy value gained by a flipping bit \( i \) of \( X \).

A. Incremental search algorithms

The energy \( E(X) \) of a given solution vector \( X \) can be computed directly by calculating Eq. (2) with \( O(n^2) \) computational cost. As this is too expensive, we should avoid this direct energy computation. In this subsection, we explain the incremental search algorithm for QUBO models, which is a family of local search algorithms maintaining the current solution vector \( X \), energy \( E(X) \), and \( \Delta_k(X) \) for all \( k \) \((0 \leq k \leq n - 1)\). The incremental search algorithm does not compute Eq. (2) to obtain energy \( E(X) \). Initially, \( X = (x_i) \) is a zero vector, that is, \( x_i = 0 \) for all \( i \). Thus, \( E(X) = 0 \) and \( \Delta_k(X) = W_{k,k} \) for all \( k \) from Eq. (2). Basically, an incremental search algorithm determines a bit to be flipped from the values of \( \Delta_0(X), \Delta_1(X), \ldots, \Delta_{n-1}(X) \). For example, we can select a bit \( i \) with the minimum \( \Delta_i(X) \). We flip the selected bit \( i \), that is, \( X \leftarrow f_i(X) \) is performed. We then update \( E(X) \) and \( \Delta_k(X) \) for all \( k \) \((0 \leq k \leq n - 1)\).

We will show that this update operation can be done with only \( O(n) \) computational cost. Since we have the values of \( E(X) \) and \( \Delta_i(X) \), the value of \( E(f_i(X)) = E(X) + \Delta_i(X) \) can be updated with \( O(1) \) computational cost for any \( i \). We will show that for any \( k \) and \( i \), \( \Delta_k(f_i(X)) - \Delta_k(X) \) can be computed with \( O(1) \) computational cost. From Eq. (2), the value of \( \Delta_k(X) \) can be computed by the following formula:

\[
\Delta_k(X) = E(f_k(X)) - E(X) = \sum_{0 \leq j < k} W_{j,k}x_j(\overline{x_k} - x_k) + \sum_{k < j < n} W_{k,j}(\overline{x_k} - x_k)x_j + W_{k,k}(\overline{x_k}^2 - x_k^2)
\]

\[
= -\sum_{0 \leq j < k} W_{j,k}x_j\sigma(x_k) + W_{k,k}\overline{x_k}. \tag{3}
\]

From Eq. (3), for all \( i \neq k \), we have

\[
\Delta_k(f_i(X)) - \Delta_k(X) = -W_{i,k}(\overline{x_i} - x_i)\sigma(x_k) = W_{i,k}\sigma(x_i)\sigma(x_k). \tag{4}
\]

Moreover, if \( i = k \), we have

\[
\Delta_k(f_k(X)) = E(f_k(f_k(X)) - E(f_k(X)) = E(X) - E(f_k(X)) = -\Delta_k(X). \tag{5}
\]
Hence, if we have $\Delta_k(X)$, we can compute $\Delta_k(f_i(X))$ with $O(1)$ computational cost. Therefore, after a bit is flipped, $E(X)$ and $\Delta_k(X)$ can be updated for all $k$ ($0 \leq k \leq n-1$) with $O(n)$ computational cost.

The incremental search algorithm repeats bit flipping operations to traverse the $n$-bit vector search space to search for an optimal or good solution. We extend the incremental search algorithm to record the best solution. For this purpose, we added two variables $BEST$ and $E(BEST)$, which store the best $n$-bit vector obtained so far and its energy value, respectively. The incremental search algorithm searches all 1-bit neighbors of $X$, and if a better solution than $BEST$ is found, $BEST$ and $E(BEST)$ are updated. The steps of the incremental search algorithm are summarized as follows:

[Incremental search algorithm]

Step 1 Compute $E(f_i(X)) = \Delta_i(X) + E(X)$ for all $i$ ($0 \leq i \leq n-1$). Compute $\min E = \min \{E(f_i(X)) \mid 0 \leq i \leq n-1\}$, and let $j$ be an index satisfying $\Delta_j(X) = \min E$. If $E(BEST) > E(f_j(X))$, then we update $BEST$ and $E(BEST)$ by $f_j(X)$ and $E(f_j(X))$, respectively.

Step 2 Determine a bit $i$ to be flipped from the values of $\Delta_0(X), \Delta_1(X), \ldots, \Delta_{n-1}(X)$ and/or the other values.

Step 3 Update $X$ and $E(X)$ by $f_i(X)$ and $\Delta_i(X) + E(X)$. Moreover, every $\Delta_k(X)$ is updated by Eq. (4) or (5).

Step 4 If a termination condition is not satisfied, go to Step 1. Otherwise, output $BEST$ and $E(BEST)$ and then terminate.

Step 1 searches all 1-bit neighbors $f_0(X), f_1(X), \ldots, f_{n-1}(X)$ of $X$, and if a solution better than the current best exists, $BEST$ is updated by it. We can design a particular search algorithm as an incremental search algorithm. The followings are such search algorithms.

1) Greedy search algorithm: Step 2 finds index $i$ with minimum $\Delta_i(X)$. In Step 4, the algorithm terminates if $\Delta_k(X) \geq 0$ holds for all $k$. Hence, when the algorithm terminates, $\Delta_k(X) \geq 0$ holds for all $k$, that is, $X$ is a local minimum solution.

2) Straight search algorithm: A solution vector $D = (d_i)$ is given, and the current solution vector $X = (x_i)$ moves toward $D$ as follows. We select a bit $i$ with minimum $\Delta_i(X)$ over all bits satisfying $d_i \neq x_i$. Clearly, this operation decreases the Hamming distance of $X$ and $D$ by one, hence $X$ approaches $D$. This algorithm terminates when $X = D$.

3) MinMax search algorithm: Steps 1–4 are repeated for a predetermined fixed number $T$ of iterations. Let $t$ $(1 \leq t \leq T)$ be a loop-counter representing the number of executed iterations. We determine a threshold value $d$ for $\Delta_i(X)$ and randomly select a bit $i$ satisfying $\Delta_i(X) \leq d$. A threshold value $d$ is determined as follows. Let $\min \Delta = \min \{\Delta_i(X) \mid 0 \leq i \leq n-1\}$ and $\max \Delta = \max \{\Delta_i(X) \mid 0 \leq i \leq n-1\}$. Further, let $D(t) = (1 - \frac{t}{T})^2 \cdot \min \Delta + \frac{t}{T^2} \cdot \max \Delta$. Clearly, $D(t)$ is a decreasing function taking a value between $\min \Delta$ and $\max \Delta$. In each $t$-th iteration, a threshold value $d$ is selected from $[\min \Delta, D(t)]$ uniformly at random. Step 2 randomly selects a bit $i$ satisfying $\Delta_i(X) \leq d$. Since $d$ is not less than $\min \Delta$, such a bit always exists. The behavior of the MaxMin search algorithm is similar to that of simulated annealing [25], because $D(t)$ is a decreasing function and a bit $i$ with large $\Delta_i(X)$ is selected with smaller probability in later iterations.

Note that the operation performed in each $t$-th iteration depends on the value of $t$. For later reference, we call such an algorithm an iteration-dependent algorithm.

4) CyclicMin search algorithm: This algorithm is an iteration-dependent algorithm. Let $w(t) = \max((C/c)^n, c)$, where $c$ is a small constant number less than $n$, say $c = 32$. Clearly, $w(t)$ is an increasing function taking values in $\in C, n]$. Suppose that $n$ bits of a QUBO model are placed cyclically and a window slides on the $n$-bit first. First, a window of width $w(0)$ is placed from bit 0 to $w(0) - 1$. A bit with minimum $\Delta_i(X)$ over all bits in the window is selected and flipped. Next, a window of width $w(1)$ slides and is placed from bit 0 to $w(0) + w(1) - 1$. Again, a minimum bit in the window is selected and flipped. The same operation of the sliding window is performed repeatedly. More specifically, in each $t$-th iteration ($1 \leq t \leq T$), a bit $i$ with minimum $\Delta_i(X)$ in the window of size $w(t)$ is selected and flipped.

Note that this search algorithm does not use random numbers. Moreover, in each iteration, only $\Delta_i(X)$ of a bit $i$ in a window is read. Thus, this search algorithm can be implemented to run very efficiently on a GPU [16]. Clearly, because the window size is larger in later iterations, a bit with large $\Delta_i(X)$ is selected with a smaller probability in later iterations. Thus, the behavior of the CyclicMin algorithm is similar to that of simulated annealing.

5) RandomMin search algorithm: This algorithm is an iteration-dependent algorithm. We use a probability function $p(t) = \max((t/T)^3, c)$, which is an increasing function of $t$, where $c$ is a small constant probability, say $\frac{1}{n}$. We select each bit $i$ as a candidate bit with probability $p(t)$. Hence, expected $np(t)$ bits are selected. Subsequently, a bit $i$ with minimum $\Delta_i(X)$ over all candidate bits is selected and flipped. Because later iterations have more candidate bits, a bit with large $\Delta_i(X)$ is selected with smaller probability in later iterations. Thus, the behavior of the RandomMin search algorithm is similar to that of simulated annealing.

6) PositiveMin search algorithm: Let $\text{posmin} \Delta(X) = \min \{\Delta_i(X) \mid \Delta_i(X) > 0\}$ be the minimum of $\Delta_i(X)$ with positive value. Each bit $i$ is selected as a candidate bit if $\Delta_i(X) \leq \text{posmin} \Delta(X)$. We select a bit from the candidate bits at random and flip it. The PositiveMin search algorithm has been presented and implemented in an FPGA QUBO solver [13]. If the current solution $X$ is close to a local minimum, the number of candidate bits is small, and a bit $i$ with $\Delta_i(X) = \text{posmin} \Delta(X) > 0$ is selected with a higher probability. This fact helps to go from one local minimum to another.

7) TwoNeighbor search algorithm: This algorithm traverses all 1-bit neighbors of $X$ in $2n-1$ iterations (or flips). Recall that Step 1 of the incremental search algorithm can find a better solution than the current $BEST$ if it is a 1-bit neighbor of $X$. The TwoNeighbor search algorithm is designed so that
it searches all 2-bit neighbors of $X$. For this purpose, Step 2 flips bits 0, 1, 0, 2, 1, 3, 2, 4, 3, 5, ... in turn to traverse all 1-bit neighbors. For example, suppose that $n = 6$ and $X = 000000$. All 1-bit neighbors of $X$ are 100000, 010000, 001000, 000100, 000010, and 000001. In $2n - 1 = 11$ flip operations, $X$ stores values as follows:

$$
000000 \rightarrow 100000 \rightarrow 110000 \rightarrow 010000 \rightarrow 000100 \rightarrow 000010 \rightarrow 000001.
$$

Since all 1-bit neighbors are traversed and Step 1 of the incremental search algorithm searches all 1-bit neighbors of current $X$, it can search all 2-bit neighbors of $X$. In addition, as some of the 2-bit neighbors, such as 110000, are traversed, it partially searches 3-bit neighbors.

For later reference, we call the MaxMin, CyclicMin, RandomMin, PositiveMin, and TwoNeighbor search algorithms the main search algorithms.

8) Tabu search: We can apply the tabu search technique [26] to MaxMin, CyclicMin, RandomMin, and PositiveMin search algorithms. A tabu period $t$ is specified in the tabu search. If a bit is flipped, we do not flip it again in the next $t$ iterations. It can be flipped again after $t$ iterations. By the tabu search technique, we can avoid stacking a particular local minimum solution.

B. Batch search

Our DABS solver running on a GPU has multiple CUDA blocks (or thread blocks) of multiple threads. Each CUDA block repeats the batch search, which maintains the current solution vector $X$ and performs one of the main search algorithms to traverse an $n$-bit search space by repeatedly flipping a bit in $X$ by incremental search algorithms. A target solution vector $D$ is given to a CUDA block, and the Straight search destined for $D$ is performed. Subsequently, it iterates the Greedy search algorithm and one of the main search algorithms as illustrated in Fig. 4 (1). In the figure, the MaxMin search is performed as one of the main search algorithms. When the batch search terminates, the best solution obtained in Step 1 of the incremental search algorithm is output. It makes no sense to repeat the TwoNeighbor search; hence, it is executed only once in a batch search.

In our GPU implementation of a QUBO solver, the host computes a target solution vector $D$, selects one of the main search algorithms, and sends it to a GPU. A CUDA block running on a GPU performs a batch search with the target solution vector and selected main search algorithm. Fig. 4 (2) illustrates how a CUDA block repeats the batch search. Initially, $X$ is a zero vector; hence, the energy $E(X) = 0$. In the figure, the CUDA block receives target solution vector $D_0$ and the MaxMin search algorithm is selected. It performs a batch search with MaxMin and sends the best solution to the host PC when the batch search is finished. Next, the CUDA block receives a packet with a target solution vector $D_1$ and the CyclicMin search algorithm. It performs the batch search in the same way. The CUDA block repeats the batch search until it receives a termination request from the host.

We use two parameters, search flip factor $s$ and batch flip factor $b$ to determine number of flips (or iterations) performed in the main search algorithm and batch search algorithm. The main search algorithms, excluding the TwoNeighbor search algorithm, perform $sn$ flips, and the batch search algorithm terminates if the total number of flips exceeds $bn$. For example, if $n = 1,000$, $s = 0.6$, and $b = 2.0$, then the main search algorithm performs $0.6 \times 1,000 = 600$ flips and the batch search algorithm performs at least $2.0 \times 1,000 = 2,000$ flips. For simplicity of explanation, we assume that the Straight search algorithm performs 300 flips and each Greedy search performs 50 flips. From $300 + 50 + 50 + 50 + 50 + 50 + 50 + 50 + 50 = 2,300 \geq 2,000$, the batch search performs the main search three times with 2300 total flips.

C. Packets

Communication between the host and GPUs in our DABS solver is done by packet transfer. A packet has four fields to store: a solution vector, the energy value, a main search algorithm, and a genetic operation, as shown in Table I. The fields of a packet sent from the host to a GPU include the following data. The solution vector field stores the target solution vector generated by the host. The energy value field is void because the host never computes the energy. The main search algorithm field is used to specify one of the main search algorithms to be executed by a CUDA block. The genetic operation field is used to record one of the genetic operations performed to generate the target solution vector.

After a CUDA block receives a packet, it performs the batch search with the target solution vector and the main search algorithm specified in the packet. When the batch search terminates, a CUDA block overwrites the best solution in the solution vector field in the packet. Moreover, the energy value of the best solution is written in the energy value field.
Subsequently, the packet is sent to the host. Note that the fields for a main search algorithm and genetic operation are not updated. The host uses these fields to record which main search algorithm and genetic operation were used to obtain the best solution. The received packet is inserted into the solution pool if the best solution in the packet is better than the worst solution in the pool.

**TABLE I**

| (target solution vector) | energy | main search algorithm | genetic operation |
|--------------------------|--------|-----------------------|-------------------|
| 0010 1101 1000 0010      | void   | PositiveMin Mutation  |

**IV. GA-BASED SEARCH ALGORITHM**

This section explains the GA-based search algorithm for solving QUBO models. The batch search is executed by CUDA blocks on GPUs, whereas the GA-based search algorithm runs on the host. The GA-based search algorithm has a solution pool, which stores packets with good solution vectors obtained by the batch search. Fig. 2 shows an example of a solution pool of size 5, which can record 5 packets received from a CUDA block.

**A. Genetic operations**

We use several genetic operations to generate diverse target solutions. For this purpose, we may pick at most two solutions from a solution pool at random, and genetic operations are applied to them to generate a target solution. It makes sense to select a better solution in the solution pool with a higher probability. We generate a uniform random number \( r \) in \([0, 1]\) and select the \((\lfloor r \cdot m \rfloor + 1)\)-th solution vector in the solution pool, where \( m \) is the number of solution vectors in it. For example, the first solution is selected with probability \( \frac{1}{m} \), which is higher than equal probability \( \frac{1}{m} \).

We use the following genetic operations for selected solutions.

**Mutation:** We use one randomly selected solution vector, and each bit of it is flipped with some small fixed probability \( p \), say \( \frac{1}{2} \).

**Crossover:** Two randomly selected vectors are mixed such that each bit of a target solution vector is selected from the corresponding bit of one of the two selected vectors at random.

**Zero:** We use one randomly selected solution vector, and 0 is written to each bit with some fixed probability \( p \), say \( \frac{1}{2} \).

**One:** Similarly to Zero above, 1 is written to each bit with some small fixed probability.

**IntervalZero:** We use one randomly selected solution vector. A segment of the vector is chosen at random, and 0 is written to all bits in it. For example, the size of a segment is determined by a random integer in \([32, n/2]\), and the segment is arranged to the \( n \)-bit solution vector. All bits in the segment are set to 0.

**Best:** The best solution in the solution pool is used as-is.

**Random:** We simply generate a random solution vector without using a solution in the solution pool.

The host selects one of the genetic operations and one of the main search algorithms as follows. Initially, a solution pool in the host memory is filled with random solution vectors with \(+\infty\) energy. Moreover, columns of the main search algorithm and the genetic operations are initialized at random. The host repeatedly generates target solutions by genetic operations. With small probability, say, 5%, one of the genetic operations is selected uniformly at random. With high probability, say 95%, one of the rows of the solution pool is selected uniformly at random, and the genetic operation written in the selected row is used. Because genetic operations by which good solution vectors have been obtained are written in the solution pool, such genetic operations are selected with a higher probability. Similarly, one of the main search algorithms is selected. With a small probability, say, 5%, one of the main search algorithms is selected uniformly at random. With high probability, say 95%, one of the main search algorithms in the solution pool is selected uniformly at random. The selected main search algorithm and genetic operation are written in a new packet. Moreover, a new solution vector generated by the selected genetic operation is written in the new packet. The host sends this new packet to the associated GPU and a CUDA block performs the batch search base on it.

**B. Island model**

A solution pool tends to be filled with relatives of the best solution vector. Low diversity of solution vectors in the solution pool degrades the search performance, because the batch search traverses the \( n \)-bit search space close to the best solution vector. We can use the island model [27] for a higher diversity of the GA. In the island model, multiple solution pools analogous to islands are used. Fig. 2 illustrates the island model with four solution pools. We assume that solution pools have the cyclic order shown in the figure.

In conventional island models, solution migration between solution pools is performed. However, our DABS solver does not perform solution migration. Instead, a genetic operation called X crossover (or inter-pool crossover) is performed as follows. Two solution vectors are picked, one from the associated solution pool and the other from a neighbor solution pool. The Crossover genetic operation is performed for these two solutions to obtain a target solution. We can consider this target solution as a midway point between these two solution pools. The batch search is performed for this midway target solution. The batch search may find a very good solution near the midway target solution, which will be inserted in the solution pool. Hence, the batch search for a target solution vector obtained by the X crossover traverses from the source solution pool to the midway solution, and the search space
can be expanded. Further, because the best solution obtained from the midway target solution is inserted into the destination solution pool, we can consider the source solution pool moves slightly toward the destination solution pool in the \( n \)-bit search space. Thus, if the Xrossover operation succeeds in finding good solutions many times, then the “ring” of solution pools in Fig. 2 is reduced, and all solution pools may be merged into a very good solution, in the sense that all solutions in all solution pools are similar. However, after all solution pools are merged, we have very few chances to find a better solution because all solutions are relatives. If this is the case, we can initialize all solution pools as random solution vectors and restart the QUBO solver from the beginning to find a better solution.

V. GPU IMPLEMENTATION OF OUR DABS SOLVER

This section shows how our QUBO solver is implemented to run on a host with multiple GPUs using CUDA C++ [28] with OpenMP. We assume that we use eight NVIDIA A100 GPUs (Ampere Architecture, Compute Capability 8.0) [29] equipped with a global memory of size 40 GB. It has 108 Streaming Multiprocessors (SMs), each of which has a 256 KB register file, and 192 KB of combined shared memory and L1 data cache. The matrix \( W = (W_{i,j}) \) of a QUBO model is stored in the global memory of GPUs. CUDA blocks running on GPUs perform the batch search. We store the current vector \( X = (x_k) \) and \( \Delta_k(X) \) in the register of threads in a CUDA block. Since a CUDA block can have up to 1024 threads, we use a CUDA block with \( n \) threads only if \( n \leq 1024 \), and each thread \( k (0 \leq k \leq n - 1) \) stores the value of bit \( x_k \) and \( \Delta_k(X) \) in its registers. If \( n > 1024 \) then each thread stores the values of \( \frac{n}{1024} \) bits and \( \frac{n}{1024} \Delta_k(X) \)'s. Because each SM can have up to 2048 resident threads, it can load two CUDA blocks with 1024 threads; thus, \( 108 \cdot 2 = 216 \) CUDA blocks can be dispatched in an NVIDIA A100 GPU.

We will show how the batch search is implemented to run in a GPU. The values of BEST and \( E(BEST) \) are stored in the shared memory of a GPU, which is a low-latency memory that can be accessed by threads in the same CUDA block. We use a CUDA atomic function atomicMin [28] to find the minimum value. The readers may think that reduction operations should be used to find the minimum value efficiently. However, atomicMin can be much more efficient than the conventional reduction operation. Updating BEST by atomicMin can be much more efficient than the conventional reduction operation.

Eight Open MP threads are used to invoke CUDA kernels for the batch search on eight GPUs. Moreover, additional eight Open MP threads are used to operate on eight solution pools. This maintains the assigned solution pool, and generates packets to be sent to the GPU.

Some of the main search algorithms require random numbers. For random number generation on the GPU, the host generates random seeds using the Mersenne twister [30] and transfers them to all threads of the GPUs through the global memory such that each thread has a 64-bit random seed. Each thread performs Xorshift [31] to generate new random numbers from the 64-bit random seed quickly.

VI. EXPERIMENTAL RESULTS

We used commercially available solvers against which we compared the performance of our DABS solver. First, we used Gurobi 9.5.1 [22], an MIP solver supporting quadratic formulas. For solving QUBO models by Gurobi, a computing server equipped with two AMD EPYC 7702 64-core processors (2 GHz) and 2 Tybyte memory was used. We set MIPFocus = 1 to focus on finding feasible solutions. Threads = 2560 exploit up to 256 logical cores of 128 physical cores, and TimeLimit = 3, 600s.

We also used a quantum annealer D-Wave Advantage4.1 [5] for solving the QASP. Further, a D-Wave Hybrid solver [19] running on a D-Wave Cloud service was used for solving QUBO problems reduced from the MaxCut problems and QAPs.

For evaluating the performance of our DABS solver, we used a compute node of AI Bridging Cloud Infrastructure (ABCI) supercomputer [32] equipped with two Intel Xeon Platinum 8360 Y CPUs (2.40 GHz), 512 GB memory, and eight NVIDIA A100 GPUs. Our DABS solver is developed by CUDA C++ in CUDA compilation tools, release 11.6. We use solution pools with 100-packet capacity, and the tabu period is fixed to 8.

For fair evaluation of the ABS solver [16], we used the same compute node. Owing to the low diverse, the ABS solver may stack at a non-optimal local minimum and no better solution cannot be found. Hence, even if the ABS can find a potential optimal solution in few seconds with high probability, it cannot find it in several hours with small probability. It is not appropriate to evaluate it only by the TTS to obtain potential optimal solutions. Thus, we set a time limit for the ABS, and evaluate the probability to obtain a potential optimal solution within the time limit and the TTS to obtain the potential optimal solution. Note that the TTS does not count the execution time of a trial if it fails to find the potential optimal solution within the time limit.

Throughout this section, several histograms are used to illustrate the experimental results. In these histograms, bins with labels \( b_1, b_2, \ldots \) mean that each \( b_i \) \((i = 1, 2, \ldots)\) corresponds to the range \([b_i, b_{i+1})\).
TABLE II  
EXPERIMENTAL RESULTS FOR THE MAXCUT PROBLEMS, K2000, G22, AND G39

| Method                  | MaxCut | Potential optimal solution | Our DABS solver (TTS) | ABS solver (TTS) | Gurobi optimizer (Gap) | D-Wave Hybrid solver (TTS) | CIM [17] (Gap) |
|-------------------------|--------|---------------------------|-----------------------|-----------------|------------------------|---------------------------|----------------|
|                         |        |                           |                       |                 |                        |                           |                |
| K2000                   |        | -33,337 -13,359 -2,408    | -33,337 -13,359 -2,408| 0.694s          | 9.19s                  | 100-200s                  | 0.438%          |
| G22                     |        |                           |                       |                 |                        |                           |                |
| G39                     |        |                           |                       |                 |                        |                           |                |

A. MaxCut problem

We used three 2000-node graphs, K2000, G22, and G39, for benchmarking. K2000 is a randomly generated complete graph with weights \{-1, +1\} [33]. G22 and G39 are sparse graphs in the MaxCut problem collection Gset [34], with weights \{+1\} and \{-1, +1\}, respectively. These graphs are also used to evaluate an Ising model solver called Coherent Ising Machine (CIM) [17], which takes an optical processing approach based on a network of coupled optical pulses in a 1-km ring fiber measured and controlled by an FPGA module.

Table II summarizes the experimental results. We explain this table using MaxCut K2000 as an example because experimental results for the three graphs have the same tendency. We executed our DABS solver 1,000 times with search flip factor \(s = 0.1\) and batch flip factor \(b = 10\) for K2000. It succeeded in finding the potentially optimal solution of -3,3337 for all 1,000 executions. The average TTS for the potentially optimal solution is only 0.694s. Fig. 5 shows the histogram of the TTS to obtain the potentially optimal solution. We can see that the TTS of all 1,000 executions is less than 1.7s.

![Fig. 5. Histogram of Time-To-Solution (TTS) in seconds for 1,000 executions of our DABS solver to obtain the potentially optimal solution -3,3337](image)

Gurobi optimizer was executed for 3,600s, but it failed to find the potentially optimal solution. It found a solution -33,241, which is 0.287% gap from the potentially optimal solution -33,337.

Meanwhile, D-Wave Hybrid Solver succeeded in finding the potentially optimal solution. However, the D-Wave API library does not have a function to evaluate the TTS to obtain a particular solution, and it just outputs the best solution within a fixed time limit. Hence, we executed it for fixed time limits \(T = 50s, T = 100s,\) and \(T = 200s\) to estimate the TTS. Fig. 6 shows the histogram of solutions in 100 executions of the D-Wave Hybrid solver. It found a potentially optimal solution -33,337 for 4, 16, and 59 times out of 100 executions each for \(T = 50s, T = 100s,\) and \(T = 200s\), respectively. Hence, we can say that the TTS to obtain the potentially optimal solution was between 100s and 200s.

![Fig. 6. Histogram of solutions for K2000 MaxCut obtained in 100 executions of D-Wave Hybrid Solver running \(T = 50s, T = 100s,\) and \(T = 200s\).](image)

The K2000 graph is commonly used for benchmarking BQM solvers for solving MaxCut problems. It has been reported that the best solution obtained in 100 executions of 5 ms each of the CIM is -33, 191 [17]. The gap between this best solution and the potential optimal solution is 0.438%. A 512-spin annealing processor fabricated with the 65 nm CMOS technology has been developed [12]. They estimated that numerical projections for a 2048-spin annealing processor obtain expected -33,073 solutions in 100 trials of 0.48 ms each for the K2000 problem. However, it fails to find a solution better than -33,300. A new optimization algorithm called the Simulated Bifurcation Machine (SBM), which simulates adiabatic evolution of classical nonlinear Hamiltonian systems for solving Ising models, has been developed [35]. It has been implemented in an FPGA to solve 2000-node Ising models and 100 trials of 0.5 ms running time for the K2000 problem obtained solutions with an average -32,768. However, it failed to obtain solutions better than -33, 000. Recently, the SBM [35] has been improved; An FPGA implementation of the improved version of the SBM called discrete Simulated Bifurcation (dSB) succeeded in finding a potentially optimal solution -33,337 in 1.3s [14]. Our DABS solver running on GPUs can find it faster than this dSB FPGA solver.

B. Quadratic Assignment Problem (QAP)

We used three QAP problems, tai20a \((n = 20)\), tho30 \((n = 30)\), and nug30 \((n = 30)\), from QAPLIB, which is a quadratic assignment problem library [36]. Their optimal solutions have been proved. QAP problems tai20a and tho30 have been used for evaluating a QUBO solver using the subQUBO model [37]. However, this solver failed to find optimal solutions. We also used nug30, which is the largest QAP of commonly used nug-family QAPs. Table III lists the experimental results for QUBO problems reduced from tai20a, tho30, and nug30. We explain this table using nug30 as an example. It is known that the
optimal solution of QAP nug30 is 6,124. We used penalty $p = 1, 000$, and so the optimal solution of the corresponding QUBO problem is $6,124 - np = -23,876$. Our DABS solver with parameters $s = 0.1$ and $b = 1$ succeeded in finding this optimal solution for all 1,000 executions, and the average TTS was 44.2s. Gurobi optimizer found a solution $-23,820$ in 3,600s, which is 0.235% gap from the optimal solution. Our DABS solver could find the optimal solution in all 1,000 executions; however, the ABS solver can find it with probability only 14.8% in a time limit of 300s, and Gurobi optimizer found the optimal solution in 3,600s, which is 0.235% gap from the optimal solution. We executed ABS solver with a time limit of 30s for solving QASPs. For example, it succeeded in finding the potentially optimal solutions with probabilities of 93.2%, 18.6%, and 28.3% in this time limit, respectively. For QASP256, the TTS of the ABS solver is smaller than that of our DABS solver. Hence, the reader may think the ABS is better than the DABS solver for this case. However, the ABS solver succeeded in finding the potentially optimal solution with probability only 28.3%, while the probability of our DABS solver is 100%.

Gurobi optimizer was executed for 3,600s for solving the QASPs. The obtained solutions were close to the potentially optimal solutions; however, there were few gaps.

### Table IV

| QASP resolution | QASP1 | QASP16 | QASP256 |
|-----------------|-------|--------|---------|
| Potentially optimal solution | $r = 1$ | $r = 16$ | $r = 256$ |
| Our DABS solver | $-20,902$ | $-238,594$ | $-3,656,992$ |
| (TTS) | 4.34s | 5.67s |
| ABS solver | $-20,902$ | $-238,594$ | $-3,656,982$ |
| (TTS) | 6.92s | 12.16s |
| (Probability) | 93.2% | 18.6% | 28.3% |
| Gurobi optimizer | $-20,676$ | $-238,382$ | $-3,656,192$ |
| (Gap) | 1.08% | 0.00503% |
| D-Wave Advantage | $-20,890$ | $-238,430$ | $-3,654,338$ |
| (Gap) | 0.105% | 0.0726% |

Table IV also shows the best solution obtained by 1,000,000 quantum annealing operations with 20 $\mu$s annealing time each by the D-Wave Advantage4.1. Because one API call called sampling can perform at most 10,000 quantum annealing operations, we repeated the sampling 100 times. Including miscellaneous overhead, each sampling with 10,000 quantum annealing takes about 2.7s, and the total execution time for 100-time sampling is about 37min. For comparison, the energy values in the table are converted from the Hamiltonian values of the corresponding Ising models solved by D-Wave Advantage4.1. For all QASPs, it failed to find the potentially optimal solutions in all 1,000,000 quantum annealing operations.

### D. Effect of Diversity for Main Search Algorithms and Genetic Operations

Recall that our DABS solver performs five main algorithms, MaxMin, PositiveMin, CyclicMin, RandomMin, and TwoNeighbor, and eight genetic operations, Random, Best, Mutation, Crossover, X crossover, Zero, One, and IntervalZero. The host chooses a main algorithm and genetic operation based on solutions stored in the solution pool so that a main algorithm and a genetic operation that have produced good solutions are selected more frequently. To see the effect of the diversity of main search algorithms and genetic operations, we evaluated the frequency of main search algorithms and genetic operations used during the execution of our DABS
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solver. We executed our DABS solver 1,000 times each for solving QUBO problems to obtain the experimental results in Tables II, III, and IV. During the execution, it recorded the frequency of executed main search algorithms and genetic operations. Table V shows the frequency of main search algorithms and genetic operations executed in our DABS solver for each QUBO model. For each QUBO model in the table, the main search algorithm and genetic operation with the highest frequency are boldfaced. For example, for solving a QUBO problem reduced from nug30, PositiveMin search algorithm and Crossover genetic operation are selected most frequently, and their frequencies are 44.9% and 62.8%, respectively. We can consider that main search algorithms/genetic operations with higher frequency found better solutions for a QUBO model in the experiments. Even if QUBO models are reduced from the same problem category, the most frequently used main algorithm/genetic operation can be different. For example, PositiveMin is used most frequently for solving QASPI and QASP16, whereas CyclicMin is mostly selected for QASP256. Although their difference is just the resolution, the main search algorithm that works well is not the same. We are not able to clarify the reason for this, but our diverse approach of automatic selection of main algorithms/genetic operations may work well.

Our DABS solver records a main search algorithm and genetic operation used for a batch search when it finds a new best solution. This record is updated whenever a new best solution is found. Hence, when our DABS solver terminates, we can obtain the main search algorithm/genetic operation by which the potentially optimal solution was found first. Table VI lists the frequency of main search algorithms/genetic operations obtained by reading this record. Intuitively, a higher frequency of a main search algorithm/genetic operation means that it works well for finding a potentially optimal solution from good solutions. Notably, the frequencies shown in Tables V and VI do not show the exact same tendency. For example, for QASP256, CyclicMin is mostly used in Table V, whereas RandomMin is mostly selected in Table VI. This means that for solving QASP256, CyclicMin works well for finding good solutions, while RandomMin is most suitable for finding the potentially optimal solution from good solutions. This fact implies that the best main search algorithm may be changed during the execution of a QUBO solver, and the performance can be improved if we can select a main search algorithm appropriately. Moreover, for MaxCut problems, K2000, G22, and G39, genetic operation Best works well to find potentially optimal solutions, as shown in Table VI. However, Best is not mostly used for finding good solutions as we can see in Table V. Our DABS solver is designed so that suitable main search algorithms/genetic operations are automatically selected and executed.

VII. CONCLUSION

This paper presented a QUBO solver framework called Diverse Adaptive Bulk Search (DABS), which features three diverse aspects: five search algorithms, eight multiple genetic operations, and multiple solution pools. During the execution of the DABS, search algorithms and genetic operations that succeeded in finding good solutions are automatically selected to obtain better solutions more quickly. Although the well-known No Free Lunch Theorem (NFLT) implies that there exists no heuristic search algorithm that can solve all types of QUBO problems efficiently, our DABS solver has the potential to solve many types of QUBO problems without knowing their characteristics. We implemented a QUBO solver based on the DABS to run on the compute node of the ABCI supercomputer equipped with eight NVIDIA A100 GPUs. Experimental evaluations confirm that our DABS solver succeeds in finding optimal or potentially optimal solutions for three types of QUBO problems, the MaxCut problem, the Quadratic Assignment Problem (QAP), and Quantum Annealer Simulation Problem (QASP).
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**Table V**

FREQUENCY OF MAIN SEARCH ALGORITHMS AND GENETIC OPERATIONS EXECUTED IN OUR DABS SOLVER

| Problems  | Max | Min | Positive | Cyclic | Random | Two Neighbor | Genetic operations | Cross-over | X-cross-over | Zero | One | Interval |
|-----------|-----|-----|----------|--------|--------|-------------|-------------------|------------|-------------|------|-----|----------|
|           |     |     |          |        |        |             | Rand-      | Muta-      |             |      |     |          |
|           |     |     |          |        |        |             | Best       | tion        |             |      |     |          |
|           |     |     |          |        |        |             | Cross-     |            |             |      |     |          |
|           |     |     |          |        |        |             | Xcross-    |             |             |      |     |          |
|           |     |     |          |        |        |             | Zero       |             |             |      |     |          |
|           |     |     |          |        |        |             | One        |             |             |      |     |          |
|           |     |     |          |        |        |             | Interval   |             |             |      |     |          |

**Table VI**

FREQUENCY OF MAIN SEARCH ALGORITHMS AND GENETIC OPERATIONS THAT FIRSTLY FIND THE POTENTIALLY OPTIMAL SOLUTIONS

| Problems  | Max | Min | Positive | Cyclic | Random | Two Neighbor | Genetic operations | Cross-over | X-cross-over | Zero | One | Interval |
|-----------|-----|-----|----------|--------|--------|-------------|-------------------|------------|-------------|------|-----|----------|
|           |     |     |          |        |        |             | Rand-      | Muta-      |             |      |     |          |
|           |     |     |          |        |        |             | Best       | tion        |             |      |     |          |
|           |     |     |          |        |        |             | Cross-     |            |             |      |     |          |
|           |     |     |          |        |        |             | Xcross-    |             |             |      |     |          |
|           |     |     |          |        |        |             | Zero       |             |             |      |     |          |
|           |     |     |          |        |        |             | One        |             |             |      |     |          |
|           |     |     |          |        |        |             | Interval   |             |             |      |     |          |