Abstract
Optimisation algorithms are commonly compared on benchmarks to get insight into performance differences. However, it is not clear how closely benchmarks match the properties of real-world problems because these properties are largely unknown. This work investigates the properties of real-world problems through a questionnaire to enable the design of future benchmark problems that more closely resemble those found in the real world. The results, while not representative as they are based on only 45 responses, indicate that many problems possess at least one of the following properties: they are constrained, deterministic, have only continuous variables, require substantial computation times for both the objectives and the constraints, or allow a limited number of evaluations. Properties like known optimal solutions and analytical gradients are rarely available, limiting the options in guiding the optimisation process. These are all important aspects to consider when designing realistic benchmark problems. At the same time, the design of realistic benchmarks
is difficult, because objective functions are often reported to be black-box and many
problem properties are unknown. To further improve the understanding of real-world
problems, readers working on a real-world optimisation problem are encouraged to
fill out the questionnaire: [https://tinyurl.com/opt-survey](https://tinyurl.com/opt-survey)
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**1 Introduction**

Optimisation algorithms are ultimately used to solve real-world problems. In contrast,
the benchmarks used in academic research to assess algorithmic performance often
consist of artificial mathematical functions. As previous studies have indicated [34], it
is questionable whether the performance of algorithms on such benchmarks translates
to real-world problems.

While artificial mathematical functions are designed to have specific properties,
it is not clear how closely they reflect the properties seen in the real world. In fact,
work by Ishibuchi et al. [10] points out that differences in algorithm performance
exist between commonly used benchmark functions and real-world problems. In
addition, Tanabe et al. [22] establish that both C-DTLZ problems and common test
problems that aim to imitate real-world problems contain a number of unnatural
characteristics. Further, it has been shown that in some cases, simple algorithms can
be surprisingly effective on real-world-like problems, in contrast to what artificial
benchmarks would predict [34].

As a consequence, the design of benchmarks would benefit from a better un-
derstanding of which properties appear in real-world problems, how common these
properties are, and in which combinations they are found. Further, it is of particular
interest to identify characteristics of real-world problems that are not yet represented
in artificial benchmarks, and to identify real-world problems that might be usable as
part of a benchmark suite. All these aspects would then provide better guidance to
the development of algorithms that perform well in the real world.

Although such reality-inspired benchmarks may still, in part, consist of artificial
functions, those functions are then designed based on clear indications of needs. In
addition, actual real-world problems or simplified problems that are correlated with
them could be included in benchmarks. By contributing problems to benchmarks,
industry can benefit from better algorithms and solutions. At the same time, academia
benefits from greater insight into the particularities of the specific problem. While
understandably not all real-world problems are publicly available, some properties
might still be made available, and could thus guide the design of useful benchmark problems.

A better understanding of real-world problems and their properties is clearly important. This is why we have designed a questionnaire to gather information on real-world problems faced by researchers and practitioners. The questionnaire was designed by researchers from the Evolutionary Computation community, which may have induced biases in questionnaire design and the reached audience. We hope that the results obtained are either directly or indirectly useful for other communities as well, even though they might have added, changed, or formulated some questions differently. Most importantly, each reader is strongly encouraged to fill out the questionnaire themselves and to advertise it in their own community.

This chapter presents the questionnaire, and analyses and discusses the responses we have collected between October 2019 and July 2020. Our motivation for creating the questionnaire was to (a) identify properties of existing real-world problems and (b) identify or create practical benchmarks that resemble these properties.

Based on our findings, we are able to make some first (tentative) suggestions for constructing future benchmarking suites. For example, we find that many real-world problems include constraints and there are several with high-dimensional search spaces. Currently, such problems are not well reflected in popular benchmark suites. However, to make benchmark suites better suited to match real-world problems, these should be adapted to reflect the above observations. What could be used directly in benchmark suites are problems with short evaluation times (< 1 second). We identified several of such problems.

Since benchmarks generally measure the performance of algorithms on clearly defined problems, this work is primarily focusing on the analysis of real-world problems that have already been encoded into decision variables, and corresponding objective and constraint functions. While this work does not directly make it easier for practitioners to decide which algorithm to use, it aims to do so indirectly by providing practical means for the characterisation of optimisation problems that can be used to identify suitable benchmarks. Naturally, when characteristics found through the questionnaire are not present in existing benchmarks, these benchmarks can be extended to accommodate practitioners with such problems.

Having clarified the intended relevance of this work to benchmarking, this chapter is also valuable for the general development of optimisation algorithms. Analysing responses to the questionnaire can reveal that certain research directions receive less attention than would be warranted, given that they address frequently occurring issues in real-world problems. For example, we find that work specialising in handling expensive optimisation problems (such as surrogate-assisted optimisation \cite{11}) is highly relevant, as several responses to the questionnaire report objective/constraint evaluation times of more than one day. As such, the questionnaire can both inspire new research avenues and revitalise existing research directions. In turn this should result in more algorithms with properties specifically useful for real-world applications.

This chapter starts with an overview of related work in Section 2 with a focus on real-world problems in existing benchmarks. The questionnaire, designed to learn
more about the properties of real-world problems, is introduced in Section 3. Next, Section 4 presents and analyses the currently available answers to the questionnaire. To conclude, the work is briefly summarised and the main points for future investigation are highlighted in Section 5.

2 Related work

Shortcomings of existing test suites in Evolutionary Computation have already been remarked more than 20 years ago [36], and new suites have been proposed since then. However, even though it also has been demonstrated that algorithms behave differently on artificial and real-world(-like) problems [10,22,34], surprisingly little work has been done to address this issue.

Some years back, a questionnaire about benchmarks was issued in the genetic programming (GP) community [35]. One of the main results was the construction of a list of common benchmark problems with critical flaws, and the proposal of replacement problems (without these flaws). The study focused on challenging problems and diversity in evaluation time. Although it was useful to see how other questionnaires in the optimisation field were conducted, the aim was markedly different. Their work surveyed the GP community for opinions on their benchmarking practices, whereas this paper aims to ask optimisation experts from both industry and academia for the properties of their real-world problems.

In 2013, 17 engineers at UK companies were interviewed about the use of computational optimisation [27]. While that questionnaire focused on detecting current industrial optimisation practices and needs, some topics are shared by our questionnaire and its goals, i.e., features of industrial optimisation problems and highlighting existing issues as well as areas for further investigation.

Recently, several benchmark suites have been proposed that aim to resemble some aspects of real-world problems. A collection of design problems in engineering is presented in [23] as a problem suite for multi-objective optimisation algorithms. These problems have all been presented in the literature before and were collected into an easy-to-use framework in order to facilitate comparisons. To limit the computational resources required for evaluating each solution, the problems in this function suite are all evaluated by combinations of human-understandable functions designed by domain experts. This results in problems that are both reasonably quick to evaluate and more representative of real-world problems than conventional artificial test problems. However, by avoiding simulations and using simplified models instead, these problems cannot accurately represent some important characteristics (e.g. noise) of real-world problems.

In contrast, the recently proposed benchmarking suites mentioned in the following use simulation-based evaluations, thus accepting larger computational costs. The CFD problem suite proposed in [5] contains several optimisation problems inspired by applications in engineering that require simulations with computational fluid dynamics (CFD). It consists of three problems (two single-objective, one bi-
The GBEA (Game-Benchmark for Evolutionary Algorithms) contains two single- and two multi-objective problem suites, where most of the included problems also require simulations to evaluate a given solution. In this case, the functions contained in the benchmark are optimisation problems that arise in game design.

Given further insights, it could be determined how much of the space of real-world problems is actually covered by the benchmarks described above. For example, they do not represent the full complexity and computational costs of some optimisation problems observed in the real world due to practical constraints. Evaluations of the benchmark functions take up to 20 minutes (CFD suite) and a few seconds (GBEA). While evaluation time in benchmarks should ideally be kept short and is not necessarily an indicator of problem complexity, this difference does show that there is need for further investigation.

Besides the benchmarks listed above, there have also been several competitions featuring real-world problems. Some feature simulation-based evaluations, such as the Competition on Online Data-Driven Multi-Objective Optimization at CEC 2019. The Japanese Society for Evolutionary Computation holds competitions based on real-world design optimisation problems in conjunction with the Evolutionary Computation Symposium since 2017. These benchmark problems include the car structure design optimisation problem provided by the Mazda motor corporation in 2017, the Moon landing site selection problem provided by the Japan Aerospace Exploration Agency in 2018, and the wind turbine design problem provided by Hitachi, Ltd. in 2019. Others rely on more abstract computational models of the real-world, such as the CEC 2011 Competition on Testing Evolutionary Algorithms on Real-World Optimization Problems. While we commend the efforts to include real-world problems in competitions, it is difficult to interpret the results, answer open research questions and draw conclusions for future research. Even if the problems are disclosed, their characteristics remain unclear. In addition, results are usually only published for a specific setting, e.g. for one specific budget and one specific search space dimension.

Some researchers have also made their real-world problems available. Examples include radar waveform optimisation, airfoil optimisation, and car structure design optimisation. While this represents a beginning, a few self-contained problems offer little to improve the understanding of algorithm behaviour. These problems should be combined into a common framework to reduce the obstacles to using them, and making the results more readily comparable.

Besides the real-world problems mentioned above, where most are design problems encountered in industry, meta-problems have also been suggested as benchmark sources. Suggestions include hyperparameter optimisation and optimisation problems from machine learning, such as tuning the weights of neural networks. It is, however, questionable whether these insights can be translated to more conventional real-world problems, e.g. in engineering.
3 Questionnaire

This section provides an overview of the questionnaire design and briefly introduces its structure.

3.1 Background

The idea for the questionnaire originates from the Lorentz Center MACODA (Many Criteria Optimization and Decision Analysis) workshop that was held in Leiden, the Netherlands, in September 2019.

As the questionnaire is intended to gather examples of real-world optimisation problems rather than a representative sample, and because we are asking for facts instead of opinions, many of the potential pitfalls in questionnaire design can be avoided in this instance. Still, we followed guidelines from [14], went through several iterations of the questionnaire and followed up with participants. We aimed to keep the questionnaire practical by maintaining it at a manageable length. An effort was also made to use well-known terminology and visualisations to keep things understandable for our target audience, who are optimisation experts from industry and academia.

The questionnaire was implemented online using Google Forms. Its first version was made available to the public on 16 October 2019. It was advertised through presentations at events attended by the authors and personal emails to researchers and practitioners in the field. The preliminary results based on 21 answers to this initial questionnaire are presented in a short paper [30]. This relatively small number of answers is not representative as most responses were reached through direct contacts. While for this chapter we cover 45 answers, the results we obtained still do not lend themselves well to statistical analysis. However, the results are still useful to:

• identify characteristics of real-world problems that are not represented in artificial benchmarks, and
• identify real-world problems that could potentially be used as part of a benchmark suite.

From 8 April 2020, an updated version of the questionnaire is available (see the end of Section 3.2 for details on the changes). In addition to addressing some of the shortcomings of the initial version, it has also been advertised more broadly (via mailing lists and newsletters) therefore reaching a larger audience. This is the version presented in the following.
Fig. 1: Questionnaire structure. While there are 73 questions in total, depending on the problem properties, only between 28 and 51 questions are actually posed.

3.2 Questionnaire Outline

The questionnaire aims to gather information on the types of issues that occur in real-world applications and how common the different issues (and their combinations) are. It consists of five parts, each addressing a different aspect of the problem (also see Figure 1):

- **Q1-4. General information**
  Four questions are devoted to the problem name, domain, existing sources with further details (such as papers) and whether any parts of the problem and/or its solutions are publicly available.

- **Q5-20. Questions about variables**
  The questions about variables are split into three paths depending on the first question in this part which asks the type of variables present in the problem. For
each of the variable types (continuous, ordinal, categorical and combinatorial), the questionnaire asks the number of such variables, and their cardinality where appropriate.

• **Q21-27. Questions about constraints**
  The first question in this part asks whether the problem contains any constraints in addition to box constraints. For constrained problems, further questions ask about several types of constraints (e.g. equality/inequality) and their evaluation time.

• **Q28-67. Questions about objectives**
  Here the first question asks whether the problem has a single objective, or multiple objectives (SO and MO in Figure 1 respectively). The remaining questions address the two cases separately. All 14 questions for SO problems are also asked for MO problems, but with adjusted phrasing (or are split into multiple parts). There are 26 questions in total for MO problems.

• **Q68-73 Final questions**
  The final six questions ask about the methods that were already used to solve this problem, contact information (unless the participant wishes to remain anonymous) and general comments regarding the questionnaire.

In total, the questionnaire consists of 73 questions, but, depending on the problem properties, only between 28 and 51 questions need to be answered. The questions were formulated following terminology used in the Evolutionary Computation community as this is best understood by the authors and, presumably, by most of the respondents. In addition, for some questions images were used to clarify concepts as exemplified in Figure 2.

The presented questionnaire is a modified version of the initial questionnaire. The changes were made based on the participants’ feedback and our observations from the received results. These changes were mostly made with the intention of striking a balance between the detail of the information gathered and the usability of the questionnaire, both in terms of clarity and the effort required to answer all questions. To condense the questionnaire further, we also removed questions where we did not expect a sufficient number of answers that could support quantitative analysis. The changes we made comprise:

1. adding a question about dynamically changing problem properties,
2. removing questions about problem multidisciplinarity and explicit/implicit constraints,
3. making a large part of the questions obligatory (and consequently adding the ‘I do not know’ answer to obligatory questions), and
4. other minor adjustments in order to clarify some of the questions.

Care was taken to make the modifications in such a way that answers to both versions of the questionnaire could still be used together. A plethora of additional questions were discussed as well, for example regarding hard- and soft constraints and multi-level problems. These potential changes were ultimately dropped in favour of keeping the questionnaire at a reasonable length.
4 Results

We have received 49 responses to the questionnaire by 16 July 2020. Answers to both versions of the questionnaire were reconciled by, whenever possible, updating the earlier responses via private correspondence with respondents or referring to literature provided in the responses. After verification, some of the responses had to be discarded (due to duplication and errors), resulting in a total of 45 verified responses. References to literature submitted by the participants and the data used in the analysis are publicly available online [29].

The results are presented with bar plots (Figures 3 to 8 [10] and [11]) and a heatmap (Figure 9). In all bar plots, the x-axis indicates the number of problems featuring the given property. Relative frequencies are provided next to each bar. Colours are used to differentiate between single-objective, multi-objective (bi- and tri-objective), and many-objective (four or more objectives) problems following common practice in evolutionary multi-objective optimisation.

Within the questionnaire, we ask participants for the domains of their optimisation problems. The results are summarised in Figure 3. As expected, most of the submitted problems are engineering problems (25 out of 45), spread over several sub-fields. However, we also received problems from applications in computer science, robotics, logistics, scheduling, bioinformatics, chemistry, energy, manufacturing, natural hazard assessment, operations research, photonics and semiconductors. This suggests that real-world optimisation problems can be found in a wide range of applications.
This result means that investigating domains beyond engineering could yield more and different examples of problems for a real-world benchmark of evolutionary algorithms. At the same time, this also indicates that potential benchmarking problems could have very differing characteristics, based on their respective application. This should be kept in mind for the analysis below, but also in general when compiling real-world benchmarks.

Figure 4 summarises the results in terms of the number of objectives (top), variables (middle) and constraints (bottom). Most problems feature two objectives (17 responses), followed by problems with one objective (13 responses) and three objectives (seven responses). The eight many-objective problems have between four and 20 objectives. These results suggest that researchers in our community are mainly faced with multi- and many-objective problems. This finding is likely due to biased sampling in a community disproportionately concerned with multi- and many-objective optimisation. However, as demonstrated in Chapter ??, multi- and many-objective benchmarks are still rare. We thus hope to encourage colleagues to release and share more problems and benchmarks in the future. First efforts towards this direction have already begun with the benchmarking network but the collected resources are still far from comprehensive (cf. [24]).

The high number of objectives further suggests that the standard assumption of conflicting objectives might not hold for some problems, at least not across the entire search space. Out of the eight problems submitted to the questionnaire with four or more objectives, half of them feature some kind of correlation between objectives. Two others did not have correlations (two of the four-objective problems), and for the last two problems it is not known whether there are correlations (one of the six-objective problems and the 20-objective problem). Out of the bi- and tri-objective problems thirteen have some kind of correlation, seven have no correlation, and for the other four the existence of correlations is unknown. This means that in total just over half of the multi- and many-objective problems submitted to the questionnaire involve correlations. In Chapter ?? correlations between objectives are discussed.
further, but these are as of yet not often considered in benchmarking. This should be remedied to enable research into algorithms that efficiently handle the resulting dependency structures.

The middle part of Figure 4 conveys the number of variables of the collected problems in powers of ten. Most problems possess between 10 and 100 variables (19 responses), followed by nine responses with less than ten variables, and nine responses with between 100 and 1000 variables. While only 20% of the problems have a small search space with ten variables or less, and benchmarks are scalable beyond that, in practice this is not always done. Based on this data it seems to be good practice to scale benchmark problems to higher dimensions, although this may come at a computational cost. While the largest problem in terms of the number of variables contains $10^7$ (ordinal) variables, the other problems contain less than $10^5$ variables. Almost 40% (17 out of 45) of the problems have 100 variables or more, something rarely seen in benchmarks. To reflect the dimensionality of real-life problems in artificial benchmarks, analysis might be done to see whether larger problems are needed, or if scaling up existing benchmarks would be sufficiently accurate. This also seems to apply to many-objective optimisation, considering that two of the eight many-objective problems also have more than 100 variables.

The bottom part of Figure 4 highlights the number of constraints (other than box constraints). There are eleven unconstrained problems, and 27 with less than 100 constraints. The largest problem, in terms of constraints, consists of 45 000
constraints (one equality and the rest inequality constraints). Overall it is clear that constraints are very common in single-, multi- and many-objective problems, and quite often appear in large numbers. Benchmarks with constraints are definitely needed. Further, it may be worthwhile to create a taxonomy of different constraint types to enable better analysis. This would be akin to fitness landscape descriptors (e.g. multi-modality), but then specifically focusing on constraints. It would include, for example, the balance between equality and inequality constraints, and the ratio of feasible solutions.

The findings of Figure 5 are in line with the study on industrial optimisation problems in [27], where a large number of variables and constraints and multiple objectives are found.

Based on Figure 5, inequality constraints occur more frequently than equality constraints (in 24 versus six problems, while four have both types of constraints). Notably, based on additional data from the results website [29], for almost half of the constrained problems (15 responses), evaluation of the objectives is not always possible when constraints are violated. This is an instructive finding as solutions that cannot be evaluated are not commonly modelled in most popular benchmarks.

Figure 6 provides the frequency of different variable types. Most submitted problems contain only continuous variables (28 responses), followed by problems with only discrete variables (ten responses) and mixed-integer problems (seven responses). The prevalence of continuous problems holds also when the results are broken down with regard to the number of objectives. The presence of ordinal, categorical and permutational variables (not shown in the figure) is rather balanced. The number of non-continuous problems containing ordinal, categorical and permutational variables are eight, eight and seven, respectively, with five problems comprising two or three of these variable types.
While the portion of mixed-integer problems in the questionnaire responses is significant, research about mixed-integer problems in Evolutionary Computation is limited. Some mixed-integer benchmarks are available, but, as discussed in [28], the existing mixed-integer linear programming problems such as [3] are often hard to use for black-box optimisers like evolutionary algorithms. Because integers can be used to represent ordinal, categorical and permutational variables, most mixed-integer problems make no distinction among them. For example, [17, 21] consider only continuous and binary variables, while [28] is limited to continuous and integer variables. A few (like [16]) comprise continuous, ordinal and categorical variables, even less contain a mix of permutational and other variables (e.g. [20]). Single and bi-objective mixed-integer problems were proposed in [28], while more generic multi-objective (scalable in the number of objectives) problems were introduced in [17]. It is important to highlight these benchmark suites as quite frequently authors propose their own, new problems, rather than using an established well thought-out suite.

Information about the maximal cardinality of ordinal and categorical variables, as well as about discrete objectives is limited because each of these properties occurred in at most 20% of the responses. However, a few observations can be made. The six problems with ordinal variables are scattered over various categories of cardinality, ranging from binary to more than 10,000. Unsurprisingly, for the categorical variables the cardinality is always low with the highest being in the 11 to 100 interval. Nine problems with discrete objectives were submitted. Most of these have a high cardinality of more than 10,000, with the remainder being distributed over a variety of lower cardinalities.

Real-world optimisation problems sometimes exhibit time-consuming function evaluations. Figure 7 reports on maximum evaluation times of the objective functions.
for all problems (top plot) as well as of the constraint evaluation times for constrained problems (bottom plot). We can see that most constrained problems have a low maximum evaluation time, although 18% exhibit very long maximum evaluation times, i.e. one hour or more. A similar distribution of maximal evaluation times can be observed for objectives, however, not as monotone. Again, in 18% of the problems it takes an hour or more to evaluate the most expensive objective function. Note that while single-objective problems seem to have shorter evaluation times than multi- and many-objective ones, this could be an artefact of showing only maximum evaluation times. These are more likely to be long if more objectives are considered. Unsurprisingly (based on the raw data), the time taken to evaluate constraints and the time taken to evaluate objectives are in the same range for most problems, although there are some exceptions.

For both objectives and constraints, there are quite a few problems with short evaluation times. With these real-world problems, a benchmark suite could be compiled that would also be practical in terms of evaluation time. This would be particularly interesting if these problems have properties that are not covered by real-world benchmark suites like RE and CRE [23]. On the other hand, a lot of problems with relatively expensive evaluations (ranging from minutes to days) were also submitted to the questionnaire. This indicates that handling expensive evaluations is another important research direction. It could be investigated whether problems with expensive evaluations are inherently different. When problems are based on simulations, they might have different constraint structures. In that case, it may be possible to replicate those constraint structures in artificial, and cheap, functions. Otherwise, if they do not have different properties, existing benchmark functions could be used with a small evaluation budget (e.g. < 100). These could be other real-world problems with relatively cheap simulations like those from the GBEA [32] or CFD [5] suites.

In addition to the evaluation time of objectives and constraints, we also asked how many solution evaluations were ‘allowed’ for each problem, the results of this are shown in Figure 8. A lot of problems have no limitation on the number of evaluations, which matches existing benchmarking practice. On the other hand, a large number of problems is severely restricted in the number of evaluations that can be used. There seems to be a particularly great need for algorithms that can optimise while

Fig. 8: Number of evaluations that can be used. Based on 45 responses.
Are there known feasible solutions?  
Are objectives non-injective?  
Are objective ranges known?  
Are there black-box objectives?  
Are objectives ill-conditioned?  
Are there known targets to reach?  
Are objectives noisy?  
Do analytical gradients exist?  
Are variables separable?  
Are objectives convex?  
Are objectives concave?  
Are objectives discontinuous?  
Are objectives linear?  
Are there preferences among objectives?  
Is the Pareto front convex?  
Is the Pareto front concave?  
Is the Pareto set disconnected?  
Is the Pareto front linear?  
Are objectives correlated?  
Are objectives correlated?  
Is the Pareto front mixed-shaped?  
Is the Pareto front linear?  
Does the Pareto front have a knee?  
Is the Pareto front disconnected?

| Problem properties | MO only (n = 32) | SO & MO (n = 45) |
|-------------------|-----------------|-----------------|
| Are there known feasible solutions? | 16 % | 20 % |
| Are objectives non-injective? | 67 % | 7 % |
| Are objective ranges known? | 60 % | 38 % |
| Are there black-box objectives? | 47 % | 63 % |
| Are objectives ill-conditioned? | 44 % | 22 % |
| Are there known targets to reach? | 33 % | 62 % |
| Are there known optimal solutions? | 27 % | 22 % |
| Are objectives noisy? | 22 % | 71 % |
| Do analytical gradients exist? | 18 % | 60 % |
| Are variables separable? | 13 % | 62 % |
| Are objectives convex? | 7 % | 18 % |
| Are objectives concave? | 2 % | 18 % |
| Are objectives discontinuous? | 2 % | 18 % |
| Are objectives linear? | 18 % | 82 % |
| Are objectives correlated? | 53 % | 28 % |
| Are objectives correlated? | 24 % | 66 % |
| Is the Pareto front convex? | 41 % | 9 % |
| Does the Pareto front have a knee? | 34 % | 22 % |
| Is the Pareto front disconnected? | 22 % | 42 % |
| Is the Pareto set disconnected? | 19 % | 12 % |
| Is the Pareto front mixed-shaped? | 12 % | 9 % |
| Is the Pareto front linear? | 6 % | 9 % |
| Is the Pareto front linear? | 3 % | 9 % |

Fig. 9: Heatmap showing the percentage of various problem properties both for questions shared by single-objective (SO) and multi-objective (MO) problems (45 responses), as well as for questions specific to MO problems (32 responses).

restricted to at most 1000 function evaluations. In the limited data available, we observed a clear correlation between the number of evaluations and the evaluation time. A small number of evaluations is allowed for the problems which need long evaluation times. Of the four most time-consuming problems that take more than one day for the evaluation of objectives and constraints, two allow for less than 100 evaluations and two for less than 1000 evaluations.

The heatmap in Figure 9 provides the frequency of answers to a selection of the questions. Here, questions are grouped vertically based on whether they apply to single- as well as multi- and many-objective problems (SO & MO), or only to multi- and many-objective ones (MO only). In addition, the questions in these two groups are sorted based on the frequency of ‘Yes/Some’ answers. The majority of responses state that there are no known optimal solutions for their problems. Therefore, directly integrating real-world problems into benchmark suites would complicate performance measurements as some metrics would not be applicable, e.g., distance to optima or the (inverse) generational distance [4, 31] to the Pareto front. Furthermore, in many cases there are no known targets that could be exploited by algorithms for guidance or to terminate optimisation runs. Analytic gradients are not available in most problems either. This limits the use of gradient-based optimisation algorithms. Realistic benchmarks should preferably reflect these limitations.
Contrariwise, real-world problems are reported to exhibit characteristics that could potentially be exploited in algorithm design and, therefore, should be emulated in benchmarks. For example,

- objectives are often reported to be correlated,
- feasible solutions are known for most problems, which simplifies search initialization,
- objectives are predominantly deterministic,
- the presence and absence of black-box objectives is fairly balanced,
- preferences among objectives exist in about half the problems.

The answers also reveal that characteristics of real-world problems are not fully understood: participants often could not say whether their Pareto sets are disconnected, Pareto fronts are linear, concave, convex, mixed-shaped or have knee points, nor whether objectives are convex, concave, discontinuous, or linear. Designing artificial benchmarks solely based on empirical observations from real-world problems might produce problems of too low complexity. In contrast, directly reusing real-world problems as benchmarks would overcome this shortcoming. Alternatively, systematic automated analyses of existing real-world problems could reveal and collect properties that could not be gathered in questionnaires. This may be done by exploratory landscape analysis for example [18].

Frequencies of dynamic problem properties are shown in Figure 10. The majority of problems (32 out of 45) have no dynamic properties, while a few problems contain dynamic variables, constraints, and objectives. This information is missing for seven problems out of 45. Despite relatively few dynamic problems having been submitted, it is still a significant portion. This observation supports the need for continued research in this area, including the development of benchmarks with dynamic properties.

The bar plot in Figure 11 provides the frequencies of publicly available problem features such as problem definition, optimised results, objective and constraint function evaluation modules and a scaled-down version of the problem. Only six problems have no publicly available features (or their availability is unknown), while most of the problems (37 out of 45) have at least a publicly available problem definition. More than half (27 out of 45) of the responses stated that optimisation results
Fig. 11: Frequency of publicly available features. A selection of the multiple responses per problem. Percentages are given w.r.t. the total number of participants. Based on 45 responses.

are publicly available. Considering that for many problems at least one feature is available, it is unfortunate that in many cases this is not exploited. It is likely that if the problems were gathered in an easily executable and stable suite, these real-world problems would be much more widely studied. An issue with real-world problems that might complicate this is that they may have platform specific requirements, particularly in the case of simulation software. A tool like Docker\textsuperscript{1} might help to ensure cross-platform execution of a benchmarking suite that includes these problems. In addition to the existence of a benchmark suite, its advertisement is also important to increase its reach. This can be achieved in part by sharing the benchmark suite through initiatives such as the benchmarking network (cf. \cite{[24]}).

5 Conclusions

Much research exists that empirically compares the performance of different algorithms using benchmarks. This work is motivated by one of the primary issues of benchmarks: the lack of clarity of whether and how conclusions drawn from benchmark results can be applied to optimisation problems in real-world applications. When it is not clear what the performance of an algorithm on a benchmark means for the performance on a real-world problem, it becomes difficult to choose a good optimisation algorithm for a given problem.

To mitigate this issue, benchmarks should be created that contain problems that closely resemble real-world problems. In order to effectively design such test problems, the properties and characteristics of real-world problems have to be understood. To this end, this chapter proposed a questionnaire designed to elicit information on real-world problems from industrial and academic optimisation experts.

\textsuperscript{1}https://www.docker.com
5.1 Discussion

The current set of 45 responses is limited, and not randomly sampled from the optimisation community, and therefore precludes generalisation. Even so, these initial findings already reveal apparent gaps in currently available benchmark suites. The obtained results indicate that many real-world problems are continuous and constrained. Not only are constraints very common, they quite frequently appear in large numbers. Both of these observations indicate a need for benchmarks focused on constraint handling (also see [22]). There are clear trends in objective function properties, such as a prevalence of deterministic objectives, and about half of the analysed problems have black-box objectives. All of these observed properties should be reflected in benchmark design. Some findings also pose challenges to choosing benchmark design strategies: for many of the real-world problems submitted to the questionnaire the respondents indicated that the problem properties (e.g. the shape of the Pareto front) are unknown. Thus, designing faithful artificial benchmarks is error-prone.

Based on the results obtained in our study, there are several real-world problems with evaluation times that are low enough (less than one second) to potentially result in practical computational costs when compiled into a benchmarking suite. However, it is unclear whether these problems are also able to cover a wide enough range of problems to create suitable diversity for a general benchmark. Further research on the properties of real-world problems and how to create similar artificial problems is therefore still needed.

An additional issue that is not solved by compiling real-world problems into a benchmark directly is the reliance on reference solution sets for many performance measures. While we found that several authors published their optimisation results which could be used as a stand-in, the results would be biased since these solutions are likely not optimal. Besides additional investigation of performance measures (see Chapter ??) it will thus still remain worthwhile to identify the properties of real-world problems and create artificial functions with known optima accordingly.

Some other issues may also be addressed when using such artificial functions. Many problems were indicated to have severe restrictions on the number of evaluations ($\leq 1000$). This finding suggests that research is needed in this area, particularly since currently there is not much attention to this. When benchmark functions are evaluated with such restrictions in mind, they may still give an indication about performance with a limited budget.

Additional observations are that problems come from diverse domains, and are not limited to the relatively well covered field of engineering. In turn, these diverse problems may also have diverse characteristics, which should be reflected in benchmarks. Further, almost 40 $\%$ of the submitted problems have 100 variables or more. To cover this in benchmarks, larger problems are needed. Alternatively, existing benchmarks might be scaled up, as long as it is confirmed that this is a sufficiently accurate representation of high-dimensional real-world problems.

Since more than half of the gathered multi- and many-objective problems include correlated objectives, benchmarks are needed in this area as well (also see Chapter...
Mixed-integer problems do not appear to be very common, but still represent a significant fraction of the responses. Although some mixed-integer benchmarking problems exist, there also still appear to be some gaps such as a suite including continuous, integer, and categorical variables in a multi- and many-objective setting. Finally, benchmarks are needed that are dynamic in their objectives, constraints, and/or variables.

5.2 Highlights for many-objective optimisation

In line with the focus of this book, i.e. many-objective optimisation, we highlight some findings that are especially relevant for the many-objective case. Although the questionnaire covered all of single-, multi-, and many-objective optimisation, a significant part of the responses (8 out of 45) concerned many-objective problems.

Overall, 53% of the multi- and many-objective problems involved correlated objectives, which carries over to the many-objective problems where this was exactly 50%. Correlations are especially relevant for many-objective problems, because detecting them may make it possible to reduce the number of objectives. Naturally, with a lower number of objectives the problem becomes more manageable. In turn, techniques from multi-objective optimisation might even become applicable in some cases.

Similarly, preferences among objectives may also be used to reduce the number of objectives. By focusing on the most preferred objectives first, the number of objectives handled at the same time is reduced. With almost half of the gathered multi- and many-objective problems (44%) having preferences among objectives, this is clearly an important area for research in many-objective optimisation.

A problem that seems to be even more relevant in the many-objective case is the length of evaluation times for objectives. With a larger number of objectives, the probability of any one of them being expensive to evaluate grows. This is also supported by the questionnaire responses, where the (maximum) evaluation time for the objectives was shorter for single-objective problems compared to multi- and many-objective problems.

Results drawn over the full set of responses often also apply to the many-objective subset. For instance, this is the case for problems with more than 100 variables, the prevalence of constraints, and the prevalence of continuous problems. So in addition to generally needing more attention and inclusion in benchmarks, these issues also need to be addressed in the many-objective case.

5.3 Future Work

Based on our observations, there are several big open tasks for the future:
Identify problems that would be suitable for compilation into a benchmark based on their computational costs and implementation ease, as well as property coverage.

Run a data-driven analysis of the properties of real-world problems (for example using exploratory landscape analysis [18]) where solution sets are available to gather additional information on the problems and identify potential trends.

Survey existing benchmarks with artificial functions and compare the properties that are represented. Develop new artificial functions (ideally with known optima) with the missing characteristics.

Furthermore, the questionnaire does not collect information about several relevant problem characteristics: the uncertainty in objective and constraint evaluation, whether problem descriptions have multiple representations in which objectives can become constraints (and vice versa) dependent on the current solution, whether problems are real-time, etc. Investigating such aspects may have merit. In addition, we would like to be able to do a quantitative analysis of our questionnaire results. While we were already able to make some interesting observations, 45 responses are not enough to compute reliable statistics. We thus hope to collect further data in order to be able to strengthen the understanding of real-world problems and discover more intricate patterns in the data. The reader is thus encouraged to fill out and share the questionnaire that can be found at: [https://tinyurl.com/opt-survey](https://tinyurl.com/opt-survey).
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