Turkish handwriting recognition system using multi-layer perceptron

Melih Kuncan¹, Enes Vardar², Kaplan Kaplan³, H. Metin Ertunç⁴
¹Department of Electrical and Electronics Engineering, Siirt University, Siirt, Turkey
², ³, ⁴Department of Mechatronics Engineering, Kocaeli University, Kocaeli, Turkey
¹Corresponding author
E-mail: ¹melihkuncan@siirt.edu.tr, ²enes_vrdr@hotmail.com, ³kaplan.kaplan@kocaeli.edu.tr, ⁴hmertunc@kocaeli.edu.tr

Received 30 May 2020; received in revised form 31 August 2020; accepted 4 October 2020
DOI https://doi.org/10.21595/jmai.2020.21502
Copyright © 2020 Melih Kuncan, et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Abstract. Recently, handwriting recognition has found many application areas along with technological advances. Handwriting recognition systems can greatly simplify human life by reading tax returns, forwarding mail, reading bank checks, and so on. On the other hand, these systems can reduce the need for human interaction. Therefore, academic and commercial studies of handwriting characters have recently become an important research topic in pattern recognition. In this study, Turkish handwritten letter recognition system from A to Z was developed in C++ environment by using Artificial Neural Networks (ANNs). After the feature data were extracted, handwriting images were presented to the network, the training process of ANN was completed, and different handwriting images were classified with trained ANN. In this study, MLP (Multi-Layered Perceptron: MLP) type ANN and back-propagation learning algorithm were used. The ANN used has 35 inputs and 23 outputs. In the hidden layer, ANNs with different numbers of artificial neural cells (neurons) were evaluated and the most appropriate neural number ANN was selected. As a result, ANN with 24 neurons was selected in the hidden layer and handwriting images was classified with an accuracy rate of 94.90 %.
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1. Introduction

In general, artificial neural networks are parallel information processing systems developed inspired by the nerve cells of the human brain. This information is given to artificial neural networks after they are trained with examples of the related events. Thus, after the completion of the training process, these models can produce solutions to events that have never been encountered until then. ANN neurons are connected to each other with specified weight values and form artificial neural networks. By connecting artificial neural networks with weighted values, they gain skills such as the relationship between memory and data. Thus, it produces solutions for problems that require features of human nature, such as thinking, observing, and decision making [1].

Today, artificial neural networks are used in voice recognition [2, 3], license plate recognition [4], fingerprint recognition [5], fault recognition [6, 7], motion recognition [8], gender recognition [9] and many classification applications. Another research area that is one of the important recognition systems is handwriting recognition systems [10, 11]. Many handwriting recognition systems have been developed in the literature using artificial neural networks. One of these studies is the system that recognizes 33 handwritten characters of the Malayalam alphabet made by Alex M. and Das S. [12]. After Alex M. and Das S. divided the handwritten images into the regions they determined, they extracted the curvature and size features of those regions. Then, using these features, they developed a system that recognizes the handwriting with an accuracy rate of 89.2 % with the ANN. Asthana S et al. developed a single system that categorizes hand numbers from 0 to 9 written in Tamil, Telugu, Urdu, Devnagri and English alphabets used in India [13]. They used
5 different handwriting samples for each language while training the ANN. They used the back propagation algorithm while training the ANN model. A study similar to the work of Asthana et al. is a handwritten number recognition system developed by A. L. Mansoori [14]. In this system, he extracted 400 feature data by scanning 20×20 handwritten numbers. In training, he also used the back propagation algorithm. In this system, differently, he used an artificial neural network with a number of inputs 400, a single hidden layer and a 250-neuron numbers in the hidden layer. They trained ANNs with 5000 different handwritten number samples, and he realized a classification with an accuracy rate of 99.32 %. Yao and Cheng performed a Chinese handwriting character recognition system [15], Jayech et al. studied Arabic handwriting character recognition in their work [16], Marti and Bunke used English sentence database for handwriting recognition in their work [17], Yang developed handwriting character recognition for Russian capital letter [18], Espana et al. studied Spanish handwriting character recognition [19], Erdem and Uzun employed ANNs to develop Turkish handwriting character recognition system [20]. Carbune et al. proposed a new online handwriting recognition system based on deep learning methods, and they noted that the system's recognition accuracy compared to other studies improved by 20-40 % depending on the language when using smaller and faster models [21]. As seen from Alex M. and Das S. [12], Asthana S. [13] and A. L. Mansoori [14] and other studies, artificial neural network method has been used in many different languages for handwriting recognition operations. There are many parameters that affect the performance of the ANN method such as the hidden layer, the number of neurons in the hidden layer, the number of training samples, and the number of features.

In this study, a system has been developed for classifying Turkish handwritten images using ANNs. Since the image of the handwriting was created in a computer environment, the noise in the image was minimal and contributed significantly to the success of the study. Because noise is a parameter that negatively affects the success of work in many areas, especially image processing applications. For each handwriting targeted to be classified, 34 samples written in different ways were evaluated and their characteristics were extracted. With this feature data and back propagation algorithm, ANNs were trained to recognize different types of handwriting. The ANNs input layer is composed of three layers, a hidden layer and an output layer. Since 35 feature data were extracted in the feature extraction process, an ANNs with 23 outputs was created since it was aimed to classify 35 inputs and 23 letters. The number of neurons in the hidden layer is determined as a result of testing the hidden layer with different neuron numbers, and the most appropriate number of neurons for the system has been selected. As a result of this study, 23 Turkish handwriting character is recognized with 94.90 % accuracy.

2. Handwriting recognition system

This study consists of three main parts: image processing, feature extraction and construction of ANNs. The image of the handwriting in the image processing section is made ready for using in the training of the ANNs model for classification. In the feature extraction section, the extraction procedures of the handwritten character sample that will be used in training or classification of ANNs are performed.

2.1. Image processing

Many of the images require image processing algorithms before applying any recognition technique. The image processing algorithm is crucial for increasing accuracy in extracting important features for image recognition. The image processing steps in this study are explained with the steps as given below.

2.1.1. Transforming an Image to a Binary Image

In this section, images are converted from RGB space to gray space using C++ and OpenCV.
software and the image is transformed to grayscale by calculating histogram density automatically with applied threshold value. In the binary image, all pixel values above the threshold value are 1 (white), and all pixel values below the threshold value are 0 (black). Pixel values in the digitized image are from 0 to 255 [22]. With this method, a picture can be divided into two parts, 1 and 0, with the threshold value. In order to perform the division process more successfully, the threshold value should be selected automatically by the system. For this reason, the Otsu Method was used with a library in OpenCV in this study. The Otsu method is a threshold determination method that can be applied for images with a gray level [23]. When this method is used, it is assumed that the image consists of two color classes as background and foreground. Then, for all threshold values, in-class variance values to which two color classes belong are calculated. The threshold value that enables this value to be the smallest is considered to be the optimum threshold value.

2.1.2. Finding multiple characters in an image

There can be more than one character in the image converted into a binary image with the threshold method. As a first step, these characters need to be separated from the image and evaluated as a single image for each character. The first step is to find boundary lines with the “findContours” function using the C++ OpenCV library [23]. The boundary lines found are stored in an array with two memories. The first memory of the array contains the object, and the second memory contains the points of the boundary lines in the object. With a simple for loop, object boundary points are taken from the array in sequence, and with the OpenCV “rectangle” function, the smallest rectangles surrounding these boundary lines are found as in Fig. 1 [23]. Then, this rectangle found is cropped sequentially from the left of the image, and each cropped rectangle is evaluated as an image to be classified.

![Fig. 1. Image separated into character groups](image1)

2.1.3. Image standardization

The final stage in image processing is the standardization of the image. The reason why this process is important is that the character data of differently sized characters can be compared and reduced to the same size in order to be recognized. Thanks to this algorithm, the image to be classified in different sizes is standardized in pixel dimensions (5×7).

2.2. Feature extraction

The feature extraction approach used in this study is to represent the character as a matrix, which is one of the classical methods used in many character recognition systems [13, 14, 17]. The matrix consisting of a 5×7 binary number of the letter ‘H’ is shown in Fig. 2.

![Fig. 2. Binary representation of a smooth H character with a 5×7 matrix](image2)

It is possible to encode the character as a binary number so that each pixel corresponding to
black pixels is “1” on the picture and other pixels are “0”. With this matrix, a 35-bit binary number written as a single vector is obtained. Using this number as input data, training and testing of ANNs are performed. For this reason, the input number of the ANNs used in the study is chosen as 35.

2.3. Artificial neural networks (ANNs)

Artificial neural networks can be expressed as parallel and distributed information processing elements, which are inspired by the human brain, are connected to each other with the help of links with weight values. Each neuron consists of process elements with its own memory. ANNs can be described as computer programs that simulate biological neural networks. ANNs are capable of self-learning [1-5, 24-26]. These networks have the ability to learn, memorize and create relationships between the information. Although there are many types of ANNs in the literature, some of them are more common to use than others. The most widely used ANNs type is known as MLP (Multi-Layered Perceptron: MLP) [12-14, 24, 25]. Due to its widespread use and successful performance, in this study, we used a MLP model. The ANN used in this study, as shown in Figure 3, consists of 3 layers, the input layer, a hidden layer and the output layer. Neurons in the input layer are responsible for sending the input information to the hidden layer, and the neurons in the output layer are responsible for processing the information from the hidden layer as the output of the model [1, 26].

![Fig. 3. A multi-layered ANN](image)

![Fig. 4. A typical ANN neuron](image)

The basic unit in ANN is the neuron shown in Fig. 4, which contains the process elements and the nodes between them. The inputs indicated by $G_1, G_2, \ldots, G_i$ are the inputs of neurons. The weight values of the inputs and the weight value of the threshold unit are indicated by $w, q$. 
respectively. Weight values indicate the effectiveness of input data in ANN. If these weight values are too large, that node is important or strong ties, and small means that it is weakly tied or less important [1]. The summing function shown in Eq. (1) calculates the total weight values of the inputs to the neuron. On the other hand, the activation function calculates the output value of the neuron using the exact information found with the summing process values [1, 26, 27]:

\[ Net = \sum_{h=1}^{n_s} \theta_q + G_i w_i. \] (1)

The activation functions have different representations as linear function, step function, sine function, threshold value function, sigmoid function and hyperbolic tangent function [28]. Generally, Sigmoid Function is preferred in many recognition systems [12, 27]. Sigmoid function is a limited and nonlinear function. The output values of the sigmoid function vary between 0 and 1. The equation of the sigmoid function is shown as in Eq. (2) [28]:

\[ f(Net) = \frac{1}{1 - e^{-Net}}. \] (2)

The ANN created in this study has 35 inputs and 23 outputs and a single hidden layer. The number of neurons in this hidden layer affects the accuracy of the model and its operating speed. Therefore, in order to select the appropriate number of neurons in the hidden layer, ANNs with different numbers of artificial neural cells were evaluated and the results were compared.

### 2.3.1. Back propagation learning rule

The learning ability of ANN depends on the weight values in the nodes to be adjusted to an appropriate value with the learning algorithm selected. Looking at the literature, the back propagation algorithm is quite common and has been used in many systems [12-14, 29]. In this learning rule, data is given to the input of ANNs and an output set is created. The resulting output set is compared with the desired output set and error values are found. The weight values are adjusted according to the desired output set by keeping this error value equal to the specified error criterion or by keeping a specified iteration number. In this study, it is determined that 26000 iteration numbers are suitable as a result of various trials. The algorithm is applied up to the specified number of iterations and weights are updated and the total error in the output values generated by the desired output is reduced.

In Table 1, when the property data of character images are applied to ANN, the desired output value is given. In the study, each node was assigned random weight values, this weight was adjusted with the back propagation algorithm, and the output values in Table 1 were targeted. The back propagation algorithm consists of seven steps as follows [1, 28, 30], where \( i \) – number of ANN inputs \( i = 1, 2, \ldots, 35 \); \( k \) – number of ANN outputs \( k = 1, 2, \ldots, 23 \); \( u_k \) – the desired value at output \( k \); \( n_s \) – number of neurons in hidden layer; \( v_h \) – output value of hidden layer in \( h \) neuron \( h = 1, 2, \ldots, n_s \); \( q_{lh} \) – weight values between the neurons in the hidden layer and the threshold values; \( q_k \) – weight values between neurons in the output layer and threshold values; \( w_{ih} \) – weight values between input layer and hidden layer; \( w_{kh} \) – weight values between the output layer and the hidden layer.

1. **Step 1**: Learning coefficient \((\eta)\) is determined. Since the ANN learning coefficient performs well for values between 0.1 and 0.3, the learning coefficient of 0.25 was chosen in the study [30].
   2. **Step 2**: All weights are randomly assigned small values between 0 (zero) and 1 (one).
   3. **Step 3**: The study contains the output value for 34 samples of each handwritten letter.
   4. **Step 4**: Calculate the error term \((\delta_k)\) for each \( k \) output unit as below:

\[ \delta_k = y_k (1 - y_k) (u_k - y). \] (3)
Step 5: As seen in Eq. (4), the error term ($\delta_h$) is calculated for each neuron in the interlayer:

$$\delta_h = v_h(1 - v_h) \sum_{i=1}^{n_i} \sum_{k=1}^{23} w_{ih} \delta_k.$$  \hspace{1cm} (4)

Step 6: Weight values are updated for each network connection:

$$w_{ih} = w_{ih} + n\delta_h x_i,$$  \hspace{1cm} (5)

$$w_{ik} = w_{ik} + n\delta_k v_k,$$  \hspace{1cm} (6)

$$q_h = q_h + n\delta_h,$$  \hspace{1cm} (7)

$$q_k = q_k + n\delta_k.$$  \hspace{1cm} (8)

Step 7: Iteration count is checked. If the number of iterations is equal to 26000, the training is completed. If not, it is returned to Step 3 and these cycles are repeated until the number of iterations meets the 26000 condition.

| Output | A | B | C | D | E | F | G | H | I | J | K | L | M | N | O | P | R | S | T | U | V | Y | Z |
|--------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $u_1$  | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_2$  | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_3$  | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_4$  | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_5$  | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_6$  | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_7$  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_8$  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_9$  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{10}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{11}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{12}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{13}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{14}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{15}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{16}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{17}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $u_{18}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $u_{19}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $u_{20}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $u_{21}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| $u_{22}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| $u_{23}$| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

2.3.2. Determining the number of neurons in the hidden layer

One of the most important steps in this study is to determine the number of neurons in the ANN hidden layer. Because the determining factor in an ANN performance is the number of neurons in the hidden layer. Although this number is generally between the number of entrances and the number of exits, there is no strict rule in determining the number of neurons. It is known that the increase in the number of neurons in general increases the ANN memory and increases the training time due to the processing load [1, 28]. However, this can vary from system to system. Therefore, in this study, the number of neurons in the hidden layer was determined by trial and error method considering the performance of the algorithm.

In this study, ANNs with different numbers of neurons in the hidden layer of 5, 10, 15, 20, 24,
27, 33, 37 were tested. ANNs with more than 37 neurons are not taken into consideration because the character classification process gives inadequate results. The evaluation was made by creating an MLP type ANN in C++ environment with 26000 iteration conditions and 0.25 learning coefficient, and trained with back propagation learning algorithm. As training data, images containing 782 handwriting characters for 23 letters, 34 examples from each letter were used. These training data were given from letter A to letter Z, 34 samples for each iteration ANN and weights were updated. In Table 2, after ANN training process with different neuron numbers performed in C++ environment, classification performance is given for 34 training sets. Performance was determined by finding the ratio of the number of samples that could not be classified correctly for each training set to the number of samples in the training set (number of training samples in one set = 23). The error rates for ANN with different neuron numbers in the hidden layer are given in Table 2. As seen in Table 2, ANN with 5 neuron numbers in the hidden layer has the biggest error rate compared to ANNs with other neuron numbers.

| Set   | 5     | 10    | 15    | 20    | 24    | 27    | 30    | 33    | 37    |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Set 1 | 21%   | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 2 | 21%   | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 3 | 12%   | 3%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 4 | 24%   | 3%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 5 | 15%   | 6%    | 3%    | 3%    | 0%    | 3%    | 3%    | 3%    | 0%    |
| Set 6 | 12%   | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 7 | 24%   | 3%    | 6%    | 0%    | 0%    | 3%    | 0%    | 0%    | 0%    |
| Set 8 | 24%   | 6%    | 3%    | 3%    | 3%    | 0%    | 6%    | 3%    |
| Set 9 | 24%   | 6%    | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 10| 21%   | 3%    | 3%    | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    |
| Set 11| 15%   | 3%    | 6%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 12| 18%   | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 13| 18%   | 3%    | 0%    | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    |
| Set 14| 27%   | 6%    | 6%    | 3%    | 3%    | 3%    | 3%    | 3%    | 0%    |
| Set 15| 39%   | 3%    | 6%    | 9%    | 3%    | 6%    | 3%    | 3%    |
| Set 16| 27%   | 3%    | 0%    | 6%    | 3%    | 0%    | 0%    | 0%    | 0%    |
| Set 17| 24%   | 0%    | 3%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 18| 21%   | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 19| 15%   | 3%    | 3%    | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    |
| Set 20| 21%   | 0%    | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 21| 30%   | 3%    | 6%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 22| 18%   | 6%    | 3%    | 6%    | 0%    | 6%    | 6%    |
| Set 23| 21%   | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 24| 12%   | 0%    | 6%    | 6%    | 9%    | 0%    | 0%    | 0%    | 0%    |
| Set 25| 12%   | 0%    | 0%    | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    |
| Set 26| 12%   | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 27| 21%   | 9%    | 9%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 28| 18%   | 3%    | 6%    | 3%    | 3%    | 0%    | 0%    | 0%    | 0%    |
| Set 29| 21%   | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 30| 12%   | 0%    | 3%    | 0%    | 0%    | 0%    | 0%    | 0%    | 0%    |
| Set 31| 30%   | 9%    | 3%    | 3%    | 9%    | 6%    | 3%    | 0%    | 0%    |
| Set 32| 36%   | 12%   | 6%    | 6%    | 12%   | 6%    | 0%    | 6%    | 0%    |
| Set 33| 18%   | 9%    | 6%    | 0%    | 3%    | 0%    | 3%    | 3%    |
| Set 34| 30%   | 21%   | 12%   | 6%    | 0%    | 0%    | 3%    | 0%    | 0%    |

When the number of neurons is 10, the error rate decreases for each set sample. However, this error rate may not decrease regularly for each training set. For example, ANN with Set 4 neuron number 15 can be classified with 3% error, while ANN with 20 neuron number can be classified
with 6% error rate. At the same time, if the performances of each training set are compared in general, ANN with 20 neurons performs better than ANN with 15 neurons. In Fig. 5, the total error rate is shown by finding the ratio of the number of samples that cannot be classified in all training sets to the total number of samples (all samples number = 782). As shown in Fig. 5, ANN with the number of 5 neurons has the highest error rate. This ANN was not able to classify 234 handwritten images from 782 training data with a 30% error rate. ANN with the lowest error rate is ANN with 37 neurons. This artificial neural network could not classify 3 handwritten images from 782 training data with an error rate of 0.38%.

![Fig. 5. Total error rates due to the number of neurons in the hidden layer](image)

Therefore, it can be seen as ANN with 37 neuron number in the network hidden layer, which gives the best results in Figure 5. However, if a very low error tolerance is chosen, the ANN gains the ability to memorize more than the ability to learn. A network that has the ability to memorize cannot classify different input data when there is a slight change in training data. For this reason, in order to prevent ANN from memorizing, by choosing an ANN with 24 neurons in the hidden layer, it gains learning ability rather than the memorization ability of the network and it can classify handwriting samples similar to the training data.

3. **Performance criteria**

In this study, confusion matrices are constructed for determining the performance metrics of the proposed model. Metrics of accuracy, precision and f-measure were used in this study [31]. They can be expressed as follows:

- Accuracy = \( \frac{(TP+TN)}{(TP+TN+FP+FN)} \).
- Fault rate = \( \frac{(FP+FN)}{(TP+TN+FP+FN)} \).
- Precision = \( \frac{TN}{(TN+FP)} \).
- Recall = \( \frac{TP}{(TP+FN)} \).
- F-Measure = \( \frac{(2 \times \text{Recall} \times \text{Precision})}{(\text{Recall} + \text{Precision})} \).

4. **Experimental Results**

In this study, the test phase of the model was carried out first with the training data set. 70% for ANN with 5 neurons in the hidden layer, 94.37% for ANN with 10 neurons, 95% for ANN with 15 neurons, 96% for ANN with 20 neurons, 97% for ANN with 24 neurons, 27% for 27 neurons Overall accuracy rates of 98% for ANN, 99% for ANN with 30 neurons, 98.5% for ANN with 33 neurons, and 99.5% for ANN with 37 neurons were obtained. As the number of neurons in the hidden layer increases, ANN should have a certain fault tolerance. Therefore, ANN with 24 neurons hidden layer was chosen. Then, the model was tested with a different data set. The confusion matrix of the network created with test data is given in Table 3. The matrix
measures how accurately the network classifies. In the matrix, rows represent the actual labels of the samples in the test set, and the columns represent the predicted labels of the model. For example, with the test data given according to Table 3, the model seems to misclassify the letter A as the letters B, H and O.

Table 3. Confusion matrix for handwriting recognition model

| A  | B  | C  | D  | E  | F  | G  | H  | I  | J  | K  | L  | M  | N  | O  | P  | Q  | R  | S  | T  | U  | V  | W  | X  |
|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| A  | 20 | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| B  | 0  | 23 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| C  | 0  | 0  | 21 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| D  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| E  | 0  | 0  | 0  | 0  | 23 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| F  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| G  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| H  | 0  | 2  | 0  | 0  | 0  | 0  | 0  | 19 | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| I  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 23 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| J  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| K  | 0  | 1  | 0  | 0  | 0  | 1  | 0  | 0  | 19 | 0  | 1  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| L  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 23 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| M  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 23 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| N  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 21 | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| O  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 23 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| P  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| Q  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| R  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| S  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 21 | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| T  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  | 0  | 0  | 0  |
| U  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 22 | 0  | 0  | 0  |
| V  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 22 | 0  |
| W  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 23 |
| X  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 23 |

As can be seen in Table 4, letters are classified with a high f1 score of 100 % for E, I, L, Y letters. In the remaining letters, high f1 score rates were obtained, and the artificial neural network created with 24 hidden neurons achieved a 94.90 % overall success rate. The model obtained the lowest performance rates in the letters H and K.

In addition, Set20 handwriting was evaluated as an example in the test of ANN with 24 neurons in the hidden layer of which the training phase was finished. Fig. 6 shows the handwritten image given to the ANN. In Fig. 7, C++ image of this handwritten program is given. Handwriting is correctly classified as shown in Fig. 7.

![Fig. 6. Set 20 C++ screen image](image1)

![Fig. 7. Classification in Set 20 C++ environment](image2)
5. Conclusions

It has been seen in literature studies that there are both academic and many application studies on handwriting recognition. The fact that there are many patent studies on the subject of handwriting recognition and the continuation of academic studies support the development of new applications in this field. In addition, it was observed in the literature review that handwriting studies in different languages are also available. In this study, Turkish handwritten letter recognition system from A to Z was developed by using image processing, feature extraction and ANN algorithms in C++ and OpenCV environments. The handwriting images were presented to the network after the feature data was extracted and the training process of ANN was completed and the handwriting images were tried to be classified.

In this study, MLP (Multi-Layered Perceptron: MLP) type neural network and back-propagation learning algorithm were used. Different handwritten character images, image processing algorithms, feature extraction are examined. The accuracy of the system is increased by examining more than one sample for each letter. As a result of this examination, it was determined that the same data of each letter does not change, each letter does not have the same number of variable data numbers and that each letter does not contain the same variable data. Therefore, the letters are divided into character groups and the algorithm is created using the variable data of each letter group. The Turkish handwriting characters were successfully classified by developed model. For the handwriting characters of the ANN, it has been trained with 782 samples and ANNs with different numbers of neurons have been created and tested in the hidden layer, and the ANN to be used in classification has been determined. As a result, 24 neuron numbered ANN was selected in the hidden layer and the handwriting was classified with an accuracy rate of 94.90 %.

In order to increase the model performance rate, it is targeted for future studies to create a more comprehensive network by creating training datasets with more examples. In addition, it is planned to train the model for more difficult tasks by working on handwriting. In order to increase model success, it is planned to use models such as Support Vector Machines (SVMs), Random Forest, which have been proven its effectiveness on classification in the literature.
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