ON THE PROBABILITY OF A RANDOM LATTICE AVOIDING A LARGE CONVEX SET

ANDREAS STRÖMBERGSSON

Abstract. Given a set \( C \subset \mathbb{R}^d \), let \( p(C) \) be the probability that a random \( d \)-dimensional unimodular lattice, chosen according to Haar measure on \( \text{SL}(d, \mathbb{Z}) \backslash \text{SL}(d, \mathbb{R}) \), is disjoint from \( C \setminus \{0\} \). For special convex sets \( C \) we prove bounds on \( p(C) \) which are sharp up to a scaling of \( C \) by a constant. We also prove bounds on a variant of \( p(C) \) where the probability is conditioned on the random lattice containing a fixed given point \( p \neq 0 \). Our bounds have applications, among other things, to the asymptotic properties of the collision kernel of the periodic Lorentz gas in the Boltzmann-Grad limit, in arbitrary dimension \( d \).

1. Introduction

1.1. General introduction. Let \( X_1 \) be the space of \( d \)-dimensional lattices \( L \subset \mathbb{R}^d \) of co-volume one, equipped with its invariant probability measure \( \mu \). Let \( p(C) = p^{(d)}(C) \) be the probability that a random lattice \( L \in X_1 \) is disjoint from a given subset \( C \subset \mathbb{R}^d \) excluding the origin, i.e.

\[
p(C) = p^{(d)}(C) := \mu(\{ L \in X_1 : L \cap C \setminus \{0\} = \emptyset \}).
\]

In recent years this probability \( p(C) \) for certain specific choices of \( C \), as well as a conditional variant \( p_p(C) \) which we discuss below, have appeared as limit functions in a number of asymptotic problems in number theory and mathematical physics, cf. [14, Sec. 4], [9], [27, Thm. 2], [15], [16].

Our aim in the present paper is to give bounds on \( p(C) \) and \( p_p(C) \) for special choices of convex sets \( C \) of large volume, and to point out some applications. For a general measurable set \( C \) the following fundamental bound was recently proved by Athreya and Margulis ([1] Thm. 2.2):

\[
p(C) \ll |C|^{-1},
\]

where \( |C| \) denotes the volume of \( C \). Here and throughout the paper we keep the convention that the implied constant in any \( \ll \), \( \gg \), or \( \text{"big-O"} \) depends only on \( d \). As Athreya and Margulis point out, (1.2) can be seen as a ‘random’ analogue to the classical Minkowski theorem in the geometry of numbers. We will be interested in giving stronger bounds than (1.2) for special sets \( C \). (The bound (1.2) itself is easy for convex \( C \); cf. Lemma 2.3 below.)

The probability \( p(C) \) for arbitrary sets \( C \) was also studied in the late 1950’s by Rogers [19 part II] and Schmidt [20], [21], from a different point of view. They obtained precise results on the size of \( p(C) \) in the case of large dimension \( d \) and not too large volume \( |C| \).

The basic principle which we will use to obtain bounds on \( p(C) \) is the following result, which as we will see is an easy consequence of classical reduction theory in \( \text{SL}_d(\mathbb{R}) \). Let \( S_1^{d-1} \) be the unit sphere in \( \mathbb{R}^d \) and let \( \text{vol}_{S_1^{d-1}} \) be the \((d-1)\)-dimensional volume measure on \( S_1^{d-1} \).
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Proposition 1.1. Given $d \geq 2$ there exist constants $k_1, k_2 > 0$ such that for every measurable set $\mathcal{C} \subset \mathbb{R}^d$ we have

$$p^{(d)}(\mathcal{C}) \leq \min\left\{1, k_1 \int_{S^{d-1}} \int_{k_2 r}^{\infty} p^{(d-1)}\left(\frac{1}{a_1} \mathcal{C} \cap v^\perp\right) \frac{d_0}{a_1^{d+1}} d\nu_{S^{d-1}}(v)\right\},$$

where $r$ is the supremum of the radii of all $d$-dimensional balls contained in $\mathcal{C}$, and $a_1^{1/d} \mathcal{C} \cap v^\perp$ is viewed as a subset of $\mathbb{R}^{d-1}$ via any volume preserving linear space isomorphism $v^\perp \cong \mathbb{R}^{d-1}$.

To bound $p(\mathcal{C})$ for a given “nice” set $\mathcal{C}$, a reasonable strategy seems to be to first use the invariance relation

$$p(\mathcal{C}) = p(\mathcal{C} M), \quad \forall M \in \text{SL}_d(\mathbb{R}),$$

so as to make the radius $r$ maximal or nearly maximal, and then apply Proposition 1.1. In fact, if $\mathcal{C}$ is convex, then the resulting bound is sharp, up to a scaling of $\mathcal{C}$ by a constant factor only depending on $d$; cf. Remark 2.2 below. (We remark that for $\mathcal{C}$ convex we have $p(k_1 \mathcal{C}) \leq p(k_1 \mathcal{C})$ for all $0 < k_1 < k_2$, cf. Lemma 2.6. From now on, when we say that a bound $p(\mathcal{C}) \leq B$ is “sharp”, we mean that there is a constant $k > 0$ which only depends on $d$ such that $p(k \mathcal{C}) \geq \min(B, 1)$.)

We will see that for an arbitrary convex set $\mathcal{C}$ of large volume, if $0$ lies outside $\mathcal{C}$ and not too near $\mathcal{C}$, then the Athreya-Margulis bound 1.2 is sharp, viz. $p(\mathcal{C}) \gg |\mathcal{C}|^{-1}$; cf. Corollary 2.12 below. On the other hand we trivially have $p(\mathcal{C}) = 0$ whenever $0 \in \mathcal{C}$ and $0$ has distance $\gg 1$ to $\partial \mathcal{C}$. Hence the question about the order of magnitude of $p(\mathcal{C})$ for a general convex set $\mathcal{C}$ of large volume is interesting primarily when $0$ lies fairly near $\partial \mathcal{C}$.

### 1.2. Bounds on $p(\mathcal{C})$ for $\mathcal{C}$ a ball, a cut ball, a cone or a cylinder.

Our first main result is a sharp bound on $p(\mathcal{C})$ for any $d$-dimensional ball $\mathcal{C} \subset \mathbb{R}^d$. Set

$$F^{(d)}_{\text{ball}}(\tau; v) := \begin{cases} 0 & \text{if } \tau \leq -v^{-\frac{2}{d-1}} \\ v^{-2} & \text{if } |\tau| < v^{-\frac{2}{d-1}} \\ \frac{1}{v^{d-1}} & \text{if } \tau \geq v^{-\frac{2}{d-1}}. \end{cases}$$

Theorem 1.2. Given $d \geq 2$ there exist constants $0 < k_1 < k_2$ such that for any $d$-dimensional ball $\mathcal{C} \subset \mathbb{R}^d$ of volume $|\mathcal{C}| \geq \frac{1}{2},$

$$F^{(d)}_{\text{ball}}(\tau; k_2 |\mathcal{C}|) \leq p(\mathcal{C}) \leq F^{(d)}_{\text{ball}}(\tau; k_1 |\mathcal{C}|)$$

with $\tau = \frac{\|q\| - r}{\max(\|q\|, r)}$, where $r$ and $q$ are the radius and center of $\mathcal{C}$.

Of course, by 1.1, Theorem 1.2 immediately implies a sharp bound on $p(\mathcal{C})$ in the more general case of $\mathcal{C}$ an arbitrary ellipsoid. Theorem 1.2 shows in particular that for $\mathcal{C}$ a ball or an ellipsoid, the Athreya-Margulis bound in 1.2 can be improved to $|\mathcal{C}|^{-2}$ whenever $0$ lies sufficiently near $\partial \mathcal{C}$. Regarding the restriction $|\mathcal{C}| \geq \frac{1}{2}$ in Theorem 1.2 note that if $\mathcal{C} \subset \mathbb{R}^d$ is any measurable set of volume $|\mathcal{C}| < \frac{1}{2}$ then $\frac{1}{2} \leq p(\mathcal{C}) \leq 1$ (cf. Lemma 2.2 below). Note also that in Theorem 1.2 we make no assumption on $\mathcal{C}$ being open or closed; in fact we have $p(\mathcal{C}) = p(\mathcal{C}) = p(\mathcal{C})$ for any set $\mathcal{C}$ with $|\partial \mathcal{C}| = 0$ (cf. Lemma 2.3 below).

We remark that Theorem 1.2 leads to good bounds on $p(\mathcal{C})$ also for many sets $\mathcal{C}$ which are not ellipsoids, using the obvious fact that $p(\mathcal{C}) \leq p(\mathcal{C})$ whenever $\mathcal{C} \subset \mathcal{C}$. For example Theorem 1.2 implies a simple explicit sharp bound on $p(\mathcal{C})$ for any convex body $\mathcal{C}$ such that $\partial \mathcal{C}$ has pinched positive curvature; cf. Corollary 3.1 below.

Our second main result concerns a special situation with $0 \in \partial \mathcal{C}$, tailored to suit our applications: We take $\mathcal{C}$ to be a “cut ball”, by which we mean an intersection of a $d$-dimensional
ball and a half space, and we assume that 0 belongs to the flat part of \( \partial \mathcal{C} \). Set
\[
F_{\text{cut}}^{(d)}(e; t; v) = \begin{cases} 
  v^{-2}(1 + v^2 t^{1-\frac{d}{2}}) & \text{if } t = 0 \text{ or } e \leq v^{-\frac{2}{d}} t^{\frac{1}{2} - \frac{d}{2}} \\
  0 & \text{if } e > v^{-\frac{2}{d}} t^{\frac{1}{2} - \frac{d}{2}}.
\end{cases}
\]

**Theorem 1.3.** Given \( d \geq 2 \) there exist constants \( 0 < k_1 < k_2 \) such that the following holds. Let \( B \) be a \( d \)-dimensional ball containing 0 in its closure, let \( w \) be a unit vector, and assume that the intersection
\[
\mathcal{C} := B \cap \{ x \in \mathbb{R}^d : w \cdot x > 0 \}
\]
has volume \( |\mathcal{C}| \geq \frac{1}{2} \). Let \( r \) and \( p \) be the radius and center of \( B \), let \( r' \) and \( q \) be the radius and center of the \((d-1)\)-dimensional ball \( B \cap w^\perp \), and set
\[
t := 1 - \frac{w \cdot p}{r} \in [0, 2) \quad \text{and} \quad e = \frac{r' - \|q\|}{r'} \in [0, 1]
\]
(we leave \( e \) undefined when \( r' = 0 \)). Then
\[
(1.7) \quad F_{\text{cut}}^{(d)}(e; t; k_2 |\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cut}}^{(d)}(e; t; k_1 |\mathcal{C}|).
\]

Note that the special case \( t = 0 \) in Theorem 1.3 is the same as the case \( \tau = 0 \) in Theorem 1.2 saying that \( p(\mathcal{C}) \propto |\mathcal{C}|^{-2} \) when \( \mathcal{C} \) is a large ball with \( 0 \in \partial \mathcal{C} \). On the other hand if we keep \( t \) bounded away from zero then \( F_{\text{cut}}^{(d)}(e; t; v) \propto v^{-2+\frac{2}{d}} \) for \( ev^\frac{2}{d} \) small, and \( F_{\text{cut}}^{(d)}(e; t; v) = 0 \) for \( ev^\frac{2}{d} \) large. Using this case of Theorem 1.3 together with the monotonicity \( \mathcal{C}' \subset \mathcal{C} \Rightarrow p(\mathcal{C}) \leq p(\mathcal{C}') \), leads to sharp bounds on \( p(\mathcal{C}) \) for many other sets \( \mathcal{C} \) such that 0 belongs to a large flat part of \( \partial \mathcal{C} \). We state this as a corollary for the useful special cases of a cone or a cylinder. Set
\[
F_{\text{cone}}^{(d)}(e; v) = \begin{cases} 
  v^{-2+\frac{2}{d}} & \text{if } e \leq v^{-\frac{2}{d}} \\
  0 & \text{if } e > v^{-\frac{2}{d}}.
\end{cases}
\]

**Corollary 1.4.** Given \( d \geq 2 \) there exist constants \( 0 < k_1 < k_2 \) such that the following holds. Let \( B \subset \mathbb{R}^d \) be a \((d-1)\)-dimensional ball containing 0 in its closure, let \( p \in \mathbb{R}^d \) be a point, and let \( \mathcal{C} \) be the cone which is the convex hull of \( B \) and \( p \). Set \( e = \frac{r - \|q\|}{r} \) where \( r \) and \( q \) are the radius and center of \( B \). Assume \( |\mathcal{C}| \geq \frac{1}{2} \). Then
\[
(1.8) \quad F_{\text{cone}}^{(d)}(e; k_2 |\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cone}}^{(d)}(e; k_1 |\mathcal{C}|).\]

Exactly the same bound holds (with new \( k_1, k_2 \)) if we instead take \( \mathcal{C} \) to be the cylinder which is the convex hull of \( B \) and some translate \( B' \) of \( B \), and we again assume \( |\mathcal{C}| \geq \frac{1}{2} \).

Another observation which will be useful for us is that, again using \( \mathcal{C}' \subset \mathcal{C} \Rightarrow p(\mathcal{C}) \leq p(\mathcal{C}') \), Theorem 1.3 may be generalized to the case of a “doubly cut ball”, where the two cuts are parallel (see Figure 1).
Corollary 1.5. Given $d \geq 2$ there exist constants $0 < k_1 < k_2$ such that the following holds. Given any $B, w, r, t, e$ as in Theorem 1.3 and any $t' \in (t, 2]$, we set

$$\mathcal{C} := \{x \in B : 0 < w \cdot x < (t' - t)r\}.$$ 

Assume that $\mathcal{C}$ has volume $|\mathcal{C}| \geq \frac{1}{2}$. Then

$$F_{\text{cut}}^{(d)}(e; \frac{t}{t'}, k_2|\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cut}}^{(d)}(e; \frac{t}{t'}; k_1|\mathcal{C}|).$$

1.3. The conditional probability $p_p(\mathcal{C})$; the case of $\mathcal{C}$ a cone and applications to statistics of directions to lattice points. We next turn to a function related to $p(\mathcal{C})$: the conditional probability of $L \cap \mathcal{C} \setminus \{0, p\} = \emptyset$ given that $L$ contains a fixed point $p \neq 0$. We denote this probability by $p_p(\mathcal{C})$, cf. Section 3 below for the precise definition. We will prove non-trivial bounds on $p_p(\mathcal{C})$ in two special cases both of which have important applications. In both cases we will have $0, p \in \partial \mathcal{C}$.

The first case is that of an open cone with $0$ in its base and apex $p$. In this case it turns out that $p_p(\mathcal{C})$ satisfies the same kind of upper and lower bounds as $p(\mathcal{C})$ (cf. Corollary 1.4):

Theorem 1.6. Given $d \geq 2$ there exist constants $0 < k_1 < k_2$ such that the following holds. Let $B \subseteq \mathbb{R}^d$ be a relatively open $(d - 1)$-dimensional ball with $0 \in B$, let $p$ be a point $\neq 0$, and let $\mathcal{C}$ be the open cone which is the interior of the convex hull of $B$ and $p$. Set $e = \frac{r - \|q\|}{r}$ where $r$ and $q$ are the radius and center of $B$. Assume $|\mathcal{C}| \geq \frac{1}{2}$. Then

$$F_{\text{cone}}^{(d)}(e; k_2|\mathcal{C}|) \leq p_p(\mathcal{C}) \leq F_{\text{cone}}^{(d)}(e; k_1|\mathcal{C}|).$$

As an application, Theorem 1.6 yields information on the tail behavior of a certain limit density related to the fine-scale statistics of directions to lattice points in a fixed $d$-dimensional lattice (cf. Marklof and Strömbergsson [15, Sections 1.2 and 2.2-4]). To describe the problem, fix a lattice $\mathcal{L} \subseteq \mathbb{R}^d$ of covolume one. Let us write $\mathcal{B}_T^d$ for the open ball in $\mathbb{R}^d$ with center $0$ and radius $T$, and consider, for large $T$, the set of non-zero lattice points in $\mathcal{B}_T^d$. We are interested in the corresponding directions.

$$\|\mathbf{m}\|^{-1}\mathbf{m} \in S^{d-1}_1, \quad \text{for} \quad \mathbf{m} \in \mathcal{L} \cap \mathcal{B}_T^d \setminus \{0\}.\quad (1.11)$$

It is well known that, as $T \to \infty$, these points become uniformly distributed on $S^{d-1}_1$ with respect to the volume measure $\text{vol}_{S^{d-1}_1}$. We are interested in the fine-scale statistics of these directions, i.e. we wish to study the behavior of the point set in (1.11) when rescaled in such a way that we have on average a constant number of points per unit volume. This question was studied for $d = 2$ by Boca, Cobeli and Zaharescu [2]. Later a general result on the limit statistics in arbitrary dimension $d$ was proved by Marklof and Strömbergsson in [15, Thm. 2.1] (cf. also [15, Sec. 2.4]); we will recall this result here.

Given $\mathbf{v} \in S^{d-1}_1$ and $\sigma > 0$ we let $\mathcal{D}_T(\mathbf{v}, \sigma)$ be the open disc inside $S^{d-1}_1$ with center $\mathbf{v}$ and volume $\text{vol}_{S^{d-1}_1}(\mathcal{D}) = \sigma d T^{-d}$; thus the radius of $\mathcal{D}_T(\mathbf{v}, \sigma)$ is $\approx T^{-\frac{d-1}{d}}$. We denote by $\mathcal{N}_T(\sigma, \mathbf{v})$
the number of directions to lattice points which lie in $\mathcal{D}_T(\sigma, v)$:

\begin{equation}
\mathcal{N}_T(\sigma, v) = \# \{ m \in \mathcal{L} \cap B^d_T \setminus \{0\} : \|m\|^{-1} m \in D_T(\sigma, v) \}.
\end{equation}

The motivation for the definition of $\mathcal{D}_T(\sigma, v)$ is that it implies that the expectation value of $\mathcal{N}_T(\sigma, v)$ for random $v$ is asymptotically equal to $\sigma$ as $T \to \infty$, cf. [15 (2.11)]. In particular this means that the distance (viz., the angle) from a random direction to the nearest lattice direction is typically on the order of $T^{-\frac{d+1}{d}}$. Now, as a special case of [15 Thm. 2.1], for any Borel probability measure $\lambda$ on $S^{d-1}$, and for any $\sigma \geq 0$ and $r \in \mathbb{Z}_{\geq 0}$, we have that the limit

\begin{equation}
E_0(r, \sigma) := \lim_{T \to \infty} \lambda(\{ v \in S^{d-1} : \mathcal{N}_T(\sigma, v) = r \})
\end{equation}

exists. In other words, if $v$ is picked at random according to $\lambda$, then the random variable $\mathcal{N}_T(\sigma, \cdot)$ has a limit distribution as $T \to \infty$, which is independent of $\mathcal{L}$! The limit probability in (1.13) is given by

\begin{equation}
E_0(r, \sigma) = \mu(\{ L \in X_1 : \#(L \cap \mathcal{C} \setminus \{0\}) = r \}),
\end{equation}

where $\mathcal{C} \subset \mathbb{R}^d$ is any $d$-dimensional cone with apex $0$ and volume $\sigma$.

The case $r = 0$ in (1.13) is of particular interest since it corresponds to the “spherical contact”, or “empty space”, distribution function for our set of directions; cf., e.g., [26, p. 105]. To make this explicit, let us write $\varphi_T(v)$ for the smallest angle from the point $v \in S^{d-1}$ to a point in our set (1.11).

\begin{equation}
\varphi_T(v) = \min \{ \varphi(v, m) : m \in \mathcal{L} \cap B^d_T \setminus \{0\} \}.
\end{equation}

Here and from now on $\varphi(v, w)$ denotes the angle between any two non-zero vectors $v, w$. It follows from (1.13) that the properly scaled random variable $T^{\frac{d}{d-1}} \varphi_T(v)$ has a limit distribution as $T \to \infty$: For any $x \geq 0$ we have

\begin{equation}
F_0(x) := \lim_{T \to \infty} \lambda(\{ v \in S^{d-1} : T^{\frac{d}{d-1}} \varphi_T(v) \leq x \}) = 1 - E_0(0, \kappa_d x^{d-1}),
\end{equation}

where $\kappa_d := d^{-1} \text{vol}(B^d_{1-1})$.

Note that $E_0(0, \sigma) = p(\mathcal{C})$ in our notation, with $\mathcal{C}$ a cone with apex $0$ and volume $\sigma$, and it is an easy consequence of the theory which we will develop in Section 2 that $E_0(0, \sigma) \asymp \sigma^{-1}$ as $\sigma \to \infty$ (cf. in particular Corollary 2.14). Hence the spherical contact limit distribution function has the tail asymptotics

\begin{equation}
1 - F_0(x) \asymp x^{1-d} \quad \text{as } x \to \infty.
\end{equation}

In particular this large tail asymptotics implies that there are many large “deserts” in the set of directions to the points of $\mathcal{L}$, to an extent that the $(d-1)$th moment of the random variable $T^{\frac{d}{d-1}} \varphi_T(v)$ tends to infinity as $T \to \infty$. The main point we wish to make here, however, is that using Theorem 1.6 we are even able to give sharp bounds as $x \to \infty$ on the density corresponding to $F_0(x)$. Indeed, it follows from [15] Remark 2.2 that $F_0(x) \in C^1(\mathbb{R}_{>0})$, and by [15] (8.48) we have

\begin{equation}
f_0(x) := F'_0(x) = \kappa_d(d-1)x^{d-2} \frac{1}{\text{vol}_{d-1}(B)} \int_{B} p_p(\mathcal{C}) \, dp,
\end{equation}

where $\mathcal{C}$ is a cone with apex $0$ and volume $\kappa_d x^{d-1}$, and $B$ is the base of $\mathcal{C}$, i.e. the $(d-1)$-dimensional ball with the property that $\mathcal{C}$ is the convex hull of $B$ and $0$; also $dp$ denotes the standard $(d-1)$-dimensional Lebesgue measure. Using now $p_p(\mathcal{C}) = p_p(p - \mathcal{C})$ (cf. (5.6) below) and Theorem 1.6 we conclude that $\text{vol}_{d-1}(B)^{-1} \int_{B} p_p(\mathcal{C}) \, dp \asymp |\mathcal{C}|^{-2}$ when $|\mathcal{C}|$ is large, and hence we obtain:

**Corollary 1.7.** $f_0(x) \asymp x^{-d}$ as $x \to \infty$. 
Using similar arguments as in [18], building on the present paper, it should even be possible to obtain an asymptotic formula for \( f_0(x) \) as \( x \to \infty \), in arbitrary dimension \( d \). We hope to carry this out in a later paper. Note that for \( d = 2 \) one knows a completely explicit formula for \( f_0(x) \); cf. Boca, Cobeli and Zaharescu [2, Cor. 0.4].

We stress that [15, Thm. 2.1] is more general than (1.13)–(1.14); in particular it applies also in the case when we consider the set of directions to any fixed shifted lattice, i.e. we replace \( L \) by \( q + L \) in (1.13)–(1.14), for any fixed \( q \in \mathbb{R}^d \). Here, if \( q \in \mathbb{R}^d \) is not a rational linear combination of points in \( L \) then the limit distribution given by [15, Thm. 2.1] is in fact universal in the sense that it is independent of both \( L \) and \( q \). In this case, the limit spherical contact density function is, by [15, (8.48)],

\[
f(x) = \kappa_d(d - 1)x^{d-2} \frac{1}{\text{vol}_{d-1}(B)} \int_B p(p - \mathcal{C}) \, dp.
\]

Hence also in this case we have the asymptotic relation \( f(x) \approx x^{-d} \) as \( x \to \infty \), now as a consequence of Corollary [14].

1.4. **The case of \( \mathcal{C} \) a cylinder, and applications to the periodic Lorentz gas in the Boltzmann-Grad limit.** The second case in which we prove a non-trivial bound on \( p_\rho(\mathcal{C}) \) is that of an open cylinder, with \( 0 \) and \( p \) lying on its opposite bases. The function \( p_\rho(\mathcal{C}) \) in this case occurs as the collision kernel between consecutive collisions, \( \Phi_0(\xi, w, z) \), in the periodic Lorentz gas in the Boltzmann-Grad limit, cf. [15], [16], [17]. It was the task of understanding the asymptotics of this kernel which led us to undertake the present work; in fact we make crucial use of both Theorem 1.3 and Theorem 1.6 in the proof of Theorem 1.8 below.

For any \( \xi > 0 \) and \( w, z \in B_1^{d-1} \) (i.e. \( w, z \in \mathbb{R}^{d-1} \), \( \|w\|, \|z\| < 1 \)), \( \Phi_0(\xi, w, z) \) is defined as

\[
\Phi_0(\xi, w, z) = p_\rho(\mathcal{C}),
\]

where \( \mathcal{C} \) is the cylinder (cf. Figure 3)

\[
\mathcal{C} = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : 0 < x_1 < \xi, \| (x_2, \ldots, x_d) - z \| < 1 \};
\]

\[
p = (\xi, z + w).
\]

Note that \( \Phi_0(\xi, w, z) \) only depends on the four scalars \( \xi, \|w\|, \|z\|, \varphi(w, z) \). Note also that if \( \mathcal{C} \) is an arbitrary open cylinder with ellipsoidal cross section and with \( 0 \) and \( p \) lying on the opposite bases of \( \mathcal{C} \), then \( p_\rho(\mathcal{C}) \) can be expressed in terms of \( \Phi_0(\xi, w, z) \) (cf. (5.5) below).

Before stating our main results on \( \Phi_0(\xi, w, z) \), we briefly explain the connection with the periodic Lorentz gas, borrowing from the presentation in [18]. For more details see [15], [16], [17].

The periodic Lorentz gas describes an ensemble of non-interacting point particles in an infinite periodic array of spherical scatterers. Specifically, for a fixed lattice \( L \subset \mathbb{R}^d \) of covolume one and given \( \rho > 0 \) (small), we take the scatterers to be all the open balls \( B_\rho^d + \ell \) with \( \ell \in L \). We denote by \( \mathcal{K}_\rho \subset \mathbb{R}^d \) the complement of the union of these balls (the “billiard domain”), and...
The time evolution of a particle with initial data \((Q_{1.21}) (Q_{1.20})\) to rescale space and time by introducing the macroscopic coordinates (see Figure 4) inverse of the total scattering cross section of an individual scatterer. It is therefore natural the distribution of the first \(v\) and \(\xi\). We extend the dynamics to the inside of each scatterer trivially, i.e., set \((1.22) \Lambda'\) Λ to rescale space and time by introducing the macroscopic coordinates —both the lattice constant and the radius of each scatter tend to zero, in such a way that the mean free path length remains finite.

\[ T^1(\mathcal{K}_\rho) = \mathcal{K}_\rho \times S^{d-1}_1 \] its unit tangent bundle (the “phase space”), with \(q(t) \in \mathcal{K}_\rho\) the position and \(v(t) \in S^{d-1}_1\) the velocity of the particle at time \(t\). The dynamics of a particle in the Lorentz gas is defined as the motion with unit speed along straight lines, and specular reflection at the balls \(B_\rho^d + \ell (\ell \in \mathcal{L})\). We may in fact also permit other scattering processes, such as the scattering map of a Muffin-tin Coulomb potential (cf. [16]). A dimensional argument shows that in the Boltzmann-Grad limit \(\rho \to 0\) the free path length scales like \(\rho^{-(d-1)}\), i.e., the inverse of the total scattering cross section of an individual scatterer. It is therefore natural to rescale space and time by introducing the macroscopic coordinates (see Figure 4)

\[ (Q(t), v(t)) = (\rho^{d-1} q(\rho^{-(d-1)} t), v(\rho^{-(d-1)} t)). \]

The time evolution of a particle with initial data \((Q, V)\) is then described by the billiard flow

\[ (Q(t), V(t)) = F_{t,\rho}(Q, V). \]

We extend the dynamics to the inside of each scatterer trivially, i.e., set \(F_{t,\rho} = \text{id}\) whenever \(Q \in B_\rho^d + \mathcal{L}\); thus the relevant phase space is now \(T^1(\mathbb{R}^d)\), the unit tangent bundle of \(\mathbb{R}^d\).

Let us fix an arbitrary probability measure \(\Lambda\) on \(T^1(\mathbb{R}^d)\). For random initial data \((Q_0, V_0)\) with respect to \(\Lambda\), we can then view the billiard flow \(\{F_{t,\rho} : t > 0\}\) as a stochastic process. The central result of [15], [16] is that, if \(\Lambda\) is absolutely continuous with respect to \(\lambda\), we can then view the billiard flow as a stochastic process. Specifically, if we set \(\xi_j = \|S_j\|\) and \(V_{j-1} = \frac{S_j}{\|S_j\|}\) for \(j = 1, 2, 3, \ldots\), then the distribution of the first \(n\) path segments is given by the probability density

\[ \Lambda'(Q_0, V_0)p(Q_0, \xi_1, V_1)p_0(V_0, \xi_2, V_2) \cdots \cdot \cdot \cdot p_0(V_{n-3}, V_{n-2}, \xi_{n-1}, V_{n-1}) \int_{S^{d-1}_1} p_0(V_{n-2}, V_{n-1}, \xi_n, V_n) \, d\text{vol}_{S^{d-1}_1}(V_n), \]

see Theorem 1.3 and Section 4 in [16]. The transition kernels \(p\) and \(p_0\) in (1.22) are given by

\[ p(V, \xi, V_+) = \sigma(V, V_+) \Phi(\xi, b(V, V_+)), \]

\[ p_0(V_0, V, \xi, V_+) = \sigma(V, V_+) \Phi_0(\xi, b(V, V_+), -s(V, V_0)), \]
where $\sigma(V, V_+) = \text{differential cross section}$, $\Phi_0$ is the function defined in (1.18)–(1.19),

$$(1.25) \quad \Phi(\xi, w) = \int_{\xi}^{\infty} \int_{S_1^{d-1}} \Phi_0(\eta, w, z) \, dz \, d\eta,$$

and $b(V, V_+)$ and $s(V, V_0)$ are the impact and exit parameters (cf. Figure 5), both measured in units of the scattering radius, and considered as vectors in $\mathbb{R}^{d-1}$ via a fixed Euclidean space isomorphism $V^\perp \cong \mathbb{R}^{d-1}$ (thus $b(V, V_+), s(V, V_0) \in B_1^{d-1}$).

**Remark 1.1.** The function $\Phi$ may alternatively be defined by $\Phi(\xi, z) = p(\xi)$ where $\mathcal{C}$ is the cylinder in (1.19). Cf. [15, Thm. 4.4 (a $\notin \mathbb{Q}$), (4.16), (8.32)], and [16, Remark 6.2].

**Remark 1.2.** If the scattering map is given by specular reflection (as in the original Lorentz gas), we have explicitly $\sigma(V, V_+) = \frac{1}{4} ||V - V_+||^{3-d}$ for the scattering cross section, and

$$(1.26) \quad s(V, V_0) = \frac{(V_0 K(V))_+}{||V_0 K(V) - e_1||}, \quad b(V, V_+) = \frac{(V_+ K(V))_+}{||V_+ K(V) - e_1||},$$

for the exit and impact parameters. Here $x_\perp$ denotes the orthogonal projection of $x \in \mathbb{R}^d$ onto $e_1^\perp = \{0\} \times \mathbb{R}^{d-1}$, and for each $V \in S_1^{d-1}$ we have fixed a rotation $K(V) \in SO(d)$ with $VK(V) = e_1$.

It can be seen from (1.22) – (1.24) that $\Phi_0(\xi, b, -s)$ is the limiting probability density (in the limit $\rho \to 0$, and with respect to the reference measure $d\xi \, db$) of hitting, from a given scatterer with exit parameter $s$, the next scatterer at time $\rho^{-(d-1)}\xi$ with impact parameter $b$. Again, cf. Figure 5. Similarly $\Phi(\xi, b)$ is the limiting probability density of hitting, from a generic point in $T^1(\mathbb{R}^d)$, the first scatterer at time $\rho^{-(d-1)}\xi$ with impact parameter $b$. These results were proved in [15, Thm. 4.4], and they form the first steps of the proof of the convergence of the billiard flow $\{F_{t, \rho} : t > 0\}$ given in [16].

Our main result on $\Phi_0(\xi, w, z)$ is the following.

**Theorem 1.8.** Let $d \geq 3$. We then have, for all $\xi > 0$, $w, z \in B_1^{d-1}$, writing $\varphi = \varphi(w, z),$

$$(1.27) \quad \Phi_0(\xi, w, z) \ll \begin{cases} \xi^{-2+\frac{2}{d}} \min \{1, (\xi^d)^{-1+\frac{2}{d}}} \quad &\text{if } \varphi \leq \frac{\pi}{2} \\
\xi^{-2} \min \{1, (\xi^{-d-2})^{-1+\frac{2}{d}} \} \quad &\text{if } \varphi \geq \frac{\pi}{2}. \end{cases}$$

(If $w = 0$ or $z = 0$ then $\varphi$ is undefined, but in these cases we have $\Phi_0(\xi, w, z) = 0$ whenever $\xi$ is sufficiently large, cf. Proposition 1.24 below.)
For completeness we recall from [17] that when \(d = 2\) it is possible to give an explicit formula for \(\Phi_0(\xi, w, z)\) (now \(w = w\) and \(z = z\) are real numbers in the interval \(-1 < w, z < 1\):

\[
\Phi_0(\xi, w, z) = \begin{cases} 
Y \left(1 + \frac{\xi^{-1} - \max(|w|,|z|) - 1}{|w + z|}\right) & \text{if } w + z \neq 0 \\
0 & \text{if } w + z = 0, \xi^{-1} < 1 + |w| \\
1 & \text{if } w + z = 0, \xi^{-1} \geq 1 + |w|,
\end{cases}
\]

where \(Y(x) = \max(0, \min(1, x))\).

Returning to the case \(d \geq 3\), as a complement to the bound in Theorem 1.8 we are able to give a sharp bound on the support of the function \(\Phi_0\). Set

\[
s_d(\xi, \varphi) := \begin{cases} 
\min(\xi^{-\frac{2}{d}}, (\varphi \xi)^{-\frac{2}{d}}, \xi^{-\frac{2}{d}}) & \text{if } \varphi \leq \frac{\pi}{2} \\
\max(\xi^{-\frac{2}{d}}, (\varphi \xi)^{-\frac{2}{d}}, \xi^{-\frac{2}{d}}) & \text{if } \varphi > \frac{\pi}{2}
\end{cases}
\]

(and, say, \(s_d(\xi, \varphi) := \xi^{-\frac{2}{d}}\) when \(\varphi\) is undefined). Then:

**Proposition 1.9.** There exist constants \(c_1 < c_2\) which only depend on \(d\) such that if \(\Phi_0(\xi, w, z) > 0\) then \(|w|, |z| > 1 - c_2 s_d(\xi, \varphi)\), and on the other hand \(\Phi_0(\xi, w, z) > 0\) does hold for any \(\xi > 0, w, z \in B_{d-1}^1\) satisfying \(|w|, |z| > 1 - c_1 s_d(\xi, \varphi)\).

We stress that, in contrast to our bound on the support, we do not expect the bound in Theorem 1.8 to be sharp in general. We will prove (cf. Propositions 7.7 and 7.8) that the bound in Theorem 1.8 is sharp in a natural sense when \(d = 3\), and also for general \(d\) if both \(\varphi \ll \xi^{-\frac{2}{d}}\) or \(\pi - \varphi \ll \xi^{-\frac{2}{d}}\). In particular, for \(d > 4\), while we have \(\Phi_0(\xi, w, z) \ll \xi^{-\frac{2}{d}}\) for \(\varepsilon < \varphi < \pi - \varepsilon\) (any fixed \(\varepsilon > 0\)) and \(\xi\) sufficiently large, \(\Phi_0(\xi, w, z)\) takes significantly larger values than \(\xi^{-\frac{2}{d}}\) both when \(\varphi \approx 0\) and \(\varphi \approx \pi\).

An important consequence of the bound in Theorem 1.8 is that it implies a sharp upper bound on the integral \(\int_{B_{d-1}^1} \Phi_0(\xi, w, z) \, dz\), and also implies that the main contribution to this integral comes from \(z\) with \(\varphi = \varphi(z, w)\) small. This integral is important since from it we can recover, by further integration, both the collision kernel for a generic initial point, \(\Phi(\xi, b)\); cf. (1.25), and the limit density functions for the free path length between consecutive collisions and the free path length from a generic initial point ([13] Remark 4.6):

\[
\Phi_0(\xi) = \frac{1}{\vol_{d-1}(B_{d-1}^1)} \int_{B_{d-1}^1} \int_{B_{d-1}^1} \Phi_0(\xi, w, z) \, dw \, dz; \quad \Phi(\xi) = \int_{B_{d-1}^1} \Phi(\xi, w) \, dw.
\]

**Corollary 1.10.** Let \(d \geq 3\). We have

\[
\int_{B_{d-1}^1} \Phi_0(\xi, w, z) \, dz \ll \xi^{-\frac{2}{d}}
\]

for all \(\xi \geq 1\) and \(w \in B_{d-1}^1\). For any fixed \(\varepsilon > 0\) the contribution from all \(z \in B_{d-1}^1\) with \(\varphi(z, w) \geq \varepsilon\) in (1.29) is \(\ll \varepsilon^{-3}\). Furthermore the integral in (1.29) vanishes unless \(1 - |w| \ll \xi^{-\frac{3}{d}}\). On the other hand, there is a constant \(c > 0\) which only depends on \(d\) such that

\[
\int_{B_{d-1}^1} \Phi_0(\xi, w, z) \, dz \gg \xi^{-\frac{2}{d}}
\]

holds whenever \(\xi \geq 1\) and \(|w| \gg 1 - c\xi^{-\frac{2}{d}}\).

Indeed, the two upper bounds follow from Theorem 1.8 combined with Proposition 1.9; the statement about vanishing follows from Proposition 1.9 since \(s_d(\xi, \varphi) \ll \xi^{-\frac{2}{d}}\) uniformly over \(\varphi\); and finally (1.30) follows from the first lower bound in Proposition 7.8 below.

**Corollary 1.11.** Immediately implies:

\[
\Phi_0(\xi) \propto \xi^{-3} \quad \text{and} \quad \Phi(\xi) \propto \xi^{-2} \quad \text{as } \xi \to \infty.
\]
Hence Corollary 1.10 can be viewed as a refinement of the upper and lower bounds obtained by Bourgain, Golse and Wennberg [6] Thm. A], [11] Thm. 1], which correspond to the fact that \( f_\infty \Phi(\eta) \, d\eta \asymp \xi^{-1} \) as \( \xi \to \infty \).

In the paper [18], which makes strong use of the results and methods of the present paper, we will give an asymptotic formula for \( \Phi_0(\xi, w, z) \) when \( \varphi \) is small and \( \xi \to \infty \). This also implies precise asymptotic formulas for \( \Phi_0(\xi) \) and \( \Phi(\xi) \) as \( \xi \to \infty \).

1.5. **Organization of the paper.** The paper is organized as follows. In Section 2 we discuss bounds on \( p(\mathcal{C}) \) for arbitrary measurable sets and general convex sets, proving in particular Proposition 1.1 as well as more precise versions for convex sets, Proposition 2.8 and Proposition 2.9. In Sections 3–4 we apply these methods to the special cases of Proposition 1.1 as well as more precise versions for convex sets, proving Theorem 1.2 and Theorem 1.3. In Section 5 we recall the precise definition of \( p(\mathcal{C}) \) and introduce a useful parametrization of the associated homogeneous space \( X_1(p) \). Finally in Section 6 we prove Theorem 1.6 and in Section 7 we prove Theorem 1.8 and Proposition 1.9.

1.6. **Acknowledgements.** This paper complements the joint work [18] with Jens Marklof, which is part of our series of papers [15]–[18] on the periodic Lorentz gas in the Boltzmann-Grad limit. I am grateful to Jens for many inspiring discussions and valuable comments on the present paper. I am also grateful to Tobias Ekholm and Christer Kiselman for inspiring and helpful discussions.

## 2. Bounds on \( p(\mathcal{C}) \) for a General Convex Set \( \mathcal{C} \)

### 2.1. Preliminaries.

Throughout this paper we write \( G = \text{SL}_d(\mathbb{R}) \) and \( \Gamma = \text{SL}_d(\mathbb{Z}) \). For any \( M \in G \), \( \mathbb{Z}^dM \) is a \( d \)-dimensional lattice of covolume one. This gives an identification of the space \( X_1 \) with the homogeneous space \( \Gamma \backslash G \). We write \( \mu \) for the measure on \( X_1 \) coming from Haar measure on \( G \), normalized to be a probability measure. We will sometimes write \( G^{(d)} \) and \( \mu^{(d)} \) for \( G \) and \( \mu \), if we need to emphasize the dimension.

Let \( A \) be the subgroup of diagonal matrices with positive entries,

\[
(2.1) \quad a(a) = \begin{pmatrix} a_1 & \cdots & \cdots & a_d \\ \end{pmatrix} \in G, \quad a_j > 0,
\]

and let \( N \) be the subgroup of upper triangular matrices,

\[
(2.2) \quad n(u) = \begin{pmatrix} 1 & u_{12} & \cdots & u_{1d} \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & u_{d-1,d} \\ \end{pmatrix} \in G.
\]

Every element \( M \in G \) has a unique Iwasawa decomposition

\[
(2.3) \quad M = n(u)a(a)k,
\]

with \( k \in \text{SO}(d) \). In these coordinates the Haar measure takes the form ([8 p. 172])

\[
(2.4) \quad d\mu(M) = \frac{2^{d-1} \pi^{d(d+1)/4}}{\prod_{j=1}^{d} \Gamma(\frac{j}{2}) \prod_{j=2}^{d} \zeta(j)} \rho(a)dn(u)d\alpha(a)dk
\]

where \( dn \), \( da \), \( dk \), are (left and right) Haar measures of \( N \), \( A \), \( \text{SO}(d) \), normalized by \( dn(u) = \prod_{1 \leq j < k \leq d} du_{jk} \), \( da(a) = \prod_{j=1}^{d-1} (a_j^{-1} da_j) \) and \( \int_{\text{SO}(d)} dk = 1 \). For \( \rho(a) \) one has

\[
(2.5) \quad \rho(a) = \prod_{1 \leq i < j \leq d} \frac{a_j}{a_i} = \prod_{j=1}^{d} a_j^{2j-d-1}.
\]
We set \( \mathcal{F}_N = \{ u : u_{jk} \in (-\frac{1}{2}, \frac{1}{2}], 1 \leq j < k \leq d \} \); then \( \{ n(u) : u \in \mathcal{F}_N \} \) is a fundamental region for \( (\Gamma \cap N) \backslash N \). We define the following Siegel set:

\[
S_d := \{ n(u)a(k) : u \in \mathcal{F}_N, 0 < a_{j+1} \leq \frac{2}{\sqrt{d}} a_j (j = 1, \ldots, d-1), k \in SO(d) \}.
\]

It is known that \( S_d \) contains a fundamental region for \( X_1 = \Gamma \backslash G \), and on the other hand \( S_d \) is contained in a finite union of fundamental regions for \( X_1 \) [5].

Given \( M = n(u)a(k)k \in G \), its row vectors are

\[
b_k = (0, \ldots, 0, a_k, a_{k+1}u_{k,k+1}, \ldots, a_d u_{k,d})k, \quad k = 1, \ldots, d.
\]

If \( M \in S_d \) then we see that, for all \( k, \)

\[
||b_k|| \leq \sum_{j=1}^{d} a_j \leq \left( \sum_{j=0}^{d-1} (2/\sqrt{d})^j \right) a_1 \ll a_1.
\]

This bound implies that if \( M \in S_d \) and if the lattice \( \mathbb{Z}^d M \) has empty intersection with a large ball, then \( a_1 \) must be large:

**Lemma 2.1.** For any \( M = n(u)a(k)k \in S_d \) such that the lattice \( \mathbb{Z}^d M \) is disjoint from some ball of radius \( R \) in \( \mathbb{R}^d \), we have \( a_1 \gg R \).

**Proof.** Choose \( c_1, \ldots, c_d \in \mathbb{R} \) so that \( p = c_1 b_1 + \ldots + c_d b_d \) is the center of the given ball. Let \( n_j \) be the integer nearest to \( c_j \). Then \( n_1 b_1 + \ldots + n_d b_d \) is a lattice point of \( \mathbb{Z}^d M \), and has distance \( \leq \frac{1}{2} (||b_1|| + \ldots + ||b_d||) \ll a_1 \) to \( p \). This distance must be \( > R \); hence \( a_1 \gg R \). \( \square \)

Next we will introduce a parametrization of \( G \) which will be useful for us throughout the paper. Let us fix a function \( f \) (smooth except possibly at one point, say) \( S_1^{d-1} \to SO(d) \) such that \( e_1 f(v) = v \) for all \( v \in S_1^{d-1} \) (where \( e_1 = (1,0,\ldots,0) \)). Given \( M = n(u)a(k)k \in G \), the matrices \( n(u) \), \( a(k) \) and \( k \) can be split uniquely as

\[
n(u) = \begin{pmatrix} 1 & u \\ 0 & n(u) \end{pmatrix}; \quad a(k) = \begin{pmatrix} a_1 & 0 \\ 0 & a_1^{-1} a(a) \end{pmatrix}; \quad k = \begin{pmatrix} 1 & 0 \\ 0 & k \end{pmatrix} f(v)
\]

where \( u \in \mathbb{R}^{d-1}, n(u) \in N^{(d-1)}, a_1 > 0, a(a) \in A^{(d-1)} \) and \( k \in SO(d-1), v \in S_1^{d-1} \). We set

\[
M = n(u)a(k)k \in G^{(d-1)}.
\]

In this way we get a bijection between \( G \) and \( \mathbb{R} \times S_1^{d-1} \times \mathbb{R} \times \dot{G}^{(d-1)} \); we write \( M = [a_1, v, u, M] \) for the element in \( G \) corresponding to the 4-tuple \( (a_1, v, u, M) \in \mathbb{R} \times S_1^{d-1} \times \mathbb{R} \times \dot{G}^{(d-1)} \). In particular note that

\[
S_d = \{ [a_1, v, u, M] \in G : M \in S_{d-1}, a_1 \leq \frac{2}{\sqrt{d}} a_1^{-1}, u \in (-\frac{1}{2}, \frac{1}{2}]^{d-1} \}
\]

\[
\subset \{ [a_1, v, u, M] \in G : M \in S_{d-1}, u \in (-\frac{1}{2}, \frac{1}{2}]^{d-1} \}.
\]

One checks by a straightforward computation using (2.1) that the Haar measure \( \mu \) takes the following form in the parametrization \( M = [a_1, v, u, M] \):

\[
d\mu(M) = \zeta(d)^{-1} d\mu^{(d-1)}(M) d\mu \ dvol_{S_1^{d-1}}(v) \ 
\]

Note that all of the above claims are valid also for \( d = 2 \), with the natural interpretation that \( S_1 = SL(1,\mathbb{R}) = \{ 1 \} \) with \( \mu^{(1)}(\{ 1 \}) = 1 \). We will also need to know the explicit expression of the lattice \( \mathbb{Z}^d M \) in terms of \( a_1, v, u, M \): One computes that, for any \( m \in \mathbb{Z}^{d-1} \) and \( n \in \mathbb{Z} , \)

\[
(n,m)M = na_1 v + a_1^{-1} (0, nua(a)k + mM) f(v).
\]

In particular we always have

\[
\mathbb{Z}^d M \subset \bigcup_{n \in \mathbb{Z}} (na_1 v + v^\perp).
\]
2.2. General bounds on \(p(\mathcal{C})\). We start by recalling two well-known inequalities. (Cf., e.g., [21] p. 167.)

**Lemma 2.2.** For an arbitrary Borel measurable subset \(\mathcal{C} \subset \mathbb{R}^d\) we have
\[
p(\mathcal{C}) \geq 1 - |\mathcal{C}|.
\]

*Proof.* \(p(\mathcal{C}) \geq \int_{X_1} (1 - \#(L \cap \mathcal{C} \setminus \{0\})) \, d\mu(L) = 1 - |\mathcal{C}|\), by Siegel’s formula ([21], [25]). \(\square\)

**Lemma 2.3.** For any two Borel measurable subsets \(\mathcal{C}, \mathcal{C}' \subset \mathbb{R}^d\) we have
\[
|p(\mathcal{C} - p(\mathcal{C}'))| \leq \max(|\mathcal{C} \setminus \mathcal{C}'|, |\mathcal{C}' \setminus \mathcal{C}|).
\]

*Proof.* Any \(L \in X_1\) which is disjoint from \(\mathcal{C} \setminus \{0\}\) must either be disjoint from \(\mathcal{C}' \setminus \{0\}\) or have a point in \((\mathcal{C}' \setminus \{0\}) \setminus \mathcal{C}\); hence \(p(\mathcal{C}) \leq p(\mathcal{C}') + (1 - p(\mathcal{C}'))\), and thus \(p(\mathcal{C}) \leq p(\mathcal{C}') + |\mathcal{C}' \setminus \mathcal{C}|\) by Lemma 2.2. Similarly \(p(\mathcal{C}') \leq p(\mathcal{C}) + |\mathcal{C} \setminus \mathcal{C}'|\). \(\square\)

Next we give the simple proof of (1.2) in the special case of \(\mathcal{C}\) convex.

**Lemma 2.4.** If \(\mathcal{C} \subset \mathbb{R}^d\) contains some \(d\)-dimensional ellipsoid of volume \(V\) then
\[
p(\mathcal{C}) \ll V^{-1}.
\]

*Proof.* (Cf. [15] Lemma 8.15.) Using (1.4) we may from start assume that \(\mathcal{C}\) contains a ball of volume \(V\). This ball in turn contains a ball \(B\) of volume \(\geq 2^{-d}V\) which does not contain the origin. Now \(\mathbb{Z}^d \cap \mathcal{C} \setminus \{0\} = \emptyset\) implies \(\mathbb{Z}^d \cap B = \emptyset\); hence by Lemma 2.1 there is some \(A \gg V^{1/2}\) such that \(a_1 > A\) holds for all \(M = n(u) a(u) k \in \mathcal{S}_d\) satisfying \(\mathbb{Z}^d \cap \mathcal{C} \setminus \{0\} = \emptyset\). We have
\[
p(\mathcal{C}) = \mu\left(\{ M \in X_1 : \mathbb{Z}^d \cap \mathcal{C} \setminus \{0\} = \emptyset \}\right) \leq \mu\left(\{ M \in \mathcal{S}_d : \mathbb{Z}^d \cap \mathcal{C} \setminus \{0\} = \emptyset \}\right),
\]
which is finite, since \(\mathcal{S}_d\) contains a fundamental region for \(X_1\). Using now (2.11) and (2.12) we conclude
\[
p(\mathcal{C}) \leq (d-1)^{-1} \int_{A} \int_{0}^{\infty} \int_{\left[-\frac{A}{2}, \frac{A}{2}\right]^{d-1}} d\mu^{(d-1)}(M) \, du \, dv \, \frac{da_1}{a_1^{d+1}} \ll A^{-d} \ll V^{-1}.
\]
(From now on we write simply \(dv\) for the \((d-1)\)-dimensional volume measure on \(S^{d-1}\).) Here we used the fact that \(\mu^{(d-1)}(S_{d-1})\) is finite, since \(S_{d-1}\) can be covered by a finite number of fundamental regions for \(\Gamma^{(d-1)} \setminus \Gamma^{(d-1)}\). \(\square\)

**Lemma 2.5.** If \(\mathcal{C} \subset \mathbb{R}^d\) is convex then
\[
p(\mathcal{C}) \ll |\mathcal{C}|^{-1}.
\]
(If \(|\mathcal{C}| = \infty\) this should be interpreted as \(p(\mathcal{C}) = 0\).)

*Proof.* If \(|\mathcal{C}| < \infty\) then \(\mathcal{C}\) contains an ellipsoid of volume \(\gg |\mathcal{C}|\) (cf. [11]); if \(|\mathcal{C}| = \infty\) (viz. \(\mathcal{C}\) has non-empty interior and is unbounded) then for every \(V > 0\) there is an ellipsoid \(E \subset \mathcal{C}\) of volume \(> V\). Hence the lemma follows from Lemma 2.4. \(\square\)

To conclude this section we give the proof of Proposition 1.1. The idea is to use the parametrization \(M = [a_1, v, u, M] \in \mathcal{S}_d\) and note that if \(\mathbb{Z}^d \cap \mathcal{C} \subset \{0\}\) then \(a_1 \gg r\) by Lemma 2.1 and also by using \((0, m)M \notin \mathcal{C}\) for all \(m \in \mathbb{Z}^{d-1} \setminus \{0\}\) we obtain a precise constraint on \(M\) (cf. (2.13)).

*Proof of Proposition 1.1.* Let \(r\) be the radius of some ball contained in \(\mathcal{C}\). Then \(\mathcal{C} \setminus \{0\}\) contains a ball of radius \(\frac{r}{2}\), and hence by Lemma 2.1 if \(M = [a_1, v, u, M] \in \mathcal{S}_d\) satisfies \(\mathbb{Z}^d \cap \mathcal{C} \subset \{0\}\) then \(a_1 > k_2 r\), where \(k_2\) is a positive constant which only depends on \(d\). Hence, using (2.11) and (2.12),
\[
p^{(d)}(\mathcal{C}) \leq \mu\left(\{ M \in \mathcal{S}_d : \mathbb{Z}^d \cap \mathcal{C} \subset \{0\}\}\right)
\leq (d-1)^{-1} \int_{k_2 r}^{\infty} \int_{0}^{\infty} \int_{\left[-\frac{k_2 r}{2}, \frac{k_2 r}{2}\right]^{d-1}} \mu^{(d-1)}\left(\{ M \in \mathcal{S}_{d-1} : \mathbb{Z}^d[a_1, v, u, M] \cap \mathcal{C} \subset \{0\}\}\right) \, du \, dv \, \frac{da_1}{a_1^{d+1}}.
\]
Using (2.13) with \( n = 0 \) we get
\[
p^{(d)}(\mathfrak{C}) \leq \zeta(d)^{-1} \int_{x^d}^{\infty} \int_{\mathbb{S}^{d-1}} \mu^{(d-1)}\left(\{ M \in \mathbb{S}_{d-1} : a_1 \frac{1}{d} (M \cap \mathbb{Z}^{d-1}) f(v) \cap \mathfrak{C} \subset \{0\}\}\right) dv \frac{da_1}{a_1^{d+1}}
\]
\[
= \zeta(d)^{-1} \int_{x^d}^{\infty} \int_{\mathbb{S}^{d-1}} \mu^{(d-1)}\left(\{ M \in \mathbb{S}_{d-1} : \mathbb{Z}^{d-1} M \cap a_1 \frac{1}{d} \mathfrak{C} \subset \{0\}\}\right) dv \frac{da_1}{a_1^{d+1}},
\]
where \( \iota \) denotes the embedding \( \iota : \mathbb{R}^d \ni (x_1, \ldots, x_{d-1}) \mapsto (0, x_1, \ldots, x_{d-1}) \in \mathbb{R}^d \), and
\[
(2.16)
\]
\[
\mathfrak{C}_v := \iota^{-1}(\mathfrak{C} f(v)^{-1}) \subset \mathbb{R}^d.
\]
Now since \( \mathbb{S}_{d-1} \) is contained in a finite union of fundamental regions for \( \mathbb{X}_1^{(d-1)} \), we obtain
\[
p^{(d)}(\mathfrak{C}) \ll \int_{\mathbb{S}^{d-1}} \int_{x^d}^{\infty} p^{(d-1)}\left( a_1 \frac{1}{d} \mathfrak{C}_v \right) \frac{da_1}{a_1^{d+1}} dv.
\]
We have proved this for any \( r \) which is the radius of some ball contained in \( \mathfrak{C} \); hence it also holds for the supremum of these radii. Now (1.3) follows, since \( \mathfrak{C} \cap \mathfrak{v} \) maps to \( \mathfrak{C}_v \) by the volume preserving linear space isomorphism \( v^+ \ni x \mapsto \iota^{-1}(xf(v)^{-1}) \in \mathbb{R}^d \).

2.3. Bounding \( p(\mathfrak{C}) \) from above for \( \mathfrak{C} \) convex. For convex sets \( \mathfrak{C} \) we have the following monotonicity property which allows us to simplify the upper bound in Proposition (1.1).

**Lemma 2.6.** For any convex set \( \mathfrak{C} \subset \mathbb{R}^d \) (\( d \geq 2 \)) and any \( \alpha > 1 \) we have \( p(\alpha \mathfrak{C}) \leq p(\mathfrak{C}) \).

The proof is by finding an element \( T \in \mathcal{G} \) such that \( \mathfrak{C} T \subset \alpha \mathfrak{C} \). For the construction we need the following auxiliary lemma.

**Lemma 2.7.** Let \( \mathfrak{C} \subset \mathbb{R}^d \) be a compact convex set with \( 0 \notin \mathfrak{C} \). Then there exist two non-zero vectors \( v, w \in \mathbb{R}^d \) and two points \( q_1, q_2 \in \mathfrak{C} \cap \mathbb{R}^d \) such that \( q_1 \cdot w \leq p \cdot w \leq q_2 \cdot w \) for all \( p \in \mathfrak{C} \).

**Proof.** We first observe that \( \mathfrak{C} \) has only regular boundary points and support planes (viz. to each boundary point there corresponds exactly one support plane, and each support plane has only one point in common with \( \mathfrak{C} \); cf. [1] Sec. 3.9]). Let \( K \) be the set of \( a \in \mathbb{R}^d \) such that \( \mathfrak{C} \cap \mathbb{R}_{= 0} a \neq \emptyset \). For each \( a \in K \) set \( \ell_1(a) = \inf\{ t > 0 : t a \in \mathfrak{C} \} \) and \( \ell_2(a) = \sup\{ t > 0 : t a \in \mathfrak{C} \} \). Let \( v \in K \) be a point where \( \sup a \in K \ell_2(a)/\ell_1(a) \) is attained; such a point clearly exists, and in fact \( v \in K^o \), and \( \ell_2(v)/\ell_1(v) > 1 \). Set \( q_j = \ell_j(v)v \) \((j = 1, 2)\) and let \( w_1, w_2 \neq 0 \) be unit vectors normal to the unique support planes of \( \mathfrak{C} \) at \( q_1, q_2 \), chosen so that \( q_1 \cdot w_1 \leq p \cdot w_1 \) and \( p \cdot w_2 \leq q_2 \cdot w_2 \) for all \( p \in \mathfrak{C} \). Using the fact that these two support planes are regular and \( q_1 \neq q_2 \) it follows that \( v \cdot w_j \neq 0 \) for \( j = 1, 2 \). Hence for each \( b \in \mathbb{R}^d \) there exist unique \( x_1, x_2 \in \mathfrak{C} \) such that \( (x_1, x_2) = 0 \), viz. \( (b \notin \mathfrak{C} \cap \mathbb{R}^d) \) the support plane for \( \mathfrak{C} \) at \( q_j \) contains the line \( q_j + \mathbb{R}(x_jv + b) \). Since \( q_1, q_2 \) are regular boundary points this implies that \( \ell_j(v \pm \varepsilon b) = \ell_j(v)(1 + x_j \varepsilon + o(\varepsilon)) \) as \( \varepsilon \to 0 \) \((j = 1, 2)\). Hence by our choice of \( v, x_1 = x_2 \) must hold. Since this is true for every \( b \in \mathbb{R}^d \) it follows that \( w_1 = w_2 \), and we are done.

In the case of a general compact convex set \( \mathfrak{C} \) with \( 0 \notin \mathfrak{C} \) we take a sequence \( \mathfrak{C}^{(1)}, \mathfrak{C}^{(2)}, \ldots \) of compact convex sets converging to \( \mathfrak{C} \) such that each \( \mathfrak{C}^{(n)} \) has only regular boundary points and supports planes, and \( 0 \notin \mathfrak{C}^{(n)} \) (such a sequence exists by [1] Sec. 6.27). Applying the above to each \( \mathfrak{C}^{(n)} \) we obtain vectors \( v^{(n)}, w^{(n)}, q_1^{(n)}, q_2^{(n)} \) satisfying the required conditions for \( \mathfrak{C}^{(n)} \). We may assume that all \( v^{(n)}, w^{(n)} \) have length \( 1 \). By passing to a subsequence we may assume that the four limits \( v = \lim_{n \to \infty} v^{(n)} \), \( w = \lim_{n \to \infty} w^{(n)} \) and \( q_j = \lim_{n \to \infty} q_j^{(n)} \) \((j = 1, 2)\) exist. These \( v, w, q_1, q_2 \) are easily seen to satisfy the required conditions for \( \mathfrak{C} \).

**Proof of Lemma 2.6.** If \( \mathfrak{C} \) has no interior points then \( \mathfrak{C} \) is contained in some affine subspace of \( \mathbb{R}^d \), and thus \( p(\alpha \mathfrak{C}) = p(\mathfrak{C}) = 1 \) (cf. Lemma 2.2). Hence from now on we may assume that \( \mathfrak{C} \) has interior points. If \( \mathfrak{C} \) is unbounded then \( \mathfrak{C} = \infty \) and \( p(\alpha \mathfrak{C}) = p(\mathfrak{C}) = 0 \) by Lemma 2.6. Hence from now on we may assume that \( \mathfrak{C} \) is bounded. If \( 0 \in \mathfrak{C} \) then \( \mathfrak{C} \subset \alpha \mathfrak{C} \) for any \( \alpha > 1 \), and thus \( p(\alpha \mathfrak{C}) \leq p(\mathfrak{C}) \); but also \( p(\alpha \mathfrak{C}) = p(\alpha \mathfrak{C}) \) by Lemma 2.8, hence \( p(\alpha \mathfrak{C}) \leq p(\mathfrak{C}) \).
Hence it only remains to deal with the case $0 \notin \mathcal{T}$. Let $v, w, q_1, q_2$ be as in Lemma 2.7 applied to $\mathcal{T}$. Note that $v \cdot w \neq 0$, since $\mathcal{C}$ has interior points. Take any $U \in \text{GL}(d, \mathbb{R})$ such that $e_1 U \in \mathbb{R} v$ and $e_j U \in \mathbb{R}^\perp$ for $j = 2, \ldots, d$, where $e_j = (0, \ldots, 0, 1)$ is the $j$th standard basis vector of $\mathbb{R}^d$. Set $T = U^{-1} \text{diag}[\alpha_1^{-\frac{1}{d}} \mathbb{R}^d, \ldots, \alpha_d^{-\frac{1}{d}}] U \in G$. We now claim $\mathcal{C} T \subset \alpha \mathcal{T}$. Indeed, consider an arbitrary point $p \in \mathcal{C}$. Then there are unique $t \in \mathbb{R}$ and $u \in \mathbb{R}^\perp$ such that $p = tv + u$ and thus $p T = \alpha tv + \alpha^{-\frac{1}{d}} u$. But $q_1 \cdot w \leq p \cdot w \leq q_2 \cdot w$ implies $q_1 \cdot w \leq tv \cdot w \leq q_2 \cdot w$; hence $tv$ lies on the line segment between $q_1$ and $q_2$, and so $tv \in \mathcal{T}$. Hence by convexity, $sp + (1 - s)tv = tv + su$ lies in $\mathcal{T}$ for all $0 \leq s \leq 1$. In particular $\alpha^{-1} p T = tv + \alpha^{-\frac{1}{d}} u \in \mathcal{T}$, thus proving $\mathcal{C} T \subset \alpha \mathcal{T}$.

It follows that $p(\alpha \mathcal{C}) = p(\alpha \mathcal{T}) \leq p(\mathcal{C} T) = p(\mathcal{C})$, and Lemma 2.6 is proved. \hfill \Box

**Remark 2.1.** The convexity assumption in Lemma 2.6 cannot be skipped altogether. For example, for any given $\alpha > 1$ with $\alpha^d \notin \mathbb{Z}$, if $\varepsilon > 0$ is sufficiently small then the set

$$\mathcal{C} := B^d_{1/\varepsilon} \setminus \bigcup_{m \in \mathbb{Z}^d \setminus \{0\}} (\alpha^{-1} m + B^d_{\varepsilon})$$

satisfies $p(\alpha \mathcal{C}) > 0$ and $p(\mathcal{C}) = 0$. Indeed, $p(\alpha \mathcal{C}) > 0$ holds since every $L \in X_1$ sufficiently near $\mathbb{Z}^d$ is disjoint from $\alpha \mathcal{C} \setminus \{0\}$. On the other hand, assume $L \in X_1$ is disjoint from $\mathcal{C} \setminus \{0\}$. Write $L = \mathbb{Z}^d M$ with $M = n(u) a(a) k \in S_d$ and take $b_k$ as in (2.7); thus $L = \mathbb{Z} b_1 + \cdots + \mathbb{Z} b_d$. Now $L \cap \mathcal{C} \setminus \{0\} = \emptyset$ forces $||b_k|| > (2a)^{-1}$ provided $\varepsilon$ is sufficiently small; hence also $a_k \gg \alpha^{-1}$, by the same type of computation as in (2.3). It follows that $||b_k|| \ll a_1 = (a_2 \cdots a_d)^{-1} \ll \alpha^{-d}$ and hence if $\varepsilon$ is sufficiently small then $b_k \in B^d_{1/\varepsilon}$ and thus $b_k \in \alpha^{-1}(\mathbb{Z}^d \setminus \{0\}) + B^d_{\varepsilon}$ for all $k$. By the determinant formula for the covolume of $L = \mathbb{Z} b_1 + \cdots + \mathbb{Z} b_d$, this forces $\alpha^d \in \mathbb{Z}$ to be \textquotedblleft$\varepsilon$-near\textquotedblright an integer, and we get a contradiction if $\varepsilon$ is taken sufficiently small. Hence $p(\mathcal{C}) = 0$.

On the other hand for any $\alpha > 1$ with $\alpha^d \in \mathbb{Z}$ we have $p(\alpha \mathcal{C}) \leq p(\mathcal{C})$ for every measurable set $\mathcal{C} \subset \mathbb{R}^d$, as is easily seen using the modular correspondence $T(\alpha^d)$ on $X_1$ (cf., e.g., [23, Ch. 3]). Indeed, if $\mathcal{F} \subset G$ is a fundamental region for $X_1 = \Gamma \setminus G$ and $\beta_1, \ldots, \beta_r \in M_d(\mathbb{Z})$ are representatives such that $T(\alpha^d) = \sqcup_{j=1}^r \Gamma \beta_j$ then

$$p(\alpha \mathcal{C}) = \int_{\mathcal{F}} I(\{\mathbb{Z}^d M \cap \alpha \mathcal{C} \subset \{0\}\}) \, d\mu(M) \leq r^{-1} \sum_{j=1}^r \int_{\alpha^{-1} \mathcal{F}} I(\{\alpha^{-1} \mathbb{Z}^d \beta_j M \cap \mathcal{C} \subset \{0\}\}) \, d\mu(M)$$

$$= r^{-1} \sum_{j=1}^r \int_{\alpha^{-1} \beta_j \mathcal{F}} I(\{\mathbb{Z}^d M \cap \mathcal{C} \subset \{0\}\}) \, d\mu(M) = p(\mathcal{C}).$$

(We used $\mathbb{Z}^d \beta_j \subset \mathbb{Z}^d$ and the fact that $\sqcup_{j=1}^r \alpha^{-1} \beta_j \mathcal{F}$ is an $r$-fold fundamental region for $\Gamma \setminus G$.)

We next use Lemma 2.6 to simplify the bound in Proposition 1.1. Recall that if $\mathcal{C} \subset \mathbb{R}^d$ is a bounded convex set then the supremum of the radii of all $d$-dimensional open balls contained in $\mathcal{C}$ is attained, although not necessarily for a unique ball; we call this supremum the \textit{inradius} of $\mathcal{C}$.

**Proposition 2.8.** Given $d \geq 2$ there exist constants $k_1, k_2 > 0$ such that for every bounded convex set $\mathcal{C} \subset \mathbb{R}^d$ we have

$$p^{(d)}(\mathcal{C}) \leq \min \left\{ 1, k_1 r^{-d}, \int_{S_d} p'_d(\mathbb{R}^{d-1} \mathcal{C} \setminus \mathcal{C}^\perp ) \, dv \right\},$$

where $r$ is the inradius of $\mathcal{C}$ and where $p'_d-1(3)$ for $3 \subset \mathbb{R}^{d-1}$ is defined by

$$p'_d-1(3) = \begin{cases} p^{(d)-1}(3) & \text{if } d \geq 3; \\ I(\{3\} \leq 1) & \text{if } d = 2. \end{cases}$$

**Proof.** Given $d$ we let $k_1, k_2$ be as in Proposition 1.1. Now let $\mathcal{C} \subset \mathbb{R}^d$ be a bounded convex set, and let $r$ be its inradius. If $d \geq 3$ then by Lemma 2.6 for all $v \in S^{d-1}$ and all $a_1 \geq k_2 r$ we have
Proposition 2.9. Given $d \geq 2$ there exist constants $k_3, k_4 > 0$ such that for every bounded convex set $C \subset \mathbb{R}^d$,

$$p^{(d)}(C) \geq \min \left\{ \frac{1}{2}, k_3 r^{-d} \int_{S^{d-1}} p^{(d-1)} (k_4 r^{-1} C \cap v^1) \, dv \right\},$$

where $r$ is the circumradius of $C$, and where $p^{(d-1)}(z)$ is as in (2.13).

The starting-point of the proof is to use $p^{(d)}(C) \gg \mu(\{M \in S_d : \mathbb{Z}^d M \cap C \subset \{0\}\})$, which holds since $S_d$ is contained in a finite union of fundamental regions for $X_1$, and then integrate over $M \in S_d$ using the parametrization $M = [a_1, v, u, M]$; cf. (2.11). The restriction $a_1 \leq \frac{2}{\sqrt{3}a_1^{d/(d-1)}}$ in (2.11) leads to a technical problem when considering bounds from below; to handle this we first prove the following auxiliary lemma, which we will apply with $d - 1$ in place of $d$. The point of the lemma is to show that if a convex set $C$ is contained in a ball of radius $r$ centered at the origin, then among all $M \in S_d$ satisfying $\mathbb{Z}^d M \cap C \subset \{0\}$, a positive proportion (w.r.t. $\mu$) actually have $a_1 < 2r$, where $a_1 = a_1(M)$ as always refers to the $a_1$ occurring in the Iwasawa decomposition $M = n(u) a(a,k)$, cf. (2.3) and (2.1). The lemma is proved by using, once more, the parametrization $M = [a_1, v, u, M]$, and noticing that whenever $a_1 > r$ the intersection $\mathbb{Z}^d M \cap C$ is in fact contained in $(0, \mathbb{Z}^{d-1}) M \cap C$, i.e. is independent of $u$ (cf. (2.13)).

Lemma 2.10. For every $r \geq 1$ and every convex set $C \subset \overline{B}_r^d$ ($d \geq 2$), we have

$$p^{(d)}(C) \ll \mu(\{M \in S_d : a_1 < 2r, \mathbb{Z}^d M \cap C \subset \{0\}\}).$$

Proof. Since $p(C) \leq \mu(\{M \in S_d : \mathbb{Z}^d M \cap C \subset \{0\}\})$, it suffices to prove

$$\mu(\{M \in S_d : a_1 > 2r, \mathbb{Z}^d M \cap C \subset \{0\}\})$$

$$\ll \mu(\{M \in S_d : r < a_1 < 2r, \mathbb{Z}^d M \cap C \subset \{0\}\}).$$

Writing $M = [a_1, v, u, M]$, and noticing that $a_1 > r$ implies $(na_1 v + v^1) \cap \overline{B}_r^d = \emptyset$ for all $v \in S^{d-1}_r$ and $n \in \mathbb{Z} \setminus \{0\}$, we see from (2.11)–(2.14) that (2.20) will follow if we can prove that, for each $v \in S^{d-1}_r$,

$$\int_{2r}^{\infty} \mu^{(d-1)}(\{M \in S_{d-1} : a_1 \leq \frac{2}{\sqrt{3}a_1^{d/(d-1)}}, \mathbb{Z}^{d-1} M \cap a_1^{-1} C_v \subset \{0\}\}) \, da_1 \; da_1^{d+1}$$

$$\ll \int_r^{2r} \mu^{(d-1)}(\{M \in S_{d-1} : a_1 \leq \frac{2}{\sqrt{3}a_1^{d/(d-1)}}, \mathbb{Z}^{d-1} M \cap a_1^{-1} C_v \subset \{0\}\}) \, da_1 \; da_1^{d+1}$$

(2.21)

where $C_v$ is as in (2.16) (in particular $C_v$ is a bounded convex set). If $C_v = \emptyset$ then (2.21) holds, since $\mu^{(d-1)}(\{M \in S_{d-1} : a_1 \leq 2/\sqrt{3}\}) \ll \mu^{(d-1)}(S_{d-1}) \times 1$; hence from now on we may assume $C_v \neq \emptyset$. 

2.4. Bounding $p(C)$ from below for $C$ convex. We next prove that for convex $C$, $p(C)$ is bounded from below by a similar expression as in the upper bound in Proposition 2.8. Recall that if $C \subset \mathbb{R}^d$ is a bounded convex set then the infimum of the radii of all $d$-dimensional closed balls containing $C$ is attained for a unique ball; we call this infimum the circumradius of $C$. 

Proposition 2.9. Given $d \geq 2$ there exist constants $k_3, k_4 > 0$ such that for every bounded convex set $C \subset \mathbb{R}^d$,

$$p^{(d)}(C) \geq \min \left\{ \frac{1}{2}, k_3 r^{-d} \int_{S^{d-1}} p^{(d-1)} (k_4 r^{-1} C \cap v^1) \, dv \right\},$$

where $r$ is the circumradius of $C$, and where $p^{(d-1)}(z)$ is as in (2.13).
First assume \( d = 2 \). Using \( \mathcal{S}_1 = G^{(1)} = \{1\} \) and \( r \geq 1 \), and writing \( r \mathcal{C}_v = [\alpha, \beta] \) we see that our task is to prove
\[
(2.22) \quad \int_{2}^{\infty} I(\mathbb{Z} \cap (\alpha x, \beta x) \subset \{0\}) \frac{dx}{x^3} \ll \int_{1}^{2} I(\mathbb{Z} \cap [\alpha x, \beta x] \subset \{0\}) \frac{dx}{x^3},
\]
for any \( \alpha \leq \beta \). This bound is verified by a case by case analysis. Indeed, if \( \alpha \leq 0 \leq \beta \) then \( \mathbb{Z} \cap [\alpha x, \beta x] \subset \{0\} \) is equivalent with \( \max(|\alpha|, |\beta|)|x| < 1 \) and thus (2.22) follows easily. Also if \( \beta - \alpha \geq \frac{1}{2} \) then the bound holds since the left hand side vanishes. Hence by symmetry it remains to consider the case \( 0 < \alpha \leq \beta < \alpha + \frac{1}{2} \). Now for every integer \( n \in [\alpha, 2\alpha] \) the interval \( I_n = (\frac{n}{\alpha}, \frac{n+1}{\alpha} - \frac{\beta}{\alpha}) \) is contained in \([1, 2] \), and each \( x \in I_n \) satisfies \( \mathbb{Z} \cap [\alpha x, \beta x] \subset \mathbb{Z} \cap (n, n+1) = \emptyset \).

Hence the right hand side of (2.22) is \( \geq 8^{-1} \sum_{n \in [\alpha, 2\alpha]} |I_n| = \sum_{n \in [\alpha, 2\alpha]} \frac{2\alpha - n}{\alpha(2\alpha + 1)} \), and if \( \alpha \geq \frac{1}{10} \) then this is \( \geq 1 \) so that the bound (2.22) holds. If \( \frac{2}{3} \leq \alpha < \frac{1}{10} \) then we get the same conclusion since the right hand side of (2.22) is \( \geq 8^{-1}|I_1 \cap (1, 2)| \gg 1 \). Also if \( \beta \leq \frac{9}{10} \) the right hand side of (2.22) is seen to be \( \gg 1 \) so that (2.22) holds. Hence from now on we may assume \( 0 < \alpha \leq \frac{2}{3} \) and \( \frac{1}{10} < \beta < \alpha + \frac{1}{2} \). If \( \alpha x > 2 \) then \( x(\beta - \alpha) > \frac{2}{\alpha}(\frac{\alpha}{10} - \frac{1}{2}) > 1 \); hence only \( x \) with \( \beta x < 2 \) can contribute to the integral in the left hand side of (2.22). It follows that this integral is \( \ll \max(0, 2(\beta^{-1} - 1)) \). On the other hand if \( \beta < 1 \) then \( \mathbb{Z} \cap (\alpha x, \beta x) \subset \{0\} \) holds for all \( x \in (1, \beta^{-1}) \), so that the right hand side of (2.22) is \( \gg \beta^{-1} - 1 \). This completes the proof of the bound (2.22), and hence also of (2.21) in the case \( d = 2 \).

Next assume \( d \geq 3 \). We first bound the left hand side of (2.21) using
\[
\mu^{(d-1)}(\{M \in \mathcal{S}_{d-1} : \mathcal{C} = \sum_{n=1}^{\alpha} \sum_{v} a_{1 \frac{x}{\alpha}}^{d} \mathcal{C}_{v}, Z^{d-1} M \cap a_{1 \frac{x}{\alpha}}^{d-1} \mathcal{C}_{v} \subset \{0\}) \ll p^{(d-1)}(a_{1 \frac{x}{\alpha}}^{d}, \mathcal{C}_{v}),
\]
which holds since \( \mathcal{S}_{d-1} \) can be covered by a finite number of fundamental regions for \( X_{1}^{(d)} \).

Also the function \( a_{1 \frac{x}{\alpha}}^{d} \) (for \( a_{1} > 0 \)) is decreasing, because of Lemma 2.10. Hence (2.21) will follow if we prove that for every \( a_{1} \in [\sqrt{3}r, 2r] \),
\[
(2.23) \quad p^{(d-1)}(a_{1 \frac{x}{\alpha}}^{d}, \mathcal{C}_{v}) \ll \mu^{(d-1)}(\{M \in \mathcal{S}_{d-1} : \mathcal{C} = \sum_{n=1}^{\alpha} \sum_{v} a_{1 \frac{x}{\alpha}}^{d} \mathcal{C}_{v}, Z^{d-1} M \cap a_{1 \frac{x}{\alpha}}^{d-1} \mathcal{C}_{v} \subset \{0\}) \).
\]
But \( a_{1 \frac{x}{\alpha}}^{d} \mathcal{C}_{v} \subset B_{r}^{x} \), with \( r' = a_{1 \frac{x}{\alpha}}^{d} r \), and because of \( a_{1} \geq \sqrt{3}r \) we have \( r' > 1 \) and \( a_{1 \frac{x}{\alpha}}^{d} r' \geq \frac{2}{\sqrt{3}} a_{1 \frac{x}{\alpha}}^{d-1} \sqrt{3}r = 2r' \). It follows that the right hand side of (2.23) does not increase if we replace the condition \( a_{1} \leq \frac{2}{\sqrt{3}} a_{1 \frac{x}{\alpha}}^{d-1} \) therein by \( a_{1} < 2r' \). Hence (2.23) is true by induction. \( \square \)

**Proof of Proposition 2.24** Let \( B \) be the unique closed ball of radius \( r \) containing \( \mathcal{C} \). If \( r \leq \frac{1}{3} \) then \( |\mathcal{C}| < \frac{1}{2} \) and thus \( p^{d}(\mathcal{C}) > \frac{1}{2} \) by Lemma 2.2. Hence from now on we may assume \( r > \frac{1}{3} \).

Let us first assume that \( B \) lies within distance \( r \) from the origin. Then \( B \subset B_{r}^{0} \). Hence if \( a_{1} > 3r \) then \( B \cap (na_{1} v + v^{0}) = \emptyset \) for all \( n \in \mathbb{Z} \setminus \{0\} \) and \( v \in S_{d-1} \), so that, by (2.13),
\[
\mathbb{Z}^{d}[a_{1}, v, u, M] \cap \mathcal{C} = a_{1 \frac{x}{\alpha}}^{d-1} \iota(Z^{d-1} M) f(v) \cap \mathcal{C}, \quad \forall v \in S_{d-1}, u \in \mathbb{R}^{d-1}, M \in G^{(d)}.
\]
Using also (2.11) and (2.12) we get:
\[
(2.24) \quad \gg \int_{S_{d-1}^{1}} \int_{3r}^{\infty} \mu^{(d-1)}(\{M \in \mathcal{S}_{d} : \mathcal{C} = \sum_{n=1}^{\alpha} \sum_{v} a_{1 \frac{x}{\alpha}}^{d} \mathcal{C}_{v}, Z^{d} M \cap a_{1 \frac{x}{\alpha}}^{d-1} \mathcal{C}_{v} \subset \{0\}) \frac{da_{1}}{a_{1 \frac{x}{\alpha}}^{d+1}} dv,
\]
where \( \mathcal{C}_{v} \) is as in (2.10). We have \( a_{1 \frac{x}{\alpha}}^{d} \mathcal{C}_{v} \subset B_{r'}^{x} \) with \( r' = 3r a_{1 \frac{x}{\alpha}}^{d-1} \). Now if \( a_{1} > 3\sqrt{3}r \) then \( \frac{2}{\sqrt{3}} a_{1 \frac{x}{\alpha}}^{d} > 2r' \) and \( r' > 1 \), and thus by Lemma 2.10 if also \( d \geq 3 \),
\[
\mu^{(d-1)}(\{M \in \mathcal{S}_{d-1} : \mathcal{C} = \sum_{n=1}^{\alpha} \sum_{v} a_{1 \frac{x}{\alpha}}^{d} \mathcal{C}_{v}, Z^{d-1} M \cap a_{1 \frac{x}{\alpha}}^{d-1} \mathcal{C}_{v} \subset \{0\}) \gg p^{(d-1)}(a_{1 \frac{x}{\alpha}}^{d}, \mathcal{C}_{v}).
\]
Using this in (2.24) and recalling that the function \(a_1 \mapsto p^{(d-1)}(a_1^{-1}\mathcal{C}_v)\) is decreasing by Lemma 2.6, it follows that (2.19) holds for any fixed choice of \(k_4 > (3\sqrt{3})^{d-1}\), and a corresponding appropriate constant \(k_3 > 0\). On the other hand if \(d = 2\) then if we write \(3r\mathcal{C}_v = [\alpha_v, \beta_v]\) (set \(\alpha_v = \beta_v = 0\) when \(\mathcal{C}_v = \emptyset\), (2.21) takes the form

\[
(2.25) \quad p^{(3)}(\mathcal{C}) \gg r^{-2} \int_{S^1_1} \int_{\mathcal{C}_v} I(Z \cap [\alpha_v x, \beta_v x] \subset \{0\}) \frac{dx}{x^3} dv.
\]

However, by using some of the steps from the proof of (2.25), the inner integral in (2.25) (even when restricted to \(x \in [1, 2]\)) is seen to be \(\gg 1\) whenever \(\beta_v \leq \alpha_v + \frac{1}{3}\). Hence (2.19) holds with \(k_4 = 9\).

It now remains to treat the case when \(B\) has distance \(> r\) from the origin. We may assume that the center of \(B\) is \(te_1\), where \(t > 2r\). Given \(v \in S^{d-1}_1\) we note that \(na_1v + v^\perp\) has nonempty intersection with \(B\) only if \(|na_1 - tv \cdot e_1| \leq r\), and hence \((na_1v + v^\perp) \cap B = \emptyset\) holds for all \(n \in \mathbb{Z}\) whenever \(a_1 > 0\) satisfies \(a_1 \mathbb{Z} \cap [tv \cdot e_1 - r, tv \cdot e_1 + r] = \emptyset\). Let \(A_v\) be the set of all \(a_1 > 0\) satisfying this condition. By (2.14) we have \(\mathbb{Z}^d M \cap B = \emptyset\) whenever \(M = [a_1, v, u, \mathbb{Z}]\) with \(v \in S\) and \(a_1 \in A_v\). Hence by (2.11) and (2.12), and since \(r > \frac{1}{3}\),

\[
p^{(d)}(\mathcal{C}) \gg r^{-d-1} \int_{S^{d-1}_1} |A_v \cap (3r, 30r)| dv = r^{-d} \int_{S^{d-1}_1} \int_3^{30} I(xZ \cap [\alpha_v - 1, \alpha_v + 1] = \emptyset) \frac{dx}{x^3} dv,
\]

where in the last step we wrote \(\alpha_v := r^{-1}tv \cdot e_1\). Now for every \(v \in S^{d-1}_1\) with \(|v \cdot e_1| > \frac{1}{2}\) we have \(|\alpha_v| > 1\), and this is easily seen to imply that the inner integral is \(\gg 1\). It follows that \(p^{(d)}(\mathcal{C}) \gg r^{-d}\), and thus (2.19) holds.

\[\square\]

**Remark 2.2.** Proposition 2.9 (together with Lemma 2.6) implies that the bound in Proposition 2.8 is sharp if we require the convex set \(\mathcal{C}\) to have a bounded ratio between its circumradius and its inradius. However, for *every* bounded convex set \(\mathcal{C}\) with nonempty interior there is some \(M \in G\) such that the “John ellipsoid” of \(\mathcal{C} M\) (viz. the unique \(d\)-dimensional ellipsoid of maximal volume contained in \(\mathcal{C} M\)) is a ball, and the ratio between the circumradius and the inradius of \(\mathcal{C} M\) is then \(\leq d\); cf. [11]. Also recall that \(p(\mathcal{C}) = p(\mathcal{C} M)\). Hence by induction on \(d\) we obtain a fairly explicit, sharp upper bound on \(p(\mathcal{C})\) for \(\mathcal{C}\) convex, which we now state.

For any bounded convex set \(\mathcal{C} \subset \mathbb{R}^d\) with non-empty interior, define \(F_d(\mathcal{C})\) as follows. Set \(F_1(\mathcal{C}) = 1\) if \(\mathcal{C} \leq 1\), otherwise \(F_1(\mathcal{C}) = 0\). Then for \(d \geq 2\), define \(F_d(\mathcal{C})\) recursively by taking \(M \in SL_d(\mathbb{R})\) so that the John ellipsoid of \(\mathcal{C} M\) is a ball, and setting

\[
(2.26) \quad F_d(\mathcal{C}) = \min \left\{ 1, |\mathcal{C}|^{-1} \int_{S^{d-1}_1} F_{d-1} \left(\mathcal{C} \cap v^\perp\bigcap_{u} |u^\perp M \cap v^\perp| dv \right) \right\}.
\]

(This makes \(F_d(\mathcal{C})\) well-defined, although \(M\) is determined only up to multiplication from the right by an arbitrary element of \(SO_d(\mathbb{R})\).) We extend the definition to arbitrary convex sets \(\mathcal{C} \subset \mathbb{R}^d\) by setting \(F_d(\mathcal{C}) = 1\) if \(\mathcal{C}\) has empty interior, and \(F_d(\mathcal{C}) = 0\) if \(\mathcal{C}\) has non-empty interior and is unbounded.

Then for any \(d \geq 2\) there exist constants \(k_1 > k_2 > 0\) such that for every convex set \(\mathcal{C} \subset \mathbb{R}^d\),

\[
(2.27) \quad \min \{ \frac{1}{2}, F_d(k_1 \mathcal{C}) \} \leq p(\mathcal{C}) \leq F_d(k_2 \mathcal{C}).
\]

It is an interesting question whether \(F_d\) as defined in (2.26) can be replaced by some geometrically more transparent function, so that (2.27) still holds.

To conclude this section, we point out some situations when the Athreya–Margulis bound \(p(\mathcal{C}) \ll |\mathcal{C}|^{-1}\) is sharp. The following is immediate from Proposition 2.9.
Corollary 2.11. Given $d \geq 2$ and $\varepsilon > 0$ there is a constant $c = c(d, \varepsilon) > 0$ such that the following holds. For any convex set $C \subset \mathbb{R}^d$ which is contained in a $d$-dimensional ball of volume $\leq \varepsilon^{-1} |C|$ and which satisfies $\text{vol}_{d-1}\{v \in S^{d-1}_1 : v^\perp \cap C = \emptyset\} \geq \varepsilon$, we have
\[
p(C) \geq \min\left(\frac{1}{4}, c|C|^{-1}\right).
\]

Note that Corollary 2.11 (just as Proposition 2.9) does not take into account the invariance $p(CM) = p(C)$. We next give a simple criterion which is invariant under $C \mapsto CM$ $(\forall M \in G)$:

Corollary 2.12. Given $d \geq 2$ and $\varepsilon > 0$ there is a constant $c = c(d, \varepsilon) > 0$ such that for any convex set $C \subset \mathbb{R}^d$, if $tq \notin C$ for all $0 \leq t \leq \varepsilon$, where $q$ is the centroid of $C$, then
\[
p(C) \geq \min\left(\frac{1}{4}, c|C|^{-1}\right).
\]

For the proof we need the following simple geometric lemma.

Lemma 2.13. Given $d \geq 1$ and $\varepsilon > 0$ there is some $c = c(d, \varepsilon) > 0$ such that for any $d$-dimensional ball $B$ and any convex set $C \subset B$ of volume $|C| \geq \varepsilon |B|$, there exists a ball $B'$ with center at the centroid of $C$ such that $B' \subset C$ and $|B'| \geq c|B|$.

Proof. Let $C$ and $B$ be given satisfying the assumptions. We may assume that the centroid of $C$ is $0$. Let $R$ be the radius of $B$, and let $r > 0$ be maximal with the property $B' := B'_r \subset C$. Then there is a point $p \in \partial C$ with $|p| = r$. After a rotation we may assume $p = re_1$; then $C \subset \{x : x \cdot e_1 \leq r\}$. For $x \in \mathbb{R}$ we write $e_x = \{y \in \mathbb{R}^{d-1} : (x, y) \in C\}$ and $|e_x| = \text{vol}_{d-1}(e_x)$. Now since the centroid of $C$ is 0 we have $0 = \int_{-\infty}^{\infty} x|e_x| \, dx \leq -r \int_{-\infty}^{r} |e_x| \, dx = r \int_{-r}^{r} |e_x| \, dx$, and hence
\[
|C| = \int_{-\infty}^{-r} |e_x| \, dx + \int_{-r}^{r} |e_x| \, dx \leq 2 \int_{-r}^{r} |e_x| \, dx \leq 4r \text{vol}_{d-1}(B_R^{d-1}) \leq rR^{d-1}.
\]
But also $|C| \geq \varepsilon |B| \gg \varepsilon R^d$, thus $r \gg \varepsilon R$ and $|B'| \gg r^d \gg \varepsilon^d |B|$. \hfill $\square$

Proof of Corollary 2.12. If $C$ has no interior points then $C$ is contained in some affine subspace of $\mathbb{R}^d$ and thus $p(C) = 1$ by Lemma 2.2. If $C$ has interior points and is unbounded then $|C| = \infty$. Hence from now on we may assume that $C$ has interior points and is bounded. Then by 11, after replacing $C$ with $CM$ for an appropriate $M \in G$ (note that both the assumption and the conclusion of Corollary 2.12 are invariant under any such replacement), there is a $d$-dimensional ball $B$ satisfying $C \subset B$ and $|C| \gg |B|$. Hence by Lemma 2.13 there is some $r > 0$ with $r^d \gg |B|$ and $q + R^d \subset C$.

Now let $p$ be the point in $\overline{C}$ lying closest to 0, and let $a$ be the point on the line segment $\mathbb{R}q \cap \overline{C}$ lying closest to 0. Assume $p \neq a$. Let $l$ be the line through $p$ and $a$, and let $b$ and $c$ be the orthogonal projections onto $l$ of $q$ and $0$, respectively. Then $a$ lies on the line segment between $b$ and $c$, since $a$ lies on the line segment between $q$ and 0. Also $|c| \leq |p| \leq |a|$ by the definition of $c$ and $p$; thus $p$ and $a$ must lie on the same side of $b$ along $l$. Combining this with the fact that $p, a \in \partial C$ it follows that $b$ cannot belong to the interior of $C$, and in particular $b \notin q + B_r^d$, viz. $|b - q| \geq r$. Using also $\triangle ca0 \sim \triangle baq$ we obtain:
\[
|p| \geq |c| = \frac{|b - q|}{|a - q|} |a| > \frac{r}{|q|} |a| \geq \varepsilon r.
\]

The same conclusion, $|p| \geq \varepsilon r$, trivially holds also when $p = a$. Now if $R$ is the radius of $B$ then $R \ll r$ and $C$ is contained in $p + B_R^d$ and also in the half space $\{x : x \cdot p \geq |p|^2\}$. It follows that $C \cap v^\perp = \emptyset$ for every $v \in S^{d-1}_1$ with $\varphi(v, p) < \arctan(\frac{|p|}{r})$. Hence (2.28) now follows from Corollary 2.11. \hfill $\square$

Note that the criterion given in Corollary 2.12 is optimal for $C$ running through the family of all $d$-dimensional ellipsoids. Namely, if $C$ is a $d$-dimensional ellipsoid with center $q \neq 0$ and volume $\gg 1$, then, by Theorem 1.2 which we will prove below, $p(C) \gg |C|^{-1}$ holds if and only if the distance from 0 to $\mathbb{R}q \cap \overline{C}$ is $\gg |q|$. On the other hand, $p(C) \gg |C|^{-1}$ certainly holds.
also for many convex sets which do not fulfill the criterion in Corollary \ref{cor:2.12}. For example it holds when \( \mathcal{C} \) is an arbitrary convex cone of volume \( \gg 1 \) with \( \mathbf{0} \) as apex:

**Corollary 2.14.** Given \( d \geq 2 \) there is a constant \( c = c(d) > 0 \) such that if \( \mathcal{C} \) is the cone which is the convex hull of \( \mathbf{0} \) and some convex subset of a hyperplane \( \Pi \subset \mathbb{R}^d \) with \( \mathbf{0} \notin \Pi \), then

\[
(2.29) \quad p(\mathcal{C}) \geq \min\left(\frac{1}{2}, c|\mathcal{C}|^{-1}\right).
\]

**Proof.** Assume that \( \mathcal{C} \) is the convex hull of \( \mathbf{0} \) and the convex set \( \mathcal{Z} \subset \Pi \). As usual we may assume that \( \mathcal{C} \) is bounded and has interior points, i.e. that \( \mathcal{Z} \) is bounded and has a nonempty interior relative to \( \Pi \). Using \eqref{eq:1.4} and \eqref{eq:1.11} we may furthermore assume that \( \mathcal{Z} \) is contained in a \((d-1)\)-dimensional ball \( B \) with \( \text{vol}_{d-1}(B) \ll \text{vol}_{d-1}(3) \), that the orthogonal projection of \( \mathbf{0} \) onto \( \Pi \) equals the center \( \mathbf{q} \) of \( B \), and that \( \|\mathbf{q}\| \) equals the radius of \( B \). It then follows that \( \mathcal{C} \cap \mathbf{v}^\perp = \emptyset \) for all \( \mathbf{v} \in S_1^{d-1} \) with \( \langle \mathbf{v}, \mathbf{q} \rangle < \frac{\pi}{2} \) and also that \( \mathcal{C} \) is contained in a ball of volume \( \ll |\mathcal{C}| \). Hence \eqref{eq:2.29} now follows from Corollary \ref{cor:2.11}. \( \square \)

### 3. The Case of \( \mathcal{C} \) a Ball; Proof of Theorem 1.2

We now give the proof of Theorem 1.2. Let \( \mathcal{C}, r \) and \( \mathbf{q} \) be as in Theorem 1.2, viz. \( \mathcal{C} \) is a \( d \)-dimensional ball of volume \( \geq \frac{1}{2} \), with radius \( r \) and center \( \mathbf{q} \). After a rotation we may assume \( \mathbf{q} = \|\mathbf{q}\|\mathbf{e}_1 \). We will use the bounds in Propositions \ref{prop:2.8} and \ref{prop:2.9} Note that it is clear from start that these bounds are sharp, since the inradius and the circumradius of \( \mathcal{C} \) are the same (= \( r \)); cf. the discussion in Remark \ref{rem:2.2}. Note also that since the intersection of \( \mathcal{C} \) with any hyperplane is again a ball (of dimension \( d-1 \)) or empty, the integrands appearing in Propositions \ref{prop:2.8} and \ref{prop:2.9} can be bounded in a sharp way simply by induction, using Theorem 1.2 with \( d-1 \) in place of \( d \).

To treat the integrals over \( S_1^{d-1} \) we parametrize a dense open subset of \( S_1^{d-1} \) as follows:

\[
(3.1) \quad \mathbf{v} = (v_1, \ldots, v_d) = (\cos \varpi, (\sin \varpi)\alpha_1, (\sin \varpi)\alpha_2, \ldots, (\sin \varpi)\alpha_{d-1}) \in S_1^{d-1},
\]

where \( \varpi \in (0, \pi) \) and \( \mathbf{\alpha} = (\alpha_1, \ldots, \alpha_{d-1}) \in S_1^{d-2} \). Thus \( \varpi \) is the angle between \( \mathbf{v} \) and \( \mathbf{e}_1 \). In this parametrization the \((d-1)\)-dimensional volume measure on \( S_1^{d-1} \) takes the following form:

\[
(3.2) \quad dv = (\sin \varpi)^{d-2} d\varpi \; d\alpha,
\]

where \( d\alpha \) is the \((d-2)\)-dimensional volume measure on \( S_1^{d-2} \) (if \( d = 2 \), \( d\alpha \) is the counting measure on \( S_1 = \{-1, 0, 1\} \)).

Let us first assume \( \mathbf{0} \in \mathcal{C} \). Then \( \tau = \frac{\|\mathbf{q}\|\; r}{r} \in [-1, 0] \) in \eqref{eq:1.6}. Given \( \mathbf{v} \) as in \eqref{eq:3.1} and using \( \mathbf{q} = \|\mathbf{q}\|\mathbf{e}_1 \), we compute that \( \mathcal{C} \cap \mathbf{v}^\perp \) is a \((d-1)\)-dimensional ball of radius

\[
(3.3) \quad r' = \sqrt{r^2 - \|\mathbf{q}\|^2 \cos^2 \varpi} = r \sqrt{1 - (1 + \tau)^2 \cos^2 \varpi} = r \sqrt{\sin^2 \varpi - \tau(2 + \tau) \cos^2 \varpi} \geq r (\sin \varpi + \sqrt{|\tau|})
\]

This ball contains \( \mathbf{0} \) in its closure, and the distance from \( \mathbf{0} \) to its boundary (relative to \( \mathbf{v}^\perp \)) is \( r' - \|\mathbf{q}\| \sin \varpi \). Hence if we write \( r' \) for the “\( \tau \)-ratio” (the analogue of \( \tau \) in \eqref{eq:1.6}) of this \((d-1)\)-dimensional ball then \( r' \in [-1, 0] \) and

\[
(3.4) \quad -\tau' = \frac{r' - \|\mathbf{q}\| \sin \varpi}{r'} \geq \frac{r^2 - \|\mathbf{q}\|^2 \sin^2 \varpi}{r^2} \geq \frac{1 - (1 + \tau)^2 \cos^2 \varpi - (1 + \tau)^2 \sin^2 \varpi}{\sin^2 \varpi + |\tau|} \geq \frac{|\tau|}{\sin^2 \varpi + |\tau|}.
\]

Now in the case \( d = 2 \), Proposition \ref{prop:2.8} gives

\[
(3.5) \quad p^{(2)}(\mathcal{C}) \ll r^{-2} \int_0^\pi I(krr' \leq 1) \; d\varpi,
\]
where \( k > 0 \) is an absolute constant. By (3.3), \( kr \tau' \leq 1 \) holds only if \( \sin \varpi + \sqrt{\tau} < r^{-2} \). Hence \( p^{(2)}(C) \ll r^{-4} \ll |C|^{-2} \), and if \( r^2|\tau| \) is sufficiently large we even have \( p^{(2)}(C) = 0 \). Similarly using Proposition 2.9 and the assumption that \( |C| \geq \frac{1}{2} \), we conclude that \( p^{(2)}(C) \gg r^{-4} \gg |C|^{-2} \) whenever \( r^2|\tau| \) is sufficiently small. Hence (1.6) holds when \( d = 2 \) and \( 0 \in \overline{C} \).

Next assume \( d \geq 3 \). Then Proposition 2.8 gives

(3.6) \[
p^{(d)}(C) \ll r^{-d} \int_0^\tau p^{(d-1)}(kr \frac{1}{r^2} \varpi \cap v^\perp) \sin \varpi d\tau^d d\varpi,
\]

where \( k > 0 \) is a constant which only depends on \( d \). Here \( kr \frac{1}{r^2} \varpi \cap v^\perp \) is a \((d - 1)\)-dimensional ball of radius \( kr \frac{1}{r^2} \tau' \) which contains \( 0 \) in its closure and which has \( \tau \)-ratio \( \tau' \) as in (3.4). By induction we may assume that (1.6) holds for this ball; it follows that the integrand in (3.6) vanishes whenever \( |\tau'|/(r \frac{1}{r^2} \tau')^{2(d-1)} \) is sufficiently large, viz. (by (3.3), (3.4)) whenever \( |\tau| (\sin^2 \varpi + |\tau|)^{1/(r \frac{1}{r^2} \tau')} \ll 2^{d-1} \tau^2 \) is sufficiently large. In particular \( p^{(d)}(C) = 0 \) holds whenever \( |\tau| r \frac{1}{r^2} \tau' \) is sufficiently large. Furthermore for arbitrary \( \tau \leq 0 \) it follows that

(3.7) \[
p^{(d-1)}(kr \frac{1}{r^2} \varpi \cap v^\perp) \ll (r \frac{1}{r^2} \tau')^{-2(d-1)} \ll r^{-2d} \sin \varpi^{-2(d-1)}.
\]

**Remark 3.1.** Here we used the trivial fact that, for suitable \( k_1 \), the right inequality in (1.6) holds also when the given body has volume less than \( \frac{1}{2} \), since \( p(C) \leq 1 \) by definition.

Now in (3.6) we may restrict the range of integration to \( \varpi \in (0, \frac{\pi}{2}) \) by symmetry \((\varpi \leftrightarrow \pi - \varpi)\). For \( \varpi \leq r \frac{1}{r^2} \tau' \) we use the trivial bound \( p^{(d-1)}(kr \frac{1}{r^2} \varpi \cap v^\perp) \leq 1 \) and for \( \varpi \) larger we use (3.7). This gives

\[
p^{(d)}(C) \ll r^{-d} \left( \int_0^{r \frac{1}{r^2} \tau'} \varpi^{d-2} d\varpi + \int_{r \frac{1}{r^2} \tau'}^\infty \varpi^{-2d} d\varpi \right) \ll r^{-2d}.
\]

By a similar computation using Proposition 2.9 (and the assumption \(|C| \geq \frac{1}{2}\)) we obtain \( p^{(d)}(C) \gg r^{-2d} \) whenever \( \tau \leq 0 \) and \( |\tau| r \frac{1}{r^2} \tau' \) is sufficiently small. Hence we have proved that (1.6) holds when \( d \geq 3 \).

We now turn to the remaining case, \( 0 \notin \overline{C} \). Now \( \tau = \frac{\|q\| \cdot r}{\|q\|} \in (0, 1) \) in (1.6). For any \( \varpi \in S_{d-1}^1 \) as in (3.1) we note that \( \overline{C} \cap v^\perp \) is nonempty if and only if \( |\cos \varpi| \leq \frac{1}{\|q\|} = 1 - \tau \), or equivalently if and only if \( \varpi \in [\varpi_\tau, \pi - \varpi_\tau] \), where \( \varpi_\tau := \arccos (1 - \tau) \in (0, \frac{\pi}{2}) \). In particular, by Proposition 2.9 (and since \( |C| \geq \frac{1}{2} \)), \( p^{(d)}(C) \gg r^{-d} \), \( |\tau| r \frac{1}{r^2} \tau' \) whenever \( \tau \geq \frac{1}{2} \), in agreement with (1.6). Hence from now on we may assume \( 0 < \tau < \frac{1}{4} \) (and thus \( 0 < \varpi_\tau < \arccos \frac{1}{2} < \varpi_\tau \)).

Now for any \( \varpi \in S_{d-1}^1 \) with \( \varpi \in [\varpi_\tau, \pi - \varpi_\tau] \) we note that \( \overline{C} \cap v^\perp \) is a \((d - 1)\)-dimensional ball of radius \( r' = \sqrt{r^2 - \|q\|^2 \cos^2 \varpi} = r \sqrt{1 - (1 - \tau)^{-2} \cos^2 \varpi} \times r \sqrt{(1 - \tau)^2 - \cos^2 \varpi} \).

Setting \( \varpi_1 := \min(\varpi - \varpi_\tau, \pi - \varpi_\tau - \varpi) \in [0, \frac{\pi}{2} - \varpi_\tau] \) we may continue:

(3.8) \[
r' \gg r \sqrt{1 - \tau - \cos (\varpi_\tau + \varpi_1)} = r \sqrt{(1 - \tau)(1 - \cos \varpi_\tau + \sin \varpi_\tau \sin \varpi_1 \times \sqrt{2 + \varpi_\tau})}.
\]

Furthermore the ball \( \overline{C} \cap v^\perp \) does not contain \( 0 \), and the distance from \( 0 \) to its boundary is \( \|q\| \sin \varpi \cap v^\perp \). Hence the \( \tau \)-ratio of \( \overline{C} \cap v^\perp \) is

(3.9) \[
\frac{\tau'}{\|q\| \sin \varpi} = \frac{r'}{\|q\|} \sin \varpi = \frac{\|q\|^2 \sin^2 \varpi}{\|q\|^2 \sin^2 \varpi} = \frac{\|q\|^2 - r^2}{\|q\|^2 \sin^2 \varpi} = \frac{(1 - \tau)^2 - 1}{(1 - \tau)^2 \sin^2 \varpi} \approx \frac{\tau}{\sin^2 \varpi}.
\]

Now in the case \( d = 2 \), Proposition 2.8 gives

(3.10) \[
p^{(2)}(C) \ll r^{-2} \left( \varpi_\tau + \int_0^{\varpi_\tau} I(1 \leq 1) d\varpi_1 \right),
\]
where $k > 0$ is an absolute constant. The contribution from $\varpi_1 \leq \varpi_\tau$ in the integral is subsumed by the term $\varpi_\tau$; hence it suffices to consider $\varpi_\tau \in (\varpi_\tau, \frac{2}{3}\varpi_\tau)$. For any such $\varpi_\tau$ we have $r' \sim r \varpi_\tau$ by (3.8). Hence, using also $\varpi_\tau \sim \tau^\frac{d}{2}$, we conclude that $p^{(2)}(\mathcal{C}) \ll r^{-2}(\tau^\frac{d}{2} + r^2)$.

Similarly using Proposition 2.9 (and $|\mathcal{C}| \geq \frac{1}{2}$) we obtain $p^{(2)}(\mathcal{C}) \gg r^{-2}(\tau^\frac{d}{2} + r^2)$. Hence (1.6) holds when $d = 2$ and $0 \notin \mathcal{T}$.

Next assume $d \geq 3$. Then Proposition 2.8 gives

$$p^{(d)}(\mathcal{C}) \ll r^{-d} \left( \int_0^{\varpi_\tau} (\sin \varpi)^{d-2} \, d \varpi + \int_{\varpi_\tau}^{\sqrt{d}} p^{(d-1)} \left( kr^{\frac{d-1}{d}} \mathcal{C} \cap v^\perp \right) (\sin \varpi)^{d-2} \, d \varpi \right) \ll r^{-d} \left( \varpi_\tau^{d-1} + \int_{\varpi_\tau}^{\sqrt{d}} p^{(d-1)} \left( kr^{\frac{d-1}{d}} \mathcal{C} \cap v^\perp \right) (\sin \varpi)^{d-2} \, d \varpi \right),$$

where $k > 0$ is a constant which only depends on $d$. Here $kr^{\frac{d-1}{d}} \mathcal{C} \cap v^\perp$ is a $(d - 1)$-dimensional ball of radius $kr^{\frac{d-1}{d}} r'$ which does not contain $0$ in its closure and which has $\tau$-ratio $\tau'$ as in (3.9). By induction we may assume that (1.6) holds for this ball (also recall Remark 3.1); it follows that

$$p^{(d)}(\mathcal{C}) \ll r^{-d} \left( \int_{\varpi_\tau}^{\sqrt{d}} \min \left\{ 1, \left( \frac{r^{d-1}}{\varpi_\tau} \right)^{1/2} \left( \frac{\tau}{\varpi_\tau} \right)^{d-1} \right\} (\sin \varpi)^{d-2} \, d \varpi \right) \ll r^{-d} \left( \int_{\varpi_\tau}^{\sqrt{d}} \left( \frac{d}{\varpi_\tau} \right)^{r-1} \left( \tau^{d-1/2} \right) (\sin \varpi)^{d-2} \, d \varpi \right).$$

This proves that the right inequality in (1.6) holds for $d \geq 3$, $0 \notin \mathcal{T}$.

The proof of the left inequality in (1.6) is similar: Note $r \gg 1$, since $|\mathcal{C}| > \frac{1}{2}$. Now Proposition 2.9 gives, with a new constant $k > 0$ (which only depends on $d$),

$$p^{(d)}(\mathcal{C}) \gg r^{-d} \left( \int_0^{\varpi_\tau} (\sin \varpi)^{d-2} \, d \varpi + \int_{\varpi_\tau}^{\sqrt{d}} p^{(d-1)} \left( kr^{\frac{d-1}{d}} \mathcal{C} \cap v^\perp \right) (\sin \varpi)^{d-2} \, d \varpi \right).$$

It follows from (3.8) that there is a constant $c > 0$ which only depends on $d$ such that $c r^{-\frac{d-1}{2}} < \frac{2}{3}$ and for all $\varpi \in (0, c r^{-\frac{d-1}{2}})$ the intersection $kr^{\frac{d-1}{d}} \mathcal{C} \cap v^\perp$ is either empty or is a $(d - 1)$-dimensional ball of radius $< \frac{1}{2}$, so that $p^{(d-1)}(kr^{\frac{d-1}{d}} \mathcal{C} \cap v^\perp) > \frac{1}{2}$ by Lemma 2.2. Hence the right hand side of (3.11) is $\gg r^{-2d}$. But also, by just considering the first integral, the right hand side of (3.11) is $\gg \tau^\frac{d-1}{2} \cdot r^{-d}$. This concludes the proof of the left inequality in (1.6) for $d \geq 3$, $0 \notin \mathcal{T}$, and hence the proof of Theorem 1.2 is complete. □ □ □

Remark 3.2. Let us note that the case of the right inequality in (1.6) which says that $p(\mathcal{C}) = 0$ whenever $0 \in \mathcal{C}$ and $|\mathcal{C}| > \frac{1}{2}$ is sufficiently large, may alternatively be proved by a simple application of Minkowski’s Theorem: We may assume that $\mathcal{C} = (r-t)\mathcal{A}_1 + \mathcal{B}_r^d$ $(0 < t \leq r, r > 0)$; thus $\tau = -t/r$. We then claim that the box

$$F = \left[ -\frac{1}{2}r, \frac{1}{2}r \right] \times \left[ -\frac{\sqrt{r^2 / d}}{\sqrt{2d}}, \frac{\sqrt{r^2 / d}}{\sqrt{2d}} \right] \times \cdots \times \left[ -\frac{\sqrt{r^2 / d}}{\sqrt{2d}}, \frac{\sqrt{r^2 / d}}{\sqrt{2d}} \right]$$

is contained in the union $\mathcal{C} \cup (-\mathcal{C})$. To verify this it clearly suffices to check that every point $(x_1, \ldots, x_d) \in F$ with $x_1 \geq 0$ lies in $\mathcal{C}$. For such a point we have

$$(x_1 - (r-t))^2 + x_2^2 + \ldots + x_d^2 < \max((r-t)^2, (\frac{1}{2}r - (r-t))^2) + \frac{1}{2}tr^2 \leq \frac{1}{2}r^2 + t(r - \frac{1}{2}r) = \frac{1}{2}r^2 + t(t - \frac{1}{2}r) < r^2,$$
thus proving the claim.

Now assume $p(\mathcal{C}) > 0$. Then there exists a lattice $L \in X_1$ satisfying $L \cap \mathcal{C} = \{0\}$. Also $L \cap (-\mathcal{C}) = \{0\}$, since $L = -L$. Hence $L \cap F = \{0\}$, and since $F$ is convex and symmetric about the origin we conclude via Minkowski’s Theorem (cf., e.g., [25, Thm. 10]) that the volume of $F$ is $|F| \leq 2^d$. But $|F| \approx |r|^{-d} r^d$. Hence $p(\mathcal{C}) > 0$ implies $|r|^{-d} \ll 1$, viz. $|\mathcal{C}|^{-1} \ll 1$, as desired.

To conclude this section let us prove that Theorem 1.2 leads to a simple explicit sharp bound on $p(\mathcal{C})$ for any convex body $\mathcal{C}$ such that $\partial \mathcal{C}$ has pinched positive curvature (or, more generally, for any $\mathcal{C}$ which can be transformed to such a body by a map in $\text{SL}_d(\mathbb{R})$; cf. (1.4)).

For any given convex body $\mathcal{C}$ of class $C^1$ and any $t$ in $T^1(\partial \mathcal{C})$, the unit tangent bundle of $\partial \mathcal{C}$, we denote by $\rho_1(t)$ and $\rho_2(t)$ the lower and upper radius of curvature of $\partial \mathcal{C}$ at the base point of $t$, in direction $t$ (cf. [22, Sec. 2.5]).

**Corollary 3.1.** Given $d \geq 2$ and $C > 1$ there exist constants $0 < k_1 < k_2$ such that the following holds. For any convex body $\mathcal{C} \subset \mathbb{R}^d$ of class $C^1$, volume $|\mathcal{C}| \geq \frac{1}{2}$, and satisfying $\sup_{t \in T^1(\partial \mathcal{C})} \rho_1(t)/\inf_{t \in T^1(\partial \mathcal{C})} \rho_2(t) \leq C$, we have

$$F_{\text{ball}}^{(d)}(\tau; k_1|\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{ball}}^{(d)}(\tau; k_2|\mathcal{C}|),$$

with $\tau = \frac{\delta}{|\delta| + |\mathcal{C}|^{1/d}}$.

where $\delta$ is the signed distance from $0$ to $\partial \mathcal{C}$ (negative if $0 \in \mathcal{C}^\circ$, positive if $0 \notin \mathcal{C}$), and $F_{\text{ball}}^{(d)}$ is the function defined in (1.5).

**Proof.** Let $\mathcal{C} \subset \mathbb{R}^d$ be any convex body satisfying the assumptions, and set $r_1 = \inf_{t \in T^1(\partial \mathcal{C})} \rho_1(t)$ and $r_2 = \sup_{t \in T^1(\partial \mathcal{C})} \rho_2(t)$ (thus $r_2/r_1 \leq C$). Let $p$ be the point in $\partial \mathcal{C}$ lying closest to $0$, and let $\mathcal{C}'$, $\mathcal{C}''$ be the open balls of radii $r_1$ and $r_2$, respectively, which are tangent to $\partial \mathcal{C}$ at $p$ and lie on the same side of the tangent plane as $\mathcal{C}$. Then $\mathcal{C}' \subset \mathcal{C} \subset \mathcal{C}''$. If $0 \in \mathcal{C}$ and $|p| > r_1$ then we replace $\mathcal{C}'$ with the ball $B_{|p|}$; note that $\mathcal{C}' \subset \mathcal{C}$ is still true. Let $\tau_{\mathcal{C}'}$ and $\tau_{\mathcal{C}''}$ be the $\tau$-ratios of $\mathcal{C}'$ and $\mathcal{C}''$, as in (1.6). Now by Theorem 1.2 we have, for some constants $0 < k_1 < k_2$ which only depend on $d$,

$$F_{\text{ball}}^{(d)}(\tau_{\mathcal{C}''}, k_2|\mathcal{C}'|) \leq p(|\mathcal{C}'|) \leq p(\mathcal{C}) \leq p(|\mathcal{C}'|) \leq F_{\text{ball}}^{(d)}(\tau_{\mathcal{C}'}, k_1|\mathcal{C}'|).$$

(Here note that $|\mathcal{C}'| \geq C \geq \frac{1}{2}$, and also recall Remark 3.1.) It follows from our construction that $|\mathcal{C}'| \asymp C$, $|\mathcal{C}''| \asymp C$, and if $\tau = 0$ then $\tau_{\mathcal{C}'} = \tau_{\mathcal{C}''} = 0$; if $\tau > 0$ then $\tau_{\mathcal{C}'}$, $\tau_{\mathcal{C}''}$ and $\tau_{\mathcal{C}'} \asymp \tau_{\mathcal{C}''} \asymp \tau$; if $\tau < 0$ then $\tau_{\mathcal{C}'}$, $\tau_{\mathcal{C}''}$ and $|\tau_{\mathcal{C}'}|$, $|\tau_{\mathcal{C}''}| \asymp |\tau|$. (Here the implied constant in each $\asymp$ depends only on $d$ and $C$.). Hence there exist constants $k_1' \in (0, k_1)$ and $k_2' > k_2$ which only depend on $d$ and $C$ such that $F_{\text{ball}}^{(d)}(\tau_{\mathcal{C}'}, k_1|\mathcal{C}'|) \leq F_{\text{ball}}^{(d)}(\tau; k_1|\mathcal{C}|)$ and $F_{\text{ball}}^{(d)}(\tau, k_2|\mathcal{C}|) \leq F_{\text{ball}}^{(d)}(\tau_{\mathcal{C}''}, k_2|\mathcal{C}|)$. Combining this with (3.3), the proof is complete.

4. The case of $\mathcal{C}$ a cut ball; proof of Theorem 1.3

4.1. Reduction to the case of small cut ratio. We now start preparing for the proof of Theorem 1.3. In the following, by a “cut ball”, we will always mean a set $\mathcal{C} \subset \mathbb{R}^d$ of the form in Theorem 1.3, viz.

$$\mathcal{C} := B \cap \{x \in \mathbb{R}^d : w \cdot x > 0\},$$

where $B$ is a $d$-dimensional ball with $0 \in \overline{B}$ and $w$ is a unit vector such that $\mathcal{C}$ has nonempty interior. Then if $r$ and $p$ are the radius and center of $B$, we will say that $\mathcal{C}$ has radius $r$ and cut ratio $t = 1 - r^{-1} (w \cdot p) \in [0, 2)$. Also if $r'$ and $q$ are the radius and center of the $(d - 1)$-dimensional ball $B \cap w^\perp \subset \partial \mathcal{C}$ then $r' - ||q||$ is the distance between $0$ and the relative boundary of $B \cap w^\perp$, and we will refer to the ratio $e = \frac{r' - ||q||}{r'}$ as the edge ratio of $\mathcal{C}$. (We leave $e$ undefined when $r' = 0$, viz. when $t = 0.$)
Similarly if \( \mathcal{C} \) is as in Corollary 1.3, viz. a cone or a cylinder containing \( 0 \) in its base, then we define the edge ratio of \( \mathcal{C} \) to be \( e = \frac{r′ - |q|}{r} \), where \( q \) and \( r′ \) are the center and radius of the base which contains \( 0 \).

To start with, using simple containment arguments, we will prove a lemma which reduces our task to that of proving Theorem 1.3 in the case of small cut ratio. Specifically:

**Lemma 4.1.** Let \( d \geq 2 \). Assume that there exist constants \( 0 < k_1 < k_2 \) such that

\[
F_{\text{cut ball}}^{(d)}(e; \frac{1}{5}; k_2 |\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cut ball}}^{(d)}(e; \frac{1}{5}; k_1 |\mathcal{C}|)
\]

holds for any \( d \)-dimensional cut ball \( \mathcal{C} \) with \( |\mathcal{C}| \geq \frac{1}{5} \), edge ratio \( e \in [0, 1] \) and cut ratio \( t = \frac{1}{5} \). Then there also exist constants \( 0 < k_1′ < k_2' \) such that

\[
F_{\text{cut ball}}^{(d)}(e; t; k_2' |\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cut ball}}^{(d)}(e; t; k_1' |\mathcal{C}|)
\]

holds for any \( d \)-dimensional cut ball \( \mathcal{C} \) with \( |\mathcal{C}| \geq \frac{1}{5} \), edge ratio \( e \in [0, 1] \) and cut ratio \( \frac{1}{5} \leq t < 2 \).

It is convenient to first prove an auxiliary result which says that Theorem 1.3 in the special case \( t = \frac{1}{5} \) implies Corollary 1.4. In precise terms:

**Lemma 4.2.** Let \( d \geq 2 \). Assume that there exist constants \( 0 < k_1 < k_2 \) such that

\[
F_{\text{cut ball}}^{(d)}(e; \frac{1}{5}; k_2 |\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cut ball}}^{(d)}(e; \frac{1}{5}; k_1 |\mathcal{C}|)
\]

holds for any \( d \)-dimensional cut ball \( \mathcal{C} \) with \( |\mathcal{C}| \geq \frac{1}{5} \), edge ratio \( e \in [0, 1] \) and cut ratio \( t = \frac{1}{5} \). Then there also exist constants \( 0 < k_1′ < k_2' \) such that for any \( d \)-dimensional cone or cylinder \( \mathcal{C} \) as in Corollary 1.4

\[
F_{\text{cone}}^{(d)}(e; k_2' |\mathcal{C}|) \leq p(\mathcal{C}) \leq F_{\text{cone}}^{(d)}(e; k_1' |\mathcal{C}|),
\]

where \( e \) is the edge ratio of \( \mathcal{C} \).

**Proof of Lemma 4.2** First assume that \( \mathcal{C} \) is an arbitrary cylinder as in Corollary 1.4, with edge ratio \( e \). Then there is some \( M \in G \) such that the two bases of \( \mathcal{C}M \) are balls (just as for \( \mathcal{C} \) itself), \( \mathcal{C}M \) is right (viz. the line between the centers of its bases is orthogonal to the bases), and the radius of \( \mathcal{C}M \) equals its height. Note that \( \mathcal{C}M \) has the same edge ratio as \( \mathcal{C} \). Let \( B \) be the base of \( \mathcal{C}M \) which contains \( 0 \). Now one checks by a quick computation that if we let \( \mathcal{C}' \) be the unique cut ball with cut ratio \( t = \frac{1}{5} \) for which the flat part of \( \partial \mathcal{C}' \) equals \( B \), with \( \mathcal{C}' \) lying on the same side of \( B \) as \( \mathcal{C}M \), then \( \mathcal{C}M \subset \mathcal{C}' \). (If \( \mathcal{C}M \) has radius and height \( r \) then the radius of \( \mathcal{C}' \) is \( \frac{2}{5}r \).) Also \( |\mathcal{C}'| \geq |\mathcal{C}| \geq \frac{1}{2} \). Hence by (1.4) (using also Lemma 2.3),

\[
p(\mathcal{C}) = p(\mathcal{C}M) \geq p(\mathcal{C}') \geq F_{\text{cut ball}}^{(d)}(e; \frac{1}{5}; k_2 |\mathcal{C}'|) \geq F_{\text{cone}}^{(d)}(e; k_1' |\mathcal{C}|)
\]

for certain constants \( k, k' > 0 \) which only depend on \( d, k_1, k_2 \).

For our next construction it is convenient to use explicit coordinates. Let \( \mathcal{C}_0 \) be the (closed) cone which is the convex hull of \( e_1 - 3e_2 \) and \( e_1 - 3e_2 \). Let \( \mathcal{C}_1 \) be the (open) cut ball

\[
\mathcal{C}_1 = \left\{ \frac{1}{13}e_1 - \frac{10}{20}e_2 + \frac{B}{12} |\mathcal{C}_1| \cap \{x : x \cdot e_1 \geq 0\} \right\}
\]

One then checks by a straightforward computation that \( (se_2 + \mathcal{C}_1) \subset \mathcal{C}_0 \) for all \( 0 \leq s \leq \frac{10}{20} \). Now if \( \mathcal{C} \) is an arbitrary cone as in Corollary 1.4 with edge ratio \( e \in [0, 1] \), then there are some \( M \in G \) and \( c > 0 \) such that \( \mathcal{C}M = c((1-e)e_2 + \mathcal{C}_0) \), and hence we conclude

\[
c((1-e+s)e_2 + \mathcal{C}_1) \subset \mathcal{C}M, \quad \forall s \in [0, \frac{10}{20}].
\]

We apply this with \( s = \max(0, e - \frac{10}{20}) \); then \( c((1-e+s)e_2 + \mathcal{C}_1) \) is a cut ball with cut ratio \( t = \frac{1}{5} \), edge ratio \( min(1, 20e) \), and volume \( |c\mathcal{C}_1| \gg |c\mathcal{C}_0| = |\mathcal{C}| \). Hence by the right inequality
in (4.3) (which we may assume holds also when the cut ball has volume \(< \frac{1}{2}\), similarly as in Remark 3.4), we get:

\[
p(\mathcal{C}) = p(\overline{\mathcal{C}}M) \leq p(c((1 - e + s)e_2 + \mathcal{C})_1) \leq F_{\text{ball}}^{(d)}(\min(1, 20e); \frac{1}{2} k|c\mathcal{C}|) \leq F_{\text{cone}}^{(d)}(e; k'|\mathcal{C}|)
\]

for certain constants \(k, k' > 0\) which only depend on \(d, k_1, k_2\). Hence we have proved that the right inequality in (4.3) holds for \(\mathcal{C}\). Furthermore we may inscribe \(\mathcal{C}\) in a cylinder \(\mathcal{C}'\) which has the same base as \(\mathcal{C}\) and thus edge ratio \(e\), and which has volume \(|\mathcal{C}'| = d|\mathcal{C}| \ll |\mathcal{C}|\). Hence using \(p(\mathcal{C}) \geq p(\mathcal{C}')\) and applying (4.6) to \(\mathcal{C}\), we conclude that also the left inequality in (4.3) holds for \(\mathcal{C}\).

On the other hand, if \(\mathcal{C}\) is an arbitrary cylinder as in Corollary 1.3 then the left inequality in (4.3) holds because of (4.6), and the right inequality in (4.3) follows by inscribing a cone \(\mathcal{C}'\) in \(\mathcal{C}\) with the same edge ratio as \(\mathcal{C}\) and volume \(|\mathcal{C}'| = d^{-1}|\mathcal{C}| \gg |\mathcal{C}|\), using \(p(\mathcal{C}) \leq p(\mathcal{C}')\) and applying (4.7) to \(\mathcal{C}'\).

**Proof of Lemma 4.1.** Let \(\mathcal{C}\) be an arbitrary cut ball with \(|\mathcal{C}| \geq \frac{1}{2}\), cut ratio \(\frac{1}{2} \leq t < 2\) and edge ratio \(e\). If \(1 \leq t < 2\) then let \(\mathcal{C}'\) be the unique closed right cylinder which has the flat part of \(\partial\mathcal{C}\) as one base, and has minimal height subject to the condition \(\mathcal{C} \subset \mathcal{C}'\). Then \(p(\mathcal{C}) \geq p(\mathcal{C}')\), \(\frac{1}{2} \leq |\mathcal{C}| \leq |\mathcal{C}'| \ll |\mathcal{C}|\), and \(\mathcal{C}'\) has the same edge ratio as \(\mathcal{C}\). Hence we obtain, using Lemma 4.2

\[
p(\mathcal{C}) \geq p(\mathcal{C}') \geq F_{\text{cone}}^{(d)}(e, k|\mathcal{C}'|) \geq F_{\text{cone}}^{(d)}(e; k'|\mathcal{C}|),
\]

where \(k, k' > 0\) depend only on \(d, k_1, k_2\). Thus the left inequality in (4.3) holds.

A variant of this construction also works if \(\frac{1}{2} \leq t < 1\). Namely, with \(B\) and \(w\) as in (4.1), let \(a\) be a non-zero vector with \(\varphi(a, w) = \arcsin(1 - t)\); if \(p \notin \mathbb{R}w\) then we furthermore assume \(a \in \mathbb{R}w + \mathbb{R}p\) and that \(a\) and \(p\) lie on distinct sides of the line \(\mathbb{R}w\) in the plane \(\mathbb{R}w + \mathbb{R}p\). Let \(3\) be the infinite cylinder consisting of all points which have distance \(\leq r\) to the line \(p + \mathbb{R}a\) (then clearly \(B \subset 3\)), and set \(\mathcal{C}' := 3 \cap \{x \in \mathbb{R}^d : 0 \leq w \cdot x \leq (2 - t)r\}\).

Then \(\mathcal{C} \subset \mathcal{C}'\), \(\frac{1}{2} \leq |\mathcal{C}| \leq |\mathcal{C}'| \ll |\mathcal{C}|\), and there is some \(M \in G\) such that \(\mathcal{C}'M\) is a cylinder as in Corollary 1.3 with edge ratio \(\asymp e\); thus the left inequality in (4.3) again holds.

The right inequality in (4.3) is proved in a similar but easier way by inscribing a cone in \(\mathcal{C}\) and using Lemma 4.2. \(\square\)

### 4.2. Some more lemmas.

Let

\[
\mathcal{C} := B \cap \{x \in \mathbb{R}^d : w \cdot x > 0\}
\]

be a cut ball of radius \(r > 0\), cut ratio \(t \in [0, 2]\) and edge ratio \(e \in [0, 1]\). By Lemma 4.1 if we can prove Theorem 1.3 whenever \(t \in [0, \frac{1}{2}]\) then Theorem 1.3 holds in general. We may furthermore assume \(0 \notin \partial B\), since then the remaining cases with \(0 \in \partial B\) follow by a limit argument, using Lemma 2.3. *Hence from now on we will assume \(0 < t \leq \frac{1}{2}\) and \(0 < e \leq 1*.*

In order to prove Theorem 1.3 we will use the bounds in Propositions 2.8 and 2.9. Just as in the proof of Theorem 1.2 it is clear from start that these give sharp bounds on \(p(\mathcal{C})\), since the inradius and the circumsradius of \(\mathcal{C}\) are comparable because of our assumption \(t \leq \frac{1}{2}\). Furthermore, the intersection of \(\mathcal{C}\) with a hyperplane \(v^\perp (v \neq \pm e_1)\) is again a cut ball (of dimension \(d - 1\)); hence we will again be able to use induction to bound the integrands appearing in Propositions 2.8 and 2.9. However first we need to make a careful study of how the size and shape of this cut ball \(\mathcal{C} \cap v^\perp\) varies with \(v\).

Let \(p\) be the center of the ball \(B\) in (4.3). After a rotation we may assume

\[
w = e_1\quad \text{and}\quad p = r(1 - t)e_1 + rse_2, \quad \text{where} \quad s = (1 - e)\sqrt{t(2 - t)}.
\]

We write \(r' = r\sqrt{t(2 - t)}\) and \(q = rse_2\) for the radius and the center of the \((d - 1)\)-dimensional ball \(B \cap w^\perp\).
In the integrals in Propositions 2.8 and 2.9 we note that we may restrict to \( v = (v_1, \ldots, v_d) \in S_1^{d-1} \) satisfying \( v_2 > 0 \), since \( (-v)^\perp = v^\perp \). If \( d \geq 3 \) then we parametrize a dense open subset of \( S_1^{d-1} \cap \{ v_2 > 0 \} \) as follows:

\[
v = (v_1, \ldots, v_d) \quad (4.10)
\]

where \( \varpi \in (0, \pi), \omega \in (0, \frac{\pi}{2}) \) and \( \alpha = (\alpha_1, \ldots, \alpha_{d-2}) \in S_1^{d-3} \). Thus \( \varpi \) is the angle between \( v \) and \( e_1 \), and \( \omega \) is the angle between \( v' := (v_2, \ldots, v_d) \) and \( e_1 \) in \( \mathbb{R}^{d-1} \). Note in particular that \( v \neq \pm e_1 \), since \( \varpi \in (0, \pi) \). The \((d-1)\)-dimensional volume measure on \( S_1^{d-1} \) takes the following form in our parametrization:

\[
dv = (\sin \varpi)^{d-2}(\sin \omega)^{d-3} d\varpi d\omega d\alpha,
\]

where \( d\alpha \) is the \((d-3)\)-dimensional volume measure on \( S_1^{d-3} \) (if \( d = 3 \): \( d\alpha \) is the counting measure on \( S_1^0 = \{-1, 1\} \)).

As noted above, for any \( v \in S_1^{d-1} \setminus \{ \pm e_1 \} \) the intersection \( \mathcal{C} \cap v^\perp \) is a \((d-1)\)-dimensional cut ball inside \( v^\perp \). To express the radius and cut ratio of \( \mathcal{C} \cap v^\perp \) in a convenient way we introduce the following functions, for \( 0 < t \leq \frac{1}{2}, u \in [0, \sqrt{t(2-t)}] \) and \( \varpi \in [0, \pi] \),

\[
\begin{align*}
h(u, \varpi) &= (1-t)\sin \varpi - u \cos \varpi; \\
g(u, \varpi) &= \sqrt{t(2-t) - u^2 + h(u, \varpi)^2}; \\
f(u, \varpi) &= g(u, \varpi) + h(u, \varpi) = \frac{t(2-t) - u^2}{g(u, \varpi)} - h(u, \varpi); \\
T(u, \varpi) &= \frac{g(u, \varpi) - h(u, \varpi)}{g(u, \varpi)} = \frac{t(2-t) - u^2}{g(u, \varpi)f(u, \varpi)}.
\end{align*}
\]

(All four functions depend on \( t \) but we leave this out from the notation.) We compute that, for any \( v \) with \( \varpi \in (0, \pi) \) and \( \omega \in (0, \frac{\pi}{2}) \), the \((d-1)\)-dimensional cut ball \( \mathcal{C} \cap v^\perp \) has radius \( \rho g(s \cos \varpi, \omega) \) and cut ratio \( T(s \cos \varpi, \omega) \).

In the remaining case \( d = 2 \) we parametrize \( v \in S_1^1 \) as \( v = (\cos \varpi, \sin \varpi) \), where we may restrict to \( \varpi \in (0, \pi) \). We then compute that \( \mathcal{C} \cap v^\perp \) is a line segment of length \( \rho f(s, \varpi) \); in fact this line segment may be viewed as a 1-dimensional cut ball of radius \( \rho g(s, \varpi) \) and cut ratio \( T(s, \varpi) \).

In the next four lemmas we give some information on the size of the functions \( h, g, f, T \). Set

\[
\varpi_0(u) = \arctan \left( \frac{u}{\sqrt{1-t}} \right) \in [0, \frac{\pi}{2}].
\]

**Lemma 4.3.** For any \( u \in [0, \sqrt{t(2-t)}] \) and \( \varpi \in (\frac{\pi}{2}, \pi] \) we have

\[
h(u, \varpi) = \left| h(u, \varpi) \right| \geq |h(u, \pi - \varpi)|, \quad g(u, \varpi) \geq g(u, \pi - \varpi), \quad \text{and} \quad f(u, \varpi) \geq f(u, \pi - \varpi).
\]

*Proof.* Clear by inspection. \( \square \)

**Lemma 4.4.** For any fixed \( u \in [0, \sqrt{t(2-t)}] \), \( h(u, \varpi) \) is a strictly increasing function of \( \varpi \in (0, \frac{\pi}{2}] \) with \( h(u, \varpi_0(u)) = 0 \); also \( f(u, \varpi) \) is a strictly increasing function of \( \varpi \in (0, \frac{\pi}{2}] \), and \( T(u, \varpi) \) is a strictly decreasing function of \( \varpi \in (0, \frac{\pi}{2}] \) with \( T(u, \varpi_0(u)) = 1 \).

*Proof.* The statements about \( h \) are clear. The statement about \( f \) follows from this, using the first formula in (4.14) for \( \varpi \in [\varpi_0(u), \frac{\pi}{2}] \) and the second for \( \varpi \in [0, \varpi_0(u)] \). Also the statement about \( T \) follows, since \( 1 - \frac{h}{\sqrt{t(2-t) - u^2 + h^2}} \) is a strictly decreasing function of \( h \in \mathbb{R} \). \( \square \)

**Lemma 4.5.** For any \( u \in [0, \sqrt{t(2-t)}] \) and \( \varpi \in (0, \frac{1}{2}\varpi_0(u)] \) we have

\[
g(u, \varpi) \asymp \sqrt{t} \quad \text{and} \quad f(u, \varpi) \asymp \sqrt{t(2-t) - u}.
\]
Proof. For these \( u, \varpi \) we have \( u \ll -h(u, \varpi) \leq u \), and thus \( g(u, \varpi) \asymp \sqrt{t} \). Now the claim about \( f \) follows using the second formula in (4.14). \( \square \)

**Lemma 4.6.** For any \( u \in [0, \sqrt{t(t(2-t))}] \) with \( 2\varpi_0(u) \leq \frac{\pi}{2} \) we have
\[
g(u, \varpi) \asymp f(u, \varpi) \asymp \sqrt{t} + \varpi, \quad \text{for all } \varpi \in [2\varpi_0(u), \frac{\pi}{2}].
\]

**Proof.** Assume \( 2\varpi_0 \leq \varpi \leq \frac{\pi}{2} \), where we write \( \varpi_0 = \varpi_0(u) \). Then \( \sin \varpi \geq (1 - 2^{-\frac{1}{2}}) \sin \varpi + \sin \varpi_0 \), and thus \( h(u, \varpi) \asymp \sin \varpi \asymp \varpi \). Hence \( g(u, \varpi) \asymp \sqrt{t(2-t)} - u^2 + \varpi \), and now either \( u \leq \frac{1}{2} \sqrt{2} - t(2-t) \) in which case \( g(u, \varpi) \asymp \sqrt{t} + \varpi \) is clear, or else \( u > \frac{1}{2} \sqrt{2} - t(2-t) \) in which case \( \varpi \geq 2\varpi_0 \gg u \gg \sqrt{t} \) so that \( g(u, \varpi) \asymp \sqrt{t} + \varpi \) still holds. Now also \( f(u, \varpi) \asymp \sqrt{t} + \varpi \) follows. \( \square \)

Finally in the next lemma we give some bounds on \( |\mathcal{C}_v| \), i.e. the \((d-1)\)-dimensional volume of \( \mathcal{C} \cap \mathbb{S}_d \) (recall (2.16)), in the case \( d \geq 3 \).

**Lemma 4.7.** If \( d \geq 3 \) then for any \( v \in \mathbb{S}_{d-1} \) with \( v \in (0, \frac{\pi}{2}) \) and \( \varpi \in (0, \frac{\pi}{2}] \) we have
\[
|\mathcal{C}_v| \asymp r^{d-1} t^{\frac{d-1}{2}} (e + \omega^2)^{-\frac{1}{2}}.
\]
\( \text{If } 0 < \varpi \leq \frac{1}{2} \varpi_0(s \cos \omega) \text{ then this bound is sharp, i.e.} \)
\[
|\mathcal{C}_v| \asymp r^{d-1} t^{\frac{d-1}{2}} (e + \omega^2)^{-\frac{1}{2}}.
\]
Finally if \( 2\varpi_0(s \cos \omega) \leq \varpi \leq \frac{\pi}{2} \)
\[
|\mathcal{C}_v| \asymp r^{d-1} (\sqrt{t} + \varpi)^{d-1}.
\]

**Proof.** Recall that \( \mathcal{C}_v \) is a \((d-1)\)-dimensional cut ball of radius \( r g(s \cos \omega, \varpi) \) and cut ratio \( T(s \cos \omega, \varpi) \). If \( \varpi \leq \varpi_0(s \cos \omega) \) then \( T(s \cos \omega, \varpi) \geq 1 \) (cf. Lemma 4.4) and hence, writing \( f = f(s \cos \omega, \varpi), g = g(s \cos \omega, \varpi) \) and \( T = T(s \cos \omega, \varpi) \),
\[
|\mathcal{C}_v| \asymp (2 - T)^{\frac{d}{2}} (rg)^{d-1} = \left( \frac{f}{g} \right)^{\frac{d}{2}} r^{d-1} g^{d-1} = r^{d-1} (fg)^{\frac{d}{2} - 1} f
\]
\[= r^{d-1} (t(2-t) - s^2 \cos^2 \omega)^{\frac{d}{2} - 1} T^{1 - \frac{d}{2}} f.
\]
If \( \varpi \in (0, \frac{1}{2} \varpi_0(s \cos \omega)] \) then using the next to last of these expressions together with Lemma 4.5 and the fact that
\[
\sqrt{t(2-t)} - s \cos \omega = \sqrt{t(2-t)(e + (1 - e)(1 - \cos \omega))} \asymp \sqrt{t}(e + \omega^2),
\]
we obtain (4.17). Furthermore the last expression in (4.19) is an increasing function of \( \varpi \in [0, \frac{\pi}{2}] \), since \( f \) is increasing and \( T \) is decreasing (cf. Lemma 4.4). Hence (4.16) holds for all \( \varpi \in (0, \varpi_0(s \cos \omega)] \). Finally for \( \varpi \in [\varpi_0(s \cos \omega), \frac{\pi}{2}] \) we have \( T \leq 1 \) and hence \( |\mathcal{C}_v| \asymp (rg)^{d-1} \). But \( g = g(s \cos \omega, \varpi) \) is strictly increasing as a function of \( \varpi \in [\varpi_0(s \cos \omega), \frac{\pi}{2}] \) (by (4.13) and Lemma 4.4); thus \( g \geq \sqrt{t(2-t)} - s^2 \cos^2 \omega \asymp \sqrt{t}(e + \omega^2) \) (cf. (4.20)) and \( |\mathcal{C}_v| \gg (r \sqrt{t(e + \omega^2)})^{d-1} \). Hence (4.16) is valid (but crude) also when \( \varpi \in [\varpi_0(s \cos \omega), \frac{\pi}{2}] \), Finally if \( 2\varpi_0(s \cos \omega) \leq \varpi \leq \frac{\pi}{2} \) then we have \( g \asymp \sqrt{t} + \varpi \) by Lemma 4.6 and hence (4.18) holds. \( \square \)

4.3. **Proof of Theorem 1.3.** We keep the notation from the previous section. We will start by proving the right inequality in (1.7). First assume \( d = 2 \). Note that the inradius of \( \mathcal{C} \) is \( > \frac{1}{2} r \), since \( t \leq \frac{1}{5} \); hence by Proposition 2.8 (and using \( -v \) is \( v \) \) ) there exists an absolute constant \( k > 0 \) such that
\[
p(2)(\mathcal{C}) \ll r^{-2} \int_{v \in \mathbb{S}^1} I(kr|\mathcal{C}_v| \leq 1) \ dv = r^{-2} \int_0^\pi I(kr^2 f(s, \varpi) \leq 1) \ d\varpi.
\]
Using Lemma 4.3 and Lemma 4.6 and the fact that \( \varpi_0(s) \ll \sqrt{t} \), it follows that there exists an absolute constant \( c > 0 \) such that \( kr^2 f(s, \varpi) > 1 \) holds whenever \( c(r^{-2} + \sqrt{t}) \leq \varpi \leq \frac{\pi}{2} \)
\(\pi - c(r^{-2} + \sqrt{r})\). Hence \(p^{(2)}(C) \ll r^{-2}(r^{-1} + \sqrt{r}) \ll |C|^{-2}(1 + |C|^{\frac{1}{2}})\). Furthermore, by Lemma 4.3 if \(er^{2}\) is larger than a certain absolute constant then \(kr^{2}f(s, \varpi) > 1\) holds for all \(\varpi \in (0, \frac{1}{2} \pi(0,s)]\), and hence by Lemma 4.3 and Lemma 4.4 it actually holds for all \(\varpi \in (0, \pi)\); thus \(p^{(2)}(C) = 0\). Hence we have proved the right inequality in (4.17) for \(d = 2\).

Next assume \(d \geq 3\). Now by Proposition 2.8 there exists a constant \(k > 0\) which only depends on \(d\) such that

\[
p^{(d)}(C) \ll r^{-d} \int_{\mathbf{v} \in S^{d-1}_{t/2 > 0}} p^{(d-1)}\left(kr^{\frac{1}{2-d}}C \cap \mathbf{v}^\perp \right) d\mathbf{v}.
\]

By induction we have, for any \(\mathbf{v} \in S^{d-1}_{t/2} \) with \(\omega \in (0, \frac{\pi}{2})\) and \(\omega \in (0, \pi)\),

\[
p^{(d-1)}\left(kr^{\frac{1}{2-d}}C \cap \mathbf{v}^\perp \right) \ll \min\left(1, (r|C|\mathbf{v})^{-2} + (r|C|\mathbf{v})^{-2} + \frac{d-2}{d-1} T(s \cos \omega, \omega) \frac{d-2}{d-1} \right).
\]

If \(\omega \in (0, \frac{\pi}{2})\) then we use \(T(s \cos \omega, \omega) \leq 2\) and (4.16) to see that (4.23) implies

\[
p^{(d-1)}\left(kr^{\frac{1}{2-d}}C \cap \mathbf{v}^\perp \right) \ll \min\left(1, (r|d| \frac{d-1}{d-1} \omega) \frac{d-2}{d-1} \right).
\]

If furthermore \(2\omega_0(s \cos \omega) \leq \omega \leq \frac{\pi}{2}\), then we get a stronger bound by using (4.18) and

\[
T(s \cos \omega, \omega) \approx \frac{t(2 - t) - s^{2} \cos^{2} \omega}{t + \omega^{2}} \ll \frac{t}{t + \omega^{2}}
\]

(cf. (4.15) and Lemma 4.9), namely:

\[
p^{(d-1)}\left(kr^{\frac{1}{2-d}}C \cap \mathbf{v}^\perp \right) \ll \min\left(1, r^{-2d}(t + \omega^{2})^{-1-d} + r^{-2d}(d-1) \frac{d-2}{d-1} \right).
\]

Finally we consider the case \(\omega \in \left[\frac{\pi}{2}, \pi\right)\). For these \(\omega\) we have, with notation as in the proof of Lemma 4.7, \(T \leq 1\) (since \(h(s \cos \omega, \omega) > 0\)) and hence \(|C|\omega \gg (rg)^{-1}\). Thus in view of Lemma 4.3 we certainly have \(|C|\omega \gg |C|\omega\), where \(\mathbf{v}\) is the unit vector corresponding to \(\pi \omega\) in place of \(\omega\), but the same \(\omega\) and \(\alpha\). (cf. (4.10)). Also \(T(s \cos \omega, \omega) \leq T(s \cos \omega, \pi, \omega)\), by (4.15) and Lemma 4.3. Hence the right hand side of (4.23) is (possibly up to a constant factor which only depends on \(d\) smaller) for \(v\) than for \(\mathbf{v}\). Hence when bounding the integral in (4.22) using (4.23) it suffices to consider \(\omega \in (0, \frac{\pi}{2})\).

Using now (4.22), (4.23) and (4.25) we get

\[
p^{(d)}(C) \ll r^{-d} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2\omega_0(s \cos \omega)} \min\left(1, (r^{d}d^{\frac{d-1}{2-d}} \omega^{d})^{-2 + \frac{2}{d-1}} \right) \omega^{-d-2} d\omega \omega^{-d-3} d\omega
\]

\[
+ r^{-d} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\infty} \min\left(1, r^{-2d}(t + \omega^{2})^{-1-d} \right) \omega^{-d-2} d\omega d\omega^{-d-3} d\omega
\]

\[
+ r^{-d} \int_{\frac{\pi}{2}}^{\infty} \int_{0}^{\infty} \min\left(1, r^{-2d}(d-2) \frac{d-2}{d-1} (t + \omega^{2}) \frac{d-2}{d-1} \right) \omega^{-d-2} d\omega d\omega^{-d-3} d\omega.
\]

Using \(\omega_0(s \cos \omega) \ll \sqrt{t}\) we see that the first term is

\[
\ll r^{-d}d^{\frac{d-1}{2-d}} \frac{d-2}{d-1} \omega^{-d-3} d\omega \simeq \begin{cases} r^{-d}d^{\frac{d-1}{2-d}} & \text{if } t \leq r^{-2d} \\ r^{-2d}d^{\frac{d-1}{2-d}} & \text{if } t \geq r^{-2d} \end{cases}
\]

The second term in (4.26) is

\[
\ll r^{-d} \int_{0}^{\frac{\pi}{2}} \min\left(1, r^{-2d}t^{-1-d} \right) \omega^{-d-2} d\omega + r^{-d} \int_{\frac{\pi}{2}}^{\frac{\pi}{2}} \min\left(1, r^{-2d}t^{-2d} \right) \omega^{-d-2} d\omega
\]

\[
\times \begin{cases} r^{-d}d^{\frac{d-1}{2-d}} + r^{-2d} & \text{if } t \leq r^{-2d} \\ r^{-3d}d^{\frac{d-1}{2-d}} & \text{if } t \geq r^{-2d} \end{cases} \times \begin{cases} r^{-2d}d^{\frac{d-1}{2-d}} & \text{if } t \leq r^{-2d} \\ r^{-3d}d^{\frac{d-1}{2-d}} & \text{if } t \geq r^{-2d} \end{cases}.
\]
The third term in (4.26) is
\[ \ll r^{-d} \int_0^{\sqrt{r}} \min \left( 1, r^{-\frac{2d-d^2}{4d}} t^{2-d} \right) \pi^{d-2} d\pi + r^{-d} \int_{\sqrt{r}}^{\infty} \min \left( 1, r^{-\frac{2d-d^2}{4d}} t^{d-2} \right) \pi^{d-2} d\pi \]
\[ \approx \left\{ \begin{array}{ll} r^{-d} t^{-\frac{d-1}{2}} + r^{1-2d} t^{-\frac{2d}{3-d}} & \text{if } t \leq r^{-\frac{2d}{3-d}} \\ r^{-3d+ \frac{2d}{3-d} \frac{3}{t} \frac{1-d}{r} t^{-\frac{2d}{3-d}} + r^{1-2d} t^{-\frac{2d}{3-d}} & \text{if } t \geq r^{-\frac{2d}{3-d}} \end{array} \right\} \times \left\{ \begin{array}{ll} r^{1-2d} t^{-\frac{2d}{3-d}} & \text{if } t \leq r^{-\frac{2d}{3-d}} \\ r^{-3d+ \frac{2d}{3-d} \frac{3}{t} \frac{1-d}{r} t^{-\frac{2d}{3-d}} & \text{if } t \geq r^{-\frac{2d}{3-d}} \end{array} \right\}. \]

Collecting these three bounds we conclude that \( p^{(d)}(\mathcal{C}) \ll r^{-2d} \) if \( t \leq r^{-\frac{2d}{3-d}} \), and \( p^{(d)}(\mathcal{C}) \ll r^{-2d} + r^{1-2d} t^{-\frac{1}{2}} \) if \( t \geq r^{-\frac{2d}{3-d}} \). In other words, for general \( r \) and \( t \):
\[ (4.27) \quad p^{(d)}(\mathcal{C}) \ll r^{-2d} + r^{2-2d} t^{1-\frac{1}{2}} \ll |\mathcal{C}|^{-2} \left( 1 + \frac{|\mathcal{C}|^2}{2} t^{-\frac{d}{2}} \right). \]

Next we wish to prove that \( p^{(d)}(\mathcal{C}) = 0 \) holds whenever \( e|\mathcal{C}|^{\frac{2}{d} t^{1-\frac{1}{2}}} \) is larger than a certain constant which only depends on \( d \). This can of course be proved using (4.22) and induction; however we get a simpler proof by using Minkowski’s Theorem in a similar way as in Remark 3.2. Namely, recalling \( r' = r\sqrt{t(2-t)} \), let us note that the box
\[ F = [-r, r] \times \left[ -\frac{1}{2} r' e^{r} \right] \times \left[ -\frac{1}{2} r' e^{r} \right] \times \cdots \times \left[ -\frac{1}{2} r' e^{r} \right] \]
is contained in the union \( \mathcal{C} \cup e^{\frac{1}{t}} \cup (-\mathcal{C}) \). To verify this, it clearly suffices to check that every point \((x_1, \ldots, x_d) \in F \) with \( x_1 > 0 \) lies in \( \mathcal{C} \). For such a point we have
\[ (x_1 - r(1-t))^2 + (x_2 - (1-e)r')^2 + x_3^2 + \ldots + x_d^2 < (1-t)^2 r^2 + (1 - \frac{1}{2} e^r)^2 r'^2 + \frac{1}{2} e^r r'^2 \]
\[ \leq (1-t)^2 r^2 + r'^2 = r^2, \]
and this implies \((x_1, \ldots, x_d) \in \mathcal{C} \) (cf. (4.18), (4.19)). Having thus verified \( F \subset \mathcal{C} \cup e^{\frac{1}{t}} \cup (-\mathcal{C}) \), the argument in Remark 3.2 and using Lemma 2.4 to see \( p^{(d)}(\mathcal{C}) = p^{(d)}(\mathcal{C} \cup e^{\frac{1}{t}}) \) now gives that if \( p^{(d)}(\mathcal{C}) > 0 \) then \( |F| \leq 2d \). But \( |F| \gg e^{\frac{d}{2} t^{1-\frac{1}{2}}} \gg e^{\frac{d}{2} t^{1-\frac{1}{2}}} |\mathcal{C}| \). In other words \( p^{(d)}(\mathcal{C}) = 0 \) holds whenever \( e|\mathcal{C}|^{\frac{2}{d} t^{1-\frac{1}{2}}} \) is sufficiently large. Taking this fact together with (4.27), we have now proved that the right inequality in (1.7) holds for \( d \geq 3 \).

Remark 4.1. The last discussion applies also when \( d = 2 \), i.e. it gives an alternative proof of the fact that \( p^{(d)}(\mathcal{C}) = 0 \) whenever \( e|\mathcal{C}|^{t^{1-\frac{1}{2}}} \) is sufficiently large.

Next we prove the left inequality in (1.7). We give the proof for \( d \geq 3 \); the case \( d = 2 \) can be treated in a similar way.

By Proposition 2.9 there is a constant \( \theta > 0 \) which only depends on \( d \) such that
\[ (4.28) \quad p^{(d)}(\mathcal{C}) \gg \min \left\{ 1, r^{-d} \int_{S_r^{d-1}} p^{(d-1)} \left( k r^{\frac{d}{d-1}} \mathcal{C} \cap \mathcal{V} \right) d\mathcal{V} \right\}. \]

By (4.18) we have \( |\mathcal{C}| \geq r^{d-1} (\sqrt{r} + \omega)^{d-1} \) whenever \( 0 < \omega < \frac{x}{2} \) and \( 2\omega_0 \leq \omega \leq \frac{x}{2} \), where \( \omega_0 := \omega_0(s \cos \omega) \). Also \( r' \gg 1 \) since \( |\mathcal{C}| \geq 1 \), and \( \omega_0 \ll \sqrt{r} \) for all \( \omega \in (0, \frac{x}{2}) \). Hence there exist some constants \( c_1, c_2 > 0 \) which only depend on \( d \) and \( k \) such that \( 2c_2 r^{-\frac{2d}{d-1}} \ll \frac{x}{2} \) holds, and also, if \( t \leq c_1 r^{-\frac{2d}{d-1}} \), then \( |\mathcal{C}| \ll (2k(d-1)r)^{-1} \) holds for all \( \mathcal{V} \) with \( \omega \in (0, \frac{x}{2}) \) and \( \omega \in [c_2 r^{-\frac{2d}{d-1}}, 2c_2 r^{-\frac{2d}{d-1}}] \). Note that, by Lemma 2.2 \( |\mathcal{C}| < (2k(d-1)r)^{-1} \) implies that
\[ p^{(d-1)} \left( k r^{\frac{d}{d-1}} \mathcal{C} \cap \mathcal{V} \right) > \frac{1}{2}. \]

Hence if \( t \leq c_1 r^{-\frac{2d}{d-1}} \), then
\[ (4.29) \quad p(\mathcal{C}) \gg r^{-d} \text{vol}_{S_1^{d-1}} \left\{ \mathcal{V} \in S_1^{d-1} : \omega \in (0, \frac{x}{2}), \omega \in [c_2 r^{-\frac{2d}{d-1}}, 2c_2 r^{-\frac{2d}{d-1}}] \right\} \gg r^{-2d}. \]
On the other hand, for all \( \varpi \in (0, \frac{1}{2}\varepsilon_0] \) we have
\[
|\mathcal{C}_v| \asymp r^{d-1} t^{\frac{d-1}{2}}(e + \omega^2)^\frac{d}{2},
\]
by (4.17). Hence there exist some constants \( c_3 \in (0, \frac{1}{2}c_1^{\frac{d-1}{d}}) \) and \( c_4 > 0 \) which only depend on \( d, k, c_1, \) such that if \( t > c_1 r^{-\frac{d-1}{2}} \) and \( e < c_3 r^{-2} t^{\frac{d-1}{d}} \), then \( c_4 r^{-1} t^{\frac{d-1}{d}} < \frac{\omega}{2} \), and \( |\mathcal{C}_v| < (2k^{d-1}r)^{-1} \) holds for all \( v \) with \( \omega \in (0, c_4 r^{-1} t^{\frac{d-1}{2}}) \) and \( \varpi \in (0, \frac{1}{2}\varepsilon_0] \). In this situation we also have \( e < \frac{1}{2}(c_1 r^{-\frac{d-1}{2}}t^{-1})^{\frac{d}{d-1}} < \frac{1}{2} \) and \( \omega < \frac{\omega}{2} \), and thus \( \varepsilon_0 \gg s = (1 - e)\sqrt{t(2 - t)} \gg \sqrt{t} \), i.e. \( \frac{1}{2}\varepsilon_0 > c_5 \sqrt{t} \) where \( c_5 > 0 \) is an absolute constant. Hence, arguing as before, the following holds whenever \( t > c_1 r^{-\frac{d-1}{2}} \) and \( e < c_3 r^{-2} t^{\frac{d-1}{d}} \):
\[
(4.30) \quad p(\mathcal{C}) \gg r^{-d} \text{vol}_{S^{d-1}} \left( \left\{ \mathbf{v} \in S_{d-1} : \omega \in (0, c_4 r^{-1} t^{\frac{d-1}{2}}), \varpi \in (0, c_5 \sqrt{t}) \right\} \right) \gg r^{2-2d} t^{\frac{d-1}{d}}.
\]
Taking (4.29) and (4.30) together, we conclude that \( p(\mathcal{C}) \gg |\mathcal{C}|^{-2}(1 + |\mathcal{C}|^{\frac{d-1}{d}}) \) holds whenever \( e < c_3 r^{-2} t^{\frac{d-1}{d}} \). In other words, we have proved the left inequality in (1.7).

This concludes the proof of Theorem 1.3. \( \square \) \( \square \) \( \square \)

4.4. Proof of Corollary 1.4 and Corollary 1.5.

Proof of Corollary 1.4 This follows from Theorem 1.3 and Lemma 4.2.

Proof of Corollary 1.5 Also this result will be derived from Theorem 1.3 by a containment argument, i.e. using the fact that \( p(C) \leq p(C') \) whenever \( C' \subset C \).

As before we may assume \( 0 \notin \partial B \), thus \( t > 0 \). If \( t \geq \frac{1}{5} \) then (1.9) follows from Corollary 1.4 by a similar argument as in the proof of Lemma 4.1. Hence we may assume \( 0 < t < \frac{1}{5} \).

After a rotation we may write
\[
\mathcal{C} = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d : 0 < x_1 < (t' - t)r, \quad (x_1 - (1 - t)r)^2 + (x_2 - (1 - e)r')^2 + x_3^2 + \ldots + x_d^2 < r^2 \right\},
\]
where \( r' = r\sqrt{t(2 - t)} \), and \( 0 < e \leq 1 \). Note that \( |\mathcal{C}| \asymp (t' - t)t^{\frac{d-1}{2}} r^d \). Now let \( E \) be the ellipsoid
\[
(4.31) \quad E = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d : \alpha(x_1 - \beta r)^2 + (x_2 - (1 - e)r')^2 + x_3^2 + \ldots + x_d^2 < r^2 \right\}
\]
where
\[
\alpha = \frac{t^2 - 2tt' + 2t'}{(t' - t)^2}; \quad \beta = \frac{(1 - t)(t' - t)}{t^2 - 2tt' + 2t'}; \quad \gamma = \frac{(t + t' - t')^2}{t^2 - 2tt' + 2t'}.
\]
Noticing \( t^2 - 2tt' + 2t' = (t' - t)^2 + t'(2 - t') > 0 \) and \( t + t' - t' = 1 - (1 - t)(1 - t') > 0 \), we see that \( \alpha, \beta, \gamma \) are well-defined and positive.

We claim that \( E \subset B \). A sufficient condition for this is clearly
\[
\gamma^2 - \alpha(x_1 - \beta r)^2 \leq r^2 - (x_1 - (1 - t)r)^2, \quad \forall x_1 \in \mathbb{R}.
\]
However noticing that \( \alpha \beta = 1 - t \) and \( \gamma - \alpha \beta^2 = 1 - (1 - t)^2 \) we see that the above inequality simplifies to \( (\alpha - 1)x_1^2 \geq 0 \), and this is true for all \( x_1 \in \mathbb{R} \). Hence we indeed have \( E \subset B \). Note also that \( E \subset \{ x_1 < (t' - t)r \} \), since \( \beta + \sqrt{\gamma/\alpha} = t' - t \). Hence \( \mathcal{C}' \subset \mathcal{C} \), where
\[
\mathcal{C}' := E \cap \{ x_1 > 0 \}.
\]
Set
\[
M_0 := \text{diag}[\alpha^{-\frac{1}{2}}, \alpha^{-\frac{1}{2}}, \ldots, \alpha^{-\frac{1}{2}}] \in G.
\]
Then $C' M_0$ is a cut ball of radius $\alpha^{-\frac{1}{2}} \gamma \frac{1}{2} r$ and cut ratio
\[
\tau = 1 - \frac{\beta}{\sqrt{\gamma/\alpha}} = \frac{t(2-t)}{t + (1-t)t'} \asymp \frac{t}{t'}.
\]
Also its edge ratio is $e$ since $B \cap e_+ = E \cap e_+$. Since $\tau < 1$ we have
\[
|C'| = |C' M_0| \asymp \alpha^{-\frac{1}{2}} \gamma \frac{1}{2} r^d \asymp (t' - t)t'^{\frac{d}{2}} r^d,
\]
where the last relation follows since $\alpha \asymp t'(t' - t)^{-2}$ and $\gamma \asymp t'$. Thus $|C'| \asymp |C|$. Now by Theorem [13] we have
\[
p(C) \leq p(C') = p(C' M_0) \leq F_\text{cut}^{(d)}(e; \tau; k|C'|) \leq F_\text{cut}^{(d)}(e; \frac{t}{t'}; k'|C'|),
\]
for some constants $k, k' > 0$ which only depend on $d$. Hence the right inequality in (1.9) holds.

We now turn to proving the left inequality in (1.9). If $1 < t' < 2$ then the desired inequality follows directly from the left inequality in (1.7) in Theorem [13] applied to the cut ball $C' = \{ x \in B : w \cdot x > 0 \}$, since $C \subset C'$, $|C'| \asymp |C'|$ and $t \asymp t'/t$ in this case. Hence from now on we may assume $t' < 1$ (and $0 < t < \frac{1}{2}$ as before). Furthermore we may assume $t' > 2t$, since otherwise the desired statement again follows from an application of Corollary [14] similar to what we did in the proof of Lemma [11]. Now let $E$ be the ellipsoid [13], but with
\[
\alpha = \frac{2 - t - t'}{t' - t}; \quad \beta = t' - t; \quad \gamma = t'(2 - t').
\]
We then claim $C \subset E$. A sufficient condition for this is clearly
\[
\gamma r^2 - \alpha (x_1 - \beta r)^2 \geq \gamma^2 - (x_1 - (1-t)r)^2, \quad \forall x_1 \in (0, (t' - t)r).
\]
But the inequality is equivalent with $(1 - t')x_1 \frac{\gamma}{\sqrt{\gamma/\alpha} - r} \leq 0$, which is indeed true for all $x_1 \in (0, (t' - t)r)$, since $1 - t' > 0$. Hence $C \subset E$, and thus also
\[
C \subset C' := E \cap \{ x_1 > 0 \}.
\]
Take $M_0$ as in (4.32), but with our new $\alpha$. Then $C' M_0$ is again a cut ball of radius $\alpha^{-\frac{1}{2}} \gamma \frac{1}{2} r$, cut ratio $\tau = 1 - \frac{\beta}{\sqrt{\gamma/\alpha}} = 1 - \sqrt{\frac{(t' - t)(2-t-t')}{t'(2-t')}} \asymp 1 - \frac{(t' - t)(2-t-t')}{t' t} \asymp \frac{t}{t'}$, and edge ratio $e$. As before we find $|C' M_0| \asymp |C|$ (for this we use $t' > 2t$ to see that $\alpha \asymp t'^{-1}$ and $\gamma \asymp t'$), and now the left inequality in (1.9) follows from Theorem [13] applied to $C' M_0$, since $p(C) \geq p(C') = p(C' M_0)$.

5. Basic facts about the conditional probabilities $\nu_p$ and $p_p$

5.1. Definitions and basic properties. We start by recollecting some definitions from [15]. Recall that we have identified $X_1$ with the homogeneous space $\Gamma \backslash G$ (where $\Gamma = \text{SL}_d(\mathbb{Z})$ and $G = \text{SL}_d(\mathbb{R})$). Given any $p \in \mathbb{R}^d \setminus \{0\}$ we define $X_1(p)$ to be the subset
\[
X_1(p) = \{ M \in X_1 : p \in \mathbb{Z}^d M \}.
\]
For any $k \in \mathbb{Z}^d \setminus \{0\}$ we set
\[
X_1(k, p) = \Gamma \backslash G_{k, p},
\]
where
\[
G_{k, p} := \{ M \in G : k M = p \}.
\]
Then $X_1(k, p)$ is a connected embedded submanifold of $X_1$ of codimension $d$, and $X_1(p)$ can be expressed as a countable disjoint union,
\[
(5.1) \quad X_1(p) = \bigcup_{k=1}^{\infty} X_1(ke_1, p).
\]
(Cf. [15] Sec. 7.1 for details.)
For every \( p \in \mathbb{R}^d \setminus \{0\} \) we fix some \( M_p \in G \) such that \( p = e_1 M_p \). Then
\[
G_{k,p} = M_k^{-1} H M_p,
\]
where \( H \) is the closed subgroup of \( G \) given by
\[
H = \{ g \in G : e_1 g = e_1 \} = \left\{ \begin{pmatrix} 1 & 0 \\ v & A \end{pmatrix} : v \in \mathbb{R}^{d-1}, A \in G^{(d-1)} \right\}.
\]
Let \( \mu_H \) be the Haar measure on \( H \) given by \( d\mu_H(g) = d\mu^{(d-1)}(A) dv \), with \( A, v \) as in (5.2), and let \( \nu_p \) be the Borel measure on \( G_{k,p} \) which corresponds to \( \zeta(d)^{-1} \mu_H \) under the diffeomorphism \( h \mapsto M_k^{-1} h M_p \) from \( H \) onto \( G_{k,p} \). This measure is independent of the choices of \( M_k \) and \( M_p \).

Finally, we use the same notation \( \nu_p \) also for the measure on \( X_1(k, p) \) corresponding to \( \nu_p \) via the covering map \( G_{k,p} \rightarrow X_1(k, p) \), and also for the measure on \( X_1(p) \) obtained via (5.1).

(5.4) \[
\nu_p(X_1(p)) = \sum_{k \in \mathbb{Z}^d \setminus \{0\}} \mu(F \cap \xi_k),
\]
where \( F \subset G \) is a fixed (measurable) fundamental domain for \( \Gamma \backslash G \) and \( \xi_k \) is the set of all \( M \in G \) satisfying both \( \Gamma M \in \xi \) and \( k M \in U \). Using \( \mu(F \cap \xi_k) = \int_F I(\Gamma M \in F, k M \in U) d\mu(M) \) in the right hand side of (5.4) and then changing order of summation and integration, we obtain (5.5).

Remark 5.1. For a general point process \( \xi \), the precise concept which corresponds to the intuitive notion of conditioning on \( \xi \) having a point at a given position, is the \textit{Palm distribution} (cf., e.g., [22], [13], [21]). In the special case of the point process \( L \) (a \( \mu \)-random lattice \( \subset \mathbb{R}^d \)), it follows from Proposition 5.1 that the measures \( \nu_y \) for \( y \in \mathbb{R}^d \setminus \{0\} \), together with \( \mu \) itself for \( y = 0 \), give a version of the local Palm distributions. Note in this connection that, by Siegel’s formula (cf. [24], [25]), the intensity \( \mathbb{E}L \) of the point process \( L \) equals the sum of the standard Lebesgue measure on \( \mathbb{R}^d \) and the Dirac measure \( \delta_0 \) assigning unit mass to \( 0 \).

Having defined the conditional measure \( \nu_p \), we now define \( p_p(\xi) \): For any \( p \in \mathbb{R}^d \setminus \{0\} \) and any measurable set \( \xi \subset \mathbb{R}^d \) we set
\[
p_p(\xi) := \nu_p(\{ M \in X_1(p) : \mathbb{Z}^d M \cap \xi \setminus \{0, p\} = \emptyset \}.
\]
We record that we have the natural invariance relation
\[
(5.5) \quad p_p(\xi) = p_{pM}(\xi M), \quad \forall M \in G,
\]
due to a similar relation for \( \nu_p \), cf. [14] Lemma 7.2. We will furthermore have use for the symmetry relation
\[
(5.6) \quad p_p(\xi) = p_p(p - \xi),
\]
which holds since \( L = p - L \) for all \( L \in X_1(p) \).
5.2. A useful parametrization of $X_1(p)$. We will now give a parametrization of $X_1(p)$ which allows us to use the (Siegel-)reduced lattice bases introduced in Section 2.1 when bounding $p_p(C)$. We will assume $d \geq 3$ for the remainder of this section. We start by parametrizing $G_{k,p}$, where $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d \setminus \{0\}$ and $p \in \mathbb{R}^d \setminus \{0\}$ are fixed and arbitrary. Let us write $k' = (k_2, \ldots, k_d) \in \mathbb{Z}^{d-1}$. Then by (2.13) we have $[a_1, v, u, M] \in G_{k,p}$ if and only if

$$p = k [a_1, v, u, M] = k_1 a_1 v + (k_1 a_1^{-\frac{1}{d-1}} u a(a) k + a_1^{-\frac{1}{d-1}} k' M) f(v),$$

where $a$ and $k'$ (and $v$ in (5.8) below) are defined through the Iwasawa decomposition of $M$, cf. (2.10), and $\iota$ denotes the embedding $\iota : \mathbb{R}^d \ni (x_1, \ldots, x_{d-1}) \mapsto (0, x_1, \ldots, x_{d-1}) \in \mathbb{R}^d$.

Let us first assume $k_1 \neq 0$. Now (5.7) implies $p \cdot v = k_1 a_1$, and thus $v$ must lie in the open half sphere

$$S_{k+1}^{d-1} := S_1^{d-1} \cap \mathbb{R}_{k+1} \mathbb{R}_{k+1}, \quad \text{where } \mathbb{R}_{k+1} = \{ x \in \mathbb{R}^d : u \cdot x > 0 \}.$$

Conversely, for any $M \in G^{(d-1)}$ and any $v \in S_{k+1}^{d-1}$ there is a unique choice of $a_1 > 0$ and $u \in \mathbb{R}^{d-1}$ such that $[a_1, v, u, M] \in G_{k,p}$, namely:

$$a_1 = k_1^{-1}(p \cdot v); \quad u = k_1^{-1} a_1^{-\frac{1}{d-1}} \iota^{-1} ((p - k_1 a_1 v) f(v)^{-1}) k^{-1} a(a)^{-1} - k_1^{-1} k' n(y).$$

Let us write $[v, M]_{k,p}$ for this element $[a_1, v, u, M] \in G_{k,p}$. We have thus exhibited a bijective map

$$S_{k+1}^{d-1} \times G^{(d-1)} \ni (v, M) \mapsto [v, M]_{k,p} \in G_{k,p}.$$  

Note that this map depends on our fixed choice of $f : S_1^{d-1} \to SO(d)$ made in Section 2.1.

We now express the measure $\nu_p$ in the parameters $v, M$:

**Lemma 5.2.** Given $k \in \mathbb{Z}^d$ with $k_1 \neq 0$ and $p \in \mathbb{R}^d \setminus \{0\}$, the measure $\nu_p$ on $G_{k,p}$ takes the following form in the $[v, M]_{k,p}$-parametrization:

$$d\nu_p = \zeta(d) \frac{1}{d} |p \cdot v|^{-d} d\mu^{(d-1)}(M) dv. \quad (5.9)$$

**Proof.** Recall that $\nu_p$ is the Borel measure which corresponds to $\zeta(d)^{-1} \mu_H$ under the diffeomorphism $h \mapsto M_k^{-1} h M_p$ from $H$ onto $G_{k,p}$, and this measure is independent of the choices of $M_k$ and $M_p$. Take $v_0 \in S_1^{d-1}$ so that $f : S_1^{d-1} \to SO(d)$ is smooth on $S_1^{d-1} \setminus \{v_0\}$. Then $[v, M]_{k,p}$ depends smoothly on $v, M, p$ in the set

$$S = \{ (v, M, p) \in S_1^{d-1} \times G^{(d-1)} \times (\mathbb{R}^d \setminus \{0\}) : k_1 p \cdot v > 0, v \neq v_0 \}.$$

Given any point $p_0 \in \mathbb{R}^d \setminus \{0\}$ we may assume $M_p$ to be chosen so as to depend smoothly on $p$ in a neighborhood of $p_0$; then also $M_k[v, M, p]M_p^{-1} \in H$ depends smoothly on $v, M, p$ when $(v, M, p) \in S$ and $p$ is near $p_0$. Hence, since $p_0$ is arbitrary, it follows that there is a smooth function $\alpha : S \to \mathbb{R}_{\geq 0}$ such that $d\nu_p = \alpha(v, M, p) d\mu^{(d-1)}(M) dv$ on all of $S$. Hence to prove (5.9) it suffices to prove that

$$\int_{\mathbb{R}^d \setminus \{0\}} \left( \int_{\mathbb{R}^d \setminus \{0\}} \rho(M) d\nu_p(M) \right) dp = \zeta(d)^{-1} \int_S \rho([v, M]_{k,p}) |p \cdot v|^{-d} d\mu^{(d-1)}(M) dv dp,$$

holds for any $\rho \in C_c(G)$ (the space of continuous functions on $G = \text{SL}_d(\mathbb{R})$ with compact support).

But the left hand side of (5.10) equals $\int_G \rho(M) d\mu(M)$, by the definition of $\nu_p$ and Lemma 7.4, and using (2.12) this is

$$= \zeta(d)^{-1} \int_{S_1^{d-1}} \int_{G^{(d-1)}} \int_0^\infty \int_{\mathbb{R}^{d-1}} \rho([a_1, v, u, M]) du \frac{da_1}{a_1^{d+1}} d\mu^{(d-1)}(M) dv.$$  

1Lemma 5.2 and its proof is in fact valid also for $d = 2$, but we will not make direct use of this fact.
Here for any fixed \(v, M\) we note that the formula (5.7) gives a diffeomorphism between \(\langle a_1, u \rangle \in \mathbb{R}_{>0} \times \mathbb{R}^{d-1}\) and \(p \in \mathbb{R}^d_{k,v^+}\), under which \(dp = |k_1|^{d} dudu_1 = \frac{|p|}{a_1^{d+1}} dudu_1\). Hence we get

\[
\zeta(d)^{-1} \int_{S^d_{k,v^+}} \rho([v, M]_{k,p}) |p \cdot v|^{-d} dp \mu(d-1)(M) dv,
\]

which agrees with the right hand side of (5.10).

We next turn to the case \(k_1 = 0, \ i.e. \ k = (0, k')\). In this case \([a_1, v, u, M] \in G_{k,p}\) implies \(v \in p^\perp\) and

\[
(5.11) \quad k'M = y, \quad \text{where } y = y(a_1, v) := a_1^{-1} \ell^{-1}(pf(v)^{-1})
\]

(cf. (5.7)). In other words \(M \in G_{k',y}\), where of course \(G_{k',y}\) is a subset of \(G^{d-1}\) (recall that we are assuming \(d \geq 1\)). Conversely, for any \(a_1 \in \mathbb{R}_{>0}, \ v \in S^{d-1} \cap p^\perp, \ u \in \mathbb{R}^{d-1}\) and \(M \in G_{k',y(a_1, v)}\) we have \([a_1, v, u, M] \in G_{k,p}\). We thus have a bijective map between \(G_{k,p}\) and the subset of \(\langle a_1, v, u, M \rangle\) in \(\mathbb{R}_{>0} \times (S_{1}^{d-1} \cap p^\perp) \times \mathbb{R}^{d-1} \times G^{d-1}\) for which \(M \in G_{k',y(a_1, v)}\).

The following lemma expresses the measure \(\nu_\psi\) in this parametrization. Let us write \(dp(v)\) for the Lebesgue measure on the \((d-2)\)-dimensional unit sphere \(S^{d-1} \cap p^\perp\). Furthermore, \(G_{k',y}\) is of course endowed with a Borel measure \(\nu_y\), defined as in the beginning of this section.

**Lemma 5.3.** Given \(k = (0, k')\) \((k' \in \mathbb{Z}^{d-1}, \ k' \neq 0)\) and \(p \in \mathbb{R}^d \setminus \{0\}\), we have

\[
\int_{G_{k,p}} \rho dv_y = \frac{1}{\zeta(d)} \int_{\mathbb{R}_{>0} \times S^{d-1} \cap p^\perp} \left( \int_{G_{k',y}} \rho([a_1, v, u, M]) dv_y(M) \right) a_1^{-d} da_1 dp(v) du
\]

for all \(\rho \in L^1(G_{k,p}, \nu_p)\). Here \(y = y(a_1, v)\) as in (5.11).

**Proof.** By a similar argument as in the proof of Lemma 5.2 we see that it suffices to prove that

\[
(5.12) \quad \zeta(d)^{-1} \int_{\mathbb{R}^d \setminus \{0\}} \left( \int_{\mathbb{R}_{>0} \times S^{d-1} \cap p^\perp} \left( \int_{G_{k',y}} \rho([a_1, v, u, M]) dv_y(M) \right) a_1^{-d} da_1 dp(v) du \right) \frac{dp}{\|p\|}
\]

holds for any \(\rho \in C_c(G)\).

In the left hand side of (5.12) we express \(p\) in polar coordinates as \(p = \ell w \ (\ell > 0, \ w \in S_1^{d-1})\). Then note that the pair \((v, w)\) runs through the set of all orthonormal 2-frames in \(\mathbb{R}^d\), viz. the Stiefel manifold \(V_2(\mathbb{R}^d) = \{\langle v, w \rangle \in S_1^{d-1} \times S_1^{d-1} : v \cdot w = 0\}\), and we have

\[
\int_{V_2(\mathbb{R}^d)} \psi dw(v) dw = \int_{V_2(\mathbb{R}^d)} \psi dw(w) dw
\]

for any \(\psi \in C(V_2(\mathbb{R}^d))\), this being the unique \(O(d)\)-invariant measure on \(V_2(\mathbb{R}^d)\) up to a constant. Hence the left hand side of (5.12) equals

\[
\zeta(d)^{-1} \int_0^\infty \int_{\mathbb{R}^{d-1}} \int_{0}^{\infty} \int_{S^{d-1} \cap w^\perp} \left( \int_{G_{k',y}} \rho([a_1, v, u, M]) dv_y(M) \right) dw(w) \ell^{d-2} \ell d\ell dw du \frac{da_1}{a_1^{d+1}}.
\]

Here \(y = a_1^{-1} \ell^{-1} (\ell w f(v)^{-1})\), and we note that (for any fixed \(a_1, v\)) this formula gives a diffeomorphism between \((w, \ell) \in (S_1^{d-1} \cap w^\perp) \times \mathbb{R}_{>0}\) and \(y \in \mathbb{R}^{d-1}\). Hence we get

\[
\zeta(d)^{-1} \int_0^\infty \int_{\mathbb{R}^{d-1}} \int_{S^{d-1} \cap w^\perp} \left( \int_{G_{k',y}} \rho([a_1, v, u, M]) dv_y(M) \right) dy dw du \frac{da_1}{a_1^{d+1}}.
\]

Using now the definition of \(\nu_y\) and [15] Lemma 7.4\] (with \(d-1\) in place of \(d\)) this is

\[
\zeta(d)^{-1} \int_0^\infty \int_{\mathbb{R}^{d-1}} \int_{S^{d-1} \cap G(d-1)} \rho([a_1, v, u, M]) d\mu^{(d-1)}(M) dv du \frac{da_1}{a_1^{d+1}},
\]
and by (2.12) this equals \( \int_G \rho(M) \, d\mu(M) \), i.e. (5.12) is proved. \( \square \)

6. Bounding \( p_p(\mathcal{C}) \) for \( \mathcal{C} \) a cone; proof of Theorem 1.6

6.1. Bounding \( p_p(\mathcal{C}) \) from above. Using the parametrization from last section we will now prove Theorem 1.6. Thus let \( d \geq 2 \) and let \( \mathcal{C} \subset \mathbb{R}^d \) be the open cone which is the interior of the convex hull of a point \( p \) and a relatively open \((d-1)\)-dimensional ball \( B \) with \( 0 \in B \). We will start by proving the bound

\[
(6.1) \quad p_p(\mathcal{C}) \ll |\mathcal{C}|^{-\frac{2}{d} + \frac{2}{d}}.
\]

Using (5.5) we may assume

\[
(6.2) \quad B = t e_2 + t (B_{d-1}^0) \quad \text{and} \quad p = r e_1 + t e_2, \quad \text{for some} \quad 0 \leq t < r,
\]

We may furthermore assume that \( r \geq 1 \), since otherwise the bound (6.1) is trivial.

By definition we have, since \( 0, p \notin \mathcal{C} \),

\[
p_p(\mathcal{C}) = \nu_p(\{ M \in X_1(p) : \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \}).
\]

Recall the splitting (5.1). If \( k \geq 2 \) then every lattice \( \mathbb{Z}^d M \) with \( ke_1 M = p \) has \( e_1 M = k^{-1} p \in \mathcal{C} \); i.e. every lattice in \( X_1(ke_1, p) \) has non-empty intersection with \( \mathcal{C} \). Hence

\[
p_p(\mathcal{C}) = \nu_p(\{ M \in X_1(e_1, p) : \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \}).
\]

In the special case \( d = 2 \) we now find directly from the definitions (cf. the proof of Theorem 2 in [17]) that \( p_p(\mathcal{C}) \) is less or equal to \((6/\pi^2)\) times the Lebesgue measure of the set of \( \nu \in [0, 1) \) for which \((0, r^{-1} + \nu(r, t)) \notin \mathcal{C} \), viz. \( \leq \frac{6}{\pi^2} r^{-1} (t + r)^{-1} \ll r^{-2} \). Hence the bound (6.1) is proved for \( d = 2 \), and from now on we assume \( d \geq 3 \).

Recall from Section 5 that \( X_1(e_1, p) = \Gamma \Gamma G_{e_1, p} \). For any \( \gamma \in \Gamma \) we have \( \gamma G_{e_1, p} = G_{e_1, \gamma^{-1}, p} \), and \( \{e_1 \gamma^{-1} : \gamma \in \Gamma\} \) equals the subset \( \mathbb{Z}^d \) of primitive vectors in \( \mathbb{Z}^d \); thus

\[
(6.3) \quad X_1(e_1, p) = \Gamma \backslash \left( \bigcup_{k \in \mathbb{Z}^d} G_{k, p} \right).
\]

Furthermore the measure \( \nu_\gamma \) on \( G_{e_1, \gamma^{-1}, p} \) (as defined just below (5.2)) corresponds to \( \nu_p \) on \( G_{e_1, p} \) under the diffeomorphism \( G_{e_1, p} \ni m \mapsto m \gamma \in G_{e_1, \gamma^{-1}, p} \). Hence since \( S_d \) contains a fundamental domain for \( \Gamma | G \), we get

\[
(6.4) \quad p_p(\mathcal{C}) \leq \sum_{k \in \mathbb{Z}^d} \nu_p(\{ M \in G_{k, p} \cap S_d : \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \}) = \sum_{k_1} + \sum_{k_2},
\]

where \( \sum_0 \) and \( \sum_1 \) are the sums corresponding to \( k_1 = 0 \) and \( k_1 \neq 0 \), respectively. By Lemma 2.11 if \( M = [a_1, v, u, M] \in S_d \) satisfies \( \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \) then \( a_1 > C r \), where \( C \) is a positive constant which only depends on \( d \). Also recall that \( M \in S_d \) forces \( u \in (-\frac{1}{2}, \frac{1}{2}]^{d-1} \). We first consider \( \sum_1 \). By (5.8) only \( k \) with \( |k_1| \leq \|p\|/(Cr) < 2/C \) contribute to this sum (cf. (6.2) for the last inequality). Hence, using (2.11), (2.13) with \( n = 0 \), and Lemma 5.2 we get

\[
\sum_1 \leq \zeta(d)^{-1} \sum_{|k_1| < 2/C \cap k_1 \neq 0} \int_S \int_{k' \in \mathbb{Z}^{d-1}} \mu(d-1) \left( \{ M \in S_d : u(v, k, M) \in (-\frac{1}{2}, \frac{1}{2}]^{d-1} \right) \frac{dv}{|p \cdot v|^d},
\]

wherein

\[
S = S(k_1) = \{ v \in S^{d-1} \cap a^{-1}_1 \mathcal{C}_v = \emptyset \}
\]

and \( a_1 = k^{-1}_1 (p \cdot v) \), and \( u(v, k, M) \) is given by (5.8). Also \( \mathcal{C}_v = i^{-1}(\mathcal{C} f(v)^{-1}) \) as in (2.10).

Note that in (5.8) the term \( z = k^{-1}_1 a_1^{-1} i^{-1} ((p - k_1 a_1 v) f(v)^{-1}) k^{-1} a_1 a^{-1} \) is independent of \( k' \), and \( (-\frac{1}{2}, \frac{1}{2}]^{d-1} \) is a fundamental domain for \( \mathbb{R}^{d-1}/\mathbb{Z}^{d-1} \mathcal{N}(y) \); hence for any fixed \( v \in S \) and
$\mathcal{M} \in \mathcal{S}_{d-1}$ there are exactly $|k_1|^{d-1}$ choices of $k' \in \mathbb{Z}^{d-1}$ for which $u(v, k', \mathcal{M}) = z - k_1^{-1}k' e$ lies in $(-\frac{1}{2}, \frac{1}{2})^{d-1}$. Thus

\[
\sum_{|k_1| < 2/C} |k_1|^{d-1} \int_S \mu\left(\left\{\mathcal{M} \in \mathcal{S}_{d-1} : \mathbb{Z}^{d-1} \mathcal{M} \cap \frac{1}{a_1} \mathcal{C}_v = 0\right\}\right) \frac{dv}{(|k_1|r)^d}.
\]

We will use the following lemma to bound the integrand in the right hand side.

**Lemma 6.1.** For any $v$ as in (4.10) with $\varpi, \omega \in (0, \pi)$, $\mathcal{C}_v$ contains a $(d-1)$-dimensional cone of volume $\gg r^{d-1}(\sin \omega)^d$, the base of which contains $0$.

**Proof.** Note that (by (6.2), and since $0 < \varpi < \pi$) $B \cap v^\perp$ is an open $(d-2)$-dimensional ball of radius $r' = \sqrt{r^2 - t^2 \cos^2 \omega}$. Furthermore the diameter of $B$ which is perpendicular to $e_1^+ \cap v^\perp$ intersects $e_1^+ \cap v^\perp$ at the center $c$ of $B \cap v^\perp$, and if $y_1$ and $y_2$ are the endpoints of this diameter, then $y_1 - c \parallel y_2 - c$. Since $y_1$ and $y_2$ lie on different sides of the hyperplane $v^\perp$ it follows that $v^\perp$ must intersect either the line segment $py_1$ or the line segment $py_2$, say at the point $y' = py_j$. The angle between $e_1^+$ and the line $py_j$ is $\frac{\pi}{4}$ (cf. (6.2)) and thus the distance between $y'$ and $e_1^+ \cap v^\perp$ must be $\geq 2^{-\frac{1}{4}}|y_j - c| \geq 2^{-\frac{1}{4}}(r - t)|\sin \omega|$. By convexity $\mathcal{C} \cap v^\perp$ contains the $(d-1)$-dimensional open cone with base $B \cap v^\perp$ and apex $y'$, and this cone has volume $\gg (r - t)|\sin \omega| r^{d-2} \geq r^{d-1}(1 - |\cos \omega|)^{\frac{d}{4}} \gg r^{d-1}(\sin \omega)^d$. \hfill \Box

The lemma together with (1.2) imply that, for any $v$ as in (4.10) and any $a_1 > Cr$,

\[
p_v(d-1)(a_1^{-1} \mathcal{C}_v) \ll \min\left(1, r^{-d}(\sin \omega)^{-d}\right).
\]

Hence we get from (6.6), using also (4.11) and the fact that $\mathcal{S}_{d-1}$ can be covered by a finite number of fundamental regions for $\Gamma(d-1) \backslash G(d-1)$,

\[
\sum_0 \ll r^{-d} \int_0^{\pi/2} \min\left(1, r^{-d}\omega^{-d}\right) \omega^{-d-3} d\omega \ll r^{2-2d}.
\]

It remains to treat $\sum_0$. Using (2.11), (2.13) and Lemma 5.3 we get

\[
\sum_0 \ll \int_C \int_{S_1^{d-1} \cap \mathbb{P}^\perp} \sum_{k' \in \mathbb{Z}^{d-1}} \nu_y\left(\left\{\mathcal{M} \in G_k, y \cap \mathcal{S}_{d-1} : \mathbb{Z}^{d-1} \mathcal{M} \cap \frac{1}{a_1} \mathcal{C}_v = 0\right\}\right) d_p(v) a_1^{-d} da_1,
\]

where $y = y(a_1, v) = a_1^{-1}e^1 - (pf(v)^{-1})$ as in (5.11). Now for any fixed $a_1, v$ we have, using (6.3) applied to $X_{d-1}^{(d-1)}(e_1, y)$, and the fact that $\mathcal{S}_{d-1}$ is contained in a finite union of fundamental regions for $\Gamma(d-1) \backslash G(d-1)$,

\[
\sum_{k' \in \mathbb{Z}^{d-1}} \nu_y\left(\left\{\mathcal{M} \in G_k, y \cap \mathcal{S}_{d-1} : \mathbb{Z}^{d-1} \mathcal{M} \cap \frac{1}{a_1} \mathcal{C}_v = 0\right\}\right) \ll p_y(d-1)(a_1^{-1} \mathcal{C}_v).
\]

But $\mathcal{C}_v$ is isometric with $\mathcal{C} \cap v^\perp$, and (since $v \in S_1^{d-1} \cap \mathbb{P}^\perp$) this set equals the $(d-1)$-dimensional open cone with base $B \cap v^\perp$ and apex $p$. This cone has height $\geq r$ and radius $r' = \sqrt{r^2 - t^2 \cos^2 \omega} \geq r |\sin \omega|$, where as usual $\omega \in [0, \pi]$ is the angle between $v' = (v_2, \ldots, v_d)$ and $e_1$ in $\mathbb{R}^{d-1}$. Hence if $a_1 \geq Cr$ then the set $a_1^{-1} \mathcal{C}_v$ contains a $(d-1)$-dimensional open cone with $0$ in its base, apex $y$, and which has volume $\gg r^{d-1}(\sin \omega)^{-d}$. Hence by induction we have

\[
p_y(d-1)(a_1^{-1} \mathcal{C}_v) \ll r^{d}(\sin \omega)^{-2d} \gg \frac{1}{r^2}.
\]

This gives

\[
\sum_0 \ll r^{-d} \int_{S_1^{d-1} \cap \mathbb{P}^\perp} \min\left(1, r^{d}(\sin \omega)^{-2d} \gg \frac{1}{r^2}\right) d_p(v).
\]
Finally note that the map \( v \mapsto \|v'\|^{-1}v' \) is a diffeomorphism from \( S_1^{d-1} \cap p^1 \) onto \( S_1^{d-2} \) whose Jacobian determinant is uniformly bounded from below by a positive constant which only depends on \( d \), since \( \varphi(p, e_1) \leq \frac{\pi}{2} \). Hence we get

\[
(6.9) \quad \sum_0 \ll r^{-d} \int_0^\pi \min\left(1, (r^{-d}(\sin \omega)^{2-d})^{\frac{2-\nu}{2-\nu}}, (\sin \omega)^{d-3} \right) d\omega \ll \begin{cases} r^{-6}(1 + r) & \text{if } d = 3 \\ r^{-2d} & \text{if } d \geq 4 \end{cases}
\]

since \((2 - d)(2 - \frac{2}{d-1}) + d - 3 = -1\) when \( d = 3 \) but is less than \(-1\) when \( d \geq 4 \). Now the bound \((6.11)\) follows from \((6.8)\) and \((6.9)\).

6.2. Proof that \( p_p(\mathcal{C}) \) vanishes whenever \( e|\mathcal{C}|^{-\frac{3}{2}} \) is sufficiently large. Let \( \mathcal{C} \) be as in the previous section (cf. \((6.2)\)). As in the proof of Lemma \(1.2\) there is some \( M \in G \) such that we may imbed in \( \mathcal{C} \) a cut ball with cut ratio \( t = \frac{1}{2} \), edge ratio \( \min(1, 20e) \) and volume \( \gg |\mathcal{C}| \). Applying now the argument just above Remark \(1.4\) in Section \(4.3\) involving Minkowski’s Theorem, we conclude that there is a constant \( c > 0 \) which only depends on \( d \) such that if \( e \geq c|\mathcal{C}|^{-\frac{3}{2}} \) then there does not exist any lattice \( L \subset X \) which satisfies both \( L \cap e_1 = \{0\} \) and \( L \cap \mathcal{C} = \emptyset \). Hence a fortiori there is no such lattice in \( X(p) \). This implies that \( p_p(\mathcal{C}) = 0 \), once we note that

\[
(6.10) \quad \nu_p \left( \left\{ M \in X(p) : \mathbb{Z}^d M \cap e_1^\perp \neq \{0\} \right\} \right) = 0.
\]

This relation is valid for any \( p \notin e_1^\perp \) and can be proved in many ways; for instance if \( d \geq 3 \) it follows immediately from \([15\text{ Prop. 7.6}]\) (applied with \( q = 1, \alpha = 0, y = p \) and \( F \) as the characteristic function of \( e_1 \cap B_r^d \), and then letting \( R \to \infty \)). For \( d = 2 \), \((6.10)\) follows in a similar way from \([13\text{ Prop. 7.8}]\), or more easily directly from the definition of \( \nu_p \) (cf. \([15\text{ Sec. 7.1}]\) and also the proof of Theorem 2 in \([17]\)).

Hence we have proved that \( p_p(\mathcal{C}) = 0 \) holds whenever \( e \geq c|\mathcal{C}|^{-\frac{3}{2}} \). Combining this with \((6.11)\) we have now proved the right inequality in \((1.10)\).

6.3. Bounding \( p_p(\mathcal{C}) \) from below. Finally we will prove the left inequality in \((1.10)\), viz. that there exists a constant \( c > 0 \) which only depends on \( d \) such that whenever \( |\mathcal{C}| \geq \frac{1}{2} \) and the edge ratio is \( e < c|\mathcal{C}|^{-\frac{3}{2}} \) then

\[
(6.11) \quad p_p(\mathcal{C}) \gg |\mathcal{C}|^{-2 + \frac{3}{2}}.
\]

If \( d = 2 \) then this statement can be verified easily by an explicit computation; alternatively it follows from the explicit formula in \([17\text{ Theorem 2}]\) (cf. \([12\text{ Proposition 2}]\)), as we now indicate. We keep \( \mathcal{C} \) as in \((6.2)\). Let \( \mathcal{C}' \) be the open parallelogram with vertices \((0, t \pm r), (r, \pm r)\). Then \( \mathcal{C} \subset \mathcal{C}' \), and using \((5.5)\) and the definition of \( \Phi_0 \) (cf. \((1.19)\)) we see that \( p_p(\mathcal{C}) \geq p_p(\mathcal{C}') = \Phi_0(r^2; \frac{1}{4}, \frac{1}{4}) \).

Now if \( e = \frac{r^2}{t^2} < \frac{1}{2} r^{-2} \) and \( r \geq 1 \) then \( \Phi_0(r^2; \frac{t}{2}; \frac{1}{4}) = \frac{6}{\pi} r^{-1} - (r-1) \gg r^{-2} \); on the other hand if \( r \leq 1 \) then \( \Phi_0(r^2; \frac{1}{2}, \frac{1}{2}) \geq \frac{6}{\pi} \) for all \( t \in [0, r] \). Hence \((6.11)\) holds whenever \( e < \frac{1}{2} r^{-2} \) and \( |\mathcal{C}| \geq \frac{1}{4} \).

From now on we assume \( d \geq 3 \). Arguing as in \((6.3)\), \((6.4)\), \((6.6)\) (considering only \( k_1 = 1 \)) and using the first relation in \((2.11)\) and the fact that \( S_d \) can be covered by a finite number of fundamental regions for \( \Gamma \setminus G \), we obtain

\[
(6.12) \quad p_p(\mathcal{C}) \gg \sum_{\mathcal{C} \cap \mathcal{C} = \emptyset} \mu \left( \left\{ M \in S_{d-1} : q_1 \leq \frac{2}{\sqrt{3}} a_1^{-\frac{d}{d-1}}, u(v, k, M) \in \left( -\frac{1}{2}, \frac{1}{2} \right)^{d-1} \right\} \right) \frac{|dv|}{|p \cdot v|^d},
\]

wherein \( a_1 = p \cdot v, k = (1, k') \), and \( u(v, k, M) \) is given by \((5.8)\), and \( M = [v, M]_{k,p} \).

Let us restrict the range of \( v \) to the set

\[
(6.13) \quad S = \left\{ v \in S_{d-1}^d : 0 < \omega < \frac{1}{4} \pi, 0 < \omega < cr^{-1} \right\},
\]
Lemma 6.2. \( p \) is appropriate cone

Using the disjointness just proved and (2.13), (2.14), we now have bases, with equal edge ratios, and if \( e < c \) holds whenever \( e < c \), \( (x_3, \ldots, x_d) \) \( ||x_3, \ldots, x_d|| < r \), and thus (using also (4.10), \( \frac{r}{c} < \frac{1}{2} \) and \( \sin \omega < \frac{1}{2} \)): \[ x \cdot v \geq x_2 \sin \omega \cos \omega - ||(x_3, \ldots, x_d)|| \sin \omega \cos \omega > (\sin \omega)(t - r - \frac{1}{2}r) > -2^{-\frac{1}{2}}r \geq -a_1. \]

Using the disjointness just proved and (2.13), (2.14), we now have \[ p_p(\mathcal{C}) \gg r^{-d} \int_S \mu \left( \left\{ M \in S_{d-1} : a_1 \leq (2^{-1/2}) \Xi_{d-1}^{2}, u(v, k, M) \in \mathbb{R}_{d-1}^{2}, \mathbb{R}_{d-1}^{2} \cap a_1^{d-1} \mathcal{C}_v = \emptyset \right\} \right) dv. \]

As we noted above (6.6), for any fixed \( p \in S \) and \( M \in S_{d-1} \) there is exactly one \( k' \in \mathbb{R}^{d-1} \) for which \( u(v, k, M) \in \mathbb{R}^{d-1} \). Hence

\[ p_p(\mathcal{C}) \gg r^{-d} \int_S \mu \left( \left\{ M \in S_{d-1} : a_1 \leq (2^{-1/2}) \Xi_{d-1}^{2}, \mathbb{R}_{d-1}^{2} \cap a_1^{d-1} \mathcal{C}_v = \emptyset \right\} \right) dv. \]

Note that for \( v \in S \), the set \( \mathcal{C}_v \) is contained in a \( (d - 1) \)-dimensional cylinder of radius \( \sqrt{r^2 - t^2 \cos^2 \omega} \) and height \( \sqrt{2}(r - t \cos \omega) \ll er + c^2r^{-1} \); hence \( |\mathcal{C}_v| \ll r^{d-1}(er + c^2r^{-1})^{\frac{d}{2}}. \)

Using also (6.11) it follows that if the constant \( c \) is sufficiently small (in a way that only depends on \( d \)) and if \( e < c|\mathcal{C}|^{-\frac{1}{2}} \), then \( |a_1^{d-1}| \mathcal{C}_v | < \frac{1}{2} \) holds for all \( v \in S \). Hence there is some \( C > 1 \) which only depends on \( d \) such that if both \( e < c|\mathcal{C}|^{-\frac{1}{2}} \) and \( |\mathcal{C}| \geq C \) hold, then the integrand in (6.15) is \( \geq \frac{1}{2} \) for all \( v \in S \); and thus by also using (4.11) it follows that (6.11) holds.

The case when \( \frac{1}{2} \leq |\mathcal{C}| < C \) may be treated by applying the following lemma to \( \mathcal{C} \) and an appropriate cone \( \mathcal{C}' \) with \( |\mathcal{C}'| = C \).

**Lemma 6.2.** If \( \mathcal{C}, \mathcal{C}' \subset \mathbb{R}^d \) are two open cones with \( |\mathcal{C}| < |\mathcal{C}'| \) which both contain 0 in their bases, with equal edge ratios, and if \( p, p' \) are their respective apexes, then \( p_p(\mathcal{C}) \geq p_{p'}(\mathcal{C}') \).

**Proof.** Using (5.5) we may assume that \( \mathcal{C} \) and \( \mathcal{C}' \) have the same base \( B = te_2 + (\Xi_{d-1}^{2}) \) \((0 \leq t < 1)\), and that \( \mathcal{C} \) has apex \( p = he_1 \) and \( \mathcal{C}' \) has apex \( p' = h' e_1 \) (some \( h', h > 0 \)).

Set \( M = \text{diag}(h/h', (h'/h)^{1/2}, \ldots, (h'/h)^{1/2}) \in G \); then \( p'M = p \) and \( \mathcal{C}' M \supset \mathcal{C} \); hence \( p_{p'}(\mathcal{C}') = p_{p}(\mathcal{C}' M) \leq p_p(\mathcal{C}) \).

We conclude that, with a new constant \( c, (6.11) \) indeed holds whenever \( |\mathcal{C}| \geq \frac{1}{2} \) and \( e < c|\mathcal{C}|^{-\frac{1}{2}} \). This concludes the proof of Theorem 1.6.

**Remark 6.1.** Regarding the restriction \( |\mathcal{C}| > \frac{1}{2} \) in Theorem 1.6 we remark that \( p_p(\mathcal{C}) > \frac{1}{10} \) holds whenever \( |\mathcal{C}| < \frac{1}{2} \). This follows from [15], Prop. 7.6] applied with \( F \) as the characteristic function of \( \mathcal{C} \); for note that the right hand side of [15], (7.30)] is then \( |\mathcal{C}| + \sum_{t=2}^\infty \varphi(t)t^{-d} \leq |\mathcal{C}| + \frac{|\mathcal{C}|}{\Xi_{d-1}^{2}} - 1 < \frac{1}{2} + \frac{1}{2} = \frac{3}{4}. \)

7. **Bounding \( \Phi_0(\xi, \omega, z) \); proof of Theorem 1.8 and Proposition 1.9**

7.1. **On the support of \( \Phi_0(\xi, \omega, z) \); proof of Proposition 1.9.** Our first task is to prove that \( \Phi_0(\xi, \omega, z) > 0 \) implies \( e \ll s_{d}(\xi, \varphi) \), where

\[ e := \max(1 - ||z||, 1 - ||w||), \]
and
\[
s_d(\xi, \varphi) := \begin{cases} 
\min(\xi^{-\frac{2}{d}}, (\varphi \xi)^{-\frac{2}{d+1}}) & \text{if } \varphi \leq \frac{2}{d}, \\
\max(\xi^{-\frac{2}{d}}, (\varphi \xi)^{-\frac{2}{d+1}}) & \text{if } \varphi > \frac{2}{d},
\end{cases}
\]
and \(s_d(\xi, \varphi) := \xi^{-\frac{2}{d}}\) when \(\varphi\) is undefined. We will prove this using Minkowski’s Theorem, similarly as in Section \[\text{[5.2]}\] and in Section \[\text{[4.3]}\] just above Remark \[\text{[4.1]}\]. We first make some convenient reductions by invoking Theorem \[\text{[1.6]}\].

Recall that \(\Phi_0(\xi, w, z) = p_p(\mathcal{C})\), where \(\mathcal{C}\) is the open cylinder which is the interior of the convex hull of the two \((d-1)\)-dimensional balls
\[
B_1 = \iota(z + B_1^{d-1}) \quad \text{and} \quad B_2 = \xi e_1 + B_1,
\]
and where \(p = (\xi, z + w)\). Now by Theorem \[\text{[1.6]}\] since \(\mathcal{C}\) contains the open cone with base \(B_1\) and apex \(p\), \(\Phi_0(\xi, w, z) > 0\) implies \(1 - \|z\| \ll \|\mathcal{C}\|^{-\frac{2}{d}} \ll \xi^{-\frac{2}{d}}\). Next let us set
\[
\mathcal{C}' := p - \mathcal{C}.
\]
Then \(p_p(\mathcal{C}) = p_p(\mathcal{C}')\) by \[\text{[5.6]}\], and since \(\mathcal{C}'\) is the convex hull of \(B_1' = \iota(w + B_1^{d-1})\) and \(\xi e_1 + B_1'\), we conclude
\[
\Phi_0(\xi, w, z) = \Phi_0(\xi, z, w).
\]
Hence \(\Phi_0(\xi, w, z) > 0\) also implies \(1 - \|w\| \ll \xi^{-\frac{2}{d}}\) and thus \(e \ll \xi^{-\frac{2}{d}}\). This gives the desired conclusion in the case \(\varphi \leq \xi^{-\frac{2}{d}}\), since then \(s_d(\xi, \varphi) \gg \xi^{-\frac{2}{d}}\). Hence from now on we may assume \(\varphi > \xi^{-\frac{2}{d}}\). We may also assume that \(e\) is small (since otherwise \(e \ll \xi^{-\frac{2}{d}}\) forces \(\xi \ll 1\) and thus \(s_d(\xi, \varphi) \gg 1\)); say \(0 < e < \frac{1}{10}\).

Using \[\text{[5.3]}\] we may assume
\[
w = (y, w, 0, \ldots, 0); \quad z = (y, z, 0, \ldots, 0),
\]
for some \(y \geq 0, w, z \in \mathbb{R}\). Now let \(F\) be the box
\[
F = \left[ -\frac{1}{2} \xi, \frac{1}{2} \xi \right] \times [-s, s] \times \left[ -\frac{1}{2} |z - w|, \frac{1}{2} |z - w| \right] \times \left[ -\sqrt{e} \sqrt{2} \sqrt{2} d, \sqrt{2} \right] \times \cdots \times \left[ -\sqrt{e} \sqrt{2} \sqrt{2} d, \sqrt{2} \right]
\]
d \(-3\) copies
where \(s = \frac{\xi}{10(\sqrt{e} + y)}\). We then claim that
\[
F \subset \mathcal{C} \cup \mathcal{C}' \cup e_1^\perp \cup (\mathcal{C} \cup (\mathcal{C}')).
\]
Indeed, let \(x = (x_1, \ldots, x_d)\) be an arbitrary point in \(F\). Using \(|x_3| \leq \frac{1}{2} |z - w|\) and splitting into the two cases \(zw \leq 0\) and \(zw > 0\) we check that \(\min(|x_3 - z|, |x_3 - w|) \leq \frac{1}{2} (|z| + |w|)\). Hence we have for \(\mathcal{C}' := (x_2, x_3, \ldots, x_d)\):
\[
\min(||x' - z||^2, ||x' - w||^2) < (s + y)^2 + \frac{1}{2} (|z| + |w|)^2 + \frac{1}{2} e
\leq y^2 + 2sy + s^2 + \frac{1}{2} (z^2 + w^2) + \frac{1}{2} e < \frac{1}{2} (1 + (1 - e)^2 + e) < 1,
\]
where we used \(2sy \leq \frac{1}{2} e, s^2 \leq \frac{1}{100} e\) and the fact that one of \(y^2 + z^2\) and \(y^2 + w^2\) equals \((1 - e)^2\) while both are \(< 1\). The above inequality proves that \(x \in \mathcal{C} \cup \mathcal{C}'\) whenever \(x_3 \in (0, \frac{1}{2} \xi]\). Similarly \(x \in (\mathcal{C} \cup (\mathcal{C}'))\) whenever \(x_3 \in [-\frac{1}{2} \xi, 0]\), and this completes the proof of the inclusion \[\text{[7.3]}\].

Now assume \(\Phi_0(\xi, w, z) > 0\), viz. \(p_p(\mathcal{C}) > 0\). Then by \[\text{[6.10]}\] there is some lattice \(L \in X_1(p)\) which is disjoint from \(\mathcal{C}\) and which satisfies \(L \cap e_1^\perp = \{0\}\). As noted above \(L\) must also be disjoint from \(\mathcal{C}'\) and thus also from \(-\mathcal{C}\) and \(-\mathcal{C}'\). Hence by \[\text{[7.3]}\], \(L \cap F = \{0\}\), and now Minkowski’s Theorem implies \(|F| \leq 2^d\), thus
\[
\xi s |z - w| e_{\frac{d-3}{d}} \ll 1.
\]
Note that $|z - w| = \|z - w\| \gg \varphi$. (Indeed this is obvious if $\varphi \geq \frac{\pi}{2}$, since $\|z\|, \|w\| \geq 1 - e > \frac{1}{2}$, and if $\varphi < \frac{\pi}{2}$ then $|z - w| \geq \min_{t \in \mathbb{R}} |z - tw| = \|z\| \sin \varphi \gg \varphi$.) Using this together with (7.4) and $s > \frac{\pi}{\varphi}$ we obtain $e \ll (\varphi \xi)^{-\frac{2}{2 - \varphi}}$, which is the desired bound if $\varphi \leq \frac{\pi}{2}$, since we are assuming $\varphi > \xi^{-\frac{1}{2}}$. On the other hand if $\varphi > \frac{\pi}{2}$ then we note that $y \gg \pi - \varphi$, e.g. since the area of the triangle with vertices $0, w, z$ can be expressed both as $\frac{1}{2}y|z - w| \gg y$ and as $\frac{1}{2}\|w\| |z| \sin \varphi \gg \pi - \varphi$. Hence $s \approx \min(\sqrt{\frac{\varphi}{\pi - \varphi}}, \frac{\pi}{\varphi})$ and thus (7.4) implies $e \ll \max(\xi^{-\frac{2}{\pi - \varphi}}, (\xi^{-\frac{1}{2}})^{-\frac{2}{\pi - \varphi}})$. Hence in all cases we have $e \ll s_d(\xi, \varphi)$, and this concludes the proof of the first statement in Proposition 1.9.

We now turn to the proof of the second statement of Proposition 1.9 viz. that there is a constant $c > 0$ which only depends on $d$ such that $\Phi_0(\xi, w, z) > 0$ holds whenever $e < c \cdot s_d(\xi, \varphi)$. Note that in order to prove $\Phi_0(\xi, w, z) > 0$ it suffices to construct a lattice $L \subset X_0(p)$ satisfying $L \cap \mathcal{C} = \{0, p\}$. The reason for this is that $\tilde{L} \cap \mathcal{C} = \emptyset$, and therefore $\tilde{L} \cap \mathcal{C} = \emptyset$. Finally if $\xi < \frac{\pi}{2}$ then

$$\Phi_0(\xi, w, z) > 0$$

for all $p \in \mathcal{C}$. Hence we have $\mathcal{L} \cap \mathcal{C} = \emptyset$, and in particular $\mathcal{L} \cap \mathcal{C} = \emptyset$. Let $e \equiv \varphi \equiv 0$ and $\xi \equiv 0$. Then choose

$$L' := \text{Span}_{\mathbb{Q}} \left\{ \frac{e}{\sqrt{f + y}}e_1, 3e_2, 2\sqrt{f}e_3, \ldots, 2\sqrt{f}e_{d-1} \right\} \subset \mathbb{R}^{d-1},$$

for some $\alpha > 4$. To verify that $L'$ has the required property, we consider an arbitrary non-zero lattice point $\ell = (\ell_1, \ldots, \ell_{d-1}) \in L'$ with $\ell_1 \leq 0$. If $\ell_2 \neq 0$ then $|\ell_2| \geq |\ell_2| > 3$ and thus $|\ell - z|, |\ell - w| > 1$. On the other hand if $\ell_2 = 0$ and $\ell_1 < 0$ then $\ell_1 \leq -\alpha \frac{e}{\sqrt{f + y}}$ and this gives

$$\|\ell - z\|^2 \geq (\ell_1 - y)^2 + z^2 \geq \left( y + \frac{e}{\sqrt{f + y}} \right)^2 > y^2 + z^2 + \alpha e \geq (1 - e)^2 + 4e > 1.$$  

(We used the fact that $y + \frac{e}{\sqrt{f + y}} > y^2 + \alpha e$; this is clear if $y \geq \sqrt{f}$, and if $y < \sqrt{f}$ then it follows from $\left( \frac{e}{\alpha \sqrt{f}} \right)^2 > \alpha e$. In the same way $|\ell - w| > 1$. Finally if $\ell_1 = \ell_2 = 0$ then since $\ell \neq 0$ we must have $d \geq 4$ and $\ell_j \neq 0$ for some $j \geq 3$, then $|\ell_j| \geq 2\sqrt{f}$ and thus $|\ell - z|^2 \geq y^2 + z^2 + 4\sqrt{f} \geq (1 - e)^2 + 4e > 1$ and similarly $|\ell - w|^2 > 1$. Hence $L'$ has the required property, i.e. $L'$ leads to a lattice $L \subset \mathbb{R}^d$ with $p \in L$ and $L \cap \mathcal{C} = \{0, p\}$.

Note that $\text{covol}(L) = (\xi + 2\sqrt{f})\text{covol}(L')$. Hence if $\xi \frac{2\sqrt{f}}{\alpha} \cdot 3 : (2\sqrt{f})^{d-3} < \frac{1}{4}$ then by appropriate choice of $\alpha > 4$ and $e > 0$ small we obtain $\text{covol}(L) > 1$, and thus $\Phi_0(\xi, w, z) > 0$. Also note that $\sqrt{f} + y \gg \sqrt{\xi + \pi - \varphi}$; indeed this is clear if $e \geq \frac{1}{10}$, and if $e < \frac{1}{10}$ it follows from $y \gg \pi - \varphi$ which we proved above. Combining these facts we conclude that there is a constant $c > 0$ which only depends on $d$ such that $\Phi_0(\xi, w, z) > 0$ holds whenever $\varphi > \frac{\pi}{2}$ and $e < c \max(\xi^{-\frac{2}{\pi - \varphi}}, (\xi^{-\frac{1}{2}})^{-\frac{2}{\pi - \varphi}})$. 

We now turn to the remaining case, \( \varphi \leq \frac{\pi}{2} \). First assume that \( z \neq w \) and that the triangle \( \triangle 0zw \) is acute or right. We then again write \( w, z \) as in (7.2), and choose

\[
L' := \text{Span}_\mathbb{Z}\left\{ \alpha e_1, 5(\varphi + \sqrt{c})e_2, 2\sqrt{c}e_3, \ldots, 2\sqrt{c}e_{d-1} \right\} \subset \mathbb{R}^{d-1},
\]

for some \( \alpha > 3 \). In order to prove that this \( L' \) has the required property, we first note that under the present assumptions we have

\[
(7.8) \quad \sqrt{1 - y^2} \leq 2(\varphi + \sqrt{c}) \quad \text{and} \quad y \geq 2^{-\frac{3}{2}}(1 - e).
\]

Indeed, if \( |z| \leq 2^{-\frac{1}{2}}(1 - y^2)^{\frac{1}{4}} \) then the first inequality follows from \( 1 - y^2 \leq 1 - (1 - e)^2 + z^2 < 2e + \frac{1}{2}(1 - y^2) \). On the other hand if \( |z| > 2^{-\frac{1}{2}}(1 - y^2)^{\frac{1}{4}} \) then since \( \triangle 0zw \) is acute or right we have \( \varphi \geq \varphi(e_1, z) \) and thus \( \tan \varphi \geq \frac{|z|}{y} > 2^{-\frac{1}{2}}(1 - y^2)^{\frac{1}{4}} \). If \( \varphi \geq \frac{\pi}{4} \) then we get \( \varphi \geq \frac{\pi}{4} \tan \varphi > \frac{\pi}{4}(1 - y^2) \), while if \( \varphi > \frac{\pi}{4} \) then trivially \( (1 - y^2)^{\frac{1}{4}} \leq 1 < 2\varphi \) and hence \( \triangle 0zw \) is acute or right. Hence since \( \varphi \leq \frac{\pi}{2} \), at least one of \( \varphi(e_1, z) \) and \( \varphi(e_1, w) \) must be \( \leq \frac{\pi}{4} \), and now the second inequality in (7.8) follows since \( \cos \varphi(e_1, z) = \frac{y}{\|z\|} \leq 1 - \frac{\pi}{4} \) and similarly \( \cos \varphi(e_1, w) \leq 1 - \frac{\pi}{4} \).

Now consider an arbitrary non-zero lattice point \( \ell = (\ell_1, \ldots, \ell_{d-1}) \in L' \) with \( \ell_1 \leq 0 \). If \( \ell_2 \neq 0 \) then \( |\ell_2| \geq 5(\varphi + \sqrt{c}) > \frac{5}{2}\sqrt{1 - y^2} \) and using \( |z| < \sqrt{1 - y^2} \) we get

\[
(\ell_1 - y)^2 + (\ell_2 - z)^2 \geq y^2 + \left(\frac{5}{2}\sqrt{1 - y^2}\right)^2 > 1.
\]

Similarly \( \|\ell - w\| > 1 \). On the other hand if \( \ell_2 = 0 \) and \( \ell_1 < 0 \) then \( \ell_1 \leq -\alpha e \) and hence

\[
\|\ell - z\|^2 \geq (\alpha e + y)^2 + z^2 \geq (1 - e) + 2 \alpha e + \alpha^2 e^2 > (1 - e)^2 + 2e > 1,
\]

where \( 2 \alpha e + \alpha^2 e^2 > 2e \) holds since either \( e > \frac{1}{2} \) or \( y > \frac{1}{3} \), by (7.8). Similarly \( \|\ell - w\| > 1 \) just as for (7.4). Hence \( L' \) has the required property.

On the other hand if \( \triangle 0zw \) is obtuse or \( z = w \) then we choose coordinates as follows. Using the symmetry (7.1) we may assume that the angle at \( z \) is \( \geq \frac{\pi}{4} \), and we rotate \( \Xi \) so that

\[
w = y' e_1 + we_2; \quad z = ye_1,
\]

for some \( y' \geq y \geq 0, w \in \mathbb{R} \). Now \( e = 1 - y \), and also \( |w| < \sqrt{1 - y^2} \leq \sqrt{2(1 - y')} \leq \sqrt{2e} \).

Note that (7.5) remains true for our present \( \mathbf{p} \), so long as \( \varepsilon < \frac{\pi}{2} \). Now choose

\[
L' := \text{Span}_\mathbb{Z}\left\{ \alpha e_1, 4\sqrt{c}e_2, 2\sqrt{c}e_3, \ldots, 2\sqrt{c}e_{d-1} \right\} \subset \mathbb{R}^{d-1},
\]

where \( \alpha > 1 \). Consider an arbitrary non-zero lattice point \( \ell = (\ell_1, \ldots, \ell_{d-1}) \in L' \) with \( \ell_1 \leq 0 \). If \( \ell_2 \neq 0 \) then \( |\ell_2| \geq 4\sqrt{c} \) and thus \( |\ell_2 - w| \geq (4 - \sqrt{2})\sqrt{c} > 2\sqrt{c} \) and \( \|\ell - w\|^2 \geq y^2 + (\ell_2 - w)^2 \geq (1 - e)^2 + 4e > 1 \). Also \( \|\ell - z\|^2 \geq (1 - e)^2 + 16e > 1 \). On the other hand if \( \ell_2 = 0 \) and \( \ell_1 < 0 \) then \( \ell_1 \leq -\alpha e \) and hence \( y' \geq y \geq \alpha e = 1 + (\alpha - 1)e > 1 \), thus \( \|\ell - z\| > 1 \) and \( \|\ell - w\| > 1 \) finally if \( \ell_1 = \ell_2 = 0 \) then \( \|\ell - z\| > 1 \) and \( \|\ell - w\| > 1 \) as before. Hence \( L' \) has the required property.

Note that both for (7.7) and (7.9) we have \( \text{covol}(L') \ll \alpha e^{\frac{d+1}{2}}(\varphi + \sqrt{c}) \). Hence, arguing as before, we conclude that there is a constant \( c > 0 \) which only depends on \( d \) such that

\[
\Phi_0(\xi, w, z) > 0 \text{ holds whenever } \varphi \leq \frac{\pi}{2} \text{ and } e < c \min(\xi^{-\frac{d+3}{2}}, (\varphi \xi)^{-\frac{d+3}{2}}).
\]

This concludes the proof of Proposition 1.9.

### 7.2. Bounding \( \Phi_0(\xi, w, z) \) from above.

We will now prove Theorem 1.8 viz. the bound (for \( d \geq 3 \), and with \( \varphi = \varphi(w, z) \))

\[
(7.10) \quad \Phi_0(\xi, w, z) \ll \begin{cases} 
\xi^{-2 + \frac{2}{\pi}} \min\left\{ 1, (\xi \varphi^d)^{-1 + \frac{2}{\pi(d-2)}} \right\} & \text{if } \varphi \leq \frac{\pi}{2}, \\
\xi^{-2} \min\left\{ 1, (\xi (\pi - \varphi)^{d-2})^{-1 + \frac{2}{\pi(d-2)}} \right\} & \text{if } \varphi > \frac{\pi}{2}.
\end{cases}
\]
The main idea of the proof is to use the parametrization from Section 5 and try to carefully bound the integrals arising, just as in the proof of Theorem 1.6 in Section 6.

Given \( \xi, w, z \) we may use (3.3) to see that \( \Phi_0(\xi, w, z) = p_p(\mathcal{C}) \), where \( \mathcal{C} \) is a cylinder which has radius and height both equal to \( r = \xi^{1/d} \). More specifically we may take \( \mathcal{C} \) as the interior of the convex hull of \( B_1 \) and \( B_2 \), where

\[
B_1 = \iota(rz + B_{r}^{d-1}), \quad B_2 = re_1 + B_1, \quad \text{and} \quad p = r(1, w + z).
\]

We might also assume \( z = ze_1, w = w(\cos \varphi)e_1 + w(\sin \varphi)e_2 \) for some \( z, w \in [0, 1) \). However in order to make the symmetry between \( z \) and \( w \) somewhat more explicit in our arguments, and also make the lemmas in the present section and the next more directly applicable when we will later derive an asymptotic formula for \( \Phi_0(\xi, w, z) \) in (18), we will just assume that the points \( z, w \in B_{r}^{d-1} \) satisfy the following:

\[
\begin{cases}
\text{if } \varphi \leq \frac{\pi}{2} : & \varphi(e_1, z), \varphi(e_1, w) \leq \varphi; \\
\text{if } \varphi \geq \frac{\pi}{2} : & \varphi(e_1, z) \leq \pi - \varphi, \quad \varphi(-e_1, w) \leq \pi - \varphi.
\end{cases}
\]

(We tacitly assume \( z, w \neq 0 \); this is ok in view of Proposition 1.9.) We may furthermore assume that \( r = \xi^{1/d} \geq 1 \), since otherwise the bound (7.10) is trivial.

It is convenient, as preparation for the next section, to define

\[
S_d^2 := \{ [a_1, v, u, M] \in S_d : v \cdot e_1 \geq 0 \}.
\]

Note that if \( M = n(a)a\overline{a}k \) lies in \( S_d \) but not in \( S_d^2 \), then if we set \( D = \text{diag}[-1, -1, 1, \ldots, 1] \in \Gamma \) and take \( \gamma \in \Gamma \cap N \) so that \( \gamma Dn(u)D \in \mathcal{F}_N \), we obtain \( \gamma DM \in S_d^2 \), since \( \gamma DM \) has the Iwasawa decomposition \( \gamma DM = (\gamma Dn(u)D)a(\overline{a}Dk) \), and \( e_1 Dk = -v \). Hence since \( S_d \) contains a fundamental domain for \( \Gamma \), it follows that also the subset \( S_d^2 \) contains a fundamental domain for \( \Gamma \). Now by the same argument as in Section 6 we have

\[
\Phi_0(\xi, w, z) = p_p(\mathcal{C}) \leq \sum_{k \in \mathbb{Z}^d} \nu_p(\{ M \in G_{k,p} \cap S_d^2 : \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \}) = \sum_0 + \sum_1,
\]

where \( \sum_0 \) and \( \sum_1 \) are the sums corresponding to \( k_1 = 0 \) and \( k_1 \neq 0 \), respectively, and there is a positive constant \( C \) which only depends on \( d \) such that \( a_1 > Cr \) holds for all \( M = [a_1, v, u, M] \in S_d^2 \) satisfying \( \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \). We first consider \( \sum_1 \). Note that for \( M = [v, u, M]_{k,p} \in G_{k,p} \) we have, using (2.13) and \( kM = p \),

\[
\iota(m)M = a_1^{-1} \iota(\mathbb{Z}^d M) f(v) \quad \text{and} \quad (k + \iota(m))M = p + \overline{a_1}^{-1} \iota(\mathbb{Z}^d M) f(v), \quad \forall m \in \mathbb{Z}^d.
\]

Hence \( \mathbb{Z}^d M \cap \mathcal{C} = \emptyset \) implies that the \( (d-1) \)-dimensional lattice \( a_1^{-1} \iota(\mathbb{Z}^d M) f(v) \) is disjoint from both \( \mathcal{C} \) and from \( \mathcal{C}' := p - \mathcal{C} \). Note here that \( \mathcal{C}' \) is the cylinder which is the interior of the convex hull of \( \iota(rw + B_{r}^{d-1}) \) and \( re_1 + \iota(rw + B_{r}^{d-1}) \). Mimicking now the argument in Section 6 leading up to (6.6), we get

\[
\sum_1 \leq \sum_{|k_1| < 2/C} |k_1|^{-d} \int_S \nu\left( \left\{ M \in S_{d-1} : \mathbb{Z}^d M \cap \mathbb{Z}^d \left( \mathbb{C}_v \cup \mathbb{C}_v^\perp \right) = \emptyset \right\} \right) \frac{dv}{|k_1|^d},
\]

where \( \mathbb{C}_v = \iota^{-1}(\mathcal{C} f(v)^{-1}) \) (as usual), \( \mathbb{C}_v^\perp = \iota^{-1}(\mathcal{C}' f(v)^{-1}) \), \( a_1 = k_1^{-1} (p \cdot v) \), and

\[
S = S^{(k_1)} = \{ v \in S_{d-1} : v_1 > 0, k_1^{-1}(p \cdot v) > Cr \}.
\]

Recall that \( \mathbb{C}_v \) is isometric with \( \mathcal{C} \cap v^\perp \). The following lemma gives a precise description of a certain \( (d-1) \)-dimensional cone contained in \( \mathcal{C} \cap v^\perp \); the point is that this will allow us to apply Corollary 1.4 to obtain a bound on the integrand in the right hand side of (7.14). For \( v = (v_1, \ldots, v_d) \) we write \( v' := (v_2, \ldots, v_d) \) and

\[
\omega_z := \varphi(v', z) \quad \text{and} \quad \omega_w := \varphi(v', w).
\]
Lemma 7.1. For any $\mathbf{v} \in S_{1}^{d-1}$ with $0 < v_1 < 1$, the intersection $\mathcal{C} \cap \mathbf{v}^\perp$ contains a right relatively open $(d-1)$-dimensional cone with $\mathbf{0}$ in its base, of height $r \min(1, \frac{1-|z|+\sin^2 \omega_z}{v_1}) \gg r \omega_z^2$, radius $r(1 - \|z\| + \sin^2 \omega_z)^{\frac{1}{2}} \gg r \sin \omega_z$ (thus volume $\gg r^{d-1} \omega_z^2 \sin(\omega_z)^{d-2}$), and edge ratio $\ll \min(1, \frac{1-|z|}{\sin \omega_z})$.

(We say that a cone is “right” if the line between its apex and the center of its base is orthogonal to the base. In the present section we will only use the fact that the cone has volume $\gg r^{d-1} \sin \omega_z^d$; the more detailed information in the lemma will be used later.)

Proof. After a rotation inside $\mathcal{U}(\mathbb{R}^{d-1})$ we may assume, for the proof of the present lemma, that $z = z \mathbf{e}_1$ ($0 < z < 1$), and thus $\omega_z = \varphi(\mathbf{v}', \mathbf{e}_1)$. Now $B_1 \cap \mathbf{v}^\perp$ is a $(d-2)$-dimensional ball with center

$$q = (q_1, \ldots, q_d) = r \cdot \mathcal{U} \left( \mathbf{z} - \frac{z \cos \omega_z}{\|\mathbf{v}'\|} \mathbf{v}' \right)$$

and radius $r' = r \sqrt{1 - z^2 \cos^2 \omega_z} \gg r(1 - \sin \omega_z)^{\frac{1}{2}} \gg r \sin \omega_z$. Note that the point $q + h$ lies in $\mathcal{C}$, where

$$h = (h_1, \ldots, h_d) := r \delta \left( \|\mathbf{v}'\|^2 \mathbf{e}_1 - v_1 \mathcal{U}(\mathbf{v}') \right), \quad \text{with} \quad \delta = \min \left( \frac{1}{2|\|\mathbf{v}'\||^2}, \frac{1 - z |\cos \omega_z|}{2v_1|\|\mathbf{v}'\||} \right).$$

Indeed $0 < h_1 < r$, and $q' = (q_2, \ldots, q_d)$ and $h' = (h_2, \ldots, h_d)$ satisfy

$$\left\| r \mathbf{z} - (q' + h') \right\| = r \left\| \frac{z \cos \omega_z + \delta v_1 \|\mathbf{v}'\|}{\|\mathbf{v}'\|} \mathbf{v}' \right\| \leq r \left( z |\cos \omega_z| + \frac{\delta}{2} (1 - z |\cos \omega_z|) \right) < r;$$

hence indeed $q + h \in \mathcal{C}$. Note also $q, h \in \mathbf{v}^\perp$. Hence $\mathcal{C} \cap \mathbf{v}^\perp$ contains the $(d-1)$-dimensional cone which is the relative interior of the convex hull of $B_1 \cap \mathbf{v}^\perp$ and $q + h$. Also $h$ is orthogonal to $B_1 \cap \mathbf{v}^\perp$ (since $\text{Span}\{\mathbf{e}_1, \mathbf{v}'\}$), thus the height of this cone is $\|h\| = \delta \|\mathbf{v}'\| \gg r \min(1, \frac{1 - z + \sin^2 \omega_z}{v_1})$, where we used the fact that if $\frac{1}{2|\|\mathbf{v}'\||^2} < \frac{1 - z |\cos \omega_z|}{2v_1|\|\mathbf{v}'\||}$ then $\|\mathbf{v}'\| \gg 1$.

If $\omega_z > \frac{\pi}{2}$ then we may replace $h$ in the above argument by

$$h = (h_1, \ldots, h_d) := r \|\mathbf{v}'\|^{-1} \left( \|\mathbf{v}'\|^2 \mathbf{e}_1 - v_1 \mathcal{U}(\mathbf{v}') \right).$$

We still have $0 < h_1 < r$, and $r \mathbf{z} - (q' + h') = r \frac{z \cos \omega_z + \delta v_1}{\|\mathbf{v}'\|} \mathbf{v}'$ has length $< r$ since $\cos \omega_z < 0$; hence $q + h \in \mathcal{C}$ just as before. With this choice the cone has radius $r' = r \sqrt{1 - z^2 \cos^2 \omega_z}$ as before but height $\|h\| = r$.

Finally the edge ratio of the cone is, in both cases, $\frac{r' - r \sin \omega_z}{r} \ll \min(1, \frac{1 - z}{\sin \omega_z})$. $\square$

In the same way we have that $\mathcal{C} \cap \mathbf{v}^\perp$ contains a $(d-1)$-dimensional cone of volume $\gg r^{d-1} \sin(\omega_w)$, with $\mathbf{0}$ in its base. Hence by Corollary 1.3 and using the fact that $S_{d-1}$ can be covered by a finite number of fundamental regions for $\Gamma^{(d-1)} \cap \mathbb{G}^{(d-1)}$, we get

$$\mu \left( \left\{ M \in S_{d-1} : Z^{d-1} M \cap a_1^{-1} (\mathcal{C}_\mathbf{v} \cup \mathcal{C}_{\mathbf{v}'}) = \emptyset \right\} \right) \ll \left( r \max(\sin \omega_z, \sin \omega_w) \right)^{-\frac{2d(d-2)}{d-1}}$$

whenever $a_1 > C r$.

Set $\varphi_0 := \min(\varphi, \pi - \varphi)$. This is the distance between $\|z\|^{-1} z$ and $\|\mathbf{w}\|^{-1} \mathbf{w}$ inside $S_{d-2}^{d-2}/\{\pm\}$ with its quotient metric from $S_{d-2}^{d-2}$. Similarly the distance between $\|z\|^{-1} z$ and $\|\mathbf{v}'\|^{-1} \mathbf{v}'$ is $\min(\omega_z, \pi - \omega_z)$ and the distance between $\|\mathbf{v}'\|^{-1} \mathbf{v}'$ and $\|\mathbf{w}\|^{-1} \mathbf{w}$ is $\min(\omega_w, \pi - \omega_w)$. Hence by the triangle inequality at least one of $\min(\omega_z, \pi - \omega_z)$ and $\min(\omega_w, \pi - \omega_w)$ must be $\geq \frac{1}{2} \varphi_0$, and thus $\max(\sin(\omega_z, \sin \omega_w) \geq \sin \frac{1}{2} \varphi_0$ for all $\mathbf{v} \in S_{d-1}^{d-1}$ with $\mathbf{v}' \neq \mathbf{0}$. Note also that if we parametrize $\mathbf{v}$ as in (11.10) then $|\omega - \omega_z| \leq \varphi_0$, by (7.12) and the triangle inequality in $S_{d-2}^{d-2}$. Using this latter fact whenever $2 \varphi_0 \leq \omega \leq \pi - 2 \varphi_0$ we obtain, for all $\mathbf{v} \in S_{d-1}^{d-1}$ with $\mathbf{v}' \neq \mathbf{0}$,

$$\max(\sin \omega_z, \sin \omega_w) \gg \max(\sin(\omega, \varphi_0)).$$
Hence
\[(7.22) \quad \sum_1 \leq r^{-d} \int_0^\pi \min\left\{1, \left(r \max(\sin \omega, \varphi_0) \right)^{\frac{2d(2-d)}{d-1}} \right\} \sin \omega \, d\omega.
\]
The integrand is invariant under $\omega \leftrightarrow \pi - \omega$, and furthermore the part of the integral where $\omega \in (0, \frac{\pi}{2})$ is bounded above (up to a constant which only depends on $d$) by the part where $\omega \in (\frac{\pi}{2}, \varphi_0)$. Hence
\[(7.23) \quad \sum_1 \leq r^{-d} \int_{\varphi_0/2}^{\pi/2} \min\left\{1, (r\omega)^{-\frac{2d(2-d)}{d-1-d}} \right\} \omega^{d-3} \, d\omega \leq \min\left\{r^{2-2d}, r, \frac{2d}{d-1-3d} \varphi_0^{-\frac{d+d^2}{d-1}} \right\}.
\]

In the case when $\varphi$ near $\pi$ we can do better, and in fact we have
\[(7.24) \quad \sum_1 \leq r^{\frac{2d}{d-3d}} \text{ whenever } \varphi \geq \frac{\pi}{2}.
\]
To prove this, first note that $v \in S$ implies $|p \cdot v| > Cr$ and therefore since $||p|| < 3r$ there exists a constant $c_1 > 0$ which only depends on $d$ such that for all $k_1 \neq 0$ and all $v \in S = S^{(k_1)}$ we have $|\varphi(p, v) - \frac{\varphi}{2}| > 2c_1$.

Now note that (7.24) follows from (7.23) unless $r$ is large and $\varphi_0 = \pi - \varphi$ is small. Furthermore we may assume that both $||u||$ and $||z||$ are near 1, since otherwise $\Phi_0(\xi, w, z) = 0$ by Proposition 1.9. In particular, since $p = r(1, w + z)$, we may assume that $\varphi(p, e_1) < c_1$ holds. This implies $|\varphi(p, v) - \varphi(e_1, v)| < c_1$ by the triangle inequality for the geodesic metric on $S^{d-1}_t$. It follows that $|\varphi(e_1, v) - \frac{\varphi}{2}| > c_1$ (viz. $|\varphi - \frac{\varphi}{2}| > c_1$) holds for all $v \in S$. But we also have $v_1 = \cos \varpi \geq 0$ for $v \in S$; hence in fact $0 \leq \varpi < \frac{\pi}{2} - c_1$.

First consider $v \in S$ with $\omega \in [\frac{\pi}{2}, \pi)$. Writing $p : R_d \to R_{d-1}$ for the projection $(x_1, \ldots, x_d) \mapsto (x_2, \ldots, x_d)$, we note that
\[p(C \cap v^\perp) = \{x \in rz + B^{d-1} : 0 < -v_1(x \cdot v') < r\}.
\]
Recalling (4.10) and (7.16) we see that $p(C \cap v^\perp)$ is a “doubly cut ball” as in Corollary 1.5 of radius $r$ and with cut parameters $t = 1 + ||z|| \cos \omega_z$ and $t' = \min(2, t + \cos \varpi)$. (Thus if $\cos \varpi \geq 1 - ||z|| \cos \omega_z$ then $p(C \cap v^\perp)$ is a cut ball with cut ratio $t = t_1$.) Note that $p_{v^\perp}$ is a linear map $v^\perp \to R_{d-1}$ which scales volume with a factor $\cos \varpi \sim 1$; thus $v_{\varpi}$ can be mapped by a map in $G^{(d-1)}$ to a doubly cut ball of radius $\varpi$ and cut parameters $t$ and $t'$ as above.

Since $\omega \in [\frac{\pi}{2}, \pi)$ and $|\omega_z - \omega| \leq \varphi_0$ (as noted previously), and we are assuming $\varphi_0$ to be small, we may assume that we always have $\omega_z < \frac{\pi}{3}$. Thus $t < \frac{3}{2}$. We also have $t' - t \gg 1$, since $\varpi < \frac{\pi}{2} - c_1$. Hence by Corollary 1.5
\[(7.25) \quad \mu\left(M \in S_{d-1} : Z^{d-1} M \cap a_1^{-1} C_{v^\perp} = \emptyset \right) \ll r^{-2d + \frac{2d}{d-1}}
\]
whenever $a_1 > Cr$.

On the other hand if $\omega \in (0, \frac{\pi}{2})$ then we instead consider $C_{v^\perp}$. Similarly as above we find that $p(C \cap v^\perp)$ is a doubly cut ball of radius $r$ and with cut parameters $t = 1 + ||u|| \cos \omega_w$ and $t' = \max(2, t + \cos \varpi)$. Now $|\omega_w - (\pi - \omega)| = |\varphi(w', u) - \varphi(w', -e_1)| \leq \varphi(w, -e_1) \leq \varphi_0$, by (7.12), and thus we may assume that we always have $\omega_w > \frac{\pi}{3}$. We now obtain, as before,
\[(7.26) \quad \mu\left(M \in S_{d-1} : Z^{d-1} M \cap a_1^{-1} C_{v^\perp} = \emptyset \right) \ll r^{-2d + \frac{2d}{d-1}}
\]
whenever $a_1 > Cr$. Using (7.25) and (7.26) in (7.14) we obtain (7.24).

We next turn to $\sum_0$. Mimicking the argument in Section 3 we get
\[(7.27) \quad \sum_0 \ll r^{-1} \int_{Cr} \int_{C^{d-1}_p} p_{y}^{d-1} (a_1^{-1} C_{v^\perp}) d_\mu (v) a_1^{-d} da_1
\]
where $y = y(a_1, v) = a_1^{-1} \varepsilon^{-1} (p_f(v))^{-1}$ as in (5.11). Here for any fixed $a_1, v$ we have as in Section 3 using the fact that $C \cap v^\perp$ contains the $(d - 1)$-dimensional relatively open cone
with base $B_1 \cap v^\perp$ and apex $p$.

\begin{equation}
\Phi_y^{(d-1)} \left( a_1 \frac{1}{y} \mathbf{c}_v \right) \ll \left( r^d (\sin \omega_z)^{d-2} \right)^{-2 + \frac{2}{d-1}}.
\end{equation}

But note also that $\mathcal{C} \cap v^\perp$ contains the $(d - 1)$-dimensional relatively open cone with base $B_2 \cap v^\perp$ and apex 0. This cone has volume $\gg \frac{1}{y} r^{d-1} (\sin \omega_w)^{d-2}$. Hence (since $a_1 > Cr$) \textcolor{red}{a_1^{-1} \mathbf{c}_v \subset \mathbb{R}^{d-1}} contains an open cone of volume $\gg \frac{1}{y} r^{d} (\sin \omega_w)^{d-2}$ with apex 0 and with $\mathbf{y}$ in its base. Hence by Theorem 1.8 (and using the general symmetry relation $\Phi_y(y - 3) = \Phi_y(3)$),

\begin{equation}
\Phi_y^{(d-1)} \left( a_1^{-1} \frac{1}{y} \mathbf{c}_v \right) \ll \left( r^d (\sin \omega_w)^{d-2} \right)^{-2 + \frac{2}{d-1}}.
\end{equation}

Note that the map $\mathbf{v} \mapsto \Vert \mathbf{v}' \Vert^{-1} \mathbf{v}'$ is a diffeomorphism from $S_1^{d-1} \cap p^\perp$ onto $S_1^{d-2}$ whose Jacobian determinant is uniformly bounded from below by a positive constant which only depends on $d$, since $\varphi(p, e_1) < \arctan 2 < \pi$. Hence, mimicking the discussion around (7.20)--(7.23),

\begin{equation}
\sum_0 \ll r^{-d} \int_{\varphi_0/2}^{\pi/2} \min \left\{ 1, (r^d \omega^{d-2})^{-2 + \frac{2}{d-1}} \right\} \omega^{d-3} \, d\omega \ll \begin{cases} r^{-6} \log(2 + \min(r, \varphi_0^{-1})) & \text{if } d = 3 \\ r^{-2d} \min(1, (r^d \varphi_0^{-2})^{-\frac{d-1}{d}}) & \text{if } d \geq 4. \end{cases}
\end{equation}

Let us note that this bound can be slightly improved in the case $d = 3$, $\varphi > \pi - \frac{\pi}{7}$, by using the fact that for any fixed $a_1$, $\mathbf{v}$ appearing in (7.27), $\mathcal{C} \cap v^\perp$ contains the relative interior of the convex hull of $B_1 \cap v^\perp$ and $B_2 \cap v^\perp$. If $d = 3$ then this convex hull is a quadrilateral with two parallel sides which have distance $\geq r$ from each other, and lengths $2r \sqrt{1 - \Vert \omega \Vert^2 \cos^2 \omega_z} \geq 2r \sin \omega_z$ and $2 \sqrt{1 - \Vert \omega \Vert^2 \cos^2 \omega_w} \geq 2r \sin \omega_w$. The following lemma is a simple consequence of the explicit formula for $\Phi_0$ in dimension 2.

**Lemma 7.2.** Let $\mathcal{C} \subset \mathbb{R}^2$ be the interior of a quadrilateral with two parallel sides $s_1, s_2$, such that $0 \in s_1$. Let $p$ be a point on $s_2$ such that $m_1 \cdot (m_2 - p) \geq 0$, where $m_1, m_2$ are the respective midpoints of $s_1, s_2$. Assume furthermore that $h \ell > 2$, where $h$ is the height of $\mathcal{C}$ (viz. the distance between the two lines containing $s_1$ and $s_2$) and $\ell$ is the length of the shortest of the two sides $s_1, s_2$. Then $p_{p}(\mathcal{C}) = 0$.

**Proof.** Because of the symmetry relation $p_{p}(\mathcal{C}) = p_{p}(\mathcal{C} - \mathcal{C})$ we may without loss of generality assume that $\ell$ is the length of $s_1$. Now there is a subsegment $s'_2 \subset s_2$ of length $\ell$ and with midpoint $m'_2$ such that $m_2 - p$ and $m'_2 - p$ have the same direction (or one is zero), and thus $m_1 \cdot (m'_2 - p) \geq 0$. Let $\mathcal{C}'$ be the parallelogram which is the interior of the convex hull of $s_1$ and $s'_2$. Then $\mathcal{C}' \subset \mathcal{C}$ and thus $p_{p}(\mathcal{C}) \leq p_{p}(\mathcal{C}')$. By (7.25) we have $p_{p}(\mathcal{C}') = \Phi_0(\frac{1}{2} |\mathcal{C}'|, w, z)$ for some $w, z \in [-1, 1]$ with $wz \leq 0$. Also $|\mathcal{C}'| = h\ell > 2$. Now $p_{p}(\mathcal{C}) = p_{p}(\mathcal{C}') = 0$ follows from the fact that $\Phi_0(\xi, w, z) = 0$ whenever $\xi > 1$ and $wz \leq 0$, by (1.25). \hfill $\square$

Now to carry through our argument for $d = 3$, $\varphi > \pi - \frac{\pi}{10}$ it is convenient to make the specific choices $z = (z, 0)$, $w = w(\cos \varphi, \sin \varphi)$ $(0 < z, w < 1)$. We parametrize $\mathbf{v}$ in (7.27) by writing $\mathbf{v}' := \Vert \mathbf{v}' \Vert^{-1} \mathbf{v}' = (\cos \omega, \sin \omega)$. Since $(-\mathbf{v})^\perp = \mathbf{v}^\perp$ we need only consider $0 < \omega < \pi$;
Proposition 7.3. Let \( F \subset \mathbb{R}^d \) be a convex set. Then
\[
m_1 = r\left(0, z - z(\cos \omega_2)\nu'\right) \quad \text{and} \quad m_2 = r\left(1, z + w(\cos \omega_w)\nu'\right);
\]
and thus
\[
r^{-2}m_1 \cdot (m_2 - p) = (z - z(\cos \omega_2)\nu') \cdot (-w + w(\cos \omega_w)\nu') = zw \sin \omega \sin(\varphi - \omega) > 0.
\]
Hence by Lemma 7.2, we have \( p_y^{(2)}(a_1^{1/2}C_v) = 0 \) for all \( a_1 > Cr \) and all \( \omega \in (0, \varphi) \) for which \( r^3 \min(\sin \omega, \sin(\varphi - \omega)) > C^{-1} \). Using \( p_y^{(2)}(a_1^{1/2}C_v) \leq 1 \) for all remaining \( \omega \in (0, \varphi) \), and \( p_y^{(2)}(a_1^{1/2}C_v) \leq r^{-3} \varphi_0^{-1} \) for all \( \omega \in [\varphi, \pi) \) (cf. (7.28) and (7.29) and note that \( \omega_w = \omega - \varphi \) when \( \omega \in [\varphi, \pi) \)) we get in (7.27):
\[
\sum_0 \ll r^{-3}(r^{-3} + \varphi_0 (r^{-3} \varphi_0^{-1})) \ll r^{-6}.
\]

Adding the bound (7.23) (improved as in (7.24) when \( \varphi \geq \frac{\pi}{2} \)) and the bound (7.30) (improved as in (7.31) when \( d = 3 \) and \( \varphi \geq \frac{\pi}{2} \)), we finally obtain (1.27). This completes the proof of Theorem 7.3.

7.3. A better bound on the contribution from \( k_1 \not= 1 \) for \( \varphi \) small. Let us fix a fundamental domain \( \mathcal{F}_d \subset S_d' \) for \( \Gamma \setminus G \). Replacing \( S_d' \) with \( \mathcal{F}_d \) in (7.13), and arguing as before (6.4), we get an equality
\[
\Phi_0(\xi, w, z) = \sum_{k \in \mathbb{Z}^d} \nu_p(\{M \in G_{k, p} \cap \mathcal{F}_d : \mathbb{Z}^d M \cap C = \emptyset\}).
\]

To prepare for the derivation in (18) of an asymptotic formula for \( \Phi_0(\xi, w, z) \) for \( \varphi \) small and \( \xi \to \infty \), we give in this section some further bounds on the various contributions in the sum in (7.32), which fit naturally in the present discussion.

Our first result says that for \( \varphi \) small, the contribution from all terms with \( k_1 \not= 1 \) in (7.32) (or in (7.13)) is of strictly lower order of magnitude than the right hand side of (1.27), and furthermore if \( \xi \frac{d}{\varphi^2} \max(1 - ||z||, 1 - ||w||) \) is sufficiently large then these terms in fact vanish!

**Proposition 7.3.** Let \( B_1, B_2, p, w, z \) be as in (7.11), (7.12), with \( \varphi \leq \frac{\pi}{2} \), and let \( C \) be the the interior of the convex hull of \( B_1 \) and \( B_2 \), as before. Then the contribution from all terms with \( k_1 \not= 1 \) in (7.32) is
\[
\ll \begin{cases} 
\xi^{-2} \log(2 + \min(\xi, \varphi^{-1})) & \text{if } d = 3 \\
\xi^{-2} \min(1, (\xi \varphi^{-d})^{-\frac{d-1}{d}}) & \text{if } d \geq 4.
\end{cases}
\]
Furthermore there is a constant \( c > 0 \) which only depends on \( d \) such that if either \( 1 - ||z|| \) or \( 1 - ||w|| \) is \( \geq c \xi^{-\frac{d}{\varphi^2}} \), then all terms with \( k_1 \not= 1 \) in (7.32) vanish.

We stress that for the proposition to be valid it is crucial that we assume \( \mathcal{F}_d \subset S_d' \), viz. \( v_1 > 0 \) for all \( [a_1, v, u, M] \in \mathcal{F}_d \).

We will need the following variant of (a part of) Corollary 1.14.

**Lemma 7.4.** Assume \( d \geq 2, r > h > 0 \) and \( A > 0 \). Let \( C \subset \mathbb{R}^d \) be a right open cone of height \( h \) whose base is a \((d - 1)\)-dimensional ball of radius \( r \) containing \( 0 \) in its relative interior. Then
\[
\mu\left(\{M = n(u) a(a) k \in S_d : a_1 > A, \mathbb{Z}^d M \cap C = \emptyset\}\right) \ll A^{-d} \min(1, (Ahr^{-d-2})^{-\frac{d-1}{d}}).
\]
In fact the left hand side of (7.34) vanishes unless the edge ratio of \( C \) is \( e \ll (Ahr^{-d-2})^{-\frac{d}{2}} \).

**Proof.** After applying an appropriate rotation \( M_0 \in SO(d) \) we may assume \( C \) is the interior of the convex hull of \( B \) and \( p \), where
\[
B = te_2 + i(B_{r^2}^{-1}) \quad \text{and} \quad p = he_1 + te_2, \quad \text{for some } 0 \leq t < r.
\]
(We keep $M_0 \in \text{SO}(d)$ in order that the map $M \mapsto MM_0$ leaves “$a_1$” invariant; this is the reason why we require $\mathcal{C}$ to be a right cone from start.) Mimicking the proof of Proposition 7.3 we obtain that the left hand side of (7.34) is

$$\ll \int_{S^{d-1}} \int_{\mathbb{R}^d} p^{(d-1)}(a_1^{-1} \mathbf{c}_v) \frac{da_1}{a_1^{d+1}} dv.$$ 

This is of course $\ll \int_{\mathbb{R}^d} a_1^{-d-1} \mathbf{c}_v \ll A^{-d}$, and this suffices to prove (7.34) when $d = 2$. Next, if $d \geq 3$ then by a small modification of the proof of Lemma 6.1 we see that for any $v$ as in (4.10) with $\varpi, \omega \in (0, \pi)$, $\mathcal{C}_v$ contains a $(d - 1)$-dimensional cone of volume $\gg \frac{h}{\sqrt{r + h^2}} d^{d-1}(\sin \omega)^d \gg hr^{-2}(\sin \omega)^d$, the base of which contains $0$. Hence we conclude that the left hand side of (7.34) vanishes. (Note that we do not get any better bound by using (1.2) in dimension $d - 1$,

$$\ll \int_0^{\pi/2} \min(1, A^{-1} r^{-2} \omega^{-d} \omega^{-d} \omega \frac{da_1}{a_1^{d+1}}),$$ 

and this leads to the bound in (7.34). (Note that we do not get any better bound by using Corollary 1.4 in place of (1.2).)

We next prove the statement about vanishing. For $d = 2$ one notes that $\mathcal{C}_v$ is a line segment of length $\gg ch$ for all $v \in S^{d-1} \setminus \{ \pm e_1 \}$, and hence if $Aeh$ is sufficiently large then $p^{(1)}(a_1 \mathcal{C}_v) = 0$ for all $a_1 > A$ and all $v \in S^{d-1} \setminus \{ \pm e_1 \}$, and hence the left hand side of (7.34) vanishes. Next assume $d \geq 3$. Note that for any $v \in S^{d-1} \setminus \{ \pm e_1 \}$, as in (4.10) with $\varpi, \omega \in (0, \pi)$, the intersection $\mathcal{C} \cap v^\perp$ contains a $(d - 1)$-dimensional cone of radius $r' \gg r(e + \sin^2 \omega)^2$, height $h' \geq \frac{h}{\sqrt{r + h^2}} (r - t \cos \omega) \gg h(e + \sin^2 \omega)$, and edge ratio $e' \ll \min(1, \frac{1}{\sin \omega})$. Thus if $a_1 > A$

$$e' |a_1^{-1} \mathbf{c}_v| \frac{2}{\pi^2} \gg e' (Ahr^{-2}(e + \sin^2 \omega)^2 \frac{2}{\pi^2} \gg r(d-2)^2 h^{-2} \omega \frac{2}{\pi^2} A \omega^{-2} e \max(e, \sin^2 \omega) \frac{1}{\pi^2} \geq (e \frac{2}{\pi^2} Ahr^{-2}) \frac{2}{\pi^2}.$$ 

Hence if $e \frac{2}{\pi^2} Ahr^{-2}$ is large then also $e' |a_1^{-1} \mathbf{c}_v| \frac{2}{\pi^2}$ is large, uniformly over all $a_1 \geq A$ and all $v \in S^{d-1} \setminus \{ \pm e_1 \}$, and by Corollary 1.4 (in dimension $d - 1$) this forces $p^{(d-1)}(a_1^{-1} \mathcal{C}_v) = 0$ for all these $a_1, v$, which means that the left hand side of (7.34) vanishes.

\textbf{Proof of Proposition 7.3.} Let us first consider the terms with $k_1 \geq 2$ in (7.32). We now refine the argument around (7.20)–(7.22). Given $M = [v, M]_{k,p} \in G_{k,p}$, by applying (2.13) with $n = \lfloor \frac{k}{2} \rfloor$ we see that there is some $\mathbf{a} \in \mathbb{R}^{d-1}$ such that

$$\left( \lfloor \frac{k}{2} \rfloor, \mathbf{m} \right) M = \lfloor \frac{k}{2} \rfloor |a_1 v + a_1^{-1} t (0, \mathbf{a} + M \mathbf{M}) f(v), \quad \forall \mathbf{m} \in \mathbb{Z}^{d-1}.$$ 

Hence if $\mathbb{Z}^d M \cap \mathcal{C} = \emptyset$ then in particular $\mathcal{C}$ has empty intersection with $\lfloor \frac{k}{2} \rfloor |a_1 v + a_1^{-1} t (0, \mathbf{a} + \mathbb{Z}^{d-1} \mathbf{M}) f(v)$. The latter is a $(d - 1)$-dimensional lattice inside the hyperplane $\lfloor \frac{k}{2} \rfloor |a_1 v + v^\perp$, and because of $a_1 = k_1^{-1} (p \cdot v)$ this hyperplane contains the point $tv$ where $t := k_1^{-1} \lfloor \frac{k}{2} \rfloor$. Note that $\frac{1}{2} \leq t \leq \frac{1}{2}$ since $k_1 \geq 2$. Now there is an absolute constant $c > 0$ such that $\|tw - (1 - c)z\| < 1 - c$ for all $z, w \in B_1^{d-1}$ with $\varphi(z, w) \leq \frac{1}{2}$ and all $\frac{1}{2} \leq t \leq \frac{1}{2}$; hence, if we take $c \leq \frac{1}{4}$, we necessarily have $tp \in B_1^{d-1} \cap \mathcal{C}$. Hence if $\mathbb{Z}^d M \cap \mathcal{C} = \emptyset$ then $a_1^{-1} t \mathbb{Z}^{d-1} \mathbf{M}$ must have empty intersection with a certain ball of radius $cr$, and thus using $a_1 > Cr$ and Lemma 2.7 (and $M \in F_\mathcal{A}$) we conclude that $a_1 \geq C'r \frac{1}{\pi^2}$, where $C'$ is a positive constant which only depends on $d$. Hence the contribution from $k_1 \geq 2$ in (7.32) is,
by mimicking the argument in Section 6 leading up to (6.9):

(7.35) \[ \ll \sum_{2 \leq k_1 \leq 2/C} k_1^{d-1} \int_S \mu \left( \left\{ M \in S_{d-1} : g_1 \geq C' r^{d-1}, \mathbb{Z}^{d-1} \cap a_1^{d-1} (\mathcal{C}_v \cup \mathcal{C}_w) = \emptyset \right\} \right) \frac{dv}{(k_1 r)^2}, \]

where \( S = S^{(k_1)} \) is as in (7.15), and \( a_1 = k_1^{-1} (p \cdot v) \) as before (thus \( a_1 > C r \) for all \( v \in S^{(k_1)} \)). Now by Lemma 7.3 \( \mathcal{C} \cap v^\perp \) contains a right relatively open \((d-1)\)-dimensional cone with \( 0 \) in its base, of radius \( r' \), height \( h' \) and edge ratio \( e' \) satisfying

(7.36) \[ r' \gg r(1 - z + \sin^2 \omega_z)^{\frac{1}{2}}, \quad h' \gg r(1 - z + \sin^2 \omega_z), \quad e' = \min(1, \frac{1 - z}{\sin^2 \omega_z}), \]

where we write \( z = \| z \| \). We may also assume \( h' \leq r' \), so that Lemma 7.3 applies; for if \( h' > r' \) then we may shrink the cone by decreasing \( h' \) until \( h' = r' \); the bounds (7.36) remain true. Now \( a_1^{d-1} \mathcal{C}_v \) has radius \( a_1^{d-1} r' \) and height \( a_1^{d-1} h' \), and by Lemma 7.3, applied with \( A = C' r^{d-2} \) and with \( d - 1 \) in place of \( d \), it follows that (for \( v \in S \setminus \{ e_1 \} \)) the integrand in (7.35) vanishes whenever the product

\[ \min\left(1, \frac{1 - z}{\sin^2 \omega_z}\right)^{\frac{d-1}{2}} \frac{1}{r^{d-1} + \frac{(d-2)d}{d-1}} \left(1 - z + \sin^2 \omega_z\right)^{\frac{d-2}{2}} \]

is larger than a certain constant which only depends on \( d \). The last expression is seen to be \( \ll r^d (1 - z)^{\frac{d-2}{2}} = \xi(1 - \| z \|) \frac{d}{\sin \omega_z} \), independently of \( \omega_z \); hence we conclude that (7.35) vanishes whenever \( \xi(1 - \| z \|) \frac{d}{\sin \omega_z} \) is sufficiently large. Similarly, using \( \mathcal{C}_v' \) in place of \( \mathcal{C}_v \), one proves that (7.35) vanishes whenever \( \xi(1 - \| w \|) \frac{d}{\sin \omega_w} \) is sufficiently large. Furthermore, Lemma 7.3 also implies (using just \( r' \gg r \sin^2 \omega_z \) and \( h' \gg r \sin^2 \omega_z \), and the corresponding result for \( \mathcal{C}' \cap v^\perp \)) for general \( z, w \) (with \( \varphi \leq \frac{\pi}{2} \)), (7.35) is

(7.37) \[ \ll r^{d-1} \int_{S_{d-1}} \min\left(1, \left( r^d \max(\sin \omega_z, \sin \omega_w)^{d-1} \right)^{\frac{2}{d-1}} \right) \frac{dv}{\int_0^{\pi/2} r^{d-3} \omega^{d-3} d\omega \ll r^{3d + \frac{2d}{d-1}} \int_0^{\pi/2} \omega^{3 + \frac{2}{d-1}}}. \]

Now by (7.21) we have \( \max(\sin \omega_z, \sin \omega_w) \gg \sin \omega \); thus the above is

(7.38) \[ \ll r^{d-1} \int_0^{\pi/2} r^{d-3} \min\left(1, (r^d \omega^{d-1})^{\frac{1}{2}} \right) \omega^{d-3} d\omega \ll r^{3d + \frac{2d}{d-1}} \int_0^{\pi/2} \omega^{3 + \frac{2}{d-1}}. \]

Hence we have now proved the desired vanishing and the desired bound for all the terms with \( k_1 \geq 2 \) in (7.32).

We next consider the terms with \( k_1 \leq -1 \). We will again refine the argument around (7.20)–(7.22). Note that if \( v \in S^{(k_1)} \) for some \( k_1 \leq -1 \) then \( p \cdot v < 0 \) and \( v_1 > 0 \); hence \( (z + w) \cdot v' < 0 \), viz. \( \varphi(z + w, v') > \frac{\pi}{2} \). By Proposition 1.9 we may assume \( z, w \) to be close to 1 without loss of generality; hence since \( \varphi = \varphi(z, w) \leq \frac{\pi}{2} \) there exists an absolute constant \( c > 0 \) such that \( \varphi(z + w, z) \leq \frac{\pi}{2} - c \) and \( \varphi(z + w, w) \leq \frac{\pi}{2} - c \). It follows that

\[ \frac{\pi}{2} - c < \varphi(z + w, z) \leq \varphi(z + w, z) + \varphi(z, v') \leq \frac{\pi}{2} - c + \omega_z, \]

viz. \( \omega_z > c \). Similarly \( \omega_w > c \). Hence by Lemma 7.3 \( \mathcal{C} \cap v^\perp \) contains a relatively open \((d-1)\)-dimensional cone of volume \( \gg r^{d-1}(\sin \omega_z)^{d-2} \) with \( 0 \) in its base, and \( \mathcal{C}' \cap v^\perp \) contains a relatively open \((d-1)\)-dimensional cone of volume \( \gg r^{d-1}(\sin \omega_w)^{d-2} \) with \( 0 \) in its base. Hence by Corollary 1.4 we have

(7.39) \[ \mu \left( \left\{ M \in S_{d-1} : \mathbb{Z}^{d-1} \cap a_1^{d-1} (\mathcal{C}_v \cup \mathcal{C}_w') = \emptyset \right\} \right) \ll \left( r^d \max(\sin \omega_z, \sin \omega_w)^{d-2} \right)^{\frac{2(d-2)}{d-1}} \]

whenever \( a_1 > C r \). Using this improvement of (7.21) and the same type of argument as in (7.22), (7.23), we obtain that the contribution from all terms with \( k_1 \leq -1 \) in (7.32) is
bounded by exactly the same integral as in (7.30), i.e., this contribution is

\[
(7.40) \quad \ll \begin{cases} \rho^{-6} \log(2 + \min(r, \varphi^{-1})) & \text{if } d = 3 \\ \rho^{-2d} \min(1, (r^d \varphi^{-d-2})^{-1/2}) & \text{if } d \geq 4, \end{cases}
\]

which agrees with (7.33). To prove the statement about vanishing we note that the \((d - 1)\)-dimensional cone inside \(C \cap v^\perp\) provided by Lemma 7.1 in fact has volume \(\gg r^{d-1}(1 + z \sin \omega z)^{\frac{d-1}{2}}\); also the edge ratio is \(\propto \min(1, \frac{1}{\sin \omega z})\), and hence from Corollary 1.4 it follows that for any \(k_1 \leq -1\) the integrand in (7.13) vanishes if the product

\[
(7.41) \quad \min(1, \frac{1-z}{\sin \omega z})^{\frac{d-1}{2}} r^d (1 - z + \sin \omega z)^{\frac{d-1}{2}}
\]

is larger than a certain constant which only depends on \(d\). This product is \(\gg (1 - z)^{\frac{d-1}{2}}\). Hence all terms with \(k_1 \leq -1\) in (7.32) vanish whenever \((1 - \|z\|)^{\frac{d-1}{2}}\) is sufficiently large. Similarly, using \(C'_v\) in place of \(C_v\), we see that this vanishing statement also holds whenever \((1 - \|w\|)^{\frac{d-1}{2}}\) is sufficiently large.

It now only remains to consider the terms with \(k_1 = 0\). The contribution from these terms has already been proved to satisfy the bound (7.33), cf. (7.30). To prove the desired vanishing we note that the \((d - 1)\)-dimensional cone inside \(C \cap v^\perp\) used in the proof of (7.30) in fact has volume \(\gg r^{d-1}(1 - z + \sin \omega z)^{\frac{d-1}{2}}\), since the base \(B_1 \cap v^\perp\) has radius \(\gg r(1 - z + \sin \omega z)^{\frac{1}{2}}\) just as in the proof of Lemma 7.1. Also the edge ratio is \(\propto \min(1, \frac{1}{\sin \omega z})\), and hence by Corollary 1.4 it follows that the integrand in (7.27) vanishes if the product in (7.41) is sufficiently large. Hence we have \(\sum_0 = 0\) whenever \((1 - \|z\|)^{\frac{d-1}{2}}\) is sufficiently large; and similarly we also have \(\sum_0 = 0\) whenever \((1 - \|w\|)^{\frac{d-1}{2}}\) is sufficiently large.

We next give a bound which shows that when considering the contribution for \(k_1 = 1\) in (7.32), we may restrict the range of \(v\) in \(M = [a_1, v, u, M]\) somewhat, at the cost of an error satisfying the same bound as in Proposition 7.3.

**Proposition 7.5.** Take notation as in Section 7.2, assume \(\varphi \leq \frac{\pi}{2}\), and keep \(k_1 = 1\), so that \(a_1 = p \cdot v\). Let \(C' > 1\) be an arbitrary constant, and set

\[
\Delta = \left\{ v \in S^{d-1}_1 : p \cdot v > C' \right\}.
\]

Then

\[
\left( \int_{\Delta} \mu^{\prime} \left( \left\{ M \in S_{d-1} : Z^{d-1}_{M \cap a_1^{\perp}} (C_v \cup C'_u) = \emptyset \right\} \right) \right) \frac{dv}{|p \cdot v|^d} \ll \begin{cases} \xi^{-2} \log(2 + \min(\xi, \varphi^{-1})) & \text{if } d = 3 \\ \xi^{-2} \min(1, (\xi \varphi^{d-2})^{-\frac{d-3}{d-1}}) & \text{if } d \geq 4, \end{cases}
\]

where the implied constant depends only on \(d\) and \(C'\).

The proof depends on the following lemma.

**Lemma 7.6.** For every \(v \in \Delta^0\) with \(\omega_z \geq \frac{1}{8} \varphi\), \(C \cap v\) contains a \((d - 1)\)-dimensional cone of volume \(\gg r^{d-1}(\sin \omega_z)^{d-2}\) with \(0\) in its base. (The implied constant depends only on \(d\) and \(C'\).)

**Proof.** We may assume \(\omega_z < \frac{1}{10}\), since the claim otherwise follows from Lemma 7.1. Now \(v \in \Delta^0\) and \(\omega_z \geq \frac{1}{8} \varphi\) imply \(0 \leq v_1 \leq C'(\varphi + \omega^2) \leq C''(2 \omega_z + \omega_z + \varphi)^2 \leq 25 C' \omega_z^2\). Now to construct our cone we rotate temporarily, as in the proof of Lemma 7.1, to the situation where \(z = ze_1\) for some \(0 < z < 1\); thus \(\omega_z = \varphi (v', e_1)\). Fix \(0 < c < 1\) so small that
cos α + 25C′α^2 < 1 for all α ∈ (0, 1/4]. Now \( B_1 \cap v^⊥ \) is a \((d - 2)\)-dimensional ball with center \( q \) as in (7.17) and radius \( r' > r \sin \omega_z \). Instead of (7.18) we set

\[
h = (h_1, \ldots, h_d) := cr'\|v'\|^{-1}(\|v'\|^2e_1 - v_1\nu(v')).
\]

Indeed this gives \( 0 < h_1 < r \) and

\[
\|rz - (q' + h')\| = r\|z\cos \omega_z + cv_1\|v'\| = r(z\cos \omega_z + cv_1) < r(\cos \omega_z + 25C'\omega_z^2) \leq r,
\]

by our choice of \( c \); hence \( q + h \in \mathcal{C} \). The desired conclusion now follows as in the proof of Lemma 7.4.

Proof of Proposition 7.5. For every \( v \in \Delta^\circ \) it follows from Lemma 7.6 and its analogue for \( w \) that at least one of \( \mathcal{C} \cap v \) or \( \mathcal{C}' \cap v \) contains a \((d - 1)\)-dimensional cone of volume \( > r^d - 1 \) max(\( \sin \omega_z, \sin \omega_w \))\(^{d-2} \) with \( \mathbf{0} \) in its base. Indeed this is direct if \( \omega_z, \omega_w \geq \frac{1}{4}\varphi \); on the other hand if \( \omega_z < \frac{1}{2}\varphi \) then by the triangle inequality in \( S_1^\circ \) we have \( \frac{1}{2}\varphi < \omega_w < \frac{3}{4}\varphi \leq \frac{1}{4}\pi \leq \pi - \frac{1}{4}\varphi \) and thus \( \mathcal{C}' \cap v \) contains a \((d - 1)\)-dimensional cone of volume \( > r^d \) max(\( \sin \omega_z, \sin \omega_w \))\(^{d-2} \); similarly the statement also holds if \( \omega_w < \frac{1}{4}\varphi \).

Hence (7.39) holds for all \( v \in \Delta^\circ \), and integrating over \( v \) we obtain the stated bound. □

7.4. Lower bounds on \( \Phi_0(\xi, w, z) \). In this section we prove some lower bounds on \( \Phi_0(\xi, w, z) \).

Our first proposition says that the bound in Theorem 1.8 is sharp in a natural sense when \( d = 3 \). Note that for \( d = 3 \), Theorem 1.8 states that \( \Phi_0(\xi, w, z) \ll \min(\xi^{-\frac{2}{3}}, \xi^{-2}\varphi^{-2}) \), uniformly over \( \varphi \in [0, \pi] \).

Proposition 7.7. There is an absolute constant \( c > 0 \) such that, for \( d = 3 \),

(7.43)

\[
\Phi_0(\xi, w, z) \gg \min(1, \xi^{-\frac{2}{3}}, \xi^{-2}\varphi^{-2})
\]

holds whenever \( \|w\|, \|z\| \geq 1 - c \cdot s_3(\xi, \varphi) \).

The next proposition says that for general \( d \geq 3 \) the bound in Theorem 1.8 is sharp if either \( \varphi \ll \xi^{-\frac{1}{2}} \) or \( \varphi \ll \xi^{-\frac{1}{2}} \). (To see that the restrictions on \( \|w\|, \|z\| \) below are natural, note that for \( \xi \) large we have \( s_d(\xi, \varphi) \approx \xi^{-\frac{2}{3}} \) if \( \varphi \ll \xi^{-\frac{1}{3}}, \) and \( s_d(\xi, \varphi) \approx \xi^{-\frac{2}{3}} \) if \( \varphi \ll \xi^{-\frac{1}{2}} \).)

Proposition 7.8. Let \( d \geq 3 \). There is a constant \( c > 0 \) which only depends on \( d \) such that, if \( \varphi \ll cd^{-\frac{1}{2}} \) and \( \|w\|, \|z\| \geq 1 - cd^{-\frac{1}{2}} \) then

(7.44)

\[
\Phi_0(\xi, w, z) \gg \min(1, \xi^{-2\frac{d}{2}}, \xi^{-2\frac{d}{2}})
\]

whereas if \( \varphi \ll cd^{-\frac{1}{2}} \) and \( \|w\|, \|z\| \geq 1 - cd^{-\frac{1}{2}} \) then

(7.45)

\[
\Phi_0(\xi, w, z) \gg \min(1, \xi^{-2})
\]

When proving these two propositions we will again let \( \mathcal{C} \) and \( p \) be as around (7.11) (wherein \( r = \xi^{1/d} > 0 \), with \( z, w \) as in (7.12)). We start by giving some auxiliary lemmas.

Lemma 7.9. For any \( v \in S_1^\circ \) with \( \frac{9}{20} < v_1 < 1 \), the intersection \( \mathcal{C} \cap v^⊥ \) is contained in a right \((d - 1)\)-dimensional cylinder with \( \mathbf{0} \) in one of its bases, of height \( \asymp r(1 - \|z\| + \omega_z^2) \), radius \( \asymp r(1 - \|z\| + \sin^2 \omega_z)^{\frac{d}{2}} \) and edge ratio \( \asymp \min(1, \frac{1 - \|z\|}{\sin^2 \omega_z}) \).

Proof. This is similar to the proof of Lemma 7.4.

Lemma 7.10.

\[
p_p(\mathcal{C}) \gg r^{d - \int_{\{v \in S_1^\circ : v_1 > \frac{9}{20}\}} \mu\left(\left\{ M \in S_{d-1} : a_1 \leq (\frac{2}{3}r)^{\frac{d}{2}}, Z^{d-1}M \cap a_1^{\frac{1}{1-\nu}}(\mathcal{C}_v \cup \mathcal{C}_v') = \emptyset\right\}\right) dv,
\]

where \( a_1 = p \cdot v \).
Proof. Arguing as in Section 6.3 we see that (6.12) holds for our $\mathcal{C}$. Now for any $v \in S_1^{d-1}$ with $\frac{99}{100} < v_1 < 1$ we have $\|v\| < \frac{3}{20}$ and thus
$$|a_1 - r| = |p \cdot v - r| \leq r(1 - v_1) + \|w + z\| \cdot \|v\| < \frac{1}{7} r,$$
i.e. $\frac{3}{7} r < a_1 < \frac{4}{7} r$. Now the lemma will follow by arguing in the same way as in Section 6.3 (up to (6.13)), if we can only prove that $(na_1 v + v^\perp) \cap \mathcal{C} = \emptyset$ holds for all $n \in \mathbb{Z} \setminus \{0, 1\}$ and all $v \in S_1^{d-1}$ with $\frac{99}{100} < v_1 < 1$. But note that for any such $v$ and any $x \in \mathcal{C}$, we have, using $\|v\| < \frac{3}{20}$, $0 < x_1 < r$, and $\|(x_2, \ldots, x_d)\| < 2r$ and $\frac{2}{3} r < a_1 < \frac{4}{5} r$:
$$-a_1 < -\frac{3}{10} r < -2r \cdot \frac{3}{20} < x \cdot v < r + 2r \cdot \frac{3}{20} = \frac{13}{10} r < 2a_1.$$
Hence $(na_1 v + v^\perp) \cap \mathcal{C} = \emptyset$ for all $n \in \mathbb{Z} \setminus \{0, 1\}$, and we are done. \hfill $\square$

Lemma 7.11. For any fixed $w, z \in B_1^{d-1}$ the function $\Phi_0(\xi, w, z)$ is decreasing in $\xi$.

Proof. Let $0 < \xi < \xi'$ be given, and set
$$\mathcal{C} = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : 0 < x_1 < \xi, \|(x_2, \ldots, x_d) - z\| < 1\}; \quad p = (\xi, z + w);$$
$$\mathcal{C}' = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : 0 < x_1 < \xi', \|(x_2, \ldots, x_d) - z\| < 1\}; \quad p' = (\xi', z + w),$$
so that $\Phi_0(\xi, w, z) = p_p(\mathcal{C})$ and $\Phi_0(\xi', w, z) = p_{p'}(\mathcal{C}')$. Furthermore set $\alpha = \xi'^{-1} > 1$ and
$$T = \begin{pmatrix} \alpha^{-1}(1 - \alpha^{-1} - 1) & 0 \\ \alpha^{-1} & \alpha^{-1} \end{pmatrix} \in G.$$\hfill $\square$

We now claim $\mathcal{C}T \subset \mathcal{C}'$. Indeed, take an arbitrary point $x = (x_1, \ldots, x_d) \in \mathcal{C}$ and set $y = (y_1, \ldots, y_d) = xT$. Then $y_1 = \alpha x_1 \in (0, \xi')$, and
$$\|(y_2, \ldots, y_d) - z\| = \|x_1 \xi^{-1}(1 - \alpha^{-1} - 1)(w + z) + \alpha^{-1}((x_2, \ldots, x_d) - z)\|
$$
$$= \|(1 - \alpha^{-1} - 1)(x_1 \xi^{-1}w - (1 - x_1^{-1})z) + \alpha^{-1}((x_2, \ldots, x_d) - z)\|
$$
$$< (1 - \alpha^{-1} - 1) + \alpha^{-1} - 1 = 1.$$\hfill $\square$

Proof of (7.42) in Proposition 7.8. We assume from start 0 < $c < 1$, and consider some arbitrary $\xi, w, z$ with $\varphi \leq c \xi^{-1} \pi$ and $\|w\|, \|z\| \geq 1 - c \xi^{-\frac{3}{2}}$. Now for every $v \in S_1^{d-1}$ with $\frac{99}{100} < v_1 < 1$ and $\omega = \varphi(v', e_1) < cr^{-1}$ we have $\omega_z, \omega_w < 2cr^{-1}$, and hence by Lemma 7.9 $|\mathcal{C}| \ll \xi^{-3} r^{-1}$ and similarly $|\mathcal{C}'| \ll \xi^{-3} r^{-1}$. All recall from the proof of Lemma 7.10 that $a_1 = p \cdot v < \frac{4}{7} r$. Hence if $c$ is sufficiently small then $|a_1^{1/d}(\mathcal{C} \cup \mathcal{C}')| < \frac{1}{2}$ holds for all $v \in S_1^{d-1}$ with $\frac{99}{100} < v_1 < 1$ and $\omega < cr^{-1}$. Considering the contribution from these $v$ in Lemma 7.10 we obtain, if $r = \xi^{1/d}$ is sufficiently large,
$$\Phi_0(\xi, w, z) \gg r^{-d} \int_0^{cr^{-1}} \omega d\omega \gg r^{-2d+2} = \xi^{-2+\frac{3}{d}}.$$\hfill $\square$

Note also that Remark 6.1 applies to our $\mathcal{C}$, thus $\Phi_0(\xi, w, z) > \frac{1}{10}$ for all $w, z \in B_1^{d-1}$ and all $0 < \xi < 2^{-d} v_{d-1}^{-1}$, where $v_{d-1} = |B_1^{d-1}| = \frac{\pi^{d-1}}{d-1} (\frac{d-1}{4})^{d-1}$. Now (7.44) follows for all $\xi > 0$ by using the monotonicity in Lemma 7.11\hfill $\square$

We next give the proof of (7.45) in Proposition 7.8 in the case $d \geq 4$. The remaining case $d = 3$ will be treated below in the proof of Proposition 7.11.
Proof of (7.45) in Proposition 7.8 when $d \geq 4$. We have

$$\Phi_0(\xi, w, z) \gg \sum_{k' \in \mathbb{Z}^{d-1}} \nu_p \left( \{ M \in G_{(0, k'), p} \cap \mathcal{S}_d : \mathbb{Z}^d M \cap C = \emptyset \} \right)$$

$$\times \sum_{k' \in \mathbb{Z}^{d-1}} r^{-1} \int_{\mathbb{R}^{r_0}} \int_{S_{t-1}^d \cap p^+} \int_{\mathbb{R}^d} \nu_g \left( \{ M \in G_{k', y} : M \in \mathcal{S}_d, \mathbb{Z}^d M \cap C = \emptyset \} \right) du \, dp(v) \, a_1^{-d} \, da_1,$$

where in the last step we used Lemma 5.3 and in the last line $y = y(a_1, v)$ is as in (5.11), and we write $M = [a_1, v, u, M]$. Note that $C \subset \mathbb{R}^d_\pi$, and thus if $a_1 > 3r$ then $\mathcal{C} \cap (a_1 v + v^+) = \emptyset$ for all $n \in \mathbb{Z} \setminus \{0\}$. Hence, using (2.13) and (7.11), we see that the above expression is

$$\gg \sum_{k' \in \mathbb{Z}^{d-1}} r^{-d-1} \int^d_{3r} \int_{S_{t-1}^d \cap p^+} \nu_g \left( \{ M \in G_{k', y} \cap \mathcal{F}_{d-1} : a_1 \leq \frac{2}{\sqrt{3}} (3r)^{1/3} \}, \mathbb{Z}^d M \cap a_1^{1-t} C_v = \emptyset \} \right) \, dp(v) \, da_1,$$

where $\mathcal{F}_{d-1} \subset \mathcal{S}_{d-1}$ is some fixed fundamental domain for $\Gamma^{(d-1)} \setminus \mathbb{G}^{(d-1)}$. Using (6.3) in dimension $d = 1$ we get, so long as $r$ is larger than some constant which only depends on $d$,

$$\geq r^{-d-1} \int_{S_{t-1}^d \cap p^+} \int^d_{3r} \left( p_y(a_1^{1-t} \mathcal{C}_v) - \frac{1}{100} \right) \, da_1 \, dp(v).$$

Now for every $v \in S_{t-1}^d \cap p^+$ with $\omega < cr^{-1/2}$ we have $\omega_z < 2cr^{-1/2}$ and $\pi - \omega_u < 2cr^{-1/2}$, because of (7.12) and $\pi - \varphi \leq cr^{-1/2}$. Furthermore $\|w\|, \|z\| \geq 1 - cr^{-d/2}$ and hence as in the proof of Lemma 7.1 the $(d-2)$-dimensional balls $B_1 \cap v$ and $B_2 \cap v$ both have radii $\leq \epsilon^2 r^{-1}$. Since $C \cap v$ does not intersect the central axis of $C$ (provided $c$ is sufficiently small) it follows that $|a_1^{1-t} \mathcal{C}_v| \leq \frac{d-2}{2} r^{-1}$. Hence if $c$ is sufficiently small then $|a_1^{1-t} \mathcal{C}_v| < \frac{1}{2}$ for all $v \in S_{t-1}^d \cap p^+$ with $\omega < cr^{-1/2}$ and all $a_1 \in (3r, 4r)$, and since $d - 1 \geq 3$ and $\mathbb{R} y \cap a_1^{1-t} \mathcal{C}_v = (0, 1)y$, the argument in Remark 6.1 applies to give $p_y(a_1^{1-t} \mathcal{C}_v) > \frac{1}{10}$. Considering the contribution from these $v$ in (7.40) we get

$$\Phi_0(\xi, w, z) \gg r^{-d} \int^{cr^{-1/2}} \omega^{-d-3} d\omega \gg r^{-2d} = \xi^{-2}.$$

This has been proved for all sufficiently large $\xi$; the case of smaller $\xi$ is treated as in the proof of (7.44). \qed

Proof of Proposition 7.7. We will prove that there exists an absolute constant $0 < c < 1$ such that if $\xi$ is sufficiently large and if $\|w\|, \|z\| \geq 1 - c \cdot s_3(\xi, \varphi)$, then (7.43) holds. This suffices, since the case of smaller $\xi$ can then be treated as in the proof of (7.44). We will successively impose conditions on $c$ being sufficiently small.

Let us fix the choice $z = (z, 0)$ and $w = w(\cos \varphi, \sin \varphi)$ in (7.11), with $\varphi \in [0, \pi]$ and $z, w \in (0, 1)$. We write

$$v = (\cos z, \sin z \cos \omega, \sin z \sin \omega),$$

where we will keep $z \in (0, \frac{1}{10})$ (thus $\frac{99}{100} < v_1 < 1$) and $\omega \in (0, \pi)$. Hence $\omega_z = \omega$ and $\omega_w = |\varphi - \omega|$. Let us also write $t = \max(1 - w, 1 - z)$. Thus we are assuming $t \leq c \cdot s_3(\xi, \varphi)$. As a variant of Lemma 7.9 one proves that, for any $v \in S_{t-1}^d$ with $z \in (0, \frac{1}{10})$ and $\omega \in (0, \pi)$, the union $\mathcal{C}_v \cup \mathcal{C}_w$ is contained in some right 2-dimensional cylinder (viz. a rectangle) with $0$ in one of its bases, which has height $r(t + \omega^2 + \omega_w^2)$, radius $r(t^2 + \sin \omega_z + \sin \omega_w)$, and edge ratio $\min(1, \max(\frac{1-w}{\sin \omega_z}, \frac{1-w}{\sin \omega_w}))$ if $\omega \geq \varphi$, otherwise edge ratio $1$.
Let us first assume $0 \leq \varphi \leq \frac{\pi}{2}$. By (7.44) in Proposition 7.8 there is an absolute constant $c_1 > 0$ such that, provided $c$ is sufficiently small, $\Phi_0(\xi, \mathbf{w}, \mathbf{z}) \gg \xi^{-\frac{4}{3}}$ holds whenever $\varphi \leq c_1 \xi^{-\frac{1}{3}}$ (since $t \leq c \cdot s_3(\xi, \varphi) \leq c \xi^{-\frac{2}{3}}$). Hence we may now assume $c_1 \xi^{-\frac{1}{3}} < \varphi \leq \frac{\pi}{2}$. Then

$$t \leq c \cdot s_3(\xi, \varphi) \leq c(\varphi)^{-1} < cc_1^{-3} \varphi^2. \tag{7.47}$$

Let us consider the contribution in Lemma 7.10 from $\mathbf{v}$ with $\varphi \in (0, \frac{1}{10})$ and $\varphi \in (\frac{4}{5} \varphi, \frac{3}{5} \varphi)$. For any such $\mathbf{v}$ we have $\sin \omega_z \asymp \omega_z \asymp \sin \omega_w \asymp \omega_w \asymp \varphi$, and thus (using also (7.47)) $\mathcal{C}_w \cup \mathcal{C}_v'$ is contained in a rectangle of base $\asymp r \varphi$, height $\asymp r \varphi^2$ and edge ratio $\asymp t \varphi^{-2}$. Recall from the proof of Lemma 7.10 that $a_1 = p \cdot \mathbf{v} \asymp r$; hence $|a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v')| \asymp \xi \varphi^3 > c_1^3$. Now Corollary 1.4 gives, using (7.47) and provided that $c$ is sufficiently small: $p^{(2)}(a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v')) \asymp (\xi \varphi^3)^{-1}$. On the other hand $\mu(\{ M \in \mathcal{S}_2 : a_1 > (\frac{2}{5} r)^{\frac{3}{2}} \}) \asymp r^{-3} = \xi^{-1}$ (cf. the proof of Lemma 2.4). Hence without keeping explicit track of implied constants, our usual subtraction argument cannot be carried through unless $\varphi$ is sufficiently small. As a simple way to remedy this, note that we may fix an absolute constant $c_2 > 1$ such that $\mu(\{ M \in \mathcal{S}_2 : a_1 > c_2 (\frac{2}{5} r)^{\frac{3}{2}} \}) < \frac{1}{4} p^{(2)}(a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v'))$ holds for all $\xi, \mathbf{w}, \mathbf{z}, \mathbf{v}$ which we are currently considering. Let

$$S_3(K) := \left\{ (u,a_0,a) : u \in \mathcal{F}_N, 0 < a_2 \leq K a_1, 0 < a_3 \leq \frac{3}{\sqrt{3}} a_2, k \in \text{SO}(d) \right\}$$

(thus $S_3 = S_3(\frac{3}{\sqrt{3}} a_2)$, cf. (2.60)); then for any $K > 0$ the set $S_3(K)$ is contained in a finite union of fundamental regions for $X_1 (5)$. Using this fact with $K = c_2$ in the proof of Lemma 7.10 it follows that

$$p_p(\mathcal{C}) \gg \xi^{-1} \int_{v \in \mathcal{S}_3} \mu(\{ M \in \mathcal{S}_2 : a_1 \leq c_2 (\frac{2}{5} r)^{\frac{3}{2}}, Z^2 M \cap a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v') = \emptyset \}) \, dv$$

$$\gg \xi^{-1} \int_{\frac{3}{10}}^{\frac{1}{4}} \int_{\frac{3}{5} \varphi}^{\frac{4}{5} \varphi} \frac{1}{4} p^{(2)}(a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v')) \, d\omega (\sin \varphi) \, d\varphi \gg \xi^{-1} \int_{\frac{3}{5} \varphi}^{\frac{4}{5} \varphi} (\xi \varphi^3)^{-1} \, d\omega \asymp \xi^{-2} \varphi^{-2}, \tag{7.49}$$

as desired.

Next assume $\frac{\pi}{4} < \varphi \leq \frac{\pi}{2}$. Recall that we write $\varphi_0 = \pi - \varphi$. First note that if $c$ is sufficiently small, then there is an absolute constant $c_3 \in (0, 1)$ such that if $\varphi_0 \leq c_3 \xi^{-1}$, then for any $\mathbf{v}$ with $\varphi \in (0, \frac{1}{10})$ and $\varphi \in (\varphi_0 - c_3 \xi^{-1}, \varphi)$, $a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v')$ is contained in a rectangle of area $\leq \frac{1}{2}$ (the proof of this makes use of $t \leq c \cdot s_3(\xi, \varphi) = c \xi^{-2}$). It follows that if $\xi$ is larger than a certain absolute constant and if $\varphi_0 \leq c_3 \xi^{-1}$, then

$$p_p(\mathcal{C}) \gg \xi^{-1} \int_{\frac{1}{4}}^{\varphi} \frac{1}{4} d\omega \gg \xi^{-2}. $$

Hence we may now assume $\frac{\pi}{4} < \varphi < \pi - c_3 \xi^{-1}$. Then

$$t \leq c \cdot s_3(\xi, \varphi) \leq cc_3^{-1} \varphi_0 \xi^{-1} \ll cc_3^{-2} \varphi_0^{-2}. \tag{7.50}$$

Now consider the set of $\mathbf{v}$ with $\varphi \in (0, \frac{1}{10})$ and $\varphi \in (\pi - \frac{1}{2} \varphi_0, \pi - \frac{1}{2} \varphi_0)$. For any such $\mathbf{v}$ we have $\omega_z \asymp 1$ and $\sin \omega_z \asymp \sin \omega_w \asymp \omega_w \asymp \varphi_0$, and thus (using also (7.50)) $\mathcal{C}_w \cup \mathcal{C}_v'$ is contained in a rectangle of base $\asymp r \varphi_0$, height $\asymp r$ and edge ratio $\asymp t \varphi_0^{-2}$. Hence $|a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v')| \asymp \xi \varphi_0 > c_3$, and thus Corollary 1.4 gives, using (7.50) and assuming that $c$ is sufficiently small: $p^{(2)}(a_1^\frac{1}{3}(\mathcal{C}_w \cup \mathcal{C}_v')) \asymp (\xi \varphi_0)^{-1}$. Repeating the argument from (7.48), (7.49) we now obtain

$$p_p(\mathcal{C}) \gg \xi^{-1} \int_{\pi - \frac{1}{2} \varphi_0}^{\pi - \frac{1}{2} \varphi_0} (\xi \varphi_0)^{-1} \, d\omega \asymp \xi^{-2},$$

as desired. \(\square\)
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