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Abstract. The Distinguishing Coefficient (ξ) is an important parameter of Grey Relational Analysis (GRA), a flagship multi-criteria decision making (MCDM) model of Grey System Theory, an intelligent and multifaceted field developed by Chinese scientists in 1980s. However, the scholars widely assume ξ = 0.5. The current study questions this practice. Also, some scholars have argued that the variation in ξ doesn't influence the ranking of the factors through GRA. On contrary, the study demonstrates, the variation in ξ can influence the ranking. This has been shown through a case involving primary data concerning the perceived relative importance of Project Management Knowledge Areas (PMKAs). This study is significant for the analysts of uncertain systems, represented by grey or fuzzy systems, who intend to use GRA for intelligent multi-criteria decision making. It encourages ξ – driven sensitivity analysis of GRA model before interpreting the results. The study reveals, by tailoring the value of ξ a point can be achieved where the ranking obtained through GRA can be made most comparable to the other MCDM methods. For comparative analysis of the GRA based results the study deployed three other MCDM techniques; Analytic Hierarchy Process, Best Worst Method and Simple Additive Weighing.
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Introduction

Projects are collective and purposeful endeavors driven by advancing collective comprehen-
sions and interpretations of means and ends (Zavadskas et al., 2008). Project success (or
failure) contribute to the success (or failure) of corporate strategies that’s why projects are
increasingly becoming an integral unit of corporations functioning in the competitive envi-
ronments of today (Serra, 2017; Project Management Institute, 2013). With ever-increasing
competition and uncertainties, more and more organizations are handling organizational
issues on project management basis to achieve objectives at fast pace (Bakker, 2010; Winter
et al., 2006). Nowadays, project management has seen its application in various kinds of
organizations and sectors that encompasses both services and manufacturing industries (Ker-
zner, 2017, p. 2). In the past, project management was viewed as a threat to established lines
of authority and thus to traditional way of managing organizational tasks, however today it
is considered a competitive weapon to provide superior quality and services to the clients
(Kerzner, 2014). Furthermore, knowledgeable and competent project managers are usually
considered important to successes of projects (Hwang & Ng, 2013; Project Management
Institute, 2017) whose ability to balance the project constraints (time, cost, scope, quality,
risk, etc.) in achieving project deliverables/objectives is well known in literature (Mahmoudi
& Feylizadeh, 2018). Thus, in a world where rates of project failures are too high to overlook
(Serra, 2017) apprehending the mindset and priorities of these extremely important individu-
als becomes essential (Javed & Liu, 2017).

Risks, uncertainties, complexities and unpredictability are important characteristics sur-
rounding projects, project environments and project management processes (Floricel et al.,
2016; Garel, 2013; He et al., 2015; Kaganer et al., 2013; Oun et al., 2016; Salet et al., 2013; Van-
houcke, 2013). These characteristics differentiate a temporary organizational system (project)
from the permanent organizational systems (organizations) thus the application of an uncer-
tyainty theory like Grey System Theory in project management and related problems can be
argued to be an apt attempt with vast scope of applications within project management field
as the theory is well known for its ability to handle poorly understood uncertain systems
(Javed & Liu, 2017, 2019). If one closely observes the life cycle of a project, it can be easily
observed that with the conclusion of each phase of project life cycle, new uncertain condi-
tions and complexities arise that if not managed successfully can unfavourably influence
project performance. Thus, a project is a grey system in its own right (Javed & Liu, 2017), and
existence of project risk management as one of the main areas of project management phi-
losophy further strengthens this view. Therefore, the current study considers “project” a grey
system because of uncertainties associated with projects and project management processes,
and thus argues the application of Grey System Theory on the project/project management
problems an appropriate initiative.

Project Management Institute (PMI) is an important organization of project management
professionals in the United States and abroad. PMI classifies the project management knowl-
edge into 10 interwoven areas (Project Management Institute, 2013). The all-inclusiveness of
the number of the project management knowledge areas (PMKAs) can be debated yet their
significance for the success of projects is well-known (Javed & Liu, 2017). Several scholars have studied PMKAs in different industries and different perspectives/contexts. For instance, Crawford and Pollack (2007) studied nine PMKAs in their cross sectional study involving different countries, industries and application areas. Hwang and Ng (2013) summarized several PMKAs in their study involving green construction. Dumrak et al. (2017) investigated the relationship between PMKAs and sustainable outcomes in reproductive health development projects in Thailand. Oun et al. (2016) associated PMKAs to project success factors. Rocha et al. (2015) investigated PMKAs according to their relevance to project success in Portuguese construction sector. Nguyen et al. (2016) investigated PMKAs in academic/educational context. Eastham et al. (2014) ranked nine PMKAs in their study on PLM software selection model. Mesquida and Mas (2014) discussed ten PMKAs in their study on software development sector. Zwikael (2009) studied the relative importance of nine PMKAs during project planning. Review of past studies suggests that prioritization of PMKAs is an important area of research in project management research, and this information’s usefulness for project managers to effectively utilize the available resources (Zwikael, 2009) further demonstrates the importance of this topic. However, why such an important topic is overlooked by the PM-BOK® Guide further exposes the already evident weak theoretical foundation of the project management discipline (Garel, 2013; Padalkar & Gopinath, 2016).

As it is difficult to get rid of uncertainties in most of our daily activities, the scholars have proposed various approaches to identify, control, and manage such uncertainties (Liao et al., 2015). Grey System Theory is one of the promising approaches to handle uncertainty in multi-attribute and multi-objective decision-making that has seen its application in various fields including project management (Javed, 2019). The distinguishing coefficient ($\xi$) is an important parameter of Deng’s GRA model however, its significance is usually overlooked by the scholars. Literature is full of studies where the value of $\xi$ is assumed to be 0.5 without justifying its deployment. In the words of Javed et al. (2018b), “usually, the scholars suppose the value of $\xi$ to be 0.5 even though the rationale behind this supposition is not yet universally established”. Even the definition of Deng’s GRA model states $\xi \in (0, 1)$. Thus, arguing $\xi$ to be more of a dynamic parameter rather than a static parameter is established from its definition. Further, adding insult to the injury some scholars have argued that the variation in $\xi$ doesn’t vary the final order of the factors/alternatives, prioritized through GRA model. For instance, Sallehuddin et al. (2008) claimed, “based on mathematic proof, the value change of $\xi$ will only change the magnitude of the relational coefficient, but it will not change the rank of the grey relational grade”. They did not present any proof to justify this claim except one supporting reference, Jiang et al. (2002). Nevertheless, Jiang et al. (2002) simply stated, “It has been proved that the value will change the magnitude of the [grey] relational coefficients, while it will not change the ranking result”. The proof is equally missing from their study. On the other hand, Song and Shepperd (2011) stated that the variation in $\xi$ will change the absolute value of grey relational coefficients (GRCs) without affecting their ranking order whereas slight variation in the ranking order of grey relational grades (GRGs) is equally possible. In the current study a comprehensive overview of the actual situation would be demonstrated through the real-world case while comparatively analyzing the results with
that of three other MCDM methods; Analytic Hierarchy Process (AHP), Best Worst Method (BWM) and Simple Additive Weighting (SAW). While seconding Javed and Liu (2017), the current study considers “project” a grey system and aims to analyze the PMKAs in service and manufacturing sectors by recognizing the grey relations between the ten PMKAs and, then, ranking them, through the GRA and three other MCDM methods. Considering the fact that one the most pressing challenges nowadays is the selection and application of appropriate methods to guide researchers (Drouin et al., 2016) the current study deploys a set of traditional and emerging MCDM methods together to solve the problem. This makes the current study pioneer in its methodology to evaluate the ten PMKAs. Using these methods, the study strives to find out answers to the following questions.

- Which PMKA is perceived to be most and least significant for project success?
- How the results of GRA model differ when compared with that of other methods?
- How manufacturing and service industries’ rankings differ and what insights do they shed on the difference of opinions among the project management professionals from the two industries?
- How the variations in $\xi$ influence these prioritizations?
- What insight can be drawn from the variation in the ranking order, if any?
- At what value of $\xi$, the ranks obtained through the GRA model are most comparable to other MCDM methods?

The study is organized as follows. After introduction, a brief outline of the literature has been presented to make the readers familiar with the important themes of the current study. This includes defining Project Management Knowledge Areas (PMKAs) and the four MCDM methods. In the third part, research methodology has been discussed. The fourth part presents results and discussion where GRA model has been executed on various values of $\xi$. Comparative analyses with other MCDM methods have also been presented. In the fifth and last part, the study has been concluded with some recommendations for both project management professionals and grey systems analysts.

1. Overview of important themes

1.1. Grey Relational Analysis

Decision making is the primary task of all humans and the output of our all daily activities depends on the soundness of our decisions however decision making is not always easy especially when the problem and associated information contain uncertainty, vagueness or complexity (Liao et al., 2017, 2018). When decision making involves uncertainty, the approaches like fuzzy logic and grey system theory becomes natural choice (Mahmoudi et al., 2019a; Liao & Xu, 2017; Liu et al., 2017). Like fuzzy theory, grey system theory (GST) is a feasible mathematical approach for systems analysis described by imperfect information (Javed et al., 2019c). Grey Relational Analysis (GRA), also called Grey Correlation Analysis or Grey Incidence Analysis, is one of the core parts of Grey System Theory (Zhang et al., 2012). The theory has been recognized to be superior to comparable methodologies in the mathematical analysis of systems with uncertain information (Haeri & Rezaei, 2019). GRA models are one of the new alternatives to the conventional statistical methods to analyze systems (Liu...
The earliest GRA model was introduced by Professor Deng Julong in 1982 and it is still the most influential one (Liu et al., 2017; Li et al., 2011). The underline concept of GRA is to determine the extent of proximity between the data sequences by using the degree of similarity of geometric curves of the data sequences (Quartey-Papafio et al., 2019; Liu et al., 2017). GRA can be executed to expound a grey system whose physical prototype and operating mechanism are unclear (Zhang et al., 2012). GRA method has been adopted for probabilistic linguistic environment (Liang et al., 2018) and has been extended for predicting the experts’ weights as well (Liang et al., 2019). Further, the deployment of the GRA model to handle MCDM problems is also well-established (Kuo et al., 2008). The foundation of the GRA model lies on Grey Relational Grade (GRG). If $X_0 = (x_{0(1)}, x_{0(2)}, \ldots, x_{0(n)})$ and $X_i = (x_{i(1)}, x_{i(2)}, \ldots, x_{i(n)})$ are two data sequences (reference sequence and alternative sequence, respectively) then the Deng’s GRG is given by (Deng, 1989; Javed et al., 2018a)

$$
\gamma_{0i} = \gamma(X_0, X_i) = \sum_{k=1}^{n} \gamma(x_{0(k)}, x_{i(k)}) \cdot w_k,
$$

where $\gamma(x_{0(k)}, x_{i(k)})$ is the Grey Relational Coefficient (GRC) given by,

$$
\gamma(x_{0(k)}, x_{i(k)}) = \frac{\min, \min_k |x_{0(k)} - x_{i(k)}| + \xi \max, \max_k |x_{0(k)} - x_{i(k)}|}{|x_{0(k)} - x_{i(k)}| + \xi \max, \max_k |x_{0(k)} - x_{i(k)}|}.
$$

The weight $w_k$ can be replaced by $\frac{1}{n}$ when all factors are equally weighted. In the GRC formula, $\xi \in (0, 1)$ is the distinguishing coefficient of the Deng’s GRA model that adjusts the range of the comparative environment, and controls the relative differences among the grey relational coefficients associated with a problem (Wu et al., 2013). It can be varied depending on the uncertainty in the data (Javed, 2019). If the value of $\xi$ is smaller, the distinguishability between the data sequences is larger and if the value of $\xi$ is larger, the distinguishability is smaller (Abhang & Hameedullah, 2012). The distinguishing coefficient is a very interesting parameter of the model. Despite its ability to influence the grey relational ordering (the final ranking of the factors/alternatives), which will be confirmed in the succeeding sections of the current paper, the scholars usually presume its value to be 0.5 even though the logic behind this supposition is not recognized (Javed et al., 2018b) in spite of the fact that the effect of variation in $\xi$ on the variation in grey relational grade is well known (Wu & Chen, 2005).

### 1.2. Simple Additive Weighting method

Simple Additive Weighting (SAW) approach is one of the most popular and simplest approaches of multi-criteria decision making. It has been reported that SAW was developed by MacCrimmon (MacCrimmon, 1968), a consultant of RAND Corporation (Zavadskas et al., 2010). It is also called weighted sum method, weighted linear combination or scoring methods (Afshari et al., 2010; Chou et al., 2008). The SAW approach consists of two fundamental stages; first, scale/normalize the measures of all criteria (attributes) to make them comparable and then sum up the measures of all criteria for each alternative (Chou et al., 2008). The detailed steps to solve problems through SAW method can be found in Afshari et al. (2010).
1.3. Analytic Hierarchy Process

The methodology of Analytic Hierarchy Process (AHP) was put forwarded by T. L. Saaty in 1970s (Saaty, 1986). AHP involves computing through pairwise comparisons and uses the experts' judgements to extract priority scales (Saaty, 2008). It is aimed for states in which qualitative information (intuitions, feelings, and sentiments) influencing the decision process are quantified to deliver a numeric scale for ranking the options (Taha, 2014). It is an important method to solve multi-attribute decision making problems and is being used since decades to appraise and support decisions having competing and multiple criteria by prioritizing all available decision alternatives (Ahn, 2017; Khalil et al., 2016; Shabbir & Ahmad, 2016; Zahedi, 2008). AHP aids the decision makers in solving the complicated problem by disintegrating it into a multi-level hierarchic structure of objectives, attributes, sub-attributes and alternatives, and offers a scale of comparative degrees stated in dominance units to signify judgments in the form of pairwise comparisons (Xu & Liao, 2014). An interesting discussion on AHP in light of previous studies can be found in Ahmed et al. (2017). Moreover, combination of AHP and other methods such as TOPSIS has been used in many research articles (Samanlioglu et al., 2018; Shaverdi et al., 2016). In short, since its release AHP is helping people in various fields and industries in making wise decisions when decision criterions are not few.

1.4. Best/Worst Method

Best/Worst Method (BWM) is one of the recent breakthroughs in the multiple criteria decision making discipline. BWM was developed by Jafar Rezaei in 2015. BWM was developed to overcome the drawbacks of AHP in terms of abundant pairwise comparisons and insufficient consistency (Mi et al., 2019; Mi & Liao, 2019). In BWM, the most significant (best) and least significant (worst) attributes are pointed out by the decision makers followed by pairwise comparison between these criteria. Later by formulating a nonlinear maximin/mini-max problem the weights of these criteria are determined. Details, properties and calculation steps of BWM can be found in Rezaei (2015, 2016) and Salimi and Rezaei (2018).

1.5. Project Management Knowledge Areas

Project management is one of the very crucial and vastly interdisciplinary shoots of management sciences (Mahmoudi et al., 2019b). Projects, the central theme of project management, imply temporary organizations (or, initiatives) that are usually unique, time-constrained and dependent on temporarily available people (Bourgault et al., 2008; Hietajärvi & Aaltonen, 2018). Project Management Knowledge Areas (PMKAs) are the knowledge areas within project management philosophy, or the Project Management Body of Knowledge, identified by the PMBOK® Guide, an authoritative publication by Project Management Institute, USA.

There are ten PMKAs so far identified by the Guide. This guide and the knowledge areas are guiding the project managers around the world since years. As per PMBOK (Project Management Institute, 2013), the PMKAs are:
1. Project Integration Management (PIM);
2. Project Scope Management (PSM);
3. Project Time Management (PTM);
4. Project Cost Management (PCoM);
5. Project Quality Management (PQM);
6. Project Human Resource Management (PHRM);
7. Project Communications Management (PCmM);
8. Project Risk Management (PRM);
9. Project Procurement Management (PPM);
10. Project Stakeholder Management (PSHM).

For further details on each of the knowledge area the *PMBOK* Guide can be consulted.

2. Research methodology

For data collection, a workshop was organized in Lahore, the provincial capital of the most populous province of Pakistan. 104 project management related professionals were invited, but only thirty-three professionals arrived. They were from both manufacturing (PBOs) and services industries (SBOs). At the end of the workshop, after giving briefing on the important terms and definitions involved, in light of the *PMBOK Guide*, they were inquired to rate the perceived comparative significance of each PMKA for project success, as compared to other PMKAs, using 5-point likert scale, which was ranging from 1 (least important) to 5 (most important). Later, it was observed that thirty-one questionnaires were completely filled while in one questionnaire the respondent perhaps forgot to mark one item. After entering data in the MS Excel sheet, this missing value was filled using the neighbour generating method following Liu et al., 2017. Therefore, the data of thirty two respondents (N = N_{SBO} + N_{PBO} = 32) were used for data analysis. Fourteen were from PBOs (N_{PBO} = 14) and eighteen were from SBOs (N_{SBO} = 18). Since the sample was small thus the data analysis through the Grey Theory was considered suitable because, unlike statistical methods, the grey models (e.g., GRA) reportedly work well with small data sets as well and without any concern for probability distribution (Javed & Liu, 2019, 2017; Liu & Lin, 2010; Yue, 2009). Microsoft Excel was used to calculate values for all four methods. In this paper, following Javed et al. (2015), the companies from the manufacturing industries are called Product-based Organizations (PBOs) and the companies from the service industries are called Service-based Organizations (SBOs).

3. Results and discussion

In the following sections the results achieved through Deng's GRA model and other three MCDM models have been presented. The correlation between GRA based ranking and other MCDM models' based rankings have also been presented to make the comparison convenient.
3.1. Results through GRA method

The results obtained through the equally weighted Deng’s Grey Relational Analysis (GRA) method are shown in Table 1 and 2. Here mean images are the geometric means of the original responses, normalized images are the values resulting from the normalization of the mean images within 0 and 1 and the difference images are the $|x_0(k) - x_i(k)|$ while considering $X_0 = (1, 1, \ldots, 1)$.

Table 1. Estimating Grey Relational Coefficients (GRCs)

|       | Mean Images | Normalized Images | Difference Images | GRC |
|-------|-------------|-------------------|-------------------|-----|
|       | SBOs | PBOs | SBOs | PBOs | SBOs | PBOs | SBOs | PBOs |
| PCmM  | 4.3470 | 3.9681 | 0.8252 | 0.8127 | 0.1748 | 0.1873 | 0.7410 | 0.7275 |
| PCoM  | 4.5117 | 3.7829 | 1.0000 | 0.5427 | 0.0000 | 0.4573 | 1.0000 | 0.5223 |
| PHRM  | 3.8552 | 3.7655 | 0.3033 | 0.5173 | 0.6967 | 0.4827 | 0.4178 | 0.5088 |
| PIM   | 3.5694 | 3.9865 | 0.0000 | 0.8394 | 1.0000 | 0.1606 | 0.3333 | 0.7569 |
| PPM   | 3.7339 | 3.4105 | 0.1746 | 0.0000 | 0.8254 | 1.0000 | 0.3772 | 0.3333 |
| PPM   | 4.3470 | 4.0967 | 0.8252 | 1.0000 | 0.1748 | 0.0000 | 0.7410 | 1.0000 |
| PRM   | 3.5929 | 3.4974 | 0.0249 | 0.1266 | 0.9751 | 0.8734 | 0.3390 | 0.3641 |
| PSHM  | 3.7755 | 3.5269 | 0.2187 | 0.1697 | 0.7813 | 0.8303 | 0.3902 | 0.3759 |
| PSM   | 4.0276 | 3.9681 | 0.4862 | 0.8127 | 0.5138 | 0.1873 | 0.4932 | 0.7275 |
| PTM   | 4.0750 | 4.0505 | 0.5365 | 0.9327 | 0.4635 | 0.0673 | 0.5189 | 0.8814 |

Table 2. Estimating Grey Relational Grades (GRGs) and Prioritization

|       | $w_1$ GRC (PBOs) | Rank | $w_2$ GRC (SBOs) | Rank | Equally Weighted GRG* (Overall) | Rank |
|-------|------------------|------|------------------|------|--------------------------------|------|
| PCmM  | 0.36374          | 4/5  | 0.37048          | 2    | 0.73422                        | 3    |
| PCoM  | 0.26115          | 6    | 0.5              | 1    | 0.76115                        | 2    |
| PHRM  | 0.25441          | 7    | 0.2089           | 6    | 0.46331                        | 7    |
| PIM   | 0.37845          | 3    | 0.16667          | 10   | 0.54512                        | 6    |
| PPM   | 0.16667          | 10   | 0.18862          | 8    | 0.35528                        | 9    |
| PQM   | 0.50000          | 1    | 0.37048          | 2    | 0.87048                        | 1    |
| PRM   | 0.18203          | 9    | 0.16948          | 9    | 0.35151                        | 10   |
| PSHM  | 0.18793          | 8    | 0.19512          | 7    | 0.38304                        | 8    |
| PSM   | 0.36374          | 4/5  | 0.24659          | 5    | 0.61033                        | 5    |
| PTM   | 0.44072          | 2    | 0.25947          | 4    | 0.7002                         | 4    |

Notes: *Equally weighted: $w_1 = w_2 = 0.5$ at $\xi = 0.5$.

3.2. Results through AHP, SAW and BWM methods

The results obtained through the Analytic Hierarchy Process (AHP), Simple Additive Weighting (SAW) and Best Worst Method (BWM) approaches are shown in the Tables 3, 4 and 5, respectively.
Table 3. Analytic Hierarchy Process

| AHP     | Weights (PBOs) | Rank | Weights (SBOs) | Rank | Weights (Overall) | Rank |
|---------|----------------|------|----------------|------|------------------|------|
| PCmM    | 0.104279       | 4/5  | 0.109124       | 2    | 0.107043         | 2/3  |
| PCoM    | 0.09941        | 6    | 0.113259       | 1    | 0.107043         | 2/3  |
| PHRM    | 0.098953       | 7    | 0.096779       | 6    | 0.097784         | 6    |
| PIM     | 0.104761       | 3    | 0.089605       | 10   | 0.096004         | 7    |
| PPM     | 0.089624       | 10   | 0.093734       | 8    | 0.09197          | 9    |
| PQM     | 0.10766        | 1    | 0.10912        | 2    | 0.10855          | 1    |
| PRM     | 0.091908       | 9    | 0.090193       | 9    | 0.090995         | 10   |
| PSHM    | 0.092684       | 8    | 0.094779       | 7    | 0.093914         | 8    |
| PSM     | 0.104279       | 4/5  | 0.101105       | 5    | 0.102545         | 5    |
| PTM     | 0.106444       | 2    | 0.102296       | 4    | 0.104154         | 4    |

Table 4. Simple Additive Weighting

| SAW     | Weights (PBOs) | Rank | Weights (SBOs) | Rank | Weights (Overall) | Rank |
|---------|----------------|------|----------------|------|------------------|------|
| PCmM    | 0.104279       | 4/5  | 0.109125       | 2    | 0.107043         | 2/3  |
| PCoM    | 0.09941        | 6    | 0.113259       | 1    | 0.107043         | 2/3  |
| PHRM    | 0.098953       | 7    | 0.096779       | 6    | 0.097784         | 6    |
| PIM     | 0.104761       | 3    | 0.089605       | 10   | 0.096004         | 7    |
| PPM     | 0.089624       | 10   | 0.093734       | 8    | 0.09197          | 9    |
| PQM     | 0.107657       | 1    | 0.109125       | 2    | 0.108547         | 1    |
| PRM     | 0.091908       | 9    | 0.090193       | 9    | 0.090995         | 10   |
| PSHM    | 0.092684       | 8    | 0.094779       | 7    | 0.093914         | 8    |
| PSM     | 0.104279       | 4/5  | 0.101105       | 5    | 0.102545         | 5    |
| PTM     | 0.106444       | 2    | 0.102296       | 4    | 0.104154         | 4    |

Table 5. Best Worst Method

| BWM     | Weights (PBOs) | Rank | Weights (SBOs) | Rank | Weights (Overall) | Rank |
|---------|----------------|------|----------------|------|------------------|------|
| PCmM    | 0.102467       | 4/5  | 0.107037       | 2    | 0.105013         | 2/3  |
| PCoM    | 0.097683       | 6    | 0.111093       | 1    | 0.105013         | 2/3  |
| PHRM    | 0.097234       | 7    | 0.094928       | 6    | 0.09593          | 6    |
| PIM     | 0.102941       | 3    | 0.087891       | 10   | 0.094184         | 7    |
| PPM     | 0.088067       | 10   | 0.091942       | 8    | 0.090226         | 9    |
| PQM     | 0.105786       | 1    | 0.107037       | 2    | 0.106488         | 1    |
| PRM     | 0.090311       | 9    | 0.088468       | 9    | 0.08927          | 10   |
| PSHM    | 0.091074       | 8    | 0.092966       | 7    | 0.092133         | 8    |
| PSM     | 0.102467       | 4/5  | 0.099172       | 5    | 0.1006           | 5    |
| PTM     | 0.104595       | 2    | 0.100339       | 4    | 0.102179         | 4    |
3.3. Comparative analysis

The rankings produced through AHP, SAW and BWM, are exactly same with each method unable to distinguish PCmM and PCoM based on their relative importance. Thus it is difficult to distinguish which one is 2nd and 3rd important knowledge area. (1) However, only GRA model distinguished them and gave PCoM and PCmM second and third ranks respectively. Thus, it is clearly evident that the GRA model, which is better armed to handle uncertainty, clearly outperformed other three MCDM methods and its output is more helpful for decision making. (2) Also, the positions of PHRM and PIM have been interchanged in grey relational analysis. These two points differentiated the ranking obtained through GRA with that of other three MCDM methods. This difference is because of the fact that among the four MCDM methods only the GRA model is guided by a theory that incorporates uncertainty. Is it possible that a theory that can perform well under uncertainty can perform well as well when uncertainty is minimum? Fortunately, as far as GRA model is concerned just by tailoring its one parameter, the distinguishing coefficient, one can make it work like other MCDM methods. To do so, the authors changed the value of the distinguishing coefficient ($\xi$) and obtained the optimum value of the distinguishing coefficient (i.e., $0.8688759934486 = \xi_o$) at which the ranking of GRA was most comparable to the other three methods. This value can easily be obtained from any linear programming approach by iterating $\xi$ from 0 to 1 until the ranks obtained through GRA are comparable to that of other methods. At this value, both PCmM and PCoM had equal ranks, as shown in Table 6. Here it should be noted that even though the distinguishing coefficient does not influence the relative order of the grey relational coefficients however it does influence grey relational grades and their relative order (Song & Shepperd, 2011). This can be confirmed from Figures 1 and 2 as well.

|        | BWM | AHP | SAW | GRA ($\xi = \xi_o$) |
|--------|-----|-----|-----|---------------------|
| PCmM   | 4/5 | 2/3 | 2/3 | 4/5 2/3 2/3 4/5 2/3 2/3 |
| PCoM   | 6   | 1   | 2/3 | 6 1 2/3 6 1 2/3 |
| PHRM   | 7   | 6   | 6   | 7 6 6 7 6 7 |
| PIM    | 3   | 10  | 7   | 3 10 7 3 10 7 |
| PPM    | 10  | 8   | 9   | 10 8 9 10 8 9 |
| PQM    | 1   | 2/3 | 1   | 1 2/3 1 1 2/3 1 |
| PRM    | 9   | 9   | 10  | 9 9 10 9 9 10 |
| PSHM   | 8   | 7   | 8   | 8 7 8 8 7 8 |
| PSM    | 4/5 | 5   | 5   | 4/5 5 5 4/5 5 5 |
| PTM    | 2   | 4   | 4   | 2 4 4 2 4 4 |

Table 6. Comparative analysis
As can be seen from Table 6, using all four methods, for Product-based Organizations (PBOs), the following ranking (as per weights) was obtained

\[
PQM > PTM > PIM > PCmM = PSM > PCoM > PHRM > PSHM > PRM > PPM.
\]

The results reveal that for the project management professionals from manufacturing sector, Project Quality, Time and Integration Management are the most important knowledge areas whereas Project Risk and Procurement Management are viewed as least important areas.

Figure 1. The variation in Grey Relational Grade with respect to $\xi$

Figure 2. The variation in Ranking with variation in $\xi$
As can be seen from Table 6, using all four methods, for Service-based Organizations (SBOs), the following ranking (as per weights) was obtained

\[ \text{PCoM} > \text{PCmM} = \text{PQM} > \text{PTM} > \text{PHRM} > \text{PSHM} > \text{PPM} > \text{PRM} > \text{PIM}. \]

The results reveal that for the project management professionals from service sector, Project Cost, Quality and Communication, and Time Management are the most important knowledge areas whereas Project Risk and Integration Management are viewed as least important knowledge areas.

However, in overall ranking this is one variation. Overall, the following ranking was obtained, using GRA model (at \( \xi_o \)).

\[ \text{PQM} > \text{PCmM} = \text{PCoM} > \text{PTM} > \text{PSM} > \text{PIM} > \text{PHRM} > \text{PSHM} > \text{PPM} > \text{PRM}. \]

The results reveal that generally Project Quality, Communication and Cost, and Time Management are likely the four top most significant PMKAs for the Pakistani project management professionals who are more likely to overlook Project Risk and Integration Management.

Overall, the following ranking was obtained, using other three models.

\[ \text{PQM} > \text{PCmM} = \text{PCoM} > \text{PTM} > \text{PSM} > \text{PIM} > \text{PHRM} > \text{PSHM} > \text{PPM} > \text{PRM}. \]

The only difference is the interchange in the position of Project Integration and Project Human Resources Management related knowledge areas.

Here it is worth mentioning that for all values between 0 and 1 only at \( \xi_o = 0.86887559934486 \), the ranks obtained through GRA model were most comparable to that of ranks obtained through other MCDM methods. Thus, at \( \xi = \xi_o \) GRA model is most likely to behave like any other MCDM method however otherwise its ranks are likely to be different, and more acceptable to the decision-makers who consider uncertainty in the decision making. Based on the GRA model based results, the current study proposes a set of two ranks, as shown in the Table 7, and it is up to the decision-maker which ranks they choose to trust. However, in the traditional MCDM methods, all evaluation measures are precise, which is bit ideal if one weighs in the mind the real life uncertainties that are usual (Liao & Xu, 2013). Thus, considering uncertainty is better approach than foregoing it in real world problems thus the ranking obtained through the GRA model (at \( \xi = 0.5 \)) is more representative of actual situation. Here it should be noted that \( \xi_o = 0.86887559934486 \) can be calculated by varying the value of \( \xi \) from 0 to 1 and recording the turning points. The turning point where GRA based ranking is most acceptable (e.g., the most comparable to that of other MCDM methods) is the point where \( \xi_o \) lies. Here it should be noted that purpose of predicting \( \xi_o \) is not to propose another GRA model to compete with already influential Deng’s GRA model but to enrich our understanding of the behavior of GRA model and its sensitivity to \( \xi \).

In order to confirm that at \( \xi = \xi_o \) (and succeeding values) the ranking of GRA model is most comparable to the rankings obtained through other three MCDM methods, the authors decided to estimate the correlational measure. For this purpose, Absolute GRA model (Javed & Liu, 2019) was used to calculate Absolute GRG, or absolute degree of grey relation, between the two ranking orders (one by GRA model; other by other three MCDM methods). Absolute GRA model can serve as a suitable grey systems approach to determine the
correlation between two data sequences bases on their closeness (integral proximity). The
grey correlation measures thus obtained against the $\xi$ (at 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
and 0.9) are illustrated in the Figure 3. One can see that at $\xi = \xi_o$ (and succeeding values)
the ranking order obtained through Deng’s GRA model was most comparable to the ranking
orders obtained through the other methods. This is very interesting and novel insight of
Deng’s GRA model.

Table 7. The variation in GRA based ranks for $\xi = (0.5, \xi_o)$

|       | GRA ($\xi = 0.5$) |         | GRA ($\xi = \xi_o$) |
|-------|------------------|---------|---------------------|
|       | Rank (PBOs)      | Rank (SBOs) | Rank (Overall)      | Rank (PBOs) | Rank (SBOs) | Rank (Overall) |
| PCmM  | 4/5              | 2        | 3                   | 4/5         | 2/3         | 2/3            |
| PCoM  | 6                | 1        | 2                   | 6           | 1           | 2/3            |
| PHRM  | 7                | 6        | 7                   | 7           | 6           | 7              |
| PIM   | 3                | 10       | 6                   | 3           | 10          | 6              |
| PPM   | 10               | 8        | 9                   | 10          | 8           | 9              |
| PQM   | 1                | 2        | 1                   | 1           | 2/3         | 1              |
| PRM   | 9                | 9        | 10                  | 9           | 9           | 10             |
| PSHM  | 8                | 7        | 8                   | 8           | 7           | 8              |
| PSM   | 4/5              | 5        | 5                   | 4/5         | 5           | 5              |
| PTM   | 2                | 4        | 4                   | 2           | 4           | 4              |

Notes: $\xi_o = 0.86887559934486$.

![Figure 3. The variation in Grey Correlation with change in $\xi$](image)
Conclusion and recommendations

Decision making is a common activity of humans that involves taking an effective approach to rank the alternatives followed by the selection of the best alternative (Yang et al., 2017). In real-world problems, especially the problems people face in organizations or projects, complexities and uncertainties are likely to arise and cannot always be predicted beforehand (Wu et al., 2018). Complexities and uncertainties are key attributes associated with projects and their management/organizing. In fact, these factors distinguish a project from what is not a project. Grey system theory has seen a wide number of applications in various areas including project management and its flagship model, Deng's GRA model, is gaining exceeding importance in management sciences for multiple-attribute decision making and optimizations. However, its one parameter, the Distinguishing Coefficient ($\xi$), received very less attention in literature and its influence on the final ranking of the alternatives remained debatable. In the current study, GRA model has been applied on various values of $\xi$ and some interesting insights have been drawn, when the results were compared with that of SAW, AHP and BWM.

The results from all methods reveal that in manufacturing industry, project knowledge areas related to quality, time and integration are perceived to be the most important while that of risk and procurement are relatively least important. In service industry, knowledge areas related to cost, communication, quality and time are perceived to be the most important while that of risk and integration are relatively least important. However, overall, knowledge areas related to quality, communication, cost and time are most important while that of procurement and risk are relatively least important. Only the position of project integration and human resources management related knowledge areas interchanged their position in GRA and other methods. However, the supposedly underrating of project risk management was a striking finding. The study suggests that by overlooking the significance of project risk management was a striking finding. The study suggests that by overlooking the significance of project risk management was a striking finding. The study suggests that by overlooking the significance of project risk management was a striking finding.

Since the underline purpose of any MCDM method is to assist the decision-maker in making rational decisions (Mi et al., 2019) therefore it is difficult to establish the rationality of decision if the decision-making methodology did not incorporate uncertainty, which is the usual phenomenon in most real-world problems. Why a problem should be called “problem” if there isn’t any uncertainty? Most importantly, the study suggests GRA model is a better alternative to other comparable MCDM methods as its methodology inherently incorporates
uncertainty in data and by varying the value of the distinguishing coefficient ($\xi$) it enables the decision-makers to analyze the sensitivity of the final outcome (ranking). Further, if one intends to see what would be the ranking of different decision alternatives when uncertainty is minimum, which is though very unlikely in real life cases, it allows the prediction of a value of distinguishing coefficient ($\xi_o$) where the GRA model almost works like any other MCDM method, which does not incorporates uncertainty. However, the current study seconds Kuo et al. (2008) and suggests that variation in $\xi$ allows a decision maker to analyze the sensitivity of the final results of GRA model, therefore, the future scholars, who intend to deploy GRA model, should perform the sensitivity analysis as well at different values of $\xi$ rather than merely reporting results at $\xi = 0.5$.

The study seconds Kuo et al. (2008) and Song and Shepperd (2011), and argues that $\xi$ do influences the final order of decision alternatives, even though the influence is not significant. It is advised that when the decision environment surrounds uncertainty and different MCDM methods yield different “optimum” alternatives then one should resort to the alternative acceptable to the decision makers from the optimum alternatives produced by different but comparable methods. When methods are not comparable (because of robustness) then the optimum alternative provided by the more robust method should be acceptable. In the current study, AHP and BWM methods are relatively more robust than SAW method nevertheless they all were producing comparable results, which imply the problem was not complicated. Their rankings were same and each one of them could not distinguish between the second and third most important knowledge area. However, when GRA model (at $\xi = 0.5$) is applied the resulting ranking order was slightly different, even though top 5 alternatives were still comparable, and it successfully distinguished second and third knowledge areas. This also signifies the robustness of GRA among all other methods. However, since much of the ranking was comparable a decision maker may think there was no need for sensitivity analysis however in principle executing the $\xi$ – driven sensitivity analysis is an acceptable setup as it can boost the confidence in the ranking order obtained through the GRA model. If the ranking order is stable for much of the variation in $\xi$ this implies the ranking order’s stability and thus reliability. Another benefit, or insight, that one can draw from the $\xi$ – driven sensitivity analysis is that it lets the decision makers to see at which points the ranking order obtained through GRA model is most comparable to that of other methods. For instance, in the current study, at $\xi = \xi_o$ (and succeeding points), the correlation between the four ranking orders was maximum that demonstrated that at this point GRA model is going to treat the problem as a simple problem, rather than an uncertain problem, like other MCDM method in the current study. This is very novel and interesting insight and requires further explorations.
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