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Abstract
We explicitly construct global attractors of fully nonlinear parabolic equations in one spatial dimension. These attractors are decomposed as equilibria (time independent solutions) and heteroclinic orbits (solutions that converge to distinct equilibria backwards and forwards in time). In particular, we state necessary and sufficient conditions for the occurrence of heteroclinics between hyperbolic equilibria, which is accompanied by a method that computes such conditions.
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1 Main results

Consider the scalar fully nonlinear parabolic differential equation

\[ f(x, u, u_x, u_{xx}, u_t) = 0, \]  

with initial data \( u(0, x) = u_0(x) \), where \( x \in (0, \pi) \) has Neumann boundary conditions, \( f \in C^2 \). Indices abbreviate partial derivatives. We assume the parabolicity condition

\[ f_q \cdot f_r < 0, \]  

for every argument \( (x, u, p, q, r) := (x, u, x_u, x_{xx}, x_t) \). In particular, \( f_q, f_r \neq 0 \). To present the remaining hypothesis, we rewrite (1.1) in two different manners.

On one hand, we solve for the diffusion variable \( q = u_{xx} \) in terms of the other variables \( (x, u, u_x, u_t) \). Indeed, the parabolicity condition (1.2) implies \( f_q \neq 0 \), which allows us to rewrite (1.1) by the implicit function theorem as
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\[
\begin{align*}
    u_{xx} &= F(x, u, u_x, u_t),
\end{align*}
\] (1.3)

where the parabolicity condition (1.2) becomes \( F_r > 0 \) at any \((x, u, p, r) = (x, u, u_x, u_t)\), since implicit differentiation implies \( F_r = -f_r/f_q > 0 \). We note that \( F \) may not, and need not be, defined globally. We only consider \( F(x, u, p, .) \) to be defined on an open interval of \( r \), with limits \( \pm \infty \) of \( F \) at the boundaries.

Then, we split the function \( F \) into two parts: one independent of \( u_t \), and the other depending on \( u_t \). In other words, we distinguish between the diffusion part \( F^0 \) related to the equilibrium ODE, \( u_t = 0 \); and the diffusion part \( F^1 \) related to time changing solutions. Specifically, to account for equilibria, we define

\[
F^0(x, u, p) := F(x, u, p, 0),
\] (1.4)

and suppose it is well-defined. Otherwise, let \( F^0 \equiv 0 \), artificially. To distinguish the \( u_t \) dependence, define

\[
F^1(x, u, p, r) := \begin{cases} 
    F(x, u, p, r) - F^0(x, u, p) & \text{for } r \neq 0 \\
    f_r(x, u, p, 0) & \text{for } r = 0.
\end{cases}
\] (1.5)

The parabolic Eq. (1.3) can be rewritten as

\[
\begin{align*}
    u_{xx} &= F^0(x, u, u_x) + F^1(x, u, u_x, u_t)u_t.
\end{align*}
\] (1.6)

The parabolicity condition (1.2), or \( F_r > 0 \), now reads \( F^1 > 0 \). Indeed, the monotonicity condition \( F_r > 0 \) ensures \( F^1 > 0 \) at \( r = 0 \), as well as \( \text{sign}(r) = \text{sign}(F - F^0) \) for \( r \neq 0 \). In the latter case, the numerator and denominator in (1.5) have the same sign, yielding \( F^1 > 0 \) for all \( r \).

On the other hand, we solve for the evolution variable \( r = u_t \) in terms of the others \((x, u, u_x, u_{xx})\). Again, the implicit function theorem allows us to rewrite (1.1) as

\[
\begin{align*}
    u_t &= \tilde{F}(x, u, u_x, u_{xx}).
\end{align*}
\] (1.7)

We split \( F \) analogously to (1.6), i.e.,

\[
\begin{align*}
    u_t &= \tilde{F}^0(x, u, u_x) + \tilde{F}^1(x, u, u_x, u_{xx})u_{xx}
\end{align*}
\] (1.8)

where \( \tilde{F}^0, \tilde{F}^1 \) are defined similarly to (1.4),(1.5). The parabolicity condition is \( \tilde{F}^1 > 0 \).

Therefore Eq. (1.1) can be disguised as (1.4) or (1.8), and we use each splitting whenever it is more convenient. For instance, the former splitting (1.6) is nonlinear in \( u_t \), but linear in \( u_{xx} \); whereas the latter (1.8) is linear in \( u_t \), but nonlinear in \( u_{xx} \).

The Eq. (1.8) defines a local semiflow denoted by \((t, u_0) \mapsto u(t)\) in a Banach space \( X^\alpha := C^{2\alpha + \beta}([0, \pi]) \cap \{ \text{Neumann b.c.} \} \) for some \( \alpha, \beta \in (0, 1) \). Consider \( 2\alpha + \beta > 1 \) so that solutions are at least \( C^1 \). The appropriate functional setting is described in Sect. 2.1.

We suppose that the semiflow is bounded and dissipative: trajectories \( u(t) \) remain bounded, exist for all time \( t \in \mathbb{R}_+ \) and eventually enter a large ball in the phase-space...
Fig. 1 The semiflow $u(t)$ is a time $t \in \mathbb{R}^+$ action of the space $X^\alpha$ such that orbits are time-parametrized curves in $X^\alpha$ displaying the time evolution of an initial point $u_0 \in X^\alpha$. Moreover, any initial data converges to the global attractor $A_{X^\alpha}$. These hypotheses guarantee the existence of a nonempty global attractor $A \subseteq X^\alpha$ of (1.1), which is the maximal compact invariant set. Equivalently, it is the minimal set that attracts all bounded sets of $X^\alpha$, or the set of all bounded trajectories $u(t)$ in $X^\alpha$ that exist for all $t \in \mathbb{R}$. See Fig. 1. The abstract setting is accurately described in the monumental work of Uraltseva, Ladyzhenskaya and Solonnikov [56] for quasilinear equations, Henry [35] for semilinear equations, Hale, Magalhaes and Oliva [32] for a general abstract framework, Lunardi [43] for fully nonlinear equations, Babin and Vishik [3] for quasilinear equations.

To obtain boundedness and dissipativity of the semiflow, we suppose that $F$ and $\tilde{F}$ can be globally solved yielding global descriptions of the PDE (1.1) as (1.6) and (1.8), and $\tilde{F}$ satisfies the following growth conditions:

\[
\tilde{F}_q(x, u, p, q) \geq \nu(|u|), \quad \text{for all } (x, u, p, q), \quad (1.9a)
\]

\[
\tilde{F}(x, u, 0, 0) \cdot u \leq c \cdot [1 + u^2], \quad \text{for all } (x, u), \quad (1.9b)
\]

\[
|\tilde{F}_x(x, u, p, 0)| \leq \mu_2(|u|)[1 + |p|], \quad \text{for all } (x, u, p), \quad (1.9c)
\]

\[
\tilde{F}_u(x, u, p, 0) \leq \mu_1(|u|), \quad \text{for all } (x, u, p), \quad (1.9d)
\]

\[
\tilde{F}(0, 0, p, 0) \leq 0 \leq \tilde{F}(1, 0, p, 0), \quad \text{for all } |p| > K \text{ and some } K \in \mathbb{R}, \quad (1.9e)
\]

where $\nu$ is positive and continuously decreasing; and $\mu_1$ is continuously increasing. See Proposition 3.5 in [43], or Chapter 6, Section 5 in [56]. Also [3, 48]. We also need that the fractional power $\alpha > 1/2$. Note that the choice $\alpha \in (1/2, 1)$ guarantees that $2\alpha + \beta > 1$ for any $\beta \in (0, 1)$.

Next, we seek to decompose the attractor into smaller invariant sets, and describe how those sets are related within its internal dynamics. The attractor $A \subseteq X^\alpha$ has gradient dynamics, due to the existence of a Lyapunov function in [40], which generalizes the construction of Matano [46] for quasilinear equations. See also Zelenyak [60]. More precisely, there is an energy functional $E := \int_0^\pi L(x, u, u_x)dx$ that decays
according to
\[ \frac{dE}{dt} := - \int_0^\pi L_{p\bar{p}}(x, u, u_x) F^1(x, u, u_x, u_t) |u_t|^2 dx \leq 0, \]  
(1.10)
for some Lagrange function \( L \) satisfying the convexity condition \( L_{p\bar{p}} > 0 \), where \( p := u_x \), and the positive function \( F^1 > 0 \) is defined in (1.5). Therefore, the LaSalle invariance principle holds and implies that bounded solutions converge to equilibria, and any \( \omega \)-limit set consists of a single equilibrium, in case of hyperbolic equilibria. See [35, Section 4.3] and [46].

The global attractor is thereby decomposed as \( A = E \cup H \), where \( E \) denotes the set of equilibria (time independent solutions, i.e., \( u_t = 0 \)) and \( H \) stands for the set of heteroclinic orbits, i.e., a solution \( u(t) \in H \) that satisfies
\[ u_- \xrightarrow{t \to -\infty} u(t) \xrightarrow{t \to \infty} u_+, \quad \text{for some } u_{\pm} \in E. \]  
(1.11)
The task of explicitly finding equilibria and which heteroclinics occur is often called the connection problem. In particular, necessary and sufficient conditions are given in order to guarantee the occurrence of heteroclinics among two given equilibria, such as in (1.11). The global attractors of scalar unidimensional parabolic equations (1.1) are known as Sturm attractors, since the connection problem can be solved by means of nodal properties firstly discovered by Sturm [55] for the autonomous linear case, which was further rediscovered (and notably generalized) by Matano [45] for the non-autonomous semilinear case. This characterization of Sturm attractors was carried out in the semilinear context with Hamiltonian reaction term \( f(u) \) by Brunovský and Fiedler [6], in the more general reaction term \( f(x, u, u_x) \) by Fiedler and Rocha [15], and with periodic boundary conditions by Fiedler, Rocha and Wolfrum [18, 23]. The author pursued quasilinear equations in [39] and singular diffusion in [41]. Some examples can be seen in [13], and a classification of Sturm attractors of dimension 2 and 3 can be found in the respective triptychs [19–21] and [26–28].

Next, we establish the conjecture stated by Fiedler in [14] of constructing the Sturm attractors for fully nonlinear equations.

For the statement of the main theorem, we need a few definitions. An equilibrium \( u_*(x) \) is hyperbolic if the linearization of the right hand side of (1.1) at \( u_* \) has no eigenvalue in the imaginary axis; also, the number of positive eigenvalues is called the Morse index. The zero number \( z(u_*) \) denotes the number of strict sign changes of a continuous function \( u_*(x) \), which is also defined in (2.8) for time-dependent solutions. Lastly, we say that two different equilibria \( u_-, u_+ \) of (1.1) are adjacent if there does not exist an equilibrium \( u_* \) of (1.1) such that \( u_*(0) \) lies between \( u_-(0) \) and \( u_(0) \), i.e. \( u_-(0) < u_*(0) < u_(0) \) or \( u_-(0) > u_*(0) > u_(0) \), and (see Fig. 2)
\[ z(u_- - u_*) = z(u_- - u_+) = z(u_+ - u_*). \]  
(1.12)

Both the zero number and Morse index can be computed from a permutation of the equilibria, called the Fusco-Rocha Permutation, as it was done for the semilinear case in [15, 31]. We use the shooting method to explicitly find the equilibria and unravel...
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**Fig. 2** An example of continuous functions \( u_{\pm}(x) \), \( u_\ast(x) \) such that \( u_\ast \) is between \( u_{\pm} \) at \( x = 0 \), \( z(u_{-} - u_{+}) = z(u_{+} - u_{-}) = 2 \), but \( z(u_{-} - u_{+}) = 0 \). Note that the zero number of the difference of solutions counts the number of intersections of the two graphs. Thus, \( u_{-} \) and \( u_{+} \) are adjacent.

The necessary information on adjacency by means of the Fusco-Rocha permutation for the fully nonlinear case in Sect. 2.3. For such, it is required that the flow of the equilibria equation of (1.1) exists for all \( x \in [0, \pi] \).

**Theorem 1.1** Sturm Attractors for fully nonlinear PDEs. Let \( \alpha, \beta \in (0, 1) \) such that \( \alpha > 1/2 \). Consider \( f \in C^2 \) satisfying the parabolicity condition (1.2) such that \( F \) and \( \tilde{F} \) can be globally solved yielding the PDEs (1.6) and (1.8). Suppose that solutions of (1.8) generate a bounded and dissipative semiflow, which can be achieved with the sufficient conditions (1.9). Assume further that all equilibria for the Eq. (1.1) are hyperbolic. Then,

1. the global attractor \( A \) of (1.1) consists of finitely many equilibria \( \mathcal{E} \), and hetero-clinic connections \( \mathcal{H} \) between them.
2. there is a heteroclinic orbit \( u(t) \in \mathcal{H} \) that converges to distinct equilibra \( u_{\pm} \in \mathcal{E} \) as \( t \rightarrow \pm \infty \), i.e.,

\[
\begin{align*}
  u_{-} & \overset{t \rightarrow -\infty}{\longrightarrow} u(t) & \overset{t \rightarrow +\infty}{\longrightarrow} u_{+}
\end{align*}
\]

if, and only if, \( u_{-} \) and \( u_{+} \) are adjacent and \( i(u_{-}) > i(u_{+}) \).

The remaining of the paper is organized as follows. We firstly introduce the necessary background in Sect. 2.1, including the appropriate functional setting, invariant stable/unstable manifolds, the dropping lemma and two of its consequences (a comparison of zero numbers and Morse indices within invariant manifolds, and the Morse-Smale property). In Sect. 2.2, we build upon the background tools in order to establish the connection problem. In Sect. 2.3, we describe the shooting method that unravel the information on adjacency (i.e., Morse indices and zero numbers), which is encoded in a permutation of the equilibria. In Sect. 3, we provide an example of fully nonlinear equations yielding the well known Chafee-Infante attractor. Lastly, we discuss the present results and future directions in Sect. 4.

## 2 Proof of main result

### 2.1 Background

The phase-space \( X^\alpha \) lies in the space of Hölder continuous functions \( X := C^\beta([0, \pi]) \) with Hölder coefficient \( \beta \in (0, 1) \), constructed as follows. See [3, 44]. The notation
Moreover, consider the interpolation spaces recently in [9, 11, 37]. Therefore, solutions of the Eq. (1.1) define a local semiflow in dissipative for \( \alpha > 0 \), the corresponding eigenfunction, e.g. 123.

Indices are not in agreement with the dimension of each submanifold, but with the number of zeros of the equilibrium.

In particular, this settles existence and uniqueness of solutions. For qualitative properties of solutions, such as the existence of invariant manifolds of a hyperbolic equilibrium \( u_\ast \in \mathcal{E} \), one needs the spectrum of the linearization \( A_\ast \) at \( u_\ast \). Note that \( A_\ast u = \lambda u \) is a regular Sturm-Liouville problem, since the coefficients depend only on \( x \) and are all bounded. Therefore, the spectrum of \( A_\ast \) consists of non-zero real simple eigenvalues \( \lambda_k \) accumulating at \( -\infty \), and corresponding eigenfunctions \( \phi_k(x) \) which form an orthonormal basis of \( L^2 \), and thereby of \( X^\alpha \subseteq L^2 \) by inheritance of the inner product. Thus we obtain the local behavior of (2.1) nearby \( u_\ast \in \mathcal{E} \), since there is a spectral gap between pairs of eigenvalues and \( g(u) \) has small Lipschitz constant in a sufficiently small neighborhood of \( u_\ast \) in which we can cut-off the nonlinearity outside such a neighborhood.

**Proposition 2.1** Filtration of Invariant Manifolds. [1, 3, 5, 35, 44, 47]. Let \( u_\ast \in \mathcal{E} \) be a hyperbolic equilibrium of (1.1) with Morse index \( n := i(u_\ast) \). Then there exists a filtration of the unstable manifold\(^1\) according to

\[
W^u_0(u_\ast) \subset \ldots \subset W^u_{n-1}(u_\ast) = W^u(u_\ast) \tag{2.2}
\]

where each \( W^u_\ell \) is invariant and has dimension \( k + 1 \) with tangent space at \( u_\ast \) spanned by \( \phi_0, \ldots, \phi_k \) (see Fig. 3).

Analogously, there is a filtration of the stable manifold

\[
\ldots \subset W^s_{n+1}(u_\ast) \subset W^s_n(u_\ast) = W^s(u_\ast) \tag{2.3}
\]

\(^1\) Indices are not in agreement with the dimension of each submanifold, but with the number of zeros of the corresponding eigenfunction, e.g. \( \phi_k \) has \( k \) simple zeroes, whereas \( \dim W^s_k = k + 1 \).
where each $W^s_k$ is invariant and has codimension $k$ with tangent space spanned by $\phi_k, \phi_{k+1}, \ldots$. Moreover, the following linear asymptotic behavior holds true:

1. Let $u(t) \in W^u_k(\ast^u) \setminus W^u_{k-1}(\ast^u)$ with $k = 0, \ldots, i(\ast^u) - 1$, where $W^u_{-1}(\ast^u) := \emptyset$. Then,
   \[ \frac{u(t) - \ast^u}{||u(t) - \ast^u||} \xrightarrow{t \to -\infty} \pm \phi_k \text{ in } C^1. \]

2. Let $u(t)$ in $W^u_k(\ast^u) \setminus W^u_{k+1}(\ast^u)$ with $k \geq i(\ast^u)$. Then,
   \[ \frac{u(t) - \ast^u}{||u(t) - \ast^u||} \xrightarrow{t \to \infty} \pm \phi_k, \text{ in } C^1. \]

For the fully nonlinear case, the standard existence theorem of unstable manifolds only guarantees that $W^u(\ast^u)$ is locally diffeomorphic to a ball, see [44, Theorem 9.1.4]. However, for the semilinear case, one can obtain global topological properties of unstable manifolds of equations (1.1): the topological boundary of each $W^u(\ast^u)$ is not only homeomorphic to a sphere, but its interior is a ball, see [25]. This excludes Alexander horned spheres and lens spaces. Moreover, the unstable manifolds provide a cell decomposition of the global attractor $A$ as a regular CW-complex, see [24]. We believe these results still hold for the fully nonlinear case.

The conclusions of 1. and 2. regarding the asymptotic behavior in Proposition 2.1 also hold true by replacing the difference $u(t) - \ast^u$ with the tangent vector $u_t$. Indeed, both $v := u_t$ and $v := u_1 - u_2$, where $u_1, u_2$ are solutions of (1.7), satisfy a linear equation of the type

\[ v_t = a(t, x)v_{xx} + b(t, x)v_x + c(t, x)v \]

where $x \in (0, \pi)$ has Neumann boundary conditions. The coefficients $a(t, x), b(t, x), c(t, x)$ are bounded for all $(t, x) \in \mathbb{R} \times [0, \pi]$ and given by

\[ a(t, x) := \int_1^2 \bar{F}_q(x, u^x, u^x_x, u^x_{xx})ds > 0, \]
Fig. 4 Example of a function $v(t, x)$ with zeros denoted in bold. The number of zeros (in $x$) of $v(t, x)$ is two when $t = 0$, and this number decreases with time, since $v(t, x)$ has no zeros for $t > t_*$. Moreover, the function $v(t_*, x)$ has a multiple zero at $x_*$, which is when the dropping occurs

$$b(t, x) := \int_1^2 \tilde{F}_p(x, u^s, u_x^s, u_{xx}^s)ds,$$  

(2.7b)

$$c(t, x) := \int_1^2 \tilde{F}_u(x, u^s, u_x^s, u_{xx}^s)ds,$$  

(2.7c)

where $q := u_{xx}$, $p := u_x$, and $u^s := (2 - s)u_1 + (s - 1)u_2$ for $s \in [1, 2]$.

A fundamental ingredient in order to solve the connection problem are the nodal properties, i.e., the zero number of certain solutions of (1.1) is nonincreasing in time $t$, and decreases whenever a multiple zero occur. A point $(t_*, x_*)$ such that $u(t_*, x_*) = 0$ is said to be a *multiple zero* if $u_x(t_*, x_*) = 0$. Let the *zero number* $0 \leq z(u(t, .)) \leq \infty$ count the number of strict sign changes in $x$ of a $C^1$ function $u(t, x) \not\equiv 0$, for each fixed $t$. More precisely, if $x \mapsto u(t, x)$ is not of constant sign, let

$$z(u(t, .)) := \sup_k \bigg\{ \text{There is a partition } \{x_j\}_{j=1}^k \text{ of } [0, \pi] \text{ such that } u(t, x_j)u(t, x_{j+1}) < 0 \text{ for all } j = 0, \ldots, k - 1 \bigg\}.$$  

(2.8)

A function which do not change sign, $x \mapsto u(t, x) \not\equiv 0$, and we define $z(u) := 0$. For the trivial constant, $x \mapsto u(t, x) \equiv 0$, we define $z(u \equiv 0) := -1$.

**Lemma 2.2** Dropping Lemma. [2, 45, 55]. Consider a non-trivial solution $v \in C^1$ of the linear Eq. (2.6) for $t \in [0, T)$. Then, its zero number $z(v(t, .))$ satisfies

1. $z(v(t, .)) < \infty$ for any $t \in (0, T)$.
2. $z(v(t, .))$ is nonincreasing in time $t$.
3. $z(v(t, .))$ decreases at multiple zeros $(t_*, x_*)$ of $v(t, .)$ as in Fig. 4, i.e.,

$$z(v(t_* - \epsilon, .)) > z(v(t_* + \epsilon, .)), \quad \forall \text{ sufficiently small } \epsilon > 0.$$  

(2.9)

Recall that both the tangent vector $v := u_t$ and the difference $v := u_1 - u_2$ of solutions $u_1, u_2$ of the nonlinear Eq. (1.1) satisfy the linear Eq. (2.6), and thereby the proof of Lemma 2.2 for fully nonlinear equations is the same as in the semilinear case.
We can now combine the dropping lemma 2.2 and the asymptotic description in Proposition 2.1 in order to relate the zero number within invariant manifolds and the Morse indices of equilibria.

**Proposition 2.3** Zero number within Invariant Manifolds. [5]. Consider a hyperbolic equilibrium \( u^* \in E \) with Morse index \( i(u^*) \) and a solution \( u(t) \) of (1.1).

1. Let \( u(t) \in W^u(u^*) \), then \( i(u^*) > z(u(t) - u^*) \).
2. Let \( u(t) \in W^s_{loc}(u^*) \setminus \{u^*\} \), then \( z(u(t) - u^*) \geq i(u^*) \).

These results also hold by replacing \( u(t) - u^* \) with the tangent vector \( u_t \).

As a consequence of Proposition 2.3, in case of hyperbolic equilibria, the semiflow of (1.1) is Morse-Smale, i.e., the non-wandering set consists of finitely many hyperbolic equilibria, and the stable and unstable manifolds of equilibria intersect transversely (see Fig. 5).

**Theorem 2.4** Transversality. [1, 31, 36]. Consider hyperbolic equilibria \( u_\pm \in E \) with Morse indices \( i(u_\pm) \). If \( W^u(u_-) \cap W^s(u_+) \neq \emptyset \), then such intersection is transverse and \( W^u(u_-) \cap W^s(u_+) \) is an embedded submanifold of dimension \( i(u_-) - i(u_+) \).

In particular, Morse-Smale systems satisfy the following transitivity principle: if there is a heteroclinic orbit from \( u_- \) to \( u^* \) and another from \( u^* \) to \( u_+ \), then there is also a heteroclinic from \( u_- \) to \( u_+ \). This will be the main feature of Morse-Smale systems which will be used in the upcoming section.

Note that the Morse-Smale property remains true in certain cases the equilibria are not hyperbolic, as in [36]; or higher spatial dimension, generically, see [8]. We emphasize that genericity of both hyperbolicity and the Morse-Smale property have been proved for scalar unidimensional semilinear equations, which respectively imply the local and global stability of the dynamics with respect to perturbations of the system. See [4, 7, 32, 42, 49]. These genericity results should remain true for fully nonlinear equations.

### 2.2 Sturm global structure

This section abstractly constructs the attractor for the Eq. (1.1) and proves the second part of Theorem 1.1. Its proof is a consequence of four propositions. First, the cascading principle guarantees it is enough to construct only heteroclinics between equilibria with Morse index differing by 1. Second, on one direction, the blocking
Fig. 6 A heteroclinic from $u_-$ to $u_+$ exists if, and only if there is a cascade of consecutive heteroclinics among equilibria $\{e_j\}_{j=0}^4$ with Morse index differing by 1 such that $e_4 = u_-$ and $e_0 = u_+$

**principle:** certain conditions prevent the existence of a heteroclinic; whereas on the other direction, the *liberalism principle:* if heteroclinics are not forbidden, then they actually exist. Lastly, Wolfrum’s equivalence yield a relation between two notions of adjacencies: one that depends on a cascade between equilibria, and one that does not.

**Proposition 2.5** Cascading Principle. [15]. Consider two equilibria $u_\pm$ of Eq. (1.1) such that $n := i(u_-) - i(u_+) > 0$. Then the following statements are equivalent:

(i) There exists a heteroclinic orbit from $u_-$ to $u_+$ in forward time, as in (1.13).
(ii) There exists a sequence (cascade) of equilibria $\{e_j\}_{j=0}^n$ with $e_m := u_-$ and $e_o := u_+$ such that $i(e_{j+1}) = i(e_j) + 1$ and there exists a heteroclinic orbit from $e_{j+1}$ to $e_j$ in forward time for each $j = 0, \ldots, n - 1$.

The proof of Proposition 2.5 relies on nodal properties, and we refer to [15, Lema 1.5]. The implication $(ii) \rightarrow (i)$ is a special case of a transitivity principle that holds for Morse-Smale systems, due to Theorem 2.4, whereas the converse implication $(i) \rightarrow (ii)$ is not true in general and is specific of Eq. (1.1). Due to the cascading principle, it suffices to construct all heteroclinic orbits between equilibria with Morse indices differing by one see Fig. 6.

The second result provides a condition that prevents heteroclinic orbits between equilibria with Morse indices differing by one. Before we present its content, we say that two hyperbolic equilibria $e_{j+1}$ and $e_j$ of (1.1) with $i(e_{j+1}) = i(e_j) + 1$ are *blocked* if one of the following conditions holds:

1. *Morse blocking:* $z(e_{j+1} - e_j) \neq i(e_j)$;
2. *Zero number blocking:* there exists an equilibrium $u_*$ between $e_{j+1}$ and $e_j$ at $x = 0$, i.e. $e_j(0) < u_*(0) < e_{j+1}(0)$ or $e_j(0) > u_*(0) > e_{j+1}(0)$, such that

$$z(e_{j+1} - u_*) = z(e_{j+1} - e_j) = z(e_j - u_*).$$  \hspace{1cm} (2.10)

The proof of the upcoming Proposition 2.6 follows from nodal properties of solutions of (1.1); see the subsequent discussion of Definition 1.6 in [15].

**Proposition 2.6** Blocking Principle. [15]. Consider two equilibria $e_{j+1}$ and $e_j$ of (1.1) such that $i(e_{j+1}) = i(e_j) + 1$. If $e_{j+1}$ and $e_j$ are blocked, then there does not exist heteroclinic orbits from $e_{j+1}$ to $e_j$ in forward time.

The next claim is an act of liberalism: If a heteroclinic connection among two equilibria is not forbidden by the blocking law, then a connection between them exists.
Proposition 2.7 Liberalism Principle. Consider hyperbolic equilibria \( e_{j+1}, e_j \in \mathcal{E} \) of (1.1) such that \( i(e_{j+1}) = i(e_j) + 1 \). If \( e_{j+1} \) and \( e_j \) are not blocked, then there exists a heteroclinic orbit from \( e_{j+1} \) to \( e_j \) in forward time.

The proof of liberalism in Proposition 2.7 follows from an application of the Conley index theory, which can be applied due to pre-compactness of orbits; see [15, Lemma 1.7 and Section 4]. We now provide the necessary modification of their proof.

The Conley index can be applied to detect heteroclinics as follows. Construct a closed neighborhood \( N \) such that its maximal invariant subspace is the closure of the set of heteroclinics between \( u_\pm \), i.e., \( \Sigma = \{u_\pm\} \cup (W^u(u_-) \cap W^s(u_+)) \). Suppose, towards a contradiction, that there are no heteroclinics connecting \( u_- \) and \( u_+ \), i.e., \( \Sigma = \{u_-, u_+\} \). Then, the index is given by the wedge sum \( C(\Sigma) = [S^n] \vee [S^m] \), where \( n > m \) are the respective Morse index of \( u_- \) and \( u_+ \). However, if one can prove that \( C(\Sigma) = [0] \), this would yield a contradiction and there must be a connection between \( u_- \) and \( u_+ \). Note that the Morse-Smale structure excludes connection from \( u_+ \) to \( u_- \), and hence there is a connection from \( u_- \) to \( u_+ \). The two ingredients missing in the proof are the construction of an isolating neighborhood \( N \) of \( \Sigma \) and the proof that \( C(\Sigma) = [0] \).

The isolating neighborhood of \( \Sigma \) is given by \( N_\varepsilon(u_\pm) := B_\varepsilon(u_-) \cup B_\varepsilon(u_+) \cup K(u_\pm) \), where \( B_\varepsilon(u_\pm) \subseteq X^\alpha \) are \( \varepsilon \)-balls centered at \( u_\pm \) and \( K(u_\pm) \) is the closed set defined as
\[
K(u_\pm) := \left\{ u \in X \mid \begin{array}{ll}
z(u - u_-) = i(u_+) = z(u - u_+) \\
u_+(0) \leq u(0) \leq u_-(0)
\end{array} \right\}.
\] (2.11)

Note that \( N_\varepsilon(u_\pm) \) has no equilibria besides \( u_- \) and \( u_+ \) for sufficiently small \( \varepsilon > 0 \), due to hyperbolicity and the zero number blocking.

Moreover, the maximal invariant subset \( \Sigma \) of \( N_\varepsilon \) is the set of the heteroclinics from \( u_- \) to \( u_+ \) given by \( \overline{W^u(u_-)} \cap W^s(u_-) \). On one hand, since \( \Sigma \) is globally invariant, then it is contained in the attractor \( \mathcal{A} \), which consists of equilibria and heteroclinics. Since there are no other equilibria in \( N_\varepsilon(u_\pm) \) besides \( u_\pm \), then the only heteroclinics that can occur are between them. On the other hand, Theorem 2.3 implies that along a heteroclinic \( u(t) \in \mathcal{H} \) the zero number satisfies \( z'(u - u_-) = i(u_+) \) for all time, since \( i(u_-) = i(u_+) + 1 \). Therefore \( u(t) \in K(u_\pm) \) and the closure of the orbit is contained in \( N_\varepsilon(u_\pm) \). Since the closure of the heteroclinic is invariant, it must be contained in \( \Sigma \).

Lastly, it is proven that \( C(\Sigma) = [0] \) in three steps, yielding the desired contradiction. In the first step, a model is constructed displaying a saddle-node bifurcation with respect to a parameter \( \mu \in \mathbb{R} \). For \( n := z(u_+ - u_-) \in \mathbb{N} \) fixed,
\[
u_t = \nu_{\xi\xi} + \lambda_n \nu + g_n(\mu, \xi, \nu, \nu_{\xi}) \tag{2.12}
\]
where \( \xi \in [0, \pi] \) has Neumann boundary conditions, \( \lambda_n = -n^2 \) are the eigenvalues of the laplacian with respective eigenfunctions \( \cos(n\xi) \), and
\[
g_n(\mu, \xi, \nu, \nu_{\xi}) := \left( \nu^2 + \frac{1}{n^2} \nu_{\xi}^2 - \mu \right) \cos(n\xi). \tag{2.13}
\]
For $\mu > 0$, we obtain that $v_\pm = \pm \sqrt{\mu} \cos(n\xi)$ are equilibria solutions of (2.12) such that $z(v_+ - v_-) = n$, since the $n$ intersections of $v_-$ and $v_+$ will be at its $n$ zeroes. Moreover, those equilibria are hyperbolic for small $\mu > 0$, such that $i(v_+) = n + 1$ and $i(v_-) = n$, see [15].

Note that the equilibria $v_\pm$ together with their connecting orbits form an isolated set $\Sigma_\mu(v_\pm) := \overline{W^s(v_\pm) \cap W^u(v_\pm)}$ with isolating neighborhood $N_\epsilon(v_\pm)$. Since the bifurcation parameter $\mu$ can be seen as a homotopy parameter, the Conley index is the one of a point by homotopy invariance, i.e., $C(\Sigma_\mu(v_\pm)) = C(\Sigma_0(v_\pm)) = [0].$

In the second step, $v_-$ and $v_+$ are transformed respectively into $u_-$ and $u_+$. Recall $n = z(v_+ - v_-) = z(u_+ - u_-)$. Hence, choose $\xi(x)$ a smooth diffeomorphism of $[0, \pi]$ that maps the zeros of $v_-(\xi) - v_+(\xi)$ to the zeros of $u_-(x) - u_+(x)$. Therefore, the zeros of $v_-(\xi(x)) - v_+(\xi(x))$ and $u_-(x) - u_+(x)$ occur in the same points in the variable $x \in [0, \pi]$. Next consider the transformation

$$L : X \to X$$

$$v(\xi) \mapsto L(x)[v(\xi(x)) - v_-(\xi(x))] + u_-(x),$$

where $l(x)$ is defined pointwise through

$$l(x) := \begin{cases} \frac{u_+(x) - u_-(x)}{v_+(\xi(x)) - v_-(\xi(x))}, & \text{if } v_+(\xi(x)) \neq v_-(\xi(x)), \\
\frac{\partial_x(u_+(x) - u_-(x))}{\partial_x(v_+(\xi(x)) - v_-(\xi(x)))}, & \text{if } v_+(\xi(x)) = v_-(\xi(x)), 
\end{cases}$$

such that the coefficient $l(x)$ is smooth and nonzero due to the l’Hôpital rule. Hence, $L(v_-) = u_-$ and $L(v_+) = u_+$ as desired. Note that $L$ is a homeomorphism, and hence a homotopy equivalence.

Moreover, the number of intersections of functions is invariant under the map $L$, and hence $K(v_\pm)$ is mapped to $K(u_\pm)$ under $L$. Consider $w(t, x) := L(v(t, \xi))$, hence the map $L$ transforms the Eq. (2.12) into

$$w_t = \tilde{a}(x) w_{xx} + \tilde{f}(x, w, w_x) \quad (2.14)$$

where the Neumann boundary conditions are preserved, and the terms $\tilde{a}, \tilde{f}$ can be obtained from $g_n$ and the transformations $w = L(v)$ and $\xi(x)$, see [15].

Note that $v_\pm$ are mapped into $w_\pm := L(v_\pm) = u_\pm$, which are equilibria of (2.14), with same zero numbers and Morse indices as $v_\pm$ and $u_\pm$. The isolated invariant set $\Sigma_\mu(v_\pm)$ is transformed into $L(\Sigma_\mu(v_\pm)) = \Sigma_\mu(w_\pm)$, which is still isolated and invariant, with invariant neighborhood $L(N_\epsilon(v_\pm)) = N_\epsilon(w_\pm)$. Moreover, the Conley index is preserved, since $L$ is a homotopy equivalence: $C(\Sigma_\mu(v_\pm)) = C(L(\Sigma_\mu(v_\pm))) = C(\Sigma_\mu(w_\pm)).$

In the third step, we homotope the equation from $w$ to $u$, i.e., we homotope the diffusion coefficient $\tilde{a}$ and nonlinearity $\tilde{f}$ from the model (2.14) to the desired diffusion $\tilde{F}^1 \text{ and reaction } \tilde{F}^0 \text{ in the Eq. (1.8).}$ Indeed, consider the parabolic equation

$$u_t = \tilde{F}^\tau(x, u, u_x, u_{xx}), \quad (2.15)$$
where
\[ \tilde{F}^\tau := (1 - \tau)(\tilde{a}u_{xx} + \tilde{f}) + \tau (\tilde{F}^1 u_{xx} + \tilde{F}^0) + \sum_{j=-\infty}^{\infty} \chi_{u_j} \mu_{u_j}(\tau) [u - u_j(x)], \] (2.16)
and \( \chi_{u_j} \) are cut-offs being 1 nearby \( u_j \) and zero far from \( u_j \), the coefficients \( \mu_{u_j}(\tau) \) are zero near \( \tau = 0, 1 \) and shift the spectra of the linearization at \( u_\pm \) appropriately such that uniform hyperbolicity of these equilibria is guaranteed during the homotopy.

Therefore the equilibria \( u_\pm \) are preserved throughout the homotopies. Moreover, their connecting orbits \( \Sigma^\tau(u_\pm) := W^u(u_-) \cap W^s(u_+) \subseteq K(u_\pm) \), for all \( \tau \in [0, 1] \), since the dropping lemma holds throughout the homotopy. The equilibria \( u_\pm \) do not bifurcate as \( \tau \) changes, due to hyperbolicity. Choosing \( \epsilon > 0 \) small enough, the neighborhoods \( N_\epsilon(u_\pm) \) form an isolating neighborhood of \( \Sigma^\tau(u_\pm) \) throughout the homotopy. Once again the Conley index is preserved by homotopy invariance, and thus \( C(\Sigma(u_\pm)) = C(\Sigma_\mu(w_\pm)) = C(\Sigma_\mu(v_\pm)) = [0] \). This concludes the liberalism proof.

Propositions 2.5, 2.6 and 2.7 yield the existence of heteroclinics between \( u_- \) and \( u_+ \) such that \( n := i(u_-) - i(u_+) > 0 \) if, and only if they are cascadly adjacent, i.e., in case there is a cascade of equilibria \( \{e_j\}_{j=0}^{n-1} \) with \( e_0 := u_- \) and \( e_n := u_+ \) such that for all \( j = 0, \ldots, n-1 \) the following holds:
1. \( i(e_{j+1}) = i(e_j) + 1 \),
2. \( z(e_j - e_{j+1}) = i(e_{j+1}) \),
3. there are no equilibria \( u_* \) between \( e_j \) and \( e_{j+1} \) at \( x = 0 \) satisfying (2.10).

However, Theorem 1.1 yields existence of heteroclinics relying on the notion of adjacency in (1.12), which does not involve a cascade. These notions of adjacency coincide, and this is the core of Wolfrum’s ideas in [59]. See also [27, Appendix 7].

Proposition 2.8 Wolfrum’s equivalence. Consider equilibria \( u_\pm \in \mathcal{E} \) such that \( i(u_-) > i(u_+) \). The equilibria \( u_\pm \) are adjacent if, and only if they are cascadly adjacent.

2.3 Shooting: Finding equilibria and computing adjacency

The next step on our quest to construct Sturm attractors is to find all equilibria of (1.1) and compute their Morse indices and zero numbers, in order to discern which equilibria are adjacent. We will use shooting methods similar to [30, 33, 51, 52, 54].

The equilibria equation associated to (1.1) is
\[ 0 = f(x, u, u_x, u_{xx}, 0) \] (2.17)
for \( x \in [0, \pi] \) with Neumann boundary conditions. Equation (2.17) can be translated as follows, according to the implicit function theorem, as in (1.3) and (1.6),
\[ u_{xx} = F^0(x, u, u_x), \] (2.18)
Fig. 7 A shooting manifold with cross-section at $x = \pi$ given by the shooting curve $M_{\pi}$. The transverse intersections of $M_{\pi}$ and $L_{\pi}$ correspond to hyperbolic equilibria of (1.1).

In turn, Eq. (2.18) can be reduced to a first order autonomous system,

\begin{align}
    u' &= p, \\
    p' &= F^0(x, u, p), \\
    x' &= 1
\end{align}

where the Neumann boundary condition amounts to $p = 0$ at $x = 0$, $\pi$ and $(\cdot)'$ denotes a derivative with respect to a new parameter $\tau := x \in [0, 1]$. We suppose solutions of (2.19) exist for all $x \in [0, \pi]$ and any initial data with $(x, u, p) = (0, u_0(0), 0)$.

Equilibria of the PDE (1.1) can be found as follows. They must be in the line $L_0 := \{(x, u, p) \in \mathbb{R}^3 | (x, u, p) = (0, a, 0) \text{ and } a \in \mathbb{R}\}$, (2.20)

because of Neumann boundary at $x = 0$. Then, this line can be evolved under the flow of (2.19) until $x = \pi$, yielding the shooting manifold defined as

\begin{align}
    M := \{(x, u, p) \in [0, \pi] \times \mathbb{R}^3 | (x, u(x, a, 0), p(x, a, 0)) \text{ and } a \in \mathbb{R}\},
\end{align}

where $(x, u(x, a, 0), p(x, a, 0))$ is the solution of (2.19) which evolves the initial data $(0, a, 0)$. Denote by $M_x$ the cross-section of $M$ for some fixed $x \in [0, \pi]$, which is a curve parametrized by $a \in \mathbb{R}$. We call the cross-section $M_{\pi}$ by shooting curve, which is an object that carries all the information regarding existence, hyperbolicity and adjacency of equilibria, as in the following Lemmata. See [29, 34, 51, 53]. Note that intersections of the curve $M_{\pi}$ and the line $L_{\pi} := \{(x, u, p) \in \mathbb{R}^3 | (x, u, p) = (0, b, \pi) \text{ and } b \in \mathbb{R}\}$ also satisfy Neumann boundary conditions at $x = \pi$, and consequently yield equilibria solutions of the PDE (1.1) see Fig. 7.

**Lemma 2.9** Hyperbolic Equilibria by Shooting. The set of equilibria $E$ of (1.1) is in one-to-one correspondence with $M_{\pi} \cap L_{\pi}$. Moreover, an equilibrium $u_+ \in E$ is hyperbolic if, and only if, $M_{\pi}$ intersects $L_{\pi}$ transversely at $(\pi, u_+(\pi), 0)$.

**Proof** To prove the first part, note that a point in $M_{\pi} \cap L_{\pi}$ satisfies the equilibria equation with Neumann boundary conditions by definition of the shooting manifolds. Conversely, any equilibrium of (1.1) satisfying Neumann boundary must be in $M_{\pi} \cap L_{\pi}$.
Due to the uniqueness of the differential Eq. (2.19), such correspondence above is one-to-one. The implicit function theorem guarantees these solutions solve (2.17).

To prove the second part, consider an equilibrium \( u_* \) corresponding to the boundary value \( u_*(0) = a \in \mathbb{R} \). We compare the eigenvalue problem for \( u_* \) and the differential equation satisfied by the angle of the tangent vectors of the shooting manifold.

The eigenvalue problem for \( u_* \) is the linearization of the right hand side of (1.7) at \( u_* \)

\[
\lambda u = \tilde{F}_q(x, u_*, p_*, q_*) \cdot u_{xx} + \tilde{F}_p(x, u_*, p_*, q_*) \cdot u_x + \tilde{F}_u(x, u_*, p_*, q_*) \cdot u,
\]

(2.22)

where \( x \in [0, \pi] \) has Neumann boundary conditions. From now on, we suppress the arguments of \( \tilde{F}_q, \tilde{F}_p, \tilde{F}_u \). We rewrite Eq. (2.22) as a first order system:

\[
\begin{align*}
    u' &= p, \\
    p' &= -(\tilde{F}_p \cdot p + \tilde{F}_u \cdot u - \lambda u) / \tilde{F}_q, \\
    x' &= 1,
\end{align*}
\]

(2.23a-b-c)

with Neumann boundary condition. This is well defined due to parabolicity \( \tilde{F}_q \neq 0 \).

On the other hand, \( M_\pi \) is parametrized by \( a \in \mathbb{R} \) and its tangent vector corresponding to the solution \( u_* \) given by \( (\partial_\alpha u(x, a), \partial_\alpha p(x, a)) \) satisfies the linearized equation

\[
\begin{align*}
    u'_a &= p_a, \\
    p'_a &= F^0_p \cdot p_a + F^0_u \cdot u_a, \\
    x' &= 1,
\end{align*}
\]

(2.24a-b-c)

with data \( (u_a(0), p_a(0)) = (1, 0) \). We suppress the arguments \( (u(x, a), p(x, a)) \) of \( F^0_u, F^0_p \).

Note the tangent equation in (2.24) is the same as the eigenvalue problem (2.23) with \( \lambda = 0 \), except the tangent equation only has Neumann boundary conditions at \( x = 0 \). Indeed, implicit differentiation of (1.1) with respect to \( u \) (resp. \( p \)), bearing (1.3) in mind, yields \( F_u = -f_u/f_q \) (resp. \( F_p = -f_p/f_q \)). Similarly, \( \tilde{F}_u = -f_u/f_r, \tilde{F}_p = -f_p/f_r \) and \( \tilde{F}_q = -f_q/f_r \). Thus, \( -\tilde{F}_u / \tilde{F}_q = F_u \) and \( -\tilde{F}_p / \tilde{F}_q = F_p \), which implies (2.23) becomes (2.24), noticing the argument \( r_* = 0 \). To finish the proof, we compare Eqs. (2.23) and (2.24) using well-known arguments, as in [39, Lemma 2.7].

Thus, given a shooting curve \( M_\pi \), one can find all equilibria of the PDE (1.1). Next we address the characterization of adjacency (i.e., the Morse indices and zero numbers) of equilibria by means of the shooting curve, similar to [29, 34, 51, 53].

The Fusco-Rocha permutation \( \sigma \) is obtained by firstly labeling the intersection points \( e_j \in M_\pi \cap L_\pi \) along the shooting curve \( M_\pi \) following its parametrization, given by \( \{ (\pi, u(\pi, a, 0), p(\pi, a, 0)) \} \) as \( a \in \mathbb{R} \) increases, according to:

\[
e_1 \prec_{M_\pi} \ldots \prec_{M_\pi} e_N
\]

(2.25)
Fig. 8 On the left, the Fusco-Rocha permutation is obtained by consecutively labeling the equilibria along $M_\pi$ (top) and along $L_\pi$ (bottom), which yields the permutation $\sigma = (24) \in S_5$. In the middle, the angle $\theta(e_1) \in (-\pi/2, 0)$ and thus the Morse index $i(e_1) = 0$, whereas $i(e_j)$ increases by +1 (resp. -1) for each clockwise (resp. counter clockwise) $\pi$-rotation of $\theta(e_1)$; thereby $i(e_1) = 0, i(e_2) = 1, i(e_3) = 2, i(e_4) = 1, i(e_5) = 0$. On the right, the number of (clockwise) intersections $r_{jk} = -1$ of the vertical line $\ell_j$ with the (bold) segment of $M_\pi$ ranging from $b_j$ to $b_k$

where $N$ denotes the number of equilibria. Secondly, label the intersection points $e_j \in M_\pi \cap L_\pi$ along $L_\pi$ as $b \in \mathbb{R}$ increases according to

$$e_{\sigma(1)} < \ldots < e_{\sigma(N)}. \quad (2.26)$$

Therefore $\sigma \in S_N$, the permutation group of $N$ elements see Fig. 8. The Fusco-Rocha permutation $\sigma$ is enough to guarantee all information regarding adjacency, as in [15, 53]. See also [29] for a more recent viewpoint.

**Lemma 2.10** Adjacency Through Shooting.

1. If the equilibrium $e_j \in \mathcal{E}$ is hyperbolic, then its Morse index is given by

$$i(e_j) = 1 + \left\lfloor \frac{\theta(e_j)}{\pi} \right\rfloor, \quad (2.27)$$

where $\theta(e_j) \in (-\pi/2, \infty)$ is the (clockwise) angle between the tangent of the curve $M_\pi$ and $L_\pi$ at their intersection $\{ (\pi, e_j(\pi), 0) \}$ and $\lfloor \cdot \rfloor$ denotes the floor function see Fig. 8.

2. Consider $e_j, e_k \in \mathcal{E}$ with boundary value $e_j(\pi) = b_j, e_k(\pi) = b_k$. Denote the vertical line at $b_j$ by $\ell_j := \{ (\pi, b_j, c) | c \in \mathbb{R} \}$, and by $r_{jk}$ with $1 \leq j < k \leq N$ the total number of intersections of $M_\pi$ and $\ell_j$ as $b$ ranges from $b_j$ to $b_k$, taking into account the sign of the rotation of the tangent of $M_\pi$ at said intersection (i.e., +1 in case of an intersection with a clockwise rotation and −1 for counter-clockwise).

Then the number of intersection points of $e_j$ and $e_k$ can be computed as (Fig. 8)

$$z(e_j - e_k) = \begin{cases} 
  i(e_j) + r_{jk}, & \text{if } (\theta_j \bmod 2\pi) \in \left( \frac{\pi}{2}, \pi \right) \cup \left( \frac{3\pi}{2}, 2\pi \right), \\
  i(e_j) - 1 + r_{jk}, & \text{if } (\theta_j \bmod 2\pi) \in \left( 0, \frac{\pi}{2} \right) \cup \left( \pi, \frac{3\pi}{2} \right). 
\end{cases} \quad (2.28)$$

The proof of Lemma 2.10 follows Lemma 2.7 of [39] and Proposition 3 of [53], bearing in mind that the fully nonlinear shooting Eq. (2.17) is reduced to (2.19) with linearized equation related to the tangent of the shooting curve, as in Lemma 2.9.
3 Example: Fully nonlinear Chafee-Infante

In this section we provide the classical example of the Chafee-Infante global attractor that arises from the following fully nonlinear parabolic equation,

$$0 = 1 - e^{u_x} + u_{xx} + \lambda u[1 - u^2]$$

(3.1)

where $x \in [0, \pi]$ has Neumann boundary conditions and initial data $u_0 \in C^{2\alpha+\beta}(0, \pi)$ with $\alpha, \beta \in (0, 1)$ such that $\alpha \leq \min\{1/2, 2\beta + 1\}$. For the semilinear version see [34].

The equilibria equation describing the shooting curve is equal to the semilinear one,

$$u' = p,$$

(3.2a)

$$p' = -\lambda u[1 - u^2],$$

(3.2b)

$$x' = 1.$$  

(3.2c)

This yields the Chafee-Infante shooting curves as in Fig. 9. See [15, 29, 41] and references therein. Thus all equilibria, their respective Morse indices and zero numbers can be computed according to Lemma 2.10. As an illustrative example, we compute the indices and intersections for the first parameter values below. This detects which equilibria are adjacent and thereby which connections occur by means of a heteroclinic orbit yielding the same structure (connection-wise) as the standard Chafee-Infante problem. See Fig. 10.

For $\lambda \in (\lambda_0, \lambda_1)$, the rotation of the tangent of $e_0$ yields $i(e_1) = 0, i(e_2) = 1, i(e_3) = 0$. Moreover, the intersections of vertical lines $\ell_j$ at each equilibria $e_j$ with the shooting curves yield $r_{12} = r_{13} = r_{23} = 0$, and the angles of the tangent vector satisfy $(\theta(e_1), \theta(e_3) \mod 2\pi) \in (\pi, 3\pi/2)$, whereas $(\theta(e_2) \mod 2\pi) \in (0, \pi/2)$, we consequently obtain $z(e_1 - e_2) = z(e_1 - e_3) = z(e_2 - e_3) = 0$. Therefore $e_2$ is adjacent to both $e_1$ and $e_0$, since there are no equilibria between $e_2$ and either $e_1$ or $e_3$.

For $\lambda \in (\lambda_1, \lambda_2)$, then $i(e_1) = i(e_5) = 0, i(e_2) = i(e_4) = 1, i(e_3) = 2$. Moreover, the $r_{1j} = 0$ for all $j = 2, \ldots, 5$, $r_{23} = r_{24} = 0, r_{25} = -1, r_{34} = 0, r_{35} = -1, r_{45} = -1$. Also $(\theta(e_1), \theta(e_3) \mod 2\pi) \in (\pi, 3\pi/2), (\theta(e_2), \theta(e_4) \mod 2\pi) \in (\pi/2, \pi)$ and $(\theta(e_3) \mod 2\pi) \in (\pi, 3\pi/2)$. Consequently,
We only compute the heteroclinic connections between equilibria with Morse index differing by one, as the remaining connections follow by transitivity. Indeed, \( e_3 \) is adjacent to \( e_2, e_4 \), as there are no equilibria between \( e_3 \) and either \( e_2 \) or \( e_4 \) at \( x = 0 \); and \( e_2, e_4 \) are adjacent to \( e_1, e_5 \) since again there are no equilibria between each pair of equilibria. By transitivity, there are connections from \( e_3 \) to \( e_1, e_5 \).

Alternatively, one could compute adjacency among pairs of equilibria according to its definition (1.12) and directly find heteroclinics between equilibria that do not necessarily have Morse indices differing by one. Indeed, \( e_3 \) is adjacent to \( e_1, e_5 \), since the only equilibrium between \( e_1 \) and \( e_3 \) at \( x = 0 \) is \( e_2 \) (resp. the only equilibrium between \( e_3 \) and \( e_5 \) at \( x = 0 \) is \( e_4 \)), yet \( z(e_1 - e_3) = z(e_1 - e_2) = 0 \) whereas \( z(e_2 - e_3) = 1 \).

For \( \lambda \in (\lambda_2, \lambda_3) \), then \( i(e_1) = i(e_7) = 0, i(e_2) = i(e_6) = 1, i(e_3) = i(e_5) = 2, i(e_4) = 3 \). Moreover, the \( r_j = 0 \) for all \( j = 2, \ldots, 7, r_{23} = r_{24} = r_{25} = r_{26} = 0, r_{27} = -1, r_{34} = r_{35} = 0, r_{36} = -1, r_{37} = -2, r_{45} = 0, r_{46} = -1, r_{47} = -2, r_{56} = -1, r_{57} = -2, r_{67} = -1 \). Also \( (\theta(e_1), \theta(e_3), \theta(e_5), \theta(e_7)) \mod 2\pi) \in (\pi, 3\pi/2), (\theta(e_2), \theta(e_6) \mod 2\pi) \in (\pi/2, \pi) \) and \( (\theta(e_4) \mod 2\pi) \in (0, \pi/2) \). Thus,

\[
\begin{align*}
z(e_1 - e_j) &= 0, \text{ for all } j = 2, \ldots, 7, & (3.4a) \\
z(e_2 - e_j) &= 1, \text{ for all } j = 3, \ldots, 6, & (3.4b) \\
z(e_3 - e_4) &= z(e_3 - e_5) = 2, & (3.4c) \\
z(e_4 - e_5) &= 2, & (3.4d) \\
z(e_5 - e_6) &= 1, & (3.4e) \\
z(e_6 - e_7) &= 0. & (3.4f)
\end{align*}
\]
This enables finding which equilibria are adjacent by analysing the equilibria $e_x$ that lie between $e_j$ and $e_k$ at $x = 0$. We only compute the heteroclinic connections between equilibria with Morse index differing by one, as the remaining connections follow by transitivity. Indeed, $e_4$ is adjacent to $e_3, e_5$, as there are no equilibria between $e_4$ and either $e_3$ or $e_5$ at $x = 0$. Also, $e_3$ is adjacent to $e_2$, since there is no equilibria between $e_3$ and $e_2$ at $x = 0$, and $e_3$ is adjacent to $e_6$ because the equilibria between them at $x = 0$ are $e_4, e_5$, but $z(e_3 - e_6) = 1$ whereas $z(e_3 - e_4) = z(e_3 - e_5) = 2$. Similarly, $e_5$ is adjacent to $e_2, e_6$. Analogously, $e_2$ is adjacent to $e_1$ since there is no equilibria between them at $x = 0$, and $e_2$ is adjacent to $e_7$ since the equilibria between them at $x = 0$ are $e_3, e_4, e_5, e_6$, but $z(e_2 - e_7) = 0$ whereas $z(e_2 - e_j) = 1$ for all $j = 3, \ldots, 6$. By similar reasoning, $e_6$ is adjacent to $e_1, e_7$.

4 Discussion

We now provide a discussion regarding the attractors of Eq. (1.1) towards a classification of PDEs by means of their global attractors. As a preamble, let us fix Neumann boundary conditions, since attractors do not depend on them as long as the conditions are separated, as it was proved for the semilinear case in [14]. We conjecture that this result still holds for fully nonlinear equations, under suitable hypothesis. Moreover, we bear in mind that different PDEs (1.1) with the same Fusco-Rocha permutation yields $C^0$-orbit equivalence attractors. See [17] for a proof in the semilinear setting, where the authors conjecture that this fact remains valid for the fully nonlinear setting. Throughout the discussion, we consider $f \in C^2$. As a final note, we mention that the task of finding a nonlinearity $f$ modelling an Eq. (1.1) that realizes a given Fusco-Rocha permutation was proved in [16].

Denote by $\text{Sturm}(u)$ the category with objects given by the global attractors (up to orbit equivalence) of the quasilinear equation with Hamiltonian type nonlinearities,

$$u_t = a(u)u_{xx} + f(u), \quad (4.1)$$

where $a > 0, a \in C^2$ satisfies the conditions (1.9) that guarantee dissipativity. See [12] for a classical introduction on category theory.

There are several morphisms in the $\text{Sturm}(u)$ category. Two that come to mind are bifurcation morphisms, namely $A \mapsto p(A)$ if $p(A)$ arises from $A$ after a pitchfork bifurcation; or $A \mapsto sn(A)$ if $sn(A)$ is a result of $A$ after a saddle-node bifurcation. There are other morphisms that emerge from topological constructions that respect the Sturm structure, such as a suspension of a well-known Sturm attractors that, see [28].

In [22], it is given a characterization of the Sturm attractors of Hamiltonian type by means of the Fusco-Rocha permutation, except that the class $\text{Sturm}(u)$ consisted only of the reaction terms $f(u)$ with semilinear diffusion $a \equiv 1$. Nevertheless, the Hamiltonian quasilinear equations from (4.1) computed in [39] can be realized by semilinear ones, if one considers $u_t = u_{xx} + f(u)/a(u)$. Indeed, they have the same shooting equation, hence same permutation. Thus they should have the same attractor (up to orbit equivalence).
Consider also the class \( \text{Sturm}(u, u_{xx}, u_t) \), whose objects consist of global attractors of the following fully nonlinear equations of Hamiltonian type:

\[
0 = f(u, u_{xx}, u_t),
\]  

(4.2)

with parabolicity condition (1.2) such that the fully nonlinear Eq. (4.2) can be rewritten globally as \( F^1(u, u_t)u_t = u_{xx} + F^0(u) \), where \( F^0, F^1 \) arise from \( f \) through the implicit function theorem, as in (1.4)-(1.5), and satisfy the dissipativity condition (1.9). Note that the global attractors of (4.2) can be realized by semilinear equations (4.1). Indeed, \( F^1(u, u_t)u_t = u_{xx} + F^0(u) \) has the same shooting equation as the usual semilinear equation \( u_t = u_{xx} + F^0(u) \). Hence they possess the same Fusco-Rocha permutation and thereby should have the same attractor (up to orbit equivalence). Thus,

\[
\text{Sturm}(u) = \text{Sturm}(u, u_{xx}, u_t).
\]  

(4.3)

Similarly, let \( \text{Sturm}(x, u, u_x) \) be the category of attractors of (4.1) with advection dependent diffusion coefficient \( a(x, u, u_x) \) and reaction \( f(x, u, u_x) \). Such quasilinear attractors and the fully nonlinear attractors of (1.1), denoted by \( \text{Sturm}(x, u, u_{xx}, u_t) \), can be realized by semilinear equations. Indeed, a semilinear equation with reaction \( f/a \) has the same Fusco-Rocha permutation of a quasilinear equation with diffusion coefficient \( a > 0 \). Likewise, any fully nonlinear Eq. (1.1) has a Fusco-Rocha permutation that can be realized by a semilinear equation with reaction term \( F^0(x, u, u_x) \) emerging from the implicit function theorem in (1.4). Therefore,

\[
\text{Sturm}(x, u, u_x) = \text{Sturm}(x, u, u_{xx}, u_t).
\]  

(4.4)

It is known that there are Sturm attractors for advection dependent nonlinearities which can not be realized by Hamiltonian vector fields (see [15, 22]), i.e.,

\[
\text{Sturm}(u) \subsetneq \text{Sturm}(x, u, u_x).
\]  

(4.5)

Despite of all the nonlinear possibilities for \( f \) in (1.1), the dependencies on \( u \) and \( u_x \) play crucial a role in the complexity of the attractor. Even though there are no new attractors in the class of fully nonlinear parabolic equations, we enlarge the class of models that one is able to compute the Sturm attractors, and hence the domain of the Sturm and Fusco-Rocha functors, as the example in Sect. 3. It remains the question of describing a full filtration diagram of classes of Sturm attractors such as in (4.3), (4.4) and (4.5). For example, which Sturm attractors arise from the class of fully nonlinear diffusion in \( \text{Sturm}(u_{xx}, u_t) \)? Where do the classes \( \text{Sturm}(x), \text{Sturm}(x, u), \text{Sturm}(u_x) \) and \( \text{Sturm}(u, u_x) \) fit in such a diagram? Can one give a permutation characterization to each of these classes, similar to Theorem 1 in [22] for Hamiltonian vector fields?

Next, denote by \( S(u) \) the category of objects given by the Fusco-Rocha permutations within the group of permutations \( S_n \), for all \( n \), satisfying the conditions of Theorem 1 in [22] that classify the permutations of Hamiltonian vector fields. As before, there are morphisms in this category that also arise from bifurcations, such as \( \sigma \mapsto p_\sigma(\sigma) \).
if \( p_\ast(\sigma) \) is obtained from \( \sigma \) after a pitchfork bifurcation and \( \sigma \mapsto sn_\ast(\sigma) \) if \( sn_\ast(\sigma) \) is achieved from \( \sigma \) after a saddle-node bifurcation, and morphisms that arise from topological constructions such as a suspension. Note that all previous categories are graded by the dimension \( n \) of the global attractor, for example \( S(u) = Sn(u) \times \mathbb{N}_0 \) where \( Sn(u) \) are the Fusco-Rocha permutations in the group \( Sn \) for Hamiltonian vector fields, or \( Sturm(u) = Sturm_n(u) \times \mathbb{N}_0 \) where \( Sturm_n(u) \) are the Sturm attractors of dimension \( n \). Note that the bifurcation morphisms do not preserve the graded structure, as degree-2 maps, i.e., \( p_\ast(\sigma) \in Sn+2 \) for \( \sigma \in Sn \).

The construction of Sturm attractors developed in the literature so far is a functor from the category of scalar parabolic equations of second order in one spatial variable, denoted by \( \text{par PDE}(2, 1) \), into the category \( Sturm(x, u, ux, uxx, ut) \), and we call it the Sturm functor, denoted by \( \text{Sturm} : \text{par PDE}(2, 1) \to Sturm(x, u, ux, uxx, ut) \). The Sturm functor is not injective with respect to the objects: two different parabolic PDEs can yield the same attractor (up to \( C^0 \)-orbit equivalence) if they have the same Fusco-Rocha permutation. The Sturm functor can be factorized by the functor from \( \text{par PDE}(2, 1) \) to its Fusco-Rocha permutation in \( S(x, u, ux, uxx, ut) \), called Fusco-Rocha functor which we denote by \( \text{FR} : \text{par PDE}(2, 1) \to S(x, u, ux, uxx, ut) \), and the functor \( S : S(x, u, ux, uxx, ut) \to Sturm(x, u, ux, uxx, ut) \) which constructs the attractor from a given permutation. In other words, \( Sturm = FR \circ S \).

The quest to explicitly describe and characterize the global attractors of partial differential equations goes on.
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