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Turbulence is a key feature of solid-liquid two-phase flows, and the pulsating velocity is the basis for calculating turbulence characteristics. In general, the method of mathematical expectation is used to calculate pulsating velocity. However, this method does not reflect the fluctuating state of the instantaneous velocity. Therefore, the method of extreme-point symmetric mode decomposition (ESMD) is adopted to calculate pulsating velocity and turbulence characteristics. The ESMD involves two stages, namely, modal decomposition and time-frequency analysis. The optimal adaptive global mean (AGM), which is the result of modal decomposition, can accurately reflect the fluctuation state of the instantaneous velocity, and the theory of the pulsating velocity defined on this basis is reasonable. Moreover, the flow pattern and turbulence behaviour of a two-phase flow can be predicted using the calculated turbulence characteristics. The method is used to analyse the pulsating velocity of the flume, and its rationality in theoretically predicting the turbulence behaviour of flume flows is demonstrated.

1. Introduction

The suspension of solid particles in turbulent flows can be widely observed in nature, such as in the case of fine sediments in fluvial and estuarine environments [1–3]. Owing to the frequent occurrence of such flows, the complex phenomena pertaining to the interaction of solid particles and turbulence must be examined. Many experimental and computational studies related to solid particles in open-channel turbulent flows have been reported, for example, studies pertaining to sediment transportation and the measurement of the pulsating velocity of liquid-solid two-phase flows [4–7].

At present, the use of dynamic response signals to analyse turbulence is a key research topic pertaining to two-phase flows. In this context, the turbulence characteristics must be tracked based on the acquired nonstationary velocity response signals. In particular, due to the time-varying process of the flume flow, the properties for the turbulence characteristics must be tracked based on nonstationary response signals acquired through acoustic Doppler velocimetry (ADV). Pulsating velocity is a key to identify turbulence characteristics; however, data measured using ADV pertain to the instantaneous velocity. In general, the mathematical mean is usually applied to determine the pulsating velocity [8]. This process of data analysis is known as time-frequency analysis (TFA), which can be conducted using fast Fourier transform (FFT) or wavelet transform (WT). However, FFT is applicable only for linear stationary signals, and prespecified basis functions are required to apply WT. Consequently, FFT and WT cannot be applied to effectively process nonstationary and nonlinear signals [9]. Therefore, an extreme-point symmetric mode decomposition (ESMD) method was proposed to solve the above problems through an optimal global mean curve in an adaptive way and determine the instantaneous frequency and amplitude in a direct way [10]. The ESMD was mostly used in climate research, such as the spatiotemporal variations of nonlinear trends of precipitation [11] or the temporal and spatial patterns of drought in the Yellow River [12]. Ren et al. [13] studied the atmospheric turbulence structure and intermittency during heavy haze pollution in the Beijing area with the method of Hilbert–Huang transform. The ESMD is an improvement of Hilbert–Huang.
transform. This study was aimed at using the ESMD to extract the properties of nonstationary and transient signals. Subsequently, the turbulence characteristics of a flume flow were analysed based on ESMD.

2. Model Description and Mathematical Method

2.1. Experimental Model. A flume made of plexiglass with a length, width, and height of 232 cm, 16 cm, and 15 cm, respectively, was used. To ensure that the flume flow exhibited a steady state, the ratio of the flume width to its height was approximately 1, and the height of the sections between sections 2 and 12 was 26.5 cm (Figure 1) [14]. The flume was divided into 13 sections. The region between sections 2 and 12 was 26.5 cm (Figure 1) [14]. The flume was approximately 1, and the height of the sections between 2 and 12 was 15 cm. Sand ($d_{so}=39.63 \mu m$) with a concentration of 1 kg/m$^3$ was applied. The grid and gate valve switch were used to realize a fully developed turbulent flow and stable liquid-solid two-phase flow. Acoustic Doppler velocimetry (Vector, Nortek China Ltd., China) was performed at a sample frequency of 25 Hz to test the flow velocity.

2.2. Extreme-Point Symmetric Mode Decomposition (ESMD). ESMD is an innovative algorithm based on the Hilbert–Huang transform (HHT). ESMD involves two parts: modal decomposition, in which several intrinsic mode functions (IMFs) and an optimal adaptive global mean (AGM) can be generated, and time-frequency analysis pertains to the total energy conversion [9, 10, 12].

2.2.1. Algorithm of Modal Decomposition. The purpose of modal decomposition is to yield a series of intrinsic mode functions (IMFs) and an optimal adaptive mean curve. The process flow is as follows:

Step 1: find all the extreme points of the input data $Y$ and record the points as $E_i, (i = 1, 2, \ldots, n)$ sequentially.

Step 2: connect the adjacent points with lines and record the midpoints of the lines as $F_i, (i = 1, 2, \ldots, n - 1)$.

Step 3: add the left and right boundary midpoints $F_0$ and $F_n$, respectively.

Step 4: construct $p$ interpolation lines $L_1, \ldots, L_p (p \geq 1)$ using the $n + 1$ midpoints obtained previously and calculate the mean curves as $L^*_1 = (L_1 + \cdots + L_p)/p$.

Step 5: if $|L^*_1| \leq \varepsilon$ or the number of sifting times reaches the maximum value $K$, the first empirical mode $M_1$ is decomposed. If not, the abovementioned steps are repeated.

Step 6: repeat the abovementioned steps on the residual $Y - M_1$ and obtain the other modes $M_2, M_3, \ldots$ until the final value $K$ with only a certain number of extreme points is obtained.

Step 7: ensure that $K$ is within the integer interval $[K_{\min}, K_{\max}]$ and that a series of decomposition modes are obtained through the previous steps. Subsequently, calculate the variance $\sigma/\sigma_0$ and plot its curve with $K$, where $\sigma$ and $\sigma_0$ denote the relative standard deviation of $Y - R$ and the standard deviation of the original data, respectively.

Step 8: find the maximum number of sifting times corresponding to the minimum variance ratio $\sigma/\sigma_0$ in the interval $[K_{\min}, K_{\max}]$. Subsequently, repeat the above-mentioned steps to output the decomposition results. The last residual $R$ is the optimal adaptive mean curve.

2.2.2. Algorithm of Instantaneous Frequency. When applying FFT and WT, integral operations must be performed on the data, and the original discrete signals must be converted into analytical functions for processing; however, this processing is limited in terms of mathematical theory. The direct interpolation algorithm uses the average frequency over the local period as the interpolation point to generate a smooth curve. It is assumed that the adjustment of the frequency between the adjacent local periods is gradual. This assumption is consistent with the basic methods of data analysis. The direct interpolation algorithm is used to perform time-frequency analysis. The process flow is as follows.

If the discrete form of the intrinsic mode functions (IMFs) is $(t_k, y_k), k = 1, 2, \ldots, N,$ the algorithm to determine the instantaneous frequency involves the following steps:

Step 1: determine all of the quasiextreme points of each intrinsic model function that satisfies the following conditions (1).

\[ y_{k-1} < y_k \geq y_{k+1}, \]
\[ y_{k-1} \leq y_k > y_{k+1}, \]
\[ y_{k-1} > y_k \leq y_{k+1}, \]
\[ y_{k-1} \geq y_k < y_{k+1}. \]

Subsequently, enumerate all the points as in set $E = (t_i, y_i), i = 1, 2, \ldots, m$.

Step 2: define the interpolation frequency points, considering $E = (t_i, y_i), i = 1, 2, \ldots, m$.

Step 3: add the boundary points by using linear interpolation. For the left boundary, if $y_1 = y_{a_1}, a_1 = t_1, f_1 = 0$. Otherwise, use linear interpolation to define the boundary. Identify the right boundary in the same manner as the left boundary.

Step 4: perform cubic spline interpolation to obtain the interpolation curve by using the $m$ time-frequency points. The instantaneous frequency curve can be defined as

\[ f^* (t) = \max \{0, f (t) \}. \]

3. Results and Discussion

3.1. Signal Acquisition and Analysis. In the experiments, 13 sections were defined in the flume model, as shown in Figure 1. A total of 13 points corresponding to all the sections
(sections 2–12) from the water surface to the bed were identified, and the instantaneous velocity on the 143 points was examined through the acoustic Doppler velocimetry technique. In addition, an independent coordinate system was established, whose $X$, $Y$, and $Z$ directions were parallel to the flow direction, parallel to the water depth direction, and perpendicular to the flume width, respectively. The $X$, $Y$, and $Z$ directions corresponded to the $u$, $v$, and $w$ velocity components, respectively. The velocities at a distance of 3 cm from the riverbed at sections 3, 7, and 11 were considered as the data samples for the analysis. Figure 2 shows the instantaneous velocity sample for the considered location.

Figure 2 shows that the instantaneous velocities fluctuate significantly although they exhibit certain regularity in the flow and water depth directions, as shown in Figures 2(d), 2(e), 2(g), and 2(h). The regularity of the instantaneous velocity at section 7 was the highest; the corresponding regularity at section 11 was low and that at section 3 was the lowest. These phenomena can be attributed to the flow pattern of the section. At section 3, similar to jet flows, a strong turbulence occurs, and the flow has a large amount of kinetic energy; therefore, the instantaneous velocity exhibits a higher randomness (Figures 2(a)–2(c)). Section 7 lies in the middle of the flume, and its velocity is the most representative of the main flume flow characteristics. Although section 11 lies at the end of the main flume, the instantaneous velocity of the section still exhibits certain regularity. This regularity, similar to the Sin function, indicates that the liquid-solid two-phase flow exhibits a high fusion and uniformity. In addition, along the flow direction, the value of the instantaneous velocity gradually decreases (Figures 2(a), 2(d), and 2(g)), which is consistent with the flow characteristics of an actual open-channel flow.

### 3.2. Optimal Adaptive Global Mean

As described in Section 3.1, the flume exhibits typical pulsating characteristics. An actual open channel is considerably influenced by the pulsating characteristics, such as the vibration and ability to carry sediments. The instantaneous velocity consists of two parts: the mean velocity and pulsating velocity. The pulsating velocity is a key-pulsating characteristic and reflects the difference between the instantaneous and mean velocities. The conventional approach to calculate the mean velocity corresponds to the mathematical expectation, which is defined as method 1 herein [8, 15, 16]. If the instantaneous velocity is $V = \{v_i\}_{i=1}^N$, the mean velocity can be obtained using equation (3) (method 1).

$$\nabla = \frac{1}{N} \sum_{i=1}^{N} v_i \tag{3}$$

where $\nabla$ is the mean velocity, $v_i$ is the instantaneous velocity, and $N$ is the number of points for which the instantaneous velocity is considered.

Although method 1 represents the simplest method to calculate the mean velocity, it is not the optimal method. Specifically, method 1 cannot reflect the variation trend of the instantaneous velocity over time. The method involving the use of the optimal adaptive global mean is defined as method 2. Method 2 is a part of the ESMD technique and corresponds to the result of modal decomposition. The specific algorithm is described in Section 2.2. Figure 3 shows the mean velocities calculated using methods 1 and 2.

As shown in Figure 3, the mean velocities calculated using methods 1 and 2 are considerably different. The mean velocity calculated using method 1 is a fixed value and does not reflect the fluctuations in the instantaneous velocity. However, the mean velocity calculated using method 2 can accurately reflect the fluctuation in the instantaneous velocity. Moreover, the fluctuation law of the mean velocity obtained using method 2 is similar to the law of the Sin function curve, as shown in Figures 3(a), 3(b), 3(d), and 3(e). This law is consistent with that of the instantaneous velocity described in Section 3.1. Therefore, the optimal adaptive global mean velocity (method 2) can more accurately reflect the instantaneous velocity, regardless of the direction and value. The pulsating velocity can be defined in a more precise manner under a more accurate mean velocity.

### 3.3. Pulsating Velocity

Figure 4 compares the pulsating velocities calculated using methods 1 and 2. The pulsating velocity calculated using method 1 is equal to the difference between the instantaneous velocity and the mathematical expectation of the velocity. In contrast, the pulsating velocity calculated using method 2 is equal to the difference between the instantaneous velocity and the optimal adaptive global mean velocity. Figures 4(a)–4(y) show the comparison of the pulsating velocities obtained using the two different methods over the entire time period. Figures 4(b), 4(c), 4(e), 4(f), 4(h), 4(i), 4(k), 4(l), 4(n), 4(o), 4(q), 4(r), 4(t), 4(u), 4(w), 4(x), 4(z), and 4(a1) show the segments of the maximum difference in the pulsating velocity corresponding to Figures 4(a)–4(y).
Figure 2: Instantaneous velocities $u$, $v$, and $w$ at sections 3, 7, and 11 in the experiments. (a) Velocity $u$ at section 3. (b) Velocity $v$ at section 3. (c) Velocity $w$ at section 3. (d) Velocity $u$ at section 7. (e) Velocity $v$ at section 7. (f) Velocity $w$ at section 7. (g) Velocity $u$ at section 11. (h) Velocity $v$ at section 11. (i) Velocity $w$ at section 11.

Figure 3: Continued.
As shown in Figure 4, the pulsating velocities obtained using the two methods are consistent in terms of the velocity magnitude, fluctuation range, and fluctuation trend (Figures 4(a), 4(d), 4(g), 4(j), 4(m), 4(p), 4(s), 4(v), and 4(y)). This finding indicates that method 2 is an effective approach to calculate the pulsating velocity. Nevertheless, the pulsating velocities obtained using the two methods involve certain differences, which are more notable in the middle and later segments of the curves, especially in the later segments (Figures 4(c), 4(i), 4(k), 4(l), 4(o), 4(r), 4(u), and 4(x)). To further examine the differences in the data obtained using the two methods, the SPSS software was used to conduct a paired sample test (Table 1). As indicated in Table 1, except for pair 4, the P value for all the pairs was less than 0.05, indicating that each pair of data involved significant differences.

3.4. Turbulent Characteristics. Turbulent characteristics are key features of flume turbulence. The relative turbulence intensity (TI), Reynolds shear stress ($\tau_{ij}$), and turbulent kinetic energy (TKE) are the most commonly used indexes in practice [15, 17]. The parameters can be calculated as follows:

$$
\begin{align*}
\text{TI}_u &= \frac{\sqrt{\langle u' \rangle^2}}{U_0}, \\
\text{TI}_v &= \frac{\sqrt{\langle v' \rangle^2}}{U_0}, \\
\text{TI}_w &= \frac{\sqrt{\langle w' \rangle^2}}{U_0}, \\
\tau_{ij} &= -\rho u' v', \\
\text{TKE} &= \frac{\rho(\langle u'^2 \rangle + \langle v'^2 \rangle + \langle w'^2 \rangle)}{2}, 
\end{align*}
$$

where $\text{TI}_u$, $\text{TI}_v$, and $\text{TI}_w$ denote the relative turbulence intensities in $u$, $v$, and $w$ directions, respectively; $u'$, $v'$, and $w'$ denote the different components of the pulsating velocity; $U_0$ is the average velocity at a given section; and $\rho$ is the flow density. Figure 5 compares the turbulent characteristics determined using methods 1 and 2.
Figure 4: Continued.
As shown in Figure 5, the three turbulence characteristics calculated using the two methods are highly consistent in terms of magnitude and range. This finding validates that the ESMD method (method 2) is accurate and can be used to analyse the turbulence characteristics. Furthermore, the decomposed characteristics shown in the figure clearly highlight that (1) along the direction of the flow ($u_3$, $u_7$, and $u_{11}$), the turbulence intensity does not change considerably; the Reynolds shear stress and the turbulent kinetic energy first increase and later decrease, with a considerable change in the turbulent kinetic energy. (2) Along the direction of the water depth ($v_3$, $v_7$, and $v_{11}$), due to the flume shape, a drop flow occurs (section 3), and the water surface tends to rise after section 11. Subsequently, the turbulence intensity and Reynolds shear stress exhibit negative values. This finding indicates that a strong turbulence occurs at section 7, in which all the three turbulence characteristics exhibit a large magnitude. Vowinckel et al. [18] also observed the same trend and indicated that in the case, the particles altered the flow field, thereby substantially enhancing the turbulence intensity and modifying the size of the coherent particle structure. (3) Along the direction of the flume width ($w_3$, $w_7$, and $w_{11}$), the
turbulence intensity and Reynolds shear stress did not change considerably, thereby indicating that the flume width did not considerably influence the turbulence.

### 4. Conclusion

In this study, to analyse the feasibility of the ESMD method in determining the turbulence characteristics in flume flow, the traditional mathematical expectation method and ESMD method were used to analyse the turbulence characteristics of a solid-liquid flow in a flume. The results demonstrated that the method can be efficiently used to perform the turbulence analysis of two-phase flows in a flume. The following conclusions were derived from the results:

1. In the context of the traditional mathematical expectation approach to calculate the pulsating velocity, the ESMD method is a new and powerful alternative method to perform the turbulent analysis of solid-liquid flows. The theoretical basis of the ESMD method is correct, and the obtained results are more consistent with the turbulence behaviour in the flume.

2. The optimal adaptive global mean (AGM), which is the result of modal decomposition, can suitably reflect the overall tendency of the instantaneous velocity, along with the turbulence response at different times.

3. The turbulence characteristics calculated based on the ESMD method can effectively reflect the turbulence behaviour in the flume which is important to further understand and predict the flow pattern, the recirculation zone or the scour area, and so on.

### Nomenclature

- $d_{50}$: Median diameter of a solid particle
- $f^* (t)$: Instantaneous frequency
- $\bar{V}$: Mean velocity
- $v_i$: Instantaneous velocity
- $N$: Number of points for which the instantaneous velocity is considered
- $T_{I_i}$: Relative turbulence intensity in the $u$ direction
- $T_{I_v}$: Relative turbulence intensity in the $v$ direction
- $T_{I_w}$: Relative turbulence intensity in the $w$ direction
- $u^i, v^i, w^i$: Different components of the pulsating velocity
- $U_0$: Average velocity for a given section
- $\rho$: Flow density
- $\tau_{ij}$: Reynolds shear stress
- TKE: Turbulent kinetic energy.
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