Pulse envelope effects in nonlinear Breit-Wheeler pair-creation
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The effect of the pulse envelope on electron-positron pair creation in a circularly-polarised laser pulse is investigated. Interference on the length scale of the pulse envelope, and smoothness of the pulse edges are found to influence the pair spectrum. A toy model of a flat-top pulse is used to identify pulse envelope effects inaccessible to local approaches. Broadening of channel openings and a widening of the energy and transverse momentum distribution of the pair are found to receive contributions that are below the local harmonic threshold. By comparing pair yields in a flat-top, sine-squared and Gaussian pulse, a link between pulse shape and photon-polarised Breit-Wheeler is found. In the transverse momentum distribution, a signal of pulse envelope interference is found in an azimuthal asymmetry, which appears in intense fields and persists in long pulses.

\textbf{I. INTRODUCTION}

The conversion of two photons to an electron-positron pair was calculated by Breit and Wheeler in the 1930s \cite{1}. The decay of a single photon into an electron-positron pair in a classical electromagnetic field, is often referred to as the ‘nonlinear Breit-Wheeler’ process. ‘Nonlinear’ refers to the dependency on the charge-field coupling, which generally can depend on high powers of the field intensity. One of the challenges in calculating this process in a classical background is that the amplitude can depend strongly on how the background varies in space and time. This can include interference from the process happening at different points in the background, and gradient effects from the rising and falling edge of the pulse. These effects can mean that if the process is approximated by splitting the background into infinitesimally short intervals, using the probability for the process to occur in a constant (and crossed) field in each interval and then integrating over all the intervals the background was split into, the result can differ substantially from the correct one. For high field intensities this procedure can, however, in general provide a good approximation, which is often referred to as the ‘locally constant field approximation’ (LCFA) \cite{2–8}, and is the central approximation by which quantum electrodynamical (QED) effects in intense classical backgrounds, such as the nonlinear Breit-Wheeler process \cite{9–31}, are included into numerical simulation frameworks \cite{32–41}.

In this paper, we will consider the situation where the background field has two timescales. This is a relevant situation for, e.g. experiments involving a laser pulse, which has the fast timescale of the carrier frequency, and the slow timescale of the pulse envelope. For a strongly-focussed laser pulse, there may be other relevant timescales, but we will model the laser pulse here as a plane wave, which should be a good approximation for a weakly-focussed pulse. We will consider laser intensities that are routinely attained with weak focussing in the lab.

The LCFA depends on the single parameter, $\chi$, the ‘quantum nonlinearity parameter’, which has no explicit reference to any length scale of the field. Therefore, the LCFA can be thought to include interference effects on the sub-wavelength scale. (The length scale over which interference effects play a role, is sometimes referred to as the ‘formation length’ \cite{2}.) The advantage is that the LCFA can be employed when the form of the classical background is not known a priori. An alternative approximation, which is useful when the form of the background is close to a plane wave and is known not to change substantially in interaction with e.g. a probe beam, is the locally monochromatic approximation (LMA) \cite{42}. The LMA treats the fast timescale of the carrier frequency exactly and neglects derivatives of the pulse envelope. It depends on two parameters, the classical nonlinearity parameter $\xi$, which is proportional to $\lambda$, the wavelength of the background, and it depends on the (quantum) energy parameter, $\eta$, proportional to $1/\lambda$. Therefore the LMA can be thought to include interference effects on the length scale of the wavelength (the ‘fast’ timescale). In the limit of large $\xi$ and large outgoing particle energy, the LMA depends only on the product $\chi = \xi \eta$, and tends to the LCFA, with all explicit dependency on the background having disappeared.

Motivation for the current study comes from planned upcoming experiments, such as E320 at SLAC and LUXE \cite{43} at DESY, which will use a conventionally-accelerated electron beam of $O(10\,\text{GeV})$, to measure the nonlinear Breit-Wheeler process in the ‘all-order’ region where the charge-field coupling, described by the classical nonlinearity parameter, $\xi$, is $\sim O(1)$. The interaction point of the LUXE experiment is modelled using the simulation code Ptarmigan \cite{44}, which implements the LMA for the nonlinear Compton \cite{45} and nonlinear Breit-Wheeler \cite{46} processes. (A similar approximation framework \cite{47} was implemented to model the E144 experiment \cite{48,49}, and also been used in CAIN \cite{50} and IPStrong \cite{51}.) To un-
understand what is missed in local approaches is therefore worthy of investigation.

The current paper will find two main effects that are missed by local or ‘instantaneous’ approaches. One effect is due to interference on the length-scale of the pulse envelope (i.e. the ‘slow’ timescale). Therefore, in addition to ξ and η, the number of laser cycles, N, which is proportional to the pulse length, will be used to specify the input parameters. These effects persist in magnitude (although they may move to lower energies) as the pulse length is increased. Another effect is due to derivatives of the pulse envelope, which are missed by local approaches that only include the leading order derivative (i.e. the gradient) of the background. We will find that these effects can be increased (decreased) in amplitude by making the pulse envelope edges steeper (shallower), as quantified by the bandwidth of the Fourier transform.

To investigate pulse envelope effects, we will use a combination of direct numerical evaluation of QED calculations for a plane-wave pulse as well as an analytical ‘toy model’ of a circularly-polarised ‘flat-top’ monochromatic pulse. This toy model has the advantage that any deviation from the locally-monochromatic spectrum can only be caused by pulse-envelope interference, as it is only at the beginning and end of the pulse where there is a variation in the field strength. Therefore these deviations are beyond a locally monochromatic (and therefore beyond a locally constant) approximation.

One may think that interference effects over long spacetime scales are less important for pair-creation than e.g. for Compton scattering because pair-creation is typically strongly suppressed for lower field strengths, and so only a small region around the laser pulse peak field strength would contribute. (This is an explanation that follows when a0 > 1, see e.g. [52].) However, for lower field strengths, it is exactly this strong suppression, which makes the process sensitive to bandwidth effects around the carrier frequency of the pulse.

The effect the pulse envelope can have on nonlinear Breit-Wheeler has been investigated already in several works by direct numerical evaluation of the QED expressions, or by using a ‘slowly-varying’ envelope approach. Line-broadening and sub-threshold enhancement have been identified in triple differential spectra [12], and an enhancement in energy spectra in the multi-photon region in circularly- [15] and linearly-polarised [16] laser pulses has been linked to finite bandwidth effects. Short, circularly-polarised pulses lead to an asymmetry in the azimuthal spectrum of produced pairs [53], which is sensitive to the pulse’s carrier envelope phase [54, 55]. When double pulses are used, various pulse shape effects can arise and be controlled [23, 56–58], and multiple pulses can lead to coherent enhancement [59]. There also exist some analytical solutions for nonlinear Breit-Wheeler in special ultra-short plane-wave pulses [27, 28]. Apart from Breit-Wheeler pair creation, the pulse envelope’s shape can also be crucial in determining pair creation via the dynamically-assisted Sauter-Schwinger effect [60–64].

The paper is organised as follows. In Sec. II the flat-top potential toy model is introduced and the effect on the total yield of pairs, the lightfront momentum spectrum, and the angular spectrum is illustrated. In Sec. III, a leading-order perturbative analysis is given, corresponding to linear Breit Wheeler, and a link between pulse duration and photon polarisation shown. In Sec. IV, the direct numerical evaluation of the QED expressions for a flat top, sine-squared and Gaussian pulse are presented and azimuthal asymmetry in the angular spectrum of pairs is identified as a signal of pulse interference. We use natural units h = c = 1 throughout and the fine structure constant is α = e^2 ≈ 1/137.

II. TOY MODEL: FLAT-TOP POTENTIAL

Consider a circularly polarised potential of the form:

\[ \mathcal{P} = \frac{\alpha}{(2\pi \eta)^{1/2}} \int \frac{dt \, d^2 \mathbf{r}^+}{t(1-t)} \int d\varphi \, d\varphi' \, e^{i \int_{\varphi}^{\varphi'} d\varphi \, k \cdot \pi \eta(\varphi)} \left[ \Delta \Delta' + h(t) \left( a^2 \Delta' - 2a \cdot a' + a^2 \Delta \right) / (2m^2) \right], \tag{1} \]

where \( t = \cot \cdot q / \mathbf{k} \cdot k, q^\mu \) is the asymptotic momentum of the positron after leaving the potential and \( k^\mu \) is the photon momentum, \( \mathbf{r}^+ = \mathbf{q}^+/m - \mathbf{k}^+/m, a = a(\varphi) \) and \( a' = a(\varphi') \), with \( h(t) = (1 - 2t + 2t^2) / [2t(1-t)] \). The instantaneous momentum of the positron in the field, \( \pi_q \), is:

\[ \pi_q = q - a + \frac{q \cdot a}{k \cdot q} \mathbf{k} - \frac{a^2}{2k \cdot q} \mathbf{k}, \tag{2} \]

and

\[ \Delta = 1 - \frac{k \cdot \pi_q}{k \cdot q} = \frac{2mr^+ \cdot a - a^2}{m^2 [1 + (r^+)^2]}, \tag{3} \]

\( \Delta' \) is analogous to \( \Delta \) but with \( a(\varphi) \) replaced with \( a(\varphi') \).

To specialise Eq. (1) to the flat-top potential, we employ the Jacobi-Anger expansion and integrate over the azimuthal transverse co-ordinate. This yields a total probability that can be written as a sum over harmonics,
n: \( P = \alpha/\eta \sum_{n=\lfloor n_s \rfloor}^{\infty} I_n \) where \([n_s]\) denotes the lowest integer greater than or equal to \(n_s\), and here for the flat-top potential, \(n_s = -\infty\). Then \(I_n\) is given by\(^1\):

\[
I_n = \frac{\Phi}{\eta} \int dt \frac{dh^2}{t(1-t)} \delta_\Phi \left\{ \frac{r^2 - \xi^2}{2\eta t(1-t)} \right\} \left\{ u^2 J_n^2(z) - \xi^2 h(t) [2u J_n^2(z) - J_{n+1}^2(z) - J_{n-1}^2(z)] / 2 \right\}, (4)
\]

with \(r = |x^+|\), where \(z = \xi r/\eta t(1-t)\) and we have defined the regularised delta function

\[
\delta_\Phi(x) = \frac{\Phi}{2\pi} \sin^2\left( \frac{\Phi x}{2} \right), \quad (5)
\]

\((\sin x = \sin x/x)\) and the finite-duration factor \(w\) is:

\[
w = \frac{1 + r_\infty^2}{1 + r^2}, \quad r_\infty^2 = 2\eta t(1-t) - (1 + \xi^2).
\]

The function \(\delta_\Phi(x)\) tends to the Dirac delta function \(\delta(x)\) in the infinite pulse-length limit of \(\Phi \to \infty\). In this limit, the finite-duration factor \(w \to 1\) and Eq. (4) tends to the locally monochromatic (and infinite monochromatic \([10]\)) result. As remarked in \([65]\), the function \(\delta_\Phi\) can be written in terms of harmonics as:

\[
\delta_\Phi(n - \bar{n}_s), \quad \text{where:} \quad \bar{n}_s = 1 + \frac{1 + \xi^2 + r^2}{2\eta t(1-t)} \quad (6)
\]

Our analysis of the result, Eq. (4), will focus on the description in terms of harmonics.

### A. Harmonic channel opening

In the locally monochromatic approach, we can acquire a ‘threshold’ harmonic \(n_\ast \to \bar{n}_s\) from (6), by finding the minimum of \(\bar{n}_s\), which occurs when \(r = 0\) and \(t = 1/2\), i.e. \(n_\ast = 2(1 + \xi^2)/\eta\). When the locally monochromatic approach is applied to a pulse, \(a(\varphi)\), different parts of the pulse can have different threshold harmonics, and therefore access different harmonic ‘channels’ to pair creation. In the local approach, we can see that having a non-constant pulse envelope implies that some channels become accessible, that would otherwise not be, if just the average pulse intensity was assumed. However, in the flat-top model, because \(a(\varphi)\) is constant everywhere (apart from the edges of the pulse), this local effect cannot access any channel opening behaviour.

When we take into account the finite pulse effect and evaluate Eq. (4), we see several differences to the local approach.

- Each harmonic is ‘broadened’. In the local approach, as \(\delta_\Phi(\cdot) \to \delta(\cdot)\) once the momentum of the

---

\(^1\) The result in Eq. (4) has been numerically verified by direct evaluation of Eq. (1) in a flat-top background.
number of laser cycles $N$ (related to pulse duration via $\Phi = 2\pi N$) is large enough to be in the long-pulse regime where one would expect the locally-monochromatic approximation to work well, we see that the contribution from the new harmonic channels remains approximately independent of energy, with rising ‘edge’ structures close to each harmonic.

Also in the multiphoton-regime $\xi \ll 1$, whereas a local approach gives a pair yield that is power-law suppressed as $\sim \xi^{2n^*}$ [67], which for small enough $\xi$, leads to a strong suppression, the flat-top pulse result does not suffer such a suppression. The reason for this is that the finite pulse result has access to the linear Breit-Wheeler process, due to the broad bandwidth of the flat-top envelope, which is kinematically forbidden in the local approach. (This fact has already been investigated in several works in the context of universality [62, 68], but here we link it explicitly to a harmonic analysis.) (The linear Breit-Wheeler case is studied in more detail later on.) Therefore this ‘enhancement’ at small $\eta$ or small $\xi$ is due to the smoothness of the pulse shape. We note that this enhancement is contributed to by harmonics above and below threshold.

**C. Transverse momentum distribution**

As a further demonstration of the role of the extra harmonic channels, in Fig. 4, we plot the combined lightfront and transverse momentum dependency of produced positron yield for the case $\xi = 0.5$, $\eta = 1$, $N = 4$. There are three main differences brought about by the pulse envelope: i) since the suppression of larger lightfront momentum fractions is softened in the finite pulse cases, there are more harmonics visible at large/small $t$ part of the spectrum in Fig. 4(a) compared to the plot of harmonics only accessible in the locally monochromatic approach in Fig. 4(b). The contribution from harmonics inaccessible to a local approach, is shown in Fig. 4(c). ii) there appear subharmonics between the main har-
monic lines in Fig. 4(b), which corresponds to the sub-peaks in the regularised delta function in Eq. (4). The sub-threshold harmonics lines in Fig. 4(c) can further brighten these subharmonics in the whole yield in Fig. 4(a) but also lead to a splitting of the main harmonics at large/small $t$; iii) a peak occurs at low transverse momentum (the $r \rightarrow 0$ region) due to the opening of the $|n| \leq 1$ harmonic channels in the flat-top pulse. This link can be understood by considering the regularised delta function in $r^2$ in Eq. (4). In the locally-monochromatic approach, the radial position squared of each harmonic is given by:

$$r^2_n(\varphi) = 2\eta t(1 - t) - [1 + \xi^2(\varphi)],$$

(8)

and $r^2(\varphi) = r^2_n(\varphi)$. The minimum perpendicular momentum is then at $r^2 \approx |n_s|\eta/2 - 1$. However, in the flat-top pulse, considering the additional width of each harmonic supplied by the pulse envelope, we see $r^2(\varphi)$ is approximately in the interval given by $r^2_n(\varphi) \pm \eta t(1 - t)/N$. So we should expect that there is a signal in the transverse momentum distribution (TMD) due to the pulse envelope, at smaller transverse momenta than predicted by the local approach. Because this is to do with the width of each harmonic and contains the length scale $2N\lambda$ (substituting $n \rightarrow 1$ and $\eta \rightarrow \eta \pm \eta/2N$ in Eq. (8) leads to the additional width supplied by the pulse envelope), it can be related to interference on the length scale of the pulse envelope. (A similar behaviour of the appearance of a linear peak appearing at small $r$ was noted for the Compton scattering in a flat-top pulse [65].) (It was also recently observed that the enhancement of harmonics at lower values of $r$ can be understood by considering angular-momentum conservation in the absorption of laser photons producing the pair [69].)

Finally, another role of the finite pulse duration shown in Fig. 5 is to induce an azimuthal asymmetry in the positron yield distribution [55]. As shown in the figure, this asymmetry appears not only in the distribution of the positron yield from the harmonics accessible in the local approach, but also in the distribution from the extra harmonic channels opened by the finite pulse effect (Fig. 5(b) and (c) respectively). This asymmetry affects the entire TMD and is enhanced in short pulses. Therefore, it is associated with the shape of the pulse and higher derivative effects. In contrast, in Sec. IV, we will demonstrate an asymmetry at the centre of the TMD, to do with pulse-envelope interference.

**III. LINEAR BREIT-WHEELER**

It was shown in the previous section that finite pulse envelope effects are particularly strong in the multi-photon regime at low background intensity. The reason for this is simply that the yield, when calculated with a local approach, is so strongly suppressed in this regime, that the effect due to the pulse envelope, which is otherwise small, becomes dominant. In this section, we analyse the contribution to the yield to leading order in $\xi^2$ - also known as linear Breit-Wheeler. The dominance of pulse effects in the low-intensity (and strongly-suppressed) region has already been highlighted in the literature (see e.g. [15, 16]), and so here, we...
concentrate on the role of the negative harmonics, and in doing so, will reveal a connection between photon polarisation channels and pulse duration.

We can acquire the leading-order perturbative probability, \( P_\ell \), either by perturbatively expanding the integrand in Eq. (1) and keeping only \( O(\xi^2) \) terms, or by calculating the linear Breit Wheeler process from first principles in a plane wave background. In order to aid interpretation, we define a momentum contributed by the background field, \( \nu \), through the relation:

\[
\nu \xi + k = p + q,
\]

where \( \nu = \frac{s}{2\eta} \), which is the centre-of-mass energy squared in units of \( 2\eta m^2 \). This is useful because \( \nu \) is the ratio of lightfront momentum supplied by the background over the lightfront momentum supplied by the carrier wave (i.e. the monochromatic limit), and so quantifies how wide the pulse’s bandwidth must be to facilitate the process. The probability for linear Breit Wheeler probability is then:

\[
P_\ell = \frac{\alpha}{\pi \eta} \int_0^1 dt \int_{\nu_*}^\infty dv \frac{|\tilde{a}(\nu)|^2}{m^2} \left[ \frac{1}{2} h(t) + \nu/\nu_* - 1 \right] \tag{9}
\]

where \( \nu_*(t) = 1/[2\eta t(1 - t)] \) is the threshold parameter required to create a pair with zero transverse momentum \( (r^2 = 0) \) and \( \tilde{a}(\nu) = \int d\varphi a(\varphi) e^{i\nu \varphi} \).

The result in Eq. (9) clearly demonstrates the threshold requirement \( \nu > \nu_* \) to create a pair. We see that \( \nu_* \propto 1/\eta \), i.e. the lower the photon energy, the higher the momentum required from the background to create a pair. For a plane-wave pulse then, the contribution depends on how the Fourier spectrum decays as the frequency is varied away from the carrier frequency. For the flat-top potential,

\[
\frac{|\tilde{a}(\nu)|^2}{m^2} = \frac{\xi^2 \Phi^2}{2} \left[ \frac{\text{sinc}^2 \Phi (\nu + 1)}{2} + \frac{\text{sinc}^2 \Phi (\nu - 1)}{2} \right] \tag{10}
\]

i.e. the spectrum has peaks at \( \nu = \pm 1 \), but each with a width that decays as \( \sim 1/\Phi^2 \). Here we see the reason why the pulse envelope effect is dominant in the multi-photon regime. For the monochromatic case, \( P \sim \xi^{2n_*} \), with \( n_* = 2(1 + \xi^2)/\eta \), and so when \( \eta \ll 1 \), which is typical for modern-day laser-particle experiments, there is a strong decay in the pair yield as \( \xi \) is reduced since \( n_* \gg 1 \). Contrast this with the linear Breit-Wheeler contribution from the envelope, which only decays as \( \xi^2 \), but is suppressed by a constant factor that depends on the envelope’s bandwidth. Eventually, for sufficiently small \( \xi \), the linear Breit-Wheeler effect, which originates from the pulse envelope, will dominate the total signal for pair creation.

The role of negative harmonics can also be clearly seen in the perturbative result. In Fig. 6, we plot the Fourier transform of the flat-top pulse spectrum, Eq. (10). The spectrum decays away from the positive (negative) frequency peak, approximately as \( \sim (\nu - 1)^{-2} \) \( (\nu + 1)^{-2} \).

The positive (negative) frequency peaks correspond to the \( n = 1 \) \( (n = -1) \) harmonics of the background. For a sufficiently short pulse, equivalently, broad bandwidth, there is a significant contribution from the negative frequency peak, that can extend to the positive frequency range. This is another visualisation of the effect discussed in the Mandelstam plot Fig. 1: negative harmonics can contribute in kinematically-accessible regions. We emphasise that here in the perturbative case, \( n = -1 \) corresponds to the negative frequency component of the pulse. One should contrast this with the non-perturbative case discussed in the previous section and for larger values of \( \xi \), where \( n = -1 \) corresponds to one net ‘photon’ being emitted back to the background.

**FIG. 6.** Fourier spectrum of potential for a two-cycle flat-top pulse (\( \Phi = 4\pi \)). Only the absorption of positive frequencies can kinematically contribute to pair-creation, but in a short pulse, these can arise from the wide bandwidth of the negative frequency part of the spectrum. Envelopes are plotted with dashed lines and the contribution from the \( n = -1 \) harmonic, and the net difference, are both highlighted.

### A. Polarisation signal

The contribution of the negative harmonic to linear Breit-Wheeler suggests a further effect due to the pulse envelope: on the relative contribution of each photon-polarisation channel. This can be seen by considering a head-on collision between the photon and a plane-wave laser pulse. The potential for a circularly-polarised pulse can be written in the form:

\[
a(\varphi) = g(\varphi) \left[ \Lambda_- e^{i\varphi} + \Lambda_+ e^{-i\varphi} \right], \tag{11}
\]

where \( g(\varphi) \) is the envelope and \( \Lambda_{\pm} = (\Lambda_1 \pm i\Lambda_2)/2 \) are lightfront helicity states of the probe photon:

\[
\Lambda_{1,2} = \varepsilon_{1,2} - \frac{k \cdot \varepsilon_{1,2}}{k \cdot k} \kappa, \tag{12}
\]

for a head-on collision with \( k = k_0(1, 0, 0, -1) \), and in the co-ordinates used so far in this paper, \( \varepsilon_1 = (0, 1, 0, 0), \varepsilon_2 = (0, 0, 1, 0) \). From (11), we see that different helicity states are associated with the positive and negative frequency parts of the background. Whereas a circularly-polarised probe photon will couple to just the \( \Lambda_+ \) or \( \Lambda_- \)}
state alone, a linearly-polarised photon, being a superposition of circularly-polarised states, will be able to couple the $\Lambda_+$ and $\Lambda_-$ states together at the level of the probability (which contains a $(a \cdot e)^2$ term, for photon polarisation $e$). Therefore, for a linearly-polarised photon, a part of the probability will be proportional to the overlap of the positive and negative frequency parts of the spectrum. In this way, a connection between pulse duration and probe photon polarisation is made.

For a linearly polarised photon propagating in the circularly polarised background, the linear Breit-Wheeler probability is

$$P_\ell = \frac{\alpha}{\pi \eta} \int_0^1 dt \int_{\nu_\pi}^{\infty} d\nu \left[ \frac{|\tilde{a}(\nu)|^2}{m^2} \left( \frac{1}{2} h(t) + \frac{\nu/\nu_s - 1}{\nu^2/\nu_s^2} \right) + \Gamma |\tilde{a}_x(\nu)|^2 - |\tilde{a}_x(\nu)|^2 \right],$$

(13)

where $\tilde{a}_x$ ($\tilde{a}_y$) is the $x$ ($y$) component of the Fourier transformed vector potential, $\Gamma = 1$ if the photon is in polarisation state $\Lambda_+$, and $\Gamma = -1$ if the photon is in polarisation state $\Lambda_-$. Defining $\tilde{g}(\nu) = \int d\phi g(\phi) \exp[i\phi\nu]$, we see that the unpolarised part of the probability is proportional to:

$$|\tilde{a}(\nu)|^2 \propto |\tilde{g}(\nu + 1)|^2 + |\tilde{g}(\nu - 1)|^2.$$ 

However, the polarised part is proportional to the overlap of the positive and negative frequency components:

$$|\tilde{a}_x(\nu)|^2 - |\tilde{a}_x(\nu)|^2 \propto \tilde{g}(\nu + 1)\tilde{g}^*(\nu - 1) + c.c.$$ 

This overlap of the functions is an expression of the interference in Fourier space, of the contribution from positive and negative frequency components. Therefore this coupling of polarisation channels to pulse shape is a higher derivative effect. To measure the relative importance of the photon polarisation, we define the quantity

$$R = \frac{P_\ell(\Gamma = -1) - P_\ell(\Gamma = +1)}{P_\ell(\Gamma = -1) + P_\ell(\Gamma = +1)}.$$ 

(14)

The linear Breit-Wheeler positron yield for different probe photon polarisations, and how it is affected by pulse duration, is illustrated in Fig. 7. In general, the yield increases with pulse duration, but it does this slower than linearly with $\Phi$ (unlike a local approach, which increases the yield linearly with $\Phi$). This is because the bandwidth decreases and so too, the number of photons from the background that would correspond to a centre-of-mass energy above the threshold for making a pair. This behaviour depends on the shape of the pulse: slightly different dependencies are shown in Fig. 7(a) (flat-top pulse), Fig. 7(c) (sine-squared pulse) and Fig. 7(e) (Gaussian pulse). The effect of the pulse duration on the ratio of polarised probabilities is shown in the second column of Fig. 7. Similar to the yield, the ratio decreases as the pulse duration is increased, and this is due to reduction of the overlap of positive and negative frequencies of the background in the pulse spectrum. For a sine-square pulse, this decrease is rather slow: for a single-cycle pulse the ratio is 10%, falling to 4% for a 20-cycle pulse. For a sine-squared and Gaussian pulse (Fig. 7(d) and (f) respectively), the decrease is much stronger, showing the importance of the pulse shape in this effect.

IV. AZIMUTHAL ASYMMETRY

In this section, we calculate a signal of azimuthal asymmetry at the centre of the positron TMD, even though the plane-wave pulse is circularly polarised. The asymmetry for different pulse shapes is compared.

The asymmetry induced by the pulse envelope can be illustrated by formulating the relative difference of the transverse spectrum and the azimuthal-averaged spec-
trum:

\[ A = \frac{d^2P/dr \, d\psi}{\frac{1}{2\pi} \int_0^{2\pi} |d^2P/dr \, d\psi| \, d\psi} - 1. \]

The result for a flat-top background with \( \xi = 0.5, \eta = 2 \) and \( N = 16 \), in Fig. 8, (using \( r_x = r \cos \psi \) and \( r_y = r \sin \psi \)), amounts to uncovering a dipole-like distribution, which is symptomatic of having linear polarisation. This dipole structure is strongest at transverse momenta \( r \), which correspond to contributions from the pulse envelope for harmonics below the locally-monochromatic threshold. Whereas the carrier frequency is circularly polarised, the pulse envelope multiplies both polarisation components of the potential \( a \) with the same factor, and hence acts as a ‘linearly polarised’ background. We can demonstrate this by writing the Fourier transform as:

\[ \tilde{a}(\nu) = m \xi \left[ \tilde{g}(1 + \nu) \Lambda_- + \tilde{g}(-1 + \nu) \Lambda_+ \right]. \]

In a monochromatic wave, \( \tilde{g}(\cdot) \rightarrow \delta(\cdot) \) and each frequency component is associated with a different helicity state. However, if the pulse is finite in extent, and we pick \( \nu = \nu_{\text{puls}} \approx 1/2N \), to correspond to the pulse envelope frequency, for a symmetric spectrum (such as the flat-top, sine-squared and Gaussian examples), \( \tilde{g}(1 + \nu_{\text{puls}}) \approx \tilde{g}(-1 + \nu_{\text{puls}}) \), and hence:

\[ \tilde{a}(\nu_{\text{puls}}) \approx m \xi \tilde{g}(1 + \nu_{\text{puls}}) \Lambda_1, \]

i.e. linearly polarised.

The effect persists in pulses with smoother edges as illustrated in Fig. 9(a) and (b) for a sine-squared pulse and in Fig. 9(c) and (d) for a Gaussian pulse. We note that in these examples, \( N = 16 \), i.e. this is not the short-pulse effect described in Fig. 4. We also note the interference fringes (although not their magnitude) depend sensitively on the shape of pulse envelope; interference peaks appear at different positions for different envelopes, and there appear more interference fringes because of the variation of the local intensity \( \xi(\varphi) \). A noteworthy feature of the asymmetry at the centre of the positron TMD is that it becomes much weaker when \( \xi \) is lowered below \( \xi = 1 \) for the sine-squared and Gaussian pulses, suggesting an all-order interaction (but persists for \( \xi < 1 \) in the special case of the flat-top pulse).

V. DISCUSSION

The nonlinear Breit-Wheeler process is often calculated using some local approximation, such as the locally constant field approximation (LCFA), or the locally monochromatic approximation (LMA). The focus of this paper has been to identify signals of strong-field QED in the nonlinear Breit-Wheeler process, that are beyond local approaches. In order to achieve this, we calculated the process in a toy-model flat-top pulse potential, which differs only from the infinite monochromatic background in that it has edges. The advantage of this background, is that one can make analytical progress and cast the form of the probability for this finite pulse, in a similar form to the probability in an infinite monochromatic wave, and study the differences. Any difference is then due to the finitude of the pulse, and not due to variations of the field strength across the pulse (which, e.g. the locally monochromatic approximation would partially capture). We also calculated some spectra in smoothly varying pulses, with sine-squared and Gaussian envelopes, to investigate how the shape of the pulse envelope influences ‘beyond local’ signatures.

What is missed in a local monochromatic (and locally constant) approach, can be seen by considering the two steps made in approximating the Kibble mass [70], \( \mu \), where:

\[ \mu = 1 + \langle \mathbf{a}^2 \rangle - \langle \mathbf{a} \rangle^2; \quad \langle f \rangle = \theta^{-1} \int_{\varphi-\theta/2}^{\varphi+\theta/2} f(x)dx. \]
FIG. 9. Azimuthal asymmetry in the transverse momentum distribution of the positrons. Left column: plot of the angular spectrum, $d^2P/d\theta_1 d\theta_2$. Right column: asymmetry measure, $\mathcal{A}(\theta_1,\theta_2)$. Upper panels: sine-squared pulse, $g(\varphi) = \sin^2(\varphi/(2N))$ if $0 < \varphi < 2N\pi$, otherwise $g(\varphi) = 0$; Bottom panels: Gaussian pulse with the envelope $\exp[-2.3\varphi^2/(N\pi)^2]$. The other parameters are given as $\xi = 1$, $\eta = 2$ and $N = 16$.

Suppose we consider $\langle a \rangle$ as an example, and apply the LMA to the function $a(\varphi) = e_x g(\varphi/\Phi) \cos \varphi$. First, we can write:

$$\langle a \rangle = \frac{e_x}{\theta} \left[ F\left(\frac{x}{\Phi}\right) \sin x + G\left(\frac{x}{\Phi}\right) \cos x \right]^{\varphi + \theta/2}_{\varphi - \theta/2},$$

where by repeated integration by parts, one finds:

$$F\left(\frac{x}{\Phi}\right) = g\left(\frac{x}{\Phi}\right) - \frac{1}{\Phi^2} g''\left(\frac{x}{\Phi}\right) + \ldots$$

$$G\left(\frac{x}{\Phi}\right) = g'\left(\frac{x}{\Phi}\right) - \frac{1}{\Phi^3} g'''\left(\frac{x}{\Phi}\right) + \ldots$$

For smooth, well-behaved envelopes, so far no approximation has been made. The LMA then consists of two approximations: i) higher derivatives of $g$ are discarded; ii) the envelope is locally expanded, keeping only the leading order term i.e. $g((\varphi \pm \theta/2)/\Phi) \approx g(\varphi/\Phi)$. The first approximation (also referred to as the slowly-varying-envelope approximation) corresponds to neglecting derivatives of the envelope, and the second to neglecting pulse-envelope interference (which would also include some derivatives of the envelope). Therefore, even if the pulse is long, if the rising and falling edges are steep enough, then signatures beyond a local approximation, can still persist. As a result, we have identified effects on particle spectra due to: i) pulse-envelope interference; ii) pulse shape effects (contributions from higher derivatives of the rising and falling edge of the pulse).

Other works have already highlighted some interference effects for very short (few cycle) pulses; the added interest here, was to show that there are other pulse-length interference effects that persist even in long (many-cycle) pulses, the magnitude of which does not depend strongly on the pulse shape. One may think that, if the pulse is made long enough, outgoing particle spectra should eventually tend to those in a monochromatic wave. However, the key difference in the finite pulse case, is that the probe particle (in this case, a photon), is, at some point, outside the pulse, and must enter (and exit) it. In the infinite monochromatic case, the probe particle is always inside the background. The act of entering (and exiting) the pulse, is associated with the probe particle experiencing field gradients. The longer the pulse, the lower the gradients, but the longer the scale on which they are probed.

For nonlinear Breit-Wheeler, pulse envelope interference affected the positron transverse momentum distribution by providing an extra ‘pulse envelope peak’ at smaller transverse momenta than the threshold for a locally monochromatic approach. The position of this pulse envelope peak is associated with the long wavelength of the pulse envelope. The peak was found to lead to a linearly-polarised signal in a flat-top, sine-squared and Gaussian pulse, the magnitude of which did not depend significantly on pulse shape. In contrast, effects were also identified that are related to the pulse shape and the contribution from higher derivatives of the envelope. In a flat-top pulse, the relative importance of Breit-Wheeler for different photon polarisations was seen to be linked to the pulse duration, but was suppressed in the smoother sine-squared and Gaussian backgrounds. The short-pulse asymmetry across the entire positron transverse momentum is another effect sensitive to the pulse shape, and was demonstrated for the flat-top background. A significant widening of the lightfront momentum spectrum was also found in a flat-top background, which was independent of the pulse duration.

To conclude: if pulse shaping methods could be used to generate steeper pulse edges, envelope shape effects can be enhanced, and if low transverse pair momenta could be detected, pulse-length interference effects could be measured in experiment.
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