Optimising the mitigation of epidemic spreading through targeted adoption of contact tracing apps
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The ongoing COVID-19 pandemic is the first epidemic in human history in which digital contact tracing has been deployed at a global scale. Tracking and quarantining all the contacts of individuals who test positive to a virus can help slowing-down an epidemic, but the impact of contact tracing is severely limited by the generally low adoption of contact-tracing apps in the population. We derive here an analytical expression for the effectiveness of contact-tracing app installation strategies in a SIR model on a given contact graph. We propose a decentralised heuristic to improve the effectiveness of contact tracing under fixed adoption rates, which targets a set of individuals to install contact-tracing apps, and can be easily implemented. Simulations on a large number of real-world contact networks confirm that this heuristic represents a feasible alternative to the current state of the art.
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Since the first human infection towards the end of 2019, the spread of the SARS-COV-2 virus has caused an unprecedented shock around the world, with serious repercussions in all aspects of our social and economic activities [1–3], and a number of casualties that has already passed the two millions figure and is unfortunately due to rise further in the near future [4]. The initial efforts to curb the spread of the disease focused on non-pharmaceutical interventions including travel bans, lockdowns, and curfews [5]. These measures are able to drastically reduce the opportunities of contacts between infected and susceptible people and thus the spread of a virus [6–10], but also have non-negligible effects on the economy and social life [11–13]. After the first wave of infections in February-May 2020 and thanks to a better understanding of the specific transmission dynamics of SARS-COV-2 [14–19], many countries have implemented some sort of “test-trace-treat” system based on digital contact tracing [20, 21]. Some of these systems consist on deploying contact tracing (CT) apps on mobile phones which allow to identify and isolate individuals who have been in contact with infected ones, thus disrupting secondary infections paths as early as possible. With contact tracing in place, many countries have been able to partially re-open several sectors of their economy and to diminish the damage of prolonged disruptions [22–29].

An effective digital contact tracing strategy should aim at maximising the probability of detecting contacts between infected and susceptible individuals, and it would completely eradicate contagion in the ideal case where CT apps are installed by the totality of a population [30–39]. However, throughout the SARS-COV-2 pandemic the percentage of the population with CT apps installed has remained quite low, between 5% and 20% in most countries [40], resulting in a dramatically decreased efficiency of contact-tracing.

Here we focus on the problem of determining the set of nodes which should install CT apps in order to optimise the effect of contact tracing, i.e., to maximally slow-down spreading and reduce the incidence of a disease, under the assumption that the rate of CT app adoption is fixed. We provide an analytic derivation to quantify the decrease of the basic reproduction number caused by a generic CT installation strategy, and we show that uniform random installation – which is the strategy implicitly adopted by governments when people are simply asked to install a CT app – has the worst performance of all. We find that relatively simple targeting strategies based on the structure of the contact network are significantly more efficient in reducing the number of secondary infections at low adoption rates, in both synthetic and real-world systems.

RESULTS

In Fig. 1 we report a sketch of a fictitious contact network, where some individuals are infected (pink), some other are susceptible (black), and some have a CT app installed (indicated by the mobile icon). A perfect lockdown would remove almost all the links in that graph (with the only exception of those among people belonging to the same household), so that infected individuals will eventually be unable to find any susceptible person to pass the disease on. When only contact tracing is in place, instead, some infections are still unavoidable, either due to a limited app adoption rate or to a delay in the notification of test results and in isolation of subjects exposed to infected ones. As made evident by Fig. 1, maximising the impact of contact tracing corresponds to maximising the probability that the potential transmission of the disease between two individuals is detected, since only contacts among people with CT apps installed can be detected and traced back. This intuitively corresponds to maximising the number of edges among the
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Figure 1. Effect of contact-tracing apps on secondary infections on a contact network. Contact tracing apps can only detect potential contagious contacts if both the infected and the susceptible individual have a CT app installed. In this case, A can in principle infect any of his direct neighbours, including B who has a CT app installed as well, and the CT app cannot do anything to avoid this. However, if the CT system detects a contact between A and B and then A tests positive, then B can be contacted and put into quarantine, thus disrupting all the potential infection paths to the direct contacts of B (solid green lines). If C has a contact with A, instead, C has no way of knowing whether the contact resulted in an infection or not, he will not be notified when A tests positive, and he will not go into quarantine. In this case, all the neighbours of C are at risk of catching the disease (solid red lines). Similarly, the fact that B has a CT app installed cannot safeguard her from being infected by D (who does not have a CT app installed) and passing the infection to her neighbours while she has no symptoms.

Reduction of $R_0$ in a SIR+CT dynamics. We consider here a SIR+CT model, which is a classical Susceptible-Infected-Recovered (SIR) model on a static contact graph [10], with the addition of ideal contact tracing. This means that any susceptible node with installed CT app is quarantined (recovered) as soon as one of their contacts with CT app installed gets infected. The parameters of the model are the probability $\beta$ that an infected individual passes the disease to each of its susceptible neighbours, and the probability $\mu$ that an infected individual is removed (due to either recovery or death). We call the contact graph $G(V,E)$, with $N = |V|$ nodes and $K = |E|$ edges, and we denote by $G'(V',E')$ the subgraph of $G$ induced by CT app installations, i.e., such that $V'$ is the set of nodes in $G$ with CT apps and $E'$ is the set of edges among nodes in $V'$. We quantify the effect of the installation of CT apps in a certain subset $V'$ of nodes by computing the reduction of the basic reproduction number $R_0$, that is the expected number of secondary infections caused by a single contagion event. Let us assume that the generic node $i$ is infected and has passed the disease to its neighbour $i$. The expected number $R_i$ of secondary infections caused by $i$ while it remains infected depends on whether $i$ is in $V'$, and on how many of its $k_i$ neighbours are in $V'$ as well. In particular, if $i \notin V'$, $R_i = \frac{\beta}{\mu}(k_i - 1)$ as in the classical SIR (we have to remove $\ell$ from the count, hence the $k_i - 1$) [10]. If $i \in V'$, instead, there are two possible cases: a) if $\ell \notin V'$, the contact between $i$ and $\ell$ remains undetected, and $i$ can potentially infect $R_i = \frac{\beta}{\mu}(k_i - 1)$ more nodes, as in the classical SIR. b) If instead $\ell \in V'$ as well, then the contact with $i$ gets detected by the CT system and $i$ goes into self-isolation immediately, thus avoiding any secondary infection. If we denote by $k'_i$ the degree of node $i$ in $G'$, the expected number of infections potentially caused by the infection of $i$ is equal to

$$R_i = \frac{\beta}{\mu}(k_i - 1)\frac{k_i - k'_i}{k_i}$$

and the average number of secondary infections potentially caused by each node infected by $\ell$ is given by:

$$R_\ell = \frac{\beta}{\mu} \frac{1}{k_\ell} \sum_i a_{\ell i}(k_i - 1)\frac{k_i - k'_i}{k_i}$$

where $a_{\ell i}$ are the entries of the adjacency matrix of the contact graph $G$. By averaging $R_\ell$ over all the nodes of $G$ we obtain the value of the basic reproduction number in presence of contact tracing (see Methods for details):

$$R'_0 = R_0 - \frac{1}{\mu} \beta \sum_i \frac{1}{k'_i} \sum_i a_{\ell i} \frac{k'_i}{k_i}(k_i - 1)$$

(1)

where $R_0$ is the basic reproduction number of the classical SIR dynamics on $G$ [10]. As made clear by Eq. (1), we can minimise the value of $R'_0$ by using a generic optimisation algorithm to compute:

$$\max_{G'} F(G') = \sum_\ell \frac{1}{k'_\ell} \sum_i a_{\ell i} \frac{k'_i}{k_i} (k_i - 1)$$

(2)

over the ensemble of possible choices of $G'$. Notice that if the entire population installs CT apps (i.e., if $k'_i = k_i \forall i \in V$) we trivially get $R'_0 = 0$ (see Methods and Supplementary Note 1 for details).

CT targeting strategies. If we assume that we can install the contact tracing app only to a fraction $r \in [0,1]$ of “willing” individuals, Eq. (2) states that a good CT installation strategy should include in $G'$ nodes having a high degree in $G$ (so that the ratio $\frac{(k_i - 1)}{k_i}$ is as large as possible), and, at the same time, a high number of connections to other nodes in $G'$ (i.e., so that $k'_i$ is as large as possible). The most basic strategy to select a fraction $r$ of the $N$ individuals to install CT apps consists in asking the population to install a CT app in their
mobile phones, under the assumption that each individual will comply with probability equal to $r$, irrespective of any of their specific social or behavioural characteristics. In this case, the total number of installations will be distributed according to a Binomial, with mean equal to $rN$. In the following, we call this strategy “uniform random installation” (RND).

A second strategy consists in explicitly targeting all the potential super-spreaders [41, 42]. In practice, we ask the $rN$ individuals with the largest number of contacts (links) in $G$ to install the app, assuming that they will all comply with probability 1. This strategy is indeed utopian since it requires full knowledge of the contact network and full compliance by the selected nodes. In the following, we call this strategy “degree-based installation” (DEG).

Here we propose and study a constructive strategy to maximise Eq. (2) that does not require detailed global information on $G$, and is thus amenable to a distributed implementation. We start from a CT set that contains only the node with the largest degree in $G$. Then, at each subsequent step $t$ we add to the CT set one of the neighbours $i$ of any of the nodes in $V'$, with probability proportional to the total number of neighbours of that node that are already in $V'$ (see Methods for details). This creates a “social pressure” on individuals with no CT app installed which is proportional to the number of their contacts already in $V'$. We call this strategy “distributed targeting installation” (DTI).

In Fig. 2(a) we plot the ratio $R'_0/R_0$ as a function of the CT adoption rate $r$ for the RND, DEG, and DTI strategies, on an ensemble of configuration model graphs with power-law degree distributions. As a reference, we also report the results obtained by optimising Eq. (2) by means of Simulated Annealing (SA). It is worth noting that RND is the worst-performing strategy overall, characterised by a much slower decrease of $R'_0$ with $r$. Conversely, degree-based installation is close to the theoretical limit established by SA, and produces a noticeable decrease of $R_0$ already for quite small values of $r$. Remarkably, the performance of DTI is quite close to that of DEG, although DTI is not using any global information about the structure of $G$. In Fig. 2(b-c) we show how the first and second moment of the degree distribution $P(k')$ of the subgraph $G'$ vary with $r$ for each of the four strategies. More details on the derivation of the full degree distribution of $G'$ in RND and DEG are reported in Methods, while Supplementary Fig. 1 shows the perfect agreement between the empirical and analytical degree distributions for these two strategies.

It is worth noting that under the DEG strategy $\langle k' \rangle$ increases very sharply with $r$ and is already quite similar to the value of $\langle k \rangle$ in $G$ for very small values of $r$. On the other hand, in RND $\langle k' \rangle$ increases only linearly with $r$ (see Methods for details), while the performance of DTI is in between those two. However, these plots make it clear that the sheer density of $G'$ is not the only important ingredient for CT app installation. Indeed, SA can attain consistently lower values of $R'_0/R_0$ than DEG, although the values of $\langle k' \rangle$ produced by SA are almost identical to that provided by DEG (see Fig. 2b).

**SIR+CT in real-world graphs.** In Fig. 3 we show the ratio of infected nodes $I(t)$ for the four strategies with different values of $r$ on two real-world contact networks, respectively the network of friendship in a high school (top panels) and at a workplace (bottom panels) [43]. In the inset of each panel we report a typical composition of $V'$ for each strategy. It is evident that, even at low adoption rates, the DEG and DTI strategy can heavily mitigate the incidence of the disease better than RND.
Figure 3. **Impact of CT strategy and adoption rate on the epidemic peak of SIR+CT in real-world networks.** The evolution of the disease in a SIR+CT model (here for $\beta = 0.1$, $\mu = 0.05$) depends heavily on the adoption rate $r$ and on the strategy used to select which individuals will have a CT app installed. We show here the results on two real-world social networks, namely, the high-resolution face-to-face contact data respectively recorded in a high school (a-d) and a workplace (e-h). We have applied a threshold to both contact networks: keeping only contacts larger than 240 seconds for the High School and 10% of the links with the largest weight for the Workplace (See Methods for details). At adoption rates $r \gtrsim 0.4$, the RND strategy (a, e) displays a higher percentage of infected compared to DTI (b, f), DEG (c, g) and SA (d, h). These differences are likely linked to the structure of the subgraph induced by each CT strategy. Typical examples of those graphs for each strategy and $r = 0.3$ are shown in the insets, where the size of each node is proportional to its degree and nodes with CT app installed are indicated in blue.

This is most probably because DEG and DTI are targeting different sets of nodes than RND, and in general end up selecting nodes with high degree which result in a higher edge density in $G'$.

The dynamics of SIR+CT in the two systems exhibits some noticeable qualitative differences when distinct strategies are adopted, with respect to the height of the infection peak (the maximum incidence of the disease), the actual position of the peak (the time at which it occurs), and the overall duration of the epidemic. Interestingly, the position of the peak shifts to the right (delays) at small values of $r$ for the DEG, DTI and SA strategies. Conversely, the peak starts to recede (it is anticipated) with respect to the baseline when $r$ becomes larger than a certain threshold, which depends on the particular structure of the contact network. While low values of $r$ lead to a delay in the dynamics – the peak shifts to the right – large enough values of $r$ effectively break the network into a number of disconnected components, resulting in a considerable disruption of the spreading – shift to the left.

To better understand these qualitative differences, we look at three key properties of the epidemic curve, namely the total number of individuals recovered $R_\infty$, the maximum number of individuals infected across the duration of the epidemic $I(t_{\text{peak}})$ and the time to reach the infection peak $t_{\text{peak}}$. In particular, we compute the relative performance of each strategy $s$ (being it either DEG, DTI, and SA) with respect to RND using the quantities:

$$\Delta R_s^\infty = 1 - \frac{R_s^\infty}{R_{RND}^\infty}$$

$$\Delta I^s(t_{\text{peak}}) = 1 - \frac{I^s(t_{\text{peak}})}{I_{RND}(t_{\text{peak}})}$$

$$\Delta t_{\text{peak}}^s = 1 - \frac{t_{\text{peak}}^s}{t_{\text{peak}}^{RND}}$$

The results are shown in Fig. 4. We found that in the high school network an adoption rate of $r = 0.2$ can decrease the number of infected individuals at the peak by as much as 40% (Fig. 4b) for all the three strategies. At the same adoption rate, the total number of infected individuals decreases by 20% (Fig. 4a) and the peak is delayed by approximately 40% (Fig. 4c). For $r = 0.5$ we witness a substantially stronger mitigation, where the peak is reduced by up to 70% and the total number of infected is reduced by up to 80%. The effectiveness of targeting strategies is somehow less pronounced in the workplace graph at similar adoption rates (bottom panels). Interestingly, in both networks the DTI strategy performs similarly to DEG and SA, as can be observed in the insets in Fig. 4, which show the raw values of $R_\infty$, $I(t_{\text{peak}})$ and $t_{\text{peak}}$.

We simulated SIR+CT in 84 unique real-world contact network data sets, filtered by applying two different thresholds, for a total of 168 undirected graphs [43–50] (See Methods for details). In Fig. 5(a-c), we report for the RND, DEG and DTI strategies, and several adoption rates $r$, the spearman correlation between the analytical $R_0^s$ and the epidemiological indicators $R_\infty$, $I(t_{\text{peak}})$ and
A reduction in the peak $I_r$ value of the strategy in use, the more efficient it is, the lower is the peak $t_{peak}$ with respect to the absence of contact tracing. In each network to obtain a given reduction of the infection rate $R$ installations of the total number of recovered $\Delta R_{\infty}$, height of the infection peak $\Delta I(t_{peak})$ and position of the peak $\Delta t_{peak}$ (see Eq. (3)) for DTI, DEG, and SA targeted installation, in the same contact networks shown in Fig. 3. The inset of each panel reports the plot of the raw variable, respectively $R_{\infty}$ (panel a and d), $I(t_{peak})$ (panel b and e) and $t_{peak}$ (panel c and f).

$t_{peak}$. The correlation with both $R_{\infty}$ and $I(t_{peak})$ is high for the three strategies confirming the analytical predictions of Eq. (1) despite the small size of the graphs and the presence of degree-degree correlations. Still, as $r$ increases we observe a decrease in the correlations, likely due to finite size effects. The correlation between $R_0^t$ and $t_{peak}$ displays a much richer behaviour: we start with a significant but negative correlation for small $r$, which changes sign until it reaches a maximum.

We conjecture that the change of sign is related to the movement of the peak: while in the small-$r$ regime lower values of $R_0^t$ contribute to a delay of the peak, for larger values of $r$ we observe a stronger anticipation of the peak. The value $r_{peak}$ at which the correlation peaks depends on the strategy in use, the more efficient it is, the lower is the value of $r_{peak}$. The concrete value of $r_{peak}$ seems thus related to a certain structural cutoff of the graphs.

In a realistic scenario, in which the adoption rate is not fixed but needs to be promoted, we might be more interested in the minimum adoption rate $r^*$ needed on each network to obtain a given reduction of the infection peak with respect to the absence of contact tracing. In Fig. 5(d-f) we report the histograms of the value of $r^*$ in DTI and RND across the 108 networks when we set a reduction in the peak $I(t_{peak})$ of 10%, 30% and 50%, respectively. We found that DTI can achieve a reduction of 30% of the peak in 85% of the networks with an adoption rate smaller than 0.3 (panel c), while the RND strategy would need an adoption rate of 0.5 to achieve an equivalent reduction.

While the strategies analysed here require some level of global information and full compliance by individuals to install the app, we have obtained qualitatively similar results with other decentralised strategies based on local information, and with a tunable level of compliance (see Supplementary Note 2 and Supplementary Figs. 2-7 for details). Moreover, qualitatively similar results are also obtained when considering a SIR+CT with maximum delay, i.e., where an individual with the CT app installed goes into quarantine only when it becomes infected (see Supplementary Note 3 and Supplementary Figs. 7-9).

**Conclusion.** We have shown here that the random CT app installation – considered in recent studies on the topic [36–38] and adopted by many governments – is the least effective strategy to mitigate the effects of a pandemic through contact tracing. The theoretical argument presented here, which links the reduction of $R_0$ to the structure of the subgraph $G'$ induced by CT, holds for any graph under any CT strategy. In particular, Eq. 1 provides a concrete recipe to maximise the effectiveness of a CT app deployment as we have shown in real-world systems.

The reduction of a disease incidence attainable by the DTI strategy is comparable with degree-based targeting, which performs similarly to the optimal targeting obtained through simulated annealing. A notable advantage of using DTI over DEG is that it does not require any global information about the graph $G$ and it can be implemented on a distributed manner. For instance, one could ask every new individual who installs the CT app to broadcast a message to all his contacts, asking them to install it as well. By doing so, each contact with no app installed will be subject to a level of “social pressure” linearly proportional to the number of contacts who already have the CT app installed (in agreement with the heuristic algorithm of which DTI is based), consequently increasing the likelihood that he will also install it.

Although several effective vaccines have been made...

**Figure 4. Comparison of epidemic indicators under different CT strategies.** Relative decrease with respect to random installations of the total number of recovered $\Delta R_{\infty}$, height of the infection peak $\Delta I(t_{peak})$ and position of the peak $\Delta t_{peak}$ (see Eq. (3)) for DTI, DEG, and SA targeted installation, in the same contact networks shown in Fig. 3. The inset of each panel reports the plot of the raw variable, respectively $R_{\infty}$ (panel a and d), $I(t_{peak})$ (panel b and e) and $t_{peak}$ (panel c and f).
available recently [51], mass vaccination campaigns are at their initial stage in many countries and might last for several months before a sufficient percentage of the population is vaccinated. Moreover, SARS-COV-2 variants may develop vaccine resistance and prolong the duration of the epidemic, creating an unsustainable loop of vaccine updates and vaccination campaigns. Hence, reducing the spreading of the virus by detecting potential infected individuals and limiting their contacts – through digital contact tracing – is still essential [52]. The results shown here suggest that governments could significantly improve the effectiveness of contact tracing programs by implementing targeting CT app installations, not only for the ongoing COVID-19 but any major epidemic event in the future.

METHODS

Distributed Targeting Installation strategy

The proposed heuristic constructive algorithm to optimise Eq. (1), denominated DTI, starts with a set $V'(t = 0)$ containing the node of largest degree in $G$. At each step $t$, we consider the set $S(t)$ of nodes which have at least one neighbour in $V'(t)$, then, a node $i$ is selected at $t + 1$ from $S(t)$ and added to $V'(t)$ with probability:

$$P(i; t) = \frac{\sum_{j \in V'(t)} a_{ij}}{\sum_{i \in S(t)} \sum_{j \in V'(t)} a_{ij}}$$

i.e., node $i$ is selected linearly proportional to the number of neighbours it has in $V'(t)$.

Properties of the subgraph induced by app installation

We provide here a sketch of the derivation of the first two moments of the degree distribution of the subgraph $G'$ obtained from a graph $G$ by considering only the nodes which have the contact-tracing app installed and the edges among them. The full derivations are provided in Supplementary Note 1. In the case of random installation strategy, the probability that a node installs the contact tracing app is uniform across all nodes. As a consequence, the probability that a node with degree $k$ in $G$ has degree $k'$ in $G'$ is given by the Binomial distribution:

$$\text{Prob}(k'_{i} = k' | k_{i} = k) = \binom{k}{k'} r^{k'} (1 - r)^{k - k'}.$$  

This means that the expected degree in $G'$ of a node that has degree $k$ in $G$ is just:

$$E[k'_i] = rk_i$$
The degree distribution of the subgraph $G'$ can be obtained by summing the probability in Eq. (5) over all possible values of $k$, from which we obtain:

$$\bar{P}_{\text{RND}}(k') = \sum_{k=0}^{N-1} P(k) \frac{k^r}{(1-r)^k}$$

Finally, for the first two moments of $\bar{P}_{\text{RND}}(k')$ we get:

$$\langle k \rangle_{\text{RND}} = \sum_{j=0}^{N-1} j \bar{P}_{\text{RND}}(j) = r \langle k \rangle_G$$

and:

$$\langle k^2 \rangle_{\text{RND}} = \sum_{j=0}^{N-1} j^2 \bar{P}_{\text{RND}}(j) = r^2 \langle k^2 \rangle_G + r(1-r) \langle k \rangle_G.$$ (8)

To compute the degree distribution of $G'$ for degree-based installations, we start from the observation that a node is in $G'$ only if its degree is $k_i \geq \bar{k}$, where $\bar{k}$ is obtained by solving the inequality:

$$\sum_{k} P(k) \geq r$$

where $P(k)$ is the degree distribution of $G$. Now, the probability that one of the $k_i$ neighbours of $i$ is in $G'$ is equal to:

$$Q_k(i) = \sum_{k=k}^{N-1} P(k|k_i)$$

where $P(k|k_i)$ is the conditional probability of finding in $G$ a node with degree $k$ by following one of the edges of a node with degree $k_i$, chosen uniformly at random. In the special case of graphs with no degree-degree correlations, $P(k|k') = \frac{kP(k)}{(k')}$, we have:

$$Q_{\bar{k}}(i) = \sum_{k=\bar{k}}^{N-1} q_k = \bar{r} \quad \forall i$$

In the absence of degree-degree correlations, the probability of any two nodes to be connected does not depend on their degree, by definition. Hence, the probability that a node of $G'$ has a degree equal to $k'$ is given again by the Binomial distribution:

$$\text{Prob}(k'_i = k'|k_i = k) = \binom{k}{k'} \bar{r}^k (1-\bar{r})^{k-k'}, \quad k \geq \bar{k}$$

while $\text{Prob}(k'_i = k'|k_i = k) = 0$ if $k < \bar{k}$. In particular, this means that the expected value $E[k'_i]$ is equal to:

$$E[k'_i] = \bar{r}k_i$$

Notice that $\bar{r}$ has the same role that $r$ has in the equations for uniform random installation. With an argument in all similar to that used for random installation, we obtain:

$$\bar{P}(k') = \sum_{k=0}^{N-1} P(k) \binom{k}{k'} \bar{r}^{(1-\bar{r})^{k-k'}}$$

Here $\bar{P}(k')$ represents the probability to find a node of $G$ which has degree $k'$ in the subgraph induced by app installations. To obtain the actual degree distribution in the induced subgraph, i.e., the probability that one of the nodes of $G'$ has degree $k'$, we must rescale $\bar{P}(k')$ to the nodes in $G'$, i.e., we consider the probability distribution:

$$\bar{P}_{\text{DEG}}(k') = \frac{1}{r} \bar{P}(k')$$

It is easy to show that $\bar{P}_{\text{DEG}}(k')$ is correctly normalised:

$$\sum_{k'=0}^{rN-1} \bar{P}_{\text{DEG}}(k') = \frac{1}{r} \sum_{k'=0}^{rN-1} \sum_{k=0}^{N-1} P(k) \binom{k}{k'} \bar{r}^{(1-\bar{r})^{k-k'}} = \frac{1}{r} \sum_{k=0}^{N-1} P(k) = 1$$

The average degree in the induced graph is obtained as follows:

$$\langle k \rangle_{\text{DEG}} = \sum_{k'=0}^{rN-1} k' \bar{P}_{\text{DEG}}(k')$$

$$= \frac{1}{r} \sum_{k'=0}^{rN-1} P(k) \sum_{k'=0}^{rN-1} \binom{k}{k'} \bar{r}^{(1-\bar{r})^{k-k'}}$$

$$= \frac{1}{r} \sum_{k'=0}^{rN-1} P(k) k\bar{r} = \bar{r} \sum_{k=0}^{N-1} kP(k) = \bar{r}^2$$

$$\langle k^2 \rangle_{\text{DEG}} = \sum_{k'=0}^{rN-1} k'^2 \bar{P}_{\text{DEG}}(k')$$

$$= \frac{1}{r} \sum_{k'=0}^{rN-1} P(k) \sum_{k'=0}^{rN-1} k'^2 \binom{k}{k'} \bar{r}^{(1-\bar{r})^{k-k'}}$$

$$= \frac{1}{r} \sum_{k'=0}^{rN-1} P(k) [k\bar{r} + k(k-1)\bar{r}^2]$$

$$= \frac{\bar{r}^2}{r} \left[(1-\bar{r})(N-1) + \sum_{k=0}^{N-1} k^2 P(k) \right]$$

(17)
Reduction of $R_0$ under ideal CT.

We derive here a general expression for the effective value of the expected number of secondary infections caused by a single infection in a graph with perfect contact tracing, under the assumption that a fraction $r$ of the nodes has installed a CT app. Assuming that a generic node $\ell$ is infected, we want to estimate what is the number of secondary infections caused by a node $i$ infected by $\ell$. The number of neighbours $R_{\ell}$ that can be infected by $i$ depends on whether $i$ has the CT app installed, and on how many of its neighbours have their app installed. In particular, if $i$ does not have the app, $R_{\ell} = \frac{\beta}{\mu} (k_i - 1)$, since we have to remove the neighbour from which $i$ got the disease. If $i$ has a CT app installed, instead, there are two possible cases:

1. If the node $\ell$ who infected $i$ has the CT app, then the infection has been “detected” by the app and $i$ goes into self-isolation immediately. If this happens, $i$ will not produce any secondary infection in the graph.

2. If $i$ got infected by a neighbour without CT app, then the infection remains undetected, and $i$ can potentially infect $R_{\ell} = \frac{\beta}{\mu} (k_i - 1)$ more nodes.

So in the end, the expected number of infections potentially caused by the infection of $i$ is:

$$R_{\ell} = \frac{\beta}{\mu} \sum_{i} a_{\ell i} (k_i - 1) \frac{k_i - k_i'}{k_i}$$

where the term $\frac{k_i - k_i'}{k_i}$ is the probability that the infection of node $i$ does not get detected by the CT system. Hence, the expected number of secondary infections potentially caused by $\ell$ is given by:

$$R'_{\ell} = \frac{\beta}{\mu N} \sum_{i} a_{\ell i} (k_i - 1) \frac{k_i - k_i'}{k_i}$$

where $a_{\ell i}$ are the entries of the adjacency matrix of $G$. By averaging $R_{\ell}$ over all the nodes of the graph we get the value of the basic reproduction number with contact tracing:

$$R'_0 = \frac{\beta}{\mu N} \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} R_i$$

$$= \frac{\beta}{\mu N} \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} (k_i - 1) \frac{k_i - k_i'}{k_i}$$

$$= \frac{\beta}{\mu N} \left[ \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} (k_i - 1) - \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} k_i' (k_i - 1) \right]$$

This equation holds in general for any graph with any CT strategy. Notice that the quantity:

$$\frac{1}{N} \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} (k_i - 1)$$

is the expected excess degree of the neighbours of a randomly sampled node of $G$. In other words, it is equal to $\langle k_{nn}(i) \rangle - 1$, where $k_{nn}(i)$ is the average degree of the neighbours of node $i$. The basic reproduction number of the original graph $G$ is equal to

$$R_0 = \frac{\beta}{\mu N} \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} (k_i - 1)$$

that is, the average degree of the neighbours of a randomly selected nodes of $G$, multiplied by $\frac{\beta}{\mu}$. Hence we can conveniently rewrite Eq. (21) as:

$$R'_0 = R_0 - \frac{1}{N} \beta \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} k_i' (k_i - 1)$$

In the special case when $G$ has no degree-degree correlations, we have:

$$\langle k_{nn}(i) \rangle = \frac{\langle k^2 \rangle}{\langle k \rangle} \quad \forall i$$

hence we can write:

$$R_0 \approx \frac{\beta}{\mu} \left[ \frac{\langle k^2 \rangle}{\langle k \rangle} - 1 \right]$$

and we can rewrite Eq. (21) as:

$$R'_0 = R_0 - \frac{1}{N} \beta \left[ \frac{\langle k^2 \rangle}{\langle k \rangle} - 1 \right]$$

As expected, the effect of contact tracing is to reduce the basic reproduction number of the original graph. In general, Eq. (24) (or Eq. (27) in uncorrelated graphs) provides a recipe to maximise the impact of CT app installation. Indeed, given a certain adoption rate $r$, we can use any optimisation algorithm to maximise the fitness function

$$\max_{G'} F(G') = \frac{1}{N} \sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} k_i' (k_i - 1)$$

over the ensemble of of the possible choices of $G'$. Notice that $F(G')$ can be decomposed in two terms. The first one is

$$\sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} k_i'$$

that is, the sum of the expected degrees in the induced subgraph $G'$ of the neighbours of nodes in $G$, while the second one is:

$$\sum_{\ell} \frac{1}{k_\ell} \sum_{i} a_{\ell i} k_i'$$

i.e., the sum of the average fraction of degree in $G'$ and degree in $G$ of all the neighbours of nodes in $G$. In the following we denote the fraction of degree in $G'$ and degree in $G$ for node $i$ by $c_i = k_i' / k_i$. 
Data description and set of networks studied

In this work we considered 84 unique contact network data sets constructed from two different types of data: (i) temporal network data, which provide information regarding the different contacts between individuals and the duration of each interaction; (ii) static network data, where the contacts have been already aggregated for the whole duration and a corresponding weight is associated to each link. We reconstructed each network considering two distinct filtering thresholds by either time – in seconds for type (i) – or by fraction of links retained – weight values for type (ii) –, resulting in 168 unique graphs.

For the networks of type (i), we considered a hospital [45] and a high school [53] temporal data sets, from which we filtered the contacts by applying thresholds of 240 and 360 seconds, i.e., each temporal snapshots resulted in a distinct network. For an art gallery [54] we used the thresholds of 0 and 20 seconds. Notice that we selected these threshold values since they provide the largest connected component for each network. The type (ii) networks obtained from the “Sociopatterns” project include the contacts between individuals with a weight that corresponds to either the number of contacts or their duration [43, 47, 48]. Given that most type (ii) networks are densely connected and a significant proportion of the weights have small values, we filter the networks by keeping the top 25% and 10% links with the largest weights.

A list of all networks considered here is reported in Supplementary Material Table 1.
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Supplementary Note 1. PROPERTIES OF THE SUBGRAPHS INDUCED BY APP INSTALLATION.

We provide here the full derivation of the degree distribution of the subgraph $G'$ induced by a specific set of app installations, i.e., the subgraph of $G$ obtained by considering only the nodes which have installed the app and the edges among them. We consider both the case of uniform random and degree-based installation.

**Uniform random installation**

We start by considering the case of uniform random installation on a graph $G$ with assigned degree distribution $P(k)$, i.e., when a fraction $r$ of the $N$ nodes, chosen uniformly at random, installs the app. The probability that a given node $i$ that has installed the app has degree $k'$ in $G'$ given the fact that it has degree $k$ in the original graph $G$ can be expressed as:

$$P(k'|k_i = k) = \binom{k}{k'} r^{k'} (1 - r)^{k-k'}.$$

(1)

Indeed, since app installation is performed uniformly at random with probability $r$, the probability that a specific neighbour $j$ of a node $i$ has installed the app is just $r$, and does not depend on whether $i$ has installed the app or not. Consequently, the probability that exactly $k'$ of the neighbours of $i$ have installed the app is given by a Binomial distribution with success probability $r$. This also implies that the expected degree of node $i$ in $G'$ across the ensemble of realisations of random installation is:

$$E[k'_i] = rk_i.$$

(2)

By using Eq. (1), we can express the probability distribution $\bar{P}_{RND}(k')$ that a generic node with app installed has $k'$ neighbours which have installed the app as:

$$\bar{P}_{RND}(k') = \sum_{k=0}^{N-1} P(k) \binom{k}{k'} r^{k'} (1 - r)^{k-k'}$$

(3)

Notice that this equation holds independently of the specific degree distribution of $G$ and of other local properties of the graph, such as the presence of degree-degree correlations or clustering. We can derive the value of $\langle k \rangle_{RND}$ by using the definition:

$$\langle k \rangle_{RND} = \sum_{k=0}^{N-1} k \bar{P}_{RND}(k) = \sum_{k=0}^{N-1} k \sum_{j=k}^{N-1} P(j) \binom{j}{k} r^k (1 - r)^{j-k} = \sum_{j=0}^{N-1} P(j) \sum_{k=0}^{j} k \binom{j}{k} r^k (1 - r)^{j-k}$$

$$= \sum_{j=0}^{N-1} P(j) \sum_{k=0}^{j} k \binom{j}{k} r^k (1 - r)^{j-k} = \sum_{j=0}^{N-1} P(j) r^j (r(1-r)k_G + r)$$

(4)

Similarly, for $\langle k^2 \rangle_{RND}$ we obtain:

$$\langle k^2 \rangle_{RND} = \sum_{k=0}^{N-1} k^2 \bar{P}_{RND}(k) = \sum_{k=0}^{N-1} k^2 \sum_{j=k}^{N-1} P(j) \binom{j}{k} r^k (1 - r)^{j-k} = \sum_{j=0}^{N-1} P(j) \sum_{k=0}^{j} k^2 \binom{j}{k} r^k (1 - r)^{j-k}$$

$$= \sum_{j=0}^{N-1} P(j) \sum_{k=0}^{j} k^2 \binom{j}{k} r^k (1 - r)^{j-k} = \sum_{j=0}^{N-1} P(j) [j(j-1)r^2 + rj]$$

$$= r^2 \langle k^2 \rangle_G + r(1-r) \langle k \rangle_G$$

(5)
Degree-based strategy and rich-club coefficient

For degree-targeted app installations, i.e., when the top $rN$ nodes in the ranking by degree have their app installed, Eq. (1) does not hold, since the probability of a node being in $G'$ is not uniform and depends instead on its degree in $G$. If we call $\tilde{k}$ the smallest of the degrees of the nodes in $G'$, the subgraph induced by app installation corresponds to the subgraph among nodes whose degree is $\geq \tilde{k}$. The fraction of existing edges among nodes with degree $\geq \tilde{k}$ is, by definition, the (unnormalised) rich-club coefficient [1] of $G$:

$$\phi(\tilde{k}) = \frac{2e_{\geq k,\geq \tilde{k}}}{N_{\geq k}(N_{\geq k} - 1)} \quad (6)$$

computed for $k = \tilde{k}$. Here we denote by $N_{\geq k}$ the number of nodes whose degree is larger than or equal to $k$, and by $e_{\geq k, \geq k}$ the number of edges among those nodes. Consequently, the average degree of $G'$ can be written as:

$$\langle k \rangle_{\text{DEG}} = (N_{\geq \tilde{k}} - 1)\phi(\tilde{k}) \quad (7)$$

The general expression for the rich club in networks depends only on the joint degree-degree distribution $P(k_1, k_2)$, i.e., the probability of finding an edge between two nodes having degree $k_1$ and $k_2$, and reads [2, 3]:

$$\phi(k) = \frac{N\langle k \rangle \sum_{k_1+k_2=k} P(k_1, k_2)}{N \sum_{k_1} P(k_1)} \left[ \left( N \sum_{k_1} P(k_1) \right) - 1 \right] \quad (8)$$

So in the case of degree-based targeting, even the first moment of the degree distribution of $G'$ depends heavily on the presence of degree-degree correlation in $G$, at stark difference with the case of uniformly random installation seen above.

In the special case of uncorrelated random graphs, such as in the configuration model ensemble, the joint degree-degree distribution factorises as:

$$P(k_1, k_2) \overset{\text{nc}}{=} q_{k_1} q_{k_2} = \frac{k_1 k_2 P(k_1) P(k_2)}{\langle k \rangle^2} \quad (9)$$

and it is easy to show that the rich club coefficient can be written as:

$$\phi_{\text{nc}}(k) = \frac{\sum_{k_1=k}^{N-1} k_1 P(k_1) \sum_{k_2=k}^{N-1} k_2 P(k_2)}{\langle k \rangle \sum_{k_1=k}^{N-1} P(k_1)} \left[ \sum_{k_2=k}^{N-1} P(k_2) - 1 \right] \quad (10)$$

By using Eq. (7) we obtain:

$$\langle k \rangle_{\text{DEG}}^{\text{nc}} = \left[ N \sum_{k_1=k}^{N-1} P(k_1) - 1 \right] \phi_{\text{nc}}(\tilde{k}) = \frac{\left[ \sum_{k_1=k}^{N-1} k_1 P(k_1) \right]^2}{\langle k \rangle \left[ \sum_{k_1=k}^{N-1} P(k_1) \right]} \quad (11)$$

It is quite interesting to find that the first moment of the degree distribution of $G'$ is indeed connected with the rich-club coefficient of the graph at the critical degree.

It is actually possible to compute the full degree distribution of $G'$ in the case of degree-based installation. If a node $i$ is in $G'$, then we have $k_i \geq \tilde{k}$. Now, the probability that one of the $k_i$ neighbours of $i$ is in $G'$ is equal to:

$$Q_k(i) = \sum_{k=k}^{N-1} P(k|k_i) \quad (12)$$

where $P(k|k_i)$ is the conditional probability of finding a node of degree $k$ by following one of the edges of a node of degree $k_i$. In the special case of graphs with no degree-degree correlations, $P(k|k_i)$ does not depend on $k_i$, and factorises as:

$$P(k|k_i) = \frac{kP(k)}{\langle k \rangle} = q_k \quad (13)$$
so we have:

$$Q_{k}^{-}(i) \overset{\text{def}}{=} \sum_{k=\tilde{k}}^{N-1} q_k = \tilde{r} \quad \forall i$$  \hspace{1cm} (14)$$

In the absence of degree-degree correlations, the probability of any two specific nodes to be connected does not depend on their degree, by definition. Hence, the probability that a node of $G'$ has a degree equal to $k'$ is given again by the Binomial distribution:

$$\tilde{P}(k' = k'|i = k) = \binom{k}{k'} \tilde{r}^{k'} (1 - \tilde{r})^{k-k'}, \quad k \geq \tilde{k}$$  \hspace{1cm} (15)$$

while $\tilde{P}(k' = k'|i = k) = 0$ if $k < \tilde{k}$. Notice that $\tilde{r}$ has the same role that $r$ has in the equations for random assignment. In particular, this means that the expected value $E[k'_i]$ across all the configuration model graphs with a pre-assigned degree sequence is equal to:

$$E[k'_i] = \tilde{r} k_i$$  \hspace{1cm} (16)$$

With an argument in all similar to that used for random installation, we obtain:

$$\tilde{P}(k') = \sum_{k=\tilde{k}}^{N-1} P(k) \binom{k}{k'} \tilde{r}^{k'} (1 - \tilde{r})^{k-k'}$$  \hspace{1cm} (17)$$

Notice that $\tilde{P}(k')$ represents the probability to find a node of $G$ which has degree $k'$ in the subgraph induced by app installations. To obtain the actual degree distribution in the induced subgraph, i.e., the probability that one of the nodes of $G'$ has degree $k'$, we must rescale $\tilde{P}(k')$ to the nodes in $G'$, i.e., we consider the probability distribution:

$$\tilde{P}_{\text{DEG}}(k') = \frac{1}{r} \tilde{P}(k') = \frac{1}{r} \sum_{k=\tilde{k}}^{N-1} P(k) \binom{k}{k'} \tilde{r}^{k'} (1 - \tilde{r})^{k-k'}$$  \hspace{1cm} (18)$$

It is important to stress here that the expression for $\tilde{P}_{\text{DEG}}(k')$ provided above is valid only in uncorrelated graphs, due to the assumption we made in Eq. (13) and Eq. (14).

In Supplementary Fig. 1 we report the the empirical degree distributions of the subgraph $G'$ induced by the random (RND) and degree-based (DEG) CT strategies when considering three different adoption rates $r = 0.1, 0.3, 0.5$, respectively. We considered here an ensemble of configuration model graphs with degree distribution $P(k) \sim k^{-3}$ and $N = 10^4$ nodes. Notice that the numerical simulations are in perfect agreement with the analytical predictions in Eq. (3) and Eq. (18).
Simulated annealing

The simulated annealing (SA) procedure is commonly used to find the global optimum of a certain cost/energy function. In a SA algorithm, an energy function usually attributes certain values to each configuration of the system. The best configuration, which is the one that optimises the energy function, is usually identified by searching the phase space of the system considering Markov Chain Monte Carlo moves that allow to switch from one configuration to another. In our context, we are interested on finding the maximum of the following cost function:

$$F(G) = \sum_{\ell} \sum_{k} a_{\ell i} \frac{k_{\ell}}{k_i} (k_i - 1)$$ (19)

Hence, for a given app adoption rate $r$, the SA algorithm tries to find the nodes which provide the maximum value of $F$ in order to reduce the expected number of secondary infections caused by a single contagion in presence of contact tracing. Each configuration is represented by the couple $\{A, f\}$, where $A$ is set of nodes ID which adopts the CT app in the network, while $f$ is the energy associated with the configuration, i.e., the value computed using Eq. 19.

For a given app adoption rate $r$, we start at time $t = 0$ from a random configuration $A_0$ and evaluate the corresponding energy $f_0$. Then, at each step $t$ of the algorithm, we randomly replace a node $i$ of the set $A_{t-1}$ with a randomly selected node $j$ that does not belong to the same set, i.e. $A_t = (A_{t-1} \cup \{j\}) \setminus \{i\}$. After calculating the energy $f_t$ of the new configuration, we accept it with probability:

$$p = \begin{cases} 1 & \text{if } f_t > f \\ e^{-\frac{f_t}{T}} & \text{otherwise} \end{cases}$$

where $T$ has the role of temperature in the simulated annealing procedure. In particular, the initial temperature for the simulations was set to $T_{max} = 1$ and in every step it was reduced by $\delta T$ until $T_{min} = 0.01$ was reached. A step of $\delta T = 10^{-7}$ was used for all our numerical simulations.
Supplementary Note 2. CONTACT TRACING STRATEGIES BASED ON LOCAL INFORMATION

We report in Supplementary Table 1 the real-world networks analysed in the main manuscript along with the thresholds values used for filtering nodes or edges in the networks and basic statistics (resulting number of nodes and edges). For each of the 84 unique graphs analysed, we report the thresholds used and the resulting number of links with larger weights.

| Network              | Thres. | Nodes | Edges | Network              | Thres. | Nodes | Edges |
|---------------------|--------|-------|-------|----------------------|--------|-------|-------|
| contacts-Hospital    | 240 sec | 291   |       | contacts-Hospital    | 360 sec | 63    | 228   |
| highschool-2011     | 360 sec | 111   | 252   | highschool-2012     | 240 sec | 171   | 496   |
| gall-2009-04-28      | 0 sec   | 190   | 703   | gall-2009-04-28     | 20 sec  | 61    | 127   |
| gall-2009-04-29      | 20 sec  | 112   | 231   | gall-2009-04-30     | 0 sec   | 144   | 486   |
| gall-2009-05-01      | 0 sec   | 251   | 588   | gall-2009-05-01     | 20 sec  | 17    | 60    |
| gall-2009-05-02      | 20 sec  | 89    | 163   | gall-2009-05-03     | 0 sec   | 365   | 1847  |
| gall-2009-05-05      | 0 sec   | 78    | 147   | gall-2009-05-05     | 20 sec  | 18    | 26    |
| gall-2009-05-06      | 20 sec  | 37    | 65    | gall-2009-05-07     | 0 sec   | 194   | 801   |
| gall-2009-05-09      | 0 sec   | 216   | 993   | gall-2009-05-09     | 20 sec  | 156   | 312   |
| gall-2009-05-10      | 20 sec  | 138   | 242   | gall-2009-05-12     | 0 sec   | 56    | 114   |
| gall-2009-05-13      | 0 sec   | 166   | 590   | gall-2009-05-13     | 20 sec  | 58    | 82    |
| gall-2009-05-14      | 20 sec  | 34    | 134   | gall-2009-05-15     | 0 sec   | 111   | 1301  |
| gall-2009-05-16      | 0 sec   | 241   | 1904  | gall-2009-05-16     | 20 sec  | 216   | 577   |
| gall-2009-05-17      | 20 sec  | 172   | 470   | gall-2009-05-19     | 0 sec   | 49    | 112   |
| gall-2009-05-20      | 20 sec  | 89    | 507   | gall-2009-05-20     | 20 sec  | 75    | 276   |
| gall-2009-05-21      | 20 sec  | 38    | 107   | gall-2009-05-22     | 0 sec   | 131   | 864   |
| gall-2009-05-23      | 0 sec   | 238   | 1075  | gall-2009-05-23     | 20 sec  | 208   | 396   |
| gall-2009-05-24      | 20 sec  | 10    | 13    | gall-2009-05-26     | 0 sec   | 131   | 513   |
| gall-2009-06-02      | 20 sec  | 116   | 395   | gall-2009-06-02     | 20 sec  | 45    | 118   |
| gall-2009-06-03      | 0 sec   | 62    | 174   | gall-2009-06-03     | 20 sec  | 16    | 46    |
| gall-2009-06-04      | 20 sec  | 37    | 137   | gall-2009-06-05     | 0 sec   | 88    | 267   |
| gall-2009-06-06      | 0 sec   | 162   | 696   | gall-2009-06-06     | 20 sec  | 127   | 324   |
| gall-2009-06-10      | 20 sec  | 115   | 203   | gall-2009-06-10     | 0 sec   | 74    | 236   |
| gall-2009-07-04      | 0 sec   | 123   | 214   | gall-2009-07-04     | 20 sec  | 17    | 81    |
| gall-2009-07-05      | 0 sec   | 79    | 395   | gall-2009-07-06     | 0 sec   | 131   | 513   |
| gall-2009-07-06      | 0 sec   | 102   | 264   | gall-2009-07-06     | 20 sec  | 21    | 40    |
| gall-2009-07-09      | 20 sec  | 20    | 53    | gall-2009-07-09     | 0 sec   | 167   | 356   |
| gall-2009-07-10      | 0 sec   | 57    | 103   | gall-2009-07-10     | 0 sec   | 157   | 776   |
| gall-2009-07-11      | 0 sec   | 167   | 814   | gall-2009-07-11     | 20 sec  | 127   | 336   |
| gall-2009-07-12      | 20 sec  | 114   | 215   | gall-2009-07-14     | 0 sec   | 125   | 412   |
| gall-2009-07-15      | 0 sec   | 410   | 2765  | gall-2009-07-15     | 20 sec  | 109   | 203   |
| gall-2009-07-16      | 20 sec  | 250   | 567   | gall-2009-07-17     | 0 sec   | 103   | 214   |
| InVS13              | 25%     | 93    | 966   | InVS13              | 10%     | 87    | 391   |
| InVS15              | 10%     | 208   | 1656  | LH10                | 25%     | 62    | 339   |
| LyonSchool          | 25%     | 240   | 6637  | LyonSchool          | 10%     | 225   | 2654  | SFHH    | 25%     | 392   | 17709 |
| SFHH                | 10%     | 384   | 7048  | Thiers13            | 25%     | 326   | 10873 |
| bt                  | 25%     | 634   | 18727 | bt                  | 10%     | 617   | 4494  |
| call                | 10%     | 5     | 5     | enterprise          | 25%     | 84    | 183   |
| Hospital            | 25%     | 67    | 284   | Hospital            | 10%     | 44    | 110   |
| sms                 | 10%     | 6     | 5     | student             | 25%     | 145   | 17154 |

Supplementary Table 1. Networks analysed and main statistics.
Some of the strategies studied in the main manuscript, such as degree-based targeting, require global and accurate information about the contact network. Unfortunately, this requirement can represent a major challenge in a realistic scenario, as one normally has access only to partial or local information about a node and/or about its immediate neighbours. To mitigate this problem, we explored two decentralised strategies inspired by the friendship paradox in social networks [4, 5] and previously considered for efficient vaccination [6–8]. The paradox is that, on average, in any graph each individual is more likely to have fewer friends than its own friends do, which corresponds to the saying that “your friends are more social than you are”. We leverage this concept to construct node rankings based on a simple “voting” system. In particular, we assume that each node $i$ in the network has the possibility to indicate one of its neighbours as a candidate for app installation. Then, we rank each node $i$ according to the total number of votes $v_i$ it received.

Although the voting system requires each node to have access to just local information, it is easy to show that if the graph has no degree-degree correlations, then the number of votes received by a node $i$ is actually proportional to its degree $k_i$. In particular if the probability that a node $j$ casts a vote to a neighbour $i$ is $1/k_j$, the number of votes received by a node $i$ is given by:

$$v_i = k_i \sum_j A_{ji} \frac{1}{k_j},$$

(20)

where $a_{ji}$ are the entries of the adjacency matrix of the graph. Despite the number of votes received is proportional to the degree of a node, the inflow also plays a very significant role – similarly to what happens in PageRank – which can lead to some nodes with higher degree actually receiving a smaller number of votes than nodes with a lower degree. In Supplementary Fig. 2 we compare the average number of votes received by each of the nodes in an ensemble of configuration model graphs with degree distribution $P(k) \sim k^{-3}$ and $N = 10^4$ nodes and the theoretical prediction provide by Eq. (20). The agreement between the simulations and the prediction is perfect, and confirms that indeed the number of votes received by a node is somehow proportional to its degree.

Supplementary Figure 2. Comparison between the votes received by a node and the theoretical prediction when each node casts a single vote. We considered an ensemble of configuration model graphs with degree distribution $P(k) \sim k^{-3}$ and $N = 10^4$ nodes. The votes received, and the theoretical prediction, have been averaged over all the nodes with the same degree and the black line indicates a perfect match between both.

The assumption that individuals will install the CT app if they are directly targeted, and with probability equal to 1, is rather simplistic and difficult to achieve in real-world systems. Thus, we also explored how effective the mitigation of an epidemic would be when instead of following a strict adoption based on rankings, a node $i$ has a certain probability $\sigma_i$ to adopt the app, which depends on the number of votes it has received. One of the simplest approaches to model the adoption of technologies is based on the usage of sigmoid adoption functions [9–11] in the
Impact of CT strategy and adoption rate on the epidemic trajectory in real-world networks. The evolution of the disease in a SIR model with contact tracing depends heavily on the adoption rate and on the strategy considered to select the nodes with CT apps. Here, we show the results on two real-world systems, namely, the high-resolution face-to-face contact data recorded for a high school (a-c) and a workplace network (d-f). The strategies analysed are the recommendation-based (a,d), the sigmoids $\sigma_i(v_i, a = 1)$ (b,e), and $\sigma_i(v_i, a = 5)$ (c,f). For these simulations we set $\beta = 0.1$ and $\mu = 0.05$.

\[
\sigma_i(v_i, a) = \frac{1}{1 + \exp(-a(v_i - \langle v \rangle))}
\]

where $\langle v \rangle$ is the average number of votes received by nodes in a given realisation, $v_i$ is the number of votes received by node $i$, and $a$ tunes the intensity of the sigmoid. In our simulations we considered either $a = 1$ or $a = 5$.

It is important to note that the function $\sigma_i(v, a)$ needs to be properly normalised by $\sum_i \sigma_i(v_i, a)$ to obtain a probability function. In Supplementary Fig. 3(a-c) and (d-f), we report the temporal evolution of the number of infected individuals $I(t)$ for the recommendation-based strategy, respectively for the high school and the workplace network analysed in the main manuscript.

In the high school network we observe a more drastic reduction of cases and larger difference between the strategies as the level of app adoption increases. Furthermore, even though the mitigation effect with the sigmoids is less pronounced than the best case scenarios relying on global information, we still observe a drastic reduction when compared to the random case. In particular, to obtain a strong decrease in the total number of infected individuals we need to consider an adoption rate $r$ above 0.5. To complement the previous results, Fig. 4 displays the relative improvement over RND for the recommendation-based strategy and the two sigmoids as a function of $r$ for the same two networks. In particular, we focus on the total number $R_\infty$ of people who got the disease, the maximum number $I(t_{\text{peak}})$ of infected across the duration of the epidemic, and the time $t_{\text{peak}}$ at which that number is achieved.

Remarkably, for the high school network there are no strong differences in performance between $\sigma_i(v_i, a = 5)$ and an assignment based on the ranking of votes received. Finally, the position of the peak does not seem heavily affected by the sigmoid strategies, so that there is still a visible shift of the epidemic peak towards the left for high values of $r$ in the high school network.

In the following, we refer to the local strategy based on the number of votes $v$ received by a node at the recommendation-based strategy (REC). Considering the 168 networks, Supplementary Fig. 5(a-c) reports the results with the correlations between the epidemiological indicators $\Delta R_{\infty}^{\text{REC}}, \Delta I(t_{\text{peak}})^{\text{REC}}$ and $\Delta t_{\text{peak}}^{\text{REC}}$ and structural measures as a function of the adoption rate $r$. Overall, for low/moderate values of $r$, the performance of the REC strategy – measured by $\Delta R_{\infty}^{\text{REC}}$ and $\Delta I(t_{\text{peak}})^{\text{REC}}$ – displays a moderate correlation only with the density and global efficiency of the contact networks. Conversely, the rich club coefficient and number of maximal cliques show a higher correlation only when considering $\Delta t_{\text{peak}}^{\text{REC}}$. As done for the DTI, we have also compared how the REC strategy is able to mitigate $I(t_{\text{peak}})$ when compared to RND, as can be seen in Supplementary Fig. 5(d-f) where we report the distribution of $r^*$ needed for a reduction of of 10%, 30% and 50%, respectively.
Supplementary Figure 4. **Comparison of epidemic indicators under different CT strategies.** Relative decrease with respect to random installations of the total number of recovered $R_\infty$, height of the infection peak $I(t_{\text{peak}})$ and position of the peak $t_{\text{peak}}$ for the recommendation-based, the sigmoids $\sigma_i(v_i, a = 1)$, and $\sigma_i(v_i, a = 5)$ installation strategies in the high school (a-c) and workplace networks (d-f). The inset of each panel reports the plot of the raw variable, respectively $R_\infty$ (panel a and d), $I(t_{\text{peak}})$ (panel b and e) and $t_{\text{peak}}$ (panel c and f).

Finally, to compare all the different decentralised CT strategies presented in this work, we report in Supplementary Fig. 6 the epidemic trajectory for the two real-world systems analysed in the main manuscript when considering different CT adoption rates $r$. Overall, DTI is the best performing decentralised strategy, which provides a significant

Supplementary Figure 5. **Correlations with network structural measures and performance of CT strategies to mitigate an epidemic.** For the 168 real-world contact networks analysed, panels (a-c) report the correlation ($R^2$) between the epidemiological indicators $\Delta R_\infty^{REC}$ (a), $\Delta I^{REC}(t_{\text{peak}})$ (b) and $\Delta t_{\text{peak}}^{REC}$ (c) and the network density (red), the global efficiency (blue), the rich club coefficient (purple) and the number of maximal cliques (orange) for different values of $r$. All measures were computed considering the full graphs. In panels (d-f), we report the distribution of minimum adoption ratios $r^*$ needed to produce a 10% (d), 30% (e) and 50% (f) for the REC (red) and RND (green) strategies. Overall, the REC strategy performs better than RND and requires lower adoption ratios to produce an equivalent reduction of the peak.
reduction with respect to the random case both in terms of the evolution of the epidemic spreading and for the height of the peak even for low values of installation rate $r$. Such effect is notably visible in the high school network.

Supplementary Figure 6. **Mitigation of the epidemic trajectories using decentralised CT strategies.** We report the epidemic trajectory when considering different decentralised CT strategies and levels of app adoption $r$ for the two real-world systems considered in the main text. Overall, the CT decentralised strategies consistently lead to a significant reduction of the epidemic trajectory with respect to the random case even for small values installation rate $r$, with $DTI$ being the best-performing strategy.
The SIR model with the ideal contact tracing presented in the main manuscript is based on the assumption that any susceptible node with CT app installed is immediately quarantined (recovered) as soon as one of their contacts with CT app installed gets infected. However, such assumption seems too simplistic when applied to real-world systems. Indeed, people may receive the app notification after several hours/days from an infectious contact, or worse, they may ignore the app notification and continue to have contacts with their acquaintances until they develop symptoms.

As a result, in this section we report the results obtained when considering a different variant of the SIR model—with maximum delay—which accounts for the maximum delay in self-isolation, so that the neighbours of an infected node only get recovered if an infection event takes place. In other words, if a node \( i \) and its neighbour \( j \) have both the contact tracing app installed, \( j \) will only become recovered if \( i \) succeeds into infecting \( j \). This mimics the fact that people are in general unwilling to move into self-isolation if they have no symptoms, and represents the maximum possible delay between a positive test and self-isolation of it contacts.

To compare the two SIR variants across the 168 real-world networks analysed in the main manuscript, we report in Supplementary Fig. 7 the RND and DTI distributions of app installation rates \( r^\star \) required to respectively observe a 10, 30, 50% peak reduction with respect to having no contact tracing in place. Interestingly, also when considering the \( SIR_d \) model, the DTI strategy consistently performs better than the RND. However, all things being equal, on average we need slightly higher CT adoption rates \( r \) to achieve similar performances in the peak reduction when considering the \( SIR_d \) model.

Furthermore, to easily investigate the impact of the contact tracing strategies when considering the \( SIR_d \) model, we ran our simulations on the same two real-world systems considered in the main manuscript, the high school and workplace networks. In particular, in Supplementary Fig. 8 we report the comparison of three different epidemic indicators for the \( SIR_d \) model. Overall, the results are in agreement with the one presented in the main manuscript, so that we observe a great improvement of the targeted CT strategies with respect to the random case in all the three epidemic indicators even for low values of adoption rate \( r \). However, we need higher adoption rates to reach levels of reduction of total number of infected and infected in the peak similar to the results presented in the main manuscript.

**Supplementary Figure 7. Performance of CT strategies in mitigating the epidemics for the two variants of the SIR model.** For the 168 real-world networks analysed, we report the distribution of app installation ratios \( r^\star \) required to observe a 10, 30, and 50\% peak reduction with respect to no contact tracing for the DTI (red) and RND (green) strategies in the SIR model with ideal contact tracing (a-c) and in the SIR model with delay (d-f). Overall, the DTI strategy performs far better than the RND as it requires lower values of \( r \) to induce a similar reduction of the peak in both SIR model variants. However, panels (d-f) clearly show that we need slightly higher CT adoption rates \( r \) to achieve similar performances in the peak reduction with the \( SIR_d \) model.
Comparison of epidemic indicators under different CT strategies for the SIR model with delay. Relative decrease with respect to random installations of the total number of recovered $R_\infty$, height of the infection peak $I(t_{\text{peak}})$ and position of the peak $t_{\text{peak}}$ for DTI, DEG, and SA targeted installation when considering the SIR model with delay. For all the three synthetic indicators, the targeted strategies provide a level of reduction similar to the one presented in the main paper, yet achieved with a slightly higher values of adoption rate $r$ (10% increase). The inset of each panel reports the plot of the raw variable, respectively $R_\infty$ (panel a and d), $I(t_{\text{peak}})$ (panel b and e) and $t_{\text{peak}}$ (panel c and f).

at least 10% difference of installation rate respectively.

Finally, we show that, even in the $SIR_d$ model, the decentralised strategies presented in the main paper (DTI) and in the previous sections (REC and variants) allow to obtain a substantial reduction of the epidemic trajectory with respect to the random case. We report in Supplementary Fig. 9 the comparison between the decentralised strategies when considering the $SIR_d$ model for the two real-world systems considered in the main manuscript. Remarkably, even for low values of adoption rate $r$ and also when considering the maximum delay model $SIR_d$, the decentralised CT strategies provide a consistent reduction in the epidemic trajectory in respect to the random case.

Mitigation of the epidemic using decentralised strategies in the SIR model with delay.

We report the epidemic trajectory when considering different CT decentralised strategies and levels of adoption rate $r$ for the two real-world systems considered in the main manuscript using the $SIR_d$ model. Interestingly, the CT decentralised strategies consistently lead to a significant reduction of the epidemic trajectory with respect to the RND, with DTI being the best-performing strategy.
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