Optimal non-homogeneous improvements for the series expansion of Hardy’s inequality
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Abstract

We consider the series expansion of the $L^p$-Hardy inequality of [BFT2], in the particular case where the distance is taken from an interior point of a bounded domain in $\mathbb{R}^n$ and $1 < p \neq n$. For $p < n$ we improve it by adding as a remainder term an optimally weighted critical Sobolev norm, generalizing the $p = 2$ result of [FT] and settling the open question raised in [BFT1]. For $p > n$ we improve it by adding as a remainder term the optimally weighted Hölder seminorm, extending the Hardy-Morrey inequality of [Ps] to the series case.
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1 Introduction

Let $\Omega$ be any domain in $\mathbb{R}^n$, $n \geq 3$, containing the origin. Hardy’s inequality asserts that for all $u \in H^1_0(\Omega)$

$$
\int_\Omega |\nabla u|^2 \, dx \geq \left( \frac{n-2}{2} \right)^2 \int_\Omega \frac{|u|^2}{|x|^2} \, dx,
$$

with the best possible constant. As in [S, pg 262], an integration by parts shows that

$$(n-2) \int_\Omega \frac{|u|^2}{|x|^2} \, dx = -2 \int_\Omega |u||x|^{-2} x \cdot \nabla |u| \, dx,$$

and then applying the Cauchy-Schwarz inequality on the right gives (1.1). The best constant in this easily obtained functional inequality has applications in various branches of analysis. For instance, it is used in [S] Appendix B) to prove the non-existence of stable minimal cones in $\mathbb{R}^{n+1}$, $2 \leq n \leq 6$ (see [CHS], [CC], [HHS] and also [DHT1] §3.4.1 for related non-stability results using the best constant in (1.1)). More widespread is the critical role it plays in the analysis of the heat equation involving the singular potential $1/|x|^2$ (see for example [BrV], [GP], [Gk1, Gk2] [CM], [VZ], [PMT], [FT], [VnZ] & [Erv]).
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It was first shown in [BrV] that (1.1) can be improved in case $\Omega$ has finite Lebesgue measure $\mathcal{L}^n(\Omega)$, by adding the term
\[
C(n, q)(\mathcal{L}^n(\Omega))^{1/2 - 1/q} \left( \int_\Omega |u|^q \, dx \right)^{2/q}, \quad 1 \leq q < 2^* := \frac{2n}{n - 2},
\] (1.2)
on its right hand side. Such a non-homogeneous improvement fails in the case of the critical Sobolev exponent $q = 2^*$. This can be seen for example from the improvement given for bounded $\Omega$ in [FT] Theorem A]. There, the term
\[
\frac{1}{4} \int_\Omega \frac{|u|^2}{|x|^2} X^2_1(|x|/D_0) \, dx,
\] (1.4)
can be added on the right hand side of (1.1). Here, the constant $1/4$ is the best possible and the exponent $2$ on $X_1$ cannot be decreased. This type of optimal logarithmic homogeneous improvements to Hardy inequalities originated in [BrM]. Compared to (1.3), one has that (1.4) is not a weaker remainder term. In particular, one cannot deduce (1.1) with remainder term (1.4) from (1.1) with remainder term (1.3) by applying Hölder’s inequality (not even with some other positive constant instead of $1/4$). However, the optimality of the exponent $2$ on $X_1$ in (1.4) implies via Hölder’s inequality the optimality of the exponent $1 + 2^*/2$ on $X_1$ in (1.3) (see [PsSp] and [FPs] for similar arguments).

In the question what is an optimal non-homogeneous term one can add on the right hand side of (1.1) with remainder term (1.4), the answer is
\[
C(n) \left( \int_\Omega |u|^{2^*} X_1^{2^*}(|x|/D_0) X_2^{1 + 2^*/2}(|x|/D_0) \, dx \right)^{2/2^*}, \quad X_2(t) := X_1(X_1(t)), \quad t \in (0, 1].
\] 

Furthermore, it is proved in [FT] Theorem A] that for any $k \in \mathbb{N} \cup \{0\}$ and all $u \in H^1_0(\Omega)$
\[
\int_\Omega |\nabla u|^2 \, dx - \left( \frac{n - 2}{2} \right)^2 \int_\Omega \frac{|u|^2}{|x|^2} \, dx - \frac{1}{4} \int_\Omega \frac{|u|^2}{|x|^2} \sum_{j=1}^k \prod_{i=1}^{j} X_j^2(|x|/D_0) \, dx
\geq C(n) \left( \int_\Omega |u|^{2^*} \prod_{j=1}^{k+1} X_j^{1 + 2^*/2}(|x|/D_0) \, dx \right)^{2/2^*}, \quad X_{j+1}(t) := X_1(X_j(t)), \quad t \in (0, 1],
\] (1.5)
where the exponent $1 + 2^*/2$ on $X_{k+1}$ cannot be decreased. That the left hand side in this inequality is nonnegative and each term appears with best constant $1/4$ and optimal exponent $2$ on $\prod_{j=1}^k X_j$ was first established in [FT] Theorem D]. For a second proof of (1.5) with the best constant $C(n)$ see [AdFT].

The purpose of this paper is to extend inequality (1.5) to the case of the $k$-improved $p$-Hardy inequality for any $1 < p < \infty$, $p \neq n$. More precisely, the $p$-Hardy inequality in a domain $\Omega$ of $\mathbb{R}^n$, $n \geq 2$, containing the origin, asserts that if $p \geq 1$, $p \neq n$, then for all $u \in W_0^{1,p}(\Omega)$ if $p < n$, or all $u \in W_0^{1,p}(\Omega \setminus \{0\})$ if $p > n$, we have
\[
\int_\Omega |\nabla u|^p \, dx \geq \left( \frac{n - p}{p} \right)^p \int_\Omega \frac{|u|^p}{|x|^p} \, dx,
\] (1.6)
with the best possible constant. A proof of the same simplicity as in the case \( p = 2 \) follows by the analogous integration by parts and Hölder’s inequality. It is proved in [BFT2] by a vector field method, that in bounded domains \( \Omega \) containing the origin there exists \( b = b(n, p) \geq 1 \) such that for any \( k \in \mathbb{N} \) the terms

\[
\frac{p - 1}{2p} \left| \frac{n - p}{p} \right|^{p-2} \int_\Omega |u|^p \sum_{i=1}^k \prod_{j=1}^i X_j^2(|x|/D) \, dx, \quad D = bD_0,
\]

(1.7)
can be added on its right hand side. Moreover, for every \( k \in \mathbb{N} \), each one of these terms appears with the best possible constant and the exponent 2 on \( \prod_{j=1}^k X_j \) cannot be decreased. In Theorem 2.7 we provide an alternative proof of (1.7) using a suitable ground state transformation (as was done in the \( p = 2 \) case in [FT, Theorem D]).

Our first result is the extension to all values of \( p \in (1, n) \) of (1.5). We denote below by \( p^* \) the critical Sobolev exponent in this case; that is

\[
p^* := np/(n - p).
\]

**Theorem A** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \), containing the origin and let \( 1 < p < n \). There exist constants \( B = B(n, p) \geq 1 \) and \( C = C(n, p) > 0 \) such that for any \( k \in \mathbb{N} \cup \{0\} \) and all \( u \in W^{1,p}_0(\Omega) \)

\[
\int_\Omega |\nabla u|^p \, dx - \left( \frac{n - p}{p} \right)^p \int_\Omega |u|^p \, dx - \frac{p - 1}{2p} \left( \frac{n - p}{p} \right)^{p-2} \int_\Omega |u|^p \sum_{i=1}^k \prod_{j=1}^i X_j^2(|x|/D) \, dx
\]

\[
\geq C \left( \int_\Omega |u|^{p^*} \prod_{i=1}^{k+1} X_i^{1+p^*/p} (|x|/D) \, dx \right)^{p/p^*}, \quad D = B \sup_{x \in \Omega} |x|.
\]

(1.8)

Moreover, for each \( k \in \mathbb{N} \cup \{0\} \), the weight function \( \prod_{i=1}^{k+1} X_i^{1+p^*/p} \) is optimal in the sense that the power \( 1 + p^*/p \) on \( X_{k+1} \) cannot be decreased.

Inequality (1.8) for \( p \neq 2 \) is established here for the first time even with \( k = 0 \). In fact, for \( k = 0 \) the subcritical \((L^q\)-weighted remainder term with \( q < p^* \)) inequality with an optimal power on the logarithmic weight, that tends to the one appearing in (1.8) as \( q \to p^* \), is in [BFT1] Theorem C (2)). It is referred there as an open question whether (1.8) for \( k = 0 \) was true. Prior results in the direction of obtaining (1.8) with \( k = 0 \) include [BFT1] Theorem 6.4, [AdChR] Theorem 1.1 and [AbdCP] Theorem 1.1.

The proof of Theorem A splits in two cases regarding to whether \( p < 2 \) or \( p > 2 \):

For \( 1 < p < 2 \) we push further the basic idea developed in [AdF1]. In particular, applying first a suitable ground state transformation; cf. [BrV], we get that (1.8) will follow once a critical case of the Caffarelli-Kohn-Nirenberg inequality is true. To establish this inequality we compare it’s best constant with the best Sobolev constant by applying an Emden-Fowler transform; cf. [CW]. A notable difficulty in the proof is to establish Theorem 2.7 (ii) which is the extension of Proposition 3.4 of [BFT1] to all \( k \in \mathbb{N} \). The reason is that for \( k \in \mathbb{N} \), the naturally choice for a function to be used in the ground state transformation fails to be a supersolution of the corresponding Euler-Lagrange equation (see also Remark 3.1). To solve this problem we invent a new supersolution (see (2.4)).

For \( p > 2 \), by applying the natural ground state transform, two lower bounds for the left hand side of (1.8) may be produced (for \( k = 0 \) see [BFT1] Proposition 3.3 eq. (3.6) & (3.7)). Introducing a third
lower bound simply by adding these two lower bounds, we show that decomposition in spherical harmonics (see [YZ]) works for $p \neq 2$ as well (see [PT] for $p = 2$)! Still, each lower bound has to be treated separately before they are added. By a further change of variables one of these bounds is reduced to a one dimensional integral which yields the correct exponent on the logarithmic weight. Using a new argument, where the Poincaré inequality on the sphere comes into play, we manage to get a cooperative estimate for the second lower bound.

Passing to the case $p > n$, we address here the question of what is an optimal nonhomogeneous term one can add on the right hand side of (1.6) with remainder term (1.7). It is known that the Dirichlet integral in $\mathbb{R}^n$ exceeds a constant multiple of the $C^{0,1-n/p}$ seminorm. More precisely, there exists a positive constant $C = C(n,p)$ such that for all $u \in W^{1,p}(\mathbb{R}^n)$

$$
\left( \int_{\mathbb{R}^n} |\nabla u|^p \, dx \right)^{1/p} \geq C \sup_{x,y \in \mathbb{R}^n \atop x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{1-n/p}},
$$

and the modulus of continuity $1 - n/p$ is optimal. This is Morrey’s inequality. In Hardy’s inequality (1.6), an optimally weighted $C^{0,1-n/p}$ seminorm was added in [Ps] in case of a bounded $\Omega$. The precise statement asserts the existence of constants $C = C(n,p) > 0$ and $B = B(n,p) \geq 1$ such that for all $u \in W_0^{1,p}(\Omega \setminus \{0\})$

$$
\left( \int_{\Omega} |\nabla u|^p \, dx - \left( \frac{p-n}{p} \right)^p \int_{\Omega} \frac{|u|^p}{|x|^p} \, dx \right)^{1/p} \geq C \sup_{x,y \in \Omega \atop x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{1-n/p}} X_1^{1/p} \left( \frac{|x - y|}{D} \right), \quad D = B \text{diam}(\Omega).
$$

The correction $X_1^{1/p}$ on the modulus of continuity was shown to be optimal in the sense that the power $1/p$ on $X_1$ cannot be decreased. The following inequality is reduced to the above one when $k = 0$, and gives the complete picture for the series improvement of Hardy’s inequality.

**Theorem B** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $n \geq 2$, containing the origin and let $p > n$. There exist constants $B = B(n,p) \geq 1$ and $C = C(n,p) > 0$ such that for any $k \in \mathbb{N} \cup \{0\}$ and all $u \in W_0^{1,p}(\Omega \setminus \{0\})$

$$
\left( \int_{\Omega} |\nabla u|^p \, dx - \left( \frac{p-n}{p} \right)^p \int_{\Omega} \frac{|u|^p}{|x|^p} \, dx - \frac{p-1}{2p} \left( \frac{p-n}{p} \right)^{p-2} \int_{\Omega} \frac{|u|^p}{|x|^p} \sum_{i=1}^k \prod_{j=1}^i X_i^2 \left( \frac{|x|}{D} \right) \, dx \right)^{1/p} \geq C \sup_{x,y \in \Omega \atop x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{1-n/p}} X_1^{1/p} \left( \frac{|x - y|}{D} \right), \quad D = B \text{diam}(\Omega).
$$

Moreover, for each $k \in \mathbb{N} \cup \{0\}$, the weight function $\prod_{i=1}^{k+1} X_i^{1/p}$ is optimal in the sense that the power $1/p$ on $X_{k+1}$ cannot be decreased.

The paper is organised as follows: In §2, after setting the notation and a couple of technical calculus facts, we use the ground state transform to produce lower estimates for the series expansion of Hardy’s inequality. These are used in §3, §4 and §6 to prove Theorem A for $1 < p < 2$, Theorem A for $p > 2$ and Theorem B for $p > n$, respectively. These are also used in §5 to prove a suitable local estimate on balls that is crucial for the proof of Theorem B.
2 Preparative results

In this paper we assume

- $1 < p \neq n$, where $n \in \mathbb{N} \setminus \{1\}$,
- $\Omega$ is a bounded domain in $\mathbb{R}^n$ containing the origin,
- $D_0 := \sup_{x \in \Omega} |x|$.

Furthermore, $\mathcal{L}^n$ stands for the Lebesgue measure in $\mathbb{R}^n$ and $\mathcal{H}^{n-1}$ for the $n-1$ Hausdorff measure in $\mathbb{R}^n$. $B_r(x)$ is the open ball in $\mathbb{R}^n$ having radius $r > 0$ and centre at $x \in \mathbb{R}^n$; $\partial B_r(x)$ is its boundary. When the centre is of no importance we simply write $B_r$. When the center is the origin and $r=1$ we write $\mathbb{S}^{n-1}$ instead of $\partial B_1(0)$. Also, $\omega_n := \mathcal{L}^n(B_1)$ and so $\mathcal{H}^{n-1}(\partial B_1) = n\omega_n$. Throughout, an expression of the form $b(n,p,...)$, $B(n,p,...)$, $c(n,p,...)$ or $C(n,p,...)$ stands for a positive constant that may change value from line to line but always depending only on its arguments $n,p,...$. The particular constant depending only on $p$ that appears in (2.15) or (2.17), is denoted by $c_p$. All functions having compact support are extended by zero outside it.

2.1 Some calculus facts

**Definition 2.1.** For any $t \in (0,1]$ we define the function $X_k(t) := (1 - \log t)^{-1}$ and then

$$X_k(t) := X_1(X_{k-1}(t)), \quad k = 2, 3, ..., \quad Y_k(t) := \prod_{i=1}^{k} X_i(t), \quad k \in \mathbb{N}, \quad Z_k(t) := \sum_{i=1}^{k} Y_i(t), \quad k \in \mathbb{N}.$$  

The following computational lemma gives a formula for the derivative of $X_k$, $Y_k$ and $Z_k$.

**Lemma 2.2.** For any $k \in \mathbb{N}$ and $t \in (0,1]$ there holds

$$\frac{d}{dt} (X_k(t)) = \frac{1}{t} Y_k(t) X_k(t), \quad \frac{d}{dt} (Y_k(t)) = \frac{1}{t} Y_k(t) Z_k(t), \quad \frac{d}{dt} (Z_k(t)) = \frac{1}{2t} \left( Z_k^2 + \sum_{i=1}^{k} Y_i^2(t) \right).$$

**Proof.** The first one follows easily by induction. The proof of the second one is

$$\frac{d}{dt} (Y_k(t)) = \sum_{j=1}^{k} \frac{d}{dt} (X_j(t)) \prod_{i=1}^{k} X_i(t) = \frac{1}{t} \sum_{j=1}^{k} Y_j(t) X_j(t) \prod_{i=1, i \neq j}^{k} X_i(t) = \frac{1}{t} Y_k(t) Z_k(t),$$

where the first one is used in the middle equality. For the third one, notice that one has the elementary identity

$$\sum_{i=1}^{k} Y_i Z_i = \frac{1}{2} \left( Z_k^2 + \sum_{i=1}^{k} Y_i^2 \right),$$

for which we include its proof for clarity

$$2 \sum_{i=1}^{k} Y_i Z_i = 2 \sum_{i \leq j} Y_i Y_j = 2 \sum_{i \leq j} Y_i Y_j + 2 \sum_{i=1}^{k} Y_i^2 = \left( \sum_{i=1}^{k} Y_i \right)^2 + \sum_{i=1}^{k} Y_i^2 = Z_k^2 + \sum_{i=1}^{k} Y_i^2.$$
Now we may easily conclude
\[
\frac{d}{dt}(Z_k(t)) = \sum_{i=1}^{k} \frac{d}{dt}(Y_i(t)) = \frac{1}{t} \sum_{i=1}^{k} Y_i(t)Z_i(t) = \frac{1}{2t} \left( Z_k^2(t) + \sum_{i=1}^{k} Y_i^2(t) \right),
\]
where the second one is used in the middle equality. ■

**Remark 2.3.** The infinite series \( Z_n(t) := \sum_{i=1}^{n} Y_i(t), \ t \in (0, 1], \) converges if and only if \( t \in (0, 1). \) A proof of this fact can be extracted from [FT §6] (see [D. Appendix] for the details).

A technical lemma follows

**Lemma 2.4.** Let \( \alpha, \beta, R > 0. \) For all \( r \in (0, R), \) all \( c > 1/\alpha \) and any \( D \geq \eta R, \) where \( \eta = \eta(\alpha, \beta, c) > 1, \) there holds
\[
\int_{0}^{r} t^{\alpha-1} Y_k^{-\beta} (t/D) dt \leq cr^{\alpha} Y_k^{-\beta} (r/D).
\]

**Proof.** For \( c > 0 \) and \( D \geq R \) set
\[
f(r) := \int_{0}^{r} t^{\alpha-1} Y_k^{-\beta} (t/D) dt - cr^{\alpha} Y_k^{-\beta} (r/D), \quad r \in (0, R].
\]
It suffices to show for suitable values of the parameters \( c \) and \( D, \) that \( f(r) \leq 0 \) for all \( r \in (0, R). \) Since \( f(0+) = 0, \) it is enough to choose \( c \) and \( D \) so that \( f \) is decreasing in \((0, R).\) To this end, with the aid of Lemma 2.2 we compute
\[
f'(r) = cr^{\alpha-1} Y_k^{-\beta} (r/D) \left[ 1/c - \alpha + \beta Z_k(r/D) \right], \quad r \in (0, R].
\]
By Remark 2.3, the series \( Z_n(R/D) \) is convergent if \( R < D, \) hence for \( c > 1/\alpha \) we can find large enough \( \eta > 1 \) that depends only on \( \alpha, \beta \) and \( c, \) such that for all \( D \geq \eta R \) to have \( f'(r) \leq 0 \) for all \( r \in (0, R). \) ■

### 2.2 Improvements via the ground state transform

**Definition 2.5.** Given \( u \in C^\infty_{\text{c}}(\Omega \setminus \{0\}) \) and \( D \geq D_0 \) we set
\[
I_0[u; D] \equiv I_0[u] := \int_{\Omega} |\nabla u|^p \ dx - \frac{n - p}{p} \int_{\Omega} |u|^p \ dx,
\]
\[
I_k[u; D] := I_{k-1}[u; D] - \frac{p - 1}{2p} \frac{n - p}{p} \int_{\Omega} |u|^p \ Y_k^2(|x|/D) \ dx
\]
\[
= I_0[u] - \frac{p - 1}{2p} \frac{n - p}{p} \int_{\Omega} |u|^p \sum_{i=1}^{k} Y_i^2(|x|/D) \ dx, \quad k \in \mathbb{N}.
\]
In [BFT2] the following successive homogeneous improvements to Hardy’s inequality were obtained

**Theorem 2.6 ([BFT2], Theorem A).** There exists a constant \( b = b(n, p) \geq 1 \) such that for any \( k \in \mathbb{N} \)
\[
I_k[u; D] \geq 0 \quad \text{for all } u \in C^\infty_{\text{c}}(\Omega \setminus \{0\}),
\]
where \( D = bD_0. \) Moreover, for each \( k \in \mathbb{N}: \)
(i) the weight function $Y_k^2$ is optimal, in the sense that the power 2 cannot be decreased, and
(ii) the constant appearing on the term with this weight function is sharp.

In [BPT1] the authors obtained various auxiliary improvements for Hardy’s inequality (1.6). In particular, given $u \in C^\infty_c(\Omega \setminus \{0\})$, the ground state transformation

$$u(x) = |x|^{1-n/p}v(x),$$

plus elementary vectorial inequalities lead to the following lower bounds on $I_0[u]$ in terms of the function $v$ (see [BPT1] Lemma 3.3 & Proposition 3.4)

$$I_0[u] \geq c(p) \int_\Omega |x|^{p-n}|\nabla v|^p \, dx,$$

$$I_0[u] \geq c(p) \int_\Omega |x|^{2-n}|v|^{p-2}|\nabla v|^2 \, dx,$$

both in case $p \geq 2$, and

$$I_0[u] \geq c(n,p) \int_\Omega |x|^{p-n}|\nabla v|^pX_k^{2-p}(|x|/D) \, dx, \quad D \geq D_0,$$

in case $p < 2$. Our aim here is to extend these estimates to arbitrary $k \in \mathbb{N}$. More precisely, we have the following theorem which readily implies (2.1)

**Theorem 2.7.** For $a \geq 0$, $D \geq D_0$ and $k \in \mathbb{N} \cup \{0\}$ set

$$f_{a,k,D}(x) := \sgn(n-p)|x|^{1-n/p}Y_k^{-1/p}(|x|/D)(1 - aX_k(|x|/D)), \quad x \in \Omega \setminus \{0\}. $$

For simplicity we write $f_0$ in place of $f_{0,D_0}$ and $f_{k,D}$ instead of $f_{0,k,D}$. Then,

(i) for $p \geq 2$, there exists a constant $b' = b'(n,p) \geq 1$ such that for any $k \in \mathbb{N} \cup \{0\}$, all $u \in C^\infty_c(\Omega \setminus \{0\})$ and any $D \geq b'D_0$

$$I_k[u;D] \geq c_p \int_\Omega |x|^{p-n}|\nabla v|^pY_k^{-1}(|x|/D) \, dx,$$

$$I_k[u;D] \geq c_p \int_\Omega |x|^{2-n}|v|^{p-2}|\nabla v|^2 \left| \frac{p-n}{p} - \frac{1}{p}Z_k(|x|/D) \right|^{p-2}Y_k^{-1}(|x|/D) \, dx,$$

where $v$ is defined through the ground state transformation $u = f_{k,D}v$.

(ii) if $p < 2$, there exist constants $a = a(n,p) > 0$ and $b'' = b''(n,p) \geq 1$ such that for any $k \in \mathbb{N} \cup \{0\}$, all $u \in C^\infty_c(\Omega \setminus \{0\})$ and any $D \geq b''D_0$

$$I_k[u;D] \geq c(n,p) \int_\Omega |x|^{p-n}|\nabla v|^pX_k^{2-p}(|x|/D)Y_k^{-1}(|x|/D) \, dx,$$

where $v$ is defined through the ground state transformation $u = f_{a,k,D}v$. 
**Remark 2.8.** Clearly,
\[ p < n \implies \left| \frac{p-n}{p} - \frac{1}{p} Z_k(|x|/D) \right| = \frac{n-p}{p} + \frac{1}{p} Z_k(|x|/D) \geq \frac{n-p}{p}, \]
for all \( x \in \Omega \) and all \( k \in \mathbb{N} \). A similar estimate is true for \( p > n \). In particular, by Remark 2.8, the series \( Z_0(|x|/D_0) \) is convergent if \(|x| < D_0\) and thus for suitable \( b'' > 1 \), depending only on \( n, p \), we may choose \( D \geq b'' D_0 \) so that
\[ \frac{p-n}{p} - \frac{1}{p} Z_k(|x|/D) \geq C(n, p) > 0, \]
for all \( x \in \Omega \) and all \( k \in \mathbb{N} \). Consequently, from (2.6) we get

**Corollary 2.9.** For \( p \geq 2 \), there exists a constant \( b'' = b''(n, p) \geq 1 \) such that for all \( u \in C_0^\infty(\Omega \setminus \{0\}) \), any \( D \geq b'' D_0 \) and any \( k \in \mathbb{N} \cup \{0\} \)
\[ I_k[u; D] \geq C(n, p) \int_\Omega |x|^{-n} |v|^{p-2} |\nabla v|^2 Y_k^{-1}(|x|/D)dx. \quad (2.8) \]

To prove Theorem 2.7 we need the following key lemma

**Lemma 2.10.** (i) For \( p \geq 2 \), there exists a constant \( b' = b'(n, p) \geq 1 \) such that for any \( D \geq b' D_0 \) and any \( k \in \mathbb{N} \), the function \( f_{k,D} \) (defined by (2.4) with \( a = 0 \)) is a supersolution of the following \( p \)-Laplace equation with \( k + 1 \) singular potential terms
\[ -\Delta_p w - \left( \frac{p-n}{p} \frac{|p-1|}{2p} \frac{|p-n}{p} \right) \sum_{i=1}^{k+1} Y_i^2(|x|/D) \left| w \right|^{p-2} \frac{w}{|x|^{p}} = 0, \quad \text{in } \Omega \setminus \{0\}. \quad (2.9) \]

(ii) For \( p < 2 \), there exist constants \( a = a(n, p) > 0 \) and \( b'' = b''(n, p) \geq 1 \) such that for any \( D \geq b'' D_0 \) and any \( k \in \mathbb{N} \), the function \( f_{a,k,D} \) (defined in (2.4)) is a supersolution of (2.9).

**Proof.** Let \( a \geq 0 \) and \( 0 < \varepsilon < 1 \). In view of Remark 2.8, we choose \( \delta = \delta(a, p) \geq 1 \), such that with \( D := D_0 \delta \) to have
\[ 1 - a X_1(|x|/D) \geq 2 - p \quad \text{and} \quad X_1(|x|/D) \leq \sum_{i=1}^{\infty} Y_i(|x|/D) \leq pX_1(|x|/D), \quad \forall x \in \Omega. \quad (2.10) \]

We further set
\[ A_{a,k}(|x|/D) := \frac{p-n}{p} - \frac{1}{p} Z_k(|x|/D) - a \frac{X_1^2(|x|/D)}{1 - a X_1(|x|/D)}. \quad (2.11) \]

Using Lemma 2.2, we compute (from now on in this proof we write \( f_k, A_k, X_k, Y_k, Z_k \) instead of \( f_{a,k,D}(x), A_{a,k}(|x|/D), X_k(|x|/D), Y_k(|x|/D), Z_k(|x|/D) \))
\[ \nabla f_k = \frac{f_k}{|x|} A_k \frac{x}{|x|} \quad \text{so that} \quad -\Delta_p f_k = -\text{div} \left\{ \frac{|f_k|^{p-2} f_k}{|x|^{p-1}} \frac{|A_k|^{p-2} A_k}{|x|} \right\}. \]

Direct computations reveal the next identities which are valid for any \( x \in \Omega \setminus \{0\} \)
\[ -\text{div} \left\{ \frac{|f_k|^{p-2} f_k}{|x|^{p-1}} \frac{x}{|x|} \right\} = \left( p - n - (p - 1)A_k \right) \frac{|f_k|^{p-2} f_k}{|x|^{p-1}}. \]
\[-\nabla \left( |A_k|^{p-2} A_k \right) = -(p-1)|A_k|^{p-2} \nabla A_k \]

\[= \frac{p-1}{|x|} |A_k|^{p-2} \left( \frac{1}{2p} \left( Z_k^2 + \sum_{i=1}^k Y_i^2 \right) + \frac{2aX_1^3}{1-aX_1} + a^2 \frac{X_1^4}{(1-aX_1)^2} \right) \frac{x}{|x|}, \]

where in the last one we used Lemma 2.2 in order to compute \( \nabla A_k \). We conclude

\[-\Delta_p f_k = |A_k|^{p-2} \left( (p-n)A_k - (p-1)A_k^2 + \frac{p-1}{2p} \left( Z_k^2 + \sum_{i=1}^k Y_i^2 \right) + (p-1)F(X_1) \right) \frac{|f_k|^{p-2} f_k}{|x|^p} \]

\[= |A_k|^{p-2} \left( \frac{(p-n)}{p} \right)^2 + \frac{(p-n)(p-2)}{2p^2} \sum_{i=1}^k Y_i^2 \right) \frac{|f_k|^{p-2} f_k}{|x|^p} \]

\[+ a|A_k|^{p-2} \left( \frac{(p-n)(p-2)}{p} + 2(p-1) \left( X_1 - \frac{1}{p} Z_k \right) \right) \frac{X_1^2}{1-aX_1} \frac{|f_k|^{p-2} f_k}{|x|^p}. \]

It turns out that given \( 1 < p < n \) it is enough to establish the following inequality for some nonnegative constant \( a = a(n, p) \) and for any \( x \in \Omega \setminus \{0\} \)

\[|A_k|^{p-2} \left( \frac{(p-n)}{p} \right)^2 + \frac{(p-n)(p-2)}{2p^2} \sum_{i=1}^k Y_i^2 \right) \frac{|f_k|^{p-2} f_k}{|x|^p} \]

\[+ a|A_k|^{p-2} \left( \frac{(p-n)(p-2)}{p} + 2(p-1) \left( X_1 - \frac{1}{p} Z_k \right) \right) \frac{X_1^2}{1-aX_1} \frac{|f_k|^{p-2} f_k}{|x|^p}. \]

and the reverse inequality if \( p > n \) (note that \( \text{sgn} f_k = \text{sgn}(n-p) \)). In the case \( p = 2 \) we take \( a = 0 \) and this inequality is immediately true since we have equality. In what follows we assume \( p \neq 2 \).

To write (2.12) in a more accessible form let us set

\[h := \frac{p-n}{p}, \quad t := \frac{Z_k}{p}, \quad s := a \frac{X_1^2}{1-aX_1} \quad \text{and} \quad \lambda := \frac{p-1}{2p} \sum_{i=1}^k Y_i^2, \]

so that all we need to prove is that for all sufficiently small \( t \) and some nonnegative constant \( a \) depending possibly only on \( n, p \), there holds

\[\left| 1 - t + \frac{s}{h} \right|^{p-2} \left( h^2 + \lambda + h(p-2)(t+s) + \frac{(p-1)(p-2)}{2} t^2 + 2(p-1)(X_1-t)s \right) \geq h^2 + \lambda, \]

if \( 1 < p < n \), and the reverse inequality if \( p > n \). By a further rearrangement of terms, this is the same as

\[(h^2 + \lambda) \left( 1 - \left| 1 - t + \frac{s}{h} \right|^{2-p} \right) + h(p-2)(t+s) + \frac{(p-1)(p-2)}{2} t^2 + 2(p-1)(X_1-t)s \geq 0, \quad (2.13) \]

if \( 1 < p < n \), and the reverse inequality if \( p > n \). The Taylor expansion of \( g(x) := |1-x|^{2-p} \) at \( x = 0 \) is

\[g(x) = 1 + (p-2)x + \frac{(p-1)(p-2)}{2} x^2 + \frac{p(p-1)(p-2)}{6} x^3 + O(x^4), \]
and after an easy computation we get that \((2.13)\) is equivalent to
\[
2(p-1)(X_1-t)\mathcal{S} + \frac{(p-1)(p-2)}{2}(t^2 - (t+s)^2) \nonumber
\]
\[
- \frac{p-2}{h} \left( \frac{p(p-1)}{6} (t+s)^3 + \lambda (t+s) \right) + O(\lambda (t+s)^2) \geq 0, \tag{2.14}
\]
if \(1 < p < n\), and the reverse inequality if \(p > n\).

We distinguish two cases:

- \(2 < p \neq n\). In this case we take \(a = 0\) and hence \(s = 0\). The trivial fact that \(\sum_{k=1}^{k} Y_k^2 \leq Z_k^2\), \(k \in \mathbb{N}\), is translated to \(2\lambda \leq p(p-1)t^2\). Therefore if \(p < n\) we have \(h < 0\) and so there holds
\[
- \frac{p-2}{h} \left( \frac{p(p-1)}{6} (t+s)^3 + \lambda t \right) + O(\lambda t^2) \geq 0,
\]
if \(2 < p < n\), while if \(p > n\) then \(h > 0\) and so the reverse inequality holds true.

- \(1 < p < 2\). By \((2.10)\) we obtain \(X_1-t = X_1-Z_k/p > 0\) for all \(k \in \mathbb{N}\) and we can choose for example \(a = p\) and hence \(s > 0\) such that the first line in \((2.14)\) is positive.

We also need the following elementary Hardy inequality

**Lemma 2.11.** For all \(w \in W_0^{1,p}(\Omega)\) and all \(D \geq D_0\), there holds
\[
\int_{\Omega} \frac{|w|^p}{|x|^n} Y_k(|x|/D)X_{k+1}^2(|x|/D) dx \leq p^\circ \int_{\Omega} |x|^{p-n} |\nabla w|^p Y_k^{-1-p}(|x|/D)X_{k+1}^{2-p}(|x|/D) dx.
\]

**Proof.** A direct computation using Lemma \(2.2\) shows that
\[
\text{div} \left\{ |x|^{-n}X_k(|x|/D)x \right\} = |x|^{-n}Y_k(|x|/D)X_{k+1}^2(|x|/D), \quad x \in \Omega \setminus \{0\}.
\]
Hence, integrating by parts,
\[
\int_{\Omega} \frac{|w|^p}{|x|^n} Y_k(|x|/D)X_{k+1}^2(|x|/D) dx = -p \int_{\Omega} X_{k+1}(|x|/D) |w|^{p-1} \nabla |w| \cdot \frac{x}{|x|^n} dx 
\]
\[
\leq p \int_{\Omega} X_{k+1}(|x|/D) |w|^{p-1} |\nabla w| |x|^{-n} dx 
\]
\[
= p \int_{\Omega} \left\{ \frac{|w|^{p-1}}{|x|^n(1-p)} Y_k^{1-1/p}(|x|/D)X_{k+1}^{2(1-1/p)}(|x|/D) \right\} \left\{ \frac{|\nabla w|}{|x|^n(1-p)} Y_k^{1-1/p}(|x|/D)X_{k+1}^{2(1-1/p)}(|x|/D) \right\} dx 
\]
\[
\leq p \left( \int_{\Omega} \frac{|w|^p}{|x|^n} Y_k(|x|/D)X_{k+1}^2(|x|/D) dx \right)^{1-1/p} \left( \frac{|\nabla w|^p}{|x|^n(1-p)} Y_k^{1-1/p}(|x|/D)X_{k+1}^{2(1-1/p)}(|x|/D) dx \right)^{1/p}.
\]
The result follows by rearranging terms and taking the \(p\)-th power.

**Proof of Theorem 2.7** for \(p \geq 2\). Setting \(u(x) = f_{k,D}(x)v(x)\) we get
\[
\int_{\Omega} |\nabla u|^p dx = \int_{\Omega} |v| \nabla f_{k,D} + f_{k,D} \nabla v|^p dx 
\]
\[
\geq \int_{\Omega} |v|^p |\nabla f_{k,D}|^p dx + c_p \int_{\Omega} |f_{k,D}|^p |\nabla v|^p dx + \int_{\Omega} f_{k,D} |\nabla f_{k,D}|^{p-2} \nabla f_{k,D} \cdot \nabla |v|^p dx,
\]
where we have used the following inequality, valid for all $\alpha, \beta \in \mathbb{R}^n$, $n \geq 1$ and $p \geq 2$

$$|\alpha + \beta|^p \geq |\alpha|^p + c_p |\beta|^p + p|\alpha|^{p-2}\alpha \cdot \beta.$$  \hspace{1cm} (2.15)

Noting that

$$\text{div}(f_{k,D}\nabla f_{k,D}) = |\nabla f_{k,D}|^p + f_{k,D}\Delta f_{k,D},$$

we perform an integration by parts in the last term to arrive at

$$\int_{\Omega} |\nabla u|^p \, dx \geq c_p \int_{\Omega} |f_{k,D}|^p |\nabla v|^p \, dx - \int_{\Omega} |v|^p f_{k,D}\Delta f_{k,D} \, dx$$

$$= c_p \int_{\Omega} |f_{k,D}|^p |\nabla v|^p \, dx - \int_{\Omega} |u|^p f_{k,D}^{-1}|f_{k,D}|^{2-p}\Delta f_{k,D} \, dx.$$ \hspace{1cm} (2.16)

Inequality (2.5) now follows from Lemma 2.10(i). If instead of (2.15) we use

$$|\alpha + \beta|^p \geq |\alpha|^p + c_p|\alpha|^{p-2}|\beta|^2 + p|\alpha|^{p-2}\alpha \cdot \beta,$$

valid for all $\alpha, \beta \in \mathbb{R}^n$, $n \geq 1$ and $p \geq 2$, we similarly obtain (2.6) from Lemma 2.10(i). \hspace{1cm} \blacksquare

**Proof of Theorem 2.7** for $1 < p < 2$. By the fact that (see [11])

$$|\alpha + \beta|^p - |\alpha|^p \geq p|\alpha|^{p-2}\alpha \cdot \beta + \frac{3p(p-1)}{16} \frac{|\beta|^2}{(|\alpha| + |\beta|)^{2-p}},$$

for all $\alpha, \beta \in \mathbb{R}^n$, $n \geq 1$ and $p \in (1, 2)$, we get setting $u(x) = f_{a,k,D}(x)v(x)$,

$$\int_{\Omega} |\nabla u|^p \, dx = \int_{\Omega} |\nabla f_{a,k,D} + f_{a,k,D}\nabla v|^p \, dx$$

$$\geq \int_{\Omega} |v|^p |\nabla f_{a,k,D}|^p \, dx + \int_{\Omega} f_{a,k,D}|\nabla f_{a,k,D}|^{p-2}\nabla f_{a,k,D} \cdot \nabla |v|^p \, dx$$

$$+ c(p) \int_{\Omega} \frac{f_{a,k,D}^2|\nabla v|^2}{(|v||\nabla f_{a,k,D}| + |f_{a,k,D}||\nabla v|)^{2-p}} \, dx.$$

By the same integration by parts and (2.16), but this time using Lemma 2.10(ii), we get for any $D \geq b'D_0$

$$I_k[u; D] \geq c(p) \int_{\Omega} \frac{f_{a,k,D}^2|\nabla v|^2}{(|v||\nabla f_{a,k,D}| + |f_{a,k,D}||\nabla v|)^{2-p}} \, dx =: c(p)M_2.$$ \hspace{1cm} (2.18)

Next we define $M_1$ to have the same integrand as in $M_2$ but with the measure $\rho^{-p} \, dx$ in place of $dx$, where $\rho(x) := 1 - aX_1(|x|/D)$, $x \in \Omega$. Also, we set

$$M_1 := \int_{\Omega} f_{k,D}^p|\nabla v|^pY_{k+1}^{2-p} \, dx, \quad M_3 := \int_{\Omega} \frac{f_{k,D}^p}{|x|^p}|\nabla v|^2Y_{k+1} \, dx.$$

To get (2.7) from (2.18), it suffices to show $M_1 \leq C(n,p)M_2$. Noting that $f_{k,D} = f_{a,k,D}/\rho$, we use Hölder’s and Minkowski’s inequalities as follows

$$M_1 = \int_{\Omega} \frac{f_{a,k,D}^p|\nabla v|^p}{(|v||\nabla f_{a,k,D}| + |f_{a,k,D}||\nabla v|)^{(2-p)/2}} \left( |v||\nabla f_{a,k,D}| + |f_{a,k,D}||\nabla v| \right)^{(2-p)/2}Y_{k+1}^{2-p} \, dx \rho^p$$

$$\leq M_3^{1/2} \left( \int_{\Omega} \frac{f_{a,k,D}^p|\nabla v|^p}{|x|^p} \, dx \right)^{1/2} \left( \int_{\Omega} \frac{f_{a,k,D}^p}{|x|^p} |\nabla v|^2Y_{k+1}^2 \, dx \rho^p \right)^{1-p/2}$$

$$\leq M_3^{1/2} \left( \int_{\Omega} \frac{f_{a,k,D}^p|\nabla v|^p}{\rho^p} \, dx \right)^{1-p/2} + M_1^{1-p/2},$$ \hspace{1cm} (2.19)
where we also have used \((\alpha + \beta)^q \leq \alpha^q + \beta^q\) for all \(\alpha, \beta \geq 0, q = p(1 - p/2) \in (0, 1)\) and the simple fact that \(Y_{k+1}^2(t) \leq Y_{k+1}^{2-p}(t)\) for all \(t \in (0, 1)\). From Remark 2.3 we know that for sufficiently large \(D \geq BD_0, B = B(n, p) \geq 1\), we have \(Z_k(|x|/D) \leq C(n, p)\) for all \(x \in \Omega\). Hence, taking into account (2.10) we get \(|A_{a,k}(|x|/D)| \leq C(n, p)\) for all \(x \in \Omega\), where \(A_{a,k}\) is given by (2.11). Therefore

\[
|\nabla f_{a,k,D}| = \left| \frac{f_{a,k,D}}{|x|} A_{a,k} \frac{x}{|x|} \right| \leq C(n, p) \left| \frac{f_{a,k,D}}{|x|} \right|,
\]
so that

\[
\int_\Omega |v|^p |\nabla f_{a,k,D}|^p |y_{k+1}^2| \frac{dx}{\rho^p} \leq C(n, p)M_3.
\]

But notice that Lemma 2.11 asserts \(M_3 \leq p^p M_1\). Plugging these into (2.19) we arrive at

\[M_1 \leq C(n, p)M_4.\]

Finally, \(M_4 \leq (2 - p)^{-p} M_2\) because of (2.10), and the proof is complete.

\[\square\]

Remark 2.12. In the case \(p = 2\) the estimate (2.5) is valid with equality for any \(D \geq D_0\) and \(B(n, p) = 1\).

3 \hspace{1em} Proof of Theorem A when \(1 < p \leq 2\)

We start with a series of reductions. First, since \(0 \in \Omega\), if \(u \in C^\infty_c(\Omega)\) then \(u \in C^\infty_c(B_{D_0}(0))\). Hence it is enough to establish (1.8) for \(\Omega = B_{D_0}(0)\). Furthermore, (1.8) being scaling invariant, it is enough to prove it for \(\Omega = B_1(0)\) only. Finally, given \(u \in C^\infty_c(B_1(0)) \setminus \{0\}\), the transform \(u = f_{a,k,D}\) implies through Theorem 2.7(ii) that it suffices to find a constant \(c(n, p) > 0\) such that

\[
\mathcal{C} := \inf_{v \in C^\infty_c(B_1(0)) \setminus \{0\}} \left\{ \int_{B_1(0)} |x|^{-n} |v|^p |y_{k+1}^2| |x|/D|Y_k^{-1}| |x|/D| \right\}^{p/p^*} \leq c(n, p).
\]

(3.1)

Remark 3.1. Let \(k = 0\). Then the above sufficiency of (3.1) is straightforward from (2.3) through the transform (2.2), that is \(u = f_{0,0}v\). It is for \(k \in \mathbb{N}\) that we need the transform \(u = f_{a,k,D}\) for some \(a > 0\), hence Theorem 2.7(ii).

To carry on with the proof, consider the Emden-Fowler transformation

\[
v(x) = w(\tau, \theta), \hspace{1em} \text{where} \hspace{1em} \tau := \frac{1}{X_{k+1}(r/D)}, \hspace{1em} \theta := \frac{x}{r} \hspace{1em} \text{with} \hspace{1em} r := |x|.
\]

A simple computation using Lemma 2.2 gives

\[
\frac{d\tau}{dr} = -\frac{1}{r} Y_k(r/D),
\]
therefore,

\[
|\nabla v|^2 = (\partial_v)^2 + \frac{1}{r^2} |\nabla_v v|^2 = \frac{1}{r^2} Y_k^2(r/D)((\partial_v)^2 + Y_k^{-2}(r/D)|\nabla_v w|^2).
\]
Let $F_1(t)$ denote the inverse function of $X_1(t)$ and define $F_{i+1}(t) := F_1(F_i(t))$, $i = 1, \ldots, k$. With this notation, from the transformation we readily get
\[ r/D = F_{k+1}(1/\tau), \quad X_i(r/D) = F_{k+1-i}(1/\tau), \quad i = 1, \ldots, k. \]
Hence $Y_k(r/D) = \prod_{i=1}^k F_i(1/\tau)$. Setting $\tau_0 := X_{k+1}^{-1}(1/D)$, we deduce
\[ \mathcal{G} = \inf_{w \in C^\infty([\tau_0, \infty) \times S^{n-1})} \int_{\tau_0}^\infty \int_{S^{n-1}} \tau^{p-2} \left( (\partial_\tau w)^2 + \left( \prod_{i=1}^k F_i(1/\tau) \right)^{-2} |\nabla_\theta w|^2 \right)^{p/2} d\mathcal{H}^{n-1}(\theta) d\tau. \tag{3.2} \]

Suppose next that $n \geq 3$ and set
\[ \mathcal{J} := \inf_{u \in C^\infty_0(B_R) \setminus \{0\}} \frac{\int_{B_R} |\nabla u|^p \, dx}{\left( \int_{B_R} |u|^p \, dx \right)^{p/p'}}. \]

From $[\Pi]$ we know $\mathcal{J} = \mathcal{J}(n, p) > 0$. Consider the transformation
\[ u(x) = z(t, \theta), \quad \text{where} \quad t := \frac{1}{r^{p-n}}, \quad \theta := \frac{x}{r} \quad \text{with} \quad r := |x|. \]

An elementary computation gives
\[ |\nabla u|^2 = (\partial_t u)^2 + \frac{1}{r^2} |\nabla_\theta u|^2 = (n-p)^2 t^{2(n-p+1)/(n-p)} \left( (\partial_t z)^2 + ((n-p)t)^{-2} |\nabla_\theta z|^2 \right). \]

Therefore,
\[ \mathcal{J}(n, p) = \inf_{z \in C^\infty([R^{p-n} \times \infty) \times S^{n-1})} \int_{R^{p-n}} \int_{S^{n-1}} t^{p-2} \left( (\partial_t z)^2 + ((n-p)t)^{-2} |\nabla_\theta z|^2 \right)^{p/2} d\mathcal{H}^{n-1}(\theta) dt. \tag{3.3} \]

To compare the expressions on the right of (3.2) and (3.3), we first choose $R$ such that $R^{p-n} = \tau_0$. Then we observe for $\tau \geq \tau_0$
\[ \tau^{-1} \prod_{i=1}^k F_i(1/\tau) \leq \frac{1}{\tau_0} \prod_{i=1}^k F_i(1/\tau_0) = \tau_0^{-1} Y_k(1/D) \leq 1 \]
\[ \leq n-p, \]
the last inequality because of $n \geq 3$. Thus $\prod_{i=1}^k F_i(1/\tau) \leq (n-p)\tau$ for any $\tau \geq \tau_0$ and inserting this to (3.2) we conclude with
\[ \mathcal{G} \geq \frac{\mathcal{J}(n, p)}{(n-p)^{p(n-1)/n}}. \]

This is (3.1) for $n \geq 3$.

If $n = 2$ we set
\[ \mathcal{J}' := \inf_{u \in C^\infty_0(B_R(0)) \setminus \{0\}} \frac{\int_{B_R(0)} |x|^{p-1} |\nabla u|^p \, dx}{\left( \int_{B_R(0)} |x|^{p-1} |u|^p \, dx \right)^{p/p'}}. \]
From [CKN] (with $n = 2$, $a = 1$, $r = p^*$ there), we know that

$$\mathcal{J}' = \mathcal{J}'(\alpha, p) > 0 \quad \text{whenever} \quad \alpha > 1 - 2/p.$$  

In particular, taking $\alpha = 1 - 1/p$ and considering the transformation

$$u(x) = z(t, \theta), \quad \text{where} \quad t := \frac{1}{r}, \quad \theta := \frac{x}{r} \quad \text{with} \quad r := |x|,$$

we deduce by a straightforward calculation

$$\mathcal{J}'(1 - 1/p, p) = \inf_{z \in C^{1}(\mathbb{R}^1, \mathbb{S}^1)} \int_{[0, \infty)} \frac{\left| \partial z \right|^2 + t^{-2} |\nabla \theta z|^2 \right|^{p/2} d\mathcal{H}(\theta) dr \left( \int_{[0, \infty)} t^{p-1} \left| \nabla \theta z \right|^{p} d\mathcal{H}(\theta) \right)^{p/p^*}. \quad (3.5)$$

To compare the expressions on the right of (3.2) and (3.5), we choose $R$ such that $R^{-1} = \tau_0$. Then (3.4) says $\prod_{i=1}^{n} (1/\tau_i) \leq \tau$ for any $\tau \geq \tau_0$ and inserting this to (3.2) we conclude with

$$'\mathcal{C}' \geq \mathcal{J}'(1 - 1/p, p);$$

that is (3.1) for $n = 2$.

It remains to show the exponent $1 + p^*/p$ on $X_{k+1}$, $k \in \mathbb{N}$, cannot be decreased. The argument applies for any $1 < p < n$. Suppose for the sake of contradiction, that $\varepsilon \in [0, 1)$ is such that the following inequality holds for some $D \geq D_0$ and $k \in \mathbb{N}$

$$I_k[u] \geq c \left( \int_{\Omega} |u|^{p^*} Y_k^{1+p^*/p} (|x|/D) X_{k+1}^{1+p^*/p} (|x|/D) dx \right)^{p/p^*} \quad \forall \ u \in C_c^\infty(\Omega), \quad (3.6)$$

with $c$ being a positive constant independent of $u$. Applying Hölder’s inequality with conjugate exponents $n/p$ and $p^*/p$ and using (3.6) we have (in the first displayed line below we write $Y_k, X_{k+1}$ instead of $Y_k(|x|/D), X_{k+1}(|x|/D)$)

$$\int_{\Omega} \frac{|u|^p}{|x|^p} Y_k^2 \gamma_{k+1} dx = \int_{\Omega} \left\{ |x|^{-p} Y_k^{1-p/p^*} X_{k+1}^{1+p/p^*} \right\} \left\{ |u|^{p} Y_k^{1+p^*/p} X_{k+1}^{1+p^*/p} \right\} dx \leq c^{-1} \left( \int_{\Omega} |x|^{-\beta} Y_k(|x|/D) X_{k+1}^{\beta} (|x|/D) dx \right)^{p/n} I_k[u], \quad (3.7)$$

where

$$\beta := \left( \gamma - \left( 1 + \frac{p}{p^*} \right) \varepsilon \right) \frac{n}{p^*}.$$ 

The integral on the right is a constant depending on $n, p, \varepsilon, \gamma$ and $\Omega$ if and only if $\beta > 1$ (see for instance [BFT2 eq. (3.8)]). This is easily seen to be equivalent with

$$\gamma > 2 - \left( 1 + \frac{p}{p^*} \right) (1 - \varepsilon). \quad (3.8)$$

Thus for values of $\gamma$ determined from (3.8), we get from (3.7) that

$$\int_{\Omega} \frac{|u|^p}{|x|^p} Y_k^2 (|x|/D) X_{k+1}^{\gamma} (|x|/D) dx \leq c^{-1} C(n, p, \varepsilon, \gamma, \Omega) I_k[u] \quad \forall \ u \in C_c^\infty(\Omega).$$

However, Proposition 3.1-(i) of [BFT1] (for the case $\kappa = n$ there) asserts the last inequality is possible only if $\gamma \geq 2$. This and (3.8) forces $\varepsilon \geq 1$, a contradiction. \qed


4 Theorem A for \( p > 2 \)

We need the following special improvement to the series expansion of the \( L^2 \)-Hardy inequality, which is valid only for radially symmetric functions.

**Lemma 4.1.** Let \( 2 \leq p < n \). Then for any \( D \geq 1 \), any \( k \in \mathbb{N} \cup \{0\} \) and all radially symmetric functions \( \zeta \in H^1_0(B_1(0)) \) we have

\[
\int_{B_1(0)} |\nabla \zeta|^2 \, dx - \left(\frac{n-2}{2}\right)^2 \int_{\Omega} \frac{|\zeta|^2}{|x|^2} \, dx - \frac{1}{4} \int_{B_1(0)} \frac{|\zeta|^2}{|x|^2} \sum_{l=1}^{k} Y_l^2(|x|/D) \, dx \\
\geq C(n, p) \left( \int_{B_1(0)} |x|^{\rho^*(p-2)/\rho} Y_{k+1}^{1+p^*/\rho}(|x|/D) \, |\zeta|^{2p^*/\rho} \, dx \right)^{p/p^*}.
\]

**Proof.** We perform the change of variables

\( \zeta(r) = g_{k,D}(r)w(r), \quad \text{where} \quad g_{k,D}(r) := r^{1-n/2}Y_{k}^{-1/2}(r/D), \quad r = |x|. \) (4.1)

Then by Theorem 2.7 for \( p = 2 \) there, it is enough to prove that (it is in fact equivalent by Remark 2.12)

\[
\int_{B_1(0)} |x|^{2-n}Y_{k}^{-1}(|x|/D)|\nabla w|^2 \, dx \geq c(n, p) \left( \int_{B_1(0)} |x|^{-n}Y_k(|x|/D)X_{k+1}^{1+p^*/p}(|x|/D)|w|^{2p^*/p} \, dx \right)^{p/p^*}.
\]

Since \( w \) is radially symmetric, the above inequality is equivalent to

\[
\int_{0}^{1} rY_{k}^{-1}(r/D)(w'(r))^2 \, dr \geq c(n, p) \left( \int_{0}^{1} r^{-1}Y_k(r/D)X_{k+1}^{1+p^*/p}(r/D)|w(r)|^{2p^*/p} \, dr \right)^{p/p^*}.
\]

The proof of this readily follows from [FT] Lemma 7.1 for \( q = 2p^*/p \) there, or by [MZ] Theorem 3 - pg 47 for \( d\nu = rY_{k}^{-1}(r/D)\chi_{(0,1)}(r) \, dr \) and \( d\mu = r^{-1}Y_k(r/D)X_{k+1}^{1+p^*/p}(r/D)\chi_{(0,1)}(r) \, dr \) there.

**Proof of Theorem A for \( p > 2 \).** As in the case \( p \leq 2 \), we can assume \( \Omega = B_1(0) \). Applying the transformation \( u = f_{k,D}v \) we get by using both (2.5) and (2.8) that

\[
I_k[u] \geq \frac{c_p}{2} \left( \int_{\Omega} f_{k,D}^p(x)|\nabla v|^p \, dx + \int_{\Omega} g_{k,D}^2(x)|v|^{p-2}|\nabla v|^2 \, dx \right),
\]

where \( g_{k,D} \) is given by (4.1). Note that \( g_{k,D} = f_{k,D} \) with \( p = 2 \).

Following [VZZ], we use spherical coordinates \( x = (r, \theta) \) (\( r = |x| \) and \( \theta = x/|x| \)) to decompose \( v(x) \) into spherical harmonics. For this purpose, let \( \{h_l\}_{l \in \mathbb{N} \cup \{0\}} \) be the orthonormal basis of \( L^2(S^{n-1}) \) that is comprised of eigenfunctions of the Laplace-Beltrami operator \( -\Delta_{S^{n-1}} \) (the angular part of the Laplacian when expressed in spherical coordinates). This has corresponding eigenvalues \( \lambda_l = l(l + n - 2), \quad l \in \mathbb{N} \cup \{0\} \) (see [Schn] Appendix). Thus

\( -\Delta_{S^{n-1}} h_l = \lambda_l h_l \) on \( S^{n-1} \), and \( \frac{1}{n \omega_n} \int_{S^{n-1}} h_l(\theta)h_m(\theta) \, d\mathcal{H}^{n-1}(\theta) = \delta_{lm} \) for all \( l, m \in \mathbb{N} \cup \{0\} \).

With these definitions we have the decomposition of \( v \in C_c^\infty(B_1(0)) \) in its spherical harmonics

\[
v(x) = \sum_{l=0}^{\infty} v_l(r) h_l(\theta).
\]
In particular \( h_0(\theta) = 1 \) and the first term in the above decomposition is given by the spherical mean of \( v \) on \( \partial B_r(0) \), that is
\[
v_0(r) = \frac{1}{n\omega_n r^{n-1}} \int_{\partial B_r(0)} v(x) d\mathcal{H}^{n-1}(x) = \frac{1}{n\omega_n} \int_{S^{n-1}} v(r\theta) d\mathcal{H}^{n-1}(\theta).
\]

We now estimate the first term on the right hand side of (4.2). We have
\[
\int_{\Omega} f_{k,D}(x) |\nabla v|^p \, dx = \int_0^1 f_{k,D}(r) r^{n-1} \int_{S^{n-1}} \left( (\partial_r v)^2 + \frac{1}{r^2} |\nabla \theta v|^2 \right)^{p/2} d\mathcal{H}^{n-1}(\theta) \, dr
\]
\[
\geq \int_0^1 f_{k,D}(r) r^{n-1} \int_{S^{n-1}} |\partial_r v|^p d\mathcal{H}^{n-1}(\theta) \, dr + \int_0^1 f_{k,D}(r) r^{n-1} \int_{S^{n-1}} \frac{1}{p} |\nabla \theta v|^p d\mathcal{H}^{n-1}(\theta) \, dr, \quad (4.3)
\]
by the fact that \((\kappa + \lambda)^q \geq \kappa^q + \lambda^q\), for all \( \kappa, \lambda \geq 0 \) and any \( q \geq 1 \). To estimate the first term on the right of (4.3) we use (2.15) to get
\[
\int_{S^{n-1}} |\partial_r v|^p d\mathcal{H}^{n-1}(\theta) \geq \int_{S^{n-1}} |\partial_r v_0|^p d\mathcal{H}^{n-1}(\theta) + c_p \int_{S^{n-1}} |\partial_r (v - v_0)|^p d\mathcal{H}^{n-1}(\theta)
\]
\[
+ p \int_{S^{n-1}} |\partial_r v|^2 (\partial_r v_0) \partial_r (v - v_0) d\mathcal{H}^{n-1}(\theta). \quad (4.4)
\]
But since \( \{v_i\}_{i \in \mathbb{N}\cup\{0\}} \) are radial
\[
\int_{S^{n-1}} |\partial_r v_0|^{p-2} (\partial_r v_0) \partial_r (v - v_0) d\mathcal{H}^{n-1}(\theta) = |v_0'(r)|^{p-2} v_0'(r) \int_{S^{n-1}} \partial_r (v - v_0) d\mathcal{H}^{n-1}(\theta)
\]
\[
= |v_0'(r)|^{p-2} v_0'(r) \sum_{l=1}^{\infty} v_l(r) \int_{S^{n-1}} f_l(\theta) d\mathcal{H}^{n-1}(\theta) = 0,
\]
and so
\[
\int_{S^{n-1}} |\partial_r v|^p d\mathcal{H}^{n-1}(\theta) \geq c_p \int_{S^{n-1}} |\partial_r (v - v_0)|^p d\mathcal{H}^{n-1}(\theta),
\]
where we have cancel also the first term on the right hand side of (4.4). Plugging this to (4.3) we deduce
\[
\int_{\Omega} f_{k,D}(x) |\nabla v|^p \, dx \geq c_p \int_0^1 f_{k,D}(r) r^{n-1} \int_{S^{n-1}} \left( |\partial_r (v - v_0)|^p + \frac{1}{r^2} |\nabla \theta v|^p \right) d\mathcal{H}^{n-1}(\theta) \, dr + (1 - c_p) J
\]
\[
\geq 21^{-p/2} c_p \int_0^1 f_{k,D}(r) r^{n-1} \int_{S^{n-1}} \left( |\partial_r (v - v_0)|^2 + \frac{1}{r^2} |\nabla \theta v|^2 \right)^{p/2} d\mathcal{H}^{n-1}(\theta) \, dr + (1 - c_p) J
\]
\[
= 21^{-p/2} c_p \int_{\Omega} f_{k,D}(x) |\nabla (v - v_0)|^p \, dx + (1 - c_p) J, \quad (4.5)
\]
by the fact that \( \kappa^d + \lambda^q \geq 21^{-q}(\kappa + \lambda)^q \), for all \( \kappa, \lambda \geq 0 \) and any \( q \geq 1 \). To estimate \( J \) observe first that
\[
\int_{S^{n-1}} (v - v_0) d\mathcal{H}^{n-1}(\theta) = \sum_{l=1}^{\infty} v_l(r) \int_{S^{n-1}} f_l(\theta) d\mathcal{H}^{n-1}(\theta) = 0,
\]
so that utilizing once more the fact that \(v_0\) is radial, we may use the Poincaré inequality on \(\mathbb{S}^{n-1}\) (see for example [11, Theorem 2.10])

\[
\int_{\mathbb{S}^{n-1}} |\nabla v|^p \, d\mathcal{H}^{n-1}(\theta) = \int_{\mathbb{S}^{n-1}} |\nabla (v - v_0)|^p \, d\mathcal{H}^{n-1}(\theta) \\
\geq C_p(n,p) \int_{\mathbb{S}^{n-1}} |v - v_0|^p \, d\mathcal{H}^{n-1}(\theta).
\]

Inserting this in the definition of \(J\), we get from (4.5) the existence of a positive constant \(C = C(n,p)\) such that

\[
\int_\Omega f_{k,D}(x) |\nabla v|^p \, dx \geq C(n,p) \left( \int_\Omega f_{k,D}(x) |\nabla (v - v_0)|^p \, dx + \int_\Omega f_{k,D}(x) \frac{|v - v_0|^p}{|x|^p} \, dx \right) \\
\geq C(n,p) \left( \int_\Omega |x|^{-n} Y_k(|x|/D) X_{k+1}^{1+p'/p} (|x|/D) |v - v_0|^{p'} \, dx \right)^{p/p'},
\]

where in the last inequality we have used the Sobolev inequality and the fact that \(X_i \leq 1\) for all \(i \in \mathbb{N}\).

Next we estimate the second term on the right hand side of (4.2). Setting \(w = |v|^{p/2}\) we have

\[
\int_\Omega g_{k,D}(x) |\nabla v|^2 \, dx = \int_\Omega g_{k,D}(x) |\nabla w|^2 \, dx.
\]

Now we assert that the function \(\zeta = g_{k,D}w\) belongs to \(H^1_0(\Omega)\). Indeed

\[\zeta = g_{k,D}w = g_{k,D}|v|^{p/2} = g_{k,D}f_{k,D}^{-p/2}|u|^{p/2} = |x|^{-p/2}|u|^{p/2} \in H^1_0(\Omega),\]

since \(2 \leq p < n\). Thus by Remark 2.12 we have that the following equality is valid

\[
\int_\Omega g_{k,D}(x) |\nabla w|^2 \, dx = \int_\Omega |\nabla \zeta|^2 \, dx - \left( \frac{n-2}{2} \right)^2 \int_\Omega \frac{|\zeta|^2}{|x|^2} \, dx - \frac{1}{4} \int_\Omega \frac{|\zeta|^2}{|x|^2} \sum_{i=1}^k Y_i^2(|x|/D) \, dx.
\]

Taking the decomposition of \(\zeta\) in its spherical harmonics we know that (see [FT] eq. (7.6))

\[
\int_\Omega |\nabla \zeta|^2 \, dx - \left( \frac{n-2}{2} \right)^2 \int_\Omega \frac{|\zeta|^2}{|x|^2} \, dx - \frac{1}{4} \int_\Omega \frac{|\zeta|^2}{|x|^2} \sum_{i=1}^k Y_i^2(|x|/D) \, dx \\
\geq \int_\Omega |\nabla \zeta_0|^2 \, dx - \left( \frac{n-2}{2} \right)^2 \int_\Omega \frac{|\zeta_0|^2}{|x|^2} \, dx - \frac{1}{4} \int_\Omega \frac{|\zeta_0|^2}{|x|^2} \sum_{i=1}^k Y_i^2(|x|/D) \, dx \\
\geq C(n,p) \left( \int_\Omega |x|^{p-(p-2)/p} f_{k,D}^{-p'/p} (|x|/D) |\zeta_0|^{2p'/p} \, dx \right)^{p/p'},
\]

where in the last inequality we have used Lemma 4.1 since \(\zeta_0\) is radial. In particular, we have that

\[
\zeta_0(r) = \frac{1}{n\omega_{n-1}} \int_{\partial B_r(0)} \zeta(x) \, d\mathcal{H}^{n-1}(x),
\]
which implies (note that $\xi_0$ is nonnegative since $\xi$ is nonnegative)
\[
\xi_0(r) = \frac{g_{k,D}(r)}{n\omega_n r^{n-1}} \int_{\partial B_r(0)} w(x) \, d\mathcal{H}^{n-1}(x).
\]
\[
= \frac{g_{k,D}(r)}{n\omega_n r^{n-1}} \int_{\partial B_r(0)} |v(x)|^{p/2} \, d\mathcal{H}^{n-1}(x)
\geq g_{k,D}(r) \frac{1}{n\omega_n r^{n-1}} \int_{\partial B_r(0)} v(x) \, d\mathcal{H}^{n-1}(x) \bigg|^{p/2}.
\]
\[
= g_{k,D}|v_0(r)|^{p/2}.
\]
This applied to (4.9) gives together with (4.8) and (4.7) that
\[
\int_{\Omega} g_{k,D}(x) |v|^{p-2} |\nabla v|^2 \, dx \geq c(n,p) \left( \int_{\Omega} |x|^{-n} Y_k(|x|/D) X_{k+1}^{1+p'/p} (|x|/D) v_0 |x|^p \, dx \right)^{p/p'}.
\] (4.10)
Inserting (4.10) and (4.6) in (4.2), inequality (1.8) follows. Moreover, it is proved in the previous section that the exponent $1 + p^*/p$ on $X_{k+1}$, $k \in \mathbb{N}$, cannot be decreased.

\section{A local estimate}

The local estimate of Theorem 5.2 below is the key estimate in order to establish the series improvement to the Hardy-Morrey inequality that appears in Theorem B. To establish it we need the following weighted Hardy inequality with trace term.

\textbf{Lemma 5.1.} Let $\gamma \in \mathbb{R} \setminus \{0\}$ and $U$ be a bounded domain in $\mathbb{R}^n$, $n \geq 2$, having locally Lipschitz boundary. Denote by $v(x)$ the exterior unit normal vector defined at almost every $x \in \partial U$. Then for all $D \geq R_U := \sup_{x \in U} |x|$, $q \geq 1$, $k \in \mathbb{N}$, all $s \neq n$ and any $v \in C_c^\infty(\mathbb{R}^n \setminus \{0\})$, there holds
\[
\left| \frac{q}{n-s} \int_U \frac{|\nabla v(x)|^q}{|x|^{q-s}} Y_k^\gamma(|x|/D) \, dx \right| \leq \frac{q}{n-s} \int_{\partial U} \frac{|v(x)|^q}{|x|^s} Y_k^\gamma(|x|/D) x \cdot v(x) \, d\mathcal{H}^{n-1}(x)
\geq \left( \int_U \frac{|v(x)|^q}{|x|^s} Y_k^\gamma(|x|/D) \right) \left[ 1 + \frac{\gamma q}{n-s} Z_k(|x|/D) \right] \, dx.
\] (5.1)

\textbf{Proof.} Integration by parts together with Lemma 2.2 give
\[
- \int_U |v| Y_k^\gamma(|x|/D) \, \text{div} \left\{ \frac{x}{|x|^s} \right\} \, dx
= \int_U \nabla v \cdot \frac{x}{|x|^s} Y_k^\gamma(|x|/D) \, dx + \gamma \int_U \frac{|v|}{|x|^s} Y_k^\gamma(|x|/D) Z_k(|x|/D) \, dx - \int_{\partial U} \frac{|v|}{|x|^s} Y_k^\gamma(|x|/D) \frac{x}{|x|^s} \cdot v \, d\mathcal{H}^{n-1}(x),
\]
and since \text{div} \{|x|^{-s} x\} = (n-s)|x|^{-s}, x \neq 0, we get
\[
\int_U \frac{|\nabla v|}{|x|^{s-1}} Y_k^\gamma(|x|/D) \, dx - \int_{\partial U} \frac{|v|}{|x|^s} Y_k^\gamma(|x|/D) x \cdot v \, d\mathcal{H}^{n-1}(x) \geq \left( \int_U \frac{|v|}{|x|^s} Y_k^\gamma(|x|/D) \right) \left[ s - n + \gamma Z_k(|x|/D) \right] \, dx,
\]
if $s > n$, or
\[
\int_U \frac{|\nabla v|}{|x|^{s-1}} Y_k^\gamma(|x|/D) \, dx + \int_{\partial U} \frac{|v|}{|x|^s} Y_k^\gamma(|x|/D) x \cdot v \, d\mathcal{H}^{n-1}(x) \geq \left( \int_U \frac{|v|}{|x|^s} Y_k^\gamma(|x|/D) \right) \left[ n - s + \gamma Z_k(|x|/D) \right] \, dx,
\]
if \( s < n \), where we have also used the fact that \(|\nabla|v(x)|| \leq |\nabla v(x)|\) for a.e. \( x \in U \). We may write both inequalities in one as follows

\[
\frac{1}{|n-s|} \int_U \frac{\|\nabla v\|}{|x|^{s-1}} Y_k^Y(|x|/D) dx + \frac{1}{|n-s|} \int_{\partial U} \frac{|v|}{|x|} Y_k^Y(|x|/D) x \cdot \nu d\mathcal{H}^{n-1}(x)
\]

\[
\geq \int_U \frac{|v|}{|x|} Y_k^Y(|x|/D) \left[ 1 + \frac{\gamma}{n-s} Z_k(|x|/D) \right] dx.
\]

This is inequality (5.1) for \( q = 1 \). Substituting \( v \) by \(|v|^q\) with \( q > 1 \), we arrive at

\[
\frac{q}{|n-s|} \int_U \frac{\|\nabla v\|^q}{|x|^{s-1}} Y_k^Y(|x|/D) dx + \frac{1}{|n-s|} \int_{\partial U} \frac{|v|^q}{|x|} Y_k^Y(|x|/D) x \cdot \nu d\mathcal{H}^{n-1}(x)
\]

\[
\geq \int_U \frac{|v|^q}{|x|^q} Y_k^Y(|x|/D) \left[ 1 + \frac{\gamma}{n-s} Z_k(|x|/D) \right] dx.
\] (5.2)

The first term on the left of (5.2) can be written as follows

\[
\frac{q}{|n-s|} \int_U \frac{\|\nabla v\|^q}{|x|^{s-q}} Y_k^Y(|x|/D) dx = \int_U \left\{ \frac{q}{|n-s|} \frac{\|\nabla v\|}{|x|^{s-q}} \right\} \frac{|v|^q}{|x|^q} Y_k^Y(|x|/D) dx
\]

\[
\leq \frac{1}{q} \frac{q}{|n-s|} |x|^{-q} \int_U \frac{\|\nabla v\|^q}{|x|^{s-q}} Y_k^Y(|x|/D) dx + \frac{q-1}{q} \int_U \frac{|v|^q}{|x|^q} Y_k^Y(|x|/D) dx
\]

by Young’s inequality. Thus (5.2) becomes

\[
\frac{1}{q} \frac{q}{|n-s|} \int_U \frac{\|\nabla v\|^q}{|x|^{s-q}} Y_k^Y(|x|/D) dx + \frac{1}{|n-s|} \int_{\partial U} \frac{|v|^q}{|x|^q} Y_k^Y(|x|/D) x \cdot \nu d\mathcal{H}^{n-1}(x)
\]

\[
\geq \int_U \frac{|v|^q}{|x|^q} Y_k^Y(|x|/D) \left[ \frac{1}{q} + \frac{\gamma}{n-s} Z_k(|x|/D) \right] dx.
\]

Multiplying by \( q \) we get (5.1).

**Theorem 5.2.** Let \( 2 \leq p \neq n \) and \( 1 \leq q < p \). There exist constants \( B = B(n, p, q) \geq 1 \) and \( C = C(n, p, q) > 0 \) such that for all \( u \in C^\infty_c(\Omega \setminus \{0\}) \), any ball \( B_r \) of radius \( r \in (0, \text{diam}(\Omega)) \) that contains the origin, any \( D \geq B \text{diam}(\Omega) \) and all \( k \in \mathbb{N} \)

\[
\int_{B_r} \frac{|u|^q}{|x|^q} \left[ 1 - \frac{q^2}{n(p-q)} Z_k(|x|/D) \right] dx \leq C p^{(1-q/p)} Y_{k+1}^{-q/p}(r/D) (I_k[u;D])^{q/p}.
\] (5.3)

**Proof.** Given \( u \in C^\infty_c(\Omega \setminus \{0\}) \) we define as usual \( v \in C^\infty_c(\Omega \setminus \{0\}) \) through the transform

\[
u(x) = f_{k,D}(x)v(x),
\]

where \( D \geq \text{diam}(\Omega) \) and \( 1 < p \neq n \). Then with \( q \in [1, p) \) and \( r \in (0, \text{diam}(\Omega)) \), we have for any ball containing the origin that

\[
\int_{B_r} \frac{|u|^q}{|x|^q} \left[ 1 - \frac{q^2}{n(p-q)} Z_k(|x|/D) \right] dx = \int_{B_r} \frac{|v|^q}{|x|^{q/p}} Y_{k+1}^{-q/p}(|x|/D) \left[ 1 - \frac{q^2}{n(p-q)} Z_k(|x|/D) \right] dx
\]

\[
\leq \left( \frac{pq}{n(p-q)} \right)^{q} \int_{B_r} |x|^{q(p-n)/p} |\nabla v|^q Y_{k+1}^{-q/p}(|x|/D) dx
\]

\[
\leq \left( \frac{pq}{n(p-q)} \right)^{q} \int_{B_r} |x|^{q(p-n)/p} |\nabla v|^q Y_{k+1}^{-q/p}(|x|/D) dx
\]

\[
= \left( \frac{pq}{n(p-q)} \right)^{q} \int_{B_r} |x|^{q(p-n)/p} |\nabla v|^q Y_{k+1}^{-q/p}(|x|/D) dx
\]

\[
\leq \left( \frac{pq}{n(p-q)} \right)^{q} \int_{B_r} |x|^{q(p-n)/p} |\nabla v|^q Y_{k+1}^{-q/p}(|x|/D) dx
\]

\[
= \left( \frac{pq}{n(p-q)} \right)^{q} \int_{B_r} |x|^{q(p-n)/p} |\nabla v|^q Y_{k+1}^{-q/p}(|x|/D) dx
\] (5.4)
where we have used Lemma 5.1 for \( U = B_r, s = nq/p \) and \( \gamma = -q/p \). By Hölder’s inequality

\[
M_r \leq \left( \omega_n r^n \right)^{1-q/p} \left( \int_{B_r} |x|^{p-n} |\nabla v|^p Y_k^{-1}(|x|/D) \, dx \right)^{q/p}
\]

(by 2.3) \( \leq C(n, p, q) r^{n(1-q/p)} (I_k[u; D])^{q/p} \)

\[
\leq C(n, p, q) r^{n(1-q/p)} Y_{k+1}^{-q/p} (r/D) (I_k[u; D])^{q/p},
\]

(5.5)

for any \( D \geq b' \text{diam}(\Omega), b' = b'(n, p) \geq 1 \). The last inequality is true since \( 0 < Y_{k+1}(t) \leq 1 \) for all \( t \in (0, 1] \). For \( P_r \), noting that \( x \cdot v \geq 0 \) for all \( x \in \partial B_r (B_r \text{ is star-shaped with respect to any of its points; thus 0 particular}), we may also apply Hölder’s inequality as follows

\[
P_r = \int_{\partial B_r} \frac{|v|^q}{|x|^{pq/s}} X_k^{-q/p}(|x|/D) x \cdot \nu \, dH^{n-1}(x)
\]

\[
\leq \left( \int_{\partial B_r} X_k^{-q/p}(|x|/D) x \cdot \nu \, dH^{n-1}(x) \right)^{1-q/p} \left( \int_{\partial B_r} \frac{|v|^q}{|x|^{pq/s}} X_k^{-q/p}(|x|/D) x \cdot \nu \, dH^{n-1}(x) \right)^{q/p}.
\]

(5.6)

By the divergence theorem we have

\[
S_r = \int_{B_r} \text{div} \left\{ Y_{k+1}^{-q/(p-q)} (|x|/D) x \right\} \, dx
\]

\[
= n \int_{B_r} Y_{k+1}^{-q/(p-q)} (|x|/D) \, dx - \frac{q}{p-q} \int_{B_r} Y_{k+1}^{-q/(p-q)} (|x|/D) Z_k(|x|/D) \, dx
\]

\[
\leq n \int_{B_r(0)} Y_{k+1}^{-q/(p-q)} (|x|/D) \, dx,
\]

since this integral increases if we change the domain of integration from \( B_r \) to \( B_r(0) \). Thus

\[
S_r \leq n^2 \omega_n \int_0^r r^{n-1} Y_{k+1}^{-q/(p-q)} (t/D) \, dt
\]

\[
\leq C(n) r^p Y_{k+1}^{-q/(p-q)} (r/D),
\]

(5.7)

for any \( D \geq \eta \text{ diam}(\Omega), \eta \geq 1 \) depending only on \( n, p, q \), by a direct application of Lemma 2.4 for \( \alpha = n \) and \( \beta = q/(p-q) \). To estimate \( T_r \) we also employ the divergence theorem to get

\[
T_r = \int_{B_r} \text{div} \left\{ |x|^{-n} X_{k+1} (|x|/D) x \right\} |v|^p \, dx + \int_{B_r} |x|^{-n} X_{k+1} (|x|/D) x \cdot \nabla |v|^p \, dx.
\]

A direct computation using Lemma 2.2 shows that

\[
\text{div} \left\{ |x|^{-n} X_{k+1} (|x|/D) x \right\} = |x|^{-n} Y_k (|x|/D) X_{k+1}^2 (|x|/D), \quad x \in \Omega \setminus \{0\}.
\]

Returning then to the original function \( u \) in the first integral and taking the absolute value in the second, we arrive at

\[
T_r \leq \int_{\Omega} \frac{|u|^p}{|x|^p} Y_{k+1}^2 (|x|/D) \, dx + p \int_{\Omega} \frac{|v|^{p-1}}{|x|^{n-1}} |\nabla v| X_{k+1} (|x|/D) \, dx.
\]

(5.8)
Now we apply the Cauchy-Schwarz inequality in the second integral above as follows
\[
J = \int_{\Omega} \left\{ \frac{|v|^p/2}{|x|^{n-2}} |\nabla v|^2 \right\} \left\{ \frac{|v|^p}{|x|^{n-2}} Y^{-1/2}_k(|x|/D) \right\} dx \\
\leq \left( \int_{\Omega} \frac{|v|^p}{|x|^{n-2}} |\nabla v|^2 Y^{-1}_k(|x|/D) dx \right)^{1/2} \left( \int_{\Omega} \frac{|v|^p}{|x|^{n-2}} Y^2_k(|x|/D) dx \right)^{1/2} \\
\leq c(p) \left( I_k[u;D] \right)^{1/2} \left( \int_{\Omega} \frac{|u|^p}{|x|^{n-2}} Y^2_k(|x|/D) dx \right)^{1/2}.
\]
for all \( D \geq b'' D_0 \), where \( b'' \geq 1 \) depends only on \( n, p \). Here we have used (2.8) to estimate the first factor and returned to the original function \( u \) in the second factor. Estimate (5.8) is now
\[
T_r \leq \int_{\Omega} \frac{|u|^p}{|x|^{n-2}} Y^2_{k+1}(|x|/D) dx + c(p) \left( I_k[u;D] \right)^{1/2} \left( \int_{\Omega} \frac{|u|^p}{|x|^{n-2}} Y^2_k(|x|/D) dx \right)^{1/2}.
\]
According to Theorem 2.6, there exist constants \( b = b(n, p) \geq 1 \) and \( c(n, p) > 0 \), both depending only on \( n, p \), such that for any \( D \geq b D_0 \), the common integral appearing on the right hand side is bounded above by \( c(n, p) I_k[u;D] \). It follows that
\[
T_r \leq C(n, p) I_k[u;D], \tag{5.9}
\]
for any \( D \geq \max\{b, b''\} D_0 \). Setting \( b'' = \max\{b, b''\} \) and since \( 0 \in \Omega \) implies \( D_0 \leq \text{diam}(\Omega) \), we may insert (5.9) into (5.6) and taking into account (5.7) we end up with
\[
P_r \leq C(n, p) r^{n(p-1)/p} Y^{-q/p}_k(r/D) \left( I_k[u;D] \right)^{1/p},
\]
for any \( D \geq b'' \text{diam}(\Omega) \). The last inequality together with (5.5), when applied to estimate (5.4) gives (5.3) for any \( D \geq B \text{diam}(\Omega) \) with \( B = \max\{b', b''\} \).

6 Proof of Theorem B

We start with (1.9) when one point in the Hölder semi-norm taken to be the origin.

**Proposition 6.1.** Let \( p > n \). There exist constants \( \tilde{B} = \tilde{B}(n, p) \geq 1 \) and \( C = C(n, p) > 0 \) such that for any \( k \in \mathbb{N} \cup \{0\} \), all \( D \geq \tilde{B} \text{diam}(\Omega) \) and all \( u \in C^\infty_c(\Omega \setminus \{0\}) \)
\[
\sup_{x \in \Omega} \left\{ \frac{|u(x)|}{|x|^{n/p}} Y^{1/p}_{k+1}(|x|/D) \right\} \leq C \left( I_k[u;D] \right)^{1/p}. \tag{6.1}
\]

**Proof.** Let \( B_r \) be a ball of radius \( r \in (0, \text{diam}(\Omega)) \) and set
\[
u_{B_r} := \frac{1}{|B_r|} \int_{B_r} u(z) dz.
\]
By the local version of Sobolev’s integral representation formula (see [GT]-Lemma 7.16), we have
\[
|u(x) - \nu_{B_r}| \leq \frac{2^n}{n \omega_n} \int_{B_r} \frac{|
abla u(z)|}{|x - z|^{n-1}} dz, \quad x \in B_r.
\]
Applying the transform \( u(z) = f_{k,D}(z)v(z) \), we get
\[
\frac{n\omega_k}{2^n} |u(x) - u_B| \leq \int_{B_r} \frac{|z|^{1-n/p} Y_k^{-1/p}(|z|/D)|\nabla v(z)|}{|x - z|^{n-1}} dz + \int_{B_r} \frac{Y_k^{-1/p}(|z|/D)|A_{0,k}(|z|/D)|v(z)|}{|x - z|^{n-1}} dz
\]
\[=: K_r(x) + L_r(x), \quad (6.2) \]
with \( A_{0,k} \) given by (2.11) with \( a = 0 \). By Hölder’s inequality
\[
K_r(x) \leq \left( \int_{B_r} \frac{1}{|x - z|^{(n-1)p/(p-1)}} dz \right)^{1-1/p} \left( \int_{B_r} |z|^{p-n} Y_k^{-1/p}(|z|/D)|\nabla v|^p dz \right)^{1/p}
\]
\[\leq \left( \int_{B_r(x)} \frac{1}{|x - z|^{(n-1)p/(p-1)}} dz \right)^{1-1/p} \left( \int_{\Omega} |z|^{p-n} Y_k^{-1}(|z|/D)|\nabla v|^p dz \right)^{1/p}.
\]
Using now (2.5) we obtain the following estimate on \( K_r \)
\[
K_r(x) \leq C(n, p) r^{1-n/p} \left( I_k[u; D] \right)^{1/p}
\]
\[\leq C(n, p) r^{1-n/p} Y_k^{-1/p} (r/D) \left( I_k[u; D] \right)^{1/p}, \quad x \in B_r, \quad (6.3) \]
for any \( D \geq \text{diam}(\Omega) \), where the last inequality is a consequence of \( 0 < Y_k(t) \leq 1 \) for all \( t \in (0, 1] \). Next we fix \( 0 < \varepsilon < (p-n)/n \) and estimate \( L_r(x) \). By Hölder’s inequality
\[
L_r(x) \leq \left( \int_{B_r} \frac{|A_{0,k}(|z|/D)|}{|x - z|^{(n-1)p/(p-1)}} dz \right)^{1-(1+\varepsilon)/p} \left( \int_{B_r} \frac{|v|^{p/(1+\varepsilon)} Y_k^{-(1+\varepsilon)}(|z|/D)|A_{0,k}(|z|/D)|dz}{|z|^{n/(1+\varepsilon)}} \right)^{(1+\varepsilon)/p}, \quad x \in B_r. \quad (6.4)
\]
Assumption \( \varepsilon < (p-n)/n \) guarantees \( M_{r,D}(x) < \infty \) for all \( x \in B_r \). More precisely, recalling first Remark 2.8, we may restrict \( D \) so that \( D \geq b'' D_0 \) with some \( b'' = b''(n, p) \geq 1 \) so that \( A_{0,k}(|z|/D) \geq 0 \) for all \( x \in B_r \). Then we have
\[
M_{r,D}(x) \leq \frac{p-n}{p} \int_{B_r(x)} \frac{1}{|x - z|^{(n-1)p/(p-1)}} dz
\]
\[= C(n, p) r^{(p-n-ne)/(p-1-\varepsilon)}, \quad x \in B_r.
\]
Returning to the original function \( u \) on the right of (6.4), we obtain for all \( D \geq b'' D_0 \) that
\[
L_r(x) \leq C(n, p) r^{1-n/(n-\varepsilon)/p} \left( \int_{B_r} \frac{|u|^{p/(1+\varepsilon)} Y_k^{-(1+\varepsilon)}(|z|/D)|dz}{|z|^{p/(1+\varepsilon)} A_{0,k}(|z|/D)} \right)^{(1+\varepsilon)/p}, \quad x \in B_r. \quad (6.5)
\]
At this point we use Theorem 5.2 with \( q = p/(1+\varepsilon) \); that is
\[
\int_{B_r} \frac{|u|^{p/(1+\varepsilon)}}{|x|^{p/(1+\varepsilon)}} \left[ 1 - \frac{p}{n\varepsilon} Z_k(|z|/D) \right] dx \leq C(n, p) r^{p/(1+\varepsilon)} Y_k^{-1/(1+\varepsilon)} (r/D) \left( I_k[u; D] \right)^{1/(1+\varepsilon)} \quad (6.6)
\]
To couple this with (6.5) we need a positive constant \( \lambda = \lambda(n, p) \) such that
\[
A_{0,k}(|z|/D) \leq \lambda \left[ 1 - \frac{p}{n\varepsilon} Z_k(|z|/D) \right], \quad \forall z \in \Omega.
\]
Taking any \( \lambda \) such that \( \lambda > (p - n)/p \), keeping in mind that \( \varepsilon < (p - n)/n \) and recalling the definition of \( A_{0,k} \), this is the same as
\[
Z_k(|z|/D) \leq \frac{\lambda - \frac{p-n}{p}}{\lambda n \varepsilon (1+\varepsilon)} - \frac{1}{p}, \quad \forall z \in \Omega. \tag{6.7}
\]
which is satisfied after a possible further restriction on \( D \). More precisely, note once more that because of Remark 2.3 we can achieve (6.7) for sufficiently large \( \bar{b} = \bar{b}(n,p) \) and all \( D \geq \bar{b}D_0 \). Plugging (6.6) to (6.5) we obtain
\[
L_r(x) \leq C(n,p)r^{1-n/p-\varepsilon}/p \left( \int_{B_r} \frac{|u|^{p/(1+\varepsilon)}}{|z|^{p/(1+\varepsilon)}} \left[ 1 - \frac{p}{n \varepsilon (1+\varepsilon)} Z_k(|z|/D) \right] dz \right)^{(1+\varepsilon)/p}, \quad x \in B_r,
\]
for all \( D \geq \bar{b} \text{diam}(\Omega) \), where \( \bar{b} \) depends only on \( n, p \).

Applying estimates (6.8) and (6.3) to estimate (6.2), we conclude
\[
|u(x) - u_{B_r}| \leq C(n,p)r^{1-n/p-\varepsilon}/p \left( r^{n/(1+\varepsilon)} Y_{k+1}^{-1/(1+\varepsilon)} (r/D) (I_k[u;D])^{1/(1+\varepsilon)} \right)^{(1+\varepsilon)/p}, \tag{6.8}
\]
for any \( D \geq \bar{b} \text{diam}(\Omega) \). Since \( 0 \in B_r \), it follows from (6.9) that
\[
|u_{B_r}| \leq C(n,p)r^{1-n/p} Y_{k+1}^{-1/p} (r/D) (I_k[u;D])^{1/p}.
\]
Hence
\[
|u(x)| \leq |u(x) - u_{B_r}| + |u_{B_r}|
\leq C(n,p)r^{1-n/p} Y_{k+1}^{-1/p} (r/D) (I_k[u;D])^{1/p},
\]
for all \( x \in B_r \) and any \( D \geq \bar{b} \text{diam}(\Omega) \). Now if \( x \in \Omega \) we may consider a ball \( B_r \) of radius \( r = 3|x|/2 \) containing \( x \) and the previous inequality yields (6.1).

**Proof of Theorem B.** Let \( x, y \in \Omega, \) \( x \neq y \), and consider a ball \( B_r \) of radius \( r := |x - y| \) that contains \( x, y \). Then \( r \in (0, \text{diam}(\Omega)) \) and we have
\[
|u(x) - u(y)| \leq |u(x) - u_{B_r}| + |u(y) - u_{B_r}|
\leq \frac{2^n}{n \omega_n} \left\{ \int_{B_r} \frac{|
abla u(z)|}{|x - z|^{n-1}} dz + \int_{B_r} \frac{|u(z)|}{|y - z|^{n-1}} dz \right\}, \tag{6.10}
\]
where we have used Sobolev’s integral representation formula (see [GT][1]-Lemma 7.16) twice. In what follows we estimate \( J(x) \) independently of \( x \). Applying the transform \( u(z) = f_k(D(z)v(z) \), we get
\[
J(x) \leq \int_{B_r} \frac{|z|^{1-n/p} Y_{k+1}^{-1/p} (|z|/D) |
abla v(z)|}{|x - z|^{n-1}} dz + \int_{B_r} \frac{Y_{k+1}^{-1/p} (|z|/D)|A_{0,k} (|z|/D)||v(z)|}{|z|^{n/p} |x - z|^{n-1}} dz. \tag{6.11}
\]
Working as we did to get (6.3) we obtain
\[ K_r(x) \leq C_1(n,p)r^{1-n/p}Y_{k+1}^{-1/p}(r/D)(I_k[u;D])^{1/p}, \] (6.12)
for any \( D \geq \text{diam}(\Omega) \). Next we rewrite \( \Lambda_r(x) \) with the original function \( u \) to get
\[ \Lambda_r(x) = \int_{B_r} \frac{|A_{0,k}(|z|/D)||u(z)|}{|z||x-z|^{n-1}} \, dz. \]
We insert (6.1) in \( \Lambda_r(x) \) to deduce
\[ \Lambda_r(x) \leq C(n,p)(I_k[u;D])^{1/p} \int_{B_r} \frac{Y_{k+1}^{-1/p}(|z|/D)|A_{0,k}(|z|/D)|}{|z|^{n/p}|x-z|^{n-1}} \, dz, \]
for any \( D \geq \tilde{B}\text{diam}(\Omega) \). Recalling once more Remark 2.8 we can further restrict \( D \) so that \( D \geq \max\{b^n, \tilde{B}\} \text{diam}(\Omega) \) and then
\[ \Lambda_r(x) \leq C(n,p)(I_k[u;D])^{1/p} \int_{B_r} \frac{Y_{k+1}^{-1/p}(|z|/D)}{|z|^{n/p}|x-z|^{n-1}} \, dz, \]
Letting \( n < Q < p \) we may use Hölder’s inequality to obtain
\[
\Lambda_r(x) \leq C(n,p)(I_k[u;D])^{1/p} \left( \int_{B_r} \frac{Y_{k+1}^{-1/p}(|z|/D)}{|z|^{Q/p}} \, dz \right)^{1/Q} \left( \int_{B_r} \frac{1}{|x-z|^{(n-1)/Q}} \, dz \right)^{1/Q'}
\leq C(n,p)(I_k[u;D])^{1/p} \left( \int_{B_r(0)} \frac{Y_{k+1}^{-1/p}(|z|/D)}{|z|^{Q/p}} \, dz \right)^{1/Q} \left( \int_{B_r(0)} \frac{1}{|x-z|^{(n-1)/Q}} \, dz \right)^{1/Q'}.
\]
Both integrals above are finite since \( n < Q < p \) implies \( nQ/p < n \) and \( (n-1)Q' < n \). By a simple computation
\[
\Lambda_r(x) \leq C(n,p)(I_k[u;D])^{1/p} \left( \int_0^r t^{n-1-nQ/p}Y_{k+1}^{-1/p}(t/D) \, dt \right)^{1/Q} r^{n/p - n + 1},
\] (6.13)
for any \( D \geq \max\{b^n, \tilde{B}\} \text{diam}(\Omega) \). Lemma 2.4 for \( \alpha = n - 1 - nQ/p \) and \( \beta = Q/p \) ensures the existence of constants \( \eta \geq 0 \) and \( c > 0 \) both depending only on \( n, p, Q \) (and thus only on \( n, p \)), such that
\[
\int_0^r t^{n-1-nQ/p}Y_{k+1}^{-1/p}(t/D) \, dt \leq cr^{p-nQ/p}Y_{k+1}^{-1/p}(r/D),
\]
for any \( D \geq e^{\eta} \text{diam}(\Omega) \). Thus (6.13) becomes
\[
\Lambda_r(x) \leq C_4(n,p)r^{1-n/p}Y_{k+1}^{-1/p}(r/D)(I_k[u;D])^{1/p},
\] (6.14)
for any \( D \geq B \text{diam}(\Omega) \), where \( B := \max\{\max\{b^n, \tilde{B}\}, \eta\} \). Altogether, (6.12) and (6.14) when inserted in (6.11) give
\[
J(x) \leq C(n,p)r^{1-n/p}Y_{k+1}^{-1/p}(r/D)(I_k[u;D])^{1/p},
\]
for any \( D \geq B \text{diam}(\Omega) \). The proof of (1.9) follows since the same estimate holds true for \( J(y) \).
To show the exponent $1/p$ on $X_{k+1}$ cannot be decreased, assume in contrary there exists $\varepsilon \in (0,1]$ such that for all $u \in C^\infty_c(\Omega \setminus \{0\})$ we have

$$\left( I_k[u,D] \right)^{1/p} \geq c \sup_{x,y \in \Omega \atop x \neq y} \left\{ \frac{|u(x) - u(y)|}{|x-y|^{1-n/p}} Y_{k+1}^{(1-\varepsilon)/p} \left( \frac{|x-y|}{D} \right) \right\},$$

for some constants $c > 0$ and $D \geq \text{diam}(\Omega)$. Choosing $y = 0$ we obtain

$$\left( I_k[u,D] \right)^{1/p} \geq c \frac{|u(x)|}{|x|^{1-n/p}} Y_{k+1}^{(1-\varepsilon)/p} (|x|/D), \quad \forall x \in \Omega \setminus \{0\}.$$  

This readily implies that

$$\int_\Omega \frac{|u(x)|^p}{|x|^p} Y_{k+1}^{2-\varepsilon/2} (|x|/D) dx \leq c^{-p} I_k[u,D] \int_\Omega |x|^{-n} X_1^{1+\varepsilon/2} (|x|/D) dx.$$  

(6.15)

Clearly, since $\varepsilon > 0$ the integral on the right is a finite constant depending only on $n, p, \varepsilon$ and $\Omega$. Thus we have violated the optimality of the exponent 2 of the remainder term (1.4).  

Acknowledgements The first author was partially supported by Fondecyt grant 3140567 and by Millennium Nucleus CAPDE NC130017.

References

[AbdCP] Abdellaoui, B.; Colorado, E.; Peral, I. Some improved Caffarelli-Kohn-Nirenberg inequalities. Calc. Var. Partial Differential Equations 23 (2005), no. 3, 327-345.

[Ad] Adimurthi Hardy-Sobolev inequality in $H^1(\Omega)$ and its applications. Comm. Contemp. Math. 4 (2002), no. 3, 409-434.

[AdChR] Adimurthi; Chaudhuri, N.; Ramaswamy, M. An improved Hardy-Sobolev inequality and its application. Proc. Amer. Math. Soc. 130 (2001), no. 2, 489-505.

[AdFT] Adimurthi; Filippas, S.; Tertikas, A. On the best constant of Hardy-Sobolev inequalities. Nonlinear Anal. 70 (2009), no. 8, 2826-2833.

[BFT1] Barbatis, G.; Filippas, S.; Tertikas, A. A unified approach to improved $L^p$ Hardy inequalities with best constants. Trans. Amer. Math. Soc. 356 (2003), no. 6, 2169-2196.

[BFT2] Barbatis, G.; Filippas, S.; Tertikas, A. Series expansion for $L^p$ Hardy inequalities. Indiana Univ. Math. J. 52 (2003), no. 1, 171-190.

[B] Brezis, H.

[BrM] Brezis, H.; Marcus, M. Hardy’s inequalities revisited. Ann. Sc. Norm. Super. Pisa Cl. Sci. 25 (1997), no. 1-2, 217-237.

[BrV] Brezis, H.; Vázquez, J.-L. Blow-up solutions of some nonlinear elliptic problems. Rev. Mat. Univ. Complut. Madrid 10 (1997), no. 2, 443-469.
[CC] Cabré, X.; Capella, A. Regularity of minimizers for three elliptic problems: minimal cones, harmonic maps, and semilinear equations. Pure Appl. Math. Q. 3 (2007), no. 3, 801-825.

[CM] Cabré, X.; Martel, Y. Existence versus explosion instantanée pour des équations de la chaleur linéaires avec potential singulier. C. R. Acad. Sci. Paris Sér. I 329 (1999), no. 11, 973-978.

[CKN] Caffarelli, L. A.; Kohn, R. V.; Nirenberg, L. First order interpolation inequalities with weights. Compositio Math. 53 (1984), no. 3, 259-275.

[CHS] Caffarelli L. A.; Hardt, R.; Simon L. Minimal surfaces with isolated singularities. Manuscripta Math. 48 (1984), no. 1-3, 1-18.

[CW] Catrina, F.; Wang, Z.-Q. On the Caffarelli-Kohn-Nirenberg inequalities: Sharp constants, existence (and nonexistence) and symmetry of extremal functions. Comm. Pure Appl. Math. 54 (2001) 229-258.

[D] Devyver, B. A spectral result for Hardy inequalities. J. Math. Pures Appl. (9) 102 (2014), no. 5, 813-853.

[DHTr] Dierkes, U.; Hildebrandt, S.; Tromba, A. J. Global Analysis of Minimal Surfaces. Revised and enlarged 2nd edition. Grundlehren Math. Wiss. 341. Springer 2010.

[DEstL] Dolbeault, J.; Esteban, M. J.; Loss, M. Rigidity versus symmetry breaking via nonlinear flows on cylinders and Euclidean spaces. Invent. Math. 206 (2016), no. 2, 397-440.

[Erv] Ervedoza, S. Control and stabilization properties for a singular heat equation with an inverse-square potential. Comm. Partial Differential Equations 33 (2008), no. 10-12, 1996-2019.

[FMT] Filippas, S.; Moschini, L.; Tertikas, A. Sharp Two-Sided Heat kernel estimates for critical Schrödinger operators on bounded domains Commun. Math. Phys. 273 (2007), 237281.

[FPs] Filippas, S.; Psaradakis, G. The Hardy-Morrey & Hardy-John-Nirenberg inequalities involving distance to the boundary. J. Differential Equations 261 (2016), no. 6, 3107-3136.

[FT] Filippas, S.; Tertikas, A. Optimizing improved Hardy inequalities. J. Funct. Anal. 192 (2002), no. 1, 186-233.

[GP] García Azorero, J. P.; Peral Alonso, I. Hardy inequalities and some critical elliptic and parabolic problems. J. Differential Equations 144 (1998), no. 2, 441-476.

[GTr] Gilbarg D.; Trudinger, N. S. Elliptic Partial Differential Equations of Second Order. 2nd edition (revised 3rd printing). Grundlehren Math. Wiss. 224. Springer 1998.

[Gk1] Gkikas, K. T. Existence and nonexistence of energy solutions for linear elliptic equations involving Hardy-type potentials. Indiana Univ. Math J. 58 (2009), no. 5, 2317-2345.

[Gk2] Gkikas, K. T. Hardy-Sobolev inequalities in unbounded domains and heat kernel estimates. J. Funct. Anal. 264 (2013), no. 3, 837-893.
[HHS] Hall, S.; Haslhofer, R.; Siepmann, M. The stability inequality for Ricci-flat cones. J. Geom. Anal. 24 (2014), no. 1, 472-494.

[H] Hebey, E. Nonlinear Analysis on Manifolds: Sobolev Spaces and Inequalities. Courant Lect. Notes Math. 5 Amer. Math. Soc. 1999.

[L] Lindqvist, P. On the equation $\text{div}(|\nabla u|^{p-2}\nabla u) + \lambda |u|^{p-2}u = 0$. Proc. Amer. Math. Soc. 109 (1990), no. 1, 157-164.

[Mz] Maz’ya, V. G. Sobolev Spaces with Applications to Elliptic Partial Differential Equations. 2nd, revised & augmented edition. Grundlehren Math. Wiss. 342. Springer 2011.

[Ps] Psaradakis, G. An optimal Hardy-Morrey inequality. Calc. Var. Partial Differential Equations 45 (2012), no. 3-4, 421-441.

[PsSp] Psaradakis, G.; Spector, D. A Leray-Trudinger inequality. J. Funct. Anal. 269 (2015), no. 1, 215-228.

[Schn] Schneider, R. Convex Bodies: the Brunn-Minkowski Theory. 2nd expanded edition. Encyclopaedia Math. Appl. 151. Cambridge Univ. Press 2014.

[S] Simon, L. M. Lectures on Geometric Measure Theory. Proc. Centre Math. Anal. Austral. Nat. Univ. 3. Australian National University, Centre for Mathematical Analysis 1983.

[T] Talenti, G. Best constant in Sobolev inequality. Ann. Mat. Pura Appl. (4) 110 (1976), 353-372.

[VnZ] Vancostenoble, J.; Zuazua, E. Null controllability for the heat equation with singular inverse-square potentials. J. Funct. Anal. 254 (2008), no. 7, 1864-1902.

[VzZ] Vázquez J. L.; Zuazua E. The Hardy inequality and the asymptotic behaviour of the heat equation with an inverse-square potential. J. Funct. Anal. 173 (2000), no. 1, 103-153.

**Konstantinos T. Gkikas**
Centro de Modelamiento Matemático (UMI 2807 CNRS)
Universidad de Chile, Casilla 170 Correo 3, Santiago, Chile;
kugkikas@gmail.com

**Georgios Psaradakis**
Institut für Mathematik (Lehrstuhl für Mathematik IV)
Universität Mannheim, A5, Mannheim 68131, Deutschland;
psaradakis@uni-mannheim.de