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Abstract

We prove that the optimal error of recovery in the $L_2$ norm of functions from a class $\mathbf{F}$ can be bounded above by the value of the Kolmogorov width of $\mathbf{F}$ in the uniform norm. We demonstrate on a number of examples of $\mathbf{F}$ from classes of functions with mixed smoothness that the obtained inequality provides a powerful tool for estimating errors of optimal recovery.
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1 Introduction

The problem of recovery (reconstruction) of an unknown function defined on a subset of $\mathbb{R}^d$ from its samples at a finite number of points is a fundamental problem of pure and applied mathematics. We would like to construct recovering operators (algorithms) which are good in the sense of accuracy, stability, and computational complexity. In this paper we discuss the issue of accuracy. Following a standard in approximation theory approach we define some optimal characteristics – the Kolmogorov widths and errors of optimal recovery – for a given function class and establish relations between them. We show that in the case of recovery in the $L_2$ norm the weighted least squares algorithms are reasonably good recovering methods. Our analysis is based on recent deep results in discretization of the $L_2$ norms of functions from finite dimensional subspaces (see [16], [7], and [12]). We point out that
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the corresponding discretization results were obtained with a help of fundamental results from [3], [1], and [13]. We now proceed to a formulation of the main result of the paper. Further discussion is given in Sections 3 and 4.

Let \( \Omega \) be a compact subset of \( \mathbb{R}^d \) with the probability measure \( \mu \). By \( L^p \) norm, \( 1 \leq p < \infty \), of the complex valued function defined on \( \Omega \), we understand

\[
\| f \|_p := \| f \|_{L^p(\Omega, \mu)} := \left( \int_{\Omega} |f|^p d\mu \right)^{1/p}.
\]

By \( L^\infty \) norm we understand the uniform norm of continuous functions

\[
\| f \|_\infty := \max_{x \in \Omega} |f(x)|.
\]

Recall the setting of the optimal recovery. For a fixed \( m \) and a set of points \( \xi := \{\xi_j\}_{j=1}^m \subset \Omega \), let \( \Phi_\xi \) be a linear operator from \( C^m \) into \( L^p(\Omega, \mu) \). Denote for a class \( F \) (usually, centrally symmetric and compact subset of \( L^p(\Omega, \mu) \))

\[
\varrho_m(F, L^p) := \inf_{\text{linear } \Phi_\xi; \xi \in \mathbb{F}} \sup_{f \in F} \| f - \Phi_\xi(f(\xi_1), \ldots, f(\xi_m)) \|_p.
\]

The above described recovery procedure is a linear procedure. The following modification of the above recovery procedure is also of interest. We now allow any mapping \( \Phi_\xi : \mathbb{C}^m \rightarrow X_N \subset L^p(\Omega, \mu) \) where \( X_N \) is a linear subspace of dimension \( N \leq m \) and define

\[
\varrho^*_m(F, L^p) := \inf_{\Phi_\xi; \xi \in \mathbb{F}, N \leq m} \sup_{f \in F} \| f - \Phi(f(\xi_1), \ldots, f(\xi_m)) \|_p.
\]

In both of the above cases we build an approximant, which comes from a linear subspace of dimension at most \( m \). It is natural to compare quantities \( \varrho_m(F, L^p) \) and \( \varrho^*_m(F, L^p) \) with the Kolmogorov widths. Let \( F \subset L^p \) be a centrally symmetric compact. The quantities

\[
d_n(F, L^p) := \inf_{\{u_i\}_{i=1}^n \subset L^p, f \in F} \sup_{c_i} \left\| f - \sum_{i=1}^n c_i u_i \right\|_p, \quad n = 1, 2, \ldots,
\]

are called the Kolmogorov widths of \( F \) in \( L^p \). In the definition of the Kolmogorov widths we take for \( f \in F \), as an approximating element from \( U := \text{span}\{u_i\}_{i=1}^n \) the element of best approximation. This means that in general (i.e. if \( p \neq 2 \)) this method of approximation is not linear.
We have the following obvious inequalities

\[ d_m(F, L_p) \leq \varrho_m^*(F, L_p) \leq \varrho_m(F, L_p). \]  

(1.1)

In this paper we consider the case \( p = 2 \), i.e. recovery takes place in the Hilbert space \( L_2 \). The main result of the paper is the following general inequality.

**Theorem 1.1.** Let \( F \) be a compact subset of \( \mathcal{C}(\Omega) \). There exist two positive absolute constants \( b \) and \( B \) such that

\[ \varrho_m(F, L_2) \leq B d_n(F, L_{\infty}). \]

Note that for special sets \( F \) (in the reproducing kernel Hilbert space setting) the following inequality is known (see [14] and [11])

\[ \varrho_n(F, L_2) \leq C \left( \log \frac{n}{n} \sum_{k \geq cn} d_k(F, L_2)^2 \right)^{1/2} \]

with universal constants \( C, c > 0 \).

We discuss in Section 3 applications of Theorem 1.1 to several classes of functions with mixed smoothness.

## 2 Conditional result

Let \( X_N \) be an \( N \)-dimensional subspace of the space of continuous functions \( \mathcal{C}(\Omega) \). For a fixed \( m \) and a set of points \( \xi := \{\xi^\nu\}_{\nu=1}^m \subset \Omega \) we associate with a function \( f \in \mathcal{C}(\Omega) \) a vector

\[ S(f, \xi) := (f(\xi^1), \ldots, f(\xi^m)) \in \mathbb{C}^m. \]

Denote

\[ \|S(f, \xi)\|_p := \left( \frac{1}{m} \sum_{\nu=1}^m |f(\xi^\nu)|^p \right)^{1/p}, \quad 1 \leq p < \infty, \]

and

\[ \|S(f, \xi)\|_\infty := \max_{\nu} |f(\xi^\nu)|. \]
For a positive weight \( w := (w_1, \ldots, w_m) \in \mathbb{R}^m \) consider the following norm
\[
\|S(f, \xi)\|_{p, w} := \left( \sum_{\nu=1}^{m} w_\nu |f(\xi^\nu)|^p \right)^{1/p}, \quad 1 \leq p < \infty.
\]
Define the best approximation of \( f \in L_p(\Omega, \mu) \), \( 1 \leq p \leq \infty \) by elements of \( X_N \) as follows
\[
d(f, X_N)_p := \inf_{u \in X_N} \|f - u\|_p.
\]
It is well known that there exists an element, which we denote \( P_{X_N,p}(f) \in X_N \), such that
\[
\|f - P_{X_N,p}(f)\|_p = d(f, X_N)_p.
\]
The operator \( P_{X_N,p} : L_p(\Omega, \mu) \to X_N \) is called the Chebyshev projection.

We will prove Theorem 2.1 below under the following assumptions.

A1. Discretization. Suppose that \( \xi := \{\xi^j\}_{j=1}^{m} \subset \Omega \) is such that for any \( u \in X_N \) we have
\[
C_1 \|u\|_p \leq \|S(u, \xi)\|_{p, w}
\]
with a positive constant \( C_1 \) which may depend on \( d \) and \( p \).

A2. Weight. Suppose that there is a positive constant \( C_2 = C_2(d, p) \) such that \( \sum_{\nu=1}^{m} w_\nu \leq C_2 \).

Consider the following well known recovery operator (algorithm) (see, for instance, [4])
\[
\ell_{p,w}(\xi)(f) := \ell_{p,w}(\xi, X_N)(f) := \arg \min_{u \in X_N} \|S(f - u, \xi)\|_{p, w}.
\]
Note that the above algorithm \( \ell_{p,w}(\xi) \) only uses the function values \( f(\xi^\nu) \), \( \nu = 1, \ldots, m \). In the case \( p = 2 \) it is a linear algorithm – orthogonal projection with respect to the norm \( \| \cdot \|_{2,w} \). Therefore, in the case \( p = 2 \) approximation error by the algorithm \( \ell_{2,w}(\xi) \) gives an upper bound for the recovery characteristic \( \varrho_m(\cdot, L_2) \). In the case \( p \neq 2 \) approximation error by the algorithm \( \ell_{p,w}(\xi) \) gives an upper bound for the recovery characteristic \( \varrho^*_m(\cdot, L_p) \).

**Theorem 2.1.** Under assumptions A1 and A2 for any \( f \in C(\Omega) \) we have
\[
\|f - \ell_{p,w}(\xi)(f)\|_p \leq (2C_1^{-1}C_2^{1/p} + 1)d(f, X_N)_\infty.
\]
Proof. From the definition of the operator $P_{X_N,\infty}$ we obtain
\[
\|f - P_{X_N,\infty}(f)\|_p \leq \|f - P_{X_N,\infty}(f)\|_\infty = d(f, X_N)_\infty. \tag{2.1}
\]
Clearly,
\[
\|S(f - P_{X_N,\infty}(f), \xi)\|_\infty \leq \|f - P_{X_N,\infty}(f)\|_\infty = d(f, X_N)_\infty.
\]
Therefore, by $A2$ we get
\[
\|S(f - P_{X_N,\infty}(f), \xi)\|_{p,w} \leq C_1^{1/p} \|S(f - P_{X_N,\infty}(f), \xi)\|_\infty \leq C_2^{1/p} d(f, X_N)_\infty. \tag{2.2}
\]
Next, by the definition of the algorithm $\ell_{p\text{w}}(\xi)$ and by $A2$ we obtain
\[
\|S(f - \ell_{p\text{w}}(\xi)(f), \xi)\|_{p,w} \leq \|S(f - P_{X_N,\infty}(f), \xi)\|_{p,w} \leq C_2^{1/p} d(f, X_N)_\infty. \tag{2.3}
\]
Bounds (2.2) and (2.3) imply
\[
\|S(P_{X_N,\infty}(f) - \ell_{p\text{w}}(\xi)(f), \xi)\|_{p,w} \leq 2C_2^{1/p} d(f, X_N)_\infty. \tag{2.4}
\]
Then, the discretization assumption $A1$ implies
\[
\|P_{X_N,\infty}(f) - \ell_{p\text{w}}(\xi)(f)\|_p \leq C_1^{-1} 2C_2^{1/p} d(f, X_N)_\infty. \tag{2.5}
\]
Combining bounds (2.1) and (2.5) we conclude
\[
\|f - \ell_{p\text{w}}(\xi)(f)\|_p \leq (1 + 2C_1^{-1} C_2^{1/p}) d(f, X_N)_\infty,
\]
which completes the proof of Theorem 2.1.

3 Applications

Proof of Theorem 1.1. Let $X_n$ be a subspace of dimension $n$ satisfying: for all $f \in F$
\[
d(f, X_n)_\infty \leq 2d_n(F, L_\infty). \tag{3.1}
\]
We now use a result on discretization in $L_2$ from [12] (see Theorem 3.3 there), which is a generalization to the complex case of an earlier result from [7] established for the real case.
Theorem 3.1. If $X_N$ is an $N$-dimensional subspace of the complex $L_2(\Omega, \mu)$, then there exist three absolute positive constants $C_1', c_0', C_0'$, a set of $m \leq C_1'N$ points $\xi_1, \ldots, \xi_m \in \Omega$, and a set of nonnegative weights $\lambda_j, j = 1, \ldots, m$, such that

$$c_0'\|f\|_2^2 \leq \sum_{j=1}^{m} \lambda_j|f(\xi_j)|^2 \leq C_0'\|f\|_2^2, \quad \forall f \in X_N.$$ 

For our application we need to satisfy the assumption A2 on weights.

Remark 3.1. Considering a new subspace $X_N' := \{f : f = g + c, g \in X_N, c \in \mathbb{C}\}$ and applying Theorem 3.1 to the $X_N'$ with $f = 1$ ($g = 0, c = 1$) we conclude that a version of Theorem 3.1 holds with $m \leq C_1'N$ replaced by $m \leq C_1'(N + 1)$ and with weights satisfying

$$\sum_{j=1}^{m} \lambda_j \leq C_0'.$$

Let now $\xi = \{\xi_1\}_{\nu=1}^{m}$ be the set of points from Theorem 3.1 and Remark 3.1 with $X_N = X_n$. Then $m \leq bn$ and assumptions A1 and A2 are satisfied with absolute constants $C_i, i = 1, 2$. Applying Theorem 2.1 we complete the proof of Theorem 1.1.

We now proceed to applications of Theorem 1.1 for classes of functions of mixed smoothness. We define the class $W^r_1$ in the following way. For $r > 0$ the functions

$$F_r(x) := 1 + 2\sum_{k=1}^{\infty} k^{-r} \cos(kx - r\pi/2)$$

are called Bernoulli kernels. Let

$$F_r(x) := \prod_{j=1}^{d} F_r(x_j)$$

be the multivariate analog of the Bernoulli kernel. We denote by $W^r_q$ the class of functions $f(x)$ representable in the form

$$f(x) = \varphi(x) * F_r(x) := (2\pi)^{-d} \int_{T^d} \varphi(y) F_r(x - y) dy,$$

where $\varphi \in L_q$ and $\|\varphi\|_q \leq 1$. In this case the function $\varphi$ is called $r$-derivative of $f$ and is denoted by $\varphi(x) = f^{(r)}(x)$. Note that in the case of integer
the class $W^r_q$ is equivalent to the class defined by restrictions on mixed derivatives.

1. **Recovery of $W^r_2$.** The following upper bound is known (see [19])

$$d_n(W^r_2, L_\infty) \leq C(r, d)n^{-r}(\log n)^{(d-1)r+1/2}, \quad r > 1/2. \quad (3.2)$$

By Theorem 1.1 we obtain from bound (3.2) the estimate

$$d_n(W^r_2, L_2) \leq C(r, d)n^{-r}(\log n)^{(d-1)r+1/2}, \quad r > 1/2. \quad (3.3)$$

Very recently bound (3.3) was obtained in [14]. This is the best known upper bound. For the previous breakthrough result see [11]. Thus, we demonstrate here that Theorem 1.1 is a rather powerful tool in estimation of the recovery numbers. The right order of the quantity $\sigma_n(W^r_2, L_2)$ is not known. The reader can find related results in [18], Ch.6, [8], Ch.5, and [14].

2. **Recovery of $W^r_1$.** We define the best $n$-term approximation with respect to the trigonometric system $T^d := \{e^{i(k,x)}\}_{k \in \mathbb{Z}^d}$ as follows

$$\sigma_n(f)_p := \inf_{k^1, \ldots, k^n, c_1, \ldots, c_n} \| f - \sum_{j=1}^n c_j e^{i(k^j, x)} \|_p.$$ 

The following result is known (see, for instance, [18], p.466)

$$\sigma_n(F^r)_{\infty} \leq C(r, d)n^{-r+1/2}(\log n)^{r(d-1)+1/2}, \quad r > 1. \quad (3.4)$$

Bound (3.4) and the definition of the class $W^r_1$ imply that there exists a set of frequencies $\Lambda_n = \{k^j\}_{j=1}^n$ such that for any $f \in W^r_1$ we have

$$d(f, T(\Lambda_n)_{\infty}) \leq C(r, d)n^{-r+1/2}(\log n)^{r(d-1)+1/2}, \quad (3.5)$$

where we use the notation

$$T(\Lambda) := \{f : f = \sum_{k \in \Lambda} c_k e^{i(k,x)}\}.$$ 

We now need a discretization result from [16] (see Theorem 1.1 there).

**Theorem 3.2.** There are three positive absolute constants $C_1$, $C_2$, and $C_3$ with the following properties: For any $d \in \mathbb{N}$ and any $Q \subset \mathbb{Z}^d$ there exists a set of $m \leq C_1|Q|$ points $\xi^j \in \mathbb{T}^d$, $j = 1, \ldots, m$, such that for any $f \in T(Q)$ we have

$$C_2\|f\|_2^2 \leq \frac{1}{m} \sum_{j=1}^m |f(\xi^j)|^2 \leq C_3\|f\|_2^2.$$
Therefore, conditions A1 and A2 are satisfied for the \( T(\Lambda_n) \) and by Theorem 2.1 we obtain from (3.5)

\[
\rho_n(W_1^r, L_2) \leq C(r, d) n^{-r+1/2}(\log n)^{r(d-1)+1/2}, \quad r > 1.
\]

Moreover, as a recovering algorithm we can take the \( \ell^2w_n(\xi) \) with \( w_n = (1/n, \ldots, 1/n) \), which is a standard least squares algorithm.

**Recovery of \( H_r^2 \).** We now turn our discussion to the classes \( H_r^2 \). Let \( t = (t_1, \ldots, t_d) \) and \( \Delta^l_t f(x) \) be the mixed \( l \)-th difference with step \( t_j \) in the variable \( x_j \), that is

\[
\Delta^l_t f(x) := \Delta^l_{t_d} \cdots \Delta^l_{t_1} f(x_1, \ldots, x_d).
\]

Let \( e \) be a subset of natural numbers in \([1, d]\). We denote

\[
\Delta^l_t(e) = \prod_{j \in e} \Delta^l_{t_j}, \quad \Delta^l_t(\emptyset) = I.
\]

We define the class \( H_{q,l}^r B, l > r \), as the set of \( f \in L_q \) such that for any \( e \)

\[
\| \Delta^l_t(e) f(x) \|_q \leq B \prod_{j \in e} |t_j|^r.
\]

In the case \( B = 1 \) we omit it. It is known (see, for instance, [18], p.137) that the classes \( H_{q,l}^r \) with different \( l \) are equivalent. So, for convenience we fix one \( l = \lceil r \rceil + 1 \) and omit \( l \) from the notation. The following bound for the Kolmogorov width is known (see [2])

\[
d_n(H_{2}^r, L_\infty) \leq C(r, d) n^{-r} (\log n)^{(d-1)(r+1)/2}, \quad r > 1/2.
\]

We obtain from bound (3.8) by Theorem 1.1 the estimate

\[
\rho_n(H_{2}^r, L_2) \leq C'(r, d) n^{-r} (\log n)^{(d-1)(r+1)/2}, \quad r > 1/2.
\]

Let us make a brief historical comment on optimal recovery of classes \( H_{p}^r \) in \( L_p \). For more detailed discussion we refer the reader to [8] and [18]. The first result in this direction was established in [15]

\[
\rho_n(H_{p}^r, L_p) \leq C(r, d, p) n^{-r} (\log n)^{(d-1)(r+1)/p}, \quad r > 1/p, \quad 1 \leq p \leq \infty.
\]

We note that the problem of the right asymptotic behavior of \( \rho_n(H_{p}^r, L_p) \), \( 1 \leq p \leq \infty \), is a great open problem. As far as we know it is only solved in the case \( d = 2, p = \infty \) (see, for instance, [18], p.308):

\[
\rho_n(H_{\infty}^r, L_{\infty}) \asymp n^{-r} (\log n)^{r+1}.
\]
4 Discussion

The discretization Theorem 3.1 plays a key role in the proof of the main result of the paper – Theorem 1.1. We would like to extend Theorem 1.1 from recovery in $L_2$ to recovery in $L_p$, $1 \leq p < \infty$. Theorem 2.1 provides the required bound for the algorithm $\ell_p w(\xi)$ for all $1 \leq p < \infty$. However, we do not have an analog of Theorem 3.1 for $p \neq 2$. For the reader’s convenience we present here some relevant discretization results. The following result is from [7].

**Theorem 4.1.** Given $1 \leq p \leq 2$, an arbitrary $N$-dimensional subspace $X_N$ of $L_p(\Omega, \mu)$ and any $\varepsilon \in (0, 1)$, there exist $\xi^1, \ldots, \xi^m \in \Omega$ and $w_1, \ldots, w_m > 0$ such that $m \leq C_p(\varepsilon)N \log^3 N$ and

\[
(1 - \varepsilon)\|f\|_p \leq \left( \sum_{\nu=1}^{m} w_\nu |f(\xi^\nu)|^p \right)^{\frac{1}{p}} \leq (1 + \varepsilon)\|f\|_p, \quad \forall f \in X_N. \tag{4.1}
\]

An important good feature of Theorem 4.1 is that it applies to any subspace. However, here is a reason why a combination of Theorem 4.1 (instead of Theorem 3.1) and Theorem 2.1 does not give a new result. There is a restriction $p \leq 2$ in Theorem 4.1. It is well known that $\| \cdot \|_p \leq \| \cdot \|_2$ provided $p \leq 2$. Therefore, Theorem 1.1 covers the case $1 \leq p < 2$ as well. Next, a version of Theorem 4.1 for $p > 2$ would give a new result

\[
\varrho^*_m(\log n)^3(F, L_p) \leq B d_n(F, L_\infty) \tag{4.2}
\]

with $b$ and $B$ allowed to depend on $p$. However, there is no known analog of Theorem 4.1 for $2 < p < \infty$.

We may want to have the recovery algorithm $\ell_2 w_\nu(\xi)$ to be a classical least squares algorithm, i.e. $w = w_m := (1/m, \ldots, 1/m)$. For that we need an analog of the discretization Theorem 3.1 with the weight $w_m$. There is such an analog of Theorem 3.1 but under an extra assumption on the subspace $X_N$. First, we formulate the corresponding theorem from [12] and then we give the definition of Condition $E(t)$.

**Theorem 4.2.** Let $\Omega \subset \mathbb{R}^d$ be a compact set with the probability measure $\mu$. Assume that $\{u_i(x)\}_{i=1}^{N}$ is a real (or complex) orthonormal system in $L_2(\Omega, \mu)$ satisfying Condition $E(t)$. Then there is an absolute constant $C_1$ such that
there exists a set \( \{ \xi_j \}^m_{j=1} \subset \Omega \) of \( m \leq C_1 t^2 N \) points with the property: For any \( f = \sum_{i=1}^N c_i u_i \), we have

\[
C_2 \| f \|_2^2 \leq \frac{1}{m} \sum_{j=1}^m |f(\xi_j)|^2 \leq C_3 t^2 \| f \|_2^2,
\]

where \( C_2 \) and \( C_3 \) are absolute positive constants.

**Condition E(\( t \)).** We say that an orthonormal system \( \{ u_i(x) \}^N_{i=1} \) defined on \( \Omega \) satisfies Condition E(\( t \)) with a constant \( t \) if for all \( x \in \Omega \)

\[
\sum_{i=1}^N |u_i(x)|^2 \leq N t^2.
\]

Theorem 4.2 combined with Theorem 2.1 gives the following analog of Theorem 1.1. We need some definitions for its formulation. For a fixed \( m \) and a set of points \( \xi := \{ \xi_j \}^m_{j=1} \subset \Omega \) denote for a class \( F \) (usually, a centrally symmetric compact in \( L^2(\Omega, \mu) \))

\[
\varepsilon_m(\xi, X_N) := \inf_{\xi, X_N} \sup_{f \in F} \| f - \ell^{(m)}(\xi, X_N)(f) \|_2.
\]

We now define \( E(t) \)-conditioned Kolmogorov width

\[
d_n^{E(t)}(F, L_p) := \inf_{\{u_1, \ldots, u_N\} \text{satisfies Condition E(t)}} \sup_{f \in F} \inf_{c_1, \ldots, c_N} \| f - \sum_{i=1}^N c_i u_i \|_p.
\]

**Theorem 4.3.** Let \( F \) be a compact subset of \( C(\Omega) \). There exist two positive constants \( b \) and \( B \) which may depend on \( t \) such that

\[
\varepsilon_m(\xi, X_N) \leq B d_n^{E(t)}(F, L_\infty).
\]

We have discussed possible applications of two results from discretization – Theorems 4.1 and 4.2. The reader can find other recent results on discretization in [5], [6], [9], [10], and [17].
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