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Abstract

Extended Drinfel’d algebra (ExDA) is the underlying symmetry of non-Abelian duality in the low-energy effective theory of string theory. Non-Abelian $U$-dualities in maximal supergravities have been studied well, but there has been no study on non-Abelian dualities in half-maximal supergravities. In this paper, we construct the ExDA for half-maximal supergravities in $d \geq 4$. We also find an extension of the homogeneous classical Yang–Baxter equation in these theories.
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1 Introduction

Recently, the Poisson–Lie (PL) T-duality \[1\] has been clarified and extended by using the duality-covariant formulations of supergravities, such as double field theory (DFT) \[2–6\] and exceptional field theory (EFT) \[7–14\]. The initial progress was made in \[15\] and further clarifications of the PL T-duality were made in \[16, 17\]. More recently, the PL T-duality in the presence of higher-derivative corrections has been studied in \[18–20\].

The PL T-duality is based on a Lie algebra, called the Drinfel’d double, which is closely related to the O(D,D) T-duality group. An extension of the Drinfel’d double that is based on the SL(5) U-duality group was proposed in \[21, 22\], and it is called the exceptional Drinfel’d algebra (EDA). In \[23\], the SL(5) EDA was extended to the case of the E_{6(6)} U-duality group, and it was further extended up to E_{8(8)} U-duality group in \[24\]. In \[24\], the EDA was formulated in terms of both M-theory and type IIB theory. Using these algebras, various concrete examples of non-Abelian U-dualities among solutions in 11D supergravity and type IIB supergravity were provided in \[25\]. The non-Abelian U-duality in membrane sigma model was also studied in \[26\]. However, at this time, non-Abelian U-dualities have been studied only in maximal supergravities.

If we consider heterotic or type I supergravities compactified on a D-torus \(T^D (D \equiv 10 - d)\), we can realize \(d\)-dimensional half-maximal supergravities. The purpose of this paper is to provide the algebraic basis for non-Abelian dualities in half-maximal supergravities. In \(d \geq 5\), the duality group has been known to be \(G = \mathbb{R}^+ \times O(D, D + n)\), and it is enhanced to \(G = SL(2) \times O(6, 6 + n)\) in \(d = 4\). Extended field theories (ExFT) associated with these duality groups are known as the heterotic DFT \[2–4, 27–29\] or the SL(2) DFT \[30\]. Here, using these ExFTs and the general construction \[24\] of extended Drinfel’d algebras (ExDA) for a wide class of duality group \(G\), we construct the half-maximal ExDA

\[
T_A \circ T_B = X_{AB} \hat{C} T_C.
\]  

(1.1)

By the definition, any ExDA has a maximally isotropic subalgebra \(g\) generated by \(T_a\) (which is a Lie algebra). Using a group element \(g = e^{\alpha a} T_a \in G \equiv \exp g\), we can systematically construct generalized frame fields \(E_A^M \in G \times \mathbb{R}^+\) that satisfy the algebra

\[
[E_A, E_B]_D = -X_{AB} \hat{C} E_C,
\]  

(1.2)

where \([\cdot, \cdot]_D\) denotes the generalized Lie derivative (or the D-bracket) in ExFT. For each duality group \(G\), we identify the parameterization of the generalized frame fields, and find that they consist of several generalized Poisson–Lie structures, such as \(\pi^{mn}\) and \(\pi_T^\tau\).

In \[31\], the embedding tensors of half-maximal gauged supergravity (with \(n = 0\)) were obtained by acting a \(\mathbb{Z}_2\) truncation to the embedding tensors of maximal gauged supergravity. Using the same \(\mathbb{Z}_2\) truncation, the SL(2) DFT (with \(n = 0\)) can be derived from the \(E_{7(7)}\)
EFT [30]. Similarly, we can obtain various half-maximal ExFTs from the \( E_{D+1(D+1)} \) EFT through a \( \mathbb{Z}_2 \) truncation (see [32,33] for related works). Then, as one may naturally expect, we can obtain the half-maximal ExDA from an \( E_{D+1(D+1)} \) EDA through the \( \mathbb{Z}_2 \) truncation. However, the converse is not true. The Leibniz identities (or the quadratic constraints) in the maximal theory are stronger than in the half-maximal theory and not all of the embedding tensors in the half-maximal supergravity have an uplift to the maximal supergravity. The uplift condition has been discussed, for example, in [31,34,35]. In this paper, we study the condition that a half-maximal ExDA can be uplifted to a maximal EDA (for simple cases \( D \leq 3 \)). We then find some concrete examples where the uplift condition is violated.

In the case of the Drinfel’d double, it is known that some of the Leibniz identities can be regarded as the cocycle condition. By considering the coboundary ansatz which automatically satisfies the cocycle condition, the dual structure constants \( f^{ab,c} \) can be expressed by using the structure constants \( f_{ab,c} \) and a skew-symmetric tensor \( r^{ab} \). In that case, the other Leibniz identities are equivalent to the (modified) classical Yang–Baxter equations (CYBE) for \( r^{ab} \). Similarly, in any ExDA, we can express some of the Leibniz identities as the cocycle condition. We identify the coboundary ansatz for the half-maximal ExDAs and obtain the generalized CYBE as a sufficient condition for the Leibniz identities to be satisfied.

This paper is organized as follows. In section 2, we fix our convention on the half-maximal ExFTs in \( d \geq 4 \) by defining the generalized Lie derivative. In section 3, we construct the half-maximal ExDA in each dimension. We then identify the whole set of Leibniz identities. After that, the cocycle condition, coboundary ansatz, and the generalized CYBE are identified for each ExDA. We also discuss the relation between a half-maximal ExDA and an \( E_{D+1(D+1)} \) EDA. In section 4, we show the explicit parameterization of the generalized frame fields \( E_A^M \) by introducing generalized Poisson–Lie structures. We then show that the generalized frame fields satisfy the algebra \( [E_A^M, E_B^N]_D = -X_{AB}^C E_C^N \). In section 5, we discuss a reduction of the half-maximal ExDA to a Leibniz algebra called DD+ [36], and study the condition that the DD+ can be uplifted to the half-maximal ExDA. We also study the conditions for a half-maximal ExDA to be uplifted to an EDA. In section 6, we find various non-trivial examples of the half-maximal ExDA. Some are uplifted EDAs, some are uplifted to embedding tensors which do not have the form of EDA. Section 7 is devoted to conclusion and discussion.

A Mathematica notebook \texttt{EDA.nb} can be found as an Ancillary file on arXiv [37]. This computes \( X_{AB}^C \) for given structure constants (such as \( f_{ab,c} \) and \( f^{a,b,c} \)) and the generalized frame fields \( E_A^M \) for a given parameterization of the group element, such as \( g = e^{x^a T_a} \).
2 Generalized Lie derivative in half-maximal ExFT

In this section, we consider the half-maximal ExFT in \( d \geq 4 \) where the duality group is

\[
\mathcal{G} = \begin{cases} 
\mathbb{R}_d^+ \times O(D, D + n) & (d \geq 5) \\
SL(2) \times O(6, 6 + n) & (d = 4)
\end{cases}
\]

(2.1)

where \( D = 10 - d \) and we have added the subscript \( d \) to \( \mathbb{R}_d^+ \) to indicate that this scale symmetry is related to the dilaton in heterotic supergravity. In these ExFTs, we parameterize the generalized coordinates as

\[
x^M = (x^m, x^\mathcal{I}, x_m) \quad (d \geq 6) \\
(x^M, x^*) = (x^m, x^\mathcal{I}, x_m, x^\gamma) \quad (d = 5),
\]

(2.2)

where \( M = 1, \ldots, 2D + n \) is the vector index for \( O(D, D + n) \), \( m = 1, \ldots, D \), \( \mathcal{I} = \hat{1}, \cdots, \hat{n} \), and \( \hat{\alpha} = +, - \) is the index for an \( SL(2) \) doublet. On the extended space, infinitesimal diffeomorphisms are generated by the generalized Lie derivative

\[
\hat{L}_V W^{\hat{M}} = V^N \partial_\hat{N} W^{\hat{M}} - W^N \partial_N V^{\hat{M}} + Y^{\hat{M} \hat{P}} \partial_{\hat{P}} V^{\hat{Q}} W^{\hat{N}}.
\]

(2.3)

Here the \( Y_{\hat{Q} \hat{N}}^{\hat{M} \hat{P}} \) is defined as

\[
Y_{\hat{P} \hat{Q}}^{\hat{M} \hat{N}} = \begin{cases} 
\eta^{MN} \eta_{PQ} & (d \geq 6) \\
\hat{\eta}_{\hat{N}}^{\hat{P}} \hat{\eta}_{\hat{Q}}^{\hat{M}} + \hat{\eta}_{\hat{P}}^{\hat{N}} \hat{\eta}_{\hat{Q}}^{\hat{M}} & (d = 5),
\end{cases}
\]

(2.4)

where \( \epsilon_{+-} = \epsilon^{+-} = 1 \), and

\[
\hat{\eta}_{\hat{M} \hat{N}}^{\hat{P}} \equiv \begin{pmatrix} \eta_{MN} & 0 \\ 0 & 0 \end{pmatrix}, \quad \hat{\eta}_{\hat{M}}^{\hat{P} \hat{N}} \equiv \begin{pmatrix} 0 & \delta^P_M \\ \delta^N_P & 0 \end{pmatrix}, \quad \eta_{MN} \equiv \begin{pmatrix} 0 & 0 & \delta^m_M \\ 0 & \delta^m_M & 0 \\ \delta^m_M & 0 & 0 \end{pmatrix},
\]

(2.5)

In this paper, we raise or lower the index \( \mathcal{I} \) using the Kronecker delta \( \delta_{I,J} \).

\(^1\)In \( d = 6 \), it is also possible to consider the duality group \( \mathcal{G} = O(D + 1, D + 1 + n) \) (see section 1).

\(^2\)We can also consider deformations of the generalized Lie derivative similar to [27], but here we consider the undeformed (or ungauged) theories.
We denote the generators of the duality group $G$ collectively as $t_a$ ($a = 1, \ldots, \dim G$). By using the matrix representations of $t_a$ and their duals $t^a$ (whose definition is given in Appendix A), the $Y$-tensor can be also expressed as

$$Y_{\hat{P}\hat{Q}}^{\hat{M}\hat{N}} = \delta_{\hat{P}}^{\hat{M}} \delta_{\hat{Q}}^{\hat{N}} + (t^a)_{\hat{P}}^{\hat{M}} (t_a)_{\hat{Q}}^{\hat{N}} \delta_{\hat{P}}^{\hat{N}} \delta_{\hat{Q}}^{\hat{M}} + \beta_d \delta_{\hat{P}}^{\hat{M}} \delta_{\hat{Q}}^{\hat{N}} \left( \beta_d \equiv \frac{1}{d-2} \right).$$

This shows that the generalized Lie derivative generates an infinitesimal (coordinate-dependent) duality rotation and a scale symmetry $R^{\pm}$ with weight $\beta_d$

$$\hat{L}_V W^{\hat{M}} = V^{\hat{N}} \partial_{\hat{N}} W^{\hat{M}} + (\partial V)^{\hat{a}} (t^a)_{\hat{N}}^{\hat{M}} W^{\hat{N}} - \beta_d (\partial_p V^{\hat{P}}) (t_0)_{\hat{M}}^{\hat{P}} W^{\hat{N}},$$

where $(\partial V)^{\hat{a}} \equiv \partial_{\hat{P}} V^{\hat{Q}} (t^a)_{\hat{Q}}^{\hat{P}}$ and $(t_0)_{\hat{M}}^{\hat{N}} \equiv -\delta_{\hat{M}}^{\hat{N}}$ is the generator of the scale symmetry $\mathbb{R}^+$.  

### 2.1 Section condition

For the consistency of ExFT, we impose the section condition,

$$Y_{\hat{P}\hat{Q}}^{\hat{M}\hat{N}} \partial_{\hat{M}} \otimes \partial_{\hat{N}} = 0.$$  

In $d \geq 6$, this is equivalent to $\eta^{MN} \partial_M \otimes \partial_N = 0$, and as is well-known in DFT, there is only one solution of the section condition up to an $O(D, D + n)$ rotation, i.e.,

$$\partial_m \neq 0.$$  

In $d = 5$, the section condition is decomposed into two conditions

$$\eta^{MN} \partial_M \otimes \partial_N = 0, \quad \partial_M \otimes \partial_\ast = 0,$$

and there are two inequivalent solutions \[32\]

$$(i) \quad \partial_m \neq 0, \quad (ii) \quad \partial_\ast \neq 0.$$  

The former gives a five-dimensional section while the latter gives a one-dimensional section.  

In $d = 4$, the section condition is decomposed as \[30\]

$$\eta^{MN} \partial_\alpha \otimes \partial_\beta = 0, \quad \epsilon^{\alpha\beta} \partial_{i[M]} \otimes \partial_{\beta[N]} = 0,$$

and again there are two inequivalent solutions \[30\]

$$(i) \quad \partial_+ \neq 0, \quad (ii) \quad \partial_{\pm 1} \neq 0.$$  

The former is a six-dimensional solution while the latter is a two-dimensional solution.

In $d = 5$ (and $d = 4$), the first solution $(i)$ is suitable for describing heterotic/type I theory compactified on $T^D$, where $x^m$ (and $x^{+m}$) play the role of coordinates on $T^D$. It is the same for the solution in $d \geq 6$. On the other hand, the second solution $(ii)$ in $d = 4, 5$
describes a $T^{D-4}$ compactification of six-dimensional (2,0) supergravity \[30,32\]. This series of solutions reduces to the 0-dimensional solution in $d = 6$, where the duality group becomes $G = O(5, 5 + n)$ and the ExFT describes the six-dimensional (2, 0) supergravity. In this paper, we restrict ourselves to the former solution. For simplicity, in the following, when we consider $d = 4$, we may use a short-hand notation, such as $x^m \equiv x^{+m}$ and $\partial_m \equiv \partial_{+m}$.

### 2.2 Generalized Lie derivative

In $d \geq 6$, under the section $\partial_m \neq 0$, the generalized Lie derivative reduces to

$$\hat{L}_V W^M = \begin{pmatrix} [v, w]^m_v \cr v \cdot w^I - w \cdot v^I \cr v \cdot w_m + \partial_m v^m w_n - w^m (dv)_{nm} + w_I \partial_m v^I \end{pmatrix},$$

where we have parameterized the generalized vector fields, for example, as

$$V^M = (v^m, v^I, v_m),$$

and have denoted $v \cdot \equiv v^m \partial_m$ and $(dv)_{mn} \equiv 2 \partial_{[m} v_{n]}$. Here, two scale transformations, $\mathbb{R}_d^+$ (contained in the second term of Eq. (2.17)) and $\mathbb{R}^+$ (the last term of Eq. (2.17)), are cancelled out and the generalized Lie derivative generates an infinitesimal $O(D, D + n)$ transformation similar to DFT.

In $d = 5$, under the section (i), we have

$$\hat{L}_V W^M = \begin{pmatrix} [v, w]^m_v \cr v \cdot w^I - w \cdot v^I \cr v \cdot w_m + \partial_m v^m w_n - w^m (dv)_{nm} + w_I \partial_m v^I \end{pmatrix},$$

where we parameterized the generalized vector fields as

$$V^M = (v^m, v^I, v_m, v^*).$$

In this case, a combination of $\mathbb{R}_d^+$ and $\mathbb{R}^+$ generates the scale transformation $\partial_m v^m w^*$ in the last line. Due to this scale transformation, the last component $w^*$ behaves as a scalar density.

In $d = 4$, under the section (i), we find

$$\hat{L}_V W^M = \begin{pmatrix} [v^+, w^+]^m \cr [v^+, w^-]^m + \epsilon_{\alpha \beta} \partial_n v^\alpha n w^\beta m \cr v^+ \cdot w^+ - w^+ \cdot v^+ \cr v^+ \cdot w^- - w^- \cdot v^+ + \epsilon_{\alpha \beta} \partial_n v^\alpha n w^\beta I \cr v^+ \cdot w^+ m + \partial_m v^+ w^+ n - w^+ n (dv^+)_{nm} + w^+ I \partial_m v^+ I \cr v^+ \cdot w^- m + \partial_m v^+ w^- n - w^- n (dv^+)_{nm} + w^- I \partial_m v^+ I + \epsilon_{\alpha \beta} \partial_n v^\alpha n w^\beta m \end{pmatrix},$$

(2.18)
where we have used the parameterization
\[ V^\hat{M} = (v^+ m, v^- m, v^+ I, v^- I, v^+ m, v^- m) . \] (2.19)

Due to a combination of a part of SL(2) transformation and the scale symmetry \( \mathbb{R}^+ \), the minus components \( v^{-M} \) behave as tensors densities.

In the following, we denote the generalized Lie derivative as
\[ [V, W]_D \equiv \hat{\mathcal{L}}_V W , \] (2.20)
which is called the D-bracket and is not skew symmetric: \([V, W]_D \neq -[W, V]_D\). The antisymmetric part is known as the C-bracket,
\[ [V, W]_C \equiv \frac{1}{2} (\hat{\mathcal{L}}_V W - \hat{\mathcal{L}}_W V) = -[W, V]_C , \] (2.21)
although we do not use this bracket in this paper.

### 3 Half-maximal ExDA

In this section, we construct the half-maximal ExDA by using the generalized Lie derivative introduced in the previous section. We then study the Leibniz identities of the ExDA in section 3.2. In section 3.3, some of the Leibniz identities are interpreted as the cocycle condition. By considering the coboundary-type ExDA, we find the generalized CYBE in section 3.4. The relation between the half-maximal ExDA and the \( E_{D+1(D+1)} \) EDA is detailed in section 3.5.

#### 3.1 Algebra

An ExDA is a Leibniz algebra
\[ T_A \circ T_B = X_{AB} \hat{C} T_C , \] (3.1)
with generators \( T_A \) transforming in the vector representation of the duality group \( \mathcal{G} \). Similar to the curved index \( \hat{M} \), we decompose the “flat” index \( \hat{A} \) as
\[ T_A = \begin{cases} T_A = (T_a, T_I, T^a) & (d \geq 6) \\ (T_A, T_\alpha) = (T_a, T_I, T^a, T_\alpha) & (d = 5) \\ T_{\alpha A} = (T_{\alpha a}, T_{\alpha I}, T_{\alpha}^a) & (d = 4) \end{cases} , \] (3.2)
where \( A = 1, \ldots, 2D + n \), \( I = \hat{1}, \ldots, \hat{n} \), \( a = 1, \ldots, D \), and \( \alpha = +, - \). We raise or lower the index \( I \) or \( A \) using \( \delta_{IJ} \) or \( \eta_{AB} \), respectively. To simplify notation in \( d = 4 \), we may denote \( \eta_{AB} \) has the same matrix form as \( \eta_{MN} \).
the index $T_{+a}$ as $T_a$. The structure constants $X_{AB}^\hat{C}$ are defined such that there exist certain generalized frame fields $E_{\hat{A}M} \in \mathcal{G} \times \mathbb{R}^+$ satisfying the same algebra by means of the D-bracket,

$$[E_{\hat{A}}, E_{\hat{B}}]_D = -X_{\hat{A}\hat{B}}^\hat{C} E_{\hat{C}}. \quad (3.3)$$

In general, the coefficients on the right-hand side are non-constant and are called the generalized fluxes $X_{AB}^\hat{C}$, but here we consider case where the generalized fluxes are constant: $X_{AB}^\hat{C} = X_{AB}^\hat{C}$. In such a situation, Eq. (3.3) can be regarded as the condition for the generalized parallelizability [38, 39] and the inverse $E_{\hat{A}M}$ of the generalized frame fields plays the role of the twist matrix for the generalized Scherk–Schwarz reduction. The construction of such generalized frame fields is discussed in section 4 and here we focus on finding the explicit form of the structure constants $X_{AB}^\hat{C}$.

By the definition of the D-bracket and Eq. (3.3), the structure constants should be expressed as \footnote{The matrices $(t_a)_B^\hat{C}$, $(t^a)_B^\hat{C}$, and $(t_0)_B^\hat{C}$ have the same form as the curved ones, such as $(t_a)_G^N$. Since $(t_a)_B^\hat{C}$ and $(t^a)_B^\hat{C}$ are invariant tensors and $E_{\hat{A}M} \in \mathcal{G} \times \mathbb{R}^+$, we can convert the flat indices to the curved indices using $E_{\hat{A}M}^\psi$: e.g., $(t_a)_B^\hat{C} = (t_a)_B^\hat{C} E_{\hat{C}}^\hat{N} E_{\hat{N}}^- E_{\hat{C}}^\hat{\psi} E_{\hat{\psi}}^- E_{\hat{\psi}}^\hat{R} = (t^a)_Q^\hat{R} (t_a)_N^\hat{\psi}$.} (see [21] for general discussion)

$$X_{AB}^\hat{C} = \Omega_{AB}^\hat{C} + (t_a)^\hat{C}_D (t_a)_B^\hat{C} \Omega_{\hat{A}}^\hat{D} - \beta_d \Omega_{\hat{D}A}^\hat{D} (t_0)_B^\hat{C}, \quad (3.4)$$

by using some constants $\Omega_{AB}^\hat{C}$ which can be understood as the Weitzenböck connection

$$W_{AB}^\hat{C} \equiv E_{\hat{A}}^M E_{\hat{B}}^N \partial_M E_{\hat{C}}, \quad (3.5)$$

evaluated at a certain point: $\Omega_{AB}^\hat{C} = W_{AB}^\hat{C}|_{x=x_0}$. In fact, there is a special point $x_0$ where $E_{\hat{A}}^m = \delta^a_A E_{\hat{A}}^m$ and we choose the $x_0$ as such a point. Then, since we are choosing the section $\partial_m \neq 0$, the only non-vanishing components of $\Omega_{AB}^\hat{C}$ are $\Omega_{aB}^\hat{C}$. Moreover, because of $E_{\hat{A}M} \in \mathcal{G} \times \mathbb{R}^+$ and Eq. (3.5), the constants $\Omega_{aB}^\hat{C}$ are generally expanded as

$$\Omega_{aB}^\hat{C} = \Omega_a^a (t_a)_B^\hat{C} + \Omega_a^0 (t_0)_B^\hat{C}. \quad (3.6)$$

Now, we require that the generators $T_a$ form a subalgebra $\mathfrak{g}$

$$T_a \circ T_b = f_{ab}^c T_c. \quad (3.7)$$

This requirement gives a strong constraint on $\Omega_a^a$, and in the following, we determine the explicit form of $\Omega_a^a$. Using this $\Omega_a^a$ and the relation (3.4), we can compute the structure constants of the ExDA $X_{AB}^\hat{C}$.

In the following, we decompose the $O(D, D + n)$ generators as (see Appendix A for more details)

$$\{R_{a_1a_2}^I, R_{a}^I, K_{a_1a_2}, R_{IJ}, R_{I}, R_{a}^I, R_{a}^I, R_{a}^I\}. \quad (3.8)$$

We also denote the $\mathbb{R}_+^d$ generator in $d \geq 5$ as $R_*$ and the SL(2) generators in $d = 4$ as $R^a_{\hat{\beta}}$. Using these generators, we determine the explicit form of $\Omega_a^a$ in each dimension.

\footnote{Here $a$ is to be understood as $+a$ in $d = 4$.}
3.1.1 ExDA in $d \geq 6$

In $d \geq 6$, the requirement (3.7) is satisfied if $\Omega^a_1$ and $\Omega^0_0$ are expanded as

$$\Omega^a_1 t_a = (k_{ab}^c - Z_a \delta_b^c) K^b_c + \frac{1}{2} f_{a}^{IJ} R_{IJ} + f_{a}^{bl} R_{bl}^l + \frac{1}{2} f_{a}^{bc} R_{bc}, \quad \Omega^0_0 = -Z_a, \quad (3.9)$$

without using generators $R^a_1$ and $R^{a_1 a_2}$. We note that since $R_a$ is proportional to $t_0$, we have absorbed the structure constant associated with $R_a$ into $Z_a$. By substituting these into Eq. (3.4), the matrices $(X^a_\hat{B})^\hat{C} = X_{\hat{A} \hat{B}}^\hat{C}$ are found as

$$X_a = f_{ab}^c K^b_c + \frac{1}{2} f_{a}^{bc} R_{bc} + f_{a}^{bl} R_{bl}^l + \frac{1}{2} f_{ab}^{IJ} R_{IJ} - Z_a (K + t_0),$$

$$X_I = f_{aI}^b K^a_b - f_{aI}^c R^b_c - Z_a R^b_I,$$  

$$X^a = f_{a}^{ca} K^b_c - f_{a}^{ab} R^b_c + (\frac{1}{2} f_{bc}^a - 2 Z_b \delta_c^a) R^b_c,$$  

where $f_{ab}^c \equiv 2 k_{(ab)}^c$ and $K \equiv K^a_a$. Then the algebra (3.1) becomes

$$T_a \circ T_b = f_{ab}^c T_c,$$

$$T_a \circ T_J = -f_{aJ}^c T_c + f_{aJ}^b K^c_T + Z_a T_J,$$

$$T_a \circ T^b = f_{a}^{bc} T^c + f_{b}^{cK} T^b - f_{ac}^b T^c + 2 Z_a T^b,$$

$$T_I \circ T_b = f_{bI}^c T_c - f_{bI}^c K^c_T - Z_b T_I,$$

$$T_I \circ T_J = f_{IJ}^c T_c + \delta_{IJ} Z_c T^c,$$  

$$T_I \circ T^b = -f_{b1}^c T^c,$$

$$T^a \circ T_b = -f_{b}^{ac} T_c - f_{b}^{ac} K^c_T + (f_{bc}^a + 2 \delta_c^a Z_c - 2 \delta_b^a Z_b) T^c,$$

$$T^a \circ T_J = f_{aJ}^c T^c,$$

$$T^a \circ T^b = f_{a}^{ab} T^c.$$

This is the Leibniz algebra of the half-maximal ExDA in $d \geq 6$. We note that the symmetric part $k_{(ab)}^c$ does not appear in the algebra.

We can neatly express the structure constants $X_{\hat{A} \hat{B}}^\hat{C} = X_{\hat{A} \hat{B}}^\hat{C}$ as

$$X_{\hat{A} \hat{B}}^\hat{C} = F_{\hat{A} \hat{B}}^\hat{C} + \eta_{\hat{A} \hat{B}}^\hat{C} \xi^\hat{C} + \xi_A^\hat{C} \delta^\hat{C}_B - \delta^\hat{C}_A \xi_B,$$  

(3.12)

where components of the 3-form $F_{\hat{A} \hat{B} \hat{C}} = F_{\hat{A} \hat{B} \hat{C}}^\hat{D} \eta_{\hat{D}}^\hat{C} = F_{\hat{A} \hat{B} \hat{C}}$ and $\xi_A$ are

$$F_{ab}^c = f_{ab}^c + \delta_a^b Z_b - \delta_b^c Z_a, \quad F_{aJK} = f_{aJK}, \quad F_{aI}^c = -f_{aI}^c, \quad F_{a}^{bc} = f_{a}^{bc},$$

$$F_{abc} = F_{IJK} = F_{IJK}^c = F_{I}^{bc} = F_{abc} = 0, \quad \xi_A \equiv (Z_a, 0, 0).$$  

(3.13)

If we set $n = 0$, the half-maximal ExDA reduces to the Leibniz algebra $\text{DD}^+$ that plays a key role in the Jacobi–Lie $T$-plurality [36].
3.1.2 ExDA in $d = 5$

In $d = 5$, the requirement (3.7) is satisfied by

$$
\Omega^a_0 t_a = \left( f_a + k_{ba} \right) R_s + \left( k_{ab}^c - Z_a \delta_b^c \right) K^{bc} + \frac{1}{2} f_a^{IJ} R_{IJ} + f_a^b R_b^I + \frac{1}{2} f_a^{bc} R_{bc},
$$

$$
\Omega^a_0 = \frac{1}{2} \left( f_a + k_{ba} \right) - Z_a.
$$

The embedding tensors can be obtained as

$$
X_a = f_{ab} K^{bc} + \frac{1}{2} f_a^{bc} R_{bc} + f_a^b R^I_b + \frac{1}{2} f_a^{IJ} R_{IJ} - \frac{1}{2} \left( f_a^{bc} - k_{ab}^c \right) R_{bc} + f_a^b R_b^I + \frac{1}{2} \left( R_s + \frac{1}{2} t_0 \right),
$$

$$
X^I_a = f_a^{Ib} K_b^c - f_a^{Ib} R^b_c - \frac{1}{2} f_a^{Ib} R_{bc}^I - \frac{1}{2} f_a^{Ib} R_{bc} - \left( K + t_0 \right) + \frac{1}{2} \left( \delta^c_a - k_{ab}^c \right) R_{bc} + f_a^b R^I_b + \frac{1}{2} \left( R_s + \frac{1}{2} t_0 \right),
$$

$$
X^b_a = f_a^{bc} K^b_c - f_a^{bc} R^b_c + \frac{1}{2} f_a^{bc} R_{bc} + f_a^b R_b^I + \frac{1}{2} \left( R_s + \frac{1}{2} t_0 \right),
$$

Again, only the antisymmetric part $f_{ab}^c = 2 k_{[ab]^c}^c$ appears in the embedding tensor although $\Omega^a_0$ and $\Omega^a_0$ contain the symmetric part $k_{(ab)^c}$ as well.

We find that the generators $T_A \equiv (T_a, T_I, T^a)$ form the subalgebra given in Eq. (3.11).

The products including the additional generator $T_s$ can be found as

$$
T_a \circ T_s = (Z_a - f_a) T_s, \quad T_I \circ T_s = -f_{cI} T_s, \quad T^a \circ T_s = -f_{c}^{a} T_s,
$$

$$
T_s \circ T_s = 0, \quad T_s \circ T_I = 0, \quad T_s \circ T^b = 0.
$$

We can neatly express the non-vanishing components of the structure constants $X_{AB}^C$ as

$$
X_{AB}^C = F_{AB}^C + \eta_{AB} \xi^C + \xi_A \delta^C_B - \delta^C_A \xi_B, \quad X_{A^s} = -2 \xi_A - 3 \vartheta_A,
$$

where $F_{AB}^C$ and $\xi_A$ are the same as Eq. (3.13) and

$$
\vartheta_A \equiv \frac{1}{3} \left( f_a - 3 Z_a, f_{bI}, f_{b}^{ba} \right).
$$

We can compare the expression (3.17) with Eq. (3.6) of [40]. Our $F_{AB}^C$ and $\xi_A$ correspond to their $-f_{AB}^C$ and $-\frac{1}{2} \xi_A$. The embedding tensor $\xi_{AB}$ of [40] is not present in our ExDA. On the other hand, our $\vartheta_A$ is not present there because the trombone symmetry $\mathbb{R}^+$ has not been gauged in [40].

3.1.3 ExDA in $d = 4$

In $d = 4$, we find that

$$
\Omega^a_+ t_a = f_{aa} \beta R^a_\beta + \left( k_{ab}^c - Z_a \delta_b^c \right) K^{bc} + \frac{1}{2} f_a^{IJ} R_{IJ} + f_a^b R^I_b + \frac{1}{2} f_a^{bc} R_{bc},
$$

$$
\Omega^a_+ = f_a^+ - Z_a, \quad f_a^+ = -f_a^- = \frac{1}{2} \left( k_{ba}^b + f_a \right),
$$

$$
\Omega^a_0 = \frac{1}{2} \left( f_a + k_{ba} \right) - Z_a.
$$
is consistent with Eq. (3.7). Using these parameterizations, we find

\[ X_{+a} = f_{ab}^{\ c} K^b_{\ c} + f_{a-} R^+ + \frac{1}{2} f_{a}^{\ bc} R_{bc} + f_{a\ I} R_{b\ I} + \frac{1}{2} f_{a\ I J} R_{I J}, \]

\[ X_{-a} = -f_{b+} K^b_{\ a} - f_{a-} (R^+ + \frac{1}{2} t_0) + f_{a} R^+ , \]

\[ X_{+I} = f_{a\ I} K^a_{\ b} - f_{a\ I J} R^a_{\ J} - Z_a R^a_{\ I} + f_{a\ I} (R^+ + \frac{1}{2} t_0) , \]

\[ X_{-I} = f_{a\ I} R^+ - f_{a-} R^a_{\ I} , \]

\[ X_{+a}^a = f_{b+} K^b_{\ a} - f_{b+} R^b_{\ I} + \left( \frac{1}{2} f_{bc} - 2 Z_{[b} \delta_{c]}^a \right) R^{bc} + f_{b+} (R^+ + \frac{1}{2} t_0) , \]

\[ X_{-a}^a = f_{b+} R^+ + f_{b+} R^{ab} . \]

We note that the constants \( \Omega_{+aB}^c \) of the form

\[ \Omega_{+aB}^c = k_{a\ d} (K^d_{\ e})^B_C + k_{da} (R^+ + \frac{1}{2} t_0)_B^C , \]

contributes to \( X_{+B}^c \) only through the anti-symmetric part \( k_{[ab]}^{\ c} = \frac{1}{2} f_{ab}^{\ c} \), and again, the symmetric part \( k_{ab}^{\ c} \) does not show up in \( X_{+B}^c \). Accordingly, the subalgebra \( \mathfrak{g} \) with the structure constants \( f_{ab}^{\ c} \) is a Lie algebra. Moreover, \( f_{a-} \) does not appear in \( X_{+B}^c \) and we ignore \( f_{a+} \) in the following discussion.

The explicit form of the half-maximal ExDA is as follows:

\[ T_{a\ I} \circ T_{b\ J} = \delta_{a+}^{\ a} f_{ab}^{\ c} T_{a\ c} - \epsilon_{\alpha\beta} f_{a\ T_{-b}} + \delta_{a+}^{\ b} f_{a\ T_{-b}} - \delta_{a+}^{\ c} f_{a\ T_{-b}} , \]

\[ T_{a\ I} \circ T_{b\ J} = \delta_{a+}^{\ a} f_{a\ I J} K_{\ a\ I J} + Z_{a\ T_{b}^a J} + \delta_{a+}^{\ b} f_{a\ T_{-b}} - \epsilon_{\alpha\beta} f_{a\ T_{-b}} , \]

\[ T_{a\ I} \circ T_{b\ J} = \delta_{a+}^{\ a} f_{a\ I J} + f_{a\ I J} K_{\ a\ I J} + Z_{a\ T_{b}^a J} + \delta_{a+}^{\ b} f_{a\ T_{-b}} - \epsilon_{\alpha\beta} f_{a\ T_{-b}} \]

\[ T_{a\ I} \circ T_{b\ J} = \delta_{a+}^{\ a} f_{a\ I J} + f_{a\ I J} K_{\ a\ I J} + Z_{a\ T_{b}^a J} + \delta_{a+}^{\ b} f_{a\ T_{-b}} - \epsilon_{\alpha\beta} f_{a\ T_{-b}} , \]

\[ T_{a\ I} \circ T_{b\ J} = \delta_{a+}^{\ a} f_{a\ I J} + f_{a\ I J} K_{\ a\ I J} + Z_{a\ T_{b}^a J} + \delta_{a+}^{\ b} f_{a\ T_{-b}} - \epsilon_{\alpha\beta} f_{a\ T_{-b}} . \]

A more explicit expression is given in Appendix [3]. It is noted that the generators \( T_A \equiv (T_{+a}, T_{-a}, T_{+I}, T_{-I}) \) form a subalgebra which has the same form as Eq. (3.11).

Now we can compare the algebra with the embedding tensor known in \( \mathcal{N} = 4, d = 4 \) gauged supergravity [10]. Using the trombone gauging \( \vartheta_{AA} \) [30], we can parameterize the
expression as

\[ \hat{s}_{\alpha} = \delta^\beta_\alpha F_{\alpha AB} - \frac{1}{2} \left( \delta^\beta_\alpha \delta^\gamma_\beta \xi_\alpha B - \delta^\gamma_\beta \delta^\alpha_\beta \xi_\beta A - \delta^\beta_\alpha \eta_{AB} \xi_\alpha C + \epsilon_{\alpha\beta} \delta^C_\beta \xi_{\delta A} \epsilon^{\gamma} \right) \]

\[ + \delta^C_\alpha \delta^\gamma_\beta \vartheta_{\alpha B} - \delta^\gamma_\beta \eta_{AB} \vartheta^C_\alpha - \delta^\beta_\alpha \delta^\gamma_\beta \vartheta_{\alpha A}. \]

By comparing this with Eqs. (3.20)–(3.25), we find

\[ F_{+AB} C = F_{-AB} C, \]
\[ \xi_{+A} = (f_a, f_b b^I, f_b b^a), \]
\[ \vartheta_{+A} = \frac{1}{2} (f_a - 2 Z_a, f_b b^I, f_b b^a), \]
\[ \xi_{-A} = (f_a - t, 0, 0), \]
\[ \vartheta_{-A} = -\frac{1}{2} (f_a - t, 0, 0), \]

where \( F_{AB} C \) is the same as (3.13). In our case, it may be more convenient to redefine \( \xi_A \) as \( \xi_A \rightarrow \frac{1}{2} \xi_A - \vartheta_A \). This yields

\[ X_{AB} C = \delta^\beta_\alpha F_{\alpha AB} C - \left( \delta^\gamma_\alpha \delta^\beta_\alpha \xi_\alpha B - \delta^\beta_\alpha \delta^\gamma_\beta \xi_\beta A - \delta^\gamma_\beta \eta_{AB} \xi_\alpha C + \epsilon_{\alpha\beta} \delta^C_\beta \xi_{\delta A} \epsilon^{\gamma} \right) \]
\[ + 2 \left( \delta^\alpha_\beta \vartheta_{\beta A} - \delta^\beta_\alpha \vartheta_{\alpha A} \right) \delta^C_B, \]

where

\[ F_{+AB} C = F_{AB} C, \]
\[ F_{-AB} C = 0, \]
\[ \xi_{+A} = (Z_a, 0, 0), \]
\[ \xi_{-A} = (f_a - t, 0, 0), \]
\[ \vartheta_{+A} = \frac{1}{2} (f_a - 2 Z_a, f_b b^I, f_b b^a), \]
\[ \vartheta_{-A} = -\frac{1}{2} (f_a - t, 0, 0). \]

This neatly summarizes the structure constants of the half-maximal ExDA in \( d = 4 \).

In the literature, antisymmetric tensors

\[ \Omega_{\hat{A}B} \equiv \epsilon_{\alpha\beta} \eta_{AB}, \]
\[ \Omega_{\hat{A}\hat{B}} \equiv -\epsilon_{\alpha\beta} \eta_{AB}, \]

are used to raise or lower the indices \( \hat{A}, \hat{B} \). For example, if we consider \((t_a)_{\hat{A}\hat{B}} \equiv (t_a)^C \Omega_{\hat{C}\hat{B}}\)
we can check that this satisfies \((t_a)_{\hat{A}\hat{B}} = (t_a)_{\hat{B}\hat{A}}\). Using this index convention, we find that the so-called intertwining tensor \( Z_{\hat{C}\hat{A}\hat{B}} \equiv X_{(AB)\hat{C}} = X_{(AB)\hat{B}} \Omega_{\hat{D}\hat{C}} \) takes the form,

\[ Z_{\hat{C}\hat{A}\hat{B}} = -\frac{1}{2} (t_a)_{\hat{A}\hat{B}} \left[ \Theta^a_C + 2 (t^a)^D \vartheta_D \right]. \]

This can be compared with the intertwining tensor in \( d = 4 \) maximal supergravity [11] because the half-maximal supergravity can be realized as a \( Z_2 \) truncation of the maximal supergravity (see section 3.5). Our generators \( t_a t_a \) corresponds to their \(-12 t_a t_a \) and our \( \Theta_A^{\alpha} t_a \) corresponds to their \( \tilde{\Theta}_A^{\alpha} t_a \). Then our intertwining tensor (3.33) can be expressed as

\[ Z_{\hat{C}\hat{A}\hat{B}} = -\frac{1}{2} (t_a)_{\hat{A}\hat{B}} \left[ \Theta^a_C - 16 (t^a)^D \vartheta_D \right], \]

in this notation. This expression matches with Eq. (3.34) of [11] and gives a non-trivial consistency check of our computation.

\[ ^6 \text{For our convenience, we have chosen the sign of } F_{\alpha AB} C \text{ and } \xi_{\alpha A} \text{ to be the opposite of that in [30][10].} \]
3.2 Leibniz identities

Since the D-bracket satisfies the Leibniz identities, the ExDA should satisfy

$$L(X, Y, Z) ≡ X ⋄ (Y \circ Z) − (X \circ Y) \circ Z − Y \circ (X \circ Z) = 0.$$  \hspace{1cm} (3.35)

for arbitrary generators $X, Y, Z$ of the half-maximal ExDA. We here find the full set of identities by substituting the generators $T_A$ into $X, Y, Z$.

3.2.1 Leibniz identities in $d \geq 5$

By brute force computation, we identify the whole set of the Leibniz identities in $d \geq 6$ as

$$f_{ab}^c Z_c = 0, \quad f_{[ab}^e f_{ce]}^d = 0, \quad f_{ab}^c f_{c}^{IJ} + 2 f_a^K [I f_b^J] K = 0, \quad f_a^b I Z_b = 0,$$

$$f_a^b [I f_b^{JK}] = 0, \quad 2 f_{[a}^c f_{b]}^{IJ} + 2 f_{[a}^d f_{b]}^c f_{d}^e I + 2 f_{[a}^e f_{b]}^c Z_{[b]} = 0, \quad f_a^b c Z_c = 0, \quad 4 f_{[a}^e [f_{b]}^{de]} - f_{ab}^c f_{c}^{cd} + 2 f_a^c f_{c}^{d[l]} + 4 f_{[a}^c d Z_{[b]} = 0,$$

$$f_a^b c f_{cl} + 2 f_a^c [f_{b]}^{de}] = 0, \quad f_a^d f_{c}^{de} I = 0, \quad f_a^c [ab f_{d}^{de}] e = 0.$$

In $d = 5$, the Leibniz identities involving the generator $T_*$ additionally give

$$f_{ab}^c f_{c} = 0, \quad f_a^b I f_b = f_{aIJ} f_b^{IJ} + Z_a f_b^b I,$$

$$f_a^c f_{c}^{de} = f_a^b (f_{c} - f_{cd}^{de}) + f_a^c f_{c}^{bl} I, \quad f_a^b I f_{c}^{cb} = 0.$$  \hspace{1cm} (3.37)

3.2.2 Leibniz identities in $d = 4$

In $d = 4$, the identification of the whole set of Leibniz identities is complicated. However, we find that a combination

$$L(T_{-a}, T_{+b}), T_{+b}) + L(T_{-a}, T_{+b}, T_{+b}) = 0,$$  \hspace{1cm} (3.38)

is equivalent to

$$f_a^{-} (f_b - Z_b) = 0,$$  \hspace{1cm} (3.39)

and this shows that there are two branches: $f_a^{-} = 0$ and $f_a = Z_a$.

- The case $f_a^{-} = 0$

When $f_a^{-} = 0$, the whole set of Leibniz identities are exactly the same as those in $d = 5$:

$$f_{ab}^c f_{c} = 0, \quad f_{ab}^c Z_c = 0, \quad f_{ab}^e f_{ce}^d = 0, \quad f_{ab}^c f_{c}^{IJ} + 2 f_a^K [I f_b^J] K = 0, \quad f_a^b I Z_b = 0,$$

$$f_a^b [I f_b^{JK}] = 0, \quad 2 f_{[a}^c f_{b]}^{IJ} + 2 f_{[a}^d f_{b]}^c f_{d}^e I + 2 f_{[a}^e f_{b]}^c Z_{[b]} = 0, \quad f_a^b c Z_c = 0, \quad 4 f_{[a}^e [f_{b]}^{de]} - f_{ab}^c f_{c}^{cd} + 2 f_a^c f_{c}^{d[l]} + 4 f_{[a}^c d Z_{[b]} = 0,$$

$$f_a^d f_{c}^{de} I = 0, \quad f_a^c [ab f_{d}^{de}] e = 0.$$  \hspace{1cm} (3.40)

The third identity can be also expressed as $f_e f_a^{cb} = f_a^{bl} f_{c}^{e I} f_{ca}^{b} f_{d}^{de} + 2 Z_a f_e^{cb}$. 
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The case $f_{a^+} \neq 0$

When $f_{a^+} \neq 0$, the Leibniz identities require very strong constraints on the other structure constants in a non-trivial manner. Since it is not easy to identify the identities for general $f_{a^+}$, let us perform a GL($D$) redefinition of generators such that $f_{a^+}$ becomes $f_{a^+} = \delta_a^1$.

In this case, we find that the general solution of the Leibniz identities is

$$f_{ab}^c = 2 Z_{[a} \delta_b^c], \quad f_a^{bc} = f_a^{[b} I = f_a^{I} J = 0, \quad f_a = Z_a. \quad (3.41)$$

They are independent of the particular direction $a = 1$, and as one may naturally expect, if Eq. (3.41) is satisfied, the Leibniz identities are always satisfied for any $f_{a^+}$. We thus conclude that the most general half-maximal ExDA in the branch $f_{a^+} \neq 0$ is given by Eq. (3.41) with $f_{a^+}$ arbitrary.

Using the general expression (3.30), we can express the structure constants as

$$X_{A}^B \epsilon_C = \delta^C_A \delta^D_B \xi_{BC} A - \delta^B_C \delta^D_A \xi_{AB} B + \eta_{AB} \delta^D_B \xi^C_A,$$

where $\xi_{A}^A \left( = -2 \theta_{A}^A \right)$ takes the form

$$\xi^A_+ = (Z_a, 0, 0), \quad \xi^- A = (f_{a^+}, 0, 0), \quad (3.43)$$

and $Z_a$ and $f_{a^+}$ can take arbitrary values.

This half-maximal ExDA contains a subalgebra generated by $\{T_a \equiv T_{a^+}, T^a \equiv T_{a^a}\}$ which is independent of the structure constants $f_{a^+}$,

$$T_a \circ T_b = Z_a T_b - Z_b T_a, \quad T_a \circ T^b = Z_a T^b + Z_c \delta_b^c T^c, \quad T^a \circ T_b = T^a \circ T^b = 0. \quad (3.44)$$

When $Z_a \neq 0$, we can choose a particular basis $Z_a = -\delta_a^1$. For example, for $D = 3$, this Leibniz algebra $DD^+$ corresponds to the Jacobi–Lie bialgebra ($\{5, -2 T^1\}|\{1, 0\}$) of [12].

3.3 Coboundary ExDA

Here we explain that some of the Leibniz identities can be understood as the cocycle condition. Then, following the general discussion of [24], we find the explicit form of the coboundary ansatz which automatically solves the cocycle condition.

Let us decompose the embedding tensor as

$$X_{\bar{A}} = \Theta_{\bar{A}}^A a t_a + \vartheta_{\bar{A}} t_0. \quad (3.45)$$

In $d \geq 6$ (where $\bar{A} = A$), the generator $R_s$ contained in $\{t_a\}$ is proportional to $t_0$, and this expression is to be understood under the identification

$$\Theta_{\bar{A}}^* = 0, \quad \vartheta_{\bar{A}} = -\xi_{\bar{A}}. \quad (3.46)$$
We then introduce a grading, called the level, to each generator $t_a$ of the duality group $\mathcal{G}$ as

| level $l_a$ | $-2$ | $-1$ | $0$ | $1$ | $2$ |
|-------------|------|------|-----|-----|-----|
| $t_a$       | $R_{a1}a_2$ | $R_l^a$ | $R_s$, $R_a^\alpha$, $K^a_b$, $R_I^a$, $R_{a1}^a$, $R_{a2}^a$ |

(3.47)

The level can be also defined by $[K, t_a] = l_a t_a$ and the commutator of a level-$p$ generator and a level-$q$ generator has level $p + q$. In particular, when $|p + q| > 2$, the level-$p$ and level-$q$ generators commute with each other. The level-0 generators form a subalgebra and all of the generators transform under some representations of the subalgebra. Using this level, we decompose the embedding tensor $\Theta_a$ (which means $\Theta_+a$ in $d = 4$) into two parts

$$\Theta_a = \Theta_a^{(0)} + \tilde{\Theta}_a.$$ (3.48)

Here $\Theta_a^{(0)}$ contains the level-0 generators while $\tilde{\Theta}_a$ contains the negative-level generators. More explicitly, we have

$$\Theta_a^{(0)} = (f_{ab}^{\ c} - Z_a \delta^c_b) K_c^b + \frac{1}{2} f_a^{IJ} R_{IJ} + \begin{cases} 0 & (d \geq 6) \\ f_a R_s & (d = 5) \\ f_a R^+ + f_{a-} R^- & (d = 4) \end{cases},$$ (3.49)

$$\tilde{\Theta}_a = \frac{1}{2!} f_a^{bc} R_{bc} + f_a^{IJ} R_{IJ}. \quad (3.50)$$

By considering the level, the Leibniz identity $[X_{\hat{A}}, X_{\hat{B}}] = -X_{\hat{A}\hat{B}} \hat{C} X_{\hat{C}}$ for $\hat{A} = a$ and $\hat{B} = b$ can be decomposed into

$$0 = [\Theta_a^{(0)}, \Theta_b^{(0)}] + f_{ab}^{\ cd} \Theta_c^{(0)},$$ (3.51)

$$0 = f_{ab}^{\ cd} \Theta_c,$$ (3.52)

$$0 = [\Theta_a^{(0)}, \tilde{\Theta}_b] - [\Theta_b^{(0)}, \tilde{\Theta}_a] + f_{ab}^{\ cd} \tilde{\Theta}_c + [\tilde{\Theta}_a, \tilde{\Theta}_b].$$ (3.53)

The first two relations (3.51) and (3.52) are equivalent to

$$f_{[ab}^{\ cd} f_{c]d} = 0, \quad f_{[ab}^{\ cd} f_{c]}^{IJ} + 2 f_a^{IJ} f_b^{[a} f_{b]^{I} K} = 0, \quad f_{ab}^{\ cd} Z_c = 0 \quad (d \geq 4),$$ (3.54)

$$f_{ab}^{\ cd} f_{c} = 0 \quad (d = 4, 5), \quad 2 f_{[a}^{\ cd} f_{b]}^{I} + f_{ab}^{\ cd} f_{c}^{I} = 0 \quad (d = 4),$$ (3.55)

while the last relation (3.53) correspond to

$$2 f_{[a}^{\ cd} f_{b]}^{IJ} + 2 f_{[a}^{\ cd} f_{d]}^{I} f_{b]^{I} c} - f_{ab}^{\ cd} f_{d}^{I} f_{c}^{I} f_{b]^{I} K} = 0,$$ (3.56)

$$4 f_{[a}^{\ cd} f_{b]}^{I} f_{d}^{I} - f_{ab}^{\ cd} f_{e}^{cd} + 2 f_{a}^{I} f_{b}^{I} f_{d}^{I} f_{e}^{cd} + 4 f_{[a}^{\ cd} f_{b]}^{I} Z_{b]} = 0.$$

In order to clarify the structure of Eq. (3.53), let us define an operation

$$x \cdot f \equiv [f, x^a \Theta_a^{(0)}].$$ (3.57)
where \( x \equiv x^a T_a \in \mathfrak{g} \) and \( f \) is an element of the duality algebra \( g \) \((G = \exp g)\). Using the relation (3.51), we can show that this operation satisfies
\[
x \cdot (y \cdot f) - y \cdot (x \cdot f) = [x, y] \cdot f.
\] (3.58)
Then, using the notation
\[
f(x) \equiv x^a \widetilde{\Theta}_a,
\] (3.59)
we can express Eq. (3.53) as the cocycle condition
\[
\delta_1 f(x, y) \equiv x \cdot f(y) - y \cdot f(x) - f([x, y]) - [f(x), f(y)] = 0.
\] (3.60)
The family of coboundary operators \( \delta_n \) satisfying \( \delta_{n+1} \delta_n = 0 \) can be systematically constructed (see [24]), and in particular, the \( \delta_0 \) can be found as
\[
\delta_0 r(x) \equiv x^a (e^{ad_r} - 1) \Theta_a^{(0)} = [r, x^a \Theta_a^{(0)}] + \frac{1}{2} [r, [r, x^a \Theta_a^{(0)}]] + \cdots,
\] (3.61)
for \( r = r^a t_a \in g \).
Now, to get a trivial solution to the cocycle condition, let us suppose that the 1-cocycle \( f(x) \) is given by a coboundary ansatz
\[
f(x) \equiv x^a \widetilde{\Theta}_a = \delta_0 r(x) \quad (\Leftrightarrow \Theta_a = e^{ad_r} \Theta_a^{(0)}).
\] (3.62)
Since \( \widetilde{\Theta}_a \) is a linear combination of the negative-level generators, this identification is possible only when \( r \) has the form
\[
r = r_I^a R_a^I + \frac{1}{2} r^{ab} R_{ab}.
\] (3.63)
Using this \( r \) and Eq. (3.50), we can identify the structure constants as
\[
f_{a b}^c = f_{a c}^b - f_{a b}^c R_j^I + f_{a I}^b - Z_a r_I^b,
\] (3.64)
\[
f_{a b c} = 2 r_{[b|d} f_{c]a}^{d|c} + \delta^{IJ} r_a^{[b} r_j^{c]} + f_{a I}^b r_I^c - 2 Z_a r^{bc}.
\] (3.65)
When the structure constants \( f_{a b}^c \) and \( f_{a b c} \) have this form, we call the ExDA a coboundary ExDA. In the following, we denote the structure constants \( X_A^B \tilde{\Injection}C \) as \( X_{A B}^C \) when we stress that the ExDA is of coboundary type.

### 3.4 Classical Yang–Baxter equations

The coboundary ansatz (3.62) is sufficient for the cocycle condition (3.59), but still, the whole set of the Leibniz identities are not ensured. In the case of the Drinfel’d double, the closure of the algebra further imply the homogeneous classical Yang–Baxter equations (CYBE) for \( r^{ab} \).

\(^8\)To be more precise, we can relax the homogeneous CYBE to the modified CYBE for the closure, but here we do not consider such relaxations and consider only a sufficient condition for the closure.
Let us denote the structure constants $X_{A\tilde{B}} \hat{C}$ with $f_a{}^b{}_I = f_a{}^{bc} = 0$ as $\hat{X}_{A\tilde{B}} \hat{C}$,

$$\hat{X}_{A\tilde{B}} \hat{C} \equiv X_{A\tilde{B}} \hat{C} |_{f_a{}^b{}_I = f_a{}^{bc} = 0}, \tag{3.66}$$

which is supposed to satisfy the Leibniz identities

$$f_{ab}{}^c f_c = 0, \quad f_{ab}{}^c Z_c = 0, \quad f_{[ab}{}^c f_{c]}{}^d = 0, \quad f_{ab}{}^c f_c^I{}^J + 2 f_a{}^K{}^I f_b{}^J{}^K = 0. \tag{3.67}$$

We then consider a constant duality rotation and define

$$\hat{X}_{A\tilde{B}} \hat{C} = \mathcal{R}_{A} ^{D} \mathcal{R}_{B} ^{E} (\mathcal{R}^{-1})_{F} ^{C} \hat{X}_{D\tilde{E}} ^{F}, \tag{3.68}$$

$$\mathcal{R}_{A} ^{B} \equiv (e^{r} r_{a}^{b} e^{r} r_{a}^{b})_{A} ^{B} \in G. \tag{3.69}$$

This $\hat{X}_{A\tilde{B}} \hat{C}$ obviously satisfies the Leibniz identities because $\hat{X}_{A\tilde{B}} \hat{C}$ satisfies those. One can easily see that $\hat{X}_{a\tilde{b}} \hat{C}$ coincides with $X_{a\tilde{b}} \hat{C}$ but the other components do not match and the algebra defined by $X_{A\tilde{B}} \hat{C}$ is not an ExDA. Now we require that the whole components coincide

$$X_{A\tilde{B}} \hat{C} = X_{A\tilde{B}} \hat{C}. \tag{3.70}$$

Then we get a coboundary ExDA $X_{A\tilde{B}} \hat{C}$ that automatically satisfies the Leibniz identities. By explicitly computing all of the components of (3.70) in $d \geq 6$, we find that (3.70) is equivalent to the following set of conditions for $r_a^i$ and $r^{ab}$:

$$r_a^i Z_a = 0, \quad r^{ab} Z_b = 0, \quad f_a{}^I{}^J r_a^i = 0, \tag{3.71}$$

$$r_a^i r_j^b f_{bc}{}^a + (r^{ab} + \frac{1}{2} \delta_{KL} r_a^i r_L^b) f_{MJ} = 0, \tag{3.72}$$

$$2 r^{ac} f_{cd}{}^b r_a^i + r^{bc} f_{cl}{}^I r_a^j - \frac{1}{2} f_{c}{}^K{}^L r_a^i r_L^b = 0, \tag{3.73}$$

$$3 r^{[abcd]} r^{[bc]}{}^f f_{de}{}^c - \frac{3}{4} \delta^{IJ} f_{de}{}^a r^{[abcd]} r^{[bc]} r_I^c r_J = 0. \tag{3.74}$$

In $d = 5$, there is an additional condition

$$r_a^i (f_{ba}{}^b + f_a) = f_a{}^I{}^J r_a^i. \tag{3.75}$$

In $d = 4$, there are two branches, $f_{a^{-}} = 0$ and $f_{a^{+}} = 0$. When $f_{a^{-}} = 0$, we find

$$(r^{ab} + \frac{1}{2} \delta^{IJ} r_a^i r_J^b) (f_{cb}{}^c + f_b) = r^{cd} f_{cd}{}^a, \tag{3.76}$$

in addition to Eqs. (3.71)–(3.75). When $f_{a^{+}} = 0$, where the structure constants are given by Eq. (3.31), the condition (3.70) is equivalent to

$$r_a^i Z_a = 0, \quad r^{ab} Z_b = 0, \quad r_a^i f_{a^{-}} = 0, \quad r^{ab} f_{b^{+}} = 0, \tag{3.77}$$

which leads to $f_a{}^I{}^J = f_a{}^{bc} = 0$ as expected. The conditions (3.71)–(3.74) may be regarded as the homogeneous CYBE for $r_a^i$ and $r^{ab}$. Indeed, they reduce to the standard homogeneous CYBE when $n = 0$ and $Z_a = 0$. 
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3.5 Relation to $E_{D+1(D+1)}$ EDA

In a particular case $n = 0$, the half-maximal supergravity can be reproduced from the maximal supergravity through a $Z_2$ truncation \cite{30,31}. We here consider reproducing the half-maximal ExDA with $n = 0$ through a truncation of the $E_{D+1(D+1)}$ EDA in the type IIB picture \cite{24}.

The $E_{D+1(D+1)}$ EDA ($D \leq 6$) in the type IIB picture is generated by

$$T_A = \{ T_a, T^{a_3}_{\alpha}, \frac{T^{a_1 a_2 a_3}}{\sqrt{3}}, \frac{T^{a_1 a_2 a_3}}{\sqrt{3}}, T^{a_1 a_2 a_3, a} \} ,$$

(3.78)

where $a = 1, \ldots, D$ and $\alpha = 1, 2$. For convenience, let us show the explicit form of the EDA for $D \leq 4$ (the algebra for higher $D$ is given in section 6 of \cite{24}):

$$T_a \circ T_b = f_{ab}^c T_c ,$$

$$T_a \circ T_b^\beta = f_{ab}^{c\beta} T_c + f_{ab}^c T^\beta - f_{ac}^b T^c + 2 Z_a T_b^\beta ,$$

$$T_a \circ T^{b_1 b_2 b_3} = f_{b_1 b_2 b_3 c} T_c + 3 \epsilon^c_\delta f_{[b_1 b_2]} T^\delta_{b_3} - 3 f_{ac}^b T^{b_2 b_3} T_c + 4 Z_a T^{b_1 b_2 b_3} ,$$

$$T^{\alpha}_a \circ T_b = f_{\alpha b}^{c\alpha} T_c + 2 \delta^a_\beta f_{c[a}^\gamma T^\gamma_{c]} + f_{bc}^a T^c + 4 Z_c \delta^a_\beta T^\alpha_c ,$$

$$T^{\alpha}_a \circ T^\beta_b = - f_{ab}^{c\alpha} T^\beta_c - f_{c[a}^\gamma \gamma_{c\beta} T^{cab} + \frac{1}{2} \epsilon^c_\alpha \beta f_{c_1 c_2}^a T^\gamma_{c_1 c_2} - 2 \epsilon_{\alpha \beta} Z^c T^{abc} ,$$

(3.79)

$$T^{\alpha}_a \circ T^{b_1 b_2 b_3} = - f_{a[b_1}^c T^{b_2 b_3]c} .$$

For a general case $D \leq 6$, we introduce a $Z_2$ action

$$\{ T_a, T^a_1, T^{a_1 a_2 a_3}_1, T^{a_1 a_2 a_3 a_4}_1 \} \rightarrow + \{ T_a, T^a_1, T^{a_1 a_2 a_3}_2, T^{a_1 a_2 a_3 a_4}_2 \} ,$$

$$\{ T^a_2, T^{a_1 a_2 a_3}_2, T^{a_1 a_2 a_3 a_4}_2 \} \rightarrow - \{ T^a_2, T^{a_1 a_2 a_3}_1, T^{a_1 a_2 a_3 a_4}_1 \} ,$$

(3.80)

which is an element of $E_{D+1(D+1)}$; and truncate the $Z_2$-odd generators. Under this $Z_2$ action, the $E_{D+1(D+1)}$ generators

$$\{ R^{a_1 a_2 a_3, a}_1, R^{a_1 a_2 a_3, a}_2, R^{a_1 a_2 a_3, a}_1, R^{a_1 a_2 a_3, a}_2 \} ,$$

(3.81)

have odd parity while the other $Z_2$-even generators

$$\{ R^{a_1 a_2 a_3}_1, R^{a_1 a_2 a_3}_2, R^{a_1 a_2 a_3}_1, K^a_b, R^{a_1 a_2 a_3}_1, R^{a_1 a_2 a_3}_2 \} ,$$

(3.82)

form a subgroup that coincides with the duality group $G$ of the half-maximal theory with $n = 0$. In $d \geq 4$, the relation between the $O(D, D)$ generators \{ $\frac{R_{ab}}{\sqrt{2}!}$, $K^a_b$, $\frac{R_{ab}}{\sqrt{2}!}$ \} and the $Z_2$-even generators can be identified as

$$K^a_b \equiv K^a_b - \delta^a_b \left( \frac{1}{2} K^c_c + \frac{1}{2} R^1_1 \right) , \quad R^{ab} \equiv - R_{ab}^b , \quad R_{ab} \equiv - R_{ab}^1 .$$

(3.83)
In \( d = 4 \), the SL(2) generators \( R^\alpha_\beta \) can be identified as

\[
R^+ = \frac{1}{8} K^a_a + \frac{1}{2} R_1^1, \quad R^{-} = -R_2^{1-6}, \quad R^{+} = R_1^{2-6}.
\] (3.84)

In \( d \geq 5 \), the generators \( R^2_1 \) and \( R^2_2 \) vanish and we identify the \( R^+ \) generator as

\[
R_4 = \frac{1}{8} K^a_a + \frac{1}{2} R_1^1.
\] (3.85)

Now we turn off the structure constants associated with \( Z_2 \) odd generators,

\[
f_a b_1 b_2 = f_a b_1 b_2 = f_a 1 = 0.
\] (3.86)

Then the embedding tensors \( X_A \) of the EDA associated with the \( Z_2 \) even generators \( T_A \) are

\[
X_a = f_a b c \tilde{K}^b c + 2 f_a 1 R_1^1 + \frac{1}{2} f_a b c R^1_{b1b2} + f_a 1-6 R_2^{1-6} - Z_a (\tilde{K}^b b + t_0),
\]

\[
X^a = -f_a b_2 \tilde{K}^b c - \frac{1}{2} [f_b b_2 + 2 \delta_a^b (f_b 1 + 2 Z_b)] R^1_{b1b2},
\]

\[
X^{a_1 \cdots a_5} = -f_a b_2 c a_1 \cdots a_5 \tilde{K}^b c + (f_c b + f_b 1 - 6 Z_b) R^a_{2a_2a_3},
\]

\[
X^{a_1 \cdots a_6} = -f_a b_2 c a_1 \cdots a_6 R^b c = f_b 1 a_1 \cdots a_6.
\] (3.87)

while those associated with the \( Z_2 \) odd generators are

\[
X^2_a = -\frac{1}{2} [f_b b_2 a - 2 \delta_a^b (f_b 1 - 2 Z_b)] R^b_{2b2},
\]

\[
X^{a_1 a_2 a_3} = -3 f_b [a_1 a_2 R^a_2 b] - \frac{3}{2} f_b b_2 [a_1 R^{a_2 a_3}] b_{1b2} - 4 Z_b R^{a_1 a_2 a_3 b},
\]

\[
X^{a_1 \cdots a_5} = 10 f_b [a_1 a_2 R^a_2 a_3 a_4 a_5] b + (f_c b - f_b 1 - 6 Z_b) R^a_{2a_2a_3}.
\] (3.88)

Here we have defined \( \tilde{K}^a b \equiv K^a b + \beta_d t_0 \). By comparing Eq. (3.87) with Eqs. (3.20)–(3.25) under the identification (3.87) and the identification of generators

\[
\begin{aligned}
T_4 = T_a, \quad T^a = T^a_1 \\
T_4 = T_a, \quad T^a = T^a_2 \quad (d = 5), \\
T_{+a} = T_2, \quad T^a_{+} = T^a_1, \quad T^- a = \frac{1}{\sqrt{3}} \epsilon_{a_1 \cdots a_6} T^a_2 b_{1, \cdots b_5}, \quad T^a_2 = T^a_1 - 6 \beta_a T^a_1 - 6 \beta T^a_1 - 6 \beta T^a_1 - 6 \beta (d = 4)
\end{aligned}
\] (3.89)

we can identify the structure constants of the half-maximal ExDA (LHS) with those of the EDA (RHS) as

\[
f_{ab} c = f_{ab} c, \quad f_a b c = -f_{a_1 b c}, \quad Z_a = Z_a + \frac{1}{2} f_a 1 \quad (d \geq 4),
\]

\[
f_a b c = f_a b + \frac{8 - D}{2} f_a 1 - D Z_a \quad (d = 4, 5), \quad f^- a = f^- a_2 1 (d = 4).
\] (3.90)

In this way, the half-maximal ExDA with \( n = 0 \) can be obtained from the \( E_{D+1(D+1)} \) EDA through the \( Z_2 \) truncation. However, it is noted that, due to the truncation, the closure conditions (i.e., the Leibniz identities) can become weaker. In other words, not all of the half-maximal ExDA (with \( n = 0 \)) can be embedded into the \( E_{D+1(D+1)} \) EDA through (3.87). Further details on this point are discussed in section 5.2.
4 Generalized frame fields

In this section, we construct the generalized frame fields $E^M_A$ which satisfy the algebra $[E^A_B, E^C_D] = -X^C_A E^D_C$. Before we get into the details, let us introduce several setups that are common to all dimensions.

We construct a group element $g = e^{x^a T_a} \in G$ and define the left-/right-invariant 1-form/vector fields as

$$\ell = \ell^a_m dx^m T_a = g^{-1} dg, \quad r = r^a_m dx^m T_a = dg g^{-1}, \quad v^m_a = \delta^b_a = e_m^b.$$ (4.1)

We then define a matrix $M^A_B(g)$ through

$$g^{-1} \triangleright T_A \equiv M^A_B(g) T_B,$$ (4.2)

where the product $\triangleright$ is defined as

$$g \triangleright T_A \equiv e^{x^b T_b} T_A = T_A + x^b T_b \circ T_A + \frac{1}{2!} x^b T_b \circ (x^c T_c \circ T_A) + \cdots.$$ (4.3)

By its construction, the matrix $M^A_B(g)$ enjoys the following three properties [24]:

$$M^A_B(g = 1) = \delta^B_A,$$ (4.4)

$$X^C_{AB} = M^A_C M^C_B (M^{-1})_F^E X^F_{DE} \cdot \hat{F} \text{ (algebraic identity)},$$ (4.5)

$$M^A_B(gh) = M^A_C(g) M^C_B(h) \text{ (multiplicativity)},$$ (4.6)

where the first one follows from the last one by choosing $g = h = 1$. In Eq. (4.6), by considering an infinitesimal left translation $g = 1 + \epsilon^a T_a$, we obtain the differential identity

$$v^m_a \partial_m (M^{-1})^A_B \hat{D} M^B_D = X^B_{cA} \hat{B}.$$ (4.7)

In the following, we elucidate these relations in each dimension. Then, we construct the generalized frame fields in section 4.2. In section 4.2.3, we show that the generalized frame fields satisfy the relation $[E^A_B, E^C_D] = -X^C_A E^D_C$.

4.1 Generalized Poisson–Lie structures

4.1.1 $d \geq 5$

In $d \geq 5$, we can parameterize the matrix $M^A_B$ as

$$M^A_B = \Pi_A^C \hat{A}^C_B, \quad \Pi \equiv e^{\frac{\pi^a R^a}{2}} e^{-\frac{\pi^{ab} R^{ab}}{2}},$$

$$A \equiv e^{\Delta(K+t_0)} e^{-\lambda(R + \beta d_0 t_0)} e^{-\frac{\beta^{IJ} R_{IJ}}{2}} e^{-\alpha a b K_{a b}}.$$ (4.9)

$$\Delta = e^{\frac{\pi^a R^a}{2}} e^{-\frac{\pi^{ab} R^{ab}}{2}}. $$ (4.10)
When \( d \geq 6 \), we have \( R_+ + \beta_d t_0 = 0 \) and \( \lambda \) does not appear. In \( d = 5 \), their explicit matrix forms are given by

\[
A_A^B \equiv \begin{pmatrix}
a_{ab} \pi^b & 0 & 0 & 0 \\
0 & e^{-\Delta} \omega_I^J & 0 & 0 \\
0 & 0 & e^{-2\Delta} (a^{-1})_b^a & 0 \\
0 & 0 & 0 & e^{\Delta}
\end{pmatrix}, \quad (4.11)
\]

\[
\Pi_A^B \equiv \begin{pmatrix}
\pi^b_a & 0 & 0 & 0 \\
\pi^b_I & \delta^k_I & 0 & 0 \\
-(\pi^{ab} + \frac{1}{2} \delta^{KL} \pi^a_K \pi^b_L) & -\pi^a_K \delta^k_J & \delta^a_b & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad (4.12)
\]

where \( \omega_I^J \in O(n) \), i.e., \( \delta_{KL} \omega_I^K \omega_J^L = \delta_{IJ} \). In \( d \geq 6 \), they can be obtained by truncating the last row/column.

The property \( [4.3] \) shows that, at the unit element \( g = 1 \) (whose position is called \( x_0 \)), we have

\[
\Delta(x_0) = \pi_a^b(x_0) = \pi^{ab}(x_0) = 0 \quad (d=5), \quad a_{ab}^b(x_0) = \delta^a_b, \quad \omega_I^J(x_0) = \delta^a_I, \quad (4.13)
\]

In \( d \geq 6 \), the algebraic identity \( [4.6] \) is equivalent to

\[
a_{ab}^c f_{de}^c = f_{a}^{ef} a_{d}^c, \quad \omega_I^J \omega_J^L f_{KL} = f_{IJ}, \quad a_{a}^b Z_b = Z_a, \quad (4.14)
\]

\[
e^{-\Delta} a_{c}^a (a^{-1})_b^c f_{c}^{IJ} \omega_I^J = f_{a}^{IJ} - f_{IJ}, \quad a_{a}^b f_{bc} = Z_b, \quad (4.15)
\]

\[
e^{-2\Delta} a_{c}^a (a^{-1})_b^c f_{c}^{IJ} \omega_I^J = f_{a}^{IJ} - f_{IJ}, \quad a_{a}^b f_{bc} = Z_b, \quad (4.16)
\]

\[
f_{a}^{IJ} \pi^a_K = 0, \quad Z_a \pi^a_I = 0, \quad Z_b \pi^{bc} = 0, \quad (4.17)
\]

\[
f_{bc} a_{a}^b \pi^a_I = 2 f_{b}^{a} [I \pi^a_I] + f_{IJ} a_{a}^b \pi^a_K = 2 f_{b}^{a} [I \pi^a_I] + f_{IJ} a_{a}^b \pi^a_K, \quad (4.18)
\]

\[
f_{c}^{ab} \pi^a_I + 2 f_{cd}^{a} \pi^c_I + 2 f_{c}^{a} \pi^c_I \pi^a_I + f_{e}^{a} \pi^e_I \pi^a_I + f_{IJ} \pi^a_I (\pi^{-1} - \frac{1}{2} \pi^{K}) \pi^a_K = 0, \quad (4.19)
\]

\[
3 f_{d}^{ab} (\pi^{c} \pi^d + \frac{1}{3} \pi^e_I \pi^d_I) + 3 f_{e}^{a} \pi^e_I (\pi^{c} + \frac{1}{3} \pi^e_I \pi^d_I) - 6 \pi^a \pi^{cd} = 0. \quad (4.20)
\]

In \( d = 5 \), we additionally have

\[
a_{a}^b f_{b} = f_a, \quad f_a = f_a^I = f_a^I - e^{-\Delta} \omega_I^J f_a^{IJ}. \quad (4.21)
\]

The relation \( [4.6] \) is equivalent to

\[
(a_{gh})_b^a = (a_{gh})_c^a (a_{gh})_c^b, \quad (\omega_{gh})_I^J = (\omega_{gh})_I^K (\omega_{gh})_K^J, \quad \Delta_{gh} = \Delta_+ + \Delta_h, \quad (4.22)
\]

\[
(\pi_{gh})_I^a = (\pi_{gh})_I^I + e^{-\Delta_g} (a^{-1})_b^a (\pi_{gh})_I^a (\omega_{gh})_I^I \quad (4.23)
\]

\[
\pi^a_{gh} = \pi^a_{gh} + e^{-2\Delta_g} (a^{-1})_d^b (a^{-1})_c^a \pi^c_{gh} + e^{-\Delta_g} \omega_I^J (\pi_{gh})_I^a (a^{-1})_c^b (\pi_{gh})_J^a, \quad (4.24)
\]

\[
\lambda_{gh} = \lambda_+ + \lambda_h \quad (\text{only in } d = 5). \quad (4.25)
\]
They may be interpreted as the multiplicativity (see, for example, [43]). The differential identity ([44]) is equivalent to

\begin{align*}
D_4 a^c_{b} &= -f_{a b}^d a^c_{d}, \quad D_4 \omega_{I J} = -f_{a I}^K \omega_{K J}, \quad D_4 \Delta = Z_a, \\
D_3 \pi_b^I &= f_a^I + f_{ac}^b \pi_c^I - f_{a f}^I \pi_f^I - Z_a \pi_b^I, \\
D_3 \pi_c^{bc} &= f_a^{bc} + 2 f_{ad}^{[b} \pi^{c]}_d + \delta_{IJ} f_a^{[b} \pi_c^{I J]} - 2 Z_a \pi^{bc}, \\
D_3 \lambda &= f_a \quad \text{(only in } d = 5). 
\end{align*}

Moreover, if we define the (generalized) Poisson–Lie structures as

\[ \pi^{mn} \equiv e^{2\Delta} \pi^{ab} e^m_a e^n_b, \quad \pi^m_I \equiv e^{\Delta} \pi^m_J e^m_I, \]

then the relation ([45]) shows nice properties under an infinitesimal right translation

\begin{align*}
\mathcal{L}_{v a} a^c_b &= -a^d_b f_{a d}^c, \quad \mathcal{L}_{v a} \omega_{IJ} = -\omega_{IK} f_a^{K J}, \quad \mathcal{L}_{v a} \Delta = Z_a, \\
\mathcal{L}_{v a} \pi^m_I &= f_a^I v_b^m - f_{a I}^m \pi^m_I + Z_a \pi^m_I, \\
\mathcal{L}_{v a} \pi^{mn} &= f_a^{bc} v_b^m v_c^n + \delta_{IJ} f_a^{[b} \pi_c^{I J]} + 2 Z_a \pi^{mn}, \\
\mathcal{L}_{v a} \lambda &= f_a \quad \text{(only in } d = 5). 
\end{align*}

### 4.1.2 \quad d = 4

In \( d = 4 \), we can parameterize the matrix \( M_A^B \) as

\[ M_A^B = \Pi_A^C A_C^B, \quad \Pi \equiv e^{-\pi^I_I} R^I_i e^{-\frac{1}{2} \pi^{ab} R_{ab}}, \]

\[ A \equiv e^{\Delta (K+\omega)} e^{-\gamma R^{+}} e^{-\lambda (R^{+} + \frac{1}{2} \alpha_{0})} e^{-\frac{1}{2} \beta^{IJ} R_{IJ}} e^{-\alpha_{ab} K_{ab}}, \]

namely,

\[ A_A^B \equiv e^{\frac{x}{2}} \begin{pmatrix}
\lambda_\alpha^\beta a_a^b & 0 & 0 \\
0 & e^{-\Delta} \lambda_\alpha^\beta \omega_I^J & 0 \\
0 & 0 & e^{-2\Delta} \lambda_\alpha^\beta (a^{-1})_a^a
\end{pmatrix}, \]

\[ \lambda_\alpha^\beta \equiv \begin{pmatrix}
e^{-\frac{\lambda}{2}} & 0 \\
0 & e^{-\frac{\lambda}{2} \gamma} & e^{\frac{\lambda}{2}}
\end{pmatrix}, \]

\[ \Pi_A^B \equiv \begin{pmatrix}
\delta_\alpha^\beta a_a^b & 0 & 0 \\
0 & \delta_\alpha^\beta \pi_I^J & 0 \\
-\delta_\alpha^\beta (\pi^{ab} + \frac{1}{2} \delta^{KL} \pi_K^a \pi_L^b) & -\delta_\alpha^\beta \pi_I^J & \delta_\alpha^\beta \delta_\alpha^\beta
\end{pmatrix}, \]

where \( \omega_I^J \in O(n) \). At the unit element \( g = 1 \), we have

\[ \lambda(x_0) = \gamma(x_0) = \Delta(x_0) = \pi^a_I(x_0) = \pi^{ab}(x_0) = 0, \quad a_a^b(x_0) = \delta_a^b, \quad \omega_I^J(x_0) = \delta_I^J. \]

The algebraic identity is complicated in \( d = 4 \). If we define

\[ A_A^B C \equiv X_{A B} D M_D^C - M_A^D M_B^E X_{D E}^C, \]

then
the algebraic identity $A_{a+b}^{+c} = 0$ gives $a_a^d a_b^e f_{de}^c = f_{ab}^d a_d^c$ and $A_{a-b}^{+c} = 0$ gives

$$ a_a^b f_{b-}^+= e^{-\lambda} (f_{a-}^+ + \gamma f_a). \quad (4.41) $$

Then $A_{a+b}^{+c} = 0$ further gives

$$ \gamma \left( f_{ab}^c - 2 f_a \delta_b^c \right) = 0, \quad (4.42) $$

which shows that $\gamma$ can be non-zero only when $f_{ab}^c$ takes a special form $f_{ab}^c = 2 f_a \delta_b^c$. This is consistent with the discussion in section 3.2.2. The field $\gamma$ is produced by the structure constant $f_{a-}^+$, and the non-vanishing $f_{a-}^+$ strongly restricts the other structure constants. If we choose the branch $f_{a-}^+ = 0$ (where $\gamma = 0$), we can identify the whole set of the algebraic identities. We find that the algebraic identity \ref{4.5} is equivalent to Eqs. \ref{4.14}–\ref{4.21} and

$$ f_b \pi_{ba} = 2 f_{bc} [a \pi^c]^b + f_b^a I \pi^{bI} + \frac{1}{2} f_{bIJ} \pi^{aI} \pi^{bJ}. \quad (4.43) $$

If we instead choose the other branch $f_{a-}^+ \neq 0$, the algebraic identity is equivalent to

$$ a_a^b Z_b = 0, \quad a_a^b f_{b-}^+ = e^{-\lambda} (f_{a-}^+ + \gamma f_a). \quad (4.44) $$

The multiplicativity \ref{4.6} can be easily identified. In general, it is equivalent to

$$ (a g h)_a^b = \left( a \right)_a^c \left( g h \right)_c^b, \quad (\omega g h)_I^J = (\omega)_{I}^{K} (\omega h)_{K}^{J}, \quad (4.45) $$

$$ \lambda_{gh} = \lambda_{g} + \lambda_{h}, \quad \Delta_{gh} = \Delta_{g} + \Delta_{h}, \quad \gamma_{gh} = \gamma_{g} + e^{\lambda_{g}} \gamma_{h}, \quad (4.46) $$

$$ (\pi_{gh})_I^a = (\pi_{g})_I^a + e^{-\Delta_{g}} (a_{g}^{-1})_b^a (\pi_{h})_J^b (\omega), \quad (\pi_{gh})_I^a = (\pi_{g})_I^a + e^{-\Delta_{g}} (a_{g}^{-1})_b^a (\pi_{h})_J^b (\omega), \quad (4.47) $$

$$ \pi_{gh}^{ab} = \pi_{g}^{ab} + e^{-2\Delta_{g}} (a_{g}^{-1})_c^a (a_{g}^{-1})_d^b \pi_{h}^{cd} + e^{-\Delta_{g}} \omega_{g} (\pi_{g})_I^a (a_{g}^{-1})_b^a (\pi_{h})_J^b. \quad (4.48) $$

The differential identity \ref{4.7} reads

$$ D_a a_b^c = - f_{ab}^d a_d^c, \quad D_a \omega_I^J = - f_{aI}^K \omega_K^J, \quad (4.49) $$

$$ D_a \gamma = f_{a-}^+ + f_a \gamma, \quad D_a \lambda = f_a, \quad D_a \Delta = Z_a, \quad (4.50) $$

$$ D_a \pi_{I}^b = f_a^b (\pi_{I}^b - f_{aI} \pi_{I}^b - f_{aI} \pi_{I}^b - Z_a \pi_{I}^b), \quad (4.51) $$

$$ D_a \pi_{bc} = f_a^b c + 2 f_a d [\pi_{I}^d c] + \delta_{IJ} f_a^b \pi_{b}^d - 2 Z_a \pi_{bc}. \quad (4.52) $$

If we define the (generalized) Poisson–Lie structures as Eq. \ref{4.30}, Eq. \ref{4.8} gives

$$ \mathcal{L}_{va} a_b^c = - a_b^d f_{ad}^c, \quad \mathcal{L}_{va} \omega_I^J = - \omega_{IK} f_{aK}^J, \quad (4.53) $$

$$ \mathcal{L}_{va} \gamma = e^{\lambda} f_{a-}^+, \quad \mathcal{L}_{va} \lambda = f_a, \quad \mathcal{L}_{va} \Delta = Z_a, \quad (4.54) $$

$$ \mathcal{L}_{va} \pi_{I}^b = f_a^b I \pi_{b}^m - f_{aI}^m \pi_{b}^m + Z_a \pi_{I}^b, \quad (4.55) $$

$$ \mathcal{L}_{va} \pi_{mn} = f_a^b v_b^m v_c^n + \delta_{IJ} f_a^b \pi_{I}^m \pi_{J}^n + 2 Z_a \pi_{mn}. \quad (4.56) $$

23
4.1.3 Poisson–Lie structure for coboundary ExDAs

For a general half-maximal ExDA, in order to find the explicit form of $\pi^m_I$ and $\pi^{mn}$, we need to compute the adjoint-like action (4.2). However, when the ExDA is a coboundary ExDA, we can generally solve the differential equations (4.32) and (4.33) (or (4.55) and (4.56) in $d = 4$). The solutions are

$$
\pi^m_I = r^a_I v^m_c e^\Delta r^a_I \omega^I e^m_a, \quad \pi^{mn} = r^{ab} (v^m_a v^n_b - e^{2\Delta} e^m_a e^n_b) + e^\Delta \omega^{IJ} r^a_I \pi^m_J e^n_a.
$$

By using $\mathcal{L}_{v_a} v^m_b = f^c_{ab} v^m_c$, $\mathcal{L}_{v_b} e^m_a = 0$, and the differential identities, one can easily see that they indeed satisfy Eqs. (4.32) and (4.33) (or (4.55) and (4.56) in $d = 4$). They also satisfy $\pi^m_I (x_0) = 0$ and $\pi^{mn}(x_0) = 0$.

4.2 Generalized frame fields

The generalized frame fields $E^\hat{M}_\hat{A}$ are constructed as

$$
E^\hat{M}_\hat{A} \equiv M^\hat{A}_\hat{B} V^\hat{M}_\hat{B},
$$

by using certain generalized frame fields $V^\hat{M}_\hat{A}$. Here, by choosing $V^\hat{M}_\hat{A}$ appropriately, we can show that $E^\hat{M}_\hat{A}$ satisfy the frame algebra

$$
[E^\hat{A}_\hat{A}, E^\hat{B}_\hat{B}]_D = -X^\hat{C}_\hat{A}_{\hat{B}} X^\hat{C}_\hat{C} E^\hat{C}_\hat{C}.
$$

The explicit form of the generalized frame fields $V^\hat{M}_\hat{A}$ and $E^\hat{M}_\hat{A}$ in each dimension is found in the following subsections.

4.2.1 $d \geq 5$

In $d \geq 5$, we introduce a set of generalized vector fields as

$$
V^\hat{M}_\hat{A} = \begin{pmatrix}
  v^m_a & 0 & 0 & 0 \\
  0 & \delta^m_I & 0 & 0 \\
  0 & 0 & \ell^a_m & 0 \\
  0 & 0 & 0 & e^{-2d}
\end{pmatrix}, \\
\quad e^{-2d} \equiv |\det \ell^a_m|.
$$

Here we note that the last row/column vanishes in $d \geq 6$. We also note that $e^{-2d}$ behaves as a scalar density, which is consistent with the comments below Eq. (2.17). We can easily show that they satisfy the algebra

$$
[V^\hat{A}_\hat{A}, V^\hat{B}_\hat{B}]_D = \hat{X}^\hat{C}_\hat{A}_{\hat{B}} V^\hat{C}_\hat{C},
$$

where $\hat{X}^\hat{C}_\hat{A}_{\hat{B}}$ denotes the structure constants of the half-maximal ExDA $X^\hat{C}_\hat{A}_{\hat{B}}$ with only $f^c_{ab}$ and $f_a = f^b_{ab}$ (i.e., the other structure constants are truncated). Then using Eq. (4.58) and
the parameterization of $\bar{M}$, we find that the generalized frame fields are given by

$$
E^A_M = \begin{pmatrix}
    e^m_a & 0 & 0 & 0 \\
    \pi_I^m e_b & e^{-\Delta} \omega_I^T & 0 & 0 \\
    -\left(\pi^{ab} + \frac{1}{2} \delta^{KL} \pi_K^a \pi_L^b\right) e_b & -e^{-\Delta} \pi_K^a \omega^{KL} & e^{-2\Delta} r_m^a & 0 \\
    0 & 0 & 0 & e^{\lambda - \Delta}
\end{pmatrix}, \quad (4.62)
$$

where we have defined $\bar{\lambda} \equiv \lambda - 2d$ and used $e^m_a = a^b_a v^m_b$ and $r_m^a = (a^{-1})^a_b \ell_m^b$. If we consider the generalized vector fields $E^A_M \partial_M$, they can be decomposed as

$$
E_a = e_a, \\
E_I = e^{-\Delta} \omega_I^T (\pi_m^I \partial_m + \partial_I), \\
E^n = e^{-2\Delta} r_m^a \left[-(\pi^{mn} + \frac{1}{2} \delta^{KL} \pi_K^m \pi_L^n) \partial_n - \pi^m_I \partial_I + \bar{\partial}^m\right], \\
E^* = e^{\bar{\lambda}} \partial^*, \quad (4.63)
$$

where $\pi_m^n \equiv \delta^I_T \pi_J^n$.

### 4.2.2 $d = 4$

In $d = 4$, we consider

$$
V^A_M = e^{-d} \begin{pmatrix}
    s^{a}^{\beta} v^m_a & 0 & 0 \\
    0 & s^{a}^{\beta} \delta^T_j & 0 \\
    0 & 0 & s^{a}^{\beta} \ell_m^a
\end{pmatrix}, \quad s^{a}^{\beta} \equiv \begin{pmatrix}
    e^d & 0 \\
    0 & e^{-d}
\end{pmatrix}, \quad e^{-2d} \equiv |\text{det} \ell_m^a|, \quad (4.64)
$$

which again satisfy the algebra $[4.61]$ in $d = 4$. We then obtain the generalized frame fields as

$$
E^A_M = e^{\bar{s}} \begin{pmatrix}
    \bar{\lambda}^{a \beta} e^m_a & 0 & 0 \\
    \bar{\lambda}^{a \beta} \pi^m_b e_a & e^{-\Delta} \bar{\lambda}^{a \beta} \omega_I^T & 0 \\
    -\bar{\lambda}^{a \beta} \left(\pi^{ab} + \frac{1}{2} \delta^{KL} \pi_K^a \pi_L^b\right) e_b & -e^{-\Delta} \bar{\lambda}^{a \beta} \pi_K^a \omega^{KL} & e^{-2\Delta} \bar{\lambda}^{a \beta} r_m^a
\end{pmatrix}, \quad (4.65)
$$

where

$$
\bar{s} \equiv \begin{pmatrix}
    e^{-\frac{d}{2}} & 0 \\
    -e^{-\frac{d}{2}} \gamma & e^{\frac{d}{2}}
\end{pmatrix}, \quad \bar{\lambda} \equiv \lambda - 2d. \quad (4.66)
$$

### 4.2.3 Generalized parallelizability

Now we show the relation $[4.59]$, i.e., the generalized parallelizability. This can be shown by using the above parameterizations of $E^A_M$, the definition of the generalized Lie derivative, the algebraic identities, and the differential identities. However, this requires a relatively long calculation. Here we show the relation by following the general proof given in [21].
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Let us define the Weitzenböck connection associated with $V^\hat{M}_A$ as

$$\hat{W}_{AB} = V^\hat{M}_B V^\hat{N}_A \partial_N V_M \hat{C}.$$  \hspace{1cm} (4.67)

Then, the Weitzenböck connection $\Omega^\hat{C}_{AB}$ associated with $E^\hat{M}_A$ can be expressed as

$$\Omega^\hat{C}_{AB} = M^D_A \left[ M^E_B \left( M^{-1}\right)_F \hat{C} \hat{W}_{DE} \hat{C} + V^\hat{M}_B \left( M \partial_M M^{-1}\right)_B \hat{C} \right],$$  \hspace{1cm} (4.68)

and the generalized fluxes $X^\hat{C}_{AB}$ associated with $E^\hat{M}_A$ become

$$X^\hat{C}_{AB} = \Omega^\hat{C}_{AB} - \Omega^\hat{C}_{CA} \hat{B} + Y^{\hat{C}E}_{DB} \Omega_{E\hat{A}} \hat{D}.$$  \hspace{1cm} (4.69)

Our task is to prove that $X^\hat{C}_{AB} = X^\hat{C}_{AB}$. Since we are choosing the section $\partial_m \neq 0$, we have $\hat{W}_{AB} = \hat{W}_{AB} C$, where the matrix $(\hat{W}_a)^B_A \equiv \hat{W}_{ab} \hat{C}$ is given by

$$\hat{W}_a = k_{ba} c K^b_c + k_{da} \hat{C} \left( \hat{R} + \beta_t t_0 \right), \quad k_{ab} \equiv v^m_a v^m_b \partial_n \partial_m c.$$  \hspace{1cm} (4.70)

Here $\hat{R} \equiv R$, in $d \geq 5$ while $\hat{R} \equiv R^+$ in $d = 4$, and $\hat{R} + \beta_t t_0 = 0$ in $d \geq 6$. Using the differential identity,

$$V^\hat{M}_B \left( M \partial_M M^{-1}\right)_B \hat{C} = \delta^e_D (a^{-1}) e^J f X^\hat{C}_{eb} \hat{C},$$  \hspace{1cm} (4.71)

and the algebraic identity

$$(a^{-1}) e^J f X^\hat{C}_{eb} \hat{C} = M^D_B \left( M^{-1}\right)_E \hat{C} X^\hat{D} \hat{E},$$  \hspace{1cm} (4.72)

the Weitzenböck connection $\Omega^\hat{C}_{AB}$ can be expressed as

$$\Omega^\hat{C}_{AB} = M^D_A \left[ M^E_B \left( M^{-1}\right)_F \hat{C} \hat{W}_{DE} \hat{C} \right] - \delta^d_D (\tilde{\Omega}_a)_{\hat{B}C},$$  \hspace{1cm} (4.73)

$$\tilde{\Omega}_a \equiv \hat{W}_a + \hat{X}_a = X_a + k_{ba} c K^b_c + k_{da} \hat{C} \left( \hat{R} + \beta_t t_0 \right).$$  \hspace{1cm} (4.74)

Now, we find a key identity

$$\Omega_a = X_a + k_{ba} c K^b_c + k_{ba} b \left( \hat{R} + \beta_t t_0 \right),$$  \hspace{1cm} (4.75)

which can be easily seen in each dimension by comparing the explicit forms of $\Omega_a$ and $X_a$ (for example, Eq. (4.51) and Eq. (3.20), in $d = 4$). Using $k_{[ab]} c = k_{[ab]} c = \frac{1}{2} f_{ab} c$, this becomes

$$\tilde{\Omega}_a = \Omega_a + k_{[ab]} \left[ K^b_c + \delta^b_c (\hat{R} + \beta_t t_0) \right].$$  \hspace{1cm} (4.76)

Moreover, as we observed in section 5.1, the symmetric part $k_{[ab]} c$ of $k_{ab} c$ does not contribute to the generalized fluxes. Taking this into account, we can conclude that

$$\tilde{\Omega}_{AB} \hat{C} = \Omega_{AB} \hat{C} + \mathcal{N}_{AB} \hat{C},$$  \hspace{1cm} (4.77)
where $\mathcal{N}_{\dot{A}\dot{B}}^{\dot{C}}$ (that contains $k_{(ab)}$) does not contribute to the generalized fluxes:

$$\mathcal{N}_{\dot{A}\dot{B}}^{\dot{C}} - \mathcal{N}_{\dot{A}C\dot{B}} - \mathcal{Y}_{DB}^{\dot{C}E} \mathcal{N}_{EA}^{\dot{D}} = 0.$$  \hfill (4.78)

Then, using the duality invariance of the $Y$-tensor, we find

$$X_{\dot{A}B}^{\dot{C}} = M_A^D M_B^E (M^{-1})_E^F (\Omega_{\dot{A}B}^{\dot{C}} - \Omega_{\dot{C}A}^{\dot{B}} + \mathcal{Y}_{DB}^{\dot{C}E} \Omega_{EA}^{\dot{D}})$$

$$= M_A^D M_B^E (M^{-1})_E^F X_{D\dot{E}}^{\dot{F}} = X_{\dot{A}B}^{\dot{C}}.$$  \hfill (4.79)

This completes the proof that the generalized fluxes $X_{\dot{A}B}^{\dot{C}}$ coincide with the structure constants $X_{\dot{A}B}^{\dot{C}}$ of the half-maximal ExDA.

Before closing this section, let us comment on the non-geometric $R$-fluxes. By looking at the structure constants of the half-maximal ExDA, we find that $X^{abc} = 0$ and $X_{IJ}^a = 0$. Then the generalized parallelizability shows that $X^{abc} = 0$ and $X_{IJ}^a = 0$. Here, $X^{abc}$ is known as the non-geometric $R$-flux and $X_{IJ}^a$ will be also a similar quantity. By computing the fluxes without using the algebraic or differential identity, we find

$$- e^{2\Delta} e_{a}^{m} \omega_{J}^{K} \omega_{J}^{L} X_{KL}^{a} = 2 \pi_{IJ}^{m} \partial_{n} \pi_{J}^{n} + (\pi^{mn} + \frac{1}{2} \pi^{mL} \pi_{L}^{n}) \partial_{n} \omega_{KL} \omega_{J}^{K}$$

$$+ \delta_{IJ} (\pi^{mn} + \frac{1}{2} \pi^{mK} \pi_{K}^{n}) \partial_{n} \Delta,$$

$$- e^{4\Delta} e_{a}^{m} e_{b}^{n} e_{c}^{p} X^{abc} = 3 (\pi^{[m|q} + \frac{1}{2} \pi^{qJ} \pi_{J}^{m}) (\partial_{q} \pi^{np] + \pi_{J}^{p} \partial_{q} \pi^{[p]J}.$$  \hfill (4.81)

For example, if we set $n = 0$, the disappearance of these fluxes reduce to

$$3 \pi^{[m|q} \partial_{q} \pi^{np]} = 0,$$  \hfill (4.82)

which shows that $\pi^{mn}$ is a Poisson tensor. We thus regard

$$2 \pi_{ij}^{m} \partial_{n} \pi_{j}^{m} + (\pi^{mn} + \frac{1}{2} \pi^{mL} \pi_{L}^{n}) \partial_{n} \omega_{KL} \omega_{J}^{K} + \delta_{IJ} (\pi^{mn} + \frac{1}{2} \pi^{mK} \pi_{K}^{n}) \partial_{n} \Delta = 0,$$  \hfill (4.83)

$$3 (\pi^{[m|q} + \frac{1}{2} \pi^{qJ} \pi_{J}^{m}) (\partial_{q} \pi^{np] + \pi_{J}^{p} \partial_{q} \pi^{[p]J} = 0,$$  \hfill (4.84)

as the definition of the generalized Poisson tensors.

5  Subalgebra and upliftability

In this section, we restrict ourselves to the simplest case $n = 0$.

5.1 Subalgebra DD$^+$

As was mentioned in section 5.1, the half-maximal ExDA in $d \geq 6$ is exactly the DD$^+$, whose algebra is

$$T_{a} \circ T_{b} = f_{ab} T_{c}, \quad T^{a} \circ T^{b} = f_{a}^{bc} T^{c},$$

$$T_{a} \circ T^{b} = f_{a}^{bc} T_{c} - f_{ac}^{b} T^{c} + 2 Z_{a}^{b} T^{b},$$

$$T^{a} \circ T_{b} = - f_{b}^{ac} T_{c} + (f_{bc}^{a} + 2 \delta_{b}^{a} Z_{c} - 2 \delta_{a}^{c} Z_{b}) T^{c}.$$  \hfill (5.1)
The Leibniz identities can be summarized as

\begin{align}
    f_{[ab} f_{c]d} & = 0, \quad 4 f_{[a}^{e[c} f_{b]d]} - f_{ab}^{e} f_{c}^{d} + 4 f_{[a}^{cd} Z_{b]} = 0, \quad (5.2) \\
    f_{e}^{[ab} f_{d]^{c]e} & = 0, \quad f_{[ab}^{e} Z_{c]} = 0, \quad f_{a}^{bc} Z_{c} = 0. \quad (5.3)
\end{align}

If we consider $d = 5, 4$, the DD$^+$ is realized as a subalgebra of the half-maximal ExDA. However, the Leibniz identities (3.37) or (3.40) of the half-maximal ExDA give additional conditions on the structure constants of the DD$^+$,

\begin{align}
    f_{a}^{cd} f_{cd}^{b} = f_{a}^{bc} \eta_{c}, \quad f_{ab}^{c} \eta_{c} = 0 \quad (\eta_{a} \equiv f_{a} - f_{ab}^{b}). \quad (5.4)
\end{align}

This shows that a DD$^+$ which does not satisfy (5.4) cannot be embedded into (or uplifted to) a half-maximal ExDA in $d = 5, 4$. Since $f_{a}$ or $\eta_{a}$ does not appear in the subalgebra (5.1), it can be chosen arbitrarily such that the uplift condition (5.4) is satisfied. Here we consider three sufficient conditions for the conditions (5.4) to be satisfied.

(i) If we consider a DD$^+$ satisfying

\begin{align}
    f_{a}^{bc} f_{bc}^{d} = 0, \quad (5.5)
\end{align}

we can always find the trivial solution of Eq. (5.4), namely $\eta_{a} = 0$ (or $f_{a} = f_{ab}^{b}$). Therefore, an arbitrary DD$^+$ satisfying (5.5) can be embedded into a half-maximal ExDA.

(ii) Let us also consider a DD$^+$ where the dual algebra is unimodular,

\begin{align}
    f_{b}^{ba} = 0. \quad (5.6)
\end{align}

In this case, the condition (5.4) reduces to

\begin{align}
    f_{ab}^{c} f_{c} = 0, \quad f_{a}^{bc} f_{c} = 0, \quad (5.7)
\end{align}

where we have used Eq. (5.3). Again, due to the existence of the trivial solution $f_{a} = 0$, a DD$^+$ with $f_{b}^{ba} = 0$ always has an uplift into a half-maximal ExDA.

(iii) If we define

\begin{align}
    \zeta_{a} \equiv f_{a} + f_{ab}^{b}, \quad (5.8)
\end{align}

we find that the condition (5.4) is equivalent to

\begin{align}
    f_{ab}^{c} \zeta_{c} = 0, \quad 3 f_{a}^{[bc} f_{bc]^{d]} = f_{a}^{dc} \zeta_{c}. \quad (5.9)
\end{align}

This shows that a DD$^+$ satisfying

\begin{align}
    3 f_{a}^{[bc} f_{bc]^{d]} = 0, \quad (5.10)
\end{align}

also has an uplift into a half-maximal ExDA (with $f_{a} = -f_{ab}^{b}$).
5.2 Upliftability to EDA

As we discussed in section 3.5, a $\mathbb{Z}_2$ truncation of an $E_{D+1(D+1)}$ EDA gives a half-maximal ExDA. However, similar to the discussion given in the previous subsection, not all of the half-maximal ExDAs can be uplifted to an $E_{D+1(D+1)}$ EDA. Here we identify the condition that the half-maximal ExDA can be uplifted to an $E_{D+1(D+1)}$ EDA by restricting ourselves to the cases $D \leq 3$ (i.e., $d \geq 7$).

For $D \leq 3$, the EDA is given by Eq. (3.79) with $f^{b_1 \cdots b_4}_{a_0} = 0$. As we explained in section 3.5, this EDA contains the half-maximal ExDA as a subalgebra when $f^{a_1 b_1}_{a_2 b_2} = 0$ is satisfied. The whole set of Leibniz identities of the EDA can be found as

\begin{equation}
\begin{aligned}
&f^{abc}_{|d}\, f^{cde}_{|b} = 0, \quad f^{a_0}_{a_1 b_1} \delta - f^{\gamma}_{a_0 b_1} \delta + f^{c}_{a_1 b_1} \delta = 0, \quad f^{ab}_{a_1 b_1} Z_c = 0, \\
&4f^{a_0}_{a_1 d} f^{d}_{|b_1} f^{d}_{|c_2} - f^{a_0}_{a_1 d} f^{c_1}_{|b_1} - 2f^{a_0}_{a_1 b_1} f^{c_1}_{|b_1} - 4Z[a] f^{c_1}_{|b_1} = 0, \\
&f^{a}_{a_1 b_1} f^{b_1}_{c_2} Z_c = 0, \quad f^{a}_{a_1 b_1} f^{b_1}_{c_2} - 2f^{a}_{a_1 b_1} f^{c_2}_{\beta} = 0, \\
&f^{a}_{a_1 b_1} f^{b_1}_{c_2} f^{c_2}_{\gamma} = 0.
\end{aligned}
\end{equation}

When $f^{a_1}_{a_2 b_1} = f^{b_1}_{d_1 b_2} = 0$ are satisfied, the identification

\begin{equation}
\begin{aligned}
f^{ab}_{a_1 b_1} = f^{ab}_{b_1 a_1}, \quad f^{a}_{a_1 b_1} = -f^{b}_{a_1 a_1}, \quad Z[a] = Z[a] + \frac{1}{2} f^{a}_{a_1 b_1},
\end{aligned}
\end{equation}

shows that the conditions (5.11)–(5.13) are equivalent to the Leibniz identities of the half-maximal ExDA given in Eq. (3.36). The condition (5.14) additionally requires the following condition to the structure constants of the half-maximal ExDA:

\begin{equation}
f^{a}_{a_1 b_1} f^{b}_{c_2} f^{c_2}_{\gamma} = 0, \quad f^{a}_{a_1 b_1} f^{b}_{c_2} f^{c_2}_{\gamma} = 0.
\end{equation}

If there is no solution for $\eta[a]$, the half-maximal EDA does not have an uplift to EDA. For example, if $f^{a}_{a_1 b_1} f^{b}_{c_2} f^{c_2}_{\gamma} = 0$ is satisfied, there is a trivial solution $\eta[a] = 0$ and the half-maximal ExDA (or a DD)$^{+}$ has an uplift to EDA.

We note that the uplift condition (5.16) is not duality covariant. It is not even symmetric under $f^{ab}_{c_1} \leftrightarrow f^{ab}_{c_2}$. Accordingly, the uplift condition (5.16) (or (5.4)) depends on the choice of the Manin triple. Even if a Manin triple $(g|\tilde{g})$ is upliftable, the dual $(\tilde{g}|g)$ may not be upliftable. The same Drinfel’d double may have another inequivalent Manin triple $(g'|\tilde{g}')$, but to check its upliftability, we again need to look at the condition (5.16).
A similar uplift condition which is duality covariant has been discussed in [31, 34, 35, 44]. By assuming the absence of the trombone gauging, the condition for an embedding tensor of half-maximal supergravity to be upliftable to that of maximal supergravity can be written as

$$F_{ABC} F^{ABC} = 0. \quad (5.18)$$

For the half-maximal ExDA, this can be also expressed as

$$f_{ab} c f_{c}^{ab} = 0. \quad (5.19)$$

The similarity between (5.16) and (5.19) was pointed out in [45]. As discussed in [34, 35], the condition (5.18) is a consequence of the section condition in DFT (if we assume the absence of the dilaton flux $F_A$), and a violation of this condition is a sign of non-geometry. In the context of the PL $T$-duality, for any Drinfel’d double we can construct the generalized frame fields $E_{A}^M$ satisfying the algebra $[E_A, E_B]^D = -X_{AB}^C E_C$ in such a way that $E_{A}^M$ depend only on the physical coordinates. Then, a natural question is why the section condition can be broken. The answer is related to the DFT dilation. Assuming the absence of the dilaton flux $F_A$, the DFT dilaton has a general form $e^{-2d} = e^{-\Delta} |\det \ell_m^a|$. This depends only on the physical coordinates, but when we have $f_{b}^{ba} \neq 0$ we need to shift the derivative of the dilaton as [16]

$$\partial_M d \rightarrow \partial_M d + (0, I^m), \quad I^m = \frac{1}{2} f_{b}^{ba} v_a^m . \quad (5.20)$$

This vector field $I^m$ should be identified as the Killing vector field in the generalized supergravity equations of motion and the Killing equations are equivalent to the section condition of DFT [26, 37]. The Killing equations for the metric, the $B$-field, and $\Delta$ are ensured by the Leibniz identities, but the Killing equation for the dilaton, in particular,

$$L_I \ln|\det \ell_m^a| = \frac{1}{2} f_{b}^{ba} \ell_c^m L_{v_a} \ell_m^c = -\frac{1}{2} f_{b}^{ba} f_{ac} c = 0 , \quad (5.21)$$

is not ensured. Indeed, under the Leibniz identities, Eq. (5.21) is exactly the condition (5.19).

In the next section, we consider concrete examples where the condition (5.19) is violated. There, assuming $F_A = 0$, the DFT dilaton indeed breaks the section condition. Since the condition (5.19) is broken, the algebra does not have an uplift to any EDA with vanishing trombone gauging. However, if the uplift condition (5.16) is satisfied, the half-maximal ExDA can be embedded into an EDA. This is possible because the EDA has a non-vanishing trombone gauging, and the condition (5.18) does not apply. Thus, the two conditions (5.16) and (5.18) are different conditions. If one repeats the analysis of [31, 34, 35, 44] by allowing for the trombone gauging, one may find the upliftablity condition that modifies the condition (5.18). Then the condition will be weaker than (5.16).
6 Examples

In this section, we show several examples of half-maximal ExDAs. We begin with four low-dimensional examples with \( n = 0 \), where the half-maximal ExDA are DD\(^+\). After that, we consider more complicated examples with \( n > 0 \).

6.1 Examples with \( n = 0 \)

**Example 1** \((5.iii|6_0|b)\)

Let us consider a Manin triple \((5.iii|6_0|b)\) \((b \neq 0)\) \([48]\) whose structure constants are

\[
 f_{23}^2 = -b, \quad f_{13}^1 = -b, \quad f_1^{23} = 1, \quad f_2^{13} = 1. \quad (6.1)
\]

We also introduce Abelian generators \(\{T_4, T^4\}\) and consider an eight-dimensional Lie algebra. By introducing the coordinates \(x^m = (x, y, z, w)\) and a parameterization \(g = e^{x T_1} e^{y T_2} e^{z T_3} e^{w T_4}\), the right-invariant vector fields and the Poisson–Lie structure become

\[
 e^a_m = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ b x & b y & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \pi^{mn} = \begin{pmatrix} 0 & -b(x^2 - y^2) & y & 0 \\ \frac{b(x^2 - y^2)}{2} & 0 & x & 0 \\ -y & -x & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \Delta = 0. \quad (6.2)
\]

They construct the generalized frame fields \(E^A_M\) that satisfies \([E_A, E_B]_D = -X^C_{AB} E_C\).

This ExDA satisfies \( f_1^{ab} f_2^{ab} = -2b \) and \( f_2^{ab} f_1^{ab} = -2b \), and by introducing

\[
 \eta_1 = \eta_2 = 0, \quad \eta_3 = -2b, \quad \eta_4 : \text{arbitrary} \quad (6.3)
\]

the uplift condition \([5.16]\) is satisfied. Thus, this is upliftable to an SO(5, 5) EDA.

**Example 2** \((6_0|5.iii|b)\)

Let us consider the \(T\)-dual of the previous example

\[
 f_{23}^1 = 1, \quad f_{13}^2 = 1, \quad f_2^{23} = -b, \quad f_1^{13} = -b. \quad (6.4)
\]

Using the same parameterization as in the previous example, we obtain

\[
 e^a_m = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ -y & -x & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \pi^{mn} = \begin{pmatrix} 0 & \frac{b(x^2 - y^2)}{2} & b x & 0 \\ -b(x^2 - y^2) & 0 & -b y & 0 \\ b x & b y & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \Delta = 0. \quad (6.5)
\]

In this case, the uplift condition cannot be satisfied for any \(f_a\) and this does not have an uplift to the SO(5, 5) EDA. However, since the condition \([5.19]\) is satisfied, this can be uplifted to some flux configuration in maximal supergravity. The explicit form of the algebra can be found by acting \(T\)-dualities in all directions to the SO(5, 5) EDA obtained in the previous
example (we choose \( \eta_4 = 0 \) for simplicity). The algebra is generated by \( \{ T_a, T_α, T^{a_1a_2a_3} \} \) and the non-vanishing products can be found as follows:

\[
\begin{align*}
T_1 \circ T_2 &= -T_2, & T_1 \circ T_1 &= -b T_3, & T_1 \circ T_0 &= -T_1, & T_0 \circ T_1 &= b T_1,
T_0 \circ T_2 &= -T_3, & T_0 \circ T_0 &= T_2, & T_0 \circ T_1 &= -T_0, & T_1 \circ T_1 &= -b T_0,
T_1 \circ T_2 &= -T_2, & T_1 \circ T_0 &= b T_2, & T_1 \circ T_1 &= b T_1, & T_0 \circ T_1 &= -b T_1,
T_0 \circ T_2 &= -T_1, & T_0 \circ T_0 &= T_1, & T_0 \circ T_1 &= -T_0, & T_1 \circ T_1 &= T_0,
T_1 \circ T_2 &= T_3, & T_1 \circ T_0 &= T_2, & T_1 \circ T_1 &= T_1, & T_0 \circ T_1 &= T_0,
T_0 \circ T_2 &= T_3, & T_0 \circ T_0 &= T_1, & T_0 \circ T_1 &= T_0, & T_1 \circ T_1 &= T_1,
T_1 \circ T_2 &= T_{123}, & T_1 \circ T_0 &= T_{124}, & T_1 \circ T_1 &= T_{134}, & T_0 \circ T_1 &= T_{124},
T_0 \circ T_2 &= T_{134}, & T_0 \circ T_0 &= T_{124}, & T_0 \circ T_1 &= T_{124}, & T_1 \circ T_1 &= T_{124},
T_1 \circ T_2 &= T_{134}, & T_1 \circ T_0 &= T_{124}, & T_1 \circ T_1 &= T_{124}, & T_0 \circ T_1 &= T_{124}.
\end{align*}
\]

(6.6)

This algebra satisfies the Leibniz identities. The subalgebra generated by \( \{ T_α, T_β, T_γ \} \) and \( \{ T^{123}, T^{124}, T^{134} \} \) is the Lie algebra of \( (6_0|5.iii|b) \), and this is an uplift of the Manin triple \( (6_0|5.iii|b) \).

According to [24], the structure constants of the SO(5, 5) EDA are given by

\[
X_{AB}^C = \Theta_A^\alpha (t_α) B^C - \frac{1}{(1 + \beta_d)} (t_α) A^D (t_α) B^C + \delta_A^C \delta_B^D \vartheta_D,
\]

(6.7)

where \( \Theta_A^\alpha \) and \( \vartheta_A \) are defined as

\[
 \Theta_A^\alpha \equiv \mathbb{P}_A^{\alpha B} \Omega_B^\beta, \quad \vartheta_A = (1 + \beta_d) \Omega_A^0 - \beta_d \Omega_D^\alpha (t_α) A^D,
\]

(6.8)

by using the structure constants \( \Omega_A^\alpha \) and \( \Omega_A^0 \) and a certain projector \( \mathbb{P}_A^{\alpha B} \). Here, by considering the section condition, \( \Omega_A^\alpha \) and \( \Omega_A^0 \) are supposed to have only the physical components \( \Omega_2^\alpha \) and \( \Omega_3^0 \). However, the algebra given in Eq. (6.6) is based on another section. If we construct the physical component \( \Omega_2^\alpha \) and \( \Omega_3^0 \) by using

\[
f_{23} = 1, \quad f_{13} = 1, \quad f_{24} = \frac{2b}{3}, \quad f_{14} = \frac{2b}{3}, \quad f_{34} = \frac{b}{3},
\]

(6.9)

and also introduce the dual components of \( \Omega_A^\alpha \) and \( \Omega_A^0 \) as

\[
\Omega_2^\alpha t_α = \frac{2b}{3} R^{12}, \quad \Omega_3^0 = \frac{b}{3}
\]

(6.10)

the resulting \( X_{AB}^C \) reproduce the algebra (6.6).

In summary, the Manin triple (6.4) does not satisfy the condition (6.10) and it is not uplifted to any EDA. However, since the section condition (5.10) is satisfied, it is uplifted to a flux configuration (6.6) in maximal supergravity.
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Example 3 \((\{3.v, \frac{1}{2} (X_2 - X_3)\}|\{3,0\})\)

Let us consider a coboundary-type DD

\[
\begin{align*}
  f_{13}^1 &= 1, & f_{23}^1 &= 1, & f_{2}^{12} &= -1, & f_{3}^{12} &= -1, \\
  f_{2}^{13} &= -1, & f_{3}^{13} &= -1, & Z_2 &= \frac{1}{4}, & Z_3 &= -\frac{1}{4}.
\end{align*}
\]

(6.11)

This satisfies the uplift condition (6.16) if we introduce

\[
\eta_a = (0, 2\xi, 2 - 2\xi).
\]

(6.12)

Indeed, this half-maximal ExDA is uplifted to the SL(5) EDA with the structure constants

\[
\begin{align*}
  f_{13}^1 &= 1, & f_{23}^1 &= 1, & f_{21}^{22} &= 1, & f_{31}^{22} &= 1, & f_{21}^{13} &= 1, & f_{31}^{13} &= 1, \\
  Z_2 &= \frac{1-\xi}{4}, & Z_3 &= -\frac{1-\xi}{4}, & f_{21}^{1} &= \frac{\xi}{2}, & f_{31}^{1} &= \frac{1-\xi}{2}.
\end{align*}
\]

(6.13)

Example 4 \((3|3.i|b)\)

According to the classification of the six-dimensional Drinfel’d doubles [48], there are 22 Drinfel’d doubles and among these, three Drinfel’d doubles, DD3, DD4, and DD8 break the condition (5.19). The corresponding Manin triples are \((7|7_1/a|b), (6|6_1/a,i|b), \) and \((3|3.i|b)\).

Here we consider \((3|3.i|b)\) as an example.

The structure constants are given by

\[
\begin{align*}
  f_{12}^2 &= -1, & f_{12}^3 &= -1, & f_{13}^2 &= -1, & f_{13}^3 &= -1, \\
  f_{2}^{12} &= -b, & f_{3}^{12} &= -b, & f_{2}^{13} &= -b, & f_{3}^{13} &= -b \text{ (} b \neq 0\text{)},
\end{align*}
\]

(6.14)

and one can check that the condition (5.19) is broken: \(f_a^{bc} f_b e^a = 8b\).

In order to show that the section condition is violated, let us construct the generalized frame fields by using the parameterizations \(x^m = (x, y, z)\) and \(g = e^{2x} T_3 e^y T_2 e^x T_1\). We find

\[
E_A^M = \begin{pmatrix}
  1 & -y - z & -y - z & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 \\
  0 & b(y + z) & b(y + z) & 1 & 0 & 0 \\
 -b(y + z) & b(y + z)^2 & b(y + z)^2 & y + z & 1 & 0 \\
 -b(y + z) & b(y + z)^2 & b(y + z)^2 & y + z & 0 & 1
\end{pmatrix},
\]

(6.15)

and this, of course, does not break the section condition. Requiring the absence of the dilaton flux \(F_A\), the DFT dilaton takes the form

\[
e^{-2d} = \left| \text{det} f_m^a \right| = e^{2x},
\]

(6.16)

and the vector field \(I\) given in Eq. (5.20) becomes

\[
I = \frac{1}{2} f_b^{ba} e_a^m = b \partial_x.
\]

(6.17)
Then we can clearly see that the dilaton $d(x)$ is not isometric along the $I$-direction. In other words, if we include the $I$ into the DFT dilaton, we find $d = -x + b \, \tilde{x}$, and this clearly breaks the section condition: $\partial_M \partial^M d \neq 0$.

Although the condition (5.19) is broken, the condition (5.16) is satisfied for $\eta_a = (4, \xi, -\xi)$ with an arbitrary $\xi$. Choosing $\xi = 0$ and using (6.17), we find that this ExDA can be uplifted to the SL(5) EDA with

$$
\begin{align*}
  f_{12}^2 &= -1, \quad f_{13}^2 = -1, \quad f_{13}^3 = -1, \quad f_{13}^3 = -1, \\
  f_{21}^2 &= b, \quad f_{31}^2 = b, \quad f_{23}^3 = b, \quad f_{31}^3 = b, \quad Z_1 = -\frac{1}{2}, \quad f_{11}^1 = 1,
\end{align*}
$$

(6.18)

which has non-vanishing trombone gauging $X_{AB}^B \neq 0$. Using $x^m = (x, y, z)$ and $g = e^z T_1 e^y T_2 e^r T_1$, we obtain the generalized frame fields as

$$
E_A^M = e^{-\frac{\pi a}{2} \lambda} \left| \det e_a^m \right|^{\frac{1}{2}} \left( \begin{array}{cccccccc}
  e_a^m & 0 & 0 & 0 \\
  \gamma_{ab}^m & \lambda_{ab}^m & 0 & 0 \\
  0 & 0 & \lambda_{ab}^m & 0 \\
  0 & 0 & 0 & e^r m
\end{array} \right)
$$

(6.19)

which is an uplift of Eq. (6.15).

If we consider $(7_0 | T_1/a | b)$ and $(6_0 | 6_1/a \cdot i | b)$, both conditions (5.16) and (5.19) are broken, and we do not find any uplift to the maximal theory.

### 6.2 Examples with $n \neq 0$

**Example 5**

Let us consider a half-maximal EDA in $d = 4$ satisfying $f_{ab}^I \neq 0$ and $\partial A = 0$,

$$
\begin{align*}
  f_{12}^2 &= 1, \quad f_{13}^3 = -1, \quad f_{14}^5 = 1, \quad f_{56}^4 = 1, \quad f_{46}^5 = -1, \\
  f_{13}^{23} &= 1, \quad f_{13}^{26} = 2, \quad f_{4}^{25} = -1, \quad f_{4}^{35} = 1, \quad f_{5}^{24} = 1, \quad f_{5}^{34} = -1, \\
  f_{1}^2 &= p_I, \quad f_{1}^3 = q_I, \quad Z_1 = -\frac{1}{2}, \quad f_{1} = -1.
\end{align*}
$$

(6.20)

This satisfies the Leibniz identities. The structure constants $f_{ab}^I$ can be expressed as in Eq. (3.64) by using

$$
\begin{align*}
  r_I^2 &= \frac{2}{3} p_I, \quad r_I^3 = -2 q_I,
\end{align*}
$$

(6.21)
but $f_{a}{}^{bc}$ cannot be expressed as in Eq. (3.65), and this algebra is not of coboundary type.

If we provide the parameterization,

$$x^m = (x, y, z, \theta, \phi, \psi), \quad g = e^{x T_1} e^{y T_2} e^{z T_3} e^{\phi T_5} e^{\theta T_6},$$

we find

$$\omega_I^J = \delta_I^J, \quad e^\lambda = e^{-x}, \quad e^{-2\Delta} = e^x, \quad \gamma = 0,$$

$$e_a^m = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & e^{-x} & 0 & 0 & 0 & 0 \\ 0 & 0 & e^x & 0 & 0 & 0 \\ 0 & 0 & 0 & -\sin \phi & -\cot \theta \cos \phi & \csc \theta \cos \phi \\ 0 & 0 & 0 & \cos \phi & -\cot \theta \sin \phi & \csc \theta \sin \phi \\ 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}, \quad \pi_I^m = \begin{pmatrix} 0 & \frac{e^{-x}}{2} (1 - e^{-2x}) p_1 \\ 2 (e^{x} - 1) q_I \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}.$$  

(6.23)

Then the resulting generalized frame fields $E_A^M$ satisfy the algebra $[E_A^M, E_B^N] = -X_{AB}^C E_C^N$.

**Example 6**

Let us consider the branch $f_{a^-} = p_a \neq 0$ in $d = 4$ with $f_{ab}{}^c \neq 0$. Performing a redefinition of generators $T_a$, we can always realize $Z_a = f_a = \delta_a^1$ and $f_{ab}{}^c = 2 \delta_a^1 \delta_b^c$. Using a parameterization

$$x^m = (x, y^i) \quad (i = 2, \ldots, 6), \quad g = e^{x T_1} e^{y^2 T_2} \cdots e^{y^6 T_6},$$

we find the general expression for various tensors:

$$e_a^m = \text{diag}(1, e^{-x}, \ldots, e^{-x}), \quad \omega_I^J = \delta_I^J, \quad e^\lambda = e^x, \quad e^{-2\Delta} = e^{-2x}, \quad \gamma = (e^x - 1) p_1 + e^x (p_2 y^2 + \cdots + p_6 y^6), \quad \pi_I^m = \pi_I^{mn} = 0.$$  

(6.27)

They construct the generalized frame fields satisfying $[E_A^M, E_B^N] = -X_{AB}^C E_C^N$.

**Example 7**

Here we consider an example with $f_{aIJ} \neq 0$. For example, if we consider $d = 7$ and $n = 3$, we find that the ExDA with

$$f_{12} = 1, \quad f_{23} = 1, \quad f_{13} = -1, \quad f_{1i3} = 1, \quad f_{22i} = 1, \quad f_{3i2} = 1,$$

(6.28)
satisfies the Leibniz identities. Using \( x^m = (x, y, z) \) and \( g = e^{x^2 T_1} e^{y^2 T_2} e^{z^2 T_3} \), we obtain

\[
e^a_m = \begin{pmatrix}
1 & 0 & 0 \\
\sin x \tan y & \cos x & -\sin x \\
-\cos x \tan y & \sin x & \cos x \\
\end{pmatrix}, \quad \Delta = \pi^m_I = \pi^{mn} = 0,
\]

(6.29)

\[
\omega_I^J = \begin{pmatrix}
\cos x \cos z - \sin x \sin y \sin z & -\sin x \sin y \cos z - \cos x \sin z & -\sin x \cos y \\
\cos y \sin z & \cos y \cos z & -\sin y \\
\cos x \sin y \sin z + \cos x \cos z & \cos x \sin y \cos z - \sin x \sin z & \cos x \cos y \\
\end{pmatrix}.
\]

This ExDA has vanishing \( f_a^{bc} \) and \( f_a^{bi} \), and we can consider the Yang–Baxter deformation, i.e., the O(3, 6) transformation given by Eq. (6.39). However, in this case, there is no solution to the homogeneous CYBE, i.e., Eqs. (5.72)–(5.75).

**Example 8**

Here we consider the case where \( T_a \circ T_b = f_{ab}^c T_c \) is a non-semisimple Lie algebra,

\[
f_{12}^2 = 1, \quad f_{13}^3 = -1, \quad f_{1}^{12} = f_{1}^{13} = \frac{1}{\sqrt{2}}.\]

(6.30)

In this case, we find a solution of the homogeneous CYBE

\[
x^a_l = \begin{pmatrix}
\eta \sqrt{2} & 0 & 0 \\
0 & \frac{\eta}{2} & \frac{\eta}{2} \\
0 & \frac{\eta}{2} & -\frac{\eta}{2} \\
\end{pmatrix}, \quad \omega^{ab} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & \eta_3 \\
0 & -\eta_3 & 0 \\
\end{pmatrix}.
\]

(6.31)

They produce the structure constants \( f_a^{bi} \) and \( f_a^{bc} \) through Eqs. (3.64) and (3.65) as

\[
f_{12}^1 = \frac{\eta_1}{\sqrt{2}}, \quad f_{13}^2 = \eta_1, \quad f_{13}^3 = -\frac{\eta_2}{\sqrt{2}}, \quad f_{12}^3 = \eta_2, \quad f_{12}^3 = \eta_3, \quad f_{13}^3 = \eta_3,
\]

(6.32)

where \( \eta_3 \) does not appear in the structure constants (similar to the case of Abelian Yang–Baxter deformation).

Using the deformed half-maximal ExDA and the parameterization,

\[
x^m = (x, y, z), \quad g = e^{x^2 T_1} e^{y^2 T_2} e^{z^2 T_3},
\]

(6.33)

we can compute various tensors as

\[
e^a_m = \begin{pmatrix}
1 & 0 & 0 \\
e^{-x} & 0 & 0 \\
e^x & 0 & 0 \\
\end{pmatrix}, \quad \omega_I^J = \begin{pmatrix}
\cos x & -\sin x & -\sin x \\
\sin x \sqrt{2} & \cos x & \frac{\sin x}{\sqrt{2}} \\
\frac{\sin x}{\sqrt{2}} & \cos x & \frac{\cos x - 1}{2} \\
\end{pmatrix}, \quad \Delta = 0,
\]

(6.34)

\[
\pi_I^m = \begin{pmatrix}
0 & -\frac{\eta_2}{\sqrt{2}} (e^x - \cos x) \sqrt{2} & \frac{\eta_2}{\sqrt{2}} (1 - e^x) \sqrt{2} \\
\frac{\eta_2}{\sqrt{2}} (\sin x - e^x + 1) & \frac{\eta_2}{\sqrt{2}} (e^x \sin x + e^x - 1) \\
\frac{\eta_2}{\sqrt{2}} (e^x \sin x - e^x + 1) \\
\end{pmatrix},
\]

\[
\pi^{mn} = \eta_1 \eta_2 \sinh x \cos^2 \left(\frac{x}{2}\right) \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
-1 & 0 & 0 \\
\end{pmatrix}.
\]

They construct the generalized frame fields satisfying \([E_A^i, E_B^j]_D = -X_{AB}^C E_C^i\).
7 Conclusions

We have constructed the ExDA for half-maximal supergravities in \( d \geq 4 \). Then, following the general discussion \[24\], we have proven that the half-maximal ExDA systematically provides a set of generalized frame fields \( E^\hat{A}_M \) satisfying \([E^\hat{A}, E^\hat{B}]_D = -X^{\hat{A}\hat{B}\hat{C}} E^\hat{C} \). We have also computed the generalized CYBE associated with the half-maximal ExDA, and provided the general form of the generalized Poisson–Lie structures for coboundary-type ExDAs.

A possible future direction is to extend the half-maximal ExDA to \( d = 3 \). In \( d = 3 \), the duality group is \( G = O(d + 1, d + 1 + n) \) and the corresponding ExFT has been studied in \[49\].

In \( d \geq 4 \), the half-maximal ExDA with \( n = 0 \) was obtained by truncating \( 2^{9-d} \) generators from the generators of the \( E_{d+1}(d+1) \) EDA via the \( \mathbb{Z}_2 \) truncation. In \( d = 3 \), the number of \( \mathbb{Z}_2 \)-odd generators becomes \( 2^{10-d} \) and the dimension of the half-maximal ExDA with \( n = 0 \) should be \((248 - 2^{10-3}) = 120\). Then the generators can be parameterized as \( T^\hat{A} = T_{[A_1A_2]} \) \[49\] where \( A = 1, \ldots, 2(d+1) \) denotes the vector index of \( O(d+1, d+1) \). In \[24\], the \( E_{8(8)} \) EDA in the type IIB picture has been already determined, and it will be not difficult to determine the explicit form of the half-maximal ExDA (with \( n = 0 \)) through the \( \mathbb{Z}_2 \) truncation. Its further extension to \( n > 0 \) will be also straightforward.

Another interesting direction is to study the \( \mathbb{Z}_2 \) truncation of the \( E_{d+1(d+1)} \) EDA in the M-theory picture. The \( \mathbb{Z}_2 \) projection \((3.80)\) corresponds to putting the S-dual of O9-planes (and the S-dual of D9-branes) in type IIB theory. Under U-duality transformations, O9-planes can be mapped to certain orientifold planes in M-theory. They introduce a different \( \mathbb{Z}_2 \) projection which reduces the \( E_{d+1(d+1)} \) EDA in M-theory picture to a certain half-maximal ExDA. It is interesting to find the explicit form of such a half-maximal ExDA.

Here we have concentrated on algebra and the generalized frame fields \( E^\hat{A}_M \). Using \( E^\hat{A}_M \) and a constant matrix \( \hat{H}^\hat{A}_{\hat{B}\hat{C}} \), we can construct the generalized metric \( H^\hat{M}\hat{N} \) of the ExFT, and by using some parameterization of the generalized metric, we can identify the corresponding supergravity fields. Then, we can study the extension of the PL T-duality, which rotates the generators of the Drinfel’d double. A redefinition \( T^\hat{A} \rightarrow T'^\hat{A} = C^\hat{A}\hat{B}\hat{C} T^\hat{C} (C^\hat{A}\hat{B} \in G) \) can map a half-maximal ExDA to another half-maximal ExDA, and the new generators \( T'^\hat{A} \) construct new generalized frame fields \( E'^\hat{A}_M \). Then we obtain a new generalized metric \( H'^{\hat{M}\hat{N}} \) which describes the dual background. It is an important future work to prove that the non-Abelian duality, \( H^\hat{M}\hat{N} \rightarrow H'^{\hat{M}\hat{N}} \), is a symmetry of ExFT. To this end, it is useful to study the flux formulation of ExFTs in detail. In addition, \( H^\hat{M}\hat{N} \) can be parameterized in terms of several theories, such as heterotic/T\(^D\), type I/T\(^D\), or type II/K3\(\times T^{D-4}\). To study non-Abelian dualities among these theories, it is important to study the parameterizations in detail. Moreover, to find various examples of non-Abelian duality, it is also important to study the classification of inequivalent redefinitions of generators, similar to \[48\].
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A Conventions

A.1 Summary of indices

Here we summarize the convention for various indices used in this paper. The generalized coordinates in the half-maximal ExFTs are parameterized as

$$
x^M = \begin{cases} 
(x^m, x^\bar{I}, x_m) & (d \geq 6) \\
(x^m, x^* ) = (x^m, x^\bar{I}, x_m, x^*) & (d = 5) , \\
x^{\hat{\alpha}M} = (x^{\hat{\alpha}m}, x^{\hat{\alpha}I}, x^{\hat{\alpha}m}) & (d = 4) 
\end{cases}
$$

(A.1)

where $M = 1, \ldots, 2D + n$, $I = \hat{1}, \ldots, \hat{n}$, $m = 1, \ldots, D$, and $\hat{\alpha} = +, -$, where $D \equiv 10 - d$. The index $I$ may be raised/lowered by using the Kronecker delta $\delta_{IJ}$. In $E_{D+1(D+1)}$ EFT in the type IIB picture, the generalized coordinates are denoted as $x^M$.

The generators of the half-maximal ExDA are parameterized as

$$
T_A = \begin{cases} 
(T_a, T_\bar{I}, T_a^*) & (d \geq 6) \\
(T_a, T_\bar{I}, T_a^*, T_\bar{I}_a) & (d = 5) , \\
T_{aA} = (T_{aa}, T_{aI}, T_a^a) & (d = 4) 
\end{cases}
$$

(A.2)

where $A = 1, \ldots, 2D + n$, $I = \hat{1}, \ldots, \hat{n}$, $a = 1, \ldots, D$, and $\alpha = +, -$. The index $I$ is raised/lowered by using the Kronecker delta $\delta_{IJ}$. The generators of the $E_{D+1(D+1)}$ EDA in the type IIB picture is parameterized as

$$
T_A = \{ T_a, T_\alpha^a, \frac{T^{a_1 a_2 a_3}}{\sqrt{3!}}, \frac{T^{a_1 \cdots a_5}}{\sqrt{3!}}, T^{a_1 \cdots a_6 a}\} ,
$$

(A.3)

where $a = 1, \ldots, D$ and $\alpha = 1, 2$. Here the multiple indices are totally antisymmetric. When we make the matrix representation, the indices are further decomposed as

$$
T_A = \{ T_a, T_1^a, T_2^a, \frac{T^{a_1 a_2 a_3}}{\sqrt{3!}}, \frac{T^{a_1 \cdots a_5}}{\sqrt{3!}}, \frac{T^{a_1 \cdots a_6 a}}{\sqrt{3!}} , T^{a_1 \cdots a_6 a}\} .
$$

(A.4)

The generalized Poisson–Lie structures $\pi^{mn}$ and $\pi_I^m$ are related to $\pi^{ab}$ and $\pi_I^a$ as in Eq. (4.30). Sometimes we also use the notation, such as $\pi_T^m = \delta_T^J \pi_J^m$ and $\omega_T^I = \omega_I^J \delta_J^T$. 
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A.2 Duality algebra in $d \geq 5$

In $d \geq 5$, the duality group is $\mathbb{R}^+ \times O(D, D + n)$ and the generators are decomposed as

$$\{a\} = \{R_a, \frac{R_a a_2}{\sqrt{2}}, R^I, K^{a_1 a_2}, \frac{R^I a_2}{\sqrt{2}}, R^J, \frac{R^a a_2}{\sqrt{2}}\},$$

where $a = 1, \ldots, D$. The $R_s$ is the generator of $\mathbb{R}_d^+$ and it commutes with other generators. The other $O(D, D + n)$ generators satisfy the following algebra:

$$[K^a, K^e] = \delta^a_e K^e, \quad [K^a, R_{KL}] = 0, \quad [K^a, R^K] = \delta^a_R R^K,$n

$$[K^a, R^K] = -\delta^a_K R^K, \quad [K^a, R^{cd}] = 2 \delta^{cd} R^{ae}, \quad [K^a, R_{cd}] = -2 \delta^{cd} R_{bc},$$

$$[R_{IJ}, R_{KL}] = -2 (\delta_{K[I} R_{J]L} - \delta_{L[I} R_{J]K}), \quad [R_{IJ}, R^{cd}] = 0, \quad [R_{IJ}, R_{cd}] = 0,$n

$$[R_{ab}, R^K] = -2 \delta_{K[I} \delta_{J]L} R_{KL}, \quad [R_{IJ}, R^K] = -2 \delta^K_{[I} \delta_{J]L} R_{L}^{K},$$

$$[R^{ab}, R^{cd}] = 0, \quad [R^{ab}, R_{cd}] = -4 \delta^{[a}_{[e} K^{d]}_b], \quad [R^{ab}, R^K] = 0, \quad [R^{ab}, R^K] = -2 \delta^{KL} \delta^{[a}_{[e} R^K_{L]}],$$

$$[R_{ab}, R_{cd}] = 0, \quad [R_{ab}, R^K] = 0, \quad [R_{ab}, R^K] = -2 \delta_{KL} \delta^{[a}_{[e} R^K_{L]_0},$$

$$[R_K^I, R^K] = -\delta_{IJ} R^{ab}, \quad [R^I, R^K] = -\delta_{IJ} K^{a, b} - \delta^K_{a} \delta^{IK} R_{IK}, \quad [R_K^I, R^K] = -\delta^{IJ} R_{ab}.$$n

In $d = 5$, we can construct the matrix representations of these generators in the vector representation as follows:

$$R_s = \beta_d \begin{pmatrix} \delta^b_a & 0 & 0 & 0 \\ \delta^f_j & 0 & 0 & 0 \\ 0 & \delta^{a}_d & 0 & 0 \\ 0 & 0 & 0 & -2 \end{pmatrix},$$

$$K^{ec}_{d} \equiv \begin{pmatrix} \delta^{c}_{d} \delta^b_a & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -\delta^{c}_{d} \delta^b_a & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad R_{KL} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 \\ \delta_{KI} \delta^L_j - \delta_{LI} \delta^K_j & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$R^{c1c2}_{ab} \equiv \begin{pmatrix} 0 & 0 & 2 \delta^{c2}_{ab} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad R^{c1c2}_{ab} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 2 \delta^{c2}_{ab} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$R^K_{IK} \equiv \begin{pmatrix} 0 & \delta^K_{a} \delta^K_{d} & 0 & 0 \\ 0 & 0 & -\delta^K_{KI} \delta^K_{d} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad R^K_{c} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -\delta^K_{a} \delta^K_{d} & 0 & 0 & 0 \\ 0 & 0 & \delta^K_{d} \delta^K_{a} & 0 \end{pmatrix}.$$n

In $d \geq 6$, we can obtain the matrix representations by truncating the last row/column of the above matrices. Consequently, the generator $R_s$ is proportional to the identity matrix.

We also define the dual generators as

$$\{a\} = \{R^*, \frac{R^a a_2}{\sqrt{2}}, R^I, K^{a_1 a_2}, \frac{R^I a_2}{\sqrt{2}}, R^J, \frac{R^a a_2}{\sqrt{2}}\},$$

where $R^* \equiv -(d-2) R_s$ and $K^b_a \equiv -K^b_a$. Then the $Y$-tensor computed from Eq. (A.6) coincides with the $\mathbb{Z}_2$-truncation of the $Y$-tensor in $E_{D+1(D+1)}$ EFT.
A.3 Duality algebra in $d = 4$

We denote the generators of the duality group $\mathcal{G} = \text{SL}(2) \times \text{O}(6, 6 + n)$ collectively as

$$\{t_\alpha\} = \{R^{\alpha i}_{\alpha o}, \frac{R^{ao}_{12}}{\sqrt{2}}, R^I, K^{a i}_{\alpha o}, \frac{R^I}{\sqrt{2}}, R^J, \frac{R^{ao}_{12}}{\sqrt{2}}\},$$

(A.12)

where $a, b = 1, \ldots, 6$, $I, J = 1, \ldots, n$ and $\alpha, \beta = +, -$. The SL(2) generators $R^\alpha_\beta$ ($R^\alpha_\alpha = 0$) satisfy the commutation relations

$$[R^\alpha_\beta, R^\gamma_\delta] = \delta^\gamma_\beta R^\alpha_\delta - \delta^\alpha_\delta R^\gamma_\beta, \quad [R^\alpha_\beta, \text{(others)}] = 0,$$

(A.13)

and the other $\text{O}(6, 6 + n)$ generators satisfy the same algebra as (A.6). Their matrix representations are as follows:

$$R^\gamma_\delta = \begin{pmatrix}
(\delta^\gamma_\delta - \frac{1}{2}\delta^\gamma_\alpha \delta^{\alpha}_{\delta}) \delta^b_a & 0 & 0 \\
0 & (\delta^\gamma_\delta - \frac{1}{2}\delta^\gamma_\alpha \delta^{\alpha}_{\delta}) \delta^I_\delta & 0 \\
0 & 0 & (\delta^\gamma_\delta - \frac{1}{2}\delta^\gamma_\alpha \delta^{\alpha}_{\delta}) \delta^b_\delta
\end{pmatrix},$$

(A.14)

$$K^c_d \equiv \begin{pmatrix}
\delta^c_b \delta^b_a & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\delta^c_\delta \delta^\delta_\delta
\end{pmatrix}, \quad R_{KL} \equiv \begin{pmatrix}
0 & 0 & 0 \\
0 & \delta^\beta_\alpha (\delta^I_\beta \delta^J_\alpha - \delta^J_\beta \delta^I_\alpha) & 0 \\
0 & 0 & 0
\end{pmatrix},$$

(A.15)

$$R^{c_1 c_2} \equiv \begin{pmatrix}
0 & 0 & 2 \delta^a_b \delta^{c_1 c_2}_{ab} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad R_{c_1 c_2} \equiv \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
2 \delta^a_{c_1 c_2} \delta^b_{ab}
\end{pmatrix},$$

(A.16)

$$R^c_K \equiv \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -\delta^c_{KL} \delta^\delta_\delta \\
0 & 0 & 0
\end{pmatrix}, \quad R^K_c \equiv \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & \delta^{KJ}_c \delta^\delta_\delta
\end{pmatrix}.$$  

(A.17)

We also define the dual generators as

$$\{t^a\} = \{R^{\alpha i}_{\alpha o}, \frac{R^{ao}_{12}}{\sqrt{2}}, R^I, K^{a i}_{\alpha o}, \frac{R^I}{\sqrt{2}}, R^J, \frac{R^{ao}_{12}}{\sqrt{2}}\},$$

(A.18)

where

$$R^a_\beta = -R^\beta_\alpha, \quad K^a_b = -K^b_a.$$

(A.19)

They satisfy, for example,

$$(t^a)_A \hat{C} (t_a)_C \hat{B} = -\left(\frac{25}{4} + n\right) \delta^B_A,$$

(A.20)

$$(t^a)_A \hat{C} (t_b)_C \hat{B} = \begin{pmatrix}
-(12 + n) (\delta^\alpha_\alpha \delta^\beta_\beta - \frac{1}{4} \delta^\alpha_\alpha \delta^\beta_\beta) \delta^B_A & 0 \\
0 & -4 \delta^B_B \delta^B_A
\end{pmatrix},$$

(A.21)

where $\delta^B_B$ is a restriction of $\delta^B_\alpha$ to $\text{O}(6, 6 + n)$ generators. We also find

$$(t^a)_A \hat{B} (t_a)_C \hat{D} = -28 (\mathbb{P}_{(3,1)})_A \hat{B} \hat{C} \hat{D} - 4 (\mathbb{P}_{(1,ad)})_A \hat{B} \hat{C} \hat{D},$$

(A.22)

where we have defined the projectors to the adjoint representations as

$$\mathbb{P}_{(3,1)}_A \hat{B} \hat{C} \hat{D} = \frac{1}{212 + n} \left(\delta^\alpha_\alpha \delta^\beta_\beta - \delta^\beta_\gamma \epsilon^\beta \delta^\delta_\delta \delta^B_A \delta^C_D \right) (\epsilon_+ \epsilon_- = 1 = \epsilon^+ -),$$

(A.23)

$$\mathbb{P}_{(1,ad)}_A \hat{B} \hat{C} \hat{D} = \frac{1}{4} \delta^\beta_\gamma \delta^\delta_\delta \left(\delta^D_A \delta^B_C - \eta_{AC} \eta^{BD}\right).$$
Explicit form of half-maximal ExDA

In this appendix, we summarize the explicit form of half-maximal ExDA in each dimension.

In $d \geq 6$, the half-maximal ExDA is given by

\begin{align}
T_a \circ T_b &= f_{ab}^c T_c, \\
T_a \circ T_J &= -f_a^c J T_c + f_{aJ}^K T_K + Z_a T_J, \\
T_a \circ T^b &= f_a^{bc} T_c + f_{aJ}^{bK} T_K - f_{ac}^{bT} + 2 Z_a T^b, \\
T_J \circ T_b &= f_b^c J T_c - f_{bJ}^K T_K - Z_b T_J, \\
T_J \circ T_J &= f_{dJ} T^c + \delta_{dJ} Z_c T^c, \\
T_I \circ T^b &= -f_c^b I T^c, \\
T^a \circ T_b &= -f^{ac} T_c - f_b^a K T_K + (f_{bc}^a + 2 \delta_b^a Z_c - 2 \delta_c^a Z_b) T^c, \\
T^a \circ T_J &= f_{aj} T^c, \\
T^a \circ T^b &= f_c^{ab} T^c,
\end{align}

(B.1)

where $a, b = 1, \cdots, D \equiv 10 - d$ and $I, J = 1, \ldots, n$.

In $d = 5$, there is an additional generator $T_\ast$ and the ExDA has the form,

\begin{align}
T_a \circ T_b &= f_{ab}^c T_c, \\
T_a \circ T_J &= -f_a^c J T_c + f_{aJ}^K T_K + Z_a T_J, \\
T_a \circ T^b &= f_a^{bc} T_c + f_{aJ}^{bK} T_K - f_{ac}^{bT} + 2 Z_a T^b, \\
T_a \circ T_\ast &= (Z_a - f_a) T_\ast, \\
T_J \circ T_b &= f_b^c J T_c - f_{bJ}^K T_K - Z_b T_J, \\
T_I \circ T_J &= f_{dJ} T^c + \delta_{dJ} Z_c T^c, \\
T_I \circ T^b &= -f_c^b I T^c, \\
T_I \circ T_\ast &= -f_c^\ast I T_\ast, \\
T^a \circ T_b &= -f_b^{ac} T_c - f_a^{aK} T_K + (f_{bc}^a + 2 \delta_b^a Z_c - 2 \delta_c^a Z_b) T^c, \\
T^a \circ T_J &= f_{aj} T^c, \\
T^a \circ T^b &= f_c^{ab} T^c, \\
T^a \circ T_\ast &= -f_c^{a\ast} T_\ast, \\
T_\ast \circ T_b &= 0, \\
T_\ast \circ T_J &= 0, \\
T_\ast \circ T^b &= 0, \\
T_\ast \circ T_\ast &= 0.
\end{align}

(B.2)
In $d = 4$, the half-maximal ExDA has the following form:

\[
T_{\pm a} \circ T_{\pm b} = f_{abc}^a T_{bc}^c,
\]
\[
T_{\pm a} \circ T_{\mp b} = f_{a-}^+ T_{b}^b + (f_{abc}^c - f_a^b \delta_c^b) T_{-c}^c,
\]
\[
T_{\pm a} \circ T_{\pm J} = - f_a^c T_{+c}^c + f_a^b J_b^a T_{+K}^K + Z_a T_{+J}^J,
\]
\[
T_{\pm a} \circ T_{-J} = - f_a^c T_{-c}^c + f_a^b J_b^a T_{-K}^K + (Z_a - f_a) T_{-J}^J,
\]
\[
T_{\pm a} \circ T_{\pm b} = f_a^{bc} T_{bc}^c + f_a^{bK} T_{bK}^K - f_a^b J_b^c + 2 Z_a T_{+b}^b,
\]
\[
T_{\pm a} \circ T_{-b} = f_a^{bc} T_{-c}^c + f_a^{bK} T_{-K}^K + f_a^b J_b^c + (2 Z_a - f_a) T_{-b}^b,
\]
\[
T_{\pm a} \circ T_{bJ} = - f_b^+ T_{\pm a} + f_a T_{-b}^b,
\]
\[
T_{\pm a} \circ T_{bJ} = f_a T_{-J}^J,
\]
\[
T_{\pm a} \circ T_{-J} = f_{a-}^+ T_{J}^J,
\]
\[
T_{\pm a} \circ T_{\pm c} = f_{a-}^c T_{+c}^c + f_a T_{-b}^b,
\]
\[
T_{\pm a} \circ T_{-c} = f_{a-}^c T_{-c}^c + f_a T_{-b}^b + \delta_a^c T_{c}^c,
\]
\[
T_{\pm a} \circ T_{+b} = f_{a-}^c T_{+c}^c - f_{a-}^c T_{+c}^c + \delta_{aJ} T_{c}^c + Z_b T_{+J}^J,
\]
\[
T_{\pm a} \circ T_{-b} = f_{a-}^c T_{-c}^c - f_{a-}^c T_{-c}^c + \delta_{aJ} T_{c}^c + Z_b T_{-J}^J,
\]
\[
T_{\pm a} \circ T_{+c} = f_{a+}^c T_{c}^c + \delta_{aJ} Z_b T_{c}^c,
\]
\[
T_{\pm a} \circ T_{-c} = - f_{e-}^c T_{-c}^c + \delta_{aJ} T_{e}^e + \delta_{aJ} Z_b T_{c}^c,
\]
\[
T_{\pm a} \circ T_{+b} = - f_{b-}^+ T_{+J}^J,
\]
\[
T_{\pm a} \circ T_{-b} = - f_{b-}^+ T_{-J}^J,
\]
\[
T_{\pm a} \circ T_{+c} = - f_{e-}^c T_{+c}^c + \delta_{aJ} T_{e}^e + \delta_{aJ} Z_b T_{c}^c,
\]
\[
T_{\pm a} \circ T_{-c} = f_{e-}^c T_{-c}^c + \delta_{aJ} T_{e}^e + \delta_{aJ} Z_b T_{c}^c,
\]
\[
T_{\pm a} \circ T_{+b} = f_{e-}^c T_{b}^b,
\]
\[
T_{\pm a} \circ T_{-b} = 0,
\]
\[
T_{+ a} \circ T_{+ b} = - f_{b-}^a T_{+c}^c + f_a^b T_{+K}^K + (f_{a-}^a + 2 \delta_a^b Z_b^c - 2 \delta_a^c Z_b^b) T_{+c}^c,
\]
\[
T_{+ a} \circ T_{- b} = f_{b-}^a T_{-c}^c + f_a^b T_{-K}^K - f_{a-}^a T_{-c}^c + (f_{a-}^a + 2 \delta_a^b Z_b^c - 2 \delta_a^c Z_b^b) T_{-c}^c,
\]
\[
T_{+ a} \circ T_{+ c} = f_{e-}^a T_{c}^c,
\]
\[
T_{+ a} \circ T_{- c} = f_{e-}^a T_{-c}^c + f_a^b T_{-b}^b,
\]
\[
T_{+ a} \circ T_{+ b} = f_{e-}^a T_{+b}^b - f_{e-}^a T_{-b}^b,
\]
\[
T_{+ a} \circ T_{- b} = f_{e-}^a T_{b}^b + (\delta_b^a f_{e-}^a + \delta_a^b f_{b-}^a) T_{e}^e,
\]
\[
T_{+ a} \circ T_{+ c} = (\delta_a^b f_{e-}^a - \delta_a^b f_{b-}^a) T_{-c}^c,
\]
\[
T_{+ a} \circ T_{- c} = (\delta_a^b f_{e-}^a - \delta_a^b f_{b-}^a) T_{c}^c,
\]
\[
T_{+ a} \circ T_{+ J} = f_{e-}^a T_{J}^J,
\]
\[
T_{+ a} \circ T_{- J} = 0,
\]
\[
T_{- a} \circ T_{+ b} = f_{e-}^a T_{b}^b,
\]
\[
T_{- a} \circ T_{- b} = 0.
\]
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