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Abstract—Image denoising can remove natural noise that widely exists in images captured by multimedia devices due to low-quality imaging sensors, unstable image transmission processes, or low light conditions. Recent works also find that image denoising benefits the high-level vision tasks, e.g., image classification. In this work, we try to challenge this common sense and explore a totally new problem, i.e., whether the image denoising can be given the capability of fooling the state-of-the-art deep neural networks (DNNs) while enhancing the image quality. To this end, we initiate the very first attempt to study this problem from the perspective of adversarial attack and propose the adversarial denoise attack. More specifically, our main contributions are three-fold: First, we identify a new task that stealthily embeds attacks inside the image denoising module widely deployed in multimedia devices as an image post-processing operation to simultaneously enhance the visual image quality and fool DNNs. Second, we formulate this new task as a kernel prediction problem for image filtering and propose the adversarial-denoising kernel prediction that can produce adversarial-noiseless kernels for effective denoising and adversarial attacking simultaneously. Third, we implement an adaptive perceptual region localization to identify semantic-related vulnerability regions with which the attack can be more effective while not doing too much harm to the denoising. We name the proposed method as Pasadena (Perceptually Aware and Stealthy Adversarial Denoise Attack) and validate our method on the NeurIPS’17 adversarial competition dataset, CVPR2021-AIC-VI: unrestricted adversarial attacks on ImageNet, and Tiny-ImageNet-C dataset. The comprehensive evaluation and analysis demonstrate that our method not only realizes denoising but also achieves a significantly higher success rate and transferability over state-of-the-art attacks.

Index Terms—Adversarial denoise attack, Image denoising, Image classification, Adversarial attack

I. INTRODUCTION

Image denoising is a fundamental computer vision problem. Its main objective is to remove natural noise that widely exists in the captured images due to low-quality imaging sensors, unstable image transmission processes, or low light conditions [1], [2], [3], [4]. In recent years, with the rapid development of advanced deep learning techniques, the state-of-the-art deep neural networks (DNNs) have achieved significantly high or even near-human performance on high-level vision tasks, e.g., image classification [5], [6], [7] and detection [8], [9]. In common sense, image denoising removing the noise corruption is able to benefit the high-level tasks. This has been validated and studied by performing denoising and high-level tasks jointly [10]. Specifically, as shown in Fig. 1, the powerful DNN, i.e., Inception-v4 (Inc-v4) [11], predicts the real-world-captured noisy image as ‘moped’ with 21.7% confidence that is increased to 23.1% with a deep learning-based denoiser for pre-processing [12]. In this work, we identify a new task to challenge this common understanding by giving the image denoising of the capability of fooling the state-of-the-art deep neural networks (DNNs), that is, we aim to remove the noise of input image while letting the DNNs predict incorrect category. As shown in Fig. 1, we can enhance the real noisy image more clear but make Inc-v4 output ‘Comic book’ instead of ‘Moped’. In terms of the potential applications, this new task can not only pose

![Fig. 1: Recognition and visualization results of a real noisy input image (i.e., a Moped captured by iPhone XS at 8 pm), its denoised counterpart, adversarial noise attacked version, and our adversarial denoise attacked result. The prediction results of Inc-v4 are displayed at the top left of each image, followed by the ground truth (GT) prediction confidence. The results show that the DNN, e.g., Inc-v4, is robust to natural noise, and correctly predicts the object’s category even with the noisy input. The state-of-the-art (SOTA) denoising method, e.g., kernel prediction network (KPN) [13], can improve the image quality and further enhance DNN’s classification accuracy. The SOTA adversarial attack, e.g., TIMIFGSM [14], misleads the DNN while corrupting the image severely. In contrast, our method Pasadena can not only mislead the DNN but also significantly remove the noise pattern and enhance the image quality.](image-url)
the threat of image denoising to image classification but also has the potential to avoid maliciously recognition-based data collection or manipulation. For example, DeepFake can automatically recognize an interested object (e.g., the high-profile personnel’s face) and switch with a maliciously generated fake one to influence the outcomes of various critical events [15], [16]. Actually, the adversarial attack adding adversarial noise to the image is a straightforward solution to prevent such an abuse of recognition techniques and protect the interested object (i.e., the moped in Fig. 1) from being misused. Unfortunately, such a process will inevitably further corrupt the image and fail to provide visually clean perceptions, even rendering the generated image unacceptable for human beings. For example, the state-of-the-art attack, i.e., TIMIFGSM [14], fools the advanced DNN, i.e., Inc-v4, while leaving traces of significantly severe noise patterns.

In this paper, we initiate the first step to study the threat of image denoising to visual recognition from the perspective of adversarial attack [17], [18], [19], [20], [21], [22], [23] and propose the adversarial denoise attack that aims to simultaneously denoise the input images while fooling the DNNs, which is actually a totally novel task that aims to stealthily embed the attacks inside the denoising module and enhances the image quality while making it hard to be recognized or analyzed by DNNs. Note that, all existing image denoising methods cannot address this task and restore clean images mainly relying on fixed hand-crafted spatial filters, such as mean filters (arithmetic mean, geometric mean, harmonic mean, etc.), median filter, min and max filters, etc., or learning-based filters [24] and [13].

To realize an effective adversarial denoise attack, we formulate it as a kernel prediction problem and propose the adversarial-denoising kernel prediction producing adversarial-noisless kernels for effective denoising and adversarial attacking simultaneously. Furthermore, we implement an adaptive perceptual region localization to identify the semantic-related vulnerability regions with which the attack can be more effective while not doing too much harm to the denoising. Thus, our proposed method is termed Pasadena (Perceptually Aware and Stealthy Adversarial DENoise Attack). As illustrated in Fig. 1, (top left) what is shown here is that the state-of-the-art (SOTA) DNN, e.g., Inc-v4, is robust to natural noise and usually can predict an object’s category correctly even with noisy input. (Top right) the SOTA denoising method, e.g., kernel prediction network (KPN) [13], can improve image quality and usually enhance the classification accuracy. (Bottom left) the SOTA adversarial attack, e.g., TIMIFGSM [14], misleads the DNN while corrupting the image severely. (Bottom right) our proposed method, Pasadena, can not only mislead the DNN but also at the same time improve the image quality.

We conduct comprehensive evaluation and analysis on the NeurIPS’17 adversarial competition dataset and demonstrate that our method not only performs effective denoising but also achieves a significantly higher success rate and transferability over the state-of-the-art attacks. In terms of the technical novelty in the field of adversarial attack, to the best of our knowledge, our method is the very first work trying to address the attacking problem from the view of denoising which is a widely used technique to enhance image quality. Our main contributions are summarized as follows:

- We post a brand new problem, i.e., how to simultaneously remove the noise of the input images while fooling the DNNs.
- We identify this problem from the view of the adversarial attack and propose the very novel adversarial denoise attack aiming to stealthily embed attacks inside the image denoising module.
- We formulate the adversarial denoise attack as a kernel prediction problem for image filtering and propose the adversarial-denoising kernel prediction that can produce adversarial-noisless kernels for effective denoising and adversarial attacking simultaneously.
- We implement an adaptive perceptual region localization to identify the semantic-related vulnerability regions with which the attack can be more effective while not doing too much harm to the denoising.
- We comprehensively evaluate and analyze our method on the NeurIPS’17 adversarial competition, CVPR2021-AIC-VI: unrestricted adversarial attacks on ImageNet, and Tiny-ImageNet-C, and demonstrate that our method not only realizes effective denoising but also achieves a significantly higher success rate and transferability over the state-of-the-art attacks.

II. RELATED WORK

A. Image Denoising

Noise commonly exists in images due to various sources such as the low-quality imaging sensor and unstable transmission, which affects many vision-based tasks, e.g., visual enhancement, feature extraction, and face recognition [25], [26], [27], [28], [4], and makes image denoising a fundamental and important problem within the fields of signal processing and computer vision. Many classic methods address image denoising as a statistics problem using analytical priors [29], [30], [31], BM3D [32], one of the most widely used algorithms tries to estimate the true signal by collaboratively filtering several similar image fragments and enhancing their sparsity in the frequency domain. Similarly, Guo et al. [33] use the low-rank approximation to estimate and depress the noise in patches. Based on the same assumption that similar noisy patches can be averaged to better estimate the true signal, multi-image denoising techniques including video or burst images have been built, such as VBM4D [34]. It aligns similar image patches and jointly filters them by robust averaging.

More recently, researchers utilize the power of DNNs to reach higher image quality [35], [36], [24], [13], [37]. Among these methods, the kernel-prediction-based methods [24], [13] use a DNN to predict pixel-wise kernels and restore the noisy input by processing each pixel with its exclusive kernel. These methods have drawn great attention due to their high denoising performance. More specifically, Bako et al. [24] denoise the Monte Carlo renderings using two pre-trained networks to predict the per-pixel filtering kernels. Inspired by this work, Mildenhall et al. [13] construct a UNet-based network to predict kernels for handling burst images and achieve impressive denoising performance. Note that, although the advanced denoising methods can enhance the image quality significantly, they cannot let the denoised image fool DNNs thus is not suitable for the new task, i.e., adversarial denoise attack, which is the main objective of this paper.

B. Adversarial Attacks

Deep learning techniques have achieved great progress [38], [39], and benefited almost all kinds of computer vision tasks, e.g., image classification [3], [6], [7], detection [40], segmentation [41], denoising [42], [43], [37], deblurring [44], [45], demosaicking [46], super-resolution [47], and safety & security-critical applications [48], [49], [50], [51], [52]. Nevertheless, recent works, e.g., [53], [17], also discover a potential risk of using DNNs, i.e., a carefully crafted input named as the adversarial example can mislead a well-trained deep model and let it generate the wrong prediction with high confidence. The method for producing the adversarial examples is termed an adversarial attack.

Since then, numerous additive-perturbation-based adversarial attacks [17], [18], [19], [20] have been proposed with the main objectives of improving the high attack success rate and transferability across models while keeping the attacked image imperceptible for human beings. For example, Goodfellow et al. [17] implement a one-step attack method, i.e., the fast gradient sign method (FGSM), which
is efficient but hard to achieve a high attack success rate. Then, FGSM is further improved by using the iterative optimization [54] and the momentum term [55]. More recently, [14] further explores how to improve the transferability of popular attacks, e.g., FGSM [17], MIFGSM [55], and DIM [56]. Other kinds of attacks, e.g., DeepFool [18], computes adversarial examples with tiny distortion in a simple and accurate manner regardless of time consumption. Su et al. [19] indicate that merely one pixel’s modification can totally confuse the neural networks classifier. Papernot et al. [57] implement the Jacobian-based saliency map attack with an impressively high success rate, and Carlini et al. [58] realize attacks with significantly imperceptible perturbations by optimizing elaborately designed objective functions under different norms. Although achieving a great attack success rate, all existing attacks inevitably corrupt the input image and can lead to visually noisy perceptions for high transferability across DNNs. For example, the advanced TIMIFGSM [14] can mislead the Inc-v4 but introduce severe noise patterns. This paper proposes a totally different and novel adversarial attack where the kernel prediction works as a way of embedding perturbations instead of using additive operation. Moreover, the kernels have the capability of both denoising and adversarial attack. As a result, our method can accomplish this very new task, i.e., adversarial denoise attack.

III. METHODOLOGY

A. Problem Formulation

Given a noisy image \( X_n \), we aim to produce an adversarial-noiseless image, i.e., \( X^* \), that can fool a deep model while retaining higher quality than \( X_n \). We name this task the adversarial denoise attack.

We first review recent works on kernel-prediction-based image processing [13], [24], [60], [61]. The main process can be summarized as follows:

\[
X_p = g(X_p^*, M_p, k_p) = \sum_{q \in N(p)} X_n^u k_{pq},
\]

where \( p \) denotes the \( p \)-th noisy pixel in \( N(p) \), \( N(p) \) is the set of \( p \)'s neighbor pixels and has size of \( N \), i.e., \( p \) has \( N \) neighboring pixels including itself. Then, we can process the noisy pixel by linearly combining its neighboring pixels where the combination weights are determined by a kernel, i.e., \( k_p = \{ k_{pq} \} \), \( q \in N(p) \). Different pixels in \( X_n^u \) can have different kernels and we denote all the kernels as \( K = \{ k_p \} \). Intuitively, the kernels determine the way of handling a noisy image. For example, when we let the values of \( k_p \) follow a Gaussian distribution that has the highest value at \( k_{pp} \), Eq. (1) becomes a Gaussian denoising method. More recent works [13], [24] train a convolutional neural network (CNN) offline to predict a kernel for each noisy pixel and realize much better denoising results.

To realize the adversarial denoise attack, we decompose \( K = \{ k_p \} \) into two parts, i.e., the adversarial kernel \( K^a = \{ k_p^a \} \) and the denoise kernel \( K^n = \{ k_p^n \} \). The first kernel aims to generate an adversarial example that can fool deep models while the second one is to improve the noisy image’s quality. We then reformulate Eq. (1) as

\[
X_p = g(X_p^*, M_p, k_p^n, k_p^a) = \sum_{q \in N(p)} X_n^u (M_p k_{pq}^a + (1 - M_p)k_{pq}^n),
\]

where \( M \) is a perceptually-aware weight map with its values ranging from 0 to 1 and \( M_p \) denotes the \( p \)-th pixel of \( M \). Intuitively, \( M_p \) indicates if the \( p \)-th pixel should be denoised or attacked. For example, if \( M_p = 1 \), \( X_p = \sum_{q \in N(p)} X_n^u k_{pq}^a \), it means that \( X_p \) is set to fool deep models, otherwise, it is a denoised pixel. Note that, we employ the kernel prediction method to achieve the desired adversarial denoising attack due to the following reasons: \( \Theta \) from the perspective of adversarial attack, kernel prediction method processes each pixel via an exclusive kernel (i.e., Eq. (1)), allowing each pixel to be tuned independently according to the adversarial objective function as done in the additive-noise-based attacks. As a result, we are able to realize a high attacking success rate and transferability. \( \Theta \) In terms of denoising, the kernel prediction method is a state-of-the-art method [13], [1]. In general, the kernel prediction method is fed with the noisy image and predicts suitable kernels to filter each pixel, showing better image restoration capability than transitional methods [32], [62], [63], [4]. In particular, BM3D [32] utilizes correlations between image patches and employs collaborative filtering for denoising. S. Ghosh et al. [63], [62], [4] estimate kernels for filtering via heuristic ways. In contrast, the kernel prediction method takes the advantage of deep learning and predicts kernels according to the embedding of the input image. As a result, it can generalize to different image contents.

When using Eq. (2) to produce the noiseless but adversarial examples, we should consider the following questions: 1) Given a noisy image, how to estimate the adversarial kernel, i.e., \( K^a \), and the denoise kernel, i.e., \( K^n \), effectively? 2) How to estimate the perceptually aware weight map, i.e., \( M \), which should be sparse (i.e., to make sure that most of the image regions are denoised) and perceptual (i.e., to make sure semantic-dependent regions are attacked). We will detail the solutions for the two questions in Section III-B and III-C and summarize the attack algorithm in Section III-D.

B. Adversarial-Denoising Kernel Prediction

Given a DNN for image classification denoted as \( \phi(\cdot) \) and a noisy image \( X_n^* \), we predict the classification label \( y \) of the image via \( \phi(X_n^*) \). Our attack method is to generate an adversarial-noiseless example, i.e., \( X^* \), which can let the DNN predict an incorrect label.

First, to denoise the noisy image, we propose to estimate the denoise kernel, i.e., \( K^n = \{ k_p^n \} \), through the recent kernel-prediction-based denoising method [13]. It takes noisy images as input and trains a pretrained CNN to predict spatially varying denoise kernels that can remove a wide range of noises.

Second, to realize effective attack, we build the following objective function and optimize it to get the required adversarial kernels, i.e., \( K^a = \{ k_p^a \} \), as well as the weight map \( M = \{ M_p \} \):

\[
\arg \max_{\lambda M \in K^a} \lambda J_1(\phi(\{ g(X_p^*, M_p, k_p^n, k_p^a) \}), (\cdot)) - \gamma J_2(K^n, K^a)
\]

subject to \( \forall p, \| k_p^a \|_0 \leq \epsilon \),

where \( J_1(\cdot) \) denotes the crossing entropy loss for the objective of generating adversarial kernels, i.e., fooling the deep model \( \phi(\cdot) \), and \( J_2(\cdot) \) is the \( L_2 \) norm loss that encourages the adversarial kernels \( \{ k_p^a \} \) to be similar to the denoise kernels \( \{ k_p^n \} \) in order to produce a high quality image. The parameters \( \lambda \) and \( \gamma \) control the balance between the two loss functions. The \( \{ \cdot \} \) denotes the set of pixel-dependent variables. For example, \( \{ g(X_p^*, M_p, k_p^n, k_p^a) \} \) is the set of \( X^* \)'s pixels. Each pixel of \( X^* \) has an adversarial kernel, e.g., \( k_p^a \), and a weight, e.g., \( M_p \).

The constrain term, i.e., \( \| k_p^a \|_0 \leq \epsilon \), requires that the size of \( k_p^a \) should not be larger than \( \epsilon \). An oversized kernel makes the attack succeed easily but heavily corrupts the original noisy image with worse quality.

We can calculate the gradient of the objective functions with respect to both the adversarial kernels and the weight map, thus realizing the gradient-based attack. We will show that such an attack can also achieve impressively high transferability. However, it should be noted that the weight map is only tuned by the objective of maximizing the loss function, which helps achieve a high success rate but harms the effectiveness of denoising. The desired strategy is to only attack the
where \( \varphi(\cdot) \) is a general activation function mapping the output to \([0, 1]\). \( \theta \) is the bias for potential threshold. The intuitive motivation behind the idea is that the multi-scale edges are sparse \((i.e., \text{most of the pixels of each edge map are labeled as zero, } i.e., \text{non-edge})\) and perceptual \((i.e., \text{covering the main semantic information})\). As a result, their linear combination, \(i.e., \text{our desired weight map, is naturally inherited to these properties.} \) Then, we can reformulate the objective function in Eq. (3) as

\[
\arg \max_{(w_p, k_p)} \lambda J_1 (\phi(\{g(X^a_p, \sum_{i=1}^{L} w_i E^i_p, k^p_p, k^u_p\}) \}, y) - \gamma J_2 (\mathcal{K}^a, \mathcal{K}^u)
\]

subject to \( \forall p, \|k^u_p\|_0 \leq \epsilon. \)

C. Perceptual Region Localization

As introduced in Sec. III-A, the weight map \( M \) should be both sparse and perceptual to realize effective adversarial-denoise attack. However, tuning the weight map \( M = \{M_p\} \) by solving Eq. (3) directly cannot achieve these goals. In this section, we propose a perceptual region locator to produce sparse and perceptual \( M \).

We first use a state-of-the-art perceptual edge detector, \(i.e., \text{bi-directional cascade network} \) [59], to extract multi-scale edge maps of the input noisy image, \(i.e., \{E^i\}_{i=1}^{L} = \varphi(X^a) \) where \( \varphi(\cdot) \) is the bi-directional cascade network and \( \{E^i\}_{i=1}^{L} \) denote edge detection results of \( L \) scales. Then, we get \( M = \{M_p\} \) by combining these edge maps via

\[
M_p = \text{Sigmoid} \left( \sum_{i=1}^{L} w_i E^i_p - \theta \right)
\]

where \( E^i_p \) and \( M_p \) are the \( p \)-th pixel of \( E^i \) and \( M \), respectively. \( \text{Sigmoid}(\cdot) \) is a general activation function mapping the output to \([0, 1]\). \( \theta \) is the bias for potential threshold. The intuitive motivation behind the idea is that the multi-scale edges are sparse \((i.e., \text{most of the pixels of each edge map are labeled as zero, } i.e., \text{non-edge})\) and perceptual \((i.e., \text{covering the main semantic information})\). As a result, their linear combination, \(i.e., \text{our desired weight map, is naturally inherited to these properties.} \) Then, we can reformulate the objective function in Eq. (3) as

\[
\arg \max_{(w_p, k_p)} \lambda J_1 (\phi(\{g(X^a_p, \sum_{i=1}^{L} w_i E^i_p, k^p_p, k^u_p\}) \}, y) - \gamma J_2 (\mathcal{K}^a, \mathcal{K}^u)
\]

subject to \( \forall p, \|k^u_p\|_0 \leq \epsilon. \)

D. Attack Algorithm

With the proposed adversarial-denoising kernel prediction and perceptual region localization, we then realize the desired adversarial denoise attack and show the whole pipeline in Fig. 2. More specifically, we summarize the whole process of our attack method in Algorithm 1. Given a noisy image \( X^a \), we first estimate the denoise kernels via a kernel-prediction network (KPN) [13], and the multi-scale edge maps via the bi-directional cascade network (BDCN) [59]. More specifically, we use the implementation [13] that adopts the encoder-decoder architecture with skip connections for KPN whose parameters are pre-trained [13] on a synthetic training dataset [12]. We follow [59] for the realization of BDCN that is trained on multi-scale ground truth edge maps to encourage the learning of multi-scale representations at different layers. Then, we calculate the adversarial kernels and perceptually-aware weight maps by optimizing Eq. (5) with the hyper-parameters, \(i.e., \text{the kernel size } \epsilon = 5, \text{loss weight } \lambda = 1 - \gamma = 0.9, \text{and step size } \alpha = 0.1. \) After \( T = 10 \) iterations, we finally obtain the adversarial-noiseless image, \(i.e., \text{X}^a, \) via Eq. (2). Among the hyper-parameters, the loss of weight plays a key role in the balance between the attack success rate and the image quality and we will discuss the influence of the \( \lambda \) in the experimental section IV-B1.

IV. Experiments

In this section, we illustrate our experimental results to demonstrate the capability of our framework in adversarial attacking while increasing the image quality. We first describe the experimental settings in Sec. IV-A. Afterward, we compare the results of our framework with six state-of-the-art attacks in Sec. IV-B. Then, we also compare our method with a very competitive solution for joint denoising and attack, which leads to another six attacks, in Sec. IV-C. At last, we perform the ablation study to validate the contribution of each component of our method in Sec. IV-D.

A. Setup

Dataset and Models: We conduct our experiments on NeurIPS’17 adversarial competition, \(i.e., \text{DEV dataset} \) [64]. CVPR2021-AIC-VI: unrestricted adversarial attacks on ImageNet [65], [66], and Tiny-ImageNet-C dataset [67]. The first two datasets are ImageNet-compatible. Specific to our task, we manually add Gaussian white noise to the input images. The details of the training and evaluation setting are shown in Table 1.
we introduce four models that are trained on the standard ImageNet full-reference image quality assessment metrics: peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) [69]:

\[
PSNR(X, Y) = 20 \cdot \log_{10} \left( \frac{\text{MAX}_X}{\text{MSE}(X, Y)} \right)
\]

\[
SSIM(X, Y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)},
\]

where \(X\) and \(Y\) are the two images being compared, \(\mu_x\) and \(\mu_y\) are the mean values of \(X\) and \(Y\) with corresponding variances \(\sigma_x^2\) and \(\sigma_y^2\), \(\sigma_{xy}\) is the covariance. \(\text{MAX}_X\) is the max intensity, e.g., 255 under 8-bit representation.

PSNR measures the difference between two images across all pixels and ignores the local structural information, thus the measurement does not align very well with human perception. To alleviate this issue, we propose a variant of the PSNR denoted as \(\text{PSNR}_L\) to measure the difference between two images by considering their local patches

\[
\text{PSNR}_L(X, Y) = \frac{1}{S} \sum_{i=1}^{S} \text{PSNR}(W^X_i, W^Y_i),
\]

where \(W^X_i\) and \(W^Y_i\) are the \(i\)-th patches in the two images \(X\) and \(Y\), respectively. Since the PSNRs of all local patches are calculated independently, \(\text{PSNR}_L\) measures the global and local differences at the same time. \(S\) is the number of patches. During the implementation, we fix the patch size as 8x8 pixels and sample patches via a sliding window with the stride of 1. Besides, we also choose a widely used non-reference image quality assessment metric, i.e., dubbed blind/referenceless image spatial quality evaluator (BRISQUE) [70], to further evaluate the naturalness of images. This metric utilizes scene statistics of locally normalized luminances coefficients, named as mean subtracted contrast normalized (MSCN), to quantify possible losses of ‘naturalness’ in the image. Specifically, given an image \(X\), the MSCN coefficient on pixel \(X(i, j)\) is formulated as:

\[
\text{MSCN}(i, j) = \frac{X(i, j) - \mu(i, j)}{\sigma(i, j) + C},
\]

where \(i \in 1, 2, ..., M, j \in 1, 2, ..., N\) are the indices, and \(M, N\) are the image height and width. \(C = 1\) is a stability keeping constant parameter when the denominator tends to zero. \(\mu(i, j)\) and \(\sigma(i, j)\) are local weighted mean and local weighted standard deviation, respectively. Note that, different from \(\text{PSNR}_L\) or SSIM, the lower BRISQUE value means better image quality. Finally, we select the attack success rate, \(\text{PSNR}_L\), SSIM, and BRISQUE for measuring the general performance of attack methods in our task.

**Attack Baselines.** First, we select six advanced adversarial attacks as the baseline methods: fast gradient sign method (FGSM) [17],
momentum iterative fast gradient sign method (MIFGSM) [55], diverse inputs method (DIM) [56], as well as their translation-invariant version proposed in [14] which are denoted as TIFGSM, TIMIFGSM, and TIDIM, respectively. In particular, we set the Gaussian kernel (kernel size = 15 and σ = 3) following Dong’s report [14]. Furthermore, we also choose another two challenging attacks getting significantly imperceptible image perturbations, i.e., C&W [58] (with $L_2$ norm) and projected gradient descent (PGD) version of sparse attack (SA) [71].

**Denoise & Attack Baselines.** We also compare our method with a very competitive solution for joint denoising and attack, i.e., first denoising the noisy inputs and then attacking the denoised images. As a result, we obtain another eight baseline methods (i.e., ‘Denoise+FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM/C&W/SA’) with the eight attacks and a state-of-the-art denoising method [13].

**B. Comparison with Attack Baselines**

1) **Quantitative Analysis:** We first demonstrate the denoising and attack ability of our framework in this part by evaluating the performance of adversarial examples crafted for the Inc-v4 model on DEV dataset. Note that, since this work focuses on both image quality and the ability of adversarial attack, we should compare all methods according to the quality, e.g., PSNR$_L$, of generated adversarial examples and the attack success rate. To this end, for each attack, we tune the success rate and the image quality-related parameters and get Succ. Rate-PSNR$_L$/SSIM/BRISQUE curves for clear visualization comparison (e.g., Fig. 3). More specifically, for our method, we slide the threshold $\theta$ in Eq. (4) from 0.05 to 0.65 to tune the success rate. For the attacks including FGSM, MIFGSM, DIM, TIFGSM, TIMIFGSM, and TIDIM, we tune the maximum perturbation ranging from 4 to 55 with the max intensity of 255. In terms of the C&W attack, its attack strength is decided by the weight of the adversarial objective function denoted as $c$, and we tune it ranging from 0.01 to 100. For the SA attack, the upper limit of the number of perturbed pixels (i.e., $k$) determines the attack strength and we set $k$’s range from 5000 to 50000. Furthermore, to evaluate the effect of loss weight (i.e., $\lambda$ in Eq. (3)), we construct four variants of our method by setting $\lambda = 0.9, 0.5, 0.3, 0.1$.

We show the comparison results on DEV dataset between our four variants and six baseline methods in Fig. 3. Generally, all attack success rates have a negative correlation with the image quality (i.e., PSNR$_L$, SSIM, and BRISQUE) because heavily adversarial perturbation can effectively disturb the model prediction while reducing the image quality. Moreover, we have the following observations:

1. **First, Pasadena** can accomplish the new task, i.e., adversarial denoise attack, effectively with the capability of enhancing the image quality (i.e., higher PSNR$_L$, SSIM, and lower BRISQUE over the noisy input) and realizing significantly higher attack success rate. In contrast, all of the additive-perturbation-based attacks further corrupt the noisy input, leading to lower PSNR$_L$ and SSIM as well as higher BRISQUE. It can be noted that the TIFGSM, TIMIFGSM, and TIDIM can clearly achieve better BRISQUE values than noisy inputs when the success rate is low. The main reason is that BRISQUE evaluates the image’s naturalness based on the MSCN coefficients defined in Eq. (9) that measure whether the image’s local smoothness and contrast meet those of nature images. As a result, the noise-like adversarial perturbations usually lead to high BRISQUE and the

![Fig. 4: Visualization results of adversarial examples crafted for Inception-v4, using our method Pasadena and eight baseline attacks. For each image, its prediction of Inception-v4 is displayed on top-left. Three numbers at the bottom refer to PSNR$_L$, SSIM, and BRISQUE values. All noisy inputs are correctly classified to their ground truth label.](image-url)
TABLE I: Adversarial comparison results on DEV dataset whose images are added the additive Gaussian noise ($\sigma = 0.1$). We use eight baselines and the proposed attacks against four normally trained models: ResNet50, Inc-v3, Inc-v4, and IncRes-v2, considering both white-box and black-box attacks for each model. The attacks contain six baseline methods, i.e., FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM, using the maximum perturbation of 8, C&W with $c = 1.0$, SA with $k = 10000$ and the proposed Pasadena. For each compared group (i.e., the four columns for ResNet50, Inc-v4, IncRes-v2, and Inc-v3), white-box attack results are shown in the first column. The rest three columns display the black-box attack results representing the transferability. We highlight the best two results with red and green fonts, respectively.

| Crafted from | Inc-v3 | Inc-v4 | IncRes-v2 | IncRes-v2 |
|--------------|--------|--------|-----------|-----------|
| Attacked model | FGS M | TIFGSM | MIFGSM | TIMIFGSM |
| ResNet50 | 89.5 | 33.0 | 34.2 | 44.0 | 85.2 | 38.0 | 40.2 | 47.4 | 81.2 | 39.8 | 37.9 | 47.9 |
| Inc-v3 | 83.1 | 26.6 | 22.4 | 45.0 | 77.7 | 23.7 | 25.8 | 46.0 | 73.4 | 25.9 | 28.5 | 48.2 |
| Inc-v4 | 93.2 | 18.2 | 19.8 | 34.2 | 94.0 | 32.4 | 32.1 | 39.8 | 96.8 | 41.7 | 36.7 | 46.9 |
| IncRes-v2 | 92.9 | 23.0 | 20.3 | 41.4 | 92.8 | 24.7 | 27.0 | 45.3 | 93.8 | 30.6 | 35.3 | 52.9 |
| | 94.1 | 48.3 | 49.2 | 52.3 | 94.1 | 56.6 | 57.7 | 56.6 | 95.1 | 63.1 | 60.4 | 61.9 |
| TIDIM | 91.7 | 39.8 | 35.0 | 54.6 | 90.8 | 35.4 | 40.2 | 55.7 | 89.6 | 40.6 | 47.1 | 61.8 |
| C&W ($L_2$ norm) | 99.5 | 23.8 | 21.7 | 26.2 | 99.0 | 26.7 | 22.2 | 27.5 | 98.6 | 27.6 | 24.9 | 29.2 |
| SA | 95.6 | 10.8 | 3.5 | 25.1 | 95.2 | 10.6 | 3.9 | 25.7 | 95.2 | 9.9 | 4.2 | 26.1 |
| Pasadena (ours) | 100.0 | 75.8 | 72.7 | 78.2 | 100.0 | 72.7 | 74.1 | 78.0 |

TABLE II: Adversarial comparison results on CVPR2021-AIC-VI [65], [66] whose images are added the additive Gaussian noise ($\sigma = 0.1$). We use eight baselines and the proposed attacks against four normally trained models: ResNet50, Inc-v3, Inc-v4, and IncRes-v2, considering both white-box and black-box attacks for each model. The attacks contain six baseline methods, i.e., FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM, using the maximum perturbation of 8, C&W with $c = 1.0$, SA with $k = 10000$ and the proposed Pasadena. For each compared group (i.e., the four columns for ResNet50, Inc-v4, IncRes-v2, and Inc-v3), white-box attack results are shown in the first column. The rest three columns display the black-box attack results representing the transferability. We highlight the best two results with red and green fonts, respectively.

| Crafted from | Inc-v3 | Inc-v4 | IncRes-v2 | IncRes-v2 |
|--------------|--------|--------|-----------|-----------|
| Attacked model | FGS M | TIFGSM | MIFGSM | TIMIFGSM |
| ResNet50 | 79.5 | 37.5 | 38.0 | 32.8 | 76.5 | 39.9 | 38.5 | 33.8 | 69.0 | 38.4 | 36.3 | 33.0 |
| Inc-v3 | 70.4 | 30.5 | 27.9 | 33.7 | 69.4 | 29.1 | 28.3 | 32.2 | 60.7 | 28.8 | 30.6 | 32.0 |
| Inc-v4 | 99.9 | 14.9 | 13.8 | 17.2 | 99.2 | 13.8 | 14.8 | 18.6 | 99.3 | 19.0 | 16.0 | 18.6 |
| IncRes-v2 | 98.5 | 13.8 | 12.3 | 17.9 | 98.4 | 15.9 | 12.9 | 18.5 | 95.6 | 17.4 | 15.5 | 19.9 |
| | 98.9 | 15.4 | 14.0 | 23.5 | 97.3 | 19.8 | 15.9 | 25.6 | 95.8 | 21.4 | 17.6 | 26.6 |
| | 93.9 | 16.1 | 13.3 | 26.9 | 93.5 | 17.5 | 14.1 | 26.1 | 89.5 | 18.9 | 18.1 | 28.8 |
| | 99.4 | 27.5 | 28.8 | 32.5 | 98.6 | 33.6 | 30.7 | 27.9 | 97.4 | 35.0 | 31.3 | 28.3 |
| | 97.6 | 29.1 | 26.9 | 30.2 | 95.4 | 32.2 | 27.7 | 30.9 | 95.3 | 34.3 | 30.5 | 31.1 |
| Pasadena (ours) | 99.7 | 86.3 | 79.9 | 87.2 | 99.8 | 79.7 | 78.0 | 76.7 | 99.6 | 83.5 | 87.3 | 79.0 |

three translation-invariant attacks break the noise perturbations pattern locally by using a Gaussian filter (i.e., Fig. 3), thus can achieve better (i.e., lower) BRISQUE scores. However, as shown in Fig. 3, their noise pattern is not removed and leads to lower PSNR$_L$ and SSIM.

Second, we further see that our method achieves a much higher attack success rate than baseline methods under similar image quality. For example, the baseline methods with the maximum perturbation of 8 (for FGSM, MIFGSM, DIM and there TI versions), the C&W wit $c = 1.0$, the SA method with $k = 10000$ and our method with $\theta = 0.05, \lambda = 0.9$ have similar SSIM values of 0.4. As shown in Table 1, our method achieves the attack success rate of 100.0%, while the best baseline (i.e., DIM) has the success rate of 99%.

Third, in Fig. 3, the curves of our four variants with different $\lambda$ (i.e., the loss weight in Eq. (1) depicting different curves) and $\theta$ (i.e., the threshold in Eq. (4) determines the different points on the same curves), show their great influence to the attacking and denoising performance. It is easy to see that lower thresholds (i.e., $\theta$) can lead to stronger attack, i.e., the attacking success rate of $\lambda = 0.1$ (yellow curve) increases from 80.0% to 99% with the $\theta$ decreases from 0.65 to 0.05. In terms of the loss weight, a higher $\lambda$ results in more effective attack under the same image quality. For example, with the same $\epsilon = 0.05$, the attacking success rate of $\lambda = 0.1$ is 99%, which is slightly lower than 100% of $\lambda = 0.9$. Nevertheless, the SSIM value $\lambda = 0.1$ is 0.54 and much higher than 0.42 for $\lambda = 0.9$.

2) Qualitative Analysis: We show six examples of DEV dataset in Fig. 4 to compare the visualization results qualitatively. Obviously, all attack baselines let the noisy input be worse with lower PSNR$_L$ and SSIM and produce a more salient noise pattern. In contrast, our method can generate visually clean or denoised adversarial images with improved PSNR$_L$, SSIM and BRISQUE. More specifically, TIMIFGSM perturbs the ‘Panda’ image and successfully misleads the Inc-v4 model to predict it as ‘Pomeranian’ but poses a terrible image quality. While, our method removes the main noise while preserving the main edges and also misleading the DNN to produce the ‘Bobtail’ prediction. We can find similar results on other images.

3) Comparison on Transferability: The transferability of an attack measures the capability of adversarial examples crafted from one model misleading another one. It is important to compare the transferability of different attacks, which shows the high potential to realize effective black-box attacks. For a fair comparison, we conduct the transferability experiments of all compared methods under the same image quality. Specifically, we select the maximum perturbation as 8 for six attacks (i.e., FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM), the weight $c = 1.0$ for C&W, the maximum perturbation pixels number $k$ as 10000 for SA since they get similar image quality with our method under this setup. We use the same setup for both DEV and CVPR2021-AIC-VI datasets.

We craft adversarial examples from Inc-v3, Inc-v4, and IncRes-v2 and feed them to fool all three models and ResNet50 [5], respectively, then we obtain twelve attack results for each attack method. As shown in Table I and II for DEV and CVPR2021-AIC-VI datasets, Pasadena achieves the highest attack and transferability.
The advantages of our method mainly stem from the white-box adversarial attacks among four normally trained models, ResNet50, Inc-v3, Inc-v4, and IncRes-v2. The attacks contain six baseline methods, i.e., Denoise+FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM, with maximum perturbation ranging from 16 to 55 with the max intensity of 255. For Denoise+C&W attack, we tune the weight c of adversarial loss ranging from 0.01 to 100. For Denoise+SA attack, we tune the maximum perturbation pixels number k ranging from 5000 to 50000. The color gradient indicates the \( \theta \) variation w.r.t. the attack success rate.

### TABLE III: Adversarial comparison results on DEV dataset with additive Gaussian noise (\( \sigma=0.1 \)).

It contains the success rates (%) of black & white-box adversarial attacks among four normally trained models, ResNet50, Inc-v3, Inc-v4, and IncRes-v2. The attacks contain six baseline methods, i.e., Denoise+FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM, with maximum perturbation of 8, Denoise+C&W with \( c=10.0 \), Denoise+SA with \( k=30000 \) and the Pasadena. For each compared group, i.e., the four columns for ResNet50, Inc-v4, IncRes-v2, and Inc-v3), white-box attack results are shown in the first one. The rest three columns display the black-box attack results representing the transferability. We highlight the best two results with red and green fonts, respectively.

| Crafted from | Inc-v3 | Inc-v4 | IncRes-v2 | ResNet50 |
|--------------|--------|--------|-----------|---------|
| Attacked model | | | | |
| Denoise+FGSM | 78.8   | 37.6   | 40.3      | 41.7    |
| Denoise+TIMIFGSM | 77.2   | 42.1   | 42.1      | 49.8    |
| Denoise+MIFGSM | 97.3   | 12.3   | 14.1      | 54.4    |
| Denoise+TIMIFGSM | 96.6   | 8.9    | 6.1       | 63.1    |
| Denoise+DIM | 97.3   | 36.2   | 36.7      | 66.8    |
| Denoise+TIDIM | 93.4   | 24.4   | 16.4      | 73.6    |
| Denoise+C&W (L2 norm) | 100.0  | 46.5   | 48.5      | 48.4    |
| Denoise+SA | 99.9   | 35.7   | 33.7      | 46.8    |
| Pasadena (ours) | 100.0  | 75.8   | 72.7      | 78.2    |

- **Denoise+C&W** with \( c=10.0 \), Denoise+SA with \( k=30000 \) and the Pasadena. For each compared group, i.e., the four columns for ResNet50, Inc-v4, IncRes-v2, and Inc-v3), white-box attack results are shown in the first one. The rest three columns display the black-box attack results representing the transferability. We highlight the best two results with red and green fonts, respectively.

Among all compared baselines, followed by DIM and C&W. More specifically, when considering the adversarial examples crafted from Inc-v3 on DEV dataset, C&W has the second-highest attack success rate of 99.5% while our method gets the best result with 100%. Moreover, in terms of the transferability on DEV dataset, **Pasadena** gets 78.2%, 75.8% and 72.7% success rates on ResNet50, Inc-v4 and IncRes-v2, respectively, with the adversarial examples crafted from Inc-v3, which are significantly higher than the results of the best baseline, i.e., DIM, with success rates of 52.3%, 48.3% and 49.2%, respectively. We see greater advantages on the CVPR2021-AIC-VI dataset. The advantages of our method mainly stem from the proposed kernel prediction-based attack and our perceptual region localization. In particular, the kernel prediction-based attack distorts the input image by linearly combining local neighboring pixels, which is fundamentally different from the additive-perturbation-based attacks modifying each pixel independently. The local combination way makes more pixels contribute to the distortions of high-level features, thus can achieve higher transferability. Moreover, we use the perceptual region localization to find the vulnerable regions that let the attack be more effective while keeping high image quality. In general, our **Pasadena** has the best attack capability and transferability under the same image quality.

### C. Comparison with Denoise & Attack Baselines

1) **Quantitative Analysis:** In this section, we consider eight more challenging baselines that first process a noisy image with a denoising method and then attack the denoised image with the eight attack baselines. Here, we use the denoising method called kernel-prediction-based denoising [13] in Pasadena, for a fair comparison. All settings are similar with Sec. IV-B and the results are shown in Fig. 5. We have the following observations: **First**, in contrast to the attack baselines in Sec. IV-B1, the denoise & attack methods can enhance the image quality of the noisy inputs by pre-processing them with the denoising method. However, **Pasadena** still achieves much better image quality than six new baselines, i.e., Denoise+FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM, under similar success rates. Despite two challenging baselines, i.e., C&W and SA, outperform our method, they show weakness on transferability which will be discussed in the upcoming section (Sec. IV-C3). Specifically, as shown in Fig. 5, considering the success rate around 96%, we see that three variants of **Pasadena** with \( \lambda = 0.0, 0.5, 0.3 \) obtain much higher PSNR\(_L\) and SSIM while lower BRISQUE than six of all compared denoise & attack methods. But, denoise & C&W and denoise & SA beat other methods as they consider the image quality in the attack process.

**Second**, in terms of the success rate under similar image quality, **Pasadena** keeps the superiority over most of the denoise & attack methods. For example, when the SSIM values are around 0.6, Pasadena achieves 100% attack success rate while the six baselines, i.e., FGSM/MIFGSM/DIM/TIFGSM/TIMIFGSM/TIDIM, get success rates ranging from 40% to 98%.
2) Qualitative Analysis: Similar to Fig. 4 in Sec. IV-B2, Fig. 6 visualizes six adversarial attack images of Pasadena and eight denoise & attack methods. In contrast to the attack baseline methods that further corrupt the noisy inputs, the denoise & attack baselines can improve the image quality and get much cleaner visualization results than the noisy inputs but still embed adversarial noise pattern, e.g., the results of Denoise+TIFGSM/TIMIFGSM/TIDIM/C&W/SA. Nevertheless, our method achieves much better denoise effects. For example, the ‘Panda’ case in the first row shows that our method maintains the denoising effect for non-edge regions (e.g., the face and body of the panda), and only implement attacks on the edge regions (e.g., the boundary across the black and white regions), leading to successful attack (e.g., classifier predicts the incorrect category ‘Bobtail’) with better perceptual visualization (i.e., higher PSNR_L, SSIM, and lower BRISQUE). In contrast, denoise & attack methods perturb the entire denoised image and result in re-corrupted images with obvious noise textures. Specifically, the Denoise+TIFGSM/TIMIFGSM/TIDIM/C&W methods produce salient noise textures on all images even though they have similar PSNR_L and SSIM with our method. Denoise+SA mainly perturbs the panda’s face while resulting in obvious perturbations, even though it has the best PSNR_L and SSIM values. Moreover, some baselines fail to mislead DNNs. For example, Denoise+FGSM/TIFGSM does not change the predicted category of the input ‘basketball player’.

3) Comparison on Transferability: To further compare the transferability of Pasadena with denoise & attack methods, we conduct an experiment with the same set of Sec. IV-B3. In contrast, we select the weight c as 10.0 for the C&W method and the maximum perturbation pixels number k as 30000 for the SA method since they share a similar image quality, as shown in Fig. 5. We show the attack success rates as well as the transferability results across four normally trained models in Table III.

Generally, our Pasadena still maintains the highest attack capability and transferability for all subject models, i.e., Inc-v3, Inc-v4, and IncRes-v2, followed by Denoise+C&W. To be more specific, in terms of the adversarial attacking results crafted from Inc-v3, Denoise+C&W keeps the same highest attack success rate of 100%. Nevertheless, its success rates of using adversarial examples to attack IncResNet50, Inc-v4 and IncRes-v2, i.e., 48.4%, 46.5% and 48.5%, are significantly lower than those of our method, i.e., 78.2%, 75.8% and 72.7%.

There is an interesting observation: comparing the results in Table I and III, we find that part of the attacks, i.e., MIFGSM/DIM/TIMIFGSM/TIDIM, have better attack capability while worse transferability on denoised inputs than on noisy inputs. To be specific, taking the adversarial images crafted from Inc-v3 for example, DIM has the attack success rates of 49.4% for noisy input and 97.3% for denoised input. Yet, in terms of the transferability, the attack success rate drops from 49.2% (noisy input) to 36.7% (denoised input) for attacking IncRes-v2. This observation shows that, for part of the attack baselines, denoising procedure benefits attack capability while harming the transferability in some cases. In contrast to the baselines’ sensitivity to the denoising method, our Pasadena achieves the strongest attack capability and transferability. We find similar adversarial results crafted for the other two models, which draw the same conclusion as in Sec. IV-B3, i.e., our adversarial attacking results have the highest transferability over all baselines.
D. Effects of Denoisers and Edge Detectors

In this section, we present the results of our framework with different setups of denoising and edge detector methods. To be specific, we choose Gaussian filter (Gau), and KPN [13], for the denoising module, and Canny operator [72], and BDCN [59] for the edge detecting module. For clear representation and discussion, we denote four variants of Pasadena with different denoising methods and edge detectors as Pasadena (Gau, Canny), Pasadena (KPN, Canny), Pasadena (Gau, BDCN), and Pasadena (KPN, BDCN). We compare the quantitative results in Table IV and Fig. 7. In general, we find that our method with the very basic image denoising method, e.g., Gaussian filter, and edge detector, e.g., Canny, can still obtain a significantly high attack success rate and transferability, while the advanced denoiser and detector contribute to better performance.

1) Quantitative Analysis: Fig. 7 illustrates the performance of our four variants and we see that: more powerful edge detectors and image denoiser help realize higher image quality under the same hyper-parameters. Specifically, as shown in Fig. 7, with the same denoising method (i.e., KPN, Gau) and the same hyper-parameters, Pasadena (KPN/Gau, BDCN) can realize a significantly higher success rate with much better image quality than Pasadena (KPN/Gau, Canny). For example, under the same θ = [0.05, 0.65], Pasadena (KPN, Canny) has the SSIM ranging from 0.3 to 0.4 while Pasadena (KPN, BDCN) achieves much higher values from 0.4 to 0.67. Similarly, under the same edge detector (i.e., Canny or BDCN) and hyper-parameters, Pasadena (KPN, BDCN/Canny) can realize much better image quality than Pasadena (Gau, BDCN/Canny).

2) Qualitative Analysis: We list three groups of adversarial examples using a different combination of denoising methods and edge detectors in Fig. 8 for visual comparison. It is easy to see that the combination of KPN and BDCN successfully attacks the inputs as well as keeping the largest PSNR_L and SSIM values among the four groups. This combination also has an acceptable performance when considering the BRISQUE metric. To be specific, KPN-based methods achieve clearer background in the case ‘Scorpion’ and ‘Spider web’ than the Gaussian kernel-based denoising, indicating the advantages of KPN for adversarial noise attack. In addition, comparing the attack area of the second input, Pasadena (KPN, Canny) pollutes the sky area, while Pasadena (Gau, BDCN) only locates the attack pattern in the tile roof part. That means BDCN can precisely locate vulnerable

![Fig. 7: Whitebox attack success rate along with PSNR_L, SSIM, and BRISQUE for our framework with a different choice of denoising and edge detector methods. KPN refers to the denoising method proposed in [13]. Gau means Gaussian kernel is selected in our denoising part. Canny and BDCN are edge detecting methods of [72] and [59], respectively. The dots with zero success rate represent the performance of denoising results using KPN (blue and yellow) and Gaussian kernel (green and purple). The red dash line represents the quality of noisy input. The color gradient refers to the change of W and θ mentioned in Sec. IV-D.](image1)

![Fig. 8: Visualization results of adversarial examples crafted for Inception-v4, using our method Pasadena with different denoising methods and edge detectors. The denoising methods are KPN [13] and Gaussian kernel (kernel size=5, σ = 1), while edge detectors are BDCN and Canny. The combination is listed on top of each group. For each image, the prediction of Inception-v4 is displayed on the top-left. Note that, all attacks succeed. Three numbers at the bottom refer to PSNR_L, SSIM, and BRISQUE.](image2)
areas while keeping the denoising effect for the non-edge part.

3) Comparison on transferability: To further study the influence of the denoisers and edge detectors on the transferability, we use a similar hyper-parameters selection strategy as the former experiment in Sec IV-B3 for our four variants (See the most left column of Table IV). For the parameters of Canny and BDCN, we choose $W = 3$ for Pasadena (KPN/Gau, Canny) and $\theta = 0.05$ for Pasadena (KPN/Gau, BDCN) since they share similar SSIM values near 0.4 in Fig 7. Table IV shows the results. In general, all combinations achieve almost 100.0% success rates under the white-box configuration. In terms of transferability, the variant with KPN and BDCN has the best performance. The adversarial examples crafted from Inc-v4 by Pasadena (KPN, BDCN) have success rates of 75.8% and 72.7% when we use them to attack Inc-v4 and IncRes-v2, respectively, followed by 72.5% and 71.6% of Pasadena (Gau, BDCN). This conclusion further proves that better denoising and edge detecting results enhance our final attacking performance. Intuitively, denoising via KPN benefits high image qualities while BDCN is able to find more vulnerable boundary areas. In contrast, Canny edge detection tends to localize a lot of less effective targeted areas. Attacking these areas sacrifices the image quality while failing to increase the attack success rate.

E. Attack Results on Defense Models

Besides the attack results against three standard-trained models, we further evaluate our adversarial attacks as well as baselines on the adversarial-trained ResNet50 (ResNet50$_a$) model introduced in [73]. We also add the attack results on the standard-trained ResNet50 as a comparison. Note that, ResNet50$_{a}$ is trained via the adversarial training with the FGSM to generate adversarial examples on the fly during the training process. Specifically, we use attacking methods to generate adversarial examples crafted from ResNet50$_a$, Inc-v3, Inc-v4, and IncRes-v2 and attack the ResNet50$_a$. We can conduct the same experiments on ResNet50. The attack success rates are reported in Table V. In general, the attack success rate on ResNet50$_a$ is lower than the results on ResNet50 under white-box attacks, which demonstrates the adversarial training does enhance the robustness of ResNet50. Compared with baseline attack methods, Pasadena achieves the highest attack success rate under both white-box and transfer-based attacks. For example, considering the adversaries crafted from ResNet50$_a$, Pasadena has an attack success rate of 98.5%, much higher than two SOTA baselines, i.e., DIM and TIDIM, which are 86.2% and 76.2%. Moreover, C&W and SA are also heavily affected by the defense model as they sacrifice attack capability for higher image quality. This experiment demonstrates that recent defense models have defencing effect against attacks. However, rather than only considering noisy adversarial attacks, its improvement needs to take other types of perturbation like our adversarial denoise attack into account.

F. Influence of noise level

To evaluate the performance of our method in different noise conditions, we conduct adversarial attacks against the Inc-v4 model on NeurIPS'17 adversarial competition dataset with different additive Gaussian noise ($\sigma = 0.01, 0.03, 0.05, 0.1, 0.2$). Moreover, we also use these adversarial examples to fool the Inc-v3 model, testing the influence of noise on our transferability. The results are shown in Fig. 9. With the increase of noise level, the success rate when attacking Inc-v4 maintains 100%. This means that our attack keeps high attack capability even in heavy noise conditions. However, our transferability, i.e., the success rate when attacking Inc-v3, drops from 84% to 58% in heavy noise. It indicates that the random noise may have a negative effect against adversarial attacks.

G. Attack results on other noise types

In this subsection, we further conduct the adversarial denoise attack on other three noise types, i.e., shot noise, impulse noise, and speckle noise, to validate the generalization of our method. Shot noise is also known as Poisson noise caused by the discrete nature of light while impulse noise is a color analog of salt-and-pepper noise [67]. Speckle noise is multiplicative and usually exists in medical images. We use our method to attack two powerful deep models, i.e., ResNet-101 [5] and EfficientNet [74], on the three noise subsets of Tiny-ImageNet-C [67] where each noise type contains five severity levels. The two DNNs are pre-trained on TinyImageNet and we also evaluate the transferability by using the adversarial examples from one DNN to attack another one. We present the attacking results in Table VI and have the following observations: First, our method still works for the three noise, that is, we can achieve a significantly high attack success rate while improving the image quality (i.e., SSIM vs. Original SSIM in Table VI) across different severity levels. For example, when attacking ResNet-101 at severity level two, we get 74.8% and 74.0% attack success rates on shot noise and impulse noise, respectively, while the SSIMs increase from 0.735 and 0.754 to 0.790 and 0.785, respectively. In addition, the image quality enhancements become more significant as the severity level increases. For the speckle noise at the first severity level, the adversarial examples have similar quality with the original noisy images. At other severity levels, the image quality is improved significantly after attacking. Second, for the transferability, our method achieves similar transferability across different severity levels with around 30% success rates, which are high scores under transfer-based attacks.

V. CONCLUSIONS AND DISCUSSION

In this work, we have investigated a new task named the adversarial denoise attack that stealthily embeds attacks inside the image denoising module. Thus, it can simultaneously denoise the input images while fooling the state-of-the-art deep models. We have formulated this new task as a kernel prediction problem for image filtering and proposed the adversarial-denosing kernel prediction that can produce adversarial-noiseless kernels for effective denoising and adversarial attacking simultaneously. Furthermore, we have implemented an adaptive perceptual region localization to identify the semantic-related vulnerability regions with which the attack can be more effective while not doing too much harm to the denoising. As a result, our proposed method is termed as Pasadena (Perceptually Aware and Stealthy Adversarial DENOise Attack). We have validated our method.
on the NeurIPS’17 adversarial competition dataset, CVPR2021-AIC-VI: unrestricted adversarial attacks on ImageNet, and Tiny-ImageNet-C dataset, and demonstrated that our method not only realizes denoising but also has advantages of high success rate and transferability over the state-of-the-art attacks.

In the future, we could extend our attack by considering other kinds of image degradation, e.g., blur [75], rain [76], haze [77], etc., and conduct adversarial deblurring/deraining/dehazing attacks. Moreover, we could construct a unified adversarial image-restoration attack that can address diverse degradation in a single framework.

**TABLE VI:** Adversarial comparison results on Tiny-imagenet-C dataset with shot noise, impulse noise and speckle noise. It contains the success rates (\% of black & whitebox adversarial attacks) among two normally trained models, Resnet-101 and EfficientNet. The attacks are conducted on 5 severity levels. The third column lists the original SSIM values of the perturbed dataset before attack.

| Noise types    | Severity Level | Original SSIM | ResNet-101 | EfficientNet | SSIM ResNet-101 | EfficientNet | SSIM |
|----------------|----------------|---------------|------------|--------------|-----------------|--------------|------|
| Shot noise     | 1              | 0.828         | 82.3       | 25.6         | 0.844           | 23.7         | 84.8 | 0.848 |
|                | 2              | 0.735         | 74.8       | 25.5         | 0.790           | 24.1         | 80.9 | 0.794 |
|                | 3              | 0.639         | 62.0       | 24.0         | 0.714           | 25.1         | 70.1 | 0.719 |
|                | 4              | 0.563         | 54.0       | 24.4         | 0.644           | 27.7         | 60.1 | 0.649 |
|                | 5              | 0.467         | 47.6       | 23.7         | 0.540           | 31.0         | 52.6 | 0.543 |
| Impulse noise  | 1              | 0.833         | 81.8       | 29.0         | 0.833           | 27.5         | 86.0 | 0.837 |
|                | 2              | 0.754         | 74.0       | 28.8         | 0.785           | 31.6         | 81.6 | 0.787 |
|                | 3              | 0.593         | 59.9       | 28.1         | 0.660           | 40.7         | 68.2 | 0.661 |
|                | 4              | 0.504         | 53.0       | 26.2         | 0.579           | 44.9         | 59.3 | 0.581 |
|                | 5              | 0.389         | 44.4       | 26.6         | 0.464           | 42.5         | 49.6 | 0.465 |
| Speckle noise  | 1              | 0.869         | 80.3       | 20.9         | 0.865           | 21.5         | 84.1 | 0.868 |
|                | 2              | 0.640         | 70.2       | 24.6         | 0.709           | 34.2         | 74.4 | 0.710 |
|                | 3              | 0.534         | 57.6       | 24.4         | 0.631           | 36.2         | 62.7 | 0.628 |
|                | 4              | 0.471         | 54.7       | 25.4         | 0.584           | 38.8         | 57.8 | 0.576 |
|                | 5              | 0.429         | 54.6       | 26.0         | 0.546           | 39.0         | 55.4 | 0.539 |
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