One-dimensional frustrated plaquette compass model: Nematic phase and spontaneous multimerization
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We introduce a one-dimensional (1D) pseudospin model on a ladder where the Ising interactions along the legs and along the rungs alternate between $X_iX_{i+1}$ and $Z_iZ_{i+1}$ for even/odd bond (rung). We include also the next nearest neighbor Ising interactions on plaquettes’ diagonals that alternate in such a way that a model where only leg interactions are switched on is equivalent to the one when only the diagonal ones are present. Thus in the absence of rung interactions the model can interpolate between two 1D compass models. The model posses local symmetries which are the parities within each $2 \times 2$ cell (plaquette) of the ladder. We find that for different values of the interaction it can realize ground states that differ by the patterns formed by these local parities. By exact diagonalization we derive detailed phase diagrams for small systems of $L = 4, 6$ and 8 plaquettes, and use next $L = 12$ to identify generic phases that appear in larger systems as well. Among them we find a nematic phase with macroscopic degeneracy when the leg and diagonal interactions are equal and the rung interactions are larger than a critical value. By performing a perturbative expansion around this phase we find indeed a very complex competition around the nematic phase which has to do with releasing frustration in this range of parameters. The nematic phase is similar to the one found in the two-dimensional compass model. For particular parameters the low-energy sector of the present plaquette model reduces to a 1D compass model with spins $S = 1$ which suggests that it realizes peculiar crossovers within the class of compass models. Finally, we show that the model can realize phases with broken translation invariance which can be either dimerized, trimerized, etcetera, or completely disordered and highly entangled in a well identified window of the phase diagram.

I. INTRODUCTION

Entanglement in spin models is one of the central topics in modern condensed matter theory \textsuperscript{[1]}. It is frequently accompanied by frustration of exchange interactions \textsuperscript{[2, 3]}. However, frustration alone is not sufficient to generate entanglement but in many cases it triggers entangled excited or ground states. Some models without entanglement are exactly solvable in two dimensions, as for instance the fully frustrated two-dimensional (2D) Ising model of Villain \textsuperscript{[4]} with the reversed sign of exchange interaction along every second column with respect to the unfrustrated square lattice, and its generalization with periodically distributed frustrated bonds along more distant columns \textsuperscript{[5]}. In contrast, the 2D compass model \textsuperscript{[6]}, with competing $X_iX_j$ and $Z_iZ_j$ interactions between $S = 1/2$ pseudospins ($X_i$ and $Z_i$ are Pauli matrices) along horizontal and vertical bonds in the square lattice, is quantum and has intrinsic entanglement which can be reliably treated only by advanced many-body methods \textsuperscript{[8, 9]}, including quantum Monte Carlo \textsuperscript{[7]}, multi-configurational entanglement renormalization ansatz \textsuperscript{[10]}, or tensor networks at finite temperature \textsuperscript{[11]}. The latter approach allowed to confirm that long-range order develops in the 2D quantum compass model at finite temperature, in analogy to the 2D classical Ising model, without or with frustrated interactions \textsuperscript{[4, 5]}. Moreover, the symmetry properties of the 2D compass model are responsible for certain relations between the correlations functions which may be viewed as hidden order \textsuperscript{[12, 13]}.

Recent interest in the compass models is motivated by several developments: (i) investigating quantum phase transitions \textsuperscript{[8–10]}; (ii) its relation to $p + ip$ superconductivity \textsuperscript{[14]}; (iii) recently confirmed prospect of topological quantum computing \textsuperscript{[15–18]}; — it could be realized in nanoscopic systems where perturbing Heisenberg interactions do not destroy the nematic order in the lowest energy excited states \textsuperscript{[19]} while the ground state remains ordered also at finite temperature \textsuperscript{[20]}; (iv) order and excitations in case of compass interactions on a frustrated checkerboard lattice \textsuperscript{[21]}; (v) spin-orbital physics in transition metal oxides with active orbital degrees of freedom \textsuperscript{[22, 23]}; (vi) its realization in iridates with strong spin-orbit coupling \textsuperscript{[40]}, leading to the compass interactions on the triangular lattice \textsuperscript{[41]} or to the exactly solvable Kitaev model on the honeycomb lattice \textsuperscript{[42, 43]} and, (vii) its experimental realizations in optical lattices \textsuperscript{[44]}. In case of ferromagnetic (FM) spin-orbital systems entanglement is absent \textsuperscript{[45]} and one finds here quantum orbital models \textsuperscript{[46–55]}. The 2D compass model is their generic representation and its interactions stand for directional orbital interactions between $e_g$ or $t_{2g}$ orbitals on the 2D square or on three-dimensional (3D) cubic lattice. While both $e_g$ and $t_{2g}$ orbital models are distinct, none of them reduces
to the compass model [6,56] which is more universal and stands for the paradigm of directional interactions in the orbital physics [46,53].

In spite of their conceptual simplicity, only very few quantum orbital models are exactly solvable. Among them the Kitaev model on the honeycomb lattice is the most prominent one as it describes a spin liquid with only nearest neighbor (NN) spin correlations [42,43]. Recently considerable attention attracted also the one-dimensional (1D) compass model which is exactly solvable by the mapping on the transverse Ising model [61]. As the 2D compass model, it includes only two spin components and the ground state is highly degenerate. This triggers various phase transitions when the interactions are tuned [58]. By investigating the block entanglement entropy in the four ground-state phases it has been found that the changes of entanglement signal the second-order rather than the first-order transitions [59]. Further insights into the mechanism of quantum phase transitions were obtained by matrix product state approach [60,61]. Furthermore, the exact solution was generalized to the case with a finite transverse field [62] which destabilizes the orbital-liquid ground state with macroscopic degeneracy and rather peculiar specific heat and polarization behavior of the 1D compass model follows from highly frustrated interactions [63].

Another exactly solvable case is the compass model on a ladder with leg and rung interactions satisfying the same directional pattern as in the 2D model [64]. In contrast, the 1D plaquette orbital model with a topology of a ladder introduced recently [65] is not exactly solvable but transforms to an effective 1D spin model in a magnetic field, with spin dimers that replace plaquettes and are coupled along the chain by three-spin interactions. This model is motivated by the 2D plaquette orbital model [65,67] and has very interesting properties as the quantum effects are of purely short-range nature which makes it possible to estimate the ground state energy in the thermodynamic limit from the exact diagonalization of finite clusters.

In the present paper we investigate a generalization of the 1D plaquette compass model [65] with the diagonal pseudospin interactions added within each plaquette. We present the phase diagrams obtained by exact diagonalization for finite systems with periodic boundary conditions (PBCs) which contain generic phases that are expected to appear for any system size. This model interpolates between two 1D compass models in absence of rung interactions. As we show below, the nematic phase found in this frustrated plaquette orbital model is similar to the one established for the 2D case [60] which indicates that the present model realizes the paradigm of dimensional crossover within the class of compass models.

The paper is organized as follows: in Sec. II we introduce the frustrated $Cx-Cz$ Hamiltonian and derive its block-diagonal form making use of its local symmetries. Its symmetry line in the parameter space is explored in Sec. III. Next we present a competition between different classical states for a single plaquette in Sec. IV A and show that this can be used as a guideline to understand the complex quantum phase diagram for a generic case of $L$ interacting plaquettes, as shown for $L=4$ in Sec. IV B where we also visualize the configurations found there. In Sec. IV C we present the phase diagram for $L=4$ in the anisotropic case when all the ZZ interaction are slightly weaker than the XX ones. Phase diagrams for larger systems with $L>4$ are investigated in Sec. V — in Sec. VA we show the detailed phase diagram for a ladder consisting of $L=6$ plaquettes and its configurations, while Secs. VB and VC concentrate on the evolution of phase diagram with increasing $L$ and identification of generic phases using large ladders with $L=8$ and $L=12$. Section VI is devoted to phase competition in the vicinity of the nematic phase and we study the behavior of the energy levels when this phase is approached using perturbative expansion up to fourth order. Finally, in Sec. VIIA we quantify the entanglement of the effective dimers in symmetry subspaces for the systems of the sizes $L=4$ and $L=6$. In Sec. VII B we do the same for plaquettes in initial physical basis. The summary and conclusions are given in Sec. VIII. The paper is supplemented with one Appendix in which we show the relation between the spin transformation that we use to block-diagonalize the present model and the one which was used before for a simpler $Cx-Cz$ model [65].

II. HAMILTONIAN AND ITS SYMMETRIES

We consider the Hamiltonian of the 1D plaquette compass $Cx-Cz$ model which can be written as follows,

$$\mathcal{H} = \sum_{i=1}^{L} \{J_{\text{rung}} X_{i,2} X_{i,3} + J_{\text{leg}} (X_{i,1} X_{i,2} + X_{i,3} X_{i,4})\}$$

$$+ J_{\text{diag}} \sum_{i=1}^{L} (X_{i,1} X_{i,3} + X_{i,2} X_{i,4})$$

$$+ \sum_{i=1}^{L} \{J_{\text{rung}} Z_{i,1} Z_{i,4} + J_{\text{leg}} (Z_{i,1} Z_{i+1,2} + Z_{i,4} Z_{i+1,3})\}$$

$$+ J_{\text{diag}} \sum_{i=1}^{L} (Z_{i,1} Z_{i+1,3} + Z_{i,4} Z_{i+1,2}),$$

(2.1)

where $X_{i,p}$ and $Z_{i,p}$ are the $\sigma^x$ and $\sigma^z$ Pauli matrices for plaquette $i=1,\ldots,L$ at site $p=1,2,3,4$, see Fig. 1. We consider all exchange interactions positive, i.e., antiferromagnetic (AF). A simpler $Cx-Cz$ model considered in Ref. [65] can be recovered by setting $J_{\text{rung}} = J_{\text{leg}}$ and $J_{\text{diag}} = 0$. Here and below we assume PBCs of the form $Z_{i+1,2} = Z_{1,2}$ and $Z_{L+1,3} = Z_{1,3}$.

There are two types of the symmetry operators specific to the model (2.1), namely

$$P_i^z = Z_{i,1} Z_{i,2} Z_{i,3} Z_{i,4},$$

$$P_i^x = X_{i,1} X_{i,4} X_{i+1,2} X_{i+1,3}.$$

(2.2)
The inverse operators as, which are new Pauli operators at plaquette $i$ and sites 2 and 3 within the plaquette and $r_i$ and $s_i$ are the symmetry operators, namely
\begin{align}
    r_i &\equiv P_i^x = Z_{i,1} Z_{i,2} Z_{i,3} Z_{i,4}, \\
s_i &\equiv P_i^z = X_{i,1} X_{i,2} X_{i,3} X_{i,4},
\end{align}
(2.5)
and $r_i^*$, $s_i^*$ are the anticommuting partners of these operators that can be expressed in terms of initial Pauli operators as,
\begin{align}
    r_i^* &= X_{i,1}, \\
    s_i^* &= Z_{i,4}.
\end{align}
(2.6)
These operators will not be needed: $r_i^*$ and $s_i^*$ do not appear in the block-diagonal form of the Hamiltonian and $r_i$ and $s_i$ are good quantum numbers taking the values of $\pm 1$. The transformations of Eqs. (2.3) and (2.4), however complicated they may be, are reversible. The inverse transformations read:
\begin{align}
    \tau_{i,2}^x &= X_{i,2} X_{i,3}, \\
    \tau_{i,3}^x &= X_{i,3} X_{i,4} X_{i+1,2} X_{i+1,3},
\end{align}
(2.7)
and
\begin{align}
    \tau_{i,2}^z &= Z_{i,2} Z_{i-1,4} \\
    \tau_{i,3}^z &= Z_{i,1} Z_{i,4},
\end{align}
(2.8)
completed by the relations of Eqs. (2.5) and (2.6). Note that however $r_i$ and $s_i$ can be alternatively called $r_i \equiv \tau_{i,1}^x$ and $s_i \equiv \tau_{i,4}^z$, as they commute with the pseudospins $\tau_{i,2}^x$ and $\tau_{i,3}^x$. This does not automatically imply that $r_i^*$ and $s_i^*$ can be indeed identified with $\tau_{i,1}^x$ and $\tau_{i,4}^z$, we find that $r_i^*$ anticommutes with $\tau_{i,3}^x$ and $s_i^*$ with $\tau_{i,3}^x$. The block diagonal Hamiltonian has the following form:
\begin{align}
    \mathcal{H} &= \sum_{i=1}^{L} \left\{ J_{rung} \tau_{i,2}^x + J_{leg} \left( s_i \tau_{i,2}^x \tau_{i,3}^x + \tau_{i,3}^x \tau_{i+1,2} \right) \right\} \\
    &+ J_{diag} \sum_{i=1}^{L} \left( s_i + \tau_{i,2}^x \tau_{i+1,2} \right) \tau_{i,3}^x \\
    &+ \sum_{i=1}^{L} \left\{ J_{rung} \tau_{i,2}^z + J_{leg} \left( r_i \tau_{i,2}^z \tau_{i,3}^z + \tau_{i,3}^z \tau_{i+1,2} \right) \right\} \\
    &+ J_{diag} \sum_{i=1}^{L} \left( 1 + r_i \tau_{i-1,3}^z \tau_{i,3}^z \right) \tau_{i,2}^z.
\end{align}
(2.9)
From the computational point of view it is worth to notice that thanks to the symmetries we reduce the number of quantum degrees of freedom by half, i.e., instead of four initial Pauli operators $\{X_{i,1}, X_{i,2}, X_{i,3}, X_{i,4}\}$ and their anticommuting partners per each plaquette (see Fig. 1), we now have only two of them, $\{\tau_{i,2}^x, \tau_{i,3}^x\}$, with anticommuting partners and two good quantum numbers $\{r_i, s_i\}$ taking values $\pm 1$. Thus instead of plaquettes with internal site index $p = 1, 2, 3, 4$ we now deal with dimers with $p = 2, 3$. From the fundamental point of view the specific pattern of the $\{r_i, s_i\}$ Ising spins is an important characterization of model’s ground state at given values of the interactions, as we shall see further on.

Note that in the absence of diagonal interaction, i.e., at $J_{diag} = 0$, the model is equivalent to the 1D XY model in the external XY field. To see it clearly one can redefine the Pauli operators to get rid of $p = 2, 3$ indices and gauge away the $r_i$ and $s_i$ phase from the interaction term (strictly speaking this can be done completely only for an open chain so we neglect here the closing $(L, 1)$ bond). To do this we use a following transformation:
\begin{align}
    \tau_{i,2}^x &= s_1 s_2 s_3 \ldots s_{i-1} \tau_{2i-1}^x, \\
    \tau_{i,3}^x &= s_1 s_2 s_3 \ldots s_{i} \tau_{2i}^x,
\end{align}
(2.10)
and
\begin{align}
    \tau_{i,2}^z &= r_1 r_2 r_3 \ldots r_{i-1} \tau_{2i-1}^z, \\
    \tau_{i,3}^z &= r_1 r_2 r_3 \ldots r_{i} \tau_{2i}^z,
\end{align}
(2.11)
Following the spin transformations derived in Ref. 65 we can find a block-diagonal form of the Hamiltonian $\mathcal{H}$ in the common eigenspace of the symmetry operators. Here we will use an alternative form of such transformation, as we consider it more suitable to treat the present frustrated (generalized) problem, namely:
\begin{align}
    X_{i,1} &= r_i^*, \\
    X_{i,2} &= r_i^* s_i \tau_{i,2}^x \tau_{i,3}^x, \\
    X_{i,3} &= r_i^* s_i \tau_{i,3}^x, \\
    X_{i,4} &= r_i^* s_i \tau_{i+1,2} \tau_{i+1,3},
\end{align}
(2.3)
to get
\[ H_{\text{OBC}}(J_{\text{diag}} = 0) = J_{\text{rung}} \sum_{i=1}^{L} \left( R_i \tau_i^{x} \tau_{i+1}^{x} + S_{i-1} \tau_i^{x} \tau_{i-1}^{x} \right) + J_{\text{leg}} \sum_{i=1}^{2L-1} \left( \tau_i^{x} \tau_{i+1}^{x} + \tau_i^{x} \tau_{i+1}^{x} \right) \]
with
\[ R_i \equiv r_1 r_2 r_3 \ldots r_i, \]
\[ S_{i-1} \equiv s_1 s_2 s_3 \ldots s_{i-1}. \] (2.13)

Here the chain has open boundary conditions (OBC). Clearly the interaction part is the XY model that can be solved by a Jordan-Wigner transformation to get a solution in terms of free fermions with cosine dispersion. On the other hand, the linear part makes the model unsolvable as it becomes nonlocal and of infinite order in the thermodynamic limit after the transformation. Nevertheless, we find the $CX\cdot CZ$ model written in this form simpler than in the original form introduced in Ref. [65] — see the Appendix for the transformation linking these two forms.

Another interesting limit is when $J_{\text{rung}} = 0$ and either $J_{\text{leg}} = 0$ or $J_{\text{diag}} = 0$. Looking at Fig. 1 one can easily see that in this limit the system splits into two independent subsystems and each of them is described by the so-called 1D compass model [57], with XX and ZZ interactions alternating on even/odd bonds. Away from these points the two 1D compass models start to interact in a very complex way.

III. HIGH SYMMETRY LINE

Apart from the local parities which are the symmetries of the model for any choice of its exchange parameters $J$’s, there is a special line in the parameter space, namely
\[ J_{\text{leg}} = J_{\text{diag}}, \] (3.1)

where the model has extra symmetries. These are interchanges of the two spins located at every rung of the ladder in Fig. 1 — it is easy to notice that such an operation done on a single rung will interchange leg and diagonal bonds within the two plaquettes adjacent to this rung. When Eq. (3.1) is obeyed, this has no effect on Hamiltonian (2.1). Such interchange for a (2, 3) rung can be realized by a spin-interchange operator known from the so-called Kumar model [68], i.e.,
\[ \lambda_i^{2,3} = \frac{1}{2} (1 + \hat{s}_{i,2} \cdot \hat{s}_{i,3}), \] (3.2)

where $\hat{s}_{i,p} = \{X_{i,p}, Y_{i,p}, Z_{i,p}\}$. Similarly one can define the spin interchange operator $\lambda_i^{1,4}$ for rungs (1, 4).

If Eq. (3.1) applies, the Hamiltonian commutes with $\lambda_i^{2,3}$ and $\lambda_i^{1,4}$ for every $i$, whose spectrum consists of one eigenvalue $\lambda_x = -1$ for a spin singlet on a rung and three eigenvalues $\lambda_x = 1$ for a spin triplet. This knowledge can be used to rewrite the Hamiltonian of Eq. (2.1) at constraint Eq. (3.1) in the form of $H_{\text{sym}} = H_{\text{leg}} = H_{\text{diag}}$ given by a following equation,
\[ H_{\text{sym}} = 2J_{\text{rung}} \sum_{i=1}^{L} \left\{ (S_{i,2}^{x})^2 + (S_{i,1}^{z})^2 - 1 \right\} + 4J_{\text{leg}} \sum_{i=1}^{L} (S_{i,2}^{x}S_{i,1}^{x} + S_{i,1}^{z}S_{i+1,2}^{z}), \] (3.3)

where $S_{i,3/4}^{x/z}$ are the spin $S = 1$ or $S = 0$ operators being the sums of two $S = 1/2$ spin operators on every rung, i.e.,
\[ S_{i,2}^{x} = \frac{1}{2} (X_{i,2} + X_{i,3}), \quad S_{i,2}^{z} = \frac{1}{2} (Z_{i,2} + Z_{i,3}), \]
\[ S_{i,1}^{x} = \frac{1}{2} (X_{i,1} + X_{i,4}), \quad S_{i,1}^{z} = \frac{1}{2} (Z_{i,1} + Z_{i,4}). \] (3.4)

The spin-interchange symmetry present in $H_{\text{sym}}$ guarantees that the total spin $S$ on every site $(i, 2)$ and $(i, 1)$ is a good quantum number. Note that in analogy to the previous Section we mapped a ladder Hamiltonian onto a model of dimerized chain but here the building blocks are $S = 1$ or $S = 0$ spins. This new Hamiltonian still has the parity symmetries which are now given by
\[ P_{\text{rung}}^{x} = \left\{ \begin{array}{ll} 2 (S_{i,2}^{x})^2 - 1 & \text{for even } \lambda_i^{2,3} \\ 2 (S_{i,1}^{z})^2 - 1 & \text{for odd } \lambda_i^{2,3} \end{array} \right., \] (3.5)
\[ P_{\text{rung}}^{z} = \left\{ \begin{array}{ll} 2 (S_{i,2}^{x})^2 - 1 & \text{for even } \lambda_i^{1,4} \\ 2 (S_{i+1,2}^{z})^2 - 1 & \text{for odd } \lambda_i^{1,4} \end{array} \right., \] (3.6)

whose meaning is now the parity of number of $S_{i,2}^{x} = 0$ or $S_{i,1}^{z} = 0$ eigenvalues on every (2, 1) or (1, 2) bond respectively.

Note that $H_{\text{sym}}$ has a degenerate manifold of very simple eigenstates with energy $E_{0} = -2J_{\text{rung}}$ and degeneracy $d = 2^{2L}$. These states we construct by putting on every site $(i, 2)$ either total spin $S = 0$ or spin $S = 1$ with $S_{i,2}^{z} = 0$ and on every site $(i, 1)$ either total spin $S = 0$ or spin $S = 1$ with $S_{i,1}^{z} = 0$. For the original ladder this means that on every rung (2, 3) we put a spin singlet or a spin triplet with zero projection on $x$ spin axis and on every rung (1, 4) we put a spin singlet or a spin triplet with zero projection on $z$ spin axis. Equivalently one can take a symmetric or antisymmetric combination of singlet and triplet and then for every rung (2, 3) we can choose between states $|\downarrow\downarrow\rangle$ and $|\uparrow\downarrow\rangle$ and for every rung (1, 4) we can have either $|\downarrow\uparrow\rangle$ or $|\uparrow\uparrow\rangle$. In this way we can produce $2^{2L}$ rung-product states with energy $E_{0}$. Such states belong to the ground state manifold of the model with the constraint Eq. (3.1) and large enough $J_{\text{rung}}$, and we will call them nematic in the following Sections.

Finally, we note that by setting $J_{\text{rung}} = 0$ in Eq. (3.3), we get a Hamiltonian whose low-energy sector realizes a 1D compass model with spins $S = 1$. Combining Eqs. (2.9) and (3.3) at $J_{\text{rung}} = 0$ we see that the present plaquette model realizes a crossover within a class of 1D
compass models — setting $J_{\text{leg}} = 1$ and increasing $J_{\text{diag}}$ from 0 to 1 changes spins $S = 1/2$ to spins $S = 1$. We note that the $S = 1$ 1D compass model was studied before [69] and it was shown that for such a choice of parameter values as here the ground state of the model is unique, disordered and gapped. We also found that it is strongly dimerized, i.e., looking at two-point correlation functions only the correlations that enter the Hamiltonian (3.3) are non-vanishing.

IV. POSSIBLE QUANTUM PHASES

A. A single plaquette with frustration

The ground state of the model given by the block-diagonal Hamiltonian of Eq. (2.9) can occur in different subspaces of the symmetry operators (i.e., different diagonal blocks) labeled by the quantum numbers \{ $r_1, \ldots, r_{d-1}, s_1, \ldots, s_{d-1}$ \}, depending on the values of exchange parameters, \{ $J_{\text{rung}}, J_{\text{leg}}, J_{\text{diag}}$ \}. This is a more complex situation than in the case of unfrustrated $C_x$–$C_z$ model where the ground state was found always in the subspace $r_1 \equiv s_1 = 1$ [65]. The difference is a manifestation of the intrinsic frustration induced by the diagonal bonds.

Let us consider first a single (open) $Z$-plaquette shown in Fig. 1 described by a 4-site Hamiltonian of the form,

$$
\mathcal{H}_P = J_{\text{rung}} Z_2 Z_3 + J_{\text{leg}} (Z_1 Z_2 + Z_3 Z_4) + J_{\text{diag}} (Z_1 Z_3 + Z_2 Z_4),
$$

(4.1)

where pseudospins at sites $i = 1$ and $i = 4$ do not interact as this bond belongs to the next plaquette, see Fig. 1. We set a constraint in the parameter space,

$$
J_{\text{diag}} = 2 - J_{\text{leg}},
$$

(4.2)

and we change $J_{\text{leg}}$ in the interval $0 \leq J_{\text{leg}} \leq 2$ to interpolate between the two unfrustrated $C_x$–$C_z$ models. Equation (4.2) serves also to determine the units of dimensionless exchange parameters. Plaquette frustration vanishes when $J_{\text{diag}} = 0$, or in the equivalent limit when $J_{\text{leg}} = 0$ (but $J_{\text{diag}} = 2$) — in both limits the plaquette spins form an open chain and one recovers a unit of the unfrustrated $C_x$–$C_z$ model of Ref. [65]. All eigenstates are classical and have degeneracy $d = 2$ (with equivalent configurations obtained by reversing all spins).

One can easily check that three distinct configurations exist which become ground states in various regions of parameters:

(i) In the area of $J_{\text{rung}} \leq 2 (1 - |1 - J_{\text{leg}}|)$, the pseudospin configuration in the ground state is the one that satisfies leg and diagonal bonds but the rung bond is frustrated. This state is,

$$
|\psi_0\rangle = |\uparrow\rangle_1 |\downarrow\rangle_2 |\uparrow\rangle_3 |\downarrow\rangle_4.
$$

(4.3)

(ii) For stronger $J_{\text{rung}} > 2 (1 - |1 - J_{\text{leg}}|)$ and $J_{\text{leg}} < 1$, one finds the ground state that optimizes only rung and diagonal bonds, namely

$$
|\psi_{-1}\rangle = |\downarrow\rangle_1 |\downarrow\rangle_2 |\uparrow\rangle_3 |\uparrow\rangle_4.
$$

(4.4)

(iii) Finally, for $J_{\text{rung}} > 2 (1 - |1 - J_{\text{leg}}|)$ and $J_{\text{leg}} > 1$ we find the ground state that optimizes only rung and leg bonds which is

$$
|\psi_1\rangle = |\uparrow\rangle_1 |\downarrow\rangle_2 |\uparrow\rangle_3 |\downarrow\rangle_4.
$$

(4.5)

The states (4.4) and (4.5) are degenerate along the line $J_{\text{leg}} = 1$ for $J_{\text{rung}} > 2$ in Fig. 2. The lines between the $|\psi_0\rangle$ and $|\psi_1\rangle$ ($|\psi_{-1}\rangle$) states sets the stage and different phases of a ladder consisting of $Z$ and $X$ plaquettes presented in Fig. 3 develop around them, as we show below. We can expect that in the quantum many-body regime the intracell frustration discussed here will result in very non-trivial configurations.

B. Phase diagram for a ladder of $L = 4$ plaquettes

Indeed, in Fig. 2 we find a complex phase diagram for a system of $L = 4$ plaquettes with PBCs, containing 10 different pseudospin configurations. All the phase boundaries mark the level crossings between the
ground states from the different invariant subspaces of the Hamiltonian \( \{ r_i, s_i \} \). The phase diagrams were obtained in the following way: first the phase space was discretized by a sufficiently dense lattice of points (typically 100 × 100 points for \( 0 \leq J_{\text{leg}} \leq 1 \) and \( 0 \leq J_{\text{leg}} \leq 2.2 \)) and for every point all the symmetry-nonequivalent subspaces were searched for the ground state to find the one with the lowest energy. Then, knowing what the phases are and how approximately they are located, the bisection algorithm was used to establish smooth boundaries between them. The dominant one was found before in the unfrustrated \( C_x-C_z \) model, where \( r_i \equiv s_i \equiv 1 \). This phase we call FMu because \( \{ r_i \} \) and \( \{ s_i \} \) variables can be seen as Ising spins that are here in the FM configuration, all pointing up. This phase consists of two parts, the bottom and the top one. These parts are separated by a window of other configurations that stem from the compass points located in the bottom corners of the phase diagram. This window contains the classical phase boundaries discussed for a single plaquette in Sec. IV A and ends exactly at its critical point \( (J_{\text{leg}}, J_{\text{rung}}) = (1.0, 2.0) \).

Firstly, we note that the diagram is symmetric around the high-symmetry line \( J_{\text{leg}} = 1 \) starting from the \( S = 1 \) compass point at \( J_{\text{rung}} = 0 \), which is deeply embedded in the FMu phase. Going up from this point we increase the values of the quadrupolar external fields in the high-symmetry Hamiltonian \( 3.3 \) and in the end we leave the FMu phase. Note that the ground state remains gapped along the whole \( J_{\text{leg}} = 1 \) line as it was at \( J_{\text{rung}} = 0 \). Moving left or right from this line we lower the symmetry of the problem - the \( S = 1 \) or \( S = 0 \) spins placed on every rung of the ladder dissociate into pairs of spins \( S = 1/2 \) up to extreme case of compass points with exponential degeneracy at \( J_{\text{leg}} = 0 \) and \( J_{\text{rung}} = 0 \). This ‘quenching’ of pairs of spins \( S = 1/2 \) is similar to the formation of \( J = 0 \) singlets out of spins \( S = 1/2 \) and orbital moments \( L = 1/2 \) in presence of strong spin-orbit coupling \([40]\).

In the narrow shoulders of the window starting from \( J_{\text{rung}} = 0 \) and either \( J_{\text{leg}} = 0 \) or \( J_{\text{leg}} = 2.0 \) we find two wedges of the FMd phase being exactly opposite to the FMu configuration, where all the symmetries have \(-1\) eigenvalues. This phase is stable for not too large \( J_{\text{rung}} \) and away from the high symmetry point \( J_{\text{leg}} = J_{\text{diag}} = 1.0 \). Quite surprisingly tiny bubbles of this phase can be found at the onset of the phase that we call nematic, exactly at \( J_{\text{leg}} = J_{\text{diag}} = 1.0 \) and \( J_{\text{rung}} = J_{\text{rung}} \overset{\text{cr}}{\approx} 1.664 \). Centrally around \( J_{\text{leg}} = 1 \) at the very top and bottom of the window we find a phase which is partially FMu and FMd, where \( r_i \equiv -1 \) and \( s_i \equiv 1 \), namely the FMdu phase. This configuration is doubly degenerate because here is is permitted to uniformly interchange \( r_i \) and \( s_i \) quantum numbers and set \( r_i \equiv 1 \) and \( s_i \equiv -1 \).

More generally, the main source of degeneracies found in the phase diagram of Fig. 2 is the invariance of the block diagonal Hamiltonian of Eq. \( \text{\[2.9\]} \) with respect to translations and to \( \{ r_i \} \leftrightarrow \{ s_i \} \) interchange. Because of this we are always allowed to cyclically translate the symmetry quantum numbers, i.e., going from the subspace \( \{ r_1, \ldots, r_L; s_1, \ldots, s_L \} \) to \( \{ r_L, r_1, \ldots, r_{L-1}; s_L, s_1, \ldots, s_{L-1} \} \) will not affect the energies. Similarly, we are allowed to translate the initial ladder of Fig. 1 by one lattice spacing along the ladder legs provided that we also interchange all \( X \) operators with the \( Z \) ones. Thus going from the subspace \( \{ r_1, \ldots, r_L; s_1, \ldots, s_L \} \) to \( \{ s_L, s_1, \ldots, s_{L-1}; r_1, \ldots, r_L \} \) will not affect the energies as long as the \( X \) and \( Z \) bonds are equivalent. For simplicity this operation on
the \( \{r_i, s_i\} \) subspace labels will be called the \( r \leftrightarrow s \) interchange, keeping in mind that there is also a translation of the \( s_i \) quantum numbers involved. Note that a very similar discussion concerns the analogous \( \{r_i, s_i\} \) quantum numbers in the 2D compass model, see Refs. [13].

Going further towards the center of the window in the phase diagram of Fig. 2 we find the last ordered phase which is the FMd-AF one. In this phase the \( \{r_i\} \) quantum numbers are all equal to \(-1\) as in FMd phase but the \( s_i \) ones are alternating as in the AF state, hence we use the label AF. This phase has a degeneracy of \( d = 8 \) coming both from translation and the \( r \leftrightarrow s \) interchange discussed above. In the similar area of the phase diagram we find a phase with no particular order in the eigenvalues of the symmetries which we call QD4, meaning quantum disorder. There are three other phases of this type, QD1-QD3, but all of them are stable only in tiny regions of the phase diagram, i.e., close to quantum critical points where three different phases meet.

Finally, we find special phases of measure zero in the phase diagram which have macroscopic degeneracy that cannot be explained only by the translation and the \( r \leftrightarrow s \) interchange symmetry. These are the already mentioned compass points where we recover the degeneracy of two independent 1D compass models \( d = 2(2^L - 1)^2 \) \([17]\), and less expected nematic phase with degeneracy \( d = 2^{2L} \). In the latter phase the degeneracy comes from the fact that both leg and diagonal interactions in this phase have zero expectation value and only the rungs give finite contribution to the ground state energy. Thus according to Eq. (2.9) the quantum numbers \( \{r_i\} \) and \( \{s_i\} \) do not affect the energy and can be arbitrary. Quite remarkably the onset of the nematic phase does not coincide with the classical value of \( J_{\text{rung}} = 2.0 \) but is placed much lower at \( J_{\text{rung}}^c \simeq 1.664 \). This is clearly the effect of frustration which is not included in a single Z-plaquette, see Sec. IV A and comes from the competition between the XX and ZZ bonds that want to order pseudospins along two perpendicular directions.

The different ground state configurations (phases) realized by the model can be conveniently characterized by a 3D vector field living on one leg of the initial ladder. In three components of such vectors we can encode the average values of three different bonds outgoing from the point at which the vector is anchored — these are leg, rung and diagonal bonds. Because the two legs of the ladder are perfectly equivalent, it is enough to check the following bond operators labeled by a site index \( j \) along a single leg, \( 1 \leq j \leq 2L \),

\[
\langle h_{j,\text{rung}}^{x/z} \rangle = \begin{cases} 
X_{i+1,3}X_{i,1} \equiv \tau_{i,1} \tau_{i,3} & j = (2i - 1), \\
Z_{i+1,4}Z_{i,4} \equiv \tau_{i,4}^2 & j = 2i 
\end{cases}
\]

\[
\langle h_{j,\text{leg}}^{x/z} \rangle = \begin{cases} 
X_{i+2,1}X_{i,2} \equiv s_i \tau_{i,2}^2 \tau_{i,3}^2 & j = (2i - 1), \\
Z_{i+1,2}Z_{i+1,2} \equiv \tau_{i,2} \tau_{i,3} & j = 2i 
\end{cases}
\]

where \( i \) labels the plaquettes, \( 1 \leq i \leq L \). Here we keep in mind that these bonds are of the XX(ZZ) type for odd(even) points along the ladder’s leg. In this way such vector fields tell us all about the NN interactions in a given phase. In this context we can consider a periodicity of a given phase. If the XX and ZZ interactions are perfectly balanced then we can expect that for simplest ground states the bond averages will be the same for every point along the leg and consequently all the vectors will be the same. Such configuration respects the translational and the \( r \leftrightarrow s \) interchange symmetry of the initial ladder, as one could expect from the ground state.

To understand better the physical meaning of phases
found in the phase diagram of Fig. 2 we present the ground-state values of all different bonds of the initial Hamiltonian shown in Fig. 1. In Fig. 3 we show a 3D representation of the ground-state averages of the above operators as functions of the position $i$ at 15 representative points in the phase diagram. These points are placed in all different phases but also in two pieces of one phase; for instance we have bottom and top part of the FMu phase by the polarization of the rung bonds; in the bottom part the rungs can be neglected but in the top part they are satisfied. Further on, we can see that the wedge part of the FMd phase looks very similar to the compass point from which it stems and in the bubble FMd phase the rung bonds are much more favored. The combined FMd-μ phase exhibits a strong period 2 alternation of the bond values whereas in the FMd-AF one the period is 4. Thus we say that the FMd phase is dimerized in the sense that going along the ladder we will observe stronger/weaker alternation of a given type of a bond, i.e., leg, rung or diagonal one. Analogously, the FMd-μ phase is tetramerized. Finally, we find why the QD phases are really disordered as they exhibit no periodicity. This means that translational invariance is completely broken in these phases. Of course, if we average over the degenerate $\{r_i, s_i\}$ configurations then the translational invariance will be recovered but the system will not gain any energy by forming such a superposition.

Finally, in Fig. 4 we show the Fourier transforms of the bond averages $\langle h_{k, \text{bnd}}^{x/z} \rangle$, $\langle h_{k, \text{leg}}^{x/z} \rangle$, and $\langle h_{k, \text{diag}}^{x/z} \rangle$ in the phases with longest periods, namely FMd-AF, bot. QD4, QD3, top QD2 and QD1. These are defined as,

$$\langle h_{k, \text{bond}}^{x/z} \rangle = \frac{1}{\sqrt{2L}} \sum_{j=1}^{2L} e^{ikj} \langle h_{j, \text{bnd}}^{x/z} \rangle,$$  \hspace{1cm} (4.6)

with bond = rung, leg, diag, $k = \frac{2\pi}{a} n$ and $n = 0, 1, \ldots, 2L - 1$. In all phases shown in Fig. 4 we see a dominant ferromagnetic order at least for one type of bond meaning large $k = 0$ Fourier component. In case of FMd-AF phase we have four non-vanishing Fourier components for any type of bond which indicates a four-site unit cell order. In case of the QD phases all the components are non-vanishing indicating no translational symmetry.

Figure 5. Ground state phase diagram for a system with $L = 4$ plaquettes and all $Z$-bonds rescaled by a factor of $\gamma = 0.9$ as function of $J_{leg}$ and $J_{rung}$. The exchange on diagonal bonds $J_{diag}$ is set following Eq. (12). The ground states are shaded in color or white and labeled according to their symmetry patterns, $\{r_1, \ldots, r_4, s_1, \ldots, s_4\}$, which are indicated together with their degeneracies $d$. Red dots are the compass points. The critical value $J_{rung}^c$ for a nematic state is indicated by horizontal line.

C. A ladder of $L = 4$ plaquettes with anisotropic interactions

In the previous Section we studied the phase diagrams of the model given by Eq. (2.1) with balanced XX and ZZ terms, i.e., they enter with exactly the same exchange interactions. It is interesting to consider as well the present model with unbalanced interactions. In Fig. 5 we show the phase diagram obtained for a ladder of $L = 4$ plaquettes in case where all the ZZ interactions are reduced by a factor of $\gamma = 0.9$ — of course this does not affect the symmetries that we used so far to get the block-diagonal Hamiltonian. From the point of view of symmetries we loose the $r \leftrightarrow s$ interchange so typically the degeneracies that we find will be reduced by a factor of 2. In the phase diagram we see that first of all the range of stability of FMdμ phase is strongly enlarged and that the window between the two pieces of the FMu phase is enlarged too. Now it goes above the classical threshold of $J_{rung} = 2$ and goes lower at the high symmetry point of $J_{leg} = J_{diag} = 1$.

The enhanced stability of the FMdμ phase is clearly due to the fact that the anisotropic interactions brake the symmetry between the $\{r_i\}$ and $\{s_i\}$ quantum numbers and the FMdμ configuration is compatible with such a symmetry breaking. We also notice that the quantum disorder phases are less stable now and two of them are...
V. GENERIC PHASES FOR LARGE $L$

A. Phase diagram for a ladder of $L = 6$ plaquettes

We now increase the system size to identify generic phases in the phase diagram of Fig. 2 and to check which ones could follow from finite-size effects. Figure 6 confirms that several phases we have found for a short ladder of $L = 4$ plaquettes reappear for $L = 6$. These are FMu, FMd, FMdu and FMd-AF phases. The disordered phases found before are gone but there are others appearing instead. There are also other ordered phases with a longer period 3, namely Fr3 (ferrimagnetic with period 3) which is stable in a large area of the central region of the window and FMd-Fr3 which replaces former QD1 phase. Period 3 is now allowed by the system size and we anticipate that it is favorable from the point of view of the three-site terms in the block-diagonal Hamiltonian so we can expect such phases whenever $L$ is divisible by 3.

Again, we find quantum disordered (QD) phases, this time QD1 and QD2. QD1 phase takes the most of the area where FMd-AF one is stable for $L = 4$, whereas the QD2 phase appears in the form of bubbles that stem from the bubbles of FMd phase which are now much larger than for $L = 4$. The degeneracy is twice larger in QD2 phase (and also some others) than predicted only by a translation argument, i.e., for a label $\vec{r} = \vec{s} = (−−−+)$ we can generate only five other distinct ground states by a translation by moving simply the $+$ spin, suggesting $d = 6$, whereas the degeneracy is de facto $d = 12$. Now we can check the action of the $r \leftrightarrow s$ inversion; we take the configuration...
Figure 8. Visualization of the configurations present in the phase diagram of Fig. 6. The solid lines indicate both system itself and different phases or different pieces of one phase which are labeled below. Arrows show the strength of the XX or ZZ interactions within consecutive plaquettes of the systems such that their 3D components correspond to ground-state average of the rung, leg and diagonal interactions denoted as \( \langle \hat{h}_{\text{rung}}^{x/z} \rangle \), \( \langle \hat{h}_{\text{leg}}^{x/z} \rangle \), and \( \langle \hat{h}_{\text{diag}}^{x/z} \rangle \), respectively. The reference frame is given in the left top corner. Arrows along the solid lines mean that only rung interactions are non-zero, vertical arrows mean only diagonal interactions and horizontal ones only along the legs.

\[ \hat{r} = \hat{s} = (- - - - + + ) \text{ and we get } \hat{r} = (+ - - - -) \text{ and } \hat{s} = (- - - - + +) \text{ ones. Note that quite counter-intuitively we go from the configuration with } \hat{r} = \hat{s} \text{ to the one with } \hat{r} \neq \hat{s} \text{ keeping the energy spectrum unchanged. Then by performing translations once again we can get the other five configurations which explains the total degeneracy of } d = 12 = 2 \times (1 + 5). \text{ Quite remarkably, all these changes in the phase diagram do not affect the nematic phase which occurs for the same parameters as before.} \]

Figure 7 presents the Fourier transforms of the bond averages \( \langle \hat{h}_{\text{rung}}^{x/z} \rangle \), \( \langle \hat{h}_{\text{leg}}^{x/z} \rangle \), and \( \langle \hat{h}_{\text{diag}}^{x/z} \rangle \) (defined by Eq. 4.6) in the phases with the longest periods, namely Fr3, bot. FMd-Fr3, QD3, top FMd-Fr3, QD1 and QD2. As for \( L = 4 \) we see that in all phases there is a dominant ferromagnetic component at least for one type of bond meaning large contribution at \( k = 0 \). In case of Fr3 phase we have three non-vanishing Fourier components for any type of bond which indicates a three-site unit cell order. In case of mixed, FMd-Fr3 phases, top and bottom, the number of non-vanishing components is six which corresponds to a six-site unit cell order. As expected in the QD phases all the Fourier components are non-vanishing indicating disorder, however for QD1 most of them are small apart from dominant \( k = 0 \) contribution.

Finally, in Fig. 8 we visualize the bond averages for different phases in the phase diagram of Fig. 6. The phases that were present before (for \( L = 4 \)) look here in a similar way as in Fig. 6 so we focus on period-3 and disordered phases. We see that indeed phase Fr3 has a periodicity 3 and every three sites there is a strong increase in diagonal correlations which are weak otherwise and the dominant contribution to the energy comes from the rungs. The mixed FMd-Fr3 phase doubles the period 3 and favors the diagonals (or legs if \( J_{\text{leg}} > 1 \)). Thus we see that there is a spontaneous trimerization occurring in the phase Fr3 whereas the FMd-Fr3 one is hexamerized. The disordered QD1 phase is very weakly disordered and similar to the wedge FMd phase or the compass one. The disorder in the QD2 phase seems to be stronger than in the QD1 one and is qualitatively similar to the top part of the FMd-Fr3 phase.

B. Larger ladder of \( L = 8 \) plaquettes

To check the generality of the phase diagrams shown in previous Sections we explored the cases of larger plaquette ladders, \( L = 8 \) and \( L = 12 \). In Fig. 9 we show the phase diagram for \( L = 8 \). The diagram was obtained in the following way: First the \( J_{\text{leg}} - J_{\text{rung}} \) parameter plane was discretized as a lattice of \( 40 \times 20 \) points and in each point all 4116 symmetry-distinct \( \{ r_1, \ldots, r_L; s_1, \ldots, s_L \} \) subspaces were searched for the ground state and then the subspaces with lowest energy were selected as stable configurations for every lattice point. In this way we identified eight different phases which are realized by the \( L = 8 \)-plaquette ladder, shown in Fig. 9. Note that unlike in the previous cases we did not refine the boundaries between the phases by a bisection algorithm but we used a higher-resolution lattice of \( 100 \times 200 \) points looking only at these eight subspaces found before. Thus every pixel
The ground states are shaded in color or white and labeled according to their symmetry patterns, \( r \). This can be seen as a generalization of FMd-AF where two cases. The main difference is the absence of the FMd-AF phase found at \( L = 6 \) and is there replaced by QD3, cf. Figs. \( 6 \) and \( 7 \). This suggests that FMd-AF phase is gradually destabilized with increasing size \( L \), and indeed it is found only is a very narrow parameter range for \( L = 12 \), see below.

C. Largest ladder of \( L = 12 \) plaquettes

Finally we may ask what happens to the phases with period-2 and -4 in case when also period-3 ones are allowed by the system size \( L \). This is a case when \( L \) is divisible both by 4 and by 3 and the lowest possible \( L \) satisfying these condition is \( L = 12 \). In Fig. \( 10 \) we can see a restricted phase diagram for this case in low resolution. This follows from a lattice of 40 \( \times \) 20 points in the \( J_{\text{leg}} \) - \( J_{\text{rung}} \) plane for which we compare the ground state energies of the eight configurations with translational symmetry obtained for lower \( L \), namely: FMd, FMu, FMu, FMd-AF, Fr3, FMd-Fr3, FMd-Fr4, and FMd-Fr6 phase. The latter one is another generalization of FMd-AF phase with a longer period. Indeed, the FMd-Fr6 phase is stable in a region between wedge and bubble FMd phase, see the phase diagram of Fig. \( 10 \)
and seems to be analogous of the FMd-Fr4 phase found for \( L = 8 \) and FMd-AF one found for \( L = 4 \). Note that the FMd-Fr4 phase is absent here, and the FMd-AF one appears only in two points in the phase diagram close to the onset of the nematic phase. We anticipate that it occurs in place of some QD phase which was not considered here.

Thus we can conclude that for general \( L \) divisible by \( 4 \) an FMd-Fr\((L/2)\) phase appears in this part of phase diagram, with \( r_i \equiv -1 \) and with most of \( s_i \equiv -1 \) except for \( s_{i,L/2} = s_L = 1 \). For smaller system sizes a similar phase was less robust. For instance, the phase diagram for \( L = 6 \), see Fig. 8 suggests in this parameter range a QD1-like phase which has similar properties as the FMd-Fr3 one — all \( r_i \equiv -1 \) and almost all \( s_i \equiv -1 \) except for two sites placed irregularly. Concerning the period-3 phases, namely Fr3 and FMd-Fr3, we see that they appear in similar positions as in the \( L = 6 \) phase diagram, so we argue that they are generic for \( L \) divisible by \( 3 \). Moreover, it seems that QD phases observed at smaller system sizes appear because ordered characteristic of large \( L \) cannot yet develop.

\section{VI. PERTURBATIVE EXPANSION AROUND NEMATIC PHASE}

The nematic phase is the exact eigenstate of the Hamiltonian and thus it is a good starting point of a perturbative expansion around the high-symmetry line Eq. (3.1) characterized in Sec. II. For high enough value of \( J_{\text{rung}} \) we start by taking the Hamiltonian in the form of Eq. (2.9) and dividing it into the unperturbed part \( H_0 \) proportional to \( J_{\text{rung}} \) and the rest which will be treated as perturbation, \( V = H - H_0 \), we get,

\begin{equation}
H_0 = J_{\text{rung}} \sum_{i=1}^{L} (\tau_{i,2}^{x} + \tau_{i,3}^{x}) ,
\end{equation}

\begin{equation}
V = \sum_{i=1}^{L} (\tau_{i,2}^{x}A_i + \tau_{i,3}^{x}B_i) ,
\end{equation}

where,

\[ A_i \equiv J_{\text{leg}} (r_i \tau_{i,2}^{x} + \tau_{i-1,3}^{x}) + J_{\text{diag}} (1 + r_i \tau_{i-1,3}^{x} \tau_{i,3}^{x}) , \]

\[ B_i \equiv J_{\text{leg}} (s_i \tau_{i,2}^{x} + \tau_{i+1,2}^{x}) + J_{\text{diag}} (s_i + \tau_{i,2}^{x} \tau_{i+1,2}^{x}) . \]

Note that both \( A_i \) and \( B_i \) commute with \( H_0 \) so the only terms in \( V \) that will make the excitations in the eigenstates of \( H_0 \) are \( \tau_{i,2}^{x} \) and \( \tau_{i,3}^{x} \) that play the role of transverse fields. In the zeroth order the ground state is a product state of the form \(|\psi_{0}^{(0)}\rangle = \otimes_{i} |(-)_{i,2} \otimes |\downarrow\rangle_{i,3}\rangle\), and with ground state energy \(E_{0}^{(0)} = -2LJ_{\text{rung}}\). We remark that for \( J_{\text{leg}} = J_{\text{diag}} \) and any \( r_i \) and \( s_i \) operators \( A_i \) and \( B_i \) annihilate the ground state \(|\psi_{0}^{(0)}\rangle\), i.e., \( A_i |\psi_{0}^{(0)}\rangle \equiv B_i |\psi_{0}^{(0)}\rangle \equiv 0 \), so at \( J_{\text{leg}} = J_{\text{diag}} \) \(|\psi_{0}^{(0)}\rangle \) becomes an exact ground state of the full Hamiltonian \( H \). Using the textbook perturbative expansion we easily find that the first order correction vanishes, i.e., \( E_{0}^{(1)} = 0 \) and the second order correction has a form of,

\begin{equation}
E_{0}^{(2)} = -\frac{(\delta J)^2}{J_{\text{rung}}} \sum_{i=1}^{L} (2 + r_i + s_i) ,
\end{equation}

with \( \delta J \equiv J_{\text{leg}} - J_{\text{diag}} \). Note that the correction gives lowest energy for \( r_i \equiv s_i \equiv 1 \) which means that for large enough \( J_{\text{rung}} \) close to high symmetry line \( \delta J = 0 \) the optimal configuration (phase) is FMu. This agrees with all the phase diagrams shown in previous Sections. We also easily notice that for fixed \( J_{\text{rung}} \) the energy gap around nematic phases closes as \( (\delta J)^2 \).

Now it is interesting to see what happens in higher orders of the expansion. The next non-vanishing order is the fourth order. Doing the expansion one gets four types of contributions to the fourth order energy correction \( E_{0}^{(4)} \) but only one is of the order of \( (\delta J)^2 \) and the rest is of higher orders in \( \delta J \). Since we are interested in the neighborhood of the nematic phase, only this lowest order contribution is relevant. We get,

\begin{equation}
E_{0}^{(4)} = -\frac{(\delta J)^2(\sigma J)^2}{J_{\text{rung}}^2} \sum_{i=1}^{L} (2 - r_i s_i - r_{i+1} s_i) + O(\delta J^3),
\end{equation}

with \( \sigma J \equiv J_{\text{leg}} + J_{\text{diag}} \). This correction contains an AF interaction term between classical spins \( r_i \) and \( s_i \), so the optimal configuration for \( E_{0}^{(4)} \) is FMu. We see now that the effective fourth-order Hamiltonian for the classical spins around the nematic phase, namely

\begin{equation}
H_{\text{eff}} \equiv E_{0}^{(0)} + E_{0}^{(2)} + E_{0}^{(4)},
\end{equation}

describes a competition between FMu and FMMu phases. In the upper part of the phase diagram \( (J_{\text{rung}} > 2.0) \) FMu phase wins in the large \( J_{\text{rung}} \) limit whereas FMMu phase is stable for lower values of \( J_{\text{rung}} \). We found that the transition point is \( J_{\text{rung}} \approx 1.42 \) and that these two phases are the only ones that are stable. The value of \( J_{\text{rung}}^* \) however does not agree with the upper boundary \( J_{\text{rung}} = 2 \) between FMu and FMMu phases around \( \delta J = 0 \), found in the phase diagrams of Figs. 2-6 and 10. This shows that the phase competition around the nematic phase in the low \( J_{\text{rung}} \) regime is very complex indeed and requires higher orders of the expansion to resolve the question of stability.

\section{VII. ENTANGLEMENT IN THE LADDERS WITH \( L = 4 \) AND \( L = 6 \) PLAQUETTES}

\subsection{A. Dimer-dimer entanglement}

To quantify the entanglement of the states described in Figs. 2-6 and 10 we will evaluate the mutual information \( I_{i,i+1}^{d-d} \) of the neighboring dimers (with PBCs) in each of these states as function of the site index \( i \). By a dimer we
understand pairs of transformed pseudospins \( \{\tau_{i,2}, \tau_{i,3}\} \) that appear in the block diagonal Hamiltonian of Eq. \( \text{(7.1)} \). The mutual information is defined by the von Neumann entropies of the individual dimers \( i \) and \( i+1 \) and the pair of dimers \( \{i, i+1\} \) as follows,

\[
I_{d-i,i+1}^{d-d} = S_d^{i} + S_d^{i+1} - S_d^{dd,i+1}, \quad \text{(7.1)}
\]

where the von Neumann entropy \( S_A \) of any subsystem \( A \) is given by the formula \( \text{II} \text{[70] \text{[71]}} \).

\[
S_A = -\text{Tr} \rho_A \log_2 \rho_A, \quad \text{(7.2)}
\]

with \( \rho_A \) being the reduced density matrix of the subsystem \( A \) (i.e., the density matrix \( \rho \) of the whole system is traced over all degrees of freedom outside the subsystem \( A \)). Note that the subsystem \( A \) can also stand for a part of degrees of freedom in the entire system as done in the spin-orbital systems \( \text{[22]} \). In practice, it is convenient to express \( \rho_A \) in terms of ground-state correlation functions. For instance \( \rho_d^{i} \) for a single dimer \( i \) can be written as,

\[
\rho_d^{i} = \frac{1}{2^2} \sum_{\alpha, \beta, \gamma, \delta, 0, x, y, z} \tau_{i,2}^{\alpha} \tau_{i,3}^{\beta} \langle \tau_{i,2}^{\alpha} \tau_{i,3}^{\beta} \rangle, \quad \text{(7.3)}
\]

where \( \tau_{i,p}^{0} \equiv 1 \) and \( \tau_{i,p}^{\gamma} \equiv -i \tau_{i,p}^{0} \tau_{i,\gamma}^{x} \) and where the two \( \tau \) operators in front of the average live in a local Hilbert space of a single dimer (\( \rho_{i} \) is a \( 4 \times 4 \) matrix). Similarly, for a pair of dimers we can calculate \( \rho_{d,i+1}^{d-d} \) from a formula,

\[
\rho_{d,i+1}^{d-d} = \frac{1}{2^2} \sum_{\alpha, \beta, \gamma, \delta, 0, x, y, z} \tau_{i,2}^{\alpha} \tau_{i,3}^{\beta} \tau_{i+1,2}^{\gamma} \tau_{i+1,3}^{\delta} \langle \tau_{i,2}^{\alpha} \tau_{i,3}^{\beta} \tau_{i+1,2}^{\gamma} \tau_{i+1,3}^{\delta} \rangle, \quad \text{(7.4)}
\]

In Fig. \( \text{11} \) we show the mutual information \( I_{d-i,i+1}^{d-d} \) \( \text{(7.1)} \) for the ground states of the ladder of \( L = 4 \) plaquettes shown in Fig. \( \text{3} \) and for ground state at the \( \text{C}x-\text{C}z \) point as function of \( i \). The \( \text{C}x-\text{C}z \) point is taken to compare the entanglement in the present cases to the one found for the unfrustrated \( \text{C}x-\text{C}z \) model in Ref. \( \text{[65]} \) which was found to be characterized by \( I_{\text{C}x-\text{C}z} = 0.28464 \). Here we recover this value working in a different basis and we find that typically the phases not obtained before in the unfrustrated case are more entangled. Note that the nematic phase is not shown here because its ground state in terms of operators \( \tau_i \) is a classical product state and by the definition of Eq. \( \text{(7.1)} \) it has a vanishing mutual information.

In Fig. \( \text{11} \) we marked the phases in which \( I_{d-i,i+1}^{d-d} \) is high \( (I \approx 1.0) \) on average and we find that these are both wedge and bubble FMd phases but also FMd-AF and compass ones, together with QD1 phase which is a tiny scrap at the interface of FMd and FMd-AF phases (see Fig. \( \text{2} \)). All these phases can be seen as an evolution of the compass phase for finite \( J_{\text{eg}} \) and \( J_{\text{rung}} \) and indeed altogether they connect the two compass points. The entanglement seems to decrease when \( J_{\text{rung}} \) is strongly increased, for instance in the bubble FMd phase. Quite surprisingly the quantum disordered phase apart from QD1 do not seem to be strongly entangled although in QD2 and QD3 phases the mutual information \( I_{d,i+1} \) \( \text{(7.1)} \) can be enhanced locally to rather high values.

As we can see from Fig. \( \text{12} \) for the larger ladder of \( L = 6 \) plaquettes division between more and less entangled phases seems to be clearer. Again we observe that the phases which can be seen as continuation of the compass points in the phase diagram of Fig. \( \text{6} \) are highly

---

**Figure 11.** Mutual information \( I_{d-i,i+1}^{d-d} \) \( \text{(7.1)} \) between the NN dimers as a function of \( i \) for a ladder of \( L = 4 \) plaquettes obtained in different phases and phases of one phase shown in the phase diagram of Fig. \( \text{2} \). The (top) red lines are for phases in which \( I_{d-i,i+1}^{d-d} \) is on average high \( (I \approx 1.0) \) and the black (bottom) lines are for those in which \( I_{d-i,i+1}^{d-d} \) is on average low \( (I \lessgtr 0.55) \).**

**Figure 12.** Mutual information \( I_{d-i,i+1}^{d-d} \) \( \text{(7.1)} \) between the NN dimers as a function of \( i \) for a ladder of \( L = 6 \) plaquettes obtained in different phases and pieces of one phase shown in the phase diagram of Fig. \( \text{6} \). The red (top) lines are for phases in which \( I_{d-i,i+1}^{d-d} \) is on average high \( (I \approx 1.0) \) and the black (bottom) ones are for those in which \( I_{d-i,i+1}^{d-d} \) is on average low \( (I \lessgtr 0.55) \).
entangled. These are FMd, FMd-AF, QD1, QD2, and FMd-Fr3 phases and the compass states themselves. This suggests that the two compass points are the sources of entanglement in the phase diagram of the extended \(C_2\) model, and the phases that are realized are always such that it is possible to move continuously from one point to another keeping the entanglement high. This could be seen as some kind of a conservation law, as if the entanglement played a role of charge here.

Finally, we note that quite counterintuitively at the \(S = 1\) compass point, i.e., \(J_{\text{rang}} = 0\) and \(J_{\text{leg}} = J_{\text{diag}}\), the dimer-dimer mutual information is not big at all of these two systems and takes value of \(I_{S=1} \approx 0.45\). Naively one could expect that it should be even higher than at the compass point \(J_{\text{leg}} = 0\) because frustration seems to be enhanced by perfectly balanced leg and diagonal bonds. Nevertheless it is smaller and it grows monotonously both when moving horizontally and vertically from the \(S = 1\) compass point, as long as one stays within the FMu phase.

**B. Plaquette-plaquette entanglement**

Intuitively one expects that the dimer-dimer entanglement described in the previous Subsection should be equivalent to the plaquette-plaquette entanglement of the original ladder shown in Fig. 11. However, this is not so obvious because mutual information is not a basis-independent quantity. The basis dependence comes from taking the partial trace in order to obtain a reduced density matrix. This is why we decide to examine the question of plaquette-plaquette entanglement in the initial, physical basis. Similarly as before we define the mutual information of the NN plaquettes as,

\[
P^{p-p}_{i,i+1} = S^p_i + S^p_{i+1} - S^p_{i,i+1},
\]

(7.5)

where by a plaquette \(i\) we understand a subsystem composed of four initial spins \(\{X_{i,p}, Y_{i,p}, Z_{i,p}\}\) with \(p = 1, 2, 3, 4\). To calculate this quantity we express the relevant reduce density matrices in terms of correlation function as,

\[
\rho_i^p = \frac{1}{2^4} \sum_{A,B,C,D} A_{i,1} B_{i,2} C_{i,3} D_{i,4} \langle A_{i,1} B_{i,2} C_{i,3} D_{i,4} \rangle,
\]

(7.6)

for a single plaquette and for two plaquettes the expression is analogous but with eight Pauli operators. Our ground state is expressed in terms of spins \(\tau_{i,1}\) and \(\tau_{i,3}\) so we need to use the transformations of Eqs. (2.3) and (2.4). The sum contains \(4^4\) terms but because of the fixed parities \(r_i\) and \(s_i\) only 32 ground-state averages are non-zero. One has to be careful with the signs because operators under average contain \(r_i^*\) and \(s_i^*\) which anti-commute not only with \(r_i\) and \(s_i\) but also with \(\tau_{i,1}^*\) and \(\tau_{i,3}^*\). Note that the average will be non-zero only if all \(r_i^*\) and \(s_i^*\) appear even number of times to cancel each other since \((r_i^*)^2 = (s_i^*)^2 = 1\). In case of the reduce density matrix of a pairs of plaquettes the situation is even more complicated. For non-neighboring plaquettes the number of non-vanishing averages is simply \(32^2\) because these plaquettes can be treated ‘independently’. In case of NN plaquettes this number grows to \(2 \times 32^2\).

In Figs. 13 and 14 we show the results obtained for the mutual information of two NN plaquettes for \(L = 4\) and \(L = 6\) for the same points in the phase diagrams as in case of dimers. Note that the vertical scale is twice as large as for pairs of dimers because von Neumann entropy and hence mutual information are extensive quantities. From
these plots we can draw analogical conclusions as before because qualitatively they are similar to Figs. 11 and 12. This shows that the entanglement between dimers can be treated as qualitatively equivalent to the entanglement of initial plaquettes. Consequently, the nematic phase exhibits no plaquette-plaquette entanglement.

VIII. SUMMARY AND CONCLUSIONS

We have investigated the consequences of frustration in the 1D plaquette compass $C_x-C_z$ model with additional frustration due to finite antiferromagnetic exchange on plaquette diagonals. We have used a systematic approach based on the symmetry properties and demonstrated that different possible ground states of this model are characterized by the eigenvalues of the local parity operators being the symmetries of the model. A similar approach was used before for the 2D compass model [13] and the 1D plaquette $C_x-C_z$ compass model [65], but in these cases the ground state was always found in the simplest possible subspace where all the symmetry eigenvalues (parities) are positive. Here we have seen that due to frustration caused by next nearest neighbor compass interactions along diagonal bonds in the ladder, there is a window in the parameter space $\{J_{\text{leg}}, J_{\text{rung}}\}$ where such a highly symmetric ground state, called here FMu, becomes unstable and one finds instead more exotic phase patterns containing negative parities. Examples of such phases are an anti-FMu configuration, namely FMd where all the parities are negative, or various configurations where the parities alternate. Furthermore, we have shown that some of these states can be stable for arbitrary system size whereas others are strongly related to small system sizes, i.e., ladders of $L = 4$ and $L = 6$ plaquettes.

We argue that the window of exotic phases stems from the frustration that one already finds for a single plaquette with ZZ interactions only. Especially, the window for perfectly balanced XX and ZZ bonds never goes above $J_{\text{rung}} = 2$, which is a value predicted by a single plaquette study, and its shoulders cover the phase transition lines encountered for a single plaquette. We have shown, however, that it can become broader (exceeding $J_{\text{rung}} = 2$) when the anisotropy between XX and ZZ bonds is introduced. We note that in any case the window of exotic phases in the phase diagram connects two points in the phase diagram where the model is equivalent to the 1D compass model, namely $J_{\text{rung}} = 0$ and $J_{\text{leg}} = 0(2)$, with $J_{\text{diag}}$ given by Eq. (4.2). It suggests that these phases are a continuation of the degenerate manifold of ground states of this peculiar 1D model [59, 60].

One could expect that the ground states always respect the symmetries of the initial ladder: (i) translational ones and (ii) the $r \leftrightarrow s$ interchange invariance. However, we have observed that for ladders of up to $L = 12$ plaquettes, the ground states exhibit lower symmetry than that of the initial ladder in the highly frustrated window in the phase diagram, and this manifests itself by ordered states with a longer period, i.e., spontaneous multimerization. In particular, we have obtained four phases that seem to be stable for any even $L$, two of them (FMu and FMd) preserve full translational invariance while one (FMu) is dimerized and one (FMd-AF) is tetramerized. We note that a similar dimerization due to purely quantum fluctuations was recently found in the Kumar-Heisenberg model [23], but in contrast to it here the transition to the dimerized state is discontinuous. In addition, we have found that for a system size $L$ being a multiplicity of three (and even), two other configurations can be stabilized, one with a unit cell of three — Fr3 — and for the cell of six sites — FMd-Fr3. These are examples of trimmerized and hexamerized ground states. We argue that the trimmers are compatible with the three-site interactions in the effective Hamiltonian that stem from the diagonal bonds. Apart from these rather regular phases we have also found configurations that we called quantum disordered in the sense that their periodicity was equal to the system length $2L$. These phases were different for $L = 4$ and $L = 6$, and we suggest that they occur only in so small systems while they are gradually destabilized by ordered phases with longer periods when the system size increases.

Finally, for high enough $J_{\text{rung}}$, here $J_{\text{rung}} \geq J_{\text{rung}}^* \approx 1.664$, and maximal frustration of leg and diagonal interactions, i.e., $J_{\text{leg}} = J_{\text{diag}} = 1$, we have observed a nematic phase from $L = 4$ to $L = 12$ and in the anisotropic ladder of $L = 4$ plaquettes as well. Nematicity here means that the state is an eigenstate of all rung bonds of the ladder optimizing their energies but in the same time it is an eigenstate with zero energy of the ladder Hamiltonian without rungs. This means that effectively only the rung bonds contribute to the ground-state energy. We note that this state is similar to the nematic state of the 2D compass model [16, 17]. This observation together with the 1D compass points found in the phase diagrams makes us claim that the present ladder model realizes indeed the paradigm of dimensional crossover within the class of compass models.

Quite surprisingly, the vertical onset of the nematic phase is always well within the window of exotic phases, below the classical boarder of $J_{\text{rung}} = 2$ where the window typically closes. In this area of the phase diagram there is clearly a very subtle competition of several energy scales that results in what we call bubble phases being attached to the line of nematic phase. These bubbles seem to be generic as they are present for $L = 4$, 6, and 8, as well as in the anisotropic ladder of $L = 4$ plaquettes. In absence of anisotropy these are pieces of the FMd phase which is typically stable in the wedges touching the compass points.

The nematic phase is characterized by a macroscopic degeneracy of $d = 2^{2L}$ related to the fact that the values of local parity operators do not affect the energy here and there are $2L$ of them. But in contrast to the compass model on the checkerboard lattice [24], the high degener...
eracy in the nematic phase and at the compass points is not removed by quantum fluctuations. The nematic phase appears as a highly singular part of the plaquette model where the continuum of states is squeezed to one point. By a perturbative expansion around the nematic phase we have demonstrated a competition between FMu and FMdu phases. FMu (FMdu) phase wins in the large (small) $J_{\text{rung}}$ limit. In all phase diagrams we have identified a special point of 1D $S = 1$ compass model which gives a gapped and unique disordered ground state at $J_{\text{rung}} = 0$ and $J_{\text{diag}} = J_{\text{leg}}$.

As stated before, we argue that the window of exotic phases connecting the two compass points in the phase diagram is an evolution of the manifold of compass ground states for finite $J_{\text{rung}}$. Quite remarkably, this evolution seems to preserve the entanglement that manifests itself by a high mutual information of the neighboring dimers in the effective block-diagonal Hamiltonian or, equivalently, high mutual information of the neighboring plaquettes in the original ladder Hamiltonian. The mutual information seems to be the highest at the compass points whereas it is low in the most prolific FMu phase (including the ground state of the $C_x$–$C_z$ model [65]). However, in the window of exotic phases the entanglement is typically high and comparable to the compass points. We argue that this high entanglement originates from high frustration that can be, to some extent, understood in terms of a single-plaquette study.

Summarizing, we would like to emphasize that the results presented for larger systems of $L = 8$ and $L = 12$ plaquettes provide enough information to anticipate the possible phases for any $L$. We have shown that phases FMd, FMu, FMdu appear always, as well as FMdFr(L/2) for $L$ divisible by 4, while in other cases when $L$ is divisible by 3 phases Fr3 and FMdFr3 appear instead, together with a similar QD1 phase. We have observed that quantum disordered phases appear usually when the system size $L$ is not compatible with the actual unit cell of an ordered phase, favored otherwise in a given range of parameters. We suggest that the obtained phase diagram for $L = 12$ plaquettes is already quite close to the ultimate phase diagram in the thermodynamic limit. The presented analysis of so complex phase diagrams proves that the model is challenging enough to address the relevant phases by carrying out an extensive density matrix renormalization group study for relatively large system size $L$ at the level of the original ladder Hamiltonian, as probing of all $\{r_i, s_i\}$ configurations is too demanding beyond the system sizes considered here.
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Appendix: Different form of the $C_x$–$C_z$ Hamiltonian

For a simple $C_x$–$C_z$ Hamiltonian of Ref. [65] we used the following transformation to $\sigma_{x/2}^2$ Pauli operators to get its block-diagonal form,

$$X_{i,1} = r_i^*,$$
$$X_{i,2} = r_i^* s_i \sigma_{2,1} (\sigma_{x+1,2}^{r_i}),$$
$$X_{i,3} = r_i^* s_i \sigma_{2,1} (\sigma_{x+1,2}^{r_i}),$$
$$X_{i,4} = r_i^* s_i \sigma_{2,1} (\sigma_{x+1,2}^{r_i}),$$  \hspace{1cm} (A.1)

and

$$Z_{i,1} = s_i^* \sigma_{2,1}^z,$$
$$Z_{i,2} = s_i^* \sigma_{2,1}^z,$$
$$Z_{i,3} = s_i^* \sigma_{2,1}^z,$$
$$Z_{i,4} = s_i^*.$$  \hspace{1cm} (A.2)

This gives in the $C_x$–$C_z$ Hamiltonian in the linear-cubic form presented in Ref. [65],

$$\mathcal{H}_{\text{diag}} = 0 = \sum_{i=1}^{L} \left\{ J_{\text{leg}} \sigma_{i,2}^z + J_{\text{rung}} \sigma_{i,3}^z \right\} + (J_{\text{rung}} \sigma_{i,2}^z + J_{\text{leg}} \sigma_{i,3}^z) + J_{\text{leg}} \sigma_{i,3}^z \left( \sigma_{i,2}^z \sigma_{i,3}^z \right) \left( \sigma_{i+1,2}^z \right),$$  \hspace{1cm} (A.3)

whereas in terms of present $\tau_{i,2/3}$ operators we get a linear-quadratic form of Eq. (2.9) which in this limit simplifies to

$$\mathcal{H}_{\text{diag}} = 0 = \sum_{i=1}^{L} \left\{ J_{\text{rung}} \left( \tau_{i,2}^x + \tau_{i,3}^x \right) + J_{\text{leg}} \left( s_i \tau_{i,2}^r \tau_{i,3}^r + r_i \tau_{i,2}^z \tau_{i,3}^z \right) \right\}.$$  \hspace{1cm} (A.4)

Note that the $\tau_{i,2/3}$ Pauli operators are one-to-one related to the $\sigma_{x/2}^{i,2/3}$ ones by the following identities,

$$\tau_{i,3}^x = \sigma_{3,3}^z \sigma_{i+1,2}^z,$$
$$\tau_{i,2}^x = \sigma_{2,2}^z,$$
$$\tau_{i,3}^z = \sigma_{i,3}^z,$$
$$\tau_{i,2}^z = \sigma_{i,2}^x \sigma_{i+1,2}^z,$$  \hspace{1cm} (A.5)

and the backward relations are,

$$\sigma_{i,3}^z = \tau_{i,3}^z \tau_{i+1,2}^z,$$
$$\sigma_{i,2}^x = \tau_{i,2}^z,$$
$$\sigma_{i,3}^z = \tau_{i,3}^z,$$
$$\sigma_{i,2}^x = \tau_{i-1,3}^z \tau_{i,2}^z.$$  \hspace{1cm} (A.6)
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