Spherical Interpolated Convolutional Network with Distance-Feature Density for 3D Semantic Segmentation of Point Clouds

Guangming Wang, Yehui Yang, Huixin Zhang, Zhe Liu, and Hesheng Wang

Abstract—The semantic segmentation of point clouds is an important part of the environment perception for robots. However, it is difficult to directly adopt the traditional 3D convolution kernel to extract features from raw 3D point clouds because of the unstructured property of point clouds. In this paper, a spherical interpolated convolution operator is proposed to replace the traditional grid-shaped 3D convolution operator. This newly proposed feature extraction operator improves the accuracy of the network and reduces the parameters of the network. In addition, this paper analyzes the defect of point cloud interpolation methods based on the distance as the interpolation weight and proposes the self-learned distance-feature density by combining the distance and the feature correlation. The proposed method makes the feature extraction of spherical interpolated convolution network more rational and effective. The effectiveness of the proposed network is demonstrated on the 3D semantic segmentation task of point clouds. Experiments show that the proposed method achieves good performance on the ScanNet dataset and Paris-Lille-3D dataset.
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I. INTRODUCTION

Both the RGB-D camera and LiDAR can obtain dense point clouds. The semantic segmentation of the point cloud is of great significance to the 3D environment perception for service robots and autonomous driving [1], [2]. However, learning from point clouds is still not effective enough. How to apply the research achievements of 2D images [3], [4] to the point clouds is a great challenge brought by the unstructured property of point clouds. In recent years, there are many methods proposed to deal with this challenge, including the methods by querying and selecting the fixed number of points in the neighborhood and performing the Multi-Layer Perceptrons (MLP) [5], [6], methods of graph network combining the mutual graph relationship between points [7], methods of point-wise convolution [8], etc. Most of these methods perform feature extraction from each local neighborhood based on K Nearest Neighbors (KNN) or ball query [6]. These two extraction methods contain defects. The KNN obtains a small region in the dense area, and a large region in the sparse area [9]. This method of taking different scales for different point densities makes the same feature extraction operator cover different scales of area. In addition, the classic ball query [6] fixes the scale of the area, but the way of fixing the number of points within the sphere makes it to copy points when points are not enough or abandon further points when the number of points exceeds its demands. These all increase uncertainty and difficulty in the learning process. InterpConv [10] proposed to interpolate point clouds in the space with a certain weight into the eight corners of a cube in which points is located, thus realizing the ordering of point clouds. However, for each convolution kernel weight, its receptive field is not spatially symmetric. That is, points with the same distance to a corner of the cube cannot be completely interpolated to this corner, which is unreasonable for extracting the spatial feature of the corner.

As shown in Fig. 1, images can be regarded as a matrix which makes it simple for the 2D convolution kernel to be used repeatedly and cover all pixels intensively. However, for unstructured point clouds, 3D grid-shaped convolution kernel is no longer natural and brings more learning parameters. Since the sphere is the perfect symmetrical structure, designing an effective convolution kernel based on the symmetrical structure of the sphere may be an important aspect to improve the extraction ability of the convolution.

Inspired by the densely packed form of metal, which is proved to have the highest density that can be achieved by any arrangement of spheres [11]–[13], an extensible spherical-based dense spatial feature extraction operator is designed...
in this paper. The comparative experiment proves that with the same network structure, the spherical interpolated convolution operator uses fewer learning parameters but brings more benefits than grid-shaped convolution, which shows the effectiveness of dense spherical interpolated convolution in 3D space.

Although the calculation of feature in InterpConv [10] is free from the density of point clouds due to normalization, it is still affected by feature density. In one spherical cell, the feature-intensive area will have a greater impact on the feature of the cell center and repeated point features in a local region can lead to a wrong extracted feature. Therefore, the concept of distance-feature density is proposed, so that the calculation of spatial feature will not be affected by the density of points and the uneven density of features.

The main contributions of this paper are as follows:

- A dense spherical interpolated convolution operator is proposed for the unstructured point clouds in 3D space. The fewer network parameters are realized by the novel operator than the 3D grid-shaped convolution operator under the same network structure so that it can reduce memory usage.
- According to the characteristics of spatial feature calculation, the concept of distance-feature density is proposed. By effectively learning and combining distance-feature density to spatial feature calculation, the calculation of spatial feature is more reasonable and effective.
- The semantic segmentation network is designed based on the proposed dense spherical interpolated convolution operator with distance-feature density. The experiment results show that the spherical interpolated convolution network has less learning parameters than the grid-shaped convolution network, but achieves better performance. Distance-feature density also improves the experimental results. The method achieves competitive performance on ScanNet dataset [14] and Paris-Lille-3D dataset [15].

The organization of the paper is as follows: Section II outlines the related work to semantic segmentation of point cloud. Section III describes the proposed spherical interpolated convolutional network and the distance-feature density. Section IV provides our experiments and discussions on the proposed network. Finally, Section V draws a conclusion.

II. RELATED WORK

A. Multi-view Representation

In multi-view based methods, 2D convolution is performed after projecting 3D data to 2D [16]–[19]. Su et al. [16] first proposed multi-view CNN for 3D shape recognition. Boulch et al. [17] selected various camera positions to generate virtual images of RGB and depth for semantic segmentation of point clouds. Tatarchenko et al. [19] proposed the method of projecting a local neighborhood onto a local tangent plane for semantic segmentation.

B. Volumetric Representation

3D CNN is applied on volumetric representation to project point clouds onto a 3D grid of Euclidean space [20]–[22]. However, voxel-based methods suffer from low efficiency in computation and storage, and the performance is limited by voxel resolution. Combining the sparseness of the point clouds in the voxel mapping process, OctTree structure [23], [24] or hash-map [25] can achieve higher resolution and enhanced performance.

C. Point Cloud Representation

LiDAR and depth cameras commonly used in autonomous robots both generate raw data as point clouds. Deep learning-based approaches on point clouds can directly learn from the raw output of sensors.

1) MLP for point clouds: PointNet [5] is considered to be a pioneer in deep learning on point clouds. Later, PointNet++ [6] and So-Net [26] started to develop hierarchical structures like the classic convolutional network [27], [28]. But they all used MLP to aggregate local neighborhood information. Although the convolution kernel can be implemented by MLP [9], [29], [30] as MLP can approximate any continuous function, the use of such representations makes the convolution operator more complex and makes the network convergence more difficult.

2) Graph CNN on point clouds: Recently, graph convolution is also applied to solve the learning problem of disordered point clouds [7], [31]–[35]. Different from that they wish to consider the spatial correlation of points, the proposed method in this paper applies convolution on Euclidean space. In our proposed method, efficient ways of feature extraction are desired to adopt the convolution more rationally and directly.

3) Convolutional networks for point clouds: Some recent works also define convolution kernels for point clouds. Pointwise [8] has no hierarchical structure, and points in a local area with different locations have the same convolution weights. SPLATNet [36] projected the input features of point clouds onto the high-dimension mesh, and then used the bilateral convolution to extract features. SpiderCNN [37] has different weights for each neighbor of the convolution kernel center. PointConv [38] proposed an MLP network to learn weight function and proposed an inverse density module to improve semantic segmentation effect. Komarichev et al. [39] proposed annular convolution by considering ring-shaped structures and directions before the regular convolution operation. Lei et al. [40] proposed spherical kernels for point clouds, which uses a whole spherical kernel to partition the space and coarsens the representation of sparse point clouds. Zhao et al. [41] used an Adaptive Feature Adjustment (AFA) module to densely connect every two points in a local neighborhood for better representing than DGCNN [7]. Zhang et al. [42] carried out the max pooling over all points in each concentric spherical shell and also designed the ShellNet for object classification, part segmentation, and semantic segmentation. Mao et al. [10] proposed interpolated convolution for 3D point clouds, which mostly conforms to the traditional 2D convolution method. This paper studies the more reasonable and effective interpolated convolution operator and solves the problem of uneven point density. Thomas et al. [43] proposed a new kernel point convolution operator on point clouds. It follows the shared MLP based method but uses a set of kernel
uses point clouds. However, our method only great performance. These works use more information such as from the entire point clouds through camera pose and achieved camera. MinkowskiNet [46] modeled 4D data with time series.

A. Main Process

The feature extraction process of our spherical interpolated convolution kernel is shown in Fig. 2.

In the proposed method, each of the basic convolution block works as follows. The positions and features of the $N_1$ input points in a regular polyhedron disposition to carry the weights. To extract the feature vector of a point, it uses the weighted sum of all the kernel points in its ball neighborhood, and the weights are related with the distances between kernel points and the input point. This is different from our 3D convolution method which focuses on structured 3D convolution.

Recently, there have been multiple works combined with more spatial geometric information and more constraints to improve the performance of 3D semantic segmentation [44]–[47]. MVPNet [47] introduced multi-view image features into 3D point clouds, then used a point clouds based network to predict 3D semantic labels. Joint point-based [44], by projecting 2D image features into 3D, proposed a unified fusion optimization framework of pixel-level feature, geometric structure, and global scene context. Then, higher performance was obtained through camera pose information. Panoptic-Fusion [45] used 2D semantics and instance segmentation information to obtain a certain gain by jointly optimizing 2D image features, 3D structures, and global contexts, and further improved the gain of +1.3% by synthesizing the pose of the camera. MinkowskiNet [46] modeled 4D data with time series from the entire point clouds through camera pose and achieved great performance. These works use more information such as global information or camera poses. However, our method only uses point clouds.

III. SPHERICAL INTERPOLATED CONVOLUTION WITH DISTANCE-FEATURE DENSITY

In this section, the specific process of our proposed method is introduced firstly. Then, the spherical interpolated convolution operator for extracting spatial features and the distance-feature density for the non-uniform distribution of point clouds are elaborated respectively. Based on these, the network structure for 3D semantic segmentation of point clouds is proposed.

A. Main Process

The feature extraction process of our spherical interpolated convolution kernel is shown in Fig. 2.

In the proposed method, each of the basic convolution block works as follows. The positions and features of the $N_1$ input points in each basic convolution block are respectively defined as $X_1 = \{x_i \in R^3 | i = 1, 2, ..., N_1 \}$ and $F_1 = \{f_i \in R^{c_{in}} | i = 1, 2, ..., N_1 \}$. First, the farthest point sampling (FPS) technique is used to sample $N_2$ output points from $N_1$ input points. And according to the position information $X_1$, the position information $X_2 = \{x_j \in R^3 | j = 1, 2, ..., N_2 \}$ corresponding to the $N_2$ points can be obtained. Then each $x_j \in X_2$ is taken as the convolution kernel center, and the positions of the corresponding $K$ convolution cells $X^{(j)} = \{(x_j + \delta x_k) \in R^3 | k = 1, 2, ..., K \}$ are determined by the spatial structure of the spherical interpolated convolution kernel, where $\delta x_k$ is the spatial offset of the $k$-th convolution cell center relative to the convolution kernel center $x_j$. The features of the convolution cells $F^{(j)} = \{f_k^{(j)} \in R^{c_{out}} | k = 1, 2, ..., K \}$ are obtained by interpolating the surrounding features in $F_1$ to the cells. The spherical interpolated convolution kernel will be introduced in detail in Section III-B. At last, the 3D convolution is applied to the spherical interpolated features $F^{(j)}$ corresponding to each $x_j$. From formula (1) as follows, the features $F_2 = \{f_j \in R^{c_{out}} | j = 1, 2, ..., N_2 \}$ of $N_2$ output points can be obtained.

$$f_j = \sigma \left( \sum_{k=1}^{K} w(x_j + \delta x_k) \cdot f_k^{(j)} + b_j \right),$$

where $w(x_j + \delta x_k)$ is the learned weights corresponding to each cell of the convolution kernel. $b_j$ is the learned offset of the convolution kernel. $\sigma$ is the activation function.

B. Hierarchical Spherical Interpolated Convolution Kernel

In order to deal with the unstructured property of point clouds, InterpCNN [10] interpolated the point clouds into corners of a cubeto better extract structured features of point clouds. Considering the asymmetry of cube kernels, a spherical interpolated method with complete spatial symmetry is proposed in this paper.

Thanks to the perfect symmetrical structure in 3D space, the spherical interpolated method guarantees that points with the same distance to the regular cell center all contribute to the feature of the cell center. The structure of the spherical interpolated kernel draws on the cubic close-packed model...
of metal [11], which proves to have the highest density that can be achieved by any arrangement of spheres [12], [13]. However, due to the tangent relationship between each metal atom, which causes gaps between the spheres, directly using the metal cubic close-packed model as the operator kernel will cause some points to be missed. Therefore, each sphere is expanded appropriately in the original position based on the original structure so that they can completely cover the space. This leads to the 4 spherical cells intersect at one central point.

As shown in Fig. 3(a), the complete structure of a spherical interpolated kernel is presented. The spherical interpolated kernel is a closely arranged structure that is vertically symmetrical. In the $z$ direction as shown in Fig. 3(b), the entire structure can be layered, and the number of spherical cells in each layer is decreased from the middle to the bottom or top. The basic unit of a spherical interpolated kernel in Fig. 3(c) shows that the centers of four spherical cells constitute a regular tetrahedron, and the four spherical cells intersect at the center of the regular tetrahedron. It can be calculated that the relationship between the radius $r$ of the spherical cell and the side length $l$ of the regular tetrahedron is:

$$r = \frac{\sqrt{6}}{4}l. \quad (2)$$

The position of each spherical cell has a specific calculation method. The height $h$ in $z$ direction between adjacent layers is $\frac{\sqrt{6}}{3}r$. The center position of each layer can be calculated by adding or subtracting $h$ on the basis of the adjacent layer. For the cell centers in one layer, the relative positions are determined according to Fig. 4. The triangles in Fig. 4 are all regular triangles, and side $l$ of each triangle can be calculated by formula (2): $l = \frac{\sqrt{6}}{8}r$. Each vertex of the triangles represents the position of a convolution cell center.

At the same time, Fig. 4 also shows the horizontal layer expansion perpendicular to the $z$ axis in Fig. 3(b) in a spherical interpolated kernel. Starting from the sides of the triangles on the outer side of each layer, add the same triangles about the side symmetry; Starting from the vertices of the triangles on the outer side of each layer, add the same triangles about the vertex symmetry. For the expansion of the layer number, when all horizontal layers are expanded, the structure of Fig. 3(c) is added to the top and the bottom respectively to realize vertical expansion, and each four adjacent spheres still satisfies the structure of Fig. 3(c).

The spherical interpolated kernel is compared with the cube interpolated kernel.

Firstly, the feature on a certain convolution cell is extracted by interpolation, and the feature of the cells is further extracted by 3D convolution to the center of the convolution kernel. The interpConv in InterpCNN [10] shown in Fig. 5(b), due to the spatial geometric nature, cannot completely cover the points of the same distance for each corner. While for the spherical interpolated kernel, points that have the same distance to the regular position all have a contribution.

Secondly, dense spherical interpolated kernel has a higher space occupancy than cube interpolated kernel even if the sphere cell is also used in the cube kernel. The basic units of two kernels are shown in Fig. 5(a) and (c). The radius of spheres is $r$, and the volume of a spherical cap is $V_{sc} = \pi (r - h) \cdot h^2$, where $h$ is the height of spherical cap. For the basic unit in Fig. 5(a), $h = (1 - \frac{\sqrt{6}}{3})r$. Then the repeating volume between each two spheres is $V_{sp-sc} = 2V_{sc} = 0.199r^3$. 

![Figure 3](image-url)  
**Figure 3.** The schematic diagram of hierarchical spherical interpolated convolution kernel. (a) shows a hierarchical spherical interpolated kernel. (b) shows the hierarchical structure of spherical interpolated kernel. (c) shows a schematic diagram of the relationship between four adjacent cells.

![Figure 4](image-url)  
**Figure 4.** Two expansion types for the horizontal layer of spherical interpolated convolution kernel.

![Figure 5](image-url)  
**Figure 5.** Comparison of spherical interpolated kernel and cube interpolation kernel. (a) shows the unit of spherical interpolated kernel. (b) shows the InterpConv [10] in 3D space. (c) shows the unit of cube interpolation kernel. In the subfigure (b), The $p$ point and $p'$ point have the same distance to the upper center of the cube, but $p$ has the contribution to the upper center and $p'$ does not have the contribution to the upper center.
Figure 6. Distance-feature density and adjusted spherical interpolated Convolution. (a) Calculating process of distance feature density. (b) Spherical interpolated convolutional operator with distance feature density.

The average volume of the space covered by each sphere is $V_{sp} = \frac{4}{3}\pi r^3 - 6 \times V_{sp-sc} = 3.891 r^3$. For the basic unit in Fig. 5(c), there are two types of the spherical cap. For the spherical cap between the two spheres on the same side of the cube, $h = (1 - \frac{\sqrt{3}}{3}) r$, and the repeating volume is $V_{sq-sc1} = 2V_{sc} = 0.964 r^3$. For the spherical cap between the two spheres on the diagonal of the cube, $h = (1 - \frac{\sqrt{5}}{3}) r$, and the repeating volume is $V_{sq-sc2} = 2V_{sc} = 0.199 r^3$. The average volume of the space covered by each sphere is $V_{sq} = (8 \times \frac{4}{3}\pi r^3 - 12 \times V_{sp-sc1} - 4 \times V_{sp-sc2})/8 = 2.643 r^3$. It can be seen from the calculation results that the repeat volume of the spherical interpolated kernel is smaller than the cube kernel, and the unit sphere of spherical interpolated kernel covers a larger volume than the cube kernel. Therefore, fewer spherical cells are needed to cover the same space for the spherical interpolated kernel, which reduces the number of convolution kernel weight parameters.

In the interpolation process, the traditional KNN and classic ball query algorithms are not used. The operator used is to interpolate all points in a spherical interpolated kernel to the regular positions, that is the cell centers. This approach preserves the integrity of the position information. Linear interpolation [6] is adopted in the interpolation process:

$$f_k(j) = \frac{\sum_{i=1}^{n_k} w_k_i \cdot f_k_i}{\sum_{i=1}^{n_k} w_k_i} = \frac{1}{d(x_j + \delta x_k, x_k)}.$$

Figure 7. The schematic diagram for the effect of point cloud feature density on interpolation. $\Omega_1$ is a feature-intensive region, while $\Omega_2$ is a feature-sparse region. Different colors represent different features, and the similarity of colors represents the similarity of features.
C. Distance-Feature Density and Adjusted Spherical Interpolation

Considering the repetitive sampling problem for the points that may occur in the down-sampling process and the non-uniform nature of the point clouds, the distance-feature density is proposed to solve these problems. Since the repetitive sampling points also cause the non-uniform nature of point clouds, the method to deal with the non-uniform nature of point clouds is discussed in detail as follows.

As shown in Fig. 7, for region $\Omega_1$, dense point clouds and highly repetitive features make this region have a greater impact on the interpolation, which will result in inaccuracies in the interpolation.

Distance-feature density is proposed to extract the feature of the regular position better. The distance density and feature density of each point are determined by the points in a small local region. To calculate the distance-feature density of $x_i (x_i \in X_1)$, ball query [6] is used to collect distance information $X_i$ and feature information $F_i$ of $K$ neighboring points in a local sphere, where $X_i = \{x_{ik} \in \mathbb{R}^3 | k = 1, 2, ..., K\}$ and $F_i = \{f_{ik} \in \mathbb{R}^{nclass} | k = 1, 2, ..., K\}$. $k$ indicates the $k$-th neighboring point and $K$ indicates the fixed number of queried points. Then $1 \times 1$ convolution and ReLU are adopted to discover the inner relationship between $X_i$ and $F_i$. After that, max pooling is adopted to extract the aggregated density feature $d_i$ for $x_i$. Then, density feature $d_i$ is sent to an MLP, and the distance-feature density $\rho_i$ is obtained as the output of sigmoid activation function. The overall calculating process for distance-feature density is illustrated in Fig. 6(a).

$$d_i = \text{maxpooling} (\text{Relu} (\text{Conv} (X_i \oplus F_i))),$$

$$\rho_i = \text{Sigmoid} (\text{MLP} (d_i)).$$

When $f_k$ in formula (3) is interpolated to $f_k(j)$, in order to consider the influence of the non-uniform nature of the point clouds, the weight of the interpolation is multiplied by the inverse of the distance-feature density $\rho_k$ to tune the contribution of $f_k$ to $f_k(j)$. That is, the formula (3) can be updated to (5), and the modified spherical interpolated convolution process with distance-feature density is shown in Fig. 6(b).

$$f_k(j) = \frac{\sum_{i=1}^{n_k} w_k(i) \cdot f_k}{\sum_{i=1}^{n_k} w_k(i)},$$

$$w_k(i) = \frac{1}{d(x_j + \delta x_k, x_k)^2 \cdot \rho_k(i)}.$$ (5)

For similar or even the same input points in a local region like in Fig. 7, the adjust method is explained according to a special case as follows. Assume that two points in $N_1$ points are the same points, and their position and feature information are $x_{k_1}, x_{k_2}, f_{k_1}, f_{k_2}$. From the assumption, it can be known that $x_{k_1} = x_{k_2}, f_{k_1} = f_{k_2}, w_{k_1} = w_{k_2}$. For the ideal situation, these two points are only needed to be calculated once, that is:

$$f_{k_1, k_2} = \frac{w_{k_1} \cdot f_{k_1}}{w_{k_1} + \sum_{i=3}^{n_k} w_{k_i} \cdot f_{k_i}},$$

while the actual feature before tuning the weights is:

$$f_{k_{a,c}}(j) = \frac{w_{k_1} \cdot f_{k_1} + w_{k_2} \cdot f_{k_2}}{w_{k_1} + \sum_{i=3}^{n_k} w_{k_i} f_{k_i}} + \frac{\sum_{i=3}^{n_k} w_{k_i} f_{k_i}}{\sum_{i=1}^{n_k} w_{k_i}},$$

(7)

In order to make the actual calculated $f_{k_{a,c}}(j)$ equal to the ideal $f_{k_{a,c}}(j)$, from the formulas (6) and (7), it is only needed to multiply $w_{k_1}$ and $w_{k_2}$ by the coefficient $\frac{1}{2}$ to tune them.

Then the tuned $f_{k_{a,c}}(j)$ is:

$$f_{k_{a,c}}(j) = \frac{1}{2}w_{k_1} f_{k_1} + \frac{1}{2}w_{k_2} f_{k_2} + \frac{\sum_{i=3}^{n_k} w_{k_i} f_{k_i}}{\frac{1}{2}w_{k_1} + \frac{1}{2}w_{k_2} + \sum_{i=3}^{n_k} w_{k_i}} = f_{k_{a,c}}(j).$$

(8)

So that, the tuned $w_{k_1}$ and $w_{k_2}$ are:

$$w_{k_1}' = w_{k_2}' = \frac{1}{2}w_{k_1} = \frac{1}{2}w_{k_2}.$$ (9)

Therefore, the distance-feature densities are:

$$\rho_{d-f}(x_{k_1}) = \rho_{d-f}(x_{k_2}) = 2.$$ (10)

From the special case, it is shown that with inverse distance-feature density multiplied by $w_k$, the calculated feature in the regular position can be closer to the actual feature.

D. Spherical Interpolated Convolutional Network

The spherical interpolated convolutional network is designed combined with the spherical interpolated convolution kernel for the semantic segmentation task. Following the typical encoder-decoder structure of U-Net [48], the proposed network consists of a 5-layer encoding part and a 5-layer decoding part and uses fully connected (FC) layers with dropout to predict the final result, as shown in Fig. 8.

1) 5 Encoding Layers: Each layer of the encoding part consists of two spherical interpolated convolution operators. The first spherical interpolated convolution operator of each layer is to downsample $N_1$ input points to $N_2$ output points, and extract features from $F_1$ to $F_2$. Then $F_2$ of $N_2$ output points are taken as input to the next operator. In the second operator, the downsampling is not performed, but the feature is further extracted by the spherical interpolated convolution operator. The shape transition in one layer is $(N_1, F_1) \rightarrow (N_2, F_2)$. The batch normalization and ReLU activation are used after each convolution layer.

2) 5 Decoding Layers: The decoding part is also a 5-layer convolution structure. Different from the encoding layers, each decoding layer only uses one spherical interpolated convolution operator. It is used at first to extract the feature $F_1'$ of $N_1$ output points from the $N_2$ input feature $F_2$. Then the skip link is used to pass the feature $F_1$ to concatenate with $F_{1}'$. After the concatenation, a MLPs are used to further extract feature $F_1''$ of the $N_1$ output points. The shape transition in one decoding layer is $(N_2, F_2) \rightarrow (N_1, F_1') \rightarrow (N_1, F_1') + F_1) \rightarrow (N_1, F_1'')$. The batch normalization and ReLU activation are also used here.

3) Output Layers: Two FC layers are used after the decoding part to predict the semantic information of each point, and the first with a 0.5 probability dropout. The output size of the network is $(N, nclass)$. The number of points $N$ is 8192, which is the same as the input.
IV. EXPERIMENTS AND EVALUATION

The realistic datasets are used in our experiments, which contains a lot of noise. At the same time, better prove the robustness of the proposed network, the method is tested on an indoor ScanNet dataset [14] and an outdoor Paris-Lille-3D dataset [15] for the semantic segmentation task.

A. Implementation

Following PointConv [38], a fixed-size cube is used to collect points in every scene during training and validation process. 8192 points are sampled from the cube as the input to the network. When validating or testing the whole scene, the whole scene is scanned and evaluated by a sliding window and a certain overlap is set to make sure that all points can be fetched and given a predicted value.

In the calculation of distance-feature density (in formula (4), i-th (i = 1, 2, ..., 5) layer of the encoding part has a fixed query ball radius $R_i$, which is the same as the radius of spherical cells in this layer. It is 0.045 and increases layer by layer in the encoding part. The radius of adjacent layers satisfies this relation: $R_{i+1} = 2 \times R_i$. The decoding layer which has the same point number with the encoding layer has the same radius. Besides, the point always queries 64 points within its ball-shaped neighborhood when calculating distance-feature densities. The output channel of the 1 \times 1 convolution used in formula (4) is fixed at 32. The MLP to gain the distance-feature density with the output channel 16 and 1 before sigmoid activation.

The experiments are all performed on a RTX 2080Ti GPU. The Adam optimizer is used. The batch size is 16. The dimension of each layer is illustrated in Fig. 8, and the probability of the dropout is 0.5.

B. Indoor ScanNet Dataset

ScanNet benchmark dataset [14] uses RGB-D cameras for indoor reconstruction. The dataset has 1513 scenes with true values and 100 testing scenes without true values. Test results for test scenes are given by submitting the predicted results to
the evaluation server. The 1513 training scenes are divided into 1201 training scenes and 312 validation scenes. The size of the cube is $3m \times 1.5m \times 1.5m$, and the overlap is $0.5m$. The results are shown in Table I. SPH3D-GCN [51], HPEIN [35] are the recent methods combining with graph convolution. Joint point-based [44] combined global scene context, 2D image features and 3D features for point cloud semantic segmentation. The proposed method surpasses them all.

Joint point-based [44] needs to establish global maps, while the proposed method is for practical application and does not need extra processing for point clouds or extra information. The proposed method is more robust to the uneven distribution of point clouds, which is very common in the actual application of robots. Some visualization results are shown in Fig. 9.

C. Outdoor Paris-Lille-3D Dataset

Outdoor Paris-Lille-3D dataset [15] is a large point cloud dataset generated from a Mobile Laser System (MLS) in Paris and Lille. This dataset includes 4 training scenes and 3 test scenes. In the experiment, one scene (Lille1_2) is selected from 4 training scenes for validation, and the rest three are used for training. Unlike the ScanNet dataset, Paris-Lille-3D has only coordinates as inputs without RGB. The training scenes are first divided into small scenes with a length of $10m$ so that a batch of training data is from different scenes like ScanNet. Since point clouds collected by laser in this dataset are sparser than ScanNet based on RGB-D, the cubes used for data acquisition are adjusted to $10m \times 5m \times 5m$, and overlap is $2.5m$. The results are shown in Table II. It can be seen that the proposed method exceeds the recent method based on graph network [31]. The proposed network and HDGCN both use hierarchical structure, which demonstrates the proposed spherical interpolated convolution kernel is more effective than the DGConv block [31]. Some visualization results are shown in Fig. 10.

D. Ablation Study on ScanNet

We remove or change the key components of our method to do ablation studies and verify the effectiveness of our method. These experiments are tested on the ScanNet validation set, and the implementation is the same as in Section IV-B. The results are shown in Table III. Experiments show that the proposed distance-feature density and spherical interpolated convolutional kernel both improve the experimental results. The proposed spherical interpolated convolution achieves a slightly better effect than the cube kernel, but the spherical interpolated kernel has 15 trainable kernel weights, and the number of kernel weights in cube kernel is 27. The proposed method reduced the parameters and achieved better performance.

The parameter quantity and speed of the sphere kernel and cubic kernel are as shown in Table IV. It can be seen that, consistent with the theoretical analysis, the spherical interpolated convolution kernel is smaller than the cubic kernel. The spherical interpolated kernel is more memory-efficient and time-efficient.

E. Discussion

The experiment results have shown that the proposed method outperforms the recent works [35], [38], [44], [45], [50], [51] in ScanNet dataset and the recent works [15], [31], [52] in Paris-Lille-3D dataset. Since the proposed method extracts the local features in a structured way, the method can retain more local spatial distribution and structure information. In addition, the robustness of the proposed method is ensured by the distance-feature density. Thus, the proposed method is more robust to uneven point distribution and local sparsity problems. Since points obtained by RGB-D cameras indoor

| Method      | mIOU | ground | building | pole | bollard | trash can | barrier | pedestrian | car | natural |
|-------------|------|--------|----------|------|---------|-----------|---------|-------------|-----|---------|
| RF MSSF [52] | 56.3 | 99.3   | 88.6     | 47.8 | 67.3    | 2.3       | 27.1    | 20.6        | 74.8| 78.8    |
| MS3 DVS [15] | 66.9 | 99.0   | 94.8     | 52.4 | 38.1    | 36.0      | 49.3    | 52.6        | 91.3| 88.6    |
| HDGCN [31]  | 68.3 | 99.4   | 93.0     | 67.7 | 75.7    | 25.7      | 44.7    | 37.1        | 81.9| 89.6    |
| Ours        | 70.1 | 99.4   | 95.0     | 65.4 | 71.5    | 22.8      | 43.2    | 48.9        | 95.2| 89.3    |

Table II

| Method                        | mIOU |
|-------------------------------|------|
| Basic + Cubic                 | 60.5 |
| Basic + Sphere                | 60.9 |
| Basic + Sphere + DFD          | 61.3 |
| Basic + Sphere + DFD + RGB    | 61.1 |

Table III

Figure 10. Visualized results on Paris-Lille-3D dataset [15]. The ground truth is on the left and prediction is on the right.
are only distributed on the surface of the objects and the points obtained by LiDAR outdoor are inherently uneven due to the different object distances and unneglected noises, the robustness to uneven point distributions is of great importance and contributes to ensuring the practical performance in real applications.

V. CONCLUSION

Inspired by the cubic close-packed model of metal [11–13], a spherical interpolated convolution kernel is proposed for point clouds. It is proved by analysis and calculation that the proposed kernel has a larger space occupancy than the cube kernel with the same number of trainable weights, which makes feature extraction weights more effectively utilized in 3D space. Experiments show that the novel feature extraction kernel has a better performance than the cube kernel and saves memory. By analyzing the spatial feature interpolation, the distance-feature density is proposed for interpolation, which improves the rationality of point cloud feature extraction and achieves better performance on semantic segmentation. The proposed feature extraction method and distance-feature density are expected to promote practical applications such as unmanned driving and robot navigation.
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