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Abstract

Federated Learning is an emerging decentralized machine learning paradigm that allows a large number of clients to train a joint model without the need to share their private data. Participants instead only share ephemeral updates necessary to train the model. To ensure the confidentiality of the client updates, Federated Learning systems employ secure aggregation; clients encrypt their gradient updates, and only the aggregated model is revealed to the server. Achieving this level of data protection, however, presents new challenges to the robustness of Federated Learning, i.e., the ability to tolerate failures and attacks. Unfortunately, in this setting, a malicious client can now easily exert influence on the model behavior without being detected. As Federated Learning is being deployed in practice in a range of sensitive applications, its robustness is growing in importance. In this paper, we take a step towards understanding and improving the robustness of secure Federated Learning. We start this paper with a systematic study that evaluates and analyzes existing attack vectors and discusses potential defenses and assesses their effectiveness. We then present RoFL, a secure Federated Learning system that improves robustness against malicious clients through input checks on the encrypted model updates. RoFL extends Federated Learning’s secure aggregation protocol to allow expressing a variety of properties and constraints on model updates using zero-knowledge proofs. To enable RoFL to scale to typical Federated Learning settings, we introduce several ML and cryptographic optimizations specific to Federated Learning. We implement and evaluate a prototype of RoFL and show that realistic ML models can be trained in a reasonable time while improving robustness.

1 Introduction

Machine learning algorithms continue to achieve remarkable success in a wide range of applications. These advancements are possible, in part, due to the availability of large domain-specific datasets for training machine learning models. Hence, there are expanding efforts to collect more data to train models for new applications. However, this data collection poses severe privacy issues, hampering efforts to bring machine learning benefits to sensitive sectors, e.g., health. This, in turn, has led to a surge [2, 4, 37, 71] in interest in privacy-preserving solutions for machine learning. Federated Learning and Collaborative Learning have recently emerged as alternative machine learning paradigms that eliminate the need to pool data centrally. The privacy risks associated with the large-scale collection of sensitive data and the rise of privacy regulations that give users control over their data make these learning paradigms a compelling alternative for sensitive applications.

Federated Learning (FL) [54] is a decentralized learning paradigm that allows a service to train and improve a machine learning model without the need to have direct access to the training data. The training process is distributed across a set of participants who collaborate to train a joint global model through an iterative process of aggregating locally trained updates. In contrast to the conventional (logically) centralized machine learning [48], data remains local at the sources in FL. Its main benefit lies in its ability to retain data locally (i.e., data ownership and sovereignty) and it is enticing for scenarios where data privacy and liability are a concern [31, 54]. Today, FL is used to train models for a variety of privacy-sensitive applications [15, 16, 62, 63, 66, 67].

Decoupling training from the need to pool data centrally does not by itself guarantee data privacy or security in FL; client updates may still reveal sensitive information about the underlying training data [14, 56]. Therefore, secure FL systems employ secure aggregation [14, 31, 81] to prevent the client updates from leaking information to the server during aggregation. Clients send encrypted updates to the server, which can recover only the aggregated joint model update. The participants’ ability to run a copy of the model locally in FL and keep their data, and the training process opaque from the server brings many privacy benefits. However, in this setting, malicious clients can directly replace and influence the joint model behavior in a way that is not possible in the centralized learning paradigm. Hence, this exposes FL to a range of powerful new vulnerabilities that currently presents a core challenge to the robustness of FL.

*These authors contributed equally to this work.
Federated Learning Robustness. The decentralized and distributed nature of FL makes it inherently vulnerable to arbitrary failures [12, 80] and targeted attacks (i.e., model update poisoning) [5, 7]. Shortly after the introduction of FL, a flurry of work has exposed the severity of these attacks [5, 7, 78]. Arbitrary failures and un-targeted attacks can easily prevent or slow learning [12, 80]. While undesirable, this predominantly impacts convergence and will eventually be detected as the server can observe that the model accuracy is not improving. Targeted attacks\(^1\), on the other hand, present a core issue to the robustness of FL, as they pose a severe threat to model integrity. Hence, in this work, we primarily focus on this class of attacks.

Defenses against malicious clients frequently build on the assumption that benign and malicious client’s updates are distinguishable [12, 36, 80]. Hence they augment aggregation protocols with audits to detect these malicious updates [12, 36, 68, 80]. Initial results show that these defenses might not necessarily maintain their effectiveness in the FL setting [5, 78]. Moreover, these solutions cannot easily be applied to secure FL systems, which, by design, do not allow audits of individual updates (i.e., data confidentiality). In order to realize practical robustness guarantees for secure FL, we need to understand the causes of these attacks and use this understanding to design mitigation strategies that are efficient and secure in preventing them.

This paper brings two contributions towards understanding and improving the robustness of Secure FL:

1. Understanding the Robustness of FL: Even after seeing a large number of attacks exposing severe vulnerabilities in FL, we still lack a holistic understanding of what enables these attacks and how they can be effectively mitigated. In order to improve our understanding of FL robustness, we demystify the inner workings of existing attacks. We answer, via an empirical analysis, why these attacks are possible and why a definitive solution to FL robustness is challenging. We then analyze and discuss solutions that can improve FL robustness. We show that for some severe attacks, constraints on client updates can effectively improve robustness. We make our framework for analyzing FL robustness available online.\(^2\) We hope our analysis can help practitioners deploying FL better assess the implications and risks of using an open learning process.

2. RoFL. In this work we present RoFL, a secure FL system design that enables expressing and enforcing constraints on high-dimensional encrypted model updates. At its core, RoFL augments existing secure FL aggregation protocols with zero-knowledge proofs that allow the server to enforce and verify constraints on client updates. Specifically, we integrate\(L_{\infty}/L_2\)-norm bound checks within RoFL. Realizing these checks using zero-knowledge proofs [44], presents a paramount challenge to the scalability of FL. To enable practical cryptographic proofs on high dimensional vectors, RoFL uses comparatively efficient zero-knowledge constructions that incur a low bandwidth overhead [17] for the required constraints. However, these improvements alone are not sufficient to permit RoFL to scale to realistic ML models. Therefore, we introduce several optimizations at the ML layer that allow us to reduce the number of necessary cryptographic checks while preserving the effectiveness of our defenses. With our targeted optimizations, our protocol can scale to realistic model sizes as seen in FL deployments. These optimizations allow for 5x and 6-7x reduction of required cryptographic checks for the\(L_2\) and\(L_{\infty}\) respectively. Our end-to-end evaluation of RoFL shows that RoFL can realize secure FL for a CIFAR-10 model with 273k parameters, requiring only about 6x the computation time as a non-secure baseline that provides neither robustness nor confidentiality. We make RoFL’s prototype available online.\(^3\)

2 Evaluating and Understanding the Robustness of Federated Learning

Though there has been a flurry of works that exposed FL’s vulnerability to attacks [5, 7, 74, 78, 79], we currently lack a comprehensive and systematic understanding of FL robustness. This analysis aims to fill in this knowledge gap by demystifying the inner working of existing attacks and providing technical insights about FL robustness in practice.

Federated Learning Background. FL is a form of collaborative learning that allows a server to train a machine learning model using data that is scattered across a large number of decentralized clients. In this learning paradigm, an FL server coordinates the training of a machine learning model\(f_{w_G}\) parametrized by weights\(w_G \in \mathbb{R}^d\) where\(d\) is the number of parameters, based on data held locally by a set of clients\(N\) with size\(n = |N|\). The server instantiates a learning process that aims at minimizing an empirical loss\(\sum_{(x,y) \in D}(y,f_{w_G}(x))\) where\(\ell\) is the loss function and\(D\) is the union of the\(n\) client datasets\(D_1,...,D_n\). At each round of the iterative learning process, the server (i.e., aggregator) selects a subset of\(m\) clients\(N_m\) from the set of available clients\(N\). After the client selection process, the server broadcasts the current global model\(w_G^t\) at round\(t\) to the selected clients. Afterwards, each client\(i \in [1,m]\) locally runs a training algorithm\(A\) starting from the current global model\(w_G^t\) to create their next local model\(w_{G,i}^{t+1}\) using local training data\(D_i\) with the goal of minimizing the local empirical loss, i.e.,\(\sum_{(x,y) \in D_i}(y,f_{w_{G,i}^{t+1}}(x))\). Each client then sends its local update\(\Delta w_{G,i}^{t+1} := w_{G,i}^{t+1} - w_{G}^{t}\) back to the aggregation server. The server aggregates the updates into a new global model\(w_{G}^{t+1}\), i.e.,\(w_{G}^{t+1} = w_{G}^{t} + \frac{\eta}{n} \sum_{i=1}^{m} \Delta w_{G,i}^{t+1}\), where\(\eta\) is the global learning rate. This process repeats until the server terminates the training process.

\(^1\)In targeted attacks, the attacker aims to make the global model misbehave on specific inputs (i.e., integrate a backdoor into the model).

\(^2\)https://github.com/ppps-lab/fl-analysis

\(^3\)https://github.com/ppps-lab/rofl-project-code
Federated learning is inherently open to a multitude of participants – often in the orders of thousands – and, as a consequence, the training algorithm in this setting can be susceptible to contributions from compromised clients. Throughout this analysis we assume the adversary can compromise up to a fraction $\alpha \in [0, 1]$ of clients in $N_m$. A compromised client $i$ can submit a malicious update $\Delta \hat{w}_{t+1}$ to the aggregation server, with the goal to perturb the benign global model $w_G$ to a poisoned version $\hat{w}$.

**What makes FL robustness challenging?** Besides being susceptible to the known security and privacy vulnerabilities encountered in the typical machine learning setting, FL exposes new attack surfaces. Moreover, several FL characteristics elevate the impact of attacks known in the centralized setting (e.g., backdoor attacks through data poisoning) [5, 7, 78]. More specifically, these unique challenges are attributed to: (i) **Open Nature:** In FL the training process is open and often involves a large number of participants where any participant can act maliciously. (ii) **Attackers Capabilities:** In conventional centralized learning settings, an adversary can instigate targeted attacks only by data poisoning. In the FL setting, however, an adversary can do so by directly manipulating model updates to enhance its impact (e.g., scaling), allowing more effective attacks. (iii) **Active Attackers:** An attacker that controls a subset of clients can observe and influence the model behavior over multiple training rounds, which can allow for a stronger form of adaptive attacks.

In this analysis, we focus on attacks where the adversary aims to influence the final trained model’s behavior such that it behaves maliciously on a specific sub-task while maintaining good accuracy on the main task. We find that adversaries broadly exploit two different vulnerabilities (i.e., aggregation and memorization) in the FL setting to achieve this adversarial goal. As these vulnerabilities are structurally different, we study them in isolation and then conclude with a discussion on how to improve FL robustness in light of these vulnerabilities.

### 2.1 Attack Strategies

**Adversarial Goals.** We consider an attacker that aims to integrate a backdoor into the global model [5, 7, 74], i.e., cause it to misclassify a subset of unmodified data samples, while maintaining high accuracy on the main task. We look at targeted attacks, meaning that a training set of samples $D$ that represent the target inputs are classified as a specific target class $t$ rather than their ground-truth class. For example, we might want to misclassify “all images containing a green car” as birds rather than vehicles, while not affecting the behavior for images of cars that are not green.

**Attack Strategies** The adversary can introduce a backdoor into the global model by submitting a malicious model update $\Delta \hat{w}$ to the aggregation process. We consider two types of attack strategies to craft this malicious update. The first attack treats the training process as a blackbox and serves as a baseline. Here, the attacker’s capabilities are limited to injecting malicious data points into its training dataset (i.e., data poisoning). The blackbox attacker crafts the malicious update by training on a poisoned dataset, using the same training algorithm $A$ as the benign clients, keeping the adversary’s model training hyperparameters (e.g. number of epochs and learning rate) the same as the benign clients’. For the second attack, the adversary is allowed to modify the local training process by applying a malicious training algorithm $\hat{A}$. Here, the adversary crafts a malicious update using model-replacement [5, 74, 78], the state-of-the-art attack on FL systems. In model-replacement, the adversary injects the desired backdoor into their local model, and then applies scaling to amplify the update to survive aggregation.

**Backdoor Injection.** We assume that the attacker is in possession of both benign samples $D_i$ and a set of backdoor samples $\hat{D}$, which represent the set of target inputs. The attacker crafts a malicious update by training on both sets of samples $D_i \cup \hat{D}$. Specifically, for every mini-batch of Stochastic Gradient Descent (SGD), the attacker ensures a balance between backdoor and benign samples, controlled by the poison ratio, i.e., the fraction of backdoor samples in each mini-batch.

**Scaling.** Scaling, also known as boosting [7], is used to amplify malicious updates to overpower benign updates [5, 7, 79]. In FL, updates are averaged using an aggregation function $F$, defined as $F(w) = \frac{1}{N} \sum_{i=0}^{N} w_i \lambda_i$ with $\lambda_i$ the relative weights of the clients. To ensure that its malicious update survives this aggregation, the attacker scales its update by a factor of $\gamma$ (i.e., $\Delta \hat{w}_{t+1} = \gamma(\hat{w}_{t+1} - w_G)$). This allows the attacker to exert outsized influence over the resulting global model. If the attacker can scale without any constraints, the attacker can essentially replace the global model completely by setting the scaling factor to $\gamma = \frac{\eta}{\lambda}$, where $\eta$ is the global learning rate and $n$ the total number of clients. Under secure aggregation, the attacker can select $\gamma$ freely without any constraints while the server remains unaware.

**Bounded Scaling.** Since scaling significantly increases the size of the malicious update, the aggregator can reduce the effectiveness of scaling attacks by enforcing an upper limit $B$ on a $p$-norm of each client update such that $|\Delta \hat{w}|_p \leq B$ [74, 78]. We assume that the attacker and clients are aware of this bound. Client $i$ can ensure that their update fulfills this criteria via norm clipping, i.e., by scaling their update $\frac{\Delta \hat{w}_i}{\text{max}(1, |\Delta \hat{w}_i|)}$. The server rejects any update with a norm above the threshold. In this scenario, we consider an adversary that performs a state-of-the-art attack using Projected Gradient Descent (PGD) to adapt to the norm constraint [74, 78]. With PGD, the adversary constrains the solution space of $\Delta \hat{w}$ so that the scaled update has a $p$-norm under the given bound (i.e., $|\Delta \hat{w}|_p \leq \frac{\eta}{\lambda}$), to ensure the update complies with the norm bound.
2.2 Experimental Setup and Methodology

**Tasks.** In our analysis, we consider two tasks. Our first task (FMN) is a digit classification task on the Federated-MNIST dataset using a LeNet5 CNN architecture following [74, 78], with \( n = 3383 \) available clients and \( m = 30 \) clients selected per learning round. This dataset consists of samples from 3383 hand writers and is inherently non-IID because of the per-writer grouping, which simulates a natural distribution of training data. The second task (C10) is an image classification on the CIFAR-10 dataset using the ResNet18 [40] CNN with 273k parameters. We divide the dataset among \( n = 100 \) clients and select \( m = 40 \) clients in each round. We distribute the images to clients in a non-IID fashion using a Dirichlet distribution with parameter 0.9 in all dimensions. The hyper-parameters we use throughout the experiments are provided in the appendix §A.1, and we make our analysis framework available online for the community to reproduce all experiments and facilitate further investigation of these attacks.

**Study Approach.** Initially, proposed targeted attacks [5, 7] in the FL setting necessarily relied on update scaling for success. However, more recently, it has been shown that attacks without active scaling can be successful if the attacker selects particular subsets of inputs as the attack target (i.e., edge-case samples) [78]. To understand why these attacks are possible, we analyze the types of attack targets in relation to insights on the nature of the input distribution of common deep learning tasks. Specifically, it has been widely observed that modern datasets of natural images and text data follow classical long-tailed distributions (e.g., the Zipf distribution) [33, 34, 76, 83]. The input distribution can therefore be modeled as a long-tailed mixture of subpopulations, i.e., a significant fraction of the samples in the dataset belong to rare subpopulations (e.g., images of cars from an unusual angle). We use this to categorize the inputs that are targeted by attacks, studying existing attacks with regard to two types of subpopulation that represent opposing ends of the input distribution. The first type are prototypical targets, i.e. subpopulations of samples that occur frequently in the dataset. The second type are tail targets, i.e. subpopulations that sit on the tail of the distribution. As a consequence, samples from these targets rarely occur in the benign clients’ datasets. We will show how similar attack strategies vary dramatically in effectiveness depending on the kind of subpopulation they target.

For the FMN task, we consider a backdoor attack targeting prototypical inputs that classifies images containing the number seven from 30 randomly selected hand-writers as the number one instead (FMN-P, 310 images in total), following [74]. For a tail backdoor attack, we follow [78] and use images of sevens from the ARDIS dataset that are mostly in the European style (with a horizontal bar in the middle), unlike the sevens in F-MNIST (FMN-T, 660 images). On the C10 task, we use a prototypical backdoor attack from [5]: classifying images of green cars as birds (C10-P, 30 images). For the tail backdoor attack, we use images from airplanes of Southwest airline that are collected by [78] to be introduced as tail backdoor images for CIFAR-10 (C10-T, 784 images).

**Measuring Attacker Success.** For the FMN-P attack, attacker success is defined by the malicious classification accuracy on the backdoor images. For the C10-P attack, we measure accuracy using three backdoor samples that were not made available to the attacker during training. Test images are augmented into 200 versions per test image and used to evaluate the attacker success in the global model [5]. For the tail attacks (FMN-T, C10-T), the images are already grouped into train and test sets, the latter of which are used to evaluate accuracy.

**Client Selection.** For both tasks, a constant number of clients \( m \) is selected in every round. We assume that the attacker controls a fraction \( \alpha \in [0, 1] \) of the selected clients and that the scaled malicious update is divided evenly over those clients.

2.3 Attacks on Prototypical Targets

We now examine attacks on prototypical subpopulations.

**Single-shot Attack.** Even an adversary controlling a single client (FMN: \( \alpha = 3.3\% \), C10: \( \alpha = 2.5\% \)) that is selected in a single round can successfully inject a backdoor by scaling its update with a factor of 30 (FMN) and 100 (C10) respectively, as we can see in Fig. 1. The backdoor is injected in the fifth round, after the model already achieves high accuracy on the main task, i.e., updates from benign clients only marginally change the model. Though we discuss this attack in the context of prototypical subpopulations here, this attack is also effective on tail subpopulations. Server-side detection of such an attack is challenging, because the accuracy on the benign objectives does not significantly change and secure aggregation prevents the inspection client updates for abnormalities (i.e., scaling). To successfully inject the backdoor, the adversary relies on scaling to overpower the updates of other clients during aggregation. The ability of an attacker to introduce backdoors in this prototypical subpopulations setting is based on the adversary’s ability to scale its malicious contribution to overpower the benign clients’ contributions. Therefore, the question naturally arises whether we can pre-
The prototypical backdoor attack can be largely prevented by choosing an appropriate static or adaptive norm-based norm bound. (L2-norm bound, FMN: 2.0, C10: 3.0)

vent such attacks by restricting the clients’ ability to scale their contributions, for example, by enforcing bounds on the client inputs. Can we sufficiently limit the adversary’s ability to overpower the aggregation process? Indeed, an aggregator that enforces an L2-norm bound (FMN: 4.0, C10: 5.0) can prevent single-shot attacks, demonstrating the effectiveness of a constraint-based approach.

In the following, we investigate several aspects of the norm-bound defense to understand its potential, limitation, and practical deployment considerations. We start by evaluating the effectiveness of this defense in the presence of a continuous attacker, i.e., an adversary that controls a selected client in multiple rounds of FL training.

Continuous Attack. An attacker that is selected every round while controlling a single-client (FMN: α = 3.3%, C10: α = 2.5%) is inherently more powerful than a single-shot attacker and can inject a backdoor with the same strategy over many rounds (Fig. 2). The attacker can maintain a high accuracy (FMN: > 95%, C10: > 80%) on the malicious objective in the global model. As seen in Figs. 2a and 2b, limiting the scaling factor with an L2-norm bound, allows the aggregator to reduce the attacker’s success of injecting a prototypical backdoor. With a norm bound of 4.0 (FMN) and 5.0 (C10), the prototypical backdoor attack can be prevented with nearly no classification accuracy loss on the main task. Although the attacker can send an update every round, the benign clients dominate the aggregation as the effect of scaling is limited by the bound. Note, that in this setting, we consider an attacker that uses PGD to adapt the model-replacement attacks to the norm constraints i.e., a more sophisticated version of the original scaling attack. We can also see from Figs. 2a and 2b that the choice of norm bound is important. If the server selects the bound too tight (i.e., 2.0 for FMN and C10), the convergence rate of the global model decreases as the honest clients have to clip their updates by a large margin. On the other hand, if the bound is too loose, the attacker can successfully inject the backdoor with larger scaling factors.

Adaptive Norm Bound. Choosing an appropriate norm bound is crucial for the effectiveness of the norm bound defense. However, selecting an effective norm bound is non-trivial. Many factors such as the model, data distribution, and even the progression of the training timeline can have an impact on the scope of benign model updates. For instance, benign client updates tend to get smaller as the model converges. Hence, the server could choose to modify the norm bound over time to be more effective. To adaptively determine a suitable norm bound, the aggregator can either estimate the bound using public datasets of the target classification task, or compute the bound from statistics over the updates that the

Figure 2: Continuous PGD attack under different static and adaptive norm bounds. The prototypical backdoor attack can be prevented with nearly no classification accuracy loss on the main task. Although the attacker can send an update every round, the benign clients dominate the aggregation as the effect of scaling is limited by the bound. Note, that in this setting, we consider an attacker that uses PGD to adapt the model-replacement attacks to the norm constraints i.e., a more sophisticated version of the original scaling attack. We can also see from Figs. 2a and 2b that the choice of norm bound is important. If the server selects the bound too tight (i.e., 2.0 for FMN and C10), the convergence rate of the global model decreases as the honest clients have to clip their updates by a large margin. On the other hand, if the bound is too loose, the attacker can successfully inject the backdoor with larger scaling factors.

Adaptive Norm Bound. Choosing an appropriate norm bound is crucial for the effectiveness of the norm bound defense. However, selecting an effective norm bound is non-trivial. Many factors such as the model, data distribution, and even the progression of the training timeline can have an impact on the scope of benign model updates. For instance, benign client updates tend to get smaller as the model converges. Hence, the server could choose to modify the norm bound over time to be more effective. To adaptively determine a suitable norm bound, the aggregator can either estimate the bound using public datasets of the target classification task, or compute the bound from statistics over the updates that the
server can get by querying/probing the client. One method that we found to be practical for selecting the norm bound is to derive the bound from the median of the individual norms of client updates. This is a reasonable strategy as the median is robust against possible outliers from compromised clients for \( \alpha \) below 50%. However, directly selecting the median as the bound can be too strict, slowing the convergence rate. To avoid this issue, the aggregator can introduce an additional parameter \( r \) by which the median is multiplied to determine the bound. In Figs. 2c and 2d, we show that choosing \( r = 5 \) will successfully prevent the attacks without impacting the convergence time of the main task.

**Growing Number of Compromised Clients.** So far, we considered an adversary that controls a single client in each round. In Fig. 3, we see that when the attacker controls more clients per round, the effectiveness of injecting a prototypical backdoor increases even if a norm bound is enforced. In these experiments, the strategy of the adversary is to divide the scaled malicious update among the compromised clients, i.e., the individual scaling factor for each malicious client becomes smaller. For FMN, we see that the malicious objectives’ success is below 10% for \( \alpha < 6.6\% \), but above 80% for \( \alpha > 16.7\% \). Similarly, for C10, the accuracy of the malicious objective is low for a small number of attackers (\( \alpha < 6.6\% \)), but gradually increases to 50% with \( \alpha = 50\% \). We observe that if the attacker controls enough clients in each round, scaling becomes less relevant and the norm bound is less effective. This observation is supported by Fig. 4, where we can see a comparison of the model-replacement strategy with scaling against blackbox attacks that only alter the training data. The gap of attack success between non-scaled attacks (i.e., blackbox) and scaled attacks (i.e., model-replacement with PGD) decreases as the number of compromised clients increases. With \( \alpha = 20\% \) compromised clients per round, the blackbox attack is already within 10% of the PGD attack accuracy. This suggests that, using norm bounding, we can eliminate or reduce the advantage an attacker gains from white-box training, to the point where the effectiveness of their attack is little better than that of honestly following the protocol and merely training over poisoned data. Of course, if an adversary can continuously influence a significant portion of the selected clients, the definition of FL implies that their (malicious) information will be incorporated into the global model. However, in real-world FL deployments, it is unlikely that an attacker will be able to continuously control a large portion of the clients each round, as they are selected randomly from a much larger pool of available clients.

### 2.4 Attacks on Tail Targets

So far, we discussed how attackers can embed backdoors in models by using scaling, which exploits the inherent susceptibility of the underlying linear aggregation rules used in FL. All the early targeted attacks for FL that were proposed [5, 7] relied on scaling for attack success. More recently, however, work has emerged that shows that introducing backdoors can be achieved without scaling if the attacker selects a particular subset of inputs as its attack target (i.e., tail samples) [78]. In the following, we provide insights on why this is possible and what aspect of the learning process these attacks exploit.

**Single-shot Attack.** Before we explore why these attacks are possible, we discuss some empirical observations comparing the performance of prototypical and tail attack targets for blackbox and PGD backdoor attacks. In Fig. 5, we can see a comparison between tail backdoors (FMN-T, C10-T) and prototypical backdoors (FMN-P, C10-P) for a single-shot attacker. We observe that a tail backdoor remains in the global model for a very long time (at least 200 rounds for FMN) after its initial introduction, while the prototypical backdoor is almost completely eliminated only a few rounds after its introduction. This is primarily because honest clients are unlikely to submit updates that strongly influence model behavior for the subpopulation of the tail backdoor since it is less likely that the benign clients’ training data contains data points from the tail of the distribution. However, when enforcing a norm constraint on the model updates, the tail single-shot attack also fails to inject the behavior successfully, as seen in Fig. 5.

**Continuous Attack.** Next, we inspect how the attack target influences the adversarial success in the continuous setting. Fig. 6 shows that a tail backdoor can be injected without scaling if the attacker can participate over many rounds (100%
As Machine Learning gets deployed in a wider range of settings, it has become clear that ML must move beyond simply pursuing accuracy and start to tackle important challenges in real-world deployments such as privacy and robustness. Federated Learning, though presenting many privacy benefits, amplifies ML robustness issues by exposing the learning to an active attacker that can be present throughout the training process and fine-tune their attacks to the current state of the model. In consequence, we have seen new and powerful attacks emerge that effectively impact FL integrity.

Our results align with other empirical results [82] and a recent theoretical explanation [33, 34] that memorizing data at the tail of distribution is an inherent and essential property of modern over-parameterized learning models. ML memorization in relation to data privacy has been explored in depth. Research shows that this is what enables membership inference attacks [72] or attacks that extract sensitive data from the model [19, 20]. However, with the emergence of learning paradigms such as FL that enable active attacks, memorization can also pose serious risks to robustness. Since it is memorization that allows attackers to embed tail backdoors, attackers need to only participate in the learning process with malformed data, otherwise following the protocol honestly. Even a single attacking client, participating over multiple rounds, is sufficient for the backdoor to be embedded persistently.

2.5 Discussion

As Machine Learning gets deployed in a wider range of settings, it has become clear that ML must move beyond simply pursuing accuracy and start to tackle important challenges in real-world deployments such as privacy and robustness. Federated Learning, though presenting many privacy benefits, amplifies ML robustness issues by exposing the learning to an active attacker that can be present throughout the training process and fine-tune their attacks to the current state of the model. In consequence, we have seen new and powerful attacks emerge that effectively impact FL integrity.

Attacks against secure FL can, with minimal effort (i.e., a single scaled malicious update in a single round) from the attacker, result in persistent backdoors in the model. However, as we have seen, norm bounding of client updates can effectively prevent or limit these attacks. Nevertheless, we show that there are situations where norm bounding is not sufficient. For example, an attack targeting the tail of the input distribution cannot be entirely prevented without sabotaging the ability of the model to learn less representative data point.

The requirement for machine learning algorithms to memorize in order to learn tail subpopulations specific behavior [33] has largely been studied in the context of privacy. However, as we have shown in this analysis, it also has significant implication for ML integrity. Understanding this phenomenon in the context of ML robustness is of significant importance. Mechanisms that have been employed to limit memorization such as using appropriate regularization or noise addition are likely to also improve ML robustness for tail targets [33]. These countermeasures, however, introduce various tradeoffs with respect to accuracy, privacy, robustness, and fairness and are out of the scope of this paper.

In this analysis we show that norm bounding can provide meaningful practical robustness guarantees for FL. However, the privacy-preserving nature of secure-aggregation-based FL means that actually applying norm bounding is highly non-trivial. Relying on clients to self-regulate the sizes of their updates is obviously not viable in the presence of actively malicious attackers, and using standard secure computation tools would be highly impractical. Therefore, we need solutions that can enforce norm bounds over updates from untrusted clients, maintaining the privacy of client’s inputs. At the same time, the overhead must be small enough to enable practical deployments of FL in real-world settings.

3 RoFL Design

We start this section by presenting an overview of RoFL and then describe its cryptographic building blocks.

3.1 Overview

Setup. RoFL targets a standard FL deployment featuring a server coordinating a learning process with a large number of clients. In this deployment, the server periodically interacts with a subset of available clients to continuously improve its machine learning model. In each round of the training process, the server randomly selects $m$ available clients and communicates the current global model to them. Each selected client $i$ for $i \in \{1, 2, \ldots, m\}$ then computes an $e$-dimensional update vector $\textbf{w}_i \in \mathbb{Z}_q$. Finally, the server uses secure aggregation to combine the clients’ updates in each round $\sum_{i=1}^{m} \textbf{w}_i$ into a single update vector for the global model. The secure aggregation protocol ensures that the server does not learn anything about the clients’ updates $\textbf{w}_i$ beyond what can be learned from the final sum. The goal of RoFL is to allow the server to verify that the submitted client-updates $\textbf{w}_i$ are valid i.e., $\| \textbf{w}_i \|_p < B$ for some $B \ll q$, and we provide concrete instantiations for both $L_\infty$ and $L_2$ norm bounds. Essentially, each selected client provides a proof that its update $\textbf{w}_i$ satisfies the bound. Upon receiving the client input, the server verifies that the proof is
valid. If the verification fails, the server discards the client input, and flags the client as corrupt.

**Threat Model.** We consider actively malicious clients but assume an honest-but-curious server, i.e., the server does not deviate from the protocol but analyzes received messages to try and gain information about clients’ private inputs. We also assume that the server can identify and authenticate clients. RoFL guarantees the confidentiality of client inputs. Specifically, neither the server nor an adversary that compromises a set of clients can learn anything beyond what they can derive from the aggregation output. In addition, RoFL ensures that the server is able to detect if a client input $w_j$ does not fulfill a specified constraint defined by the server.

**Our Approach.** The FL setting poses unique compatibility and scalability challenges that render prior work on robustness in private aggregate statistics [24, 29, 44] inadequate or ineffective. The key challenge FL presents is that the client input to the aggregation consists of high-dimensional vectors that embody tens of thousands of values. Thus, the overall cryptographic costs can quickly become prohibitive in this setting.

To achieve high performance on realistic machine learning models, RoFL makes two key contributions. First, RoFL leverages an efficient and compatible zero-knowledge proof (ZKP) system to implement the targeted norm constraints under the existing secure aggregation protocol for FL [14]. The proof checking techniques of the underlying ZKP system reduce bandwidth requirements by several orders of magnitude. Second, RoFL proposes two optimizations to reduce the number of required cryptographic proofs to verify clients’ inputs which saves both bandwidth and computation.

In the following, we provide a high-level description of the cryptographic building blocks of RoFL (§3.2). Afterwards, we describe our protocol (§3.3) that uses these building blocks to enforce constraints on client inputs (§3.4). Finally, we introduce several optimizations that enable RoFL to scale to realistic machine learning models (§3.5).

### 3.2 Cryptographic Primitives

**Commitments.** A (hiding) non-interactive commitment scheme is an algorithm that allows an entity to commit to a value $v$ while keeping it hidden, with the option to later reveal the committed value. Given a function $\text{Com} : M \times R \rightarrow C$, from a message space $M$ and a randomness space $R$ to a commitment space $C$, we compute a commitment to a value $v \in M$ as $c = \text{Com}(v, r)$ for $r \leftarrow R$. Opening a commitment, by revealing $r$ and $v$ allows the commitment to be verified by checking $c_v = \text{Com}(v, r)$. A commitment is **hiding** if it does not reveal any information about the committed value $v$. Furthermore, a commitment is **binding** if it is computationally infeasible to find $v, r$ and $v', r'$ such that $v \neq v'$ but $\text{Com}(v, r) = \text{Com}(v', r')$.

**NIZK.** A Zero-Knowledge Proof (ZKP) is a statement that proves a fact to another entity without revealing additional information. For example, the prover might want to show that they know the discrete log $x$ of a group element $g^x$ and that $x$ lies in a specific range without revealing $x$. Traditionally, the prover would engage in an interactive challenge-response protocol with the verifier to prove a property about its private data. Using the Fiat–Shamir transform [35], these interactive ZKP protocols can be converted into a Non-Interactive Zero-Knowledge Proof (NIZK) [13]. The prover generates a single binary string $\pi$ that can be used by any entity to verify the claim, without further interaction. For brevity, we refer to [17] for formal definitions of the security properties.

### 3.3 Secure Aggregation with Commitments

**Commitments.** For the client-updates $w_i$ we require a cryptographic primitive that: (i) provides confidentiality, (ii) is compatible with secure aggregation, i.e., is additively homomorphic, and (iii) supports efficient client-side zero-knowledge constraints. We identify commitments, more specifically Pedersen commitments [58], as an ideal building block for our design because they meet all requirements. In our protocol, a client $i$ commits to each element of the vector $w_i$ and sends the resulting commitment vector $c_i$ to the server. In the following, we assume for simplicity that the vector $w_i$ is a scalar, denoted as $w_i$ for client $i$. Note that this extends naturally to vectors with element-wise operations. Let $G$ be a cyclic group of prime order. To commit to an update $w_i \in \mathbb{Z}_q$, we select a generator $g$ and the random group element $h \in G$, choose a random value $s_i \in \mathbb{Z}_q$, and compute $c_i := g^{w_i}h^{s_i}$.

Pedersen commitments [58] are both hiding and binding under a standard discrete log hardness assumption. Furthermore, Pedersen commitments are additively homomorphic; thus allowing the server to aggregate parameters from each client without inspecting them. In addition, there exist efficient zero-knowledge range proofs [17] which are a natural fit to realize p-norm constraints and are directly compatible with this type of commitment.

**Secure Aggregation.** The server aggregates the commitments $c_i$ using the additive homomorphic property of Pedersen commitments. Given two Pedersen commitments $c_1$ and $c_2$ for $w_1$ and $w_2$, the product $c_1 \cdot c_2$ corresponds to a commitment for $w_1 + w_2$: $g^{w_1}h^{s_1} \cdot g^{w_2}h^{s_2} = g^{w_1+w_2}h^{s_1+s_2}$. The aggregated commitment is still hiding and therefore the server cannot learn the result. To enable the server to obtain the aggregated output, the $m$ clients choose the nonces $s_i$ in the commitments such that $\sum_{i=1}^{m} s_i = 0$. In essence, we are lifting the masking approach from [14] to the commitment-based setting. Therefore, the hiding factor cancels out when the aggregation is computed: $\prod_{i=1}^{m} c_i = g^{\sum_{i=1}^{m} w_i}h^{\sum_{i=1}^{m} s_i} = g^{\sum_{i=1}^{m} w_i}$.

Finally, the server can derive the sum of all client-updates $\sum_{i=1}^{m} w_i$ by calculating the discrete logarithm to the base $g$. Note, while calculating the discrete logarithm of $y = g^x$ is hard for generic $x \in \mathbb{Z}$, the aggregation result space in our domain is small (e.g., a 32 bit integer) and hence the discrete logarithm can be computed efficiently [59, 64].

**Nonce Cancellation and Generation.** The secure aggrega-
tion protocol requires that the random nonces cancel out for the server to recover the correct result. Since this cannot be verified from $c_i$ alone. Therefore, we extend the Pedersen commitment to an ElGamal commitment by adding another group element committing to $s_i$. A well-formedness proof ensures that the same $s_i$ is used. In the appendix (§A.6), we discuss this in more detail and also explain how we use a pseudorandom generator (PRG) to generate the nonces efficiently.

### 3.4 ZKP of Norm Bounds

Each client must provide a non-interactive zero-Knowledge (NIZK) proof that their committed update vector $\vec{c}'_i$ is well formed and has a norm bounded by $B$ where $B$ is set by the server. RoFL offers two methods to select the norm bound adaptively for a training round, either the server uses public training data to compute an update and estimate a bound, or adaptively for a training round, either the server uses public

| $\vec{c}'_i = (g^{w_i h^j}; g^{s_i})$ and a proof that this is indeed a commitment to the square of the value committed to in $c_j$. This can be done with standard non-interactive proof-of-knowledge of discrete logarithm [18] by proving the knowledge of an opening to a Pedersen commitment by rewriting it to $c_j'' = c_j'' h^{s_j'}$. Additionally, the prover provides a proof that the sum of all $c_j''$’s in the vector lies in the range $[0, B^2]$. The verifier checks this by computing the same sum over all $c_j''$ using the homomorphic property and checking the range-proof. Again, we use Bulletproofs [17] to instantiate the range proof. Note that since we are working in $Z_q$, a malicious client might set some $w_j$ to be very large so that the sum of squares overflows $q$. We therefore still require the individual range proofs over each $w_j$ as in the $L_\infty$ case. While we can bound them to any $C$ so that $1 \cdot C^2 < q$, in practice, it makes sense to choose $C$ significantly smaller since proofs over smaller ranges are more efficient and individual parameters must be smaller than $B_{L_2}$ so as not to push the $L_2$-norm above $B_{L_2}$.

#### 3.5 Optimizations

So far we have described the cryptographic building blocks of RoFL, and how our protocol via a careful co-build of cryptography and FL can achieve its performance. Despite these improvements, scaling the protocol to realistic neural network models remains challenging. Even as we optimize the cryptographic protocol to the specifics of FL, the sheer number of proofs required (i.e., number of model parameters) will result in a significant overhead. Thus, we explore how we can reduce the number of required proofs, by considering optimizations that take advantage of the particular combination of our protocol with the underlying FL model. First, we consider probabilistic range checks to optimize the $L_\infty$ variant of our model.
protocol. Second, we present the application of a compression technique based on random subspace learning, compatible with our $L_2$ constraint. Finally, we discuss how we can utilize optimistic continuation to interleave the server-side verification of the previous round with client-side training for the next round. This significantly reduces the effective wall-time overhead introduced, at the cost of requiring a one-round rollback in case verification fails due to malicious activity.

**Probabilistic Range-Checking ($L_{\infty}$).** For the $L_{\infty}$ bound, the range proofs are by far the most significant component of the computation overhead ($\S4$). In the base protocol, the client proves that each element in $w_i$ is smaller than the bound $B$. However, it turns out that it is not necessary to check all $\ell$ elements to detect a malicious client with high probability.

We can reduce the number of proofs by verifying only a random subset of the update vector. The key insight is that if the server selects the random subset after the clients have uploaded their commitments, the probability that at least one check fails for a malicious update can be modeled by a hypergeometric distribution. So we ask whether it is indeed necessary to prove that each element in $w_i$ is bounded to confirm that the client’s contribution is benign. In other words, can we reduce proofs by checking only a randomly selected subset of the parameters for the $L_{\infty}$ variant of the protocol? We show that while this can introduce the possibility for an adversary to exceed the norm bound without detection, we can make this probability vanishingly small by separating the commitment step from the proving step in our protocol.

For example, assume a fraction $p_v \in (0,1]$ of the $\ell$ parameters in an update exceed the bound and the server checks a fraction $p_v \in (0,1]$ of the parameters. Selecting $p_v \cdot \ell$ elements below the bound when $p_v \cdot \ell$ are above follows a hypergeometric distribution. Thus, the probability of failing to detect the malicious behavior can be computed as $\text{Hyp}(p_v \cdot \ell, \ell, (1-p_v) \cdot \ell)$. In Fig. 7, we show the number of parameters that we need to check to bound the failure probability by $\delta = 1e^{-08}$, for different assumptions about the fraction of parameters above the bound ($p_v$). In model replacement attacks with scaling, a significant portion of the weights exceed the bound (see $\S A.4$), which makes probabilistic checking a desirable approach in practice. With this optimization, the clients send commitments and well-formedness proofs to the server but initially do not compute the range-proofs. After receiving all client updates, the server selects the random subset to be checked and communicates the selection to the clients. The clients then compute the range proofs only for this subset of parameters and send it to the server for verification. Note that since the commitments are binding, the clients are unable to change the already committed parameters. Unfortunately, this optimization cannot be applied in the $L_2$ norm variant, since even a single out-of-bound parameter in the update vector could lead to an overflow of the sum-of-squares proof. Essentially, this would allow an adversary to submit an arbitrary update vector while remaining undetected with high probability.

**Compression Techniques ($L_2$).** Since both computation and communication overhead are linear in the size of the update vectors ($\S4$), we can benefit from machine learning [42] compression techniques that reduce the size of the updates. However, the need to be compatible with secure aggregation and norm bounding limits the number of applicable techniques. In RoFL we experiment with random subspace learning [47] as an optimization, which was initially introduced in the context of understanding the hardness of machine learning tasks. Random subspace learning applies an $L_2$-norm-preserving transformation that reduces the number of parameters required for a model update. Since the transformation preserves the $L_2$-norm, the technique is compatible with our $L_2$ constraint. In random subspace learning, the model is trained in a random subspace $W^d$ that has a lower dimension $d$ than the original model’s dimension $D$. The random subspace $W^d$ is projected onto the original model space $W^D$ using an orthonormal projection matrix $P \in \mathbb{R}^{D \times d}$: $W^D = W_0^D + PW^d$. During training, $W_0^D$ and $P$ are treated as constants, and optimizations are done on $W^d$. Therefore, only $W^d$ has to be exchanged between the client and server in each round, resulting in an improvement in the number of parameters from $D$ to $d$. The parameter $d$, referred to as the intrinsic dimension, defines the compression ratio and has to be set by the server depending on the training task.

**Optimistic Continuation.** The computation time at the server is dominated by proof verification ($\S4$). However, proof verification does not necessarily block the system from running the next training round, since the server already has access to the aggregation result (i.e., the global model of the next round). At the same time, the clients’ training usually takes significant time depending on the complexity of the model and the size of the client-dataset. In RoFL, we leverage this insight to execute the client training and the server proof verification in parallel. Upon receiving all client update vectors, the server optimistically aggregates the vectors and attempts to decrypt the sum, before distributing the resulting model to the clients participating in the next round. Should there be any inconsistencies e.g., a bound violation, the server aborts the new round and resets the model. However, since in-
consistencies should be infrequent in practice, this optimistic approach can reduce overall wall-time significantly as clients spend less time idling.

4 Evaluation

In this section, we answer the following questions, (i) what is the cost of integrating ZKP for norm bounds into secure FL protocols?, (ii) can our proposed optimizations improve scalability?, and (iii) is it possible to train a practical machine learning model with RoFL?

Implementation. We developed an end-to-end prototype of RoFL that we make available online. The framework enables training end-to-end machine learning models with secure aggregation in the FL setting and allow partitioners to specify constraints on the encrypted model updates. We implement the framework in Rust interfacing with Python to train neural networks with TensorFlow [30]. For client-server communication, we rely on the Tonic RPC framework [1] with protobuf. We use the elliptic curve Curve25519 (i.e., 126-bit security) implementation from the dalek curve25519 library [28] for cryptographic operations. The library supports avx2 and avx512 hardware instructions for increased performance on supported platforms. The range proofs are implemented with the bulletproof library [27] that builds on the same elliptic curve library.

Microbenchmarks. We perform microbenchmarks to quantify the overhead of RoFL’s individual components using the Rust cargo benchmark module. For each reported result, we take the average of 4 measurements recorded after a single warm-up mock execution. We use a single AWS EC2 instance (c5d.4xlarge, 16 vCPU, 32GiB, Ubuntu 18.04) with support for AVX512 instructions. To evaluate the performance of the microbenchmarks on more constrained client devices, we additionally perform the experiments on a less powerful AWS EC2 instance (t2.medium, 2 vCPU, 2GiB, Ubuntu18.04).

End-to-End benchmarks. We evaluate the end-to-end system performance on the same models as used in analysis: ResNet-18 [40] (CIFAR-10 L, 273k params) and LeNet5 (CIFAR-10 S, 62k params). In addition, we evaluate the performance for a model with a smaller amount of parameters (MNIST, 19k params). The MNIST model consists of two convolutional layers, a 2 by 2 max-pooling operation, and two fully connected layers. To simulate a practical deployment, we use five AWS EC2 instances (c5d.9xlarge, 36 vCPU, 72 GiB, Ubuntu 18.04) with support for AVX512 instructions. The server uses one instance and the 48 clients are evenly distributed over the other four instances. In each training round, all 48 clients are selected.

4.1 Performance of Norm Bounding

We begin our evaluation by investigating the overhead of integrating ZKP proofs for the $L_2$- or $L_{\infty}$-norm bound checks into secure aggregation on clients and the server. In the following, we first analyze the computation and bandwidth costs of the baseline protocol and then show the benefits of using our probabilistic checking optimization.

Computation. The client-side computational costs, beyond the federated learning protocol itself, only include the computation of commitments to each parameter and creating the corresponding zero-knowledge norm proofs. This additional cost is linear in the number of parameters, as seen in Fig. 8. On a strong client (Fig. 8a), the creation for $L_2$- and $L_{\infty}$-norm proofs for 262k parameters takes 157 and 154 seconds, respectively, while on a less powerful machine (Fig. 8b), this cost increases by 3x to 514 and 477 seconds. These cost are predominately determined by the actual range-proof creation, with the additional well-formedness proofs to ensure correct cancelling not contributing significantly. Note that while these costs are significant, they are are within an order of magnitude of the model training cost, so clients that can efficiently perform the underlying FL computation should be able to handle the overhead, too. When using $L_2$-norm proofs, clients need to compute additional proof-of-squares. However, this adds only a minor overhead compared to $L_{\infty}$- proofs. The server side, meanwhile, requires verifying the proofs of each client, aggregating them into the global vector, and reconstructing the aggregated vector once all updates are included. Similar to the client-side costs, the server-side verification and aggregate costs increase linearly with the number of parameters, as depicted in Fig. 9. With an update size of 262k (Fig. 9a), the server requires 19-20s per client to verify the norm proofs and aggregation where the verification of the range proofs dominates the processing time. Once the clients’ commitments are aggregated, the server has to solve the discrete log with the baby-step-giant-step algorithm for each parameter in
We now show the improvements probabilistic checking of $L_\infty$ has on the microbenchmarks evaluation of our protocol. We will defer discussion of the subspace learning optimization for $L_2$ to the end-to-end experiments, as this requires evaluating the trade-off between the number of parameters (i.e., compression) and the model accuracy. For this evaluation, we set a maximum failure probability of $10^{-8}$ and assume that at least $p_r = 0.005$ of the parameters in a malicious update exceed the bound (Fig. 7). Bandwidth-wise, probabilistic checking has only a negligible effect, since the aggregated range-proofs are already logarithmically sized (Fig. 10b). However, probabilistic checking can reduce the computation cost by 6x-17x for the clients and 6x for the server, as seen in Fig. 8 and Fig. 9a. Probabilistic checking really starts to shine when using larger numbers of parameters (e.g., from 154s to 9s on the large client, and 19s to 3s per client server-side for 262k params). Using probabilistic checking dramatically reduces the overhead of applying this protection while offering nearly the same level of protection. We believe that probabilistic checking is well suited to enhance the robustness of privacy-preserving FL in practical deployments.

**Additional Setup Costs.** The above experiments do not include the setup cost for establishing the canceling nonces with Diffie-Hellman key exchanges between the clients. Compared to the overheads of commitments and ZKPs these cost are small (i.e., 9KB bandwidth, and 24ms computation time per client server-side for 262k params). Using probabilistic checking dramatically reduces the overhead of applying this protection while offering nearly the same level of protection.

### 4.2 RoFL End-to-End Performance

We demonstrate the effectiveness of RoFL in a practical deployment by showing that RoFL provides a significant speedup in terms of computation time compared to the unoptimized $L_\infty$- and $L_2$-norm constraints. For the optimized version of the $L_\infty$-norm, we apply probabilistic checking while for $L_2$, we compress the updates with subspace machine
learning to reduce the numbers of parameters. We evaluate RoFL for three models: MNIST (19k params), CIFAR-10 S (62k params), and CIFAR-10 L (273k params). We compare against an FL setup without any encryption or constraints using 32-bit plaintext values. For compatibility with the encryption used in RoFL, we apply 8-bit probabilistic quantization with 7 fractional bits to the floating point numbers of the client updates.

RoFL L2 vs Plaintext. To optimize the $L_2$-norm constraint in RoFL, we compress the updates using subspace machine learning to reduce the number of parameters. In the optimized experiments, the effective number of parameters (i.e., intrinsic dimension) of MNIST is 5000 (3.8x parameter reduction), and for CIFAR-10 S 12000 (5.2x parameter reduction) as explored in [47]. Table 1 compares the results of the different runs. In the MNIST task, our optimization enabled a reduction the training time per round from 64x to 13x compared to plaintext with the update compression. In the CIFAR-10 S experiment, we find that RoFL reduces the computation per round of 134x to 25x. We did not observe a noticeable impact on accuracy for the chosen intrinsic dimension for both models after 40 rounds. While further training might eventually make differences in final accuracy visible, our observations are in accordance with the reported accuracy in [47] for our selected intrinsic dimensions. In terms of bandwidth, the cost in this setting can be reduced with the compression from 37x to 10x for MNIST and from 37x to 7x for CIFAR-10 S, compared to the plaintext baseline.

RoFL $L_\infty$ vs Plaintext. We show the use of probabilistic checking to optimize the $L_\infty$-norm constraint for different model sizes. In the optimized experiments, the server checks a number of parameters such that the probability that the adversary passes the check with more than 0.5% ($p_v = 0.005$) of parameters outside the bound is bounded by $1e^{-08}$. Our optimization reduces the computation overhead in RoFL per round from 37x to 6x for MNIST, and from 120x to 18x for CIFAR-10 S. Despite the quantization to 8-bit fixed precision representation, the final classification accuracy on the model remains the same. While probabilistic checking is helpful even for smaller models, we start to see more significant speedups for larger models like the one used for the CIFAR-10 L task. Here, bandwidth costs do increase by 25x. However, end-to-end times only increase from 21 seconds for a plaintext system to 131 seconds for our solution, an overhead of 6x. As a result, any system that can practically run the plaintext algorithm can likely also run our encrypted version in practice, albeit at a slightly reduced rate. Model convergence is similar for the plaintext and the secure settings, as shown in Fig. 11b, and accuracy is reduced by at most 1%.

5 Related Work

Addressing the challenges of robustness and privacy in machine learning is an active research area with a significant body of work. In this section, we review related work in this space, focusing primarily on works that is relevant to RoFL.

Machine Learning Robustness. As machine learning models are increasingly deployed in sensitive settings, they are becoming a target for integrity attacks [11]. Consequently, attacks and defenses have been a topic of study by the security and machine learning communities. (i) Attacks: Modern machine learning pipelines are generally vulnerable to model evasion attacks at inference-time [8, 38, 75] and poisoning attacks at training-time [5, 7, 9, 10, 23, 41, 50]. Poisoning attacks either manipulate the input data [10, 23, 41, 50] or the model parameters directly [5, 6, 7, 32, 41], with the goal of reducing model performance (i.e., untargeted attacks) or integrating backdoors into the model (i.e., targeted attacks). The decentralized and distributed nature of FL exposes it to new attacks vectors [5, 7, 74, 78, 79] (ii) Defenses: Despite over a decade of research, machine learning robustness remains an open challenge. There have been several efforts that aim at defending against model evasion attacks [46, 53, 65] or mitigating poisoning attacks [26, 39, 49, 69, 73, 77]. These solutions assume that the server has access to the training data or has full control over the training process; both assumptions do not hold in FL, making these solutions non-applicable in this setting. In the collaborative setting, defenses have been proposed based on anomaly detection [36, 68] and Byzantine-robust estimators [12, 22, 57, 61, 80], but these assume direct access to client updates or training data. In addition, these defenses are greatly hampered by the large variance of client updates due to non-IID client data and high dimensionality of deep learning models in practical FL settings [6, 32]. Earlier work studying specific attacks [74, 78] indicates that clipping and noise addition can increase robustness, but did not further explore these solutions. In our analysis, we consider attacks more holistically and provide insights into when and why these techniques can be effective, laying the ground work for our design which realizes these constraints in an efficient and privacy-preserving way.

Secure Data Collection. Secure aggregation protocols [3, 21, 24, 44, 51, 52, 55, 60, 70] enable users to compute sums over their private data without disclosing the inputs. A variety of secure aggregation protocols have emerged to meet the needs of a wide range of applications introducing new security, scalability, and performance requirements. For brevity, we focus our review on secure aggregation systems most closely related to our work. Bonawitz et al. [14] introduce a secure aggregation protocol based on canceling random masks; their protocol builds on [3, 55] and is tailored to FL. Our protocol is similar to that proposed by Shi et al. [70]; however, ours is tailored to FL and does not assume a trusted setup. Both protocols do not enforce constraints on inputs in the face of malicious participants. Kursawe et al. [44] extend a variation of the protocol by Shi et al. [70] with ZKP to provide correct execution guarantees but does not constrain client inputs. A different body of work in this space [24, 25, 29]
considers a non-colluding trust model where the clients split the input values into shares and submit them to non-colluding servers. This enables efficient input checks, as expensive cryptographic operations can be avoided due to the assumption that the servers do not collude. However, we know from our discussions with FL industry players that organizations have struggled to deploy this trust model in practice, despite efforts to do so, e.g., using an external non-profit organization. Thus, the realistic deployment of the non-colluding trust model remains an issue hindering the deployment of these protocols in practice.

6 Conclusion

Federated Learning provides its privacy benefits by keeping the local training process, individual model updates, and data opaque to the server. However, in achieving this type of privacy, secure FL systems have to make sacrifices in terms of robustness. In this work, we show the inherent difficulties of achieving FL robustness via an empirical analysis that demystifies the inner working of existing attacks. To date, no compelling solutions exist that fully address robustness in secure FL. However, we show that constraints on client updates, such as norm bounds, can effectively limit a class of severe attacks. Toward this end, we develop RoFL, a system that augments the secure aggregation protocols in secure FL with efficient zero-knowledge proofs to enable input checks on the encrypted updates in practical settings. Despite this, a definite solution to FL robustness remains an open challenge and practitioners deploying FL need to proceed with caution. We hope that this work can help understand and distill the risks in open learning systems and will inspire follow-up works investigating FL robustness.
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A Appendix

A.1 Experimental Setup

We present the details of the experiments in analysis and evaluation. We would like to note that all code including a full specification of each experiment in configuration files is available online4.

Analysis We consider two image classification tasks that have been used before in the context of FL backdoor attacks to provide comparison to previous work. The first task (FMN) is a digit classification task on the Federated-MNIST dataset. The Federated-MNIST dataset consists of samples from 3383 hand writers. Since the samples are grouped by hand writer, the dataset simulates a natural distribution of training data. The second task (C10) is an image classification on the CIFAR-10 dataset, where the samples are distributed in a non-IID fashion using a Dirichlet distribution with parameter 0.9 in all dimensions. The full hyperparameters for the setups of FMN and C10 are shown in Table 2. For C10, we use data augmentations (random horizontal flips and shifts) to increase the size of the dataset.

The global learning rate $\eta$ controls the fraction of the model that is updated each round. For FMN, the full model is updated with the average of $m = 30$ client updates ($\eta = \frac{3383}{30}$).

4https://github.com/pps-lab/rofl-project-code
We discuss the configuration of the backdoor injection attacks. We pre-train the models for both tasks once and use the same weights as a starting point for each experiment, similar to [78]. The full configuration of the models are given in §A.3. All pre-trained models have not yet fully converged, to show each batch is controlled by the poison ratio. The optimal benign samples, and a number of target samples mislabeled of epochs and batches shown in Table 3. Each batch contains for a fixed amount of SGD steps, determined by the number of steps. When an \( L_p \)-norm bound \( B \) is present, the adversary uses Projected Gradient Descent (PGD) to adaptively craft malicious updates. Concretely, after every SGD step, we project the update back onto a slightly larger space \( 1 \). Only, after the last SGD step of the epoch, we use \( \gamma \) as a scaling factor to satisfy the norm constraint (Table 3). In practice, this approach leads to a higher attacker success, similar as to what was reported in [78].

### A.2 Attack configuration

We discuss the configuration of the backdoor injection attacks used by the adversary to create a malicious model update. We explore two attack strategies: the blackbox strategy and the model-replacement strategy [5]. In the blackbox strategy, the attacker follows the training process (i.e., hyperparameters) as the benign clients, but is allowed to insert a number of malicious samples into each batch according to the poison ratio. For the model-replacement strategy, the attacker first performs malicious training to create a malicious update, and then scales this update to overpower the other clients in the aggregation process.

In both strategies, the compromised clients train the model for a fixed amount of SGD steps, determined by the number of epochs and batches shown in Table 3. Each batch contains benign samples, and a number of target samples mislabeled with the target class. The amount of malicious samples in each batch is controlled by the poison ratio. The optimal backdoor injection attack also includes benign samples because it allows the attacker to move the model into a direction where both objectives are satisfied simultaneously, making the attacker’s update harder to reverse by honest client updates [5, 78]. We apply learning rate decay to malicious training to ensure the model update has a good accuracy on both the main and backdoor tasks. The learning rate starts at 0.1 and decays step-wise with \( \frac{1}{10} \) every \( \frac{1}{10} \) of the total number of steps. When an \( L_p \)-norm bound \( B \) is present, the adversary uses Projected Gradient Descent (PGD) to adaptively craft malicious updates. Concretely, after every SGD step, we project the update \( \Delta \hat{w} \) back to the closest point inside the space permitted by the norm bound such that \( ||\Delta \hat{w}||_p \leq \frac{B}{\gamma} \) where \( \gamma \) is the scaling factor. More precisely, similar to [78], during an epoch we project the update back onto a slightly larger space \( 1.2 \frac{B}{\gamma} \). Only, after the last SGD step of the epoch, we use \( \gamma \) as a scaling factor to satisfy the norm constraint (Table 3). In practice, this approach leads to a higher attacker success, similar as to what was reported in [78].

### A.3 Model architectures

We describe the model architectures used both in the analysis and in the evaluation (end-to-end) experiments.

**LeNet5** We make use of the standard LeNet5 [45] convolutional neural network for both FMN in the analysis and CIFAR-10 S. Note that the input layers for both applications of the model are different: 28-by-28, 1 channel for FMN and 32-by-32, 3 channels for CIFAR-10 S.

**ResNet18** We use the ResNet [40] model for experiments in the analysis (FMN) as well as in evaluation experiments (CIFAR-10 L). We use the ResNet implementation provided by the Keras ResNet CIFAR-10 example\(^\text{5}\), corresponding to the ResNet20v1 model.

**CNN** For the small MNIST model used in evaluation, we use a standard convolutional neural network (CNN) architecture, consisting of two convolution layers of 8 and 4 filters, respectively, with kernel size 3-by-3. These are followed by a 2-by-2

---

\(^\text{5}\) https://github.com/rtstudio/dgs/blob/master/vignettes/examples/cifar10_resnet.py
max-pooling layer, a fully connected layer of 32 units and then the output layer. The model has 19k trainable parameters.

A.4 Probabilistic Checking

To optimize the $L_{\infty}$-norm bound we use probabilistic checking to reduce the amount of zero-knowledge proofs that must be created and verified. This optimization relies on the idea that the attacker has to send many parameters outside the bound to dominate the aggregation through scaling, while the server only has to find a single parameter violating the bound to identify a malicious update. The probability of detection follows a hypergeometric distribution, which increases quickly with the number of checked parameters.

We show the weight distribution of a benign and a malicious update in Fig. 12. We can see that a significant portion of weights of the malicious update lie outside the $L_{\infty}$-norm bound of 0.01 (Fig. 14). This is a suitable norm bound for this setup, as an $L_2$-norm bound. An $L_{\infty}$-norm bound of 0.01 is sufficient to successfully defend against a backdoor attack on prototypical samples, without impacting model convergence or accuracy. Similar to the $L_2$-norm bound, when the norm bound is too tight, model convergence is impacted. Conversely, when the bound is too loose, the attacker is able to successfully inject the prototypical backdoor into the model.

Additional comparison of attack targets In Fig. 15, we show the performance of a continuous attack for prototypical and tail targets under a median-based norm bound. This is the same experiment as in Fig. 6a, but for an adaptive norm bound instead of a static norm bound.

A.5 Additional experiments

We present additional experiments for the robustness analysis in this section.

$L_{\infty}$-norm We demonstrate in Fig. 14 that an $L_{\infty}$-norm bound can protect against prototypical backdoor attacks, similar to an $L_2$-norm bound. An $L_{\infty}$-norm bound of 0.01 is sufficient to successfully defend against a backdoor attack on prototypical samples, without impacting model convergence or accuracy. Similar to the $L_2$-norm bound, when the norm bound is too tight, model convergence is impacted. Conversely, when the bound is too loose, the attacker is able to successfully inject the prototypical backdoor into the model.

A.6 Nonce Cancellation and Generation

Ensuring Nonce Cancellation. The secure aggregation protocol requires that the random nonces cancel out for the server to recover the correct result. However, the server cannot verify that this is the case from the $c_i$ alone. To overcome this
problem, we extend the Pedersen commitment to an ElGamal commitment, by adding a group element committing to $s_i$:

$$c'_i = (c_i, \tilde{c}_i) = (g^{m_i h^{s_i}}, g^{s_i}).$$

A well-formedness proof ensures that the same $s_i$ is used ($\S 3.4$). ElGamal commitments are also binding, hiding, and additively homomorphic. The addition of $g^{s_i}$ allows the server to check if the randomness cancels out since $\prod_{i=1}^{\ell} c_i = 1 \Leftrightarrow \sum_{i=1}^{\ell} s_i = 0$.

**Nonce Generation.** For the nonce generation, we follow the original protocol [14], deriving the nonce $s_i$ of each client from pairwise shared secrets between the clients. For each pair $(i, j)$ of clients with $i < j$, the two clients agree on a shared random secret $k_{i,j}$. Client $i$ adds $k_{i,j}$ to its nonce $s_i$ while client $j$ subtracts $k_{i,j}$ from its nonce $s_j$. In total, the nonce of client $i$ is therefore:

$$s_i = \sum_{i<j} k_{i,j} - \sum_{i>j} k_{j,i} \mod q.$$

Note that, while the sum of all nonces cancels out to zero, any partial aggregation includes at least one non-cancelled nonce and thus remains indistinguishable from random. When sending an entire update vector of dimension $\ell$, clients use $k_{i,j}$ as the seed value for a pseudorandom generator (PRG) to generate many shared secrets.