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1. Introduction

The last decades represent a period of intense development of the qualitative theory of fractional differential equations and of fractional differential inclusions [1–5] etc. The justification is that these mathematical objects seem to be very useful in the research of several physical phenomena. Recently, several papers were devoted to the study of coupled systems of fractional differential equations. Such kinds of coupled systems have an important applicability in many and different natural situations.

In the literature, we find several definitions for fractional integrals and for fractional derivatives. From the large number of definitions that exist for fractional derivatives the most used in applied problems are the standard Riemann–Liouville fractional derivative and Caputo fractional derivative. Concrete problems need definitions of fractional derivative allowing to use initial conditions that have physically meanings. This requirement is satisfied by Caputo fractional derivative, introduced in [6].

The present paper is motivated by the fact that in recent papers [7,8] it was obtained, via fixed point techniques, the existence of solutions for some coupled systems of fractional differential equations with some nonlocal non-separated boundary conditions.

Our goal is to extend the studies in [7,8] to the set-valued framework. More precisely, we consider first the problem

\[
\begin{align*}
D^\alpha_C u(t) &\in F(t, u(t), v(t)) \quad \text{a.e. } [0, 1], \\
D^\beta_C v(t) &\in G(t, u(t), v(t)) \quad \text{a.e. } [0, 1], \\
\begin{cases}
  u(0) = \lambda_1 v(1), \\
  v(0) = \mu_1 u(1),
\end{cases} \\
D^\gamma_C u(1) &\in \lambda_2 D^\gamma_C v(\xi), \\
D^\gamma_C v(1) &\in \mu_2 D^\gamma_C u(\xi),
\end{align*}
\]

where \( \alpha, \beta \in (1, 2], \gamma, \xi \in (0, 1), \mu_i, \lambda_i \in \mathbb{R}, i = 1, 2, \mu_1 \lambda_1 \neq 1, \mu_2 \lambda_2 \xi^{2(1-\gamma)} \neq 1, \) \( D^\gamma_C \) is the Caputo fractional derivative of order \( q, F : [0, 1] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R}) \) and \( G : [0, 1] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R}) \) are given set-valued maps.

Next, we deal with the problem

\[
\begin{align*}
D^\sigma u(t) &\in F(t, u(t), v(t)) \quad \text{a.e. } [0, 1], \\
D^\varphi v(t) &\in G(t, u(t), v(t)) \quad \text{a.e. } [0, 1],
\end{align*}
\]
where } n - 1 < \sigma < n, m - 1 < \phi < m, n \geq 3, m \geq 3, D^r \text{ is the standard Riemann–Liouville fractional derivative of order } r, a_i, b_i, c_i, d_i > 0, 0 < \eta_1 < \ldots < \eta_p < \ldots < \rho_1 < \ldots < \rho_q < 1, 0 < \theta_1 < \ldots < \theta p_2 < \ldots < \zeta_1 < \ldots < \zeta q_2 < 1, p_1, q_1, p_2, q_2 \in \mathbb{N}, F : [0, 1] \times \mathbb{R} \times \mathbb{R} \to \mathcal{P}(\mathbb{R}) \text{ and } G : [0, 1] \times \mathbb{R} \times \mathbb{R} \to \mathcal{P}(\mathbb{R}) \text{ are given set-valued maps.}

We study the situation when the values of } F \text{ and } G \text{ are not convex. Instead of convexity, our assumption is that } F \text{ and } G \text{ are Lipschitz in the second and third variable. We adapt the ideas in [9] in order to obtain the existence of solutions for problems (1) and (2) and (3)–(5). In the set-valued framework when it is studied a differential inclusion without convexity in the right-hand side, Filippov’s theorem [9] provides the existence of solutions starting from a given mapping which is called “quasi” solution or “almost” solution. Moreover, the result contains an estimate between the “quasi” solution and the solution.

It is worth to mention that from a such kind of result for a particular choice of the known almost solution we obtain an existence result which look less complicated. These consequences may also be obtained using Covitz–Nadler set-valued contraction principle [10] but we avoided to present them since there are less powerful than Filippov’s type approach: weaker hypotheses and no a priori bounds for solutions. Moreover, in this particular case, if the set-valued maps are reduced to single-valued maps then we cover similar results existing in the literature, namely in [7,8].

Such kind of results may be found in the literature ([11–14] etc.), but their presentation in the framework of coupled systems of differential inclusions is new.

2. Preliminaries

Consider } (\mathcal{Y}, d) \text{ a metric space. The Pompeiu–Hausdorff distance of the closed subsets } M, N \subset \mathcal{Y} \text{ is defined by}

\[ d_H(M, N) = \max\{d^*(M, N), d^*(N, M)\}, \quad d^*(M, N) = \sup\{d(a, N); a \in M\}, \]

with } d(x, N) = \inf_{y \in N} d(x, y). \text{ In what follows } l = [0, 1] \text{ and } C(l, \mathbb{R}) \text{ is the Banach space of all continuous functions from } l \text{ to } \mathbb{R}. \text{ Its norm is denoted by } ||x(.)||_C = \sup_{t \in I} |x(t)|. L^1(I, \mathbb{R}) \text{ denotes the space of functions } u(.) : l \to \mathbb{R} \text{ that are integrable. This Banach space is endowed with the norm } ||u(.)||_L^1 = \int_0^1 |u(t)| dt. \text{ In this paper, with } \chi_S(\cdot) \text{ we denote the characteristic function of the set } S \subset \mathbb{R}.

We recall the next definitions that are well known in the fractional calculus.

The fractional integral of order } p > 0 \text{ of a mapping } f : (0, \infty) \to \mathbb{R} \text{ is}

\[ I^p f(t) = \int_0^t \frac{(t-s)^{p-1}}{\Gamma(p)} f(s) ds. \]

In the above definition } f \text{ is Lebesgue integrable and } \Gamma \text{ is the (Euler’s) Gamma function; namely, } \Gamma(p) = \int_0^\infty t^{p-1} e^{-t} dt. \text{ The Riemann–Liouville fractional derivative of order } p > 0 \text{ of a continuous map } f : (0, \infty) \to \mathbb{R} \text{ is given by}

\[ D^p f(t) = \frac{1}{\Gamma(n-p)} \frac{d^n}{dt^n} \int_0^t (t-s)^{-n-p+1} f(s) ds, \]

where } n = [p] + 1. \text{
The Caputo fractional derivative of order \( p > 0 \) of \( f : [0, \infty) \to \mathbb{R} \) is defined by

\[
D_p^f(t) = \frac{1}{\Gamma(n - p)} \int_0^t (t - s)^{-p+n-1} f^{(n)}(s) \, ds,
\]

where \( n = [p] + 1 \).

In the last two definitions we implicitly assume that \( f \) is \( n \) times differentiable and its \( n \)-th derivative is absolutely continuous.

**Lemma 1.** For given \( f(.), g(.) \in L^1(I, \mathbb{R}) \), the unique solution \((u, v)\) of problem

\[
\begin{aligned}
D_p^u(t) &= f(t) \\
D_p^v(t) &= g(t)
\end{aligned}
\]

with boundary conditions (2) is given by

\[
\begin{aligned}
u(t) &= \frac{\mu_2 \Gamma(2-\gamma)}{\Delta} \left[ \frac{\lambda_1 (\mu_1 + \mu_2^{1-\gamma} t - \lambda_1 \mu_1)}{1-\lambda_1 \mu_1} + \lambda_2 \Gamma(2-\gamma) t \right] A_3 + \frac{\Gamma(2-\gamma)}{\Delta} \left[ \frac{\lambda_2 (\mu_1 + \mu_2^{1-\gamma} t - \lambda_1 \mu_1)}{1-\lambda_1 \mu_1} + \lambda_2 \Gamma(2-\gamma) t \right] B_3 + \\
&+ \mu_2 \Gamma(2-\gamma) \left[ \frac{\lambda_1 (\mu_1 + \mu_2^{1-\gamma} t - \lambda_1 \mu_1)}{1-\lambda_1 \mu_1} + \lambda_2 \Gamma(2-\gamma) t \right] B_3 + \frac{\Gamma(2-\gamma)}{\Delta} \left[ \frac{\lambda_2 (\mu_1 + \mu_2^{1-\gamma} t - \lambda_1 \mu_1)}{1-\lambda_1 \mu_1} + \lambda_2 \Gamma(2-\gamma) t \right] A_2 + \frac{\mu_1}{\lambda_1 \mu_1} (A_1 + B_1) + \int_0^t (t-s)^{\gamma-1} g(s) \, ds,
\end{aligned}
\]

where \( \Delta = 1 - \mu_2 \lambda_2^{1-\gamma} \), \( A_1 = \int_0^1 \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) \, ds \), \( B_1 = \int_0^1 \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} g(s) \, ds \), \( A_2 = \int_0^1 \frac{(t-s)^{\gamma-1}}{\Gamma(\gamma)} f(s) \, ds \) and \( B_2 = \int_0^1 \frac{(t-s)^{\gamma-1}}{\Gamma(\gamma)} g(s) \, ds \).

**Proof.** The proof may be found in [8], namely Lemma 2.1. \( \square \)

**Remark 1.** If we denote \( c_1(t) = \frac{\Gamma(2-\gamma)}{\Delta} \left[ \frac{\lambda_1 (\mu_1 + \mu_2^{1-\gamma} t - \lambda_1 \mu_1)}{1-\lambda_1 \mu_1} + \lambda_2 \Gamma(2-\gamma) t \right] \), \( c_2(t) = \frac{\mu_1}{\lambda_1 \mu_1} (A_1 + B_1) \), \( c_3(t) = \frac{\mu_2 \Gamma(2-\gamma)}{\Delta} \left[ \frac{\lambda_1 (\mu_1 + \mu_2^{1-\gamma} t - \lambda_1 \mu_1)}{1-\lambda_1 \mu_1} + \lambda_2 \Gamma(2-\gamma) t \right] \),

\[
\begin{aligned}
H_1(t, s) &= \frac{\lambda_1}{1-\lambda_1 \mu_1} (1-s)^{\alpha-1} - c_2(t) \frac{(1-s)^{\alpha-1} - (t-s)^{\alpha-1}}{\Gamma(\alpha)} \chi_{[0,1]}(s) + \frac{\mu_2 c_2(t) (\xi - s)^{\alpha-1}}{\Gamma(\alpha)} \chi_{[0,\xi]}(s), \\
H_2(t, s) &= \frac{\lambda_1}{1-\lambda_1 \mu_1} (1-s)^{\beta-1} - c_1(t) \frac{(1-s)^{\beta-1} - (t-s)^{\beta-1}}{\Gamma(\beta)} \chi_{[0,1]}(s) + \frac{\lambda_2 c_1(t) (\xi - s)^{\beta-1}}{\Gamma(\beta)} \chi_{[0,\xi]}(s), \\
H_3(t, s) &= \frac{\mu_1}{1-\lambda_1 \mu_1} (1-s)^{\alpha-1} - c_3(t) \frac{(1-s)^{\alpha-1} - (t-s)^{\alpha-1}}{\Gamma(\alpha)} \chi_{[0,1]}(s) + \frac{\mu_2 c_3(t) (\xi - s)^{\alpha-1}}{\Gamma(\alpha)} \chi_{[0,\xi]}(s), \\
H_4(t, s) &= \frac{\lambda_1}{1-\lambda_1 \mu_1} (1-s)^{\beta-1} - c_3(t) \frac{(1-s)^{\beta-1} - (t-s)^{\beta-1}}{\Gamma(\beta)} \chi_{[0,1]}(s) + \frac{\lambda_2 c_3(t) (\xi - s)^{\beta-1}}{\Gamma(\beta)} \chi_{[0,\xi]}(s),
\end{aligned}
\]

then the solution \((u(.), v(.))\) in Lemma 1 may be written as

\[
\begin{aligned}
u(t) &= \int_0^t H_1(t, s) f(s) \, ds + \int_0^t H_2(t, s) g(s) \, ds, \\
&\quad t \in I \\
v(t) &= \int_0^t H_3(t, s) f(s) \, ds + \int_0^t H_4(t, s) g(s) \, ds, \\
&\quad t \in I.
\end{aligned}
\]

Moreover, if \( \alpha > \gamma + 1 \) and \( \beta > \gamma + 1 \), for any \( t, s \in I \) one has

\[
|H_2(t, s)| \leq \frac{1}{\Gamma(\alpha)} (1 + \left| \frac{\lambda_1}{1-\lambda_1 \mu_1} \right|) + \frac{1}{\Gamma(\alpha - \gamma)} \left( \max_{t \in [0,1]} |c_2(t)| + |\mu_2| (\xi - s)^{\gamma-1} \max_{t \in [0,1]} |c_1(t)| \right) =: M_4.
\]
\[ |H_2(t,s)| \leq \frac{1}{\Gamma(\beta)} \left| \frac{\lambda_1}{1 - \lambda_1 \mu_1} \right| + \frac{1}{\Gamma(\alpha - \gamma)} \left( \max_{t \in [0,1]} |c_1(t)| + |\lambda_2| \zeta^{\beta - \gamma - 1} \max_{t \in [0,1]} |c_2(t)| \right) =: M_2, \]

\[ |H_3(t,s)| \leq \frac{1}{\Gamma(\alpha)} \left| \frac{\mu_1}{1 - \lambda_1 \mu_1} \right| + \frac{1}{\Gamma(\alpha - \gamma)} \left( \max_{t \in [0,1]} |c_4(t)| + |\mu_2| \zeta^{\alpha - \gamma - 1} \max_{t \in [0,1]} |c_3(t)| \right) =: M_3, \]

\[ |H_4(t,s)| \leq \frac{1}{\Gamma(\beta)} (1 + \left| \frac{\lambda_1 \mu_1}{1 - \lambda_1 \mu_1} \right|) + \frac{1}{\Gamma(\beta - \gamma)} \left( \max_{t \in [0,1]} |c_3(t)| + |\lambda_2| \zeta^{\beta - \gamma - 1} \max_{t \in [0,1]} |c_4(t)| \right) =: M_4. \]

**Definition 1.** The functions \( u(\cdot) \in C(I, \mathbb{R}) \) and \( v(\cdot) \in C(I, \mathbb{R}) \) are called a solution of problem (1) and (2) if there exist functions \( f(\cdot), g(\cdot) \in L^1(I, \mathbb{R}) \) that satisfies \( f(t) \in F(t, u(t), v(t)) \) a.e. (I), \( g(t) \in G(t, u(t), v(t)) \) a.e. (I) and \((u(\cdot), v(\cdot))\) is given by (6).

In the definition above it is implicitly assumed that the Caputo derivative of order \( \alpha \) of \( u(\cdot) \) exists on \([0,1]\) and the Caputo derivative of order \( \beta \) of \( v(\cdot) \) exists on \([0,1]\).

**Lemma 2.** Consider \( f(\cdot), g(\cdot) \in L^1(I, \mathbb{R}) \), define

\[ \Lambda_1 = \frac{1}{\sigma^0} \sum_{i=2}^{p_1} a_i - (\eta_i^0 - \eta_i^{\phi - 1}) + \sum_{j=1}^{q_1} b_j \rho_{j}^{\phi - 1}, \quad \Lambda_2 = \frac{1}{\sigma} \sum_{i=2}^{p_2} c_i - (\theta_i^0 - \theta_i^{\phi - 1}) + \sum_{j=1}^{q_2} d_j \sigma_j^{\phi - 1}, \]

and assume that \( \Omega = \frac{1}{\sigma^0} - \Lambda_1 \Lambda_2 \neq 0 \).

Then the solution of the system

\[
\begin{align*}
D_\Gamma^\beta u(t) &= f(t) \\
D_C^\phi v(t) &= g(t)
\end{align*}
\]

with boundary conditions (4) and (5) is given by

\[
\begin{align*}
\frac{1}{\Gamma(\sigma)} & \int_0^s (t - s)^{\sigma - 1} f(s) \, ds + \frac{\sigma^{\phi - 1}}{\Gamma(\phi)} \left( \sum_{i=2}^{p_1} a_i - 1 \right) \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (s - \tau)^{\phi - 1} g(\tau) \, d\tau \, ds \\
&+ \sum_{i=1}^{p_1} b_i \frac{1}{\Gamma(\phi)} \int_0^s (\rho_j^0 - \phi - 1) g(s) \, ds - \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (s - \tau)^{\phi - 1} f(s) \, ds \, d\tau \\
&+ \frac{\sigma^0}{\Gamma(\phi)} \sum_{i=2}^{p_2} c_i - 1 \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (\zeta_j^0 - \phi - 1) g(s) \, ds \, d\tau \\
&\frac{1}{\Gamma(\phi)} \int_0^s (t - s)^{\phi - 1} g(s) \, ds + \frac{\sigma^{\phi - 1}}{\Gamma(\phi)} \left( \sum_{i=2}^{p_2} c_i - 1 \right) \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (s - \tau)^{\phi - 1} f(s) \, ds \, d\tau \\
&+ \sum_{i=1}^{p_2} d_i \frac{1}{\Gamma(\phi)} \int_0^s (\zeta_j^0 - \phi - 1) f(s) \, ds - \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (t - s)^{\phi - 1} g(s) \, ds \, d\tau \\
&+ \frac{\sigma^0}{\Gamma(\phi)} \sum_{i=2}^{p_2} c_i - 1 \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (\zeta_j^0 - \phi - 1) f(s) \, ds \, d\tau \\
\frac{1}{\Gamma(\phi)} & \int_0^s (t - s)^{\phi - 1} f(s) \, ds + \frac{\sigma^{\phi - 1}}{\Gamma(\phi)} \left( \sum_{i=2}^{p_2} c_i - 1 \right) \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (s - \tau)^{\phi - 1} g(s) \, ds \, d\tau \\
&+ \frac{\sigma^0}{\Gamma(\phi)} \sum_{i=2}^{p_2} c_i - 1 \frac{1}{\Gamma(\phi)} \int_0^s \int_0^t (\zeta_j^0 - \phi - 1) f(s) \, ds \, d\tau \end{align*}
\]

**Proof.** The proof may be found in [7], namely Lemma 2.1. \( \square \)

**Remark 2.** If we denote

\[ K_1(t,s) = \frac{1}{\Gamma(\sigma)} (t - s)^{\sigma - 1} \frac{1}{\Gamma(\phi)} [(1 - s)^{\phi - s} - \theta_i^0 - s] + \frac{\lambda_1}{\Gamma(\sigma)} \sum_{i=2}^{p_1} c_i - 1 [(\eta_i^0 - s)^{\sigma - 1} - (\theta_i - s)^{\sigma - 1} \chi_{[0,\eta_i]}(s)], \]

\[ K_2(t,s) = \frac{1}{\Gamma(\sigma)} (t - s)^{\sigma - 1} \frac{1}{\Gamma(\phi)} \sum_{i=2}^{p_1} a_i - 1 [(\eta_i - s)^{- \sigma - 1} - (\eta_i - s)^{- \sigma - 1} \chi_{[0,\eta_i]}(s)], \]

\[ K_3(t,s) = \frac{1}{\Gamma(\sigma)} (t - s)^{\sigma - 1} \frac{1}{\Gamma(\phi)} \sum_{i=2}^{p_1} a_i - 1 [(\eta_i - s)^{- \sigma - 1} - (\eta_i - s)^{- \sigma - 1} \chi_{[0,\eta_i]}(s)], \]

\[ K_4(t,s) = \frac{1}{\Gamma(\sigma)} (t - s)^{\sigma - 1} \frac{1}{\Gamma(\phi)} \sum_{i=2}^{p_1} a_i - 1 [(\eta_i - s)^{- \sigma - 1} - (\eta_i - s)^{- \sigma - 1} \chi_{[0,\eta_i]}(s)]. \]
then the solution \((u(\cdot), v(\cdot))\) in Lemma 2 may be written as

\[
\begin{align*}
    u(t) &= \int_0^t K_1(t,s)f(s)ds + \int_0^t K_2(t,s)g(s)ds, \quad t \in I \\
    v(t) &= \int_0^t K_3(t,s)f(s)ds + \int_0^t K_4(t,s)g(s)ds, \quad t \in I.
\end{align*}
\]

Moreover, since \(\sigma - 1 \geq 1, \phi - 1 \geq 1\), for any \(t, s \in I\), we have

\[
\begin{align*}
    |K_1(t, s)| &\leq \frac{1}{\Gamma(\sigma)} + \frac{2}{|\Omega|\Gamma(\sigma)c^\sigma} + \frac{\Lambda_1}{\Gamma(\sigma)c^\sigma} \sum_{i=2}^{p_1} c_{i-1}(\theta_{i-1}^\sigma + \theta_{i-1}^\rho) + \frac{\Lambda_1}{\Gamma(\sigma)} \sum_{j=1}^{q_1} d_{j}^\sigma \tau_{j-1} = m_1, \\
    |K_2(t, s)| &\leq \frac{1}{|\Omega|\Gamma(\phi)\phi^\sigma} \sum_{i=2}^{p_1} a_{i-1}(\eta_{i-1}^\phi + \eta_{i-1}^\rho) + \frac{1}{|\Omega|\Gamma(\phi)\phi^\sigma} \sum_{j=1}^{q_1} b_{j}^\phi \tau_{j-1}^\phi + \frac{2\Lambda_1}{|\Omega|\Gamma(\phi)\phi^\sigma} = m_2, \\
    |K_3(t, s)| &\leq \frac{1}{|\Omega|\Gamma(\phi)\phi^\sigma} \sum_{i=2}^{p_1} a_{i-1}(\eta_{i-1}^\phi + \eta_{i-1}^\rho) + \frac{1}{|\Omega|\Gamma(\sigma)c^\sigma} \sum_{j=1}^{q_2} d_{j}^\sigma \tau_{j-1}^\rho + \frac{2\Lambda_2}{|\Omega|\Gamma(\sigma)c^\sigma} = m_3, \\
    |K_4(t, s)| &\leq \frac{1}{\Gamma(\phi)} + \frac{2}{|\Omega|\Gamma(\phi)\phi^\sigma} + \frac{\Lambda_2}{\Gamma(\phi)\phi^\sigma} \sum_{i=2}^{p_1} a_{i-1}(\eta_{i-1}^\phi + \eta_{i-1}^\rho) + \frac{\Lambda_2}{\Gamma(\phi)} \sum_{j=1}^{q_1} b_{j}^\phi \tau_{j-1}^\phi = m_2.
\end{align*}
\]

**Definition 2.** The pair \((u(\cdot), v(\cdot))\) is \(C(I, R) \times C(I, R)\) is said to be a solution of problem (3)–(5) if there exist functions \(f(\cdot), g(\cdot) \in L^1(I, R)\) that satisfies \(f(t) \in F(t, u(t), v(t))\) a.e. (I), \(g(t) \in G(t, u(t), v(t))\) a.e. (I) and \((u(\cdot), v(\cdot))\) is given by (7).

Finally, we recall a well known selection result in the set-valued analysis [15].

**Lemma 3.** Let \(Y\) be a separable Banach space, \(B\) its closed unit ball, \(H : I \to P(Y)\) is a multifunction whose values are nonempty closed and \(w : I \to X, s : I \to R_+\) are two measurable mappings. If

\[
    H(t) \cap (w(t) + s(t)B) \neq \emptyset \quad \text{a.e.}(I),
\]

then the multifunction \(t \to H(t) \cap (w(t) + s(t)B)\) admits a measurable selection.

3. The Main Results

Our results are valid if we make the following assumptions.

**Hypothesis 1.** (i) \(F(\cdot, \cdot) : I \times R \times R \to P(R), G(\cdot, \cdot) : I \times R \times R \to P(R)\) have nonempty closed values and are \(L(1) \otimes B(R \times R)\) measurable.

(ii) There exist \(l(\cdot), m(\cdot) \in L^1(I, 0, \infty)\) such that, for almost all \(t \in I\), \(F(t, \cdot, \cdot)\) is \(l(t)\)-Lipschitz and \(G(t, \cdot, \cdot)\) is \(m(t)\)-Lipschitz in the sense that

\[
\begin{align*}
    d_H(F(t, x_1, y_1), F(t, x_2, y_2)) &\leq l(t)(|x_1 - x_2| + |y_1 - y_2|) \quad \forall x_1, x_2, y_1, y_2 \in R, \\
    d_H(G(t, x_1, y_1), G(t, x_2, y_2)) &\leq m(t)(|x_1 - x_2| + |y_1 - y_2|) \quad \forall x_1, x_2, y_1, y_2 \in R.
\end{align*}
\]

We use next the following notation: \(L(t) = M_1l(t) + M_2m(t) + M_3l(t) + M_4m(t), t \in I\). Also, in the next theorem we implicitly assume that the Caputo derivative of order \(\alpha\) of \(x(.)\) exists on \([0, 1]\) and the Caputo derivative of order \(\beta\) of \(y(.)\) exists on \([0, 1]\).

**Theorem 1.** Assume that Hypothesis 1 is satisfied, \(\alpha > \gamma + 1, \beta > \gamma + 1\) and \(\|L(.)\| < 1\).

Consider \(x(.) \in C(I, R), y(.) \in C(I, R)\) with \(x(0) = \lambda_1 x(1), y(0) = \mu_1 x(1)\), \(D_\alpha^t x(1) = \lambda_2 D_\gamma^t y(1)\), \(D_\alpha^t y(1) = \mu_2 D_\gamma^t x(1)\), and there exists \(p(.), q(.) \in L^1(I, R)\) verifying \(d(D_\alpha^t x(t), F(t, x(t), y(t))) \leq p(t)\) a.e. (I) and \(d(D_\alpha^t y(t), G(t, x(t), y(t))) \leq q(t)\) a.e. (I).
Then there exists \((u(\cdot), v(\cdot))\) a solution of problem (1) and (2) satisfying for all \(t \in I\)
\[
|u(t) - x(t)| + |v(t) - y(t)| \leq \frac{(M_1 + M_3)||p(\cdot)||_1 + (M_2 + M_4)||q(\cdot)||_1}{1 - ||L(\cdot)||_1}.
\] (8)

**Proof.** The multifunctions \(t \to F(t, x(t), y(t)), t \to G(t, x(t), y(t))\) have closed values, are measurable and from Hypothesis 1 one has
\[
F(t, x(t), y(t)) \cap \{D_\alpha^x x(t) + p(t)|\text{[1,1]}\} \neq \emptyset \text{ \ a.e. (I)},
\]
\[
G(t, x(t), y(t)) \cap \{D_\beta^y y(t) + q(t)|\text{[1,1]}\} \neq \emptyset \text{ \ a.e. (I)}.
\]

We apply Lemma 3 to find measurable functions \(f_1(t) \in F(t, x(t), y(t)), g_1(t) \in G(t, x(t), y(t))\) \text{ a.e. (I)} such that
\[
|f_1(t) - D_\alpha^x x(t)| \leq p(t), \quad |g_1(t) - D_\beta^y y(t)| \leq q(t) \text{ \ a.e. (I)}.
\] (9)

Define
\[
u_1(t) = \int_0^1 H_1(t, s) f_1(s) ds + \int_0^1 H_2(t, s) g_1(s) ds, \quad \nu_1(t) \quad \text{in} I,
\]
and one has
\[
|u_1(t) - x(t)| \leq M_1 \int_0^1 p(t) dt + M_2 \int_0^1 q(t) dt \quad \forall t \in I,
\]
\[
|\nu_1(t) - x(t)| \leq M_3 \int_0^1 p(t) dt + M_4 \int_0^1 q(t) dt \quad \forall t \in I,
\]
thus, for all \(t \in I\)
\[
|u_1(t) - x(t)| + |\nu_1(t) - x(t)| \leq (M_1 + M_3)||p(\cdot)||_1 + (M_2 + M_4)||q(\cdot)||_1 =: K.
\]

We note that it is enough to construct the sequences \(u_n(\cdot), \nu_n(\cdot) \in C(I, \mathbb{R})\) and \(f_n(\cdot), g_n(\cdot) \in L^1(I, \mathbb{R}), n \geq 1\) satisfying
\[
u_n(t) = \int_0^1 H_1(t, s) f_n(s) ds + \int_0^1 H_2(t, s) g_n(s) ds, \quad \nu_n(t) \quad \text{in} I,
\] (10)

\[
\left|f_{n+1}(t) - f_n(t)\right| \leq l(t)(|u_n(t) - u_{n-1}(t)| + |\nu_n(t) - \nu_{n-1}(t)|) \text{ \ a.e. (I)},
\]
\[
\left|g_{n+1}(t) - g_n(t)\right| \leq m(t)(|u_n(t) - u_{n-1}(t)| + |\nu_n(t) - \nu_{n-1}(t)|) \text{ \ a.e. (I)}.
\] (12)

Assume that this is done; then from (9)–(12) one has
\[
|u_{n+1}(t) - u_n(t)| + |\nu_{n+1}(t) - \nu_n(t)| \leq K(||L(\cdot)||_1)^n \text{ \ a.e. (I)} \quad \forall n \in \mathbb{N}.
\]

This is true, because if we suppose the last inequality valid for \(n - 1\) then we have, for almost all \(t \in I\),
\[
|u_{n+1}(t) - u_n(t)| \leq M_1 \int_0^1 l(t)(|u_{n+1}(t) - u_n(t)| + |\nu_{n+1}(t) - \nu_n(t)|) dt + M_2 \int_0^1 m(t)(|u_{n+1}(t) - u_n(t)| + |\nu_{n+1}(t) - \nu_n(t)|) dt \leq K(||L(\cdot)||_1)^{n-1}(M_1 \int_0^1 l(t) dt + M_2 \int_0^1 m(t) dt).
\]

Similarly, we get, for almost all \(t \in I\),
\[
|\nu_{n+1}(t) - \nu_n(t)| \leq K(||L(\cdot)||_1)^{n-1}(M_5 \int_0^1 l(t) dt + M_4 \int_0^1 m(t) dt)
\]
and thus, for for almost all $t \in I$ and all $n \in \mathbb{N}$,

$$|u_{n+1}(t) - u_n(t)| + |v_{n+1}(t) - v_n(t)| \leq K(||L(.)||_1)^{n-1}||L(.)||_1 = K(||L(.)||_1)^n.$$

Thus, \{u_n(.)\}, \{v_n(.)\} are Cauchy in the space $C(I, \mathbb{R})$, therefore, converging uniformly to some $u(.) \in C(I, \mathbb{R})$ and $v(.) \in C(I, \mathbb{R})$. So, by (12), for almost all $t \in I$, the sequences \{f_n(t)\}, \{g_n(t)\} are Cauchy in $\mathbb{R}$. Denote by $f(.)$, $g(.)$ their the pointwise limit.

At the same time, one has

$$|u_n(t) - x(t)| + |v_n(t) - y(t)| \leq |u_1(t) - x(t)| + |v_1(t) - y(t)| + \sum_{i=1}^{n-1} (|u_{i+1}(t) - u_i(t)| + |v_{i+1}(t) - v_i(t)|) \leq K + \sum_{i=1}^{n} K(||L(.)||_1)^i \leq \frac{K}{1 - ||L(.)||_1}.$$ (13)

Moreover, from (9), (12) and (13) we obtain for almost all $t \in I$

$$|f_n(t) - D^c_{\beta}x(t)| + |g_n(t) - D^c_{\gamma}y(t)| \leq |f_1(t) - D^c_{\beta}x(t)| + |g_1(t) - D^c_{\gamma}y(t)| + \sum_{i=1}^{n-1} (|f_{i+1}(t) - f_i(t)| + |g_{i+1}(t) - g_i(t)|) \leq |f_1(t) - D^c_{\beta}x(t)| + |g_1(t) - D^c_{\gamma}y(t)| + \sum_{i=1}^{n-1} (l(t) + m(t)) (|u_i(t) - u_{i-1}(t)| + |v_i(t) - v_{i-1}(t)|) \leq p(t) + q(t) + (l(t) + m(t)) \frac{K}{1 - ||L(.)||_1}.$$ In particular, sequences $f_n(.)$, $g_n(.)$ are integrably bounded; thus $f(.)$, $g(.) \in L^1(I, \mathbb{R})$.

Taking into account Lebesgue’s dominated convergence theorem we pass to the limit in (10) and (12) in order to get that $(u(.), v(.))$ is a solution of (1). Similarly, if we pass to the limit in (13) we find (8).

In order to finish the proof it remains to realize by induction the construction of sequences $u_n(.)$, $v_n(.)$, $f_n(.)$, $g_n(.)$ with the properties in (10)–(12).

We note that the first step is already done. Suppose now that for $N \geq 1$, $u_n(.)$, $v_n(.) \in C(I, \mathbb{R})$ and $f_n(.)$, $g_n(.) \in L^1(I, \mathbb{R})$, $n = 1, 2, \ldots N$ with (10) and (12) for $n = 1, 2, \ldots N$ and (11) for $n = 1, 2, \ldots N - 1$ are constructed. The multifunctions $t \rightarrow F(t, u_N(t), v_N(t))$, $t \rightarrow G(t, u_N(t), v_N(t))$ are measurable; as well as the maps $t \rightarrow l(t)|u_N(t) - u_{N-1}(t)| + l(t)|v_N(t) - v_{N-1}(t)|$, $t \rightarrow m(t)|u_N(t) - u_{N-1}(t)| + m(t)|v_N(t) - v_{N-1}(t)|$ are measurable. Since $F(t, \ldots , \ldots )$ and $G(t, \ldots , \ldots )$ are Lipschitz we get

$$F(t, u_N(t), v_N(t)) \cap \{f_N(t) + (l(t)|u_N(t) - u_{N-1}(t)| + l(t)|v_N(t) - v_{N-1}(t)|)[-1, 1]\} \neq \emptyset,$$

$$G(t, u_N(t), v_N(t)) \cap \{g_N(t) + (m(t)|u_N(t) - u_{N-1}(t)| + m(t)|v_N(t) - v_{N-1}(t)|)[-1, 1]\} \neq \emptyset$$

for almost all $t \in I$.

Lemma 3 allows to find measurable selections $f_{N+1}(\cdot)$ of $F(\cdot, u_N(\cdot), v_N(\cdot))$ and $g_{N+1}(\cdot)$ of $G(\cdot, u_N(\cdot), v_N(\cdot))$ such that

$$|f_{N+1}(t) - f_N(t)| \leq l(t)|u_N(t) - u_{N-1}(t)| + n(t)|v_N(t) - v_{N-1}(t)| \quad a.e. (I),$$
$$|g_{N+1}(t) - g_N(t)| \leq m(t)|u_N(t) - u_{N-1}(t)| + n(t)|v_N(t) - v_{N-1}(t)| \quad a.e. (I).$$

We set $(u_{N+1}(\cdot), v_{N+1}(\cdot))$ as in (10) with $N = N + 1$. Thus, $f_{N+1}(\cdot)$, $g_{N+1}(\cdot)$ verifies (11) and (12) and the proof is finished.

We note that if in Theorem 1 $p(\cdot) = q(\cdot) = 0$ it means that $(x(\cdot), y(\cdot))$ is a solution of problem (1) and (2) and there is nothing to prove. But the theorem treats the case when mappings $p(\cdot)$ and $q(\cdot)$ are not zero. This is why $(x(\cdot), y(\cdot))$ is called an almost solution or “quasi” solution. The idea of the approach above is to start from an almost solution and to arrive to a solution of the problem.

If we want to obtain an existence result which looks less complicated it is enough to make a particular choice for the almost solution. Namely, we take $x(\cdot) = y(\cdot) = 0$. We may state the following corollary of Theorem 1.
Corollary 1. Hypothesis 1 is verified, \( d(0, F(t, 0, 0)) \leq l(t), d(0, G(t, 0, 0)) \leq m(t) \) a.e. \( \{I\}, \alpha > \gamma + 1, \beta > \gamma + 1 \) and \( ||L(.)||_1 \leq 1 \).

Then there exists \((u(.), v(.))\) a solution of problem (1)–(2) that verifies

\[
|u(t)| + |v(t)| \leq \frac{(M_1 + M_3)||L(.)||_1 + (M_2 + M_4)||m(.)||_1}{1 - ||L(.)||_1} \quad t \in I.
\]

Proof. The hypothesis in Theorem 1 is fulfilled, with \( x(.) = y(.) = 0 \) and \( p(.) = l(.) = q(.) = m(.) \). It remains to apply Theorem 1 in this case. \( \square \)

A similar result to the one in Corollary 1 may be obtained using a fixed point approach; namely, Covitz and Nadler set-valued contraction principle [10]. But this approach is weaker than Corollary 1 since the values of \( F(., .) \) and \( G(., .) \) must be compact and it is not possible to get a priori bounds as in (8).

Moreover, if in (1), \( F \) and \( G \) are single-valued maps, Corollary 1 gives an extension of Theorem 3.1 in [8].

Example 1. Consider the following problem

\[
\begin{align*}
D_{\alpha}^{\frac{3}{2}} u(t) & \in \left[-\frac{1}{20} \frac{|u(t)|}{\cos(a(t))}, 0\right] \cup \left[0, \frac{1}{20} \frac{|\sin(v(t))|}{\cos(a(t))}\right] \quad \text{a.e. } [0, 1], \\
D_{\alpha}^{\frac{3}{2}} v(t) & \in \left[-\frac{1}{20} \frac{|\sin(v(t))|}{\cos(a(t))}, 0\right] \cup \left[0, \frac{1}{20} \frac{|v(t)|}{\cos(a(t))}\right] \quad \text{a.e. } [0, 1],
\end{align*}
\]

In this case \( \alpha = \beta = \frac{3}{2}, \gamma = \zeta = \frac{3}{4}, \lambda_1 = \frac{3}{4}, \lambda_2 = \frac{1}{2}, \mu_1 = \frac{3}{7}, \mu_2 = \frac{3}{7}, F(t, x, y) = \left[-\frac{1}{20} \frac{|x|}{1 + |x|}, 0\right] \cup [0, \frac{1}{20} \frac{|\sin(y)|}{1 + |\sin(y)|}] \) and \( G(t, x, y) = \left[0, \frac{1}{20} \frac{|y|}{1 + |\sin(y)|}\right] \cup \left[-\frac{1}{20} \frac{|\cos(x)|}{1 + |\cos(x)|}, 0\right] \). On one hand,

\[
\sup \{|u|; u \in F(t, x, y)\} \leq \frac{1}{20}, \quad \sup \{|u|; u \in G(t, x, y)\} \leq \frac{1}{20} \quad \forall t \in [0, 1], \ x, y \in \mathbb{R},
\]

\[
d_H(F(t, x_1, y_1), F(t, x_2, y_2)) \leq \frac{1}{20} |x_1 - x_2| + \frac{1}{20} |y_1 - y_2| \quad \forall \ x_1, x_2, y_1, y_2 \in \mathbb{R},
\]

\[
d_H(G(t, x_1, y_1), G(t, x_2, y_2)) \leq \frac{1}{20} |x_1 - x_2| + \frac{1}{20} |y_1 - y_2| \quad \forall \ x_1, x_2, y_1, y_2 \in \mathbb{R}
\]

and on the other hand, a simple computation shows that in this example \( M_1 \approx 2.8, M_2 \approx 2.9, M_3 \approx 2.2, M_4 \approx 2.5 \) and \( (M_1 + M_3) \frac{3}{20} + (M_2 + M_4) \frac{3}{20} \approx 0.6 < 1 \). Therefore, we are able to apply Corollary 1 in order to deduce the existence of a solution for problem (14) and (15).

In what follows we use the notation: \( K(t) = m_1 l(t) + m_2 m(t) + m_3 l(t) + m_4 m(t), t \in I \).

In the case when we consider integro-multistrip-multipoint boundary conditions, namely problem (3)–(5), we obtain the following existence result.

Theorem 2. Suppose that Hypothesis 1 is verified and \( ||K(.)||_1 < 1 \).

Consider \( x(.) \in C(I, \mathbb{R}), y(.) \in C(I, \mathbb{R}) \) such that \( x(0) = x'(0) = \ldots = x^{(n-2)}(0) = 0, \int_0^1 x(s) \, ds = \int_{\eta_{n-1}}^{\eta_{n-1}} a_{i-1} f_{\eta_{n-1}}^1 y(s) \, ds + \sum_{i=1}^{n} b_i y(\rho_i), y(0) = y'(0) = \ldots = y^{(n-2)}(0) = 0, \int_0^1 y(s) \, ds = \sum_{i=1}^{n} c_i \int_{\eta_{i-1}}^{\eta_i} x(s) \, ds + \sum_{i=1}^{n} d_i x(\xi) \) and there exists \( r(.), s(.) \in L^1(I, \mathbb{R}_+) \) with \( d(D^x x(t), F(t, x(t), y(t))) \leq r(t) \) a.e. \( I \) and \( d(D^y y(t), G(t, x(t), y(t))) \leq q(t) \) a.e. \( I \).
Then there exists \((u(\cdot), v(\cdot))\) a solution of problem (3)-(5) which, in addition, satisfies
\[
|u(t) - x(t)| + |v(t) - y(t)| \leq \frac{(m_1 + m_3)\|r(\cdot)\|_1 + (m_2 + m_4)\|s(\cdot)\|_1}{1 - \|K(\cdot)\|_1} \quad t \in I.
\]

**Proof.** The proof follows the same pattern as the proof of Theorem 1 and therefore it is omitted. □

**Corollary 2.** Hypothesis 1 is verified, \(d(0, F(t, 0, 0)) \leq l(t), d(0, G(t, 0, 0)) \leq m(t)\) a.e. \((I)\) and \(\|K(\cdot)\|_1 < 1\).

Then there exists \((u(\cdot), v(\cdot))\) a solution of problem (3)-(5) with the property
\[
|u(t)| + |v(t)| \leq \frac{(m_1 + m_3)\|l(\cdot)\|_1 + (m_2 + m_4)\|m(\cdot)\|_1}{1 - \|K(\cdot)\|_1} \quad t \in I.
\]

**Proof.** It is enough to take in Theorem 2 \(x(\cdot) = y(\cdot) = 0\) and \(r(\cdot) = l(\cdot), s(\cdot) = m(\cdot)\) in order to obtain the conclusion of the corollary. □

We note that Corollary 2 extends to the set-valued framework Theorem 3.1 in [7].

**Example 2.** Consider the following problem

\[
\begin{align*}
D_5^2 u(t) &\in \left[-\frac{1}{100}, \frac{|u(t)|}{1+|u(t)|}\right] \cup [0, \frac{1}{100}] \sin(v(t)) \quad \text{a.e.} \ [0, 1], \\
D_5^2 v(t) &\in \left[-\frac{1}{100}, \frac{|\sin(a(t))|}{1+|\sin(a(t))|}\right] \cup [0, \frac{1}{100}] v(t) \quad \text{a.e.} \ [0, 1], \quad (16)
\end{align*}
\]

\[
\begin{align*}
u(0) = u'(0) = 0, \quad &\int_0^1 u(s)ds = \frac{5}{2} \int_{1/7}^{1/6} v(s)ds + 4 \int_{1/6}^{1/5} v(s)ds + \frac{3}{2} v\left(\frac{1}{4}\right) + 2 v\left(\frac{1}{3}\right), \\
v(0) = v'(0) = 0, \quad &\int_0^1 v(s)ds = 2 \int_{1/3}^{1/2} u(s)ds + 4 \int_{1/2}^{1/3} u(s)ds + u\left(\frac{1}{3}\right) + \frac{1}{2} u\left(\frac{2}{3}\right). \quad (17)
\end{align*}
\]

We have \(\sigma = \phi = \frac{5}{2}, a_1 = \frac{5}{2}, a_2 = 4, \eta_1 = \frac{1}{7}, \eta_2 = \frac{1}{6}, \eta_3 = \frac{1}{5}, b_1 = \frac{3}{2}, b_2 = 2, \rho_1 = \frac{1}{4}, \rho_2 = \frac{1}{7}, c_1 = 2, c_2 = 4, d_1 = 2, d_2 = \frac{1}{2}, \theta_1 = \frac{1}{4}, \theta_2 = \frac{1}{5}, \theta_3 = \frac{1}{7}, \xi_1 = \frac{1}{5} \text{ and } \xi_2 = \frac{1}{7}, F(t, x, y) = [-\frac{1}{100}, \frac{|x|}{1+|x|}], G(t, x, y) = [0, \frac{1}{100}], \text{ and } \sup\{|u|; u \in F(t, x, y)\} \leq \frac{1}{100}, \quad \sup\{|u|; u \in G(t, x, y)\} \leq \frac{1}{100} \quad \forall \ t \in [0, 1], x, y \in \mathbb{R},
\]

\[
d_H(F(t, x_1, y_1), F(t, x_2, y_2)) \leq \frac{1}{100} |x_1 - x_2| + \frac{1}{100} |y_1 - y_2| \quad \forall \ x_1, x_2, y_1, y_2 \in \mathbb{R},
\]

\[
d_H(G(t, x_1, y_1), G(t, x_2, y_2)) \leq \frac{1}{100} |x_1 - x_2| + \frac{1}{100} |y_1 - y_2| \quad \forall \ x_1, x_2, y_1, y_2 \in \mathbb{R}.
\]

By standard calculations, as in the previous example, we get \((m_1 + m_3)\frac{1}{100} + (m_2 + m_4)\frac{1}{100} < 1\) and applying Corollary 2 we obtain the existence of a solution for problem (16)-(18).

**4. Discussion**

In the present paper we extend existence results obtained for coupled systems of fractional differential equations to the more general problems of coupled systems of fractional differential inclusions. More exactly, if in (1), \(F\) and \(G\) reduce to functions, then a similar existence property as in Corollary 1 may be found in [8]; namely, Theorem 3.1. Furthermore, if in (3), \(F\) and \(G\) are single-valued, then Theorem 3.1 in [7] provides a similar result to the one in Corollary 2.

Existence results as in Corollary 1 and Corollary 2 may be obtained, also, by using a fixed point approach, namely; Covitz and Nadler set-valued contraction principle [10]. However, such kind of approach, apart from the requirement that the values of \(F(\cdot, \cdot)\) and \(G(\cdot, \cdot)\) must be compact, does not provide a priori bounds as in (8).
Afterwards, our Theorems 1 and 2 are essential tools in order to obtain qualitative results concerning the solutions of the problems considered: controllability along a given solution and differentiability of trajectories with respect to the initial conditions.
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