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Abstract

Quadratically constrained quadratic programs (QCQPs) are a fundamental class of optimization problems well-known to be NP-hard in general. In this paper we study conditions under which the standard semidefinite program (SDP) relaxation of a QCQP is tight. We begin by outlining a general framework for proving such sufficient conditions. Then using this framework, we show that the SDP relaxation is tight whenever the quadratic eigenvalue multiplicity, a parameter capturing the amount of symmetry present in a given problem, is large enough. We present similar sufficient conditions under which the projected epigraph of the SDP gives the convex hull of the epigraph in the original QCQP. Our results also imply new sufficient conditions for the tightness (as well as convex hull exactness) of a second order cone program relaxation of simultaneously diagonalizable QCQPs.

1 Introduction

In this paper we study quadratically constrained quadratic programs (QCQPs) of the following form

\[
\text{Opt} := \inf_{x \in \mathbb{R}^N} \left\{ q_0(x) : \begin{array}{l}
q_i(x) \leq 0, \forall i \in [m_I] \\
q_i(x) = 0, \forall i \in [m_I + 1, m_I + m_E] 
\end{array} \right\},
\]

where for every \(i \in [0, m_I + m_E]\), the function \(q_i : \mathbb{R}^N \to \mathbb{R}\) is a (possibly nonconvex) quadratic function. We will write \(q_i(x) = x^T A_i x + 2b_i^T x + c_i\) where \(A_i \in \mathbb{S}^N\), \(b_i \in \mathbb{R}^N\), and \(c_i \in \mathbb{R}\). Here \(m_I\) and \(m_E\) are the number of inequality constraints and equality constraints respectively. We will assume that \(m := m_I + m_E \geq 1\).

QCQPs arise naturally in many areas. A non-exhaustive list of applications contains facility location, production planning, pooling, max-cut, max-clique, and certain robust optimization problems (see [3, 9, 36] and references therein). More generally, any \(\{0, 1\}\) integer program or polynomial optimization problem may be reformulated as a QCQP [44].

Although QCQPs are NP-hard to solve in general, they admit tractable convex relaxations. One natural relaxation is the standard (Shor) semidefinite program (SDP) relaxation [41]. There is a vast literature on approximation guarantees associated with this relaxation [8, 32, 35, 47], however, less is known about its exactness. Recently, a number of exciting results in phase retrieval [19] and clustering [1, 33, 38] have shown that under various assumptions on the data (or on the parameters in a random data model), the QCQP formulation of the corresponding problem has a tight SDP relaxation. See also [31] and references therein for more examples of exactness results regarding SDP relaxations. In contrast to these results, which address QCQPs arising from particular problems, Burer and Ye [18] very recently gave some appealing deterministic sufficient conditions under which
the standard SDP relaxation of general QCQPs is tight. In our paper, we continue this vein of research for general QCQPs initiated by Burer and Ye [18]. More precisely, we will provide sufficient conditions under which the following two types of results hold: 1) The convex hull of the epigraph of the QCQP is given by the projection of the epigraph of its SDP relaxation, 2) the optimal objective value of the QCQP is equal to the optimal objective value of its SDP relaxation. We will refer to these two types of results as “convex hull results” and “SDP tightness results.”

The convex hull results will necessarily require stronger assumptions than the SDP tightness results, however they are also more broadly applicable because such convex hull results are typically used as building blocks to derive strong convex relaxations for complex problems. In fact, the convexification of commonly occurring substructures has been critical in advancing the state-of-the-art computational approaches and software packages for mixed integer linear programs and general nonlinear nonconvex programs [20, 43]. For computational purposes, conditions guaranteeing simple convex hull descriptions are particularly favorable. As we will discuss later, a number of our sufficient conditions will guarantee not only the desired convex hull results but also that these convex hulls are given by a finite number of easily computable convex quadratic constraints in the original space of variables.

1.1 Related work

1.1.1 Convex hull results

Convex hull results are well-known for simple QCQPs such as the Trust Region Subproblem (TRS) and the Generalized Trust Region Subproblem (GTRS). Recall that the TRS is a QCQP with a single strictly convex inequality constraint and that the GTRS is a QCQP with a single (possibly nonconvex) inequality constraint. A celebrated result due to Fradkov and Yakubovich [22] implies that the SDP relaxation of the GTRS is tight. More recently, Ho-Nguyen and Kılınç-Karzan [24] showed that the convex hull of the TRS epigraph is given exactly by the projection of the SDP epigraph. Follow-up work by Wang and Kılınç-Karzan [45] showed that the (closed) convex hull of the GTRS epigraph is also given exactly by the projection of the SDP epigraph. In both cases, the projections of the SDP epigraphs can be described in the original space of variables with at most two convex quadratic inequalities. As a result, the TRS and the GTRS can be solved without explicitly running costly SDP-based algorithms; see [2, 26, 27] for other algorithmic ideas to solve the TRS and GTRS.

A different line of research has focused on providing explicit descriptions for the convex hull of the intersection of a single nonconvex quadratic region with convex sets such as convex quadratic regions, second-order cones (SOCs), or polytopes, or with another single nonconvex quadratic region. For example, the convex hull of the intersection of a two-term disjunction, which is a nonconvex quadratic constraint under mild assumptions, with the second-order cone (SOC) or its cross sections has received much attention in mixed integer programming (see [15, 28, 50] and references therein). Burer and Kılınç-Karzan [15] also studied the convex hull of the intersection of a general nonconvex quadratic region with the SOC or its cross sections. Yıldız [49] gave an explicit description of the convex hull of the intersection of two strict quadratic inequalities (note that the resulting set is open) under the mild regularity condition that there exists \( \mu \in [0, 1] \) such that \((1-\mu)A_0 + \mu A_1 \succeq 0\). Follow-up work by Modaresi and Vielma [34] gave sufficient conditions guaranteeing a closed version of the same result. More recently, Santana and Dey [39] gave an explicit description of the convex hull of the intersection of a nonconvex quadratic region with a polytope; this convex hull was further shown to be second-order cone representable. In contrast to these results, we will not limit the
number of nonconvex quadratic constraints in our QCQPs. Additionally, the nonconvex sets that we study in this paper will arise as epigraphs of QCQPs. In particular, the epigraph variable will play a special role in our analysis. Therefore, we view our developments as complementary to these results.

The convex hull question has also received attention for certain strengthened relaxations of simple QCQPs [13, 14, 17, 42]. In this line of work, the standard SDP relaxation is strengthened by additional inequalities derived using the Reformulation-Linearization Technique (RLT). Sturm and Zhang [42] showed that the standard SDP relaxation strengthened with an additional SOC constraint derived from RLT gives the convex hull of the epigraph of the TRS with one additional linear inequality. Burer and Yang [17] extended this result to the case of an arbitrary number of additional linear inequalities as long as the linear constraints do not intersect inside the trust region domain. See [13] for a survey of some results in this area. Note that in this paper, we restrict our attention to the standard SDP relaxation of QCQPs. Nevertheless, establishing exactness conditions for strengthened SDP relaxations of QCQPs is clearly of great interest and is a direction for future research.

1.1.2 SDP tightness results

A number of SDP tightness results are known for variants of the TRS. Jeyakumar and Li [25] showed that the standard SDP relaxation of the TRS with additional linear inequalities is tight under a condition regarding the dimension of the minimum eigenvalue\(^1\) of \(A_0\). These results were extended in the same paper to handle multiple convex quadratic inequality constraints with the same sufficiently rank-deficient quadratic form (see [25, Section 6]). Ho-Nguyen and Kılınç-Karzan [24] presented a sufficient condition for tightness of the SDP relaxation that is slightly more general than [25, Section 6] (see Ho-Nguyen and Kılınç-Karzan [24, Section 2.2] for a comparison of these conditions). A related line of work by Ye and Zhang [48] and Beck and Eldar [5] gives sufficient conditions under which the TRS with one additional quadratic inequality constraint admits a tight SDP relaxation. In contrast to this line of work, our results will address the SDP tightness question in the context of more general QCQPs.

In terms of SDP tightness results, simultaneously diagonalizable QCQPs (SD-QCQPs) have received separate attention [10, 29, 30]. It is shown in [30, Theorem 2.1] that for SD-QCQPs, the SDP relaxation is equivalent to a SOC program (SOCP) relaxation (see also Proposition 1). In particular, the sufficient KKT-based conditions that have been presented for SOCP tightness in [10, 29] also guarantee SDP tightness. We will present SDP tightness results (Theorems 3 and 4) that generalize some of the conditions presented in this line of work. More specifically, our results will not make use of simultaneous diagonalizability assumptions.

A series of articles beginning with Beck [6] and Beck et al. [7] have derived SDP tightness results for quadratic matrix programs (QMPs). A QMP is an optimization problem of the form

\[
\inf_{X \in \mathbb{R}^{n \times k}} \begin{cases} 
\text{tr}(X^\top A_i X) + 2 \text{tr}(B_i^\top X) + c_i \leq 0, \\
\forall i \in [m] \\
\text{tr}(X^\top A_i X) + 2 \text{tr}(B_i^\top X) + c_i = 0, \\
\forall i \in [m_I + 1, m] 
\end{cases}
\]

\[^1\text{More precisely, this is the minimum generalized eigenvalue of } A_0 \text{ with respect to the positive definite quadratic form in the constraint.}\]
where $A_i \in S^n$, $B_i \in \mathbb{R}^{n \times k}$, and $c_i \in \mathbb{R}$, and arises often in robust least squares or as a result of Burer-Monteiro reformulations for rank-constrained semidefinite programming [6, 16]. In this research vein, Beck [6] showed that a carefully constructed SDP relaxation of QMP is tight whenever $m \leq k$. Note that by replacing the matrix variable $X \in \mathbb{R}^{n \times k}$ by the vector variable $x \in \mathbb{R}^{nk}$, we may reformulate any QMP as a QCQP of a very particular form. Working backwards, if a QCQP can be reformulated as a QMP with $m \leq k$, then we may apply the SDP relaxation proposed in [6] to solve it exactly. We will discuss how such a condition compares with our assumptions in Section 4.

In a recent intriguing paper, Burer and Ye [18] gave a sufficient condition guaranteeing that the standard SDP relaxation of general QCQPs is tight. We emphasize that in contrast to prior work, the condition proposed in [18] can be applied to general QCQPs. Then, motivated by recent results on exactness guarantees for specific recovery problems with random data and sampling, Burer and Ye [18] also examined a class of random QCQPs and established that if the number of constraints $m$ grows no faster than any fixed polynomial in the number of variables $N$, then their sufficient condition holds with probability approaching one. In particular, the SDP relaxation is tight with probability approaching one. The SDP tightness results that we present (Theorems 3 and 4) will generalize their deterministic sufficient condition [18, Theorem 1]. As such, their proofs directly imply that our sufficient conditions also hold with probability approaching one in their random data model.

1.2 Overview and outline of paper

In contrast to the literature, which has mainly focused on simple QCQPs or QCQPs under certain structural assumptions, in this paper, we will consider general QCQPs and develop sufficient conditions for both the convex hull result and the SDP tightness result.

We first introduce the epigraph of the QCQP by writing

$$\text{Opt} = \inf_{(x,t) \in \mathbb{R}^{N+1}} \{ 2t : (x, t) \in D \},$$

where $D$ is the epigraph of the QCQP in (1), i.e.,

$$D := \left\{ (x, t) \in \mathbb{R}^N \times \mathbb{R} : \begin{array}{l} q_0(x) \leq 2t \\ q_i(x) \leq 0, \forall i \in [m_I] \\ q_i(x) = 0, \forall i \in [m_I + 1, m] \end{array} \right\}. \quad (2)$$

As $(x, t) \mapsto 2t$ is linear, we may replace the (potentially nonconvex) epigraph $D$ with its convex hull $\text{conv}(D)$. Then,

$$\text{Opt} = \inf_{(x,t) \in \mathbb{R}^{N+1}} \{ 2t : (x, t) \in \text{conv}(D) \}.$$ 

A summary of our contributions, along with an outline of the paper, is as follows:

(a) In Section 2, we introduce and study the standard SDP relaxation of QCQPs [41] along with its optimal value $\text{Opt}_{\text{SDP}}$ and projected epigraph $D_{\text{SDP}}$. We set up a framework for deriving sufficient conditions for the “convex hull result,” $\text{conv}(D) = D_{\text{SDP}}$, and the “SDP tightness result,” $\text{Opt} = \text{Opt}_{\text{SDP}}$. This framework is based on the Lagrangian function $(\gamma, x) \mapsto q_0(x) + \sum_{i=1}^m \gamma_i q_i(x)$ and the eigenvalue structure of a dual object $\Gamma \subseteq \mathbb{R}^m$. This object $\Gamma$, which consists of the convex Lagrange multipliers, has been extensively studied in the literature (see [46, Chapter 13.4] and more recently [40]).
(b) In Section 5, we use our framework to derive sufficient conditions for the convex hull result: \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \). Theorem 2 states that if \( \Gamma \) is polyhedral and \( k \) is sufficiently large, then \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \). This theorem actually follows as a consequence of Theorem 1, which replaces the assumption on the quadratic eigenvalue multiplicity with a weaker assumption regarding the dimension of zero eigenspaces related to the \( A_i \) matrices. Furthermore, our results in this section establish that if \( \Gamma \) is polyhedral, then \( \mathcal{D}_{\text{SDP}} \) is SOC representable; see Remark 4. In particular, when the assumptions of Theorems 1 or 2 hold, we have that \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \) is SOC representable. We provide several classes of problems that satisfy the assumptions of these theorems. In particular, we recover a number of results regarding the TRS [24], the GTRS [45], and the solvability of systems of quadratic equations [4]. We conclude the section by showing that the dependence we prove on \( k \) is optimal (Propositions 2 and 3).

d) In Section 5, we use our framework to derive sufficient conditions for the convex hull result: \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \). Theorem 2 states that if \( \Gamma \) is polyhedral and \( k \) is sufficiently large, then \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \). This theorem actually follows as a consequence of Theorem 1, which replaces the assumption on the quadratic eigenvalue multiplicity with a weaker assumption regarding the dimension of zero eigenspaces related to the \( A_i \) matrices. Furthermore, our results in this section establish that if \( \Gamma \) is polyhedral, then \( \mathcal{D}_{\text{SDP}} \) is SOC representable; see Remark 4. In particular, when the assumptions of Theorems 1 or 2 hold, we have that \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \) is SOC representable. We provide several classes of problems that satisfy the assumptions of these theorems. In particular, we recover a number of results regarding the TRS [24], the GTRS [45], and the solvability of systems of quadratic equations [4]. We conclude the section by showing that the dependence we prove on \( k \) is optimal (Propositions 2 and 3).

e) In Section 6, we use our framework to derive sufficient conditions for the SDP tightness result: \( \text{Opt} = \text{Opt}_{\text{SDP}} \). Specifically, Theorems 3 and 4 give generalizations of the conditions introduced by Locatelli [30] for SDP tightness in a variant of the TRS and Burer and Ye [18] for SDP tightness in diagonal QCQPs.

(f) In Section 7, we discuss the assumption that the dual object \( \Gamma \) is polyhedral. In particular, we show that it is possible to recover both a convex hull result (Theorem 7) and an SDP tightness result (Theorem 8) when this assumption is dropped as long as the quadratic eigenvalue multiplicity \( k \) is sufficiently large.

To the best of our knowledge, our results are the first to provide a unified explanation of many of the exactness guarantees present in the literature. Moreover, our results also provide significant generalizations in a number of settings. We discuss the relevant comparisons in detail in the corresponding sections as outlined above. Finally, our results present the first sufficient conditions under which the convex hull of the epigraph of a general QCQP is SOC representable.

1.3 Notation

Let \( \mathbb{R}_+ \) denote the nonnegative reals. For nonnegative integers \( m \leq n \) let \( [n] := \{1, \ldots, n\} \) and \( [m, n] := \{m, m+1, \ldots, n-1, n\} \). For \( i \in [n] \), let \( e_i \in \mathbb{R}^n \) denote the \( i \)th standard basis vector. Let \( \mathbb{S}^{n-1} = \{x \in \mathbb{R}^n : \|x\| = 1\} \) denote the \( n-1 \) sphere and let \( B(\bar{x}, r) = \{x \in \mathbb{R}^n : \|x - \bar{x}\| \leq r\} \) denote the \( n \) ball with radius \( r \) and center \( \bar{x} \). Let \( \mathbb{S}^n \) denote the set of real symmetric \( n \times n \) matrices. For a positive integer \( n \), let \( I_n \) denote the \( n \times n \) identity matrix. When the dimension is clear from context, we will simply write \( I \) instead of \( I_n \). Given \( A \in \mathbb{S}^n \), let \( \det(A) \), \( \text{tr}(A) \), and \( \lambda_{\min}(A) \) denote the determinant, trace, and minimum eigenvalue of \( A \), respectively. We write \( A \succeq 0 \) (respectively, \( A > 0 \)) if \( A \) is positive semidefinite (respectively, positive definite). For \( a \in \mathbb{R}^n \), let \( \text{Diag}(a) \) denote the diagonal matrix \( A \in \mathbb{R}^{n\times n} \) with diagonal entries \( A_{i,i} = a_i \). Given two matrices \( A \) and \( B \), let \( A \otimes B \) denote their Kronecker product. For a set \( \mathcal{D} \subseteq \mathbb{R}^n \), let \( \text{conv}(\mathcal{D}) \), \( \text{cone}(\mathcal{D}) \), \( \text{extr}(\mathcal{D}) \), \( \text{span}(\mathcal{D}) \),
aff(\mathcal{D}), \dim(\mathcal{D}) and aff \dim(\mathcal{D}) denote the convex hull, conic hull, extreme points, span, affine span, dimension, and affine dimension of \mathcal{D}, respectively. For a subspace of \mathcal{V} of \mathbb{R}^n and \mathcal{V} \in \mathbb{R}^n, let \text{Proj}_\mathcal{V} x denote the projection of x onto \mathcal{V}.

2 A general framework

In this section, we introduce a general framework for analyzing the standard Shor SDP relaxation of QCQPs. We will examine how both the objective value and the feasible domain change when moving from a QCQP to its SDP relaxation.

We make an assumption that can be thought of as a primal feasibility and dual strict feasibility assumption. This assumption (or a slightly stronger version of it) is standard and is routinely made in the literature on QCQPs (see for example \cite{6, 11, 48}).

**Assumption 1.** Assume the feasible region of (1) is nonempty and there exists \( \gamma^* \in \mathbb{R}^m \) such that \( \gamma^*_i \geq 0 \) for all \( i \in [m] \) and \( A_0 + \sum_{i=1}^m \gamma^*_i A_i > 0 \). □

**Remark 1.** By the continuity of \( \gamma \mapsto \lambda_{\min}(A_0 + \sum_{i=1}^m \gamma^*_i A_i) \), we may assume without loss of generality that \( \gamma^*_i > 0 \) for all \( i \in [m] \). □

The standard SDP relaxation to (1) takes the following form

\[
\text{Opt}_{\text{SDP}} := \inf_{x \in \mathbb{R}^N, X \in \mathbb{S}^N} \left\{ Y := \begin{pmatrix} 1 & x^T \\ x & X \end{pmatrix} : \begin{array}{l}
\langle Q_0, Y \rangle \leq 0, \forall i \in [m] \\
\langle Q_i, Y \rangle = 0, \forall i \in [m+1, m] \\
Y \succeq 0
\end{array} \right\}. (3)
\]

Here, \( Q_i \in \mathbb{S}^{N+1} \) is the matrix

\[
Q_i := \begin{pmatrix} c_i & b_i^T \\ b_i & A_i \end{pmatrix}.
\]

Let \( \mathcal{D}_{\text{SDP}} \) denote the epigraph of (3) projected away from the \( X \) variables, i.e., define

\[
\mathcal{D}_{\text{SDP}} := \left\{ (x, t) \in \mathbb{R}^{N+1} : \begin{array}{l}
\exists X \in \mathbb{S}^N : \\
Y := \begin{pmatrix} 1 & x^T \\ x & X \end{pmatrix} \\
\langle Q_0, Y \rangle \leq 2t \\
\langle Q_i, Y \rangle \leq 0, \forall i \in [m] \\
\langle Q_i, Y \rangle = 0, \forall i \in [m+1, m] \\
Y \succeq 0
\end{array} \right\}. (4)
\]

By taking \( X = xx^T \) in both (3) and (4), we see that \( \mathcal{D} \subseteq \mathcal{D}_{\text{SDP}} \) and \( \text{Opt} \geq \text{Opt}_{\text{SDP}} \). Noting that \( \mathcal{D}_{\text{SDP}} \) is convex (it is the projection of a convex set), we further have that \( \text{conv}(\mathcal{D}) \subseteq \mathcal{D}_{\text{SDP}} \). The framework that we set up in the remainder of this section allows us to reason about when equality occurs in both relations, i.e., when \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \) and/or \( \text{Opt} = \text{Opt}_{\text{SDP}} \). We will refer to these two types of result as “convex hull results” and “SDP tightness results.”
2.1 Rewriting the SDP in terms of a dual object

For $\gamma \in \mathbb{R}^m$, define

\[
A(\gamma) := A_0 + \sum_{i=1}^{m} \gamma_i A_i, \quad b(\gamma) := b_0 + \sum_{i=1}^{m} \gamma_i b_i, \quad c(\gamma) := c_0 + \sum_{i=1}^{m} \gamma_i c_i, \quad q(\gamma, x) := q_0(x) + \sum_{i=1}^{m} \gamma_i q_i(x).
\]

It is easy to verify that $q(\gamma, x) = x^\top A(\gamma) x + 2 b(\gamma)^\top x + c(\gamma)$. Our framework for analyzing (3) is based on the dual object

\[
\Gamma := \left\{ \gamma \in \mathbb{R}^m : A(\gamma) \succeq 0, \gamma_i \geq 0, \forall \, i \in [m] \right\}.
\]

We begin by rewriting both $D_{SDP}$ and $\text{Opt}_{SDP}$ to highlight the role played by $\Gamma$.

**Lemma 1.** Suppose Assumption 1 holds. Then

\[
D_{SDP} = \left\{ (x, t) : \sup_{\gamma \in \Gamma} q(\gamma, x) \leq 2t \right\} \quad \text{and} \quad \text{Opt}_{SDP} = \min_{x \in \mathbb{R}^N} \sup_{\gamma \in \Gamma} q(\gamma, x).
\]

We note that the second identity is well-known and was first recorded by Fujie and Kojima [23].

**Proof.** The second identity follows immediately from the first identity, thus it suffices to prove only the former.

Fix $\hat{x}$ and consider the SDP

\[
\inf_{X \in S^N} \left\{ Y := \begin{pmatrix} 1 & \hat{x}^\top \\ \hat{x} & X \end{pmatrix} : \begin{array}{c}
\langle Q_0, Y \rangle \\
\langle Q_i, Y \rangle \leq 0, \forall i \in [m] \\
\langle Q_i, Y \rangle = 0, \forall i \in [m I + 1, m] \\
Y \succeq 0
\end{array} \right\}.
\]

Comparing programs (4) and (5), we see that $(\hat{x}, t) \in D_{SDP}$ if and only if the value $2t$ is achieved in (5). The dual SDP to (5) is given by

\[
\sup_{\gamma \in \mathbb{R}^m, t \in \mathbb{R}, y \in \mathbb{R}^N} \left\{ 2t + 2 \langle y, \hat{x} \rangle : \begin{pmatrix} c(\gamma) - 2t & b(\gamma)^\top - y^\top \\ b(\gamma) - y & A(\gamma) \end{pmatrix} \succeq 0 \right\},
\]

Note that the first constraint in the dual SDP can only be satisfied if $A(\gamma) \succeq 0$. We may thus rewrite

\[
\begin{align*}
(6) &= \sup_{\gamma \in \mathbb{R}^m, t \in \mathbb{R}, y \in \mathbb{R}^N} \left\{ 2t + 2 \langle y, \hat{x} \rangle : \begin{pmatrix} c(\gamma) - 2t & b(\gamma)^\top - y^\top \\ b(\gamma) - y & A(\gamma) \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix} \succeq 0, \forall x \in \mathbb{R}^N \right\} \\
&= \sup_{\gamma \in \mathbb{R}^m, t \in \mathbb{R}, y \in \mathbb{R}^N} \left\{ 2t + 2 \langle y, \hat{x} \rangle : q(\gamma, x) - 2 \langle y, x \rangle \geq 2t, \forall x \in \mathbb{R}^N \right\} \\
&= \sup_{\gamma \in \Gamma, y \in \mathbb{R}^N} \inf_{x \in \mathbb{R}^N} q(\gamma, x) + 2 \langle y, \hat{x} - x \rangle.
\end{align*}
\]
We first consider the case that the value of the dual SDP (6) is bounded. Assumption 1 and Remark 1 imply that (6) is strictly feasible. Then by strong conic duality, the primal SDP (5) achieves its optimal value and in particular must be feasible. Let \( \gamma^* \) be such that \( A(\gamma^*) > 0 \) (this exists by Assumption 1) and let \( y^* = 0 \). Then,

\[
\lim_{\|x\| \to \infty} q(\gamma^*, x) + 2 \langle y^*, \hat{x} - x \rangle = \lim_{\|x\| \to \infty} q(\gamma^*, x) = \infty.
\]

In other words, \( x \mapsto q(\gamma^*, x) + 2 \langle y^*, \hat{x} - x \rangle \) is coercive and we may apply the Minimax Theorem [21, Chapter VI, Proposition 2.3] to get

\[
(5) = (6) = \min_{x \in \mathbb{R}^N} \sup_{\gamma \in \Gamma, y \in \mathbb{R}^N} q(\gamma, x) + 2 \langle y, \hat{x} - x \rangle
\]

The last line follows as for any \( x \neq \hat{x} \), the supremum may take \( y \) arbitrarily large in the direction of \( \hat{x} - x \). We conclude that if the value of the dual SDP (6) is bounded, then

\[
(\hat{x}, t) \in \mathcal{D}_{SDP} \iff \sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) \leq 2t.
\]

Now suppose the value of the dual SDP (6) is unbounded. In this case \( (\hat{x}, t) \notin \mathcal{D}_{SDP} \) for any value of \( t \). It remains to observe that

\[
\sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) \geq \sup_{\gamma \in \Gamma, y \in \mathbb{R}^N} \inf_{x \in \mathbb{R}^N} q(\gamma, x) + 2 \langle y, \hat{x} - x \rangle = \infty.
\]

In particular \( (\hat{x}, t) \) does not satisfy \( \sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) \leq 2t \) for any value of \( t \). We conclude that if the value of the dual SDP (6) is unbounded, then for all \( t \),

\[
(\hat{x}, t) \notin \mathcal{D}_{SDP} \quad \text{and} \quad \sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) \leq 2t.
\]

\[
\square
\]

2.2 The eigenvalue structure of \( \Gamma \)

Noting that \( \gamma \mapsto q(\gamma, \hat{x}) \) is linear and that \( \Gamma \) is closed leads to the following observation.

**Observation 1.** Let \( \hat{x} \in \mathbb{R}^N \). If \( \sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) \) is finite, then \( q(\gamma, \hat{x}) \) achieves its maximum value in \( \Gamma \) on some face \( \mathcal{F} \) of \( \Gamma \).

In particular, the following definition is well-defined.

**Definition 1.** For any \( \hat{x} \in \mathbb{R}^N \) such that \( \sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) \) is finite, define \( \mathcal{F}(\hat{x}) \) to be the face of \( \Gamma \) maximizing \( q(\gamma, \hat{x}) \).

**Definition 2.** Let \( \mathcal{F} \) be a face of \( \Gamma \). We say that \( \mathcal{F} \) is a **definite face** if there exists \( \gamma \in \mathcal{F} \) such that \( A(\gamma) > 0 \). Otherwise, we say that \( \mathcal{F} \) is a **semidefinite face** and let \( \mathcal{V}(\mathcal{F}) \) denote the shared zero eigenspace of \( \mathcal{F} \), i.e.,

\[
\mathcal{V}(\mathcal{F}) := \{ v \in \mathbb{R}^N : A(\gamma)v = 0, \forall \gamma \in \mathcal{F} \}.
\]

Note that under Definition 2, each face of \( \Gamma \) is either a definite face or a semidefinite face. Specifically, a definite face is not also a semidefinite face.

**Lemma 2.** Let \( \mathcal{F} \) be a semidefinite face of \( \Gamma \). Then \( \mathcal{V}(\mathcal{F}) \cap S^{N-1} \) is nonempty.
Proof. Suppose $\mathcal{F}$ is a face of $\Gamma$ for which $V(\mathcal{F}) \cap S^{N-1}$ is empty. We will show that $\mathcal{F}$ is definite. Pick a finite set of points $G \subseteq \mathcal{F}$ such that

$$\text{aff}(G) = \text{aff}(\mathcal{F}).$$

We claim that for every $v \in S^{N-1}$, there exists $\gamma \in G$ such that $v^\top A(\gamma)v$ is positive. Suppose otherwise, i.e., that for some $v \in S^{N-1}$, the quadratic form $v^\top A(\gamma)v = 0$ for every $\gamma \in G$. Then as $\gamma \mapsto v^\top A(\gamma)v$ is a linear function and $\mathcal{F} \subseteq \text{aff}(G)$, we must have $v^\top A(\gamma)v = 0$ for all $\gamma \in \mathcal{F}$. In particular, $v \in V(\mathcal{F}) \cap S^{N-1}$, which is a contradiction.

Let $\bar{\gamma} := \frac{1}{|G|} \sum_{\gamma \in G} \gamma$. We have shown that

$$v^\top A(\bar{\gamma})v = \frac{1}{|G|} \sum_{\gamma \in G} v^\top A(\gamma)v > 0$$

for all $v \in S^{N-1}$. In particular, we have constructed an element $\bar{\gamma} \in \mathcal{F}$ such that $A(\bar{\gamma}) > 0$, implying that $\mathcal{F}$ is definite.

2.3 The framework

Our framework for analyzing the SDP relaxation consists of two parts: an “easy part” that only requires Assumption 1 to hold and a “hard part” that may require much stronger assumptions. We detail the “easy part” in the remainder of this section.

Lemma 3. Suppose Assumption 1 holds and let $(\hat{x}, \hat{t}) \in D_{SDP}$. If $\mathcal{F}(\hat{x})$ is a definite face of $\Gamma$, then $(\hat{x}, \hat{t}) \in D$.

Proof. Let $\mathcal{F} := \mathcal{F}(\hat{x})$. Because $\mathcal{F}$ is a definite face, there exists $\gamma^* \in \mathcal{F}$ such that $A(\gamma^*) > 0$. We verify that $(\hat{x}, \hat{t})$ satisfies each of the constraints in (2).

1. By continuity, there exists $\epsilon > 0$ such that $A((1 + \epsilon)\gamma^*) > 0$. We claim that $(1 + \epsilon)\gamma^* \in \mathcal{F}$. Indeed, $A(\gamma^*)$ and $A((1 + \epsilon)\gamma^*)$ are both positive definite, thus the constraint $A(\gamma) \geq 0$ is inactive at both $\gamma^*$ and $(1 + \epsilon)\gamma^*$. Furthermore, for all $i \in [m_I]$, the constraint $\gamma_i \geq 0$ is active at $\gamma^*$ if and only if it is active at $(1 + \epsilon)\gamma^*$. We conclude that $(1 + \epsilon)\gamma^* \in \mathcal{F}$ and in particular $0 \in \text{aff}(\mathcal{F})$. This implies

$$q_0(\hat{x}) = q(0, \hat{x}) = q(\gamma^*, \hat{x}) \leq 2\hat{t}.$$

2. Let $i \in [m_I]$. By continuity there exists $\epsilon > 0$ such that $A(\gamma^* + \epsilon e_i) > 0$. Thus, $\gamma^* + \epsilon e_i \in \Gamma$. In particular, since $q(\gamma, \hat{x})$ is maximized on $\mathcal{F}$ in $\Gamma$, we have that

$$q_i(\hat{x}) = \frac{q(\gamma^* + \epsilon e_i, \hat{x}) - q(\gamma^*, \hat{x})}{\epsilon} \leq 0.$$

3. Let $i \in [m_I + 1, m]$. By continuity, there exists $\epsilon > 0$ such that $A(\gamma^* \pm \epsilon e_i) > 0$. Thus, $\gamma^* \pm \epsilon e_i \in \Gamma$. In particular, since $q(\gamma, \hat{x})$ is maximized on $\mathcal{F}$ in $\Gamma$, we have that

$$q_i(\hat{x}) = \frac{q(\gamma^* \pm \epsilon e_i, \hat{x}) - q(\gamma^*, \hat{x})}{\epsilon} \leq 0.$$

Repeating this calculation with $-\epsilon$ gives $q_i(\hat{x}) \geq 0$. We deduce that $q_i(\hat{x}) = 0$. ■
Note that the only face of $\Gamma$ of affine dimension $m$ is $\Gamma$ itself.

**Observation 2.** Suppose Assumption 1 holds, and let $\mathcal{F}$ be a face of $\Gamma$. If $\text{aff} \dim(\mathcal{F}) = m$, then $\mathcal{F}$ is definite.

In Section 5, Observation 2 will be used to show that our recursive decompositions terminate.

The “hard part” of the framework works as follows: In order to show the convex hull result $\mathcal{D}_{\text{SDP}} = \text{conv}(\mathcal{D})$, it suffices to guarantee that every $(\hat{x}, \hat{t}) \in \mathcal{D}_{\text{SDP}}$ can be decomposed as a convex combination of pairs $(x_\alpha, t_\alpha)$ for which $\mathcal{F}(x_\alpha)$ is definite. We give examples of such sufficient conditions in Section 5. In order to show only the SDP tightness result $\text{Opt}_{\text{SDP}} = \text{Opt}$, it suffices to guarantee that given an arbitrary $(\hat{x}, \hat{t}) \in \mathcal{D}_{\text{SDP}}$, one can construct a pair $(x', t') \in \mathcal{D}_{\text{SDP}}$ for which $t' \leq \hat{t}$ and $\mathcal{F}(x')$ is definite. We give examples of such sufficient conditions in Section 6.

**Remark 2.** Consider performing an invertible affine transformation on the space $\mathbb{R}^N$. In particular, let $y = U(x + z)$ where $U \in \mathbb{R}^{N \times N}$ is an invertible linear transformation and $z \in \mathbb{R}^N$. Define the quadratic functions $q'_0, \ldots, q'_m : \mathbb{R}^N \to \mathbb{R}$ such that $q'_i(y) = q_i(U(x + z)) = q_i(x)$ for all $x \in \mathbb{R}^N$. We will use an apostrophe to denote all the quantities corresponding to the QCQP in the variable $y$.

Define the map $\ell : \mathbb{R}^{N+1} \to \mathbb{R}^{N+1}$ by $(x, t) \mapsto (U(x + z), t)$. It is not hard to verify that

$$\text{Opt}' = \text{Opt} \quad \text{and} \quad \text{conv}(\mathcal{D}') = \ell(\text{conv}(\mathcal{D})).$$

Furthermore a straightforward application of Lemma 1 gives

$$\text{Opt}'_{\text{SDP}} = \text{Opt}_{\text{SDP}} \quad \text{and} \quad \mathcal{D}'_{\text{SDP}} = \ell(\mathcal{D}_{\text{SDP}}).$$

We deduce that the questions $\text{conv}(\mathcal{D}) \supseteq \mathcal{D}_{\text{SDP}}$ and $\text{Opt} \supseteq \text{Opt}_{\text{SDP}}$ are invariant under invertible affine transformation of the $x$-space. In particular, the sufficient conditions that we will present in Theorems 1, 2, 3, and 4 only need to hold after some invertible affine transformation. In this sense, the SDP relaxation will “find” structure in a given QCQP even if it is “hidden” by an affine transformation.

### 3 SOCP relaxations of simultaneously diagonalizable QCQPs

In this section, we discuss how the second order cone programming (SOCP) relaxations studied by Ben-Tal and den Hertog [10] and Locatelli [30] for simultaneously diagonalizable QCQPs fit into our framework. We will first show that under the simultaneously diagonalizable (SD) assumption, the standard SDP relaxation is in fact equivalent to the lifted SOCP relaxation (both in terms of optimal value and projected epigraph). The equivalence of the SDP relaxation and the lifted SOCP relaxation under the SD assumption was first noted by Locatelli [30] who studied sufficient conditions for SOCP tightness. In a similar vein, our framework gives new sufficient conditions under which the SDP tightness and/or convex hull results hold. We compare these conditions in the subsequent sections.

Recall the following definition.

**Definition 3.** A set of matrices $\{A_i\}_{i \in [0,m]} \subseteq \mathbb{S}^N$ is said to be *simultaneously diagonalizable* (SD) if there exists an invertible matrix $U \in \mathbb{R}^{N \times N}$ such that the set $\{U^\top A_i U\}_{i \in [0,m]}$ consists of diagonal matrices.

We note that this condition, sometimes referred to as simultaneously diagonalizable by congruence, is weaker than the notion of being simultaneously diagonalizable by similarity which further requires that $U$ be an orthonormal matrix.
Definition 4. A \textit{simultaneously diagonalizable QCQP} (SD-QCQP) is a QCQP of the form \eqref{eq:qcqp} where \( \{A_i\}_{i \in [0,m]} \) is SD.

Given an SD-QCQP and the invertible matrix \( U \), we may perform a change of variables to arrive at a diagonal QCQP, i.e., a QCQP of the form \eqref{eq:qcqp} where each \( A_i \) is diagonal. In the remainder of this section, we assume that we have already made this change of variables and are left with

\[
\inf_{x \in \mathbb{R}^N} \left\{ q_0(x) : \begin{array}{l}
q_i(x) \leq 0, \forall i \in [m] \\
q_i(x) = 0, \forall i \in [m+1,m] 
\end{array} \right\},
\]

where \( q_i(x) = \langle a_i, x^2 \rangle + 2 \langle b_i, x \rangle + c_i, a_i \in \mathbb{R}^N, b_i \in \mathbb{R}^N, \) and \( c_i \in \mathbb{R} \) for each \( i \in [0,m] \). Here, \( x^2 \in \mathbb{R}^N \) denotes the vector with \( (x^2)_j = (x_j)^2 \) for all \( j \in [N] \).

Ben-Tal and den Hertog \cite{ben2008} and Locatelli \cite{locatelli2008} study the following SOCP relaxation

\[
\text{Opt}_{\text{SOCP}} := \inf_{x \in \mathbb{R}^N, y \in \mathbb{R}^N} \left\{ \langle a_0, y \rangle + 2 \langle b_0, x \rangle + c_0 : \begin{array}{l}
\langle a_i, y \rangle + 2 \langle b_i, x \rangle + c_i \leq 0, \forall i \in [m] \\
y \geq x^2 \\
\forall i \in [m+1,m] \end{array} \right\}.
\]

Let \( D_{\text{SOCP}} \) denote the epigraph of \eqref{eq:opt_sosc} projected away from the \( y \) variables, i.e., define

\[
D_{\text{SOCP}} := \left\{ (x,t) \in \mathbb{R}^{N+1} : \begin{array}{l}
\exists y \in \mathbb{R}^N : \\
\langle a_0, y \rangle + 2 \langle b_0, x \rangle + c_0 \leq 2t \\
\langle a_i, y \rangle + 2 \langle b_i, x \rangle + c_i \leq 0, \forall i \in [m] \\
\langle a_i, y \rangle + 2 \langle b_i, x \rangle + c_i = 0, \forall i \in [m+1,m] \\
y \geq x^2
\end{array} \right\}.
\]

Proposition 1. For any SD-QCQP, we have

\( D_{\text{SOCP}} = D_{\text{SDP}} \) and \( \text{Opt}_{\text{SOCP}} = \text{Opt}_{\text{SDP}} \).

Proof. The second identity follows immediately from the first identity, thus it suffices to prove only the former.

Let \( (x,t) \in D_{\text{SDP}} \). By definition, there exists \( X \in \mathbb{S}^N \) such that the following system is satisfied

\[
Y := \begin{pmatrix} 1 & x^\top \\ x & X \end{pmatrix}
\]

\[
\begin{aligned}
\langle Q_0, Y \rangle &\leq 2t \\
\langle Q_i, Y \rangle &\leq 0, \forall i \in [m] \\
\langle Q_i, Y \rangle &\geq 0, \forall i \in [m+1,m] \\
Y &\succeq 0.
\end{aligned}
\]

Taking a Schur complement of 1 in the matrix \( Y \), we see that \( X \succeq xx^\top \). In particular, we have that \( X_{j,j} \geq x_j^2 \) for all \( j \in [N] \). Define the vector \( y_j = X_{j,j} \geq x_j^2 \). Then, noting that \( \langle \text{Diag}(a_i), X \rangle = \langle a_i, y \rangle \) for all \( i \in [0,m] \), we conclude that \( (x,t) \in D_{\text{SOCP}} \).
Let \((x, t) \in \mathcal{D}_{\text{SOCP}}\). By definition, there exists \(y \in \mathbb{R}^N\) such that the following system is satisfied:
\[
\begin{align*}
\langle a_0, y \rangle + 2 \langle b_0, x \rangle + c_0 &\leq 2t \\
\langle a_i, y \rangle + 2 \langle b_i, x \rangle + c_i &\leq 0, \forall i \in [m] \\
\langle a_i, y \rangle + 2 \langle b_i, x \rangle + c_i &\leq 0, \forall i \in [m + 1, m] \\
y &\geq x^T x.
\end{align*}
\]

Define \(X \in \mathbb{S}^N\) such that \(X_{j,j} = y_j\) for all \(j \in [N]\) and \(X_{j,k} = x_j x_k\) for \(j \neq k\). From the definition of \(\mathcal{D}_{\text{SOCP}}\), the relation \(y_j \geq x_j^2\) holds for all \(j \in [N]\), therefore
\[
\begin{pmatrix}
1 \\
x \\
X
\end{pmatrix} \succeq 0.
\]

Finally, noting that \(\langle \text{Diag}(a_i), X \rangle = \langle a_i, y \rangle\) for all \(i \in [0, m]\), we conclude that \((x, t) \in \mathcal{D}_{\text{SDP}}\). 

\section{Symmetries in QCQPs}

In this section, we examine a parameter \(k\) that captures the amount of symmetry present in a QCQP of the form (1).

\textbf{Definition 5.} The \textit{quadratic eigenvalue multiplicity} of a QCQP of the form (1) is the largest integer \(k\) such that for every \(i \in [0, m]\) there exists \(A_i \in \mathbb{S}^n\) for which \(A_i = I_k \otimes \mathcal{A}_i\).

The quadratic eigenvalue multiplicity \(k\) is always at least 1 as we can write \(A_i = I_1 \otimes \mathcal{A}_i\). On the other hand, it is clear that \(k\) must be a divisor of \(N\). In particular, \(k\) is always well defined.

Let \(\mathcal{A}(\gamma) := A_0 + \sum_{i=1}^m \gamma_i A_i\).

\textbf{Lemma 4.} If \(\mathcal{F}\) is a semidefinite face of \(\Gamma\), then \(\dim(\mathcal{V}(\mathcal{F})) \geq k\).

\textit{Proof.} By Lemma 2, there exists \(\hat{v} \in \mathcal{V}(\mathcal{F}) \cap \mathbb{S}^{N-1}\). We can write \(\hat{v}\) as the concatenation of \(k\)-many \(n\)-dimensional vectors \(v_1, \ldots, v_k \in \mathbb{R}^n\). Then for \(\gamma \in \mathcal{F}\),
\[
0 = A(\gamma) \hat{v} = \begin{pmatrix} A(\gamma) & \cdots & \cdots & \cdots \\ \\ \vdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ A(\gamma) & \cdots & \cdots & \cdots \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \\ \vdots \\ v_k \end{pmatrix} = \begin{pmatrix} A(\gamma) v_1 \\ A(\gamma) v_2 \\ \vdots \\ A(\gamma) v_k \end{pmatrix}.
\]

Hence, \(A(\gamma) v_i = 0\) for all \(i \in [k]\). As \(\hat{v} \neq 0\), there exists some \(i \in [k]\) such that \(v_i \neq 0\). Finally, note that for all \(y \in \mathbb{R}^k\),
\[
A(\gamma)(y \otimes v_i) = (I_k \otimes A(\gamma))(y \otimes v_i) = y \otimes (A(\gamma)v_i) = 0.
\]

In other words, \(\mathbb{R}^k \otimes v_i \subseteq \mathcal{V}(\mathcal{F})\) and thus \(\dim(\mathcal{V}(\mathcal{F})) \geq k\).

\textbf{Remark 3.} In quadratic matrix programming [6, 7], we are asked to optimize
\[
\inf_{X \in \mathbb{R}^{n \times k}} \left\{ \begin{array}{ll}
\text{tr}(X^T A_0 X) + 2 \text{tr}(B_0^T X) + c_0 : \\
\text{tr}(X^T A_i X) + 2 \text{tr}(B_i^T X) + c_i \leq 0, & \forall i \in [m] \\
\text{tr}(X^T A_i X) + 2 \text{tr}(B_i^T X) + c_i = 0, & \forall i \in [m + 1, m] 
\end{array} \right\}, \quad (10)
\]
where $\mathcal{A}_i \in \mathbb{S}^n$, $B_i \in \mathbb{R}^{n \times k}$ and $c_i \in \mathbb{R}$ for all $i \in [0,m]$. We can transform this program to an equivalent QCQP in the vector variable $x \in \mathbb{R}^{nk}$ by identifying

$$X = \begin{pmatrix} x_1 & \cdots & x_{(k-1)n+1} \\ \vdots & \ddots & \vdots \\ x_n & \cdots & x_{kn} \end{pmatrix}.$$  

Then

$$\text{tr}(X^\top A_i X) + 2 \text{tr}(B_i^\top X) + c_i = x^\top (I_k \otimes A_i) x + 2 b_i^\top x + c_i,$$

where $b_i \in \mathbb{R}^{nk}$ has entries $(b_i)_{(t-1)n+s} = (B_i)_{s,t}$. In particular, the vectorized reformulation of (10) has quadratic eigenvalue value multiplicity $k$. 

\section{Convex hull results}

In this section, we present new sufficient conditions for the convex hull result $\mathcal{D}_{\text{SDP}} = \text{conv}(\mathcal{D})$. We will first analyze the case where the geometry of $\Gamma$ is particularly nice.

\textbf{Assumption 2.} Assume that $\Gamma$ is polyhedral.

We remark that although Assumption 2 is rather restrictive, it is general enough to cover the case where the set of quadratic forms $\{A_i\}_{i \in [0,m]}$ is diagonal or simultaneously diagonalizable — a class of QCQPs which have been studied extensively in the literature (see Section 3 for references). We will present examples and non-examples of Assumption 2 in Section 5.1 and discuss the difficulties in removing this assumption in Section 5.2. Finally, we will recover weaker results without this assumption in Section 7.

Our main result in this section is the following theorem.

\textbf{Theorem 1.} Suppose Assumptions 1 and 2 hold. If for every semidefinite face $\mathcal{F}$ of $\Gamma$ we have

$$\dim (\mathcal{V}(\mathcal{F})) \geq \text{aff dim} (\{b(\gamma) : \gamma \in \mathcal{F}\}) + 1,$$

then

$$\text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \quad \text{and} \quad \text{Opt} = \text{Opt}_{\text{SDP}}.$$  

As before, the second identity follows immediately from the first identity, thus it suffices to prove only the former. Assumption 1 allows us to apply Lemma 3 to handle any $(\hat{x}, \hat{t}) \in \mathcal{D}_{\text{SDP}}$ for which $\mathcal{F}(\hat{x})$ is definite. Therefore, in order to prove Theorem 1, it suffices to prove the following lemma.

\textbf{Lemma 5.} Suppose Assumptions 1 and 2 hold. Let $(\hat{x}, \hat{t}) \in \mathcal{D}_{\text{SDP}}$ and let $\mathcal{F} = \mathcal{F}(\hat{x})$. If $\mathcal{F}$ is a semidefinite face of $\Gamma$ and

$$\dim (\mathcal{V}(\mathcal{F})) \geq \text{aff dim} (\{b(\gamma) : \gamma \in \mathcal{F}\}) + 1,$$

then $(\hat{x}, \hat{t})$ can be written as a convex combination of points $(x_\alpha, t_\alpha)$ satisfying the following properties:

1. $(x_\alpha, t_\alpha) \in \mathcal{D}_{\text{SDP}},$
2. $\text{aff dim} (\mathcal{F}(x_\alpha)) > \text{aff dim} (\mathcal{F}(\hat{x})).$
The proof of Theorem 1 follows at once from this lemma, Lemma 3, and Observation 2. Indeed, Lemma 5 guarantees that \( \text{aff dim} (\mathcal{F}(x_\alpha)) > \text{aff dim} (\mathcal{F}(\hat{x})) \). Thus, by Observation 2, we will have successfully decomposed \((\hat{x}, \hat{t})\) as a convex combination of \((x_\alpha, t_\alpha)\), where \((x_\alpha, t_\alpha) \in \mathcal{D}_{\text{SDP}}\) and \(\mathcal{F}(x_\alpha)\) is definite, after at most \(m - 1\) rounds of applying Lemma 5. Finally, Lemma 3 guarantees that each of the \((x_\alpha, t_\alpha)\) is an element of \(\mathcal{D}\), the epigraph of the QCQP.

Before proving Lemma 5, we introduce some new notation for handling the recession directions of \(\Gamma\) and prove a straightforward lemma about decomposing \(\Gamma\). Let

\[
\hat{\mathcal{A}}(\gamma) := \sum_{i=1}^{m} \gamma_i A_i, \quad \hat{\mathbf{b}}(\gamma) := \sum_{i=1}^{m} \gamma_i b_i, \quad \hat{\mathbf{c}}(\gamma) := \sum_{i=1}^{m} \gamma_i c_i, \quad \hat{q}(\gamma, x) := \sum_{i=1}^{m} \gamma_i q_i(x).
\]

**Lemma 6.** Suppose Assumption 2 holds. Then \(\Gamma\) can be written as

\[
\Gamma = \Gamma_e + \text{cone}(\Gamma_r)
\]

where both \(\Gamma_e\) and \(\Gamma_r\) are polytopes. Here, \(\Gamma_r\) may be the trivial set \(\{0\}\). Furthermore, for \(\hat{x} \in \mathbb{R}^N\) such that \(\sup_{\gamma \in \Gamma} q(\gamma, \hat{x})\) is finite, we have

\[
\mathcal{F}(\hat{x}) = \mathcal{F}_e(\hat{x}) + \text{cone}(\mathcal{F}_r(\hat{x}))
\]

where \(\mathcal{F}_e(\hat{x})\) is the face of \(\Gamma_e\) maximizing \(q(\gamma, \hat{x})\) and \(\mathcal{F}_r(\hat{x})\) is the face of \(\Gamma_r\) satisfying \(\hat{q}(\gamma, \hat{x}) = 0\).

**Proof.** This follows immediately from the Minkowski-Weyl Theorem and noting that \(\hat{q}(\gamma_r, \hat{x}) \leq 0\) for all \(\gamma_r \in \Gamma_r\) when \(\sup_{\gamma \in \Gamma} q(\gamma, \hat{x})\) is finite. \(\blacksquare\)

**Proof of Lemma 5.** Without loss of generality, we may assume that \(\sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) = 2\hat{t}\). Otherwise, we can decrease \(\hat{t}\) and note that \(\mathcal{D}\) is closed upwards in the \(t\)-direction. In particular, we have that \(q(\gamma, \hat{x})\) achieves the value \(2\hat{t}\) on \(\mathcal{F}\).

We claim that the following system in variables \(v\) and \(s\)

\[
\begin{cases}
\langle b(\gamma), v \rangle = s, \ \forall \gamma \in \mathcal{F} \\
v \in \mathcal{V}(\mathcal{F}), \ s \in \mathbb{R}
\end{cases}
\]

has a nonzero solution. Indeed, we may replace the constraint \(\langle b(\gamma), v \rangle = s, \ \forall \gamma \in \mathcal{F}\) with at most

\[
\text{aff dim} (\{b(\gamma) : \ \gamma \in \mathcal{F}\}) + 1 \leq \dim (\mathcal{V}(\mathcal{F}))
\]

homogeneous linear equalities in the variables \(v\) and \(s\). The claim then follows by noting that the equivalent system is an under-constrained homogeneous system of linear equalities and thus has a nonzero solution \((v, s)\). It is easy to verify that \(v \neq 0\), hence by scaling we may take \(v \in \mathbb{S}^{N-1}\).

In the remainder of the proof, let \(v \in \mathcal{V}(\mathcal{F}) \cap \mathbb{S}^{N-1}\) and \(s \in \mathbb{R}\) denote a solution pair to the above system.

Apply Lemma 6 to decompose \(\Gamma = \Gamma_e + \text{cone}(\Gamma_r)\) and \(\mathcal{F} = \mathcal{F}_e + \text{cone}(\mathcal{F}_r)\).

We will modify \((\hat{x}, \hat{t})\) in the \((v, s)\) direction. For \(\alpha \in \mathbb{R}\), we define

\[
(x_\alpha, t_\alpha) := (\hat{x} + \alpha v, \hat{t} + \alpha s).
\]
We claim that there exists a quadratic function in \( \mathcal{Q} \). We have shown that the following finite set of univariate quadratic functions in \( \mathcal{Q} \) as \( \bar{q} \) satisfies with at least one equality. Then because \( \gamma \in \mathcal{Q} \) implies that \( \bar{q}(\gamma, x) \geq \gamma \) for all \( \gamma \in \mathcal{Q} \). Hence, one of the square-bracketed terms must be positive. The claim then follows by linearity in \( \gamma \) of the functions \( \bar{q}(\gamma, x) - q(\gamma, x) = 0 \) is identically zero. In particular, we also have that \( \alpha \mapsto \bar{q}(\gamma, x) = q(\gamma + \gamma_r, x) - q(\gamma, x) = 0 \) is identically zero.

On the other hand, for \( \gamma \in \Gamma \setminus \mathcal{Q} \), we can expand

\[
q(\gamma, x) - 2t_\alpha = \left( q(\gamma, x) - 2t_\alpha \right) + 2\alpha \left( \bar{x}^T A(\gamma) v + b(\gamma)^T v - s \right) + \alpha^2 v^T A(\gamma) v,
\]

and note that \( v^T A(\gamma) v \geq 0 \) holds because \( A(\gamma) \) is positive semidefinite. Hence, for \( \gamma \in \Gamma \setminus \mathcal{Q} \), we have that \( \alpha \mapsto \bar{q}(\gamma, x) - 2t_\alpha \) is a (possibly non-strictly) convex quadratic function taking the value \( \bar{q}(\gamma, x) - 2t_\alpha < 0 \) at \( \alpha = 0 \) (the strict inequality here follows from the fact that \( \gamma \in \Gamma \setminus \mathcal{Q} \)). Similarly, for \( \gamma \in \Gamma \setminus \mathcal{Q} \), we can expand

\[
\bar{q}(\gamma, x) = \bar{q}(\gamma, x) + 2\alpha \left( \bar{x}^T A(\gamma) v + b(\gamma)^T v \right) + \alpha^2 v^T A(\gamma) v.
\]

Note that \( \bar{q}(\gamma) \geq 0 \) for all \( \gamma \in \Gamma \). Hence, for \( \gamma \in \Gamma \setminus \mathcal{Q} \), we have that \( \alpha \mapsto \bar{q}(\gamma, x) \) is a (possibly non-strictly) convex quadratic function taking the value \( \bar{q}(\gamma, x) < 0 \) at \( \alpha = 0 \) (the strict inequality here follows from the fact that \( \gamma \in \Gamma \setminus \mathcal{Q} \)).

We have shown that the following finite set of univariate quadratic functions in \( \alpha \),

\[
\mathcal{Q} := \left\{ q(\gamma, x) - 2t_\alpha : \gamma \in \extr(\Gamma) \right\} \cup \left\{ \bar{q}(\gamma, x) : \gamma \in \extr(\Gamma) \right\} \setminus \{0\},
\]

consists of (possibly non-strictly) convex quadratic functions which are negative at \( \alpha = 0 \). The finiteness of this set follows from the assumption that \( \Gamma \) is polyhedral.

We claim that there exists a quadratic function in \( \mathcal{Q} \) which is strictly convex: Note \( \gamma^* \) from Assumption 1 satisfies \( \gamma^* \in \Gamma \). Thus, we can decompose \( \gamma^* = \gamma_e + \alpha \gamma_r \) for \( \gamma_e \in \Gamma, \gamma_r \in \Gamma_r \), and \( \alpha \geq 0 \). Then,

\[
0 < v^T A(\gamma) v = \left[ v^T A(\gamma_e) v + \alpha \left[ v^T \tilde{A}(\gamma_r) v \right] \right].
\]

Hence, one of the square-bracketed terms must be positive. The claim then follows by linearity in \( \gamma \) of the functions \( \gamma \mapsto v^T A(\gamma) v \) and \( \gamma \mapsto v^T \tilde{A}(\gamma) v \).

As \( \mathcal{Q} \) is a finite set by Assumption 2, there exists an \( \alpha_+ > 0 \) such that \( q(\alpha) \leq 0 \) for all \( q \in \mathcal{Q} \) with at least one equality. Then because \( \Gamma_e = \conv(\extr(\Gamma_e)) \) and \( \Gamma_r = \conv(\extr(\Gamma_r)) \), we have \( q(\gamma_e, x_\alpha) \leq 2t_\alpha \) for all \( \gamma_e \in \Gamma_e \) and \( \bar{q}(\gamma_r, x_\alpha) \leq 0 \) for all \( \gamma_r \in \Gamma_r \). Thus, \( (x_\alpha, t_\alpha) \in \mathcal{D}_{\text{SDP}} \).

It remains to show that aff dim \( \mathcal{F}(x_\alpha) \) > aff dim \( \mathcal{F}(\hat{x}) \). The discussion in the previous paragraph implies that \( \sup_{\gamma \in \Gamma} q(\gamma, x_\alpha) \leq 2t_\alpha \). This value is achieved by \( \gamma_f \in \mathcal{F}(\hat{x}) \): Note \( q(\gamma_f, x_\alpha) - 2t_\alpha = \)
$q(\gamma_f, \hat{x}) - 2\hat{t} = 0$. In particular, $\mathcal{F}(\hat{x}) \subseteq \mathcal{F}(x_{\alpha_+})$. Thus, it suffices to show that there exists $\gamma_+ \in \mathcal{F}(x_{\alpha_+}) \setminus \mathcal{F}(\hat{x})$.

Suppose the quadratic function in $\mathcal{Q}$ with $\alpha_+$ as a root is of the form $q(\gamma_+, x_{\alpha_+}) - 2t_{\alpha_+}$. Then $\gamma_+ \in \mathcal{F}(x_{\alpha_+})$ as $q(\gamma_+, x_{\alpha_+}) - 2t_{\alpha_+} = 0$. On the other hand, $\gamma_+ \notin \mathcal{F}(\hat{x})$ by the construction of $\mathcal{Q}$.

Suppose the quadratic function in $\mathcal{Q}$ with $\alpha_+$ as a root is of the form $q(\gamma_f, x_{\alpha_+})$. Select any $\gamma_f \in \mathcal{F}(\hat{x})$ and recall that $q(\gamma_f, x_{\alpha_+}) - 2t_{\alpha_+}$ is identically zero as an expression in $\alpha$. Define $\gamma_+ = \gamma_f + \gamma_r$. Then,

$$q(\gamma_+, x_{\alpha_+}) - 2t_{\alpha_+} = (q(\gamma_f, x_{\alpha_+}) - 2t_{\alpha_+}) + q(\gamma_r, x_{\alpha_+}) = 0$$

and hence $\gamma_+ \in \mathcal{F}(x_{\alpha_+})$. On the other hand, $q(\gamma_r, \hat{x}) < 0$ by the construction of $\mathcal{Q}$. In particular,

$$q(\gamma_+, \hat{x}) - 2\hat{t} = (q(\gamma_f, \hat{x}) - 2\hat{t}) + q(\gamma_r, \hat{x}) < 0$$

and thus $\gamma_+ \notin \mathcal{F}(\hat{x})$.

The existence of an $\alpha_- < 0$ satisfying the same properties is proved analogously. Then we may write $(\hat{x}, \hat{t})$ as a convex combination of $(x_{\alpha_+}, t_{\alpha_+})$ and $(x_{\alpha_-}, t_{\alpha_-})$.

The next theorem follows as a corollary to Theorem 1.

**Theorem 2.** Suppose Assumptions 1 and 2 hold. If for every semidefinite face $\mathcal{F}$ of $\Gamma$ we have

$$k \geq \text{aff dim } \{b(\gamma) : \gamma \in \mathcal{F}\} + 1,$$

then

$$\conv(D) = \mathcal{D}_{\text{SDP}} \quad \text{and} \quad \text{Opt} = \text{Opt}_{\text{SDP}}.$$

**Proof.** This theorem follows from Lemma 4 and Theorem 1. ■

**Remark 4.** We remark that when $\Gamma$ is polyhedral (Assumption 2), the set $\mathcal{D}_{\text{SDP}}$ is actually SOC representable: By Lemmas 1 and 6 we can write

$$\mathcal{D}_{\text{SDP}} = \left\{ (x, t) : \sup_{\gamma \in \Gamma} q(\gamma, x) \leq 2t \right\}$$

$$= \left\{ (x, t) : q(\gamma_e, x) \leq 2t, \forall \gamma_e \in \text{extr}(\Gamma_e), q(\gamma_f, x) \leq 0, \forall \gamma_f \in \text{extr}(\Gamma_f) \right\}.$$

In other words, $\mathcal{D}_{\text{SDP}}$ is defined by finitely many convex quadratic inequalities. In particular, the assumptions of Theorem 1 and 2 imply that $\conv(D)$ is SOC representable. ■

We now state some classes of problems where the assumptions of Theorems 1 and 2 hold.

**Corollary 1.** Suppose $m = 1$ and Assumption 1 holds. Then,

$$\conv(D) = \mathcal{D}_{\text{SDP}} \quad \text{and} \quad \text{Opt} = \text{Opt}_{\text{SDP}}.$$

**Proof.** The set $\Gamma$ will either be a bounded interval $[\gamma_1, \gamma_2]$, a semi-infinite interval $[\gamma_1, \infty)$, or the entire line $(-\infty, \infty)$. In all three cases, $\Gamma$ is polyhedral and Assumption 2 holds.

By Observation 2, any semidefinite face of $\Gamma$ must have affine dimension at most $m - 1 = 0$. In particular aff dim $\{b(\gamma) : \gamma \in \mathcal{F}\} = 0$ and the assumption on the quadratic eigenvalue multiplicity in Theorem 2 holds as $k$ is always at least 1. ■
Corollary 1 in particular recovers the well-known results associated with the epigraph set of the TRS\(^2\) and the GTRS (see [24, Theorem 13] and [45, Theorems 1 and 2]).

**Corollary 2.** Suppose Assumptions 1 and 2 hold. If \(b_i = 0\) for all \(i \in [m]\), then

\[
\text{conv}(D) = D_{\text{SDP}} \quad \text{and} \quad \text{Opt} = \text{Opt}_{\text{SDP}}.
\]

**Proof.** Note that \(b(\gamma) = b_0 + \sum_{i=1}^{m} \gamma_i b_i = b_0\) for any \(\gamma \in \mathbb{R}^m\). Thus, for any face \(F\) of \(\Gamma\), we have

\[
\text{aff dim} \left( \{b(\gamma) : \gamma \in F\} \right) + 1 = \text{aff dim} \left( \{b_0\} \right) + 1 = 1.
\]

In particular, the assumptions on the quadratic eigenvalue multiplicity in Theorem 2 holds as \(k\) is always at least 1. \(\blacksquare\)

**Example 1.** Consider the following optimization problem.

\[
\inf_{x \in \mathbb{R}^2} \left\{ x_1^2 + x_2^2 + 10x_1 : \begin{array}{c}
x_1^2 - x_2^2 - 5 \leq 0 \\
-x_1^2 + x_2^2 - 50 \leq 0
\end{array} \right\}
\]

We check that the conditions of Corollary 2 hold. Assumption 1 holds as \(A(0) = A_0 = I > 0\) and \(x = 0\) is feasible. Next, Assumption 2 holds as

\[
\Gamma = \left\{ \gamma \in \mathbb{R}^2 : \begin{array}{c} 1 + \gamma_1 - \gamma_2 \geq 0 \\
-1 - \gamma_1 + \gamma_2 \geq 0 \\
\gamma \geq 0
\end{array} \right\}.
\]

One can verify that

\[
\Gamma = \text{conv} (\{(0,0), (1,0), (0,1)\}) + \text{cone}(\{1,1\}).
\]

Finally, we note that \(b_1 = b_2 = 0\). Hence, Corollary 2 and Remark 4 imply that

\[
\text{conv}(D) = D_{\text{SDP}} = \left\{ (x,t) : \begin{array}{c}
x_1^2 + x_2^2 + 10x_1 \leq 2t \\
x_1^2 + 10x_1 - 5 \leq 2t \\
2x_2^2 + 10x_1 - 50 \leq 2t
\end{array} \right\}.
\]

We plot \(D\) and \(\text{conv}(D) = D_{\text{SDP}}\) in Figure 1. \(\blacksquare\)

**Remark 5 (Joint zero of a finite set of quadratic forms).** Barvinok [4] shows that one can decide in polynomial time (in \(N\)) whether a constant number, \(m_E\), of quadratic forms \(\{A_i\}_{i \in [m_E]}\) has a joint nontrivial zero. That is, whether the system \(x^\top A_i x = 0\) for \(i \in [m_E]\) and \(x \neq 0\) is feasible. We can recast this as asking whether the following optimization problem

\[
\min_x \left\{ -x^\top x : \begin{array}{c}
x^\top x \leq 1 \\
x^\top A_i x = 0, \forall i \in [m_E]
\end{array} \right\}
\]

has objective value \(-1\) or 0.

Thus, the feasibility problem studied in [4] reduces to a QCQP of the form we study in this paper. Note that Assumption 1 for a QCQP of this form holds, for example, by taking \(\gamma^* = 2e_1\) so that

\(^2\) Corollary 1 fails to fully recover [24, Theorem 13]. Indeed, [24, Theorem 13] also gives a description of the convex hull of the epigraph of the TRS with an additional conic constraint under some assumptions. We do not consider these additional conic constraints in our setup.
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A(γ*) = −I + 2I > 0 and noting that x = 0 is a feasible solution to this QCQP. Then when Γ is polyhedral (Assumption 2), Corollary 2 implies that the feasibility problem (in even a variable number of quadratic forms) can be decided using a semidefinite programming approach. Nevertheless, Assumption 2 may not necessarily hold, and thus Corollary 2 does not recover the full result of [4]. □

**Corollary 3.** Suppose Assumption 1 holds and for every \( i \in [0, m] \), there exists \( \alpha_i \) such that \( A_i = \alpha_i I_N \). If \( m \leq N \), then

\[
\text{conv}(D) = \mathcal{D}_{\text{SDP}} \quad \text{and} \quad \text{Opt} = \text{Opt}_{\text{SDP}}.
\]

**Proof.** Assumption 2 holds in this case as

\[
\Gamma := \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l}
A(\gamma) \succeq 0 \\
\gamma_i \geq 0, \ \forall i \in [m]
\end{array} \right\}
\]

\[
= \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l}
\alpha_0 + \sum_{i=1}^m \gamma_i \alpha_i \geq 0 \\
\gamma_i \geq 0, \ \forall i \in [m_I]
\end{array} \right\}
\]

is defined by \( m_I + 1 \) linear inequalities.

As each \( A_i = \alpha_i I_N \), we have that the quadratic eigenvalue multiplicity satisfies \( k = N \). By Observation 2, any semidefinite face of \( \Gamma \) must have affine dimension at most \( m - 1 \). In particular \( \text{aff dim} (\{ b(\gamma) : \gamma \in \mathcal{F} \}) + 1 \leq m \) and the assumption on the quadratic eigenvalue multiplicity in Theorem 2 holds as \( k = N \geq m \). The final inequality \( N \geq m \) holds by the assumptions of the corollary. \[\square\]

**Remark 6.** Consider the problem of finding the distance between the origin \( 0 \in \mathbb{R}^N \) and a piece of Swiss cheese \( C \subseteq \mathbb{R}^N \). We will assume that \( C \) is nonempty and defined as

\[
C = \left\{ x \in \mathbb{R}^N : \begin{array}{l}
\|x - y_i\| \leq s_i, \ \forall i \in [m_1] \\
\|x - z_i\| \geq t_i, \ \forall i \in [m_2] \\
\langle x, b_i \rangle \geq c_i, \ \forall i \in [m_3]
\end{array} \right\},
\]

where \( y_i, z_i, b_i \in \mathbb{R}^N \) and \( s_i, t_i, c_i \in \mathbb{R} \) are arbitrary. In other words, \( C \) is defined by \( m_1 \)-many “inside-ball” constraints, \( m_2 \)-many “outside-ball” constraints, and \( m_3 \)-many linear inequalities. Note
that each of these constraints may be written as a quadratic inequality with a quadratic form $I, -I$, or 0. In particular, Corollary 3 implies that if $m_1 + m_2 + m_3 \leq N$, then the value

$$\inf_{x \in \mathbb{R}^N} \left\{ \|x\|^2 : x \in C \right\}$$

may be computed using the standard SDP relaxation of the problem.

Bienstock and Michalka [12] give sufficient conditions under which a related problem

$$\inf_{x \in \mathbb{R}^N} \left\{ q_0(x) : x \in C \right\},$$

is polynomial-time solvable. Here, $q_0 : \mathbb{R}^N \to \mathbb{R}$ is an arbitrary quadratic function but $m_1$ and $m_2$ are constant. Specifically, they devise an enumerative algorithm for problems of this form and prove its correctness under different assumptions. In contrast, our work deals only with the standard SDP relaxation and does not assume that the number of quadratic forms is constant. □

5.1 On the polyhedrality assumption

**Lemma 7.** If the matrices $\{A_i\}_{i \in [0,m]}$ are simultaneously diagonalizable (see Section 3) then $\Gamma$ is polyhedral.

*Proof.* Let $U \in \mathbb{R}^{N \times N}$ be the invertible matrix furnished by simultaneous diagonalizability and let $W$ be its inverse. Then each $A_i$ can be written as $A_i = W^T \Lambda_i W$ for some diagonal $\Lambda_i$. We compute

$$\Gamma := \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} A(\gamma) \succeq 0 \\ \gamma_i \geq 0, \forall i \in [m_I] \end{array} \right\} = \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} \Lambda_0 + \sum_{i=1}^m \gamma_i A_i \succeq 0 \\ \gamma_i \geq 0, \forall i \in [m_I] \end{array} \right\} = \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} \Lambda_0 + \sum_{i=1}^m \gamma_i \Lambda_i \succeq 0 \\ \gamma_i \geq 0, \forall i \in [m_I] \end{array} \right\} = \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} (\Lambda_0)_{j,j} + \sum_{i=1}^m \gamma_i (\Lambda_i)_{j,j} \geq 0, \forall j \in [N] \\ \gamma_i \geq 0, \forall i \in [m_I] \end{array} \right\}.$$

It is clear that $\Gamma$ is polyhedral. □

Next, we show by example that changing a given constraint in a QCQP from an inequality into an equality constraint can alter whether $\Gamma$ is polyhedral or not. As a consequence, we will deduce by Lemma 7 that Assumption 2 is strictly weaker than the simultaneous diagonalizability assumption.

**Example 2.** Consider the matrices

$$A_0 = \begin{pmatrix} 1 & \sqrt{2} \\ \sqrt{2} & 0 \end{pmatrix}, \quad A_1 = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}.$$

Note that $A(\gamma) \succeq 0$ if and only if each of its two blocks are positive semidefinite. Recall that a $2 \times 2$ matrix is positive semidefinite if and only if both its trace and determinant are nonnegative.
Figure 2: The set $\Gamma$ with equality (orange) and inequality (yellow) constraints from Example 2

Suppose first that $A_1$ and $A_2$ correspond to equality constraints. Then

$$\Gamma = \left\{ \gamma \in \mathbb{R}^2 : \begin{array}{l}
1 - \gamma_1 - \gamma_2 \geq 0 \\
(\sqrt{2} + (\gamma_1 + \gamma_2))(\sqrt{2} - (\gamma_1 + \gamma_2)) - (\gamma_1 - \gamma_2)^2 \geq 0
\end{array} \right\}$$

$\Gamma = \left\{ \gamma \in \mathbb{R}^2 : \begin{array}{l}
\gamma_1 + \gamma_2 \leq 1 \\
2 - (\gamma_1 + \gamma_2)^2 - (\gamma_1 - \gamma_2)^2 \geq 0
\end{array} \right\}$

$\Gamma = \left\{ \gamma \in \mathbb{R}^2 : \begin{array}{l}
\gamma_1 + \gamma_2 \leq 1 \\
\gamma_1^2 + \gamma_2^2 \leq 1
\end{array} \right\}$.

is not polyhedral (see Figure 2 left). In particular by Lemma 7, we deduce that the set $\{A_0, A_1, A_2\}$ is not simultaneously diagonalizable.

Now suppose that $A_1$ and $A_2$ correspond to inequality constraints. Then

$$\Gamma = \begin{cases}
\gamma \in \mathbb{R}^2 : & \gamma_1 + \gamma_2 \leq 1 \\
\gamma^2 + \gamma_2^2 \leq 1 \\
\gamma \geq 0
\end{cases}$$

$\Gamma = \begin{cases}
\gamma \in \mathbb{R}^2 : & \gamma_1 + \gamma_2 \leq 1 \\
\gamma \geq 0
\end{cases}$

is polyhedral (see Figure 2 right). Thus, we have constructed an example where the set $\{A_0, A_1, A_2\}$ is not simultaneously diagonalizable but $\Gamma$ is polyhedral. We deduce that Assumption 2 is strictly weaker than the simultaneous diagonalizability assumption. □

Remark 7. Ramana [37] showed that deciding whether a given spectrahedron is polyhedral is CoNP-hard. In particular, it is CoNP-hard to decide whether Assumption 2 holds in general. Nevertheless, it is possible to prove that this assumption holds for specific classes of interesting QCQPs (for example see Corollaries 1 and 3). □

5.2 On the sharpness of Theorems 1 and 2

In this section we construct QCQPs that show that the assumptions made in Theorem 2 (and hence in Theorem 1) cannot be weakened individually.

We first examine the quadratic eigenvalue multiplicity assumption in Theorems 1 and 2, and show that both of these theorems break when the assumption on the lower bound on the value of the quadratic eigenvalue multiplicity $k$,

$$k \geq \text{aff dim}\left(\{b(\gamma) : \gamma \in F\}\right) + 1$$

is replaced by $k \geq \text{aff dim}\left(\{b(\gamma) : \gamma \in F\}\right)$. 
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Proposition 2. For any positive integers \( n \) and \( k \), there exists a QCQP in \( N := nk \) variables with \( m := k + 1 \) constraints such that

- Assumptions 1 and 2 are satisfied,
- the quadratic eigenvalue multiplicity of the QCQP is \( k \), and
- \( k \) satisfies
  \[
  k \geq \text{aff dim} \left( \{ b(\gamma) : \gamma \in \mathcal{F} \} \right)
  \]
  for all semidefinite faces \( \mathcal{F} \) of \( \Gamma \), but
- \( \text{Opt} \neq \text{Opt}_{\text{SDP}} \) (and hence \( \text{conv}(D) \neq D_{\text{SDP}} \)).

Proof. Consider the following QCQP

\[
\min_{x \in \mathbb{R}^N} \left\{ -x_1^2 - x_{n+1}^2 - \cdots - x_{(k-1)n+1}^2 : \|x\|^2 - 1 \leq 0, x_{(j-1)n+1} = 0, \forall j \in [1,k] \right\}.
\]  

(11)

Here, \( A_0 = I_k \otimes \left( -e_1e_1^\top \right) \), \( A_1 = I \), and \( A_i = 0 \) for all \( i \in [2,m] \).

Assumption 1 holds because \( A_1 = I \succ 0 \) and \( x = 0 \) is feasible in (11). Moreover, Assumption 2 holds because

\[
\Gamma := \{ \gamma \in \mathbb{R}^m : \gamma_1 \geq 0, A(\gamma) \succeq 0 \} = \{ \gamma \in \mathbb{R}^m : \gamma_1 \geq 1 \}.
\]

We compute

\[
\text{aff dim} \left( \{ b(\gamma) : \gamma_1 = 1 \} \right) = k.
\]

By Lemma 1,

\[
\text{Opt}_{\text{SDP}} = \min_{x \in \mathbb{R}^N} \sup_{\gamma \in \Gamma} q(\gamma, x) \leq \sup_{\gamma \in \Gamma} q(\gamma, 0) = -1.
\]

On the other hand, it is clear from (11) that \( \text{Opt} = 0 \).

We next provide a construction that illustrates that Theorems 1 and 2 both break when Assumption 2 is dropped.

Proposition 3. There exists a QCQP in \( n = 2 \) variables with \( m = 2 \) constraints such that

- Assumption 1 is satisfied,
- the quadratic eigenvalue multiplicity of the QCQP is \( k = 1 \), and
- \( k \) satisfies
  \[
  k \geq \text{aff dim} \left( \{ b(\gamma) : \gamma \in \mathcal{F} \} \right) + 1
  \]
  for all semidefinite faces \( \mathcal{F} \) of \( \Gamma \), but
- \( \text{Opt} \neq \text{Opt}_{\text{SDP}} \) (and hence \( \text{conv}(D) \neq D_{\text{SDP}} \)).
Proof. Consider the following QCQP

$$\min_{x \in \mathbb{R}^2} \left\{ \|x - e_1\|^2 : \begin{aligned} &x_1^2 - x_2^2 + 2x_1x_2 = 0 \\ &x_1^2 - x_2^2 - 2x_1x_2 = 0 \end{aligned} \right\}. \tag{12}$$

Here

$$A_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_1 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & -1 \\ -1 & -1 \end{pmatrix}.$$  

Assumption 1 holds since \(A(0) = I \succ 0\) and \(x = 0\) is feasible in (12).

It is clear that \(k \geq 1\). To see that \(k = 1\), note that \(A_1\) has eigenvalues 1 and \(-1\). Furthermore, as \(b_1 = b_2 = 0\), we have that \(\text{aff dim} (\{b(\gamma) : \gamma \in \mathbb{R}^2\}) + 1 = 1\). In particular, the same is true for any semidefinite face \(F\) of \(\Gamma\).

Next we compute \(\text{Opt}_{\text{SDP}}\). We first describe \(\Gamma\) explicitly. For a \(2 \times 2\) matrix \(A(\gamma)\), we have that \(A(\gamma) \succeq 0\) if and only if \(\text{tr}(A(\gamma)) \geq 0\) and \(\det(A(\gamma)) \geq 0\). Note that \(\text{tr}(A(\gamma)) = \text{tr}(A_0) \geq 0\) for all \(\gamma\), thus

$$\Gamma = \left\{ \gamma \in \mathbb{R}^2 : (1 + \gamma_1 + \gamma_2)(1 - \gamma_1 - \gamma_2) - (\gamma_1 - \gamma_2)^2 \geq 0 \right\}$$

$$= \left\{ \gamma \in \mathbb{R}^2 : 1 - 2\|\gamma\|^2 \geq 0 \right\}$$

$$= B(0, 2^{-1/2}).$$

In particular for any fixed \(\hat{x}\) we have

$$\sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) = q_0(x) + \max_{\gamma \in B(0, \sqrt{2})} \left\langle \gamma, \begin{pmatrix} q_1(x) \\ q_2(x) \end{pmatrix} \right\rangle$$

$$= q_0(x) + \sqrt{(q_1(x)^2 + q_2(x)^2)/2}$$

$$= q_0(x) + \|x\|^2.$$

Then, by Lemma 1

$$\text{Opt}_{\text{SDP}} = \min_x \sup_{\gamma \in \Gamma} q(\gamma, x)$$

$$= \min_x \left( \|x - e_1\|^2 + \|x\|^2 \right)$$

$$= 1/2.$$  

On the other hand, it is clear from (12) that \(\text{Opt} = 1\). \qed

6 Exactness of the SDP relaxation

In this section, we use our framework to give new conditions under which \(\text{Opt}_{\text{SDP}} = \text{Opt}\).

Theorem 3. Suppose Assumptions 1 and 2 hold. If for every semidefinite face \(F\) of \(\Gamma\) we have

$$0 \notin \left\{ \text{Proj}_V(F) : \gamma \in F \right\},$$

then \((x^*, t^*) \in D\) for any optimizer \((x^*, t^*) \in \arg \min_{(x, t) \in D_{\text{SDP}}} 2t\). In particular, \(\text{Opt} = \text{Opt}_{\text{SDP}}\).
In other words, under the assumptions of Theorem 3, given any optimizer
\[
\begin{pmatrix} 1 & x^\top \\ x & X \end{pmatrix}
\]
of (3), we can simply return \( x \) as an optimizer for (1).

**Proof.** Let
\[(x^*, t^*) \in \arg\min_{(x, t) \in D_{\text{SDP}}} 2t.
\]

Let \( \mathcal{F} = \mathcal{F}(x^*) \). We claim that \( \mathcal{F} \) will always be definite under the assumptions of this theorem. In particular, we will be able to apply Lemma 3 to conclude that \((x^*, t^*) \in \mathcal{D}\). To this end, we will show that \( \mathcal{F} \) is definite by first assuming that \( \mathcal{F} \) is semidefinite and then deriving a contradiction to the assumption that \((x^*, t^*) \in \arg\min_{(x, t) \in D_{\text{SDP}}} 2t\).

Assume for contradiction that \( \mathcal{F} \) is a semidefinite face of \( \Gamma \). By Lemma 2, \( \mathcal{V}(\mathcal{F}) \) has a nonzero element. For the sake of convenience, let \( \mathcal{P} := \{ \text{Proj}_{\mathcal{V}(\mathcal{F})} b(\gamma) : \gamma \in \mathcal{F} \} \). Assumption 2 implies that \( \mathcal{P} \) is a nonempty closed convex set. Indeed, \( \mathcal{P} \) is an affine transformation of \( \mathcal{F} \), which is a face of the polyhedral set \( \Gamma \), and is thus itself polyhedral.

Under our assumption, the compact set \( \{0\} \) and the nonempty closed convex set \( \mathcal{P} \) are disjoint. Thus, by the hyperplane separation theorem, there exists a nonzero vector \( v \in \mathcal{V}(\mathcal{F}) \) and \( \epsilon > 0 \) such that \( v^\top b(\gamma) \leq -\epsilon \) for all \( \gamma \in \mathcal{F} \).

Apply Lemma 6 to decompose \( \Gamma = \Gamma_e + \text{cone}(\Gamma_r) \) and \( \mathcal{F} = \mathcal{F}_e + \mathcal{F}_r \).

We will modify \((x^*, t^*)\) in the \((v, -\epsilon)\) direction. Define
\[(x_\alpha, t_\alpha) := (x^* + \alpha v, t^* - \alpha \epsilon),
\]
where \( \alpha > 0 \) will be chosen later.

First, consider how \( q(\gamma, x_\alpha) - 2t_\alpha \) changes with \( \alpha \) for fixed \( \gamma_f \in \mathcal{F} \). We can expand
\[
q(\gamma_f, x_\alpha) - 2t_\alpha = (q(\gamma_f, x^*) - 2t^*) + 2\alpha \left( x^* A(\gamma_f) v + b(\gamma_f) v + \epsilon \right) + \alpha^2 v^\top A(\gamma_f) v \\
\leq (q(\gamma_f, x^*) - 2t^*) \\
= 0.
\]

The second line follows as \( A(\gamma_f) v = 0 \) and \( b(\gamma_f) v \leq -\epsilon \) for all \( \gamma_f \in \mathcal{F} \). The third line follows as \( q(\gamma_f, x^*) = 2t^* \) for all \( \gamma_f \in \mathcal{F} \).

On the other hand, for \( \gamma_e \in \Gamma_e \setminus \mathcal{F}_e \), the function \( \alpha \mapsto q(\gamma_e, x_\alpha) - 2t_\alpha \) is a continuous function taking the value \( q(\gamma_e, x^*) - 2t^* < 0 \) at \( \alpha = 0 \) (the strict inequality follows from the fact that \( \gamma_e \in \Gamma_e \setminus \mathcal{F}_e \)).

Similarly, for \( \gamma_r \in \Gamma_r \setminus \mathcal{F}_r \), the function \( \alpha \mapsto \hat{q}(\gamma_r, x_\alpha) \) is a continuous function taking the value \( \hat{q}(\gamma_r, x^*) < 0 \) at \( \alpha = 0 \) (the strict inequality follows from the fact that \( \gamma_r \in \Gamma_r \setminus \mathcal{F}_r \)).

We have shown that the following finite set of continuous functions in \( \alpha \),
\[
Q := \{ q(\gamma_e, x_\alpha) - 2t_\alpha : \gamma_e \in \text{extr}(\Gamma_e) \setminus \mathcal{F}_e \} \cup \{ \hat{q}(\gamma_r, x_\alpha) : \gamma_r \in \text{extr}(\Gamma_r) \setminus \mathcal{F}_r \},
\]

where
consists of continuous functions which are negative at $\alpha = 0$. The finiteness of this set follows from the assumption that $\Gamma$ is polyhedral.

Fix an $\alpha > 0$ such that $q(\alpha) \leq 0$ for every $q \in Q$ — this is possible by the finiteness of $Q$ and the continuity of each $q \in Q$. Then because $\Gamma_e = \text{conv}(\text{extr}(\Gamma_e))$ and $\Gamma_r = \text{conv}(\text{extr}(\Gamma_r))$, we have $q(\gamma_e, x_\alpha) \leq 2t_\alpha$ for all $\gamma_e \in \Gamma_e$ and $q(\gamma_r, x_\alpha) \leq 0$ for all $\gamma_r \in \Gamma_r$. Thus, $(x_\alpha, t_\alpha) \in D_{SDP}$. In particular, $\min_{(x,t) \in D_{SDP}} 2t \leq 2t_\alpha < 2t^*$, a contradiction. □

The following theorem will follow from Theorem 3 by a perturbation argument. However, these two theorems are incomparable.

**Theorem 4.** Suppose Assumptions 1 and 2 hold. If there exists a sequence $(h_j)_{j \in \mathbb{N}}$ in $\mathbb{R}^N$ such that $\lim_{j \to \infty} h_j = 0$ and for every semidefinite face $F$ of $\Gamma$ and $j \in \mathbb{N}$ we have

$$0 \notin \{\text{Proj}_F(b(\gamma) + h_j) : \gamma \in F\},$$

then $\text{Opt} = \text{Opt}_{SDP}$.

**Proof.** Consider the following sequence of QCQPs indexed by $j \in \mathbb{N}$:

$$\text{Opt}_j := \min_{x \in \mathbb{R}^N} \left\{ q_0(x) + 2h_j^T x : q_i(x) \leq 0, \forall i \in \{m_I\}, q_i(x) = 0, \forall i \in \{m_I + 1, m\} \right\}.$$

We will use the subscript $j$ to denote all quantities corresponding to the perturbed QCQP. By construction, each of the QCQPs in this sequence satisfies the assumptions of Theorem 3 and thus $\text{Opt}_{SDP,j} = \text{Opt}_j$. For $j \in \mathbb{N}$, let

$$(x_j, t_j) \in \arg \min_{(x,t) \in D_j} 2t.$$

Let $x^*$ be a subsequential limit of $\{x_j\}_{j \in \mathbb{N}}$ (this exists as we can bound the sequence $\{x_j\}_{j \in \mathbb{N}}$ using Assumption 1). Noting that the feasible domain of the original QCQP is closed, we have that $x^*$, a subsequential limit of feasible points, is also feasible. Finally, by continuity of $q_0$ and the optimality of $(x_j, t_j) \in D_j$, we have that

$$q_0(x^*) = \lim_{j \to \infty} q_0(x_j) = \lim_{j \to \infty} \text{Opt}_j = \lim_{j \to \infty} \text{Opt}_{SDP,j} = \text{Opt}_{SDP}.$$  

Here, the final equality holds by a simple boundedness argument and Assumption 1. □

The following example shows that SDP tightness (for example via Theorem 4) may hold even when the convex hull result does not.

**Example 3.** Consider the following QCQP

$$\inf_{x \in \mathbb{R}^2} \left\{ x_1^2 + x_2^2 : x_1^2 - x_2^2 \leq 0, 2x_2 \leq 0 \right\}.$$

We verify that the conditions of Theorem 4 hold. It is clear that Assumption 1 holds: $A(0) = I > 0$ and $x = 0$ is feasible. It is easy to verify that $\Gamma = [0, 1] \times \mathbb{R}_+$, thus Assumption 2 also holds. Finally, pick $h_j = e_2/j$ for $j \in \mathbb{N}$. Note that the only semidefinite face of $\Gamma$ is $F = \{1\} \times \mathbb{R}_+$ and that $\mathcal{V}(F) = \text{span} \{e_2\}$. In particular,

$$\{\text{Proj}_F(b(\gamma) + h_j) : \gamma \in F\} = \{0\} \times [1/j, \infty).$$
which does not contain 0. We deduce that $\text{Opt} = \text{Opt}_{\text{SDP}}$.

Next, we claim that $\text{conv}(\mathcal{D}) \neq \mathcal{D}_{\text{SDP}}$. First note that $\mathcal{D}$ is actually convex in this example.

$$\mathcal{D} = \left\{ (x, t) : \begin{array}{l} x_1^2 + x_2^2 \leq 2t \\ x_1^2 - x_2^2 \leq 0 \\ 2x_2 \leq 0 \end{array} \right\} = \left\{ (x, t) : \begin{array}{l} x_1^2 + x_2^2 \leq 2t \\ |x_1| \leq -x_2 \\ 2x_2 \leq 0 \end{array} \right\}$$

Next by Lemma 1 and the description of $\Gamma$ above, we have that

$$\mathcal{D}_{\text{SDP}} = \left\{ (x, t) : \begin{array}{l} x_1^2 + x_2^2 \leq 2t \\ 2x_1^2 \leq 2t \\ 2x_2 \leq 0 \end{array} \right\}.$$

Then we may check, for example, that $((1, 0), 1) \in \mathcal{D}_{\text{SDP}}$ but $((1, 0), 1) \notin \mathcal{D} = \text{conv}(\mathcal{D})$.

We conclude that $\text{Opt} = \text{Opt}_{\text{SDP}}$ but $\text{conv}(\mathcal{D}) \neq \mathcal{D}_{\text{SDP}}$. We plot $\mathcal{D}$ and $\mathcal{D}_{\text{SDP}}$ in Figure 3. \(\square\)

6.1 Comparison with related conditions in the literature

Several sufficient conditions for SDP tightness results have been examined in the literature. In this section, we compare these conditions with our Theorems 3 and 4.

Locatelli [30] considers the SDP relaxation of a variant of the TRS,

$$\inf_{x \in \mathbb{R}^N} \left\{ q_0(x) : \begin{array}{l} b_i^T x + c_i \leq 0, \forall i \in [m - 1] \\ x^T x - 1 \leq 0 \end{array} \right\}. \quad (13)$$

We assume that $A_0 = \text{Diag}(a_0)$ without loss of generality. Indeed, if $A_0$ is not diagonal, we can reformulate the problem in the eigenbasis of $A_0$. Furthermore, we will assume that $A_0$ has at least one negative eigenvalue as otherwise (13) is already convex.

Let $J \subseteq [N]$ be the set of coordinates corresponding to $\lambda_{\min}(A_0)$, i.e., define

$$J := \left\{ j \in [N] : (a_0)_j = \min_{i \in [N]} (a_0)_i \right\},$$
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and let $V_J := \text{span}(\{e_j : j \in J\})$.

Locatelli \cite{locatelli2006zero} derives a sufficient condition for SDP tightness by reasoning about the nonexistence of certain KKT multipliers in the SOCP relaxation of (13). For the sake of completeness, we restate this result in our language.

**Theorem 5** (\cite[Theorem 3.1]{locatelli2006zero}). Consider the problem (13) and assume that $A_0$ has at least one negative eigenvalue. Suppose the feasible region of (13) is strictly feasible. If there exists a sequence $(h_j)_{j \in \mathbb{N}}$ in $\mathbb{R}^N$ such that $\lim_{j \to \infty} h_j = 0$ and for every $j \in \mathbb{N}$ we have

$$0 \notin \left\{ \text{Proj}_{V_J}(b(\gamma) + h_j) : \gamma \in \mathbb{R}_+^m \right\},$$

then $\text{Opt} = \text{Opt}_{\text{SDP}}$.

**Proposition 4.** Suppose the assumptions of Theorem 5 hold, then the assumptions of Theorem 4 also hold.

**Proof.** Consider a QCQP of the form (13) satisfying the assumptions of Theorem 5. We will verify that the assumptions of Theorem 4 are also satisfied. Note the feasible region of (1) is nonempty. Furthermore, by taking $\eta \in \mathbb{R}$ large enough, we can ensure that $A(\eta e_m) = A_0 + \eta I \succ 0$. Thus, Assumption 1 is satisfied. Assumption 2 is satisfied as well because

$$\Gamma = \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} A(\gamma) \succeq 0 \\ \gamma \geq 0 \end{array} \right\} = \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} \gamma_m \geq -\lambda_{\text{min}}(A_0) \\ \gamma \geq 0 \end{array} \right\}$$

is polyhedral.

Let $\mathcal{F}$ be a semidefinite face of $\Gamma$. By Lemma 2, $A(\gamma)$ must have a zero eigenvalue for every $\gamma \in \mathcal{F}$. In particular, we can deduce from the description of $\Gamma$ in (14) that

$$\mathcal{F} = \left\{ \gamma \in \mathbb{R}^m : \begin{array}{l} \gamma_m = -\lambda_{\text{min}}(A_0) \\ \gamma \geq 0 \end{array} \right\}.$$

Therefore, $V(\mathcal{F}) = V_J$. Then the assumption $0 \notin \left\{ \text{Proj}_{V_J}(b(\gamma) + h_j) : \gamma \in \mathbb{R}_+^m \right\}$ for every $j \in \mathbb{N}$ immediately implies that

$$0 \notin \left\{ \text{Proj}_{V(\mathcal{F})}(b(\gamma) + h_j) : \gamma \in \mathcal{F} \right\}$$

for every $j \in \mathbb{N}$ because $\mathbb{R}_+^m \supseteq \mathcal{F}$. Hence, we conclude that the third condition in Theorem 4 also holds.

**Remark 8.** Ho-Nguyen and Kılınç-Karzan \cite{ho2019convex} studies a particular convex relaxation of the TRS with additional conic constraints. For such problems, they suggest a particular assumption under which their relaxation is tight; see \cite[Theorem 2.4]{ho2019convex}. It was also shown in \cite[Lemma 2.10]{ho2019convex} that when the conic constraints are in particular linear form, then their assumption is indeed an equivalent form of Locatelli \cite{locatelli2006zero}'s assumption from Theorem 5. It is of interest to compare our assumptions with the one from \cite{ho2019convex}. We note however that our Theorem 4 and the result due to \cite[Theorem 2.4]{ho2019convex} are incomparable. To see this, note that the former covers some optimization problems with nonconvex constraints while the latter covers some optimization problems with non-quadratic conic constraints. In addition, we highlight that due to its origin, the relaxation studied in Ho-Nguyen and Kılınç-Karzan \cite{ho2019convex} is weaker than the SDP relaxation that we study here.
Burer and Ye [18] consider the standard SDP relaxation of diagonal QCQPs and show that under an assumption on the input data \( \{ A_i \}_{i \in [0, m]} \) and \( \{ b_i \}_{i \in [0, m]} \) that the SDP relaxation is tight. For the sake of completeness, we first restate [18, Theorem 1] as it relates to SDP tightness in our language.

**Theorem 6 ([18, Theorem 1]).** Consider a diagonal QCQP with no equality constraints. Suppose the feasible region of (1) is nonempty and there exists \( \gamma^* \geq 0 \) such that \( \bar{A}(\gamma^*) \succ 0 \). Suppose the SDP relaxation (3) is strictly feasible. If for every \( j \in \mathbb{N} \) the set

\[
\{ \gamma \in \mathbb{R}^m : \gamma \geq 0, A(\gamma) \succeq 0, A(\gamma)_{j,j} = 0, b(\gamma)_j = 0 \}
\]

is empty, then \((x^*, t^*) \in \mathcal{D}\) for any optimizer \((x^*, t^*) \in \text{arg min}_{(x, t) \in \mathcal{D}_{\text{SDP}}} 2t\).

**Proposition 5.** Suppose the assumptions of Theorem 6 hold, then the assumptions of Theorem 3 also hold.

**Proof.** Consider a QCQP satisfying the assumptions of Theorem 6. We will verify that the assumptions of Theorem 3 are also satisfied. Note the feasible region of (1) is nonempty. Furthermore, by taking \( \eta \in \mathbb{R} \) large enough, we can ensure \( A(\eta \gamma^*) = A_0 + \eta \bar{A}(\gamma^*) \succ 0 \). Thus, Assumption 1 is satisfied. Assumption 2 holds as each of the quadratic forms \( A_0, \ldots, A_m \) are diagonal. The condition on the input data in Theorem 6 is equivalent to requiring that

\[
A(\gamma)_{j,j} = 0 \implies b(\gamma)_j \neq 0
\]

for all \( \gamma \in \Gamma \) and \( j \in \mathbb{N} \). Consider a semidefinite face \( \mathcal{F} \) of \( \Gamma \), and any \( \gamma \in \mathcal{F} \). As \( A(\gamma) \) is diagonal, we deduce that

\[
\mathcal{V}(\mathcal{F}) = \text{span}(\{ e_j : A(\gamma)_{j,j} = 0 \}).
\]

Then, the final assumption in Theorem 3, namely

\[
0 \notin \{ \text{Proj}_{\mathcal{V}(\mathcal{F})} b(\gamma) : \gamma \in \mathcal{F} \},
\]

holds immediately.

\[\blacksquare\]

### 7 Removing the polyhedrality assumption

One of the main assumptions we use in our proof of the convex hull results (Theorems 1 and 2) and the SDP tightness results (Theorems 3 and 4) is that the set \( \Gamma \) is polyhedral (Assumption 2). In this section we show that one can remove Assumption 2 in Theorem 2 when \( k \) is sufficiently large\(^5\).

**Theorem 7.** Suppose Assumption 1 holds. If the quadratic eigenvalue multiplicity \( k \) satisfies \( k \geq m + 2 \), then \( \text{conv}(\mathcal{D}) = \mathcal{D}_{\text{SDP}} \).

\(^3\)Burer and Ye [18] address general QCQPs in their paper by first transforming them into diagonal QCQPs and then applying the standard SDP relaxation. In particular, the standard Shor SDP relaxation is only analyzed in the context of diagonal QCQPs.

\(^4\)The original statement of this theorem gives additional guarantees, which are weaker than SDP tightness, when the conditions of Theorem 6 fail.

\(^5\) Recall the example constructed in Proposition 3. This example shows that both the convex hull result and SDP tightness result fail when Assumption 2 is dropped from Theorem 2. In particular, the SDP tightness and convex hull results we recover in this section will require assumptions on \( k \) that are strictly stronger than in the polyhedral case.
Proof. Suppose \((\hat{x}, \hat{t}) \in \mathcal{D}_{\text{SDP}}\). Without loss of generality, we may assume that \(\sup_{\gamma \in \Gamma} q(\gamma, \hat{x}) = 2\hat{t}\). Otherwise, decrease \(\hat{t}\) and note that \(\mathcal{D}\) is closed upwards in the \(t\)-direction. Therefore,

\[
2\hat{t} = q_0(\hat{x}) = \sup_{\gamma \in \mathbb{R}^m} \left\{ q(\gamma, \hat{x}) : A(\gamma) \succeq 0, \gamma_i \geq 0, \forall i \in [m] \right\} = \sup_{\gamma \in \mathbb{R}^m} \left\{ q(\gamma, \hat{x}) : A(\gamma) \succeq 0, \gamma_i \geq 0, \forall i \in [m] \right\}.
\]

The second line follows as \(A(\gamma) \succeq 0\) if and only if \(A(\gamma) \succeq 0\). We will pass to the dual of this SDP. Note that Assumption 1 allows us to apply strong conic duality. Furthermore, the dual SDP achieves its optimal value, i.e.,

\[
2\hat{t} = \min_{Z \in \mathbb{S}^n} \left\{ q_0(\hat{x}) + \langle A_0, Z \rangle : q_i(\hat{x}) + \langle A_i, Z \rangle \leq 0, \forall i \in [m] \right\}
\]

Let \(Z^*\) be an optimizer for this dual SDP and write \(Z^* = \sum_{j=1}^r z_j z_j^\top\) as a sum of rank one matrices. Here, \(r\) is the rank of \(Z^*\) and \(z_j \in \mathbb{R}^n\).

Set \(x_0 = \hat{x}\). We construct \(x_j \in \mathbb{R}^N\) for \(j = 1, \ldots, r\) iteratively as follows. Let

\[
x_j = x_{j-1} + y_j \otimes z_j,
\]

where \(y_j \in \mathbb{R}^k\) is chosen such that

\[
\begin{cases}
\langle A_0 x_{j-1} + b_0, y_j \otimes z_j \rangle = 0 \\
\langle A_i x_{j-1} + b_i, y_j \otimes z_j \rangle = 0, \forall i \in [m] \\
y_j \in \mathbb{S}^{k-1}.
\end{cases}
\]

We claim that such a \(y\) always exists. Indeed, the first two constraints impose \(m + 1\) homogeneous linear equalities in \(k \geq m + 2\) variables. In particular, there exists a nonzero solution \(y_j\) to the first two constraints. This \(y_j\) may then be scaled to satisfy \(y_j \in \mathbb{S}^{k-1}\).

Note then that for all \(i \in [0, m],\)

\[
q_i(x_j) = (x_{j-1} + y_j \otimes z_j)^\top A_i(x_{j-1} + y_j \otimes z_j) + 2b_i^\top (x_{j-1} + y_j \otimes z_j) + c_i
\]

\[
= q_i(x_{j-1}) + 2 \langle A_i x_{j-1} + b_i, y_j \otimes z_j \rangle + \langle A_i, z_j z_j^\top \rangle
\]

\[
= q_i(x_{j-1}) + \langle A_i, z_j z_j^\top \rangle.
\]

In particular \(x' := x_r\) will satisfy

\[
\begin{cases}
q_0(x') = q_0(\hat{x}) + \langle A_0, Z^* \rangle = 2\hat{t} \\
q_i(x') = q_i(\hat{x}) + \langle A_i, Z^* \rangle \leq 0, \forall i \in [m] \\
q_i(x') = q_i(\hat{x}) + \langle A_i, Z^* \rangle = 0, \forall i \in [m] + 1, m].
\end{cases}
\]

Thus, \((x', \hat{t}) \in \mathcal{D}.\)

A similar proof leads to an SDP tightness result without Assumption 2.
Theorem 8. Suppose Assumption 1 holds. If the quadratic eigenvalue multiplicity $k$ satisfies $k \geq m + 1$, then $\text{Opt} = \text{Opt}_{\text{SDP}}$.

The proof of this statement follows the proof of Theorem 7 almost exactly and is omitted. The key difference is that system (15) is replaced by

$$
\begin{aligned}
\langle A_0 x_{j-1} + b_0, y_j \otimes z_j \rangle &\leq 0 \\
\langle A_i x_{j-1} + b_i, y_j \otimes z_j \rangle &\leq 0, \forall i \in [m] \\
y_i &\in S^{k-1}.
\end{aligned}
$$

This system is always feasible as long as $k \geq m + 1$.

Remark 9. Beck [6] shows that a particular SDP relaxation of quadratic matrix programs (QMPs) is tight as long as $k \geq m$. We note, however, that this result is incomparable to Theorem 8. Our result analyzes the standard SDP relaxation while Beck [6] analyzes an SDP that is designed specifically to exploit the known QMP structure. Thus, in view of Remark 2, the standard SDP relaxation is tight even if the QMP structure (with $k \geq m + 1$) is hidden by an affine transformation. On the other hand, it is not clear how to apply the SDP in [6] when this structure is hidden. \qed
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