OPENING NODES AND THE DPW METHOD

MARTIN TRAIZET

Abstract: we combine the DPW method and Opening Nodes to construct embedded surfaces of positive constant mean curvature with Delaunay ends in euclidean space, with no limitation to the genus or number of ends.

1. Introduction

In [3], Dorfmeister, Pedit and Wu have shown that harmonic maps from a Riemann surface to a symmetric space admit a Weierstrass-type representation, which means that they can be represented in terms of holomorphic data. In particular, surfaces with constant mean curvature one (CMC-1 for short) in euclidean space admit such a representation, owing to the fact that the Gauss map of a CMC-1 surface is a harmonic map to the 2-sphere. This representation is now called the DPW method and has been widely used to construct CMC-1 surfaces in \( \mathbb{R}^3 \) and also constant mean curvature surfaces in homogeneous spaces such as the sphere \( S^3 \) or hyperbolic space \( \mathbb{H}^3 \): see for example [2, 4, 11, 12, 14, 16, 17, 23, 24]. Also the DPW method has been implemented by N. Schmitt to make computer images of CMC-1 surfaces.

The main limitation to the construction of examples is the Monodromy Problem, so either the topology of the constructed examples is limited or symmetries are imposed to the construction, in order to reduce the number of equations to be solved. In contrast, Kapouleas [15] has constructed embedded CMC-1 surfaces with no limitation on the genus or number of ends by gluing round spheres and pieces of Delaunay surfaces, using Partial Differential Equations techniques. Our goal in this paper is to carry on the construction of Kapouleas using the DPW method.

The underlying Riemann surface is defined by Opening Nodes, which is a model for Riemann surfaces with ‘small necks’. The theory of Opening Nodes has been used by the author to construct minimal surfaces in euclidean space via the classical Weierstrass Representation (see for example [27] or [28]) or CMC-1 surfaces in hyperbolic space via Bryant Representation [30]. This paper opens up the possibility of opening nodes in the DPW method. Since the DPW method can be used to construct CMC surfaces in all space forms, or more generally harmonic maps from a Riemann surface to a symmetric space, there should be many applications.
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1. \( V = \{v_1, \cdots, v_N\} \) is the set of vertices: each vertex \( v_i \) is a point in euclidean space.

2. \( E = \{e_{ij}\}_{(i,j) \in I} \) is the set of edges: for each \((i, j) \in I, i < j \) and \( e_{ij} \) is the segment from \( v_i \) to \( v_j \). The edge \( e_{ij} \) is assigned a non-zero weight \( \tau_{ij} \). The length of the edge \( e_{ij} \) is denoted \( \ell_{ij} \).

3. \( R = \{r_1, \cdots, r_n\} \) is the set of rays: each ray \( r_k \) is a half-line issued from a vertex and is assigned a non-zero weight \( \tau_k \).

Given a weighted graph \( \Gamma \) all whose edges have even length, we can construct a singular surface \( M_0 \) as follows:

1. For \( i \in [1, N] \), place a radius-1 sphere centered at the vertex \( v_i \).
2. For each \((i, j) \in I \), place \( \frac{1}{2} (\ell_{ij} - 2) \) radius-1 spheres centered at the points on the edge \( e_{ij} \) which are at even distance from \( v_i \) (this connects the spheres centered at \( v_i \) and \( v_j \) by a necklace of spheres).
3. For each ray \( r_k \) issued from the vertex \( v_i \), place an infinite number of radius-1 spheres centered at the points on the half-line \( r_k \) which are at even distance from \( v_i \).

Our goal in this paper is to construct a family of CMC-1 surfaces \( (M_t)_{0 < t < \epsilon} \) by desingularizing \( M_0 \), replacing all tangency points between adjacent spheres by small catenoidal necks (see Figure 1). The neck-sizes should be approximately \( t \tau_{ij} \) in the case of edges and \( t \tau_k \) in the case of rays. (This is only a heuristic way to describe the result, and not the way we will construct \( M_t \).)

2.2. Forces. The weighted graph \( \Gamma \) must satisfy a balancing condition for the construction to succeed. For \( i \in [1, N] \):

- Let \( E_i \) be the set of indices \( j \in [1, N] \) such that the vertices \( v_i \) and \( v_j \) are connected by an edge, that is \((i, j) \in I \) or \((j, i) \in I \). For \( j \in E_i \), let

  \[
  \mathbf{u}_{ij} = \frac{v_j - v_i}{||v_j - v_i||}
  \]

  be the unitary vector in the direction of the edge. Finally, in case \( i > j \), define \( \tau_{ij} = \tau_{ji} \).

- Let \( R_i \) be the set of indices \( k \in [1, n] \) such that \( r_k \) is a half-line issued from \( v_i \). For \( k \in R_i \), let

  \[
  \mathbf{u}_k = \text{the unitary vector spanning the half-line } r_k
  \]

We define the force \( \mathbf{f}_i \) acting on the vertex \( v_i \) by

\[
\mathbf{f}_i = \sum_{j \in E_i} \tau_{ij} \mathbf{u}_{ij} + \sum_{k \in R_i} \tau_k \mathbf{u}_k
\]

**Definition 2.** A weighted graph \( \Gamma \) is balanced if for all \( i \in [1, N] \), \( \mathbf{f}_i = 0 \).
2.3. Non-degeneracy. To apply the Implicit Function Theorem, we need to perturb our graph \( \Gamma \) in order to prescribe small variations of edge-lengths and forces. The parameters available to deform \( \Gamma \) are: the position of the vertices \( v_i \), the direction of the rays \( r_k \) and the weights of the edges and rays. The abstract structure of the graph is fixed under this deformation (so the edges are determined by the positions of the vertices).

**Definition 3.** A weighted graph \( \Gamma \) is non-degenerate if the jacobian of the map

\[
\left( (f_i)_{1 \leq i \leq N}, (\ell_{ij})_{(i,j) \in I} \right) \in \mathbb{R}^{3N} \times \mathbb{R}^I
\]

with respect to the parameters (vertices, rays, weights) is onto.

**Remark 1.** There are plenty of interesting examples of non-degenerate graphs in [15]. Our non-degeneracy condition is slightly different from the flexibility condition of Kapouleas (Definition 1.18 in [15]). It is, however, very natural for our implicit function approach.

**Remark 2.** If a weighted graph has no rays, then \( \sum_{i=1}^{N} f_i = 0 \) so it is always degenerate. We will not construct compact CMC-1 surfaces in this paper.

2.4. Main result.

**Theorem 1.** Assume that \( \Gamma \) has even-length edges, is balanced and non-degenerate. There exists a smooth 1-parameter family of immersed CMC-1 surfaces \( (M_t)_{0 < t < \epsilon} \) with the following properties:

1. \( M_t \) converges as \( t \to 0 \) to \( M_0 \). The convergence is for the Hausdorff distance on compact sets of \( \mathbb{R}^3 \).
2. \( M_t \) is homeomorphic to a tubular neighborhood of \( \Gamma \).
3. For each \( k \in [1,n] \), \( M_t \) has a Delaunay end with weight \( \approx 8\pi t \tau_k \) and whose axis converges as \( t \to 0 \) to the ray \( r_k \).
4. If \( \Gamma \) is pre-embedded, then \( M_t \) is embedded.

**Definition 4.** Following Kapouleas (Definition 2.2 in [15]), we say that \( \Gamma \) is pre-embedded if:

1. All weights are positive.
2. The distance between any two edges or rays which have no common endpoint is greater than 2.
3. The angle between any two edges or rays with a common endpoint is greater than 60°.

As already said, Theorem 1 was proved using a completely different method in [15]. In the simplest case \( N = 1 \), there is no need for Opening Nodes and Theorem 1 is proved using the DPW method in [31]. We follow the same strategy to define the DPW potential and we will use some of the results in [31].

2.5. Reduction to length-2 edges. Let \( \Gamma \) be a graph with \( N \) vertices and even-length edges. Assume that \( \Gamma \) has an edge \( e_{ij} \) of length \( \ell_{ij} \geq 4 \). We can define a new graph \( \widetilde{\Gamma} \) as follows: insert a new vertex \( v_{N+1} \) on the edge \( e_{ij} \) at distance 2 from \( v_i \). Replace the edge \( e_{ij} \) by the edges \( [v_i,v_{N+1}] \) and \( [v_{N+1},v_j] \), with respective lengths 2 and \( \ell_{ij} - 2 \). Assign to each new edge the weight \( \tau_{ij} \). The new graph \( \widetilde{\Gamma} \) is clearly balanced.

**Proposition 1.** If \( \Gamma \) is non-degenerate then \( \widetilde{\Gamma} \) is non-degenerate. If \( \Gamma \) is pre-embedded then \( \widetilde{\Gamma} \) is pre-embedded.

The proof of Proposition 1 is elementary and is omitted. Thanks to Proposition 1, we can transform by induction the graph \( \Gamma \) into a balanced, non-degenerate graph with length-2 edges. Therefore, it suffices to prove Theorem 1 in the case where all edges have length 2.
3. Background

3.1. Opening nodes. In this section, we recall the standard construction of opening nodes. Consider $n$ copies of the Riemann sphere $\mathbb{C} \cup \{\infty\}$, labelled $\mathbb{C}_1, \ldots, \mathbb{C}_n$. Consider $2m$ distinct points $p_1, \ldots, p_m, q_1, \ldots, q_m$ in the disjoint union $\mathbb{C}_1 \cup \cdots \cup \mathbb{C}_n$. Identify $p_i$ with $q_i$ for all $i \in [1, m]$. This defines a Riemann surface with nodes which we denote $\Sigma_0$. (The nodes refer to the double points $p_i \sim q_i$.

To open nodes, consider local complex coordinates $v_i : V_i \rightarrow D(0, \varepsilon)$ in a neighborhood of $p_i$ and $w_i : W_i \rightarrow D(0, \varepsilon)$ in a neighborhood of $q_i$, with $v_i(p_i) = 0$ and $w_i(q_i) = 0$. We assume that the neighborhoods $V_1, \ldots, V_m, W_1, \ldots, W_m$ are disjoint in $\mathbb{C}_1 \cup \cdots \cup \mathbb{C}_n$. Consider, for each $i \in [1, m]$, a complex parameter $t_i$ with $|t_i| < \varepsilon^2$. If $t_i = 0$, identify $p_i$ with $q_i$ as above. If $t_i \neq 0$, remove the disks $|v_i| \leq \frac{|t_i|}{\varepsilon}$ and $|w_i| \leq \frac{|t_i|}{\varepsilon}$. Identify each point $z$ in the annulus $\frac{|t_i|}{\varepsilon} < |v_i| < \varepsilon$ with the point $z'$ in the annulus $\frac{|t_i|}{\varepsilon} < |w_i| < \varepsilon$ such that

$$v_i(z)w_i(z') = t_i.$$ (In particular, the circle $|v_i| = |t_i|^{1/2}$ is identified with the circle $|w_i| = |t_i|^{1/2}$, with the reverse orientation.) This creates a Riemann surface (possibly with nodes) which we denote $\Sigma_t$, where $t = (t_1, \ldots, t_m)$. If $t_i \neq 0$, we can use $v_i$ and $w_i$ as local coordinates in $\Sigma_t$, and the change of coordinate $\psi_i = w_i \circ v_i^{-1}$ is given by $\psi_i(z) = \frac{z}{t_i}$. When all $t_i$ are non-zero, $\Sigma_t$ is a genuine compact Riemann surface. If $\Sigma_0$ is connected, its genus is $m - n + 1$.

One can define meromorphic 1-forms on a compact Riemann surface by prescribing principal parts and periods. In the case of opening nodes, this can be formulated as follows.

Definition 5. Let $r_1, \ldots, r_k$ be points in $\Sigma_0$, distinct from the nodes. A meromorphic regular differential $\omega_0$ on $\Sigma_0$ with poles at $r_1, \ldots, r_k$ is a meromorphic 1-form on the disjoint union $\mathbb{C}_1 \cup \cdots \cup \mathbb{C}_n$, with poles at $r_1, \ldots, r_k$ and simple poles at $p_i, q_i$ for $i \in [1, m]$ such that the residues at $p_i$ and $q_i$ are opposite.

Theorem 2. Given a meromorphic regular differential $\omega_0$ on $\Sigma_0$, for $t$ in a neighborhood of $0$, there exists a unique meromorphic regular differential $\omega_t$ on $\Sigma_t$, such that:

1. For $i \in [1, m],$

$$\int_{\gamma_i} \omega_t = \int_{\gamma_i} \omega_0$$

where $\gamma_i$ denotes the circle $|v_i| = \varepsilon$.

2. For $i \in [1, k], \omega_t - \omega_0$ extends holomorphically at $r_i$.

Moreover, $\omega_t - \omega_0$ depends holomorphically on $t$ on compact subsets of $\Sigma_0$ minus the nodes.

As indicated by the notation, when $t = 0$, $\omega_t$ is equal to the given meromorphic regular differential $\omega_0$. In case all $t_i$ are non-zero, $\omega_t$ is of course a genuine meromorphic 1-form on $\Sigma_t$. Regarding the last point, a compact subset of $\Sigma_0$ minus the nodes is included in $\Sigma_t$ for $t$ small enough.

Theorem 2 was first proved by Fay [5] in the case of holomorphic regular differentials, using sheaf theory. This was extended to the case of meromorphic differentials with simple poles by Masur [21]. An elementary proof of the general case is given in [29] using an Implicit Function Theorem argument.

Remark 3. When all $t_i$ are non-zero, the existence of the meromorphic 1-form $\omega_t$ on $\Sigma_t$ follows from the standard theory of compact Riemann surfaces. The content of Theorem 2 is really that the limit of $\omega_t$ as $t \rightarrow 0$ exists and equals $\omega_0$.

An important point for our construction is that $\omega_0$ can be explicitly computed, since meromorphic 1-forms on the Riemann sphere are rational fractions. In fact, we can also compute the partial derivatives of $\omega_t$ with respect to $t_i$ at $t = 0$, to any order. In this paper, we only need the first order derivative:
Theorem 3. In compact subsets of $\Sigma_0$ minus the nodes, the partial derivative $\frac{\partial \Phi}{\partial t}{|_{t=0}}$ is equal to the unique meromorphic differential on the disjoint union $\mathbb{C}_1 \cup \cdots \cup \mathbb{C}_n$ which has only two double poles at $p_i$ and $q_i$, with principal parts
\[
-\frac{dv_i}{v_i^2} \\text{Res}_{p_i} \left( \frac{\omega_0}{w_i} \right) \quad \text{at } p_i
\]
\[
-\frac{dw_i}{w_i^2} \\text{Res}_{q_i} \left( \frac{\omega_0}{v_i} \right) \quad \text{at } q_i
\]

This is proven in [28], Lemma 3. See also [29], Remark 5.6.

3.2. The DPW method. In this section, we recall standard notations and results used in the DPW method in the “untwisted” setting. For a comprehensive introduction to the DPW method, we suggest [7].

3.2.1. Loop groups. We use blackboard letters for domains in the $\lambda$-plane. For $\rho > 1$, we denote:
- $S^1$ the unit circle $\{ \lambda \in \mathbb{C} : |\lambda| = 1 \}$,
- $D$ the unit disk $\{ \lambda \in \mathbb{C} : |\lambda| < 1 \}$,
- $D_\rho$ the disk $\{ \lambda \in \mathbb{C} : |\lambda| < \rho \}$,
- $D_\rho^*$ the punctured disk $D_\rho \setminus \{0\}$,
- $A_\rho$ the annulus $\{ \lambda \in \mathbb{C} : \rho^{-1} < |\lambda| < \rho \}$.

A loop is a smooth map from the unit circle to a matrix Lie group.
- If $G$ is a matrix Lie group (respectively a Lie algebra), $\Lambda G$ denotes the group (respectively the algebra) of smooth maps $\Phi : S^1 \to G$.
- $\Lambda_+ SL(2, \mathbb{C}) \subset \Lambda SL(2, \mathbb{C})$ is the subgroup of smooth maps $B : S^1 \to SL(2, \mathbb{C})$ which extend holomorphically to the unit disk $D$.
- $\Lambda^R_+ SL(2, \mathbb{C})$ is the set of $B \in \Lambda_+ SL(2, \mathbb{C})$ such that $B(0)$ is upper triangular with real elements on the diagonal.

Theorem 4 (Iwasawa decomposition). The multiplication $\Lambda SU(2) \times \Lambda^R_+ SL(2, \mathbb{C}) \to \Lambda SL(2, \mathbb{C})$ is a diffeomorphism. The unique splitting of an element $\Phi \in \Lambda SL(2, \mathbb{C})$ as $\Phi = FB$ with $F \in \Lambda SU(2)$ and $B \in \Lambda^R_+ SL(2, \mathbb{C})$ is called Iwasawa decomposition. $F$ is called the unitary factor of $\Phi$ and denoted $\text{Uni}(\Phi)$. $B$ is called the positive factor and denoted $\text{Pos}(\Phi)$.

3.2.2. The matrix model of $\mathbb{R}^3$. In the DPW method, one identifies $\mathbb{R}^3$ with the Lie algebra $su(2)$ by
\[
x = (x_1, x_2, x_3) \in \mathbb{R}^3 \longmapsto X = \frac{-i}{2} \begin{pmatrix}
-x_3 & x_1 - ix_2 \\
-x_1 + ix_2 & x_3
\end{pmatrix} \in su(2)
\]
The group $SU(2)$ acts as linear isometries on $su(2)$ by $H \cdot X = HXH^{-1}$.

3.2.3. The recipe. The input data for the DPW method is a quadruple $(\Sigma, \xi, z_0, \Phi_0)$ where:
- $\Sigma$ is a Riemann surface.
- $\xi$ is a $\Lambda sl(2, \mathbb{C})$-valued holomorphic 1-form on $\Sigma$ called the DPW potential. More precisely,
\[
\xi(z, \lambda) = \begin{pmatrix}
\alpha(z, \lambda) & \lambda^{-1} \beta(z, \lambda) \\
\gamma(z, \lambda) & -\alpha(z, \lambda)
\end{pmatrix}
\]
where $\alpha, \beta, \gamma$ are holomorphic 1-forms on $\Sigma$ with respect to the $z$ variable and depend holomorphically on $\lambda$ in the disk $D_\rho$ for some $\rho > 1$.
- $z_0 \in \Sigma$ is a base point.
- $\Phi_0 \in \Lambda SL(2, \mathbb{C})$ is an initial condition.

Given this data, the DPW method is the following procedure. Let $\hat{\Sigma}$ be the universal cover of $\Sigma$ and $\hat{z}_0 \in \hat{\Sigma}$ be an arbitrary element in the fiber of $z_0$. 
1. Solve the Cauchy problem on $\tilde{\Sigma}$:
\[
\begin{aligned}
&d\Phi(z,\lambda) = \Phi(z,\lambda)\xi(z,\lambda) \\
&\Phi(z_0,\lambda) = \phi_0(\lambda)
\end{aligned}
\]  
(1)

to obtain a solution $\Phi : \tilde{\Sigma} \to \Lambda SL(2,\mathbb{C})$. (The lift of $\xi$ to $\tilde{\Sigma}$ is still denoted $\xi$.)

2. Compute, for $z \in \tilde{\Sigma}$, the Iwasawa decomposition $(F(z,\cdot), B(z,\cdot))$ of $\Phi(z,\cdot)$.

3. Define $f : \tilde{\Sigma} \to \mathfrak{su}(2) \sim \mathbb{R}^3$ by the Sym-Bobenko formula:
\[
f(z) = \frac{i}{2} \frac{\partial F}{\partial \lambda}(z,1) F(z,1)^{-1} =: \text{Sym}(F(z,\cdot)).
\]  
(2)

Then $f$ is a CMC-1 (banched) conformal immersion. Its Gauss map is given by
\[
N(z) = \frac{-i}{2} F(z,1) \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} F(z,1)^{-1} =: \text{Nor}(F(z,\cdot))
\]  
(3)

In terms of local conformal coordinates $z = x + iy$, the derivatives of $f$ are given by:
\[
\begin{aligned}
\frac{\partial f}{\partial x}(z) &= \frac{-i}{2} \mu(z) F(z,1) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} F(z,1)^{-1} \\
\frac{\partial f}{\partial y}(z) &= \frac{-i}{2} \mu(z) F(z,1) \begin{pmatrix} 0 & -i \\ 1 & 0 \end{pmatrix} F(z,1)^{-1}
\end{aligned}
\]  
(4)

where $\mu$ is the conformal factor of the immersion.

We will use the following notation: if $u$ is a smooth function of $\lambda$ on the unit circle, we denote $u^0$ the coefficient of $\lambda^0$ in its Fourier decomposition and $u^{-1}$ the coefficient of $\lambda^{-1}$. The elements of $\xi$ are denoted $\xi_{ij}$ for $1 \leq i, j \leq 2$. If the potential $\xi_t$ depends on some parameter $t$, its elements are denoted $\xi_t^{ij}$, and the same conventions apply to all matrices. With these notations, the conformal metric induced by the immersion is given by
\[
ds = |dz| = 2(B_{11}^2)^{1/2} |\xi_{12}^{(-1)}|.
\]  
(6)

**Remark 4.** What the DPW method actually does is construct the moving frame $(\mu^{-1} \frac{\partial f}{\partial x}, \mu^{-1} \frac{\partial f}{\partial y}, N)$, which is encoded in the unitary matrix $F(z,1)$. The Sym-Bobenko formula is a magical trick to recover the immersion $f$ directly.

### 3.2.4. The Monodromy Problem

Assume that $\Sigma$ is not simply connected so its universal cover $\tilde{\Sigma}$ is not trivial. Let $\text{Deck}(\tilde{\Sigma}/\Sigma)$ be the group of fiber-preserving diffeomorphisms of $\tilde{\Sigma}$. For $\sigma \in \text{Deck}(\tilde{\Sigma}/\Sigma)$, let
\[
\mathcal{M}(\Phi,\sigma)(\lambda) = \Phi(\sigma(z),\lambda)\Phi(z,\lambda)^{-1}
\]
be the monodromy of $\Phi$ with respect to $\sigma$, which is independent of $z \in \tilde{\Sigma}$. The standard condition which ensures that the immersion $f$ descends to a well defined immersion on $\Sigma$ is the following system of equations, called the Monodromy Problem:
\[
\forall \sigma \in \text{Deck}(\tilde{\Sigma}/\Sigma) \quad \begin{cases} 
\mathcal{M}(\Phi,\sigma) \in \Lambda SU(2) \quad & (i) \\
\mathcal{M}(\Phi,\sigma)(1) = \pm I_2 \quad & (ii) \\
\frac{\partial}{\partial \lambda} \mathcal{M}(\Phi,\sigma)(1) = 0 \quad & (iii)
\end{cases}
\]  
(7)
3.2.5. Gauging.

**Definition 6.** A gauge on $\Sigma$ is a map $G : \Sigma \to \Lambda$, $SL(2, \mathbb{C})$ such that $G(z, \lambda)$ depends holomorphically on $z \in \Sigma$ and $\lambda \in \mathbb{D}_\rho$, and $G(z, 0)$ is upper triangular (with no restriction on its diagonal elements).

Let $\Phi$ be a solution of $d\Phi = \Phi \xi$ and $G$ be a gauge. Let $\tilde{\Phi} = \Phi \times G$. It is standard that $\Phi$ and $\tilde{\Phi}$ define the same immersion $f$. The gauged potential is

$$\tilde{\xi} := \tilde{\Phi}^{-1}d\tilde{\Phi} = G^{-1}\xi G + G^{-1}dG$$

and is denoted $\xi \cdot G$, the dot denoting the action of the gauge group on the potential. Gauging does not change the Monodromy of $\Phi$ (provided $G$ is well defined in $\Sigma$):

$$\mathcal{M}(\Phi \times G, \sigma) = \Phi(\sigma(z))G(\sigma(z))G(z)^{-1}\Phi(z)^{-1} = \mathcal{M}(\Phi, \sigma).$$

We will need the following standard result, which is an easy computation:

**Proposition 2.** Let $G(z, \lambda)$ be a gauge and $\tilde{\xi} = \xi \cdot G$. Then (using the notations introduced at the end of Section 3.2.3)

$$\tilde{\xi}_{12}^{(-1)} = (G_{12}^0)^2\xi_{12}^{(-1)}$$
$$\tilde{\xi}_{21}^0 = (G_{11}^0)^2\xi_{21}^0.$$  

3.2.6. The Regularity Problem.

**Definition 7.** We say that $\xi$ is regular at $z \in \Sigma$ if $\xi_{12}^{(-1)}(z) \neq 0$.

In view of Equation (6), this ensures that the immersion $f$ is unbranched at $z$. In many cases, $\Sigma$ is a compact Riemann surface $\Sigma$ minus a finite number of points, and the potential $\xi$ extends meromorphically to $\Sigma$.

**Definition 8.** Let $p \in \Sigma$ be a pole of $\xi$. We say that $p$ is a removable singularity if there exists a local gauge $G$ in a neighborhood of $p$ such that $\xi \cdot G$ extends holomorphically at $p$.

This ensures that the immersion $f$ extends analytically at $p$.

In many cases, the meromorphic 1-form $\xi_{12}^{(-1)}$ has zeros in $\Sigma$. (This is always the case if the genus of $\Sigma$ is greater than one). If $p$ is a zero of $\xi_{12}^{(-1)}$ and we want $f$ to be unbranched at $p$, then $\xi$ must have a pole at $p$, $p$ must be a removable singularity and $\xi \cdot G$ must be regular at $p$.

3.2.7. Dressing and isometries. Let $H \in \Lambda SL(2, \mathbb{C})$. Let $\Phi(z, \lambda)$ be a solution of $d\Phi = \Phi \xi$. Then $\tilde{\Phi} = H\Phi$ is a solution of $d\tilde{\Phi} = \tilde{\Phi} \xi$. This is called “dressing” and amounts to change the initial value $\phi_0$. In general, the effect of dressing on the immersion $f$ is not explicit. However if $H \in \Lambda SU(2)$ then by uniqueness in the Iwasawa decomposition we have

$$\tilde{F}(z, \lambda) = H(\lambda)F(z, \lambda)$$

and by the Sym-Bobenko formula,

$$\tilde{f}(z) = H(1)f(z)H(1)^{-1} + i\frac{\partial H}{\partial \lambda}(1)H(1)^{-1}.$$  

(8)

Hence $\tilde{f} = H \cdot f$ where the action of $\Lambda SU(2)$ as rigid motions of $\mathfrak{su}(2) \sim \mathbb{R}^3$ is given by

$$H \cdot X = H(1)X H(1)^{-1} + i\frac{\partial H}{\partial \lambda}(1)H(1)^{-1}.$$  

(9)
3.2.8. **Duality.** Let $\xi$ be a DPW potential, $\Phi$ a solution of Problem (1) and

$$H(\lambda) = \begin{pmatrix} 0 & \frac{i}{\sqrt{\lambda}} \\ i\sqrt{\lambda} & 0 \end{pmatrix}.$$ 

I define the dual potential $\tilde{\xi}$ and its dual solution $\tilde{\Phi}$ (the terminology is not standard) by

$$\tilde{\xi} = H^{-1} \xi H \quad \text{and} \quad \tilde{\Phi} = H^{-1} \Phi H$$

which are both independent of the choice of the square root in $H$, so are well defined. Explicitly,

$$H^{-1} \begin{pmatrix} \alpha & \lambda^{-1} \beta \\ \gamma & -\alpha \end{pmatrix} H = \begin{pmatrix} -\alpha & \lambda^{-1} \gamma \\ \beta & \alpha \end{pmatrix}$$

so we see that duality essentially exchanges $\beta$ and $\gamma$. We will take advantage of this to prove Corollary 1 in Appendix A. Duality changes the immersion in the following explicit way: it is easy to see that if $(F, B)$ is the Iwasawa decomposition of $\Phi$, then the Iwasawa decomposition of $\tilde{\Phi}$ is $\tilde{F} := \text{Uni}(\tilde{\Phi}) = H^{-1} FH$ and $\tilde{B} := \text{Pos}(\tilde{\Phi}) = H^{-1} BH$.

If $f = \text{Sym}(\text{Uni}(f))$, the Sym-Bobenko formula gives after an easy computation:

$$\tilde{f}(z) := \text{Sym}(\text{Uni}(\tilde{f})) = H(1)^{-1} \left[ -\frac{i}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} + f(z) + N(z) \right] H(1).$$

In other words, in euclidean coordinates,

$$\tilde{f}(z) = \sigma(f(z) + N(z) + (0, 0, 1)) \quad \text{where} \quad \sigma(x_1, x_2, x_3) = (x_1, -x_2, -x_3).$$

So up to a rigid motion, the dual (branched) immersion $\tilde{f}$ is the parallel surface at distance one to $f$. Formula (3) gives the Gauss map of $\tilde{f}$:

$$\tilde{N}(z) = -\sigma(N(z)).$$

**Remark 5.** In this paper, we use the notations $\tilde{\xi}$, $\tilde{\Phi}$ and $\tilde{\xi}$ to denote various transformations undergone by the potential $\xi$, including gauging, rescaling, pullback and dressing (so $\tilde{\xi}$ does not necessarily mean dressing and $\tilde{\xi}$ does not necessarily mean dual). These notations will always be consistently applied to all quantities derived from the potential: $\tilde{\Phi}$, $\tilde{F}$, $\tilde{B}$, $\tilde{f}$ are derived from $\tilde{\xi}$.

3.2.9. **The standard sphere.** We denote $\xi^S$ the standard DPW potential for the sphere in $\mathbb{C}$:

$$\xi^S(z, \lambda) = \begin{pmatrix} 0 & \lambda^{-1} \\ 0 & 0 \end{pmatrix} dz.$$ 

The following computation shows that $\infty$ is a regular removable singularity:

$$\xi^S(z) = \begin{pmatrix} z & 0 \\ -\lambda & z^{-1} \end{pmatrix} \begin{pmatrix} 0 & \lambda^{-1} \\ 0 & 0 \end{pmatrix} \frac{dz}{z^2}.$$ 

Let $\Phi^S$ the solution of $d\Phi^S = \Phi^S \xi^S$ with initial condition $\Phi^S(0, \lambda) = I_2$ in $\mathbb{C}$:

$$\Phi^S(z, \lambda) = \begin{pmatrix} 1 & \lambda^{-1}z \\ 0 & 1 \end{pmatrix}.$$ 

The Iwasawa decomposition of $\Phi^S(z)$ is explicitly given by

$$F^S(z, \lambda) = \text{Uni}(\Phi^S(z, \lambda)) = \frac{1}{\sqrt{1 + |z|^2}} \begin{pmatrix} 1 & \lambda^{-1}z \\ -\lambda z & 1 \end{pmatrix}$$

$$B^S(z, \lambda) = \text{Pos}(\Phi^S(z, \lambda)) = \frac{1}{\sqrt{1 + |z|^2}} \begin{pmatrix} 1 & 0 \\ \lambda z & 1 + |z|^2 \end{pmatrix}.$$
The Sym-Bobenko formula gives

\[ f^S(z) = \frac{1}{1 + |z|^2} \left( 2 \Re(z), 2 \Im(z), -2|z|^2 \right) = (0, 0, -1) + \pi_S^{-1}(z) \]

\[ N^S(z) = \frac{-1}{1 + |z|^2} \left( 2 \Re(z), 2 \Im(z), 1 - |z|^2 \right) = -\pi_S^{-1}(z) \]

where \( \pi_S : S^2 \to \mathbb{C} \cup \{\infty\} \) is the stereographic projection from the south pole.

3.2.10. The infinitesimal catenoid. We denote \( \xi^C \) the dual potential to \( \xi^S \):

\[ \xi^C(z, \lambda) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \ dz \]

The dual solution is

\[ \Phi^C(z, \lambda) = \begin{pmatrix} 1 & 0 \\ z & 1 \end{pmatrix} \]

Its Iwasawa decomposition is the standard QR decomposition (from which we could derive the Iwasawa decomposition of \( \Phi^S \) by duality):

\[ F^C(z, \lambda) = \text{Unif}(\Phi^C(z, \lambda)) = \frac{1}{\sqrt{1 + |z|^2}} \begin{pmatrix} 1 & -\pi \\ z & 1 \end{pmatrix} \]

\[ B^C(z, \lambda) = \text{Pos}(\Phi^C(z, \lambda)) = \frac{1}{\sqrt{1 + |z|^2}} \begin{pmatrix} 1 + |z|^2 & \pi \\ 0 & 1 \end{pmatrix} \]

Since \( F^C(z, \lambda) \) does not depend on \( \lambda \), the Sym-Bobenko formula gives \( f^C \equiv 0 \): the immersion degenerates into a point, as expected by duality since the parallel surface at distance one to a unit sphere degenerates into its center. The normal is still well defined and is given by:

\[ N^C(z) = \frac{1}{1 + |z|^2} \left( 2 \Re(z), -2 \Im(z), |z|^2 - 1 \right). \]

We will use this potential to model catenoidal necks. (The catenoid is of course not a CMC-1 surface: it is a minimal surface.)

3.3. Principal solution. We will formulate the Monodromy Problem using the notion of principal solution (see Chapter 3.4 in [26]). Let \( \Sigma \) be a Riemann surface, \( \xi \) a matrix valued holomorphic 1-form on \( \Sigma \) and \( \gamma : [0, 1] \to \Sigma \) a path (not necessarily closed). The principal solution of \( \xi \) with respect to \( \gamma \), denoted \( \mathcal{P}(\xi, \gamma) \) is the value at \( \gamma(1) \) of the analytical continuation along \( \gamma \) of the solution \( \Phi \) of \( d\Phi = \Phi \xi \) with initial condition \( \Phi(\gamma(0)) = I_2 \). More precisely, let \( \tilde{\Sigma} \) be the universal cover of \( \Sigma \) and \( \tilde{\gamma} : [0, 1] \to \tilde{\Sigma} \) be an arbitrary lift of \( \gamma \). Let \( \Phi \) be the solution on \( \tilde{\Sigma} \) of \( d\Phi = \Phi \xi \) with initial condition \( \Phi(\tilde{\gamma}(0)) = I_2 \). Then \( \Phi(\tilde{\gamma}(1)) \) does not depend on the choice of the lift \( \tilde{\gamma} \) and is denoted \( \mathcal{P}(\xi, \gamma) \). Equivalently, we can define \( \mathcal{P}(\xi, \gamma) \) as follows: let \( Y \) be the solution on \([0, 1]\) of the Cauchy Problem

\[ \begin{cases} Y'(s) = Y(s)\xi(\gamma(s))\gamma'(s) \\ Y(0) = I_2 \end{cases} \]

Then \( \mathcal{P}(\xi, \gamma) = Y(1) \). (The relation between the two definitions is \( Y(s) = \Phi(\tilde{\gamma}(s)) \).)

The principal solution has the following properties, which follow easily from its definition:
1. \( \mathcal{P}(\xi, \gamma) \) only depends on the homotopy class of \( \gamma \).
2. The principal solution is a morphism for the product of paths: If \( \gamma_1 \) and \( \gamma_2 \) are two paths such that \( \gamma_1(1) = \gamma_2(0) \) then

\[ \mathcal{P}(\xi, \gamma_1 \gamma_2) = \mathcal{P}(\xi, \gamma_1) \mathcal{P}(\xi, \gamma_2). \]
3. If \( \psi : \Sigma_1 \to \Sigma_2 \) is a differentiable map, \( \xi \) is a matrix-valued 1-form on \( \Sigma_2 \) and \( \gamma \) is a path in \( \Sigma_1 \), then
\[
P(\psi^* \xi, \gamma) = P(\xi, \psi \circ \gamma).
\] (11)

We have the following formula to compute the derivative of the principal solution:

**Proposition 3.** Let \( \xi_t \) be a family of holomorphic matrix-valued 1-forms on a Riemann surface \( \Sigma \), depending \( C^1 \) on some parameter \( t \). Let \( \gamma \) be a path in \( \Sigma \) and \( \tilde{\gamma} \) an arbitrary lift of \( \gamma \) to the universal cover \( \tilde{\Sigma} \). Let \( \Phi_t \) be the solution of \( d\Phi_t = \Phi_t \xi_t \) in \( \tilde{\Sigma} \) with initial condition \( \Phi_t(\tilde{\gamma}(0)) = I_2 \). Then
\[
\frac{d}{dt} P(\xi_t, \gamma) = \int_{\tilde{\gamma}} \Phi_t \frac{\partial \xi_t}{\partial t} \Phi_t^{-1} \times P(\xi_t, \gamma).
\]

This is proven in Appendix A of [31]. (In [31], this result is formulated in terms of monodromy so we assume that \( \gamma \) is a closed curve, but this is not used in the proof.)

**Remark 6.** If \( \xi \) is holomorphic in a simply connected domain \( \Omega \) and \( z_1 \) and \( z_2 \) are two points in \( \Omega \), then \( P(\xi, \gamma) \) does not depend on the choice of the path \( \gamma \) from \( z_1 \) to \( z_2 \) so we will sometimes denote it \( P(\xi, z_1, z_2) \).

Returning to the DPW method, we now formulate the Monodromy Problem in terms of the principal solution. The group Deck(\( \tilde{\Sigma}/\Sigma \)) is isomorphic to the fundamental group \( \pi_1(\Sigma, z_0) \) (Theorem 5.6 in [6]): for \( \sigma \in \text{Deck}(\tilde{\Sigma}/\Sigma) \), let \( \tilde{\gamma} \) be an arbitrary path in \( \tilde{\Sigma} \) from \( \tilde{z}_0 \) to \( \sigma(\tilde{z}_0) \) and \( \gamma \in \pi_1(\Sigma, z_0) \) be the projection of \( \tilde{\gamma} \). Then \( \gamma \) is the image of \( \sigma \). (This isomorphism is not canonical: it depends on the choice of \( \tilde{z}_0 \).) The monodromy of \( \Phi \) with respect to \( \sigma \) and the principal solution of \( \xi \) with respect to \( \gamma \) are related by
\[
\mathcal{M}(\Phi, \sigma)(\lambda) = \Phi(\tilde{\gamma}(1), \lambda)\Phi(\tilde{\gamma}(0), \lambda)^{-1} = \Phi(\tilde{z}_0, \lambda)P(\xi, \gamma)(\lambda)\Phi(\tilde{z}_0, \lambda)^{-1}.
\] (12)

In particular, if \( \Phi(\tilde{z}_0, \lambda) = I_2 \) (which will be the case in this paper), the Monodromy Problem (7) is equivalent to the following problem (which we still call the Monodromy Problem):

\[
\forall \gamma \in \pi_1(\Sigma, z_0) \quad \begin{cases} 
P(\xi, \gamma) \in \text{ASU}(2) & (i) \\
P(\xi, \gamma)(1) = \pm I_2 & (ii) \\
\frac{\partial}{\partial \lambda} P(\xi, \gamma)(1) = 0 & (iii)
\end{cases}
\] (13)

We conclude this section with a standard result which we will use to study the restriction of the immersion \( f \) to a subdomain \( \Omega \) of \( \Sigma \):

**Proposition 4.** Let \( p : \tilde{\Sigma} \to \Sigma \) be the universal covering map of \( \Sigma \). Let \( \Omega \) be a connected domain in \( \Sigma \) and \( z_0 \in \Omega \). Let \( \tilde{z}_0 \in p^{-1}(z_0) \) and \( \tilde{\Omega} \) be the component of \( p^{-1}(\Omega) \) containing \( \tilde{z}_0 \). Assume that the inclusion \( i : \Omega \to \Sigma \) induces an injective morphism \( i_* : \pi_1(\Omega, z_0) \to \pi_1(\Sigma, z_0) \). Then \( \tilde{\Omega} \) is simply connected, so the restriction \( p : \tilde{\Omega} \to \Omega \) is a universal covering map of \( \Omega \).

### 3.4. Functional spaces.
In this section, we introduce functional spaces for functions of the variable \( \lambda \in \mathbb{S}^1 \).

**3.4.1. The Banach algebra \( \mathcal{W} \).** We decompose a smooth function \( f : \mathbb{S}^1 \to \mathbb{C} \) in Fourier series
\[
f(\lambda) = \sum_{i \in \mathbb{Z}} c_i \lambda^i
\]

Fix some \( \rho > 1 \) and define
\[
||f|| = \sum_{i \in \mathbb{Z}} |c_i| \rho^{|i|}
\]

Let \( \mathcal{W} \) be the space of functions \( f \) with finite norm. This is a Banach algebra (classically called the Wiener algebra when \( \rho = 1 \)). Functions in \( \mathcal{W} \) extend holomorphically to the annulus \( \mathbb{A}_\rho \) and satisfy
\[
|f(\lambda)| \leq ||f|| \text{ for all } \lambda \in \mathbb{A}_\rho.
\]
We define $\mathcal{W}^\geq$, $\mathcal{W}^+$, $\mathcal{W}^\leq$ and $\mathcal{W}^-$ as the subspaces of functions $f$ such that $c_i = 0$ for $i < 0$, $i \leq 0$, $i > 0$ and $i \geq 0$, respectively. Functions in $\mathcal{W}^\geq$ extend holomorphically to the disk $\mathbb{D}_\rho$, and satisfy $|f(\lambda)| \leq \|f\|$ for all $\lambda \in \mathbb{D}_\rho$. We also write $\mathcal{W}^0$ for the subspace of constant functions, so we have a direct sum $\mathcal{W} = \mathcal{W}^+ \oplus \mathcal{W}^0 \oplus \mathcal{W}^-$. A function $f$ will be decomposed as $f = f^- + f^0 + f^+$, where $f^0 = c_0$. We also denote $f^{(-1)} = c_{-1}$ the coefficient of $\lambda^{-1}$ in the Fourier series of $f$.

We define the star operator by

$$f^*(\lambda) = f\left(\frac{1}{\lambda}\right) = \sum_{i \in \mathbb{Z}} c_{-i} \lambda^i.$$ 

The involution $f \mapsto f^*$ exchanges $\mathcal{W}^\geq$ and $\mathcal{W}^\leq$. We have $\lambda^* = \lambda^{-1}$ and $c^* = c$ if $c$ is a constant.

3.4.2. Linear operators. The value $\lambda = 1$ plays a special role in the DPW method because the Sym-Bobenko formula is evaluated at $\lambda = 1$. We shall need the following result in the case $\mu = 1$:

**Proposition 5.** For $\mu \in \mathbb{C}$, define

$$\mathcal{L}_\mu(f)(\lambda) = \frac{f(\lambda) - f(\mu)}{\lambda - \mu}.$$ 

1. If $\mu \in \mathbb{D}_\rho$, then $\mathcal{L}_\mu : \mathcal{W}^\geq \to \mathcal{W}^\geq$ is a bounded operator with norm at most $\frac{1}{\rho - |\mu|}$. Consequently, any $f \in \mathcal{W}^\geq$ can be decomposed in a unique way as

$$f(\lambda) = f(\mu) + (\lambda - \mu)\tilde{f}(\lambda) \quad \text{with} \quad \tilde{f} = \mathcal{L}(f) \in \mathcal{W}^\geq.$$ 

2. If $\mu \in \mathbb{A}_\rho$, then $\mathcal{L}_\mu : \mathcal{W} \to \mathcal{W}$ is a bounded operator with norm at most $\max\{\frac{1}{\rho - |\mu|}, \frac{1}{|\mu| - \rho^-}\}$.

Proof:

1. Let $f \in \mathcal{W}^\geq$. Writing $f(\lambda) = \sum_{i=0}^\infty c_i \lambda^i$, we have:

$$\mathcal{L}_\mu(f)(\lambda) = \sum_{i=0}^\infty c_i \frac{\lambda^i - \mu^i}{\lambda - \mu} = \sum_{i=0}^{\infty} c_i \sum_{j=0}^{i-1} \lambda^j \mu^{i-1-j}$$

$$\|\mathcal{L}_\mu(f)\| \leq \sum_{i=0}^\infty |c_i| \sum_{j=0}^{i-1} |\rho^j| |\mu|^{i-1-j} = \sum_{i=0}^\infty |c_i| \|\rho^j - |\mu|^i\| \leq \sum_{i=0}^\infty |c_i| |\rho^j| \leq \frac{\|f\|}{\rho - |\mu|}.$$ 

Hence $\mathcal{L}_\mu(f) \in \mathcal{W}^\geq$ and $\|\mathcal{L}_\mu(f)\| \leq \frac{1}{\rho - |\mu|}$.

2. Let $f \in \mathcal{W}^\leq$. Then $f^* \in \mathcal{W}^\geq$ and

$$\mathcal{L}_\mu(f)^*(\lambda) = \frac{f^*(\lambda) - \tilde{f}(\mu)}{\lambda - \mu} = \frac{\lambda}{\tilde{\mu}} \left(\frac{f^*(\lambda) - f^*(\mu)}{\lambda - \mu}\right) = -\frac{\lambda}{\tilde{\mu}} \mathcal{L}_{1/{\tilde{\mu}}}(f^*(\lambda)).$$

Hence $\mathcal{L}_\mu(f) \in \mathcal{W}$ and since $*$ is an isometry of $\mathcal{W}$ and using Point 1:

$$\|\mathcal{L}_\mu(f)\| = \|\mathcal{L}_\mu(f)^*\| \leq \frac{\rho}{|\mu|} \|\mathcal{L}_{1/{|\mu|}}(f^*)\| \leq \frac{\rho}{|\mu|} \|f^*\| = \frac{\|f\|}{|\mu| - \rho^{-1}}.$$ 

So the restriction of $\mathcal{L}_\mu$ to $\mathcal{W}^\leq$ has norm at most $\frac{1}{|\mu| - \rho^-}$. \qed

To prove that our operators are isomorphism, we will use the following elementary results:

**Definition 9.** Let $E$ be a Banach space. We say an operator $\mathcal{L} = (\mathcal{L}_1, \ldots, \mathcal{L}_n) : E^n \to E^n$ is of matrix type if there exists a matrix $A \in \mathcal{M}_n(\mathbb{C})$ such that

$$\forall (x_1, \ldots, x_n) \in E^n, \quad \mathcal{L}_i(x_1, \ldots, x_n) = \sum_{j=1}^n a_{ij} x_j$$
Clearly, an operator of matrix type is invertible if its matrix $A$ is invertible.

**Proposition 6.** Let $E$ be a banach space and $F$, $G$ be finite dimensional normed vector space of the same dimension. Let $L = (L_1, L_2) : E \times F \rightarrow E \times G$ be a bounded linear operator. Assume that the restriction of $L_1$ to $E \times \{0\}$ is an automorphism of $E$ and $L$ is injective. Then $L$ is an isomorphism.

Proof: Proposition 6 can be proved by elementary means. Here is a short proof using the theory of Fredholm operators. Let $L' : E \times F \rightarrow E \times G$ be the operator defined by $L'(x, y) = (L_1(x, 0), 0)$. Then $\ker(L') = \{0\} \times F$ and $\text{Im}(L') = E \times \{0\}$ so $L'$ is a Fredholm operator of index 0. Now $L - L'$ is a finite rank operator (hence compact), so $L$ is a Fredholm operator of index 0. Hence $L$ injective implies that $L$ is an isomorphism.

**Proposition 7.** Let $E, F$ be Banach spaces and $(L_n)_{n \in \mathbb{N}}$ be a sequence of bounded linear operators from $E$ to $F$ converging to $L_\infty$. If $L_\infty : E \rightarrow F$ is an isomorphism, then $L_n$ is an isomorphism for $n$ large enough.

Proof: for $n$ large enough, one has

$$|||L_\infty^{-1}L_n - \text{id}_E||| \leq |||L_\infty^{-1}||| \cdot |||L_n - L_\infty||| < 1.$$ 

By the contraction mapping principle, $L_\infty^{-1}L_n$ is an automorphism of $E$ and Proposition 7 follows.

3.4.3. **Holomorphic maps in Banach spaces.** There is a theory of holomorphic maps between complex Banach spaces which retains many features of the theory of functions of several complex variables. A good reference is [1]. Let $E$ and $F$ be Banach spaces. A map $f : \Omega \subset E \rightarrow F$ is analytic in $\Omega$ if it admits a convergent “power” series expansion about any point $x_0 \in \Omega$ of the form

$$f(x) = \sum_{n=0}^{\infty} A_n(x - x_0)^n$$

where $A_n \in L(E^n, F)$ is a bounded, symmetric $n$-linear operator and $y^n$ denotes the $n$-uple $(y, \cdots, y)$. We have the following fundamental results:

- If $f$ is analytic in $\Omega$ then $f$ is $C^\infty$ in $\Omega$ in the Frechet sense (Theorem 11.12 in [1]).
- If $E$ and $F$ are complex Banach spaces, then $f$ is analytic in $\Omega$ if and only if $f$ is Frechet-differentiable in $\Omega$ (Graves-Taylor-Hille-Zorn, Theorem 14.6 in [1]). Such a map is called holomorphic.
- Hartog theorem on separate holomorphy remains true in the case of complex Banach spaces: a map of a finite number of variables which is holomorphic with respect to each variable (the others being fixed) is holomorphic (Theorem 14.27 in [1]).

We will not need the Graves-Taylor-Hille-Zorn Theorem because the maps that we consider in this paper admit a power series expansion, where “power” refers to the product of the Banach algebra $W$. For $a = (a_1, \cdots, a_n) \in \mathbb{C}^n$ and $r = (r_1, \cdots, r_n) \in (0, \infty)^n$, we denote $D(a, r)$ the polydisk $\prod_{i=1}^{n} D(a_i, r_i)$ in $\mathbb{C}^n$.

**Proposition 8** (substitution). Let $R > \rho$ and $f : \mathbb{A}_R \times D(a, r) \rightarrow \mathbb{C}$ be a holomorphic function of $(n+1)$ variables $(\lambda, z_1, \cdots, z_n)$. Let

$$B(a, r) = \{(u_1, \cdots, u_n) \in W^n : \forall i \in [1, n], ||u_i - a_i|| < r_i\}$$

where we identify $a_i$ with a constant function in $W$. Define for $(u_1, \cdots, u_n) \in B(a, r)$:

$$F(u_1, \cdots, u_n)(\lambda) = f(\lambda, u_1(\lambda), \cdots, u_n(\lambda)).$$

Then $F : B(a, r) \subset W^n \rightarrow W$ is holomorphic.
This is proven in Appendix B of [31] by expanding $f$ in power series. Thanks to Proposition 8, to prove that a map is holomorphic, we can first consider the case where the variables are complex numbers, and then substitute functions of $\lambda$.

4. Strategy

4.1. The case $N = 1$. In the case of one sphere, Theorem 1 is proved in [31], using a DPW potential of the following form on the Riemann sphere:

$$\xi = \begin{pmatrix} 0 & \lambda^{-1}dz \\ t(\lambda - 1)^2\omega(z, \lambda) & 0 \end{pmatrix} \quad \text{with} \quad \omega(z, \lambda) = \sum_{i=1}^{n} \left( \frac{a_i(\lambda)}{(z - p_i(\lambda))^2} + \frac{b_i(\lambda)}{z - p_i(\lambda)} \right) dz.$$

The parameters $a_i$, $b_i$ and $p_i$ are in the space $\mathcal{W}^{\geq 0}$. This potential is inspired from the potential used for 3-noids in [24]. When $t = 0$, we have $\xi = \xi^0$, so this potential is a perturbation of the standard spherical potential. It is proven in [31] that the Monodromy Problem can be solved by an Implicit Function argument at $t = 0$. Moreover, the potential can be locally gauged to a potential with a simple pole at $p_i$ with a standard Delaunay residue, which implies that the immersion has Delaunay ends by [18]. We retain from this example how to grow Delaunay ends on the sphere by perturbing the standard spherical potential.

4.2. The construction in a nutshell. We want to construct a one-parameter family of compact Riemann surfaces $\Sigma_t$ and potentials $\xi_t$ for $t \in (0, \epsilon)$ by opening nodes on a Riemann surface with nodes $\Sigma_0$. We want the principal solution of $\xi_t$ on paths which go through a neck to extend continuously at $t = 0$, so we request the regular meromorphic potential $\xi_0$ to be holomorphic at the nodes. (If $\xi_0$ has a simple pole at a node, the principal solution will diverge when reaching the node.) We can ignore the rays of $\Gamma$ when defining $(\Sigma_0, \xi_0)$: we have seen in Section 4.1 how to grow Delaunay ends by putting double poles with principal parts of order $t$ in the potential.

We want the immersion $f_t$ and the Gauss map $N_t$ to converge to well-defined maps $f_0$ and $N_0$ on $\Sigma_0$: in particular they should be continuous at the nodes. $\Sigma_0$ should have one Riemann sphere for each $i \in [1, N]$, called a spherical part, on which $f_0$ will parametrize the sphere $S^2(v_i)$. (The notation $S^2(p)$ denotes the unit-sphere with center $p$.) It should also have one Riemann sphere for each $(i, j) \in I$, called a catenoidal part, on which $f_0$ will be constant and equal to the tangency point between $S^2(v_i)$ and $S^2(v_j)$. On this Riemann sphere, $N_0$ should be the limit of the gauss map $N_t$ of the catenoidal necks (a diffeomorphism to the sphere). Observe that the normals of $S^2(v_i)$ and $S^2(v_j)$ at their tangency points are opposite, so the catenoidal part is required if we want $N_0$ to be continuous on $\Sigma_0$.

In the rest of this section, we explain how to construct $(\Sigma_0, \xi_0)$ so that the Monodromy Problem for $\xi_0$ is solved. Then in Section 5, we open nodes to define $(\Sigma_t, \xi_t)$, throwing in a lot of parameters which will be used to solve the Regularity and Monodromy Problems for $t \neq 0$ in Sections 6 to 9. Finally, in Section 10, we prove that the resulting immersion $f_t$ has all the desired geometric properties.

4.3. Notations. Without loss of generality, we assume (by a rotation) that all edges and rays of $\Gamma$ are non-vertical and (by a translation) that $v_1 = (0, 0, -1)$.

- We define $I^* = \{(i, j) : (i, j) \in I\}$. Two vertices $v_i$ and $v_j$ are adjacent if and only if $(i, j) \in I \cup I^*$.
- We denote $\pi_S : S^2 \to \mathbb{C} \cup \{\infty\}$ the stereographic projection from the south pole.
- For $(i, j) \in I \cup I^*$, we define $\pi_{ij} = \pi_S(u_{ij}) \in \mathbb{C} \setminus \{0\}$. Since $u_{ji} = -u_{ij}$, we have $\pi_{ji} = \overline{\pi_{ij}}$.
- For $k \in [1, n]$, we define $\pi_k = \pi_S(u_k) \in \mathbb{C} \setminus \{0\}$.
4.4. The Riemann surface with nodes. We define a compact Riemann surface with nodes $\Sigma_0$ as follows:

- For each $i \in [1, N]$, consider a copy of the Riemann sphere $\mathbb{C} = \mathbb{C} \cup \{\infty\}$, denoted $\mathbb{C}_i$ and called a spherical part.
- For each $(i, j) \in I$, consider a copy of the Riemann sphere, denoted $\mathbb{C}_{ij}$ and called a catenoidal part.
- For each $(i, j) \in I$, identify a point $p_{ij} \in \mathbb{C}_i$ with a point $q_{ij} \in \mathbb{C}_{ij}$ and a point $p_{ji} \in \mathbb{C}_j$ with a point $q_{ji} \in \mathbb{C}_{ij}$ to create two nodes. We will see later how to choose these points.

The points at infinity in $\mathbb{C}_i$ and $\mathbb{C}_{ij}$ are denoted respectively $\infty_i$ and $\infty_{ij}$. The point 0 in $\mathbb{C}_i$ and $\mathbb{C}_{ij}$ are denoted respectively 0 and 0$_{ij}$.

4.5. The potential $\xi_0$: first guess. We want to define a regular meromorphic potential $\xi_0$ on $\Sigma_0$ such that the data $(\Sigma_0, \xi_0, 0, I_2)$ yields by the DPW method a map $f_0$ and a Gauss map $N_0$, both continuous on $\Sigma_0$ and satisfying the following Ansatz:

$$\text{For } i \in [1, N], f_0 \text{ is a translate of the standard spherical immersion } f^S \text{ in } \mathbb{C}_i.$$  

(14)

The basic idea is to define $\xi_0$ on $\Sigma_0$ by

$$\xi_0 = \begin{cases} \xi^S & \text{on } \mathbb{C}_i \text{ for } i \in [1, N] \\ \xi^C & \text{on } \mathbb{C}_{ij} \text{ for } (i, j) \in I. \end{cases}$$

For $(i, j) \in I$, let $\Gamma_{ij}$ be a path from 0$_i$ to 0$_j$ in $\Sigma_0$, defined as the product of a path from 0$_i$ to $p_{ij}$ in $\mathbb{C}_i$, a path from $q_{ij}$ to $q_{ji}$ in $\mathbb{C}_{ij}$ and a path from $p_{ji}$ to 0$_j$ in $\mathbb{C}_j$. Also define $\Gamma_{ji} = \Gamma_{ij}^{-1}$. Since $\xi_0$ is holomorphic in $\mathbb{C}_i$, $\mathbb{C}_{ij}$ and $\mathbb{C}_j$, it is natural to define its principal solution with respect to $\Gamma_{ij}$ by

$$\mathcal{P}(\xi_0, \Gamma_{ij}) = \mathcal{P}(\xi_0, 0_i, p_{ij}) \mathcal{P}(\xi_0, q_{ij}, q_{ji}) \mathcal{P}(\xi_0, q_{ji}, 0_j).$$

(In other words, if we consider the analytic continuation of the solution of $d\Phi_0 = \Phi_0 \xi_0$ along a path crossing a node, we simply require that $\Phi_0$ has the same value at the two points that are identified to create the node. Theorem 7 in Appendix B gives theoretical support for this definition.) We would like to have the following Ansatz:

$$\forall (i, j) \in I, \quad \mathcal{P}(\xi_0, \Gamma_{ij}) \in \Lambda SU(2).$$  

(15)

Since the fundamental group $\pi_1(\Sigma_0, 0_1)$ is isomorphic to the fundamental group of the graph $\Gamma$, any $\gamma \in \pi_1(\Sigma_0, 0_1)$ can be written as a product

$$\gamma = \prod_{j=1}^k \Gamma_{ij, i_{j+1}}$$  

(16)

with $i_1 = i_{k+1} = 1$. By Equation (10),

$$\mathcal{P}(\xi_0, \gamma) = \prod_{j=1}^k \mathcal{P}(\xi_0, \Gamma_{ij, i_{j+1}}).$$  

(17)

So Ansatz (15) implies that $\mathcal{P}(\xi_0, \gamma) \in \Lambda SU(2)$ as required for the Monodromy Problem (13).

Unfortunately, (15) does not hold for this choice of $\xi_0$: a computation gives:

$$\mathcal{P}(\xi_0, \Gamma_{ij}) = \Phi^S(p_{ij}, \lambda)\Phi^C(q_{ij}, \lambda)^{-1}\Phi^C(q_{ji}, \lambda)\Phi^S(p_{ji}, \lambda)^{-1}$$

$$= \left( 1 + \lambda^{-1}p_{ij}(q_{ji} - q_{ij}) \quad \lambda^{-1}(p_{ij} - p_{ji}) + \lambda^{-2}p_{ij}p_{ji}(q_{ij} - q_{ji}) \quad \lambda^{-1}p_{ji}(q_{ij} - q_{ji}) \right).$$

Whatever the choice of the points $p_{ij}, q_{ij}, p_{ji}$ and $q_{ji}$, this matrix is not in $\Lambda SU(2)$ because there are only non-positive powers of $\lambda$. So Ansatz (15) does not hold. And worse, if $\gamma$ is a non trivial loop, $\mathcal{P}(\xi_0, \gamma) \not\in \Lambda SU(2)$ for the same reason (unless really miraculous cancelations happen in the product.
The simplest choice is to take \( \xi \). The gauged potential is simple enough: a computation gives
\[
\xi^* \cdot G_{ij} = (\xi^* \cdot G_{ij})^* \quad (\text{for } (i, j) \in I).
\]
We propose to take
\[
\xi_i = \frac{1}{\pi_i} \quad (\text{for } i \in [1, N]).
\]
We now have
\[
\mathcal{P}(\xi, \Gamma_{ij})(\lambda) = \Phi^S(p_{ij}, \lambda) \Phi^C(q_{ij}, \lambda) \Phi^C(q_{ij}, \lambda)^{-1} \Phi^S(p_{ij}, \lambda)^{-1}.
\]
In the next section, we choose the gauge \( G_{ij} \) satisfying the following Ansatz:
\[
\forall (i, j) \in I \cup I^*, \quad \Phi^S(p_{ij}, \cdot) \Phi^C(q_{ij}, \cdot) G_{ij}(q_{ij}, \cdot)^{-1} \in \Lambda SU(2)
\]
By Equation (19), Ansatz (20) implies Ansatz (15).

4.7. Choosing the gauge \( G_{ij} \). Since we want \( f_0 \) to be a translate of \( f^S \) on each \( \mathcal{T}_i \), it is necessary to take
\[
p_{ij} = \pi_{ij} \quad (\text{for } (i, j) \in I \cup I^*).
\]
We propose to take
\[
q_{ij} = \frac{1}{\pi_{ij}} \quad (\text{for } (i, j) \in I \cup I^*).
\]
(Other choices are possible. This choice yields extra nice properties for the potential \( \xi_0 \).) With these values, Ansatz (20) is equivalent to
\[
\forall q \in \{q_{ij}, q_{ji}\}, \quad B^S(\frac{1}{q}, \cdot) G_{ij}(q, \cdot)^{-1} B^C(q, \cdot)^{-1} \in \Lambda SU(2).
\]
Since this product is also in \( \Lambda, SL(2, \mathbb{C}) \), it must have the form \( \begin{pmatrix} e^{i\theta_q} & 0 \\ 0 & e^{-i\theta_q} \end{pmatrix} \) for some constant complex unitary number \( e^{i\theta_q} \). So Ansatz (20) is equivalent to
\[
\forall q \in \{q_{ij}, q_{ji}\}, \quad G_{ij}(q, \lambda) = B^C(q, \lambda)^{-1} \begin{pmatrix} e^{-i\theta_q} & 0 \\ 0 & e^{i\theta_q} \end{pmatrix} B^S(\frac{1}{q}, \lambda) = \frac{1}{1 + |q|^2}|q| = e^{-i\theta_q} \begin{pmatrix} \frac{1 - \lambda}{1 + |q|^2} & -1 \\ -1 & \frac{1}{\lambda} \end{pmatrix}.
\]
The simplest choice is to take \( e^{i\theta_q} = \frac{q}{|q|} \), which gives the equation
\[
\forall q \in \{q_{ij}, q_{ji}\}, \quad G_{ij}(q, \lambda) = \begin{pmatrix} (1 - \lambda)q \lambda \\ q \lambda \end{pmatrix}.
\]
Let
\[
\mu_{ij} = \frac{q_{ij} + q_{ji}}{2}.
\]
The following gauge does the job:
\[
G_{ij}(z, \lambda) = \begin{pmatrix} \frac{1 - \lambda}{2(z - \mu_{ij})} & -1 \\ -1 & 2(z - \mu_{ij}) \end{pmatrix}.
\]
The gauged potential is simple enough: a computation gives
\[
\xi^C \cdot G_{ij}(z, \lambda) = \int_{\mu_{ij}}^{(1 - \lambda)} \begin{pmatrix} 1 - \lambda^2 \lambda \\ 1 - \lambda^2 \lambda \end{pmatrix} dz.
\]
In particular, at $\lambda = 1$, it simplifies to $(\begin{smallmatrix} 0 & 1 \\ 0 & 1 \end{smallmatrix}) dz$, which will help in solving Items (ii) and (iii) of the Monodromy Problem (13). This is a nice property that we get thanks to our choice of $q_{ij}$.

4.8. Checking it works. Assume that the graph $\Gamma$ has length-2 edges. We now check that the “immersion” $f_0$ obtained with the potential $\xi_0$ and the initial data $(z_0, \phi_0) = (0_1, I_2)$ satisfies Ansatz (14). (Ansatz (20) is satisfied by construction of $G_{ij}$.) The computations below will be used in Section 7.5 when solving the Monodromy Problem. Let

$$U(q, \lambda) = \Phi^S(\begin{smallmatrix} 1/\gamma \\ 1 \end{smallmatrix}, \lambda)[\Phi^C(q, \lambda)G_{ij}(q, \lambda)]^{-1}.$$ 

Using Equation (22), we obtain for $q \in \{q_{ij}, q_{ji}\}$:

$$U(q, \lambda) = \begin{pmatrix} 1 & \frac{1}{\gamma} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \frac{1-|q|^2}{\lambda} & 1 \\ \frac{1-|q|^2}{\gamma} & \frac{(1-\lambda)|q|}{\lambda(1+|q|^2)} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -q & 1 \end{pmatrix}$$

$$= \begin{pmatrix} 1 & \frac{1}{1+|q|^2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} (1-\lambda)|q|^2 & 1+\lambda^{-1}|q|^2 \\ -1-\lambda|q|^2 & (1-\lambda)|q|^2 \end{pmatrix} \in \Lambda SU(2).$$

By substitution of $q_{ij} = \frac{1}{\pi_{ij}}$ and $q_{ji} = -\pi_{ij}$, we obtain for $(i, j) \in I$:

$$U(q_{ij}, \lambda) = \begin{pmatrix} 1 & \frac{1}{1+|\pi_{ij}|^2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} (1-\lambda)|\pi_{ij}|^2 & 1+\lambda^{-1}|\pi_{ij}|^2 \\ -1-\lambda|\pi_{ij}|^2 & (1-\lambda)|\pi_{ij}|^2 \end{pmatrix}$$

$$U(q_{ji}, \lambda) = \begin{pmatrix} 1 & \frac{1}{1+|\pi_{ij}|^2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} (\lambda-1)|\pi_{ij}|^2 & \lambda^{-1}+|\pi_{ij}|^2 \\ -\lambda-|\pi_{ij}|^2 & (\lambda-1)|\pi_{ij}|^2 \end{pmatrix}.$$ 

By Equation (19), we obtain:

$$P(\xi_0, \Gamma_{ij})(\lambda) = U(q_{ij}, \lambda)U(q_{ji}, \lambda)^{-1} = \frac{1}{1+|\pi_{ij}|^2} \begin{pmatrix} \lambda^{-1}|\pi_{ij}|^2 + \lambda & \pi_{ij}(\lambda^{-2} - 1) \\ \pi_{ij}(1-\lambda^2) & \lambda|\pi_{ij}|^2 + \lambda^{-1} \end{pmatrix}. \quad (27)$$

This implies

$$P(\xi_0, \Gamma_{ij})(1) = I_2 \quad (28)$$

$$\frac{\partial}{\partial \lambda} P(\xi_0, \Gamma_{ij})(1) = \frac{1}{1+|\pi_{ij}|^2} \begin{pmatrix} 1-|\pi_{ij}|^2 & -2\pi_{ij} \\ 2\pi_{ij} & |\pi_{ij}|^2 - 1 \end{pmatrix} = 2\pi_{ij}^{-1}(\pi_{ij}) = 2u_{ij} = v_j - v_i. \quad (29)$$

(In the last equality, we have used the fact that the edges have length 2.) If we decompose an arbitrary element $\gamma$ of $\pi_1(\Sigma_0, 0_1)$ as in Equation (16), we obtain from Equations (17), (28) and (29):

$$P(\xi_0, \gamma)(1) = I_2$$

$$\frac{\partial}{\partial \lambda} P(\xi_0, \gamma)(1) = \frac{1}{1+|\pi_{ij}|^2} \sum_{j=1}^{k} \frac{\partial}{\partial \lambda} P(\xi_0, \Gamma_{ij,ij+1})(1) = \sum_{j=1}^{k} (v_{ij+1} - v_{ij}) = 0.$$ 

Hence the Monodromy Problem (13) is solved, so the DPW method produces a well defined map $f_0$ on $\Sigma_0$. (We do not call it an immersion because it is constant in the catenoidal parts.) By our choice of the initial condition, we have $f_0 = f^S$ in $\mathcal{C}_1$, and by Equation (29):

$$f_0 = f^S + v_1 - v_1 \quad \text{in} \ \mathcal{C}_1$$

so Ansatz (14) is satisfied.
5. Setup

In this section, we define a family of compact Riemann surfaces \( \Sigma_{t, \mathbf{x}} \) and meromorphic DPW potentials \( \xi_{t, \mathbf{x}} \), depending on the complex parameter \( t \) in a neighborhood of 0 and many other parameters that we will introduce. The vector of these parameters (put in some arbitrary order) is denoted \( \mathbf{x} \). The parameters involved in the definition of the Riemann surface are complex numbers, while the parameters involved in the definition of the DPW potential are functions of \( \lambda \) in the space \( W^{2,0} \). The parameter vector \( \mathbf{x} \) is in a neighborhood of a central value denoted \( x_0 \). We will solve equations using the Implicit Function Theorem at the point \((t, \mathbf{x}) = (0, x_0)\). When solving the Monodromy Problem, we will restrict the parameter \( t \) to positive real values.

5.1. Opening nodes. For \((i, j) \in I \cup I^*\), we introduce a complex parameter \( p_{ij} \) in a neighborhood of \( \pi_{ij} \) and a non-zero complex parameter \( r_{ij} \). The point \( q_{ij} \) is fixed and given by Equation (21). We define a compact Riemann surface with nodes as explained in Section 4.4, except that now the points \( p_{ij} \) are parameters so we denote it \( \Sigma_{0, \mathbf{x}} \) instead of \( \Sigma_0 \).

We fix a positive \( \varepsilon < 1 \) small enough such that for all \( i \in [1, N] \), the disks \( D(\pi_{ij}, 2\varepsilon) \) for \( j \in E_i \) and the disks \( D(\pi_k, 2\varepsilon) \) for \( k \in R_i \) are disjoint and do not contain 0. We assume that \( |p_{ij} - \pi_{ij}| < \varepsilon \) for all \((i, j) \in I \cup I^*\), so for all \( i \in [1, N] \), the disks \( D(p_{ij}, \varepsilon) \) for \( j \in E_i \) are disjoint. The disks \( D(q_{ij}, \varepsilon) \) and \( D(q_{ij}, \varepsilon) \) are disjoint because \( q_{ji} = \frac{1}{q_{ij}} \) and \( \varepsilon < 1 \).

To open nodes, we introduce, for each \((i, j) \in I\), the following standard local complex coordinates

- \( v_{ij} = z - p_{ij} \) in the disk \( D(p_{ij}, \varepsilon) \) in \( \Sigma_i \),
- \( w_{ij} = z - q_{ij} \) in the disk \( D(q_{ij}, \varepsilon) \) in \( \Sigma_{ij} \),
- \( v_{ji} = z - p_{ji} \) in the disk \( D(p_{ji}, \varepsilon) \) in \( \Sigma_j \),
- \( w_{ji} = z - q_{ji} \) in the disk \( D(q_{ji}, \varepsilon) \) in \( \Sigma_{ij} \).

For \((i, j) \in I \cup I^*\), we take \( t_{ij} = t r_{ij} \). As explained in Section 3.1, we remove the disks \( |v_{ij}| \leq \frac{|v_{ij}|}{\varepsilon} \) and \( |w_{ij}| \leq \frac{|w_{ij}|}{\varepsilon} \). We Identify each point \( z \) in the annulus \( \frac{|v_{ij}|}{\varepsilon} < |v_{ij}| < \varepsilon \) with the point \( z' \) in the annulus \( \frac{|w_{ij}|}{\varepsilon} < |w_{ij}| < \varepsilon \) such that

\[
 v_{ij}(z) w_{ij}(z') = t_{ij} = tr_{ij}.
\]

This defines for \( t \neq 0 \) a genuine compact Riemann surface which we denote \( \Sigma_{t, \mathbf{x}} \).

Remark 7. All nodes open at the same time and the parameter \( r_{ij} \) controls the speed at which the node \( p_{ij} \sim q_{ij} \) opens. The parameter \( r_{ij} \) is related to the weight \( \tau_{ij} \).

5.2. Definition of the DPW potential. We first perturb the gauge \( G_{ij} \) introduced in Section 4.7. For \((i, j) \in I\), we introduce three parameters \( g_{ij}, h_{ij}, m_{ij} \) in \( W^{2,0} \) with respective central values 1, 1 and \( \mu_{ij} \).

We define a gauge \( G_{ij, \mathbf{x}} \) in \( \Sigma_{ij} \) by

\[
 G_{ij, \mathbf{x}}(z, \lambda) = \begin{pmatrix}
 \frac{(1-\lambda)}{2g_{ij}(\lambda)(z-m_{ij}(\lambda))} & -h_{ij}(\lambda)
 \frac{2g_{ij}(\lambda)(z-m_{ij}(\lambda))}{(1-\lambda)(2h_{ij}(z-m_{ij})+h_{ij}(z-m_{ij}))}
\end{pmatrix}.
\]

At the central value, we have \( G_{ij, x_0} = G_{ij} \). We define a meromorphic regular potential \( \zeta_{0, \mathbf{x}} \) on \( \Sigma_{0, \mathbf{x}} \) as follows:

\[
 \zeta_{0, \mathbf{x}} = \begin{cases}
 \xi^S & \text{in } \Sigma_i \text{ for } i \in [1, N] \\
 \xi^C \cdot G_{ij, \mathbf{x}} & \text{in } \Sigma_{ij} \text{ for } (i, j) \in I.
\end{cases}
\]

Explicitly, a computation gives:

\[
 \xi^C \cdot G_{ij, \mathbf{x}}(z, \lambda) = \begin{pmatrix}
 \frac{(\lambda-1)(2g_{ij}-h_{ij})}{(1-\lambda)(2h_{ij}(z-m_{ij})+h_{ij}(z-m_{ij}))} & \frac{h_{ij}(2g_{ij}-h_{ij})}{2g_{ij}(z-m_{ij})}
 \frac{(\lambda-1)(2h_{ij}-h_{ij})}{4h_{ij}g_{ij}(z-m_{ij})^2} & \frac{(1-\lambda)(2g_{ij}-h_{ij})}{2g_{ij}(z-m_{ij})}
\end{pmatrix} dz.
\]

(30)
At the central value, we have \( \xi_{0,x} = \xi_0 \). For \( t \) in a neighborhood of 0, the meromorphic regular potential \( \zeta_{0,x} \) defines a meromorphic potential \( \zeta_{t,x} \) on \( \sum_{t,x} \). (We apply Theorem 2 to each element of \( \zeta_{0,x} \).) We are not done yet: we still have to introduce poles for the Delaunay ends and we can prescribe the periods of our potential around the nodes. We introduce the following parameters:

- \( a_{ij}, b_{ij}, c_{ij} \) for \( (i, j) \in I \cup I^* \);
- \( a_{mij}, b_{mij}, c_{mij} \) for \( (i, j) \in I \);
- \( a_k, b_k, p_k \) for \( k \in [1, n] \).

All these parameters are functions of \( \lambda \) in the space \( W_{0^+} \). We give their central value in Section 5.3. We define the meromorphic regular potentials \( \chi_{0,x} \) and \( \Theta_{0,x} \) on \( \Sigma_{0,x} \) by:

- For \( i \in [1, N] \) and \( z \in C_i \):
  \[
  \chi_{0,x}(z, \lambda) = (\lambda - 1) \sum_{k \in K_i} \left( \frac{a_k(\lambda)}{(z-p_k)^2} + \frac{b_k(\lambda)}{(z-p_k)} \right) + \sum_{j \in K_i} \left( \frac{a_{ij}(\lambda)}{c_{ij}(\lambda)} \lambda^{-b_{ij}(\lambda)} - \frac{a_{ij}(\lambda)}{c_{ij}(\lambda)} \lambda^{-a_{ij}(\lambda)} \right) \frac{dz}{z-p_{ij}}.
  \]

- For \( (i, j) \in I \) and \( z \in C_{ij} \):
  \[
  \chi_{0,x}(z, \lambda) = -\left( \frac{a_{ij}(\lambda)}{c_{ij}(\lambda)} \lambda^{-b_{ij}(\lambda)} - \frac{a_{ij}(\lambda)}{c_{ij}(\lambda)} \lambda^{-a_{ij}(\lambda)} \right) \frac{dz}{z-q_{ij}} - \left( \frac{a_{ji}(\lambda)}{c_{ji}(\lambda)} \lambda^{-b_{ji}(\lambda)} - \frac{a_{ji}(\lambda)}{c_{ji}(\lambda)} \lambda^{-a_{ji}(\lambda)} \right) \frac{dz}{z-q_{ji}}.
  \]

\[
\Theta_{0,x} = G_{ij,x}(z, \lambda)^{-1} \left( \frac{a_{mij}(\lambda)}{z-m_{ij}} \lambda^{-b_{mij}(\lambda)} \frac{dz}{z-m_{ij}} + \frac{a_{mij}(\lambda)}{z-m_{ij}} \lambda^{-c_{mij}(\lambda)} \frac{dz}{z-m_{ij}} \right) G_{ij,x}(z, \lambda)dz.
\]

For \( t \) in a neighborhood of 0, the meromorphic regular potentials \( \chi_{0,x} \) and \( \Theta_{0,x} \) define two meromorphic potentials \( \chi_{t,x} \) and \( \Theta_{t,x} \) on \( \Sigma_{t,x} \) (using Theorem 2 again). We define the meromorphic potential \( \xi_{t,x} \) on \( \Sigma_{t,x} \) by

\[
\xi_{t,x} = \xi_{t,x} + t(\lambda - 1)(\chi_{t,x} + \Theta_{t,x}).
\]

**Remark 8.** The potential \( \xi_{t,x} \) looks awfully complicated, so let me explain the purpose of each term in its definition. Each parameter is introduced to solve a certain problem:

1. The gauge \( G_{ij} \) was chosen in Section 4.7 so that the principal solution of \( \xi_0 \) along \( \Gamma_{ij} \) is in \( \Lambda SU(2) \). The parameters \( g_{ij}, h_{ij} \) and \( m_{ij} \) involved in the definition of the gauge \( G_{ij,x} \) will be used in Section 7.5 to solve that problem when \( t \neq 0 \) using the Implicit Function Theorem.
2. The first term in (31) creates the desired Delaunay edges, as explained in Section 4.1.
3. The second term in (31) prescribes the period of \( \chi_{0,x} \) around the nodes. The parameters \( a_{ij}, b_{ij} \) and \( c_{ij} \) will be used in Section 7.3 to solve the Monodromy Problem with respect to cycles around the nodes.
4. The first term in (32) is forced by the fact that the residues of \( \chi_{0,x} \) at \( p_{ij} \) and \( q_{ij} \) must be opposite (see Definition 5). Same for the second term.
5. The third term in (32) is there so that \( \chi_{t,x} \) is holomorphic at \( \infty_{ij} \), which will be useful when solving the Regularity Problem at \( \infty_{ij} \).
6. The parameters \( a_{mij}, b_{mij}, c_{mij} \) in the definition of \( \Theta_{0,x} \) will be used in Section 6 to solve the Regularity Problem at \( m_{ij} \), namely ensure that \( \xi_{t,x} \cdot G_{ij,x}^{-1} \) is holomorphic at \( m_{ij} \). There is no need to compute explicitly the matrix product in the definition of \( \Theta_{0,x} \); the matrices \( G_{ij,x}^{-1} \) and \( G_{ij,x} \) will cancel when we gauge by \( G_{ij,x}^{-1} \). The only thing that matters is that \( \Theta_{0,x} \) has poles only at \( m_{ij} \) and \( \infty_{ij} \), which is clear from the definition of \( G_{ij,x} \).

We collect some immediate properties of the potential \( \xi_{t,x} \) in the following
Proposition 9. 1. At the central value, $\xi_{0, x_0} = \xi_0$, where $\xi_0$ is given by Equation (18).
2. If $t \neq 0$, $\xi_{t, x}$ has poles at the following points:
   - $\infty_i$ in $\mathbb{C}_i$ for $i \in [1, N]$,
   - $m_{ij}$ and $\infty_{ij}$ in $\mathbb{C}_{ij}$ for $(i, j) \in I$,
   - $p_k$ in $\mathbb{C}_i$ for $i \in [1, N]$ and $k \in R_i$.
3. At $\lambda = 1$, $\xi_{t, x}$ has the following form:
\[
\xi_{t, x}(z, 1) = \begin{pmatrix} 0 & \beta_{t, x}(z) \\ 0 & 0 \end{pmatrix}
\]
where $\beta_{t, x}$ is a meromorphic 1-form on $\Sigma_{t, x}$ with no periods around the nodes.

Proof: the only point which does not follow directly from the definitions is Point 3. At $\lambda = 1$, we have $\xi_{t, x}(z, 1) = \xi_t(z, 1)$. By definition of $\xi_{0, x}$ and Equation (30), we have
\[
\xi_{0, x}(z, 1) = \begin{pmatrix} 0 & \beta_{0, x}(z) \\ 0 & 0 \end{pmatrix}
\]
with $\beta_{0, x} = \left\{ \frac{dz}{h_{ij}(1)(2g_{ij}(1) - h_{ij}(1))dx} \right\}$ in $\mathbb{C}_i$.

Observe that $\beta_{0, x}$ is holomorphic at the nodes. By Theorem 2, the regular differential $\beta_{0, x}$ defines a unique meromorphic 1-form $\beta_{t, x}$ on $\Sigma_{t, x}$ with no periods around the nodes. □

5.3. Parameters of the construction. The following table gives all parameters of the construction, together with their index range, functional space, central value, and the section in which each parameter is used to solve an equation. The parameters appear in the order in which they are used.

| Parameter | Index | Space | Central value | Section |
|-----------|-------|-------|---------------|---------|
| $a_{mij}$ | $I$ | $\mathcal{W}^{2, 0}$ | $-4\lambda^2_{ij}$ | 6 |
| $b_{mij}$ | $I$ | $\mathcal{W}^{2, 0}$ | $-2(\lambda - 1)\lambda^2_{ij}$ | 6 |
| $c_{mij}$ | $I$ | $\mathcal{W}^{2, 0}$ | 0 | 6 |
| $a_{ij}$ | $I \cup I^*$ | $\mathcal{W}^{2, 0}$ | $2\tau_{ij}$ | 7.3 |
| $b_{ij}$ | $I \cup I^*$ | $\mathcal{W}^{2, 0}$ | $2\rho_{ij}^{-1}\tau_{ij}$ | 7.3 |
| $c_{ij}$ | $I \cup I^*$ | $\mathcal{W}^{2, 0}$ | $-2(\lambda - 1)\rho_{ij}\tau_{ij}$ | 7.3 |
| $r_{ij}$ | $I \cup I^*$ | $\mathbb{C}$ | $-\rho_{ij}^{2}\tau_{ij}$ | 7.3 |

| Parameter | Index | Space | Central value | Section |
|-----------|-------|-------|---------------|---------|
| $a_k$ | $[1, n]$ | $\mathcal{W}^{2, 0}$ | $\tau_k$ | 7.4 |
| $b_k$ | $[1, n]$ | $\mathcal{W}^{2, 0}$ | $-2\rho_k\tau_k$ | 7.4 |
| $p_k$ | $[1, n]$ | $\mathcal{W}^{2, 0}$ | $\pi_k$ | 7.4 |
| $g_{ij}$ | $I$ | $\mathcal{W}^{2, 0}$ | 1 | 7.5 |
| $h_{ij}$ | $I$ | $\mathcal{W}^{2, 0}$ | 1 | 7.5 |
| $m_{ij}$ | $I$ | $\mathcal{W}^{2, 0}$ | $\mu_{ij}$ | 7.5 |
| $\rho_{ij}$ | $I \cup I^*$ | $\mathbb{C}$ | $\pi_{ij}$ | 7.5 |

In the fourth column, the greek letters refer to constants depending only on the weighted graph $\Gamma$:

- For $(i, j) \in I$, $\tau_{ij}$ is the weight of the edge $e_{ij}$ and $\tau_{ij} = \tau_{ij}$.
- For $(i, j) \in I \cup I^*$, $\pi_{ij} = \pi_S(u_{ij})$. We have $\pi_{ij} = \frac{1}{\arctan}$.

- For $(i, j) \in I \cup I^*$, $\rho_{ij} = \frac{\pi_{ij}}{1 + |\pi_{ij}|^2}$. We have $\rho_{ij} = -\rho_{ij}$.
- For $(i, j) \in I$, $\mu_{ij} = \mu_{ji} = \frac{g_{ij} + q_{ji}}{2} = \frac{1 - |\pi_{ij}|^2}{2\pi_{ij}}$.
- For $k \in [1, n]$: $\pi_k$ is the weight of the ray $r_k$, $\pi_k = \pi_S(u_k)$ and $\rho_k = \frac{\pi_k}{1 + |\pi_k|^2}$.

Until Section 9, we do not assume that the graph $\Gamma$ is balanced nor has length-2 edges.

6. The Regularity Problem at $m_{ij}$

We want the following poles of $\xi_{t, x}$ to be removable singularities (see Definition 8):

- the points $\infty_i$ for $i \in [1, N]$,
- the points $\infty_{ij}$ for $(i, j) \in I$,
- the points $m_{ij}$ for $(i, j) \in I$. 
We call this the Regularity Problem. In this section, we solve the Regularity Problem at \( m_{ij} \). The Regularity Problems at \( \infty_{ij} \) and \( \infty_i \) are solved in Sections 8 and 9. We define in \( \mathbb{C}_{ij} \):

\[
\hat{\xi}_{ij,t,x} = \xi_{t,x} \cdot G_{ij,x}^{-1}.
\]

Our goal is to adjust the parameters \( a_{m_{ij}}, b_{m_{ij}} \) and \( c_{m_{ij}} \) so that \( \hat{\xi}_{ij,t,x} \) extends holomorphically at \( m_{ij} \).

We will see in Section 10.2 that \( \hat{\xi}_{ij,t,x} \) is regular at \( m_{ij} \).

6.1. **Order of \( \hat{\xi}_{ij,t,x} \) at \( m_{ij} \) and \( \infty_{ij} \).** The following terminology will be convenient. Let \( f \) be a meromorphic function or 1-form on a Riemann surface \( \Sigma \). Let \( p \in \Sigma \) and \( z \) be a local coordinate in a neighborhood of \( p \) such that \( z(p) = 0 \). The order of \( f \) at \( p \), denoted \( \text{Ord}_p(f) \), is the largest \( a \in \mathbb{Z} \cup \{\infty\} \) such that \( z^{-a}f \) is holomorphic at \( p \). (So \( a > 0 \) means that \( f \) has a pole of multiplicity \( a \) at \( p \), \( a < 0 \) means that \( f \) has a pole of multiplicity \( -a \) at \( p \) and \( a = \infty \) means \( f \equiv 0 \).) If \( F \) is a \( 2 \times 2 \) matrix of meromorphic functions or 1-forms, we define

\[
\text{Ord}_p(F) = (\text{Ord}_p(F_{ij}))_{1 \leq i,j \leq 2} \in \mathcal{M}_2(\mathbb{Z} \cup \{\infty\}).
\]

It is straightforward to check that

\[
\text{Ord}_p(F + G) \geq \min(\text{Ord}_p(F), \text{Ord}_p(G))
\]

\[
\text{Ord}_p(F \times G) \geq \text{Ord}_p(F) \star \text{Ord}_p(G)
\]

where \( \star \) is the “tropical” matrix product obtained by replacing \((+,\times)\) by \((\min,+)\) in the usual matrix product, \(\min(A,B) = (\min(A_{ij},B_{ij}))_{1 \leq i,j \leq 2} \) and \( A \geq B \) means that \( A_{ij} \geq B_{ij} \) for all \( i,j \in [1,2] \).

**Proposition 10.** \( \hat{\xi}_{ij,t,x} \) has order at least \( (-1, -2) \) at \( m_{ij} \) and at least \( (-1, -1) \) at \( \infty_{ij} \).

(In other words, \( \hat{\xi}_{ij,t,x} \) has poles of multiplicity at most \( (\frac{1}{2}, \frac{1}{2}) \) at \( m_{ij} \) and at most \( (\frac{1}{2}, \frac{1}{1}) \) at \( \infty_{ij} \).)

Proof: we compute the order at \( m_{ij} \) of each term in the definition of \( \hat{\xi}_{t,x} \). Recall that by definition (see Theorem 2), \( \zeta_{t,x} - \zeta_{0,x} \) is holomorphic at \( m_{ij} \), so by Equation (30):

\[
\text{Ord}_{m_{ij}}(\zeta_{t,x}) \geq \min\left(\text{Ord}_{m_{ij}}(\zeta_{0,x}), \left(\begin{array}{c} 0 \\ 0 \end{array}\right)\right) \geq \left(\begin{array}{c} -1 \\ -2 \end{array}\right).
\]

In the same way, by Equation (32):

\[
\text{Ord}_{m_{ij}}(\chi_{t,x}) \geq \left(\begin{array}{c} 0 \\ -1 \end{array}\right).
\]

By Definition of \( G_{ij,x} \),

\[
\text{Ord}_{m_{ij}}(G_{ij,x}) \geq \left(\begin{array}{c} -1 \\ 0 \end{array}\right).
\]

By Equation (33):

\[
\text{Ord}_{m_{ij}}(\Theta_{0,x}) \geq \left(\begin{array}{c} 1 \\ -1 \end{array}\right) \star \left(\begin{array}{c} -1 \\ -2 \end{array}\right) \star \left(\begin{array}{c} -1 \\ 0 \end{array}\right) = \left(\begin{array}{c} -1 \\ -2 \end{array}\right).
\]

Hence

\[
\text{Ord}_{m_{ij}}(\chi_{t,x}) \geq \left(\begin{array}{c} -1 \\ -2 \end{array}\right).
\]

\[
\text{Ord}_{m_{ij}}(\hat{\xi}_{ij,t,x}) \geq \left(\begin{array}{c} -1 \\ -2 \end{array}\right).
\]

So

\[
\text{Ord}_{m_{ij}}(\hat{\xi}_{ij,t,x}) \geq \left(\begin{array}{c} -1 \\ 0 \end{array}\right).
\]

In the same way:

\[
\text{Ord}_{\infty_{ij}}(\zeta_{t,x}) \geq \left(\begin{array}{c} -1 \\ -2 \end{array}\right).
\]

Thanks to the third term in Equation (32):

\[
\text{Ord}_{\infty_{ij}}(\chi_{t,x}) \geq \left(\begin{array}{c} -1 \\ -1 \end{array}\right).
\]

\[
\text{Ord}_{\infty_{ij}}(G_{ij,x}) \geq \left(\begin{array}{c} 1 \\ -1 \end{array}\right).
\]
The term $\Theta_{t,x}$ is more delicate: to get the right order, it is necessary to write
\[
\Theta_{t,x} = \Theta_{0,x} + \Xi_{t,x}
\]
where $\Xi_{t,x}$ is holomorphic in a neighborhood of $\infty_{ij}$. Then by definition of $\Theta_{0,x}$:
\[
G_{ij,x}\Theta_{0,x}G^{-1}_{ij,x} = \left( \frac{a_{m_{ij}}(\lambda)}{z-m_{ij}} + \frac{\lambda^{-1}b_{m_{ij}}(\lambda)}{(z-m_{ij})} + \frac{\lambda^{-1}c_{m_{ij}}(\lambda)}{z-m_{ij}} \right) dz
\]
(37) so
\[
\text{Ord}_{\infty_{ij}}(G_{ij,x}\Theta_{0,x}G^{-1}_{ij,x}) \geq (-1)^1 \cdot (-1).\]

Regarding the other terms,
\[
\text{Ord}_{\infty_{ij}} \left[ G_{ij,x} (\xi_{t,x} + t(\lambda - 1)(\chi_{t,x} + \Xi_{t,x})) G^{-1}_{ij,x} \right] \geq \left( \frac{1}{0} - 1 \right) \cdot \left( \frac{1}{0} - 1 \right) = \left( \frac{1}{0} - 1 \right).
\]
\[
\text{Ord}_{\infty_{ij}}(G_{ij,x} dG_{ij,x}^{-1}) \geq \left( \frac{1}{0} - 2 \right) \cdot \left( \frac{1}{0} - 1 \right) = \left( \frac{1}{0} - 1 \right).
\]
So
\[
\text{Ord}_{\infty_{ij}}(\tilde{\xi}_{ij,t,x}) \geq (-1)^1 \cdot (-1).
\]

6.2. Solution of the Regularity Problem at $m_{ij}$.

**Proposition 11.** For $t$ in a neighborhood of 0, there exists unique values of the parameters
\[
(a_{m_{ij}}, b_{m_{ij}}, c_{m_{ij}})_{(i,j) \in I} \in (W^{>0})^3 I
\]
depending holomorphically on $t$ and the remaining parameters, such that for all $(i, j) \in I$, $\hat{\xi}_{ij,t,x}$ extends holomorphically at $m_{ij}$.

Proof: define for an arbitrary potential $\xi$:
\[
\mathcal{R}_{ij}(\xi)(\lambda) = \frac{1}{2\pi i} \int_{C(\mu_{ij}, r)} [\xi_{ij,1}, \lambda(z-m_{ij}(\lambda))\xi_{ij,2}, \lambda\xi_{ij,2}].
\]
By Proposition 10, $\hat{\xi}_{ij,t,x}$ has a pole of multiplicity at most $(-\frac{1}{0})^1$ at $m_{ij}$ so we want to solve the equation
\[
\mathcal{R}_{ij}(\hat{\xi}_{ij,t,x}) = 0.
\]
(38)

Note that $m_{ij}$ depends on $\lambda$, which is why we compute the residue $\mathcal{R}_{ij}(\xi)$ as an integral on the fixed circle $C(\mu_{ij}, r)$. In this section, we restrict the variable $z$ to the fixed annulus $\frac{\lambda}{2} < |z - \mu_{ij}| < 2$ in $C_{ij}$ where the potential $\hat{\xi}_{ij,t,x}$ is holomorphic. Let
\[
\hat{\xi}_{ij,t,x} = \xi_{t,x} \cdot G^{-1}_{ij,x}
\]
\[
\hat{\chi}_{ij,t,x} = G_{ij,x}(t \chi_{t,x} G^{-1}_{ij,x})
\]
\[
\hat{\Theta}_{ij,t,x} = G_{ij,x}(t \Theta_{t,x} G^{-1}_{ij,x})
\]
Then
\[
\hat{\xi}_{ij,t,x} = \hat{\xi}_{ij,t,x} + t(\lambda - 1)(\hat{\chi}_{ij,t,x} + \hat{\Theta}_{ij,t,x}).
\]
Define for $t \neq 0$:
\[
\hat{\xi}_{ij,t,x} = \frac{1}{t} (\hat{\xi}_{ij,t,x} - \hat{\xi}_{ij,0,x})
\]
Then $\hat{\xi}_{ij,t,x}$ extends holomorphically at $t = 0$. Let
\[
\tilde{\xi}_{ij,t,x} = L_1(\hat{\xi}_{ij,t,x})
\]
where \( \mathcal{L}_1 \) is the operator introduced in Proposition 5 with \( \mu = 1 \), and we apply it to each element of the matrix \( \tilde{\zeta}_{ij,t,x} \). In other words,

\[
\tilde{\zeta}_{ij,t,x}(z, \lambda) = \frac{\tilde{\zeta}_{ij,t,x}(z, \lambda) - \tilde{\zeta}_{ij,t,x}(z, 1)}{\lambda - 1}.
\]

Since \( \tilde{\zeta}_{ij,0,x} = \xi^C \) does not depend on \( \lambda \):

\[
\tilde{\zeta}_{ij,t,x}(z, \lambda) = \tilde{\zeta}_{ij,t,x}(z, 1) + t(\lambda - 1)\tilde{\zeta}_{ij,t,x}(z, \lambda).
\]

Hence

\[
\tilde{\zeta}_{ij,t,x}(z, \lambda) = \tilde{\zeta}_{ij,t,x}(z, 1) + t(\lambda - 1)\left[\tilde{\zeta}_{ij,t,x}(z, \lambda) + \tilde{\zeta}_{ij,t,x}(z, \lambda) + \tilde{\Theta}_{ij,t,x}(z, \lambda)\right].
\]

Now \( G_{ij,x}(z, 1) \) and \( \xi^C \) are holomorphic at \( m_{ij}(1) \), so \( \tilde{\zeta}_{i,x}(z, 1) \) and \( \tilde{\zeta}_{ij,t,x}(z, 1) \) are holomorphic at \( m_{ij}(1) \). Hence

\[
\mathcal{R}_{ij}(\tilde{\zeta}_{ij,t,x}(.1)) = 0.
\]

So to solve Equation (38), it suffices to solve the following equation:

\[
\mathcal{R}_{ij}(\tilde{\Theta}_{ij,t,x}) = -\mathcal{R}_{ij}(\tilde{\zeta}_{ij,t,x} + \tilde{\zeta}_{ij,t,x}). \tag{39}
\]

Each term in Equation (39) is a smooth map from the space of parameters to \((W^{2,0})^3\) (by composition of various bounded linear operators). Moreover, the right member does not depend on the parameters \( a_{mi,j'}^{'}, b_{mi,j'}^{'}, c_{mi,j'}^{'}, \) for \((i', j') \in I \), and the left member depends linearly on \( a_{mi,j}, b_{mi,j} \) and \( c_{mi,j} \).

When \( t = 0 \), we have by Equation (37):

\[
\mathcal{R}_{ij}(\tilde{\Theta}_{ij,0,x}) = (a_{mi,j}, b_{mi,j}, c_{mi,j}).
\]

By Proposition 7, for \( t \) small enough, the linear operator

\[(a_{mi,j}, b_{mi,j}, c_{mi,j})_{(i,j) \in I} \mapsto (\mathcal{R}(\tilde{\Theta}_{ij,t,x}))_{(i,j) \in I}\]

remains an automorphism of \((W^{2,0})^3\). This means that Equation (39) for \((i, j) \in I \) uniquely determines \((a_{mi,j}, b_{mi,j}, c_{mi,j})_{(i,j) \in I} \in (W^{2,0})^3\).

**Remark 9.** We see in this proof that although \( \Theta_{0,x} \) is not explicit, the parameters \( a_{mi,j}, b_{mi,j}, c_{mi,j} \) are determined without having to invert a linear operator. In a previous version of this work, the term \( \Theta_{0,x} \) was defined explicitly, but then solving the Regularity Problem at \( m_{ij} \) required a quite tedious computation.

6.3. **Computation of** \( b_{mi,j}^0 \) **and** \( c_{mi,j}^0 **at** t = 0.** Let \( x' \) be the collection of the remaining parameters, so \( a_{mi,j}, b_{mi,j} \) and \( c_{mi,j} \) are now holomorphic functions of \((t, x')\). In principle, one can compute explicitly the right member of Equation (39) at \( t = 0 \) and obtain the values of \( a_{mi,j}, b_{mi,j} \) and \( c_{mi,j} \) at \( t = 0 \) in function of \( x' \). In particular, this is how the central value of these parameters (as indicated in Section 5.3) was computed. We omit this computation because that result will not be used. We shall need the following easier result:

**Proposition 12.** At \( t = 0 \), we have for \( x' \) in a neighborhood of \( x'_{ij}^0 \):

\[
b_{mi,j}^0(0, x') = \frac{1}{4(g_{ij}^{0,2})^2} \left[ \frac{b_{ij}^0}{m_{ij}^0 - q_{ij}} + \frac{b_{ij}^0}{m_{ij}^0 - q_{ij}} - \frac{r_{ij}}{(m_{ij}^0 - q_{ij})^2} - \frac{r_{ij}}{(m_{ij}^0 - q_{ij})^2} \right]
\]

\[
c_{mi,j}^0(0, x') = \frac{1}{4(g_{ij}^{0,2})^2} \left[ -\frac{b_{ij}^0}{(m_{ij}^0 - q_{ij})^2} - \frac{b_{ij}^0}{(m_{ij}^0 - q_{ij})^2} + \frac{2r_{ij}}{(m_{ij}^0 - q_{ij})^2} + \frac{2r_{ij}}{(m_{ij}^0 - q_{ij})^2} \right].
\]
For the following sets:

\[ \text{tary residue computation for Proposition 12 follows by computing the residues in Equations (40) and (41), using the following elemen-} \]

\[ \text{We would like to take } O_{ij} \text{, the potential } \chi_{ij,0,x'}:z_{ij,0,x'}:12 = \frac{1}{(2g_{ij}^0(z-m_{ij}^0))^2} (\frac{b_{ij}^0 dz}{z} - \frac{b_{ji}^0 dz}{z}) \]

By Proposition 2 with \( G = G_{ij,x'}^{-1} \), using the notations introduced at the end of Section 3.2.3:

\[ ^{(-1)} \lambda_{ij,0,x'}:12 = (G_{ij,x'}^{0})^{(-1)} \lambda_{ij,0,x'}:12 = \frac{1}{(2g_{ij}^0(z-m_{ij}^0))^2} (\frac{b_{ij}^0 dz}{z} - \frac{b_{ji}^0 dz}{z} - q_{ij}) \]

We have

\[ ^{(-1)} \zeta_{ij,0,x'}:12 = ^{(-1)} \zeta_{ij,0,x'}:12 = -\frac{\partial}{\partial t} \zeta_{ij,i,t,x'}:12|_{t=0}. \]

By Proposition 2 again:

\[ ^{(-1)} \zeta_{ij,i,t,x'}:12 = \frac{1}{(2g_{ij}^0(z-m_{ij}^0))^2} \zeta_{ij,i,t,x'}:12. \]

By Theorem 3:

\[ \frac{\partial}{\partial t} \zeta_{ij,i,t,x'}:12|_{t=0} = - \frac{r_{ij} dz}{(z-q_{ij})^2} - \frac{r_{ji} dz}{(z-q_{ji})^2}. \]

Hence

\[ ^{(-1)} \zeta_{ij,0,x'}:12 = \frac{1}{(2g_{ij}^0(z-m_{ij}^0))^2} (\frac{r_{ij} dz}{(z-q_{ij})^2} + \frac{r_{ji} dz}{(z-q_{ji})^2}). \]

Proposition 12 follows by computing the residues in Equations (40) and (41), using the following elementary residue computation for \( \delta_{ij}^0 \):

\[ \text{Res}_{m} \left( \frac{1}{(z-m)^2(z-q)^k} \right) = \frac{-k}{(m-q)^{k+1}}. \]

7. The Monodromy Problem

7.1. Definition of domains and paths. We define the domain \( \Omega_{t,x} \) as \( \Sigma_{t,x} \) from which we remove the following sets:

- \( \{ \infty_i \} \) for \( i \in [1,N] \),
- \( \{ \infty_{ij} \} \) and the closed disk \( \overline{D}(\mu_{ij}, \frac{\varepsilon}{2}) \) in \( \overline{C}_{ij} \) for \( (i,j) \in I \),
- The closed disk \( \overline{D}(\pi_k, \frac{\varepsilon}{2}) \) in \( \overline{C}_i \) for \( i \in [1,N] \) and \( k \in R_i \).

If \( x \) is close enough to \( x_0 \), the potential \( \xi_{t,x} \) is holomorphic in \( \Omega_{t,x} \). Also, \( \Omega_{t,x} \) does not depend on \( \lambda \), as required for the DPW method. (This is why we removed a disk centered at \( \pi_k \) and not just \( p_k \), which depends on \( \lambda \).) We first construct an immersion on \( \Omega_{t,x} \). In Section 10.2, we will extend it analytically to \( \Sigma_{t,x} \) minus \( n \) points corresponding to the Delaunay ends.

We define the following fixed domains (independent of \( t \), \( x \) and \( \lambda \)):

\[ \Omega_t = \{ z \in \mathbb{C}_i : \forall j \in E_i, |z - \pi_{ij}| > \frac{\varepsilon}{2} \text{ and } \forall k \in R_i, |z - \pi_k| > \frac{\varepsilon}{2} \} \quad \text{for } i \in [1,N] \]

\[ \Omega_{ij} = \{ z \in \mathbb{C}_i : |z - q_{ij}| > \frac{\varepsilon}{2}, |z - q_{ij}| > \frac{\varepsilon}{2} \text{ and } |z - \mu_{ij}| > \frac{\varepsilon}{2} \} \quad \text{for } (i,j) \in I. \]

For \( (t,x) \) close enough to \( (0,x_0) \), the domains \( \Omega_t \) and \( \Omega_{ij} \) are included in \( \Omega_{t,x} \). We fix an arbitrary base point \( O_{ij} \) in \( \Omega_{ij} \).

Remark 10. We would like to take \( O_{ij} = 0_{ij} \) but if \( |\pi_{ij}| = 1 \), then \( \mu_{ij} = 0 \) so \( 0_{ij} \notin \Omega_{ij} \). Note that we could have assumed without loss of generality that all edges are non-horizontal, in which case \( |\pi_{ij}| \neq 1 \) so we could take \( O_{ij} = 0_{ij} \) which makes some computations slightly simpler.
In the rest of this section, we assume that $t$ is a positive real number and $(t, x)$ is close enough to $(0, x_0)$. If $(i, j) \in I^*$, we denote $C_{ij} = C_{ji}$, $\Omega_{ij} = \Omega_{ji}$ and $O_{ij} = O_{ji}$. We define the following paths in $\Omega_{i,x}$ (see Figure 2):

- For $(i, j) \in I \cup I^*$:
  - $\alpha_{ij}$ is a path from $0_i$ to $p_{ij} + \varepsilon$ in $\Omega_i$, depending continuously on $p_{ij}$. (For example, we can take a fixed path from $0_i$ to $\pi_{ij}$, followed by the segment from $\pi_{ij}$ to $p_{ij}$, which is included in $\Omega_i$ if $|p_{ij} - \pi_{ij}| < \frac{\varepsilon}{2}$.)
  - $C_{ij}$ is the circle in $\Omega_i$ parametrized by $s \mapsto p_{ij} + \varepsilon e^{2\pi i s}$.
  - $\hat{C}_{ij}$ is the circle in $\Omega_{ij}$ parametrized by $s \mapsto q_{ij} + \varepsilon e^{2\pi i s}$.
  - $A_{ij}$ is the closed annulus bounded by the circles $C_{ij}$ and $\hat{C}_{ij}$ in $\Sigma_{i,x}$.
  - $\gamma_{ij} = \alpha_{ij} C_{ij} \alpha_{ij}^{-1} \in \pi_1(\Omega_i, 0_i)$.
  - $\beta_{ij}$ is a path from $p_{ij} + \varepsilon$ to $q_{ij} + \varepsilon$ inside the annulus $A_{ij}$, defined as follows using the coordinates $v_{ij}$ and $w_{ij}$ introduced in Section 5.1:
    $$ v_{ij}(\beta_{ij}(s)) = \varepsilon^{1-2s}(t_{ij})^s, \quad s \in [0, 1]. $$

- $\hat{\delta}_{ij}$ is a fixed path from $O_{ij}$ to $q_{ij} + \varepsilon$ in $\Omega_{ij}$.

- For $(i, j) \in I$:
  - $\Gamma_{ij} = \delta_{ij} \hat{\delta}_{ij}^{-1}$ is a path from $0_i$ to $0_j$.
  - $\alpha_{m_{ij}}$ is a path from $O_{ij}$ to $m_{ij} + \varepsilon$, depending continuously on $m_{ij}$.
  - $C_{m_{ij}}$ is the circle in $\Omega_{ij}$ parametrized by $s \mapsto m_{ij} + \varepsilon e^{2\pi i s}$.
  - $\hat{\gamma}_{m_{ij}} = \alpha_{m_{ij}} C_{m_{ij}} \alpha_{m_{ij}}^{-1} \in \pi_1(\Omega_{ij}, O_{ij})$.
  - $\gamma_{m_{ij}} = \delta_{ij} \hat{\gamma}_{m_{ij}} \delta_{ij}^{-1} \in \pi_1(\Omega_{i,x}, 0_i)$.

- For $i \in [1, N]$ and $k \in R_i$:
  - $\alpha_k$ is a path from $0_i$ to $p_k + \varepsilon$ in $\Omega_i$, depending continuously on $p_k$.
  - $C_k$ is the circle in $\Omega_i$ parametrized by $s \mapsto p_k + \varepsilon e^{2\pi i s}$.
  - $\gamma_k = \alpha_k C_k \alpha_k^{-1} \in \pi_1(\Omega_i, 0_i)$.

**Figure 2.** Left: paths in $C_i$. Right: paths in $C_{ij}$. The shaded annulus $A_{ij}$ in $C_i$ is identified with the shaded annulus $A_{ij}$ in $C_{ij}$ (via an inversion) when opening nodes.
Proposition 13. Any element \( \gamma \) in \( \pi_1(\Omega_{i,x},0_1) \) is homotopic to a product of paths or inverse of paths in the following list:
1. \( \gamma_{ij} \) for \( (i,j) \in I \cup I^* \),
2. \( \gamma_k \) for \( k \in [1,n] \),
3. \( \gamma_{mij} \) for \( (i,j) \in I \),
4. \( \Gamma_{ij} \) for \( (i,j) \in I \).

Proof: we denote \( \sim \) the homotopy between paths. Let \( \gamma \in \pi_1(\Omega_{i,x},0_1) \). Without loss of generality, we may assume that \( \gamma \) is represented by a smooth regular curve which is transverse to the circles \( C_{ij} \) and \( \hat{C}_{ij} \) for \( (i,j) \in I \cup I^* \). Without loss of generality, we may also assume that \( \gamma \) always intersects a circle \( C_{ij} \) at the point \( p_{ij} + \varepsilon \) and a circle \( \hat{C}_{ij} \) at the point \( q_{ij} + \varepsilon \). Then we can write

\[ \gamma = \prod_{k=1}^{r} c_k \]

where \( c_1(0) = c_r(1) = 0_1 \) and all other end-points of the paths \( c_k \) are either a point \( p_{ij} + \varepsilon \) or a point \( q_{ij} + \varepsilon \) with \( (i,j) \in I \cup I^* \). Moreover, the path \( c_k \) is included in a domain \( \Omega_i \) or \( \Omega_{ij} \) if \( k \) is odd and an annulus \( A_{ij} \) if \( k \) is even.

Claim 1. \( \gamma \) is homotopic to a finite product of paths in the following list:
- the elements of \( \pi_1(\Omega_i,0_i) \) for \( i \in [1,N] \),
- the elements of \( \pi_1(\Omega_{ij},O_{ij}) \) for \( (i,j) \in I \),
- the paths \( \delta_{ij} \) or their inverses for \( (i,j) \in I \cup I^* \).

Proof: we define the paths \( a_0, \ldots, a_r \) as follows. For odd \( k \in [1,r] \):
- If \( c_k \subset \Omega_i \):
  - If \( k = 1 \) then \( c_k(0) = 0_1 \) so we set \( a_0 = 0_1 \) (a constant path).
  - If \( 1 < k \leq r \), there exists \( j \in E_i \) such that \( c_k(0) = p_{ij} + \varepsilon \). We set \( a_{k-1} = \alpha_{ij} \).
  - If \( k = r \) then \( c_k(1) = 0_1 \) so we set \( a_k = 0_1 \).
  - If \( 1 \leq k < r \), there exists \( \ell \in E_i \) such that \( c_k(1) = p_{i\ell} + \varepsilon \). We set \( a_k = \alpha_{i\ell} \).
We have \( a_{k-1}c_k a_k^{-1} \in \pi_1(\Omega_i,0_i) \).
- If \( c_k \subset \Omega_{ij} \):
  - If \( c_k(0) = q_{ij} + \varepsilon \), we set \( a_{k-1} = \alpha_{ij} \).
  - If \( c_k(0) = q_{ji} + \varepsilon \), we set \( a_{k-1} = \alpha_{ji} \).
  - If \( c_k(1) = q_{ij} + \varepsilon \), we set \( a_k = \alpha_{ij} \).
  - If \( c_k(1) = q_{ji} + \varepsilon \), we set \( a_k = \alpha_{ji} \).
We have \( a_{k-1}c_k a_k^{-1} \in \pi_1(\Omega_{ij},O_{ij}) \).

We have

\[ \gamma \sim \prod_{k=1}^{r} (a_{k-1}c_k a_k^{-1}) \]

For odd \( k \in [1,r] \), the path \( a_{k-1}c_k a_k^{-1} \) is in the list of Claim 1 by construction. So consider some even \( k \in [1,r] \). There exists \( (i,j) \in I \cup I^* \) such that \( c_k \subset A_{ij} \).
- If \( c_k(0) = c_k(1) = p_{ij} + \varepsilon \), then since the fundamental group \( \pi_1(A_{ij},p_{ij} + \varepsilon) \) is generated by \( C_{ij} \), there exists \( \ell \in Z \) such that \( c_k \sim C_{ij}^\ell \). Then
  \[ a_{k-1}c_k a_k^{-1} \sim \alpha_{ij} C_{ij}^\ell \alpha_{ij}^{-1} \sim \gamma_{ij}^\ell \in \pi_1(\Omega_{ij},0_i) \].
- If \( c_k(0) = c_k(1) = q_{ij} + \varepsilon \) then since \( \pi_1(A_{ij},q_{ij} + \varepsilon) \) is generated by \( \hat{C}_{ij} \), there exists \( \ell \in Z \) such that \( c_k \sim \hat{C}_{ij}^\ell \). Then
  \[ a_{k-1}c_k a_k^{-1} \sim \alpha_{ij} \hat{C}_{ij}^\ell \alpha_{ij}^{-1} \sim \gamma_{ij}^\ell \in \pi_1(\Omega_{ij},O_{ij}) \].
Proposition 14. Let $\Phi_{t,x}$ be the solution of $d\Phi_{t,x} = \Phi_{t,x} \xi_{t,x}$ in $\Omega_{t,x}$ with initial condition $\Phi_{t,x}(0_1) = I_2$. Assume that the Regularity Problem for $\xi_{t,x}$ at $m_{ij}$ is solved for $(i, j) \in I$ and that:

For $(i, j) \in I \cup I^*$, 

\[
\begin{align*}
\mathcal{P}(\xi_{t,x}, \gamma_{ij}) &\in ASU(2) \quad (i) \\
\mathcal{P}(\xi_{t,x}, \gamma_{ij})(1) &= I_2 \quad (ii) \\
\frac{\partial}{\partial x}\mathcal{P}(\xi_{t,x}, \gamma_{ij})(1) &= 0 \quad (iii)
\end{align*}
\]

(42)

For $k \in [1, n]$, 

\[
\begin{align*}
\mathcal{P}(\xi_{t,x}, \gamma_{k}) &\in ASU(2) \quad (i) \\
\mathcal{P}(\xi_{t,x}, \gamma_{k})(1) &= I_2 \quad (ii) \\
\frac{\partial}{\partial x}\mathcal{P}(\xi_{t,x}, \gamma_{k})(1) &= 0 \quad (iii)
\end{align*}
\]

(43)

For $(i, j) \in I$, 

\[
\begin{align*}
\mathcal{P}(\xi_{t,x}, \Gamma_{ij}) &\in ASU(2) \quad (i) \\
\mathcal{P}(\xi_{t,x}, \Gamma_{ij})(1) &= I_2 \quad (ii) \\
\frac{\partial}{\partial x}\mathcal{P}(\xi_{t,x}, \Gamma_{ij})(1) &= -i(V_j - V_i) \quad (iii)
\end{align*}
\]

(44)

where $V_i$ represents the position of the vertex $v_i$ in the $su(2)$ model of $\mathbb{R}^3$. Then $\Phi_{t,x}$ solves the Monodromy Problem (7).

We call (42) the Monodromy Problem around the nodes, (43) the Monodromy Problem at the ends and (44) the Monodromy Problem along the edges (even if $\mathcal{P}(\xi_{t,x}, \Gamma_{ij})$ is definitely not a monodromy since $\Gamma_{ij}$ is not a closed curve.)
Proof: the Monodromy Problem (7) for $\Phi_{t,x}$ is equivalent to Problem (13) for the principal solution of $\xi_{t,x}$. Since the Regularity Problem at $m_{ij}$ is solved, we have for all $(i,j) \in I$:

$$\mathcal{P}(\xi_{t,x}, \gamma_{m_{ij}}) = I_2.$$ 

Let $\gamma$ be an arbitrary element of $\pi_1(\Omega_{t,x}, 0_1)$. By Proposition 13, we may write

$$\gamma = \prod_{k=1}^{r} c_k$$

where for all $k$, $c_k$ or $c_k^{-1}$ is in the list of Proposition 13. By Equation (10),

$$\mathcal{P}(\xi_{t,x}, \gamma) = \prod_{k=1}^{r} \mathcal{P}(\xi_{t,x}, c_k).$$

Hence $\mathcal{P}(\xi_{t,x}, \gamma)$ satisfies Equations (i) and (ii) of Problem (13). Regarding Equation (iii), let us denote, for $k \in [1, r]$, $0_i c_k(0)$ and $0_{i+1} c_k(1)$. Using $\mathcal{P}(\xi_{t,x}, c_k)(1) = I_2$ and Claim 2 below:

$$\frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, \gamma)(1) = \sum_{k=1}^{r} \frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k)(1) = -i \sum_{k=1}^{r} (V_{i+1} - V_i) = 0.$$ 

So Problem (13) is solved. 

Claim 2. For $k \in [1, r]$, we have:

$$\frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k)(1) = \frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k^{-1})(1) = \frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k^{-1})(1) = i(V_k - V_{k+1}).$$ (45)

Proof: if $c_k$ is of type 1, 2 or 3 in the list of Proposition 13, then $c_k$ is a closed curve so $i_k = i_{k+1}$ and Equation (45) is true. If $c_k$ is of type 4, then Equation (45) is true by Equation (iii) of Problem (44). If $c_k^{-1}$ is in the list of Proposition 13, then we write

$$\frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k)(1) = -\frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k^{-1})(1) = \frac{\partial}{\partial \lambda} \mathcal{P}(\xi_{t,x}, c_k^{-1})(1) = i(V_k - V_{k+1}).$$

Remark 11. Problems (42), (43) and (44) are stronger than required for the Monodromy Problem. The advantage of this stronger formulation is that it only involves “short” curves, and the three Problems can be solved essentially independently from each other using the Implicit Function Theorem. Also, this stronger formulation yields $\Phi_{t,x}(\tilde{\gamma}_{t,x}) \in \Lambda SU(2)$ which is a strong asset to study the resulting immersion.

7.3. The Monodromy Problem around the nodes. In this Section, we prove:

Proposition 15. Assume that the parameters $a_{m_{ij}}, b_{m_{ij}}, c_{m_{ij}}$ for $(i,j) \in I$ are given by Proposition 11. For $t$ small enough, there exists unique values of the parameters

$$(a_{ij}, b_{ij}, c_{ij}, \text{Im}(\rho^{ij}_{m_{ij}}))_{(i,j) \in I \cup I^*} \in (\mathbb{W}^{>0})^3 \times \mathbb{R}^{I \cup I^*}$$

depending smoothly on $t$ and the remaining parameters, such that the Monodromy Problem (42) with respect to $\gamma_{ij}$ is solved for all $(i,j) \in I \cup I^*$. 

7.3.1. Preliminaries. In this section, \( t \) is a complex parameter, and until the end of Section 7.3.4, the parameter vector \( \mathbf{x} \) is free. Fix a couple \((i,j) \in I \cup I^*\) and let
\[
M_{ij}(t, \mathbf{x}) = \mathcal{P}(\xi_{t, \mathbf{x}}, \gamma_{ij}).
\]

**Proposition 16.** 1. \((t, \mathbf{x}) \mapsto M_{ij}(t, \mathbf{x})\) is a holomorphic map from a neighborhood of \((0, \mathbf{x}_0)\) to \(SL(2, \mathcal{W})\).
2. For all \( \mathbf{x} \) in a neighborhood of \( \mathbf{x}_0 \), \( M_{ij}(0, \mathbf{x}) = I_2 \).
3. For all \((t, \mathbf{x})\) in a neighborhood of \((0, \mathbf{x}_0)\), \( M_{ij}(t, \mathbf{x})(1) = I_2 \).

Proof:
1. Using Proposition 8, \((t, \mathbf{x}, z) \mapsto \xi_{t, \mathbf{x}}(z, \cdot)\) is holomorphic for \((t, \mathbf{x})\) in a neighborhood of \((0, \mathbf{x}_0)\) and \( z \in \Omega_i \), with values in \(sl(2, \mathcal{W})\). Point 1 follows from standard Ordinary Differential Equation (ODE) theory.
2. If \( t = 0 \) then by definition, \( \xi_{0, \mathbf{x}} = \xi^S \) in \( \mathbb{C}_i \) so \( \mathcal{P}(\xi_{0, \mathbf{x}}, \gamma_{ij}) = I_2 \).
3. By Point 3 of Proposition 9, we have if \( \lambda = 1 \):
\[
\mathcal{P}(\xi_{t, \mathbf{x}}, \gamma_{ij})(1) = \begin{pmatrix} 1 & \int_{\gamma_{ij}} \beta_{t, \mathbf{x}} \\ 0 & 1 \end{pmatrix} = I_2.
\]
\(\square\)

Recall that \( \exp\) is a diffeomorphism from a neighborhood of 0 in the Lie algebra \(sl(2, \mathbb{C})\) (respectively \(su(2)\)) to a neighborhood of \( I_2 \) in \(SL(2, \mathbb{C})\) (respectively \(SU(2)\)). The inverse diffeomorphism is denoted \( \log \). Define for \( t \neq 0 \):
\[
\widetilde{M}_{ij}(t, \mathbf{x}) = \frac{1}{t} \log M_{ij}(t, \mathbf{x}).
\]

By Point 2 of Proposition 16, \( \widetilde{M}_{ij}(t, \mathbf{x}) \) extends holomorphically at \( t = 0 \) and takes values in \(sl(2, \mathcal{W})\). Let
\[
\tilde{M}_{ij}(t, \mathbf{x}) = L_1(\widetilde{M}_{ij}(t, \mathbf{x}))
\]
\[
\widehat{M}_{ij}(t, \mathbf{x}) = L_1(\lambda \widetilde{M}_{ij}(t, \mathbf{x}))
\]
where \( L_1 \) is the operator defined in Proposition 5 with \( \mu = 1 \). (We apply \( L_1 \) to each element of the matrices and \( \lambda \) stands for the function \( \lambda : t \mapsto \lambda \)). Explicitly, by Point 3 of Proposition 16,
\[
\tilde{M}_{ij}(t, \mathbf{x})(\lambda) = \frac{M_{ij}(t, \mathbf{x})}{\lambda - 1} = \frac{1}{t(\lambda - 1)} \log M_{ij}(t, \mathbf{x})(\lambda).
\] (46)
\[
\widehat{M}_{ij}(t, \mathbf{x})(\lambda) = \left( \frac{1}{\lambda - 1} \left( \lambda \tilde{M}_{ij}(t, \mathbf{x})(\lambda) - \tilde{M}_{ij}(t, \mathbf{x})(1) \right) \right).
\] (47)

Since \( L_1 \) is a bounded linear operator, \( \widetilde{M}_{ij} \) and \( \widehat{M}_{ij} \) are holomorphic in a neighborhood of \((0, \mathbf{x}_0)\) with values in \(sl(2, \mathcal{W})\).

**Proposition 17.**

**Problem (42)** is equivalent for real \( t \neq 0 \) to the following Rescaled Monodromy Problem:
\[
\begin{cases}
\tilde{M}_{ij}(t, \mathbf{x}) \in A\mathfrak{su}(2) \\
\tilde{M}_{ij}(t, \mathbf{x})(1) = 0
\end{cases}
\] (48)

Proof: by Point 3 of Proposition 16, Item (ii) of Problem (42) is automatically satisfied. If \( t \neq 0 \), we have by Equation (46):
\[
\tilde{M}_{ij}(t, \mathbf{x})(1) = \frac{1}{t} \frac{\partial}{\partial \lambda} M_{ij}(t, \mathbf{x})(1).
\]
So Item (iii) of Problem (42) is equivalent to \( \widetilde{M}_{ij}(t,x)(1) = 0 \). Assuming that this is true, we have by Equations (46) and (47):

\[
\log M_{ij}(t,x)(\lambda) = \frac{t(\lambda - 1)^2}{\lambda} \widetilde{M}_{ij}(t,x)(\lambda).
\]

Since \( (\lambda - 1)^2\lambda^{-1} \) is real on the unit circle, Item (i) of Problem (42) is equivalent for real \( t \neq 0 \) to \( \widetilde{M}_{ij}(t,x) \in \mathfrak{su}(2) \).

We define the following maps:

\[
\begin{align*}
\mathcal{E}_{ij,1}(t,x) &= \widetilde{M}_{ij;11}(t,x) + \widetilde{M}_{ij;11}(t,x)^* \in \mathcal{W} \\
\mathcal{E}_{ij,2}(t,x) &= \lambda \left( \widetilde{M}_{ij;12}(t,x) + \widetilde{M}_{ij;21}(t,x)^* \right) \in \mathcal{W} \\
\mathcal{E}_{ij,3}(t,x) &= \left( \widetilde{M}_{ij;11}(t,x)(1), \widetilde{M}_{ij;12}(t,x)(1), \widetilde{M}_{ij;21}(t,x)(1) \right) \in \mathbb{C}^3
\end{align*}
\]

By definition, we have \( \mathcal{E}_{ij,1}(t,x) = \mathcal{E}_{ij,1}(t,x)^* \). So Problem (48) is equivalent to the following problem, using the notations introduced in Section 3.4.1:

\[
\begin{align*}
\mathcal{E}_{ij,1}(t,x)^+ &= 0 \\
\text{Re}(\mathcal{E}_{ij,1}(t,x)^0) &= 0 \\
\mathcal{E}_{ij,2}(t,x) &= 0 \\
\mathcal{E}_{ij,3}(t,x) &= 0
\end{align*}
\]

7.3.2. Computation of \( \widetilde{M}_{ij} \) and \( \widetilde{M}_{ij} \) at \( t = 0 \). Define

\[
\begin{align*}
A_{ij}(x) &= \mathcal{L}_1(\xi_{0,x;11}(q_{ij}, \cdot)) \\
B_{ij}(x)(\lambda) &= \lambda \xi_{0,x;12}(q_{ij}, \lambda) \\
C_{ij}(x) &= \mathcal{L}_1(\xi_{0,x;21}(q_{ij}, \cdot)).
\end{align*}
\]

Clearly, \( A_{ij}, B_{ij} \) and \( C_{ij} \) are holomorphic functions of \( x \) with value in \( \mathcal{W} \geq 0 \). Using Point 3 of Proposition 9, we have

\[
\xi_{0,x}(q_{ij}, \lambda) = \left( \frac{(\lambda - 1) A_{ij}(x)(\lambda)}{\lambda} \; \frac{\lambda^{-1} B_{ij}(x)(\lambda)}{\lambda - 1} \; \frac{(1 - \lambda) A_{ij}(x)(\lambda)}{\lambda} \right).
\]

Proposition 18. At \( t = 0 \), \( \widetilde{M}_{ij} \) is explicitly given by

\[
\widetilde{M}_{ij}(0,x)(\lambda) = \frac{2\pi i}{\lambda} \begin{pmatrix}
\lambda a_{ij} + c_{ij} p_{ij} & -2a_{ij} p_{ij} + b_{ij} - \lambda^{-1} c_{ij} p_{ij} \\
\lambda c_{ij} & -\lambda a_{ij} - c_{ij} p_{ij} \\
2\pi i r_{ij} & 0 & 2A_{ij}(x) + 2\lambda^{-1} p_{ij} C_{ij}(x)
\end{pmatrix}.
\]

Proof: by Equation (46), we have:

\[
\widetilde{M}_{ij}(0,x) = \frac{1}{\lambda - 1} \frac{\partial M_{ij}}{\partial t}(0,x).
\]

Since \( \xi_{0,x} = \xi^S \) in \( \mathbb{C}^i \), we have by Proposition 3:

\[
\frac{\partial M_{ij}}{\partial t}(0,x) = \int_{\tau_{ij}} \Phi^S_{ij} \frac{\partial \xi_{ij}}{\partial t}(t,\Phi^S) = 2\pi i \text{Res}_{p_{ij}} \left[ \Phi^S_{ij} \frac{\partial \xi_{ij}}{\partial t}(t,\Phi^S) \right]_{t=0}.
\]

By Theorem 3, we have in \( \mathbb{C}^i \):

\[
\frac{\partial \xi_{ij}(z,\lambda)}{\partial t} |_{t=0} = -\xi_{0,x}(q_{ij}, \lambda) \frac{r_{ij} dz}{(z - p_{ij})^2}.
\]
Hence by Equations (34) and (50):
\[
\frac{\partial \xi_{t,x}(z, \lambda)}{\partial t}|_{t=0} = - \left( (\lambda - 1)A_{ij} - \lambda^{-1}B_{ij} \right) \left( \frac{r_{ij} dz}{(z - p_{ij})^2} + (\lambda - 1) \left( \frac{a_{ij}}{c_{ij}} - \lambda^{-1}b_{ij} \right) \frac{dz}{z - p_{ij}} + O ((z - p_{ij})^0) \right).
\]

Proposition 18 follows from the following elementary residue computations:
\[
\text{Res}_p \left[ \Phi^S(z) \left( \begin{array}{cc} a & \lambda^{-1}b \\ c & -a \end{array} \right) \Phi^S(z)^{-1} \frac{1}{(z-p)^2} \right] = \lambda^{-1} \left( \begin{array}{cc} \lambda a + cp & -2ap + b - \lambda^{-1}cp^2 \\ \lambda c & -\lambda a - cp \end{array} \right).
\]

Using Proposition 5, we decompose an arbitrary parameter \( x \in W^\geq 0 \) as
\[
x(\lambda) = x(1) + (\lambda - 1) \tilde{x}(\lambda) \quad \text{with} \quad \tilde{x}_{ij} \in W^0.
\]
Recall that the parameters \( p_{ij} \) and \( r_{ij} \) are in \( W^0 \). Using Proposition 18 and the definition of \( \hat{M}_{ij} \), we obtain:

**Proposition 19.** At \( t = 0 \), \( \hat{M}_{ij} \) is explicitly given by
\[
\hat{M}_{ij}(0, x)(\lambda) = 2\pi i \left( \begin{array}{cc} a_{ij}(1) & \lambda^{-1}c_{ij}(1)p_{ij}^2 - 2\lambda^{-1}r_{ij}p_{ij}C_{ij}(x)(1) \\ c_{ij}(1) & -\lambda^{-1}a_{ij}(1) \end{array} \right) \\
+ 2\pi i \left( \begin{array}{c} \lambda \tilde{a}_{ij} + \tilde{c}_{ij}p_{ij} - r_{ij}\tilde{C}_{ij}(x) \\ -2\tilde{a}_{ij}p_{ij} + \tilde{b}_{ij} - \lambda^{-1}\tilde{c}_{ij}p_{ij}^2 + 2r_{ij}\tilde{A}_{ij}(x) + 2\lambda^{-1}r_{ij}p_{ij}\tilde{C}_{ij}(x) \\ \lambda \tilde{c}_{ij} - \tilde{a}_{ij}p_{ij} + r_{ij}\tilde{C}_{ij}(x) \end{array} \right).
\]

7.3.3. **Solving the Rescaled Monodromy Problem at \( t = 0 \).** In this section, we solve Problem (48) at \( t = 0 \). Observe that \( A_{ij}(x) \) and \( C_{ij}(x) \) only depend on the parameters \( q_{ij}, q_{ji}, g_{ij}, h_{ij} \) and \( m_{ij} \).

**Proposition 20.** At \( t = 0 \), Problem (48) is equivalent to
\[
\begin{align*}
& a_{ij} = r_{ij} \left( C_{ij}(x)(1) + (\lambda - 1)\lambda^{-1}\tilde{C}_{ij}(x)^+ \right) \\
& b_{ij} = -2r_{ij}\tilde{A}_{ij}(x) \\
& c_{ij} = -2(\lambda - 1) \frac{\partial}{\partial (1+p_{ij})} r_{ij}C_{ij}(x)^0 \\
& \text{Im} (r_{ij}C_{ij}(x)^0) = 0
\end{align*}
\]

**Proof.** Assume that \( x \) is a solution of Problem (48) at \( t = 0 \). By Proposition 18, \( \mathcal{E}_{ij,3}(0, x) = 0 \) is equivalent to:
\[
\begin{align*}
& c_{ij}(1) = 0 \\
& a_{ij}(1) = r_{ij}C_{ij}(x)(1) \\
& b_{ij}(1) = -2r_{ij}\tilde{A}_{ij}(x)(1).
\end{align*}
\]

By Proposition 19,
\[
\begin{align*}
& \mathcal{E}_{ij,1}(0, x)^+ = 2\pi i \left( \lambda \tilde{a}_{ij} + \tilde{c}_{ij}^+ p_{ij} - r_{ij}\tilde{C}_{ij}(x)^+ \right) \\
& \mathcal{E}_{ij,1}(0, x)^0 = -4\pi \text{Im} \left( \tilde{c}_{ij}^0 p_{ij} - r_{ij}\tilde{C}_{ij}(x)^0 + a_{ij}(1) \right) \\
& \mathcal{E}_{ij,2}(0, x) = 2\pi i \left( -2\lambda \tilde{a}_{ij}p_{ij} + \lambda \tilde{b}_{ij} - \tilde{c}_{ij}^+ p_{ij}^2 + 2\lambda r_{ij}\tilde{A}_{ij}(x) + 2r_{ij}p_{ij}\tilde{C}_{ij}(x) - \tilde{c}_{ij}^* \right).
\end{align*}
\]

By projection on \( W^+, W^- \) and \( W^0 \):
\[
\begin{align*}
& \mathcal{E}_{ij,2}(0, x)^+ = 2\pi i \left( -2\lambda \tilde{a}_{ij}p_{ij} + \lambda \tilde{b}_{ij} - \tilde{c}_{ij}^+ p_{ij}^2 + 2\lambda r_{ij}\tilde{A}_{ij}(x) + 2r_{ij}p_{ij}\tilde{C}_{ij}(x)^+ \right) \\
& \mathcal{E}_{ij,2}(0, x)^- = -2\pi i (\tilde{c}_{ij}^*)^*
\end{align*}
\]
Equation (25) gives at the central value:
\[ E_{ij,2}(0, x)^0 = 2\pi i \left( -\tilde{c}_{ij}^0 \rho_{ij}^2 + 2r_{ij} p_{ij} \tilde{C}_{ij}(x)^0 - 2r_{ij} p_{ij} C_{ij}(x)(1) - \tilde{c}_{ij}^0 \right). \] (58)

Equations (57), (54) and (56) give:
\[
\begin{align*}
\tilde{c}_{ij}^+ &= 0 \\
\tilde{a}_{ij} &= \lambda^{-1} r_{ij} \tilde{C}_{ij}(x)^+ \\
\tilde{b}_{ij} &= -2r_{ij} \tilde{A}_{ij}(x).
\end{align*}
\]

Observe that
\[ C_{ij}(x)^0 = C_{ij}(x)(0) = C_{ij}(x)(1) - \tilde{C}_{ij}(x)^0. \]

Equation (55) gives
\[ \text{Im} \left( p_{ij} \tilde{c}_{ij}^0 \right) = - \text{Im} \left( r_{ij} C_{ij}(x)^0 \right). \] (59)

Equation (58) multiplied by \( \overline{p_{ij}} \) gives
\[ -|p_{ij}|^2 p_{ij}^* \tilde{c}_{ij}^0 - 2r_{ij} |p_{ij}|^2 C_{ij}(x)^0 - p_{ij} \tilde{c}_{ij}^0 = 0. \] (60)

Taking the imaginary part of Equation (60) and using Equation (59), we obtain
\[ (-|p_{ij}|^2 + 2|p_{ij}|^2 + 1) \text{Im} \left( p_{ij} \tilde{c}_{ij}^0 \right) = 0. \]

Hence \( p_{ij} \tilde{c}_{ij}^0 \in \mathbb{R} \). Equation (60) then gives
\[ \tilde{c}_{ij}^0 = \frac{-2r_{ij} \overline{p_{ij}} C_{ij}(x)^0}{1 + |p_{ij}|^2}. \]

Collecting all results, we obtain (52). Conversely, assume that the parameters are given by (52). Then (53) is satisfied, and using Proposition 19, a computation gives
\[ \tilde{M}_{ij}(0, x)(\lambda) = 2\pi i \frac{r_{ij} C_{ij}(x)^0}{(1 + |p_{ij}|^2)} \left( 1 - |p_{ij}|^2 - 2\lambda^{-1} p_{ij} \right) \in \mathbb{A} \mathbb{S} \mathbb{U}(2). \]

Using Proposition 20, we can compute the central value of the parameters \( a_{ij}, b_{ij} \) and \( c_{ij} \):

**Proposition 21.** Assume that \( t = 0 \) and the parameters \( p_{ij}, q_{ij}, r_{ij}, g_{ij}, h_{ij} \) and \( m_{ij} \) have their central value, as indicated in Section 5.3. For \((i, j) \in I \cup I^*, \) the Monodromy Problem with respect to \( \gamma_{ij} \) is equivalent to
\[
\begin{align*}
a_{ij} &= 2r_{ij} \\
b_{ij} &= 2\rho_{ij}^{-1} r_{ij} \\
c_{ij} &= -2(\lambda - 1)\rho_{ij} \tau_{ij}
\end{align*}
\]

Proof: recalling the notations introduced at the end of Section 5.3, we have:
\[ 2(q_{ij} - \mu_{ij}) = q_{ij} - q_i = \frac{1}{\pi_{ij}} + \pi_{ij} = \frac{1}{\rho_{ij}}. \] (61)

Equation (25) gives at the central value:
\[ \xi_{0, x_0}(q_{ij}, \lambda) = \left( \frac{\lambda - 1}{(1 - \lambda^2)\rho_{ij}^2} \right). \]

Hence
\[ A_{ij}(x_0) = \rho_{ij} \quad \text{and} \quad C_{ij}(x_0) = -(\lambda + 1)\rho_{ij}^2 \]

which gives
\[ C_{ij}(x_0)^0 = -\rho_{ij}^2, \quad C_{ij}(x_0)(1) = -2\rho_{ij}^2 \quad \text{and} \quad \tilde{C}_{ij}(x_0) = -\rho_{ij}^2. \]

Then
\[ \text{Im}(r_{ij} C_{ij}(x_0)^0) = \text{Im}(\gamma_{ij}) = 0. \]
By substitution in Equation (52), we obtain the values of \(a_{ij}, b_{ij}\) and \(c_{ij}\) as indicated in Proposition 21.

7.3.4. **Solving the rescaled Monodromy Problem for \(t \neq 0\).** Define

\[ E_{ij}(t, x) = (E_{ij,1}(t, x)^+, E_{ij,2}(t, x)^+, (E_{ij,2}(t, x)^-)\), E_{ij,3}(t, x), E_{ij,4}(t, x)^0, \text{Re}(E_{ij,1}(t, x)^0)) \in (W^+)^3 \times \mathbb{C}^4 \times \mathbb{R}.\]

Problem (49) is equivalent to \(E_{ij}(t, x) = 0\).

**Proposition 22.** For \((i, j) \in I \cup I^*\), the partial differential of \(E_{ij}\) at \((0, x_0)\) with respect to the variable

\[ y_{ij} = \left( \lambda \tilde{a}_{ij}, \lambda \tilde{b}_{ij}, \tilde{c}_{ij}^+, a_{ij}(1), b_{ij}(1), c_{ij}(1), \tilde{c}_{ij}^0, \text{Im}(\rho_{ij}^0) \right) \]

is an automorphism of \((W^+)^3 \times \mathbb{C}^4 \times \mathbb{R}\).

Proof: by Equations (54), (56) and (57), the partial differential of \((E_{ij,1}^+, E_{ij,2}^+, (E_{ij,2}^-)^*)\) with respect to \(\lambda \tilde{a}_{ij}, \lambda \tilde{b}_{ij}, \tilde{c}_{ij}^+\) is a matrix-type operator (see Definition 9) from \((W^+)^3\) to itself with matrix

\[
\begin{pmatrix}
1 & 0 & \pi_{ij} \\
-2\pi_{ij} & 1 & -\pi_{ij}^2 \\
0 & 0 & 1
\end{pmatrix} \in GL(3, \mathbb{C})
\]

so is an automorphism of \((W^+)^3\). By Proposition 6, it suffices to prove that the partial differential of \(E_{ij}\) with respect to \(y_{ij}\) is injective. Since at \(t = 0\), the map \(y_{ij} \mapsto E_{ij}\) is affine, this is equivalent to proving that \(y_{ij} \mapsto E_{ij}\) is injective at \(t = 0\). This follows from Proposition 20 since we have found a unique solution \(y_{ij}\).

We now prove Proposition 15. We decompose \(x = (x', x'', x''')\) where

\[
x' = (a_{mi}, b_{mi}, c_{mi})(i,j) \in I
\]

\[
x'' = (y_{ij})(i,j) \in I \cup I^*
\]

and \(x''')\) denotes the remaining parameters. Proposition 11 determines \(x'\) as a smooth function of \(t, x''\) and \(x'''\) so we write \(x' = x'(t, x'', x''')\). Define

\[
E(t, x) = (E_{ij}(t, x))_{(i,j) \in I \cup I^*}.
\]

\[
F(t, x', x'', x''') = E(t, x'(t, x'', x'''), x'', x''')
\]

Since \(E(0, x)\) does not depend on \(x'\), we have \(d_{x'} E(0, x_0) = 0\) so by the chain rule,

\[
d_{x''} F(0, x_0', x_0'') = d_{x''} E(0, x_0).
\]

By Proposition 22, \(d_{x'} E(0, x_0)\) is an automorphism (it has block diagonal form). By the Implicit Function Theorem, for \((t, x''')\) in a neighborhood of \((0, x_0''')\), there exists a unique \(x''\), depending smoothly on \((t, x''')\) such that \(F(t, x''(t, x'''), x''') = 0\).

\[
\square
\]

7.4. **The Monodromy Problem at the ends.**

**Proposition 23.** Assume that the parameters are as in Proposition 15. For \(t\) small enough, there exists unique values of the parameters

\[
(a_k, b_k, p_k)_{1 \leq k \leq n} \in (W^{\geq 0})^3
\]

depending smoothly on \(t\) and the remaining parameters, such that the Monodromy Problem (43) with respect to \(\gamma_k\) is solved for \(k \in [1, n]\) and the following normalisations hold:

\[
\forall k \in [1, n], \quad \text{Re}(a_k^0) = \tau_k \quad \text{and} \quad p_k^0 = \pi_k
\]

Moreover, at \(t = 0\), we have

\[
a_k = \tau_k, \quad b_k = \frac{-2\tau_k \pi_k}{1 + |\pi_k|^2} \quad \text{and} \quad p_k = \pi_k.
\]
This is proven in Proposition 3 of [31] using the Implicit Function Theorem, in a way similar to Section 7.3. Of course, the potential is different in that paper, but the only properties of the potential that are used are the following, which are satisfied by our potential $\xi_{t,x}$:

- $\xi_{0,x} = \xi_S$ in the Riemann sphere containing $p_k$,
- for all $t$, $\xi_{t,x}$ has a pole at $p_k$ with principal part
  $$\xi_{t,x} = t(\lambda - 1)^2 \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right) \left( \frac{a_k}{(z-p_k)^2} + \frac{b_k}{z-p_k} \right) dz + O((z-p_k)^0).$$

### 7.5. The Monodromy Problem along the edges.

**Definition 10.** Let $f(t)$ be a function of the real variable $t \geq 0$. We say that $f$ is a smooth function of $t$ and $t \log t$ if there exists a smooth function of two variables $g(t,s)$ defined in a neighborhood of $(0,0)$ in $\mathbb{R}^2$ such that $f(t) = g(t,t \log t)$ for $t > 0$ and $f(0) = g(0,0)$.

**Remark 12.** The function $t \log t$ extends continuously at 0 but the extension is not differentiable at 0 and is only of Hölder class $C^{0,\alpha}$ for all $\alpha \in (0,1)$. Therefore, a smooth function of $t$ and $t \log t$ is only of class $C^{0,\alpha}$.

**Proposition 24.** Assume that the parameters are as in Proposition 23. For $t > 0$ small enough, there exists unique values of the parameters

$$(g_{ij}, h_{ij}, m_{ij}, p_{ji})_{(i,j) \in I} \in (\mathbb{W}^{\geq 0})^3 \times \mathbb{C})^I$$

depending smoothly on $t$, $t \log t$ and the remaining parameters, such that the Monodromy Problem (44) with respect to $\Gamma_{ij}$ is solved for all $(i,j) \in I$, up to one real equation (Equation (v) of Problem (71)) which we will solve in Section 9 using the non-degeneracy hypothesis.

### 7.5.1. Preliminaries.

Until the end of Section 7.5.5, the parameter vector $x$ is free. Define for $(i,j) \in I$ and $t > 0$:

$$P_{ij}(t,x) = P(\xi_{t,x}, \Gamma_{ij}).$$

**Proposition 25.** For $(i,j) \in I$ and $x$ in a neighborhood of $x_0$, $P_{ij}(t,x)$ extends at $t = 0$ as a smooth function of $t$, $t \log t$ and $x$ with value in $SL(2, W)$. Moreover, at $t = 0$, we have:

$$P_{ij}(0,x)(\lambda) = \Phi^S(p_{ij}, \lambda) \left[ \Phi^C(q_{ij}, \lambda) G_{ij,x}(q_{ij}, \lambda) \right]^{-1} \left[ \Phi^C(q_{ji}, \lambda) G_{ij,x}(q_{ji}, \lambda) \right] \Phi^S(p_{ij}, \lambda)^{-1}.$$

**Remark 13.** Observe that $P_{ij}(0,x_0)$ is equal to $P(\xi_0, \Gamma_{ij})$ as given by Equation (19) in Section 4.6. This means that our definition of the principal solution of $\xi_0$ on the noded Riemann surface $\Sigma_0$ was the right one.

Proof: we consider the principal solution of $\xi_{t,x}$ on each path in the definition of $\Gamma_{ij}$ in 7.1. Let $(i,j) \in I \cup I^*$. For ease of notation, we omit the $\lambda$ variable.

1. By standard ODE theory, $P(\xi_{t,x}, \alpha_{ij})$ is a smooth function of $(t,x)$ in a neighborhood of $(0,x_0)$. Since $\xi_{0,x} = \xi_S$ in $\Omega_t$, we have (using the notation explained in Remark 6):

$$P(\xi_{0,x}, \alpha_{ij}) = P(\xi_S, 0, p_{ij} + \varepsilon) = \Phi^S(p_{ij} + \varepsilon).$$

2. By standard ODE theory, $P(\xi_{t,x}, \alpha_{ij}^{-1})$ is a smooth function of $(t,x)$ in a neighborhood of $(0,x_0)$. Since $\xi_{0,x} = \xi_C \cdot G_{ij,x}$ in $\Omega_t$, we have

$$P(\xi_{0,x}, \alpha_{ij}^{-1}) = P(\xi_C \cdot G_{ij}, q_{ij} + \varepsilon, O_{ij}) = \left[ \Phi^C(q_{ij} + \varepsilon) G_{ij,x}(q_{ij} + \varepsilon) \right]^{-1} \Phi^C(O_{ij}) G_{ij,x}(O_{ij}).$$
3. To evaluate \( P(\xi_i, \beta_{ij}) \), we use Theorem 7 in appendix B. We temporarily see \( t \) as a complex number and fix the value of \( x \). The path \( \beta_{ij} \) and the principal solution \( P(\xi_i, \beta_{ij}) \) depend on the choice of the argument of \( t \). For \( t \neq 0 \), let

\[
F(t, x) = \exp \left( -\frac{\log t_{ij}}{2\pi i} \log P(\xi_i, C_{ij}) \right) P(\xi_i, \beta_{ij}).
\]

By Theorem 7, \( F(t, x) \) is a well defined holomorphic function of \( t \) and extends holomorphically at \( t = 0 \) with

\[
F(0) = P(\xi_S, p_{ij} + \varepsilon, p_{ij}) P(\xi^C \cdot G_{ij, x}, q_{ij}, q_{ij} + \varepsilon).
\]  \hspace{1cm} (65)

(We apply Theorem 7 with \( z = v_{ij}, t = t_{ij}, \xi = \xi_i, \xi_0 = \xi_S \) and \( \tilde{\xi}_0 = \xi^C \cdot G_{ij, x} \).) For fixed \( t \), \( F(t, x) \) depends holomorphically on \( x \) by Proposition 8, so is a holomorphic function of \( (t, x) \) in a neighborhood of \( (0, x_0) \) by Hartog Theorem on separate holomorphy (see Section 3.4.3).

Since the path \( C_{ij} \) lies in the fixed domain \( \Omega_i \) where \( \xi_i \) is holomorphic, and \( \xi_{0, x} = \xi_S \), the map \( (t, x) \mapsto \log P(\xi_i, C_{ij}) \) is holomorphic in a neighborhood of \( (0, x_0) \) and vanishes at \( t = 0 \). Hence we can write

\[
\log P(\xi_i, C_{ij}) = tf(t, x)
\]

where \( f \) is holomorphic in a neighborhood of \( (0, x_0) \).

Next we restrict \( t \) to positive values and recalling that \( t_{ij} = tr_{ij} \), we define

\[
g(t, s, x) = \exp \left( \frac{(s + t \log r_{ij})}{2\pi i} \right) F(t, x).
\]

Then

\[
P(\xi_i, \beta_{ij}) = g(t, t \log t, x)
\]

so \( P(\xi_i, \beta_{ij}) \) is a smooth function of \( t, t \log t \) and \( x \). By Equation (65), we have:

\[
g(0, 0, x) = F(0, x) = \Phi^S(p_{ij} + \varepsilon)^{-1} \Phi^S(p_{ij}) [\Phi^C(q_{ij}) G_{ij, x}(q_{ij})]^{-1} \Phi^C(q_{ij} + \varepsilon) G_{ij, x}(q_{ij} + \varepsilon).
\]  \hspace{1cm} (66)

By Equation (10), we have

\[
P(\xi_i, \delta_{ij}) = P(\xi_i, \alpha_{ij}) P(\xi_i, \beta_{ij}) P(\xi_i, \delta_{ij}^{-1}).
\]

Hence \( P(\xi_i, \delta_{ij}) \) is a smooth function of \( t, t \log t \) and \( x \) and its value at \( t = 0 \) is obtained by multiplying Equations (63), (66) and (64) in this order, which gives for \( (i, j) \in I \cup I^*: \)

\[
P(\xi_{0, x}, \delta_{ij}) = \Phi^S(p_{ij}) [\Phi^C(q_{ij}) G_{ij, x}(q_{ij})]^{-1} \Phi^C(O_{ij}) G_{ij, x}(O_{ij}).
\]  \hspace{1cm} (67)

Let \((i, j) \in I \). By Equation (10), we have

\[
P(\xi_i, \Gamma_{ij}) = P(\xi_i, \delta_{ij}) P(\xi_i, \delta_{ji})^{-1}.
\]

Proposition 25 follows from Equation (67), remembering that we have defined \( O_{ji} = O_{ij} \). \( \Box \)

7.5.2. Computation of \( P_{ij} \) at the central value. By Remark 13, \( P_{ij}(0, x_0) \) is equal to \( P(\xi_0, \Gamma_{ij}) \) which we have already computed in Section 4.8: it is given by Equation (27). To simplify the result, we introduce the matrix

\[
H_{ij}(\lambda) = F^S(\pi_{ij}, \lambda) \in \Lambda SU(2).
\]

We compute

\[
H_{ij}(\lambda) \left( \begin{array}{cc} \lambda & 0 \\ 0 & \lambda^{-1} \end{array} \right) H_{ij}(\lambda)^{-1} = \frac{1}{1 + |\pi_{ij}|^2} \left( \begin{array}{cc} 1 & -\lambda^{-1} \pi_{ij} \\ \lambda \pi_{ij} & 1 + \lambda^{-1} \pi_{ij} \end{array} \right) \left( \begin{array}{cc} \lambda & 0 \\ 0 & \lambda^{-1} \end{array} \right) \left( \begin{array}{cc} 1 & \lambda^{-1} \pi_{ij} \\ -\lambda \pi_{ij} & 1 \end{array} \right) \]

\[
= \frac{1}{1 + |\pi_{ij}|^2} \left( \begin{array}{cc} \lambda^{-1} |\pi_{ij}|^2 + \lambda \pi_{ij}(\lambda^{-2} - 1) \\ \pi_{ij}(1 - \lambda^2) + \lambda |\pi_{ij}|^2 \end{array} \right) \]

\[
= P_{ij}(0, x_0)
\]  \hspace{1cm} (68)
Remark 14. A computation gives
\[
\frac{-i}{2} H_{ij}(1) \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} H_{ij}(1)^{-1} = \frac{-i}{2} \frac{1}{1 + |\pi_{ij}|^2} \begin{pmatrix} |\pi_{ij}|^2 - 1 \\ 2i \pi_{ij} \end{pmatrix} \begin{pmatrix} 2 |\pi_{ij}|^2 - 1 \\ 1 - |\pi_{ij}|^2 \end{pmatrix} \pi_{ij} = u_{ij}.
\]
So \( H_{ij} \) acts by conjugation on \( su(2) \) as a rigid motion whose linear part is a rotation which maps the vertical vector \((0,0,1)\) to \( u_{ij} \). So essentially, what we are doing here is rotating the graph \( \Gamma \) so that the vector \( u_{ij} \) becomes vertical.

In view of Equation (68), we define for \( t \) small enough:
\[
\tilde{P}_{ij}(t,x)(\lambda) = \log \left[ H_{ij}(\lambda)^{-1} P_{ij}(t,x)(\lambda) H_{ij}(\lambda) \begin{pmatrix} \lambda^{-1} & 0 \\ 0 & \lambda \end{pmatrix} \right]
\]
so that \( \tilde{P}_{ij}(0,x_0) = \log I_2 = 0 \).

7.5.3. Differential of \( \tilde{P}_{ij} \) at the central value.

Proposition 26. The partial differential of \( \tilde{P}_{ij} \) with respect to \( x \) at \((0,x_0)\) is given by the following formula:
\[
d_x \tilde{P}_{ij}(0,x_0) = \rho_{ij} \begin{pmatrix} -1 & \frac{\lambda^2}{\pi_{ij}} \\ \lambda^{-1} & 1 \end{pmatrix} dp_{ij} + \rho_{ji} \begin{pmatrix} 1 & \frac{\lambda^2}{\pi_{ij}} \\ \lambda^{-1} \pi_{ij} & -1 \end{pmatrix} dp_{ji} + \left( \frac{2}{(\lambda + 1)\pi_{ij}} \right) dg_{ij} + (\lambda - 1) \left( \begin{pmatrix} 0 & 1 \\ \pi_{ij} & 0 \end{pmatrix} \right) dh_{ij} + 2(1 - \lambda) \rho_{ij} \left( \begin{pmatrix} 0 & 1 \\ \pi_{ij} & 0 \end{pmatrix} \right) dm_{ij}
\]

Proof: By Proposition 25, we have (omitting \( \lambda \))
\[
\tilde{P}_{ij}(0,x) = \log \left[ H_{ij}^{-1} \Phi^S(p_{ij}) G_{ij,x}(q_{ij})^{-1} \Phi^C(q_{ij})^{-1} \Phi^C(q_{ij}) G_{ij,x}(q_{ij}) \Phi^S(p_{ij})^{-1} H_{ij} \begin{pmatrix} \lambda^{-1} & 0 \\ 0 & \lambda \end{pmatrix} \right].
\]
The parameters which appear in this formula are \( p_{ij}, p_{ji}, g_{ij}, h_{ij} \) and \( m_{ij} \). To compute the differential of \( \tilde{P}_{ij} \), we may assume that these parameters are complex numbers, and then use Proposition 8. To compute the partial derivatives of \( \tilde{P}_{ij} \) with respect to each parameter, we use the following two identities: let \( A, B(y), C \) be three \( SL(2,\mathbb{C}) \) matrices such that \( B(y) \) is a holomorphic function of \( y \) in a neighborhood of \( y_0 \). Assume that \( AB(y_0)C = I_2 \) and define \( M(y) = \log(AB(y)C) \) in a neighborhood of \( y_0 \). Then
\[
M'(y_0) = AB'(y_0)B(y_0)^{-1} A^{-1} \quad \text{(69)}
\]
\[
M'(y_0) = C^{-1} B(y_0)^{-1} B'(y_0) C. \quad \text{(70)}
\]
In the following computations, we write \( p = \pi_{ij} \) for short. Using Identity (69) with
\[
A = H_{ij}^{-1}, \quad B(p_{ij}) = \Phi^S(p_{ij})
\]
we obtain
\[
\frac{\partial \tilde{P}_{ij}}{\partial p_{ij}}(0,x_0) = \frac{1}{1 + |p|^2} \begin{pmatrix} 1 & -\lambda^{-1}p \\ \lambda p & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & -\lambda^{-1}p \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & -\lambda^{-1}p \\ -\lambda p & 1 \end{pmatrix} \]
\[
= \frac{1}{1 + |p|^2} \begin{pmatrix} 0 & -\lambda^{-1} \\ -\lambda^{-1}p & 0 \end{pmatrix}
\]
Using Identity (70) with
\[
B(p_{ji}) = \Phi^S(p_{ji})^{-1}, \quad C = H_{ij} \begin{pmatrix} \lambda^{-1} & 0 \\ 0 & \lambda \end{pmatrix} = \frac{1}{\sqrt{1 + |p|^2}} \begin{pmatrix} \lambda^{-1} & p \\ -p & \lambda \end{pmatrix}
\]
we obtain
\[
\frac{\partial \tilde{P}_{ij}}{\partial p_{ji}}(0, x_0) = \frac{1}{1 + |p|^2} \left( \begin{array}{cc} \lambda & -p \\ \frac{\lambda - \lambda^2}{1 + |p|^2} & \lambda - 1 \end{array} \right) \left( \begin{array}{c} \frac{1}{|p|} \\ 0 \end{array} \right)
\]
\[
= \frac{1}{1 + |p|^2} \left( \begin{array}{cc} \frac{\lambda}{|p|} & -\lambda \\ \frac{\lambda - \lambda^2}{1 + |p|^2} & -\lambda p \end{array} \right)
\]
The parameter \(g_{ij}\) appears in both \(G_{ij,x}(q_{ij})\) and \(G_{ij,x}(q_{ji})\). We compute, from the definition of \(G_{ij,x}\):
\[
G_{ij,x_0}(z)^{-1} \frac{\partial G_{ij,x}(x)}{\partial g_{ij}}|_{x=x_0} = - \frac{\partial G_{ij,x}(z)}{\partial g_{ij}}|_{x=x_0} G_{ij,x_0}(z) = \left( \begin{array}{cc} \lambda - \frac{1}{\lambda - \lambda^2} & \frac{2(z - \mu_{ij})}{2(\lambda - \lambda^2)} \\ \frac{1}{2(\lambda - \lambda^2)(z - \mu_{ij})} & 1 - \lambda \end{array} \right).
\]
Using Identity (69) with
\[
A = H_{ij}^{-1} \Phi^S(\pi_{ij}) = B^S(\pi_{ij}), \quad B(g_{ij}) = G_{ij,x}(q_{ij})^{-1}
\]
and Identity (70) with
\[
B(g_{ij}) = G_{ij,x}(q_{ij}), \quad C = \Phi^S(\pi_{ij})^{-1} H_{ij} \left( \begin{array}{cc} \frac{1}{\lambda} & 0 \\ 0 & \frac{1 + |p|^2}{\lambda} \end{array} \right)
\]
we obtain, using Equation (61):
\[
\frac{\partial \tilde{P}_{ij}}{\partial g_{ij}}(0, x_0) = \frac{1}{1 + |p|^2} \left( \begin{array}{cc} 1 & 0 \\ \lambda p & 1 + |p|^2 \end{array} \right) \left( \begin{array}{cc} 0 & 0 \\ \frac{\lambda - \lambda^2}{1 + |p|^2} & \lambda - 1 \end{array} \right) \left( \begin{array}{c} \frac{1}{|p|} \\ 0 \end{array} \right)
\]
\[
= \frac{1}{1 + |p|^2} \left( \begin{array}{cc} 1 & 0 \\ \frac{\lambda}{|p|} & -\lambda \end{array} \right) \left( \begin{array}{c} \frac{1}{|p|} \\ 0 \end{array} \right)
\]
The computations of the partial derivatives with respect to \(h_{ij}\) and \(m_{ij}\) are similar:
\[
G_{ij,x_0}(z)^{-1} \frac{\partial G_{ij,x}(z)}{\partial h_{ij}}|_{x=x_0} = \left( \begin{array}{cc} \frac{\lambda - \lambda^2}{2(z - \mu_{ij})} & -2(z - \mu_{ij}) \\ \frac{\lambda - \lambda^2}{2(z - \mu_{ij})} & \lambda \end{array} \right)
\]
\[
\frac{\partial \tilde{P}_{ij}}{\partial h_{ij}}(0, x_0) = \frac{1}{1 + |p|^2} \left( \begin{array}{cc} 1 & 0 \\ \lambda p & 1 + |p|^2 \end{array} \right) \left( \begin{array}{cc} 0 & 0 \\ \frac{\lambda - \lambda^2}{1 + |p|^2} & -\lambda \end{array} \right) \left( \begin{array}{c} \frac{1}{|p|} \\ 0 \end{array} \right)
\]
\[
= \frac{1}{1 + |p|^2} \left( \begin{array}{cc} 1 & 0 \\ \frac{\lambda}{|p|} & -\lambda \end{array} \right) \left( \begin{array}{c} \frac{1}{|p|} \\ 0 \end{array} \right)
\]
\[
G_{ij,x_0}(z)^{-1} \frac{\partial G_{ij,x}(z)}{\partial m_{ij}}|_{x=x_0} = \left( \begin{array}{cc} \frac{1}{\lambda - \lambda^2} & -2(z - \mu_{ij}) \\ \frac{1}{\lambda - \lambda^2} & \lambda \end{array} \right)
\]
\[
\frac{\partial \tilde{P}_{ij}(0, x_0)}{\partial m_{ij}} = \frac{1}{1 + |p|^2} \begin{pmatrix} 1 & 0 \\ \lambda p & 1 + |p|^2 \end{pmatrix} \begin{pmatrix} 2(\lambda - 1)p \\ 2(1 - \lambda)|p|^2 \end{pmatrix} \begin{pmatrix} 2 \\ 1 + |p|^2 \end{pmatrix} \begin{pmatrix} 1 + |p|^2 & 0 \\ -\lambda p & 1 \end{pmatrix} + \frac{1}{1 + |p|^2} \begin{pmatrix} \lambda & -1/p^2 \\ p & 0 \end{pmatrix} \begin{pmatrix} 2(\lambda - 1)p \\ 2(1 - \lambda)|p|^2 \end{pmatrix} \begin{pmatrix} -2 \\ 2(1 - \lambda)|p|^2 \end{pmatrix} \begin{pmatrix} 0 & 1 + |p|^2 \\ -p & \lambda \end{pmatrix}
\]

We define
\[
\tilde{P}_{ij}(t, x) = L_1(\tilde{P}_{ij}(t, x))
\]
where \( L_1 \) is the operator introduced in Proposition 5 with \( \mu = 1 \). Explicitly,
\[
\tilde{P}_{ij}(t, x)(\lambda) = \frac{1}{\lambda - 1} \left( \tilde{P}_{ij}(t, x)(\lambda) - \tilde{P}_{ij}(t, x)(1) \right).
\]

Since \( L_1 \) is a bounded linear operator, \( \tilde{P}_{ij} \) is a smooth map of \( t, t \log t \) and \( x \) with values in \( sl(2, \mathbb{W}) \).

Using Notation (51) for the parameters \( \beta_{ij} \) and remembering that the parameters \( p_{ij} \) and \( p_i \) are in \( \mathbb{C} \),
we obtain from Proposition 26:

**Proposition 27.** The differential of \( \tilde{P}_{ij} \) is given by the following formula
\[
d_x \tilde{P}_{ij}(0, x_0) = \rho_{ij} \begin{pmatrix} 0 & -\frac{\lambda - 1}{\pi_{ij}} \\ -\frac{\lambda}{\pi_{ij}} & 0 \end{pmatrix} dp_{ij} + \rho_{ij} \begin{pmatrix} 0 & \frac{1}{\pi_{ij}} \\ -\lambda^{-1} & 0 \end{pmatrix} dp_{ji} + \begin{pmatrix} 0 & \frac{1}{\pi_{ij}} \\ \pi_{ij} & 0 \end{pmatrix} d\gamma_{ij}(1)
\]

\[
+ \begin{pmatrix} 2 & \frac{-\lambda(\lambda + 1)}{\pi_{ij}^2} \\ \pi_{ij} & -2 \end{pmatrix} d\tilde{g}_{ij} + \begin{pmatrix} 0 & \frac{1}{\pi_{ij}} \\ \pi_{ij} & 0 \end{pmatrix} d\gamma_{ij} - 2 \rho_{ij} \begin{pmatrix} 0 & \frac{1}{\pi_{ij}} \\ \pi_{ij} & 0 \end{pmatrix} dm_{ij}
\]

7.5.4. **Reformulation of the Monodromy Problem.** We define for \( (t, x) \) in a neighborhood of \( (0, x_0) \):

\[
\mathcal{E}_{\Gamma_{ij},1}(t, x) = \lambda \tilde{P}_{ij,11}(t, x) - \tilde{P}_{ij,11}(t, x),
\]

\[
\mathcal{E}_{\Gamma_{ij},2}(t, x) = \lambda \tilde{P}_{ij,12}(t, x) - \tilde{P}_{ij,21}(t, x).
\]

**Proposition 28.** Problem (44) is equivalent to

\[
\begin{cases}
\mathcal{E}_{\Gamma_{ij},1}(t, x)^\tau = 0 \\
\mathcal{E}_{\Gamma_{ij},2}(t, x) = 0 \\
\tilde{P}_{ij,11}(t, x)(1) = 0 \\
\tilde{P}_{ij,12}(t, x)(1) = 0 \\
\text{Re} \left[ \tilde{P}_{ij,11}(t, x)(1) \right] = \frac{1}{2}(\ell_{ij} - 2)
\end{cases}
\]

Proof:

1. We have by definition of \( \tilde{P}_{ij} \):

\[
P_{ij}(t, x)(1) = I_2 \Leftrightarrow \tilde{P}_{ij}(t, x)(1) = 0.
\]

By Point 3 of Proposition 9:

\[
P_{ij}(t, x)(1) = \exp \left[ \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \int_{\Gamma_{ij}} \beta_{t, x} \right]
\]

This gives:

\[
\tilde{P}_{ij}(t, x)(1) = H_{ij}(1)^{-1} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} H_{ij}(1) \int_{\Gamma_{ij}} \beta_{t, x} = \frac{1}{1 + |\pi_{ij}|^2} \begin{pmatrix} -\pi_{ij} & 1 \\ -\pi_{ij} & 0 \end{pmatrix} \int_{\Gamma_{ij}} \beta_{t, x}
\]
Since \( \pi_{ij} \neq 0 \),
\[
\tilde{P}_{ij}(t, x)(1) = 0 \iff \tilde{P}_{ij;11}(t, x)(1) = 0.
\]
So Item (ii) of Problem (44) is equivalent to Item (iii) of Problem (71).

2. Assume from now on that Item (ii) of Problem (44) is satisfied. Then:
\[
\tilde{P}_{ij}(t, x) = (\lambda - 1)\tilde{P}_{ij}(t, x)
\]
so for \( k, \ell \in \{1, 2\} \),
\[
\tilde{P}_{ij;\ell t}(t, x) + \tilde{P}_{ij;\ell k}(t, x)^* = (\lambda - 1)\tilde{P}_{ij;\ell t}(t, x) + (\lambda^{-1} - 1)\tilde{P}_{ij;\ell k}(t, x)^*
\]
\[
= (1 - \lambda^{-1}) \left( \lambda\tilde{P}_{ij;\ell t}(t, x) - \tilde{P}_{ij;\ell k}(t, x)^* \right).
\]
Hence
\[
P_{ij}(t, x) \in \mathfrak{asu}(2) \iff \begin{cases} 
\tilde{P}_{ij;11}(t, x) + \tilde{P}_{ij;11}(t, x)^* = 0 \\
\tilde{P}_{ij;12}(t, x) + \tilde{P}_{ij;21}(t, x)^* = 0
\end{cases}
\]
\[
\iff \begin{cases} 
\lambda\tilde{P}_{ij;11}(t, x) - \tilde{P}_{ij;11}(t, x)^* = 0 \\
\lambda\tilde{P}_{ij;12}(t, x) - \tilde{P}_{ij;21}(t, x)^* = 0
\end{cases}
\]
\[
\iff \begin{cases} 
\mathcal{E}_{ij,1}(t, x) = 0 \\
\mathcal{E}_{ij,2}(t, x) = 0.
\end{cases}
\]
We have
\[
\lambda\mathcal{E}_{ij,1}(t, x)^* = \lambda \left( \lambda^{-1}\tilde{P}_{ij;11}(t, x)^* - \tilde{P}_{ij;11}(t, x) \right) = -\mathcal{E}_{ij,1}(t, x).
\]
Hence
\[
\mathcal{E}_{ij,1}(t, x)^+ = -\lambda (\mathcal{E}_{ij,1}(t, x)^*)^{\geq 0} = -\lambda (\mathcal{E}_{ij,1}(t, x)^{< 0})^*.
\]
So
\[
\mathcal{E}_{ij,1}(t, x) = 0 \iff \mathcal{E}_{ij,1}(t, x)^+ = 0.
\]
Hence Item (i) of Problem (44) is equivalent to Items (i) and (ii) of Problem (71).

3. Assume from now on that Items (i) and (ii) of Problem (44) are satisfied. Then
\[
\tilde{P}_{ij}(t, x)(1) = \frac{\partial}{\partial \lambda} \tilde{P}_{ij}(t, x)(1) = H_{ij}(1)^{-1} \frac{\partial}{\partial \lambda} P_{ij}(t, x)(1) H_{ij}(1) + \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right).
\]
On the other hand, recalling that \( \ell_{ij} \) is the length of the edge \( e_{ij} \), we have
\[
v_j - v_i = \ell_{ij} u_{ij} = -\ell_{ij} N^S(\pi_{ij}).
\]
By Equation (3),
\[
V_j - V_i = \frac{i}{2} \ell_{ij} F^S(\pi_{ij}, 1) \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) F^S(\pi_{ij}, 1)^{-1} = \frac{i}{2} \ell_{ij} H_{ij}(1) \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) H_{ij}(1)^{-1}.
\]
So
\[
\frac{\partial}{\partial \lambda} P_{ij}(t, x)(1) = -i(V_j - V_i) \iff H_{ij}(1)^{-1} \frac{\partial}{\partial \lambda} P_{ij}(t, x)(1) H_{ij}(1) = \frac{i}{2} \ell_{ij} \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right)
\]
\[
\iff \tilde{P}_{ij}(t, x)(1) = \frac{i}{2}(\ell_{ij} - 1) \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right).
\]
Since \( \tilde{P}_{ij}(t, x)(1) \in \mathfrak{asu}(2) \), Item (iii) of Problem (44) is equivalent to Items (iv) and (v) of Problem (71). \(\square\)
7.5.5. Solving the Monodromy Problem for \( t \neq 0 \). At the central value, we have \( \hat{P}_{ij}(0, x_0) = \hat{P}_{ij}(0, x_0) = 0 \), so Items (i) to (iv) of Problem (71) are satisfied, and Item (v) is equivalent to \( \ell_{ij} = 2 \). So we leave aside Item (v) which will be solved using the non-degeneracy hypothesis in Section 9. We define for \((t, x)\) in a neighborhood of \((0, x_0)\):

\[
\begin{align*}
\mathcal{E}_{\Gamma_{ij}, 3}(t, x) &= \hat{P}_{ij, 11}(t, x)(1) \in \mathbb{C} \\
\mathcal{E}_{\Gamma_{ij}, 4}(t, x) &= \hat{P}_{ij, 12}(t, x)(1) \in \mathbb{C}.
\end{align*}
\]

**Proposition 29.** Let \( L \) be the partial differential of

\[
\begin{pmatrix}
\lambda^{-1} \mathcal{E}_{\Gamma_{ij}, 1}^+ \\
\lambda^{-1} \mathcal{E}_{\Gamma_{ij}, 2}^+ \\
(\mathcal{E}_{\Gamma_{ij}, 2}^{\leq 0})^* \\
\mathcal{E}_{\Gamma_{ij}, 3} \\
\mathcal{E}_{\Gamma_{ij}, 4}
\end{pmatrix}
\]

with respect to

\[
(\tilde{g}_{ij}, h_{ij}, m_{ij}, g_{ij}(1), p_{ji})
\]

at \((0, x_0)\). Then \( L \) is an automorphism of \( (W^{\geq 0})^3 \times \mathbb{C}^2 \).

Proof: using Proposition 26, we obtain:

\[
d_x \mathcal{E}_{\Gamma_{ij}, 3}(0, x_0) = \rho_{ij}(dp_{ji} - dp_{ij}) + 2d\tilde{g}_{ij}(1).
\]  

Using Proposition 27, we obtain:

\[
d_x \mathcal{E}_{\Gamma_{ij}, 1}(0, x_0) = 2\lambda d\tilde{g}_{ij} - 2d\tilde{g}_{ij}^* \\
\lambda^{-1} d_x \mathcal{E}_{\Gamma_{ij}, 1}(0, x_0)^+ = 2d\tilde{g}_{ij}
\]

\[
d_x \mathcal{E}_{\Gamma_{ij}, 2}(0, x_0) = -\frac{\lambda}{\pi_{ij}} \left[ \rho_{ij}(\lambda^{-1} dp_{ji} + dp_{ij} + 2dm_{ij}) + dg_{ij}(1)(1 + \lambda + 1)d\tilde{g}_{ij} + dh_{ij} \right]
\]

\[
+ \pi_{ij} \left[ dp_{ij} + \lambda dp_{ij} + 2dm_{ij} - dg_{ij}(1) - (\lambda^{-1} + 1)d\tilde{g}_{ij} - dh_{ij} \right]
\]

\[
\lambda^{-1} d_x \mathcal{E}_{\Gamma_{ij}, 2}(0, x_0)^+ = -\frac{1}{\pi_{ij}} \left[ \rho_{ij}(dp_{ji} + 2dm_{ij}) + dg_{ij}(1)(1 + \lambda + 1)d\tilde{g}_{ij} + dh_{ij} \right] + \pi_{ij} p_{ij} dp_{ij}
\]

\[
d_x \mathcal{E}_{\Gamma_{ij}, 2}(0, x_0)^{\leq 0} = \frac{\pi_{ij}}{\rho_{ij}} dp_{ij} + \pi_{ij} \left[ \rho_{ij}(dp_{ji} + 2dm_{ij}) - dg_{ij}(1) - (\lambda + 1)d\tilde{g}_{ij} - dh_{ij} \right]
\]

\[
d_x \mathcal{E}_{\Gamma_{ij}, 4}(0, x_0) = -\frac{1}{\pi_{ij}} \left[ \rho_{ij}(dp_{ji} + dp_{ij} + 2dm_{ij}(1)) + dg_{ij}(1) + 2d\tilde{g}_{ij}(1) + dh_{ij}(1) \right].
\]

By Equations (72), (74) and (75), the partial differential of \((\lambda^{-1} \mathcal{E}_{\Gamma_{ij}, 1}^+, \lambda^{-1} \mathcal{E}_{\Gamma_{ij}, 2}^+, (\mathcal{E}_{\Gamma_{ij}, 2}^{\leq 0})^*, \mathcal{E}_{\Gamma_{ij}, 3}, \mathcal{E}_{\Gamma_{ij}, 4})\) with respect to \((\tilde{g}_{ij}, h_{ij}, m_{ij})\) is a matrix-type operator (see Definition 9) with matrix

\[
\begin{pmatrix}
\frac{2}{\pi_{ij}} & 0 & 0 \\
\frac{\lambda^{-1}}{\pi_{ij}} & \frac{1}{\pi_{ij}} & \frac{-2p_{ij}}{\rho_{ij}} \\
-(\lambda + 1) & \frac{-2p_{ij}}{\rho_{ij}} & 2p_{ij} \pi_{ij}
\end{pmatrix}
\]

This matrix has constant determinant \(-8\rho_{ij}\) so is invertible in \( \mathcal{M}_3(W^{\geq 0}) \). By Proposition 6, it suffices to prove that \( L \) is injective. Let us solve formally the system \( L = 0 \) to express the differential of all parameters in function of \( dp_{ij} \). Equation (73) gives

\[
d\tilde{g}_{ij} = 0.
\]

Equation (74) evaluated at \( \lambda = 1 \) substracted from Equation (76) gives

\[
-\frac{\rho_{ij}}{\pi_{ij}} dp_{ij} - \pi_{ij} p_{ij} dp_{ij} = 0
\]

from which we obtain

\[
dp_{ij} = -\frac{1}{\pi_{ij}}dp_{ij}.
\]
Equations (72), (77) and (78) give
\[ dg_{ij} = dg_{ij}(1) = \frac{\rho_{ij}}{2} \left( dp_{ij} + \frac{1}{\pi_{ij}^{2}} dp_{ij}^{\prime} \right). \]  
(79)

By substitution of Equations (77), (78) and (79) in (74) and (75), we obtain after simplification the system
\[
\begin{cases}
    dh_{ij} + 2\rho_{ij} dm_{ij} = -\frac{3\rho_{ij}}{\pi_{ij}} dp_{ij} + \frac{\rho_{ij}}{2} \frac{1}{\pi_{ij}^{2}} dp_{ij} \\
    -dh_{ij} + 2\rho_{ij} dm_{ij} = -\frac{\rho_{ij}}{2} dp_{ij} + \frac{\rho_{ij}}{2} \frac{1}{\pi_{ij}^{2}} dp_{ij}
\end{cases}
\]
whose solution is
\[
\begin{align*}
    dh_{ij} &= -\frac{\rho_{ij}}{2} \left( dp_{ij} + \frac{1}{\pi_{ij}^{2}} dp_{ij}^{\prime} \right) \quad \text{(80)} \\
    dm_{ij} &= \frac{1}{2} \left( -dp_{ij} + \frac{1}{\pi_{ij}^{2}} dp_{ij}^{\prime} \right) \quad \text{(81)}
\end{align*}
\]

Setting \( dp_{ij} = 0 \), we obtain that \( L \) is injective, so is an automorphism by Proposition 6.

We now prove Proposition 24. We decompose \( \mathbf{x} = (\mathbf{x}', \mathbf{x}'', \mathbf{x}'''') \) where \( \mathbf{x}' \) is the vector of the parameters which have already been determined in Propositions 11, 15 and 23,
\[
\mathbf{x}'' = (\bar{g}_{ij}, h_{ij}, m_{ij}, g_{ij}(1), p_{ij})_{(i,j) \in I}
\]
and \( \mathbf{x}''' \) denotes the remaining parameters. Then \( \mathbf{x}' \) is a smooth function of \( t, \mathbf{x}'' \) and \( \mathbf{x}''' \) so we write \( \mathbf{x}' = \mathbf{x}'(t, \mathbf{x}'', \mathbf{x}''') \). Define
\[
\mathcal{E}(t, \mathbf{x}) = \left( \lambda^{-1} \mathcal{E}_{1,1}^{0}, \lambda^{-1} \mathcal{E}_{1,2}^{0}, \mathcal{E}_{2,2}^{0}, \mathcal{E}_{3,3}^{0}, \mathcal{E}_{4,4}^{0} \right)_{(i,j) \in I}(t, \mathbf{x})
\]
\[
\mathcal{F}(t, \mathbf{x}'', \mathbf{x}''') = \mathcal{E}(t, \mathbf{x}'(t, \mathbf{x}'', \mathbf{x}'''), \mathbf{x}'', \mathbf{x}''')
\]
Since \( \mathcal{E}(0, \mathbf{x}) \) does not depend on \( \mathbf{x}' \), we have \( d_{\mathbf{x}'} \mathcal{E}(0, \mathbf{x}_0) = 0 \) so by the chain rule,
\[
d_{\mathbf{x}''} \mathcal{F}(0, \mathbf{x}_0, \mathbf{x}_0') = d_{\mathbf{x}'} \mathcal{E}(0, \mathbf{x}_0).
\]

By Proposition 29, \( d_{\mathbf{x}''} \mathcal{E}(0, \mathbf{x}_0) \) is an automorphism (it has block diagonal form). By Proposition 25, \( \mathcal{F}(t, \mathbf{x}'', \mathbf{x}''') \) is a smooth function of \( t \) and \( t \log t \), so we can write
\[
\mathcal{F}(t, \mathbf{x}'', \mathbf{x}''') = \mathcal{G}(t, t \log t, \mathbf{x}'', \mathbf{x}''')
\]
where \( \mathcal{G} \) is a smooth function of all its arguments. By the Implicit Function Theorem, for \((t, s, \mathbf{x}''') \) in a neighborhood of \((0, 0, \mathbf{x}''')\), there exists a unique \( \mathbf{y}'' \), depending smoothly on \((t, s, \mathbf{x}''')\) such that \( \mathcal{G}(t, s, \mathbf{y}''(t, s, \mathbf{x}'''), \mathbf{x}''') = 0 \). We define \( \mathbf{x}''(t, \mathbf{x}''') = \mathbf{y}''(t, t \log t, \mathbf{x}''') \). Then \( \mathcal{F}(t, \mathbf{x}''(t, \mathbf{x}'''), \mathbf{x}''') = 0 \), so Problem (44) is solved. Moreover, \( \mathbf{x}'' \) is a smooth function of \( t, t \log t \) and \( \mathbf{x}''' \).

\textbf{Remark 15.} The parameters \( g_{ij}, h_{ij}, m_{ij} \) and \( p_{ij} \) are now function of \((t, \mathbf{x}''')\). The differential of these parameters with respect to \( \mathbf{x}''' \) at \((0, \mathbf{x}_0)\) are obtained by solving \( L = 0 \) so are given by Equations (79), (80), (81) and (78). In particular, they only depend on \( dp_{ij} \).

\textbf{Remark 16.} As we have seen, when solving equations depending smoothly on \( t \) and \( t \log t \), we apply the Implicit Function Theorem with the variables \( t \) and \( s \) and then we substitute \( s = t \log t \), so the solution depends smoothly on \( t \) and \( t \log t \). This remark applies to all our subsequent uses of the Implicit Function Theorem.
8. The Regularity Problem at $\infty_{ij}$

In this section, we consider again the potential $\hat{\xi}_{ij,t,x} = \xi_{t,x} \cdot G_{ij,x}^{-1}$ introduced in Section 6. We have $\hat{\xi}_{ij,t,x} = \xi^C$ in $\mathbb{C}_{ij}$ and by Proposition 10, $\hat{\xi}_{ij,t,x}$ has a pole of multiplicity at most $\left(\frac{1}{2}\right)$ at $\infty_{ij}$. In this section, we solve the following problem for $(i,j) \in I$:

\[
\begin{align*}
\text{Re} \frac{\text{Res}_{\infty_{ij}} \hat{\xi}_{ij,t,x;12}}{} &= 0 \\
\text{Re} \left[ \text{Res}_{\infty_{ij}} (z \hat{\xi}_{ij,t,x;12}) \right] &= 0
\end{align*}
\]

(82)

If the Monodromy Problem is solved and Problem (82) is solved, Theorem 6 in Appendix A tells us that $\infty_{ij}$ is a removable singularity. Note that Problem (82) amounts to only three real equations: this is what remains of the Regularity Problem at $\infty_{ij}$ when the Monodromy Problem is solved.

Assume that the parameters are as in Proposition 24. The only remaining parameters are $p_{ij} \in \mathbb{C}$ for $(i,j) \in I$ and $\text{Re}(\rho_{ij}^2 r_{ij}) \in \mathbb{R}$ for $(i,j) \in I \cup I^*$. We fix the following normalisation:

\[
\text{Re}(\rho_{ij}^2 r_{ij}) = -r_{ij} \quad \text{for } (i,j) \in I^*.
\]

(83)

Proposition 30. For $t$ small enough, there exists unique values of the parameters

\[
(p_{ij}, \text{Re}(\rho_{ij}^2 r_{ij}))_{(i,j) \in I} \in (\mathbb{C} \times \mathbb{R})^I
\]

depending smoothly on $t$ and $t \log t$, such that Problem (82) is solved for $(i,j) \in I$.

Proof: we first compute the residues in Problem (82):

Claim 3. We have for all $(t,x)$ in a neighborhood of $(0,x_0)$:

\[
\begin{align*}
\text{Res}_{\infty_{ij}} \hat{\xi}_{ij,t,x;12} &= t c_{0ij}^0 \\
\text{Res}_{\infty_{ij}} (z \hat{\xi}_{ij,t,x;12}) &= t b_{0ij}^0.
\end{align*}
\]

Proof: as in the proof of Proposition 10, we write $\Theta_{t,x} = \Theta_{0,x} + \Xi_{t,x}$ where $\Xi_{t,x}$ is holomorphic in a neighborhood of $\infty_{ij}$. Then

\[
\xi_{t,x;12} = \xi_{0,x;12} - t \left( \chi_{t,x;12} - \Theta_{0,x;12} + \Xi_{t,x;12} \right).
\]

By Proposition 2 with $G = G_{ij,x}$:

\[
\Theta_{0,x;12} = (G_{ij,x;22}^0)^2 \left( \frac{b_{0ij}^0 dz}{z-m_{ij}^0} + \frac{c_{0ij}^0 dz}{z-m_{ij}^0} \right)
\]

By Proposition 2 with $G = G_{ij,x}$:

\[
\xi_{i,j,t,x;12} = (G_{ij,x;11}^0)^2 \xi_{i,j,0;12} = \frac{1}{(2g_{ij}^0 (z-m_{ij}^0))^2} \left[ \chi_{i,j,12} - t \chi_{i,j;12} - t \xi_{i,j,12} \right] - \frac{t b_{0ij}^0 dz}{(z-m_{ij}^0)^2} - \frac{t c_{0ij}^0 dz}{z-m_{ij}^0}.
\]

The bracket has at most a simple pole at $\infty_{ij}$ so it does not contribute to the residues (thanks to the factor $(z-m_{ij}^0)^{-2}$ in front). Claim 3 follows.

As a consequence of Claim 3, Problem (82) is equivalent for $t \neq 0$ to

\[
\begin{align*}
\text{Re}(b_{0ij}^0) &= 0 \\
c_{0ij}^0 &= 0
\end{align*}
\]

(84)

Assume that the parameters are as in Proposition 24 and let $x'$ be the vector of the remaining parameters, namely $p_{ij}$ and $\text{Re}(\rho_{ij}^2 r_{ij})$ for $(i,j) \in I$. Recall that we computed $b_{0ij}^0$ and $c_{0ij}^0$ in function of the other parameters in Proposition 12. Since then, some of the parameters involved in this formula have been
determined as functions of \( x' \). We now compute explicitly \( b_{mij} \) and \( c_{mij} \) as functions of \( x' \) at \( t = 0 \). Assume that \( t = 0 \). By Equation (30), we have:

\[
A_{ij}^0 = \frac{2g_{ij}^0 - h_{ij}^0}{2g_{ij}^0(q_{ij} - m_{ij}^0)}, \quad A_{ji}^0 = \frac{2g_{ji}^0 - h_{ij}^0}{2g_{ji}^0(q_{ji} - m_{ij}^0)}
\]

\[
C_{ij}^0 = \frac{-1}{4(g_{ij}^0)^2(q_{ij} - m_{ij}^0)^2}, \quad C_{ji}^0 = \frac{-1}{4(g_{ji}^0)^2(q_{ji} - m_{ij}^0)^2}.
\]

By Proposition 20:

\[
b_{ij}^0 = r_{ij}^0(2g_{ij}^0 - h_{ij}^0) / g_{ij}^0(m_{ij}^0 - q_{ij}), \quad b_{ji}^0 = r_{ji}^0(2g_{ji}^0 - h_{ij}^0) / g_{ij}^0(m_{ij}^0 - q_{ji}).
\]

Using Proposition 12, we obtain after simplification:

\[
b_{mij}^0(0, x') = \frac{(g_{ij}^0 - h_{ij}^0)}{4(g_{ij}^0)^3} \left( \frac{r_{ij}}{(m_{ij}^0 - q_{ij})^3} + \frac{r_{ji}}{(m_{ij}^0 - q_{ji})^3} \right),
\]

\[
c_{mij}^0(0, x') = \frac{h_{ij}^0}{4(g_{ij}^0)^3} \left( \frac{r_{ij}}{(m_{ij}^0 - q_{ij})^3} + \frac{r_{ji}}{(m_{ij}^0 - q_{ji})^3} \right).
\]

Equations (86) and (41) imply that \( b_{0ij}(0, x'_0) = 0 \) and \( c_{0ij}(0, x'_0) = 0 \) so Problem (84) is solved at the central value. Proposition 30 follows from the following claim and the Implicit Function Theorem:

**Claim 4.** The partial differential of \((\text{Re}(b_{mij}^0), c_{mij}^0)\) with respect to \((\text{Re}(r_{ij}^0), p_{ij})\) at \((0, x'_0)\) is an automorphism of \( \mathbb{R} \times \mathbb{C} \).

Proof: by Proposition 20 and Equation (85), we have at \( t = 0 \):

\[
\text{Im} \left( \frac{r_{ij}}{(g_{ij}^0)^2(q_{ij} - m_{ij}^0)^2} \right) = \text{Im} \left( \frac{r_{ji}}{(g_{ij}^0)^2(q_{ji} - m_{ij}^0)^2} \right) = 0.
\]

By differentiation with respect to \( x' \) at \((0, x'_0)\), this gives

\[
\text{Im}(\rho_{ij}^2 dr_{ij}) = 4 \text{Im}(\rho_{ij}^2 \tau_{ij} dm_{ij}^0), \quad \text{Im}(\rho_{ji}^2 dr_{ji}) = 4 \text{Im}(\rho_{ji}^2 \tau_{ji} dm_{ij}^0).
\]

By differentiation of Equations (86) and (87) with respect to \( x' \) at \((0, x'_0)\), we obtain

\[
db_{mij}^0 = \frac{1}{4}(dq_{ij}^0 - dh_{ij}^0)(-4r_{ij} - 4r_{ji}) = -2\tau_{ij}(dq_{ij}^0 - dh_{ij}^0)
\]

\[
dc_{mij}^0 = \frac{1}{4}(-8\rho_{ij}^2 dr_{ij} + 12\rho_{ij}^2 \tau_{ij} dm_{ij}^0 - 8\rho_{ji}^2 dr_{ji} + 12\rho_{ji}^2 \tau_{ji} dm_{ij}^0) = -2\rho_{ij}^2 (dr_{ij} - dr_{ji}) + 24\rho_{ij}^2 \tau_{ij} dm_{ij}^0.
\]

Recalling Normalisation (83):

\[
\text{Re} \left( \rho_{ij}^{-1} c_{mij}^0 \right) = -2 \text{Re}(\rho_{ij}^2 dr_{ij}) + 24\tau_{ij} \text{Re}(\rho_{ij}^2 dm_{ij}^0).
\]

Using Equation (88):

\[
\text{Im} \left( \rho_{ij}^{-1} c_{mij}^0 \right) = -8 \text{Im}(\rho_{ij}^2 \tau_{ij} dm_{ij}^0) + 8 \text{Im}(\rho_{ij}^2 \tau_{ij} dm_{ij}^0) + 24 \text{Im}(\rho_{ij}^2 \tau_{ij} dm_{ij}^0) = 8\tau_{ij} \text{Im}(\rho_{ij}^2 dm_{ij}^0).
\]

Using Equations (79), (80) and (81), we finally obtain:

\[
\text{Re} \left( db_{mij}^0 \right) = -2\tau_{ij} \text{Re} \left( \rho_{ij}^2 dp_{ij} + \frac{\rho_{ij}^2}{\tau_{ij}} dP_{ij} \right)
\]

\[
\text{Re} \left( \rho_{ij}^{-1} dc_{mij}^0 \right) = -2 \text{Re}(\rho_{ij}^2 dr_{ij}) + 12\tau_{ij} \text{Re} \left( -\rho_{ij}^2 dp_{ij} + \frac{\rho_{ij}^2}{\tau_{ij}} dP_{ij} \right)
\]

\[
\text{Im} \left( \rho_{ij}^{-1} dc_{mij}^0 \right) = 4\tau_{ij} \text{Im} \left( -\rho_{ij}^2 dp_{ij} + \frac{\rho_{ij}^2}{\tau_{ij}} dP_{ij} \right).
\]
This implies
\[ \text{Re}(db^0_{mij}) + \frac{i}{2} \text{Im}(\rho_{ij}^{-1} dc^0_{mij}) = -2\tau_{ij} \left( \rho_{ij} dp_{ij} + \frac{\overline{p}_{ij}}{\pi_{ij}^2} dp_{ij} \right) = -2\tau_{ij} dp_{ij}. \] (90)

Claim (4) follows from Equations (89) and (90).

9. USING THE BALANCING AND NON-DEGENERACY HYPOTHESIS

At this point, all parameters have been determined as smooth functions of \( t \) and \( t \log t \). We write \( x = x(t) \) and we have \( x(0) = x_0 \). The central value \( x_0 \), as given in Section 5.3, depends on the graph \( \Gamma \).

In this section, we use the balancing and non-degeneracy hypothesis to solve the following problem:

\[ \forall i \in [1, N], \quad \text{Res}_\infty \uparrow \overline{x}_{t,x(t);21} = 0 \] (i)
\[ \forall i \in [1, N], \quad \text{Re} \left( \text{Res}_\infty (z \sqrt{t}) \right) = 0 \] (ii)
\[ \forall (i,j) \in I, \quad \text{Re} \left( \overline{P}_{ij;11}(t, x(t))(1) \right) = \frac{1}{2}(\ell_{ij} - 2) \] (iii).

Item (iii) of Problem (91) is Item (v) of Problem (71) which we still have to solve. We have \( \xi_{0,x} = \xi^S \) in \( \overline{\Omega}_i \) and the potential \( \xi_{i,x} \) has a pole of multiplicity at most \( (\frac{1}{2}?) \) at \( \infty_i \). Provided the Monodromy Problem is solved and Items (i) and (ii) of Problem (91) are solved, Corollary 1 in Appendix A tells us that \( \infty_i \) is a removable singularity. As in Section 8, Items (i) and (ii) are only three real equations: this is what remains of the Regularity Problem at \( \infty_i \), when the Monodromy Problem is solved.

**Proposition 31.** If the graph \( \Gamma \) has length-2 edges and is balanced and non-degenerate, then for \( t > 0 \) small enough, there exists a deformation \( \Gamma(t) \) of \( \Gamma \), depending smoothly on \( t \) and \( t \log t \), such that Problem (91) is solved.

Proof: let \( \gamma_{t,x} = \frac{1}{2}\xi_{t,x;21} \). At \( t = 0 \), we have \( \xi_{0,x} = \xi^S \) in \( \Omega_i \) so the restriction of \( \gamma_{t,x} \) to \( \Omega_i \) extends holomorphically at \( t = 0 \). We define for \( i \in [1, N] \):
\[ \mathcal{E}_{i,1}(t) = \text{Res}_\infty \uparrow \overline{x}_{t,x(t)} \]
\[ \mathcal{E}_{i,2}(t) = \text{Re} \left( \text{Res}_\infty (z \sqrt{t}) \right) \]
and for \((i,j) \in I\):
\[ \mathcal{E}_{ij,3}(t) = \text{Re} \left( \overline{P}_{ij;11}(t, x(t))(1) \right) + \frac{1}{2}(2 - \ell_{ij}). \]

Problem (91) is equivalent for \( t \neq 0 \) to the following problem:
\[ \left\{ \begin{array}{l}
\forall i \in [1, N], \quad \mathcal{E}_{i,1}(t) = 0 \\
\forall i \in [1, N], \quad \mathcal{E}_{i,2}(t) = 0 \\
\forall (i,j) \in I, \quad \mathcal{E}_{ij,3}(t) = 0
\end{array} \right. \] (92)

We have already seen in Section 7.5.5 that
\[ \mathcal{E}_{ij,3}(0) = \frac{1}{2}(2 - \ell_{ij}). \] (93)

We have
\[ \gamma_{0,x_0} = \frac{\partial}{\partial t} \xi_{t,x_0;21}|_{t=0} = \frac{\partial}{\partial t} \zeta_{t,x_0;21}|_{t=0} + (\lambda - 1) \chi_{0,x_0;21}. \]

By Theorem 3:
\[ \frac{\partial}{\partial t} \zeta_{t,x;21}(z,\lambda)|_{t=0} = - \sum_{j \in E_i} r_{ij} \frac{dz}{(z - p_{ij})^2} \zeta_{0,x;21}(q_{ij},\lambda). \]
Hence at the central value, using Equations (25) and (61):

\[ \frac{\partial}{\partial \xi} \chi_{0,0;21}(z, \lambda)|_{\xi = 0} = (1 - \lambda^2) \sum_{j \in E_i} \frac{\tau_{ij} dz}{(z - \pi_{ij})^2}. \]

By definition of \( \chi_{0,0} \) and using the central value of the parameters as indicated in Section 5.3:

\[ \chi_{0,0;21} = (\lambda - 1) \sum_{j \in E_i} -2 \rho_{ij} \tau_{ij} \frac{dz}{z - \pi_{ij}} + (\lambda - 1) \sum_{k \in R_i} \left( \frac{\tau_k dz}{(z - \pi_k)^2} - 2 \rho_k \tau_k \frac{dz}{z - \pi_k} \right). \]

Collecting all terms and taking \( \lambda = 0 \), we obtain:

\[ \chi_{0,0;21} = \sum_{j \in E_i} \left( \frac{\tau_{ij} dz}{(z - \pi_{ij})^2} - 2 \rho_{ij} \tau_{ij} dz \right) + \sum_{k \in R_i} \left( \frac{\tau_k dz}{(z - \pi_k)^2} - 2 \rho_k \tau_k \frac{dz}{z - \pi_k} \right). \]

This gives

\begin{align*}
\mathcal{E}_{i,1}(0) &= \sum_{j \in E_i} 2 \tau_{ij} \frac{\pi_{ij}}{1 + |\pi_{ij}|^2} + \sum_{k \in R_i} 2 \tau_k \frac{\pi_k}{1 + |\pi_k|^2} = \text{Horiz}(f_i) \\
\mathcal{E}_{i,2}(0) &= \sum_{j \in E_i} \tau_{ij} \left| \frac{\pi_{ij}}{\pi_{ij}^2 + 1} \right| + \sum_{k \in R_i} \tau_k \left| \frac{\pi_k}{\pi_k^2 + 1} \right| = \text{Vert}(f_i)
\end{align*}

where \( \text{Horiz}(f_i) \) and \( \text{Vert}(f_i) \) are the horizontal and vertical components of the force defined in Section 2.2. By Equations (93), (94) and (95), Problem (92) at \( t = 0 \) is equivalent to the fact that the graph \( \Gamma \) has length-2 edges and is balanced. Provided \( \Gamma \) is non-degenerate, Problem (92) can be solved for \( t \neq 0 \) using the Implicit Function Theorem.

10. Geometry of the surface

At this point, all parameters have been determined as smooth functions of \( t \) and \( t \log t \): we write \( x(t) \) for the value of the parameter vector \( x \) and \( \xi_t = \xi_{t,x(t)} \) for the potential at time \( t \in [0, \epsilon) \). Note that by Proposition 31, the graph \( \Gamma \) now depends on \( t \), so the numbers \( \pi_{ij}(t) \), \( \tau_{ij}(t) \) for \( (i, j) \in I \cup J^* \) and \( \pi_k(t) \), \( \tau_k(t) \) for \( k \in [1, n] \) are now functions of \( t \). We adopt the following convention: if the variable \( t \) is not written, it means the value at \( t = 0 \), corresponding to the given balanced and non-degenerate graph \( \Gamma \), so for example, \( \pi_k \) means \( \pi_k(0) \).

We use the notation \( C \) for uniform constants, depending only on the graph \( \Gamma \). With an argument, \( C(r) \) denotes a constant depending only on \( r \) and \( \Gamma \). The same letter \( C \) may be used to denote different constants. We use the notation \( || \cdot ||_W \) for the functional norm introduced in Section 3.4 and if \( \Omega \) is a compact domain, \( || \cdot ||_{C^k(\Omega)} \) denotes the standard norm on \( C^k(\Omega) \).

10.1. Differentiability of the potential with respect to \( t \). We define the following domains for \( 0 < r < \frac{\pi}{2} \):

\[ \Omega_{i,r} = \{ z \in C_i : \forall j \in E_i, |z - \pi_{ij}| > r \} \text{ for } i \in [1, N] \]

\[ \Omega_{ij,r} = \{ z \in C_{ij} : |z - q_{ij}| > r \} \text{ for } (i, j) \in I \]

We denote \( \hat{\xi}_{ij,t} \) the potential introduced in Section 6 at time \( t \):

\[ \hat{\xi}_{ij,t} = \xi_{t,x(t)} \cdot G^{-1}_{ij,x(t)}. \]

By Proposition 11, \( \hat{\xi}_{ij,t} \) extends holomorphically to \( \Omega_{ij,r} \). Note that the map \( t \mapsto x(t) \) is not differentiable at \( t = 0 \). However:

**Proposition 32.** 1. For \( i \in [1, N] \), the restriction of \( \xi \) to \( \Omega_{i,r} \) extends to a \( C^1 \) function of \( (t, z) \in (-\epsilon, \epsilon) \times \Omega_{i,r} \), with values in \( \mathfrak{sl}(2, \mathbb{R}) \). Moreover, \( \xi_0 = \xi^S \) in \( \Omega_{i,r} \).
2. For \((i, j) \in I\), the restriction of \(\hat{\xi}_{i,j,t}\) to \(\Omega_{i,j,r}\) extends to a \(C^1\) function of \((t, z) \in (-\epsilon, \epsilon) \times \Omega_{i,j,r}\), with values in \(\text{sl}(2, \mathbb{W})\). Moreover, \(\hat{\xi}_{i,j,0} = \xi^C\) in \(\Omega_{i,j,r}\).

Proof: by Definition 10, there exists a smooth function \(x(t, s)\), defined for \((t, s)\) in a neighborhood of \((0, 0)\), such that \(x(t) = x(t, t \log t)\). We denote \(\xi_{i,s} = \xi_{i,x(t,s)}\) and \(\hat{\xi}_{i,j,t,s} = \xi_{i,x(t,s)} \cdot G_{i,j,x(t,s)}^{-1}\). We have, at \(t = 0\) and for all \(s\):

\[
\hat{\xi}_{i,j,0,s} = \xi^S \text{ in } \Omega_{i,r}
\]

\[
\hat{\xi}_{i,j,0,s} = \xi^C \cdot G_{i,j,0}(0, s) \cdot G_{i,j,x(0,s)}^{-1} = \xi^C \text{ in } \Omega_{i,j,r}.
\]

The point is that \(\xi_{0,s}\) and \(\hat{\xi}_{i,j,0,s}\) are independent of \(s\). Proposition 32 follows from Proposition 40 in Appendix D.

\[\square\]

10.2. The immersion \(f_t\). We introduce the following notations for \(0 < r < \frac{\varphi}{2}\):

- \(\Sigma_t = \Sigma_{t,\infty(t)}\), where the compact Riemann surface \(\Sigma_{t,\infty}\) was defined in Section 5.1.
- \(\Omega_{t,r}\) is the domain defined as \(\Sigma_t\) minus the points \(\infty_i\) for \(i \in [1, N]\), \(\infty_{i,j}\) for \((i, j) \in I\) and the closed disks \(D(\pi_k, r)\) for \(i \in [1, N]\) and \(k \in R_i\). Note that the domains \(\Omega_{i,r}\) and \(\Omega_{i,j,r}\) defined in Section 10.1 are included in \(\Omega_{t,r}\).
- \(\widehat{\Omega}_{t,r}\) is the universal cover of \(\Omega_{t,r}\).
- \(\Omega_{t,r}' = \Omega_{t,r} \setminus \{m_{ij}(t) : (i, j) \in I\}\). The potential \(\xi_t\) is holomorphic in \(\Omega_{t,r}'\).
- \(\Omega_{t,r}' = p^{-1}(\Omega_{t,r}') \subset \widehat{\Omega}_{t,r}'.\) (This is not the universal cover of \(\Omega_{t,r}'\).)
- \(\hat{\gamma}_1 \in \widehat{\Omega}_{t,r}\) is an arbitrary point in the fiber of \(0_1\).
- \(\Phi_t\) is the solution of the Cauchy Problem \(d\Phi_t = \Phi_t \xi_t\) in \(\widehat{\Omega}_{t,r}\) with initial condition \(\Phi_t(\hat{\gamma}_1) = I_2\).

Note that \(\Phi_t\) is well defined in \(\widehat{\Omega}_{t,r}\) because the Regularity Problem at \(m_{ij}(t)\) is solved.

- \(f_t = \text{Sym}(\text{Uni}(\Phi_t))\) is the (branched) immersion obtained by the DPW method from \(\Phi_t\). Since the Monodromy Problem for \(\Phi_t\) is solved, \(f_t\) descends to a well defined (branched) immersion in \(\Omega_{t,r}\), still denoted \(f_t\).

- For \(i \in [2, N]\), \(\hat{\gamma}_i \in \widehat{\Omega}_{t,r}\) is a point in the fiber of \(0_i\), depending continuously on \(t\) and defined as follows: choose a path \(c\) from \(v_1\) to \(v_i\) on the graph \(\Gamma\) of the form \(c = \prod_{j=1}^k \gamma\), with \(i_1 = 1\) and \(i_{k+1} = i\). Let \(\gamma = \prod_{j=1}^k \Gamma_{i_j, i_{j+1}}\): this is a path from \(0_1\) to \(0_i\) in \(\Omega_{t,r}\). Let \(\hat{\gamma}_i\) be the lift of \(\gamma\) to \(\widehat{\Omega}_{t,r}\) such that \(\hat{\gamma}_i(0) = \hat{\gamma}_1\). We take \(\hat{\gamma}_i = \hat{\gamma}_1(1)\).

**Proposition 33.** For \(t > 0\) small enough, \(f_t\) extends analytically to

\[
\Sigma_t := \Sigma_t \setminus \{p_1^0(t), \ldots, p_N^0(t)\}.
\]

Proof:

- Let \(i \in [1, N]\). Since the Monodromy Problem is solved, Propositions 31, 32 and Corollary 1 in Appendix A imply that \(\infty_i\) is a removable singularity: there exists a gauge \(G_{\infty_i,t}\) such that \(\xi_t \cdot G_{\infty_i,t}\) extends holomorphically at \(\infty_i\). So \(f_t\) extends analytically at \(\infty_i\). The gauge \(G_{\infty_i,t}\) given by Corollary 1 has the following form:

\[
G_{\infty_i,t}(z, \lambda) = \begin{pmatrix}
z & 0 \\
\lambda g_{\infty_i}(t)(\lambda) & z^{-1}
\end{pmatrix}
\]

(96)

Moreover, \(g_{\infty_i}\) is a \(C^1\) function of \(t\) and \(g_{\infty_i}(0) = -1\).
- Let \((i, j) \in I\). In the same way, Propositions 30, 32 and Theorem 6 in Appendix A imply that there exists a gauge \(G_{\infty_{i,j}}\) such that \(\xi_{i,j} \cdot G_{\infty_{i,j},t}\) extends holomorphically at \(\infty_{i,j}\). So \(f_t\) extends analytically at \(\infty_{i,j}\). The gauge \(G_{\infty_{i,j},t}\) given by Theorem 6 has the following form:

\[
G_{\infty_{i,j},t}(z, \lambda) = \begin{pmatrix}
z^{-1} & g_{\infty_{i,j}}(t)(\lambda) \\
0 & z
\end{pmatrix}
\]

(97)
Moreover, $g_{\infty_{ij}}$ is a $C^1$ function of $t$ and $g_{\infty_{ij}}(0) = -1$.

- It remains to prove that $f_t$ extends analytically to the punctured disks $D^*(p_k(t), \varepsilon)$. Fix $i \in [1, N]$ and $k \in R_i$. Arguing as in the proof of Proposition 4 of [31], we consider the change of variable

$$z = \psi_{t,\lambda}(w) = p_k(t)(\lambda) + w$$

and the following domains (independent of $\lambda$):

$$U = \{w \in \mathbb{C} : \frac{3}{4} \varepsilon < |w| < \varepsilon\}$$

$$V_k = \{z \in \mathbb{C} : \frac{\varepsilon}{2} < |z - \pi_k| < 2\varepsilon\} \subset \Omega_{t,r}.$$ 

Since $p_k(0) = \pi_k$, we have $\psi_{t,\lambda}(U) \subset V_k$ for $t$ small enough. Let $\tilde{U}$ be the universal cover of $U$. Let $\tilde{\alpha}_k$ be the lift of $\alpha_k$ to $\Omega_{t,r}$ such that $\tilde{\alpha}_k(0) = \tilde{0}_i$. Let $\tilde{V_k} \subset \Omega_{t,r}$ be the component of $p^{-1}(V_k)$ containing $\tilde{\alpha}_k(1)$. By Proposition 4, $\tilde{V_k}$ is a universal cover of $V_k$. Lift $\psi_{t,\lambda}$ to $\tilde{\psi}_{t,\lambda} : \tilde{U} \rightarrow \tilde{V_k}$. Define for $w \in \tilde{U}$:

$$\tilde{\Phi}_t(w, \lambda) = \Phi_t(\tilde{\psi}_{t,\lambda}(w), \lambda).$$

Let $\tilde{f}_t = \text{Sym}(\text{Uni}(\tilde{\Phi}_t))$. By Corollary 1 in [31], $\tilde{f}_t$ descends to a well defined immersion on $U$ and

$$\forall w \in U, \quad \tilde{f}_t(w) = f_t(\psi_{t,0}(w)) = f_t(p_k(t) + w). \quad (98)$$

Now $\tilde{\Phi}_t$ solves $\tilde{d}\tilde{\Phi}_t = \tilde{\Phi}_t \tilde{\xi}_t$ with $\tilde{\xi}_t = \psi_{t,\lambda}^* \xi_t$. Since the only pole of $\tilde{\xi}_t$ in $D(0, \varepsilon)$ is at $w = 0$, $\tilde{f}_t$ extends analytically to $D^*(0, \varepsilon)$. Hence by Equation (98), $f_t$ extends analytically to $D^*(p_k(t), \varepsilon)$. \hfill \Box

**Proposition 34.** For $t > 0$ small enough, $f_t$ is unbranched in $\Sigma_t$ (meaning that it is a regular immersion).

**Proof:** let $\beta^0_t = \xi_{t,ij}^{(-1)}$.

- By Proposition 2, we have in $\mathbb{C}_{ij}$:

$$\beta^0_t = (G^{0}_{ij,\lambda}(t);22)^2 \tilde{\xi}_{ij,t;12} = (2g^0_{ij}(t)(z - m^0_{ij}))^2 \tilde{\xi}_{ij,t;12}.$$

By Proposition 11, $\tilde{\xi}_{ij,t}$ is holomorphic at $m_{ij}$, so $\beta^0_t$ has order at least 2 at $m^0_{ij}$, with equality if and only if the potential $\tilde{\xi}_{ij,t}$ is regular at $m_{ij}$.

- Let

$$\tilde{\xi}_{\infty_{ij},t} = \tilde{\xi}_{ij,t} \cdot G_{\infty_{ij},t} = \xi_t \cdot G_{ij,\lambda}^{-1}(t) \cdot G_{\infty_{ij},t}.$$

By Proposition 2 and Equation (97), we have in $\mathbb{C}_{ij}$:

$$\beta^0_t = (G^{0}_{\infty_{ij},t;11})^2 (G^{0}_{ij,\lambda}(t);22)^2 \tilde{\xi}_{\infty_{ij},t;12} = (2g^0_{ij}(t)(z - m^0_{ij}))^2 \tilde{\xi}_{\infty_{ij},t;12}.$$ 

Since $\tilde{\xi}_{\infty_{ij},t}$ extends holomorphically at $\infty_{ij}$, $\beta^0_t$ extends holomorphically at $\infty_{ij}$ and is non-zero if and only if the potential $\tilde{\xi}_{\infty_{ij},t}$ is regular at $\infty_{ij}$.

- The only remaining poles of $\beta^0_t$ are double poles at $\infty$ for $i \in [1, N]$. Since the genus of $\Sigma_t$ is $g = |I| - N + 1$, the number of zeros of $\beta^0_t$ is

$$2g - 2 + 2N = 2(|I| - N + 1) - 2 + 2N = 2|I|.$$ 

Hence for $(i, j) \in I$, $\beta^0_t$ has a zero of multiplicity exactly 2 at $m^0_{ij}$, and has no other zeros in $\Sigma_t$. By the previous points, $f_t$ is unbranched in $\Sigma_t$.

\hfill \Box

**Remark 17.** This is the only point in the paper where we need to know the genus of $\Sigma_t$.  

10.3. **Spherical parts.** Recall that \( v_1 = (-1,0,0) \) and \( f^S \) parametrizes the unit sphere centered at this point.

**Proposition 35.** For \( i \in [1,N] \), we have for \( t \) small enough:
\[
\|f_t - f^S - v_1(t) + v_1\|_{C^1(\Omega_{i,r} \cap D(0,\frac{1}{r}))} \leq C(r)t.
\]

Proof: let \( \tilde{\Omega}_{i,r} \subset \Omega_{i,r} \) be the component of \( p^{-1}(\Omega_{i,r}) \) containing \( \tilde{0}_i \). By Proposition 4, \( \tilde{\Omega}_{i,r} \) is a universal cover of \( \Omega_{i,r} \). Let \( \Phi_{i,t} \) be the solution of \( d\Phi_{i,t} = \Phi_{i,t}(0) \) in \( \tilde{\Omega}_{i,r} \) with initial condition \( \Phi_{i,t}(\tilde{0}_i,\lambda) = I_2 \) and \( f_{i,t} \) be the corresponding immersion in \( \Omega_{i,r} \). Then
\[
\Phi_t(\tilde{0}_i,\lambda) = \Phi_t(\tilde{0}_i,\lambda)\Phi_{i,t}(z,\lambda) \quad \text{in} \quad \tilde{\Omega}_{i,r}.
\]

By Equation (10) and the definition of \( \tilde{0}_i \) in Section 10.2:
\[
\Phi_t(\tilde{0}_i,\lambda) = \prod_{j=1}^{k} P(\xi, \Gamma_{ij_{j+1}})(\lambda).
\]

Since the Monodromy Problem (44) is solved, we have:
\[
\begin{cases}
\Phi_t(\tilde{0}_i,\cdot) \in \Lambda SU(2)
\Phi_t(0_{i,1}) = I_2 \\
\frac{\partial \Phi_t}{\partial \lambda}(0_{i,1}) = -i \sum_{j=1}^{k} (V_{ij+1}(t) - V_{ij}(t)) = -i(V_i(t) - V_1).
\end{cases}
\]

By Equation (8), we obtain:
\[
f_i(z) = f_{i,t}(z) + v_1(t) - v_1 \quad \text{in} \quad \Omega_{i,r}.
\]

By Point 1 of Proposition 32:
\[
\|\xi(z,\cdot) - \xi^S(z,\cdot)\|_{W} \leq C(r)t \quad \text{in} \quad \Omega_{i,r} \cap D(0,\frac{1}{r}).
\]

Let \( K \) be a bounded subset of \( \tilde{\Omega}_{i,r} \) such that \( p(K) = \Omega_{i,r} \cap D(0,\frac{1}{r}) \). Since \( \Phi_{i,t}(\tilde{0}_i,\lambda) = \Phi^S(0,\lambda) = I_2 \), we have for \( t \) small enough, by standard perturbation theory of Ordinary Differential Equations:
\[
\|\Phi_{i,t}(\cdot,\cdot) - \Phi^S(\cdot,\cdot)\|_{W} \leq C(r)t \quad \text{in} \quad K.
\]

Let (\( F_{i,t}, B_{i,t} \)) be the Iwasawa decomposition of \( \Phi_{i,t} \). Then
\[
\|F_{i,t}(z,1) - F^S(z,1)\| \leq C(r)t \quad \text{in} \quad K
\]
\[
\|B_{i,t}(z,0) - B^S(z,0)\| \leq C(r)t \quad \text{in} \quad K.
\]

Using Equations (4), (5) and (6), we obtain:
\[
\|df_{i,t} - df^S\|_{C^0(\Omega_{i,r} \cap D(0,\frac{1}{r}))} \leq C(r)t.
\]

Hence since \( f_{i,t}(0_i) = f^S(0) = 0 \):
\[
\|f_{i,t} - f^S\|_{C^1(\Omega_{i,r} \cap D(0,\frac{1}{r}))} \leq C(r)t.
\]

**Proposition 35** follows from Equations (100) and (102).

To study the immersion \( f_t \) in a neighborhood of \( \infty_i \) we consider the change of variable
\[
\varphi_i : D(0,r) \to \{ z \in \mathbb{C} : |z| > \frac{1}{r} \} \cup \{ \infty_i \}, \quad \varphi_i(w) = \frac{1}{w}.
\]

**Proposition 36.** For \( i \in [1,N] \), we have for \( t \) small enough
\[
\|f_t \circ \varphi_i - f^S \circ \varphi_i - v_1(t) + v_1\|_{C^1(D(0,r))} \leq C(r)t.
\]

Proof: Let $D_i \subset \mathbb{T}_i$ be a simply connected domain containing $0_i$, $\infty_i$ and the domain $|z| > \frac{1}{r_i}$, and disjoint from the disks $D(\pi_{ij}, \varepsilon)$ for $j \in E_i$ and $D(\pi_{ik}, \varepsilon)$ for $k \in R_i$. The potential $\xi$ is holomorphic in $D_i \setminus \{\infty_i\}$. Since the Regularity Problem at $\infty_i$ is solved, the solution of $d\Phi_{i,t} = \Phi_{i,t}\xi_t$ in $D_i$ with initial condition $\Phi_{i,t}(0_i, \lambda) = I_2$ is well defined in $D_i \setminus \{\infty_i\}$. By Equation (101) (with $r$ replaced by $\frac{\varepsilon}{r_i}$):

$$||\Phi_{i,t}(\frac{2}{r_i}, \cdot) - \Phi^S(\frac{2}{r_i}, \cdot)||_{W} \leq C(r)t.$$  

(103)

Recalling Equation (96), we define

$$G^S(z, \lambda) = G_{\infty,0}(z, \lambda) = \begin{pmatrix} z & 0 \\ -\lambda & z^{-1} \end{pmatrix}.$$  

Since $g_{\infty,i}$ is a $C^1$ function of $t$:

$$||G_{\infty,i,t}(\frac{2}{r_i}, \cdot) - G^S(\frac{2}{r_i}, \cdot)||_{W} \leq C(r)t.$$  

(104)

Define

$$\hat{\xi}_{i,t} = \varphi^*_i(\xi_t \cdot G_{\infty,i,t}),$$

$$\hat{\xi}^S = \varphi^*_i(\xi^S \cdot G^S),$$

$$\hat{\Phi}_{i,t} = \varphi^*_i(\Phi_{i,t}, G_{\infty,i,t}),$$

$$\hat{\Phi}^S = \varphi^*_i(\Phi^S G^S).$$

Since the Regularity Problem at $\infty_i$ is solved, $\hat{\xi}_{i,t}$ and $\hat{\Phi}_{i,t}$ extend holomorphically to $D(0, r)$. By Equations (103) and (104):

$$||\hat{\Phi}_{i,t}(\frac{2}{r_i}, \cdot) - \hat{\Phi}^S(\frac{2}{r_i}, \cdot)||_{W} \leq C(r)t.$$  

(105)

Since $\hat{\xi}_{i,t}$ depends $C^1$ on $t$:

$$||\hat{\xi}_{i,t}(\cdot, \cdot) - \hat{\xi}^S(\cdot, \cdot)||_{W} \leq C(r)t \quad \text{in } D(0, r).$$  

(106)

Let

$$\hat{f}_{i,t} = \text{Sym}(\text{Uni}(\hat{\Phi}_{i,t})) = f_{i,t} \circ \varphi_i,$$

$$\hat{f}^S = \text{Sym}(\text{Uni}(\hat{\Phi}^S)) = f^S \circ \varphi_i.$$  

Arguing as in the proof of Proposition 35, Equations (105) and (106) imply that

$$||\hat{f}_{i,t} - \hat{f}^S||_{C^2(D(0, r))} \leq C(r)t.$$  

Proposition 36 follows from Equation (100).

\[\square\]

10.4 Delaunay ends.

**Proposition 37.** Let $i \in [1, N]$ and $k \in R_i$.

1. $a_k(t)$ is a real constant (with respect to $\lambda$).

2. $f_t$ has a Delaunay end of weight $8\pi a_k(t)$ at $p^0_k(t)$. More precisely:

3. There exists uniform positive numbers $c, c, T$ and a family of Delaunay immersions $f^D_{k,t} : C^* \to \mathbb{R}^3$ such that for $0 < t < T$ and $0 < |w| < \epsilon$

$$||f_t(p^0_k(t) + w) - f^D_{k,t}(w)|| \leq c t |w|^{1/2}.$$  

4. If $r_k > 0$, the restriction of $f_t$ to $D^*(p^0_k(t)), \epsilon$ is an embedding.

5. The axis of $f^D_{k,t}$ converges as $t \to 0$ to the half-line through $v_1$ spanned by the vector $u_k$. 
Proof: Points 1 and 2 are proved in Proposition 4 of [31] by gauging the potential to a potential with a simple pole and a standard Delaunay residue. The immersion $f_t$ then has a Delaunay end by Theorem 3.5 in [18]. As in Section 7.4, the only properties of the potential that are used to prove these results are Properties (62).

To prove Points 3 and 4, we use Corollary 2 in [22] as in Section 10 of [31]. There is a technical issue however, which is that this result requires the potential to be of class $C^2$ with respect to $t$ and we do not have that regularity. As in Section 10.1, we denote $\xi_{t,s} = \xi_{t,x(t,s)}$, which depends smoothly on $t$ and $s$. Let $\Phi_{t,s}$ be the solution of $d\Phi_{t,s} = \Phi_{t,s} \xi_{t,s}$ in $\tilde{\Omega}_{t,r}$ with initial condition $\Phi_{t,t}(\tilde{0}_t, \lambda) = I_2$. The crucial point is that $\mathcal{M}(\Phi_{t,s}, \gamma_k) = P(\xi_{t,s}, \gamma_k)$ solves the Monodromy Problem (43) for all $(t,s)$ in a neighborhood of $(0,0)$, because that problem was solved before Section 7.5. Applying Corollary 2 in [22] as in Section 10 of [31], for fixed value of $s$, there exist uniform positive numbers $\epsilon$, $c$, $T$ and a family of Delaunay immersions $f^D_{k,t,s} : \mathbb{C}^* \to \mathbb{R}^3$ such that for $0 < t < T$ and $0 < |w| < \epsilon$

\[ \| f_{t,s}(p^D_k(t,s) + w) - f^D_{k,t,s}(w) \| \leq c t |w|^{1/2}. \]

Moreover if $\tau_k > 0$, the restriction of $f_{t,s}$ to $D^*(p^D_k(t,s), \epsilon)$ is an embedding. The numbers $\epsilon$, $c$ and $T$ can be chosen independent of $s$ by continuity. Specializing to $s = t \log t$ we obtain

\[ \| f_{t,t}(p^D_k(t) + w) - f^D_{k,t,t \log t}(w) \| \leq c t |w|^{1/2}. \quad (107) \]

We define

\[ f^D_{k,t} = f^D_{k,t,t \log t} + v_1(t) - v_1. \]

Equations (100) and (107) give Point 3 of Proposition 37. By Proposition 5 of [31], the axis of $f^D_{k,t,s}$ converges to the line through $(0,0, -1)$ directed by $u_k$, which gives Point 5. \hfill \Box

10.5. Catenoidal parts.

**Proposition 38.** For $(i,j) \in I$, there exists a continuous family of rigid motions $h_{ij,t} \in [0, \epsilon)$ and a complete minimal immersion

\[ \Psi_{ij} : \mathbb{C} \cup \{ \infty \} \setminus \{ q_{ij}, q_{ji} \} \to \mathbb{R}^3 \]

such that:

1. $h_{ij,0}$ is the translation of vector $v_i + u_{ij}$.
2. The restriction of $f_t$ to $\Omega_{ij,r} \cap D(0, \frac{1}{2})$ satisfies

\[ \lim_{t \to 0} \| \frac{1}{2} h_{ij}^{-1} \circ f_t - \Psi_{ij} \|_{C^1(\Omega_{ij,r} \cap D(0, \frac{1}{2}))} = 0. \]

3. $\Psi_{ij}$ parametrizes a catenoid with necksize $4 |\tau_{ij}|$ and axis directed by the vector $u_{ij}$. (The axis is oriented from the end at $q_{ij}$ to the end at $q_{ji}$.)
4. The Gauss map of $\Psi_{ij}$ points towards the “inside” if $\tau_{ij} > 0$ and the “outside” if $\tau_{ij} < 0$. (By “inside”, we mean the component of the complement of the catenoid which contains its axis.)

Proof: recall that $\delta_{ij}$ is a path from $0_t$ to $O_{ij}$ (see Section 7.1). Let $\gamma$ be the composition of $\delta_{ij}$ with a fixed path from $O_{ij}$ to $0_{ij}$ in $\Omega_{ij,r}$. Let $\tilde{\gamma}$ be the lift of $\gamma$ to $\tilde{\Omega}_{ij,t}$ such that $\tilde{\gamma}(0) = \tilde{0}_t$. We define $\tilde{0}_{ij} = \tilde{\gamma}(1)$. Let $\tilde{\Omega}_{ij,r} \subset \tilde{\Omega}_{ij,t}$ be the component of $p^{-1}(\Omega_{ij,r})$ containing $\tilde{0}_{ij}$. By Proposition 4, $\tilde{\Omega}_{ij,r}$ is a universal cover of $\Omega_{ij,r}$. Let

\[ \tilde{\Phi}_{ij,t} = \Phi_{t,G_{ij,r}^{-1}(t)}. \]

**Claim 5.** We have

\[ \tilde{\Phi}_{ij,0}(\tilde{0}_{ij}, \lambda) = \Phi_0(\tilde{0}_t, \lambda) U(q_{ij}, \lambda) \in ASU(2) \]

where $U(q_{ij}, \lambda)$ is given by Equation (26).
Proof: recall that $G_{ij,\mathbf{x}(0)} = G_{ij}$. We have, by the computations in the proof of Proposition 25 (omitting the variable $\lambda$):

\[
\hat{\Phi}_{ij,0}(\tilde{0}_{ij}) = \Phi_0(\tilde{0}_{ij}) G_{ij}(0)^{-1} = \Phi_0(\tilde{0}_{ij}) P(\xi_0, \delta_{ij}) P(\xi_0, O_{ij}, 0_{ij}) G_{ij}(0)^{-1} = \Phi_0(\tilde{0}_{ij}) \Phi^S(\pi_{ij})[\Phi^C(q_{ij}) G_{ij}(q_{ij}}]^{-1} [\Phi^C(0) G_{ij}(0)] G_{ij}(0)^{-1} = \Phi_0(\tilde{0}_{ij}) U_{ij}(q_{ij}).
\]

By Equations (26) and (99):

\[
\Phi_{ij,0}(\tilde{0}_{ij}, \cdot) = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \in \Delta SU(2)
\]

and $h_{ij,t}$ be the rigid motion given by the action (9) of $H_{ij,t}$ on $\mathfrak{su}(2)$. At $t = 0$, we have by claim 5:

\[
H_{ij,0}(\lambda) = \hat{\Phi}_{ij,0}(\tilde{0}_{ij}, \lambda) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) = \Phi_0(\tilde{0}_{ij}) U(q_{ij}, \lambda) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right).
\]

By Equations (26) and (99):

\[
H_{ij,0}(1) = I_2 \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) = I_2
\]

\[
\frac{i}{\partial \lambda}(1) = \frac{i}{\partial \lambda}(\tilde{0}_{ij}, 1) + \frac{i}{1 + |\pi_{ij}|^2} \left( \begin{array}{cc} \pi_{ij} & -|\pi_{ij}|^2 \\ -|\pi_{ij}|^2 & \pi_{ij} \end{array} \right) \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)
\]

\[
= V_1 - V_1 - \frac{i}{2 (1 + |\pi_{ij}|^2)} \left( \begin{array}{cc} 2|\pi_{ij}|^2 & 2\pi_{ij} \\ 2\pi_{ij} & 2|\pi_{ij}|^2 \end{array} \right)
\]

Hence $h_{ij,0}$ is the translation of vector:

\[
\mathbf{v}_i - \mathbf{v}_1 + \frac{1}{1 + |\pi_{ij}|^2} \left( 2 \text{Re}(\pi_{ij}), 2 \text{Im}(\pi_{ij}), -2|\pi_{ij}|^2 \right) = \mathbf{v}_i + \pi^{-1}(\pi_{ij}) = \mathbf{v}_i + \mathbf{u}_{ij}
\]

which proves Point 1 of Proposition 38. We consider the dressing by $H_{ij,t}^{-1}$ and define in $\tilde{0}_{ij,r}$:

\[
\hat{\Phi}_{ij,t} = H_{ij,t}^{-1} \hat{\Phi}_{ij,t}
\]

\[
\tilde{f}_{ij,t} = \text{Sym}(\text{Uni}(\hat{\Phi}_{ij,t})) = h_{ij,t}^{-1} \circ f_t.
\]

At $t = 0$, we have in $\Omega_{ij,r}$, since $\hat{\xi}_{ij,0} = \xi^C$:

\[
\hat{\Phi}_{ij,0}(\mathbf{z}, \lambda) = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \hat{\Phi}_{ij,0}(\tilde{0}_{ij}, \lambda)^{-1} \hat{\Phi}_{ij,0}(\mathbf{z}, \lambda) = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ z & 1 \end{array} \right) = \left( \begin{array}{cc} z & 1 \\ -1 & 0 \end{array} \right).
\]

Consequently, the unitary part of $\hat{f}_{ij,0}$ is in $\Delta SU(2) \cap \Lambda SL(2, \mathbb{C})$ so is constant with respect to $\lambda$. By the Sym-Bobenko formula, $f_{ij,0} = 0$ in $\Omega_{ij,r}$. To compute the limit of $\frac{1}{t} \tilde{f}_{ij,t}$ as $t \to 0$, we use Theorem 8 in Appendix C. By Proposition 32, $\hat{\xi}_{ij,t}$ is of class $C^1$ in $\Omega_{ij,r}$, and

\[
\frac{d}{dt} \hat{\xi}_{ij,t}|_{t=0} = \frac{d}{dt} \hat{\xi}_{ij,t,x(t, t \log t)}|_{t=0} = \frac{\partial}{\partial t} \hat{\xi}_{ij,t,x(t, s)=(0,0)}|_{t=0} \quad \text{by the proof of Proposition 40}
\]

\[
= \frac{d}{dt} \hat{\xi}_{ij,t,x(0)}|_{t=0} \quad \text{by the chain rule and using } \hat{\xi}_{ij,0,x} = \xi^C.
\]
By Proposition 12, we have \( b_{mij}^0(0, x(0)) = c_{mij}^0(0, x(0)) = 0 \), so
\[
\Theta_{0,x(0);12}^{(-1)} = 0.
\]

By definition of \( \xi_t,x \) and Theorem 3, we obtain in \( C_{ij} \):
\[
\frac{d}{dt} \xi_{ij,t,x(0);12}^{(-1)}|_{t=0} = -\frac{r_{ij}}{(z - q_{ij})^2} \frac{dz}{z - q_{ij}} + \frac{r_{ji}}{(z - q_{ji})^2} \frac{dz}{z - q_{ji}} + \frac{\psi_{ij} dz}{z - q_{ij}} = \frac{4\tau_{ij} (z - \mu_{ij})^2 dz}{\rho_{ij}^2 (z - q_{ij})^2 (z - q_{ji})^2}.
\]

By Proposition 2 with \( G = G_{ij,x(0)}^{(-1)} \):
\[
\xi_{ij,t,x(0);12}^{(-1)} = (G_{ij,x(0);11})^2 \xi_{ij,t,x(0);12}^{(-1)} = \frac{1}{4(z - \mu_{ij})^2} \xi_{ij,t,x(0);12}^{(-1)}.
\]

Hence by differentiation:
\[
\frac{d}{dt} \xi_{ij,t,x(0);12}^{(-1)}|_{t=0} = \frac{1}{4(z - \mu_{ij})^2} \frac{d}{dt} \xi_{ij,t,x(0);12}^{(-1)}|_{t=0} = \frac{\tau_{ij} dz}{\rho_{ij}^2 (z - q_{ij})^2 (z - q_{ji})^2}.
\]

By Theorem 8 and Equations (108) and (109), we have in \( \Omega_{ij,r} \cap D(0, \frac{1}{r}) \):
\[
\lim_{t \to 0} \frac{1}{t} \frac{d}{dt} \xi_{ij,t} = \sigma \circ \psi_{ij} =: \Psi_{ij}
\]
where \( \sigma(x_1, x_2, x_3) = (x_1, -x_2, x_3) \) and \( \psi_{ij} \) is a minimal immersion with the following Weierstrass data:
\[
g(z) = -\frac{1}{z}, \quad \omega(z) = \frac{4\tau_{ij} z^2 dz}{\rho_{ij}^2 (z - q_{ij})^2 (z - q_{ji})^2}.
\]

The immersion \( \psi_{ij} \) is regular at \( z = 0 \) and \( z = \infty \). A computation gives
\[
\text{Res}_{qi,j} \left( \frac{1}{2} (1 - g^2) \omega, \frac{1}{2} (1 + g^2) \omega, g \omega \right) = \frac{4\tau_{ij}}{1 + |\pi_{ij}|^2} \left( 2 \text{Re}(\pi_{ij}), -2 \text{Im}(\pi_{ij}), 1 - |\pi_{ij}|^2 \right).
\]

Since this residue is real, \( \psi_{ij} \) is well defined in \( \mathbb{C} \setminus \{ q_{ij}, q_{ji} \} \) and has two catenoidal ends at \( z = q_{ij} \) and \( z = q_{ji} \), so it is a catenoid. The necksize and the direction of the axis are determined by Equation (110) in a standard way. \( \square \)

**Remark 18.** Point 2 of Proposition 38 can be extended to a neighborhood of \( \infty_{ij} \) in the way that Proposition 35 was extended to a neighborhood of \( \infty_i \) in Proposition 36.

10.6. **Transition regions.** For \( (i, j) \in I \cup I^* \) and \( 0 < r \leq \frac{1}{2} \), let \( A_{ij,t,r} \) be the annulus
\[
A_{ij,t,r} = \{ z \in \mathbb{C}_i : \frac{|\nu_{ij}(t)|}{r} \leq |v_{ij}| < r \}
\]
which is identified with the annulus \( \{ |\nu_{ij}(t)|/r \leq |w_{ij}| < r \} \) in \( C_{ij} \). Let \( N_i \) be the Gauss map of \( f_t \) in \( \Sigma_t \). The goal of this section is to prove:

**Proposition 39.** For all \( \alpha > 0 \), there exists \( r > 0 \) and \( T > 0 \) such that for all \( (i, j) \in I \cup I^* \) and \( t < T \):
1. \( |N_i + u_{ij}| \leq \alpha \) in \( A_{ij,t,r} \).
2. \( f_t(A_{ij,t,r}) \) is a graph over a domain in the plane orthogonal to \( u_{ij} \).
3. If moreover \( \tau_{ij} > 0 \), then \( f_t(A_{ij,t,r}) \) and \( f_t(A_{ij,t,r}) \) are disjoint.

**Proof:**
1. let \( \Phi_{t,t} \) be the solution of \( \partial_t \Phi_{t,t} = \Phi_{t,t} \xi_t \) with initial condition \( \Phi_{t,t}(\bar{0}) = I_2 \). The idea is to prove that \( \Phi_{t,t} \) is close to \( \Phi^3(\pi_{ij}, \cdot) \) on the two boundary components of \( A_{ij,t,r} \) and extend this to the interior of \( A_{ij,t,r} \) by the maximum principle. The problem is that \( \Phi_{t,t} \) is not well-defined in \( A_{ij,t,r} \), so we multiply it by a suitable factor \( G_{ij,t} \) to obtain a well-defined holomorphic function in \( A_{ij,t,r} \).
Let \( \alpha_{ij} \) and \( \beta_{ij} \) be the paths defined in Section 7.1 with \( \varepsilon \) replaced by \( r \), so \( \alpha_{ij} \) goes from \( 0 \) to \( p_{ij}(t) + r \) in \( C_t \), and \( \beta_{ij} \) goes from \( p_{ij}(t) + r \) in \( C_t \) to \( q_{ij}(t) + r \) in \( C_t \). Let \( \tilde{\alpha}_{ij} \) be the lift of \( \alpha_{ij} \) to \( \tilde{\Omega}_{t,r} \) such that \( \tilde{\alpha}_{ij}(0) = \tilde{0} \) and \( \tilde{A}_{ij,t,r} \subset \tilde{\Omega}_{t,r} \) be the component of \( p^{-1}(A_{ij,t,r}) \) containing \( \tilde{\alpha}_{ij}(1) \). By Proposition 4, \( \tilde{A}_{ij,t,r} \) is a universal cover of \( A_{ij,t,r} \). By uniqueness of the universal cover up to isomorphism, we may identify \( \tilde{A}_{ij,t,r} \) with the domain

\[
\{ \tilde{z} \in \mathbb{C} : \log|t_{ij}| - \log r \leq \Re(\tilde{z}) \leq \log r \}
\]

so that \( \tilde{\alpha}_{ij}(1) \) is identified with \( \tilde{z} = \log r \) and the universal covering map is \( \tilde{z} \mapsto p_{ij}(t) + e^{\tilde{z}} \). Then the lift \( \tilde{\beta}_{ij} \) of \( \beta_{ij} \) such that \( \tilde{\beta}_{ij}(0) = \tilde{\alpha}_{ij}(1) \) is the path parametrized by \( s \mapsto \tilde{\beta}_{ij}(s) = (1 - 2s) \log r + s \log t_{ij} \). Under this identification, the translation \( \sigma : \tilde{z} \mapsto \tilde{z} + 2\pi i \) is a generator of \( \text{Deck}(\tilde{A}_{ij,t,r}/A_{ij,t,r}) \). By Equations (10) and (12):

\[
\mathcal{M}(\Phi_{t,r}, \sigma) = \Phi_{t,r}(\alpha_{ij}(1), \cdot) \mathcal{P}(\xi_t, C_{ij}) \Phi_{t,r}(\alpha_{ij}(1), \cdot)^{-1} = \mathcal{P}(\xi_t, \alpha_{ij}) \mathcal{P}(\xi_t, C_{ij}) \mathcal{P}(\xi_t, \alpha_{ij})^{-1} = \mathcal{P}(\xi_t, \alpha_{ij}).
\]

We define for \( \tilde{z} \in \tilde{A}_{ij,t,r} \):

\[
\mathcal{G}_{ij,t}(\tilde{z}, \lambda) = \exp \left[ \frac{\tilde{z}}{2\pi i} \log \mathcal{P}(\xi_t, \alpha_{ij})(\lambda) \right] = \exp \left[ \frac{\tilde{z}}{2\pi i} (\lambda - 1) \tilde{M}_{ij}(t, x(t))(\lambda) \right].
\]

Then

\[
\mathcal{G}_{ij,t}(\sigma(\tilde{z}), \lambda) = \mathcal{P}(\xi_t, \alpha_{ij})(\lambda) \mathcal{G}_{ij,t}(\tilde{z}, \lambda).
\]

Consequently, the function \( \mathcal{G}_{ij,t}^{-1} \Phi_{t,r} \) descends to a well-defined holomorphic function in \( A_{ij,t,r} \) which we denote \( \mathcal{H}_{ij,t} \):

\[
\mathcal{H}_{ij,t}(p_{ij}(t) + e^{\tilde{z}}, \lambda) = \mathcal{G}_{ij,t}^{-1}(\tilde{z}, \lambda) \Phi_{t,r}(\tilde{z}, \lambda).
\]

**Claim 6.** There exists uniform constants \( C_1 \) and \( C_2(r) \) such that for all \( z \in A_{ij,t,r} \) and \( t \) small enough:

\[
||\mathcal{H}_{ij,t}(z, \cdot) - \mathcal{P}(\pi_{ij}, \cdot)||_W \leq C_1 r + C_2(r) t \log t.
\]

**Proof:** we prove that Estimate (111) holds on the two boundary components of \( A_{ij,t,r} \) and we conclude by the maximum principle.

a) We have in the subset \( 0 \leq \Im(\tilde{z}) \leq 2\pi \) of \( \tilde{A}_{ij,t,r} \):

\[
||\mathcal{G}_{ij,t}(\tilde{z}, \cdot) - I_2||_W \leq C(r) |t \log t|.
\]

Consider the segment

\[
J_1 = [\log r, \log r + 2\pi i] \subset \tilde{A}_{ij,t,r}
\]

which projects onto the circle \( |v_{ij}| = r \). By Equation (101), we have on \( J_1 \):

\[
||\Phi_{t,r}(\tilde{z}, \cdot) - \Phi^S(p_{ij}(t) + e^{\tilde{z}}, \cdot)||_W \leq C(r) t.
\]

We have on the circle \( |v_{ij}| = r \):

\[
||\Phi^S(z, \cdot) - \Phi^S(\pi_{ij}, \cdot)||_W \leq Cr.
\]

Hence, on the segment \( J_1 \):

\[
||\mathcal{G}_{ij,t}(\tilde{z}, \cdot)^{-1} \Phi_{t,r}(\tilde{z}, \cdot) - \Phi^S(\pi_{ij}, \cdot)||_W \leq C r + C(r) |t \log t|.
\]

So Estimate (111) holds on the circle \( |v_{ij}| = r \).

b) By Points 1 and 3 of the Proof of Proposition 25, \( \mathcal{P}(\xi_t, \alpha_{ij}, \beta_{ij}) \) extends at \( t = 0 \) as a smooth function of \( t \) and \( t \log t \), with value at \( t = 0 \):

\[
\mathcal{P}(\xi_0, \alpha_{ij}, \beta_{ij}) = \mathcal{P}(\xi^S, 0, \pi_{ij}) \mathcal{P}(\xi^C \cdot G_{ij}, q_{ij}, q_{ij} + r)
\]

\[
= \Phi^S(\pi_{ij}, \cdot)[\Phi^C(q_{ij})G_{ij}(q_{ij}, \cdot)]^{-1} \Phi^C(q_{ij} + r)G_{ij}(q_{ij} + r, \cdot).
\]
Hence

$$||P(\xi_t, \alpha_{ij}\beta_{ij}) - \Phi^S(\pi_{ij}, \cdot)||_W \leq Cr + C(r)|t \log t|.$$  \hspace{1cm} (114)

Consider the segment

$$J_2 = [\log |t_{ij}| - \log r, \log |t_{ij}| - \log r + 2\pi i] \subset \tilde{A}_{ij,t,r}$$

which projects onto the circle $|u_{ij}| = \frac{|t_{ij}|}{r}$, identified with the circle $|w_{ij}| = r$. On this circle, $\xi_t$ depends smoothly on $t$ and $t \log t$ so

$$||\Phi_{i,t}(\bar{z}, \cdot) - P(\xi_t, \alpha_{ij}\beta_{ij})||_W = ||\Phi_{i,t}(\bar{z}, \cdot) - \Phi_{i,t}(\bar{\beta}_{ij}(1), \cdot)||_W \leq C(r)|t \log t|.$$ 

Hence by Estimate (114):

$$||\Phi_{i,t}(\bar{z}, \cdot) - \Phi^S(\pi_{ij}, \cdot)||_W \leq Cr + C(r)|t \log t| \quad \text{in } J_2.$$ 

Using Estimate (112), we conclude that Estimate (113) holds on $J_2$, so Estimate (111) holds on the circle $|w_{ij}| = r$. By the maximum principle, Estimate (111) is true for all $z \in \tilde{A}_{ij,t,e}$. 

Returning to the proof of Proposition 39, let $(F_{i,t}, B_{i,t})$ be the Iwasawa decomposition of $\Phi_{i,t}$. By Claim (6) and Estimate (111), we have in the domain $0 \leq \text{Im}(\bar{z}) \leq 2\pi$ of $\tilde{A}_{ij,t,r}$:

$$||\Phi_{i,t}(\bar{z}, \cdot) - \Phi^S(\pi_{ij}, \cdot)||_W \leq Cr + C(r)|t \log t|.$$ 

This implies

$$||F_{i,t}(\bar{z}, 1) - F^S(\pi_{ij}, 1)|| \leq Cr + C(r)|t \log t|.$$ 

By Equation (99), we have

$$N_i(p_{ij}(t) + e\bar{z}) = \text{Nor}(F_{i,t}(\bar{z}, 1))$$

so

$$||N_i(z) - N^S(\pi_{ij})|| \leq Cr + C(r)|t \log t| \quad \text{in } A_{ij,t,r}.$$

Since $N^S(\pi_{ij}) = -u_{ij}$, Point 1 of Proposition 39 follows.

2. Fix $t > 0$ and let $\pi$ be the projection on the plane orthogonal to $u_{ij}(0)$. By Point 1, $\pi \circ f_t$ is a local diffeomorphism on $A_{ij,t,r}$. To prove that it is a global diffeomorphism onto its image, we use a topological argument. Let $D_1$ and $D'_1$ be the disks in $C_i$ with center $p_{ij}(t)$ and respective radius $r$ and $\frac{r}{2}$. Let $A_1$ be the annulus $D_1 \setminus D'_1$. By Proposition 35, $\pi \circ f_t$ is a global diffeomorphism from $A_1$ onto its image. Moreover, it maps the outer boundary circle $\partial D_1$ to the outer boundary component of the image. Therefore, we may extend $\pi \circ f_t$ to a homeomorphism $h_1$ from the Riemann sphere minus $D'_1$ to the Riemann sphere minus the disk bounded by $\pi \circ f_t(\partial D'_1)$.

Let $D_2$ and $D'_2$ be the disks in $C_i$ with center $p_{ij}(t)$ and respective radius $\frac{2|t_{ij}|}{r}$ and $\frac{|t_{ij}|}{r}$. Then $A_{ij,t,r} = D_1 \setminus D'_2$. Let $A_2$ be the annulus $D_2 \setminus D'_2$, which is identified with the annulus $\frac{3}{4} < |w_{ij}| < r$ in $C_i$. By Proposition 38, $\pi \circ f_t$ is a global diffeomorphism from $A_2$ onto its image. Moreover, it maps the inside circle $\partial D'_2$ onto the inside boundary component of the image. Therefore, we may extend $\pi \circ f_t$ to a homeomorphism $h_2$ from the disk $D_2$ to the disk bounded by $\pi \circ f_t(\partial D_2)$. We define a local homeomorphism $h : \mathbb{C} \to \mathbb{C}$ by

$$h = \begin{cases} h_1 \text{ in } \mathbb{C} \setminus D'_1 \\ \pi \circ f_t \text{ in } D_1 \setminus D'_2 \\ h_2 \text{ in } D_2 \end{cases}.$$ 

Since the Riemann sphere is compact, $h$ is a covering map, and since it is simply connected, $h$ is a homeomorphism. Hence the restriction of $h$ to $D_1 \setminus D'_2$ is a homeomorphism onto its image. In other words, $\pi \circ f_t$ is a diffeomorphism from $A_{ij,t,r}$ onto its image, which proves Point 2.
3. Assume that $\tau_{ij} > 0$. We use barrier arguments to prove that the images of $A_{ij,t,r}$ and $A_{ji,t,r}$ are disjoint. Let $\gamma \subset \mathbb{C}_{ij}$ be the circle whose image by the catenoidal immersion $\Psi_{ij}$ is its waist circle. Let $\omega_i$ be the center of mass of $f_i(\gamma)$. Let $\Delta_t$ be the half-line issued from $\omega_i$ and containing $v_i(t)$.

By Proposition 38, for small $t$, $f_i(\gamma)$ is at distance $o(t)$ from the circle of center $\omega_i$ and radius $4t\tau_{ij}$ contained in the plane orthogonal to $\Delta_t$. Let $(x, y, z)$ be an orthonormal coordinate system in $\mathbb{R}^3$ with origin at $\omega_i$ and such that $\Delta_t$ is the positive $x$-axis. Let $\delta_t$ be the distance between $\omega_i$ and $v_i(t)$, so $v_i(t) = (\delta_t, 0, 0)$ in the $(x, y, z)$ coordinate system.

**Claim 7.** There exists a uniform constant $C$ such that for $t$ small enough,

$$\delta_t \geq 1 + 2\tau_{ij}|t \log t| - Ct.$$  

**Proof:** let $D_t$ be a half-period of the Delaunay surface of neck-radius $2t\tau_{ij}$ and axis $\Delta_t$, bounded by a circle of minimum radius on the left (a neck) and a circle of maximum radius on the right (a bulge). (Here the words “left” and “right” refer to the $x$-axis.) Slide $D_t$ from the right until a first contact point $p$ between $D_t$ and $A_t$ occurs. Let $d_t^−$ and $d_t^+$ be the $x$-coordinate of the centers of the left and right boundary circles of $D_t$. Observe that since $\tau_{ij} > 0$, the Gauss maps of $D_t$ and $A_t$ both point to the “inside”. By the maximum principle for CMC-1 surfaces, the first contact point $p$ must be on the boundary of $A_t$ or $D_t$. It cannot be on the left boundary circle of $D_t$ (which is too small) nor on the right boundary circle (which is too big). So it has to be on the right boundary of $A_t$, namely on the image of the circle $|v_{ij}| = r$. By Proposition 35, the point $p$ is at distance less than $Ct$ from the unit sphere centered at $(\delta_t, 0, 0)$, and is outside of the cylinder of axis $\Delta_t$ and radius $\frac{1}{t}$. Outside of this cylinder, for $t$ small enough, the half-Delaunay surface $D_t$ is at distance less than $Ct$ from the sphere centered at $(d_t^+, 0, 0)$. Hence

$$|\delta_t - d_t^+| \leq Ct. \quad (115)$$

Let $(d_t^-, 0, 0)$ be the center of the circle of radius $8t\tau_{ij}$ on $D_t$. Because $p$ is the first contact point, we have $d_t^- > 0$. Since $\frac{1}{t}(D_t - (d_t^-, 0, 0))$ converges to a catenoid, we have

$$|d_t^- - d_t^+| \leq Ct. \quad (116)$$

Finally, it is known that the half-period of the Delaunay surface of necksize $2t\tau_{ij}$ satisfies:

$$d_t^+ - d_t^- = 1 + 2\tau_{ij}|t \log t| + o(t \log t). \quad (117)$$

Claim 7 follows from Estimates (115), (116), (117) and $d_t^+ > 0$. \hfill $\Box$

Returning to the proof of Point 3 of Proposition 39, let $S$ be the hemisphere with center at $(0, 0, 1)$ and contained in the half-space $x \leq 1$. By Claim 7, the right boundary component of $f_i(A_{ij,t,r})$ (namely the image of the circle $|v_{ij}| = r$) lies on the right of $S$. By Proposition 38, the left boundary component of $f_i(A_{ij,t,r})$ (namely the image of the circle $|w_{ij}| = r$) also lies on the right of $S$. By the maximum principle, $f_i(A_{ij,t,r})$ lies on the right of $S$. In particular, $f_i(A_{ij,t,r})$ is in the half-space $x > 0$. By the same argument, $f_i(A_{ji,t,r})$ is in the half-space $x < 0$, so $f_i(A_{ij,t,r})$ and $f_i(A_{ji,t,r})$ are disjoint. \hfill $\Box$

10.7. **Embeddedness.** Assume that the weighted graph $\Gamma$ is pre-embedded (see Definition 4). Fix a small positive $r$ such that $2r \leq \epsilon$, where $\epsilon$ is the number given by Proposition 37. By Propositions 35, 37 and 39, the $f_i$-images of the following domains in $\Sigma_t$ are embedded for $t > 0$ small enough:

- the domains $\Omega_{i,r} \cup \{\infty\}$ for $i \in [1, N]$,
- the domains $\Omega_{ij,r} \cup \{\infty\}$ for $(i, j) \in I$,
- the punctured disks $D^*(p_{ij}^r(t), 2r)$ for $i \in [1, N]$ and $k \in R_i$,
- the annuli $A_{ij,t,2r}$ for $(i, j) \in I \cup I^*$.
These domains cover \( \Sigma_t \) and we have good control on the position of their images. By Claim 7, if \( \mathbf{v}_i \) and \( \mathbf{v}_j \) are adjacent, we have
\[
||\mathbf{v}_i(t) - \mathbf{v}_j(t)|| \geq 2 + 4\pi_j |t \log |t| - Ct
\]
so by Proposition 35, the \( f_i \)-images of \( \Omega_{i,r} \) and \( \Omega_{j,r} \) are disjoint. If \( \mathbf{v}_i \) and \( \mathbf{v}_j \) are not adjacent, then by Point 2 of Definition 4 and Proposition 35, the \( f_i \)-images of \( \Omega_{i,r} \) and \( \Omega_{j,r} \) are disjoint. Points 2 and 3 of Definition 4 and Proposition 37 ensure that for \( i \in [1, N] \) and \( k \in R_t \), \( f_i(D^+(p_i^k(t), 2r)) \) only intersects \( f_i(\Omega_{i,r}) \). It is then rather clear that \( M_t = f_i(\Sigma_t) \) is embedded. A formal proof can be written by covering \( M_t \) by a finite number of open sets in \( \mathbb{R}^3 \) whose pre-image by \( f_t \) is included in one of the domains in the above list. See Section 10.2 of [31] where the complete argument is given in the case \( N = 1 \). This concludes our proof of Theorem 1.

**APPENDIX A. ON REMOVABLE SINGULARITIES**

In this appendix, we are interested in the following question: let \( \xi \) be a DPW potential in the punctured disk \( D^*(p, r) = \{ z \in \mathbb{C} : 0 < |z| < r \} \) with a pole at \( p \). Assume that we have a solution \( \Phi \) in the universal cover of \( D^*(p, r) \) which solves the Monodromy Problem (7). How does that help us to prove that \( p \) is a removable singularity of \( \xi \) in the sense of Definition 8? The question is certainly very vague, but as we shall see, in certain cases, provided the Monodromy Problem is solved, the Regularity Problem boils down to a finite number of real equations. The results that we present here are tailored to our needs in this paper, but the question deserves further investigation.

In this appendix, we consider families of potentials \( \xi_t \) in a domain in the complex plane and solutions \( \Phi_t \) of \( d\Phi_t = \Phi_t \xi_t \) in its universal cover, both depending on \( t \in (-c, c) \). We assume that the map \( (t, z) \mapsto \xi_t(z, \cdot) \) is \( C^1 \) with values in \( \mathfrak{s}\ell(2, \mathbb{W}) \) and the map \( (t, z) \mapsto \Phi_t(z, \cdot) \) is \( C^1 \) with values in \( \mathfrak{sl}(2, \mathbb{W}) \) (this is the meaning of \( C^1 \) in the statements). Our first result concerns potentials which are meromorphic perturbations of the catenoid potential \( \xi^C \) (see Section 3.2.10).

**Theorem 5.** Let \( \xi_t \) be a \( C^1 \) family of DPW potentials on \( D^*(0, R) \) and \( \Phi_t \) a \( C^1 \) family of solutions of \( d\Phi_t = \Phi_t \xi_t \) in its universal cover \( \tilde{D}^*(0, R) \). Let \( \tilde{z}_0 \in \tilde{D}^*(0, R) \) be an arbitrary point in \( \tilde{D}^*(0, R) \). Assume that:
1. \( \xi_0 = \xi^C \).
2. For \( t \neq 0 \), \( \xi_t \) has at most a triple pole at \( z = 0 \), with principal part
\[
\xi_t(z, \lambda) = \begin{pmatrix} 0 & \lambda^{-1} \\ 0 & 0 \end{pmatrix} \left( \frac{a_t t}{z^3} + \frac{b_t}{z^2} + \frac{c_t}{z} \right) dz + \Xi_t(z, \lambda)
\]
where \( \Xi_t \) is holomorphic in \( D(0, R) \).
3. \( \Phi_0(\tilde{z}_0, \cdot) \) is holomorphic in the annulus \( \tilde{A}_{\rho'}/ \rho \) for some \( \rho' > \rho \).
4. For all \( t \neq 0 \), \( \Phi_t \) solves the Monodromy Problem (7).
5. For all \( t \neq 0 \), \( a_t^0 = 0 \) and \( \text{Re}(b_t^0) = 0 \).

Then for \( t \) small enough, \( a_t = b_t = c_t = 0 \), so \( \xi_t \) is holomorphic at \( z = 0 \).

Proof: let \( \tilde{z}_0 \) be the projection of \( z_0 \) in \( D^*(0, R) \). Let \( \gamma \) be a generator of \( \pi_1(D^*(0, R), z_0) \) and \( \sigma \) be the corresponding Deck transformation of \( \tilde{D}^*(0, R) \). Let \( (F_0, B_0) \) be the Iwasawa decomposition of \( \Phi_0(\tilde{z}_0, \cdot) \Phi^C(z_0)^{-1} \). By hypothesis 3, \( B_0 \) extends holomorphically to \( \mathbb{W} \) with \( \rho' > \rho \) so is in \( \mathfrak{sl}(2, \mathbb{W}^{\geq 0}) \). Replacing \( \Phi_t \) by \( F_0^{-1} \Phi_t \) for all \( t \), we can assume without loss of generality that \( F_0 = I_2 \). (This does not change the hypothesis that the Monodromy Problem is solved since \( F_0 \in \Lambda SU(2) \)). Then
\[
\Phi_0(\tilde{z}_0, \cdot) \Phi^C(z_0)^{-1} = B_0 \in \Lambda^3 SL(2, \mathbb{C}).\tag{118}
\]
For \( x = (a, b, c) \in (\mathbb{W}^{\geq 0})^3 \), let \( \xi_{t, x} \) be the potential in \( D^*(0, R) \) defined by
\[
\xi_{t, x}(z, \lambda) = \begin{pmatrix} 0 & \lambda^{-1} \\ 0 & 0 \end{pmatrix} \left( \frac{a}{z^3} + \frac{b}{z^2} + \frac{c}{z} \right) dz + \Xi_{t, x}(z, \lambda).
\]
Let $\Phi_{t,x}$ be the solution of $d\Phi_{t,x} = \Phi_{t,x} \xi_{t,x}$ in $\hat{D}^\ast(0,R)$ with initial condition
$$\Phi_{t,x}(\tilde{z}_0, \lambda) = \Phi_t(\tilde{z}_0, \lambda).$$

We consider the following Problem:

$$\left\{ \begin{array}{l}
\Phi_{t,x} \text{ solves the Monodromy Problem (7)} \\
da^0 = 0 \\
\text{Re}(\theta) = 0
\end{array} \right. \quad (119)$$

Writing $x_t = (a_t, b_t, c_t)$, we have $\xi_t = \xi_{t,x}$ and $\Phi_t = \Phi_{t,x}$. So Theorem 5 follows from the following

**Lemma 1.** For $(t,x)$ in a neighborhood of $(0,0)$, Problem (119) is equivalent to $x = 0$.

Proof: we use an Implicit Function argument. Let $M(t,x) = M(\Phi_{t,x}, \sigma)$ be the monodromy of $\Phi_{t,x}$ with respect to $\sigma$.

**Claim 8.** 1. $(t,x) \mapsto M(t,x)$ is a $C^1$ map from $(-\epsilon, \epsilon) \times (W_{\geq 0})^3$ to $SL(2,W)$.
2. For all $t \in (-\epsilon, \epsilon)$, $M(t,0) = I_2$.
3. The partial differential of $M$ with respect to $x$ at $(0,0)$ is given by
$$d_x M(0,0) = \frac{2\pi i}{\lambda} B_0 \begin{pmatrix}
-db & dc \\
-da & db
\end{pmatrix} B_0^{-1}.$$

Proof:

1. $(t,x) \mapsto \xi_{t,x}$ is a $C^1$ map with value in $\mathfrak{su}(2,W)$ so Point 1 follows from standard ODE theory.
2. Point 2 follows from the fact that $\xi_{t,0} = \Xi_{t}$ is holomorphic in $D(0,R)$.
3. Let $\tilde{\gamma}$ be the lift of $\gamma$ to $\hat{D}^\ast(0,R)$ such that $\tilde{\gamma}(0) = \tilde{z}_0$. By Equation 12, we have
$$M(t, x) = \Phi_t(\tilde{z}_0, \cdot) \mathcal{P}(\xi_{t,x}, \gamma) \Phi_t(\tilde{z}_0, \cdot)^{-1}.$$ 

Since $\mathcal{P}(\xi_{0,0}, \gamma) = I_2$,
$$d_x M(0,0) = \Phi_0(\tilde{z}_0, \cdot) d_x \mathcal{P}(\xi_{t,x}, \gamma)|_{(t,x)=(0,0)} \Phi_0(\tilde{z}_0, \cdot)^{-1}.$$ 

By Proposition 3, since $\xi_{0,0} = \xi^{C}$:
$$d_x \mathcal{P}(\xi_{t,x}, \gamma)|_{(t,x)=(0,0)} = \int_{\tilde{\gamma}} \left[ \Phi^{C}(z_0)^{-1} \Phi^{C} \right] d_x \xi_{t,x}|_{(t,x)=(0,0)} \left[ \Phi^{C}(z_0)^{-1} \Phi^{C} \right]^{-1}.$$ 

Hence using Equation (118) and the Residue Theorem:
$$d_x M(0,0) = \int_{\gamma} B_0 \Phi^{C} d_x \Phi^{C}(\xi_{t,x}, \gamma)|_{(t,x)=(0,0)} (\Phi^{C})^{-1} B_0^{-1}$$
$$= 2\pi i B_0 \text{Res}_{0} \left[ \begin{pmatrix} 1 & 0 \\ z & 1 \end{pmatrix} \left( \begin{pmatrix} 0 & \lambda^{-1} \\ 0 & 0 \end{pmatrix} \right) \left( \begin{pmatrix} 1 & 0 \\ -z & 1 \end{pmatrix} \right) \left( \frac{da}{z^3} + \frac{db}{z^2} + \frac{dc}{z} \right) \right] B_0^{-1}$$
$$= 2\pi i B_0 \frac{1}{\lambda} \left[ \begin{pmatrix} -db & dc \\ -da & db \end{pmatrix} \right] B_0^{-1}.$$ 

We define for $(t,x)$ in a neighborhood of $(0,0)$:
$$\tilde{M}(t,x) = L_1(\lambda \log M(t,x))$$
$$\tilde{M}(t,x) = L_1(\tilde{M}(t,x))$$

where $L_1$ is the operator introduced in Proposition 5. Explicitly:
$$\tilde{M}(t,x)(\lambda) = \frac{1}{\lambda - 1} (\lambda \log M(t,x)(\lambda) - \log M(t,x)(1))$$
Using Proposition 5 twice, we decompose an arbitrary parameter
Hence

\[
\begin{aligned}
\hat{M}(t, x)(\lambda) &= \frac{1}{\lambda - 1} \left( \hat{M}(t, x)(\lambda) - \hat{M}(t, x)(1) \right).
\end{aligned}
\]

Claim 9. 1. \(\hat{M}\) and \(\hat{M}\) are \(C^1\) maps from a neighborhood of \((0, 0)\) in \(\mathbb{R} \times (\mathcal{W}^{\geq 0})^3\) to \(\mathfrak{sl}(2, \mathcal{W})\).

2. The Monodromy Problem (7) for \(\Phi_{t, x}\) is equivalent to:

\[
\begin{aligned}
&\left\{ \begin{array}{l}
\hat{M}(t, x) \in \mathfrak{su}(2) \\
\hat{M}(t, x)(1) = I_2 \\
\hat{M}(t, x)(1) = 0.
\end{array} \right.
\end{aligned}
\]

Proof:
1. Point 1 follows from Proposition 5 and the fact that \(\mathcal{W}\) is a Banach algebra.
2. Using \(d \log(I_2) = \text{id}\), we have

\[
\begin{aligned}
M(t, x)(1) = I_2 &\Rightarrow \hat{M}(t, x)(1) = \frac{\partial}{\partial \lambda} M(t, x)(1) \\
M(t, x)(1) = I_2 \text{ and } \hat{M}(t, x)(1) = 0 &\Rightarrow \hat{M}(t, x)(\lambda) = \frac{\lambda}{(\lambda - 1)^2} \log M(t, x)(\lambda).
\end{aligned}
\]

Point 2 follows from the fact that \((\lambda - 1)^2 \lambda^{-1}\) is real on the unit circle. \(\square\)

We introduce the auxiliary variables \((p, q, r)\) defined in function of \((a, b, c)\) by

\[
\begin{pmatrix}
-q & r \\
-p & q
\end{pmatrix} = B_0 \begin{pmatrix}
-b & c \\
-a & b
\end{pmatrix} B_0^{-1}.
\]

This change of variable is an automorphism of \((\mathcal{W}^{\geq 0})^3\) because \(B_0 \in SL(2, \mathcal{W}^{\geq 0})\). Then

\[
d_x M(0, 0) = \frac{2 \pi i}{\lambda} \begin{pmatrix}
-dq & dr \\
-dp & dq
\end{pmatrix}. \tag{120}
\]

Writing \(B_0(0) = \begin{pmatrix}
\rho & \mu \\
0 & \rho^{-1}
\end{pmatrix}\) with \(\rho > 0\) and \(\mu \in \mathbb{C}\), we have

\[
\begin{pmatrix}
-q^0 & r^0 \\
-p^0 & q^0
\end{pmatrix} = \begin{pmatrix}
-b^0 - \frac{\mu}{\rho} a^0 & \mu^2 a^0 + 2 \mu b^0 + \rho^2 c \\
\frac{1}{\rho^2} a^0 & b^0 + \frac{\mu}{\rho} a^0
\end{pmatrix}.
\]

Hence

\[
\begin{aligned}
a^0 &= 0 \\
\text{Re}(b^0) &= 0 \quad \Leftrightarrow \quad \begin{array}{l}
p^0 = 0 \\
\text{Re}(q^0) = 0
\end{array} \tag{121}
\end{aligned}
\]

Using Proposition 5 twice, we decompose an arbitrary parameter \(x \in \mathcal{W}^{\geq 0}\) as

\[
x(\lambda) = x(1) + (\lambda - 1)x'(1) + (\lambda - 1)^2 \hat{x}(\lambda) \quad \text{with } \hat{x} \in \mathcal{W}^{\geq 0}.
\]

Then by Equation (120):

\[
d_x \hat{M}(0, 0)(\lambda) = 2 \pi i \begin{pmatrix}
-dq' & (\lambda - 1) d\bar{q}(\lambda) \\
-dp' & (\lambda - 1) d\bar{p}(\lambda)
\end{pmatrix} \tag{122}
\]

We define

\[
\begin{aligned}
\mathcal{E}_1(t, x) &= \hat{M}_{11}(t, x) + \hat{M}_{11}(t, x)^* \in \mathcal{W} \\
\mathcal{E}_2(t, x) &= \hat{M}_{12}(t, x) + \hat{M}_{21}(t, x)^* \in \mathcal{W} \\
\mathcal{E}_3(t, x) &= \hat{M}_{11}(t, x)(1) - 1, \hat{M}_{12}(t, x)(1), \hat{M}_{21}(t, x)(1)) \in \mathbb{C}^3 \\
\mathcal{E}_4(t, x) &= \left(\hat{M}_{11}(t, x)(1), \hat{M}_{12}(t, x)(1), \hat{M}_{21}(t, x)(1)\right) \in \mathbb{C}^3
\end{aligned}
\]
and finally
\[
F(t, x) = [\mathcal{E}_1^+, \mathcal{E}_2^+, (\mathcal{E}_2^-)^*, \Theta_1, \Theta_3, \Theta_4, p^0, 4\pi \text{Re}(q^0) + i \text{Re}(\Theta_1^0)] (t, x) \in (W^+) \times \mathbb{C}^9.
\]

By definition, \( \mathcal{E}_1 = \mathcal{E}_1^+ \) so \( \mathcal{E}_1 = 0 \) is equivalent to \( \mathcal{E}_1^+ = 0 \) and \( \text{Re}(\Theta_1^0) = 0 \). By Claim 9 and Equation (121) Problem (119) is equivalent to \( F(t, x) = 0 \). We have \( F(0, 0) = 0 \). Using Equation (123):

\[
d\mathcal{E}_1(0, 0)^+ = -2\pi i \bar{d}q^+ 
\]

\[
d\mathcal{E}_2(0, 0)^+ = 2\pi i \bar{d}r^+
\]

\[
(d\mathcal{E}_2(0, 0)^-)^* = -2\pi i \bar{d}\tilde{p}^+
\]

\[
dp^0 = dp(1) - dp'(1) + d\tilde{p}^0
\]

\[
dq^0 = dq(1) - dq'(1) + d\tilde{q}^0
\]

\[
4\pi \text{Re}(dq^0) + i \text{Re}(d\mathcal{E}_1(0, 0)^0) = 4\pi (\text{Re}(dq(1)) - \text{Re}(dq'(1)) + d\tilde{q}^0)
\]

\[
d\mathcal{E}_2(0, 0)^0 = 2\pi i (d\tilde{r}^0 + d\tilde{p}^0).
\]

Using Equations (120) and (122):

\[
d\mathcal{E}_3(0, 0) = 2\pi i (-dq(1), dr(1), -dp(1))
\]

\[
d\mathcal{E}_4(0, 0) = 2\pi i (-dq'(1), dr'(1), -dp'(1))
\]

**Claim 10.** Let \( L \) be the partial differential of \( F \) at \((0, 0)\) with respect to

\[
(\tilde{p}^+, \tilde{q}^+, \tilde{r}^+, p(1), q(1), r(1), p'(1), q'(1), r'(1), \tilde{p}^0, \tilde{q}^0, \tilde{r}^0).
\]

Then \( L \) is an \((\mathbb{R}\text{-linear})\) automorphism of \((W^+)\times \mathbb{C}^9\).

**Proof:** the partial differential of \((\mathcal{E}_1^+, \mathcal{E}_2^+, (\mathcal{E}_2^-)^*)\) with respect to \((\tilde{p}^+, \tilde{q}^+, \tilde{r}^+)\) is clearly an automorphism of \((W^+)\times \mathbb{C}^9\). By Proposition 6, it suffices to prove that \( L \) is injective, so let us formally solve \( dL = 0 \).

- Equation (130) gives \( dp(1) = dq(1) = dr(1) = 0 \).
- Equation (131) gives \( dp'(1) = dq'(1) = dr'(1) = 0 \).
- Equations (127), (128) and (129) give \( d\tilde{p}^0 = d\tilde{q}^0 = d\tilde{r}^0 = 0 \).
- Equations (124), (125) and (126) give \( d\tilde{p}^+ = d\tilde{q}^+ = d\tilde{r}^+ = 0 \).

By the Implicit Function Theorem, for \((t, x)\) in a neighborhood of \((0, 0)\), Problem (119) uniquely determines \( x \) as a function of \( t \). Since we know that \( x = 0 \) is a solution, it has to be the only one, so Problem (119) is equivalent to \( x = 0 \).

Using Theorem 5, we now prove a result for perturbations of the standard catenoid potential in a neighborhood of \( z = \infty \). Let \( D^*(\infty, R) = \{ z \in \mathbb{C}, |z| > R^{-1} \} \), \( \tilde{D}^*(\infty, R) \) its universal cover and \( \bar{z}_0 \in \tilde{D}^*(\infty, R) \) a base point.

**Theorem 6.** Let \( \xi_\ell = \left( \begin{array}{c} \alpha \gamma \\ \gamma & -\alpha \end{array} \right) \) be a \( C^1 \) family of DPW potentials in \( D^*(\infty, R) \) with a pole of multiplicity at most \((1/2)\) at \( \infty \) and such that \( \xi_0 = \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \) at \( z = \infty \) and such that \( \xi_0 = \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \) at \( z = \infty \). Let \( \Phi_\ell \) be a \( C^1 \) family of solutions of \( d\Phi_\ell = \Phi_\ell \xi_\ell \).

Assume that \( \Phi_0(\bar{z}_0, \cdot) \) is holomorphic in the annulus \( h_{\rho, \rho'} \) for some \( \rho' > \rho \) and that for all \( t \):

\[
\begin{cases}
\Phi_t \text{ solves the Monodromy Problem with respect to } \sigma \\
\text{Res}_{\infty, \bar{z}_0} \beta_t^0 = 0 \\
\text{Re}(\text{Res}_{\infty, \bar{z}_0} \beta_t^0) = 0
\end{cases}
\]

Then for \( t \) small enough, there exists a gauge \( G_t \) such that \( \xi_\ell \cdot G_t \) extends holomorphically at \( \infty \). In other words, \( \infty \) is a removable singularity.
Corollary 1. Let \( \xi_t = \left( \frac{\alpha_t}{\gamma_t} \lambda^{-1} \beta_t \right) \) be a \( C^1 \) family of DPW potentials in \( D(\infty, R) \) with a pole of multiplicity at most \( \left( \frac{1}{2} \right) \) at \( \infty \) and such that \( \xi_0 = \left( \frac{0}{\lambda^{-1}} \right) \) \( d\xi \). Let \( \Phi_t \) be a \( C^1 \) family of solutions of \( d\Phi_t = \Phi_t \xi_t \). Assume that \( \Phi_0(\bar{z}_0, \cdot) \) is holomorphic in the annulus \( A_{\rho'} \) for some \( \rho' > \rho \) and that for all \( t \):

\[
\begin{align*}
\Phi_t & \text{ solves the Monodromy Problem with respect to } \sigma \\
\text{Res}_{\infty} \gamma_t^0 & = 0 \\
\text{Re} \left( \text{Res}_{\infty} (\bar{z}^0_{\gamma_t}) \right) & = 0
\end{align*}
\]

Then for \( t \) small enough, there exists a gauge \( G_t \) such that \( \xi_t \cdot G_t \) extends holomorphically at \( \infty \).

By duality, the gauge \( G_t \) has the following form:

\[
G_t = H^{-1} \begin{pmatrix} \frac{1}{\gamma_t} & g_t \gamma_t \cr 0 & \frac{1}{z} \end{pmatrix} H = \begin{pmatrix} z & 0 \cr 0 & \frac{1}{z} \end{pmatrix}.
\]
Appendix B. Principal solution in an annulus

Fix some numbers \(0 < \varepsilon < \eta\). For \(t \in \mathbb{C}\) such that \(0 < |t| < \eta^2\), we define the annulus

\[ \mathcal{A}_t = \{ z \in \mathbb{C} : \frac{|t|}{\eta} < |z| < \eta \} \]

and let \(\psi_t : \mathcal{A}_t \to \mathcal{A}_t\) be the diffeomorphism defined by \(\psi_t(z) = \frac{z}{t}\). What we have in mind here is the case of opening nodes, where \(\mathcal{A}_t\) would be the annulus \(\frac{|t|}{\eta} < |v| < \varepsilon\) and \(\psi_t\) would be the change of coordinate \(w_i \circ \nu_i^{-1}\) (see Section 3.1).

Consider a family of \(\mathfrak{sl}(n, \mathbb{C})\)-valued 1-forms \(\xi_t(z)\) depending holomorphically on \(t \in D^\ast(0, \eta^2)\) and \(z \in \mathcal{A}_t\). In this section, we are interested in the behavior as \(t \to 0\) of the principal solution of \(\xi_t\) on the path \(s \mapsto e^{1-2st} s\), which connects \(z = \varepsilon\) to \(z = \frac{t}{\varepsilon}\). This spiral depends on the choice of the argument of \(t\), so we consider the universal cover \(\exp : \mathbb{C} \to \mathbb{C}^\ast\) and we write \(t = e^{w}\). For \(\Re(w) < 2 \log \eta\), let \(\beta_w : [0, 1] \to \mathcal{A}_t\) be the spiral parametrized by

\[ \beta_w(s) = e^{1-2st}e^{sw}. \]

Let \(\gamma : [0, 1] \to \mathcal{A}_t\) be the circle parametrized by \(\gamma(s) = e^{2\pi is}\). For \(w \in \mathbb{C}\) such that \(\Re(w) < 2 \log \eta\), we set \(t = e^{w}\) and we define

\[ \tilde{F}(w) = \mathcal{P}(\xi_t, \gamma) - 2\pi i \mathcal{P}(\xi_t, \beta_w) = \exp \left( -\frac{w}{2\pi i} \log \mathcal{P}(\xi_t, \gamma) \right) \mathcal{P}(\xi_t, \beta_w). \]

**Theorem 7.** Let \(\hat{\xi}_t = \psi_t^\ast \xi_t\). Assume that there exists \(\mathfrak{sl}(n, \mathbb{C})\)-valued 1-forms \(\xi_0\) and \(\hat{\xi}_0\), holomorphic in \(D(0, \eta)\), such that on compact subsets of \(D^\ast(0, \eta)\), we have:

\[ \lim_{t \to 0} \xi_t = \xi_0 \quad \text{and} \quad \lim_{t \to 0} \hat{\xi}_t = \hat{\xi}_0. \]

Then for \(|t|\) small enough:

1. The function \(\tilde{F}(w)\) satisfies \(\tilde{F}(w + 2\pi i) = \tilde{F}(w)\) so descends to a holomorphic function \(F\) in \(D^\ast(0, \eta)\), such that \(\tilde{F}(w) = F(e^{w})\).
2. The function \(F\) extends holomorphically at \(t = 0\) with

\[ F(0) = \mathcal{P}(\xi_0, \varepsilon, 0)\mathcal{P}(\hat{\xi}_0, 0, \varepsilon). \]

Here \(\mathcal{P}(\xi_0, \varepsilon, 0)\) denotes the principal solution of \(\xi_0\) on an arbitrary path from \(\varepsilon\) to 0 in \(D(0, \eta)\) (see Remark 6).

**Proof:** we make the following change of variables:

\[ \tilde{z} = \varphi(z) = e^{-1} z, \quad \tilde{t} = \varepsilon^{-2} t \quad \text{and} \quad \tilde{w} = w - 2 \log \varepsilon. \]

Let \(\tilde{\eta} = \frac{\eta}{\varepsilon}\). Then

\[ \frac{|t|}{\eta} < |z| < \eta \iff \frac{|\tilde{t}|}{\tilde{\eta}} < |\tilde{z}| < \tilde{\eta} \]

\[ \varphi(\psi_t(z)) = e^{-1} \frac{\tilde{\varepsilon}^2 \tilde{t}}{\tilde{z}^2} = \frac{\tilde{t}}{\tilde{z}} \]

\[ \varphi(\beta_w(s)) = e^{-1} \varepsilon^{-1-2s} e^{s(2\log \varepsilon + \tilde{w})} = e^{s\tilde{w}}. \]

Thanks to this change of variables, it suffices to prove Theorem 7 in the case \(\varepsilon = 1\), which we assume from now on. We use the letter \(C\) to denote uniform constants (independent of \(z\) and \(t\)). On the circle \(|z| = 1\), the map \(t \mapsto \xi_t(z)\) is holomorphic in a punctured neighborhood of \(t = 0\) and extends continuously at \(t = 0\) so is holomorphic in a neighborhood of \(0\). Hence:

\[ ||\xi_t(z) - \xi_0(z)|| \leq C|t|. \quad (133) \]
Since $\mathcal{P}(\xi_0, \gamma) = I_2$, Inequality (133) gives
\[ ||\mathcal{P}(\xi_t, \gamma) - I_2|| \leq C|t|. \] (134)
Consequently, for $t \neq 0$ small enough, $\log \mathcal{P}(\xi_t, \gamma)$ is well defined so $\mathcal{F}(w)$ is well defined. The path $\beta_{w+2\pi i}$ is homotopic to the product $\gamma \beta_w$. By Equation (10), we have
\[ \mathcal{F}(w + 2\pi i) = \mathcal{P}(\xi_t, \gamma)^{-\frac{a_{2\pi i} w}{2\pi i}} \mathcal{P}(\xi_t, \gamma + \beta_{w+2\pi i}) = \mathcal{P}(\xi_t, \gamma)^{-\frac{a_{2\pi i} w}{2\pi i}} \mathcal{P}(\xi_t, \gamma)^{-1} \mathcal{P}(\xi_t, \gamma) \mathcal{P}(\xi_t, \beta_w) = \mathcal{F}(w). \]
To prove Point 2, fix $t$ and write $t = e^w$ where $w$ is chosen so that $|\text{Im}(w)| \leq \pi$. We split the path $\beta_w$ into $\beta_w = \alpha_w \hat{\alpha}_w^{-1}$ where
\[ \alpha_w(s) = \beta_w(\frac{s}{2}) = e^{\frac{s}{2}w} \quad \text{and} \quad \hat{\alpha}_w(s) = \beta_w(1 - \frac{s}{2}) = \psi_t(\alpha_w(s)) \quad \text{for} \quad s \in [0, 1]. \]
**Claim 11.** There exists a uniform constant $C$ such that for $t \neq 0$ small enough:
\[ \int_0^1 ||\xi_0(\alpha_w(s))\alpha'_w(s)|| ds \leq C. \]
\[ \int_0^1 ||\xi_t(\alpha_w(s)) - \xi_0(\alpha_w(s))\alpha'_w(s)|| ds \leq C|t|^{1/2}. \] (135)
Proof: we have
\[ \alpha'_w(s) = \frac{w}{2} e^{\frac{s}{2}w}. \]
Provided $|t| \leq e^{-\pi}$, we have:
\[
- \text{Re}(w) = -\log |t| \geq \pi \\
|w| \leq |\text{Re}(w)| + |\text{Im}(w)| \leq -\text{Re}(w) + \pi \leq -2\text{Re}(w) \\
|\alpha'_w(s)| \leq -\text{Re}(w)e^{\frac{s}{2}\text{Re}(w)}. \]
Let
\[ C_1 = \max_{z \in D(0,1)} \left\| \frac{\xi_0(z)}{dz} \right\|. \]
Then
\[ \int_0^1 ||\xi_0(\alpha_w(s))\alpha'_w(s)|| ds \leq C_1 \int_0^1 -\text{Re}(w)e^{\frac{s}{2}\text{Re}(w)} ds = 2C_1 \left( 1 - e^{\frac{s}{2}\text{Re}(w)} \right) \leq 2C_1. \]
To prove Inequality (135), fix some $\rho$ such that $1 \leq \rho < \eta$. By Estimate (133) (which also holds for $|z| = \rho)$:
\[ \int_{C(0,\rho)} ||\xi_t - \xi_0|| \leq C|t|. \] (137)
By the change of variable formula and the convergence of $\hat{\xi}_t$ to $\hat{\xi}_0$ on compact subsets of $D^*(0,\eta)$:
\[ \int_{C(0,\rho^{-1}|t|)} ||\xi_t|| = \int_{C(0,\rho)} ||\psi^*\xi_t|| = \int_{C(0,\rho)} ||\hat{\xi}_t|| \leq C. \]
Since $\xi_0$ is holomorphic in $D(0,\eta)$,
\[ \int_{C(0,\rho^{-1}|t|)} ||\xi_t - \xi_0|| \leq \int_{C(0,\rho^{-1}|t|)} ||\xi_t|| + ||\xi_0|| \leq C. \] (138)
We expand $\xi_t - \xi_0$ in Laurent series in the annulus $\rho^{-1}|t| \leq |z| \leq \rho$ as
\[ \xi_t(z) - \xi_0(z) = \sum_{k \in \mathbb{Z}} A_k(t) z^k dz \]
where the matrices \( A_k(t) \) are given by
\[
A_k(t) = \frac{1}{2\pi i} \int_{C(0,\rho)} \frac{\xi_t(z) - \xi_0(z)}{z^{k+1}} = \frac{1}{2\pi i} \int_{C(0,\rho逆\{-1\})} \frac{\xi_t(z) - \xi_0(z)}{z^{k+1}}
\]

Estimates (137) and (138) give us respectively:
\[
\|A_k(t)\| \leq \frac{1}{2\pi \rho^{k+1}} \int_{C(0,\rho)} ||\xi_t - \xi_0|| \leq C \frac{|t|}{\rho^{k+1}}
\]
\[
\|A_k(t)\| \leq \frac{\rho^{k+1}}{2\pi |t|^{k+1}} \int_{C(0,\rho逆\{-1\})} ||\xi_t - \xi_0|| \leq C \frac{\rho^{k+1}}{|t|^{k+1}}
\]

Hence
\[
\int_0^1 \|\xi_t(\alpha_w(s)) - \xi_0(\alpha_w(s))\| \alpha'(s) ds \leq \sum_{k \in Z} \int_0^1 \|A_k(t)\| \cdot |\alpha_w(s)|^k \cdot |\alpha'(s)| ds
\]
\[
\leq \sum_{k \in Z} \int_0^1 -||A_{-1}(t)|| \cdot |\log|t|| + \sum_{k \geq 0} \frac{2}{k+1} ||A_k(t)|| \cdot \left(1 - e^{\frac{|t|^2(k+1) \Re(w)}}\right)
\]
\[
\leq |A_{-1}(t)| \cdot |\log|t|| + \sum_{k \geq 0} \frac{2}{k+1} ||A_k(t)|| + \sum_{k \leq -2} \frac{-2}{k+1} ||A_k(t)|| \cdot |t|^\frac{k+1}{2}
\]
\[
\leq C|t| \cdot |\log|t|| + C|t| + C|t|^\frac{1}{2} \text{ using (137) and (138)}
\]
\[
\leq C|t| \cdot |\log|t|| + C|t| + C|t|^\frac{1}{2}.
\]

\[\square\]

Returning to the proof of Theorem 7, let \( \Phi_0 \) be the solution of \( d\Phi_0 = \Phi_0 \xi_0 \) in \( D(0,\eta) \) with initial condition \( \Phi_0(1) = I_n \). We first estimate the principal solution of \( \xi_t \) on the path \( \alpha_w \). Let \( Y_w(s) \) be the solution on \([0,1]\) of the Cauchy Problem
\[
\left\{ \begin{array}{l}
Y'_w(s) = Y_w(s)\xi_t(\alpha_w(s))\alpha'(s) \\
Y_w(0) = I_2.
\end{array} \right.
\]

By definition, \( P(\xi_t, \alpha_w) = Y_w(1) \). Define
\[
Z_w(s) = Y_w(s) - \Phi_0(\alpha_w(s)).
\]

Then
\[
Z'_w(s) = Y_w(s)\xi_t(\alpha_w(s))\alpha'_w(s) - \Phi_0(\alpha_w(s))\xi_0(\alpha_w(s))\alpha'_w(s)
\]
\[
= Z_w(s)\xi_t(\alpha_w(s))\alpha'_w(s) + \Phi_0(\alpha_w(s))\xi_t(\alpha_w(s)) - \xi_0(\alpha_w(s))\alpha'_w(s).
\]

Since \( Z_w(0) = 0 \), we have for all \( s \in [0,1] \):
\[
||Z_w(s)|| = \left|\int_0^s Z_w'(x) dx\right|
\]
\[
\leq \int_0^s ||Z_w(x)|| \cdot ||\xi_t(\alpha_w(x))\alpha'_w(x)|| dx + \int_0^s ||\Phi_0(\alpha_w(x))|| \cdot ||\xi_t(\alpha_w(x)) - \xi_0(\alpha_w(x))\alpha'_w(x)|| dx
\]
By Grönwall inequality:
\[
\|Z_w(1)\| \leq \int_0^1 \|\Phi_0(\alpha_w(s))\| \cdot \|\xi_t(\alpha_w(s)) - \xi_0(\alpha_w(s))\| \alpha_w'(s) \| ds \times \exp \left(\int_0^1 \|\xi_t(\alpha_w(s))\| \alpha_w'(s) \| ds \right).
\]
Since \(\Phi_0\) is bounded in \(D(0, 1)\), Claim 11 gives
\[
||P(\xi_t, \alpha_w) - \Phi_0(\alpha_w(1))|| = ||Z_w(1)|| \leq C|t|^{1/2}.
\]
Since \(\Phi_0\) is holomorphic in \(D(0, \eta)\),
\[
||\Phi_0(\alpha_w(1)) - \Phi_0(0)|| \leq C|\alpha_w(1)| = C|t|^{1/2}
\]
Hence
\[
||P(\xi_t, \alpha_w) - \Phi_0(0)|| \leq C|t|^{1/2}.
\]
By Equation (11):
\[
P(\xi_t, \alpha_w) = P(\psi^* \xi_t, \alpha_w) = P(\xi_t, \psi_t \circ \alpha_w) = P(\xi_t, \tilde{\alpha}_{w}).
\]
Hence
\[
||P(\xi_t, \tilde{\alpha}_w) - \Phi_0(0)|| \leq C|t|^{1/2}.
\]
By Equation (10) and Estimates (139) and (140):
\[
||P(\xi_t, \beta_w) - \Phi_0(0)\Phi_0(0)^{-1}|| = ||P(\xi_t, \alpha_w)P(\xi_t, \tilde{\alpha}_w)^{-1} - \Phi_0(0)\Phi_0(0)^{-1}|| \leq C|t|^{1/2}.
\]
Using Estimate (134), we finally obtain
\[
\left\| F(t) - \Phi_0(0)\Phi_0(0)^{-1} \right\| \leq C|t|^{1/2}.
\]
Hence \(F\) extends continuously at \(t = 0\), and holomorphically by Riemann Extension Theorem.

\[\square\]

APPENDIX C. CONVERGENCE TO A MINIMAL SURFACE

The following theorem is proven in [32].

**Theorem 8.** Let \(\Sigma\) be a Riemann surface and \(\tilde{\Sigma}\) its universal covering. Let \(\xi_t\) be a \(C^1\) family of holomorphic DPW potentials on \(\Sigma\) and \(\Phi_t\) be a continuous family of solutions of \(d\Phi_t = \Phi_t \xi_t\) in \(\tilde{\Sigma}\), where \(t\) is a real parameter in a neighborhood of 0. Assume that \(\Phi_t\) solves the Monodromy Problem and let \(f_t = \text{Sym}(\text{Uni}(\Phi_t)): \Sigma \to \mathbb{R}^3\) be the immersion obtained by the DPW method. Assume that \(\Phi_0(z, \lambda)\) is independent of \(\lambda:\)
\[
\Phi_0(z, \lambda) = \begin{pmatrix}
a(z) & b(z) \\
c(z) & d(z)
\end{pmatrix}
\]
and that
\[
\frac{\partial \xi_t^{-1}}{\partial t}|_{t=0} \neq 0.
\]
Then
\[
\lim_{t \to 0} \frac{1}{t} f_t(z) = \sigma \circ \psi(z)
\]
where \(\sigma\) is the symmetry with respect to the plane \(x_2 = 0\) and \(\psi: \Sigma \to \mathbb{R}^3\) is a minimal (branched) immersion with the following Weierstrass data:
\[
g(z) = \frac{c(z)}{a(z)} \quad \omega = 4a(z)^2 \frac{\partial \xi_t^{-1}}{\partial t}|_{t=0}
\]
The limit is the uniform \(C^1\) convergence on compact subsets of \(\Sigma\) minus the zeros of \(a\).
Observe that since the Monodromy of $\Phi_t$ at $\lambda = 1$ is $I_2$, $\Phi_0(z)$ descends to a well defined map in $\Sigma$, so $g(z)$ is a well defined meromorphic function on $\Sigma$.

**Appendix D. Differentiability of smooth functions of $t$ and $t \log t$**

**Proposition 40.** Let $g(t,s,z)$ be a smooth function of $(t,s)$ in a neighborhood of $(0,0)$ in $\mathbb{R}^2$ and $z \in \Omega \subset E$ where $E$ is a finite dimensional normed space, with values in a Banach space $B$. Define

$$f(t,z) = \begin{cases} g(t, t \log |t|, z) & \text{if } t \neq 0 \\ g(0,0,z) & \text{if } t = 0. \end{cases}$$

Assume that $g(0,s,z)$ does not depend on $s$. Then $f$ is of class $C^1$.

Proof: let $z_0 \in \Omega$. We have:

$$g(t,s,z) = g(0,0,z_0) + \frac{\partial g}{\partial t}(0,0,z_0) t + d_z g(0,0,z_0)(z - z_0) + O(t^2 + s^2 + ||z - z_0||^2)$$

$$f(t,z) = f(0,z_0) + \frac{\partial g}{\partial t}(0,0,z_0) t + d_z g(0,0,z_0)(z - z_0) + O((t \log |t|)^2 + ||z - z_0||^2).$$

Since $O((t \log |t|)^2) = o(t)$, $f$ is differentiable at $(0,z_0)$ with

$$df(0,z_0) = \frac{\partial g}{\partial t}(0,0,z_0) dt + d_z g(0,0,z_0).$$

For $t \neq 0$, we have by the chain rule:

$$df(t,z) = \frac{\partial g}{\partial t}(t, t \log |t|, z) dt + \frac{\partial g}{\partial s}(t, t \log |t|, z)(1 + \log |t|) dt + d_z g(t, t \log |t|, z).$$

By the mean value inequality:

$$||\frac{\partial g}{\partial s}(t,s,z)|| = ||\frac{\partial g}{\partial s}(t,s,z) - \frac{\partial g}{\partial s}(0,s,z)|| \leq C|t|.$$  

Hence

$$\lim_{(t,z) \to (0,z_0)} df(t,z) = df(0,z_0).$$

\[\square\]
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