Abstract: In this study, the effect of process- and online analyser configuration on pulp quality control is explored. The following parameters were included: analyser sampling interval, time delay, measurement error magnitude, and latency chest residence time. Using different values of parameters in a process model, a range of configurations were constructed. For each configuration, the achievable control performance was evaluated using an optimization approach. PI controller settings were chosen based on minimization of the integrated absolute error (IAE) in pulp quality after an input step disturbance. The results show that reducing the sampling interval improves performance also when the interval is smaller than the chest residence time or the analyser delay. Moreover, reducing the chest residence time can reduce the IAE by up to 40%. However, reducing the residence time to lower than 1/3 of the sampling interval does not improve performance. Further improvement is possible if the analyser delay is reduced. The compromise between reducing the IAE and avoiding creating variation by acting on measurement error has a strong influence on the results. In conclusion, pulp quality control performance can be improved significantly by making changes to the studied configuration parameters.

Keywords: latency chest; measurement error; mechanical pulp; optimization; sampling rate.
fibres. This is called latency treatment, since it releases the “latent strength properties” of the pulp (Beath et al. 1966). Most of the early refiner lines incorporated a latency chest, often with a residence time around 20 minutes (Evans 1978). There has however been a large variation in chest designs in terms of size, agitation, etc. Later, smaller chests have been more common (e.g. Tienvieri et al. 1999, Mokvist et al. 2005). Latency removal proceeds faster with higher temperature, impeller power input, and consistency (Gao 2014). This suggests that a relatively small chest can achieve latency removal, perhaps at lower energy use (Dawson et al. 1978). Some mills seem to have implemented such designs (e.g. Tamminen et al. 1987, Sikter et al. 2007).

The main objective when operating a refining process is to produce pulp with low variation around the target quality, preferably with as low energy use as possible. The basic instrumentation and control set-up includes control of steam pressures, water flows, and disc gap (or hydraulic pressure), as well as protection systems. Many processes also include strategies to control refining consistency and/or motor load. The choice of control strategies for the use of continuous process measurements has a clear impact on the variation of pulp quality (e.g. Roche et al. 1996, Kortelainen et al. 1997, Eriksson and Karlström 2009, Karlström et al. 2020). However, the topic of this paper is feedback control of pulp quality, and how it is influenced by design choices regarding the pulp tester and the pulp chest.

**Design choices for pulp chest and online analyser**

In Figure 2, the most frequently used chest designs are shown: A) a large latency chest, B) a standpipe (no mixing), C) a small well-mixed chest. The small chest may be operated at higher consistency, and higher impeller power input, especially if it is a “pulper” design with the impeller in the bottom. In contrast, there is essentially no mixing in a standpipe (B). Several mills have added a small “transfer chest” before an existing latency chest, to enable better use of online pulp testing (Blanchard and Fontebasso 1993). Some latency chests may be described as a series connection of a mixed volume and a plug-flow volume (Tessier et al. 1997, Ein-Mozaffari et al. 2004).

On-line analysers for pulp drainage rate gained widespread use for mechanical pulp production in the 1980ies (Brewster and Rogers 1985). While the drainage test method differs between models, the results are usually calibrated to match laboratory results of Canadian Standard Freeness (CSF) (Roche et al. 1997). Today, the most popular analysers measure several pulp properties. The basic tests are drainage rate, and optical analysis of fibre and shive size distributions.
The time required for a pulp test is around 1-10 minutes, depending on the time used for the analysis step, and for sample preparation (Dilution, disintegration, subsampling). The transport from the sampling position also adds a short delay.

When an analyser serves multiple positions, the sampling interval for each position is increased. Connecting e.g. 4 positions usually gives an interval in the range 20–35 minutes. While such configurations are common, shorter intervals are possible (e.g. Tamminen et al. 1987, Roche et al. 1996, Tessier et al. 1997, Johansson et al. 2018).

Each test result includes a random error due to variations in sample extraction, preparation and analysis. Moreover, there is a random “misrepresentation” error due to infrequent sampling and fast variations. This can be described as “sampling noise” (e.g. Alsip 1981), and it can be explained by the aliasing effect (e.g. Åström and Wittenmark 1997). Variations which are fast, in relation to the sampling interval, give a contribution to each sample which is not representable. The presence of fast variations in pulp quality is known from manual blow-line sampling and indicated by variations in blow-line consistency as well as motor load (Strand 1996, Ferritsius et al. 2017). Since a well-mixed pulp chest smoothens out fast variations, it can be used to reduce sampling noise.

Automatic control of pulp quality has in many applications been limited to a single property, often pulp freeness. Mean fibre length has also been controlled (Karlström et al. 2015). Pulp quality can be controlled by manipulating one of the basic process variables, e.g. second stage disc gap, or by manipulating e.g. refiner motor load or consistency (e.g. Roche et al. 1996). Some control strategies use the pulp tester in a model-based approach, where the test results are used to correct a pulp quality model. Different forms of model predictive control (MPC) have been studied and applied, in some cases together with a pulp quality model (Strand et al. 1999, Karlström and Isaksson 2009, Harinath et al. 2013). In the context of this study, it is not the under-lying control structure which is of interest.

Although few studies have investigated the impact of refining process design choices on pulp quality control performance, the literature contains many short statements that the latency chest is too large or that the sampling rate is too low (e.g. Honkasalo et al. 1989, Blanchard and Fontebasso 1993). The importance of the sampling interval was investigated by Hill et al. (1979), based on logged quality variation from an online analyser. Methods are available for evaluating control performance of different processes at varying sampling interval (e.g. Lennartson 1990, Åström and Wittenmark 1997, Horch and Isaksson 2001). To better understand the importance of refining process design parameters, they should be studied with respect to suitable indices of control performance, and for the large range of possible configurations.

Objectives and limitations

The objective of this study is to explore how control performance is affected by the size and design of the latency chest, as well as the configuration of the online analyser. Direct feedback control of a single quality property is studied. Latency treatment is not studied, it is assumed that it can be achieved with a relatively small chest, see Gao (2014) and Dawson et al. (1978).

Materials and methods

When comparing different process designs (or control strategies) it is important that relevant aspects of control performance and robustness are included. In the case of pulp quality control, the most relevant aspects are: the response to disturbances (such as raw material variation),
the response to random measurement error, and that the behaviour of the refiner will change over time.

The effect of process- and instrumentation alternatives on control performance can be evaluated by removing the influence of the choice of controller. This can be done by designing a controller for each configuration using a strict specification. Several aspects of performance can be included by setting the controller to optimize a main performance index, with constraints on robustness and/or sensitivity to measurement noise (e.g. Kristiansson and Lennartson 2006).

In this paper, the effect on control performance will be investigated for the following configuration parameters:

- **Mixed chest time constant** ($T_R$), which is determined by the residence time of the part of the pulp chest volume which can be considered well-mixed.
- **Time delay** ($T_D$), due to sample preparation and analysis, transport in piping to the analyser, and in some cases due to a plug-flow region in the pulp chest.
- **Sampling interval** ($T_S$), of the pulp quality analyser.
- **Random error**, i.e. deviations of analyser results due to variations in sample extraction, preparation and analysis. Sampling noise may also be included, since it has a similar effect.

The chosen approach is to design a controller for a wide range of “process designs”, defined by values of $T_R$, $T_D$ and $T_S$. For each design, PI controller parameters were determined by optimization (see Garpinger and Hägglund 2015, Soltesz et al. 2017). The main performance index is the integrated absolute error (IAE) after a step disturbance. Values of controller parameters were chosen to minimize the IAE, under constraints for two complementary indices: 1) The peak amplification of disturbances must be less than a given level, 2) The sensitivity to measurement error must be less than a given level.

The effect of $T_R$, $T_D$, and $T_S$ on control performance was compared based on the resulting IAE. The importance of random error was examined by varying the level of the second constraint. In the following, the method is explained in detail. An additional aspect is that a mixed chest filters out fast variations, reducing “sampling noise”. This is treated separately.

**Process model and control algorithm**

A refining process is modelled as shown in Figure 3. The manipulated variable, $u$, is denoted disc gap. The input disturbance represents variations in e.g. chip quality or throughput. The pulp chest is modelled as “perfectly

![Figure 3: Process model for simulation of pulp quality control. Colours are used in simulation results.](image-url)
mixed”, i.e. a low-pass filter, with time constant $T_R$. Analyser results are available at discrete instants separated by uniform intervals set by $T_S$. Results are delayed by $T_D$ minutes. Note that delay is often mainly in the analyser, but it is placed before the sampler to simplify calculations. This has no effect on results (see Appendix). The model can be used to simulate the pulp quality response to input disturbances and disc gap. From Figure 3, a filter on the P-part is included in the controller (in transfer function form). Filtering the I-part is less motivated, since it is already a form of filter.

Control performance and process design comparison

For many refining processes, the response to set-point change is of secondary interest. The main objective is to reduce the variation in pulp quality due to changing raw material and other disturbances. An additional objective is to nearly the full effect is visible already in the next sample, while in 4A some of the gradual change is captured. The response in measured quality in 4A is that of a discrete “first order with time delay process”. The process in 4B is simpler since $T_S$ is large compared to $T_B$ and $T_R$.

Proceeding to the controller, a PI algorithm with filter was chosen for this study. The controller acts on infrequent measurement results (samples), given by $y$ in Figure 3. Each time a new result is presented, the control algorithm decides on a new disc gap, $u$, based on the deviation between the measured value and the set-point,

$$ y_{dev}(k) = y_{SP}(k) - y(k). $$

A simple control algorithm is to change the disc gap in proportion to the deviation, i.e.

$$ \Delta u(k) = K_I T_S y_{dev}(k), $$

$$ u(k) = u(k-1) + \Delta u(k). $$

This is referred to as a discrete time integral controller, where $K_I$ is the integral gain. The sample index $k$ is used to identify the sample at the time $t = k \times T_S$. In-between sampling instants $u(t)$ equals the value set by the last control action.

A proportional controller is tuned by the proportional gain, $K_P$, and sets gap in relation to the current deviation,

$$ u(k) = K_P y_{dev}(k). $$

A discrete PI controller is given by the sum of the integral part and the proportional part (in incremental form),

$$ \Delta u(k) = K_I T_S y_{dev}(k) + K_P [y_{dev}(k) - y_{dev}(k - 1)]. $$

The output of the first order low-pass filter,

$$ y_{filt}(k) = ay_{filt}(k - 1) + (1 - a) y_{dev}(k), $$

is a weighted average of past results, where $a$ sets the strength of the filter. In Figure 3, a filter on the P-part is included in the controller (in transfer function form). Filtering the I-part is less motivated, since it is already a form of filter.
avoid acting on measurement error, since this creates quality variation. These objectives require a compromise. To illustrate this, a simulation is presented in Figure 5, where a given process is controlled by a PI controller. Moreover, the process behaviour can change over time, which also motivates defensive controller settings to achieve robustness to process change.

A popular index for performance is given by the shaded purple area in Figure 5, between the pulp quality curve (purple) and its set-point (which is 0 in this case). This is the integrated absolute error, and is in this case given by

$$IAE = \int_{0}^{\infty} |y_{SP}(t) - y_{chest}(t)| dt,$$  \hspace{1cm} (8)

where $y_{chest}$ is the pulp quality after the chest (Figure 3). When there is no over-shoot in the step response, the IAE equals the integrated error ($IE$).

The chosen method for controller design is based on minimization of the IAE after an input step disturbance. For many processes, the lowest possible IAE is achieved at the cost of other performance objectives. For this reason, constraints are added to limit the sensitivity to measurement noise, and to ensure robustness (Garpinger and Hägglund 2015, Soltesz et al. 2017). This involves performance indices which are usually defined and calculated using transfer functions. These indices are presented briefly below, and the calculations are presented in the Appendix.

The sensitivity to random measurement error is shown in the later part of the time series in Figure 5. Although the step response looks good, the controller creates much quality variation by acting too strongly on random analyser errors. The random errors are uncorrelated (i.e. white noise) and generated from a normal distribution. The controller acts on measurement error with standard deviation $\sigma_{e} = 0.30$, and thereby creates variation in blowline pulp quality (red) with standard deviation $\sigma_{y,e} = 0.225$. An index for the sensitivity to measurement error is the ratio $\sigma_{y,e}/\sigma_{e}$, here 75% (e.g. Garpinger and Hägglund 2015). This index is here referred to as the “noise transfer ratio”.

Robustness constraints are often set using a frequency domain description of the controlled process. When periodic disturbances act on a process under feedback control, those with low frequency are reduced in amplitude (compared to when the manipulated variable is held constant), but variations with high frequency are amplified. Since pulp quality is controlled using sampled (discrete) results, we use the step-invariant discretization of the process and study the discrete frequency response (e.g. Åström and Wittenmark 1997). Details are given in the Appendix.

The peak amplification of disturbances, $M_{S}$, is a complementary index of control performance, and it also indicates robustness to change in process behaviour (e.g. Åström et al. 1998). It is common to include a limit on $M_{S}$ as a part of a controller design specification. For comparison of different controllers, the limit has often been set in the range 1.4–1.7 (e.g. Åström et al. 1998, Kristiansson and Lennartson 2006, Soltesz et al. 2017).

For a given process design, the optimization problem to be solved is:

Find values of controller parameters $K_{P}$, $K_{I}$ and $\alpha$ that minimize $IAE$, under the constraints $M_{S} \leq c$, and $\sigma_{y,e}/\sigma_{e} \leq d$.

The effect of the process design is explored by varying $T_{R}$, $T_{D}$, and $T_{S}$, while the importance of measurement error is studied by varying the level of the constraint on $\sigma_{y,e}/\sigma_{e}$ between 30 and 70%.
The constraint on $M_S$ was set to 1.4. The choice of controller was either PI ($\alpha=0$) or PI with filter (all parameters optimized). Optimization was performed using a general-purpose interior-point-algorithm, available in the Optimization Toolbox for Matlab. The values of $M_S$ and $\sigma_{y/e}/\sigma_e$ were calculated using transfer functions, whereas the IAE was calculated based on results of simulation using Simulink (details are given in the Appendix).

### Pre-filtering of fast variation before pulp sampling

In the previous section the aspect of sampling noise was not included. A smaller mixed chest time constant (residence time) enables better step response performance (IAE), but worse pre-filtering (more sampling noise). The impact of sampling interval and pre-filter time constant on control performance is complex (Lennartson and Middleton 2014). Since there is a lack of knowledge about the character of variations after the refiner, we use a simple method and estimate that the pre-filtering function can be made good enough with a small negative impact on the IAE. The level of sampling noise depends on the choice of mixed chest time constant and sampling interval. It also depends on the variance and character of the fast quality variations after the refiner. The variance of fast blowline quality variations can be large, but the character of these variations is less known, since few have studied a large number of samples (see Ferritsius et al. 2017).

A simple index of pre-filter performance is its dampening at the Nyquist cycle time, $2\pi T_S$. A well-mixed chest can be modelled as a first order low pass filter with time constant $T_R$. At the cycle time $2\pi T_R$, this filter reduces the amplitude to 71% (square root of 0.5), and faster frequencies are damped more. To have 71% dampening at $2\pi T_S$ requires that $T_R$ is around $\frac{1}{3}$ of $T_S$. With limited knowledge of the character of fast quality variations, it seems reasonable to estimate that the choice $T_R > \frac{1}{3} T_S$ will reduce sampling noise variance to a level where it is small in relation to the other random errors.

### Results

The achievable control performance was determined for a wide range of configurations, with varying choice of mixed chest time constant ($T_R$), analyser time delay ($T_D$), and sampling interval ($T_S$), all expressed in minutes. For a well-mixed latency chest, we can interpret $T_R$ as its residence time. Time delay is often mainly due to the analyser but may also be due to plug flow in a latency chest and sample transport. The main performance index is the integrated absolute error (IAE) of the response to an input step disturbance. It has the unit minutes, see (8), which may be perceived as a strange measure of performance. These values can be related to e. g. the settling time using the example in Figure 5, and the results can be used to compare the relative effect of changes to an existing process.

As seen in Figure 6 and 7, control performance (step response error, IAE) depends strongly on the chosen sam-

---

**Figure 6:** Control performance (IAE) vs sampling interval for different chest time constants (residence time). Analyser delay = 8 min. PI controller. $M_S \leq 1.4$. Noise transfer ratio $\leq 50\%$.

**Figure 7:** Control performance (IAE) vs sampling interval for different analyser delay and chest time constants (residence time). PI controller. $M_S \leq 1.4$. Noise transfer ratio $\leq 50\%$. 

pling interval and chest time constant. In these figures, the constraint on the noise transfer ratio is set to 50%. The relations change depending on this level, as shown in Figures 8 and 9. The PI controller without filter is used in Figures 6–9. Adding a filter had only a small effect on the results (See Appendix), and therefore we present mainly results without filter. In the largest part of the studied range, there is no single parameter which sets a limit for performance.

Reducing the sampling interval improves performance (reduces the IAE) following an almost linear relationship (Figures 6 and 7). The exception is the curves for 5- and 2-minute chests, which flatten out after small peaks related to the 8-minute analyser delay, in relation to $T_S$ (See Appendix).

Reducing the chest time constant also improves performance significantly, but not when it is small in relation to the sampling interval. In Figure 6, the IAE improvement when changing from $T_R = 20$ (and $T_S = 20$) to $T_R = 5$ is the same as that of changing to $T_S = 13$. However, the improvement from further reducing the chest size from $T_R = 5$ (at $T_S = 20$) is small. A change of $T_R$ from 30 to 5 minutes can reduce the IAE by up to 40%. Reducing the time constant to less than around 1/3 of the sampling interval does not improve performance significantly. Moreover, reducing the time constant to less than the delay does not improve performance.

The effect of reducing the delay is generally stronger than that of reducing the time constant by the same number of minutes. Reducing $T_D$ is especially effective when $T_S$ is less than $T_D$ (Figure 7). In practise, this can occur when there is a latency chest with a plug-flow region, or a very long sample transport pipe. More commonly, the sampling interval is larger than the time delay, and the effect of reducing $T_D$ is then less pronounced.

The effect of measurement error standard deviation ($\sigma_e$) can be retrieved indirectly from Figure 8, which has two important interpretations. The direct interpretation is that the IAE can be reduced by choosing a less strict limit on the noise transfer ratio ($\sigma_{ye}/\sigma_e$). Indirectly, if $\sigma_e$ can be decreased, the IAE can be reduced. For example, reducing $\sigma_e$ by 30% ($\sigma_e^2$ by 50%) without changing the controller settings results in a reduction of the induced quality error ($\sigma_{ye}$) by 30%. To stay at the same level of $\sigma_{ye}$, the controller can be set with higher $\sigma_{ye}/\sigma_e$. The consequence of this can be seen by comparing the curves of 35% and 50% ($35\%/0.70 = 0.50$), or those of 45% and 65% ($45\%/0.70 = 0.64$). From this comparison, the effect of reducing standard deviation by 30% is approximately equal to that of reducing the sampling interval by 50%.

With a stricter limit on the noise transfer ratio, the importance of the sampling interval increases (Figure 9). This is illustrated by comparing performance for designs with $T_R = 5$ and 20 minutes (see also Figure 4). As an example, the process in Figure 4A is better than that in 4B when the noise transfer ratio is less than 50%. Since the random error of pulp quality tests is often significant in relation to the real variation in pulp quality (e.g. Hill 1993), the controller design should not allow transfer of more than...
20–50 %. This is a difficult compromise, since the IAE increases strongly when the noise transfer ratio is decreased.

The almost linear relations between performance and sampling interval in Figures 6–9 are related to the constraint on the noise transfer ratio. This nature of the results is characteristic for the combination of this type of constraint and the IAE as the main performance index. The “robustness constraint” \( M_S \leq 1.4 \) is inactive for most of the points in Figures 6–9, as shown in Figure 11. In the range where this constraint is active, it generates the peaks in the curves, and bends the otherwise relatively straight curve.

Figure 11 shows the peak amplification and the noise transfer ratio corresponding to the results in Figure 8. The constraint on \( \sigma_{y,e}/\sigma_e \) has a greater influence on the results. Even if a quite strict constraint with \( M_S \leq 1.2 \) is used, the solution for \( \sigma_{y,e}/\sigma_e \) is only changed for \( T_S < 10 \) minutes, since \( M_S \) is already less than 1.2 for larger \( T_S \). Moreover, the analyser random error may be of significant magnitude in relation to the actual quality variations. Consequently, for the major part of the studied range of configurations the controller settings can be considered limited by the noise transfer ratio. When a controller is set for a reasonable compromise between reducing the effect of input disturbances and avoiding creation of quality variation by acting on random measurement noise, the robustness properties (here described by \( M_S \)) will also be good.

The PI controller settings for the curves in Figure 6 are shown in Figure 10. The optimal PI controller turns into an integral-only controller when the sampling interval is relatively long. Also, for the three evaluated chest time constants, as the sampling interval becomes relatively long, the product \( K_I \cdot T_S \) converges to the same value.

A better step response (lower IAE) implies a higher bandwidth, i.e. that the effect of faster disturbances can be reduced. This is important, since raw material variations often have a stochastic character, with variation in a wide band of frequencies. The bandwidth for the response to input disturbances can be calculated from the results (See Appendix). For example, consider the 20-minute chest in Figure 6 at a sampling interval of 15 minutes. An input disturbance with cycle time of 7.7 hours is reduced in amplitude to 70 % using the optimal PI controller. Faster variations are either only slightly damped or amplified up to a maximum of 130 % (\( M_S \)). This emphasizes that the peak amplification is also a performance index, and that it should not be chosen too high. A fast step response is also important when disturbances appear as short-term deviations from a relatively constant level.

**Pre-filtering of fast variation before pulp sampling**

In the last part of the methods section it is estimated that the level of sampling noise can be made relatively low using a mixed chest with time constant (residence time) of 1/3 of the sampling interval. Together with the main part of the results, this indicates that pre-filtering can be achieved without significant reduction of step response performance. However, sampling noise can be significant if the pulp chest is not mixed, as in the case of a standpipe.
Discussion

A wide range of latency chest and analyser configurations are used in mechanical pulping mills, and the range of possible configurations is even wider. Most mills today use multi-property analysers which serve several positions, resulting in long time delay and long sampling intervals. Shorter intervals are possible by using one analyser for each position, or by using alternative analysers (e.g. Tessier et al. 1997, Johansson et al. 2018).

A clear result of this work is that control performance can be improved by reducing the sampling interval. An exception occurs when the measurement noise transfer ratio is high, and the chest is small. Then, performance is limited mainly by the time delay. However, this exception is less relevant. In practise, the noise transfer ratio should not be set higher than 20–50 %. Then, there is an almost linear dependence of IAE on T₃ (Figure 7). The slope depends mainly on the allowed transfer of measurement error (Figures 8, 9).

A small well-mixed pulp chest after refiners offers a short time constant and thereby enables improved step response performance, but it should also provide latency treatment and pre-filtering to reduce sampling noise. Latency treatment can be achieved in a short time using high intensity agitation, but there is a lack of reported mill results (Dawson et al. 1978, Tamminen et al. 1987, Gao 2014). If the need for latency treatment does not limit the chest size, control performance can be significantly improved by using a smaller chest, especially together with a short sampling interval. There are also other benefits of having a small pulp chest. With a relatively small chest and a short sampling interval, it is possible to detect short-term variations (Karlström and Hill 2018). These are of interest when trying to understand the process, and when evaluating control strategies. Moreover, manual control actions are easier to evaluate, since the final level of the response is approached faster.

To further improve the use of pulp property measurements in different control concepts, the random error of measurement results should be reduced. Sampling noise can be reduced by using a well-mixed chest. Composite sampling can reduce sample extraction error and to some extent also sampling noise (see Ferritsius et al. 2017). For multi-property testers, the random analysis error of each property may be reduced by reconciling the results (Strand et al. 1989). The random analysis error depends on the choice of pulp property and analysis method. The strong trade-off between reducing the effect of disturbances and avoiding action on measurement noise emphasizes the importance of reducing measurement error.

This work shows how the use of pulp quality feedback control can be improved by changes to the latency chest and to the configuration of the online analyser. Variation in pulp quality naturally also depends on the performance of the continuous control strategies, such as control of refining consistency. The importance of pulp quality feedback control in a specific mill depends on the character of the disturbances which cause quality variations. Further assessment of pulp quality control can be made using logged values of variation in quality (Hill et al. 1979, Toivanen and Tamminen 1990, Horch and Isaksson 2001). Two additional aspects on control performance is how fast the controller can react after a set-point change, and how fast it can find the right pulp quality after the controller is activated, e.g. after start-up of the refiner. These functions are related to the input disturbance step response but can be modified separately.

Conclusions

In this paper, analysis of a range of simulated process designs has shown that:

- Reducing the pulp chest time constant improves control performance, down to a limit set by the sampling interval and the analyser delay.
- Reducing the time delay improves performance, also when it is only a fraction of the sampling interval.
- Using a pulp chest without mixing results in sampling noise due to fast variations. The study indicates that sampling noise is not significant for a small well-mixed chest.
- Reducing the sampling interval improves performance, also when the interval is smaller than the chest time constant or the analyser delay.
- When low sensitivity to measurement error is important, the achievable performance depends strongly on the sampling interval length.
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Appendix

In the following, some additional comments about the results are provided. But first, a detailed description of the control performance evaluation used in the study are given.

The study of a continuous process under feedback control from discrete samples offer some challenges. Advanced methods are available for study of such systems, but a common approach is to form a discrete representation of the system and study only the behaviour at the discrete sampling instants (e.g. Åström & Wittenmark 1997). This approach is used in this paper, but it is combined with simulation to evaluate the continuous-time response to an input step disturbance.

The discrete process model is formed by zero-order-hold (ZOH) sampling of a continuous process model (Figure 3),

$$P(s) = \frac{1}{T_R s + 1} e^{-T_D s}. \quad (9)$$

Note that the analyser delay is included as a part of this continuous process model, even though it in practise occurs after sampling. This makes it easier to form a discretized transfer function to relate the input disturbance to the analyser output.

Since the studied range contains configurations where $T_D$ is a fraction of $T_S$, the step-invariant-transformation is slightly complicated (see Åström and Wittenmark 1997). Functions for step-invariant sampling are available in e.g. Matlab, through the function \texttt{c2d}. This function also provides the correct step-invariant discretization in the case of fractional delay.

Step-invariant discretization of $P(s)$ at the sampling interval $T_S$ yields the discrete pulse transfer function

$$P(z) = \frac{(1-l)z + (l-k)}{z-k} z^{-m}, \quad (10)$$

where $k = e^{\frac{-T_D}{T_S}}$, $l = k^{m-\frac{m}{T_S}}$, and $m$ is the integer such that $(m-1) T_S < T_D < mT_S$.

After the discrete pulse transfer function $P(z)$ has been found, analysis of the controlled process is performed in the same way as for a continuous system. The transfer functions of interest are formed by combining $P(z)$ with the controller transfer function $C(z)$, and the refiner gain, $k_u$, see Figure 12. The gain from disturbance to refiner output, $k_d$, has been dropped from the process description.

In the refining process in Figure 3, pulp quality is defined after the refiner (in the blowline) and after the mixed chest. We will consider quality in the blowline to be the output of the process. Then, the mixed chest and the delay can be regarded as a part of the sensor. With this perspective, the disturbance enters at the output of the process. The transfer from disturbance, $d$, to blow-line quality, $x$, is described by

$$x(z) = G_{xd}(z) d(z) = \frac{1}{1 + P(z) k_u C(z)} d(z), \quad (11)$$

Note that $G_{xd}$ is also the transfer function from a disturbance entering at the chest output, to quality after the chest. This is recognized as the sensitivity function, $S$. The peak of $S$, $M_s$, describes the peak amplification of input disturbances to blow-line quality, and is given by

$$M_s = \max_{\omega} S(e^{j\omega T_S}) = \|S\|_{\infty} = \left\| \frac{1}{1 + PC} \right\|_{\infty}, \quad (12)$$

Figure 12: Discrete representation of the controlled refining process. Blowline quality and quality after chest are here denoted $x$ and $q$ respectively, for clarity when denoting transfer functions.
where $\omega$ is the angular frequency, i.e. by the maximum value of the discrete frequency response function.

From the discrete frequency response of $S$, the bandwidth is here defined as the highest frequency which is damped to an amplitude of 0.70 (the 3 dB bandwidth). The bandwidth can be expressed in terms of cycle time instead of frequency.

The transfer from measurement error, $e$, to blowline pulp quality, $x$, is given by

$$x(z) = G_{xe}(z)e(z) = \frac{k_u C(z)}{1 + P(z) k_u C(z)} e(z). \quad (13)$$

When $e$ is a white noise signal with variance $\sigma_e^2$, the standard deviation in blowline quality due to $e$ is given by

$$\sigma_{xe} = \| \frac{k_u C}{1 + PK_u C} \|_2 \sigma_e. \quad (14)$$

The ratio

$$\frac{\sigma_{xe}}{\sigma_e} = \| G_{xe} \|_2 \quad (15)$$

is a measure of the sensitivity to random measurement error. This index is here referred to as the noise transfer ratio.

Since measurement error enters as a discrete signal, $G_{xe}$ is an accurate representation of the response to measurement error (at the sampling instants). In contrast, the discrete frequency response of e.g. $S$ is only an approximation of the response to a continuous periodic sine wave. The accurate response can be given as a sum of the response to the input (fundamental) frequency and its aliases. This may cause the calculated $M_S$ to be inaccurate (too low), especially when the chest (pre-filter) time constant is small. Other approaches to robustness are available (e.g. Toivonen and Tamminen 1990, Lennartson and Middleton 2014). However, the approximation used may be sufficient for most of the studied range of configurations and levels of constraints. It was found that the constraint on noise transfer ratio was more important, and the IAE was calculated for the continuous-time step response.

Figure 13 shows the implementation of the model in Simulink, used to evaluate response to input step disturbance. The transfer of measurement error was calculated using the Matlab Control Toolbox function $\text{norm}$, while $M_S$ was calculated using the function $\text{getPeakGain}$.

The simulations were performed using a numerical solver ($\text{ODE45}$), with maximum step size set to 2 minutes and relative tolerance set to 0.001. The timing of the sampling instants is such that the first sample is at time 0, where also the step disturbance occurs.

Additional results and comments

Although the PI controller was complemented with a filter, it was decided to leave this out from the results section, since the improvement was small. Optimization with the filter parameter included was also less robust and required some restarts with changed initial guess. A few results are shown in Figure 14.

The addition of a filter on the P-part of the PI controller enables reduced IAE when the chest time constant is large, but not otherwise. To minimize the IAE requires high values of $K_I$. A step disturbance does not motivate the use of
Figure 14: Control performance (IAE) vs sampling interval for different chest time constants, with or without filter in the PI controller. Analyser delay = 8 min. PI controller. $M_\Sigma \leq 1.4$. Noise transfer ratio ≤ 50%.

a filter, but a filter is motivated by the mixed chest when there is a large time constant. However, such large chests in relation to the sampling interval should not be used, since performance can be improved by choosing a smaller chest. Consequently, the PI controller without filter was used, which also leads to simpler optimization.

The response to an input step was chosen for the main measure of performance because it is simple. However, it comes with some difficulties. The timing of the input step in relation to the equally distanced sampling instants influences the results. This is especially evident where $T_D$ is around the same size as $T_S$. In the results presented, the step occurs at time 0, together with a sampling instant. If the timing of the input step is set so that it occurs between two sampling instants, the resulting minimized IAE will be different. This is apparent for the result curves which show peaks. The positions of the peaks change depending on the input step timing. The difference is however small for the result curves without peaks, and these can be considered more relevant. The peaks appear also when the constraint on $M_\Sigma$ is excluded, but to a lesser extent.
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