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Abstract

We present the first openly available corpus for detecting depression in Thai. Our corpus is compiled by expert verified cases of depression in several online blogs. We experiment with two different LSTM based models and two different BERT based models. We achieve a 77.53\% accuracy with a Thai BERT model in detecting depression. This establishes a good baseline for future researcher on the same corpus. Furthermore, we identify a need for Thai embeddings that have been trained on a more varied corpus than Wikipedia. Our corpus, code and trained models have been released openly on Zenodo.

1 Introduction

Depression is a significant public-health problem and one of the leading causes of disease burden worldwide. In 2010, Depression was ranked as the sixth leading causes of disability-adjusted life years in South-East Asia (Murray et al., 2012). Globally, more than 264 million people were affected (James et al., 2018). Depression affects 86 million people in South-East Asia region. At its most severe, depression can lead to suicide, which is the second highest cause of death among 15-29 years old in the region (Sharma, 2017).

Depression is a growing problem in Thailand as the country has a globally high depression rate reaching to 1.7 million people (see Kongsuk et al., 2017). At the same time, people dealing with depression struggle to find help (see Dundon 2006), or worse yet, they might receive insufficient treatment (Lotrakul and Saipanish, 2009). A worst-case scenario, depression can lead to suicide. Depression is one of the leading causes of suicide in Thai adolescents (Sukhawaha and Arumpongpaisal, 2017). In 2019, suicide rate of Thai people aged between 20-29 was 667 persons and aged between 30-39 was 959 persons which was the highest numbers of all aged groups\footnote{Department of Mental Health report \url{https://dmh.go.th/report-suicide/age.asp}}.

While Thai is not what we would call low-resourced (see Hämäläinen 2021), there are currently no datasets available for detecting depression in the Thai language. We present a new dataset based on blog posts and verified cases of depressed bloggers. Furthermore, we establish a baseline for further research on the topic in the Thai language. We have published the dataset, code and models presented in this paper openly on Zenodo\footnote{https://zenodo.org/record/4734552}.

2 Related work

In this section we present some of the recent related work in more detail. While there have been several digital humanities driven research efforts in better understanding depression in text (Girard and Cohn, 2015; Abd Yusof et al., 2017; Loveys et al., 2018), we only focus on work that has been conducted on depression detection. There are also several approaches to depression detection in other languages (Pirina and Çöltekı̈n, 2018; Husseini Orabi et al., 2018; Song et al., 2018).

An onset of major depression can be characterized and detected by investigating social media data such as Twitter (De Choudhury et al., 2013b,a). By exploring a large corpus of Twitter posting by using crowd-sourcing methodology. An SVM classifier was built by divesting a variety of social media measures such as social activity, egonetwork, style, user engagement, emotion, and language. The classifier model predicted with high accuracy (70\% and 73 \% respectively) predicting ahead of the reported onset of depression and whether
or not a post on Twitter could be depressive-indicative postings. Depression levels is detected by a proposed social media depression index.

Computerized analysis of various kind of texts related to depression reveals signals of psychiatric disorders. Depression is measured by self-reported symptoms (Rude et al., 2002), by clinical interview (Rude et al., 2003). The Scrambled Sentences Test (SST) (Wenzlaff, 1993) was used to measure of cognitive processing bias of a large sample of college students. Negative cognitive processing biases in resolving ambiguous verbal information can predict depression and subsequent depression symptoms.

Depression has been detected automatically before in Thai Facebook users (Katchapakirin et al., 2018). The authors train several models on RapidMiner. The models rely on metadata for activity on Facebook such as the number of posts posted on a given week day, the number of day-time and night-time posts and the number of shared posts. The authors did not train the models on text, but rather used numerical features extracted from Facebook posts such as the number of first person pronouns and number of positive words.

A screening text-based classification model was also applied to Thai Facebook posts to detect depressive disorder (Hemtanon and Kittiphattanabawon, 2019). Similarly to the previous approach, the authors apply several traditional machine learning techniques to Thai social media text with pre-extracted features. Kumnunt and Sornil, 2020 present a CNN (convolutional neural network) based approach to depression detection in Thai social media posts. The authors crawl posts tagged with a depression hashtag to build their dataset. Contrary to any of the current work on Thai depression detection, our approach does not deal with social media posts but lengthier blog posts. We also make our dataset available unlike the existing work.

3 Data

Our data was taken from blogs or weblogs. As defined by Mishne (2005), blogs are personal, highly opinionated logs, available publicly, with a subjective writing style, and the use of non-content features such as emotions. Blogs can be used as data sources to predict the most likely state of mind with which the post was written: whether the blogger was depressed, cheerful or bored. Blogs prompt many bloggers to indicate their mood at the time of posting (Mishne et al., 2006).

We have obtained post data from two main platforms: the weblog entitled “Storylog” and personal blogs posted via two blog platforms “bloggang.com” and “blogspot.com”. Storylog is a social writing platform in Thai language. It was launched in 2014 (https://storylog.co). Its philosophy is “Everyone has something to tell.” Stories shared on it are text-based articles about life experiences, opinions, ideas, as well as inspirations. Posts are organized by the bloggers’ areas of interest experience, emotion, inspiration, and short story. Towards the other end of communication, blog readers can comment on the given post.

We use these platforms to collect a corpus of posts that are written by depressed individuals. Only posts, not user comments, are analyzed in this study. Criteria for data collection included:

- each blogger has posted at least 15 post entries
- posts contain depressive experiences indicated by the key words “depressed”, “depression”, “depressive disorder”, “useless”, “fail”, “death”, “overdose”, “suicide”, “cut”, “self harm”
- the content of the post contains one of the three types of depression symptoms (Cassano and Fava, 2002): psychological symptoms, behavioral symptoms, and physical symptoms
- only posts written in prose format are investigated
- poetic format and English translation are excluded

Through manual analysis and verification, we reach to 400 depressed posts published on Storylog between 2015-2019, and 72 personal blogs posts published during the same time period. In total, our corpus contains 472 verified depressed blog posts. To make the corpus viable for machine learning, we further crawl an additional 472 blog posts that do not exhibit depression from the Storylog platform.
In total, our dataset has 472 depressed and 472 non-depressed blog posts. We shuffle the data on a sentence level and split it to 75% training, 10% validation and 15% testing. The splits are shared across all the models. Table 1 shows some examples of the dataset with translations into English. The number of sentences for training, testing and validation can be seen in Table 2.

Words are typically written together without spaces in Thai language and white-spaces are used to indicate sentence boundaries. This means that the blog posts need to be tokenized into sentences and words. We do these tokenizations by using PyThaiNLP (Phatthiyaphaibun et al., 2016).

### Table 1: Example sentences from the dataset and their translations in English

| Sentence                                                                 | Depression |
|--------------------------------------------------------------------------|------------|
| การวิ่งหนีความรู้สึก “ยาก”                                               | True       |
| Running away from feeling "difficult."                                   | False      |
| แต่ยังจำความเจ็บจากการคาดหวังมากเกินไป                                 | False      |
| It was a really tiring day. I am very tired both physically and mentally. | True       |
| เริ่มต้นขึ้นเมื่อเขาใช้เวลาว่างจากการอ่านหนังสืออย่างหน่วงในช่วงวัยรุ่น    | False      |
| He only has a slightly embellished smile on his cheeks.                  | False      |

### Table 2: Number of sentences in the data splits

|               | train | valid | test |
|---------------|-------|-------|------|
| depressed     | 12837 | 1712  | 2567 |
| non-depressed | 12240 | 1632  | 2448 |

### 4 Detecting depression

In this section, we describe the four different models we use to automatically detect depression in our dataset. Following Hämäläinen et al. (2021), two of the models are based on LSTM (long short-term memory) models and two on transfer learning on pretrained BERT models (Devlin et al., 2019).

We train our first model using a bidirectional LSTM based model (Hochreiter and Schmidhuber, 1997) using OpenNMT (Klein et al., 2017) with the default settings except for the encoder where we use a BRNN (bidirectional recurrent neural network) (Schuster and Paliwal, 1997) instead of the default RNN (recurrent neural network). We use the default of two layers for both the encoder and the decoder and the default attention model, which is the general global attention presented by Luong et al. (2015). The model is trained for the default 100,000 steps. The model is trained with tokenized sentences as its source and the depression label as its target.

We train an additional LSTM model with the same configuration and the same random
seed (3435) with the only difference being that we use pretrained word2vec embeddings for the encoder. We use the Thai2vec embeddings provided as a part of PyThaiNLP\(^3\). The vector size is 300 and the model has been trained on Thai Wikipedia.

In addition, we train two different BERT based sequence classification models based on the Thai BERT model\(^4\) and Multilingual BERT (Devlin et al., 2019), which has been trained on multiple languages, Thai being one of the latest additions to the cased model. We use the transformers package (Wolf et al., 2020) to conduct the fine tuning with our dataset. The models are fine tuned to predict the depression label from a tokenized sentence. For the Multilingual BERT model, we use the same tokenization as for the other models, but for the Thai BERT model, we run the model’s own tokenizer on an untokenized input. As hyperparameters for the fine tuning, we use 3 epochs with 500 warm-up steps for the learning rate scheduler and 0.01 as the strength of the weight decay.

This setup takes into account the current state of the art at the field, and uses recently created resources such as Thai BERT model, with our own custom made dataset. Everything is set up in an easily replicable manner, which ensures that our experiments and results can be used in further work on this important topic.

5 Results

In this section, we show and discuss the results obtained with our 4 different models: 2 LSTM based models and 2 BERT based ones. The results of the models can be seen in Table 3.

| Model              | overall acc | depression acc | no depression acc |
|--------------------|-------------|----------------|-------------------|
| LSTM               | 76.19%      | 77.05%         | 75.29%            |
| LSTM + w2v         | 75.69%      | 74.44%         | 77.00%            |
| Multilingual BERT  | 75.06%      | 79.11%         | 70.80%            |
| Thai BERT          | 77.53%      | 79.70%         | 75.25%            |

Table 3: The accuracies obtained by the different models

The model finetuned on Thai BERT reaches the highest overall accuracy and the highest accuracy in detecting depressed sentences correctly. However, it misclassifies non depressed sentences as depressed more frequently than the LSTM based model that is trained with word2vec embeddings. This is interesting as the BERT model is superior to the LSTM model in the overall and depression accuracies and notably inferior in the non-depression accuracy.

What makes this result even more interesting is that both the Thai BERT and the pretrained word2vec model used with the LSTM model have been trained on Thai Wikipedia. This is very likely due to the fact that Wikipedia represents the type of genre that does not exhibit any features of depression, and therefore a word2vec based model that cannot capture contextual information is more likely to label sentences as non depressed leading to a lower accuracy in the depressed label and a higher accuracy in the non depressed label. The contextuality of the BERT embeddings makes it possible for them to be fine tuned better towards the new genre of depressed text.

6 Discussion and conclusions

In this paper, we have presented a new expert curated dataset for depression detection in Thai blog posts. Our sentence level results are promising and we are sure we can use our models to snowball more depressed blog posts from platforms such as Storylog for further linguistic analysis as a part of our interdisciplinary research project.

Based on our results, we can identify one easy future direction for enhancing the results obtained by our models. Currently, all freely available pretrained Thai embeddings have been trained on Wikipedia. This is not optimal for several reasons, one being the encyclopedic genre of Wikipedia, the other being the fact that while Wikipedia is written in formal “correct” Thai, blog posts are written in a more colloquial language variety. This means that the vocabulary coverage of Wikipedia data is poor when compared to blog posts.

Our blog corpus consists of 21,002 unique tokens while the word2vec model trained on Wikipedia has embeddings for 51,358 words.

\(^3\)https://pythainlp.github.io/tutorials/notebooks/word2vec_examples.html

\(^4\)https://github.com/ThAIKeras/bert
The blog corpus (training, testing and validation combined) contains 6,488 words that are not present in the word2vec model, this means that around 31% of the words present in our blog depression corpus are simply not in a Wikipedia based model. In the future, it is clear that Thai language calls for openly available models that are trained on a larger and more varied internet corpus than solely on Wikipedia.
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