Order of magnitude increase in laser-target coupling at near-relativistic intensities using compound parabolic concentrators
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Achieving a high conversion efficiency into relativistic electrons is central to short-pulse laser application and fundamentally relies on creating interaction regions with intensities $\geq 10^{19}\text{ W/cm}^2$. Small focal length optics are typically employed to achieve this goal; however, this solution is impractical for large kJ-class systems that are constrained by facility geometry, debris concerns, and component costs. We fielded target-mounted compound parabolic concentrators to overcome these limitations and achieved nearly an order of magnitude increase to the conversion efficiency and more than tripled electron temperature compared to flat targets. Particle-in-cell simulations demonstrate that plasma confinement within the cone and formation of turbulent laser fields that develop from cone wall reflections are responsible for the improved laser-to-target coupling. These passive target components can be used to improve the coupling efficiency for all high-intensity short-pulse laser applications, particularly at large facilities with long focal length optics.

Intense, short pulse lasers have demonstrated wide utility for ion acceleration [1], isochoric heating of matter into exotic states [2], and generating positron-electron antimatter pairs [3]. These applications require the generation of relativistic electrons with temperatures on the order of 1-10 MeV and typically necessitate a laser driver with ultra-relativistic intensities $I_L \lambda^2 \geq 10^{19}\text{ W/cm}^2\mu\text{m}^2$, where $I_L$ is the laser intensity and $\lambda$ the wavelength. For solid targets at these intensities, electrons are accelerated through direct interaction with the laser field via the ponderomotive force [4] and those that slowly dephase or observe a significant number of laser oscillations reach the highest energies. The electron acceleration can be optimized by tailoring preplasma scale length [5, 6] using structured target interfaces [7, 8], encouraging laser-channeling [9], using multi-picosecond laser pulse durations [10], or by having large focal spots [11, 12]. However, intrinsic to these or any other laser-target interactions is the low-intensity wings of a realistic laser spot that do not contribute to the acceleration of relativistic electrons and therefore reduces the coupling. Recapturing this energy has the potential for significant enhancement of laser absorption.

Focal profiles at mid- and large-scale laser systems are typically far from the diffraction limit due to phase distortions incurred during the main laser amplification. In addition, physical constraints of a large laser facility, such as target debris, hardware interference concerns, and limited chamber geometries necessitate large focal length final optics. For example, at the Advanced Radiographic Capability (ARC) laser [13] within the National Ignition Facility (NIF) [14], focusing optics are external to the 10 m diameter target chamber, achieving a maximum intensity of $\sim 1-3 \times 10^{18}\text{ W/cm}^2$. As this is below the optimal regime for many short-pulse applications, enhancing the laser-target coupling is therefore critical to enabling such capabilities at the NIF.

Here, we report on performance improvements in near-relativistic laser-matter interactions using compound parabolic concentrator (CPC) cone targets. Several experimental variables, including concentrating geometries, laser pulse duration, and number of incident beams, were investigated to optimize the interaction and resulted in an increase in the electron conversion efficiency of $> 7\times$ and temperature of $> 3\times$ compared to a flat target interaction. CPC cone targets also enabled the first observations of positron-electron pairs at the NIF. The measured pair yield exceeded expectations by $10\times$ from established scaling with laser intensity, indicating a strong enhancement in the acceleration of $>\text{10 MeV}$ electrons. The electron temperatures were $10-20\times$ higher than predicted from ponderomotive scaling. These performance metrics are generally associated with laser intensities on the order of $10^{19}-10^{20}\text{ W/cm}^2$ [15], more than an order of magnitude above experimental intensities. CPC designs have been widely used in low-intensity applications to increase fluence [16]. A ray trace of the CPC cones designed for the ARC laser geometry suggest that the large fraction of energy contained in the wings of the beam ($\sim 80\%$) could be repointed towards the central beam spot [17]. At high intensities, we show through hydrodynamic and particle-in-cell (PIC) simulations that while the cone provides a modest enhancement in laser intensity compared to a flat target, the increased performance is primarily due to the presence of turbulent laser fields from light reflecting from the cone walls as well as increased plasma volume (scale length) that develops due to the focusing and confining properties of the cone. CPC cone targets...
have demonstrated coupling enhancement on the NIF-ARC laser and are potentially compatible with any system, particularly those with a long focal length or low-Strehl profile.

The CPC cones were designed to reflect all ARC rays within the maximum angle of 3.8° with the curvature constrained by the output cone tip size. Two cone geometries were fielded with tip diameters of 25 and 50 µm, lengths of 1.2 and 1.4 mm, and cone opening diameters of 350 and 500 µm, respectively. The fraction of overall laser energy entering the cones with nominal beam pointing is 84% and 91% for the 25 µm and 50 µm tip, respectively. The cones, target geometry, and encircled laser spot are schematically shown in Fig. 1. The ARC central focal spot is elliptical with a major and minor full width at half maximum of ~35 and ~15 µm, respectively and a ~25 µm 1D equivalent. Cones were attached to a prism-shaped Au target with edge lengths of ~2 mm, where the rear facets were normal to electron-positron-proton spectrometers [18]. The target dimensions and positioning within the NIF target chamber were identical to that described in Ref. [11] with the exception of the prism height, which was 2 mm for all cone targets.

Six NIF-ARC experiments were performed to investigate the coupling enhancement between flat and CPC targets by changing laser energy, pulse duration, and cone geometry. Electrons escaping the target were used as a metric for laser absorption and conversion efficiency by measuring the energy and slope temperature of the electrons with spectrometers located at (90°, 78°) and (90°, 315°) in NIF chamber coordinates (58° and 68° from laser axis, respectively). Shot parameters and performance metrics for all experiments are given in Table I. The temperature of the electrons was determined by fitting an exponential function to the high-energy portion, from 2-4 MeV to the detection threshold of ~10⁸ electrons/steradian/MeV.

Four experiments used all four ARC beamlets and 10 ps pulse durations to demonstrate scaling and optimize escaping electron performance. Results from the flat targets irradiated at a “low intensity” and “high intensity,” previously reported in Ref. [11], are compared in Fig. 2(a) to the two CPC geometries. The electron temperatures measured using cone targets [see Fig. 2(c)] were between 12-17 times greater than predicted from ponderomotive scalings, where $kT_{\text{pond}} = mc^2[(1 + I_L \lambda^2/1.37 \times 10^{18})^{1/2} - 1]$. The 25 µm-tip CPC target increased the observed electron temperature by a maximum of 3.4× and coupling efficiency by 7.5× compared to flat targets for nominally identical input laser conditions. Higher temperatures and conversion efficiencies were observed using a 25 µm-tip CPC compared to a 50 µm-tip. A larger electron flux was observed in the (90°, 315°) line of sight for most experiments, which is likely due to a dynamic target charging effect originating from the asymmetric prism geometry.

Two experiments used a 50 µm-tip CPC cone with a...
single beamlet of ARC at either the transform limited pulse duration ($\tau_L = 2$ ps) or $\tau_L = 10$ ps to explored the pulse-length dependent absorption behavior of the cones [see specrum 2(b)]. The 10 ps data shows a clear two-temperature spectrum with low- and high-energy temperatures, the later of which is comparable to the $\tau_L = 2$ ps electron temperature. Normalizing to the incident laser energy, the 2 ps experiment had ~100× more energy in the observed electrons than the 10 ps experiment and suggests that the later parts of pulse are less efficient or that the plasma evolution degrades the performance of the CPC target. Interestingly, the average number of observed electrons in the 10 ps, four-beamlet experiment is only twice that of the single-beamlet case. Beamlet pointing jitter (±30–40 μm) and a systematic timing error at the time of the experiments (~15 ps) are hypothesized to contribute to this degradation, where beamlet co-timing is likely the largest effect as the late pulses would be interacting with a modification to the target. The CPC geometry is designed to loosen pointing tolerance constraints whereas correcting the timing error may lead to significantly higher conversion efficiencies and electron temperatures than presented here.

Positrons were observed on four of the experiments and are compared to data collected at other laser facilities and an analytic model in Fig. 3. The positron yield from the flat target shot agrees well with the model while the CPC targets show a production efficiency nearly an order of magnitude greater than established scaling. This result is consistent with the observed increase in the number of electrons with energies >10 MeV, which are the dominant driver of pair production [21]. Notably, these pair yields are normally associated with lasers with average intensities of ~10$^{19}$ W/cm$^2$.

CPC optics used in low-power applications will geometrically focus and intensify the light at the cone tip. With high-power lasers, however, absorption on the wall, and the resulting change in reflectivity and geometry due to the presence of plasma, will modify the behavior of light within the cone. Previous work broadly hypothesized that CPC targets enhanced coupling through a combination of geometric focusing and more efficient absorption at the cone tip due to confinement of underdense plasma [17].

Here, we quantify this hypothesis and elucidate an understanding of the mechanisms responsible for the enhanced performance between flat and CPC cone targets by using two dimensional hydrodynamic and PIC simulations. Simulations of the 10 ps experiments were computationally prohibitive and we instead focus only on the absorption mechanisms using shorter pulse durations. The laser-plasma interactions were modeled using the hybrid PIC code Chicago [22]. The laser pulse was initialized with a 1 ps FWHM sin$^2$ temporal profile and two-component radial approximation to the experimental spot with a 26 and 120 μm FWHM containing 33% and 67% of the incident energy, respectively, resulting in a vacuum peak intensity of $2.25 \times 10^{18}$ W/cm$^2$. The simulation box had 10 cells per wavelength and 15 steps per optical cycle and was ±150 μm in the transverse dimension and ±300 μm in the axial direction, centered at the initialized target surface.

The preformed plasma evolution was calculated by the radiation hydrodynamic code HYDRA [23] using the measured ARC focal spot distribution and laser prepulse temporal profile and assumed 1% absorption (99% reflect-
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FIG. 4. (a) Density maps from hydrodynamic simulations for cone (upper) and flat (lower) targets with contours corresponding to $n_e$, $n_e/4$, and $n_e/10$. White region shows the initial location of the cone wall. (b) Electron spectra from cone, flat, and flat with cone preplasma. Exponential temperatures are fit to the high energy region of the spectra.

tivity) for laser rays interacting with overdense material. The hydrodynamic simulations [Fig. 4(a)] show enhanced plasma growth inside the cone tip. The volume of plasma density between $0.1 < n_e/n_c < 1$, where the laser is heavily absorbed, increases by $10 \times$ from the flat to the cone simulation. The additional plasma is due to laser rays in the cone tip region having several chances to deposit energy whereas those rays reflecting from the flat exit the system after typically one bounce. The initial density scale length seen by the main laser pulse along $z$ increases from 4 $\mu$m in the flat case to $\sim 15$ $\mu$m in the cone case. The cone walls confine the plasma where the expansion is not limited to only the transverse spot size of the laser. The simulated time-integrated electron spectra are shown in Fig. 4(b) and reproduce the trends observed in the data where the cone target has a higher conversion efficiency into energetic electrons (>5 MeV) compared to the flat target by a factor of four. The electron temperature in the flat case is 2.7 MeV and nearly doubles to 4.9 MeV for the cone target.

To determine whether the enhancement in temperature and conversion efficiency is due to the added plasma alone, a simulation of the flat target was performed with the initial preplasma from the cone scenario artificially inserted and plasma with density $>0.9n_e$ outside of the cone tip region removed. This enables us to look at the effect of the cone’s preplasma alone, without the presence of cone walls that reflect light. The cycle-averaged Poynting flux for this test scenario and the cone are shown near peak intensity in Fig. 5(a) and 5(b), respectively. In the test case, the laser maintains a near-plane wave profile prior to reaching densities of $\sim 0.1n_e$, after which typical modulations are observed caused by Raman backscatter and filamentation, where the laser self-focuses to intensities $\sim 4$ times the vacuum intensity [24]. This is in contrast to the cone case where intensity and phase modulations are visible at very large distances from the tip (see figure insets). Near the cone wall and throughout the cone tip where near-critical density exists, the large angle between incident and reflected light produces localized islands of high intensity with a turbulent wavenumber spectrum. Electrons that traverse such islands can dephase from the laser and will experience a short period of acceleration or deceleration. This process repeats itself as electrons cross a large volume of these intensity islands and, on average, significant acceleration can occur above ponderomotive expectations.

The effect of plasma in the test case is primarily to increase conversion efficiency to a level comparable to the cone simulation, yet it only accounts for half the temperature increase [see Fig. 4(b)]. Therefore, the reflectivity of the cone wall has only a marginal affect on the yield of energetic electrons. This result suggests that the increase in conversion efficiency experimentally observed when moving from the 50 $\mu$m tip to the 25 $\mu$m tip was due to the change in plasma conditions and not optical focusing. The cone wall reflections are shown to increase the average intensity at the cone tip by 5-30% during the peak of the laser pulse [Fig. 5(c)], which will only marginally influence the electron temperature assuming

FIG. 5. Field intensity plots for (a) flat with cone preplasma and (b) cone targets with contours corresponding to $n_e$, $n_e/4$, and $n_e/10$. (c) Input laser intensity (dashed) and ratio of intensities for test and cone case averaged between $-30 < z(\mu$m) $< 30$ and within densities between $0.1 < n_e/n_c < 0.25$ (solid). (d) Fourier transform of transverse Poynting flux summed over the axial dimension for all cases.
a square root dependence on laser intensity (ponderomotive). The lack of strong geometric convergence due to the presence of cone walls in 2D suggests a 3D simulation would be unlikely to explain the increase in intensity required to account for the large temperature increase. The presence of plasma at the cone tip disrupts the ability of the cone to concentrate intensity as it might in a low-power application.

We conclude that the enhanced acceleration is caused by the additional laser field non-uniformities that cover a significantly larger volume for the cone case than either the flat or test cases. These turbulent fields create collections of isolated wavelets, rather than uniform plane waves, with high spatial frequencies. The presence of transverse turbulence in the laser field can be quantified by observing the Fourier transform of the Poynting flux in the transverse dimension at peak intensity [see Fig. 5(d)]. The presence of plasma creates harmonics of the central wavelength in the transverse dimension yet a large bandwidth of spatial frequencies is only observed when light is reflecting from the cone walls. This increase in bandwidth allows electrons to more easily dephase and therefore undergo non-adiabatic acceleration more readily [25]. Ideal conditions were considered for the simulations which included only axial propagation. For scenarios with more than one beamlet and realistic pointing jitter, more laser energy will hit the cone wall at grazing incident and refract at a higher angle. While this refraction reduces the focusing strength of the optic, it could mitigate against performance degradation due to pointing misalignment.

In summary, we demonstrate that CPC cones can be used as robust target components to increase the conversion efficiency into MeV electrons by nearly an order of magnitude and electron temperature by \( >3\times \) compared to flat targets. Hydrodynamic and PIC simulations reveal that the increases in conversion efficiency are primarily due to additional preformed plasma at the cone tip, whereas the temperature increase is due to a combination of the longer scale length plasma and enhanced acceleration mechanism driven by laser turbulence that develops from reflections from the cone walls. At these intensities, CPC cones do not act as geometric optics that would intensify light at the cone tip. The platform developed here can be used to optimize many short pulse applications requiring enhancements to relativistic electron acceleration such as secondary ion or photon particle sources, the generation of high energy density environments, and pair production. The ability of the cone to generate long plasma scale lengths, overcoming the limitations of finite-sized focal spots, as well as harnessing the energy contained in the wings of the beam to initiate turbulent laser fields suggests these CPC targets could be used with a wide range of laser facilities.
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