More on cosmological gravitational waves and their memories
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Abstract

We extend recent theoretical results on the propagation of linear gravitational waves (GWs), including their associated memories, in spatially flat Friedmann–Lemaître–Robertson–Walker universes, for all spacetime dimensions higher than 3. By specializing to a cosmology driven by a perfect fluid with a constant equation-of-state $w$, conformal re-scaling, dimension-reduction and Nariai’s ansatz may then be exploited to obtain analytic expressions for the graviton and photon Green’s functions, allowing their causal structure to be elucidated. When $0 < w \leq 1$, the gauge-invariant scalar mode admits wave solutions, and like its tensor counterpart, likely contributes to the tidal squeezing and stretching of the space around a GW detector. In addition, scalar GWs in 4D radiation dominated universes—like tensor GWs in 4D matter dominated ones—appear to yield a tail signal that does not decay with increasing spatial distance from the source. We then solve electromagnetism in the same cosmologies, and point out a tail-induced electric memory effect. Finally, in even dimensional Minkowski backgrounds higher than 2, we make a brief but explicit comparison between the linear GW memory generated by point masses scattering off each other on unbound trajectories and the linear Yang–Mills memory generated by color point charges doing the same—and point out how there is a ‘double copy’ relation between the two.
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1. Introduction and motivations

Humanity has, after several decades of effort, finally achieved the direct detection of gravitational waves [1, 2]. Given that we expect to detect gravitational wave (GW) events from astrophysical systems located at cosmological distances—even the first two events, GW150914
and GW151226, were produced at non-trivial redshifts $0.05 \lesssim z \lesssim 0.13$—it is desirable to examine from first principles how GWs propagate over cosmological spacetimes, by solving Einstein’s equations perturbatively about the background spatially flat Friedmann–Lemaître–Robertson–Walker (FLRW) universe we reside in. Such a strategy is to be contrasted against the asymptotically flat spacetime calculations from which GW observables are usually extracted. To be very scrupulous when predicting GW events at cosmological distances, as already pointed out in [11], one has to match the ‘far zone’ predictions of these asymptotically flat calculations onto a near/intermediate zone cosmological one, before evolving the wave solutions out to infinity. Furthermore, one may also wonder if these GWs journeying over a size-able fraction of our observable universe could experience the expansion of space itself, as well as interact with the intervening inhomogeneities—thereby picking up additional features that could in turn provide us with novel probes of dark energy and dark matter.

In this paper, we will continue our effort initiated in [27] to understand the causal structure of gravitational (and electromagnetic) signals in cosmological geometries of all spacetime dimensions greater or equal to four. We will do so by reducing the problem to $1 + 1$ and $2 + 1$ dimensions, so that the portion of waves that travel strictly on the null-cone can be cleanly separated from the part that does so less than unit speed (also known as the ‘tail’). Specifically, we will work in a $(d \geq 4)$-dimensional background cosmology sourced by a perfect fluid with a constant equation-of-state (EoS) $w$, so that the resulting geometry is

$$g_{\mu\nu} = a[\eta]^2 \eta_{\mu\nu}, \quad \eta_{\mu\nu} = \text{diag} [1, -1, \ldots, -1],$$

with Cartesian-like coordinates $x^\mu \equiv (\eta, x^i) \equiv (\eta, \vec{x})$. The scale factor describing the size of the universe is, in turn,

$$a[\eta] \equiv \left( \frac{\eta}{\eta_0} \right)^{\frac{1}{2w}}, \quad q_w \equiv (d - 3) + (d - 1)w.$$

Because we wish to consider expanding universes, whenever $w > -(d - 3)/(d - 1)$ (i.e. $2/q_w > 0$),

$$\eta \in (\eta_0, \eta_{\text{future}}) \equiv (0, \infty);$$

and whenever $w < -(d - 3)/(d - 1)$ (i.e. $2/q_w < 0$),

$$\eta \in (\eta_0, \eta_{\text{future}}) \equiv (-\infty, 0).$$

The $w = -(d - 3)/(d - 1)$ case will not be considered.

We will then place an isolated astrophysical system in such a geometry, and seek the metric perturbations it engenders, by solving the resulting linearized Einstein’s equations in terms of appropriate Green’s functions convolved against components of its energy-momentum-shear-stress. In other words, we shall solve for the $\chi_{\mu\nu}$ in the perturbed metric

$$g_{\mu\nu} = a[\eta]^2 (\eta_{\mu\nu} + \chi_{\mu\nu})$$

due to the presence of this astrophysical system. Since we are working only to first order in metric perturbations, it is physically fruitful to employ the well-developed gauge-invariant cosmological linear perturbation theory1 because once the solutions are non-trivial, they cannot be rendered trivial simply by transforming to a ‘nearby’ coordinate system—and therefore ought to play key roles in characterizing physical observables such as the strain measured by a GW detector. In [11], where we stumbled upon a tail-induced GW memory effect (to be

1Cosmological perturbation theory was first tackled by Lifshitz [12]. See Mukhanov’s [13] and Weinberg’s [14] textbooks for pedagogical treatments.
explained (shortly) in de Sitter and matter dominated universes, only the 4-dimensional (4D) gauge-invariant tensor mode was analyzed in detail. In the follow-up work of [16], we solved the linear metric perturbations in all de Sitter backgrounds higher than 3 dimensions, but did not employ gauge-invariant variables. More recently, Tolish and Wald [24] have extended the 4D GW memory analysis to the full set of gauge-invariant scalar, vector and tensor metric variables. In this paper, while we specialize to a constant—w cosmology from the outset, we shall tackle not only the gauge-invariant scalar-vector-tensor (SVT) perturbations but also provide analytic solutions for the relevant Green’s functions in all dimensions higher than three.

One key GW observable is the fractional displacement between a pair of test masses that comprises part of a hypothetical experiment. It is convenient to assume that these test masses are freely falling and co-moving in some given spacetime, so their spatial coordinates \( \vec{Y}_0 \) and \( \vec{Z}_0 \) are time independent. As we demonstrate in appendix C, if we denote the proper spatial distance between the masses at a fixed time as \( L[\eta] \), and if we began our GW experiment at time \( \eta' \), then the fractional displacement \( \langle \delta L/L_0 \rangle[\eta] \equiv (L[\eta] - L[\eta'])/L[\eta'] \) is given by the following integral of the total change in the spatial metric expressed in synchronous gauge\(^3\):

\[
\left( \frac{\delta L}{L_0} \right)_{[\eta > \eta']} = -\frac{\hat{n} \cdot \hat{n}}{2} \int_0^1 \Delta \chi_{ij} d\lambda + \mathcal{O} \left[ \left( \chi_{mn} \right)^2, (\eta - \eta') \hat{u}[\eta']/a[\eta] \right], \tag{6}
\]

where here and throughout the rest of the paper an overdot always denotes a derivative with respect to the time coordinate being used; \( \hat{n} \equiv (\vec{Z}_0 - \vec{Y}_0)/|\vec{Z}_0 - \vec{Y}_0| \) is the unit radial vector pointing from one mass to the other; and

\[
\Delta \chi_{ij} \equiv \chi_{ij} \left[ \eta, \vec{Y}_0 + \lambda (\vec{Z}_0 - \vec{Y}_0) \right] - \chi_{ij} \left[ \eta', \vec{Y}_0 + \lambda (\vec{Z}_0 - \vec{Y}_0) \right]. \tag{7}
\]

(The argument \( \vec{Y}_0 + \lambda (\vec{Z}_0 - \vec{Y}_0) \) describes the Euclidean straight line joining \( \vec{Y}_0 \leftrightarrow \vec{Z}_0 \).

Suppose the primary wave train of some GW event has just passed our detector. GW memory is the phenomenon where \( \chi_{ij} \) does not return to its original value at \( \chi_{ij} |_{\eta', \vec{x}} \), but instead to a ‘DC shift’ such that \( \Delta \chi_{ij} \to C_{ij} \), a constant matrix, in equation (7). In such a scenario, equation (6) then informs us that the fractional distortion becomes permanent:

\[
\left( \frac{\delta L}{L_0} \right)_{\text{memory}} \approx -\frac{\hat{n} \cdot \hat{n}}{2} C_{ij}. \tag{8}
\]

By placing pairs of test masses with different orientations \( \{\hat{n}\} \), and by comparing the pair-separations before and after the passage of the GW signal, we may thus detect whether such a permanent fractional distortion of space itself has occurred\(^4\).

The GW memory effect is not the only reason motivating us to solve the perturbed cosmological system at hand. Since [27] we have been motivated by the possibility that future-generation GW detectors such as LISA may hear GWs emanating from the strong field regime of super-massive black holes residing within the central core of galaxies. While the unperturbed Kerr black hole (BH) does not radiate, compact objects that orbit and plunge into its horizon do stir up vibrations of spacetime that carry energy-momentum to infinity. There is some hope that, when the compact object is much less massive than the BH itself, this ‘extreme-mass-ratio-inspiral’ (EMRI) system can be tackled analytically by expanding in
powers of $m/M_{\text{BH}}$, where $m$ and $M_{\text{BH}}$ are respectively the compact body and BH masses. In the strong gravity region near the black hole horizon, and at least within the Lorenz gauge condition, compact bodies exert a tail-induced self-force that needs to be modeled properly for GW detectors to successfully track EMRI systems over $O[M_{\text{BH}}/m]$ orbital cycles [3]. Additionally, GWs from compact binary systems, modeled by the well-established weak field post-Newtonian/Minkowskian (PN/PM) framework, are also known to scatter off their own spacetime curvature and develop tails. Therefore, in this new era of GW astronomy, the tail phenomenon in 4D curved spacetimes is no longer a mere intellectual curiosity; but understanding it properly could lead to observable consequences. To this end, we hope it will prove instructive to first understand thoroughly the gravitational and electromagnetic Green’s functions in the simpler context of cosmology.

It is worth pointing out that such an indirect detection of the tail effect—through its impact on the compact bodies’ dynamics, which in turn would alter the resulting EMRI/PN/PM GW-forms—is a test of our understanding of classical field theory in curved spacetime. For, since the pioneering work of Hadamard [4], it is known that Green’s functions in 4D curved spacetimes, at least whenever the observer at $x$ and the spacetime-point-source at $x'$ can be joined by a unique geodesic, take the generic form

$$G[x,x']= U[x,x'][\delta_{\mu}x] + V[x,x'][\Theta_{\mu}x],$$

where the Dirac $\delta$-function term describes the strictly-null signals and the (step-) $\Theta$-function term the tail signals\(^5\). (Here, $\sigma_{x,x'}$ is proportional to the square of the geodesic distance between $x$ and $x'$.) The key insight is that: while understanding the tail function $V$ requires the full wave equation to be solved, the null-cone parts $U$ and $\sigma$ only require the geodesics of the background spacetime to be known. This lends itself to the physical interpretation that classical wave tails arise from the long wavelength modes, because it is these low frequency waves that are sensitive to the background spacetime curvature.

We begin, in section 2, with a review of and commentary on the extant literature on the GW memory effect in cosmology. Following that, in section 3, we describe in detail the cosmological setup we are considering in this paper, including the background metric and fluid solutions upon which we are going to carry out perturbation theory. The technical core of the paper lies in section 4, where we will carry out first order gauge-invariant perturbation theory by first computing the equations-of-motion (EoM) of the metric variables before presenting their analytic solutions in terms of convolution of appropriate Green’s functions against the astrophysical source. Potential GW memory effects, in both the scalar and tensor sectors, will be pointed out. In section 5, we carry out an analogous gauge-invariant analysis for electromagnetic fields in cosmological spacetimes, and work out potential electric memory effects. We summarize our findings and discuss future directions in section 6. In appendix A, Einstein’s equations are linearized about flat ($d \geq 4$)-dimensional spacetime and solved in both the gauge-invariant and de Donder gauge formalism. The latter leads us to the Liénard–Wiechert metric perturbation due to a point mass in motion, and its pure tail nature in odd dimensions is highlighted. In appendix B, a similar line of pursuit is carried out for electromagnetism and linearized Yang–Mills (YM) theory—culminating in the comparison between the linear gravitational memory due to point masses scattering off each other on unbound trajectories and the linear YM memory due to point color charges doing the same. For completeness we also solve

\(^5\)The assumption that observer and source can always be linked via a unique geodesic in fact breaks down in black hole spacetimes. Null geodesics zipping about near the black hole horizon admit caustics and do not have unique solutions. As such, the causal structure of BH Green’s functions will be richer than that in equation (9)—see, for instance, Casals and Nolan [5] for recent work.
Maxwell’s equations in a generalized Lorenz gauge in constant—w spatially flat cosmologies of all dimensions $d \geq 4$. In appendix C, we re-derive the fractional displacement formula in equation (6), and attempt to carefully lay out the assumptions that lead up to it. In appendix D, the solution to the primary partial differential equation encountered in this paper is reviewed, and a caution is issued regarding its global incompleteness whenever $q_w > 0$ (see equation (2)). Finally, in appendix E, we explain from an algebraic perspective why $-\frac{1}{(2\pi r)^2} \partial_r$ can be viewed as a dimension-raising operator in flat spacetime.

2. Brief literature review on linear GW memory in cosmology

In this section we shall attempt to provide, in chronological order, a brief review of and commentary on the extant literature on linear GW memory in a spatially flat FLRW cosmology.

2.1. Chu (2015)

While GW memory around a flat geometric background has been studied since the works of Zel’dovich and Polnarev [6], Braginsky and Grishchuk [7], Braginsky and Thorne [8], Christodoulou [9], Thorne [10], etc—as far as we are aware—it was our recent work in [11] that first examined it in the cosmological context. In particular, we uncovered a novel contribution to linear memory arising from GWs propagating inside the null cone. This latter ‘tail’ phenomenon finds no counterpart in linear massless fields propagating in asymptotically flat 4D spacetimes. Specifically, in 4D de Sitter spacetime, because the Green’s function tail of the spin-2 graviton (i.e. the transverse-traceless portion of the spatial metric) is a spacetime constant, we pointed out that this lead to a tail-induced linear memory that does not decay with increasing distance nor increasing time from the source(s)’ world-tube in spacetime. Moreover, our work in [11] showed that the light cone portion of the spin-2 GWs takes on the following universal form regardless of the details of cosmic evolution (see equation (28) of [11]):

$$ D_{ij}^{(T)}[\eta, \vec{x}] = 4G_N \int_{R^3} d^3\vec{x}' a[\eta] \Pi_{ij}^{(T)}[\eta, \vec{x}'] \frac{1}{a[\eta]|\vec{x} - \vec{x}'|}. $$

(10)

Here, we have employed Weinberg’s notation [14], where $D_{ij}$ denotes the transverse-traceless (TT) part of $\chi_{ij}$; $\Pi_{ij}^{(T)}$ is the (negative) TT part of the GW source’s shear-stress tensor written in a co-moving orthonormal frame; and $\eta \equiv \eta - |\vec{x} - \vec{x}'|$ is the retarded time. We went on to argue that the $1/a$ redshift in equation (10) is the dominant effect cosmic expansion has on gravitons propagating in a spatially flat FLRW universe; because the GW tail amplitude is suppressed relative to its null-cone counterpart of equation (10) by the duration of the GW source to the age of the universe, as well as the observer-source spatial distance to the size of the observable universe.

2.2. Bieri–Garfinkle–Yau (2015)

A few months after [11] was posted on the arXiv, Bieri et al [17] tried to employ the techniques Bieri and Garfinkle developed in [18] to study the GW memory effect in de Sitter spacetime. The bulk of [17] consisted of solving the linearized Weyl tensor sourced by a null matter stress-energy tensor. Following that, they integrated a certain leading piece of the electric portion of the Weyl tensor to obtain the memory effect. Because the Weyl tensor vanishes in any
conformally flat spacetime such as de Sitter, this means the Weyl tensor is gauge-invariant at first order in perturbations. Bieri, Garfinkle and Yau [17] had probably hoped that this would thus provide a gauge-invariant formalism to investigate linear GW memory in cosmology. However, they did not justify why the Minkowski background and zero cosmological constant formalism of [18] could be carried over to cosmological backgrounds. In particular, why the Weyl tensor alone is sufficient to determine GW memory was not explained.

The standard treatment of GW memory appeals to the geodesic deviation equation. Along a timelike geodesic whose tangent vector we shall denote as $U^\mu$, the displacement vector $\epsilon^\mu$ joining it to an infinitesimally close-by geodesic obeys

$$U^\alpha U^\beta \nabla_\alpha \nabla_\beta \epsilon^\mu = -R^\mu_{\alpha\beta\gamma} U^\alpha \epsilon^\beta,$$

(11)

where $R^\mu_{\alpha\beta\gamma}$ is the Riemann tensor. To arrive at equation (11) one makes use of

$$[\nabla_\mu, \nabla_\nu] \epsilon^\alpha = R^\alpha_{\beta\mu\nu} \epsilon^\beta,$$

$$U^\alpha \nabla_\alpha U^\mu = 0 \quad \text{and} \quad [U, \xi] = 0.$$  

Integrating equation (11) allows one to solve for the fractional change in the spatial geodesic distance between a given pair of timelike geodesics. GW memory occurs when this fractional change becomes permanent after the passage of the primary GW train. Now, the Riemann tensor itself can be decomposed into its trace-free (i.e. the Weyl tensor $C_{\alpha\beta\mu\nu}$) plus trace-parts, namely

$$R_{\alpha\beta\mu\nu} = C_{\alpha\beta\mu\nu} + \frac{1}{d-2} \left( R_{\alpha}[g_{\beta\nu}] - R_{\beta}[g_{\alpha\nu}] - \frac{1}{(d-1)(d-2)} g_{\alpha}[g_{\beta\nu}] \mathcal{R} \right).$$  

In equation (13), if we employ Einstein’s equation with a non-zero cosmological constant $\Lambda$ —namely, $R_{\mu\nu} - (g_{\mu\nu}/2)\mathcal{R} = \Lambda g_{\mu\nu} + 8\pi G_N T_{\mu\nu}$—to re-express the Ricci-tensors $R_{\alpha\beta}$ and Ricci-scalar $\mathcal{R}$ into terms involving only the cosmological constant $\Lambda$ and the energy-momentum-tensor of matter $T_{\alpha\beta}$, the Riemann tensor itself will be translated into

$$R^\alpha_{\beta\mu\nu} = C^\alpha_{\beta\mu\nu} - \frac{2\Lambda}{(d-2)(d-1)} g^\alpha_{\beta}[g_{\mu\nu}] + \frac{8\pi G_N}{d-2} \left( T^\alpha_{\beta}[g_{\mu\nu}] - T^\alpha_{\beta}[g_{\mu\nu}] - \frac{2T}{d-1} \right), \quad T \equiv g^{\mu\nu} T_{\mu\nu}.$$  

By inserting the form of the Riemann tensor in equation (14) into the geodesic deviation equation (11), we see that—even after taking into account the dynamics of general relativity—tidal forces are not encoded solely within the Weyl tensor in generic geometries. In the 4D de Sitter spacetime Bieri–Garfinkle–Yau [17] was considering, while $T_{\alpha\beta} = 0$ as long as the GW detectors are assumed to be far away from the GW source(s), the cosmological constant $\Lambda$ is crucial for its very existence and therefore cannot be zero. In generic spatially flat FLRW cosmologies, say a matter or radiation dominated universe, the evolution of the scale factor is driven by a non-trivial background perfect fluid, so that even if one neglects $\Lambda$, the $T_{\alpha\beta}$ terms in equation (14) cannot be discarded.

It is possible that the cosmological constant $\Lambda$ and matter $T_{\alpha\beta}$ terms in equation (14) are sub-dominant relative to the Weyl tensor term in the cosmological scenarios of interest—but
this we advocate, ought to be justified more carefully before the results in [17, 18] can be meaningfully applied/extended to cosmological GW memory.

2.3. Kehagias–Riotto (2016)

Earlier this year, Kehagias and Riotto [21] extended the Strominger and Zhiboedov [22] work in 4D asymptotically flat spacetimes, to draw a connection between the Bondi-van der Burg-Metzner-Sachs (BMS) symmetries at null infinity in decelerating but expanding spatially flat FLRW universes to GW memories in the same cosmologies. They used the retarded Green’s functions derived by Iliopoulos et al [23] to first compute, in a matter dominated universe, the TT tensor mode produced by \( n \) point masses that collide at a spacetime point before moving apart on separate trajectories; finding (like we did in [11]) a light cone part that, apart from the \( 1/a \) redshift in equation (10), is very similar to its Minkowski counterpart—as well as a space-independent tail signal. Then, they went on to integrate a variant of the geodesic deviation equation to find the fractional distortion between two test masses after the passage of a non-trivial GW ‘Bondi news function’. The latter could, in turn, be gotten via a BMS transformation of the perturbed spatially flat FLRW metric near null infinity.

2.4. Chu (2016)

In [16] the theoretical observation in [11], that the gauge-invariant tensor GW-tail of 4D de Sitter (dS) is a spacetime constant, was extended to all higher even dimensional \( dS_{4+2n} \). Building on the work by Ashtekar et al [19] as well as Date and Hoque [20], we expressed the tensor waveform in terms of the mass and pressure quadrupole moments of its isolated astrophysical source, allowing us to measure the magnitude of the tail-induced memory effect directly in terms of the latter’s net change over the course of the GW generation process. On a technical level, we also confirmed that conformal re-scaling, dimension reduction, and Nariai’s ansatz allow the \( (d \geq 4) \)-dimensional Green’s functions of the full set of linear de Sitter graviton fields, i.e. not just the \( D_{ij} \), to be derived explicitly.

The result in equation (10) was reiterated in [16] to argue that all known asymptotically 4D Minkowskian GW memory effects should carry over to the asymptotically spatially flat FLRW case, with the additional feature that these on-the-null-cone spin-2 GWs will be further diluted as the universe expands, due to the scale factor in the \( 1/(a[\eta][\vec{x} - \vec{x}']) \) fall-off. Furthermore, in a matter dominated spatially flat FLRW spacetime, the spin-2 graviton tail is constant in space but decays in time over cosmological timescales; this leads to a corresponding linear GW memory that is approximately spacetime constant over timescales of human experiments.

Remark. This is an appropriate place to highlight that the portion of the GW memory effect that propagates on the null-cone, really arises from a non-zero difference between the asymptotic matter configuration after and before the time period of active GW production. For concreteness, let \( \eta_* \) denote the cosmic time when GW production peaked. Referring to equation (10), and assuming the GW detector is located far enough from the system such that \( |\vec{x} - \vec{x}'| \approx |\vec{x}| \)—with the spatial coordinate axes centered within the astrophysical system at \( \eta_* \)—we then see that its TT contribution to the GW memory formulas of equations (6) and (7) is

\[ 7 \text{ Ashketar et al [19] did state that ‘the presence of the tail term opens a door to a new contribution to the ‘memory effects’ associated with gravitational waves’, but it is somewhat puzzling to us why they did not go on to quantify this in the rest of the paper, since they were dealing with essentially the same set of equations as ours.} \]
\[
\Delta D^{(r)}_{\eta, x} \approx \frac{4G_N}{a[\eta][x]} \Delta \int_{\mathbb{R}^3} d^3x' a^3 \Pi_{ij}^{(T)},
\]

where the \(\Delta(\ldots)\) terms refer to the net change in the spatial-total of (the TT part of) the shear-stress of the GW source:

\[
\Delta \int_{\mathbb{R}^3} d^3x' a^3 \Pi_{ij}^{(T)} \equiv \lim_{\eta_r \gg \eta} \int_{\mathbb{R}^3} d^3x' a[\eta_r]^3 \Pi_{ij}^{(T)}[\eta_r, x'] - \lim_{\eta_r \ll \eta} \int_{\mathbb{R}^3} d^3x' a[\eta_r]^3 \Pi_{ij}^{(T)}[\eta_r, x'].
\]

Here and throughout the rest of the paper—by \(\eta_r \approx \eta - |x| \gg \eta_\star\) we really mean some retarded time well after peak GW production, but not long enough for the scale factor to have changed appreciably, consistent with the timescales of human experiments; likewise, \(\eta_r \approx \eta - |x| \ll \eta_\star\) means some retarded time well before the GW event itself, but not long enough that the scale factor itself can still be approximated as \(a[\eta_r]\).

2.5. Tolish–Wald (2016)

Most recently, Tolish and Wald [24] examined potential GW memory effects in a generic spatially flat FLRW spacetime due to a setup similar to the one in Kehagias and Riotto [21]. Specifically, they considered \(N\) incoming geodesic point particles that meet at a single space-time event, followed by \(N'\) outgoing geodesic point particles emerging from that same event. (Their \(N\) is not necessarily equal \(N'\).) After examining the partial differential equations for the first order gauge-invariant scalar, vector and tensor metric variables, they proceeded to argue that only the (TT) tensor metric perturbation would give rise to a derivative of a Dirac \(\delta\)-function in the Riemann curvature tensor linearized about equation (1). This, they asserted, shows that only the tensor mode exhibits GW memory in their setup. They also argued that GW tails do not yield memory effects in their setup. While this \(\delta\)-criterion is understandably mathematically convenient, we feel it obscures the physics behind GW memory that propagates on the null/acoustic-cone: as emphasized above, it is due to the difference between the GW source configuration in the asymptotic future versus its configuration in the asymptotic past; whereas, the detailed process of active GW production is relevant only through its impact on the asymptotic future trajectories of the astrophysical system.

3. Setup: background spatially flat cosmology with constant EoS \(w\)

Throughout this paper, we will consider an isolated astrophysical system moving about in a background spatially flat Friedmann–Lemaître–Robertson–Walker (FLRW) universe driven by a perfect fluid of constant equation-of-state \(w\). We wish to examine the GW signatures produced by this astrophysical system as detected by a hypothetical experiment located at distances large compared to the system’s characteristic size. The total action of such a system is

\[
S_{\text{Einstein–Hilbert}} + S_{\text{Fluid}} + S_{\text{Astro}}.
\]

These formulas assume the matter source \(\Pi_{ij}^{(T)}\) is sufficiently localized that the far zone limit may be taken; this could be an issue because \(\Pi_{ij}^{(T)}\), being the TT portion of the (local) stress-energy tensor of the same matter source, is a non-local function of the latter.
The gravitational dynamics is governed by the Einstein–Hilbert action

\[ S_{\text{Einstein–Hilbert}} = -\frac{1}{16\pi G_N} \int d^d x \sqrt{|g|} \mathcal{R}, \]  

with \( G_N \) being Newton’s constant in \( d \) spacetime dimensions, \( \sqrt{|g|} \) is the square root of the absolute value of the determinant of the spacetime metric \( g_{\mu\nu} \), and \( \mathcal{R} \) is the Ricci scalar of the same geometry\(^9\).

The perfect fluid dynamics is described by a Lagrangian density that coincides with (negative of) its energy density \( \rho_f \).

\[ S_{\text{Fluid}} = -\int d^d x \sqrt{|g|} \rho_f \left[ n^2 / 2 \right], \quad n^2 \equiv n^\mu n_\mu. \]  

The prime denotes a derivative with respect to the argument; while the entropy current \( \rho_f \) is built out of \((d-1)\)-scalar fields \( \{ \varphi^I | I = 1, 2, 3, \ldots, d-1 \} \) that labels the elements of the fluid itself in its co-moving frame. If \( \hat{\delta}_{\alpha_1 \cdots \alpha_{d-1}} \) is the covariant Levi–Civita tensor,

\[ n^\mu \equiv \hat{\delta}_{\alpha_1 \cdots \alpha_{d-1}} \partial_\alpha \varphi^1 \cdots \partial_\alpha \varphi^{d-1}. \]  

By construction, \( \nabla_\mu n^\mu = 0 = \nabla_\mu \varphi^I n^\mu \) are identities.

That the Lagrangian density in equation (19) governs the dynamics of a perfect fluid can be seen by obtaining the expected form of its stress energy tensor, which we shall denote as \((f) T^{\alpha\beta}\). By varying \( S_{\text{Fluid}} \) with respect to the metric, i.e. replace \( g_{\mu\nu} \to g_{\mu\nu} + \delta g_{\mu\nu} \), \((f) T^{\alpha\beta} \) is then the coefficient of \((- (1/2) \sqrt{|g|} \delta g_{\alpha\beta}) \)

\[ \[f \] T^{\alpha\beta} = g^{\alpha\beta} \left[ \rho_f \left[ n^2 / 2 \right] - \rho_f \left[ n^2 / 2 \right] n^2 \right] + \rho_f \left[ n^2 / 2 \right] n^\alpha n_\beta, \]  

with the prime on \( \rho_f \) denoting a derivative with respect to its argument. In the co-moving frame, and provided \( n^\mu \) is timelike, \( n^\mu / \sqrt{n^2} = \delta^\mu_0 \) and

\[ \[f \] T^{00} = \rho_f \left[ n^2 / 2 \right], \quad \[f \] T^{i0} = 0, \quad \[f \] T^{ij} = \delta^{ij} \left( \rho_f \left[ n^2 / 2 \right] n^2 - \rho_f \left[ n^2 / 2 \right] \right); \]  

allowing us to identify the fluid pressure density \( p_i \) as

\[ p_i = \rho_f \left[ n^2 / 2 \right] n^2 - \rho_f \left[ n^2 / 2 \right]. \]  

Here, because pressure depends only on the energy density and none other thermodynamic variables, we are neglecting other possible conserved quantities that might exist in a more general fluid.

If the perfect fluid has a constant pressure to energy density ratio \( \omega \), we will shortly explain why the energy/mass density then takes the form

\[^9\text{Since every term in the Ricci scalar contains exactly two derivatives and the action is dimensionless, } G_N \text{ itself must be of dimensions } [\text{Length}]^{d-2} \text{ or equivalently } [\text{Mass}]^{d-2}. \]  

\[^{10}\text{In this paper we have adopted the effective field theory (Lagrangian-space) description of fluids in Dubovsky et al (28), which was then applied to the cosmological context by Ballesteros and Bellazzini [29].} \]
\[ \rho_{\phi}[n^2/2] = \frac{(d-2)(d-1)}{4\pi G_N(q_{\phi 0})^2} \left( n^2 \right)^{\frac{d-3}{2}}. \tag{24} \]

The stress tensor of the fluid in equation (21), in turn, simplifies to

\[ ^{(1)}T_{\alpha \beta} = \left( -g_{\alpha \beta} \cdot w + \left( w + 1 \right) \frac{n_\alpha n_\beta}{n^2} \right) \rho_{\phi}[n^2/2]. \tag{25} \]

When \( w = -1 \), notice from equations (24) and (25) that the perfect fluid stress-tensor takes the form of the cosmological constant term in Einstein’s equations. Specifically, \( 8\pi G_N(\ ^{(1)}T_{\alpha \beta}) = \Lambda g_{\alpha \beta} \), with \( \Lambda = (d-2)(d-1)/(2n_0^2) > 0 \). This means our linearized solutions for \( w = -1 \) below should really be viewed as the first-order gauge-invariant form of the linearized de Sitter solutions we obtained in [16] by fixing a gauge.

Finally, we will be largely agnostic about the details of the astrophysical system, as encoded within \( S_{\text{Astro}} \).

### 3.1. Equations-of-motion (EoM)

By varying the total action in equation (17) with respect to the metric, one obtains Einstein’s equations for the cosmological system:

\[ G_{\mu \nu}[g] - 8\pi G_N(\ ^{(1)}T_{\mu \nu}) = 8\pi G_N(\ ^{(2)}T_{\mu \nu}), \tag{26} \]

where \( G_{\mu \nu} = R_{\mu \nu} - (g_{\mu \nu}/2)R \) is Einstein’s tensor, \( ^{(1)}T_{\mu \nu} \) is the energy-momentum-shear stress tensor of the fluid in equation (21) and \( ^{(2)}T_{\mu \nu} \) is that of the astrophysical system described by \( S_{\text{Astro}} \).

The fluid dynamics is gotten by varying its action in equation (19) with respect to each and every scalar \( \{\phi^I\} \). This yields the \( (d-1) \) equations, with \( I \in \{1, 2, 3, \ldots, d-1\} \):

\[ \partial_\sigma \left( \sqrt{-g}[n^2/2]n_\mu \epsilon^{\mu_{\alpha_1 \alpha_2 \ldots, \alpha_{d-1}} \sigma_{\alpha_{d-1}} \ldots, \alpha_{d-1}} \partial_\alpha_1 \phi^1 \ldots \partial_\alpha_{d-1} \phi^{d-1} \right) = 0, \tag{27} \]

where the \( \epsilon^{\mu_{\alpha_1 \alpha_2 \ldots, \alpha_{d-1}} \sigma_{\alpha_{d-1}} \ldots, \alpha_{d-1}} \) is the Levi–Civita symbol with no dependence on the metric and \( \epsilon^{(0)(1)(2)\ldots(d-1)} = (-)^{d-1} \).

In principle, the astrophysical system \( S_{\text{Astro}} \) obeys its own equations-of-motion as well.

### 3.2. Background solutions: constant EoS \( w \)

Since we are primarily interested in how GWs generated by isolated astrophysical systems propagate over cosmological distances, we shall begin by ignoring the astrophysical contribution in equation (26) and solving the ‘background’ Einstein-perfect fluid equations

\[ G_{\mu \nu}[g] - 8\pi G_N(\ ^{(1)}T_{\mu \nu}) = 0. \tag{28} \]

Because we are seeking analytic solutions to GW systems, in this paper, we shall simplify the cosmological perturbation theory below by studying a perfect fluid with a constant equation-of-state (EoS) \( w \). Equation (22) tells us

\[ \frac{\ ^{(1)}T^{II}}{\ ^{(1)}T^{00}} = \cdots = \frac{\ ^{(1)}T^{(d-1)(d-1)}}{\ ^{(1)}T^{00}} = -1 + 2 \frac{\rho_{\phi} [n^2/2]}{\rho_{\phi} [n^2/2] \frac{2}{2}} = \frac{\rho_{\phi}}{\rho_{\phi}} \equiv w \quad \text{(constant)}. \tag{29} \]
The general solution of this first order ordinary differential equation for \( \rho \) in terms of \( n^2/2 \) is

\[
\rho (n^2/2) = \rho_0 \left( \frac{n}{2} \right)^{\frac{d-1}{d-2}}, \quad (\rho \text{ constant}).
\]  

(30)

On the other hand, equation (28) tells us the ratio of the diagonal space-space component of Einstein’s tensor to its 00 component must also equal \( w \). If we insert the spatially flat, homogeneous and isotropic geometry of equation (1) (but for a generic scale factor \( a(\eta) \)) into the background Einstein-fluid equation (28),

\[
\frac{G_{11}}{G_{00}} = \cdots = \frac{G_{(d-1)(d-1)}}{G_{(d-1)d-1}} = -\frac{(d-5)a^2 + 2a\dot{a}}{(d-1)a^2} = \frac{p_f}{\rho_f} = w.
\]  

(31)

The general solution is \( a(\eta) = \left( (\eta - \eta_0)/\eta_0 \right)^2 \), where \( \eta_0 \) corresponds to the cosmic time where the universe has zero size if \( q_w > 0 \) or infinite size if \( q_w < 0 \). For technical convenience, we will set it to zero, \( \eta_0 = 0 \). This recovers the cosmic evolution in equation (2).

Through a direct calculation, one may verify the background solution \( \bar{x}^I \) of the fluid equation (29) to be

\[
\bar{x}^I = x^I.
\]  

(32)

For, when equation (32) holds, the entropy current equation (20) evaluated on equation (1) is

\[
\bar{n}^\mu = (-)^{d-1}a^{-d}\delta^\mu_0,
\]  

(33)

and \( n^2 = n_\mu n^\mu \) evaluated on the same gives

\[
n^2 \rightarrow \bar{n}^2 \equiv \bar{g}_{\mu\nu}\bar{n}^\mu\bar{n}^\nu = a^{2(1-d)}. \]  

(34)

With equations (32)–(34), the quantity inside the derivative \( \partial_\alpha (\ldots) \) in equation (27) then becomes independent of spatial coordinates and proportional to \( \delta^\mu_0 \) because of the fully anti-symmetric nature of the Levi–Civita symbol. Equation (27) is thus satisfied. Plugging equations (34) into (30) then allows us to fix the \( \rho_0 \) there through the background Einstein’s equation (28); namely, setting the Einstein tensor built from equations (1) and (2) to be equal to \( 8\pi G_N \) times the stress tensor of equations (30) in (25) then hands us equation (24).

4. First order gauge-invariant cosmological perturbation theory in real space

With the background metric in equation (1) and fluid solution in equation (32) understood, we will now introduce the astrophysical system \((a)T_{\mu\nu}\) in equation (26) as a first order perturbation. Expand the spacetime metric about its background one in equation (1), as in equation (5); and expand the fluid scalar fields away from their equilibrium values in equation (32),

\[
\varphi^I = x^I + \Pi^I.
\]  

(35)

In this section, we will proceed to tackle the linearized gravitational system

\[
\Delta_{\mu\nu} \equiv (G[1])_{\mu\nu} - 8\pi G_N (0) (T[1])_{\mu\nu} = 8\pi G_N (a)T_{\mu\nu}.
\]  

(36)

with \((G[1])_{\mu\nu}\) and \((0) (T[1])_{\mu\nu}\) representing the parts of Einstein’s tensor and stress energy of the perfect fluid that are linear in the metric \( \{\chi_{\mu\nu}\} \) and fluid perturbation \( \{\Pi^I\} \) variables. The fluid equation (27) will be similarly linearized about its background one evaluated on equation (32).
As already advertised in the introduction, we shall employ the first order gauge-invariant formalism commonly used in the physically important case of 4D cosmology. For our purposes, gauge-invariance means the quantities we are computing do not alter their form under an infinitesimal change in the coordinate system. This ensures that, whatever physical effect we associate with some metric/fluid variable—once it is found to be non-zero in one coordinate system, it cannot be made trivial merely by switching to a ‘nearby’ one.

On a more technical level, let us make the key observations that, since the left hand side of Einstein’s equations in equation (26) is zero at the background level—because we are treating the astrophysical system as a first order perturbation—that means its first order counterpart \( \Delta_{\mu\nu} \) in equation (36) must be gauge-invariant. (This will be elaborated upon below.) Likewise, the left hand side of the fluid EoM in equation (27) is, too, zero at the background level \( \varphi^2 = x^4 \) and must also be gauge-invariant at linear order in \( \{\chi_{\mu\nu}\} \) and \( \{\Pi^I\} \). By identifying appropriate metric \( \{D_{\mu}, V_{\nu}, \Phi, \Psi\} \) and fluid \( \{\Xi^I, \Xi^I\} \) perturbation variables that are gauge-invariant, we are guaranteed that the linearized Einstein and fluid equations will be expressed solely in terms of them—thus providing us with not only physical equations to solve from the outset, but also a check of the intermediate calculations.

Hence, before we embark on perturbation theory proper, let us take a detour to lay out the scalar-vector(-tensor) decomposition that underlies the gauge-invariant formalism; followed by delineating the gauge-invariant metric and fluid perturbation variables that we will be solving for. We will spend sections 4.1 and 4.2 doing so, before tackling the first order EoM and their GW solutions in sections 4.3 and 4.4.

### 4.1. Scalar-vector(-tensor) decomposition in \((d - 1)\)-space

In order to exploit the background \(SO_{d-1}\) symmetry of the cosmological Einstein-fluid system, the first step to obtaining a gauge-invariant formulation of the equations governing the metric perturbations \( \{\chi_{\mu\nu}\} \) and that of the fluid \( \{\Pi^I\} \) is to perform an irreducible SVT decomposition of the former and a similar scalar-vector one of the latter.

#### 4.1.1. Scalar-vector decomposition

We will first tackle the scalar-vector decomposition. Any \((d - 1)\)-tuple of spacetime functions \( \{\mathcal{F}_I[\eta, \vec{x}]|I = 1, 2, 3, \ldots, d - 1\} \) can be decomposed as

\[
\mathcal{F}_I[\eta, \vec{x}] = \partial_\eta \mathcal{E} + \mathcal{E}_I,
\]

where \(\mathcal{E}_I\) is divergence-less, \(\partial_\eta \mathcal{E}_I = 0\). This scalar-vector decomposition of equation (37) holds whenever the spatial Fourier transform of \(\mathcal{F}_I\), namely

\[
\tilde{\mathcal{F}}_I[\eta, \vec{k}] \equiv \int_{\mathbb{R}^{d-1}} \frac{d^{d-1}\vec{k}}{(2\pi)^{d-1}} \tilde{\mathcal{F}}_I[\eta, \vec{k}] e^{i\vec{k}\cdot\vec{x}},
\]

exists\(^{12}\) and is non-singular in the long-distance limit \(\vec{k} \to \vec{0}\). For, in Fourier space, we may write

\[
\tilde{\mathcal{F}}_I[\eta, \vec{k}] = ik_1 k_2\tilde{\mathcal{F}}_I[\eta, \vec{k}] + \left(\delta_{\mu\nu} - \frac{k_\mu k_\nu}{k^2}\right) \tilde{\mathcal{F}}_I[\eta, \vec{k}], \quad \vec{k}^2 \equiv \delta_{\mu\nu} k_\mu k_\nu, \quad \vec{k} \neq \vec{0}.
\]

Notice that partial spatial derivatives are replaced with momentum vectors in Fourier space, i.e. \(\partial_\eta \to ik_1\), so that the spatial divergence turns into a ‘dot product’, namely \(\partial_\eta \mathcal{F}_I \to ik_1\tilde{\mathcal{F}}_I\).

\(^{11}\) We are using capital Latin/English alphabets to de-emphasize any spatial coordinate transformation properties these scalar-vector(-tensor) decompositions may exhibit.

\(^{12}\) Here and below, we will denote the Fourier transform of a function \(f\) as \(\tilde{f}\).
These allow us to read off the ‘gradient piece’ of equation (37) in Fourier space as the first term (from the left) of equation (39):
\[
\tilde{\mathcal{E}}[\eta, \vec{k}] = \frac{k_I}{i k^2} \tilde{\mathcal{F}}_I[\eta, \vec{k}];
\]  
(40)
whereas the ‘divergence-less piece’ of equation (37) in Fourier space is the second term (from the left) of equation (39)
\[
\tilde{\mathcal{E}}_I[\eta, \vec{k}] = P_U \tilde{\mathcal{F}}_I[\eta, \vec{k}],
\]  
(41)
\[
P_U \equiv \delta_U - \frac{k_I k_J}{k^2},
\]  
(42)
because the symmetric projector, which obeys \(P_U = P_H\) and \(P_H P_{KL} = P_U\), is transverse to the momentum vector \(\vec{k}\): \(k_I P_U = 0\).
In what follows, it is also very useful to remember that, any relation of the form
\[
\partial_\eta \mathcal{U}[\eta, \vec{x}] + \mathcal{U}_\eta[\eta, \vec{x}] = 0,
\]  
(43)
with \(\partial_\eta \mathcal{U} = 0\), implies that
\[
\mathcal{U}[\eta, \vec{x}] = \mathcal{U}_\eta[\eta, \vec{x}] = 0,
\]  
(44)
as long as \(\mathcal{U}[\eta, \vec{x}]\) and \(\mathcal{U}_\eta[\eta, \vec{x}]\) admit spatial Fourier transforms that are well-behaved in the ‘IR’ limit, \(\vec{k} \to 0\). This follows from first taking the divergence of equation (43) in Fourier space:
\[
-\vec{k}^2 \tilde{\mathcal{U}}[\eta, \vec{k}] = 0,
\]  
(45)
which yields, for \(\vec{k}^2 \neq 0\), \(\tilde{\mathcal{U}}[\eta, \vec{k}] = 0\). This in turn means equation (43) in Fourier space now reads \(\tilde{\mathcal{U}}_\eta[\eta, \vec{k}] = 0\).

### 4.1.2. Scalar-vector-tensor decomposition.

The scalar-vector-tensor decomposition of any \((d - 1) \times (d - 1)\) symmetric matrix of spacetime functions \(\{\mathcal{F}_{IJ} = \mathcal{F}_{IJ}[\eta], I, J = 1, 2, 3, \ldots, d - 1\}\) proceeds in a similar spirit as the scalar-vector one above. It is given by
\[
\mathcal{F}_{IJ}[\eta, \vec{x}] = \mathcal{E}_I + \partial_\eta[\mathcal{E}_I] + \frac{\mathcal{E}}{d - 1} \delta_U + \left(\partial_\eta \partial_\eta - \frac{\delta_U}{d - 1} \vec{\nabla}^2\right) \mathcal{W},
\]  
(46)
where \(\vec{\nabla}^2 \equiv \delta^{I\ell} \partial_\ell \partial_\ell\) and the following constraints are in force,
\[
\mathcal{E}_I = \mathcal{E}_\eta, \quad \partial_\eta \mathcal{E}_I = \delta^{I\ell} \mathcal{E}_\eta = 0, \quad \text{(symmetric, transverse, traceless)};
\]  
(47)
\[
\partial_\eta \mathcal{E}_I = 0, \quad \text{(transverse)}.
\]  
(48)
The SVT decomposition of equation (46) holds whenever the spatial Fourier transform of \(\mathcal{F}_{IJ}\) exists and is non-singular in the long-distance limit \(\vec{k} \to 0\). For, in Fourier space, we may write
\[
\tilde{\mathcal{F}}_{IJ}[\eta, \vec{k}] = P_{UAB} \tilde{\mathcal{F}}_{AB}[\eta, \vec{k}] + i k_I \left(\frac{P_{IJK}}{P_{IKL}} \tilde{\mathcal{F}}_{KL} + \frac{\delta^{K\ell}_{IL} \tilde{\mathcal{F}}_{KL}}{d - 1} \delta_U \right) = \left(k_I k_J - \frac{\delta_U}{d - 1} \vec{k}^2\right) \left(-\frac{d - 1}{d - 2} \vec{k}^2 \left(\tilde{\mathcal{F}}_{KL} k_I k_J \right) \right),
\]  
(49)
whenever \( \vec{k} \neq \vec{0} \). The divergence-less projector \( P_{IK} \) is the one in equation (42), while its higher rank counterpart reads
\[
P_{IJMN}[\vec{k}] = \frac{\delta_{I(M}\delta_{N)J}}{2} - \frac{\delta_{IJ}\delta_{MN}}{d-2} + \frac{\delta_{I[M}k_{N]k_I} + \delta_{MN}k_Ik_J}{(d-2)k^2} - \frac{1}{2k^2} \left( \delta_{IJ}k_Nk_I + \delta_{MN}k_Ik_J \right) + \frac{d-3}{d-2} \frac{k_Ik_Jk_Mk_N}{k^4}.
\] (50)

It enjoys the following symmetric, transverse, and trace-free properties,
\[
P_{IJMN} = P_{MJNI}, \quad P_{IJMN} = P_{IJMN}, \quad k_I P_{IJMN} = 0, \quad P_{IJMN} \delta^I = 0;
\] (51)
and the projector property
\[
P_{IJMN} P_{MNKL} = P_{IKL}.
\] (52)

That equation (49) is an identity can be verified through a direct calculation. Taking into account the properties of the projectors \( P_{IJMN} \) and \( P_{IK} \), comparison of the Fourier-space SVT decomposition in equation (49) to the real space one of equation (46) then lets us read off:
\[
\vec{E}_{IJ} = P_{IJAB} \tilde{\vec{E}}_{AB}, \quad \vec{E}_I = P_{IK} \tilde{\vec{E}}_{KL} k_L, \quad \vec{E} = \delta_{KL} \tilde{\vec{E}}_{KL},
\] (53)

\[
\vec{W} = -\frac{d-1}{d-2} \frac{1}{k^2} \left\{ \tilde{\vec{E}}_{KL} \cdot k_k k_L - \frac{\vec{k}^2}{d-1} \left( \tilde{\vec{E}}_{KL} \delta_{KL} \right) \right\}.
\] (54)

This is an appropriate place to highlight, except for the trace term \( \vec{E} \), these scalar-vector and SVT variables are non-local functions of the original tensor components because of the powers of momentum appearing in the denominator. For instance, by performing the inverse Fourier transform of equation (40), we may witness that the longitudinal piece \( \mathcal{E}[\eta, \vec{x}] \) of \( \mathcal{F}_I \) requires knowing the latter everywhere in space, as the former is computed from a convolution of the latter against the Euclidean Laplacian’s Green’s function:
\[
\mathcal{E}[\eta, \vec{x}] = -\partial_I \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{x} \mathcal{G}^{(E)}[\vec{x} - \vec{x}'] \mathcal{F}_I[\eta, \vec{x}'],
\] (55)

\[
\mathcal{G}^{(E)}[\vec{x} - \vec{x}'] = \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{k} \frac{e^{i \vec{k} \cdot (\vec{x} - \vec{x}')}}{2 \pi^{d-1} k^2}.
\] (56)

Similarly, the inverse Fourier transform of equation (54) yields the non-local ‘tidal-shear’ term \( \mathcal{W} \) as the following convolution:
\[
\mathcal{W}[\eta, \vec{x}] = \frac{d-1}{d-2} \left( \partial_I \partial_J - \frac{\delta_{IJ}}{d-1} \frac{\vec{x}^2}{d} \right) \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{x}' \left( \frac{1}{\mathbb{V}^d} \right) [\vec{x} - \vec{x}'] \mathcal{F}_I[\eta, \vec{x}'],
\] (57)

\[
\left( \frac{1}{\mathbb{V}^d} \right) [\vec{x} - \vec{x}'] = \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{k} \frac{e^{i \vec{k} \cdot (\vec{x} - \vec{x}')}}{2 \pi^{d-1} k^4}.
\] (58)

Just like the scalar-vector decomposition, it is useful to keep in mind for applications below, that these SVT components are independent in the following sense. Any relation of the form
\[ U_{ij} + \partial_i U_{ij} + \frac{U}{d-1} \delta_{ij} + \left( \partial_j \partial_i - \frac{\delta_{ij}}{d-1} \vec{\nabla}^2 \right) V = 0 \]  

(59)

with \( \partial_i U_{ij} = \partial_i U_{ij} = 0 \) and \( U_{ij} = U_{ji} \), implies that

\[ U_{ij} = U_{ij} = U = V = 0; \]  

(60)

as long as these fields admit spatial Fourier transforms that are well-behaved in the ‘IR’ limit, \( k \to 0 \).

Equation (60) follows from first taking the trace of equation (59) to deduce \( U = 0 \); then, taking a single and double divergence in Fourier space,

\[ -k^2 \vec{U}_0 - \frac{d-2}{d-1} k^2 \vec{V} = 0, \]  

(61)

\[ \frac{d-2}{d-1} \vec{V}_1 \vec{V} = 0. \]  

(62)

As long as \( \vec{k} \neq 0 \), \( \vec{V} = 0 \) from the second line; taking this into account on the first line then tells us \( U_{ij} = 0 \) too.

Consider an equation of the form \( A_{ij} = B_{ij} \), where \( A_{ij} \) and \( B_{ij} \) are both symmetric \((d-1) \times (d-1)\) matrices of spacetime functions. The above result implies, for all finite wavelength modes, we may perform a SVT decomposition of \( A_{ij} \) and \( B_{ij} \), and proceed to equate their ‘\( E_0 \)’ transverse-traceless (TT), ‘\( E_1 \)’ divergence-free, ‘\( E \)’ trace, and the ‘\( \mathcal{W} \)’ tidal/shear parts (see equation (46)); and obtain four independent/irreducible sets of equations from \( A_{ij} = B_{ij} \). Similar remarks apply if we had instead \( A_i = B_i \); we may equate their ‘\( E \)’ gradient/longitudinal parts and ‘\( E_1 \)’ divergence-less ones (see equation (37)). This strategy will in fact be employed repeatedly in the decomposition of the metric and fluid variables in section 4.2 and that of the linearized Einstein’s and perfect fluid equations in section 4.3.

4.2. Gauge-invariant metric and fluid perturbation variables in cosmological geometries

4.2.1 Metric perturbations. Suppose we are provided with the transformation expressing some coordinate system \( \{x^\mu\} \) in terms of another \( \{x'^\mu\} \); i.e. suppose \( x'^\mu = x'^\mu[x'] \) is given. The components of the spacetime metric \( g_{\mu \nu}[x] \) in \( \{x^\mu\} \) is then related to \( g_{\mu' \nu'}[x'] \) in \( \{x'^\mu\} \) via the transformation

\[ g_{\mu' \nu'}[x'] = g_{\alpha \beta} [x'[x]] \frac{\partial x^\alpha[x]}{\partial x'^\mu} \frac{\partial x^\beta[x]}{\partial x'^\nu}. \]  

(63)

We are going to consider infinitesimal coordinate transformations of the \( d \)-dimensional perturbed cosmological metric in equation (5). By infinitesimal transformations, we mean one brought about by a vector \( \xi^\mu \) through

\[ x^\alpha \equiv x'^\alpha + \xi^\alpha[x'], \quad x' \equiv (\eta', \vec{x}), \]  

(64)

where \( \xi^\alpha \) is ‘small’ in the same sense that the metric perturbations we are about to consider are small [14]. At first order in \( \chi_{\mu \nu} \) and \( \xi^\alpha \), according to equation (63), one would find that the components of equation (5) in the \( x' \)-coordinate system are

\[ a \left[ \eta[x'] \right] \left( \eta_{\alpha \beta} + \chi_{\alpha \beta}[x'] \right) \frac{\partial(x'^\alpha + \xi^\alpha[x'])}{\partial x'^\mu} \frac{\partial(x'^\beta + \xi^\beta[x'])}{\partial x'^\nu} \]  

\[ = a \left[ \eta' \right] \left( \eta_{\mu \nu} + \chi_{\mu \nu}[x'] + \partial_{[\mu} \xi_{\nu]}[x'] + 2 \xi^\sigma[x'] \frac{\partial[\eta']}{\partial[\eta]} \eta_{\nu \sigma} + \mathcal{O} \left[ (\chi_{\alpha \beta})^2, (\xi^\alpha)^2, \chi_{\alpha \beta} \xi_{\sigma} \right] \right), \]  

(65)
where we are moving indices with the flat metric, \( \xi_{\nu} \equiv \eta_{\rho\sigma}\xi^{\sigma} \), and \( \partial_{\mu}^{'} \equiv \partial/\partial x^{\mu} \).

Because coordinates in curved spacetimes are mere labels and have no intrinsic physical/geometric meaning until the metric itself is specified, it is customary to drop the primes on the ‘new’ coordinate system on the right-hand-side of equation (64) and instead phrase the ensuing transformations as replacement rules. In the same vein, equation (65) tells us the effect of the infinitesimal coordinate re-definition \( x^{\alpha} \rightarrow x^{\alpha} + \xi^{\alpha} \) upon the metric can be, at first order, entirely attributed to the following transformation of the perturbations:

\[
\chi_{\mu\nu} \rightarrow \chi_{\mu\nu} + \partial_{\mu}^{'}(\xi_{\nu}) + 2\frac{\dot{a}}{a}\xi^{\beta}\eta_{\mu\beta}, \quad \text{(whereas } a[\eta] \rightarrow a[\eta]).
\]

If one has an expression strictly first order in \( \chi_{\mu\nu} \) that arose from a generally covariant field theoretic calculation, to implement an infinitesimal coordinate transformation of the form in equation (64), one only needs to replace every occurrence of \( \chi_{\mu\nu} \) with the right hand side of equation (66). In particular, the coordinates themselves do not need to be altered—because any such change would only affect higher order perturbations.

More generally, for any rank \( -(n \geq 1) \) perturbed tensor

\[
T_{\mu_{1}...\mu_{n}} \equiv \overline{T}_{\mu_{1}...\mu_{n}} + \delta T_{\mu_{1}...\mu_{n}},
\]

we may follow the same reasoning above, and attribute all the infinitesimal coordinate transformations upon it to its perturbation \( \delta T_{\mu_{1}...\mu_{n}} \); i.e.

\[
\overline{T}_{\mu_{1}...\mu_{n}} \rightarrow \overline{T}_{\mu_{1}...\mu_{n}}, \quad \delta T_{\mu_{1}...\mu_{n}} \rightarrow \delta T_{\mu_{1}...\mu_{n}} + \xi^{\sigma}\partial_{\sigma}T_{\mu_{1}...\mu_{n}} + \sum_{I=1}^{n} T_{\mu_{1}\mu_{2}...\mu_{I-1}\sigma\mu_{I+1}...\mu_{n}}\partial_{\mu_{I}}\xi^{\sigma},
\]

whenever we implement \( x^{\alpha} \rightarrow x^{\alpha} + \xi^{\alpha} \). This immediately teaches us that, whenever the ‘background’ tensor \( T_{\mu_{1}...\mu_{n}} \) is zero, the first order perturbation of the same tensor is gauge invariant:

\[
\delta T_{\mu_{1}...\mu_{n}} \rightarrow 0 \quad \text{if} \quad T_{\mu_{1}...\mu_{n}} = 0.
\]

We have already invoked this fact above, when introducing the first order perturbation theory of the Einstein and fluid equations; and we will do so again when discussing the linearized Weyl tensor about a perturbed spatially flat FLRW spacetime in appendix C below.

Equation (66) is also teaching us that, to a significant extent, the values of \( \chi_{\mu\nu} \) can be modified at will by choosing an appropriate vector \( \xi^{\alpha} \), hence rendering the former’s physical/geometric meaning obscure. This arbitrariness of \( \chi_{\mu\nu} \) is the motivation for introducing first order gauge-invariant variables [31]—we now turn our attention towards its \( d \)-dimensional generalization.

4.2.2. Gauge-invariant perturbation variables. The background cosmological metric (and the Minkowski limit, \( a \rightarrow 1 \)) enjoys a global \( \text{SO}_{d-1} \) invariance under \( x^{l} \rightarrow \mathcal{R}_{l}^{j}x^{j} \), for all spacetime-independent matrices \( \{ \mathcal{R}_{j} \} \) satisfying \( \delta_{ab}\mathcal{R}_{j}^{a}\mathcal{R}_{b}^{j} = \delta_{j} \). This is a guide to seeking the first order gauge-invariant metric perturbation variables and the PDEs that govern them. By performing an irreducible SVT decomposition of the metric perturbations as well as an analogous one for \( \xi_{\alpha} \), we shall see that the SVT decomposition of the linearized Einstein-fluid equation system itself can be organized into a gauge-invariant form.
The scalar-vector decomposition of the generator-of-coordinate-transformations is
\[ \xi_\mu = (\xi^0, \partial^\mu + \ell^\mu), \quad \partial^\mu \ell_\mu = 0; \] (71)
whereas the SVT one of the metric perturbation \( \chi_{\mu\nu} \) is
\[ \chi_{00} \equiv E, \quad \chi_{0i} = \partial_i F + F_i, \]
\[ \chi_{ij} \equiv D_{ij} + \partial_i (D_j) + \frac{D}{d-1} \delta_{ij} + \left( \delta_i \partial_j - \frac{\delta_{ij}}{d-1} \vec{\nabla}^2 \right) K, \] (72)
where these variables subject to the following constraints:
\[ \partial_i F_i = \delta_{ij} D_{ij} = \partial_i D_{ij} = \partial_i D_i = 0. \] (73)
Applying the irreducible decomposition of equations (72) to (66), under \( x^0 \rightarrow x^0 + \xi^0 \) and \( x^i \rightarrow x^i - (\partial^i \ell + \ell^i) \), we may gather
\[ E \rightarrow E + 2 \frac{\partial_i (a \xi^0)}{a}, \quad F \rightarrow F + \ell + \xi_0, \quad F_i \rightarrow F_i + \ell_i, \]
\[ D_j \rightarrow D_j + \ell_j, \quad D \rightarrow D + 2 \vec{\nabla}^2 \ell - 2(d-1) \frac{a}{a} \xi_0, \quad K \rightarrow K + 2 \ell, \] (74)
and the transverse-traceless graviton is gauge-invariant
\[ D_{ij} \equiv \chi^T_{ij} \rightarrow D_{ij}. \] (75)
A direct calculation will then verify that the following variables are first order gauge invariant ones. The two scalar ones are
\[ \Psi \equiv E - 2 \frac{\partial_0}{a} \left\{ a \left( F - \frac{K}{2} \right) \right\}, \] (76)
\[ \Phi \equiv \frac{D}{d-1} - \vec{\nabla}^2 K + 2 \frac{a}{a} \left( F - \frac{K}{2} \right); \] (77)
whereas the vector and tensor modes are, respectively,
\[ V_i \equiv F_i - D_i \quad \text{and} \quad D_{ij} \equiv \chi^T_{ij}. \] (78)
We will recall, as already remarked in [16], that the tensor mode \( D_{ij} \), which obeys a minimally coupled massless wave equation, only exists when \( d \geq 4 \).

4.2.3. Scalar fields for EFT of fluids. We move on to understand how to parametrize, in a gauge-invariant manner, the first order fluid perturbations examined in this paper. In a \( d \)-dimensional spacetime there are \( (d-1) \) scalar fields \( \{ \phi^i | i = 1, 2, 3, \ldots, d-1 \} \) labeling the fluid elements in its co-moving frame. Because they are scalar fields, under a generic coordinate transformation \( x^\alpha = x^\alpha[x'] \),
\[ \phi^i[x'] = \phi^i[x[x']]. \] (79)
Earlier, we have shown that the \( \phi^1 = x^1 \) solves the background fluid equations-of-motion and, with an appropriate choice of Lagrangian to govern their dynamics, produces a cosmology with a constant equation-of-state \( w \). Just as for the gravitational side of the problem, we shall study the perturbations about this background \( \phi^1 \), namely \( \phi^i \equiv x^i + \Pi^i \) (see equation (35)).

13 We have re-normalized the definition of \( \Psi \) in equation (76) relative to that in [16]; \( 2 \Psi \) in [16] is \( \Psi \) here.
and understand how the perturbations $\Pi^I$ change under an infinitesimal coordinate transformation, $x^\alpha \to x^\alpha + \xi^\alpha$. Equation (79) informs us that, to first order in $\xi^\alpha$,

$$x^I + \Pi^I[x] \to x^I + \xi^I + \Pi^I[x + \xi] = x^I + \Pi^I[x] + \xi^I[x] + O [\Pi^I \xi^\alpha, (\xi^\alpha)^2].$$  

Building on the above discussion for metric perturbations—for any strictly first order expression involving $\{\Pi^I\}$ which descended from a generally covariant set of equations—we see that implementing the infinitesimal coordinate transformation $x^\alpha \to x^\alpha + \xi^\alpha$ reduces to keeping the coordinates themselves fixed and making the replacement

$$\Pi^I[x] \to \Pi^I[x] + \xi^I[x].$$  

If we further perform a scalar-vector decomposition of $\Pi^I$,

$$\Pi_I \equiv -\Pi_I = \partial_I P + P_I, \quad \partial_I P_I = 0;$$

remembering $\xi_\alpha \equiv (\xi_0, \partial_i \ell + \ell_i)$, the irreducible pieces transform as

$$P \to P + \ell \quad \text{and} \quad P^I \to P^I + \ell_I.$$  

A short calculation would verify that the following are first order gauge-invariant fluid perturbation variables:

$$\Xi^I \equiv P^I - D^I \quad \text{and} \quad \Xi \equiv P - \frac{K}{2},$$

where the $D^I$ and $K$ are the metric perturbations in equation (72).

### 4.3. First order equations-of-motion and solutions

Let us begin this section by collecting the various ingredients necessary to construct the first order gauge-invariant equations for the metric $(D_{ij}, V_i, \Phi, \Psi)$ and fluid $(\Xi_I, \Xi)$ perturbation variables.

#### 4.3.1. SVT decomposition of astrophysical source

Firstly, we shall suppose that the astrophysical system at hand has an energy-momentum-shear-stress tensor $^{(a)}T_{\mu\nu}$ whose scalar-vector-tensor decomposition is given by

$$(^{(a)}T_{00}) = \rho, \quad ^{(a)}T_{0i} = \Sigma_i + \partial_i \Sigma,$$

$$^{(a)}T_{ij} = \sigma_{ij} + \partial_i \sigma_j + \frac{\sigma}{d-1} \delta_{ij} + \left( \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \nabla^2 \right) \Upsilon.$$  

Because of the conservation of the stress tensor, these variables are not all independent. We have $\nabla^{(a)}(^{(a)}T_{\sigma0}) = 0$ handing us

$$\frac{\partial \rho (d^2-\rho)}{d^2-2} = \nabla^2 \Sigma + \frac{\dot{a}}{a} (\rho - \sigma)$$

while the longitudinal and transverse parts of $\nabla^{(a)}(^{(a)}T_{\sigma i}) = 0$ return

$$\frac{\partial \sigma (d^2-2) \Sigma_i}{d^2-2} = \frac{\sigma + (d-2) \nabla^2 \Upsilon}{d-1},$$

$$\frac{\partial \sigma (d^2-2) \Sigma_i}{d^2-2} = \nabla^2 \sigma_i.$$
4.3.2. Non-conservation of mass. In the cosmological geometry of equation (1), the $d$-beins corresponding to the local Lorentz frame of a co-moving observer are given by $\varepsilon^\alpha_\mu = a^{-1}\delta^\alpha_\mu$. In such an orthonormal frame, the mass $(a) M$ of the system can be defined through the proper spatial volume integral of $(a) T^0_0 = \varepsilon^\alpha_0 \varepsilon^\beta_0 \varepsilon^\gamma_\mu \varepsilon^\delta_\nu (a) T^\alpha_\beta = a^{-2} (a) T^0_0$:

$$(a) M[\eta] = \int_{\mathbb{R}^{d-1}} d^{d-1}x \hat{a}[\eta] d^{d-3} \rho[\eta, \vec{x}].$$

(90)

Similarly, the pressure $(a) P_i$ in the $i$th direction can be defined in terms of the proper spatial volume integral of $(a) T^i_i = a^{-2} (a) T^i_i$, with no summation over $i$ implied. This in turn leads us to

$$\sum_{i=1}^{d-1} (a) P_i[\eta] = \int_{\mathbb{R}^{d-1}} d^{d-1}x \hat{a}[\eta] d^{d-3} \sigma[\eta, \vec{x}].$$

(91)

By virtue of being in a cosmological environment, the mass $(a) M$ of the system is not, in fact, conserved. Taking a time derivative of equation (90), and making use of the conservation law in equation (87),

$$(a) \dot{M} = \int_{\mathbb{R}^{d-1}} d^{d-1}x \hat{a}[\eta] d^{d-3} \left( \tilde{\nabla}^2 \Sigma - \frac{\dot{\hat{a}}}{\hat{a}} \sigma \right).$$

(92)

Converting the Laplacian term to a surface integral at spatial infinity, we see that it is trivial. We may therefore gather, through the relation in equation (91),

$$(a) \dot{M}[\eta] = -\frac{\dot{\hat{a}}[\eta]}{\hat{a}[\eta]} \sum_{i=1}^{d-1} (a) P_i[\eta].$$

(93)

4.3.3. First order perturbations of $(\hat{1}) T^0_0$. We will also need the perfect fluid stress tensor in equation (25) developed up to first order in $\{\chi_{\mu\nu}\}$ and $\{\Pi^I\}$. Useful intermediate results are

$$n^\mu = \left( \frac{-d}{d^2} \right) \left\{ \delta^0_\mu \left( -1 + \frac{\chi}{2} - \partial_i \Pi^I \right) + \delta^j_\mu \Pi^I + \ldots \right\},$$

$$\chi \equiv \eta^\sigma \chi_{\sigma\mu},$$

(94)

$$\frac{n^\mu n^\nu}{n^2} = a^2 \left\{ \delta^0_\mu \delta^0_\nu (1 + \chi_{00}) + \delta^0_\mu \delta^j_\nu \left( \tilde{\Pi}^j + \chi_{0j} \right) + \ldots \right\},$$

(95)

and

$$(n^2) \left( d^2 \right) = \frac{1}{4a^{w+1}(d-1)^2} \left\{ 1 + \frac{w+1}{2} \left( \delta^0_\nu \chi_{0j} + 2\partial_j \Pi^I \right) + \ldots \right\}. $$

(96)

The desired $O[\chi_{\mu\nu}, \Pi^I]$-accurate fluid stress tensor is

$$(\hat{1}) T^\mu_\nu = \frac{(d-2)(d-1)}{4\pi G \rho G_0} \eta^2 \left\{ \right.$$
In equations (94) through (97), the ‘…” represent terms that scale as \(O[(\chi_{\mu\nu})^2, (\Pi^I)^2, \chi_{\mu\nu}\Pi^I]\) or higher.

### 4.3.4. Linearized Einstein’s equations

We are now ready to enumerate the EoM for the gauge-invariant metric perturbations \(\Phi, \Psi, V_i\) and \(D_{ij}\). We used xAct [40] to work out the linearized Einstein tensor \((G[1])_{\mu\nu}\) and subtracted from it the first order piece of the fluid stress tensor in equation (97) to compute the left-hand-side of equation (36), \(\Delta_{\mu\nu}\). By first decomposing \(\chi_{\mu\nu}\) and \(\Pi^I\) according to equations (72) and (82) respectively, the end result for \(\Delta_{\mu\nu}\) is gauge-invariant if we group together the appropriate terms according to the definitions in equations (76)–(78) and (84). As already remarked earlier, this is both a check of the calculation itself, as well as the starting point for the ensuing SVT decomposition of the linearized Einstein’s equation (36)\(^{15}\).

#### Scalars

The scalar EoM for \(\Phi\) and \(\Psi\) arise from the 00 component of equation (36), with \((a)T_{00} = \rho\) (see equation (85)),

\[
\frac{1}{2}(d-2)\bar{\nabla}^2 \Phi - \frac{(d-2)(d-1)}{\eta q_w} \dot{\Phi} - \frac{(d-2)(d-1)}{\eta^2 q_w^2} (w+1)((d-1)\Phi - 2\bar{\nabla}^2 \Xi) + 2\dot{\Psi} = 8\pi G_N \rho;
\]

equating the gradient portions of the 0i components on both sides of equation (36), with \((a)T_{0i}\) given in equation (85),

\[
\frac{1}{2}(d-2)\bar{\nabla}^2 \Phi + \frac{(d-2)}{\eta q_w} \Psi + \frac{2(d-2)(d-1)(w+1)}{\eta^2 q_w^2} \dot{\Xi} = 8\pi G_N \Sigma;
\]

equating the spatial trace portions of the ij components on both sides of equation (36), with \((a)T_{ij}\) given in equation (86),

\[
\frac{1}{2}(d-2)\bar{\nabla}^2 \{((d-3)\Phi - \Psi) + (d-1)\bar{\nabla}^2 \Phi\} + \frac{(d-2)(d-1)}{\eta q_w} \{((d-2)\dot{\Phi} + \dot{\Psi}\}
\]

\[
- \frac{(d-2)(d-1)^2 w}{\eta^2 q_w^2} (w+1)((d-1)\Phi - 2\bar{\nabla}^2 \Xi) + 2\dot{\Psi} = 8\pi G_N \sigma;
\]

as well as equating the tidal-shear part of the ij components on both sides of equation (36), again with \((a)T_{ij}\) given in equation (86),

\[
\frac{1}{2}((d-3)\Phi - \Psi) = 8\pi G_N \Upsilon.
\]

Because \(\Psi\) can be immediately obtained from \(\Phi\) through equation (101), we will focus on solving \(\Phi\) throughout the rest of this paper.

#### Vector

The vector perturbations come from equating the divergence-free part of the 0i components on both sides of equation (36), with \((a)T_{0i}\) given in equation (85),

\(^{15}\)Computationally speaking, note that \(E\) only appears in \(\Psi\) and \(D\) only in \(\Phi\). We may therefore use equation (76) to replace all occurrences of \(E\) with its equivalent expression in terms of \(\Psi, F\) and \(K\); equation (77) to replace all \(D'\)’s in terms of \(\Phi, K, F\); and equation (78) to replace all \(F'\)’s in terms of \(V_i\) and \(D_i\). One should find all the remaining \(F, K\) and \(D_i\) to cancel. It may also be useful, at this point, to refer to the decompositions of equations (37) and (46) and recall the discussion starting just before equation (59) through the end of section 4.1. Furthermore we highlight that, if one first computes the following EoM in Fourier-space, the formulas in equations (40), (41), (53) and (54) may prove handy for extracting the relevant scalar-vector(-tensor) components.
\[
\frac{1}{2} \tilde{\nabla}^2 V_i - \frac{2(d - 2)(d - 1)(w + 1)}{\eta^2 q_w^2} (V_i - \tilde{\Xi}_i) = 8\pi G_N \Sigma_i;
\] (102)

and equating the divergence-less vector portion of the \(ij\) components on both sides of equation (36), with \(\psi T_{ij}\) given in equation (86),

\[
\frac{1}{2} \tilde{V}_i + \frac{d - 2}{\eta q_w} V_i = \frac{\partial_v (a^{d-2} V_i)}{2a^{d-2}} = 8\pi G_N \sigma_i.
\] (103)

**Tensor.** Finally, the tensor equation arise from equating the transverse-traceless parts of the \(ij\) components on both sides of equation (36), with \(\psi T_{ij}\) given in equation (86),

\[
-\frac{1}{2} \left( \tilde{D}_{ij} + \frac{2(d - 2)}{q_w \eta} \tilde{D}_{ij} - \tilde{\nabla}^2 \tilde{D}_{ij} \right) = -\frac{d^2}{2} \Box^{(S)} \tilde{D}_{ij} = 8\pi G_N \sigma_{ij}.
\] (104)

The \(\Box^{(S)}\) is the scalar spacetime Laplacian; with the \(g_{\mu\nu}\) in equation (1), \(\Box^{(S)} \tilde{D}_{ij} = \tilde{D}_{ij}(\sqrt{|g|} g^{\mu\nu} \partial_{\nu} \partial_{\mu})/\sqrt{|g|}\). We also remind the reader that \(q_w \equiv (d - 3) + (d - 1)w\) (see equation (2)).

### 4.3.5. Linearized fluid EoM.

Inserting into the fluid EoM in equation (27) the metric and fluid expansions of equations (5) and (35), followed by their decompositions in equations (72) and (82), a direct calculation then hand us the linearized fluid equations:

\[
\rho_i' [a^{2(1-d)}/2] a^{2(1-d)} \left\{ \tilde{\nabla}^2 \Xi - (d - 1) \tilde{\Psi}_i a + \frac{d - 1}{2} \Phi \right\} + \rho_i' [a^{2(1-d)}/2] \left\{ -\tilde{\nabla}^2 \Xi - (d - 2) \tilde{\Psi}_i a + \frac{d - 1}{2} \Phi + \frac{1}{2} \Psi \right\} = 0.
\] (105)

The divergence-free portion of equation (105) yields the equation for \(\Xi_i\):

\[
\rho_i'' [a^{2(1-d)}/2] a^{2(1-d)} \left\{ (d - 1) \tilde{V}_i - \tilde{\Xi}_i \right\} + \rho_i' [a^{2(1-d)}/2] \left\{ (d - 2) \tilde{\Psi}_i - \tilde{V}_i \right\} = 0.
\] (106)

Equations (106) and (107) hold for any \(\rho_i\) evaluated on the background fluid solution \(a^d = \lambda^i\).

If we specialize to the case of interest, namely with \(\rho_i\) given in equation (24), we find equations (106) and (107) becoming respectively

\[
(w + 1) \left\{ \tilde{\Xi} - \frac{2((d - 1)w - 1)}{q_w \cdot \eta} \tilde{\Xi} - w \tilde{\nabla}^2 \Xi + \frac{(d - 1)w}{2} \Phi + \frac{1}{2} \Psi \right\} = 0
\] (108)
and

\[(w + 1)a^{d-1}w^{-1}∂_0 \left( \frac{V_i - \frac{∂}{∂s} x_i^j}{a^{d-1}w^{-1}} \right) = 0. \tag{109}\]

As discussed in section 3, the \( w = -1 \) case corresponds to Einstein’s equations with a positive cosmological constant. The background metric solution is de Sitter spacetime and, in particular, there is really no background cosmological fluid driving its evolution—this is reflected by the fact that, when we put \( w = -1 \) in equations (108) and (109), these fluid EoM become a pair of irrelevant \( 0 = 0 \) identities.

With the EoM laid out, we will turn to describing their solutions for the remaining of this section.

### 4.3.6. Tensor mode solutions.

The tensor mode wave equation (104) can be re-expressed as

\[
\left( \partial^2 - \frac{\kappa}{\eta^2} \right) \left( a^{\frac{w+2}{2}} D_j \right) = -16\pi G_N a^{\frac{w+2}{2}} \sigma_{ij}.
\tag{110}
\]

with \( \partial^2 \equiv \eta^{\mu\nu} \partial_\mu \partial_\nu \). The solution to the inverse of the wave operator taking the form \( \partial^2 - \kappa (\kappa+1)/\eta^2 \) in equation (110), and throughout the rest of this paper, is reviewed in appendix D; we will simply report the results in the main text. Here, the retarded solution is

\[
a[\eta] a^{\frac{w+2}{2}} D_0[\eta, \vec{x}] = -16\pi G_N \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{\eta_0}^{\eta} d\eta' a[\eta'] a^{\frac{w+2}{2}} \mathcal{G}^{(T)}[\eta, \eta'; \sigma] \sigma_{ij}[\eta', \vec{x'}],
\tag{111}
\]

where the symmetric Green’s functions are

\[
\mathcal{G}^{(T)}_{\text{even } d \geq 4}[\eta, \eta'; \sigma] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \sigma} \right) \left( \frac{\Theta[\sigma]}{2} P_{-\frac{w+2}{2}} \left[ 1 + s \right] \right),
\tag{112}
\]

\[
\mathcal{G}^{(T)}_{\text{odd } d \geq 5}[\eta, \eta'; \sigma] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \sigma} \right) \left( \frac{\Theta[\sigma]}{4\pi} \frac{s + \sqrt{s(s+2)} + 1}{\sqrt{(s+2)(s+2+1)}} \right),
\tag{113}
\]

\[
\sigma \equiv \frac{1}{2} \left( (\eta - \eta')^2 - (\vec{x} - \vec{x'})^2 \right), \quad s \equiv \frac{\sigma}{\eta \eta'}. \tag{114}
\]

The \( P_\nu \) occurring in equation (112) is the Legendre function, and will show up repeatedly in the even dimensional solutions in this paper.

Let us highlight the 4D case \( D_0^{(4D)} = D_0^{(4D \text{ direct})} + D_0^{(4D \text{ tail})} \). Its light cone part is

\[
D_0^{(4D \text{ direct})}[\eta, \vec{x}] = -4G_N \Theta_\nu \int d^3 \vec{x}' \frac{a[\eta'] \sigma_{ij}[\eta', \vec{x}]}{a[\eta] |\vec{x} - \vec{x}'|},
\tag{115}
\]

with retarded time \( \eta_0 \equiv \eta - |\vec{x} - \vec{x}'| \); and the symbol \( \Theta_\nu \), as explained in appendix D, reminds us that the solution is non-zero—whenever \( \nu_0 > 0 \)—only within the particle horizon of the GW source. The tail portion is

\[
D_0^{(4D \text{ tail})}[\eta, \vec{x}] = -4G_N \int_{\mathbb{R}^3} d^3 \vec{x} \int_{\eta_0}^{\eta} d\eta' \frac{a[\eta']}{a[\eta]} \cdot \eta'' P_{-\frac{w+2}{2}} \left[ 1 + \frac{(\eta - \eta')^2 - (\vec{x} - \vec{x}')^2}{2\eta \eta'} \right] \sigma_{ij}[\eta', \vec{x}].
\tag{116}
\]
Null waves. Before before moving on to the vector and scalar solutions, let us compare the cosmological solution of equation (111) and its Minkowski version, i.e. the TT part of equation (A.74) below. The scale factors in the former, multiplying $D_j$ on the left-hand-side tells us, to leading order, the portion of tensor waves propagating strictly on the null cone—including their associated memories—is expected to redshift as $1/a[|\eta|](d-2)/2$ relative to their Minkowskian cousins, at least in all relevant even dimensions $d = 4, 6, 8, \ldots$.

4.3.7 Vector solutions. According to equation (109), if there were no perturbations to begin with in the asymptotic past, then $V_l - \tilde{\Xi}_l = 0$ for all time. To see this, we integrate once to obtain

$$V_l[\eta, \vec{x}] - \tilde{\Xi}_l[\eta, \vec{x}] = \left( \frac{a[|\eta|]}{a[|\eta'|]} \right)^{(d-1)w-1} (V_l[\eta', \vec{x}] - \tilde{\Xi}_l[\eta', \vec{x}]),$$

for some fixed initial time $\eta'$. If this initial time $\eta'$ is taken to be in the far past, so that we may assume no metric perturbations has been generated, this means $V_l[\eta', \vec{x}] = \tilde{\Xi}_l[\eta', \vec{x}] = 0$ and therefore $V_l - \tilde{\Xi}_l = 0$. Using this in equation (102) now hands us

$$\frac{1}{2} \bar{\nabla}^2 V_l = 8\pi G_N \Sigma_l,$$

which may be readily solved via the Green’s function of the Laplacian in $(d - 1)$-space,

$$V_l[\eta, \vec{x}] = -16\pi G_N \int_{d-1} \frac{d\eta' - 1}{d-1} \bar{\nabla}^2 \left( \frac{d-3}{2} \right) \cdot \Sigma_l[\eta, \vec{x}].$$

Our assumption that $V_l$ tends to zero in the distant past therefore amounts to assuming that $\Sigma_l$ itself is negligible in the distant past. As a check of the consistency of equation (118), we may apply the operator itself is negligible in the distant past. As a check of the consistency of equation (118), we may apply the operator $\partial_0(\partial^{d-2} \cdot) / \partial^{d-2}$ on both sides, followed by using equation (103),

$$8\pi G_N \bar{\nabla}^2 \Sigma_l = 8\pi G_N \frac{\partial_0(\partial^{d-2} \Sigma_l)}{\partial^{d-2}},$$

which is simply the conservation law of equation (89).

Alternatively, we may also integrate equation (103) once to obtain $\partial_0 V_l$ in terms of the $\partial_0(\sigma_{ij})$ component of $(\rho)_{\mu \nu}$

$$\partial_0 V_l[\eta, \vec{x}] = 16\pi G_N \int_{\eta'}^{\eta} a[|\eta'|]^{-d-2} \partial_0(\sigma_{ij})[\eta', \vec{x}] d\eta' + \left( \frac{a[|\eta'|]}{a[|\eta|]} \right)^{-d-2} \partial_0 V_l[\eta', \vec{x}].$$

4.3.8. Scalar solution in de Sitter ($\mathcal{W} = -1$). In de Sitter spacetime, or equivalently when $w = -1$, the fluid equations become irrelevant. We may now set $w = -1$ in equations (98) and (99), and eliminate $\Psi$ to arrive at

$$\frac{d - 2}{2} \bar{\nabla}^2 \Phi = 8\pi G_N \left( \rho - \frac{d - 1}{\eta} \Sigma \right).$$

The solution is

$$\Phi[\eta, \vec{x}] = -16\pi G_N \frac{d - 2}{d - 2} \int_{d-1} d\eta' - 1 \bar{\nabla}^2 \left( \frac{d-3}{2} \right) \cdot (\rho[\eta, \vec{x}'] + H a[|\eta|](d-1)\Sigma[\eta, \vec{x}']).$$

(123)
where we have introduced a constant Hubble parameter \( H > 0 \) and expressed the de Sitter scale factor as \( a[\eta] \equiv -1/(H\eta) \).

4.3.9. Scalar solution in matter dominated universe (\( w = 0 \)). By putting \( w = 0 \) in equation (100), and invoking equation (101) to eliminate \( \Psi \), we immediately obtain an ordinary differential equation in time for \( \Phi \), sourced by \( \sigma \) and \( \Upsilon \):

\[
\ddot{\Phi} + \frac{2(2d-5)}{(d-3)\eta} \dot{\Phi} = \frac{\partial_0 (a^{2d-5}\dot{\Phi})}{a^{2d-5}} = 16\pi G_N \left( \frac{\partial_0 (a^{d-2}\Sigma)}{(d-2)\cdot a^{d-2}} + \frac{2\ddot{\Upsilon}}{(d-3)\eta} \right) .
\]

(124)

If we assume the \( \Phi \) and \( \dot{\Phi} \) were zero in the distant past, then we may integrate twice to obtain its solution:

\[
\Phi[\eta, \vec{x}] = 16\pi G_N \int_\eta^\eta \frac{d\eta''}{a[\eta'']} \int_{\eta''}^{\eta'''} d\eta''' a[\eta''']^{2d-5} \left( \frac{\partial_0 (a[\eta''']^{d-2}\Sigma[\eta'', \vec{x}])}{(d-2)\cdot a[\eta''']^{d-2}} + \frac{2\ddot{\Upsilon}[\eta''', \vec{x}]}{(d-3)\eta'''} \right) .
\]

(125)

4.3.10. Scalar solution for \( 0 < w \leq 1 \). The reason why the \( w = -1 \) and \( w = 0 \) cases need to be treated separately is because the character of the differential equations involved becomes different at these two discrete points on the EoS parameter line. For instance, setting \( w = 0 \) in equation (108) sets to zero its Laplacian term. As such, when \( w = -1 \) or \( w = 0 \), the following manipulations will not be available to reduce the scalar equations to a single wave equation for \( \Phi \).

We first use the fluid equation (108) to replace the \( \nabla \Sigma \) in equation (98) with an expression involving \( \Xi, \bar{\Xi}, \Phi \) and \( \Psi \). Then, to get rid of the remaining \( \Xi \) and \( \bar{\Xi} \) in equation (98), we first solve \( \Xi \) in terms of \( \Phi, \Psi \) and \( \Sigma \) using equation (99); by taking one time derivative of this latter result, \( \Xi \) can also be replaced in terms of \( \Phi, \dot{\Phi}, \ddot{\Phi}, \Sigma \) and \( \dot{\Sigma} \). Finally, we replace all \( \Psi \) in terms of \( \Phi \) using equation (101). After all these steps, one should arrive at

\[
\ddot{\Phi} + \frac{2((d-1)w + 2d - 5)}{\eta q_w} \dot{\Phi} - w\nabla^2 \Phi = 16\pi G_N \left( \frac{\partial_0 (a^{d-2}\Sigma)}{(d-2)\cdot a^{d-2}} - \frac{w}{d-2} \rho + \frac{2\ddot{\Upsilon}}{\eta q_w} \right) .
\]

(126)

16The left hand side of equation (126) is proportional to the scalar spacetime Laplacian \( (\Phi) \Box \) acting on \( \Phi \), but in the geometry

\[
(\Phi) g_{\mu \nu} dx^\mu dx^\nu \equiv \left( \frac{\eta}{\eta_0} \right)^{\frac{(2d-5)(d-3)\pi}{2(d-3)\cdot 2d-5}} (d\eta)^2 \left( \frac{1}{w} \right)^{\frac{1}{2}} \cdot \frac{1}{d-2} \cdot \frac{1}{d-2} ;
\]

(127)

in detail,

\[
\left( \frac{\eta}{\eta_0} \right)^{\frac{(2d-5)(d-3)\pi}{2(d-3)\cdot 2d-5}} (\Phi) g_{\mu \nu} \nabla_\mu \nabla_\nu \Phi = \ddot{\Phi} + \frac{2((d-1)w + 2d - 5)}{\eta q_w} \dot{\Phi} - w\nabla^2 \Phi .
\]

(128)

Physical range of EoS. For \( w > 0 \), the speed of the \( \Phi \)-wavefront is \( \sqrt{w} \). Therefore, in order for the scalar-hydrodynamical system to not admit superluminal signals, its EoS must be constrained to be \( w \leq 1 \). We now re-write the scalar mode wave equation (126) as

16 As a check of our calculations here, note that setting \( d = 4 \) on the left hand side of equation (126) recovers that of equation (7.57) in Mukhanov’s textbook [13]. (Mukhanov sets \( \Psi = \Phi \).)

17 In cosmology-speak \( c_s^2 \equiv w \) is commonly called the ‘sound speed squared’.
\[
\frac{1}{a_{d-5+w(1-d)}} \left( \left( \partial^2_w - \frac{(d-2)(2d-5+w(d-1))}{q_w^2} \right) \Phi \right) = 16\pi G_N \left( \frac{\partial_0 \left( a\left( a^{d-2}\Sigma \right) \right)}{(d-2) \cdot a^{d-2}} - \frac{\rho}{d-2} + \frac{2\bar{Y}}{\eta q_w} \right),
\]

(129)

with \((w)\partial^2 \equiv \partial^2_w - w\nabla^2\). The \(\Phi\) solution is

\[
a[\eta] \left( \frac{d-5+(d-1)w}{w} \right) \Phi[\eta, \vec{x}] = \frac{16\pi G_N}{w^{\frac{d-1}{2}}} \int_{\Sigma_{\eta}} d^{d-1}\vec{x} \int_{\eta_0}^\eta d\eta' \left( \frac{\partial_0 \left( a[\eta']^{d-2}\Sigma[\eta', \vec{x}'] \right)}{(d-2) \cdot a[\eta']^{d-2}} - \frac{\rho[\eta', \vec{x}']}{d-2} + \frac{2\bar{Y}[\eta', \vec{x}']}{q_w[\eta']} \right),
\]

(130)

where the symmetric Green’s functions are

\[
G_{even}^{(\Phi)}[\eta, \eta'; \bar{\sigma}_w] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \bar{\sigma}_w} \right)^{\frac{d-1}{2}} \left( \frac{\Theta[\sigma_w]}{2 \cdot \sqrt{\sigma_w(\sigma_w + 2)}} \right)
\]

(131)

\[
G_{odd}^{(\Phi)}[\eta, \eta'; \bar{\sigma}_w] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \bar{\sigma}_w} \right)^{\frac{d-1}{2}} \left( \frac{\Theta[\sigma_w]}{4\pi} \right)
\]

(132)

\[
\bar{\sigma}_w \equiv \frac{1}{2} \left( (\eta - \eta')^2 - \frac{(\vec{x} - \vec{x}')^2}{w} \right), \quad s_w \equiv \frac{\bar{\sigma}_w}{\eta \eta'},
\]

(133)

The presence of \(1/w^{\frac{d-1}{2}}\) in equation (130) reminds us that the \(w = 0\) case—considered separately above—is disconnected from its \(w > 0\) counterpart. We also remark that, unlike the tensor mode above, the scalar mode radiation can be sourced by three irreducible components \((\Sigma, \rho, \bar{Y})\) of the energy-momentum-shear-stress of the astrophysical system. We again highlight the 4D case by writing down its retarded Green’s function:

\[
G_{\delta, 0 \leq \eta \leq 1}^{(\Phi+)}[\eta, \eta'; |\vec{x} - \vec{x}'|] = \frac{1}{4\pi} \left( \frac{\Theta[\eta - \eta' - |\vec{x} - \vec{x}'|/\sqrt{w}]}{|\vec{x} - \vec{x}'|} \right)
\]

(134)

As already pointed out by Tolish and Wald [24], it is possible to generate Cherenkov \(\Phi\) radiation if there are astrophysical sources moving faster than \(\sqrt{w} < 1\) with respect to the cosmic rest frame.

**Negative EoS.** When \(w < 0\), the scalar mode equation (126) becomes a Poisson-type one because the coefficient of the spatial Laplacian term is now positive. If one wishes to quantize the \(\Phi\) fluctuations—as is the case during the primordial epoch of the universe, when the initial seeds of inhomogeneities were believed to be laid down—this would lead to pathologies because half of the \(\Phi\)'s mode functions, which solve the homogeneous equation
\[ \Phi + \frac{2((d-1)w + 2d - 5)}{\eta \Phi} \Phi + |w|^{\sigma/2} \Phi = 0, \]  

would grow unbounded in amplitude with increasing time. Specifically, in Fourier space, where \( \Phi \rightarrow \Phi[\eta]e^{i\vec{k}\cdot \vec{x}} \), one would find that \( \Phi[\eta] \) is a linear combination involving Hankel functions: \( \eta^{(1-\kappa)/2} H_{\kappa}^{(1)}[\eta] - i[w|^{\kappa}/\eta] \) and \( \eta^{(1-\kappa)/2} H_{\kappa}^{(2)}[\eta] - i[w|^{\kappa}/\eta] \), with \( \kappa \equiv 2((d-1)w + 2d - 5)/q_w \). At the purely classical level, even though we believe the relevant value \( w < 0 \) Green’s functions for equation (108) exists, the latter’s Poisson-type nature means the ensuing solutions would depend on the sources \( (\Sigma, \rho, Y) \) in the future of the observer’s spacetime event. Altogether, these reasons compel us to restrict our attention to the EoS range \( 0 < w \leq 1 \).

4.3.11. Fluid solutions. When \( w = -1 \), or equivalently, about de Sitter spacetime, the fluid equations are irrelevant.

When \( w = 0 \), equation (108) allows us to integrate twice with respect to time and solve the longitudinal \( \Xi \) portion of the fluid perturbation in terms of the scalar metric perturbation \( \Psi \) and its value \( \Xi[\eta', \vec{x}] \) at some initial time \( \eta' \).

\[ \Xi[\eta, \vec{x}] = - \frac{1}{2} \int_{\eta'}^{\eta} \frac{d\eta'' \eta''}{\eta''} \int_{\eta''}^{\eta'} a[\eta''] \Psi[\eta'', \vec{x}] + \Xi[\eta', \vec{x}]. \]  

For \( 0 < \eta \leq 1 \), the longitudinal \( \Xi \) portion of the fluid obeys a wave equation sourced by the scalar metric perturbations \( \Phi \) and \( \Psi \). We re-express equation (108) as

\[ \frac{1}{a^2(1-(d-1)w)} \left( (w) \partial^2 - \frac{(d-1)w - 4 + 2(d-1)w}{q_w^2 \eta^2} \right) \left( a^{1-(d-1)w} \Xi \right) = - \frac{d-1}{2} w \Phi - \frac{1}{2} \Psi, \]

where \( (w) \partial^2 \equiv \partial_0^2 - w\vec{\nabla}^2 \). We will not consider the ranges \( w < 0 \) and \( w > 1 \) for the same reasons when discussing the wave solutions for \( \Phi \) above. The retarded solutions are

\[ a[\eta] \xi(1-(d-1)w) \Xi[\eta, \vec{x}] = - \int_{R^{d-1}} d^{d-1}x \int_{\eta_w}^{\eta} \frac{d\eta'}{\eta'} a[\eta'] \xi(1-(d-1)w) G[^\Xi](\eta', \eta'; \sigma) \]

\[ \times \left( \frac{1}{2} (d-1)w \Phi[\eta', \vec{x}'] + \frac{1}{2} \Psi[\eta', \vec{x}'], \vec{x}' \right), \]

with the following symmetric Green’s functions:

\[ G[^\Xi]_{\text{even} d \geq 4}[\eta, \eta'; \sigma] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \sigma_w} \right) \frac{\xi_{\text{eV}}}{\eta} \left( \frac{\Theta[\sigma_w]}{2} \right) \frac{P_{(d-1)w-1}}{\eta^{(d-1)w-1}} \left( \frac{1 + s_w}{\sigma_w} \right), \]

\[ G[^\Xi]_{\text{odd} d \geq 5}[\eta, \eta'; \sigma] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \sigma_w} \right) \frac{\xi_{\text{eV}}}{\eta} \left( \frac{\Theta[\sigma_w]}{4\pi} \right) \frac{1 + \left( \frac{s_w + \sqrt{s_w(s_w + 2)}}{\sqrt{s_w + 2}} \right)^{(d-1)w-1}}{\sqrt{s_w + 2} \left( \frac{s_w + \sqrt{s_w(s_w + 2)}}{\sqrt{s_w + 2}} + 1 \right)^{(d-1)w-1}} \]
\[ \bar{\sigma}_w \equiv \frac{(\eta - \eta')^2 - (\vec{x} - \vec{x'})^2}{2w}, \quad s_w \equiv \frac{\bar{\sigma}_w}{\eta \eta'}, \quad 0 < w \leq 1. \] (141)

Finally, for the solution of the transverse portion \( \Xi_i \) of the fluid perturbation—we recall in the discussion above, that we wish to implement the initial conditions \( V_i[\eta_0, \vec{x}] = \Xi_i[\eta_0, \vec{x}] = 0 \). This implies from equation (117) that \( \ddot{\Xi}_i = V_i \) for all times. Therefore, for any \( w \), the transverse \( \Xi_i \) portion of the fluid is

\[ \Xi_i[\eta, \vec{x}] = \int_{\eta'}^{\eta} V_i[\eta', \vec{x}] d\eta' + \Xi_i[\eta', \vec{x}], \] (142)

where \( \Xi_i[\eta', \vec{x}] \) is its value at some arbitrary initial time \( \eta' \).

### 4.4. Synchronous gauge: gravitational waves and their memories

Gravitational memory is usually defined as the permanent fractional displacement experienced by a pair of co-moving test masses after the passage of a primary GW train emitted by a distant astrophysical source. We will begin with the observation that the synchronous gauge is the appropriate choice of coordinates to perform such a GW memory calculation. This is because, the geodesic equations obeyed by co-moving observers are satisfied automatically, and what remains is to compute the metric perturbations that occur in the fractional displacement formula of equation (6). We will do so by converting the first order gauge-invariant results of the previous section to the synchronous gauge, and proceed to work out the GW signatures—including potential memory effects—from generic isolated astrophysical sources.

#### 4.4.1. Synchronous gauge

The synchronous gauge refers to the choice of coordinates such that all metric perturbations occur solely within the spatial metric—namely,

\[ ds^2 = a[\eta]^2 \left( (d\eta)^2 - (\delta_{ij} - \chi_{ij}) dx^i dx^j \right). \] (143)

As can be verified by a direct calculation, the timelike trajectory with zero spatial velocity

\[ Z^\mu = (\eta; \vec{Z}_0), \] (144)

with \( \vec{Z}_0 \) constant (i.e. it is co-moving)—satisfies the geodesic equation

\[ \frac{d^2 Z^\alpha}{d\tau^2} + \Gamma^\alpha_{\mu\nu} \frac{dZ^\mu}{d\tau} \frac{dZ^\nu}{d\tau} = 0 \] (145)

to all orders in \( \chi_{ij} \), with proper time \( \tau \) defined through \( d\tau = a[\eta] d\eta \). In other words: in the synchronous gauge metric, if a geodesic worldline has zero spatial velocity at a given instant in time, it is co-moving for all time. This allows us to identify, from equation (143), that the induced metric on constant-time surfaces measures geodesic spatial distances between any pair of such co-moving geodesic test masses:

\[ dL^2 = a[\eta]^2 \left( \delta_{ij} - \chi_{ij} \right) dx^i dx^j. \] (146)

As we shall show in appendix C, assuming the hypothetical GW experiment does not take place over cosmological timescales, this leads us to the fractional displacement formula of equation (6). Note that, by normalizing the tangent vector \( dZ^\mu/d\tau \) of the trajectory in equation (144) to unity, namely
\[ \Omega^{\mu} \equiv a^{-1} \delta_0^{\mu}, \]  

we may re-express the synchronous gauge metric of equation (143) into the following form

\[ g_{\mu\nu} = \Omega_{\mu} \Omega_{\nu} - \delta_{\mu\nu}, \]

where \( \delta_{\mu\nu} \mathrm{d}x^\mu \mathrm{d}x^\nu \equiv -d^2 \) (see equation (146)) and \( \Omega^{\mu} \delta_{\mu\nu} = 0 \). This puts into a generally covariant form the statement that, as long as the synchronous gauge coordinate system itself remains valid, the timelike geodesic observers of equation (144) have worldlines that always remain orthogonal to the constant conformal time (i.e. \( \mathrm{d}\eta = 0 \)) surfaces, since \( U_{\mu} \mathrm{d}x^\mu = a[\eta] \mathrm{d}\eta \).

Now, for equation (6) to be useful, we need to understand how to extract the synchronous gauge metric perturbations from the solutions to the first order gauge invariant metric perturbation variables we obtained in the previous section. By referring to equation (72), we see synchronous gauge means

\[ E = F = F_i = 0. \]

Starting with equation (76), \( K \) can be determined from \( \Psi \) by integrating \( a^{-1} \partial_{\eta} (a \dot{K}) = \Psi \):

\[
K[\eta, \vec{x}] = \int_{\eta'}^{\eta} \frac{\mathrm{d}\eta''}{a[\eta'']} \left( \int_{\eta''}^{\eta} \frac{a[\eta]}{a[\eta'']} \Psi[\eta'', \vec{x}] \mathrm{d}\eta'' + \int_{\eta''}^{\eta} \frac{a[\eta']}{a[\eta'']} K[\eta'', \vec{x}] \right),
\]

for some arbitrary but fixed initial time \( \eta' \). Employing this solution for \( K \), equation (77) can be used to solve for the trace of the spatial metric perturbation:

\[
\frac{d[D[\eta, \vec{x}]]}{d-1} = \Phi[\eta, \vec{x}] + \frac{\nabla^2 K[\eta, \vec{x}]}{d-1} + \frac{\dot{a}[\eta]}{a[\eta]} \left( \int_{\eta'}^{\eta} \frac{a[\eta'']}{a[\eta']} \Psi[\eta'', \vec{x}] \mathrm{d}\eta'' + \frac{a[\eta']}{a[\eta']} \dot{K}[\eta', \vec{x}] \right).
\]

This implies the ‘spatial-trace plus tidal-shear’ part of the spatial metric perturbation in equation (72) is

\[
\frac{\partial_{\eta} D_{ij}[\eta, \vec{x}]}{d-1} + \left( \partial_{\eta} - \delta_{ij} \frac{\nabla^2}{d-1} \right) K = \delta_{ij} \left( \Phi[\eta, \vec{x}] + \frac{\dot{a}[\eta]}{a[\eta]} \left( \int_{\eta'}^{\eta} \frac{a[\eta'']}{a[\eta']} \Psi[\eta'', \vec{x}] \mathrm{d}\eta'' + \frac{a[\eta']}{a[\eta']} K[\eta', \vec{x}] \right) \right)
\]

\[
+ \partial_{\eta} \left( \int_{\eta'}^{\eta} \frac{\mathrm{d}\eta''}{a[\eta'']} \int_{\eta''}^{\eta} \mathrm{d}\eta'' a[\eta''][\Psi[\eta'', \vec{x}] + \dot{K}[\eta', \vec{x}]] \left( \int_{\eta''}^{\eta} \frac{a[\eta']}{a[\eta'']} \mathrm{d}\eta'' + \frac{a[\eta']}{a[\eta']} \dot{K}[\eta', \vec{x}] \right) \right).
\]

Finally, equation (78) tells us the portion of the spatial metric involving the divergence-free vector is

\[
\partial_{\eta} D_{ij}[\eta, \vec{x}] = - \int_{\eta'}^{\eta} \partial_{\eta} V_{ij}[\eta'', \vec{x}] \mathrm{d}\eta'' + \partial_{\eta} D_{ij}[\eta', \vec{x}].
\]

We may now gather, by inserting equations (152) and (153) into equation (72); given \( D_{ij}, V_{ij}, \Phi \) and \( \Psi \), the synchronous gauge metric perturbation is

\[
\chi_{ij}^{(syn)}[\eta \geq \eta', \vec{x}] = D_{ij}[\eta, \vec{x}] - \int_{\eta'}^{\eta} \partial_{\eta} V_{ij}[\eta'', \vec{x}] \mathrm{d}\eta'' + \partial_{\eta} D_{ij}[\eta', \vec{x}]
\]

\[
+ \partial_{\eta} \left( \Phi[\eta, \vec{x}] + \frac{\dot{a}[\eta]}{a[\eta]} \left( \int_{\eta'}^{\eta} \frac{a[\eta'']}{a[\eta']} \Psi[\eta'', \vec{x}] \mathrm{d}\eta'' + \frac{a[\eta']}{a[\eta']} \dot{K}[\eta', \vec{x}] \right) \right)
\]

\[
+ \int_{\eta'}^{\eta} \frac{\mathrm{d}\eta''}{a[\eta'']} \int_{\eta''}^{\eta} \mathrm{d}\eta'' a[\eta''][\partial_{\eta} \partial_{\eta} \Psi[\eta'', \vec{x}] + \partial_{\eta} \partial_{\eta} K[\eta'', \vec{x}]] \left( \int_{\eta''}^{\eta} \frac{a[\eta']}{a[\eta'']} \mathrm{d}\eta'' + \frac{a[\eta']}{a[\eta']} \dot{K}[\eta', \vec{x}] \right).
\]
The presence of the arbitrary initial metric perturbation $K[\eta', x]$ and its velocity $\dot{K}[\eta', x]$ indicates the synchronous gauge does not completely eliminate the freedom to alter the coordinate system. However, to recover a manifestly spatially flat FLRW cosmology when there are no GW sources—i.e. when all the $(\Phi, \Psi, V, D_y)$ are zero—we shall take the liberty to choose

$$K[\eta', x] = \dot{K}[\eta', x] = 0. \tag{155}$$

Furthermore, since it was arbitrary up till this point, let us now define $\eta'$ to be the beginning of our hypothetical GW experiment, which we further suppose measures the $(\delta L/L_0)[\eta]$ in equation (6). At this point, with equation (155) applied to equation (154), the total change in relative to $(observer-source spatial distance)$ relative to the dominant piece of that this vector term likely scales as $(timescale of GW experiment)/ age of universe$ due to the result in the spatial metric $\Delta \chi_{ij}[\eta \gg \eta', x] \equiv \chi_{ij}^{(Syn)}[\eta, x] - \chi_{ij}^{(Syn)}[\eta', x]$, required to calculate equation (6), takes the expression

$$\Delta \chi_{ij}^{(Syn)}[\eta \gg \eta', x] = \Delta D_y[\eta, x] - \int_{\eta'}^\eta \partial_i(V_j)[\eta'', x] d\eta'' + \delta_{ij} \left\{ \Delta \Phi[\eta, x] + \frac{\dot{a}[\eta]}{a[\eta]} \int_{\eta'}^\eta \frac{a[\eta'']}{a[\eta]} \Psi[\eta'', x] d\eta'' \right\} + \int_{\eta'}^\eta \int_{\eta'}^{\eta'''} d\eta'' a[\eta'']/\partial_{\eta''}((d-3)\Phi[\eta'', x] - 16\pi G_N \Upsilon[\eta'', x]), \tag{156}$$

where, through equation (101), we have replaced $\Psi$ in the double integral term with the appropriate linear combination of $\Phi$ and $T$; and further defined

$$\Delta D_y[\eta \gg \eta', x] \equiv D_y[\eta, x] - D_y[\eta', x]. \tag{157}$$

$$\Delta \Phi[\eta \gg \eta', x] \equiv \Phi[\eta, x] - \Phi[\eta', x]. \tag{158}$$

In equation (119), if we re-write $\Sigma_i$ in terms of the matter stress tensor $(^o)T_0i$, and employ the result in the $\partial_i(V_j)$ term of equation (156), we may estimate—by counting the number of spatial derivatives—that this vector term likely scales as $(timescale of GW experiment)/(observer-source spatial distance)$ relative to the dominant piece of $\Delta D_y$. Assuming that the GW detector lies at sufficiently large distances away from the astrophysical source will then allow us to drop this $\partial_i(V_j)$ term in equation (156). Next, if we infer from equation (101) that $\Phi \sim \Psi$, then the single-integral term on the second line in equation (156) should scale relative to $\Delta \Phi$ as, very roughly, $(timescale of GW experiment)/(age of universe)$—due to the presence of the $\dot{a}/a$ pre-factor. In the last line of equation (156), let us assume that the astrophysical source is sufficiently localized so that $G_N \partial_{\eta'} \Upsilon \sim (\Phi, G_N \Upsilon)/(observer-source spatial distance)^2$; moreover, over the timescales of human experiments the $a[\eta'']$ and $a[\eta''']$ terms roughly cancel each other. Altogether, for distant astrophysical sources and for human GW experiments, equation (156) is reduced to

$$\Delta \chi_{ij}^{(Syn)}[\eta \gg \eta', x] \approx \Delta D_y[\eta, x] + \delta_{ij} \Delta \Phi[\eta, x] + (d-3) \int_{\eta'}^\eta d\eta'' \int_{\eta'}^{\eta'''} d\eta''' \partial_{\eta'} \partial_{\eta''} \Phi[\eta'', x]. \tag{159}$$

\[19\] That we have been able to build a purely-spatial metric perturbation in equation (154), given arbitrary gauge-invariant perturbations $(\Phi, \Psi, V, D_y)$, constitutes a constructive proof of the existence of the synchronous gauge itself.
4.4.2. GWs and their memories in de Sitter (w = −1). As we will now proceed to further argue, for the de Sitter (w = −1) and matter dominated (w = 0) cases, the Φ contribution in equations (159) to (6) may in fact be discarded.

\[
\left( \frac{\delta L}{L_0} \right)_{\eta' > \eta', \text{ deSitter, Matter}} = -\frac{n^1}{2} \int_0^1 \Delta D_{ij}[\tilde{Y}_0 + \lambda(\tilde{Z}_0 - \tilde{Y}_0)]d\lambda.
\]  

(160)

The Poisson-type solution for Φ in equation (123) suggests it may not fluctuate as rapidly as the wave solutions of its tensor mode counterpart in equation (111), and therefore ΔΦ is sub-dominant relative to ΔD_{ij}. To check this intuition we apply the operator \( \partial_i (d^{-2}) / a^{d-2} \) on both sides of equation (123), and use the conservation laws in equations (87) and (88) to reveal

\[
\frac{\partial_i (d^{-2}) \Phi}{a^{d-2}} = 16\pi G_N \left( \frac{\Sigma}{d-2} + H a \cdot \Upsilon \right) - Ha \cdot \Phi.
\]  

(161)

Far away from the source, we first recall the relation \( \Sigma = \hat{\nabla}^{-2} \partial_i \left( \text{a}[\eta] T_{ij} \right) \); which then allows us to argue that \( G_N \Sigma \sim (r_s/r)^{d-3} \times (v/r) \); where \( r \) is the observer-source spatial distance, and if \( r_s \) is the Schwarzschild radius and \( v \) is the typical speed(s) of the internal constituents of the source, we have \( r_s^d v^3 \sim G_N \int d^{d-1}x T_{ij} \sim G_N \times \text{(mass of GW source) } \times v \). By comparing the \( H \)-independent terms of equations (123) and (161), we thus estimate that \( \Phi/\Phi \) should scale as \( v/r \), plus additional terms that are suppressed by \( H \sim 1/(\text{age of universe}) \). These considerations lead us to interpret equation (161) to mean that \( \Phi \) varies appreciably only in the near zone or over cosmological timescales, and may be dropped in the formula of equation (159).

4.4.3. Tail-induced memory. We have already observed in [16] that the tail of the TT tensor mode solution in equation (111), for all even dimensional de Sitter spacetimes higher than two, is a spacetime constant. Through equation (160), this in turn leads a spacetime constant permanent fractional distortion of the space around the GW detector. Let \( H > 0 \) be the constant Hubble parameter for de Sitter spacetime, so that \( a[\eta] = -1/(H\eta) \). Then, equation (160) receives the following contribution over the duration \( \eta \in [\eta, \eta] \) of active GW generation:

\[
\Delta D_{ij}^{(\text{tail})}[\eta, \tilde{x}] = -16\pi G_N \frac{H^{d-2}}{(2\pi)^{d/2}} \frac{(d-2)!}{2^d (d-2)!} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{\eta}^{\eta} d[\eta'] d[\eta'] [d-2] \sigma_{ij}[\eta', \tilde{x}].
\]  

(162)

This has no analog in even-dimensional \( d \geq 4 \) flat spacetime because the memory effect there falls off as \( 1/(\text{observer} - \text{source spatial distance})^{d-3} \).

4.4.4. GWs and their memories in matter dominated universes (w = 0). Over timescales of human GW experiments, the cosmic scale factors do not evolve significantly and, similar in spirit to the \( w = -1 \) case, we may assert that \( \Delta \Phi \sim G_N \int d[\eta'] \Sigma \sim v \cdot (\text{timescale of GW experiment}/r) \times (r_s/r)^{d-3} \) plus the cosmic-time (i.e. \( 1/\eta'' \sim 1/(\text{age of universe}) \) suppressed \( \Upsilon \) term, where \( r \equiv \text{observer-source spatial distance} \). This suggests the \( \Phi \)-terms are suppressed by \( (\text{timescale of GW experiment}/r) \) relative to the dominant \( 1/r^{d-3} \) behavior of \( \Delta D_{ij} \), and we thus continue to neglect the former in equation (159) when \( w = 0 \).

Tail-induced memory. We have already observed in [11] and [16] that the TT tensor mode solution in equation (111), for \((3 + 1)\)-dimensional matter dominated universes, has a tail that decays with increasing time but is otherwise space-independent. Over timescales of human GW experiments, this leads to a tail-induced memory effect very similar to the de Sitter case just mentioned above, with no analog in flat spacetime. The contribution to equation (160) is
\[
\Delta D^{(4D, \text{tail})}_{ij}[\eta > \eta', \vec{x}] = -4G_N \int_{\mathbb{R}^3} d^3 \vec{x'} \int_{\eta'}^{\eta} \frac{d\eta'}{a[\eta'] \cdot \eta'} \sigma_{ij}[\eta', \vec{x'}]. \tag{163}
\]

4.4.5. GWs and their memories for \(0 < w \leq 1\) We now turn to the scenario where both \(\Phi\) and \(D_{ij}\) admit wave solutions. Let us first split the tensor and scalar modes into their null/ acoustic cone (‘direct’) and tail terms:

\[
\begin{align*}
D_{ij} &= D_{ij}^{(\text{direct})} + D_{ij}^{(\text{tail})}, \tag{164} \\
\Phi &= \Phi^{(\text{direct})} + \Phi^{(\text{tail})}.
\end{align*}
\]

Following that, we may also split equation (159) into its null/acoustic cone and tail parts:

\[
\Delta \chi^{(\text{Syn.})}_{ij} = \Delta \chi^{(\text{Syn. \ direct})}_{ij} + \Delta \chi^{(\text{Syn. \ tail})}_{ij}, \tag{166}
\]

where

\[
\begin{align*}
\Delta \chi^{(\text{Syn. \ direct})}_{ij}[\eta > \eta', \vec{x}] &\approx \Delta D^{(\text{direct})}_{ij}[\eta, \vec{x}] + \delta_D \Phi^{(\text{direct})}[\eta, \vec{x}] \\
&\quad + (d - 3) \int_{\eta'}^{\eta} d\eta'' \int_{\eta''}^{\eta} d\eta''' \delta_{ij} \Phi^{(\text{direct})}[\eta'', \vec{x}], \tag{167}
\end{align*}
\]

\[
\begin{align*}
\Delta \chi^{(\text{Syn. \ tail})}_{ij}[\eta > \eta', \vec{x}] &\approx \Delta D^{(\text{tail})}_{ij}[\eta, \vec{x}] + \delta_D \Phi^{(\text{tail})}[\eta, \vec{x}] \\
&\quad + (d - 3) \int_{\eta'}^{\eta} d\eta'' \int_{\eta''}^{\eta} d\eta''' \delta_{ij} \Phi^{(\text{tail})}[\eta'', \vec{x}]. \tag{168}
\end{align*}
\]

In what follows, we shall repeatedly take the far zone limit, where the observer is assumed to be located at a distance from the astrophysical body very large compared to the latter’s characteristic size. At leading order, if \(\vec{x}\) and \(\vec{x}'\) respectively refer to the observer and source spatial locations, this amounts to the replacement \(|\vec{x} - \vec{x}'| \to |\vec{x}|\) as long as the source is sufficiently spatially localized. (This also means we have defined \(\vec{x} = \vec{x}' = \vec{0}\) to lie within the astrophysical system.)

**Tail**s. We begin by seeking, for all \(d = 4, 6, 8, \ldots\), whether there is a space-independent tail induced GW memory effect—similar to the de Sitter and matter dominated cases just discussed—in cosmologies where the dominant pressure-to-energy density ratio is positive and non-trivial, i.e. \(0 < w \leq 1\).

Now, the tail of the tensor mode Green’s function is (see equation (112))

\[
G^{(\text{Tail})}_{\text{even \ d=4}}[\eta, \eta'; \sigma] = \frac{\Theta[\sigma]}{2} \left( \frac{1}{2\pi \eta \eta'} \right)^{\frac{d-2}{2}} \left( \frac{\partial}{\partial s} \right)^{\frac{d-2}{2}} \gamma F_1 \left[ \frac{d - 2}{q_w}, 1 - \frac{d - 2}{q_w}; \frac{1}{q_w}; \frac{s}{2} \right]; \tag{169}
\]

and that of the \(\Phi\) Green’s function is (see equation (131))

\[
G^{(\Phi \text{tail})}_{\text{even \ d=4}}[\eta, \eta'; \sigma_w] = \frac{\Theta[\sigma_w]}{2} \left( \frac{1}{2\pi \eta \eta'} \right)^{\frac{d-2}{2}} \left( \frac{\partial}{\partial s_w} \right)^{\frac{d-2}{2}}
\times \gamma F_1 \left[ \frac{2d - 5 + (d - 1)w}{q_w}, 1 - \frac{2d - 5 + (d - 1)w}{q_w}; \frac{1}{q_w}; \frac{s_w}{2} \right]. \tag{170}
\]
We have converted $\partial_\nu$'s to $\partial_\nu$'s, and used the hypergeometric-function equivalent expression for the Legendre function, namely $P_\nu(1+s) = 2F_1[-\nu, 1 + \nu; 1; -s/2]$ (see equation (8.702) of [34]). The reason for doing so is the following. To obtain a space-independent answer from the $(d-2)/2$ derivatives of $2F_1$ in equations (169) and (170), the $2F_1$ needs to be a polynomial in $-s/2$ (or $-s_w/2$) of degree $(d-2)/2$. To have a trivial tail, we would need the $2F_1$ to be a polynomial of degree 0 through $-1 + (d-2)/2$. In fact, $2F_1[\alpha, \beta; \gamma; z]$ is a polynomial in $z$ of non-negative integer degree $\ell$ whenever either $\alpha = -\ell$ or $\beta = -\ell$. To obtain a space-independent tail for the tensor waves, therefore,

$$\frac{d - 2}{q_w} + \frac{d - 2}{2} = 0 \quad \text{or} \quad 1 - \frac{d - 2}{q_w} + \frac{d - 2}{2} = 0; \tag{171}$$

and to achieve the same for the scalar waves,

$$\frac{2d - 5 + (d - 1)w}{q_w} + \frac{d - 2}{2} = 0 \quad \text{or} \quad 1 - \frac{2d - 5 + (d - 1)w}{q_w} + \frac{d - 2}{2} = 0. \tag{172}$$

Some algebra would inform us that, no such tensor mode solution exists for all relevant even dimensions; whereas no such scalar solution can be found for even $d \geq 6$.

However, in $(3 + 1)$-dimensional radiation dominated universes—i.e. with $w = 1/3$—cosmological scalar GW tails do not decay with increasing distance from the astrophysical source along the acoustic cone $\eta - \sqrt{3}|x| = \text{constant}$:

$$\Phi^{(\text{tail})}_{4D, w=1/3}[\eta, \vec{x}] = \frac{4G_N}{\eta^3 a^{3/2} |\gamma|} \int_{\mathbb{R}^3} d^3\vec{x}' \int_0^{\eta - \sqrt{3}|\vec{x} - \vec{x}'| - 0^+} d\eta' a \left( \frac{\partial_\nu (a^2 \Sigma)}{2a^2} - \frac{\rho}{6} + \frac{2\bar{Y}}{\eta' q_w} \right). \tag{173}$$

As a reminder, the scale factor of a radiation dominated 4D spatially flat universe is $a_w = 1/3[\eta] = \eta/\eta_0$.

In the far zone and assuming the characteristic timescale of the astrophysical source is much shorter than that of cosmic expansion, acting $\partial_\nu \partial_{\bar{r}}$ on equation (173) yields at leading order

$$\partial_\nu \partial_{\bar{r}} \Phi^{(\text{tail})}_{4D, w=1/3}[\eta, \vec{x}] \approx 3\bar{r} \tilde{r}_j \partial_{\bar{r}} \eta^{(\text{tail})}_{4D, w=1/3}[\eta, \vec{x}], \quad \tilde{r}_j \equiv \frac{x_j}{|\vec{x}|}, \tag{174}$$

plus terms that are suppressed relative to the one on the right hand side by $1/\text{(age of the universe)}$ or by $1/\text{(observer-source spatial distance)}$. In a 4D radiation dominated universe, the contribution of the tail effect in equation (168) to gravitational memory in equation (6) is therefore

$$\Delta_{\bar{y}}^{(\text{Syn4Dtail}, 0 < w \leq 1)}[\eta \geq \eta', \vec{x}] \approx \Delta D^{(\text{4D tail 0 < w \leq 1})}_{\bar{y}}[\eta, \vec{x}] + (\delta_{\bar{y}} + 3\bar{r}\tilde{r}_j) \Delta \Phi^{(\text{tail})}_{4D, w=1/3}[\eta, \vec{x}] - 3\bar{r}\tilde{r}_j (\eta - \eta') \delta_{\bar{r}} \eta^{(\text{tail})}_{4D, w=1/3}[\eta', \vec{x}]. \tag{175}$$

Suppose the sources were actively producing $\Phi$-waves over the time interval $\eta' \in [\eta_h, \eta_f]$ and suppose the GW experiment began way before this active period (i.e. $\eta' \ll \eta - |\vec{x}|$) so that $\partial_{\bar{y}} \Phi^{(\text{tail})}[\eta', \vec{x}] = 0$. Then, the associated scalar contribution to the memory effect in equation (175)—after the primary wave train has passed the observer at $(\eta, \vec{x})$—can be entirely attributed to the space-independent expression
\[ \Delta \Phi_{4D, w=1/3}^{(\text{tail})} [\eta, \eta - |\vec{x}|] = \frac{4G_N}{\eta_0^2 a(\eta)} \cdot 3^2 \Theta_\rho \int_{\mathbb{R}^3} d^3\vec{x}' \int_{\eta}^{\eta_1} d\eta' a \left( \frac{\partial_t \left( a^2 \Sigma \right)}{2a^2} - \frac{\rho}{6} + \frac{2 \dot{\Phi}}{\eta_{q_w}} \right). \]

(176)

Just like the tensor GWs in 4D matter dominated universes, these scalar GWs would likely yield a tail induced GW memory effect that is roughly spacetime constant over timescales of human experiments.

Finally, we find there are no even dimensional \( D_\eta \)-GW tails when \( w = 1/(d - 1) \); in 4D this corresponds to the radiation dominated universe, where we have already noted the absence of tensor tails in [11]. In the same vein, there are no \( \Phi \)-GW tails when \( w = 1/(d - 1) \) for even \( d \geq 6 \).

4D acoustic cone. For \( 0 < w \leq 1 \), i.e. without specializing to radiation domination, the scalar wavefront in the same 4D cosmology—which propagate strictly at speed \( \sqrt{w} \)—take the form

\[ a_\eta^{(1+w)} \Phi_{4D, 0 < w \leq 1}^{(\text{direct})} [\eta, \vec{x}] = \frac{4G_N}{w} \Theta_\rho \int_{\mathbb{R}^3} d^3\vec{x} a_\eta^{(1+w)} \left( \frac{\partial_t \left( a^2 \Sigma \right)}{2a^2} - \frac{w \rho}{2} + \frac{2 \dot{\Phi}}{\eta_{q_w}} \right). \]

(177)

where all times within the spatial integral are evaluated at retarded time \( \eta_r = \eta - |\vec{x} - \vec{x}'|/\sqrt{w} \). In the far zone limit, acting \( \partial_0 \partial_0 \) on this equation (177) yields

\[ \partial_0 \partial_0 \Phi^{(4D \text{ direct})} \approx \frac{r_0}{w} \partial_0 \Phi^{(4D \text{ direct})}, \quad \hat{r}_0 \equiv \frac{x'}{|x'|}, \]

(178)

plus corrections that scale as \( 1/(\text{observer-source spatial distance}) \) relative to this leading order expression. Equation (178) implies equation (167) becomes

\[ \Delta \chi_{ij}^{(4D \text{ direct})} [\eta, \eta', \vec{x}] \approx \Delta \Phi_\eta^{(4D \text{ direct})} [\eta, \vec{x}] \]

\[ + \left( \delta_{ij} + \frac{\hat{r}_j \hat{r}_i}{w} \right) \Delta \Phi^{(4D \text{ direct})} [\eta, \vec{x}] - \frac{\hat{r} \hat{r}_i}{w} (\eta - \eta') \partial_0 \Phi^{(4D \text{ direct})} [\eta', \vec{x}]. \]

(179)

Suppose the GW experiment was operational way before the active period of scalar GW production, so that \( \partial_0 \Phi^{(4D \text{ direct})} [\eta', \vec{x}] = 0 \). As already alluded to for the tensor GWs, this portion of the scalar GWs that travels strictly on the acoustic-cone should produce a non-zero memory effect whenever the matter components involved have different configurations well after and well before the duration of dominant GW production, whose peak cosmic time we will denote as \( \eta_c \). Specifically, the scalar GW memory effect at the far zone detector location, after the primary GW train has gone by, contributes to equation (179) in the following manner:

\[ \Delta \Phi_{4D, 0 < w \leq 1}^{(\text{direct})} [\eta, \vec{x}] \approx \frac{4G_N}{w} \Theta_\rho \Delta \int_{\mathbb{R}^3} d^3\vec{x} a_\eta^{(1+w)} \left( \frac{\partial_t \left( a^2 \Sigma \right)}{2a^2} - \frac{w \rho}{2} + \frac{2 \dot{\Phi}}{\eta_{q_w}} \right), \]

(180)

where we have defined

\[ \Delta \Phi_{4D, w=1/3}^{(\text{tail})} [\eta, \eta - |\vec{x}|] = \frac{4G_N}{\eta_0^2 a(\eta)} \cdot 3^2 \Theta_\rho \int_{\mathbb{R}^3} d^3\vec{x}' \int_{\eta}^{\eta_1} d\eta' a \left( \frac{\partial_t \left( a^2 \Sigma \right)}{2a^2} - \frac{\rho}{6} + \frac{2 \dot{\Phi}}{\eta_{q_w}} \right). \]

(176)

20This memory effect will be zero if there is some way for this cumulative \( \Phi \)-signal to destructively interfere over the time interval \( \eta' \in [\eta_c, \eta] \). Such destructive interference does occur for the tensor mode in even dimensional de Sitter higher than two [16] whenever both the pressure and mass quadrupole moments of the astrophysical system take the same values at \( \eta = \eta_c \) and at \( \eta = \eta_t \); i.e. whenever they revert to their original values.
This is an appropriate place to reiterate the estimates made in [11], that cosmological GW tails are suppressed relative to their null/acoustic cone counterparts whenever (I) the observer-source spatial distance is small compared to the characteristic size of the observable universe; and (II) the duration of the GW source is short relative to the age of the universe\textsuperscript{21}. Therefore, the acoustic cone scalar-GW memory effect encoded within equation (180) is expected to dominate over the corresponding tail contribution for most physical cases of interest.

Because the $\Sigma$ and $\Upsilon$ terms of equation (180) are non-local functions of the astrophysical stress tensor $\sigma_{\mu\nu}$, this poses technical challenges in finding full-fledged explicit examples of scalar memory in cosmology—we hope to return to these issue in the future\textsuperscript{22}.

We remind the reader, the 4D null-cone $D_{ij}$-memory was not discussed in this section, because we already did so around equation (15).

4.4.6. Summary. We summarize the 4D wave properties of the first order gauge-invariant metric perturbation variables in the following table. GW tensor $D_{ij}$ null-cone and scalar ($\Phi, \Psi$) acoustic-cone propagation will produce memory whenever the relevant components of the astrophysical source (see equations (85) and (86))—i.e. $\sigma_{ij}$ for the tensor, and $(\Sigma, \rho, \Upsilon)$ for the scalar—do not have the same configuration in the asymptotic future as they did in the asymptotic past. Whenever there are space-independent tails, we believe it is likely there will be an associated GW memory effect, unless destructive interference occurs. We have also provided physical arguments to persuade the reader, it is only the gauge-invariant variables admitting wave solutions that contribute to the fractional distortion $\delta L/L_0$ (see equation (6)) measured by our GW experiment.

| Equation-of-state $w$ | Wave equations? | Space-independent tails | No tails |
|-----------------------|-----------------|------------------------|---------|
| de Sitter ($w = -1$)  | $D_{ij}$        | $D_{ij}$ (spacetime constant) |
| Matter domination ($w = 0$) | $D_{ij}$       | $D_{ij}$                |
| Radiation domination ($w = 1/3$) | $D_{ij}, \Phi, \Psi$ | $\Phi, \Psi$             | $D_{ij}$ |
| $0 < w \leq 1, w \neq 1/3$ | $D_{ij}, \Phi, \Psi$ | $D_{ij}$                |

In higher dimensions, $d > 4$, the results are summarized as follows. The rightmost two columns apply for even dimensions only.

\textsuperscript{21} Although the estimates in [11] were performed for the tensor mode $D_{ij}$ only, they should carry over to the scalar ones ($\Phi, \Psi$) without appreciable differences because the only relevant objects are time integrals, scale factors and their derivatives.

\textsuperscript{22} In a previous version of this paper, by invoking the conservation equation (88) to replace the $\Sigma$ term of equation (180) with ones involving $\sigma$ and $\Upsilon$, we had mistakenly thought that the $\sigma$ and $\rho$ terms would lead explicitly to a memory effect for the Tolish–Wald scattering setup. However, momentum conservation likely prohibits it [32]. We have thus reinstated the $\Sigma$ term throughout our equations.
Equation-of-state $w$ & Wave equations? & Space-independent tails & No tails

| Equation of state | Wave equations | Space-independent tails | No tails |
|------------------|----------------|-------------------------|---------|
| de Sitter ($w = -1$) | $D_{ij}$ | $D_{ij}$ (spacetime constant) |
| Matter domination ($w = 0$) | $D_{ij}$ | $D_{ij}$, $\Phi$, $\Psi$ |
| $w = 1/(d - 1)$ | $D_{ij}$, $\Phi$, $\Psi$ | $D_{ij}$, $\Phi$, $\Psi$ |
| $0 < w \leq 1, w \neq 1/(d - 1)$ | $D_{ij}$, $\Phi$, $\Psi$ | $D_{ij}$, $\Phi$, $\Psi$ |

5. Hamiltonian/temporal gauge and electric memory

In [35], Bieri and Garfinkle proposed an electric analog to the GW memory effect. Here, we will examine it in the cosmological context. According to the Lorentz force law, in the geometry of equation (1), the proper spatial acceleration of an electric charge $q$ of mass $m$ is governed by

$$\frac{d^2Y_i}{d\tau^2} + \Gamma_{0i}^{\alpha} \frac{dY^\alpha}{d\tau} = \frac{q}{m} a^{-2} \left( F_0^0 \frac{dY^0}{d\tau} + F_i^j \frac{dY^j}{d\tau} \right),$$  \hspace{1cm} (182)

where $\tau$ denotes proper time, and we have neglected all self-force terms. The non-zero Christoffel symbol terms of the left hand side of equation (182) are $\Gamma_{0i}^{\alpha} \left( \frac{dY^0}{d\tau} \right) \left( \frac{dY_i}{d\tau} \right)$. We shall, however, actually neglect them in what follows because they are all proportional to $\dot{a}/a$, which means as long as our electric memory experiment does not take place over cosmological timescales, they must play a highly sub-dominant role.

The Faraday tensor $F_{\mu\nu} \equiv \partial_{[\mu}A_{\nu]}$ contains the electric $F_{0i} = -F_i^0 = \dot{A}_i - \partial_i A_0$ and the magnetic fields

$$F_{ij} = -F_j^i = \partial_i A_j - \partial_j A_i.$$  \hspace{1cm} (184)

Whenever the electric term in equation (182) dominates over the magnetic one—as is often the case in non-relativistic systems—\footnote{This dropping of the magnetic contribution to the Lorentz force law is why we prefer to call the ensuing memory effect an ‘electric’ as opposed to an ‘electromagnetic’ one.} and if we further choose the Hamiltonian/temporal gauge [33]

$$A_0 = A^0 = 0;$$  \hspace{1cm} (185)

then integrating both sides of equation (182) with respect to proper time, from some initial cosmic time $\eta'$ to the present $\eta$, gives us

$$\left[ \frac{dY^i}{d\tau} \right]_{\tau'' = \tau}^{\tau'' = \eta} = \frac{q}{m} \int_{\eta'}^{\eta} \frac{d\eta''}{a(\eta'')} \left( \partial_0 A_i + \ldots \right),$$  \hspace{1cm} (186)

where $\tau$ and $\tau'$ are the proper times corresponding respectively to $\eta'$ and $\eta$. As already alluded to, if we watch our test charge move about in a cosmological spacetime, but only over timescales of human experiments, $a(\eta'')$ will not change very much. We shall choose to evaluate it at $\eta$ and pull it out of the integral in equation (186). This tells us, within the Hamiltonian/temporal gauge of equation (185), that the velocity kick received by our test electric charge due the passage of some electromagnetic signal, is proportional to the change in the spatial part of the vector potential.
This is the Bieri–Garfinkle electric memory effect generalized to generic spatially flat FLRW cosmologies: it is the permanent change in the proper spatial velocity of test charges, and is to be contrasted against the gravitational case involving permanent fractional displacement of pairs of test masses.

We will now proceed to calculate this electric memory generated by some externally prescribed current $J^\nu$, by first solving Maxwell’s equations:

$$\nabla_\mu F^{\mu\nu} = \frac{\partial_\mu (a^{d-4} F^{\mu\nu})}{a^d} = J^\nu.$$  (188)

We will do so within a gauge-invariant formalism, analogous to our analysis for the linearized Einstein-fluid equations above. Following that, we will translate our results to the Hamiltonian/temporal gauge, and extract the change in the vector potential. For completeness, in appendix B, we will also solve the same equations in a generalized Lorenz gauge.

### 5.1. Gauge-invariant formalism

The vector potential $A^\mu$ leaves the Faraday tensor $F^{\mu\nu}$ invariant under the gauge transformation

$$A^\mu \to A^\mu - \partial^\mu C,$$  (189)

for any arbitrary function $C$. Let us perform a scalar-vector decomposition

$$A^i \equiv \alpha^i + \partial^i \alpha,$$  (190)

and note that under the gauge transformation in equation (189),

$$A^0 \to A^0 - \dot{C}, \quad \alpha \to \alpha - C;$$  (191)

while the transverse portion of the spatial vector potential is already gauge-invariant.

$$\alpha^i \equiv A^T_i \to \alpha^i.$$  (192)

Therefore, we may form the following gauge-invariant scalar

$$\Phi \equiv A^0 - \dot{\alpha}.$$  (193)

In terms of these variables, the Faraday tensor reads

$$F_0^i = \dot{\alpha}_i - \partial_0 \Phi, \quad F_{ij} = \partial_i \alpha_j.$$  (194)

The scalar-vector decomposition of the electromagnetic current is

$$J^0 = J_0 \equiv \rho,$$  (195)

$$J^i = -J^i = \Gamma_i + \partial_i \Gamma, \quad \partial_i \Gamma = 0.$$  (196)

Similar in spirit to the conservation of the matter stress tensor, the divergence-free property of this electromagnetic current, $\nabla_\mu J^{\mu} = 0$, tells us the electric charge density $\rho$ and the gradient portion of the spatial current are related:

$$\frac{\partial \rho (a^d \rho)}{a^d} = \nabla^2 \Gamma.$$  (197)

---

24 For a complementary viewpoint on the electromagnetic memory effect, see Susskind [36].
Maxwell’s equation (188) with the gauge-invariant variables employed through equation (194) now take the following form. The zeroth component is
\[-\nabla^2 \Phi = a^4 \rho;\] (198)
while the gradient and the divergence-free portions of the spatial components are, respectively,
\[\frac{\partial_0 (a^{d-4} \alpha_i)}{a^{d-4}} - \nabla^2 \alpha_i = a^4 \Gamma_i,\] (199)
\[\frac{\partial_0 (a^{d-4} \Phi)}{a^{d-4}} = -a^4 \Gamma.\] (200)
Equation (200) is actually redundant; it can be obtained by acting on both sides of equation (198) with \(\partial_0 (a^{d-4})/a^{d-4}\), followed by utilizing equation (197).

5.2. Solutions

The gauge-invariant scalar of equation (198) can be solved readily using the Green’s function of the Laplacian in \((d - 1)\)-Euclidean space.
\[\Phi[\eta, \bar{x}] = a[\eta]^4 \int_{\mathbb{R}^{d-1}} d^{d-1} \gamma \Gamma \frac{(d-3)}{4\pi} \frac{1}{|\gamma - \bar{x}|^{d-3}}.\] (201)
The gauge-invariant vector mode of equation (199) can be solved by first re-expressing its wave equation as
\[\left\{\partial^2 - \frac{d - 4}{2} \left(\frac{\hat{a}}{a} \frac{d - 6}{2} \left(\frac{\hat{a}}{a}\right)^2\right) \right\} \left(a^{d-4} \alpha_i\right) = a^{d-4} \Gamma_i.\] (202)
If we specialize to the constant-\(w\) cosmologies we have been considering in this paper, i.e. equations (1) and (2), we find this is reduced to
\[\left\{\partial^2 + (d - 4) \frac{1 + (d - 1)w}{4\pi} \frac{1}{\eta^2}\right\} \left(a^{d-4} \alpha_i\right) = a^{d-4} \Gamma_i.\] (203)
The retarded solution is
\[a[\eta] \frac{d-4}{2} \alpha_i[\eta, \bar{x}] = \int_{\mathbb{R}^{d-1}} d^{d-1} \gamma \int_{\mathcal{W}_o} d\eta' a[\eta'] \frac{d-4}{2} \Gamma_i[\eta', \bar{x}],\] (204)
where the symmetric Green’s functions are
\[G_{\text{even}}^{(\gamma)}[\eta, \eta'; \bar{\sigma}] = \left(\frac{1}{2\pi} \frac{\partial}{\partial \bar{\sigma}}\right) \left(\Theta[\sigma] \frac{d-2}{2} \left[\frac{s + \sqrt{s(s + 2)} + 1}{4\pi} \frac{(s + \sqrt{s(s + 2)} + 1) \frac{5 - d + (d - 1)w}{4\pi}}{2 - 2 \frac{d - 2}{4\pi}} + 1\right]\right),\] (205)
\[G_{\text{odd}}^{(\gamma)}[\eta, \eta'; \bar{\sigma}] = \left(\frac{1}{2\pi} \frac{\partial}{\partial \bar{\sigma}}\right) \left(\Theta[\sigma] \frac{d-2}{4\pi} \frac{s + \sqrt{s(s + 2)} + 1}{\sqrt{\bar{\sigma}(s + 2)} \left(s + \sqrt{s(s + 2)} + 1\right)}\right),\] (206)
\[\bar{\sigma} = \frac{1}{2} \left(\eta - \eta'\right)^2 - \left(\bar{x} - \bar{x}'\right)^2, \quad s \equiv \frac{\bar{\sigma}}{\eta \eta'}.\] (207)
5.3. \((3 + 1)\)-dimensions

Let us note that, apart from a re-scaling \(J_\nu \rightarrow a^4 J_\nu\), the \(d = 4\) solutions are identical to the electromagnetic ones in 4D Minkowski spacetime; this is due to the conformal symmetry of the system at hand, and could already be seen by setting \(d = 4\) in equation (188).

\[
\Phi_4[\eta, \vec{x}] = a[\eta]^4 \int_{\mathbb{R}^3} d^3\vec{x}' \frac{\rho[\eta, \vec{x}']}{4\pi|\vec{x} - \vec{x}'|},
\]

\[
\alpha_4[\eta, \vec{x}] = \Theta \int_{\mathbb{R}^3} d^3\vec{x}' a[\eta] \frac{\Gamma[\eta, \vec{x}']}{4\pi|\vec{x} - \vec{x}'|},
\]

where \(\eta_r \equiv \eta - |\vec{x} - \vec{x}'|\) is the retarded time.

5.4. Cosmological electric memory

Imposing the Hamiltonian/temporal gauge in equation (185) on the scalar gauge-invariant variable in equation (193),

\[
\frac{\partial}{\partial \eta} \alpha[\eta \geq \eta', \vec{x}] = - \int_{\eta'}^\eta \frac{\partial}{\partial \eta} \Phi[\eta'', \vec{x}] d\eta'' + \frac{\partial}{\partial \eta} \alpha[\eta', \vec{x}];
\]

which in turn means the change in the vector potential that gives rise to the electric memory effect of equation (187) receives contributions from the gauge-invariant vector and scalar in the following way:

\[
\Delta A_i[\eta, \vec{x}] \equiv A_i[\eta, \vec{x}] - A_i[\eta', \vec{x}] = \Delta \alpha_i[\eta, \vec{x}] - \int_{\eta'}^\eta \frac{\partial}{\partial \eta} \Phi[\eta'', \vec{x}] d\eta'',
\]

where

\[
\Delta \alpha_i[\eta, \vec{x}] \equiv \alpha_i[\eta, \vec{x}] - \alpha_i[\eta', \vec{x}].
\]

By integrating the spatial derivative of equation (200) with respect to time,

\[
\frac{\partial}{\partial \eta} \Phi[\eta, \vec{x}] = - \frac{1}{a[\eta]^{d-4}} \int_{\eta'}^\eta a[\eta''] d\eta'\frac{\partial}{\partial \eta} \Gamma[\eta'', \vec{x}] d\eta'' + \left(\frac{a[\eta']}{a[\eta]}\right)^{d-4} \frac{\partial}{\partial \eta} \Phi[\eta', \vec{x}],
\]

Assuming the electromagnetic current is spatially localized, so its irreducible component \(\frac{\partial}{\partial \eta} \Gamma\) can be assumed to be zero at the test charge location, we conclude that \(\frac{\partial}{\partial \eta} \Phi[\eta, \vec{x}]\) far away from the source \(J_\nu\) depends on time only through the overall prefactor \(1/a[\eta]^{d-4}\) on the rightmost term of equation (213). Referring to the \(\Phi\) solution in equation (201), we see that equation (213) provides a Coulomb-potential contribution to the electric memory formula of equation (211) that scales as \(\Phi \times (\text{timescale of experiment})/(\text{observer-source spatial distance})\); whereas the \(\alpha_i\) is the radiative contribution to electric memory.

5.5. Space-independent electromagnetic tails

In even dimensions \(d \geq 4\), by converting the \(\alpha_i\)-tail function \(P_{\frac{d-4}{2 \pi}}[1 + \tilde{s}]\) in equation (205) into \(z F_1\)'s, and following similar reasoning carried out for the gravitational case in the previous
section—we find that there are non-trivial space-independent electromagnetic tails for \( d > 4 \) whenever

\[
w = -1 + \frac{4}{(d-1)(d-2)} \quad \text{or} \quad w = -1 + \frac{4}{d(d-1)}.
\]

(214)

Explicitly, the wave tails of the gauge-invariant vector read

\[
a_{\eta}^{\alpha} \tilde{\alpha} \Gamma_i \eta [\eta, \vec{x}] = \frac{(d-2)!}{(d+2)!} \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{x} \int_{\eta}^{\infty} \eta' \frac{a_{\eta}^{\alpha} \tilde{\alpha} \Gamma_i \eta'}{2(4\pi \eta \eta')} \frac{d\eta'}{d^2(x' - x)} \Gamma_i [\eta', \vec{x}],
\]

(215)

which indicates—if \( \eta' \in [\eta, \eta] \) corresponds to the active period of electromagnetic wave production—the associated electric memory registered at the observer, after the primary wave train has passed, is

\[
\Delta a_{\eta}^{\alpha} \tilde{\alpha} \Gamma_i \eta [\eta, \vec{x}] \approx a_{\eta}^{\alpha} \tilde{\alpha} \Gamma_i \eta [\eta, \vec{x}] \]

(216)

5.6. Zero-tail conditions

It turns out there are no electromagnetic tails in even \( d > 4 \) when

\[
w = -\frac{(d-3) + (d-4)(\ell - 1)}{d-1} \quad \text{or} \quad w = -\frac{(d-3) - (d-4)(\ell + 1)^{-1}}{d-1},
\]

(217)

where \( \ell \) runs from 0 through \(-1 + (d-2)/2\).

6. Summary and future directions

In the background spatially flat FLRW cosmologies of dimensions \( d \geq 4 \) described by equations (1) and (2), we have solved the metric perturbations \( \chi_{\mu\nu} \) in equation (5) due to an isolated astrophysical system whose SVT decomposition we defined in equations (85) and (86). We have done so using the gauge-invariant metric variables in equations (76)–(78), which in turn are based on the SVT decomposition of \( \chi_{\mu\nu} \) in equation (72). Except in the de Sitter case (where \( w = -1 \)), it is also necessary to simultaneously consider the perturbations of the background perfect fluid that drives the evolution of the cosmology itself; we defined its deviation from equilibrium in equation (35) and further re-phrased it in gauge-invariant terms through a scalar-vector decomposition in equations (82) and (84). The linearized Einstein’s equations governing the scalar perturbations can be found in equations (98) through (101); the vector ones in equations (102) and (103); and the sole tensor field in equation (104). The fluid EoM involving the scalars and vectors are, respectively, equations (108) and (109).

We find that, to avoid superluminality, acausal dependence on the future configuration of the GW source(s) and potential quantum instabilities of the gauge-invariant metric scalar fields, the EoS of the cosmic fluid should obey \( 0 \leq w \leq 1 \) or \( w = -1 \). (The latter case is de Sitter spacetime, where there really is no background cosmological fluid.) With this in mind,

\[25\) In the gravitational case, we restricted our attention to \( w = -1 \) and \( 0 \leq w \leq 1 \) because of potential pathologies arising in first order perturbation theory when \( w < -1, -1 < w < 0 \) or \( w > 1 \). Here in this section, because we do not need to consider gravitational perturbations, we choose to remain agnostic about the underlying matter responsible for the constant—w background cosmology.
one can find the metric tensor perturbation wave-solution in equation (111); and the metric vector perturbation solution in equation (119) expressed in a Coulomb-type form, or in equation (121) as a time-integral involving a certain shear part of the matter source. The scalar metric perturbations in de Sitter spacetime yields a Coulomb-type solution in equation (123).

In matter dominated universes, \( w = 0 \), they can be expressed as a double time integral involving the GW source in equation (125). Finally, it is when \( 0 < w \leq 1 \) that they admit wave solutions like their tensor counterpart—see equation (130). Unlike the tensor mode whose wavefront travel at unit speed, however, these scalar ones do so at speed \( 0 < \sqrt{w} \leq 1 \), which means Cherenkov radiation is possible.

Figure 1. (Figure borrowed from [11] and modified slightly, © American Physical Society) This is a spacetime diagram depicting a hypothetical GW event involving an isolated astrophysical system (right world line). The dashed-dotted segment of the right world line denotes the full duration during which GWs are produced, corresponding to \( \eta_i \leq \eta \leq \eta_f \) in the main text. The GWs are heard by a distant detector (left world line). The black dashed lines emanating from the worldline of the GW detector are either the past acoustic or null cones of events A, B and C. The bottom pair of light gray dashed lines emanating from the right world line is either the forward acoustic or null cone of the starting point of the GW-generation process; the top pair is that of the ending point. *Acoustic/Null cone GWs*: we have highlighted, in equations (15) and (180), that the portion of GW memory transmitted on the acoustic/null cone arises because the GW source configuration does not return to its original state after the main GW event. Specifically, if the \( \sigma_{ij} \) part of the astrophysical system at \( C' \) is not the same as that it were at \( A' \), the GW detector operational from \( A \) through \( C \) would experience a non-trivial tensor null-cone memory effect. Similarly, over human GW experiment timescales, if \( (\dot{\Sigma}, \rho, \dot{\Upsilon}) \) have changed significantly from \( A' \) to \( C' \), there will be a non-zero scalar acoustic-cone memory effect.

In figure 1, we summarize the causal structure of these GW solutions, including their potential memories. The gauge-invariant tensor \( D_{ij} \) admits wave solutions whose wavefronts move at unit speed. The light gray shaded region consists of \( D_{ij} \)-waves propagating both on and inside the null cone; and darker gray region is filled with only its wave tails. There are no tensor tails in 4D radiation dominated universes; while in \( dS_{4+2\eta} \) as well as 4D matter dominated ones the tensor tail amplitude does not change with increasing spatial distance from the GW source. This latter feature may lead to a novel contribution to the memory effect. On
the other hand, within the EoS interval $0 < w \leq 1$, the wave solutions of the gauge-invariant scalar modes $\Phi$ and $\Psi$ have wavefronts propagating at speed $\sqrt{w}$. The light gray region would be filled with scalar waves traveling both on and within their acoustic cones; and the darker gray region with only their wave tails, whose detailed properties depend in principle on the entire history of the source (i.e. the dashed-dotted segment). In a 4D radiation dominated universe, the scalar GW tail becomes independent of spatial coordinates along the acoustic cone $\eta - \sqrt{3} |\vec{x}|$ = constant; and might thus bring about memory.

In section 5, we grouped the Maxwell U$_1$ gauge potential into gauge-invariant variables in equations (192) and (193). Electromagnetism in the cosmologies of equations (1) and (2) is then encapsulated in equations (198) through (200) whereas their solutions are to be found in equations (201) and (204). We then identified a potential electric memory effect in equation (216) due to the space-independent nature of the part of the gauge-invariant transverse vector that travels inside the light cone at specific values of $w$ given by equation (214).

In this work, we have re-confirmed that, conformal re-scaling, dimension-reduction, Nariai’s ansatz [26] (and the Euclidean Green’s function of the $(d-1)$-spatial Laplacian) lead us to analytic solutions to the full set of partial differential equations arising from general relativity linearized about the cosmological spacetimes of equations (1) and (2) for all $d \geq 4$. This extends the results of [16], which did so for the specific case of de Sitter spacetime ($w = -1$). To investigate the cosmological generalization of Christodoulou’s nonlinear GW memory effect [9] and to extend the de Sitter quadrupole radiation formula derived by Ashtekar et al [19] to a more general EoS $w$, we would need to go beyond the linear order in perturbation theory. It is not clear to us that the gauge-invariant formalism used in this paper is the most computationally efficient means of doing so—the gauge-fixed one of [16, 19, 23] might be worth re-visiting for this purpose. Moreover, while we have tried to employ physically motivated arguments to persuade the reader that the fractional distortion measured by a GW detector only receives contributions from the gauge-invariant tensor mode when $w = -1$ or $w = 0$; and from both the tensor and scalar modes when $0 < w \leq 1$—in this age of ‘precision cosmology’ it may be physically important to further sharpen these arguments to either corroborate their robustness or to find cases where they fail. Finally, with the position-space Green’s functions of both the graviton and photon fully worked out in constant $-w$ cosmologies in all relevant dimensions, we may now embark on a program to understand quantitatively the associated tail-induced self-force problem first uncovered by DeWitt and Brehme [37].

When $0 < w \leq 1$, we have revealed through equations (93) and (130) that astrophysical systems could potentially lose some of their mass through scalar gravitational radiation. (A scalar field mechanism for such mass loss has been previously noted by Burko et al [38].) It would be instructive to find concrete setups where this phenomenon can be illustrated in detail. One may also wonder if this phenomenon has any impact on the evolution of the large scale structure of our universe. Finding a specific example to study its GW emission could also aid in understanding the procedure alluded to in the introduction of this paper—how the matching of the cosmological waveforms in the near/intermediate zone to the far zone of the Minkowskian one is actually carried out. In particular, we note that, while the TT tensor metric perturbation is always the only gauge-invariant variable that admits wave solutions in Minkowski spacetime$^{26}$, in $(0 < w \leq 1)$-cosmologies both the gauge-invariant scalar and tensor modes do so. How does this mismatch in the number of radiative degrees-of-freedom play into the GW matching procedure, and in turn, affect the physical properties of the GWs themselves?

---

$^{26}$ This is demonstrated in appendix A.1.
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Appendix A. Linearized Einstein’s equations on (Minkowski)$_{d \geq 4}$

In this section we will review both the gauge-invariant and de Donder gauge paths to obtain solutions of Einstein’s equations $G_{\mu \nu} = 8\pi G_N T_{\mu \nu}$, with the cosmological constant set to zero, linearized about a Minkowski spacetime background. That is, we shall take the full spacetime geometry to be

$$g_{\mu \nu} = \eta_{\mu \nu} + \chi_{\mu \nu},$$

(A.1)

and expand the Einstein to linear order in $\chi_{\mu \nu}$, namely

$$G_{\mu \nu} = (G|1)_{\mu \nu} + \mathcal{O}[(\chi_{\alpha \beta})^2],$$

(A.2)

$$(G|1)_{\mu \nu} = \frac{1}{2} \left(-\partial^2 \chi_{\mu \nu} + \eta_{\mu \nu} \left(\partial^2 \chi - \partial^\sigma \partial^\rho \chi_{\sigma \rho}\right) + \partial_\sigma \partial_{(\mu} \chi_{\nu)} - \partial_{(\mu} \partial_{\nu)} \chi\right).$$

(A.3)

Throughout this section, all indices will be moved with the flat metric $\eta_{\mu \nu}$. If we defined the barred graviton as

$$\bar{\chi}_{\mu \nu} \equiv \chi_{\mu \nu} - \frac{\eta_{\mu \nu}}{2} \eta^{\rho \sigma} \chi_{\rho \sigma},$$

(A.4)

the linearized Einstein tensor becomes

$$(G|1)_{\mu \nu} = -\frac{1}{2} \left(\partial^2 \bar{\chi}_{\mu \nu} - \partial_\rho \partial^\rho \bar{\chi}_{\mu \nu} + \eta_{\mu \nu} \partial_\sigma \partial_\sigma \bar{\chi}\right) + \mathcal{O}[(\bar{\chi}_{\sigma \rho})^2].$$

(A.5)

Evaluating the energy-momentum-shear-stress tensor of matter $T_{\mu \nu}$ about the flat background, $\bar{T}_{\mu \nu} \equiv T_{\mu \nu}[g_{\mu \nu} = \eta_{\mu \nu}]$, we thus wish to solve

$$(G|1)_{\mu \nu} = 8\pi G_N \bar{T}_{\mu \nu}.$$ 

(A.6)

A.1. Gauge-invariant formalism

We begin with the gauge-invariant formalism to solve the linearized Einstein’s equation (A.6)$^{27}$. This will be the $a \to 1$ limit of what we have achieved in the main text, but we will attempt to keep the discussion fairly self-contained.

$^{27}$ Much of this section is the $(d \geq 4)$-dimensional generalization of Flanagan and Hughes [41] section 2.2.
The infinitesimal coordinate transformation
\[ x^\alpha \to x^\alpha + \xi^\alpha \] (A.7)
duces a change in the graviton field \( \chi_{\mu\nu} \) of equation (A.1) as
\[ \chi_{\mu\nu} \to \chi_{\mu\nu} + \partial_{(\mu} \xi_{\nu)}. \] (A.8)

A.1.1. Gauge-invariant variables. To obtain a gauge-invariant formulation for the dynamics of \( \chi_{\mu\nu} \), we start with the following irreducible SVT decomposition of the metric perturbation \( \chi_{\mu\nu} \) as well as an analogous one for \( \xi \). That is, we do
\[ \xi_{\mu} = (\xi_0, \partial_\ell \ell + \ell), \quad \partial_\ell \ell = 0. \] (A.9)
and
\[ \chi_{00} \equiv E, \quad \chi_{0\mu} \equiv \partial_\mu F + F_i, \]
\[ \chi_{ij} \equiv D_{ij} + \frac{D}{d-1} \delta_{ij} + \left( \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \vec{\nabla}^2 \right) K, \] (A.10)
where these variables obey the following constraints:
\[ \partial_i F_i = \delta^i_0 D_{ij} = \partial_i D_{ij} = \delta^i_0 \partial_i D_j = 0. \] (A.11)
The gauge transformation of the graviton in equation (A.8), in terms of the variables in equations (A.9) and (A.10), reads
\[ E \to E + 2\dot{\xi}_0, \quad F \to F + \dot{\ell} + \xi_0, \quad F_i \to F_i + \dot{\ell}_i, \] (A.12)
\[ D_j \to D_j + \ell, \quad D \to D + 2\vec{\nabla}^2 \ell, \quad K \to K + 2\ell; \] (A.13)
while the transverse-traceless graviton is already gauge-invariant
\[ D_{ij} \to D_{ij}. \] (A.14)
One may verify via a direct calculation that the following are gauge-invariant variables formed from the graviton components. The two scalar ones are
\[ \Psi \equiv E - 2\dot{F} + \dot{K}, \quad \Phi \equiv D - \vec{\nabla}^2 K, \] (A.15)
whereas the vector and tensor modes are, respectively,
\[ V_i \equiv F_i - \dot{D}_i \quad \text{and} \quad T_{ij} \equiv D_{ij} \equiv \chi_{ij}^{TT}. \] (A.16)
(As already explained in [16], there are TT tensor modes only when \( d \geq 4 \).)

We will need to perform a similar SVT decomposition for the stress-energy tensor on the right hand side of equation (A.6).
\[ T_{00} \equiv \rho, \quad T_{0i} \equiv \partial_i \Sigma + \Sigma_i, \]
\[ T_{ij} \equiv \sigma_{ij} + \partial_i \sigma_j + \frac{\sigma}{d-1} \delta_{ij} + \left( \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \vec{\nabla}^2 \right) \Upsilon, \] (A.17)
where these variables obey the following constraints:
\[ \partial_i \Sigma_i = \delta^i_0 \sigma_i = \partial_i \sigma_{ij} = \partial_i \Sigma_i = 0. \] (A.18)
Furthermore, these matter variables are not all independent because consistency of Einstein’s equations require the stress-energy tensor to be divergence-less, \( \partial^\mu \mathcal{T}_{\mu\nu} = 0 \). A direct calculation would translate the latter to

\[
\dot{\rho} = \nabla^2 \Sigma, \quad \dot{\Sigma}_i = \nabla^2 \sigma_i, \quad \dot{\Sigma} = \frac{\sigma + (d - 2) \nabla^2 \Upsilon}{d - 1}.
\] (A.19)

The interpretation is that, once \( \rho, \Sigma_i, \sigma \) and \( \Upsilon \) are specified, the \( \Sigma, \sigma_i \) and \( \Upsilon \) can be determined by an appropriate convolution involving the Euclidean Green’s function \( \nabla^2 - 2 \).

### A.12. Linearized Einstein’s equations.

The Riemann and Einstein tensor of the weak field metric in equation (A.1) must be gauge-invariant at first order in the perturbation \( \chi_{\mu\nu} \), because they are zero when \( \chi_{\mu\nu} \rightarrow 0 \). Employing the variables of equation (A.10) in the linearized Einstein tensor \( (G|1)_{\mu\nu} \) (see equation (A.3)), and grouping terms in the spirit of the scalar-vector-tensor decomposition in equation (A.10)—a brute force calculation would then yield \( (G|1)_{\mu\nu} \) in terms of gauge-invariant metric perturbations defined in equations (A.15) and (A.16):

\[
(G|1)_{00} = \frac{d - 2}{2} \nabla^2 \Phi, \quad (G|1)_{0i} = \frac{1}{2} \left( \nabla^2 \nabla_i + (d - 2) \partial_j \dot{\Phi} \right), \quad (G|1)_{ij} = \frac{1}{2} \left( - \partial^2 D_{ij} + \partial_i \partial_j \dot{\Phi} - \frac{\delta_{ij}}{d - 1} (d - 2) \left( \nabla^2 \{ (d - 3) \Phi - \Psi \} - (d - 1) \Phi \right) \right.
\]

\[
\left. + \left( \partial_i \partial_j - \frac{\delta_{ij}}{d - 1} \nabla^2 \right) \left( (d - 3) \Phi - \Psi \right) \right). \quad (A.20)
\]

Imposing Einstein’s equations \( (G|1)_{\mu\nu} = 8\pi G N \mathcal{T}_{\mu\nu} \), with the SVT decomposition of matter in equation (A.17), returns the equations

\[
(d - 2) \nabla^2 \Phi = 16\pi G N \rho, \quad (d - 2) \Phi = 16\pi G N \Sigma, \quad (d - 3) \Phi - \Psi = 16\pi G N \Upsilon,
\]

\[
(A.22)
\]

\[
(d - 2) \left( \nabla^2 \{ (d - 3) \Phi - \Psi \} - (d - 1) \Phi \right) = -16\pi G N \sigma,
\]

\[
(A.23)
\]

\[
\partial^2 D_{ij} = -16\pi G N \sigma_{ij}, \quad \nabla^2 \nabla_i = 16\pi G N \Sigma_i, \quad \nabla_i = 16\pi G N \sigma_i.
\]

(A.24)

Because the Einstein tensor itself obeys the Bianchi identity, one may expect not all these equations are independent. We will now demonstrate that they can be reduced to the set:

\[
(d - 2) \nabla^2 \Phi = 16\pi G N \rho, \quad (d - 3) \Phi - \Psi = 16\pi G N \Upsilon,
\]

\[
(A.25)
\]

\[
\nabla^2 \nabla_i = 16\pi G N \Sigma_i, \quad \partial^2 D_{ij} = -16\pi G N \sigma_{ij}.
\]

(A.26)

We may start by differentiating the first equation from the left in equation (A.25) once with respect to time, and employ \( \dot{\rho} = \nabla^2 \Sigma \) from equation (A.19) to eliminate \( (d - 2) \Phi = 16\pi G N \Sigma \) in equation (A.22). Similarly, taking a time derivative of the first equation from the left in equation (A.26) followed by replacing \( \dot{\Sigma}_i \rightarrow \nabla^2 \sigma_i \) from (A.19) gets rid of \( \nabla_i = 16\pi G N \sigma_i \) in equation (A.24). Finally, replacing the \( (d - 3) \Phi - \Psi \) in equation (A.23) with \( 16\pi G N \Upsilon \) (equation (A.25)) and using the rightmost equation of equation (A.19), yields \( (d - 2) \Phi = 16\pi G N \Sigma \), which is the time derivative of the second equation in equation (A.22).
In equations (A.25) and (A.26), the scalar and vector perturbations obey Poisson’s equations; only the tensor perturbation $\nabla_\mu$ admits wave solutions:

$$\nabla_\mu \rho = \frac{16\pi G_N}{d-2} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \, \Gamma \, \left[ \frac{d-3}{d-2} \right] \cdot \rho[t, \vec{x}'],$$  \hspace{1cm} (A.27)

$$\nabla_\mu \nabla_\mu \nabla_\nu \nabla_\nu \rho = \frac{16\pi G_N}{d-2} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \, \Gamma \, \left[ \frac{d-3}{d-2} \right] \cdot \Sigma_\mu [t, \vec{x}'],$$  \hspace{1cm} (A.28)

$$\nabla_\mu \nabla_\mu \nabla_\nu \nabla_\nu \Sigma_\mu = \frac{16\pi G_N}{d-2} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \, \nabla_\nu \Gamma [\vec{x}'] \cdot \Sigma_\mu [t, \vec{x}'],$$  \hspace{1cm} (A.29)

where the symmetric Green’s functions $G$ in equation (A.29) are

$$G_{\text{even}}[d, \vec{\sigma}] = \frac{1}{(2\pi)^{\frac{d-4}{2}}} \left( \frac{\partial}{\partial \vec{\sigma}} \right) \frac{d-1}{2} \left( \frac{\delta[\vec{\sigma}]}{4\pi} \right),$$  \hspace{1cm} (A.30)

$$G_{\text{odd}}[d, \vec{\sigma}] = \frac{1}{(2\pi)^{\frac{d-4}{2}}} \left( \frac{\partial}{\partial \vec{\sigma}} \right) \frac{d-1}{2} \left( \frac{\Theta[\vec{\sigma}]}{4\pi \sqrt{2\pi}} \right),$$  \hspace{1cm} (A.31)

$$\vec{\sigma} \equiv \frac{1}{2} \{(t - t')^2 - (\vec{x} - \vec{x}')^2\}. $$  \hspace{1cm} (A.32)

They obey

$$\partial^2_{\vec{x}} G_{\text{even}}[\vec{\sigma}] = \partial^2_{\vec{x}} G_{\text{odd}}[\vec{\sigma}] = 2\delta[d] \{ x - x' \}. $$  \hspace{1cm} (A.33)

A.1.3. Coulomb versus waves. It is instructive to compare the time derivative of $\Phi$ in equation (A.27) with that of $\nabla_\mu$ in equation (A.29). For the former, let us employ $\dot{\rho} = \nabla^2 \Sigma$ in equation (A.19):

$$\ddot{\Phi}[t, \vec{x}] = \frac{16\pi G_N}{d-2} \partial_t \int_{\mathbb{R}^{d-1}} d^{d-1}x' \, \Gamma \, \left[ \frac{d-3}{d-2} \right] \cdot \partial_t \Sigma[t, \vec{x}'],$$  \hspace{1cm} (A.34)

where $\partial_t \equiv \partial / \partial x^t, \partial_{x'} \equiv \partial / \partial x'^t$, we have integrated-by-parts one of the spatial derivatives and used the translation-symmetry of the $|\vec{x} - \vec{x}'|$ to pull it out of the integral. We see that, in the far zone—where the observer is much farther from the source than the latter’s characteristic size—each time derivative of $\Phi$ scales as $1/(\text{observer-source spatial distance})$. Note too that the total mass $M$ of the system

$$M \equiv \int_{\mathbb{R}^{d-1}} d^{d-1}x' \rho[t, \vec{x}'] $$  \hspace{1cm} (A.35)

is conserved in general relativity linearized about Minkowski spacetime. This is because, if we differentiate both sides of equation (A.35) with respect to time, and make the replacement $\dot{\rho} \to \nabla^2 \Sigma$ (equation (A.19)) within the integrand on the right-hand-side, the resulting volume integral can be converted to a surface one involving the flux of the $\partial_t \Sigma$ portion of $\nabla_\mu$, which is zero if the surface is at spatial infinity. This in turn tells us the far zone scalar profile in equation (A.27), i.e. the portion that scales as $1/(\text{observer-source spatial distance})^{d-3}$, is strictly time independent.
For the time derivative of the wave solution in equation (A.29), because they have the same form, we may refer to those in equation pairs (A.74)–(A.76) and (A.75)–(A.77) below to deduce, each time derivative of \( \overline{D}_{ij} \) scales as \( 1/(\text{characteristic timescale of } \sigma_{ij}) \). As expected, in the far zone, \( \overline{D}_{ij} \) varies as rapidly as the GW source itself.

Altogether, these considerations suggest that the Coulomb-type solution of \( \Phi \) is not radiative—it does not carry energy-momentum to infinity—but the \( \overline{D}_{ij} \) wave solution in equation (A.29) does\(^{28}\). As we will further argue below, this means it is the tensor mode alone that contributes appreciably to the tidal squeezing and stretching of the space around a distant GW detector.

**A.1.4. GW detector in flat spacetime.** In a background Minkowski spacetime, the fractional distortion \( \delta L/L_0 \) measured by a GW detector due to a astrophysical system located at a large distance, would need to be derived in a similar fashion as we did the cosmological equations (6) and (7). In particular, we would need the synchronous gauge metric perturbations produced by this GW source. If we are able to compute the gauge-invariant metric perturbations through equations (A.27)–(A.29), as well as \( (d-3)|\Phi - \Psi| = 16\pi G_{\text{N}} \Upsilon \) in equation (A.25); then equation (156) would supply the necessary result if we set \( a \to 1 \), followed by replacing \( \eta \to t \) and all unbarred metric variables with barred ones. Stepping through similar estimates performed in the discussion right after equation (156), one would infer—due to Coulomb-type solutions of \( (\Phi, \Psi, V_i) \)—the integral terms involving \( \partial_i V_j \) and \( \partial_i \partial_j \Psi \) would very likely scale respectively as (timescale of GW experiment)/(observer-source spatial distance) and ((timescale of GW experiment)/(observer-source spatial distance))\(^2\) relative to the \( \Delta \Phi \) term. Furthermore, from the ‘Coulomb versus Waves’ discussion above, one would expect \( \Delta \Phi \) itself to be highly sub-dominant to \( \Delta \overline{D}_{ij} \) because the characteristic timescale governing changes in amplitude is the observer-source spatial distance for \( \Phi \) while it is the GW source(s)’ intrinsic frequencies for \( \overline{D}_{ij} \).

To sum: the fractional distortion measured by a GW detector in a flat spacetime is similar to its counterpart (equation (160)) in a matter dominated or de Sitter cosmology—it receives contributions primarily from the tensor mode alone.

\[
\left( \frac{\delta L}{L_0} \right)_{[\eta > \eta', \text{Minkowski}]} = -\frac{n_i n^j}{2} \int_0^1 \Delta \overline{D}_{ij} [\overline{Y}_0 + \lambda (\overline{Z}_0 - \overline{Y}_0)] d\lambda \quad (A.36)
\]

**A.2. de Donder gauge: Liénard–Wiechert graviton fields and GW memory**

We now turn to solving equation (A.6) by imposing the de Donder gauge

\[
\partial^\sigma \chi_{\sigma \mu} = 0. \quad (A.37)
\]

(This is analogous to imposing the Lorenz gauge condition \( \partial^\sigma A_\sigma = 0 \) in electromagnetism, where \( A_\sigma \) is the \( U_1 \) gauge potential.) Equation (A.37) applied to equation (A.5) will reduce the linearized Einstein’s equation (A.6) to

\[
\partial^2 \chi_{\mu \nu} = -16\pi G_{\text{N}} \overline{T}_{\mu \nu}. \quad (A.38)
\]

\(^{28}\) Our analysis here is, of course, the ‘poor person’s’ route to distinguishing radiative from non-radiative solutions. Strictly speaking, one would have to expand Einstein’s equations to second order in metric perturbations, in order to determine which first-order gauge-invariant variables appear in the \( \Phi \)-components of the graviton pseudo stress tensor.
This converts the problem at hand to a $d \times d$ matrix of minimally coupled massless wave equations. The retarded solutions are

$$\bar{x}_{\mu\nu}[t,\vec{x}] = -16\pi G_N \int_{-\infty}^{t} dt' \int_{\mathbb{R}^{d-1}} d^{d-1}x' \bar{G}_{\nu}[\sigma] \bar{\mathcal{T}}_{\mu\nu}[t',\vec{x}], \quad \text{(A.39)}$$

where the symmetric Green’s functions $\{\bar{G}_{\nu}[\sigma]\}$ can be found in equations (A.30) and (A.31).

### A.2.1. Liénard–Wiechert graviton fields

As a simple application of these formulas, we shall work out the (Liénard–Wiechert) graviton field sourced by a point mass in motion in all dimensions higher than 3. We will witness that the linear graviton field of a point mass propagates strictly on the null cone in even dimensions $d \geq 4$ and exclusively within the null cone (i.e. it is pure tail) in odd dimensions $d \geq 5$. Following that, we generalize to all even dimensions $d \geq 4$ the known 4-dimensional GW memory engendered by two (or more) compact bodies scattering off each other due to their mutual gravity.

The stress energy tensor of a point mass $M$, with timelike trajectory $Y^\mu[\tau]$ and proper time $\tau$, moving about in some geometry $g_{\mu\nu}$—is given by

$$T^{\mu\nu}[x] = M \int_{-\infty}^{+\infty} dt \dot{Y}^\mu[\tau] \dot{Y}^\nu[\tau] \left( \frac{\delta(\tau - x)}{\sqrt{|g[x]|}} \right), \quad \dot{Y}^\mu = \frac{dY^\mu[\tau]}{d\tau}. \quad \text{(A.40)}$$

To obtain the linear Liénard–Wiechert graviton field $\bar{x}^{\mu\nu}$ in Minkowski spacetime, we first set $g_{\mu\nu} = \eta_{\mu\nu}$, so that $\sqrt{|g[x]|} = 1$. After integrating over spacetime $(t', \vec{x}')$ in equation (A.39), there is a sole remaining integral, with respect to $\tau$. We then notice that all the $\partial_\alpha$ derivatives in equations (A.30) and (A.31) can be expressed as

$$\frac{\partial}{\partial \sigma} = \frac{1}{\dot{\sigma}} \frac{d}{d\tau}, \quad \dot{\sigma} = \dot{Y}[\tau] \cdot (Y[\tau] - x). \quad \text{(A.41)}$$

(The ‘·’ is the Minkowski dot product; for example, $X \cdot Y = \eta_{\mu\nu}X^\mu Y^\nu$.) At this juncture,

**Even $d \geq 4$**: $\bar{x}^{\mu\nu}[t,\vec{x}] = -16\pi G_N M \int_{-\infty}^{t=t} dt \dot{Y}^\mu[\tau] \dot{Y}^\nu[\tau] \left( \frac{\delta(\tau - x)}{2\pi} \right)^\frac{d-4}{4}, \quad \text{(A.42)}$

**Odd $d \geq 5$**: $\bar{x}^{\mu\nu}[t,\vec{x}] = -16\pi G_N M \int_{-\infty}^{t=t} dt \dot{Y}^\mu[\tau] \dot{Y}^\nu[\tau] \left( \frac{\delta(\tau - x)}{2\pi} \right)^\frac{d+1}{2}, \quad \text{(A.43)}$

To compute the energy-momentum-stress-shear of these GWs, we would need their gradients.

**Even $d \geq 4$**: $\partial_\alpha \bar{x}^{\mu\nu}[t,\vec{x}] = -16\pi G_N M \int_{-\infty}^{t=t} dt \frac{(x - Y)_{\alpha}}{2\pi} \dot{Y}^\mu[\tau] \dot{Y}^\nu[\tau] \left( \frac{\delta(\tau - x)}{2\pi} \right)^\frac{d+1}{4}, \quad \text{(A.44)}$

**Odd $d \geq 5$**: $\partial_\alpha \bar{x}^{\mu\nu}[t,\vec{x}] = -16\pi G_N M \int_{-\infty}^{t=t} dt \frac{(x - Y)_{\alpha}}{2\pi} \dot{Y}^\mu[\tau] \dot{Y}^\nu[\tau] \left( \frac{\delta(\tau - x)}{2\pi} \right)^\frac{d+1}{2}, \quad \text{(A.45)}$

---

29 We will define proper time $\tau$ in relation to coordinate time $t$ through the differential equation $d\tau = \sqrt{g_{\alpha\beta}(dY^\alpha/d\tau)(dY^\beta/d\tau)}d\tau$; in particular, $\sqrt{g_{\alpha\beta}(dY^\alpha/d\tau)(dY^\beta/d\tau)} = 1$. 
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Note that there is no need to differentiate the upper limit $t' = t$ because the integrand evaluated at the upper limit lies outside the light cone, i.e. $\sigma \to -|\vec{x} - \vec{Y}|^2/2 < 0$, and is hence set to zero by the $\Theta[\sigma], \delta[\bar{\sigma}]$ and the latter’s derivatives.

Beginning with the even dimensional case in equations (A.42) and (A.44), we shall integrate by parts (IBPs) the $(d/d\tau)'s$ within the integrands, to act them on the trajectories $\vec{Y}$—without incurring any boundary terms. For, suppose this can be done up to the $(n-1)$th IBP, then the $n$th IBP hands us, for even $d > 4$ and $1 \leq n \leq (d-4)/2$,

$$\chi^{(n)}[\tau, \bar{x}] = \left[16\pi G_n M(-)^n \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{x} [\tau]|^2}{d\tau} \right) \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{y} [\tau]|^2}{d\tau} \right) \right]_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \cdot \left(\frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}}\right)_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} - 16\pi G_n M(-)^n \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{x} [\tau]|^2}{d\tau} \right) \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{y} [\tau]|^2}{d\tau} \right) \right]_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \cdot \left(\frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}}\right)_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \quad \text{and for } 1 \leq n \leq (d - 2)/2 \quad \text{(A.46)}$$

The upper limit of the boundary term in equations (A.46) and (A.47), as already noted, lies outside the light cone and can be set to zero immediately. The lower limit $\tau \to -\infty$ amounts to taking $\sigma \to +\infty$—the trajectory $Y^{\mu}[\tau]$ is timelike—where again $\delta[\bar{\sigma}]$ and its derivatives are zero. Note, we have also converted $\delta[\sigma] = \delta[\bar{\sigma}]/|\bar{\sigma}|[\tau_{rel}]$ within the remaining integral of equation (A.46), where the retarded proper time $\tau_{rel}$ is the value of $\tau$ in the past that would set $\sigma = 0$. This change-of-variables would allow us to integrate over the $\delta[\tau - \tau_{rel}]$ once all the $\tau$-derivatives have been IBPs onto the $\bar{Y}$’s.

Moving on to perform similar IBPs for the odd dimensional $d \geq 5$, case, we assume all boundary terms may be discarded up to the $(n-1)$th IBP, the $n$th IBP, for $1 \leq n \leq (d-3)/2$, would yield:

$$\chi^{(n)}[\tau, \bar{x}] = \left[16\pi G_n M(-)^n \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{x} [\tau]|^2}{d\tau} \right) \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{y} [\tau]|^2}{d\tau} \right) \right]_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \cdot \left(\frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}}\right)_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} - 16\pi G_n M(-)^n \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{x} [\tau]|^2}{d\tau} \right) \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{y} [\tau]|^2}{d\tau} \right) \right]_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \cdot \left(\frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}}\right)_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \quad \text{and for } 1 \leq n \leq (d - 1)/2 \quad \text{(A.48)}$$

and for $1 \leq n \leq (d - 1)/2$,

$$\partial_{\bar{x}} \chi^{(n)}[\tau, \bar{x}] = \left[16\pi G_n M(-)^n \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{x} [\tau]|^2}{d\tau} \right) \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{y} [\tau]|^2}{d\tau} \right) \right]_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \cdot \left(\frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}}\right)_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} - 16\pi G_n M(-)^n \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{x} [\tau]|^2}{d\tau} \right) \left(\int_0^{t'} \frac{1}{(2\pi)^{d/2}} \frac{d|\vec{y} [\tau]|^2}{d\tau} \right) \right]_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \cdot \left(\frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}}\right)_{\tau = \tau_{ret}}^{\tau = \tau_{rel}} \quad \text{(A.49)}$$
Since the upper limit gives us a strictly negative \( \dot{\sigma} \), it is again set to zero by the presence of \( \Theta[\sigma] \), \( \delta[\sigma] \) and the latter’s derivatives. And since the lower limit corresponds to \( \dot{\sigma} \rightarrow +\infty \), the only boundary term that requires analysis is the one that does not contain \( \delta \)-functions, namely

\[
-16\pi G_N M (-\sigma)^n \Theta[\sigma] \left( \frac{d}{d\tau} \right)^{-n-1} \left[ \frac{\dot{Y}^\nu[\tau]}{2\pi \dot{\sigma}^{-\nu}} \right] \left( \frac{d}{d\sigma} \right)^{-n} \left( \frac{1}{2\pi \dot{\sigma}} \right), \tag{A.50}
\]

and

\[
-16\pi G_N M (-\sigma)^n \Theta[\sigma] \left( \frac{d}{d\tau} \right)^{-n-1} \left[ \frac{\dot{Y}^\nu[\tau]}{2\pi \dot{\sigma}^{-\nu}} \right] \left( \frac{d}{d\sigma} \right)^{-n} \left( \frac{1}{2\pi \dot{\sigma}} \right), \tag{A.51}
\]

Since the \( \partial_s^{(d-3)/2} \) and \( \partial_s^{(d-1)/2} \) terms do tend to zero in this asymptotic past limit—if we assume all components of the time derivatives \( \{d^m Y^\nu/\dot{x}^m \}_{m = 1, 2, 3, \ldots} \) remain bounded for the entire trajectory—what needs to be examined are the remaining proper time derivatives, which take the generic forms

\[
D_s([a_1, \ldots, a_m, b]) \equiv \frac{1}{\sigma a_m} \frac{d}{d\sigma} \left( \ldots \left( \frac{1}{\sigma a_2} \frac{d}{d\sigma} \left( \frac{1}{\sigma a_1} \frac{d}{d\sigma} \left( \frac{1}{\sigma b} \right) \right) \right) \right), \tag{A.52}
\]

and

\[
D'_s([a_1, \ldots, a_m, b]) \equiv \frac{1}{\sigma a_m} \frac{d}{d\sigma} \left( \ldots \left( \frac{1}{\sigma a_2} \frac{d}{d\sigma} \left( \frac{1}{\sigma a_1} \frac{d}{d\sigma} \left( \frac{x - Y[\tau]}{\sigma b} \right) \right) \right) \right), \tag{A.53}
\]

for positive integers \( m, a_1, \ldots, a_m, b \geq 1 \). Now, by mathematical induction on \( m \), one may show that

\[
D_s([a_1, \ldots, a_m, b]) = \sum_{\ell=1}^{m} C^{(m)}_{s} \frac{1}{\sigma^{L+\ell}}, \quad \Sigma_m \equiv \sum_{i=1}^{m} a_i, \tag{A.54}
\]

where \( C^{(m)}_{s} \) is built out of sums and/or products of the scalars \( \{d^m Y/\dot{x}^m \} \cdot (Y - x) \) and \( \{d^m Y/\dot{x}^m \} \). The infinite past behavior of \( D_s \) in equation (A.52) is therefore encoded in that of the terms in equation (A.54). By dimension analysis, because \( \sigma \) itself scales as \( (L^{2} \dot{\sigma})^{2} \equiv L^{2} \), we must have

\[
D_s([a_1, \ldots, a_m, b]) = \frac{\sigma^{(m-b)}}{L^{2}(a_m+b)}. \tag{A.55}
\]

The \( \ell \)th term in the sum in equation (A.54), on the other hand, goes as \( C^{(m)}_{s} \sigma^{\ell-b}/L^{2(\ell+\ell)} \), which when set equal to the right-hand-side of equation (A.55), implies the numerator itself scales as

\[
C^{(m)}_{s} \sim \left( \frac{d}{d\sigma} \right)^{\ell-\Sigma_m} \left[ (\text{Length})^{2(\ell+\ell)} \right]. \tag{A.56}
\]

Let us then exploit the fact that \( Y - x \) is a timelike vector to deduce that \( \dot{\sigma} = \dot{Y} \cdot (Y - x) \) corresponds to, in the instantaneous rest frame of the source, the (negative) time elapsed between emission and receipt, namely \( Y^0 - x^0 \); in particular, \( \dot{\sigma} \rightarrow -\infty \) as \( \tau \rightarrow -\infty \). Likewise,
by any one of the terms in equation (A.54), because each and every term there scales the same way; it is:

\[
\lim_{\tau \to -\infty} 1 \frac{d}{d \tau} \left( \cdots \left( \frac{1}{\sigma^{a_1}} \frac{d}{d \tau} \left( \frac{1}{\sigma^{a_2}} \frac{d}{d \tau} \left( \frac{1}{\sigma^{a_m}} \right) \right) \right) \right) \sim \frac{1}{(\text{instantaneous–rest–frame elapsed time})^{\Sigma_m + b - 1}}. 
\]

By assumption, \(\Sigma_m + b - 1 \geq m + b - 1\) is strictly non-negative, so the \(\tau \to -\infty\) limit of these nested derivatives of \(1/\dot{\sigma}^b\) does not blow up. All boundary terms in equation (A.49) are therefore zero.

### A.2.2. Results

We have arrived at the linear Liénard–Wiechert graviton field of a point mass \(M\) moving about in a background Minkowski spacetime (i.e. equation (A.40) with \(g_{\mu\nu} = \eta_{\mu\nu}\)). For even spacetime dimensions \(d \geq 4\),

\[
\chi^{\mu\nu}[\tau, \vec{x}] = 4G_N M(-)^{d/2} \left( \frac{1}{\sqrt{\sigma^d}} \dot{Y}^\nu[\tau] \dot{Y}^\mu[\tau] \right) \Bigg|_{\tau = \tau_{\text{ret}}} \quad \text{,} 
\]

\[
\partial_\alpha \chi^{\mu\nu}[\tau, \vec{x}] = 4G_N M(-)^{d/2} \left( \frac{1}{\sqrt{\sigma^d}} \dot{X}^\nu[\tau] \dot{X}^\mu[\tau] \right) \Bigg|_{\tau = \tau_{\text{ret}}}; 
\]

and for odd spacetime dimensions \(d \geq 5\),

\[
\chi^{\mu\nu}[\tau, \vec{x}] = 8G_N M(-)^{d/2} \int_{-\infty}^{\tau_{\text{ret}}-0^+} d\tau \sqrt{2\dot{\sigma}} \frac{d}{d \tau} \left( \frac{1}{\sqrt{\sigma^d}} \dot{Y}^\mu[\tau] \dot{Y}^\nu[\tau] \right) \Bigg|_{\tau = \tau_{\text{ret}}} \quad \text{,} 
\]

\[
\partial_\alpha \chi^{\mu\nu}[\tau, \vec{x}] = 8G_N M(-)^{d/2} \int_{-\infty}^{\tau_{\text{ret}}-0^+} d\tau \sqrt{2\dot{\sigma}} \frac{d}{d \tau} \left( \frac{1}{\sqrt{\sigma^d}} \dot{X}^\mu[\tau] \dot{X}^\nu[\tau] \right) \Bigg|_{\tau = \tau_{\text{ret}}}; 
\]
where we record that $\dot{\gamma}^\eta \equiv dY^\eta/\mathrm{d}\tau$ and
\[
\hat{\sigma}[\tau_{\text{ret}}] = \left(\frac{d\tau_{\text{ret}}}{\mathrm{d}t}\right)^{-1} \frac{\mathrm{d}Y}{\mathrm{d}r} \cdot (Y - x)
\]
\[
= -\frac{1 - \hat{V} \cdot \hat{n}}{\sqrt{1 - (\mathrm{d}\hat{V}/\mathrm{d}t)^2}} |\vec{x} - \vec{Y}|, \quad \hat{n} \equiv \frac{\vec{x} - \vec{Y}}{|\vec{x} - \vec{Y}|}, \quad \hat{V} \equiv \frac{\mathrm{d}\hat{V}}{\mathrm{d}r}.
\]
(A.64)

We also remind the reader that the retarded proper time $\tau_{\text{ret}}$ is defined as the solution to
\[
x^0 - 0[\tau_{\text{ret}}] = t - Y^0[\tau_{\text{ret}}] = |\vec{x} - \vec{Y}|\tau_{\text{ret}}.
\]
(A.65)

As already advertised, in even dimensions $d \geq 4$, the graviton field of equation (A.60) and its gradient in equation (A.61) are the gravitational signals coming from the intersection between the past light cone of the observer at $x^\mu = (t, \vec{x})$ and the worldline of the source, i.e. from the point at $Y^\mu[\tau_{\text{ret}}]$. While in odd dimensions $d \geq 5$, the graviton field of equation (A.62) and its gradient in equation (A.63) are the cumulative gravitational signals arising from the entire past trajectory of the source $Y^\mu[\tau < \tau_{\text{ret}}]$ lying strictly within the past light cone of the observer at $x$. That this odd $d \geq 5$ case yields pure tail signals is worth reiterating because the corresponding symmetric Green’s function of equation (A.31) does contain $\delta[\sigma]$ and its derivatives, and thus one might otherwise had expected some portion of the signal to travel on the null cone.

A.2.3. Newtonian potential of point mass. As a check of our results here, let us recover the expected $1/(\text{spatial distance})^{d-3}$ Newtonian potential of a point mass at rest. In this static case, proper time is coordinate time and from equation (A.41):
\[
\tau = \tau', \quad \dot{\sigma} = Y^0 - x^0 = \tau' - t, \quad \text{and} \quad \dot{\gamma}^\mu = \delta_0^\mu.
\]
(A.66)

Moreover, from equation (A.65), the retarded time is $\tau_{\text{ret}} = \tau' = t - |\vec{x} - \vec{Y}|$, which tells us
\[
\hat{\sigma}[\tau_{\text{ret}}] = -|\vec{x} - \vec{Y}|.
\]
(A.67)

With these results, we may now perform a change-of-variables $\lambda \equiv (t' - t)/|\vec{x} - \vec{Y}|$, to convert equations (A.60) and (A.62) to
\[
\text{Even } d \geq 4: \quad \vec{\chi}^\mu[t, \vec{x}] = -\frac{4G_N M}{|\vec{x} - \vec{Y}|^{d-3}} \delta_0^\mu \frac{(d-5)!}{(2\pi)^{d/2}} \int_{-\infty}^{-1} \frac{\mathrm{d}\lambda}{\sqrt{\lambda^2 - 1}}.
\]
(A.68)
\[
\text{Odd } d \geq 5: \quad \vec{\chi}^\mu[t, \vec{x}] = -\frac{8G_N M}{|\vec{x} - \vec{Y}|^{d-3}} \delta_0^\mu \frac{(d-4)!}{(2\pi)^{d/2}} \int_{-\infty}^{-1} \frac{\mathrm{d}\lambda}{\sqrt{\lambda^2 - 1}}\lambda^{d-3}.
\]
(A.69)

For odd integer $n, n!! \equiv 1 \cdot 3 \cdot \cdots \cdot (n-2) \cdot n$; and $(-1)!! \equiv 1$. To arrive at equations (A.68) and (A.69), we have made use of the following identity, valid for arbitrary positive integer $n$:
\[
\left(\frac{1}{\lambda} \frac{\mathrm{d}}{\mathrm{d}\lambda}\right)^n \frac{1}{\lambda} = \frac{(-)^n(2n-1)!!}{\lambda^{2n+1}}.
\]
(A.70)

The integral in equation (A.69) can be tackled by changing variables $\lambda \equiv -1/\lambda^{1/2}$ and using the integral
\[ \int_0^t d\lambda' \lambda'^{\alpha-1} (1 - \lambda')^{\beta-1} = \frac{\Gamma[\alpha] \Gamma[\beta]}{\Gamma[\alpha + \beta]}, \quad \text{Re}[\alpha], \text{Re}[\beta] > 0. \quad (A.71) \]

Here, the \( \Gamma[z] \)'s are Gamma functions. After employing relevant \( \Gamma \)-function identities, the final result takes the same expression for both even and odd \( d \geq 4 \):

\[ \chi^{\mu\nu}[x, \bar{x}] = 16 \pi G_N M_0 \delta_0^{(d-1)} \delta_0^{(d-1)} G_{d-1}[\bar{x} - \bar{y}], \quad (A.72) \]

where \( G_{d-1}[\bar{x} - \bar{y}] \) is the Green’s function of the Euclidean Laplacian in \( (d - 1) \)-spatial dimensions,

\[ G_{d-1}[\bar{x} - \bar{y}] = \left( \frac{1}{\sqrt{2}} \right) [\bar{x} - \bar{y}] = -\frac{\Gamma \left[ \frac{d-3}{2} \right]}{4\pi \frac{d-3}{2} |\bar{x} - \bar{y}|^{d-3}}. \quad (A.73) \]

A note about causal structure. Even though the static nature of the Newtonian potential guarantees it takes the same form for all relevant dimensions—i.e., we could have obtained the same answer through Gauss’ law applied to the linearized Einstein’s equation—the integral in equation (A.69) is a reminder that, because of the pure tail nature of the gravitational signal in odd dimensions \( (d \geq 5) \), strictly speaking, Newtonian’s law of gravitation requires the point mass to be still for its entire past history. In even dimensions, on the other hand, the static potential of equation (A.68) only requires the point mass to be still in the neighborhood of the retarded time \( \tau = \tau_{\text{ret}} \).

### A.2.4. Graviton fields of continuous sources

Before moving on to the subject of GW memory, let us record here that, the graviton field generated by an isolated but continuous (as opposed to the discrete point mass) source in equation (A.39) can be derived in a manner similar to that of the Liénard–Wiechert fields above.

Even \( d \geq 4 \):

\[ \chi_{\mu\nu} = -4G_N \int_{\mathbb{R}^{d-1}} d^{d-1}x' \left( \frac{1}{2\pi (t - t')} \frac{\partial}{\partial t'} \right)^{\frac{\nu}{2}} \left( \frac{T_{\mu\nu}[t', \bar{x}]}{t - t'} \right) \bigg|_{t - t' = |\bar{x} - \bar{y}|} \quad (A.74) \]

Odd \( d \geq 5 \):

\[ \chi_{\mu\nu} = -8G_N \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{-\infty}^{t - |\bar{x} - \bar{y}| - 0^+} dt' \frac{\partial}{\sqrt{2\pi}} \frac{\partial}{\partial t'} \left( \frac{1}{2\pi (t - t')} \frac{\partial}{\partial t'} \right)^{\frac{\nu}{2}} \left( \frac{T_{\mu\nu}[t', \bar{x}]}{2\pi (t - t')} \right) \bigg|_{t - t' = |\bar{x} - \bar{y}|} \quad (A.75) \]

The gradients are, for even \( d \geq 4 \):

\[ \partial_{\alpha} \chi_{\mu\nu} = -8\pi G_N \int_{\mathbb{R}^{d-1}} d^{d-1}x' \left( \frac{1}{2\pi (t - t')} \frac{\partial}{\partial t'} \right)^{\frac{\nu}{2}} \left( \frac{(x - x')_{\alpha} T_{\mu\nu}[t', \bar{x}]}{t - t'} \right) \bigg|_{t - t' = |\bar{x} - \bar{y}|} \quad (A.76) \]

while for odd \( d \geq 5 \),

\[ \partial_{\alpha} \chi_{\mu\nu} = -16\pi G_N \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{-\infty}^{t - |\bar{x} - \bar{y}| - 0^+} dt' \frac{\partial}{\sqrt{2\pi}} \frac{\partial}{\partial t'} \left( \frac{1}{2\pi (t - t')} \frac{\partial}{\partial t'} \right)^{\frac{\nu}{2}} \left( \frac{(x - x')_{\alpha} T_{\mu\nu}[t', \bar{x}]}{2\pi (t - t')} \right) \bigg|_{t - t' = |\bar{x} - \bar{y}|} \quad (A.77) \]

### A.2.5. GW memory from unbound orbits in even dimensions \( d \geq 4 \)

We now consider an arbitrary number \( (N \geq 2) \) of compact bodies, which we will model as point masses, gravitationally scattering off each other on unbound trajectories. Specifically, in the asymptotic past, they have some (incoming) constant velocities \( \{V_{i0} | i \in 1, 2, \ldots, N\} \). Denoting the spacetime trajectory of the \( i \)-th compact object as \( \gamma_i^t \), we have
\[
\lim_{t \to -\infty} \frac{dY^\mu_i[t]}{dt} \equiv V^\mu_{(i)|0} = (1, \bar{V}_{(i)|0}) \quad \text{(constant).} \tag{A.78}
\]

These \(N\) bodies interact gravitationally, and then scatter off to infinity, such that in the asymptotic future they again approach some (outgoing) constant velocities \(\{V_{(i)|1}| I \in 1, 2, \ldots, N\}\), namely

\[
\lim_{t \to +\infty} \frac{dY^\mu_i[t]}{dt} \equiv V^\mu_{(i)|1} = (1, \bar{V}_{(i)|1}) \quad \text{(constant).} \tag{A.79}
\]

Note that, when \(dY^\mu_i/dt\) approaches a constant, so does \(dY^\mu_i/d\tau\); in this limit, taking a proper time derivative of equation (A.41) returns

\[
\ddot{\sigma} \equiv \frac{d^2\sigma}{d\tau^2} = \bar{Y} \cdot (Y - x) + \dot{Y} \cdot \dot{Y} = 1, \quad \text{(A.80)}
\]

which in turn allows us to replace the \(d/d\tau\) in equation (A.60) with \(d/d\dot{\sigma}\). Employing equation (A.70), we may invoke superposition to obtain the fields generated by the asymptotic trajectories of these \(N\) bodies:

\[
\lim_{t \to \pm\infty} \bar{\chi}^{\mu\nu}[x, \bar{x}] = \frac{d - 5)!}{(2\pi)^{d/2}} \sum_{i=1}^{N} 4G_N M_i \frac{\bar{V}^\mu_{(i)|0} V^\nu_{(i)|0}}{(1 - \bar{V}_{(i)|0} \cdot \hat{n})^{d-3}}. \quad \text{(A.81)}
\]

At this point, we have generalized the GW memory effect to all even dimensions \(d \geq 4\). For simplicity we shall define \(\bar{x} = \bar{x}' = 0\) to lie within the central region of their closest approach, and proceed to take the far zone limit \(\bar{x} - \bar{Y}_{(i)} \approx |\bar{x}|\) while employing equation (A.64) to convert proper-time derivatives to coordinate-time ones:

\[
\Delta \chi^{\mu\nu} \approx \text{(out)} \chi^{\mu\nu} - \text{(in)} \bar{\chi}^{\mu\nu}, \tag{A.82}
\]

where the contribution to the linear graviton field from the worldlines of the point masses \(\{M_I| I = 1, 2, \ldots, N\}\) in the asymptotic past is

\[
\text{(in)} \bar{\chi}^{\mu\nu} \approx \frac{(d - 5)!}{(2\pi)^{d/2}} 4G_N \sum_{i=1}^{N} \frac{M_i}{|\bar{x}|^{d-3}} \left(1 - \bar{V}^2_{(i)|0}\right)^{\frac{d-2}{2}} \frac{V^\mu_{(i)|0} V^\nu_{(i)|0}}{(1 - \bar{V}_{(i)|0} \cdot \hat{n})^{d-3}}. \quad \text{(A.83)}
\]

and that from the asymptotic future is

\[
\text{(out)} \chi^{\mu\nu} \approx \frac{(d - 5)!}{(2\pi)^{d/2}} 4G_N \sum_{i=1}^{N} \frac{M_i}{|\bar{x}|^{d-3}} \left(1 - \bar{V}^2_{(i)|1}\right)^{\frac{d-2}{2}} \frac{V^\mu_{(i)|1} V^\nu_{(i)|1}}{(1 - \bar{V}_{(i)|1} \cdot \hat{n})^{d-3}}. \quad \text{(A.84)}
\]

By referring to equation (A.36), the contribution to the GW memory effect in even dimensions \(d \geq 4\) is the TT part of equation (A.82).

**Appendix B. Maxwell and linearized Yang–Mills(–Wong’s) equations**

In section 5 we solved Maxwell’s equations in the spatially flat FLRW cosmology of equations (1) and (2), using a gauge-invariant formalism. In this section we will solve Maxwell’s and the linearized Yang–Mills(–Wong’s) equations in the same geometry, but by fixing a gauge. We will continue to move indices with the flat metric. In particular, the zeroth component of equation (188) can be expressed as
\[ \partial^2 A^0 - \partial^0 \partial^\sigma A_\sigma = a^4 J^0, \tag{B.1} \]
and the spatial ones as
\[ \partial^2 A^i - \partial^i \left( \partial^\sigma A_\sigma + (d - 4) \frac{\tilde{A}^0}{a} A^0 \right) + (d - 4) \frac{\tilde{A}^i}{a} = a^4 J^i. \tag{B.2} \]

B.1. Lorenz Gauge Minkowski spacetime: Liénard–Wiechert vector fields and memory

In Minkowski spacetime, we set \( a = 1 \) and \((\eta, \bar{x}) \to (t, \bar{x}) \equiv x^\mu\); choosing the Lorenz gauge
\[ \partial^\sigma A_\sigma = 0, \tag{B.3} \]
Maxwell’s equations (B.1) and (B.2) reduce to
\[ \partial^\mu A^\mu = \mathcal{J}^\mu. \tag{B.4} \]

We may employ the Green’s functions in equations (A.30) and (A.31) to write down the retarded solutions:
\[ A^\mu [t, \bar{x}] = \int_{-\infty}^{t} \int_{\mathbb{R}^{d-1}} d^{d-1} x \, \mathcal{G}_{d} [\hat{\sigma}] \mathcal{J}^\mu [t', \bar{x}]. \tag{B.5} \]

B.1.1. Liénard–Wiechert fields. We now specialize to the current of a point electric charge \( q \) in motion, sweeping out a timelike trajectory \( Y^\mu \),
\[ \mathcal{J}^\mu [x] = q \int_{-\infty}^{+\infty} d\tau \, Y^\mu [\tau] \frac{\hat{Y} [x - Y [\tau]]}{\sqrt{|g[x]|}}. \tag{B.6} \]
This expression, with \( \tau \) being the point charge’s proper time, is valid in any curved geometry \( g_{\mu\nu} \); in this section \( g_{\mu\nu} = \eta_{\mu\nu} \). Inserting equations (B.6) into (B.5), and following a calculation very similar to the gravitational one above, one would arrive at the Lorenz gauge Liénard–Wiechert vector potential of a point charge \( q \) moving about in a background Minkowski spacetime:

Even \( d \geq 4 \):
\[ A^\mu [t, \bar{x}] = \frac{q}{4\pi} (-)^{\frac{d-2}{2}} \left( \frac{1}{\tilde{\sigma}} \frac{d}{d\tau} \right) \frac{\hat{Y}^\mu [\tau]}{(2\pi)^{\frac{d-1}{2}}} \Bigg|_{\tau = \tau_{\text{ret}}}, \tag{B.7} \]
Odd \( d \geq 5 \):
\[ A^\mu [t, \bar{x}] = \frac{q}{2\pi} (-)^{\frac{d-1}{2}} \int_{-\infty}^{\tau_{\text{ret}} - 0^+} d\tau \frac{d}{d\tau} \left( \frac{1}{\tilde{\sigma}} \frac{d}{d\tau} \right) \frac{\hat{Y}^\mu [\tau]}{(2\pi)^{\frac{d-1}{2}}} \Bigg|_{\tau = \tau_{\text{ret}}}, \tag{B.8} \]
where \( \tilde{\sigma} \) evaluated at retarded proper time \( \tau_{\text{ret}} \) is given in equation (A.64). The electromagnetic fields of such a point charge, encoded within the Faraday tensor \( F^{\mu\nu} \equiv \partial^\mu A^\nu - \partial^\nu A^\mu \), is given by

Even \( d \geq 4 \):
\[ F^{\mu\nu} [t, \bar{x}] = \frac{q}{4\pi} (-)^{\frac{d}{2}} \left( \frac{1}{\tilde{\sigma}} \frac{d}{d\tau} \right) \frac{\hat{Y}^\mu [\tau]}{(2\pi)^{\frac{d-1}{2}}} \frac{(x - Y[\tau])^{[\mu}}{(2\pi)^{\frac{d-1}{2}}} \frac{\hat{Y}^\nu [\tau]}{\partial^\nu} \Bigg|_{\tau = \tau_{\text{ret}}}, \tag{B.9} \]
Odd \( d \geq 5 \):
\[ F^{\mu\nu} [t, \bar{x}] = \frac{q}{2\pi} (-)^{\frac{d-1}{2}} \int_{-\infty}^{\tau_{\text{ret}} - 0^+} d\tau \frac{d}{d\tau} \left( \frac{1}{\tilde{\sigma}} \frac{d}{d\tau} \right) \frac{\hat{Y}^\mu [\tau]}{(2\pi)^{\frac{d-1}{2}}} \frac{(x - Y[\tau])^{[\mu}}{(2\pi)^{\frac{d-1}{2}}} \frac{\hat{Y}^\nu [\tau]}{\partial^\nu} \Bigg|_{\tau = \tau_{\text{ret}}}. \tag{B.10} \]
\[ B.1.2. \text{Electromagnetic fields of continuous sources.} \] The electromagnetic fields generated by an isolated but continuous (as opposed to the discrete point charge) source \( J^\mu \) can be derived in a manner similar to that of the Liénard–Wiechert gauge field solutions above.

Even \( d \geq 4 \):
\[ A_\mu[t, \vec{x}] = \frac{q}{4\pi} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \left( \frac{1}{2\pi(t-t')} \frac{\partial}{\partial t'} \right)^{\frac{d-1}{2}} \left( J_\mu'[t', \vec{x}'] \right) \bigg|_{t-t' = |\vec{x}-\vec{x}'|} \]  
(B.11)

Odd \( d \geq 5 \):
\[ A_\mu[t, \vec{x}] = \frac{q}{2\pi} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{-\infty}^{t-|\vec{x}-\vec{x}'| - 0^+} dt' \frac{1}{\sqrt{2\pi}} \frac{\partial}{\partial t'} \left( J_\mu'[t', \vec{x}'] \right) \bigg|_{t-t' = |\vec{x}-\vec{x}'|} \]  
(B.12)

The Faraday tensor \( F_{\alpha\beta} \equiv \partial_\alpha A_\beta - \partial_\beta A_\alpha \) is, for even \( d \geq 4 \),
\[ F_{\alpha\beta}[t, \vec{x}] = \frac{q}{2} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \left( \frac{1}{2\pi(t-t')} \frac{\partial}{\partial t'} \right)^{\frac{d-1}{2}} \left( (x-x')_{[\alpha}J_{\beta]}[t', \vec{x}'] \right) \bigg|_{t-t' = |\vec{x}-\vec{x}'|} \]  
(B.13)

while for odd \( d \geq 5 \), it reads instead
\[ F_{\alpha\beta}[t, \vec{x}] = q \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{-\infty}^{t-|\vec{x}-\vec{x}'| - 0^+} dt' \frac{1}{\sqrt{2\pi}} \frac{\partial}{\partial t'} \left( (x-x')_{[\alpha}J_{\beta]}[t', \vec{x}'] \right) \bigg|_{t-t' = |\vec{x}-\vec{x}'|} \]  
(B.14)

\[ \text{B.1.3. Causal structure.} \] With the Faraday tensor, we may construct the energy-momentum-shear-stress of the electromagnetic fields \((\gamma)T_{\mu\nu}\). It is
\[ (\gamma)T_{\mu\nu} = -F_{\mu\rho}F^\rho_\nu + \frac{1}{4} \varepsilon_{\mu\nu\rho\sigma} F^{\rho\sigma}. \]  
(B.15)

By inspecting equations (B.7) through (B.14) we learn that, just like the linearized gravitation case, the U1 gauge potential and the electromagnetic fields engendered by a spatially localized system of charges in motion transmit information solely on the light cone in even dimensions \( d \geq 4 \) and strictly within the null cone in odd dimensions \( d \geq 5 \). This statement also applies to the radiative electromagnetic Poynting vector, i.e., the 0i component of equation (B.15), since \((\gamma)T_{\mu\nu}\) is built solely out of the Faraday tensor \( F_{\alpha\beta} \) (and the metric).

\[ \text{B.1.4. Linearized Yang–Mills–Wong’s equations.} \] In YM (non-Abelian) gauge theory, the vector potential \( A_\mu^a \) now acquires an additional color index \( a \), and the full field strength tensor is
\[ F_{\mu\nu}^a = \partial_\mu A_\nu^a + ig^{ab} A_\mu^b A_\nu^c, \]  
(B.16)

where \( g \) measures the strength of the gauge boson self-interactions and the \( f^{abc} \) are the structure constants of the gauge group of interest. In particular, if \{\( T^a \)\} are the generators of the group, normalized such that \( \text{Tr} \left[ T^a T^b \right] = \delta^{ab} / 2 \), then the structure constants arise from the commutator \( [T^a, T^b] = if^{abc} T^c \). The analog of the electromagnetic Liénard–Wiechert fields, i.e., the YM gauge field produced by a point charge, is governed by Wong’s equations [25]. Wong introduced an isospin vector \( \vec{F} \) to source the color degrees of freedom, and the resulting equations are
$D_\mu F^{\mu\nu} = J^{\nu}$, \hspace{1cm} (B.17)

where the colored point charge current is

$$J^{\nu}[x] \equiv q \int_{-\infty}^{+\infty} d\tau F^{\mu}[\tau] \dot{Y}^{\mu}[\tau] \frac{\delta^{(d)}[x - Y[\tau]]}{\sqrt{|g[x]|}}.$$ \hspace{1cm} (B.18)

In equation (B.17), $D_\mu$ is the gauge-covariant derivative in curved spacetime. Because $D_\mu D_\nu F^{\mu\nu} = 0$ is an identity, consistency demands that the right hand side of Wong’s equations be divergence-less in the gauge-covariant sense: $D_\nu J^{\nu} = 0$. This in turn leads to the conclusion that the isospin vector must be parallel transported along the color charge’s worldline, \((dY^\sigma/d\tau) D_\sigma F^\sigma = 0\). (This is a direct analogy to the gravitational situation, where the consistency of Einstein’s equations require that the stress-energy tensor be divergence-less, \(\nabla_\mu T^{\mu\nu} = 0\); the geodesic equation is uncovered when this is applied to the point mass case of equation (A.40).) Moreover, the length of $F$ is preserved along this same trajectory, namely \((dY^\mu/d\tau) D_\mu (\delta_{ab} F^ab) = 0\).

While the form of Wong’s equation in equation (B.17) holds in any geometry, we shall be content with $g_{\mu\nu} = \eta_{\mu\nu}$ and its linearized version. Specifically, if we impose the Lorenz gauge

$$\partial^\sigma A^\mu_\sigma = 0,$$ \hspace{1cm} (B.19)

then keeping only terms linear in $A^\mu_\sigma$ in equation (B.17) yields

$$\partial^2 A^{\mu\nu}[x] = q \int_{-\infty}^{+\infty} d\tau F^{\mu}[\tau] \dot{Y}^{\mu}[\tau] \delta^{(d)}[x - Y[\tau]].$$ \hspace{1cm} (B.20)

This linearized Lorenz gauge Yang–Mills–Wong’s equations are almost identical to its U$_1$ Maxwell counterpart (i.e. equation (B.6) inserted into equation (B.5)). In fact, by comparing the right hand side of equations (B.20) to (B.6), we see the solution to equation (B.20) can be obtained from equations (B.7) and (B.8) by replacing $\dot{Y}^{\mu} \to F^{\mu} \dot{Y}^{\mu}$. This hands us the linearized Liénard–Wiechert solution to equation (B.17) in the Lorenz gauge:

\begin{equation}
\text{Even } d \geq 4 : A^{\mu\nu}[t, \vec{x}] = \frac{q}{4\pi} (-)^{d-\frac{1}{2}} \int_{-\infty}^{+\infty} \frac{d\tau}{\sigma} \frac{\delta_{\tau0}}{(2\pi)^{\frac{d-2}{2}}} \left. \frac{F^{\mu}[\tau] \dot{Y}^{\mu}[\tau]}{\frac{d}{d\tau}} \right|_{\tau = \tau_{ret}}, \hspace{1cm} (B.21)
\end{equation}

\begin{equation}
\text{Odd } d \geq 5 : A^{\mu\nu}[t, \vec{x}] = \frac{q}{2\pi} (-)^{d-\frac{1}{2}} \int_{-\infty}^{\tau_{ret}+0} \frac{d\tau}{\sigma} \frac{d}{d\tau} \left. \left( \frac{1}{\frac{d}{d\tau}} \frac{F^{\mu}[\tau] \dot{Y}^{\mu}[\tau]}{\frac{d}{d\tau}} \right) \right|_{\tau = \tau_{ret}}, \hspace{1cm} (B.22)
\end{equation}

where, once again, $\dot{\sigma}$ evaluated at retarded proper time $\tau_{ret}$ is given in equation (A.64).

Comparison with linearized gravity. By comparing the energy-momentum-shear-stress tensor of a point mass in equation (A.40) to that of the color charge current of Wong’s equations in equation (B.18), let us observe we can go from the latter to the former by replacing mass with charge and isospin vector with the $d$-proper-velocity:

$q \to M, \hspace{1cm} F^\mu \to \dot{Y}^\mu.$ \hspace{1cm} (B.23)

Comparing the linear graviton field generated by a point mass in equations (A.60) and (A.62) to the linear non-Abelian gauge field engendered by a point charge in equations (B.21) and (B.22), we further observe that the latter can be obtained from the former by replacing

$$-16\pi G_N \to 1.$$ \hspace{1cm} (B.24)
We highlight here, this sort of replacement rule—to obtain Einstein gravity results from those of YM theory—finds a precise dictionary within the context of their \( n \)-particle scattering amplitudes. Bern, Carrasco, and Johansson showed in [42] how, once the scattering amplitude of \( n \) on-shell non-Abelian gauge bosons are expressed in a particular form in Fourier space, the corresponding \( n \) graviton amplitude can be gotten by simply replacing the YM gauge coupling with the appropriate gravitational constant and color (group theoretic) factors with their kinematic counterparts (composed of momentum and/or polarization tensor dot products). This specific set of replacement rules, nowadays known as the BCJ color-kinematics duality, is one reason for the slogan ‘GR = YM\(^2\).’ An outstanding question is whether this ‘double copy’ relation between GR and YM extends to their classical solutions.

To this end, recent work by Luna et al [44, 45], and Monteiro et al [46] (see also Ridgway and Wise [47]) have exploited the Kerr–Schild class of gravity solutions, which includes the physically important Schwarzschild/Kerr black hole geometries. It takes the form of ‘flat metric plus perturbation’, with the perturbation being proportional to two copies of the same null vector \( k_{\mu} \):

\[
g_{\mu\nu} = \eta_{\mu\nu} + H_{\mu\nu} k_{\nu}.
\] (B.25)

(The \( k^\mu \) is not only null with respect to both \( \eta_{\mu\nu} \) and \( g_{\mu\nu} \), it is also geodesic, i.e. \( k^\mu \nabla_k k^\nu = k^\mu \partial_k k^\nu = 0 \).) The technical significance of the Kerr–Schild class of metrics in equation (B.25) is that it converts the usually nonlinear Einstein’s equations to linear ones. This, in turn, is what allowed [44–46] to readily identify the corresponding linear YM solutions. Our replacement of the color isospin vector with the spacetime velocity equation (B.23), in the Yang–Mills–Wong’s equation (B.17), is (heuristically speaking) yet another example of this double-copy relationship between classical solutions of gravity and YM. In fact, in the limit where our point charge is permanently at rest, it has to coincide with the Schwarzschild-Tangherlini (GR) ↔ colored-Coulomb (YM) relationship identified in [46].

Although [44–46] found exact relations between classical solutions of GR and YM, whereas the comparison we are making here holds only at the linearized level, we wish to suggest that—in the spirit of ‘GR = YM\(^2\)—it is not necessary to only search for relations between exact classical solutions of the two theories. For one, the GR \( \sim \) YM\(^2\) correspondence is highly non-trivial because it involves the nonlinear self-interactions of the gravitons and gauge boson, while the classical solution relations revealed so far are strictly linear ones\(^{31}\). Moreover, on the gravity side, the weak field perturbative metric generated by \( n \gtrsim 2 \) point masses of the form in equation (A.40), is in fact foundational to our understanding of astrophysical dynamics, such as that of our own Solar System or the binary neutron stars/small black holes whose GWs we hope to detect. This weak field expansion is a power series in Newton’s constant \( G_N \), and is known in the relativity literature as the post-Minkowskian (PN) program; while its non-relativistic version is the post-Newtonian (PN) one. We thus pose the question:

---

\(^{30}\) That there is a ‘squaring’ relation between gravity and gauge boson scattering amplitudes was, as far as we are aware, first noticed by Kawai et al [43] within the context of scattering closed versus open strings, whose massless spectrum contains respectively the spin-2 graviton and the spin-1 non-Abelian gauge boson. This is nowadays known as the ‘KLT relations’.

\(^{31}\) This is why, it is not clear that the relations in [44–46], as well as the ones suggested in the current paper, are in fact directly connected to the BCJ color-kinematics duality [42] or even the KLT relations [43]. We are aware that section 4 of Luna et al [44] did attempt to draw such a direct link. However, even though we found the underlying physical motivation compelling, we disagree with the interpretation laid out there, that the source terms on the ‘right hand side’ of Einstein’s and Yang-Mills’ equations can be viewed, respectively, as gravitational and non-Abelian gauge boson radiation. In Einstein's gravitation, for instance, source terms must necessarily be associated with matter—i.e. they are zero if and only if spacetime is (classically) empty.
Is there a perturbative post-colored-Coulomb program whose ‘square’ is that of the PN/PM one, that perhaps involves solving for the YM gauge field engendered by \( n \geq 2 \) point charges governed by Wong’s equation (B.17) and its generalizations\(^{32}\)?

To answer this question, it may be useful to first seek whether an efficient gauge for such calculations exist, such that when there is only one static point mass or charge in the system, the equations linearize automatically and the correspondence in \([46]\) is recovered. The search for such a scheme on the gravity side, motivated primarily by the desire to improve PN/PM calculations, has been initiated recently by Harte \([49]\) and Harte and Vines \([48]\).

\( B.15. \) Memory in even \( d \geq 4 \) Minkowski. We now turn to illustrate, in direct analogy to the gravitational case above, how linear YM memory may arise from scattering of \( N \geq 2 \) point charges on unbound trajectories. We shall assume that some non-Abelian version of the Lorentz force law in equation (182) holds, so that the formula for the electric memory effect in equation (211) remains applicable. Specifically, we find from the solutions in equations (B.21) and (B.22),

\[
\Delta A^{\mu} = (\text{out}) A^{\mu} - (\text{in}) A^{\mu},
\]

where the field generated by the color charges’ configuration in the asymptotic past is

\[
(\text{in}) A^{\mu} \approx \frac{(d - 5)!!}{(2\pi)^{d/2}} \sum_{j=1}^{N} \frac{q_j}{4\pi|x|^d} \left(1 - \vec{V}_{(j|0)}^{2} \right) \frac{I^{\mu}_{(j|0)} V_{(j|0)}^{\mu}}{\left(1 - \vec{V}_{(j|0)} \cdot \hat{n}\right)^{d-3}},
\]

and that in the asymptotic future reads

\[
(\text{out}) A^{\mu} \approx \frac{(d - 5)!!}{(2\pi)^{d/2}} \sum_{j=1}^{N} \frac{q_j}{4\pi|x|^d} \left(1 - \vec{V}_{(j|1)}^{2} \right) \frac{I^{\mu}_{(j|1)} V_{(j|1)}^{\mu}}{\left(1 - \vec{V}_{(j|1)} \cdot \hat{n}\right)^{d-3}}.
\]

Here, in addition to the asymptotic spacetime trajectories in equations (A.78) and (A.79), we also need to assume analogous ones for the isospin vectors

\[
\lim_{t \to -\infty} F^I_{(j|0)}[t] = I^I_{(j|0)} \quad \text{(constant)},
\]

\[
\lim_{t \to +\infty} F^I_{(j|1)}[t] = I^I_{(j|1)} \quad \text{(constant)}.
\]

The gauge-invariant vector contribution \( \Delta \alpha_i \) to equation (211) is simply the transverse portion of equation (B.26). (Although we will not display them explicitly, analogous formulas for \( U_1 \) electromagnetic memory may be obtained from equations (B.26)–(B.28) by simply discarding the isospin vector \( F^I \).)

\( B.16. \) Double copy property. As already advertised, the gauge-invariant contributions to the memories of GR and YM, produced by \( N \) point sources scattering off each other on unbound trajectories, enjoy a double copy property. Amongst the replacement rules in equations (B.23) and (B.24) that would translate between the linear GR one in equations (A.82)–(A.84) and the YM one in equations (B.26)–(B.28), the replacement of the isospin vector \( F^I \) with the

\(^{32}\) The correspondence between graviton and gauge-boson scattering amplitudes depend only on the dynamics of pure gravity and Yang–Mills theory; while, to connect their classical solutions, the relevant matter and color sources also need to be matched. For example, equation (B.23) identifies charge with mass and isospin with proper velocity; but it is not clear how higher multipole moments, other non-trivial worldline operators, the necessary regularization and renormalization of their Wilson coefficients, etc, would be related.
spacetime velocity \( \dot{Y}^n \) appears to be most closely related to the spirit of the BCJ color-kine-
matics duality [42].

We close this section by wondering, does the gravitational ‘spin memory’ discovered in
[15] have a Yang–Mills ‘double copy’ analog?

B.2. Generalized Lorenz Gauge: spatially flat FLRW with constant EoS \( w \)

For the second part of this section—to complement the gauge-invariant formalism of section 5—we turn to solving Maxwell’s equations (B.1) and (B.2) in the generalized Lorenz
gauge

\[
\partial \cdot A + (d - 4) \frac{\dot{a}}{a} A^0 = 0. \tag{B.31}
\]

The zeroth component is now

\[
(\partial^2 - \frac{d - 4}{4} \left( (d - 2) \left( \frac{\dot{a}}{a} \right)^2 - 2 \frac{\ddot{a}}{a} \right) ) \left( a \frac{\ddot{A}}{A} \right) = a \frac{\dddot{A}}{A} J^0; \tag{B.32}
\]

while the spatial component becomes

\[
(\partial^2 - \frac{d - 4}{4} \left( 2 \frac{\ddot{a}}{a} + (d - 6) \left( \frac{\dot{a}}{a} \right)^2 \right) ) \left( a \frac{\ddot{A}}{A} \right) = a \frac{\dddot{A}}{A} J^i. \tag{B.33}
\]

To make progress we shall now take the scale factor to describe a cosmology with a con-
estant equation of state \( w \), given by equation (2). Maxwell’s equations with the gauge in equation (B.31) now read

\[
(\partial^2 - (d - 4) \frac{2d - 7 + (d - 1)w}{q_w^2} \frac{1}{\eta^2} ) \left( a[\eta] \frac{\ddot{A}}{A} \right) = a[\eta] \frac{\dddot{A}}{A} J^0[\eta, \vec{x}], \tag{B.34}
\]

\[
(\partial^2 + (d - 4) \frac{1 + (d - 1)w}{q_w^2} \frac{1}{\eta^2} ) \left( a[\eta] \frac{\ddot{A}}{A} \right) = a[\eta] \frac{\dddot{A}}{A} J^i[\eta, \vec{x}]. \tag{B.35}
\]

B.2.1. Solutions. The retarded solutions to the gauge potential subject to the generalized
Lorenz gauge of equation (B.31) are given by

\[
a[\eta] \frac{\ddot{A}}{A}[\eta, \vec{x}] = \int_{\eta_0}^\eta \frac{d\eta'}{q_w} \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{x}' a[\eta'][\frac{\ddot{G}[\gamma](\text{time})}{\gamma}[\eta, \eta', \vec{\sigma}] J^0[\eta', \vec{x}'], \tag{B.36}
\]

\[
a[\eta] \frac{\ddot{A}}{A}[\eta, \vec{x}] = \int_{\eta_0}^\eta \frac{d\eta'}{q_w} \int_{\mathbb{R}^{d-1}} d^{d-1} \vec{x}' a[\eta'][\frac{\ddot{G}[\gamma](\text{space})}{\gamma}[\eta, \eta', \vec{\sigma}] J^i[\eta', \vec{x}']; \tag{B.37}
\]

where the symmetric Green’s functions in all relevant even dimensions are

\[
\frac{G_{\text{even}}[\gamma][\eta, \eta'; \vec{\sigma}]}{d^{d-1}q} = \frac{1}{(2\pi)^{\frac{d-1}{2}}} \left( \frac{\partial}{\partial \sigma} \right) \frac{\ddot{G}}{\gamma} \left( \frac{\Theta[\sigma]}{2} P_{\frac{d-2}{\eta} - \frac{d-1}{\eta} \frac{1 + s}{\sigma}} \right), \tag{B.38}
\]
and their counterparts in all relevant odd dimensions are

\[
\mathcal{G}_{\text{odd} \, d=3}^{(\text{time})}[\eta, \eta'; \tilde{\sigma}] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \tilde{\sigma}} \right) \left[ \frac{\Theta[\tilde{\sigma}]}{4\pi} \frac{1}{\sqrt{\sigma(s+2)}} \frac{1}{\sqrt{s+\sqrt{s(s+2)+1}}} \frac{1}{\sqrt{s+\sqrt{s(s+2)+1}}} \right],
\]

\[
\mathcal{G}_{\text{odd} \, d=3}^{(\gamma \text{space})}[\eta, \eta'; \tilde{\sigma}] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \tilde{\sigma}} \right) \left[ \frac{\Theta[\tilde{\sigma}]}{4\pi} \frac{1}{\sqrt{\sigma(s+2)}} \frac{1}{\sqrt{s+\sqrt{s(s+2)+1}}} \frac{1}{\sqrt{s+\sqrt{s(s+2)+1}}} \right].
\]

### Appendix C. Proper spatial distance between two geodesic timelike test particles

#### C.1. Setup.

In this section, we re-visit the derivation of equation (5) in [16], which describes the fractional distortion between two timelike worldlines in cosmological geometries. Specifically, we wish to derive an integral formula for the geodesic spatial distance, on a constant time \((d-1)\)-surface, between two point test masses at rest (aka ‘co-moving’) in some cosmological spacetime. To this end, it is very useful to employ the the perturbed cosmological geometry in synchronous gauge in equation (143). For, in this synchronous gauge coordinate system, co-moving observers do not change their spatial coordinates. Denoting their trajectories as \(Y^0[s]\) and \(Z^0[s]\), we shall define their constant spatial components as

\[
\tilde{Y}[s] = \tilde{Y}_0 \quad \text{and} \quad \tilde{Z}[s] = \tilde{Z}_0,
\]

whereas their time components satisfy the proper time condition \(ds = d\eta \sqrt{g_{00}(dY^0/d\eta)^2 = ds \sqrt{g_{00}(dZ^0/d\eta)^2}}\), namely

\[
\frac{dY^0}{ds} = \frac{dZ^0}{ds} = \frac{d\eta}{ds} = \frac{1}{a[\eta]}.
\]

As already stated in section 4.4, one may check readily that the relevant geodesic equations are satisfied to all orders in \(\chi_{ij}\):

\[
\frac{d^2Y^\alpha}{ds^2} + \Gamma^\alpha_{00} \left( \frac{dY^0}{ds} \right)^2 = \frac{d^2Z^\alpha}{ds^2} + \Gamma^\alpha_{00} \left( \frac{dZ^0}{ds} \right)^2 = 0.
\]

#### C.2. Spacelike geodesic distance

Now, the geodesic spatial distance \(L[\eta]\) between the pair of test masses on a constant-\(\eta\) hypersurface can be expressed through the positive square root of the integral

\[
\mathcal{G}_{\text{even} \, d=4}^{(\gamma \text{space})}[\eta, \eta'; \tilde{\sigma}] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \tilde{\sigma}} \right) \left[ \left( \frac{\Theta[\tilde{\sigma}]}{2\pi} P_{\pm \epsilon \pi} [1 + \epsilon] \right) \right];
\]
\[ L[\eta]^2 \equiv a[\eta]^2 \int_0^1 (\delta y - \chi_y) \frac{dW^i}{d\lambda} \frac{dW^j}{d\lambda} d\lambda, \]  
(C.4)

The \( W \), in turn, obeys the spatial geodesic equation
\[ \frac{D^2 W^i}{d\lambda^2} \equiv \frac{d^2 W^i}{d\lambda^2} + \gamma^i_{ab} \frac{dW^a}{d\lambda} \frac{dW^b}{d\lambda} = 0, \]  
(C.5)

\[ \gamma^i_{ab} \approx \frac{1}{2} \left( \partial_a \chi_{bi} + \partial_b \chi_{ai} - \partial_i \chi_{ab} \right), \]  
(C.6)

subject to the boundary conditions
\[ W^i[\lambda = 0] = Y^i[\eta] = Y^i_0, \quad \text{and} \quad W^i[\lambda = 1] = Z^i[\eta] = Z^i_0. \]  
(C.7)

Because equation (C.4) is the action whose variation with respect to \( W \) yields the geodesic equation of equation (C.5), to first order in \( \eta \), we may simply replace \( W \) with its solution if the spatial metric were conformally flat (i.e. if \( \chi_y = 0 \)). In other words, if in equation (C.4) we replaced \( W \) with a straight line joining \( Y[\eta] \) to \( Z[\eta] \),

\[ W^i \rightarrow \overline{W}^i[\lambda] \equiv Y^i_0 + \lambda(Z_0 - Y_0)^i, \]  
(C.8)

the error incurred would scale higher than \( \mathcal{O}[\chi_y] \). To see this more explicitly, we vary \( W^i \rightarrow W^i + \delta W^i \) in equation (C.4), taking into account \( \delta W^i[\lambda = 0] = \delta W^i[\lambda = 1] = 0 \) (from equation (C.7)):

\[ \delta_W L[\eta]^2 = -2a[\eta]^2 \int_0^1 \delta W^i (\delta y - \chi_y) \frac{D^2 W^j}{d\lambda^2} d\lambda + \mathcal{O}[\delta \overline{W}^2]^2. \]  
(C.9)

When the spatial geodesic equation in equation (C.5) is satisfied by \( W \), the integrand vanishes at first order in \( \chi_y \).

At this point, making the replacement in equation (C.8) and noting its \( \lambda \)-derivative returns \( \dot{\overline{W}}^i[\eta] = (Z_0 - Y_0)^i \), reduces equation (C.4) to

\[ L[\eta]^2 \approx a[\eta]^2 \left( (Z_0 - Y_0)^2 - (Z_0 - Y_0)^i(Z_0 - Y_0)^i \int_0^1 \chi_y \frac{Y^i_0 + \lambda(Z_0 - Y_0)}{Z_0 - Y_0} \right). \]  
(C.10)

(The variational argument here has previously been used in Pfenning and Poisson [52] and Chu and Starkman [53] to derive an expression, similar in spirit to equation (C.10), for the geodesic distance between any two points in a weakly curved spacetime.)

\[ L[\eta] \approx a[\eta] \left| Z_0 - Y_0 \right| \left( 1 - \frac{n \cdot \hat{n}}{2} \int_0^1 \chi_y \frac{Y_0 + \lambda(Z_0 - Y_0)}{Z_0 - Y_0} \right), \]  
(C.11)

Suppose we began our hypothetical experiment at some time \( \eta' \). At some later time \( \eta > \eta' \), the fractional distortion induced on the pair of test masses is
\[
\left( \frac{\delta L}{L_0} \right)_{[\eta > \eta']} = \left( \frac{L[\eta]}{L[\eta']} \right) - 1,
\]
which according to equation (C.11) translates to
\[
\left( \frac{\delta L}{L_0} \right)_{[\eta > \eta']} = \left( \frac{a[\eta]}{a[\eta']} \right) - \frac{a[\eta]}{a[\eta']} \hat{n}^i \hat{n}^j \int_0^1 \Delta \chi_{ij} \, d\lambda + O[((\chi_{\mu\nu})]^2],
\]
where the \(\Delta \chi_{ij}\) refers to the total change in the spatial metric perturbations over the duration \([\eta', \eta]\) (see equation (7)).

To summarize: equation (C.13) is valid up to first order in metric perturbations in any \(d\)-dimensional background spatially flat FLRW cosmology. However, over the timescales of human experiments (i.e. \(O[\text{decades}]\)), the size of the universe will not change appreciably. We may thus Taylor expand the scale factor in \(a[\eta]/a[\eta'] - 1 \approx (\dot{a}[\eta']/a[\eta']) (\eta - \eta') \approx 1\) and arrive at equation (6).

**Remark I.** Previously, in [16], because we did not explicitly invoke the synchronous gauge form of the metric in equation (143), what we derived there was really a comparison of the proper spatial distances between the pair of test masses with and without the metric perturbations at a fixed time. (We also, implicitly, set \(\chi_{ij}^{\eta}, \hat{x} = 0\).) It is the desired fractional distortion result in equation (6) if the spatial coordinates of the test masses do not change with time, as is the case in the synchronous gauge employed here.

**Remark II.** We also comment on the misleading ‘transverse-traceless gauge’ (TT-gauge) often invoked to derive GW observables such as the proper distance formula in equation (C.11). The TT-gauge amounts to setting to zero all components of \(\chi_{\mu\nu}\) in equation (5), except the spatial ones \(\chi_{ij}^{TT}\) obeying \(\partial_i \chi_{ij}^{TT} = \delta^i_j \chi_{ij}^{TT} = 0\). This is a legitimate choice of coordinates if spacetime were completely empty; but as we have seen in both the perturbed cosmological and Minkowski cases, the ‘TT-gauge’ really does not exist once there is matter—including the very astrophysical source of GWs responsible, in the first place, for the fluctuations in proper distances measured by our laser interferometers. For, the presence of a GW source would yield non-zero scalar \((\Phi, \Psi)\) and vector \((V_i)\) metric perturbations; and since they are gauge-invariant, it is not possible to coordinate transform them to zero.

Why, then, is it one able to get away with adopting this inconsistent ‘TT-gauge’ for making GW predictions? It is likely due to the dynamics of general relativity itself. To understand this, and as a complementary approach to the Synge’s world-function based one used to derive equation (6), we shall examine the geodesic deviation equation that encodes the tidal forces exerted upon a GW detector. If \(U^\sigma\) is tangent to the timelike geodesic swept out by one component of LISA, for instance; and \(\epsilon^\mu\) is the vector joining it to a nearby component; from equation (11),
\[
U^\sigma U^\rho \nabla_\sigma \nabla_\rho \epsilon^\mu = -R_{\nu\alpha\beta} U^\nu \epsilon^\alpha U^\beta.
\]

---

33 In appendix A of [41], a supposed proof of the existence of the TT-gauge was provided for ‘local vacuum regions’. We believe the proof there essentially assumed its conclusions and is hence invalid (See its equations (A.1)–(A.4); as well as equation (A.13) and the preceding paragraph.). Specifically, equations (A.1)–(A.4) of [41] amounted to the imposition of the vanishing of the scalar \((\Phi, \Psi)\) and vector \((V_i)\) gauge invariant quantities on the spatial boundary of some local vacuum region of spacetime, which in turn imply they have to vanish throughout its interior. Physically speaking, the boundary values of these scalar, vector and tensor perturbations really ought to be determined by the matter/GW sources external to the region considered, and one should not be free to choose them arbitrarily.
If the Riemann tensor were zero, \( \epsilon^\mu \) is parallel transported along \( U^\alpha \) and there would be no tidal forces.

It is convenient to work with the synchronous gauge metric in equation (143), because it allows us to make the exact statement \( U^\sigma = \delta^\sigma_0 / a \). By a direct calculation, one may then verify that this choice of gauge eliminates the \( \mu = 0 \) component of equation (C.14) because both \( U^\sigma U^\rho \nabla_\sigma \nabla_\rho \epsilon^0 \) and \( R^0_{\nu \alpha \beta} U^\nu \epsilon^\alpha U^\beta \) are individually zero.

C.3.1. Minkowski background. Let us, for a start, assume the detector is operating nearly at rest in a background Minkowski spacetime. Since the background Riemann tensor vanishes, its first order counterpart is gauge-invariant. In fact, the spatial components of the right hand side of equation (C.14) can be re-cast in terms of the gauge-invariant variables,

\[
U^\sigma U^\rho \nabla_\sigma \nabla_\rho \epsilon^i = -R^i_{\nu \alpha \beta} U^\nu \epsilon^\alpha U^\beta \approx (R(1))_{00} \epsilon^i,
\]

where

\[
(R(1))_{00} = 1/2 \left( \delta_{ij} \nabla^2 - \delta_{ij} \Phi + \partial_{(i} V_{j)} - \nabla_i \nabla_j \right).
\]

Without the solutions to linearized general relativity at hand, one may be tempted to surmise that all scalar, vector and tensor perturbations produced by a distant astrophysical system contribute to the tidal squeezing and stretching of a GW detector. But if we do in fact assume general relativity holds, so that equations (A.19), (A.25), and (A.27) through (A.29) may be exploited,

\[
(R(1))_{00} = 8\pi G_N \left( \frac{\partial_{(i} \partial_j}{d-1} \nabla^2 - \delta_{ij} \frac{\sigma}{(d-1)(d-2)} \right)
\]

\[
- \frac{1}{2} \left( \nabla_{ij} + (d-3) \partial_i \partial_j \Phi \right).
\]

By referring to equation (A.17) we recognize the first line to contain various irreducible spatial components of the matter stress-energy tensor. If we assume the GW source is isolated and well separated from the observer, this first line vanishes identically at the GW detector’s location. As for the second line, by recalling the ‘Coulomb versus Waves’ discussion in appendix A.1, we may estimate the scalar-to-tensor amplitude to scale as \((\text{characteristic timescale of GW source}/\text{observer-source spatial distance})^2\). Hence, in the far zone where the GW detector is located,

\[
U^\sigma U^\rho \nabla_\sigma \nabla_\rho \epsilon^i \approx -\frac{1}{2} \hat{D}_{ij} \epsilon^i \text{ (farzone)}.
\]

To reiterate: it is only after the dynamics of general relativity has been incorporated, equation (C.14) reduces to the statement that the acceleration of the deviation vector in spatial directions is driven primarily by the tensor mode filling the space around a distant GW detector.

C.3.2. Cosmological background. We move on to discuss the case where GWs are journeying across a cosmological background. We shall invoke the form of the Riemann tensor in equation (14), and for technical simplicity focus only on the Weyl contribution to tidal forces. Now, the Weyl tensor \( C^\sigma_{\beta \mu \nu} \) with one upper index, is conformally invariant. That means, when linearized about a perturbed spatially flat FLRW universe, it must be equal to its flat spacetime counterpart. Moreover, since it vanishes about the background homogeneous and...
isotropic universe, the linearized Weyl tensor $(C|1)_{\beta \mu \nu}^{\sigma}$ must itself be gauge-invariant. A direct calculation then shows the components of Weyl relevant for the i-th component of the geodesic deviation equation (C.14) are

\[(C|1)_{00} = \frac{1}{2} \left\{ -\frac{a^2}{d-2} \square^{(S)} D_{ij} + \frac{\partial_0 (a \cdot \dot{D}_0)}{a} \right. \]

\[\left. - \frac{d-3}{d-2} \left( \partial_i \dot{V}_j - \left\{ \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \nabla^2 \right\} (\Phi + \Psi) \right) \right\}, \tag{C.19}\]

where the first term (from the left) involves the scalar spacetime Laplacian, $\square^{(S)} D_{ij} \equiv \partial_\mu \left( a^{d-2} \eta^{\mu \nu} \partial_\nu D_{ij} \right) / a^d$. Since $(C|1)_{00}$ actually equals its linearized counterpart about Minkowski, all scale factors really cancel out. But putting the Weyl tensor in this form allows the EoM for $D_{ij}, V_i, \Phi$ and $\Psi$—specifically, equations (101), (104), and (121)—to be employed. If we further make the approximation that the GW experiment does not run over cosmological timescales, so that all the ensuing $\dot{a}/a$ terms may be neglected, equation (C.19) could then be re-expressed as

\[(C|1)_{00} \approx 8 \pi G_N \left\{ \frac{\sigma_{ij}}{d-2} - \frac{d-3}{d-2} \left( \partial_i \sigma_{j} + \left\{ \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \nabla^2 \right\} \Psi \right) \right\} \]

\[+ \frac{1}{2} \left( \ddot{D}_{ij} + (d-3) \left\{ \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \nabla^2 \right\} \Phi \right). \tag{C.20}\]

Much like the Minkowski case above, the first line vanishes identically at the GW-detector’s location because it contains various $(a)T_{\mu \nu}$ components of the isolated astrophysical system. The subtlety in the cosmological case at hand arises on the second line: even though $D_{ij}$ admits wave solutions and therefore always plays a key role in exerting tidal forces on the GW detector; $\Phi$ does so only when $0 < w \leq 1$. For, it is within this range of EoS that $\Phi$ obeys a wave equation (namely, equation (126)) and the $\partial_\mu$s acting on it in equation (C.20) can be treated on roughly the same footing as the time derivative $\dot{D}_0 \sim 1/(\text{characteristic timescale of GW source}).$

We close this section by suggesting that the ‘conformal Fermi normal coordinates’ recently developed in Dai et al [50] (which built upon earlier work by Pajer, Schmidt and Zaldarriaga [51]) for cosmological large scale structure applications, could perhaps also be used to integrate the geodesic deviation equation to study GW observables and potential memory effects in our universe.

\section*{Appendix D. Solution to a space-translation-invariant PDE}

In this section, for the reader’s reference, we will provide a summary of appendix B of [16], which delineates how to solve the primary partial differential equation (PDE) encountered there and in this paper:

\[\left( \partial^2 - \frac{\kappa(\kappa + 1)}{\eta^2} \right) \psi[\eta, \bar{\eta}] = S[\eta, \bar{\eta}], \quad \partial^2 \equiv \eta^{\mu \nu} \partial_\mu \partial_\nu, \tag{D.1}\]

where the source $S$ is assumed to be some externally prescribed function of spacetime. In the main text, and depending on the context, the coordinates are either $y^a \equiv (\eta, \bar{\eta})$ or $y^a \equiv (\eta, \bar{\eta}/\sqrt{w})$ (for EoS $0 < w \leq 1$); here, we will just use $y^a \equiv (\eta, \bar{\eta})$. The $\kappa(\kappa + 1)$ in
the $1/\eta^2$ term is a convenient choice; for our purposes it is to be treated as an arbitrary real constant. The key object we wish to compute is the symmetric Green’s function $G$ obeying

$$\left(\partial^2_{\eta,\eta} - \frac{\kappa(\kappa + 1)}{\eta^2}\right) G = \left(\partial^2_{\eta',\eta'} - \frac{\kappa(\kappa + 1)}{\eta'^2}\right) G = 2\delta(\eta - \eta')\delta^{(d-1)}(\tilde{\eta} - \tilde{\eta}').$$ (D.2)

Once $G$ is known, the solution to equation (D.1) is

$$\psi[\eta, \tilde{\eta}] = \int_{\mathbb{R}^{d-1}} d^{d-1}\eta' G[\eta, \tilde{\eta}; \eta', \tilde{\eta}'] S[\eta', \tilde{\eta}'].$$ (D.3)

### D.1. Dimension reduction and Nariai’s ansatz

The Green’s function equation in equation (D.2) may be tackled via dimension reduction because of the space-translation symmetry and parity invariance of the wave operator in equation (D.1)\(^{34}\). Once the 2D $G_2$ and 3D $G_3$ are known, the higher dimensional Green’s functions can be obtained by repeated differentiation with respect to Synge’s world function in Minkowski spacetime $\sigma \equiv (1/2)((\eta - \eta')^2 - (\tilde{\eta} - \tilde{\eta})^2)$:

$$G_{\text{even} d \geq 2}[\eta, \eta'; \sigma] = \left(\frac{1}{2\pi} \frac{\partial}{\partial \sigma}\right)^{\frac{d-1}{2}} G_2[\eta, \eta'; \sigma].$$ (D.4)

$$G_{\text{odd} d \geq 3}[\eta, \eta'; \sigma] = \left(\frac{1}{2\pi} \frac{\partial}{\partial \sigma}\right)^{\frac{d-2}{2}} G_3[\eta, \eta'; \sigma].$$ (D.5)

Both the 2D and 3D cases can be gotten by exploiting Nariai’s ansatz [26]—in 2D, we postulate that the tail function depends on spacetime solely through a single object $s$:

$$G_2[\eta, \eta'; \sigma] = \Theta[\sigma] \frac{\sqrt{\eta}}{2} g_2[s], \quad s \equiv \frac{\sigma}{\eta \eta'}.$$ (D.6)

This $g_2[s]$ obeys the homogeneous version of equation (D.1), and Nariai’s ansatz turns the PDE into the ordinary differential equation

$$\left(\partial^2_{\eta,\eta} - \frac{\kappa(\kappa + 1)}{\eta^2}\right) g_2[s] = \frac{s(2 + s)g_2'[s] + 2(1 + s)g_2'[s] - \kappa(1 + \kappa)g_2[s]}{\eta^2} = 0.$$ (D.7)

Following that, one needs to impose the null cone boundary condition $g_2[\sigma = 0] = 1$. This identifies the unique solution to be the Legendre function

$$g_2[s] = P_\kappa[1 + s].$$ (D.8)

In 3D, we postulate that

$$G_3[\eta, \eta'; \sigma] = \Theta[\sigma] \frac{\sqrt{\eta}}{2\pi} \frac{\tilde{g}_3[s]}{\sqrt{\eta \eta'}}.$$ (D.9)

This $\tilde{g}_3[s]/\sqrt{\eta \eta'}$ obeys the homogeneous version of equation (D.1), and Nariai’s ansatz turns the PDE into the ordinary differential equation

\(^{34}\)This dimension reduction reasoning can be found in the discussion enveloping equations (B5)-(B12) of [16]; for an operator based approach, but specialized to flat spacetime, see appendix E below.
\[
\left( \partial_{\eta^2} - \frac{\kappa (\kappa + 1)}{\eta^2} \right) \frac{g_3[s]}{\sqrt{\eta \eta'}} = \frac{4s(2 + s)g_3'[s] + 12(1 + s)g_3^3[s] + (3 - 4\kappa(1 + \kappa))g_3^5[s]}{4\eta^2 \sqrt{\eta \eta'}} = 0. \tag{D.10}
\]

Following that, one needs to impose the null cone boundary condition \( \hat{g}_3[\sigma = 0]/\sqrt{\eta \eta'} = 1/\sqrt{2\sigma} \). The unique solution is
\[
\hat{g}_3[s]\bigg|_{\eta \eta'} = \frac{\left( s + \sqrt{s(s + 2) + 1} \right)^{1 + 2\kappa} + 1}{2\sqrt{\sigma(s + 2)} \left( s + \sqrt{s(s + 2) + 1} \right)^{\frac{1}{2}(1 + 2\kappa)}}. \tag{D.11}
\]

### D.1. Results.

Inserting the results in equations (D.6), (D.8), (D.9), (D.11) into (D.4) and (D.5), the symmetric Green’s function solutions to equation (D.2) are thus
\[
\mathcal{G}_{\text{even, } d^2 \geq 2}[\eta, \eta'; \sigma] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \sigma} \right)^{\frac{d-2}{2}} \left( \frac{\Theta[\sigma]}{2} P_n[1 + s] \right), \tag{D.12}
\]
\[
\mathcal{G}_{\text{odd, } d^3} \left[ \eta, \eta'; \sigma \right] = \left( \frac{1}{2\pi} \frac{\partial}{\partial \sigma} \right)^{\frac{d-1}{2}} \left( \frac{\Theta[\sigma]}{4\pi} \frac{\Theta[\sigma]}{\sqrt{\sigma(s + 2)}} \left( s + \sqrt{s(s + 2) + 1} \right)^{\frac{1}{2}(1 + 2\kappa)} + 1 \right), \tag{D.13}
\]
\[
\sigma \equiv \frac{(\eta - \eta')^2 - (\bar{y} - \bar{y'})^2}{2}, \quad s \equiv \frac{\sigma}{\eta \eta'}. \tag{D.14}
\]

Note that the retarded Green’s function \( \mathcal{G}^+ \) propagates signals strictly in the future of the source, so to obtain it from its symmetric cousin, we simply multiply it by a \( \Theta \)-function of elapsed time:
\[
\mathcal{G}^+ \left[ \eta, \eta'; |\vec{y} - \vec{y}'| \right] = \Theta[\eta - \eta'] \mathcal{G} \left[ \eta, \eta'; \sigma \right]. \tag{D.15}
\]

### D.1. Caution.

In this paper, whenever \( 2/q_w > 0 \) in equation (2), the wave solutions in equation (D.3) are globally incomplete because of the presence of a particle horizon—they vanish outside of the light (or, acoustic) cone of the GW source at the Big Bang \( \eta = \eta_0 = 0 \). The symbol \( \Theta_{\eta} \), appearing throughout the main text reminds us of this fact. Specifically, whenever \( q_w < 0, \Theta_{\eta} \equiv 1 \). Whereas, when \( q_w > 0 \), we shall define \( \Theta_{\eta} = 1 \) whenever the past light (acoustic) cone of the observer at \( (\eta, \vec{x}) \) has a non-trivial intersection with the spacetime world tube of the GW source; and \( \Theta_{\eta} = 0 \) otherwise.

This global incompleteness of the wave solutions may lead to the violation of Gauss’ law in both linearized Einstein’s equations and Maxwell’s electromagnetism, since the relevant flux integrals would vanish outside the particle horizon at a given time \( \eta \). We hope to return to this issue in future work; for now, see Higuchi and Lee [55] for a discussion.

### D.1. Remark.

It has not escaped our attention that the \( s \equiv \sigma/(\eta \eta') \) occurring throughout this paper can be viewed as a proper Lorentz \( SO_{d,1} \) invariant object in a \( (d + 1) \)-dimensional Minkowski spacetime. \( SO_{d,1} \) is also isomorphic to the conformal group in \( d - 1 \) spatial dimensions; see, for instance, Di Francesco et al [56] for a discussion.) Even though we are
not working exclusively in de Sitter spacetime ($w = -1$), we may pretend for this purpose that our observer at $y$ and source at $y'$ lie on a fictitious hyperboloid of size $1/H$, for some $H > 0$, embedded in a $(d + 1)$-dimensional Minkowski spacetime. In this higher dimensional flat spacetime, let us define the $d$ Cartesian coordinates $\{X^\alpha[y, \vec{y}]\}$ to be

$$X^0 = \frac{1}{2\eta} \left( \eta^2 - \vec{y}^2 - \frac{1}{H^2} \right), \quad X^i = \frac{1}{2\eta} \left( -\eta^2 + \vec{y}^2 - \frac{1}{H^2} \right),$$

$$X' = \frac{y'}{H\eta}, \quad i = 1, 2, \ldots, d - 1,$$

and make a similar definition for $\{X'^\alpha[y', \vec{y}']\}$. (Unlike the de Sitter case, where $\eta$ is non-positive, the sign of $\eta$ here depends on the sign of $q_{\mu\nu}$.) If $\eta_{\alpha\beta} = \text{diag}[1, -1, \ldots, -1]$ is the metric in the ambient Minkowski spacetime, we not only obtain the equation of the hyperboloid

$$\eta_{\alpha\beta}X^\alpha X^\beta = \eta_{\alpha\beta}X'^\alpha X'^\beta = -\frac{1}{H^2};$$

we also have the proper Lorentz invariant object

$$-1 - H^2\eta_{\alpha\beta}X^\alpha X'^\beta = \frac{\bar{s}}{\eta q} \equiv s.$$

### Appendix E. $(-2\pi r)^{-1}\partial_r$ as ‘dimension-raising operator’

In a $d$-dimensional geometry that enjoys spatial translation symmetry and parity invariance, the Green’s function $G_d$ of its massive wave operator $\partial^2 + m^2$ may be obtained from its counterpart two dimensions lower, i.e. from $G_{d-2}$ through the formula

$$G_d[\eta, \eta'; R \equiv |\vec{x} - \vec{x}'|_{d-1}] = \frac{1}{2\pi R} \frac{\partial}{\partial R} G_{d-2}[\eta, \eta'; R \equiv |\vec{x} - \vec{x}'|_{d-3}],$$

(E.1)

where on the left hand side $|\vec{x} - \vec{x}'|_{d-1}$ is the Euclidean distance in $(d - 1)$-space and on the right hand side $|\vec{x} - \vec{x}'|_{d-3}$ is that in $(d - 3)$-space. This can be understood—see, for instance, [54] and [11]—by viewing the $(d - 2)$-dimensional Green’s function $G_{d-2}$ as being sourced by an appropriately defined ‘plane source’ extending into two extra spatial dimensions. In this section, we will specialize to Minkowski spacetime

$$ds^2 = dt^2 - d\vec{x}^2 - \bar{r}^2 d\Omega_{d-2}^2$$

(E.2)

where $d\Omega_{d-2}^2$ is the metric on the $(d - 2)$-sphere—and show how the recursion relation equation (E.1) can also be understood from an algebraic perspective.

To begin, let us note that, by the Poincaré invariance of Minkowski spacetime, we expect the Green’s function to depend on spacetime through the time elapsed $t - t'$ and the Euclidean distance $|\vec{x} - \vec{x}'|$, where in Cartesian coordinates $x \equiv (t, \vec{x})$ is the location of the observer and $x' \equiv (t', \vec{x}')$ that of the spacetime point source. Again by Poincaré invariance, we may place the source at $x' = (0, \vec{0})$ without loss of generality. This means the Green’s functions now depend on spacetime coordinates as $G[t, r \equiv |\vec{x}|]$. Let us define, in the coordinate system of equation (E.2),

$$D_r \equiv -\frac{1}{2\pi r} \frac{\partial}{\partial r}.$$
If we apply the $d$-dimensional wave operator $\partial^2_d$ of the Minkowski metric in equation (E.2) to any function $F[t, r]$ that depends only on $t$ and $r$, we would find

$$\partial^2_d F[t, r] = \partial^2_t F - \frac{1}{r^{d-2}} \partial_r (r^{d-2} \partial_r F). \quad (E.4)$$

The key algebraic observation here is that, applying the $d$-dimensional wave operator followed by the $D_r$ defined in equation (E.3) is the same as applying $D_r$ first followed by the $(d + 2)$-dimensional wave operator:

$$D_r \left( \partial^2_d + m^2 \right) F[t, r] = (\partial^2_{d+2} + m^2) D_r F[t, r]. \quad (E.5)$$

Furthermore, if we use the identity $(r \delta'[r])' = 0$ to replace $\delta'[r] \rightarrow -\delta[r]/r$, we find that $D_r$ converts the $d$-dimensional $\delta$-function measure associated with a spacetime point source at the origin into one in $(d + 2)$ dimensions, namely

$$D_r \left( \frac{\delta[t] \delta[r]}{\Omega_{d-4} r^{d-2}} \right) = \frac{\delta[t] \delta[r]}{\Omega_{d+2} r^{d-2}}, \quad (E.6)$$

where $\Omega_{d-2} = 2\pi^{(d-1)/2}/\Gamma[(d - 1)/2]$ is the solid angle subtended by a unit radius sphere embedded in a $(d - 1)$-dimensional Euclidean space. At this point, suppose we had solved the $(d - 2)$-dimensional Green’s function, which obeys

$$(\partial^2_{d-2} + m^2) G_{d-2}[t, r] = \frac{\delta[t] \delta[r]}{\Omega_{d-4} r^{d-2}}. \quad (E.7)$$

we may proceed to apply $D_t$ on both sides of equation (E.7). Utilizing equation (E.5) on the left hand side and equation (E.6) on the right then leads us to

$$(\partial^2_d + m^2) D_r G_{d-2}[t, r] = \frac{\delta[t] \delta[r]}{\Omega_{d-2} r^{d-2}}. \quad (E.8)$$

Once $G_{d-2}[t, r]$ is known, $D_r G_{d-2}[t, r]$ would solve the $d$-dimensional massive Green’s function equation—this is equivalent to equation (E.1) by the translation invariance of space.$^{35}$

**E.1. Questions.**

That the minimally coupled massless scalar Green’s function has non-zero tails in all odd dimensional Minkowski spacetimes, suggests spherical symmetry is not compatible with strictly-null propagation in the latter, since the Green’s function is itself an outgoing spherical wave. Could operator methods, like the one deployed here, be used to sharpen/quantify this incompatibility? And could that lead, in turn, to insight into why it is that, while tails in 4D curved spacetimes are often associated with low frequency waves interacting with the curvature of the background geometry, no such interpretation appears to be available in the zero curvature of odd dimensional flat spacetimes?
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$^{35}$ There is an analogous algebraic perspective that relates the massive scalar Green’s function in $(d - 2)$-de Sitter spacetime to that in $d$-de Sitter; see footnote 6 of [27].
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