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Abstract

In this study, we use the co-movements approach to examine the role of permanent (common trend) and temporary (common cycle) shocks on per capita output, per capita consumption, and per capita investment in Peru, a small open commodity-based economy. Using quarterly data from 1993: Q1 to 2019: Q1, the effects of the temporary shocks are short-lived, and, on average, are a minor source of the variations of macro time series, over 10 quarters. This evidence suggests that the main source of per capita output and per capita consumption variations is the common trend shock which must be related to the 1990s reforms. Moreover, per capita output and per capita consumption are less responsive to unfavorable (favorable) common cycle shocks than per capita investment is. This outcome indicates that per capita investment has a much more volatile cycle than per capita private output and per capita consumption which is consistent with a previous empirical work.
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1. Introduction

In the economic literature, frequently permanent shocks to output are interpreted as supply shocks and temporary shocks to output are interpreted as demand shocks. According to Blanchard and Quah (1989) and Gali (1999), the primary source of the permanent shocks is productivity, and the primary source of temporary shocks is the monetary policy. For small commodity-based economies, the terms of trade changes are another source of the temporary shocks. The terms of trade innovations are considered temporary because there is no evidence on terms of trade increasing living standards of the high-income commodity exporters, in other words, they are not productivity shocks. Specifically, Cashin and McDermott (2002) and Sobrino (2011) find that terms of trade shocks, allowed to be permanent to output growth, do not play any role on output growth variations (Note 1).

Peru, a small open commodity-based economy, is always exposed to favorable and unfavorable terms-of-trade shocks. In this sense, Dancourt, Mendoza, and Vilcapoma (1997), and Dancourt and Mendoza (2009) argue that Peru’s recessions are largely associated with falls in terms of trade. In addition, Castillo, Montoro, and Tuesta (2006) indicate that, after the reforms in the 90s, there is a stronger nexus between the terms of trade and business cycles (Note 2). Likewise, Alimi and Aflouk (2017) found that that the volatility of terms of trade has a statistically significant and positive impact on the volatility of output growth (Note 3). However, Castillo et al. highlight the fact that since the 90s reforms, the output volatility has fallen fourfold. According to Andrews & Reeves (2009), small open countries with low inflation regimes, like Peru, show a low output volatility.

The facts mentioned above, low output volatility and business cycles tied to terms-of-trade innovations, invite the question about the role of temporary shocks (short-run) as well as permanent shocks (long-run) on macro time series in Peru overall because one of the goals of the 1990s reforms was to spur economic growth, avoiding high macroeconomic volatility, as occurred in the 1980s. In this sense, studies of the behavior of Peru’s real GDP have focused on its trend-cycle decomposition to examine its upturns and downturns (Martinez & Florian, 2019; Guillen & Rodriguez, 2014; Terrones & Calderon, 1993; and Seminario, 1992) and estimations of the GDP gap (Rodriguez, 2010a, 2010b; Seminario, Rodriguez, & Zuloeta, 2007; Miller, 2003; and Cabredo & Valdivia, 1999). Likewise, for Peru, among others countries, using a SVAR specification, Schmitt-Grohé and Uribe (2018) and Ben-Zeev, Pappa, and Vicondoa (2017) study the role of the terms of trade shocks on macro time series during
business cycles, in other words, they carry out a short-term analysis (Note 4). Therefore, there is no evidence of the role of the temporary and the permanent shocks on macro time series variations for this country.

The goal of this study is to examine the role of permanent (common trend) and temporary (common cycle) shocks on Peru’s per capita output, per capita consumption, and per capita investment using the co-movements approach. The co-movements approach involves finding short-and long-term relationships to set a trend-cycle decomposition and with it, find the sources of the variations of the macro time series. The main contribution of this study is to elucidate to role of the temporary and permanent shocks after the 90 reforms, as one of the goals of these reforms was to spur economic growth avoiding high macroeconomic volatility. In addition, this study provides empirical evidence on the lasting influence of the temporary shocks on per capita output, per capita consumption, and per capita investment. This empirical evidence is important for economic policymaking in Peru.

Using data from 1993:Q1 to 2019:Q1 (Note 5), it is found that the macro time series share a common trend and two common cycles. In addition, the outcomes indicate that the temporary shocks effects are short-lived, and, on average, are a minor source of macro time series variations over 10 quarters. This evidence suggests that the main source of per capita output and per capita consumption variations is the common trend shock which must be related to the reforms in the 1990s. Moreover, per capita output and per capita consumption are less responsive to unfavorable (favorable) common cycle shocks than per capita investment is. This outcome indicates that per capita investment has a much more volatile cycle than per capita private output and per capita consumption which is consistent with a previous empirical work. One explanation of the small role of the temporary shocks on the real output might be the low output volatility due to since 2002, there has been adopted an inflation targeting regime.

The rest of the study is organized as follows: the second section discusses co-movements literature, the third section discusses the methodology and data, the fourth section presents the results, the fifth section discusses the outcomes, and the final section concludes.

2. Co-Movements Literature

Literature about co-movements is well known. The seminal work of Engle and Granger (1987) introduced the concept of cointegration. Likewise, Stock and Watson (1988) and Johansen (1991, 1988) examined the existence of a common stochastic trend among non-stationary time series (long-term co-movement). In addition, not conditional upon cointegration, Engle and Kozicki (1993) introduced the concept of serial correlation common feature (SCCF) to examine the common features among stationary times series (short-term co-movement). Conditional to cointegration, Vahid and Engle (1993) set a common feature test to examine synchronized common cycles among times series (Note 6).

In addition, common trend and common cycles are presented in theoretical models. One example is King, Plosser and Rebelo (1988) who extend Real Business Cycles models (Note 7). In this model, per capita private output, per capita consumption, and per capita investment, non-stationary time series, share a common trend which is productivity (permanent component). In turn, it is obtained two cointegrating relationships: 1) the subtraction of the per capita consumption and the per capita private output, and 2) the subtraction of the per capita private investment and the per capita private output (Note 8). Those linear combinations are stationary and known as the “great ratios” (Note 9). Likewise, applying first differences to the processes, the growth rates have two components a white noise and a serial correlation which, according to Engle and Kozicki (1993) and Vahid and Engle (1993), implies the existence of a synchronized common cycle among the time series.

Using the co-movements approach, some literature analyzing the role of permanent and temporary shocks are Issler and Vahid (2001) analyzing macro time series in US and Gu and Lee (2007) examining macro time series in South Korea. The difference between them is that Issler and Vahid (2001) filter out fiscal spending effects, as the mentioned above theoretical model does, and Gu and Lee (2007) filter out external effects. This suggests that the first one does not consider fiscal shocks as part of temporary innovations, and the second one does not consider external shocks as part of the temporary innovations. Both studies find that the VECM including common trend and common cycles restrictions gains in relative efficiency with respect to those specifications when including long run restrictions.

For emerging economies, using Real Business Cycle models, there is mixed evidence about the role of permanent and temporary shocks on macroeconomic fluctuations. Aguiar and Gopinath (2007) find that the importance of permanent shocks accounts, on average, 84 percent of the macroeconomics variations. However, Akinci (2021), Drehsel and Tenreyro (2018) and Chang and Fernández (2013) find that temporary productivity shocks are more important in macroeconomic changes than trend shocks are. The inclusion of financial frictions,
a stylized fact for emerging markets, alters Aguiar and Gopinath’s outcome.

3. Methodology

A reduced VAR($p$) with $n$ series $l(l)$ is converted into the following VECM:

$$
\Delta x_t = \tilde{\pi} \Psi + \pi x_{t-1} + \sum_{i=1}^{p-1} \pi_i \Delta x_{t-i} + \epsilon_t
$$

(1)

where $x_t$ is the vector of time series; $\Psi$ is a vector of deterministic variables; $\tilde{\pi}$ is the matrix of coefficients of $\Psi$; $\pi = -(I - \sum_{i=1}^{p} A_i)$; $\pi_i = -\sum_{j=i+1}^{p} A_j$; $A_i$ is the matrix of the VAR coefficients for all $i$ from 1 to $p$; $\Delta$ is the first difference operator; and $\epsilon$ is the matrix of disturbance terms ($\epsilon \sim N(0, \Omega)$). $\Omega$ is the variance-covariance matrix. According to Johansen (1991), if the rank of $\pi$ is $r$, where $r \in [0, n]$, then $r$ linear combinations of $x_t$ that are $l(0)$ exist (Note 10). Also, $\pi = \alpha \beta^*$, where $\alpha$ and $\beta$ are the $(n \times r)$ matrices of adjustment coefficients and cointegrating vectors, respectively.

Once a long-term relationship is found among the series, the cointegrating vector(s) is(are) used to find Vahid and Engle (1993)’s statistic (VE) for the common cycle test. The test statistic is:

$$
c(p, s) = -(T - p - 1) \sum_{i=1}^{s} \ln(1 - \lambda_i^2)
$$

(2)

where $T$ is the number of observations, and, $\lambda_i^2$’s ($Vi = 1, \ldots, s$) are the smallest estimated squared canonical correlations between $\{\Delta x_t\}$ and $W(p) \equiv [\beta' x_{t-1}, \Delta x_{t-1}, \Delta x_{t-2}, \ldots, \Delta x_{t-p}]$. Under the null hypothesis that there are at least $s$ ($<n$) cofeature vectors ($\tilde{\alpha}')$, $c(p, s)$ has a $\chi^2$ distribution with $(s(p+r) - s(n-s))$ degrees of freedom.

Finally, according to Vahid and Engle (1993), if the dimension of cointegration space ($r$) and the dimension of cofeature space ($s$) is equal to the number of processes ($n$), the long and short run vectors can be staked in a $(n \times n)$ matrix,

$$
A = [\tilde{\alpha} \beta^*]
$$

(3)

where $A$ is a $n \times n$ matrix, full rank, and $\beta$ is the $(n \times r)$ matrix of cointegrating vectors. Using (3), it is possible to do a trend-cycle decomposition $\text{à la}$ Beveridge and Nelson (1981). Then,

$$
x_t = A^{-1} Ax_t = \tilde{\alpha}(\tilde{\alpha}' \tilde{\alpha})^{-1} \tilde{\alpha}' x_t + \beta (\beta^* \beta)^{-1} \beta^* x_t
$$

(4)

where $x_t$ is the vector of time series, $\tilde{\alpha}(\tilde{\alpha}' \tilde{\alpha})^{-1} \tilde{\alpha}' x_t$ is the permanent component (trend) and $\beta (\beta^* \beta)^{-1} \beta^* x_t$ is the temporary component (cycle).

Once the trend-cycle decomposition is set, we may find the role of the common trend (permanent) and common cycle (temporary) shocks on the macro time series. To do that, the common-trend shock of the variable is the common stochastic trend in first differences. Likewise, the common-cycle shocks are the residuals of (1) including long and short restrictions. Specifically, a Full Information Maximum Likelihood (FIML) is used on

$$
\Delta x_t = [\tilde{\alpha}]^T (\alpha^* X_{t-1} + \sum_{i=1}^{p-1} \pi_i \Delta x_{t-i}) + \epsilon_t
$$

(5)

where $\tilde{\alpha}^*$ are components of the cofeature vector when it is normalized, $\tilde{\alpha}_{nx,s} = [\tilde{\alpha}_s]_{n \times (n-s)}$, $X_{t-1} = \beta^* x_{t-1}$, and, $\alpha^*$ and $\pi_i^*$ are the $(n - s)$ bottom rows of $\alpha_{n-r}$ and $\pi_{l_{n \times n}}$ of VECM, respectively. Likewise, for larger horizons, the common-trend shock is accumulated, and the common-cycle shocks is obtained by adding lags to (5). Finally, the common-trend and common-cycle shocks are orthogonalized to avoid correlation between them and execute the variance decomposition (Note 11).

3.1 Data and Variables

From 1993:Q1 to 2019:Q1, the Central Bank of Peru (Note 12) provides quarterly GDP, private consumption, gross fixed capital formation, fiscal spending, net exports, and population data. Macro time series are in 2007 constant nuevos soles and all series are seasonally adjusted. The theoretical model set three variables: per capita output, per capita consumption, and per capita investment. The per capita output is the GDP minus fiscal expenditure over population (as the theoretical model does), the per capita consumption is private consumption over population; and, per capita investment is gross fixed capital formation over population. The times series are converted in logs where $x_t = [\text{yper}_t \ cper_t \ iper_t]'$ and $n=3$. $\text{yper}$ is the log of the per capita output, $\text{cper}$ is the log of the per capita consumption, and, $\text{iper}$ is the log of the per capita investment.

Figure 1 shows $\text{yper}$, $\text{cper}$, and, $\text{iper}$. At first glance, time series behave as $l(1)$'s, sharing a common trend, and it seems that they share short term co-movements although, for consumption, downs are hard to identify.
In addition, Table 1 reports the unit root test. At 1, 3, and 5 lags, \(y_p\), \(c_p\), and \(i_p\) are \(I(1)\)s.

### Table 1. Elliott, Rothenberg, and Stock (1996)’s Unit Root Test

|               | 1-lag         | 3-lag         | 5-lag         |
|---------------|---------------|---------------|---------------|
| \(y_p\)      | 2.347         | 1.631         | 1.626         |
| \(c_p\)      | 2.989         | 1.525         | 1.850         |
| \(i_p\)      | 0.437         | 0.233         | 0.520         |
| \(y_p\)      | -7.025 ***    | -5.213 ***    | -3.831 ***    |
| \(c_p\)      | -4.370 ***    | -1.639*       | -0.963        |
| \(i_p\)      | -4.877 ***    | -3.573***     | -2.625 ***    |
| Critical values | 1% (*** )    | 5% (**)       | 10% (*)       |

Note. for all tests, a drift is included.

We set the optimal lag order of the VAR is 4 to capture one-year dynamics, so for VECM, the lag order is \(p = 3\) (Note 13).

### 4. Results

Table 2 reports the Johansen Trace test results. The null hypothesis that \(r \leq 2\) cannot be rejected at 5% significance, the null hypothesis that \(r \leq 1\) is rejected at 5% significance, and \(r = 0\) is rejected at 5%. So, we find two cointegrating relationships whose vectors are \((-1.02, 1, 0)’\), and \((-1.56, 0, 1)’\).

### Table 2. Johansen Trace test

| \(H_0\) | Eigenvalue | Statistic | Critical values at 5% |
|---------|------------|-----------|-----------------------|
| \(r = 0\) | 0.2025 | 39.72 | 29.51               |
| \(r = 1\) | 0.1274 | 15.93 | 15.2                |
| \(r = 2\) | 0.0157 | 1.66 | 3.96                |

Note. A drift and trend are the deterministic terms.

The outcome supports the existence of one stochastic common trend (productivity) among the processes and the rank of the cointegrating space is \(r = 2\). In addition, the estimated normalized form for \(\beta’\) is the following matrix:

\[
\begin{bmatrix}
-1.02 & 1 & 0 \\
-1.56 & 0 & 1
\end{bmatrix}
\]

At the long run equilibrium, one percent increase in real GDP per capita (accounting for fiscal expenditures) will increase consumption per capita by almost 0.98 percent, and one percent increase in real GDP per capita will increase private investment per capita by 0.64 percent. In the long run, consumption per capita is more responsive.
to real output per capita than investment per capita is.
To test whether the the theoretical vectors \((-1,1,0)\)\(^t\), and \((-1,0,1)\)\(^t\), the “great ratios” may be imposed as restrictions on the cointegrating space on both settings, we use the following null hypothesis:
\[
\begin{bmatrix}
-1 & 1 & 0 \\
-1 & 0 & 1
\end{bmatrix}
\]
We cannot reject the null hypothesis because the p-value is 0.131 (\(\chi^2(2) = 4.064\)), respectively. This means that the restrictions are not binding, and we may use those ratios to test the short-run co-movements.
In order to test common cycles, we estimate the smallest squared canonical correlations between \(\{\Delta y_{\text{per}}_t\), \(\Delta c_{\text{per}}_t\), \(\Delta i_{\text{per}}_t\}\) and \(W(3) \equiv \{\text{yper}_{t-1} - y_{\text{per}}_t, \text{iper}_{t-1} - y_{\text{per}}_t, \text{yper}_{t-1} - y_{\text{per}}_t, \text{iper}_{t-1} - y_{\text{per}}_t, \text{yper}_{t-1} - y_{\text{per}}_t, \text{iper}_{t-1} - y_{\text{per}}_t, \}\). Table 3 shows the outcomes of this test. The null hypothesis that \(s > 0\) cannot be rejected at 1% significance, and the null hypothesis that \(s > 1\) and \(s > 2\) are rejected at 1% significance, so we may infer that \(s\) is equal to one, resulting in two common cycles among the processes.

Table 3. Vahid and Engle’ (1993) test

| \(H_0\) | \(\lambda^2\) | VE statistic | DF | Critical values at 1% |
|---|---|---|---|---|
| \(s>2\) | 0.45 | 118.86 | 33 | 54.78 |
| \(s>1\) | 0.33 | 58.76 | 20 | 37.57 |
| \(s=0\) | 0.16 | 17.76 | 9 | 21.67 |

\(Note: \text{DF stands for degrees of freedom. The canonical correlations were calculated using the package CCA of R.}\)

Then, given \(n = r + s\), \(A\) is the following one:
\[
\begin{bmatrix}
1 & 0.13 & -0.31 \\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{bmatrix}
\]
where the top row is the normalized cofeature column matrix (\(\tilde{A}\)).

The trend-cycle decomposition coefficients (\(A\)), reported in Table 4, are used to obtain the stochastic trends and common cycles (Note 14).

Table 4. Trend-Cycle Decomposition

| Long-and Short-Term Vectors | yper | cper | iper |
|---|---|---|---|
| Cofeature | 1 | 0.13 | -0.31 |
| Cointegration 1 | -1 | 1 | 0 |
| Cointegration 2 | -1 | 0 | 1 |

| Trends | yper | cper | iper |
|---|---|---|---|
| yper | 1.2127 | 0.1629 | -0.3757 |
| cper | 1.2127 | 0.1629 | -0.3757 |
| iper | 1.2127 | 0.1629 | -0.3757 |

| Cycles | yper | cper | iper |
|---|---|---|---|
| yper | -0.2127 | -0.1629 | 0.3757 |
| cper | -1.2127 | 0.8371 | 0.3757 |
| iper | -1.2127 | -0.1629 | 1.3757 |

Table 5 shows the role of the temporary shocks on the processes (Note 15). In the per capita output variations, the role of the common cycle shock is less than 10 percent for all horizons but at the second quarter is around 11 percent. In addition, in per capita consumption variations, the role of the temporary shock is at the first quarter around 22 percent and continues decreasing (Note 16).

For per capita investment, the role of the temporary shocks is below 40 percent at the first quarter increasing up to the third quarter, above 70 percent. For almost one year, the temporary shocks play the biggest role in per capita investment fluctuations (Note 17), which contradicts the common wisdom that the productivity shocks are the main source of the investment changes. This result is consistent with Terrones and Calderon (1993) who find that
investment is procyclical and has a much more volatile cycle than real GDP. For all variables, at the tenth quarter, the role of the temporary shocks is zero percent, which means that they are short-lived shocks. Instead, according to Issler and Vahid (2001)’s findings, the temporary shocks last for 20 quarters in the US which suggests that, in Peru, economic policy actions buffer positive and negative temporary shocks.

Table 5. The Role (%) of Temporary Shocks

| Horizons (Quarters) | per capita Output | per capita Consumption | per capita Investment | [MSFE] |
|---------------------|------------------|-----------------------|----------------------|--------|
|                     |                  |                       |                      | RVECM  | UVECM  |
|                     | "Great Ratios"   |                       |                      |        |        |
| 1                   | 8.40             | 21.65                 | 37.29                | 1.0567E-10 | 8.16227E-05 |
| 2                   | 11.26            | 17.83                 | 61.02                | 6.2276E-11 | 4.3456E-05  |
| 3                   | 7.45             | 6.12                  | 71.09                | 4.9410E-11 | 3.16047E-05 |
| 4                   | 2.73             | 2.08                  | 44.27                | 2.8441E-11 | 1.48993E-05 |
| 5                   | 0.89             | 0.48                  | 0.80                 | 2.5400E-11 | 1.2577E-05  |
| 10                  | 0.00             | 0.00                  | 0.00                 | 1.30251E-11 | 3.2780E-06  |

Note. [MSFE] is the determinant of the Mean Squared Forecasted Error (MSFE) matrix for the restricted VECM (RVECM) and the unrestricted VECM (UVECM). For individual equations, the Mean Squared Error (MSE) is similar across RVECM and UVECM.

Finally, using the original vectors (-1.02,1,0) and (-1.56,0,1) instead of the “great ratios”, we find that common cycles and the common feature vector are quite similar. The forecast error variance decomposition, reported in Table 5 as well, shows no significant differences in the role common cycle shocks. Per capita output and per capita consumption are less responsive to adverse (favorable) common cycle shocks than per capita investment.

5. Discussion

The evidence indicates that the main source of per capita output and per capita consumption variations is the common trend shock which must be related to the reforms in the 1990s. Moreover, per capita output and per capita consumption are less responsive to unfavorable (favorable) common cycle shocks than per capita investment. One explanation of the small role of the temporary shocks on the real output might be the low output volatility due to the application of low inflation regimes as, since 2002, Peru has adopted an inflation targeting regime. According to Corbo and Schmidt-Hebbel and (2002), Schmidt-Hebbel and Werner (2002), and, for developing countries, Gonçalves and Salles (2008), the low output volatility is a stylized fact of the inflation targeting countries. For Perú, Castillo et al. indicate that since the 90s reforms, the output volatility has fallen fourfold.

The outcome about the importance of the permanent shocks on macroeconomic fluctuations is consistent with Aguiar and Gopinath (2007) who, for emerging markets, one of them, Peru, find that the importance of permanent shocks accounts, on average, 84 percent of the macroeconomic variations. However, it is not consistent with Akinci (2021), Drechsel and Tenreyro (2018), and Chang and Fernández (2013) who find that temporary productivity shocks play a bigger role in macroeconomic variations than trend shocks do. The inclusion of financial frictions, a stylized fact for emerging markets, alters Aguiar and Gopinath’s outcome. The degree of persistence of the productivity shocks invites the question about the role of permanent and temporary productivity shocks on macroeconomic fluctuations in Peru. Likewise, the result about the short-lasting temporary shocks is consistent with Schmitt-Grohe and Uribe (2018) and Ben-Zeev, Pappa, and Vicondoa (2017) who, for developing countries find that terms-of-trade shocks (interpreted as temporary ones) vanish about one year.

In addition, regarding consumption, according to Castillo et al., one stylized fact of the Peruvian economy is a low consumption volatility because of the presence of some consumption smoothing after the financial and trade openness. However, the presence of the temporary shocks on consumption variations might not mean the Permanent Income Hypothesis holds for Peru as Yanikkaya (2003) states (Note 18) and the findings of Sobrino
(2013) about the rejection of Twin Deficits Hypothesis suggests. Finally, the importance of the permanent shock suggests continuing the long-term policies. Some challenges are to increase the labor productivity, incentivize the creation of jobs in the formal economy, and increase the quality of public healthcare and public education levels. In addition, the improvement of infrastructure is necessary as well as the finishing of the reforms in the judicial and political systems.

6. Conclusion

The goal of this study is to examine the role of permanent (common trend) and temporary (common cycle) shocks on per capita output, per capita consumption, and per capita investment in Peru, a commodity-based economy, using the co-movements approach. We find that there is a common trend among the per capita output, per capita consumption, and per capita investment. Additionally, using the “great ratios”, we find two common cycles among them these variables as well. With this information, and once the trend-cycle decomposition is addressed, we set the VECM including long-and short-term restrictions to obtain the forecast error variance decomposition.

Using quarterly data acquired after the reforms of the 1990s, the outcomes indicate that the temporary shocks are short-lived, and, on average, are a minor source of macro time series variations, over 10 quarters. The evidence suggests that the main source of per capita output and per capita consumption variations is the common trend shock, which must be related to the reforms in the 1990s. One explanation of the small role of the temporary shocks on the real output might be the low output volatility due to the application of low inflation regimes as, since 2002, Peru has adopted an inflation targeting regime. Moreover, per capita output and per capita consumption are less responsive to unfavorable (favorable) common cycle shocks than per capita investment. This outcome indicates that per capita investment has a much more volatile cycle than per capita private output and per capita consumption which is consistent with a previous empirical work.

The long-term implications of this study are related to the importance of the permanent shock on the per capita output and per capita consumption. The long-term policies still need to focus on to increase the labor productivity, incentivize the creation of jobs in the formal economy, and increase the quality of public healthcare and public education levels. In addition, the improvement of infrastructure is necessary as well as the finishing of the reforms in the judicial and political systems. All these policies are necessary conditions to increase the well-being of the Peruvians.

Finally, the short-term implications of this study are related to the short-term policymaking. For Peru, a small open commodity-based economy, the empirical evidence should increase the ability of response of the fiscal and monetary policy makers to adverse shocks. Further research should consider asymmetric cycles because, specifically, recessions are shorter than recoveries, and are sudden and violent. In addition, the degree of persistence of the productivity shocks should be included in future research. Also, the nominal shocks (as much as fiscal shocks), always considered temporary, should be included in a future analysis. Including nominal shocks, the presence of temporary shocks should increase.
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**Notes**

Note 1. The first one study analyzes Australia, Canada, and New Zealand and the second one analyzes Norway.

Note 2. From 1985 to 2019, on average primary exports represent 72% of total exports. Source: www.bcrp.gob.pe.
Note 3. They use 44 commodity exporters, among them, Peru
Note 4. They find that terms of trade shocks explain on average around 20 percent of the changes of per capita output, per capita consumption, and per capita investment.

Note 5. The reason of use this range is to avoid the non-linearity of the real GDP due to the 1990s structural changes. The non-linearity of the real GDP is addressed by Guillen and Rodriguez (2014).

Note 6. Vahid and Engle (1997) also analyze non-synchronized common features which are called “Codependent Cycles.”

Note 7. Kyndland and Prescott (1982) and Long and Plosser (1983).

Note 8. Issler and Vahid (2001) and Gu and Lee (2007) discuss the algebraic solution.

Note 9. The Neoclassical Growth Model (Solow, 1956; Brock & Mirman, 1972; and Donaldson & Mehra, 1983) and Balance Growth model (Klein & Kosobud, 1961) literatures imply that those ratios are stationary

Note 10. VAR is used in the first differences when \( r = 0 \), and, if \( r = n \), it means that \( x_t \) is \( I(0) \).

Note 11. Issler and Vahid (2001) and Schleicher and Barillas (2005), among others, explain the orthogonalization procedure.

Note 12. www.bcrp.gob.pe. Actually, Peruvian macro quarterly data starts at 1980:Q1 but, using a likelihood-ratio test for a three VAR setup, we found three structural breaks: 1990:Q3, 1991:Q1, and 1993:Q1.

Note 13. Using a Likelihood-ratio Test, for a maxlag = 4, we compare VAR specifications including 1,2,3, or 4 lags. Actually, we get 3 lags.

Note 14. For Peru, Guillén and Rodriguez (2014) run a trend-cycle decomposition of the real GDP using a non-observable components model to address the non-linearity of the real GDP, due to the 1990s structural changes, and asymmetric business cycles. The last issue means that contractions are shorter than expansions and are abrupt and violent.

Note 15. The complement represents the role of the permanent shocks.

Note 16. For a different period of analysis (1963-86), Terrones and Calderon (1993) find that consumption is procyclical and has less volatile cycle than real GDP does.

Note 17. This outcome is almost like that of Issler and Vahid (2001) who, for the US, find that, in the per capita investment fluctuations, the role of common cycles shocks is above 90% for one year.

Note 18. He runs a cross sectional analysis for 1994.
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