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Abstract. The Poland-Scheraga model describes the denaturation transition of two complementary – in particular, equally long – strands of DNA, and it has enjoyed a remarkable success both for quantitative modeling purposes and at a more theoretical level. The solvable character of the homogeneous version of the model is one of features to which its success is due. In the bio-physical literature a generalization of the model, allowing different length and non complementarity of the strands, has been considered and the solvable character extends to this substantial generalization. We present a mathematical analysis of the homogeneous generalized Poland-Scheraga model. Our approach is based on the fact that such a model is a homogeneous pinning model based on a bivariate renewal process, much like the basic Poland-Scheraga model is a pinning model based on a univariate, i.e. standard, renewal. We present a complete analysis of the free energy singularities, which include the localization-delocalization critical point and (in general) other critical points that have been only partially captured in the physical literature. We obtain also precise estimates on the path properties of the model.
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1. Introduction and main results

1.1. General overview. The localization-delocalization phenomenon in various polymer models has been the object of much attention in the physics, biophysics and mathematics literature [12] [15] [19] [21] [26]. One of the main biological and physical phenomenon that motivates this work is DNA denaturation, that is the separation of the two DNA strands at high temperature and, more generally, the fluctuation phenomena observed below denaturation, when the two strands are tied together. The most basic and studied model in this field is the Poland-Sheraga (PS) model [26] which is limited to the case of sharp complementarity of two equal length strands: only bases with the same index can form pairs. From the theoretical physics and mathematical viewpoint what is most remarkable in the homogeneous version of the model is its solvable character and the fact that at the delocalization (or denaturation) transition the behavior – i.e. the critical behavior – can be fully captured. A mathematical viewpoint on this solvable character and on the solution itself is that the Poland-Scheraga model is a Gibbs measure with only one body potentials and built on a one-dimensional process [15].

In [13] [14] [24] (see also [23] [28] for a primitive version), a generalization of the Poland-Sheraga (gPS) model has been introduced and the novelties are:

- The possibility of formation of non-symmetrical loops in the two strands (i.e., the contribution to a loop, in terms of number of bases, from the two strands is not necessarily the same).
- The two strands may be of different lengths.
These novelties are very substantial (we invite the reader to compare Figure 1 with [12, Fig. 6] or [17, Fig. 2.5]). Nevertheless, as already pointed out in [14, 24, 28], the solvable character is preserved. However, that the novelties are really substantial is witnessed by a richer phenomenology (partially captured and understood in [11, 24]): in addition to the expected denaturation transition, the gPS model displays other transitions.

Here we develop a mathematical analysis of the gPS model based on the observation that it is a pinning model based on a two-dimensional renewal process. Much like for the original PS model, tools from Renewal Theory allow going far toward a complete understanding of the model. Nevertheless, as we will explain, some important questions are still open and they correspond to open problems in the theory of two and higher dimensional renewal processes.

1.2. The gPS model: biophysics version. This subsection, as well as §1.4, can be skipped if one is not focusing on the biophysics set-up. The model we consider has been introduced in [14]. The two DNA strands, of lengths $M$ and $N \geq 1$ – the length of course corresponds to the number of base bases – interact by forming some base pairs. We talk of $N$-strand, $M$-strand and of base $i$ of the $N$- or $M$-strand with the obvious meaning. An allowed configuration of our system is a collection of base pairs

$$\left((i_1, j_1), (i_2, j_2), \ldots, (i_n, j_n)\right) \in \mathbb{N}^{2n}, \quad \text{with } N = \{1, 2, \ldots\},$$

where $n \in \mathbb{N} := \{1, 2, \ldots, N\}$ and

1. $(i_1, j_1) = (1, 1)$;
2. $i_k < i_{k'}$, as well as $j_k < j_{k'}$, for $1 \leq k < k' \leq n$.

The first condition is simply saying that the first two bases form a pair and the second condition is imposed by the geometric constraint (see Figure 1). The weight of every configuration is assigned by the following rules:

1. Each base pair is energetically favored and carries an energy $-E_b < 0$;
2. A base which is not in pair it is either in a loop or in the free ends:
   - It is in a loop if it is in $L_k := \{i: i > i_k, i < i_{k+1}\} \cup \{j: j > j_k, j < j_{k+1}\}$ for some $k \in \{1, \ldots, n-1\}$: the loop $L_k$ has length $\ell_k := (i_{k+1} - i_k) + (j_{k+1} - j_k) - 2$ and we associate to $L_k$ an entropy factor $B(\ell_k)$ with
     $$B(\ell) := s^\ell c^{-\ell},$$
     where $s \geq 1$ and $c > 2$. There is also an energetic $E_l > 0$ penalty associated to a loop.
   - The free ends have length $N - i_n$ and $M - j_n$ and to each free end we associate the entropy term $A(\ell) := s^\ell (\ell + 1)^{-\ell}$ where $\bar{c}$ is another positive constant.

As we will see the value of $s$ is irrelevant. The value of $\bar{c}$, chosen equal to 0.1 in [24], is somewhat more relevant, but what is very relevant is the value of $c$: in [24] is chosen equal to 2.15.

These rules easily lead to a formula for the partition function, i.e. the sum of the weights over all allowed configurations, of our system

$$Z^M_N := \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} A(i)A(j)W^{M-j}_{N-i},$$

(1.3)
where \( W_r \) obeys the recursion relation (\( \beta \geq 0 \) is proportional to the inverse of the temperature)

\[
W_{m+1}^{r+1} = \exp(\beta E_b) \sum_{i, i': i + i' > 0, i < m, i' < r} B(i + i') W_{m-i}^{r-i'};
\]

with \( W_1^1 = 1 \) and \( W_i^i = W_1^r \) for \( i > 1 \).

**Figure 1.** A representation of a trajectory of the gPS model in the biophysics representation. The first strand contains 12 bases, the second strand 19. The six base pairs determining the configuration are (1, 1), (2, 2), (6, 3), (7, 4), (9, 12) and (10, 13).

### 1.3. The gPS model: renewal process viewpoint

From a mathematical viewpoint we take a more general viewpoint and we introduce a two-dimensional renewal pinning model. A discrete two-dimensional renewal issued from the origin is a random walk \( \tau = \{\tau_n\}_{n=0,1,...} = (\tau^{(1)}, \tau^{(2)}) = \{\tau_n^{(1)}, \tau_n^{(2)}\}_{n=0,1,...} \), where \( \tau_0 = (0,0) \) and, for \( n \in \mathbb{N} := \{1, 2, \ldots\} \), \( \tau_n \) is a sum of \( n \) independent identically distributed random variables taking values in \( \mathbb{N}^2 \). So if we set \( K(n, m) := P(\gamma_1 = (n, m)) \) then given \( \{(i_n, j_n)\}_{n=0,1,2,...} \) with \( (i_0, j_0) = (0,0) \), for every \( k \in \mathbb{N} \)

\[
P(\tau_n = (i_n, j_n) \text{ for } n = 1, 2, \ldots, k) = \prod_{n=1}^{k} K(i_n - i_{n-1}, j_n - j_{n-1}),
\]

and, by construction, such a probability is zero unless the \( i \)'s and \( j \)'s form strictly increasing sequences.

We can then introduce for given \( N \) and \( M \in \mathbb{N} \) a pinning model of length \((N, M)\) by forcing, i.e. conditioning, \( \tau \) to visit \((N, M)\) and by penalizing \((h \leq 0)\) or rewarding \((h > 0)\) the number of renewals up to \((N, M)\). More formally, we introduce the probability measure \( P_{N,M,h} \) by setting for every \( k \in \mathbb{N} \) such that \( k \leq \min(N, M) =: N \wedge M \) and for every \( \{(i_n, j_n)\}_{n=0,1,...,k} \) with \( (i_0, j_0) = (0,0), i_n - i_{n-1} > 0 \) as well as \( j_n - j_{n-1} > 0 \) for \( n = 1, \ldots, k \) and \( (i_k, j_k) = (N, M) \)

\[
P_{N,M,h}(\tau_n = (i_n, j_n) \text{ for } n = 1, 2, \ldots, k) := \frac{1}{Z_{N,M,h}} \exp(hk),
\]

where \( Z_{N,M,h} \) is a normalizing constant.

Figure 2. A representation of a trajectory of the gPS model in the renewal process representation, corresponding to Figure 1. The base pairs are now renewal points of a two-dimensional discrete renewal process: these points correspond to the (six) base pairs of Figure 1 except that the first base pair is now (0, 0) and also all the other ones are translated down of (1, 1) with respect to Figure 1. The renewal trajectory is drawn up to the renewal point (9, 12) and the trajectory up to this point correspond to one of the possible trajectories of $Z_{9,12,h}$. The free ends, of lengths 2 and 6, are then represented as straight lines that go till the boundary of the rectangle with opposite vertices (0, 0) and (11, 18). $Z_{11,18,h}$ is obtained by summing up with respect to the position of the last renewal point – (9, 12) in this example – the contribution of the constrained partition function times the contribution due to the two free ends.

where $Z_{N,M,h}$ is the partition function (or normalization constant):

$$Z_{N,M,h} := \mathbb{E} \left[ \exp \{ h \tau \cap ([1, N] \times [1, M]) \} ; (N, M) \in \tau \right],$$

in which we are interpreting $\tau$ as a random subset of $\mathbb{N}^2$ and $| \cdot |$ denotes the cardinality. Note that $Z_{0,0,h} = 1$, as well as $Z_{0,M,h} = Z_{N,0,h} = 0$. Of course $P_{N,M,h}$ requires $Z_{N,M,h} \neq 0$ and whether this is the case or not depends on the inter-arrival distribution $K(n, m)$ and, possibly, on $N$ and $M$.

We have used the atypical notation $Z$ instead of $Z$ because the latter is going to be employed for the model on which we really focus: we consider in fact a very special choice of the inter-arrival distribution $K(\cdot, \cdot)$, namely $K(n, m) = K(n+m)$ where $K : \{2, 3, \ldots \} \to (0, \infty)$ and

$$K(n) := \frac{L(n)}{n^{1+\alpha}} ,$$

where $L(\cdot)$ is a slowly varying function and $\alpha \geq 1$ (see Appendix A for the properties of slowly varying functions). With this definition, we have that $K(n) > 0$ for every $n$: all statements generalize to the case in which $K(n) = 0$ for finitely many $n$, but we make this choice to make a few proofs more concise. We require $\sum_{n,m\in\mathbb{N}} K(n+m) = 1$ and of course $\sum_{n,m\in\mathbb{N}} K(n+m) = \sum_{m=1}^{\infty} mK(m+1)$. We introduce then the constrained partition function $Z_{N,M,h}$ which coincides with $Z_{N,M,h}$ once the specific choice of the inter-arrival is made. In an alternative explicit fashion

$$Z_{N,M,h} := \sum_{n=1}^{N} \sum_{i=1}^{N} \prod_{i=1}^{M} \exp(h)K(l_i + t_i) .$$

The free partition function is then defined by

$$Z_{N,M,h} := \sum_{j=0}^{N} \sum_{j=0}^{M} K_f(j) K_f(j) Z_{N-i,M-j,h} .$$
where $K_f : \{0\} \cup \mathbb{N} \to (0, \infty)$ is defined as $K_f(n) := \frac{\mathcal{L}(n)}{n}$ for every $n \geq 1$ and $K_f(0) = 1$ (an arbitrary choice: there is no loss of generality with respect to requiring just $K_f(0) > 0$ and, once again, one can even allow $K_f(n) = 0$ for finitely many $n$, but we choose positivity for conciseness) with $\mathcal{T} \in \mathbb{R}$. The free partition function is the normalization associated to the probability $P_{N,M,h}$ defined by setting for every $k \in \mathbb{N}$ such that $k \leq \min(N, M)$ and for every $\{(i_n, j_n)\}_{n=0,1,\ldots,k}$ with $(i_0, j_0) = (0,0)$, $i_n - i_{n-1} > 0$ as well as $j_n - j_{n-1} > 0$ for $n = 1, \ldots, k$ and $i_k$ (respectively, $j_k$) that does not exceed $N$ (respectively, $M$)

$$P_{N,M,h}(\tau \cap [1, N] \times [1, M]) = \{(i_1, j_1), (i_2, j_2), \ldots, (i_k, j_k)\} := \frac{\exp(h k)}{Z_{N,M,h}^f} K_f(N - i_k) K_f(M - j_k) P(\tau_n = (i_n, j_n) \text{ for } n = 1, 2, \ldots, k). \quad (1.11)$$

Here we introduce also the free energy density (the existence of the limit is proven in Section 4)

$$F(\gamma) := \lim_{N,M \to \infty; \gamma \to \frac{1}{N}} \log \frac{Z_{N,M,h}^f}{\mathcal{M}^\gamma}, \quad (1.12)$$

for $\gamma > 0$ or, as we will often do without loss of generality, for $\gamma \geq 1$. The limit in (1.12) means: for every $\{(N_n, M_n)\}_{n=1,2,\ldots}$ with $\lim_n M_n/N_n = \gamma$ and $\lim_n N_n = \infty$.

### 1.4. Matching biophysics and renewal process viewpoints.

The first remark to make on the biophysics model is that the dependence on $s$ of $Z_N^f$ (cf. (1.3)) is trivial: $Z_N^f$ for a given value of $s$ coincides with $s^{N+M} Z_N^f$, where $Z_N^M$ is $Z_N^M$ with $s = 1$ and both $E_b$ and $E_l$ are decreased of $2 \log s$. We can therefore set $s = 1$ without true loss of generality. We then remark that we can match $\exp(-\beta E_b) Z_{N+1}^f$ and $Z_{N,M,h}^f$ by an appropriate choice of $h$, $K(\cdot)$ and $K_f(\cdot)$: the fact that we consider the biophysics model with lengths augmented by 1 and renormalized by the factor $\exp(-\beta E_b)$ is just because in parallel with one-dimensional renewal pinning works we have chosen to start the renewal from time (or renewal epoch) zero, but without given an energetic reward to the base pair 0. For matching is then made by observing that:

1. The match for the free end terms $K_f(\cdot)$ and $A(\cdot)$ is easily made.
2. A minimal inter-arrival step, that is $(1, 1)$, in the renewal model corresponds to a base pair and contributes $K(2) \exp(h)$. It would then be matched to $\exp(\beta E_b)$ in the biophysics model.
3. All other inter-arrival steps $(i, i')$, i.e. $i + i' = 3, 4, \ldots$, which give a contribution $K(i + i') \exp(h)$ correspond to loops with $i + i' - 2$ unpaired bases and the contribution in the biophysics model is $\exp(\beta(E_b - E_l)) B(i + i' - 2)$.

Then of course $c = 1 + \alpha$ and $\bar{c} = \bar{\alpha}$ and, at last, the matching between the two models is done thanks to the ample freedom that we have in choosing $K(\cdot)$, except that we have required that $\sum_{m,n} K(n + m) = 1$. This probability constraint in reality just corresponds to a shift in the parameter $h$. So renewal models include the biophysics ones: from a qualitative view point the matching is immediate, form the quantitative one it requires some bookkeeping care. Explicit matchings are presented in Section 5.3.
1.5. The free energy and the localization transition. We start from:

**Proposition 1.1.** Recall (1.12). We have

\[
\lim_{N,M \to \infty} \frac{1}{N} \log Z^c_{N,M,h} = \lim_{N,M \to \infty} \frac{1}{N} \log Z^f_{N,M,h}. \tag{1.13}
\]

In practice, \(Z^c_{N,M,h}\) is a more fundamental quantity for our computations and we will first identify the free energy density by looking at the exponential growth of this quantity and only after, in Section 4, we will match it with the exponential growth rate in the free case.

Note that we are just speaking of exponential growth and not of decrease. In fact \(F_\gamma(h) \geq 0\) simply because \(Z^f_{N,M,h} \geq K_f(0)^2 Z^c_{N,M,h} = Z^c_{N,M,h} \geq \exp(h)K(N + M)\). As a matter of fact, this is a very important issue because it is natural to set

\[h_c := \inf \{ h : F_\gamma(h) > 0 \} = \max \{ h : F_\gamma(h) = 0 \}, \tag{1.14}\]

where the equality on the right comes from the fact that \(F_\gamma(\cdot)\) is locally bounded, convex (hence continuous) and non-decreasing. These facts are evident from the definitions, like the following two preliminary observations:

1. \(Z^c_{N,M,h} \leq 1\) for \(h \leq 0\): hence \(h_c \geq 0\);
2. We will see just below that \(h_c = 0\), but it is worth pointing out that \(h_c < \infty\) by elementary arguments. For example: \(h_c \leq -\log K(2)\) because \(Z^f_{N,M,h} \geq K_f(0)K_f(M - N)Z^c_{N,N,h}\) and \(Z^c_{N,N,h} \geq (\exp(h)K(2))^N\).

From (1.14) we readily see that \(h_c\) is a non analyticity point of \(F_\gamma(\cdot)\) and there is a phase transition of the system. It is easy to realize that this transition is the denaturation (or localization/delocalization) transition: \(\partial h F_\gamma(h)\) – in case to be interpreted as, say, left derivative, but we will soon see that \(\partial h F_\gamma(h)\) exists except, in some cases, at \(h = h_c\) – is the density of base pairs (or contact fraction), which is therefore positive, respectively zero, for \(h > h_c\), respectively \(h < h_c\).

The next result is much more quantitative about this transition: let us remark that, again by an elementary argument, \(F_\gamma(h) \geq F_1(h)\) for every \(\gamma \geq 1\). All asymptotic statements in the next theorem are for \(h \searrow 0\):

**Theorem 1.2.** For every \(\alpha \geq 1\) and \(\gamma \geq 1\) we have \(h_c = 0\) and there exists \(h_{c,\gamma} \in (0, \infty]\) such that \(F_\gamma(\cdot)\) is real analytic in \((\infty,0) \cup (0,h_{c,\gamma})\). If \(h_{c,\gamma} < \infty\) then \(h_{c,\gamma}\) is a non analyticity point. Moreover if \(\sum n^2 K(n) < \infty\), a condition implied by \(\alpha > 2\), we have

\[F_\gamma(h) \sim F_1(h) \sim c h, \tag{1.15}\]

with \(c^{-1} := \frac{1}{2} \sum_{n=2}^{\infty} n(n-1)K(n)\). If instead \(\sum n^2 K(n) = \infty\), implied by \(\alpha \in [1,2]\), there exists \(c_{\alpha,\gamma} \geq 1\) such that

\[F_\gamma(h) \sim c_{\alpha,\gamma} F_1(h) \quad \text{and} \quad F_1(h) \sim L_\alpha(h)^{1/(\alpha-1)} \tag{1.16}\]

where \(L_\alpha(\cdot)\) is slowly varying at 0. In the case \(\alpha = 1\), (1.16) should be interpreted as \(F_\gamma(h) = O(h^{1/\varepsilon})\) for every \(\varepsilon > 0\).
In Section 3.3 $c_{\alpha, \gamma}$ and $L_h(\cdot)$ are determined. The expression of $c_{\alpha, \gamma}$ implicitly contains nontrivial information on the system, see Proposition 3.7.

We will see that it may be that $h_{c, \gamma} = \infty$, for example $h_{c, 1} = \infty$ in full generality, but when $h_{c, \gamma} < \infty$, $h_{c, \gamma}$ may not be the only critical point inside the localized regime (Theorem 1.5). This means that there is more than one localized phase in the system: this is what we treat next, but we need to introduce more concepts and definitions. By doing so we will start outlining the proof of Theorem 1.2.

1.6. Transitions in the localized regime. A crucial elementary observation is that (1.9) can be written as

\[
Z_{N,M,h}^c = \exp \left( (N + M)g \right) \sum_{n=1}^{N \wedge M} \sum_{l \in \mathbb{N}^n} \sum_{t \in \mathbb{N}^m} \prod_{i=1}^{n} K_h(l_i, t_i) \tag{1.17}
\]

\[
= \exp \left( (N + M)g \right) P \left( (N, M) \in \tilde{T}_h \right),
\]

where

- $\tilde{K}_h(n, m) = \exp(h - (n + m)g)K(n + m)$ – note that $\tilde{K}_h(n, m)$ is just function of $n + m$ and $g = g(h)$ is the only solution to

\[
\sum_{n, m} K(n + m) \exp(h - (n + m)g) = 1, \tag{1.18}
\]

when such a solution exists (that is, when $h \geq 0$), and $g = g(0)$ is otherwise. We have therefore defined a function $g : \mathbb{R} \rightarrow [0, \infty)$.

- $\tilde{T}_h$ is the two-dimensional renewal issued from $(0, 0)$ with inter-arrival distribution $\tilde{K}_h$: if $h < 0$ then $\tilde{K}_h : \mathbb{N}^2 \rightarrow [0, 1)$ is a sub-probability that we make a probability by defining $\tilde{K}_h(\infty) := 1 - \sum_{(n,m) \in \mathbb{N}^2} \tilde{K}_h(n, m)$ and, in this case, $\tilde{T}_h$ contains a.s. a finite number of points (and $\{\infty\}$) and we refer to it as a terminating renewal.

$g(h)$ accounts for part of the free energy of the system and some basic features are straightforward:

**Lemma 1.3.** The function $g(\cdot)$ is convex and real analytic except at $h = 0$.

**Proof.** First of all the function is well defined for $h \geq 0$ because the function $g \mapsto \sum_{n, m} K(n + m) \exp(-(n + m)g)$, real analytic on the positive semi-axis, decreases from 1 to 0 as $g$ goes from 0 to $\infty$. In particular, $g(0) = 0$. Analyticity of $g(\cdot)$ on the positive semi-axis follows directly by the Inverse Function Theorem (for analytic functions: see for example [22, Sec. 2.5]). Convexity can be proven directly by differentiating the implicit expression (1.18). A less tedious proof of convexity can be achieved by recognizing that $g(h)$ is a free energy (see (3.1) below). \[\Box\]

In view of (1.17) we see that (limits are with $M \sim \gamma N$)

\[
\lim \frac{1}{N} \log Z_{N,M,h}^c = (1 + \gamma)g(h) + \lim \frac{1}{N} \log P \left( (N, M) \in \tilde{T}_h \right). \tag{1.19}
\]

Let us focus on $h > 0$. The inter-arrivals of $\tilde{T}_h$ are exponentially integrable, in particular they have finite mean:

\[
\mu_h = (\mu_h^{(1)}, \mu_h^{(2)}) := \mathbb{E}(\tilde{T}_h)_1 = \left( \sum_{n,m} n\tilde{K}_h(n, m), \sum_{n,m} m\tilde{K}_h(n, m) \right). \tag{1.20}
\]
Evidently $\mu_h^{(1)} = \mu_h^{(2)}$ and the Law of Large Numbers directly implies that $\tilde{T}_h$ stays close to the diagonal of the first quadrant. But then the event $\{(N, M) \in \tilde{T}_h\}$ is a Large Deviation event for $\gamma \neq 1$ and it contributes to the free energy: the singularities of the free energy for $h > 0$ come from this extra Large Deviation contribution and key word to understand these new transitions is Cramér regime. The point in fact is whether or not the Large Deviation event can be made typical by an exponential change of measure (a tilt): the larger $\gamma$ is the more is possible that a tilt does not suffice and the typical Large Deviation trajectories will not correspond to a tilt of the measure (in this case we say that we are outside of the Cramér regime). On the other hand, the interaction strength directly impacts whether or not the process is in the Cramér regime. The formulas that follow, though probably rather obscure at this stage, precisely characterize the switching between Cramér and non Cramér regimes.

We introduce the convex function $q_h: \mathbb{R}^2 \to (0, \infty]^2$ 

$$q_h(\lambda) = q_h(\lambda_1, \lambda_2) := \sum_{n,m} e^h K(n + m) \exp\left(-(G - \lambda_1)n - (G - \lambda_2)m\right), \quad (1.21)$$

which is bounded in $(-\infty, G]^2$ and it is analytic in the interior of this domain. We set for $h > 0$

$$\overline{\lambda}_1(h) := \sup \{\lambda_1 < 0 : q_h(\lambda_1, G(h)) \leq 1\}, \quad (1.22)$$

and, since $q_h(\lambda_1, G(h))$ increases continuously in $\lambda_1$ from $q_h(-\infty, G(h)) = 0$ to $q_h(0, G(h)) \geq 1$, $\lambda_1(h)$ is negative and it is characterized by $q_h(\overline{\lambda}_1, G(h)) = 1$. Finally, we set, always for $h > 0$

$$\gamma_c(h) := \frac{\sum_{n,m} mK(n + m) \exp\left(-n(G(h) - \overline{\lambda}_1(h))\right)}{\sum_{n,m} nK(n + m) \exp\left(-n(G(h) - \overline{\lambda}_1(h))\right)}, \quad (1.23)$$

and both denominator and numerator are bounded because for $c > 0$ if $\alpha > 1$

$$\sum_{n,m}(n + m)K(n + m)e^{-cn} = \sum_{t=2}^{\infty} tK(t) \sum_{n=1}^{t-1} \exp(-cn) \leq \frac{1}{e^c - 1} \sum_{t=2}^{\infty} tK(t) < \infty. \quad (1.24)$$

If $\alpha = 1$ it is easy to see that the denominator is bounded, but the numerator is $+\infty$ for every $h$, so $\gamma_c(h) = \infty$ in this case. Here are some properties (see Section 3.3 for the proof):

**Lemma 1.4.** Choose $\alpha > 1$. The function $\gamma_c: (0, \infty) \to (1, \infty)$ is real analytic and 

$$\gamma_c(0) := \lim_{h \searrow 0} \gamma_c(h) = \frac{1}{\alpha - 1} \vee 1 \quad \text{and} \quad \gamma_c(\infty) = \frac{\sum_m mK(1 + m)}{\sum_m K(1 + m)}. \quad (1.25)$$

The examples worked out in Section 3.3 show that $\gamma_c(\cdot)$ can have various behaviors: in particular, in general it is not monotonic.

**Theorem 1.5.** Fix $\gamma \geq 1$. $v_\gamma(\cdot)$ is analytic on $\{h : h > 0 \text{ such that } \gamma_c(h) - \gamma \neq 0\}$ and $v_\gamma(\cdot)$ is not analytic for the values $h > 0$ at which $\gamma_c(h) - \gamma$ changes sign. However, $v'_\gamma(\cdot)$ is continuous on the positive semi-axis.

Theorem 1.5 is just a sample of the results we have and that can be gotten on these transitions that are transitions between localized regimes, because, by convexity of the free energy, the expected number of contacts does not decrease in $h$. In particular the tangential case – when $h \mapsto \gamma_c(h) - \gamma$ touches zero without changing sign – is treated in
detail and while we can deal with most of the cases we are unable to produce a concise statement that says which zeros of $\gamma_c(h) - \gamma$ are critical points (some are not!) and, in general, what is the precise order of the transition. This is due to the fact that these transitions, unlike the denaturation transition, do depend on the details of $K(\cdot)$ and, to a certain extent, one needs to do a case by case study. Examples and more considerations on all these issues are developed at the end of the introduction and in Section 3.4.

1.7. Outline of the approach, sharp estimates and limit path properties. As we already mentioned, the cornerstone is (1.17). In fact (1.17) reduces sharp, respectively Laplace, estimates on $Z_{N,M}^c$ already mentioned, the cornerstone is (1.17). In fact (1.17) reduces sharp, respectively Laplace, estimates on $Z_{N,M}^c$ to sharp, respectively Laplace, estimates on the renewal function $P((N,M) \in \tilde{\tau}_h)$. A quick overview of the behavior of $P((N,M) \in \tilde{\tau}_h)$ is

1. If $h < 0$, so $\tilde{\tau}_h$ is terminating, we will show that there exists $C_h > 0$ such that

$$P((N,M) \in \tilde{\tau}_h) \xrightarrow{N,M \to \infty} C_h K_h(N,M).$$

(1.26)

2. For $h > 0$, recall (1.20) and the discussion right after that formula, one can show that

$$\lim_{\varepsilon \searrow 0} \lim_{t \to \infty} \frac{1}{t} \log P \left( \{ vt + \{ x \in \mathbb{R}^2 : |x| \leq \varepsilon N \} \cap \tilde{\tau}_h \neq \emptyset \right) = -D_h(v),$$

(1.27)

where $D_h(\cdot)$ is a non-negative function defined in $\mathbb{R}^2$, but equal to $+\infty$ outside of the first quadrant. We shall see that $D_h(\cdot)$ is linear along rays, that is $D_h(sv) = sD_h(v)$, and $D_h(v) = 0$ if and only if $v \propto \mu_h$ (for us $v \propto (1,1)$). Moreover $D_h(v_1,v_2) = D_h(v_2,v_1)$ so there is no loss of generality in sticking to $D(1,\gamma)$, $\gamma \geq 1$. We will then see that $\gamma \mapsto D(1,\gamma)$ is affine for $\gamma$ larger than a critical value $\gamma_c(h) > 1$ or smaller than another critical value that coincides with $1/\gamma_c(h)$ (this symmetry follows directly by the symmetry $Z_{N,M,h}^c = Z_{M,N,h}^c$). On the other hand $\gamma \mapsto D(1,\gamma)$ is strictly convex in the interval $(1/\gamma_c(h), \gamma_c(h))$ – the Cramér region – and, when $\gamma$ is in this interval, sharp asymptotic estimates can be obtained. Namely, we have that

$$P((N,M) \in \tilde{\tau}_h) \sim \frac{c_v}{\sqrt{t}} \exp \left( -tD_h(v) \right),$$

(1.28)

where $t = \sqrt{N^2 + M^2}$, $v = (N,M)/t$, $c_v$ is a positive constant (which depends of course also on $h$ and $K(\cdot)$) and the asymptotic statement is for $t \to \infty$ and it is uniform provided that the unit vector $v$ is in a compact arc of circle subset of the open arc of the unit circle that goes form $(\gamma_c(h),1)/\sqrt{1 + (\gamma_c(h))^2}$ to $(1,\gamma_c(h))/\sqrt{1 + (\gamma_c(h))^2}$.

We remark that by putting (1.17) and (1.28) together we readily see that we can make a substantial step ahead with respect to (1.29):

$$\lim_{N,M \to \infty} \frac{1}{N} \log Z_{N,M,h} = (1 + \gamma)G - D_h(1,\gamma).$$

(1.29)

From this formula, since $G$ is (implicitly) determined by (1.18) and since $D_h(\cdot)$ has a variational formulation, we will be able to use it to establish Theorem 1.2 and Theorem 1.5.

But with what we just outlined we can go beyond Laplace type estimates: (1.28) and (1.29) yield sharp $N \to \infty$ estimates on $Z_{N,M,h}^c$ for $h < 0$, with $M \sim \gamma N$, any $\gamma > 0$. 

Theorem 1.6. We have the following sharp estimates for $M \sim \gamma N$ and $\alpha > 1$:

1. For $h > 0$ and $\gamma \in (1/\gamma_c(h), \gamma_c(h))$ there exists $c_{\gamma,h} > 0$ such that
   \[ Z_{N,M,h}^{f} \sim N \to \infty \quad \frac{c_{\gamma,h}}{\sqrt{N}} \exp \left( \frac{N F_{f}^{N}(h)}{h} \right) . \]  
   (1.30)

2. For $h < 0$, if $\bar{\sigma} < (1+\alpha)/2$ we have
   \[ Z_{N,M,h}^{f} \sim N \to \infty \quad \frac{K_f(N) K_f(M)}{1 - \exp(h)} . \]  
   (1.31)

Moreover, if $\bar{\sigma} > (1+\alpha)/2$
   \[ Z_{N,M,h}^{f} \sim N \to \infty \quad \frac{\exp(h) \left( \sum_{n \geq 0} K_f(n) \right)^2}{(1 - \exp(h))^2} K(N,M) . \]  
   (1.32)

Sharp estimates on the partition function lead to sharp control on path properties:

Theorem 1.7. Choose $\gamma > 0$ and consider the case $M \sim \gamma N$ and $\alpha > 1$.

1. Let $(\mathcal{F}_1, \mathcal{F}_2) := \max \{ \tau \cap [0,N] \times [0,M] \}$ be the last renewal epoch in $[0,N] \times [0,M]$. For $h < 0$ and $\bar{\sigma} < (1+\alpha)/2$, the law of $(\mathcal{F}_1, \mathcal{F}_2)$ under $P_{N,M,h}^{f}$ – a probability measure on $(\{0\} \cup \mathbb{N})^2$ – converges for $N \to \infty$ to the probability distribution that assigns to $(i,j)$ probability
   \[ (1 - \exp(h))P((i,j) \in \bar{\tau}_h) . \]  
   (1.33)

Set $\mathcal{L}_1 := N - \mathcal{F}_1$ and $\mathcal{L}_2 := M - \mathcal{F}_2$. For $h < 0$ and $\bar{\sigma} > (1+\alpha)/2$, the law of $(\mathcal{L}_1, \mathcal{L}_2)$ under $P_{N,M,h}^{f}$ – a probability measure on $(\{0\} \cup \mathbb{N})^2$ – converges for $N \to \infty$ to the probability distribution that assigns to $(i,j)$ probability
   \[ \left( \sum_{n \geq 0} K_f(n) \right)^2 K_f(i) K_f(j) . \]  
   (1.34)

Moreover, for $h < 0$ and $\bar{\sigma} > (1+\alpha)/2$, we have
   \[ \lim_{L \to \infty} \lim_{N \to \infty} P_{N,M,h}^{f}(\tau \cap [L,N-L] \times [L,M-L] = \emptyset) = 1 . \]  
   (1.35)

2. For $h > 0$ and $\gamma \in (1/\gamma_c(h), \gamma_c(h))$ we have that both $F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)$ and $\partial_{\gamma} F_{\gamma}(h)$ are positive and the law of $(\mathcal{L}_1, \mathcal{L}_2)$ under $P_{N,M,h}^{f}$ – a probability measure on $(\{0\} \cup \mathbb{N})^2$ – converges for $N \to \infty$ to the probability distribution that assigns to $(i,j)$ probability
   \[ \frac{1}{C_{\gamma,h}} K_f(i) \exp \left( -i (F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)) \right) K_f(j) \exp \left( -j \partial_{\gamma} F_{\gamma}(h) \right) . \]  
   (1.36)

with $C_{\gamma,h} > 0$ the normalization constant. Moreover the law of $\tau$ under $P_{N,M,h}^{f}$ – a probability on the subsets of $(\{0\} \cup \mathbb{N})^2$ – converges in the same limit to the law of a positive recurrent two-dimensional renewal with inter-arrival law given by the function from $\mathbb{N}^2$ to $[0,1]$
   \[ (i,j) \mapsto K(i+j) \exp \left( -i (F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)) - j \partial_{\gamma} F_{\gamma}(h) \right) . \]  
   (1.37)
Theorem 1.7 can be summed up as:

1. In the delocalized phase, $h < 0$ (and $\alpha \neq (1 + \alpha)/2$, see below), there is no contact in the bulk of the system and, according to whether the $K_f(\cdot)$ exponent $\alpha$ is larger or smaller than $(1 + \alpha)/2$ the two strands are free except for $O(1)$ contacts all close to the origin, or the two strands get detached after finitely many contacts (all close to the origin) and they meet again at an $O(1)$ distance from $(N, M)$, terminating with two free ends of length $O(1)$. In the case $\alpha = (1 + \alpha)/2$ the slowly varying corrections $L(\cdot)$ and $\overline{L}(\cdot)$ matter and we leave out this rather cumbersome analysis.

2. In the localized phase ($h > 0$) and for $\gamma$ in Cramér region the process converges to a persistent renewal that we determine: this is similar to what happens in the one-dimensional case, but in this new set-up the limit process has the expression (1.37) which is much less straightforward than the corresponding one-dimensional case. A number of other results can be proven, in the spirit of the one-dimensional analogs (see [8] and [15, Ch. 2]), but we have chosen to limit ourselves to Theorem 1.7(2) and we signal that its proof, see §4.3, is more informative than just (1.35).

1.8. Open issues and perspectives. We do not treat a number of natural issues: we list and discuss them here.

The non Cramér regime. For $h > 0$ and $\gamma \notin (1/\gamma_c(h), \gamma_c(h))$ we do not give sharp estimates. To our knowledge sharp estimates on the renewal function in this regime are for the moment not available (the most advanced reference available appears to be [5]). The issue is not a secondary one: it is at the heart of understanding the transitions and the different phases that one observes in the localized regime. And what one expects is rather clear: for $\gamma$ in the Cramér region we have seen that the free ends are microscopic, i.e. $O(1)$, and the limit process is just a recurrent renewal; for $\gamma$ in the interior of the complementary of the Cramér region instead a big loop should appear (showing that it is only one is one of the issues) or the free ends should become macroscopic. The analysis is certainly different for the constrained case, in which the expected big loop can be anywhere along the chain, and for the free case in which this excess of bases may be in the bulk (again, the location would be uniformly distributed over the length of the chain) or in the free ends and, like for the delocalized case, the exponents $\alpha$ and $\alpha$ will certainly play a crucial role. This and very similar issues are widely discussed in the physical literature ([20, 24]) and the analogy with Bose condensation is regularly invoked, but the analysis is far from being rigorous.

Counting the transitions in the localized regime. We present examples with zero, one or two transitions. Can there be more than two? Are they always finitely many?

Sharp estimates at criticality. If $\sum n K(n) < \infty$ sharp estimates for $h = 0$ are covered by (1.28). We have not treated this case here because it would be natural to consider the complete spectrum of loop exponents, but we meet again with the limitations of multivariate renewal theory. The gPS model demands control only on the special class of renewals with inter-arrivals $K(n, m) = K(n + m)$ and we hope that a ad hoc treatment will lead to progress. And of course the gPS model is one more motivation for a more systematic study of multivariate renewals.
Disordered interactions. Here the issues are several: we stick to the one of disorder relevance at criticality (see the review of the literature in [17, Ch. 4]), but there are most probably intriguing questions also away from criticality (in analogy with [18]). The effect of a disorder on the critical point is directly related to obtaining sharp estimates on the renewal function of the underlying renewal process, at least if the disorder is introduced via an IID family \{h_{n,m}\}_{(n,m)\in\mathbb{N}^2} of random variables. In fact the tools developed for the basic disordered PS model ([17] and references therein) can be applied, but the problem is that sharp estimates are available only for the very particular case of $\sum_n n^3 K(n) < \infty$. And there is the issue that such an IID disorder is not the most suited for DNA modeling, but if the aim is understanding the effect of noise on critical behaviors this way of introducing the disorder is certainly acceptable (and it is what has been done also in the bio-physical literature, even sticking to the DNA/RNA set-up! See for example [2]).

A more natural disorder is however obtained by assigning to each strand a sequence of, possibly IID, potentials $\{h^{(1)}_j\}_{j\in\mathbb{N}}$ and $\{h^{(2)}_j\}_{j\in\mathbb{N}}$ – one can imagine the case in which the two sequences are independent or the case in which they are (strongly) correlated – and $h_{n,m} = h^{(1)}_n h^{(2)}_m$: note that correlations are introduced with this product choice even if the two sequences are independent. This appears to be a very challenging model (see [1] and references therein for the issues that arise when correlations are introduced in the disorder sequence for the basic PS model).

Related models. The gPS model is intimately related to the more complex RNA models for secondary structure: [11], where the vast literature is cited, is particularly interesting for us because RNA models are linked with the gPS model. Models for circular DNA [29] are also very much related to gPS, as pointed out for example in [13]. In [20] the authors focus on an issue (existence of one macroscopic loop) for circular DNA that is precisely the one that we face outside of the Cramér regime. Finally, the gPS model can be seen as a toy model for interacting self-avoiding walks. In this direction we signal the Zwanzig-Lauritzen model that has been tackled first by generating functions techniques (e.g. [6]) and recently by probabilistic methods in [9, 25].

1.9. Organization of the paper. In Section 2 we present the results on Large and Sharp Deviations for bivariate renewal processes that we use. In Section 3 we introduce the constrained model and study the free energy in the localized and delocalized regime proving theorem 1.2, Lemma 1.4 and Theorem 1.5. At the end of this section, we work out explicitly some examples. Finally in Section 4 we prove Proposition 1.1 and we compute the sharp estimates of the free partition function and the path properties proving Theorem 1.6 and Theorem 1.7. For the Dominated Converge Theorem we use the shortcut (DOM).

2. LARGE DEVIATIONS AND LOCAL LIMIT THEOREMS FOR BIVARIATE RENEWALS

We now give a number of results on the renewal $\tilde{\tau}_h$, $h > 0$, defined at the beginning of Section 1.6. As it will be clear, they follow directly from various results that one can find in [3, 4] where a more general case is treated (starting from the fact that we limit ourselves to the two-dimensional case). So let us start by introducing the exponential moment generating function of $\xi := (\tilde{\tau}_h)_1$ (we recall: $P(\xi = (n,m)) = \tilde{K}_h(n,m)$)

$$M(\lambda) := \mathbb{E}[\exp((\lambda,\xi))] , \quad (2.1)$$
Moreover, Lemma 2.3. and third quadrant. where \( q \) that \((0, 0)\) and \( \lambda_1 \leq G \) and \( \lambda_2 \leq G \). The Large Deviation function \( \Lambda(\cdot) \) corresponding to the random vector \( \xi \) is the Legendre transform of the function \( \log M(\cdot) \)

\[
\Lambda(\theta) = \sup_{\lambda} \{ \langle \lambda, \theta \rangle - \log M(\lambda) \}, \tag{2.2}
\]

where \( \theta \in \mathbb{R}^d \). Since we are after the renewal function of \( \tau_h \) the Large Deviation function of the inter-arrival random vector is just an intermediate step. The asymptotic behavior of the renewal function is directly related to the so-called second deviation function, introduced and investigated in [3]:

\[
D_h(\theta) = D(\theta) = \inf_{s > 0} \frac{\Lambda(s\theta)}{s}, \tag{2.3}
\]

where \( \theta \in \mathbb{R}^d \) and the notation with the subscript \( h \) will be useful further on to remind the dependence on the parameter but at this stage it is rather superfluous.

**Remark 2.1.** From (2.3) one can see that \( D(s\theta) = sD(\theta) \) for every \( s \geq 0 \). In [3] pp. 652-653 a detailed analysis of \( D(\cdot) \) is given, notably the fact that it is convex: for \( p \geq 0, q \geq 0, p + q = 1 \) and \( \theta, \eta \in \mathbb{R}^d \),

\[
D(p\theta + q\eta) \leq pD(\theta) + qD(\eta). \tag{2.4}
\]

We can immediately deduce from these properties that for every \( \theta, \eta \in \mathbb{R}^d \), we have

\[
D(\theta + \eta) \leq D(\theta) + D(\eta). \tag{2.5}
\]

Here is an important step:

**Proposition 2.2.** [3 Theorem 1]. For every \( \theta = (\theta_1, \theta_2) \in \mathbb{R}^2 \)

\[
D(\theta) = \sup_{\lambda \in A} \langle \lambda, \theta \rangle = \sup_{\lambda \in \partial A} \langle \lambda, \theta \rangle, \tag{2.6}
\]

where \( A \) is the closed convex set \( \{ \lambda \in \mathbb{R}^2 : M(\lambda) \leq 1 \} \) and \( \partial A \) is the boundary of \( A \).

It is now practical to focus on the specific case we are considering, notably the fact that \( D(\theta) = \infty \) if \( \theta \) is not in the first quadrant is an intuitive consequence of the fact that our process has increments that have positive components and can be read out of the structure of \( A \). Let us make \( A \) more explicit

\[
A = \{ \lambda \in \mathbb{R}^2 : q_h(\lambda_1, \lambda_2) \leq 1 \}, \tag{2.7}
\]

where \( q_h(\cdot) \) is defined in [1.21] and we recall that \( h > 0 \) and \( G = G(h) > 0 \) is chosen so that \((0, 0) \in \partial A \). Note that \( q_h(\lambda_1, \lambda_2) = q_h(\lambda_2, \lambda_1) \) and that \( q_h(\cdot) \) is convex (this of course implies the convexity of \( A \)) and it is symmetric with respect to the diagonal of the first and third quadrant.

**Lemma 2.3.** We have

\[
A \subset \{ \lambda \in \mathbb{R}^2 : \lambda_1 \leq G \text{ and } \lambda_2 \leq G \} \cap \{ \lambda \in \mathbb{R}^2 : \lambda_2 \leq -\lambda_1 \}. \tag{2.8}
\]

Moreover \( \bar{\lambda}_1 = \sup \{ \lambda_1 < 0 : q_h(\lambda_1, G) = 1 \} < -1 \) and the equation \( q_h(\lambda_1, \lambda_2) = 1 \) is uniquely solvable for \((\lambda_1, \lambda_2) \in [\bar{\lambda}_1, G]^2 \), defining the curve \( W_h \), symmetric with respect to the diagonal of the first and third quadrant. \( W_h \) is the graph of a concave and decreasing
Moreover, \([3, \text{Theorem 2}]\) tells us that if \(s\) is convex at \(E\), the supremum \(\sup_{\theta \in S} \lambda_2(\theta)\) is achieved at the boundary. It is also useful to remark that \(\theta\) is analytic (in two variables this time) in the domain \(D\) and convexity of \(\Lambda\) does not go above the line \(\lambda_2 = -\lambda_1\) and \(2.8\) is established. Now, since \(q_h(\cdot, \cdot)\) is separately non-creasing function (and even increasing where it is bounded), \(\partial A\) contains \(\{\lambda : q_h(\lambda) = 1\}\). So the issue is the solvability of \(q_h(\lambda) = 1\) and it is straightforward to see that \(q_h(\lambda) = 1\) has a (unique, by monotonicity) solution if \(\lambda_1 \in \overline{\lambda_1, G}\) and this way we define a function \(\lambda_2(\cdot) : [\lambda_1, G] \mapsto [\lambda_1, G]\) (note that at this stage it is already clear that \(\lambda_1 < -1\)) which is analytic in the interior of its domain, by the analytic Implicit Function Theorem. It is actually immediate to check that this function is not linear (for example, compute the second derivative at the origin), so \(\lambda_1 < -1\). Finally \(q_h(\lambda_1, G) < 1\) for \(\lambda_1 < \overline{\lambda_1}\) and, by symmetry, \(q_h(G, \lambda_2) < 1\) for \(\lambda_2 < \overline{\lambda_1}\). The proof is therefore complete. 

\[\text{Remark 2.4. Lemma 2.3 is given for fixed } h > 0, \text{ but } \overline{\lambda_1} \text{ depends also on } h \text{ and when we need to make this dependence explicit we write } \overline{\lambda_1}(h). \text{ The same is true for the function } \overline{\lambda_2}(\cdot) \text{ and we write } \overline{\lambda_2, h}(\cdot). \text{ Note that the analyticity of } \overline{\lambda_1}(\cdot) \text{ on the positive semiaxis is a direct consequence of the Analytic Implicit Function Theorem [22, Sec. 2.3], and it is just a matter of analyticity in one variable). If instead we consider the function } (\lambda_1, h) \mapsto \overline{\lambda_2, h}(\lambda_1) \text{ with } \overline{\lambda_2, h}(\lambda_1) \text{ which is obtained by solving for } \lambda_2 \text{ the equation } q_h(\lambda_1, \lambda_2) = 1 \text{ and we have seen that this requires } \lambda_1 \in [\overline{\lambda_1}(h), G(h)]. \text{ Therefore, by the Analytic Implicit Function Theorem [22, Sec. 2.3], the function } (\lambda_1, h) \mapsto \overline{\lambda_2, h}(\lambda_1) \text{ is analytic (in two variables this time) in the domain } h > 0 \text{ and } \lambda_1 \in (\overline{\lambda_1}(h), G(h)).\]

From Proposition 2.2 and Lemma 2.3 we can derive a number of consequences, like for example the fact that \(D(\theta) < \infty\) for every \(\theta\) in the first quadrant (that here includes the two axes) and that, when \(D(\theta) < \infty\), that is in the first quadrant, there are only two possibilities: either the supremum in the rightmost term in \(2.6\) is reached in the interior of \(W_h\) or at the boundary, that is in \(\{(\overline{\lambda_1}, G), (G, \overline{\lambda_1})\}\). We observe by direct inspection that if \(\theta_2 > \theta_1\) then if the supremum is not achieved in the interior, then it is achieved at \((\overline{\lambda_1}, G)\). Moreover if \(\theta_1 = \theta_2 > 0\) the supremum is always achieved in the interior and, more precisely, at \((0, 0)\) and therefore \(D(\theta_1, \theta_1) = 0\). This induces a partition of the first quadrant: \(\theta \in E_h\) if the supremum is achieved in the interior and \(\theta \in E_h^C\) if it is achieved at the boundary. It is also useful to remark that \(E_h\) is an open sector \([3, \text{p. 653}], or it can be seen directly in our specific set-up): in our case it is also symmetric with respect to the diagonal of the first quadrant, that is there exists \(\varphi \in (0, \pi/4)\) such that \(E_h = \{\theta \in [0, \infty)^2 : \theta_2/\theta_1 \in (\tan(-\varphi + \pi/4), \tan(\varphi + \pi/4))\}\).

\[\text{Remark 2.5. Moreover, [3, Theorem 2] tells us that if } \theta \in E_h \text{ then the infimum in } 2.8 \text{ is attained at a unique point } s(\theta), \text{ so } D(\theta) = \Lambda(\theta s(\theta))/s(\theta), \text{ and } \Lambda(\cdot) \text{ is analytic and strictly convex at } s(\theta). \text{ This is what we may call the Cramér region of parameters: such a region}\]
being the set of θ’s for which the large deviations trajectories can be made typical by a suitable change of measure (tilting).

We are now ready to state the result that links $D(\cdot)$ and the renewal function. Once again it is obtained by restricting to our context a result – Theorem 5 – in [3], see however Remark 2.7 below. We employ the notation $\Lambda''(\theta)$ for the Hessian matrix of $\Lambda$.

**Proposition 2.6.** The following representation holds:

$$\mathbf{P} \left( (N, M) \in \tilde{\tau}_h \right) = \frac{1}{t^{1/2}} \left( \sqrt{\frac{\det(\Lambda''(s(v)v))}{2\pi s(v) \langle v, \Lambda''(s(v)v)v \rangle}} + \varepsilon(N, M) \right) \exp \left( -tD(v) \right), \quad (2.10)$$

where $t = \sqrt{N^2 + M^2}$, $v = (v_1, v_2) = (N, M)/t \in E_h \cap \{ \theta : |\theta| = 1 \}$ and for every compact $C \subseteq E_h \cap \{ \theta : |\theta| = 1 \}$

$$\lim_{t \to \infty} \sup_{v \in C} \varepsilon(N, M) = 0. \quad (2.11)$$

Recalling (1.17), we see that Proposition 2.6 implies the sharp estimate

$$Z_{N,M,h}^* = \frac{A(M/N) + \tilde{\varepsilon}(N,M)}{\sqrt{N}} \exp \left( (N + M)G(h) - ND_h(1, M/N) \right), \quad (2.12)$$

where $A(M/N)$ is equal to $(1 + (M/N)^2)^{1/2}$ times the square root term in (2.10) (which depends only on $v$, which in turn is just a function of $M/N$) and $\tilde{\varepsilon}(N,M) = (1 + (M/N)^2)^{1/2}\varepsilon(N,M)$.

**Remark 2.7.** In [3] the factor $s(v)$ that appears just after $2\pi$ in (2.10) has the exponent $d + 3 = 5$. This formula appears also in [4] p. 11, with an additional oversight. The formula we give is in agreement with [10] who covers only the case $v \propto \mu_h$ (cf. (1.20)), but in greater generality than [3, 4]. Formula (2.10) a priori requires some exponential decay of the inter-arrival law to make sure that the Hessian is computed at an analyticity point of $\Lambda(\cdot)$. Actually, the analysis in [10] shows that this is not necessary and (2.10) still holds true for $h = 0$ if $\sum_{n,m \geq 1} (n + m)^2 K(n + m) = \sum_{t \geq 2} (t - 1) K(t) < \infty$. With the help of the notation in [10] we remark that (2.10) can be made slightly more readable if we observe that, as it is well known, the inverse $B(\theta)$ of $\Lambda''(\theta)$ is the covariance matrix of the tilted random vector $X = (X^1, X^2)$ with $\mathbf{P}(X = (n,m)) \propto \tilde{K}_h(n,m) \exp(n\lambda_1(\theta) + m\lambda_2(\theta))/C_\theta$ with $C_\theta = \sum_{n,m} K_h(n,m) \exp(n\lambda_1(\theta) + m\lambda_2(\theta))$ and $\lambda(\theta)$ is the optimal point of (2.2). Therefore with $v = \theta/|\theta|$

$$\det(\Lambda''(\theta)) = \frac{1}{\det(B(\theta))} \frac{\langle v, \Lambda''(\theta)v \rangle^{-1}}{\langle v, (B(\theta))^{-1}v \rangle}$$

$$= \left\langle v, \left( \begin{array}{cc} \mathbf{E}[X^2] - \mathbf{E}[X^1]^2 & -\mathbf{E}[X^1 X^2] + \mathbf{E}[X^1] \mathbf{E}[X^2] \\ -\mathbf{E}[X^1 X^2] + \mathbf{E}[X^1] \mathbf{E}[X^2] & \mathbf{E}[X^2] - \mathbf{E}[X^1]^2 \end{array} \right) \right\rangle^{-1}. \quad (2.13)$$

A Local Limit Theorem, analog to Proposition 2.6 for $v \in E_h^C$ is available at the moment (see [3] Theorem 2.1) only if the entries of $\Lambda''(\cdot)$ are all finite, and this is not always the case in our set-up, notably it is not the case if the exponent $\alpha$ entering the definition of $K(\cdot)$ is smaller than three. Nevertheless, the following weaker result will suffice for our purposes:
Proposition 2.8. For every $\theta$

$$\limsup_{t \to \infty} \frac{1}{t} \log P \left( [t\theta] \in \overline{\tau}_h \right) \leq -D(\theta), \tag{2.14}$$

and if $\theta \in E_h^C$, with $\theta_1 > 0$ and $\theta_2 > 0$, then

$$\lim_{t \to \infty} \frac{1}{t} \log P \left( [t\theta] \in \overline{\tau}_h \right) = -D(\theta). \tag{2.15}$$

Of course (2.15) holds also for $\theta \in E_h$ as a immediate consequence of Proposition 2.6.

Proof. The upper bound is a direct consequence of the Large Deviations Principle $[3$, Theorem 4$]$:}

$$\lim_{\varepsilon \searrow 0} \lim_{t \to \infty} \frac{1}{t} \log P \left( \{ t \in \mathbb{R}^2 : |v - \theta| \leq \varepsilon \} \cap \overline{\tau}_h \neq \emptyset \right) = -D(\theta). \tag{2.16}$$

For the lower bound we assume without loss of generality that $\theta_2 > \theta_1$ and we observe that if $\theta \in E_h^C$ – a closed set (recall Remark 2.5 and the explanation that precedes it) – then either $\theta$ is in the boundary or in the interior of $E_h^C$. If it is in the interior then there exists $\theta_2^* < \theta_2$ with $(\theta_1, \theta_2^*)$ in the boundary of $E_h^C$, so that for every $\varepsilon > 0$ small we have $(\theta_1, \theta_2^* - \varepsilon) \in E_h$. If $\theta$ is in the boundary of $E_h^C$ we directly set $\theta_2^* < \theta_2$. By Proposition 2.6

$$\lim_{t \to \infty} \frac{1}{t} \log P \left( (t[\theta_1] - 1, [t(\theta_2^* - \varepsilon)]) \in \overline{\tau}_h \right) = -D_h((\theta_1, \theta_2^* - \varepsilon)). \tag{2.17}$$

But

$$P \left( [t\theta] \in \overline{\tau}_h \right) \geq P \left( (t[\theta_1] - 1, [t(\theta_2^* - \varepsilon)]) \in \overline{\tau}_h \right) K_h(1, [t\theta_2] - [t(\theta_2^* - \varepsilon)]) \tag{2.18},$$

and therefore we have

$$\liminf_{t \to \infty} \frac{1}{t} \log P \left( [t\theta] \in \overline{\tau}_h \right) \geq -D_h((\theta_1, \theta_2^* - \varepsilon)) - G(h)(\theta_2 - \theta_2^* + \varepsilon), \tag{2.19}$$

and, by continuity of $D_h(\cdot)$, we get to

$$\liminf_{t \to \infty} \frac{1}{t} \log P \left( [t\theta] \in \overline{\tau}_h \right) \geq -D_h((\theta_1, \theta_2^*)) - G(h)(\theta_2 - \theta_2^*). \tag{2.20}$$

Since $(\theta_1, \theta_2^*) \in E_h^C$ we have that

$$D_h((\theta_1, \theta_2^*)) + G(h)(\theta_2 - \theta_2^*) = \lambda \theta_1(1 + \theta^*) + G(h)(\theta_2 - \theta_2^*) = \lambda \theta_1 + G(h)\theta_2 \tag{2.21},$$

and since $\theta \in E_h^C$ the rightmost term is $D(h)$ and we are done. \hfill \Box

3. The constrained model

3.1. The free energy of the constrained model. Let us start by observing that

$$G(h) = \lim_{N \to \infty} \frac{1}{2N} \log Z(N,h) = \frac{1}{2} F(h). \tag{3.1}$$

This can be seen, for $h \leq 0$, by the elementary argument presented just after (1.14) and, for $h > 0$, by (1.17) and Proposition 2.6 in fact $D(1,1) = 0$.

But in general $M \neq N$ and, without loss of generality we can assume $M \geq N$, hence $\gamma \geq 1$. The first result in this direction, which includes (3.1), is:
Proposition 3.1. For every $\gamma \geq 1$
\[
\tilde{f}_\gamma(h) := \lim_{N,M \to \infty} \frac{1}{N} \log Z_{N,M,h}^c = \begin{cases} 
0 & \text{if } h \leq 0, \\
(1 - \gamma)G(h) - D_h(1,\gamma) & \text{if } h > 0,
\end{cases}
\]
and in fact we have also that for every $L > 1$
\[
\lim \sup_{\varepsilon \searrow 0} \lim_{N \to \infty} \sup_{\gamma \in [1,L]} \sup_{M : (M/N) - \gamma \leq \varepsilon} \left| \frac{1}{N} \log Z_{N,M,h}^c - \tilde{f}_\gamma(h) \right| = 0. 
\] (3.3)
Moreover we have
\[
D_h(1,\gamma) = \max_{\lambda \in B_h} \left( \lambda_1 + \gamma \lambda_2 \right),
\]
with
\[
B_h = \left\{ \lambda : \lambda_1 \leq \lambda_1 \leq 0, 0 \leq \lambda_2 \leq C \sum_{n,m} K_h(n,m) \exp(\lambda_1 n + \lambda_2 m) = 1 \right\}. 
\]
Finally $\tilde{f}_\gamma(h) > 0$ for $h > 0$ and in fact
\[
2G(h) \leq \tilde{f}_\gamma(h) \leq (1 - \gamma)G(h). 
\] (3.6)

Proof. It is slightly more practical to establish first a result which is a priori weaker than (3.2). Consider first the limit for $N \to \infty$ and $M = \lfloor \gamma N \rfloor$ and let us establish the rightmost equality in (3.2) with this notion of limit: call $f_\gamma(h)$ this expression. Again, the case $h \leq 0$ of (3.2) is treated by elementary methods just after the statement of Proposition 3.1. For the case $h > 0$ we observe that by (1.17) it suffices to show that
\[
\lim_{N \to \infty} \frac{1}{N} \log P \left( (N, \lfloor \gamma N \rfloor) \in \tilde{\gamma}_h \right) = -D_h(1,\gamma). 
\] (3.7)
But (3.7) is a direct consequence of Proposition 2.6 and Proposition 2.8, so the weaker version of (3.2) is established. Now we step to (3.3): if we establish (3.3) with $\tilde{f}_\gamma(h)$ replaced by $f_\gamma(h)$, then the original version of (3.2) holds, which implies that $f_\gamma(h) = \tilde{f}_\gamma(h)$ and, in turn, that also the original version of (3.3) holds. It is therefore a matter of comparing (uniformly) the limits along all sequences of $(M,N)$, with $|(M/N) - \gamma| \leq \varepsilon$, with the special case $M = \lfloor \gamma N \rfloor$. But this is obtained for example by exploiting that if $M' > M$ we have that for any $C_1 > 1 + \alpha$ there exists $C_2 > 0$ such that
\[
Z_{N,M,h}^c \leq C_2 M'^{C_1} Z_{N',M',h}^c. 
\] (3.8)
(3.8) can be established by using $K(n)/K(n+m) \leq 1/K(n+m) \leq C_2m^{C_3}$ for $m \geq n$. More precisely we apply this inequality to the term $K(l_n + t_n)$ in (1.9) to stretch the last renewal so that it matches the boundary constraint $(N,M')$, and then we allow $n$ to go up to $N \wedge M'$, which in this case is $N$ anyways, and the new constant on $t$ is $|t| = M'$. Inequality (3.8) can then be used to sandwich the partition functions $Z_{N,M,h}^c$, with $|(M/N) - \gamma| \leq \varepsilon$ and $N$ sufficiently large, between $Z_{N,\lfloor (\gamma - 2\varepsilon)N \rfloor,h}^c/N^{2C_1}$ and $Z_{N,\lfloor (\gamma + 2\varepsilon)N \rfloor,h}^c/N^{2C_1}$. The continuity of $\gamma \mapsto f_\gamma(h)$, and hence the uniform continuity and boundedness on compact sets – in our case $[1,L]$ – completes the argument and the proof of (3.2) and (3.3).

Let us check (3.4): it is of course a matter of replacing $\partial A$ in (2.6), Proposition 2.2 by $B_h$. Much of the work has been done in Lemma 2.3; we are just left with showing that we can restrict the supremum to $B_h$. First of all the symmetry of $\partial A$ tells us that $\gamma \geq 1$ implies that $\sup_{\partial A}(\lambda_1 + \gamma \lambda_2)$ does not change if we restrict $\partial A$ to $\lambda_1 \leq 0$. Moreover, by
Lemma [23] if \( \lambda_1 < \overline{\lambda}_1 \), then \((\lambda_1, G) \in \partial A\), but since \( \lambda_1 + \gamma G < \overline{\lambda}_1 + \gamma G \) for \( \lambda_1 < \overline{\lambda}_1 \) we can actually neglect these points in taking the supremum.

We are left with the positivity of \( \tilde{F}_\gamma(h) \) for \( h > 0 \). This follows directly by observing that
\[
Z_{N,M,h}^c \geq Z_{N-1,N-1,h}^c \exp(h)K(M - N + 2),
\]
which implies more than the positivity, that is \( \tilde{F}_\gamma(h) \geq 2G(h) \). Finally, by exploiting also that \( D_h(\cdot) \geq 0 \) (for \( h > 0 \)) and that in any case \( \tilde{F}_\gamma(h) = 0 \) for \( h \leq 0 \), we see that (3.6) holds and the proof of Proposition 3.1 is therefore complete.

We can go beyond Proposition 3.1 by exploiting the variational problem (3.4)-(3.5). Note that since \( \tilde{F}_1(h) = 2G(h) \) we know that \( F_1(\cdot) \) is analytic except at the origin, but for \( \gamma > 0 \) the situation is more involved.

**Proposition 3.2.** The function \( \gamma_c : (0, \infty) \to (1, \infty) \), defined in (1.23), is real analytic. Moreover \( \tilde{F}_\gamma(\cdot) \) is analytic on the positive semi-axis out of the set \( \{ h : \gamma_c(h) - \gamma = 0 \} \), but \( \tilde{F}_\gamma(\cdot) \) is not analytic at the values \( h \) at which \( \gamma_c(h) - \gamma \) changes sign.

**Remark 3.3.** Of course the regularity issue is not completely resolved by Proposition 3.2, both because it does not make clear whether or not every all the points in the discrete set \( \{ h : \gamma_c(h) - \gamma = 0 \} \) are non-analyticity points and because it does not specify the type of singularities.

Proof. Recall the function \( q_h(\cdot) \) and \( \overline{\lambda}_1 \) from (1.21) and (1.22). Recall also the definition of \( \overline{\lambda}_1 \mapsto \tilde{\lambda}_2(\overline{\lambda}_1) \) in Lemma 2.3, \( \tilde{\lambda}_2(\overline{\lambda}_1) \) the only solution \( \lambda_2 \) to \( q_h(\lambda_1, \lambda_2) = 1 \), for \( \lambda_1 \in [\overline{\lambda}_1, G] \) (see Figure 3). Recall also that \( \tilde{\lambda}_2(\cdot) \) is concave – i.e. convex down – and analytic in \( (\overline{\lambda}_1, 0) \). We have that \( \tilde{\lambda}_2(\lambda_1) \) equals \(-\partial_{\lambda_1} q_h(\lambda_1, \lambda_2) / \partial_{\lambda_2} q_h(\lambda_1, \lambda_2)\) evaluated at \( \lambda_2 = \tilde{\lambda}_2(\lambda_1) \). Therefore

\[
\lim_{\lambda_1 \searrow \overline{\lambda}_1} \tilde{\lambda}_2^+ (\lambda_1) = \tilde{\lambda}_2^+ (\overline{\lambda}_1) = -\frac{\sum_{n,m} nK(n + m) \exp \left( h - n \left( G(h) + |\overline{\lambda}_1| \right) \right)}{\sum_{n,m} mK(n + m) \exp \left( h - n \left( G(h) + |\overline{\lambda}_1| \right) \right)} \in (-1, 0).
\]

(3.10)
The denominator is bounded because of (1.24) and the fact that the ratio is bounded below by $-1$ is just a consequence of concavity and the fact that $\tilde{\lambda}_2'(0) = -1$. Moreover $\tilde{\lambda}_2'(\tilde{\lambda}_1^+)$ is a function of $h$: with the notations in Remark 2.4 we write rather $\tilde{\lambda}_2'(\tilde{\lambda}_1^+)$ and a look at the right-hand side of (3.10), recalling that $\tilde{\lambda}_1(\cdot)$ is analytic (cf. Remark 2.4), suffices to see that $h \mapsto \tilde{\lambda}_2'(\tilde{\lambda}_1^+)$ is analytic. Since $\gamma_c(h) = -1/\tilde{\lambda}_2'(\tilde{\lambda}_1^+)$, the properties of $\gamma_c(\cdot)$ claimed in the statement are proven.

We are now at the heart of the argument: since the function to be maximized, $\lambda_1 + \gamma \lambda_2$ is constant on lines with slope $-1/\gamma$, the maximum is achieved

1. at a value $\lambda_1 \in (\tilde{\lambda}_1, 0)$ if $1/\gamma > -\tilde{\lambda}_2'(\tilde{\lambda}_1^+)$: the value of $\lambda_1$ is of course found by solving $\tilde{\lambda}_2'(\lambda_1) = -1/\gamma$: this is what we call the Cramér regime (we have a tilted measure that makes typical the Large Deviation event that the renewal follows the slope $\gamma$);

2. at $\lambda_1 = \tilde{\lambda}_1$ if $1/\gamma \leq -\tilde{\lambda}_2'(\tilde{\lambda}_1^+)$: we are outside of the Cramér regime.

The situation is therefore that varying $h$ one may switch in and out of the Cramér regime. Out of the Cramér regime the free energy is actually equal to $c(h) - \tilde{\lambda}_1(h)$, and the function $h \mapsto c(h) - \tilde{\lambda}_1(h)$ is analytic for every $h > 0$ (but it is not necessarily equal to the free energy $F_\gamma(h)$!). In the Cramér regime the free energy is strictly smaller than $G(h) - \tilde{\lambda}_1(h)$, just because the maximum of $\lambda_1 + \gamma \lambda_2$ is achieved on the boundary and $D_h(1, \gamma)$ contributes to the free energy with a negative sign, cf. (1.23). This explains why the changes of sign of $h \mapsto 1/\gamma + \tilde{\lambda}_2'(\tilde{\lambda}_1^+)$ are non-analyticity points. $\square$

3.2. Analysis of the free energy singularities in the localized regime. We now go deeper into the analysis of the singularities for the non-analyticity points we have found, that is the values of $h > 0$ for which $\gamma_c(h) - \gamma$ (cf. (1.23)) changes sign. At the same time we tackle also the case in which $\gamma_c(h) - \gamma$ hits zero without crossing it.

For this and referring to the list of two items of the previous proof we introduce some notations.

1. In the Cramér regime we introduce the notation $(\hat{\lambda}_1(h, \gamma), \hat{\lambda}_2(h, \gamma)) \in B_h$ for the optimal point (for the sake of brevity, we omit the dependence on $\gamma$). It is of course found by solving $\tilde{\lambda}_2'(\lambda_1) = -1/\gamma$ that yields $\hat{\lambda}_1(h)$ and $\hat{\lambda}_2(h) = \tilde{\lambda}_2'(\hat{\lambda}_1(h))$. Note that the values of $h$ corresponding to the Cramér regime is an union of open disjoint intervals: we call these intervals $I_1, I_2, \ldots$. The analyticity of $\hat{\lambda}_1(\cdot)$ and $\hat{\lambda}_2(\cdot)$ in the intervals $I_j$ follows by Remark 2.4 and by repeating the arguments in the same remark. We also introduce

\[ \hat{c}_\gamma(h) := \left(G(h) - \tilde{\lambda}_1(h)\right) + \gamma \left(G(h) - \hat{\lambda}_2(h)\right), \tag{3.11} \]

for $h \in \cup_j I_j$ and of course $\bar{F}_\gamma(h) = \hat{c}_\gamma(h)$ on this set. Note that $\cup_j I_j$ can be alternatively characterized as $\{h : \gamma_c(h) - \gamma > 0\}$.

2. Out of the Cramér regime, that is for $h \in I_b := (0, \infty) \setminus \cup_j I_j$, we introduce instead

\[ c(h) := G(h) - \tilde{\lambda}_1(h), \tag{3.12} \]

and $\bar{F}_\gamma(h) = c(h)$ if and only if $h \in I_b$. Note that $I_b$ can be alternatively characterized as $\{h : \gamma_c(h) - \gamma \leq 0\}$. Note also that (cf.: the end of the proof of Prop. 3.2) $c(h) > \hat{c}_\gamma(h)$ in the interior on the intervals on which $\hat{c}_\gamma(\cdot)$ is defined.
Observe moreover that $\partial \cup_j \mathcal{I}_j = \partial \mathcal{I}_b$, here $\partial A$ denotes here the boundary of $A$ seen as subset of $(0, \infty)$, and if $h \in \partial \mathcal{I}_b$, we have $\partial \gamma(h) = c(h)$ and $\gamma_c(h) = \gamma$. By differentiating \eqref{1.23} we obtain that if $\gamma_c(h) = \gamma$
\[
\gamma_c'(h) = - \frac{\partial (c(h))}{\partial h} \sum_{n,m} nK(n + m) \exp(-c(h)n) \sum_{n,m} n(m - \gamma n)K(n + m) \exp(-nc(h)) , \quad (3.13)
\]

hence (with the the convention $\text{sign}(0) = 0$)
\[
\text{sign} \left( \gamma_c'(h) \right) = - \text{sign} \left( \sum_{n,m} n(m - \gamma n)K(n + m) \exp(-nc(h)) \right) , \quad (3.14)
\]

which is saying in particular that the sum in the right-hand side is zero if and only if $\gamma_c'(h)$ is zero.

In preparation of the next result, that investigates the regularity of the critical points in the positive semi-axis, it is useful to go through what may happen in the tangential cases, namely when $\gamma_c(h_0) = \gamma$ and $\gamma_c'(h_0) = 0$, for $h_0 > 0$. There are three different scenarios

1. $\gamma_c(h_0 + \epsilon) - \gamma < 0$ for every $\epsilon > 0$ small, that is $h_0$ is a maximum, and in this case at $h_0$ there is no phase transition simply because $\partial \gamma(h) = c(h)$ in a neighborhood of $h_0$, and $c(\cdot)$ is analytic in the positive semi-axis;

2. $\gamma_c(h_0 + \epsilon) - \gamma > 0$ for every $\epsilon > 0$ small, that is $h_0$ is a minimum, and, as we will see in the next statement, $\partial \gamma(\cdot)$ is at least $C^2$ at $h_0$, but we are not sure in general that $h_0$ is a critical point (see Remark 3.5), even if it looks very plausible that $h_0 \in \partial \mathcal{I}_b$ is a critical point of the free energy when $h_0$ is a minimum of $\gamma_c(\cdot)$;

3. $\gamma_c(\cdot)$ changes sign at $h_0$, that is $h_0$ is a saddle: in this case, as we have seen in Proposition 3.2, there is a transition at $h_0$ and, as we will point out in Remark 3.5, this transition is smoother than in the case in which the derivative of $\gamma_c(\cdot)$ is not zero.

**Proposition 3.4.** Consider $h_0 \in \partial \mathcal{I}_b$, that is $h_0 > 0$ such that $\gamma_c(h_0) = \gamma$. The function $\partial \gamma(\cdot)$ is continuous at $h_0$, so a transition at $h > 0$ is not of first order. If $\sum_m m^2 K(m) < \infty$, $\partial \gamma(\cdot)$ has a jump discontinuity (second order transition) at $h_0$ if and only if $\gamma_c'(h_0) \neq 0$. If $\sum_m m^2 K(m) = \infty$, $\partial \gamma(\cdot)$ is continuous at $h_0$ (so the transition is of third order or more).

Note that this statement says in particular that $\partial \gamma(\cdot)$ is continuous in full generality if $\gamma_c'(h_0) = 0$.

**Proof.** Let us first prove that $\partial \gamma(\cdot)$ is continuous at $h_0$. For $c(h)$, recall from Lemma 2.3 that $q_h(\bar{\lambda}_1(h), G(h)) = 1$ (see \eqref{1.21} for the definition of $q_h(\cdot)$), therefore
\[
\frac{\partial}{\partial h} q_h(\bar{\lambda}_1(h), G(h)) = 0 , \quad (3.15)
\]

which directly implies that
\[
c'(h) \sum_{n,m} nK(n + m) \exp(-nc(h)) = \exp(-h) . \quad (3.16)
\]

For $\partial \gamma(\cdot)$, first replace $G(h) - \bar{\lambda}_1(h)$ by $\partial \gamma(h) - \gamma \left( G(h) - \bar{\lambda}_2(h) \right)$ (from \eqref{3.11}) in $q_h(\cdot)$ to obtain $q_h(\bar{\lambda}_1(h), \bar{\lambda}_2(h)) = \sum_{n,m} K(n + m) \exp \left( h - \partial \gamma(h)n - \left( G(h) - \bar{\lambda}_2(h) \right) (m - \gamma n) \right)$.
Recall that $\tilde{\lambda}_2^\prime(\tilde{\lambda}_1(h)) = -1/\gamma$, which can be rewritten as
\[
\sum_{n,m} (m - \gamma n)K(n + m) \exp \left( h - \tilde{c}_\gamma(h)n - \left( G(h) - \tilde{\lambda}_2(h) \right) (m - \gamma n) \right) = 0, \tag{3.17}
\]
for every $h > 0$. Keeping in mind this equality in evaluating $\frac{\partial}{\partial h}q_h(\tilde{\lambda}_1(h), \tilde{\lambda}_2(h)) = 0$, we obtain
\[
c_\gamma^\prime(h) \sum_{n,m} nK(n + m) \exp \left( -\tilde{c}_\gamma(h)n - \left( G(h) - \tilde{\lambda}_2(h) \right) (m - \gamma n) \right) = \exp(-h). \tag{3.18}
\]
Since we have that $(\tilde{\lambda}_1(h_0), \tilde{\lambda}_2(h_0)) = (\lambda_1(h_0), G(h_0))$ and $c(h_0) = \hat{c}_\gamma(h_0)$ (from the definition of $h_{c,\gamma}$), by evaluating (3.16) and (3.18) at $h_0$ we get
\[
\tilde{F}_{\gamma}^\prime(h_0) = c'(h_0) = \hat{c}_\gamma(h_0) = \left( \sum_{n,m} nK(n + m) \exp (h_0 - nc(h_0)) \right)^{-1}, \tag{3.19}
\]
and the continuity of $\tilde{F}_{\gamma}^\prime(h)$ at $h_0$ is proven.

Now by differentiating once again (3.16) we have
\[
c''(h) = -\exp(-h) + \frac{(c'(h))^2 \sum_{n,m} n^2K(n + m) \exp (-nc(h))}{\sum_{n,m} nK(n + m) \exp (-nc(h))}, \tag{3.20}
\]
and by differentiating (3.18)
\[
c''(h) = -\frac{e^{-h} + (\hat{c}_\gamma(h))^2 \sum_{n,m} n^2K(n + m) e^{-\hat{c}_\gamma(h)n - (\gamma(h) - \lambda_2(h))(m - \gamma n)}}{\sum_{n,m} nK(n + m) e^{-\hat{c}_\gamma(h)n - (\gamma(h) - \lambda_2(h))(m - \gamma n)}} \cdot \frac{(c'(h) - \hat{\lambda}_2^\prime(h)) \sum_{n,m} n(m - \gamma n)K(n + m) e^{-\hat{c}_\gamma(h)n - (\gamma(h) - \lambda_2(h))(m - \gamma n)}}{\sum_{n,m} nK(n + m) e^{-\hat{c}_\gamma(h)n - (\gamma(h) - \lambda_2(h))(m - \gamma n)}}). \tag{3.21}
\]
We now observe that $c'(h_0)$ coincides with the first term in the right-hand side of (3.21) evaluated at $h = h_0$. Therefore $\tilde{F}_{\gamma}^\prime(\cdot)$ is continuous at $h_0$ if and only if the second term in the right-hand side of (3.21) vanishes at $h = h_0$. To clarify this issue we rewrite $G^\prime(\cdot) - \lambda_2^\prime(\cdot)$ by exploiting the fact that by differentiating (3.17) with respect to $h$ we get
\[
c'(h) - \lambda_2^\prime(h) =
\sum_{n,m} n(m - \gamma n)K(n + m) \exp \left( -\tilde{c}_\gamma(h)n - \left( G(h) - \lambda_2(h) \right) (m - \gamma n) \right). \tag{3.22}
\]
Therefore going back to (3.19), (3.20) and (3.21), we see that if $\sum_{m} m^2K(m) < \infty$ then
\[
c''(h_0) - c''(h_0) = -\left( \tilde{F}_{\gamma}(h_0) \right) \frac{\left( \sum_{n,m} n(m - \gamma n)K(n + m) \exp (h_0 - nc(h_0)) \right)^2}{\sum_{n,m} n(m - \gamma n)K(n + m) \exp (h_0 - nc(h_0))}, \tag{3.23}
\]
and if $\sum_{m} m^2K(m) = \infty$ then $c''(h_0) - c''(h_0) = 0$. So, if $\sum_{m} m^2K(m) = \infty$ then $\tilde{F}_{\gamma}''(\cdot)$ is continuous at $h_0$. If $\sum_{m} m^2K(m) < \infty$ then (3.23) generically tells us that $\tilde{F}_{\gamma}''(\cdot)$ has a jump discontinuity at $h_0$, but the jump is zero if $\sum_{n,m} n(m - \gamma n)K(n + m) e^{h_0 - nc(h_0)} = 0$.
and, by (3.14), this is equivalent to \( \gamma'_c(h_0) = 0 \). The proof of Proposition 3.4 is therefore complete. \( \square \)

**Remark 3.5.** A sharper analysis of the singularity at \( h_0 \in I_b \) is possible and one sees that the closer \( \alpha \) is to one the more the transition is regular. The general analysis however is cumbersome due also to the fact that the transition can gain regularity from cancellations that may appear and that depend on fine details: we have already found an instance of this when in the proof of Proposition 3.4 we have seen that if \( \sum m^2 K(m) < \infty \) the second derivative of the free energy has a jump at \( h_0 \) unless \( \gamma'_c(h_0) = 0 \). These cancellations are at the origin of the difficulties in resolving the issue in item (2) of the same list.

3.3. Free energy analysis of the delocalization transition. We complete now the proof of Theorem 1.2 by studying the asymptotic behavior near \( h_c \) of \( \tilde{f}_\gamma(h) \): we will show in Section 4 that \( \tilde{f}_\gamma(h) = f_\gamma(h) \).

We start by observing that, by Proposition 3.1, (3.2) reduces to study the critical behavior of \( g(h) \) and \( D_h(1, \gamma) \). In the case \( \gamma = 1 \), since \( D_h(1, 1) = 0 \), \( f(h) = 2g(h) \) and, since we have seen that the only singularity of \( g(\cdot) \) is at the origin, Theorem 1.2 reduces in this case to:

**Lemma 3.6.** For \( \alpha > 1 \) we have

\[
G(h) \begin{cases} 
\frac{1}{2} chh^{\alpha-1} & \text{if } \sum_n n^2 K(n) < \infty, \\
\frac{1}{2} L_\alpha(h)h^{1/2} & \text{if } \sum_n n^2 K(n) = \infty,
\end{cases}
\tag{3.24}
\]

where \( c \) is the same as for (1.15) and \( L_\alpha(\cdot) \) is a slowly varying function. For \( \alpha = 1 \), \( g(h) \) vanishes faster than any power of \( h \).

Implicit expressions for \( L_\alpha(\cdot) \) as well as a \( g(\cdot) \) in terms of the inverse of a suitable slowly varying function in the case \( \alpha = 1 \) can be found in the proof.

**Proof.** Actually since (1.18) can be written as

\[
\sum_{n \geq 2} (n-1)K(n) \exp(h - nG(h)) = 1,
\tag{3.25}
\]

we remark that \( G(h) \) is the free energy of the pinning model based on a one-dimensional renewal process and the proof is therefore just a revisititation of [15, Theorem 2.1]. We give in any case a substantial part of the arguments here.

If \( \sum_n n^2 K(n) < \infty \), by (DOM) we have that \( \sum_{n \geq 2} (n-1)K(n)(1 - \exp(-nG(h))) \sim G(h) \sum_{n \geq 2} n(n-1)K(n) \) as \( h \searrow 0 \). Therefore by (3.25)

\[
G(h) \sum_{n \geq 2} n(n-1)K(n) \sim 1 - \exp(-h) \sim h,
\tag{3.26}
\]

and this of course proves the statement (1.15) for \( \tilde{f}(h) \).

If \( \sum_n n^2 K(n) = \infty \) and \( \alpha \in (1, 2) \), by (3.25) and by Riemann sum approximation, one has

\[
1 - \exp(-h) = \sum_{n \geq 2} (n-1)K(n)(1 - \exp(-nG(h)))
\]

\[
\overset{h \searrow 0}{\sim} \left( G(h) \right)^{\alpha-1} L \left( \frac{1}{G(h)} \right) \int_0^\infty \frac{1 - \exp(-x)}{x^\alpha} \, dx,
\tag{3.27}
\]

where \( c \) is the same as for (1.15) and \( L(\cdot) \) is a slowly varying function.
and therefore
\[ \frac{1}{(\alpha - 1)} \Gamma(2 - \alpha)(\gamma(h))^{\alpha - 1} L(1/\gamma(h)) \overset{h \to 0}{\sim} h, \tag{3.28} \]
and \( \gamma(h) \sim \frac{1}{2} L_\alpha(h) h^{1/(\alpha - 1)} \) where \( L_\alpha(h) = 2((\alpha - 1)/\Gamma(2 - \alpha))^{1/(\alpha - 1)} h^{1/(\alpha - 1)} L_\alpha(h) \) and \( L_\alpha(\cdot) \) is asymptotically equivalent to the inverse of \( x \mapsto x^{(\alpha - 1)} L(1/x) \).

For the case \( \alpha = 2 \) we restart with the right-hand side of the first equality in (3.27), which equals, up to an additive term \( O(g) \) for \( g \searrow 0 \), to
\[ \sum_{n \geq 2} \frac{L(n)}{n^2} \left( 1 - \exp(-ng) \right) = \sum_{n=2}^{\lfloor \varepsilon/g \rfloor} L(n) \frac{1}{n^2} \left( 1 - \exp(-ng) \right) + \sum_{n > \lfloor \varepsilon/g \rfloor} L(n) \frac{1}{n^2} \left( 1 - \exp(-ng) \right), \tag{3.29} \]
with \( \varepsilon > 0 \). By performing a Riemann sum approximation we see that the second term in the right-hand side is \( O(gL(1/g)) \). For the first one instead we use that, by Taylor formula, for every \( \delta > 0 \) there exists \( \varepsilon > 0 \) such that
\[ (1 - \delta) g \sum_{n=2}^{\lfloor \varepsilon/g \rfloor} \frac{L(n)}{n} \leq \sum_{n=2}^{\lfloor \varepsilon/g \rfloor} \frac{L(n)}{n^2} (1 - \exp(-ng)) \leq (1 + \delta) g \sum_{n=2}^{\lfloor \varepsilon/g \rfloor} \frac{L(n)}{n}, \tag{3.30} \]
but the sum on the leftmost and rightmost term is asymptotic to \( \int_1^{1/\varepsilon} (L(t)/t) \, dt =: \tilde{L}(1/g) \), which is slowly varying and \( L(x) = o(\tilde{L}(x)) \) for \( x \to \infty \) [2 Th. 1.5.9a]. At this point we go back to the first equality in (3.27) and we have
\[ \gamma(h) \tilde{L}(1/(\gamma(h))) \overset{h \to 0}{\sim} h. \tag{3.31} \]
Since the right-hand side of the first equality in (3.27) is an increasing function of \( g \), (3.31) can be asymptotically inverted and the case \( \alpha = 2 \) is complete.

For the case \( \alpha = 1 \) the computation is similar. Again we replace the term \((n - 1)\) with \( n \) in the right-hand side of the first equality in (3.27); the error is \( O(g) \). Then we are left with \( \sum_{n \geq 2} (L(n)/n)(1 - \exp(-ng)) \) and we split the sum into \( n \) smaller and larger than \( 1/\varepsilon g \). The first sum can be treated by Riemann approximation yielding a term \( O(L(1/g)) \). The other term instead is asymptotic to \( \tilde{L}(x) := \int_x^{\infty} (L(t)/t) \, dt \), which is slowly varying and \( L(x) = o(\tilde{L}(x)) \) [2 Th. 1.5.9b]. The right-hand side of the first equality in (3.27) is an increasing function of \( g \) that vanishes as \( g \) tends to zero. So \( \tilde{L}(x) \) can be chosen decreasing (to zero) and the slowly varying property implies that \( \tilde{L}(x) \geq x^{-\varepsilon} \) for every \( \varepsilon > 0 \) and every \( x \) sufficiently large. Hence \( \tilde{L}(1/g(h)) \geq g(h)^{\varepsilon} \) for \( h \) sufficiently small, \( \tilde{L}(1/g(h)) \sim h \) readily implies that \( g(h) = O(h^{1/\varepsilon}) \) which is what we wanted to prove. The proof of Lemma 3.4 is therefore complete.

Proof of Lemma 1.4. The analyticity of \( \gamma_\varepsilon(\cdot) \) has been proven in Proposition 3.2 and the second statement of (1.23) is trivial. Let us prove the first statement of (1.25) (keeping in mind that \( \alpha > 1 \)).

If \( \sum_{n \geq 1} n^2 K(n) < \infty \), recall the definition of \( \gamma_\varepsilon(\cdot) \) from (1.23), it is easy to see that
\[ \gamma_\varepsilon(0) = \frac{\sum_{n,m \geq 1} mK(n+m)}{\sum_{n,m \geq 1} nK(n+m)} = 1. \tag{3.32} \]
Now if $\sum_{n \geq 1} n^2 K(n) = \infty$ and $\alpha \in (0, 1)$, set $g(h) - \overline{\lambda}_1(h) = x = o(1)$ (as $h \searrow 0$) and remark that
\begin{equation}
\sum_{n,m} nK(n + m) \exp (-xn) = \sum_{t \geq 2} K(t) \frac{e^x(1 - e^{-xt}) + te^{x(1-t)}(1 - e^x)}{(e^x - 1)^2} . \tag{3.33}
\end{equation}

By Riemann Sum approximation, the right-hand side of (3.33) is equivalent to (as $x \searrow 0$)
\begin{equation}
x^{\alpha - 2} L(1/x) \int_0^\infty \frac{1 - \exp(-y)(1 + y)}{y^{\alpha + 1}} \, dy , \tag{3.34}
\end{equation}
therefore
\begin{equation}
\sum_{n,m} nK(n + m) \exp (-xn) \xsim 0 x^{\alpha - 2} \frac{\Gamma(2 - \alpha)}{\alpha} L(1/x) . \tag{3.35}
\end{equation}

Repeating the same argument leading to (3.35), we see that
\begin{equation}
\sum_{n,m} mK(n + m) \exp (-xn) \xsim 0 x^{\alpha - 2} \Gamma(-\alpha) L(1/x) . \tag{3.36}
\end{equation}

By (1.28), (3.35) and (3.36), we get
\begin{equation}
\gamma_c(h) \xsim 0 \frac{1}{\alpha - 1} . \tag{3.37}
\end{equation}

For the case $\alpha = 2$, it suffices to show that
\begin{equation}
\sum_{n,m} nK(n + m) \exp (-xn) \xsim 0 \sum_{n,m} mK(n + m) \exp(-xn) . \tag{3.38}
\end{equation}

In fact, both terms are asymptotic to $\tilde{L}(x) = \int_1^{1/x} L(t)/t$, slowly varying by [2, 1.5.9b] and diverging at $\infty$ because $\sum_{n,m} nK(n + m) = \infty$. This can be seen by restarting from (3.33): the left-hand side of (3.38) is equal to
\begin{equation}
\frac{e^x}{(e^x - 1)^2} \sum_{t \geq 2} \frac{L(t)}{t^3} ((1 - e^{-xt}) + te^{-xt}(1 - e^x)) = \frac{1 + O(x)}{x^2} \sum_{t \geq 2} \frac{L(t)}{t^3} ((1 - e^{-xt}) - txe^{-xt}) + O(1) . \tag{3.39}
\end{equation}

A Riemann sum approximation shows that if the sum is limited to $n > \varepsilon / x$, for an arbitrary $\varepsilon > 0$, yields an $O(1)$ contribution. For the term that is left we use that, by Taylor formula, for every $\delta > 0$ one finds a $\varepsilon > 0$ such that
\begin{equation}
\frac{1}{x^2} \sum_{t=2}^{\lfloor \varepsilon / x \rfloor} \frac{L(t)}{t^3} ((1 - e^{-xt}) - txe^{-xt}) \leq \frac{1 + \delta}{x^2} \frac{\varepsilon}{x} \sum_{t=2}^{\lfloor \varepsilon / x \rfloor} \frac{L(t)}{t^3} (tx)^2 x^{\varepsilon / x} \sim 0 (1 + \delta) \sum_{t=2}^{\lfloor \varepsilon / x \rfloor} \frac{L(t)}{t} , \tag{3.40}
\end{equation}
and analogous lower bound with $1 - \delta$. Since $\delta > 0$ is arbitrary, the claimed asymptotic behavior for the left-hand side of (3.38) is established. The computation for the right-hand side is very similar and left to the reader. Therefore the proof is complete. \qed

Recall now Proposition 3.1 and in particular the fact that $D_h(1, \gamma)$ is the result of an optimization problem, cf. (3.4), over the set $B_h$ (cf. (3.5)). As widely used and discussed in and right after Proposition 3.2, the maximum can be achieved in the interior of $B_h$ (Cramér regime) or at the boundary (out of Cramér regime).
Proposition 3.7. Choose $\gamma > 1$. If $\sum n^2 K(n) < \infty$ we have that for $h$ small the system is outside of the Cramér regime and

$$\tilde{F}_\gamma(h) \overset{h \downarrow 0}{\sim} \tilde{F}_1(h) = 2G(h). \quad (3.41)$$

If instead $\sum n^2 K(n) = \infty$ for $h$ small the system is in the Cramér regime if $\gamma < 1/(\alpha - 1)$ and there exists $c_{\alpha,\gamma} \in (1, 1/2(\alpha/(\alpha-1) \wedge (1+\gamma)))$ such that

$$\tilde{F}_\gamma(h) \sim c_{\alpha,\gamma} \tilde{F}_1(h). \quad (3.42)$$

If $\gamma > 1/(\alpha - 1)$, the system is outside of this regime and

$$\tilde{F}_\gamma(h) \sim \frac{\alpha^{1/(\alpha - 1)}}{2} \tilde{F}_1(h). \quad (3.43)$$

If $\alpha = 1$ the system is in the Cramér regime for every $\gamma$ and $\tilde{F}_\gamma(h) = O(h^{1/\varepsilon})$ for every $\varepsilon > 0$. The asymptotic behavior of $G(h)$ is given in Lemma 3.6.

Proof. Since $\gamma > 1$ and $D_h(1,\gamma) > 0$. We recall Proposition 3.1 and for $(\lambda_1,\lambda_2) \in B_h$, we make the change of variables $G(h) - \lambda_1 = a_1 G(h)$, so $a_1 \geq 1$, and $G(h) - \lambda_2 = a_2 G(h)$, so $a_2 \in [0,1]$. With these new variables we have

$$D_h(1,\gamma) = G(h) \max_{a \in B_h} (1 - a_1 + \gamma (1 - a_2)) = G(h) \left(1 + \gamma - \min_{a \in B_h} (a_1 + \gamma a_2)\right), \quad (3.44)$$

hence

$$\tilde{F}_\gamma(h) = \min_{a \in B_h} (a_1 + \gamma a_2) G(h), \quad (3.45)$$

with

$$B_h := \left\{a : 1 \leq a_1 \leq \frac{\lambda_1(h)}{G(h)}, 0 \leq a_2 \leq 1, \sum_{n,m} K(n + m) \exp \left(h - (a_1 n + a_2 m)G(h)\right) = 1\right\}. \quad (3.46)$$

We set $\Psi_h(a, G) := \sum_{n,m} K(n + m) \exp \left(-(a_1 n + a_2 m)G(h)\right)$ and for every $a \in B_h$, we have that $\Psi_h(a, G(h)) = \exp(-h)$, which we will use asymptotically as

$$1 - \Psi_h(a, G(h)) \overset{h \downarrow 0}{\sim} h. \quad (3.47)$$

If $\sum n^2 K(n) < \infty$, since $\gamma_c(0) = 1$ (from Lemma 1.4) and $\gamma > 1$, the system is outside of the Cramér regime for $h$ small (recall that the system is in the Cramér regime if and only if $\gamma_c(h) > \gamma$) and in the new variable means that the minimizers satisfies $a_2 = 0$. Set $\overline{a} = (\overline{a}_1,0)$ with $\overline{a}_1 G(h) = G(h) - \lambda_1(h)$. By (DOM) we have

$$1 - \Psi_h(\overline{a}, G(h)) = 1 - \sum_{n,m \geq 1} K(n + m) \exp \left(-\overline{a}_1 n G(h)\right) \overset{h \downarrow 0}{\sim} \frac{1}{2} \overline{a}_1 G(h) \sum_{n \geq 2} n(n - 1)K(n), \quad (3.48)$$

which, together with (3.26) and (3.17), implies $\overline{a}_1 \overset{h \downarrow 0}{\sim} 2$. Therefore, by (3.48), $\tilde{F}_\gamma(h) \sim 2G(h)$.

When $\sum n^2 K(n) = \infty$, we first treat the case $\alpha \in (1,2)$: we have seen in Lemma 1.4 that in this case $\gamma_c(0) = 1/(\alpha - 1)$ which implies that we are in the Cramér regime for $h$
small if $\gamma < 1/(\alpha - 1)$ and outside if $\gamma > 1/(\alpha - 1)$ (and $a_2 = 0$). But let us consider
the two regimes together for now and observe that for $a_1 \in [0, 1]$, $a_2 \geq 1$ and $a_1 \neq a_2$

$$1 - \Psi_h(a, g) = \sum_{t \geq 2} K(t) \left( (t - 1) - \frac{\exp(-ta_1G(h)) - \exp(-ta_2G(h) - (a_1 - a_2)G(h))}{\exp(-(a_1 - a_2)G(h)) - 1} \right), \quad (3.49)$$

and by Riemann sum approximation, the right-hand side is equivalent to (as $h \searrow 0$)

$$g(h)^{\alpha-1} L(1/g(h)) \int_0^\infty x - \frac{(\exp(-a_1x) - \exp(-(a_2x)/(a_2 - a_1))}{x^{\alpha+1}} \, dx. \quad (3.50)$$

The integral can be made explicit:

$$1 - \Psi_h(a, g) \sim b_{\alpha}(a) \Gamma(-\alpha) g(h)^{\alpha-1} L(1/g(h)), \quad (3.51)$$

with

$$b_{\alpha}(a) := \frac{(a_1 - a_2)^{\alpha}}{(a_1 - a_2)^{\alpha}} = \alpha \int_0^1 ((1-t)a_2 + ta_1)^{\alpha-1} \, dt. \quad (3.52)$$

By (3.28) and (3.47) we get that for $a \in \mathcal{B}_h$ and $a_1 \neq a_2$

$$b_{\alpha}(a) \sim \alpha, \quad (3.53)$$

but the rightmost term in (3.52) shows that the singularity in $a_1 = a_2$ is removable and
one directly verifies that (3.51), and therefore (3.53), hold also for $a_1 = a_2 (=1)$.

A number of considerations are in order:

1) By recalling the convexity arguments used in § 3.1 we directly have that the
constraint in $\mathcal{B}_h$ can be rewritten as $a_2 = a_{2,h}(a_1)$, with $a_{2,h}(\cdot)$ a decreasing convex
function (this is the curve appearing in Fig. 3 up to the affine change of variable
we performed). It will be more practical at this stage to write rather $a_1 = \tilde{a}_{1,h}(a_2)$,
and $\tilde{a}_{1,h} : [0, 1] \to [1, \infty)$ is also convex and decreasing with $\tilde{a}_{1,h}(0) = \tilde{X}_1(h)/g(h) \sim \alpha^{1/(\alpha-1)}$ and $\tilde{a}_{1,h}(1) = 1$. The choice in favor of $\tilde{a}_{1,h}(\cdot)$ over $a_{2,h}(\cdot)$ is because we prefer having a $h$ dependence in the image rather than in the domain.

2) Since $1 - \Psi_h(\cdot, g)$ is concave, also $b_{\alpha}(\cdot)$ is (this can also be verified directly)
and the constraint in $\mathcal{B}_h$, namely (3.53), becomes in the limit $b_{\alpha}(a) = \alpha$, with $a_1 \in [1, \alpha^{1/(\alpha-1)}]$ and $a_2 \in [0, 1]$. Such a constraint can be repressed (like in § 3.1) as
$a_1 = \tilde{a}_1(a_2)$, where $\tilde{a}_1 : [0, 1] \to [1, \alpha^{1/(\alpha-1)}]$ is a convex decreasing function. This
function is smooth (in fact, analytic, by the Implicit Function Theorem [22]) in the
interior of the domain and one directly computes $\tilde{a}_1'(0^+) = -1/(\alpha - 1)$ and $\tilde{a}_1'(1^-) = -1$, which actually coincide with the limits as $h \searrow 0$ respectively of $\tilde{a}_{1,h}'(0^+)$ (this is precisely (3.37)) and $\tilde{a}_{1,h}'(1^-) = -1$ (in fact: $\tilde{a}_{1,h}'(1^-) = -1$ for every $h > 0$ by symmetry).

3) But (3.53), that is the convergence of the constraint function for $h \searrow 0$, implies
$$\lim_{h \searrow 0} a_{1,h}(a_2) = a_1(a_2) \text{ for every } a_2 \in [0, 1],$$
as well as the convergence of the derivative for $a_2 \in (0, 1)$, because we are dealing with a sequence of convex functions and because the limit is differentiable. Note that we have already pointed out that
there is convergence of the derivatives also at the endpoints and that, by analyticity, $a_1(\cdot)$ is strictly convex. This allows to conclude that the unique minimizer $\tilde{a}(h)$ for (3.45) converges to the unique minimizer of $\min_{a \in B} a_1 + \gamma a_2$, with

$$B := \left\{ a : 1 \leq a_1 \leq \alpha^{1/(\alpha-1)}, 0 \leq a_2 \leq 1, b_{\alpha}(a) = \alpha \right\}. \quad (3.54)$$
The limit problem, like the approaching ones, can of course be rewritten in a one-dimensional form using $\tilde{a}_1(\cdot)$ and $\tilde{a}_{1,h}(\cdot)$.

At this point we can treat separately the non Cramér case, in which $a_2 = 0$ (this happens when $\gamma > 1/(\alpha - 1)$, but also when $\gamma = 1/(\alpha - 1)$ by a limit procedure), so we have $a_1 = \alpha^{1/(\alpha - 1)}$ and $\tilde{F}_\gamma(h) \sim \alpha^{1/(\alpha - 1)} \tilde{G}(h)$.

If $\gamma < 1/(\alpha - 1)$ instead, $\tilde{F}_\gamma(h) \sim \min_{a \in B}(a_1 + \gamma a_2) \tilde{G}(h)$, so $c_{\alpha,\gamma} = \frac{1}{2} \min_{a \in B}(a_1 + \gamma a_2)$ and (3.42) is proven. Since $a_1(\cdot)$ is strictly convex and decreases from $a_1(0) = \alpha^{1/(\alpha - 1)}$ to $a_1(1) = 1$, one can easily see (just evaluate $a_1 + \gamma a_2$ at $a = (1,1)$ and $a = (\alpha^{1/(\alpha - 1)},0)$) that $c_{\alpha,\gamma} \in (1, \frac{1}{2}(\alpha^{1/(\alpha - 1)} \wedge (1 + \gamma)))$.

**Remark 3.8.** For $\alpha \in (1,2)$ we can use the Lagrange multiplier method to solve the limit optimization problem $\min_{a \in B} a_1 + \gamma a_2$. With $s$ as multiplier we have

$$\begin{align*}
(a_2 - a_1) &= s \alpha (a_1^{\alpha - 1} - 1), \\
\gamma (a_2 - a_1) &= s \alpha (1 - a_2^{\alpha - 1}),
\end{align*}$$

(3.55)

which implies that (divide the two equations in (3.55) and use $b_\alpha(a) = \alpha$)

$$a_2^{\alpha - 1} = 1 - \gamma (a_1^{\alpha - 1} - 1).$$

(3.56)

In particular, and consistently with what precedes, if $\gamma > 1/(a_1^{\alpha - 1} - 1) \geq 1/(\alpha - 1)$ no solution is found and we are out of the Cramér regime $(a_1,a_2) = (\alpha^{1/(\alpha - 1)},0)$. If $\gamma < 1/(\alpha - 1)$ instead a solution is found and in fact we are in the Cramér regime.

For the case $\alpha = 2$, from Lemma 1.3 we have $\gamma_c(0) = 1$, which implies that for every $\gamma > 1$, we are outside of the Cramér regime for $h$ small and $a = \bar{a} = (\bar{a}_1,0)$. Observe that

$$1 - \Psi_h(\bar{a}, G) = \sum_{t \geq 2} \frac{L(t)}{t^3} \left( (t - 1) - \frac{\exp(-a_1 G(h)(t - 1)) - 1}{\exp(-a_1 G(h)) - 1} \right),$$

(3.57)

and follow the same procedure adopted for the case $\alpha = 2$ in Lemma 3.6, split the sum in (3.57) into $t$ larger than $\varepsilon/\bar{a}_1 G$, for an arbitrary $\varepsilon > 0$ (which yields $O(1)$ contribution) and $t$ smaller than $\varepsilon/\bar{a}_1 G$ to obtain

$$1 - \Psi_h(\bar{a}, G) \sim \frac{1}{2} \bar{a}_1 G(h) \tilde{L}(1/(\bar{a}_1 G(h))).$$

(3.58)

We know that the left-hand side is equivalent to $h$ from (3.47), and using the property of slowly varying functions $A.1$ ( $\tilde{L}(1/(a_1 G(h))) \sim \tilde{L}(1/(G(h)))$), then by (3.31) we get $\bar{a}_1 \sim 2$. Therefore by (3.45), we obtain $\tilde{F}_\gamma(h) \sim 2G(h)$.

For the case $\alpha = 1$, we do not strive for the sharp prefactor, since we did not go for the sharp behavior of $G(h)$, cf. Lemma 3.6. We just use (3.45) and observe that $\min_{a \in B} a_1 + \gamma a_2$ is bounded (because the supremum is over a set that is bounded uniformly in $h$, with $h$ in a right neighborhood of zero). Hence in this case $\tilde{F}_\gamma(h) = O(h^{1/\varepsilon})$ for every $\varepsilon > 0$. The proof is therefore complete.

**3.4. The bio-physics model and other examples.** In this section we make $\gamma_c(\cdot)$ explicit for some choices of $K(\cdot)$, starting with [21].
The bio-physics model. We refer to Section 1.2. We have seen that the geometric constant $s$ is irrelevant then we take $s = 1$ and $B(l) = 1/l^c$. Recall that $E_b > 0$ is the binding energy and $E_l > 0$ is the loop initiation cost. Set

$$
K_h(n) := \frac{c_K}{n^c} \exp \left( h(E_b - E_l) I_{n>2} - nc(h) \right),
$$

with $c_K = \sum_{n,m \geq 1} 1/(n + m)^c = \sum_{n \geq 2} (n - 1)/n^c$ is the normalization constant and $c(h)$ is the only solution to $\sum_{n,m} K_h(n + m) = 1$.

In Figure 3.4, a plot of $\gamma_c(\cdot)$ for values of $E_B, E_l, c$ and $\gamma$ chosen in [24], shows that the system exhibits an unique transition at $h_{c,\gamma} \simeq 1.676$ (the vertical dashed line). For $\gamma = 1.15$, observe that the system is in the Cramér regime for $h < h_{c,\gamma}$ and outside of the Cramér regime if $h \geq h_{c,\gamma}$. In [24] the transition at $h_{c,\gamma}$ is described as between a phase with microscopic free strands at the end of the polymer and macroscopic free strands.
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**Figure 4.** A representation of the function $\gamma_c(\cdot)$ for the distribution $K_h(\cdot)$ with $c = 2.15$, $E_b = 6$ and $E_l = 3$. The horizontal dashed line corresponds to the value of $\gamma = 1.15$ and the vertical one to the critical point $h_{c,\gamma} \simeq 1.676$.

A more explicitly solvable class: basic case. We exploit the inter-arrival law used in [16] in the one-dimensional case. Recall that Euler’s Gamma function $\Gamma(z) := \int_0^\infty t^{z-1} \exp(-t) \, dt$ defines an analytic function on $\{ z \in \mathbb{C} : \text{Re}(z) > 0 \}$ and that for $z \in \mathbb{C} \setminus \{0, -1, -2, \ldots\}$, it verifies $\Gamma(z+1) = z\Gamma(z)$ (therefore $\Gamma(n+1) = n!$ for $n \in \mathbb{N}$). Recall also that the Taylor coefficients of the function $(1 - z)^\alpha$ for $|z| < 1$ and $\alpha \in \mathbb{R} \setminus \{0, 1, 2, \ldots\}$, is known exactly

$$
\sum_{n \geq 0} \frac{\Gamma(n - \alpha)}{n!} z^n = \Gamma(-\alpha)(1 - z)^\alpha,
$$

and asymptotically from Stirling’s formula we have $\Gamma(n - \alpha)/n! \overset{n \to \infty}{\sim} 1/n^{1+\alpha}$. Note that the first terms of the series in (3.60) have alternating signs.

First, let us suppose that $\alpha \in (1, 2)$ and set

$$
K_1(n) := \frac{\Gamma(n - \alpha)}{\Gamma(-\alpha)n!}, \text{ for } n \geq 2
$$

and from (3.60) we have that $\sum_{n \geq 2} (n - 1)K_1(n) = 1$ and $\gamma_c(h) = 1/(\alpha - 1)$. This implies that there is no transition in the localized phase and for every $h > 0$, the free energy is either – recall (3.12) – $c(h)$ (if $\gamma \geq \gamma_c(h)$: out of the Cramér regime) or $\hat{c}_\gamma(h)$ (if $\gamma < \gamma_c(h)$, the Cramér regime, recall (3.11)).
A more explicitly solvable class: general case. More general explicit cases can be built by modifying $K_1(\cdot)$ on a finite number of sites. Let us choose now $K_2(2) = K_1(2)$, $K_2(3) = \kappa$ and normalize the rest

$$K_2(n) = c_\kappa K_1(n), \text{ for } n \geq 4$$

(3.62)

with $c_\kappa = (1 - K_1(2) - 2\kappa) / (1 - K_1(2) - 2K_1(3))$ and $\kappa \in [0, 1)$. With this choice of the inter-arrival $K(\cdot)$ there are two transitions in the localized phase if and only if $\gamma > 2$, see Figure 5: the system here is in the Cramér regime only for intermediate values of $h$.

![Cramér regime for $\gamma = 2.2$](image1)

**Figure 5.** On the left the function $\gamma_c(\cdot)$ for the inter-arrival distribution $K_2(\cdot)$, with $\alpha = 1.5$ and $\kappa = 0.01$: for $\gamma = 2.2$. There are two values of $h$ (vertical dashed lines) such that $\gamma_c(h) = \gamma$ and therefore there are two transitions. On the right we plot the difference $\gamma(\cdot) - \tilde{\gamma}(\cdot)$, that is $\gamma(\cdot) - \hat{\gamma}(\cdot)$ (recall 3.11 and 3.12), which makes clear the presence of the two transitions. The resolution of the graph does not allow to appreciate the positivity of such a difference for example at $h = 3$ where it is about $6 \times 10^{-9}$.

We then present an example with $\alpha \in (2, 3)$: Proposition 3.7 shows that in this case for $h$ small the system is outside the Cramér regime. We take $K_3(2) = \varrho$ and $K_3(n) = c_\varrho K_1(n)$ for $n \geq 3$ with $c_\varrho = (1 - \varrho) / \left( \sum_{n \geq 3} (n - 1)K_1(n) \right)$. A look at the Figure 6 shows that, if $\gamma < 2.27\ldots$, the system is outside of the Cramér regime for $h$ is below a critical value $h_{c, \gamma}$. For larger values of $\gamma$ the system is outside of the Cramér regime for every $h > 0$.

![Cramér regime for $\gamma = 2.27$](image2)

**Figure 6.** For the inter-arrival distribution $K_3(\cdot)$, the function $\gamma_c(\cdot)$ (on the left) is strictly increasing (for $\alpha = 2.5, \varrho = 0.02$), this implies that if $\gamma_0 := \lim_{h \to \infty} \gamma_c(h) \leq \gamma$ (dashed line represent the value of $\gamma_0$), there is no transition in the system. On the right, we present the free energy $\tilde{\gamma}(h)$ and $\gamma(h)$ (dashed line, recall 3.11) for $\gamma = 1.5$, the critical point $h_{c, \gamma}$ is represented by the dashed vertical line.
Lemma 4.1. There exists the free model. The full strength of this lemma is used in § used to prove, just below (Proposition 4.2), that this free energy coincides with the one of important lemma on the constrained free energy: a minimal part of its strength will be

\[ D_h(1, \gamma) \]

\[ \tilde{F}_\gamma(h) \]

![Figure 7. We plot the Large Deviations functional $D_h(1, \gamma)$ and the free energy $\tilde{F}_\gamma(h)$, that coincides with $F_h(\gamma)$, as functions of $\gamma$ for a given $h > 0$. Relevant features are the convexity of the first and concavity of the second, which become strict in the Cramer region or interval $(1/\gamma_c(h), \gamma_c(h))$. Both functions are real analytic except at the boundary of the Cramer interval and they are affine functions outside of this interval. This and a number of other properties can be extracted from the variational expression (2.6) for $D_h(1, \gamma)$, the analysis in (3) and formula (3.2) for $F_h(\gamma)$. In particular we have that $\partial_\gamma D_h(1, \gamma)$ is equal to $g(h)$ for $\gamma > \gamma_c(h)$ in (1.23) for an explicit expression for $\gamma_c(h)$ – and to $-g(h)/\gamma_c(h) + D_h(1, \gamma_c(h))$ for $\gamma < 1/\gamma_c(h)$.

Note also that the fact that the lower endpoint of Cramer interval is $1/\gamma_c(h)$ follows from the symmetry $D_h(v_1, v_2) = D_h(v_2, v_1)$ and the scaling behavior $D_h(cv) = cD_h(v)$ for $c > 0$ and $v = (v_1, v_2)$, for every $v_1$ and $v_2$ positive. The free energy becomes constant above $\gamma_c(h)$ and it is equal to $g(h) + \tilde{\chi}(h)$ (recall (1.22)).

4. The free model

In this section we use the notation $\gamma_N := M/N$ and $\gamma_N' := M'/N'$. Recall that we assume $M \geq N$, but $M' \in \{0, \ldots, M\}$ may be smaller than $N' \in \{0, \ldots, N\}$. We use the short-cut of saying that $\gamma$ is in the Cramer region if $(1, \gamma) \in E_h$, i.e. if $(1, \gamma)$ is in the Cramer region. Figure 7 and its caption sum up properties of $D_h(1, \gamma)$ and of $\tilde{F}_\gamma(h)$ that will come handy in the remainder.

4.1. A preliminary result and free energy equivalence. We start with a preliminary important lemma on the constrained free energy: a minimal part of its strength will be used to prove, just below (Proposition 4.2), that this free energy coincides with the one of the free model. The full strength of this lemma is used in § 4.2.

**Lemma 4.1.** There exists $a(h) > 0$ such that for $\gamma_N' \geq \gamma_N$ we have

\[
\tilde{F}_\gamma(h) - \frac{N'}{N} \tilde{F}_\gamma(h) \geq a(h) \left( 1 - \frac{\gamma_N}{\gamma_N'} \right) + \frac{\gamma_N}{\gamma_N'} \tilde{F}_\gamma(h) \left( 1 - \frac{M'}{M} \right) . \quad (4.1)
\]

For $\gamma_N' \leq \gamma_N$ we have

\[
\tilde{F}_\gamma(h) - \frac{N'}{N} \tilde{F}_\gamma(h) \geq \partial_\gamma \tilde{F}_\gamma(h) \big|_{\gamma = \gamma_N}(\gamma_N - \gamma_N') + \tilde{F}_\gamma(h) \left( 1 - \frac{N'}{N} \right) , \quad (4.2)
\]

where $\partial_\gamma \tilde{F}_\gamma(h) \geq 0$ and for every $\varepsilon \in (0, \gamma_c(h))$ we have $\inf_{\gamma \leq \gamma_c(h) - \varepsilon} \partial_\gamma \tilde{F}_\gamma(h) > 0$. 

![Figure 7](image-url)
In particular for every \( \varepsilon \) as above and every \( L > 0 \) there exists \( a_{\varepsilon,L}(h) > 0 \) such that
\[
\bar{F}_{\gamma_N}(h) - \frac{N'}{N} \bar{F}_{\gamma'_N}(h) \geq a_{\varepsilon,L}(h) \left[ |\gamma_N - \gamma'_N| + 1_{\gamma'_N \geq \gamma_N} \gamma_N \left( 1 - \frac{M'}{M} \right) + 1_{\gamma_N < \gamma_N} \left( 1 - \frac{N'}{N} \right) \right],
\]
for \( \gamma_N \leq \gamma_c(h) - \varepsilon \) and \( \gamma'_N \in [1/L, L] \).

**Proof.** \( \gamma'_N \geq \gamma_N \) we write
\[
\bar{F}_{\gamma_N}(h) - \frac{N'}{N} \bar{F}_{\gamma'_N}(h) = \left( \bar{F}_{\gamma_N}(h) - \frac{\gamma_N}{\gamma'_N} \bar{F}_{\gamma'_N}(h) \right) + \frac{\gamma_N}{\gamma'_N} \bar{F}_{\gamma'_N}(h) \left( 1 - \frac{M'}{M} \right),
\]
and it suffices to focus on the first term between parentheses in the right-hand side and by using \( \gamma = \gamma_N \) and \( \gamma' = \gamma'_N \) to keep expressions short, since \( \gamma \mapsto \bar{F}_\gamma(h) \) is concave we have \( \bar{F}_{\gamma'}(h) \leq \bar{F}_\gamma(h) + \partial_\gamma \bar{F}_\gamma(h)(\gamma' - \gamma) \) so
\[
\bar{F}_{\gamma}(h) - \frac{\gamma}{\gamma'} \bar{F}_{\gamma'}(h) \geq \left( 1 - \frac{\gamma}{\gamma'} \right) \left( \bar{F}_{\gamma}(h) - \gamma \partial_\gamma \bar{F}_{\gamma}(h) \right),
\]
and the right-hand side is non-negative because \( \gamma \mapsto \bar{F}_\gamma(h) \) is concave and \( \bar{F}_0(h) = 0 \), so \( \bar{F}_{\gamma}(h) - \gamma \partial_\gamma \bar{F}_{\gamma}(h) \) is non decreasing in \( \gamma \) and it is even increasing if \( \gamma > 1/\gamma_c(h) \). This implies in particular that
\[
a(h) := \inf_{\gamma \geq 1} \left( \bar{F}_{\gamma}(h) - \gamma \partial_\gamma \bar{F}_{\gamma}(h) \right) = \bar{F}_1(h) - \partial_\gamma \bar{F}_{\gamma}(h)|_{\gamma = 1} > 0,
\]
and \((4.1)\) is proven.

Let us turn then to \( \gamma'_N \leq \gamma_N \) and \((4.2)\). This time we write
\[
\bar{F}_{\gamma_N}(h) - \frac{N'}{N} \bar{F}_{\gamma'_N}(h) = \left( \bar{F}_{\gamma_N}(h) - \bar{F}_{\gamma'_N}(h) \right) + \left( 1 - \frac{N'}{N} \right) \bar{F}_{\gamma'_N}(h),
\]
so it suffices to bound from below the first term in parentheses in the right-hand side as claimed in \((4.2)\), but this is a direct consequence of concavity in \( \gamma \) of the free energy.

The validity of \((4.3)\) follows from \((4.1)\) and \((4.2)\) by elementary considerations. \( \square \)

We are now ready to show that free and constrained models have the same free energy:

**Proposition 4.2.** For every \( h \in \mathbb{R} \) we have that the limit that defines \( F_\gamma(h) \), i.e. \((1.12)\), exists and
\[
F_\gamma(h) = \bar{F}_\gamma(h).
\]

**Proof.** Recall that we treat a result for \( N \to \infty \) and \( M \sim \gamma N \). First of all observe that, since \( Z^f_{N,M,h} \geq Z^c_{N,M,h} \) we just need to worry about the upper bound. For the upper bound we use Proposition 3.1 and, more precisely the uniform estimate (3.3). As a matter of fact the supremum with respect to \( \gamma \) in (3.3) can be extended to \( \gamma \in [1/L, L] \): the choice to restrict to \( \gamma \geq 1 \) in that proof was just to conform to the convention chosen from the beginning (but too restrictive for this proof as we will see). But the extension to \( \gamma \in [1/L, L] \) can also be obtained from the result for \( \gamma \in [1, L] \) by exploiting the symmetry of the expressions for the exchange of \( M \) and \( N \). Therefore we have that for every \( \delta > 0 \) and every \( L > 1 \) there exists \( N_0 \) such that
\[
Z^c_{N',M',h} \leq \exp \left( N' \bar{F}_{\gamma'_N}(h) + \delta \right),
\]
where
for every \( N' \) and \( M' \) such that \( N' \geq N_0 \) and \( \gamma'_{N} = M'/N' \in [1/L, L] \). Or, equivalently (possibly changing the value of \( N_0 \)), (4.9) holds for every \( M' \wedge N' \geq N_0 \) and \( \gamma'_{N} \in [1/L, L] \). But then thanks to Lemma 4.1
\[
\tilde{F}_{\gamma N}(h) - \frac{N'}{N} \tilde{F}_{\gamma'_{N}}(h) \geq 0,
\]
so
\[
Z_{N',M',h}^c \leq \exp \left( N \tilde{F}_{\gamma N}(h) + \delta \right), \tag{4.11}
\]
for the same values of \( M' \) and \( N' \). Therefore by using \( K_f(n) \leq n^C \) (for some \( C > 0 \)) we have
\[
Z_{N,M,h}^I \leq N^{2C} \sum_{N',M'} Z_{N',M',h}^c \leq (1 + \gamma)N^{2C+2} \exp \left( N \tilde{F}_{\gamma N}(h) + \delta \right) + \sum_{N',M':N' \wedge M' \geq N_0} Z_{N',M',h}^c. \tag{4.12}
\]
Since the maximum in the second line is just a constant we are left with controlling the last sum. But, again, for every \( L' > 0 \) – we want \( L' < L \) but close to \( L \) so we set \( L' = 2L/3 \) – we have \( Z_{N',[N' \wedge h],h}^c \leq \exp(\tilde{F}_{L'}(h) + \delta) \) for \( N \) sufficiently large and we can use this result to bound the growth of \( Z_{N',M',h}^c \), with \( \gamma'_{N} \geq L \) by the usual comparison argument obtained by modifying the last inter-arrival. The net result is that for every \( L' < L \) (we choose \( L - L' \) small) and every \( \delta > 0 \) we can find \( N_0 \) such that for \( N' \geq N_0 \)
\[
Z_{N',M',h}^c \gamma'_{N} \geq L \leq \exp \left( N' \left( \tilde{F}_{L'}(h) + \delta \right) \right). \tag{4.13}
\]
But \( \gamma'_{N} \geq L \) implies \( N' \leq M/L \leq (3/2)\gamma N/L \) (here \( 3/2 \) can be replaced by any number larger than one), so \( N' \tilde{F}_{L'}(h) \leq (3\gamma/2)N(\tilde{F}_{L'}(h)/L') \). Since \( \tilde{F}_{\gamma}(h) = \tilde{F}_{\gamma_{c}(h)}(h) \) for \( \gamma \geq \gamma_{c}(h) \) we see that for \( 2L/3 \geq \gamma_{c}(h) \)
\[
N' \tilde{F}_{L'}(h) \leq \left( \frac{3}{2} \gamma_{c}(h) \right) \frac{N}{L} \leq \left( \gamma_{c}(h) \right) \frac{N}{L}, \tag{4.14}
\]
and we can take \( L' < L \) and \( N' \leq M/L \leq c\gamma N/L \) with \( c > 1 \). So by choosing \( L \) sufficiently large we can bound the expression in (4.13) by \( \exp(2\delta N) \). Finally, by a symmetry argument, we see that the contribution of the terms with \( \gamma'_{N} \leq 1/L \) in the last term in (4.12) is smaller than the contribution of the terms with \( \gamma'_{N} \geq L \), and we are done. \( \square \)

4.2. Sharp estimates on \( Z_{N,M,h}^I \).

The case \( h > 0 \): Proof of (1) in Theorem 1.6. Recall the definition (4.10) of \( Z_{N,M,h}^I \) and that we work with \( M \sim \gamma N, \gamma \) in the Cramer region. For every \( a \in (0,1) \)
\[
\sum_{i=[aN]}^{N} \sum_{j=0}^{M} K_f(i)K_f(j) Z_{N-i,M-j,h}^c = \sum_{i=[aN]}^{N} \sum_{j=0}^{M} \frac{K_f(i)}{K_f(i-[aN])} \frac{K_f(j)}{K_f(j-[aN])} K_f(i)K_f(j) Z_{N-i,M-j,h}^c, \tag{4.15}
\]
and since $K_f(\cdot)$ is positive and it has an asymptotic power law behavior there exists $C > 0$ such that (for $N$ sufficiently large)

$$
\sum_{i=\lfloor aN \rfloor}^{N} \sum_{j=0}^{M} K_f(i)K_f(j)Z_{N-i,M-j,h}^c \leq NC \sum_{i=0}^{N-\lfloor aN \rfloor} \sum_{j=0}^{M} K_f(i)K_f(j)Z_{N-aN-i,M-j,h}^c \quad (4.16)
$$

$$
= NC Z_{N-aN,M,h}^f.
$$

Note that the leftmost term in (4.15) and (4.16) is $Z_{N,M,h}^f$ if $a = 0$. On the other hand

$$
NC Z_{N-aN,M,h}^f \xrightarrow{N \to \infty} \exp((N(1-a)F_{\gamma_N/(1-a)}(h))) \quad (4.17)
$$

we say that $f(x) \xrightarrow{a \to \infty} g(x)$ if $f(x) = O(g(x))$ and $g(x) = O(f(x))$ as $x \to a$ and we observe that

$$
F_{\gamma_N}(h) > (1-a)F_{\gamma_N/(1-a)}(h),
$$

which follows from (4.11) by choosing $M' = M$ so $N'/N = (\gamma_N/\gamma_N')$ so that one obtains $F_{\gamma}(h) - (\gamma/\gamma')F_{\gamma'}(h) > 0$ for every $\gamma' > \gamma \geq 1$, and this inequality becomes (4.18) if we choose $\gamma' = \gamma_N/(1-a)$.

At this point we observe that, since $K_f(0) = 1$, we have $Z_{N,M,h}^f \geq Z_{N,M,h}^c \propto \exp(NF_{\gamma_N}(h))$ and therefore, by (4.16)–(4.18) we see that for every $a \in (0,1)$ there exists $q > 0$ such that

$$
Z_{N,M,h}^f = (1 + O(\exp(-qN))) \sum_{i=\lfloor aN \rfloor}^{N-\lfloor aN \rfloor} \sum_{j=0}^{M} K_f(i)K_f(j)Z_{N-i,M-j,h}^c. \quad (4.19)
$$

A parallel, somewhat easier, argument can be put at work when we restrict the summation in the definition (4.1.1) of $Z_{N,M,h}^f$ to $j \geq \lfloor aN \rfloor$. We have to use again Lemma 4.1 (4.1) for $N' = N$ simply becomes the fact that $\gamma \mapsto F_{\gamma}(h)$ is (strictly) increasing for $\gamma < \gamma_N(h)$ and this allows to conclude that for every $a \in (0,1)$ there exists $q > 0$ such that

$$
Z_{N,M,h}^f = (1 + O(\exp(-qN))) \sum_{i=\lfloor aN \rfloor}^{N} \sum_{j=\lfloor aN \rfloor}^{\lfloor aN \rfloor} K_f(i)K_f(j)Z_{N-i,M-j,h}^c. \quad (4.20)
$$

With (4.19) we see that we can restrict the sum in (4.10) to a small (since we can choose $a > 0$ small) macroscopic square. We want now to show that we can restrict almost to a microscopic square: a microscopic square would be a square of size that does not diverge with $N$. The result we shall now prove is

$$
Z_{N,M,h}^f = \left(1 + O(\exp(-(\log N)^3/2))\right) \sum_{i=0}^{\ell_N} \sum_{j=0}^{\ell_N} K_f(i)K_f(j)Z_{N-i,M-j,h}^c, \quad (4.21)
$$

where

$$
\ell_N := \lfloor (\log N)^2 \rfloor. \quad (4.22)
$$

For this choose a small so that $(M-j)/(N-i)$ is in the Cramer region for all values of $i$ and $j$ in the summation in (4.20). We can then apply (2.12) and, more precisely, the following consequence of (2.12): for every $N$ sufficiently large

$$
Z_{N',M',h}^c \leq C \exp\left(N'F_{\gamma_N'}(h),\right), \quad (4.23)
$$
where \( C > 0 \) and \( N - \lfloor aN \rfloor \leq N' \leq N, M - \lfloor aN \rfloor \leq M' \leq M = \gamma N \). For this we exploit (4.23) of Lemma 4.1, since \( i \) and \( j \) are (macroscopically) small we have that there exists \( c = c(h, a) > 0 \) such that

\[
NF_{\gamma_N}(h) - N'F'_{\gamma'_N}(h) \geq c \left( \left| \gamma'_N - \gamma_N \right| + 1_{\gamma'_N \geq \gamma_N} \left( M - M' \right) + 1_{\gamma'_N < \gamma_N} (N - N') \right),
\]

where \( N' = N - i, M' = M - j, N \) is sufficiently large and both \( i \) and \( j \) in their range of summation. But now we recall that we aim at (4.21) and therefore if \( i < \ell_N \) then \( j \geq \ell_N \) and the same is true if we exchange \( i \) and \( j \). Therefore, omitting the constant \( c \), the right-hand side of (4.24) is equal to \( \gamma'_N (N - N') \geq (N - N') \geq \ell_N / (2 \gamma) \) for \( \gamma'_N \geq \gamma_N \). For \( \gamma'_N \leq \gamma_N \) instead the right-hand side of (4.24) is equal to \( M - N \gamma'_N + N - N' \) which, on one hand, it bounded below by \( M - N \gamma_N + N - N' = N - N' \). On the other hand it is equal to \( (M - M') - (N - N')(\gamma'_N - 1) \) which is bounded below by \( (M - M') - (N - N')(\gamma_N - 1) \). Hence the right-hand side of (4.24) is bounded below by \( \gamma'_N \geq \gamma_N \) by

\[
\frac{c}{2} \ell_N \min \left( \frac{1}{\gamma_N - 1}, 1 \right),
\]

so, recalling the lower bound found for \( \gamma'_N \geq \gamma_N \), we see that if we set \( c_\gamma := \frac{1}{2} \min(1, 1/\gamma) \) we have

\[
NF_{\gamma_N}(h) - N'F'_{\gamma'_N}(h) \geq c_\gamma \ell_N \gamma_N \exp \left( \frac{2}{2(\gamma_N - 1)} \ell_N \right) \]

so either \( \gamma'_N < \gamma_N \) and the fact the summation is on less than \( a^2 N^2 = O(N^2) \) sites: so the total contribution by summing over the sites in small macroscopic square minus the almost microscopic square is \( O(N^2 \exp(NF_{\gamma_N}(h) - c_\gamma \ell_N)) \). On the other hand \( Z^f_{N,M,h} \geq Z^f_{N,M,h} \geq 2^{-1/2} \exp(NF_{\gamma_N}(h)) \) for some \( A > 0 \) and \( N \) large, cf. (2.12), and (4.21) is proven.

The question of the sharp estimates on \( Z^f \) is then reduced to find the leading behavior of

\[
\sum_{i=0}^{\ell_N} \sum_{j=0}^{\ell_N} K_f(i)K_f(j)Z^c_{N-i,M-j,h}.
\]

Observe that \( (N - i, M - j) \in (0, \gamma_N) \) is close to \( (1, \gamma) \) and hence it is in a compact subset of \( J \) of \( E_h \) for every \( i, j \in [0, \ell_N] \). So we have

\[
\sum_{i=0}^{\ell_N} \sum_{j=0}^{\ell_N} K_f(i)K_f(j)Z^c_{N-i,M-j,h} \xrightarrow{N \to \infty} A(\gamma) \exp(F_{\gamma_N}(h)N) \sqrt{N}
\]

where

\[
\sum_{i=0}^{\ell_N} \sum_{j=0}^{\ell_N} K_f(i)K_f(j) \exp \left( -N \left( F_N(h) - F_{M-j/(N-i)}(h) + \frac{i}{N}F_{M-j/(N-i)}(h) \right) \right).
\]

(4.28)
Taylor expansion yields that there exists $\bar{\gamma} \in J$

$$F_{\gamma_N}(h) - F_{(M-j)/(N-i)}(h) = \left( \gamma_N - \frac{M - j}{N - i} \right) \partial_{\gamma} F_{\gamma}(h) \big|_{\gamma=(M-j)/(N-i)} + \left( \gamma_N - \frac{M - j}{N - i} \right) \partial^2_{\gamma} F_{\gamma}(h) \big|_{\gamma=\bar{\gamma}}, \quad (4.29)$$

and since

$$\gamma_N - \frac{M - j}{N - i} = \frac{j}{N} - \gamma N \frac{i}{N} + O\left( \frac{\ell_N^2}{N^2} \right) = O\left( \frac{\ell_N}{N} \right), \quad (4.30)$$

the second term in the right-hand side of (4.29) is $O\left( \frac{\ell_N^2}{N^2} \right)$ and finally, using also that $\gamma_N - \gamma = O(1/N)$, we get to

$$F_{\gamma_N}(h) - F_{(M-j)/(N-i)}(h) + \frac{i}{N} F_{(M-j)/(N-i)}(h) =
\begin{equation}
\frac{1}{N} (\frac{\gamma}{N} j \partial_{\gamma} F_{\gamma}(h) + i (F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h))) + O\left( \frac{\ell_N^2}{N^2} \right). \quad (4.31)
\end{equation}$$

Recall now that $F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)$ is positive for $\gamma > \gamma_c(h)$, so that (4.31) implies the double sum in the right-hand side of (4.28) converges to

$$C_{\gamma,h} := \left( \sum_{i=0}^{\infty} K_{f}(i) \exp \left( - i (F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)) \right) \right) \left( \sum_{j=0}^{\infty} K_{f}(j) \exp \left( - j \partial_{\gamma} F_{\gamma}(h) \right) \right), \quad (4.32)$$

and

$$Z_{N,M,h}^f \sim A(\gamma) C_{\gamma,h} \frac{\exp (F_{\gamma_N}(h)N)}{\sqrt{N}}. \quad (4.33)$$

This completes the proof of (1) in Theorem 1.6 with $c_{\gamma,h} = A(\gamma) C_{\gamma,h}$. \hfill $\Box$

The case $h < 0$: Proof of (2) in Theorem 1.6. In the delocalized phase, $\bar{\gamma}_h$ is terminating and $Z_{N,M,h}^f = \mathbf{P} \left( (N, M) \in \bar{\gamma}_h \right)$. Recall that $\tau$ is recurrent, i.e. $\sum_{n,m} K(n,m) = 1$, then

$$\bar{K}_h(\infty) = 1 - \sum_{(n,m) \in \mathbb{N}^2} \bar{K}_h(n,m) = 1 - \exp(h) > 0. \quad (4.34)$$

For the renewal function we write

$$\mathbf{P} \left( (N, M) \in \bar{\gamma}_h \right) = \sum_{j=0}^{\infty} \bar{K}_h^{j}(N,M) = \sum_{j=0}^{\infty} \exp(jh) K^j(N,M), \quad (4.35)$$

where $\bar{K}_h^{j} (\cdot, \cdot)$ is the j-fold convolution of $\mathbf{P}(\cdot)$.

Take $\alpha > 1$, we will use the following estimate:

**Lemma 4.3.** There exists $c > 0$ such that for every $j \in \mathbb{N}$ and for every $(N,M)$

$$K^j(N,M) \leq j^c K(N,M). \quad (4.36)$$

Moreover,

$$\lim_{N,M \to \infty} \frac{K^j(N,M)}{K(N,M)} = j. \quad (4.37)$$


Proof. It is clear that (4.36) holds for \( j = 1 \). Assume that it is true for \( j < 2s \) and we want to show it for \( j = 2s \). Observe that

\[
K^{2s}(N, M) \leq 2 \sum_{n=1}^{[N/2]} \sum_{m=1}^{[M/2]} K^{s}(n, m)K^{s}(N - n, M - m) + \\
\left( \sum_{n=1}^{[N/2]} \sum_{m=[M/2]+1}^{M} + \sum_{n=[N/2]+1}^{N} \sum_{m=1}^{[M/2]} \right) K^{s}(n, m)K^{s}(N - n, M - m) := Q_1 + (Q_2 + Q_3).
\]

First we have

\[
Q_1 \leq 2s^c \sum_{n=1}^{[N/2]} \sum_{m=1}^{[M/2]} K^{s}(n, m)K(N - n, M - m),
\]

and from (A.1), we see that there exists \( c_1 > 0 \) such that \( L(ux) \leq c_1 L(x) \) for every \( u \in [1/2, 1] \) and \( x \geq 1 \), therefore \( K(N - n, M - m) \leq c_1 2^{1+\alpha} K(N, M) \) and

\[
Q_1 \leq c_1 2^{2+\alpha - c}(2s)^c K(N, M) \sum_{n, m} K^{s}(n, m).
\]

Now observe that \( Q_2(N, M) = Q_3(M, N) \), so in view of the bound we are after it suffices to consider \( Q_2 \). Remark then that there exists \( c_2 > 0 \) such that

\[
Q_2 \leq s^c \sum_{n=1}^{[N/2]} \sum_{m=[M/2]+1}^{M} K(n, m)K^{s}(N - n, M - m) \leq c_2 2^{-c}(2s)^c K(M),
\]

and

\[
Q_3 \leq s^c \sum_{n=1}^{[N/2]} \sum_{m=[M/2]+1}^{M} K(N - n, M - m)K^{s}(n, m) \leq c_2 2^{-c}(2s)^c K(N).
\]

It suffices then to prove that there exists \( c_3 > 0 \) such that \( K(N) \wedge K(M) \leq c_3 K(N, M) \). By elementary arguments we see that this follows if we can show that for every \( x, y \geq 0 \) and for every slowly varying function \( L(\cdot) \), there exists \( c_{L(\cdot)} > 0 \) such that

\[
xL(x) \vee yL(y) \geq c_{L(\cdot)}(x+y)L(x+y).
\]

By symmetry it suffices to consider the case \( y \geq x \) and in this case it suffices to show that \( yL(y) \geq c_{L(\cdot)}(x+y)L(x+y) \). Since \( (x+y) \in [y, 2y] \) we can apply (A.1) to see that there exists \( c'_{L(\cdot)} > 0 \) such that \( L(y) \geq c'_{L(\cdot)}L(x+y) \) for every \( y \geq x \) and this implies the desired inequality, and therefore (4.43), with \( c_{L(\cdot)} = c'_{L(\cdot)}/2 \).

Therefore \( Q_2 + Q_3 \leq c_3 2^{1-c}(2s)^c K(N, M) \) and

\[
K^{2s}(N, M) \leq (c_1 2^{2+\alpha - c} + c_3 2^{1-c})(2s)^c K(N, M),
\]

and if \( c = 1 + \log_2(c_1 2^{1+\alpha} + c_3) \), we obtain (4.36) for \( j = 2s \). The procedure can be repeated for \( j = 2s + 1 \) with minor changes. Therefore (4.36) is proven.

For what concerns (4.37), serve that it holds for \( j = 1 \). Assume that it is still valid to \( j = s \) and write

\[
\frac{K^{(s+1)s}(N, M)}{K(N, M)} = \sum_{n=1}^{N-1} \sum_{m=1}^{M-1} \frac{K^{s}(n, m)K(N - n, M - m)}{K(N, M)}.
\]
Split the double sum in (4.45) to four terms:

\[ S_1 = \sum_{n=1}^{\lfloor N/2 \rfloor} \sum_{m=1}^{\lfloor M/2 \rfloor} K^s(n,m) \frac{K(N-n,M-m)}{K(N,M)} \] (4.46)

\[ S_2 = \sum_{n=1}^{\lfloor N/2 \rfloor-1} \sum_{m=1}^{\lfloor M/2 \rfloor-1} K(n,m) \frac{K^s(N-n,M-m)}{K(N,M)} \] (4.47)

\[ S_3 = \sum_{n=1}^{\lfloor N/2 \rfloor-1} \sum_{m=1}^{\lfloor M/2 \rfloor} K^s(n,M-m) \frac{K(N-n,m)}{K(N,M)} \] (4.48)

\[ S_4 = \sum_{n=1}^{\lfloor N/2 \rfloor-1} \sum_{m=1}^{\lfloor M/2 \rfloor} K^s(N-n,m) \frac{K(n,M-m)}{K(N,M)} \] (4.49)

For any fixed \( n \) and \( m \) and as \( N, M \to \infty \), the two ratios in \( S_1 \) and \( S_2 \) converge respectively to 1 and to \( s \) (recall that \( K(n,m) = K(n+m) \)) and the two ratios are uniformly bounded (from the uniform convergence property of the slowly varying functions \((A.1)\) for the ratio in \( S_1 \) and from \((4.36)\) for the ratio in \( S_2 \)). Then by (DOM), we obtain \( S_1 + S_2 \to 1 + s \) as \( N, M \to \infty \).

Since \( S_3 \) and \( S_4 \) are essentially the same quantity when we exchange \( M \) and \( N \), we just focus on \( S_3 \). If we first assume that \( M \geq N \) (hence \( N + N \leq [M, 2M] \)), from \((4.36)\) and \((A.1)\) we obtain that

\[ S_3 \leq s^c \sum_{n=1}^{\lfloor N/2 \rfloor} \sum_{m=1}^{\lfloor M/2 \rfloor-1} K(n-M, m) \frac{K(N-n,m)}{K(N,M)} \leq 
\]

\[ c_5 s^c \sum_{n=1}^{\lfloor N/2 \rfloor} \sum_{m=1}^{\lfloor M/2 \rfloor-1} \frac{L(M+n)}{(M+n)^{1+\alpha}} \frac{L(N+m)}{(N+m)^{1+\alpha}} \frac{(N+M)^{1+\alpha}}{L(N+M)} \leq 
\]

\[ c_6 s^c \sum_{n=1}^{\lfloor N/2 \rfloor} \sum_{m=1}^{\lfloor M/2 \rfloor-1} \frac{L(N+m)}{(N+M)^{1+\alpha}} \leq c_7 s^c \sum_{n=1}^{\lfloor N/2 \rfloor} \sum_{m=1}^{\lfloor M/2 \rfloor-1} \frac{L(N+m)}{(N+M)^{1+\alpha}} \leq c_7 L(N)^{N^{1-\alpha}} \] (4.50)

By repeating the argument for \( N \geq M \) we obtain that \( S_3 = O(L(M)M^{1-\alpha}) \) in this case. Therefore, since \( \alpha > 1 \), \( \lim_{N,M \to \infty} S_3 = 0 \) by the basic properties of slowly varying functions and an elementary argument.

To prove the part (2) in theorem \((4.6)\) we need to know the sharp estimates in the constrained case for \( h < 0 \):

**Proposition 4.4.** If \( h < 0 \), for every \((N,M)\), there exists \( c_h > 0 \) such that

\[ Z^c_{N,M,h} \leq c_h K(N,M) \] (4.51)

where \( c_h = \sum_{j=0}^{\infty} j^c \exp(jh) \). Moreover

\[ Z^c_{N,M,h} \sim \frac{\exp(h)}{(1 - \exp(h))^2} K(N,M) \] (4.52)

**Proof.** From \((4.35)\), we have

\[ \frac{Z^c_{N,M,h}}{K(N,M)} = \mathbb{P} \left( (N,M) \in \mathcal{N}_h \right) = \sum_{j=0}^{\infty} \frac{\exp(jh) K^s(N,M)}{K(N,M)} \] (4.53)
and using (4.36), for fixed \( j \), we see that the ratio is bounded above by \( j^c \), therefore we obtain (4.51).

For (4.52), the ratio in (4.53) converges to \( j \) as \( N, M \to \infty \) from (4.37) and bounded from (4.36), then by (DOM) we get

\[
\lim_{N,M \to \infty} \frac{Z_{N,M,h}^c}{K(N, M)} = \sum_{j=0}^{\infty} j \exp(jh) = \frac{\exp(h)}{(1 - \exp(h))^2}, \tag{4.54}
\]

We are now ready to prove the sharp estimate of \( Z_{N,M,h}^f \):

**Proposition 4.5.** Suppose that \( M \sim \gamma N \). For \( h < 0 \), as \( N \to \infty \)

- If \( \alpha < (1 + \alpha)/2 \), we have
  \[
  Z_{N,M,h}^f \sim \frac{K_f(N)K_f(M)}{1 - \exp(h)}. \tag{4.55}
  \]

- If \( \alpha > (1 + \alpha)/2 \), we have
  \[
  Z_{N,M,h}^f \sim \frac{\exp(h)(\sum_{n \geq 0} K_f(n))^2}{(1 - \exp(h))^2} K(N, M). \tag{4.56}
  \]

**Proof.** Let us write

\[
\frac{Z_{N,M,h}^f}{K_f(N)K_f(M)} = \sum_{n=0}^{N} \sum_{m=0}^{M} Z_{n,m,h}^c \frac{K_f(N - n)K_f(M - m)}{K_f(N)K_f(M)}. \tag{4.57}
\]

We split the last sum into

\[
T_1 + T_2 + T_3 + T_4 =
\left( \sum_{n=0}^{\lfloor N/2 \rfloor} \sum_{m=0}^{\lfloor M/2 \rfloor} + \sum_{n=\lceil N/2 \rceil}^{N} \sum_{m=\lceil M/2 \rceil}^{M} + \sum_{n=0}^{\lfloor N/2 \rfloor} \sum_{m=\lfloor M/2 \rfloor + 1}^{M} + \sum_{n=\lceil N/2 \rceil + 1}^{N} \sum_{m=0}^{\lfloor M/2 \rfloor} \right) Z_{n,m,h}^c \frac{K_f(N - n)K_f(M - m)}{K_f(N)K_f(M)}. \tag{4.58}
\]

For \( T_1 \), for fixed \( n \) and \( m \), the ratio in (4.58) converges to 1 and by (A.1), this ratio is bounded. Then by (DOM), Fubini-Tonelli Theorem and the fact that \( K(\cdot, \cdot) \) is a discrete probability density we obtain (recall (1.17) and in this case \( g(h) = 0 \))

\[
\lim_{N,M \to \infty} T_1 = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} Z_{n,m,h}^c = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \tilde{K}_h^*(n, m) =
\left. \right|_{n=0}^{\infty} \left. \right|_{m=0}^{\infty} \left. \right|_{j=0}^{\infty} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \exp(jh)K^*(n, m) = \frac{1}{1 - \exp(h)}. \tag{4.59}
\]
For $T_2$, if $\overline{\alpha} \in [1, (1 + \alpha)/2)$ and $\sum_{n \geq 0} K_f(n) < \infty$, using (4.52), we obtain (recall that $M \sim \gamma N$)

$$T_2 \leq c_8 \sum_{n=[N/2]+1}^{N} \sum_{m=[M/2]+1}^{M} K(n, m) \frac{K_f(N-n)K_f(M-m)}{K_f(N)K_f(M)} = O \left( N^{2\overline{\alpha}-\alpha-1} \frac{L(N)}{(L(N))^2} \right),$$

(4.60)

so $T_2 \to 0$ as $N \to \infty$.

If $\overline{\alpha} \leq 1$ and $\sum_{n \geq 0} K_f(n) = \infty$, using once again (4.52) with (A.2), we get

$$T_2 \leq c_8 \sum_{n=[N/2]+1}^{N} \sum_{m=[M/2]+1}^{M} K(n, m) \frac{K_f(N-n)K_f(M-m)}{K_f(N)K_f(M)} \leq c_9 K(N, M) \frac{\sum_{n=[N/2]+1}^{N} K_f(N-n) \sum_{m=[M/2]+1}^{M} K_f(M-m)}{K_f(N)K_f(M)} = O \left( N^{1-\alpha} L(N) \right),$$

(4.61)

and $T_2 \to 0$ as $N \to \infty$ in this case too.

Let us look at $T_3$ (the argument for $T_4$ is identical). We have

$$T_3 = \sum_{n=0}^{[N/2]} \sum_{m=[M/2]+1}^{M} Z_{n,m,h}^c \frac{K_f(N-n)K_f(M-m)}{K_f(N)K_f(M)} \leq c_10 \frac{M^\alpha}{L(M)} \frac{\sum_{m=0}^{M} K_f(m)}{K_f(M)}.$$  

(4.62)

If $\overline{\alpha} \in [1, (1 + \alpha)/2)$ and $\sum_{m} K_f(m) < \infty$ then $T_3 = O(\frac{N^{\overline{\alpha}-\alpha}L(N)}{\mathcal{L}(N)})$ and it tends to zero because $\alpha > 1$ implies $\alpha > \overline{\alpha}$. If instead $\overline{\alpha} \leq 1$ and $\sum_{m} K_f(m) = \infty$ the last ratio in the rightmost term in (4.62) is $O(M) = O(N)$. Hence $T_3 = O(N^{1-\alpha})$ and $T_3$ tends to zero also in this case. The proof of (4.65) is therefore complete.

Now for $\overline{\alpha} > (1 + \alpha)/2$ (which implies that $\overline{\alpha} > 1$ since $\alpha > 1$), we write

$$\frac{Z_{N,M,h}^f}{K(N, M)} = \sum_{n=0}^{N} \sum_{m=0}^{M} Z_{n,m,h}^c \frac{K_f(N-n)K_f(M-m)}{K(N, M)}.$$  

(4.63)

We split the last sum to $U_1 + U_2 + U_3 + U_4$ as in (4.58). Since $\sum_{i \geq 0} \sum_{j \geq 0} Z_{i,j,h}^c = 1/(1 - \exp(h)) < \infty$ (see (4.59)) we have

$$U_1 = O \left( \frac{K_f(N)K_f(M)}{K(N, M)} \right) = O \left( N^{1+\alpha-2\overline{\alpha}} \frac{\mathcal{L}(N)}{L(N)} \right) = o(1).$$  

(4.64)
Also the terms \( U_3 \) and \( U_4 \) give a vanishing contribution. Let us see it for \( U_3 \) (the computation is identical for \( U_4 \)):

\[
U_3 = \sum_{n=0}^{[N/2]} \sum_{m=[M/2]+1}^{M} \frac{Z_{c_n,m,h}}{K(N,M)} K_f(N-n)K_f(M-m) \leq c_{12} \sum_{n=0}^{[N/2]} K_f(N-n) \sum_{m=[M/2]+1}^{M} K_f(M-m) \leq c_{13} \sum_{n \geq N/2} K_f(n) = O(\mathcal{L}(N)N^{1-\alpha}).
\]

(4.65)

The relevant contribution comes from \( U_2 \):

\[
U_2 = \sum_{n=[N/2]+1}^{N} \sum_{m=[M/2]+1}^{M} \frac{Z_{c_n,m,h}}{K(N,M)} K_f(N-n)K_f(M-m)
\]

\[
= \sum_{n=0}^{N-[N/2]-1} \sum_{m=0}^{M-[M/2]-1} \frac{Z_{c_n,m-n,M-h}}{K(N,M)} K_f(n)K_f(m).
\]

(4.66)

But the ratio in the last term is bounded, cf. (4.52), and in fact (4.52) tells us also that for every \( m \) and \( n \)

\[
\lim_{N,M \to \infty} Z_{c_n,m-n,M-h} = \frac{\exp(h)}{(1 - \exp(h))^2},
\]

which, by applying (DOM), implies

\[
\lim_{N,M \to \infty} U_2 = \frac{\exp(h)}{(1 - \exp(h))^2} \left( \sum_{n \geq 0} K_f(n) \right)^2,
\]

(4.68)

and completes the proof of (4.66) and, in turn, the proof of Proposition 4.4. \( \square \)

4.3. Path properties: proof of Theorem 1.7

In this section, we suppose that \( M \sim \gamma N \) and \( \alpha > 1 \).

Proof of (1) in Theorem 1.7. We first consider the case \( h < 0 \). Recall that \((\mathcal{F}_1, \mathcal{F}_2)\) is the last renewal epoch in \([0,N] \times [0,M]\). If \( \overline{\sigma} < (1 + \alpha)/2 \), for fixed \( i \) and \( j \) (so we can assume \( i < N \) and \( j < M \)) we have

\[
P_{N,M,h}^{\mathcal{F}_1,\mathcal{F}_2}((i,j)) = \frac{Z_{c_{i,j},h}^f K_f(N-i)K_f(M-j)}{Z_{c_{i,j},h}^{\mathcal{F}_1,\mathcal{F}_2}} \sim_{N \to \infty} (1 - \exp(h))Z_{i,j,h}^c \frac{K_f(N-i)K_f(M-j)}{K_f(N)K_f(M)},
\]

(4.69)

where the estimation follows from (4.55). Since \( i \) and \( j \) are \( O(1) \) (A.1) the ratio in the rightmost term in (4.69) converges to one. Hence it suffices to prove that \( (1 - \exp(h))\sum_{i,j} Z_{c_{i,j},h}^c = 1 \), but this is done in (4.59). We the recall that \( Z_{i,j,h} = P((i,j) \in \tilde{\tau}_h) \) and (1.33) is proven.
Now recall that $(\mathcal{L}_1, \mathcal{L}_2) := (N - \mathcal{F}_1, M - \mathcal{F}_2)$. If $\alpha > (1 + \alpha)/2$, for fixed $i$ and $j$ by using \((4.52)\) and \((4.56)\) we see that

\[
P_{N,M,h}^f ((\mathcal{L}_1, \mathcal{L}_2) = (i, j)) = \frac{Z_{N-i,M-j,h}^c K_f(i) K_f(j)}{Z_{N,M,h}^f} \quad (4.70)
\]

The proof of \((1.34)\) is therefore complete by observing that by \((A.1)\) the first ratio in \((4.70)\) converges to one.

We are then left (for $h < 0$) with \((1.35)\). Here we prove more: consider $(\mathcal{E}_1, \mathcal{E}_2) := \max(\tau \cap [0, [N/2]] \times [0, [M/2]])$ under $P_{N,M,h}^f$ for $\alpha > (1 + \alpha)/2$. If $i$ and $j$ are fixed, by \((4.56)\) we have

\[
P_{N,M,h}^f ((\mathcal{E}_1, \mathcal{E}_2) = (i, j)) = \exp(h) \sum_{s \geq [N/2]} \sum_{t \geq [M/2]} \frac{Z_{i,j,h}^c K(s - i, t - j) Z_{N-s,M-t,h}^f}{Z_{N,M,h}^f} \quad (4.71)
\]

By making the change of variable $(s, t) \to (N - s, M - t)$ we see that for $s$ and $t$ of $O(1)$, the very last ratio in \((4.71)\) converges to one and the same ratio is bounded by \((A.1)\) in all the range of the sum. Hence, by the (DOM), the expression in \((4.71)\) converges to

\[
\frac{(1 - \exp(h))^2 Z_{i,j,h}^c}{(\sum_{n \geq 0} K_f(n))^2} \quad (4.72)
\]

and observe that

\[
\sum_{s,t \geq 0} Z_{s,t,h}^f = \sum_{s \geq 0} \sum_{n \geq 0} Z_{n,m,h}^c K_f(s - n) K_f(t - m)
\]

\[
= \sum_{n,m \geq 0} Z_{n,m,h}^c \sum_{s \geq n} \sum_{m \geq t} K_f(s - n) K_f(t - m) = \frac{\left(\sum_{n \geq 0} K_f(n)\right)^2}{(1 - \exp(h))}, \quad (4.73)
\]

where the last equality follows from \((4.59)\). Therefore the law of $(\mathcal{E}_1, \mathcal{E}_2)$ under $P_{N,M,h}^f$ converges for $N \to \infty$ to the probability distribution that assigns to $(i, j)$ probability $(1 - \exp(h)) Z_{i,j,h}^c$ (which is correctly normalized, like \((1.33)\), by \((4.59)\)).

Let $(\mathcal{C}_1, \mathcal{C}_2) := \min \{\tau \cap [N/2], N \times [M/2]\}$ be the first renewal epoch in $[N/2] \times [M/2]$ and set $(H_1, H_2) := (N - \mathcal{C}_1, M - \mathcal{C}_2)$. For fixed $i$ and $j$ by \((4.56)\) we have

\[
P_{N,M,h}^f ((H_1, H_2) = (i, j)) = \exp(h) \sum_{s \geq [N/2]} \sum_{t \geq [M/2]} \frac{Z_{i,j,h}^c K(s - i, t - j) Z_{N-s,M-t,h}^c}{Z_{N,M,h}^f} \quad (4.74)
\]
The second ratio converges to 1 (same argument as above) and therefore (4.74) converges to
\[
\frac{(1 - \exp(h))Z^{f}_{i,j,h}}{(\sum_{n \geq 0} K_f(n))}, \tag{4.75}
\]
and from (4.73), we see that this expression adds up \((i, j \geq 0)\) to one. The law of \((\mathcal{H}_1, \mathcal{H}_2)\) converges as \(N \to \infty\) to the probability distribution that assigns to \((i, j)\) probability (4.75). We conclude that the contacts are either close to \((0, 0)\) or to the last renewal epoch: therefore we get (1.35).

\[\square\]

Proof of (2) in Theorem 1.7 In this case \(h > 0\) and \(\gamma \in (1/\gamma_c(h), \gamma_c(h))\): the positivity of \(F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)\) and \(\partial_{\gamma} F_{\gamma}(h)\) is a direct consequence of the strict concavity of \(F_{\gamma}(h)\) in the Cramér region (see caption of Figure 7). Then choose \((i, j)\) with non-negative integer entries. By (2.12) and (4.33) we have
\[
P^{f}_{N,M,h}(\{L_1, L_2\} = (i, j)) = \frac{Z^{c}_{N-i,M-j,h}K_f(i)K_f(j)}{Z^{f}_{N,M,h}} N \to \infty
\]
\[
A((M-j)/(N-i)) \sqrt{N} \exp \left(\frac{F_{(M-j)/(N-i)}(h)(N-i) - F_{M/N(h)}(N) K_f(i)K_f(j)}{C_{\gamma,h}A(\gamma)\sqrt{N-i}}\right) \tag{4.76}
\]
Observe now that the ratio in the rightmost term of (4.76) converges as \(N \to \infty\) to \(1/C_{\gamma,h}\) (defined in (4.32)) and using (4.31) and the fact that \((M-j)/(N-i)\) is close to \(\gamma\), (4.76) converges to
\[
\frac{1}{C_{\gamma,h}} \exp (-j \partial_{\gamma} F_{\gamma}(h) - i (F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h))) K_f(i)K_f(j), \tag{4.77}
\]
where \(C_{\gamma,h}\) is defined in (4.32). Hence (1.36) is proven.

To complete the proof of Theorem 1.7, we need to show that for \(h > 0\) and if \(M \sim \gamma N\) such that \(\gamma \in (1/\gamma_c(h), \gamma_c(h))\), we have \(P^{f}_{N,M,h}\) converges, for \(N \to \infty\), to the law of a bivariate renewal with the inter-arrival probability given in (1.37). For this, fix a \(k \in \mathbb{N}\) and for every \(\{(i_n, j_n)\}_{n=0,1,\ldots,k}\) with \((i_0, j_0) = (0, 0), i_1 < i_2 < \cdots < i_k < N\) and \(j_1 < j_2 < \cdots < j_k < M\), we have
\[
P^{f}_{N,M,h}(\tau_n = (i_n, j_n)\text{ for } n = 1, 2, \ldots, k) =
\left(\prod_{n=1}^{k} K(i_n - i_{n-1} + j_n - j_{n-1})\right) \exp(h) \frac{Z^{f}_{N-i_k,M-j_k,h}}{Z^{f}_{N,M,h}}. \tag{4.78}
\]
Since \(\gamma_k = (M-j_k)/(N-i_k)\) close to \(\gamma\) (in the Cramér region), by (4.33), we see that the ratio in (4.78) is equal to
\[
1 + o(1) \exp \left(-N(F_{\gamma_N}(h) - F_{\gamma_k}(h)) + \frac{i_k}{N} F_{\gamma_k}(h)\right) . \tag{4.79}
\]
Following the same procedure used for (4.31), we see that the exponent converges to
\[
- i_k (F_{\gamma}(h) - \gamma \partial_{\gamma} F_{\gamma}(h)) - j_k \partial_{\gamma} F_{\gamma}(h), \tag{4.80}
\]
and therefore the left-hand side of (4.78) converges to
\[
\prod_{n=1}^{k} K(i_n-i_{n-1}+j_n-j_{n-1}) \exp \left( h - (i_n - i_{n-1}) (F_\gamma(h) - \gamma \partial_\gamma F_\gamma(h)) - (j_n - j_{n-1}) \partial_\gamma F_\gamma(h) \right).
\]
We are left with proving that (1.37) is a probability distribution. Recall from (3.4) and (3.5) that
\[
D_h(1, \gamma) = \max_{(\lambda_1, \lambda_2) \in B_h} (\lambda_1 + \gamma \lambda_2) = \hat{\lambda}_1(\gamma) + \gamma \hat{\lambda}_2(\gamma),
\]
with of course \((\hat{\lambda}_1(\gamma), \hat{\lambda}_2(\gamma)) \in B_h\) (keep in mind that they depend also on \(h\)) i.e.
\[
\sum_{n,m} K(n + m) \exp \left( h - n(G(h) - \hat{\lambda}_1(\gamma)) - m(G(h) - \hat{\lambda}_2(\gamma)) \right) = 1,
\]
therefore \(F_\gamma(h) = (G(h) - \hat{\lambda}_1(\gamma)) + \gamma(G(h) - \hat{\lambda}_2(\gamma))\). Replace \(G(h) - \hat{\lambda}_1(\gamma)\) in (4.83) by \(F_\gamma(h) - \gamma(G(h) - \hat{\lambda}_2(\gamma))\), we obtain
\[
\sum_{n,m} K(n + m) \exp \left( h - nF_\gamma(h) - (m - \gamma n)(G(h) - \hat{\lambda}_2(\gamma)) \right) = 1,
\]
and recall from (3.17) that
\[
\sum_{n,m} (m - \gamma n) K(n + m) \exp \left( h - nF_\gamma(h) - (m - \gamma n)(G(h) - \hat{\lambda}_2(\gamma)) \right) = 0.
\]
Differentiating (4.84) with respect to \(\gamma\) and using (4.85), we obtain that
\[
\left( \partial_\gamma F_\gamma(h) - (G(h) - \hat{\lambda}_2(\gamma)) \right) \sum_{n,m} nK(n + m) \exp \left( -nF_\gamma(h) - (m - \gamma n)(G(h) - \hat{\lambda}_2(\gamma)) \right),
\]
is zero, and this implies directly that
\[
\partial_\gamma F_\gamma(h) = G(h) - \hat{\lambda}_2(\gamma),
\]
\[
F_\gamma(h) - \gamma \partial_\gamma F_\gamma(h) = G(h) - \hat{\lambda}_1(\gamma).
\]
Therefore from (4.83), we get that (1.37) is a probability distribution. \(\square\)

**Appendix A. Slowly and regularly varying functions**

\(L : [0, \infty) \to (0, \infty)\) is a slowly varying function at \(\infty\) if is measurable and if \(\lim_{x \to \infty} \frac{L(ux)}{L(x)} = 1\) for every \(u > 0\). The function \(x \mapsto L(1/x)\) is slowly varying at zero if \(L(\cdot)\) is slowly varying at \(\infty\). It can be shown that this convergence holds uniformly in \(u\) \([2, \text{Th. 1.2.1}]:\) for every \(0 < c_1 < c_2 < \infty\)
\[
\lim_{x \to \infty} \sup_{u \in [c_1, c_2]} \left| \frac{L(ux)}{L(x)} - 1 \right| = 0.
\]
A function of the form \(x \mapsto x^a L(x)\), \(a \in \mathbb{R}\), is said to be regularly varying (at \(\infty\)) of exponent \(a\). Analogous definition for regularly varying at zero. Examples of slowly varying function include logarithmic functions (of course the trivial example is the constant) like \(a(\log(x))^b\) as \(x \to \infty\) with \(a > 0\) and \(b \in \mathbb{R}\). We refer to \([2]\) for the full theory of slowly and regularly varying functions: we just recall some basic important facts. First of all that both \(L(x)\) and \(1/L(x)\) are \(o(x^\varepsilon)\) for every \(\varepsilon > 0\), which directly implies that if \(f(\cdot)\) is
regularly varying with exponent $a$ and $g(\cdot)$ is regularly varying with exponent $b < a$, then $g(x) = o(f(x))$.

We will often use that for $\beta > 0$ [2, Sec. 1.5.6] \[
\sum_{n \geq N} \frac{L(n)}{n^{1+\beta}} \xrightarrow{N \to \infty} L(N) \quad \text{and} \quad \sum_{n=1}^{N} \frac{L(n)}{n^{1-\beta}} \sim \frac{L(N)}{\beta N^{-\beta}},
\] which can be proven by Riemann sum approximation. We will often use Riemann sum approximations involving regularly varying functions also beyond (A.2) and the central tool to control these approximations are the so called Potter bounds [2, Th. 1.5.6].

Another important issue is about asymptotic invertibility of regular functions: a regular function of exponent $a > 0$ (respectively $a < 0$) is asymptotically equivalent to an increasing (respectively decreasing) function. Moreover the inverse of a monotonic regularly varying function of exponent $a \neq 0$ is a regularly varying function of exponent $1/a$. In different terms, if $f(\cdot)$ is regularly varying of exponent $a \neq 0$, then there exists $g(\cdot)$ regularly varying of exponent $1/a$ such that $f(g(x)) \sim g(f(x)) \sim x$ [2, Sec. 1.5.7]. Occasionally we use other properties of slowly varying functions and we refer directly to [2].
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