AFFINE STATISTICAL BUNDLE MODELED ON A
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Abstract. The dually flat structure of statistical manifolds can be derived in a non-parametric way from a particular case of affine space defined on a qualified set of probability measures. The statistically natural displacement mapping of the affine space depends on the notion of Fisher’s score. The model space must be carefully defined if the state space is not finite. Among various options, we discuss how to use Orlicz-Sobolev spaces with Gaussian weight. Such a fully non-parametric set-up provides tools to discuss intrinsically infinite-dimensional evolution problems. keywords Information geometry, Gaussian Orlicz-Sobolev space, Statistical Bundle, Exponential Manifold, Dually Flat Affine Manifold
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1. Non-parametric statistical bundle

Professor S.-I. Amari clearly stated in a 1987 conference paper [3] the notion of a non-parametric fiber bundle in Information Geometry (IG). He says
A fibre bundle is constructed on a finite-dimensional parametric statistical model with a Hilbert space as the fibre space. The Hilbert space represents the tangent directions of the set of probability distributions in the function space. A pair of dual linear connections is introduced in the Hilbert bundle.

A related journal paper [6] shows the applications to the statistics of semi-parametric statistical models. R. E. Kass and P. W. Vos, in their 1997 monograph [25, 10.3], further explain the construction by describing the tangent fiber $T_p\mathcal{M}$ of a statistical model $\mathcal{M}$ as a vector space of random variables:

The tangent space $T_p\mathcal{M}$ is an inner product space of random variables having zero expectation and finite variance that describe $\mathcal{M}$ at $p$. Finite-dimensional vector bundles enlarge $T_p\mathcal{M}$ by adding other random variables, each of which has mean zero and finite variance. The Hilbert bundle carries this process to its conclusion by enlarging $T_p\mathcal{M}$ to the space of all random variables having zero mean and finite variance.

I started to work on a non-parametric version of professor Amari’s ideas in the early nineties [47]. In doing that, the self-imposed prescription to avoid parameters led to the use of differential geometry as presented by N. Bourbaki [12] and S. Lang [26]. Specifically, the approach involves the expression of the tangent spaces as vector spaces of random variables. I give below an updated summary of such a construction.

If $\mu$ is any probability measure, $\mu \in \mathcal{M}_1$, we define as fiber at $\mu$ the Hilbert space $H_\mu$ of $\mu$-square integrable random variable with zero $\mu$-mean, $H_\mu = L^2_0(\mu)$. The set of all couples $(\mu, u)$ with $\mu \in \mathcal{M}_1$ and $u \in H_\mu$ is the (maximal) (statistical) Hilbert bundle $H\mathcal{M}_1$. The restriction to $\mu$-centered random variables is intended to reflect the affine constraint $\mu(X) = 1$ satisfied by $\mathcal{M}_1$ as a subset of the vector space $\mathcal{S}$ of finite signed measures.

In which sense does each fiber $H_\mu$ contain the tangents to statistical models? Clearly, $\mathcal{M}_1$ is a convex set whose tangent space is the set $\mathcal{S}_0$ of signed finite measure with total charge 0. But there is another sense to consider. Assume the 1-dimensional statistical model model $\theta \mapsto \mu(\theta)$ is set-wise continuously differentiable, that is, for each measurable set $A \in \mathcal{X}$ the real map $\theta \mapsto \mu(A; \theta)$ is continuously differentiable with derivative $\theta \mapsto \dot{\mu}(A; \theta)$. Assume that $\theta \mapsto \dot{\mu}(\theta)$ is a curve in the Banach space $\mathcal{S}_0$ of signed finite measures with 0 total charge and total variation norm. Clearly, $\dot{\mu}(A; \theta) = 0$ if $\dot{\mu}(A; \theta) = 0$, hence $\dot{\mu}(\theta)$ is absolutely continuous with respect to $\mu(\theta)$. See this argument in [9] and, in full detail, in [27].
The Radon-Nikodym derivative \( \ell(\theta) = d\hat{\mu}(\theta)/d\mu(\theta) \) is such that \( \int \ell(\theta) d\mu(\theta) = \int d\hat{\mu}(\theta) = 0 \). If moreover \( \int \ell(\theta)^2 d\mu(\theta) = \int l(\theta)d\hat{\mu}(\theta) \) is finite, then \( \ell(\theta) \in H_\theta = H_{\mu_\theta} \). Under the classical statistical assumption of a regular likelihood, \( \mu_\theta = p_\theta \cdot \mu, \ p_\theta > 0 \), it holds

\[
\ell(\theta) = \frac{\dot{p}_\theta}{p_\theta} = \frac{d}{d\theta} \log p_\theta
\]

That is, \( \ell_\theta \) is the Fisher’s score of the statistical model, a statistically natural expression of the rate of variation \([22, 4.2]\). In this sense, it is an expression of the tangent vector.

Conversely, let be given an element \( u \in H_\mu \) such that \( \int e^{u\theta} d\mu < \infty \) for all \( \theta \) in a neighborhood of 0. The statistical model \( \mu(\theta) \propto e^{u\theta} \cdot \mu \) is such that the Fisher score at 0 is \( u \). This, again, is quite a classical argument. It depends only on the classical theory of exponential families, see \([14]\) or \([22, 5.5]\).

Let us fix a reference measure \( \mu \) and restrict our attention to the set \( \mathcal{P} \cdot \mu \), \( \mathcal{P} \) strictly positive probability densities. If the sample space is finite, all conditions outlined above are met. The Hilbert bundle is an expression of the tangent bundle where Fisher’s score expresses the velocity of one-dimensional curves.

If the sample space is not finite, one must introduce restrictions on both the set of probabilities and the random variables in the fiber. One option is to restrict to a convenient subset of positive densities \( \mathcal{E} \subset \mathcal{P} \) in such a way there is a vector space \( B(\mathcal{E}) \subset \cap_{\mu \in \mathcal{E}} \mathcal{L}^2(\mu) \) that contains the scores of all one-dimensional statistical models. Then, each fiber is defined to be

\[
S_{p}\mathcal{E} = \left\{ u \in B(\mathcal{E}) \mid \int u p d\mu = 0 \right\}.
\]

For example, assume the sample space is a compact set \( K \), and \( \mu \) is a diffuse measure. Let \( \mathcal{E} \) be the set of all continuous, strictly positive probability densities. \( \mathcal{E} \) is an open convex set of \( C(K) \). If \( \theta \mapsto p_\theta \) is a differentiable curve in \( \mathcal{E} \), then the score \( \frac{d}{d\theta} \log p_\theta \) is a curve in \( B(\mathcal{E}) = C(K) \) such that for each \( \theta \) it holds \( \int \frac{d}{d\theta} \log p_\theta d\mu = 0 \). And conversely, for each \( u \in B_\theta \) the curve \( \theta \mapsto p_\theta \propto e^{\theta u} \) has values in \( \mathcal{E} \) and its score at \( \theta \) equals \( u \). See \([10]\) for an approach to non-parametric IG based on smooth densities.

A similar but different approach will be used below. Both depend on the idea of finding a convenient class of random variables \( u \) such that the exponential family proportional to \( e^{\theta u} \) is conveniently defined.

For my purpose, the most important of professor Amari’s contributions has been the definition a couple of affine connections in a fully nonparametric way, \([3, \text{Th. 1 and 2}]\). In the notations used here, he
considers two types of transport between fibers,

\begin{align}
(1) \quad \text{e}^U^\nu_\mu: S_\mu E & \ni u \mapsto u - \int u \, d\nu \in S_\nu E \\
(2) \quad \text{m}^U^\nu_\mu: S_\mu E & \ni u \mapsto \frac{d\mu}{d\nu} u \in S_\nu E ,
\end{align}

and proves the duality result

\[ \langle \text{e}^U^\nu_\mu u, v \rangle_\nu = \langle u, \text{m}^U^\nu_\mu v \rangle_\mu . \]

Also, there is a transport of the inner product from one fiber to the other,

\[ \langle u, v \rangle_\mu = \langle \text{e}^U^\nu_\mu \text{e}^U^\mu_\nu u, v \rangle_\mu = \langle \text{e}^U^\nu_\mu u, \text{m}^U^\nu_\mu v \rangle_\nu . \]

The equations above clearly define a geometry of probability measures that is related but different from the previously studied Riemannian geometry based on the notion of Fisher-Rao information matrix taken as an expression of an inner product between tangent vectors. This new geometry originated, at least in the statistical community, with the idea of defining the geometry of curved exponential models as embedded in a larger exponential family \[55, 20, 21, 2\].

Such a theory has been known for a long time in statistical mechanics. The main difference is that R. Fisher and other statisticians of the same period used to think about parsimoniously parameterized models. In contrast, physicists such as Boltzmann and Gibbs used to think in terms of simple relations between statistical observables. The exponential family appears as a model with peculiar invariance properties in statistical mechanics.\[1\]

Consider, for example, the Hamiltonian \(H(y, x) = \frac{y^2}{2m} + V(x), y, x \in \mathbb{R}\). Let the associated flow be \((t, y, x) \mapsto T_t(y, x) \in \mathbb{R}^2\), that is,

\[
\frac{d}{dt} T_t(y, x) = \omega H(T_t(y, x)) , \quad \omega H = \left( -\frac{\partial}{\partial x} H, \frac{\partial}{\partial y} H \right) ,
\]

\[ T_0(y, x) = (y, x) . \]

The evolution of a probability measure \(f \circ m, m(dy, dx) = dydx, f > 0\), under the action of the flow is

\[
\mu(t) = (T_t)_\# f \cdot m = f \circ S_t \det JS_t \cdot m = f_t \cdot m , \quad S_t = T_t^{-1} ,
\]

provided the flow is a global diffeomorphism. The curve \(t \mapsto f_t\) is controlled by the continuity equation,

\[
\frac{\partial}{\partial t} f_t + \omega H \cdot \nabla f_t = 0 .
\]

\[1\]The difference in terminology between Mathematical Statistics and Physics is sometimes confusing. The tutorial \[50\] and the textbook \[8\] should be helpful.
The score is \( \frac{d\mu_t}{d\mu} = d\log f_t/f_t \) and the continuity equation can be written
\[
\frac{\partial}{\partial t} \log f_t + \omega H \cdot \nabla \log f_t = 0 .
\]

In particular, \( f_t = f \) if \( f \) is a function of \( H \). Among all invariant probability densities, the curve \( \theta \mapsto p_t = e^{\theta H}/Z(\theta) \) represents an evolution in the class of invariant probabilities. The score of the model is
\[
\frac{d}{dt} \log \left( e^{\theta H}/Z(\theta) \right) = H - \frac{d}{dt} \log Z(t) = H - \int H p_t \, dm .
\]

In statistical mechanics, the score is interpreted as the fluctuation of the Hamiltonian.

The differential geometry of the dual collections of H. Nagaoka \([7, 8.4]\) naturally follows from the various elements discussed above. In particular, the differential notion of connection can be derived from the notion of parallel transport in an affine setting. In the non-parametric setting, it is convenient to base the affine structure on a variation of the original notion of affine space of \([54]\). Below is a summary of the presentation in \([19]\).

The word “affine” above refers to the geometrical construction of vectors associated with displacement according to classical H. Weyl’s axioms of an affine space. Let be given a set \( M \) and a real finite-dimensional vector space \( V \). A displacement mapping is a mapping \( M \times M \ni (P, Q) \mapsto PQ \in V \), such that

1. for each fixed \( P \) the partial mapping \( s_P : Q \mapsto PQ \) is 1-to-1 and onto, and
2. the parallelogram law, \( PQ + QR = PR \), holds true.

The structure \((M, V, \rightarrow)\) is, by definition, the affine space. The corresponding affine manifold is derived from the atlas of charts \( s_P : M \rightarrow V, \ P \in M \). Notice that the change of chart is the choice of a new origin.

Such a structure supports a full geometrical development, see \([36]\).

Weyl’s axioms suggest the following definition.

Let \( M \) be a set and let \( B_\mu, \ \mu \in M, \) be a family of real topological vector spaces. Let \((U_\nu^\mu), \ \nu, \mu \in M, \) be a family of isomorphism \( U_\nu^\mu : B_\nu \rightarrow B_\mu \) satisfying the cocycle condition,

\( \text{AF0:} \ U_\nu^\mu = I \) and \( U_\nu^\rho U_\rho^\mu = U_\nu^\mu, \) where \( U_\nu^\mu \) is the transport from \( B_\nu \) onto \( B_\mu \).

Consider a displacement mapping
\[
\mathcal{S} : (\nu, \mu) \mapsto s_\nu(\mu) \in B_\nu
\]
defined on a subset of the product space \( \text{dom} \ (\mathcal{S}) \subset M \times M \). Assume

\( \text{AF1:} \) For each fixed \( \nu \) the partial mapping \( M_\nu \ni \mu \mapsto s_\nu(\mu) = \mathcal{S}(\nu, \mu) \) is injective.
The structure \((M, (B_\mu)_{\mu \in M}, (U_{\mu,\nu})_{\mu,\nu \in M}, S))\) is an affine bundle.

The affine bundle provides a family of candidates to charts \(s_\nu: M_\nu \rightarrow B_\nu, \nu \in M\), to form an atlas. Let \((M, (B_\mu)_{\mu \in M}, (U_{\mu,\nu})_{\mu,\nu \in M}, S))\) be an affine space and assume AF3. For each \(\nu\), the image set \(s_\nu(M_\nu)\) is a neighborhood of 0 in \(B_\mu\). That is, its interior \(s_\nu(M_\nu)^\circ\) is an open set containing \(s_\nu(0) = 0\). Define the coordinates domains as \(U_\nu = s_\nu^{-1}(s_\nu(M)^\circ)\), so that \((s_\nu, U_\nu, B_\nu)\) is a chart on \(M\). Such a chart is said to have origin \(\nu\). Such charts are compatible, and the resulting manifold

\[\mathcal{M} = (M, (B_\mu)_{\mu \in M}, (U_{\mu,\nu})_{\mu,\nu \in M}, (s_\mu)_{\mu \in M})\]

is, by definition, the affine manifold associated with the given affine bundle.

Here is our main instance. Consider the exponential transport of eq. (1) and define \(s_p(q) = \log q p - \int \log q p \cdot dm\). The parallelogram identity is

\[
\left( \log \frac{q}{p} - \int \log \frac{q}{p} p \cdot dm \right) + \left( \log \frac{r}{q} - \int \log \frac{r}{q} p \cdot dm - \int \left( \log \frac{r}{q} - \int \log \frac{r}{q} p \cdot dm \right) dm \right) = \left( \log \frac{r}{p} - \int \log \frac{r}{p} p \cdot dm \right).
\]

The inverse of the chart is easily seen to be

\[s_p^{-1}(u) = \exp (u - K_p(u)) \cdot p, \quad K_p(u) = \log \int e^{u} p \cdot dm, \quad u \in B_p.\]

The dual instance is associated with the mixture transport of eq. (2) and \(s_p(q) = \frac{q}{p} - 1\). The parallelogram identity is

\[
\frac{q}{p} - 1 + \frac{q}{p} \left( \frac{r}{q} - 1 \right) = \frac{r}{p} - 1.
\]

Given an affine manifold \(\mathcal{M}\), the affine bundle is again an affine manifold. In

\[SM = \{(\mu, v) | \mu \in M, v \in B_\mu\}\]

the equation

\[SM \times SM \ni ((\nu, u), (\mu, v)) \mapsto (s_\nu(\mu), U_{\mu,\nu} v) \in B_\nu \times B_\nu\]

defines a displacement on the bundle. For each \(\nu\) define the chart

\[s_\nu: SM \ni (\mu, v) \mapsto (s_\nu(\mu), U_{\mu,\nu} v) \in B_\nu \times B_\nu\]

to define the affine bundle \(SM\) as a manifold. Equivalently, we can say that \(SM\) is the bundle with trivialization

\[s_\nu: (\mu, v) \mapsto (s_\nu(\mu), U_{\mu,\nu} v).\]
The affine bundle is a convenient expression of the tangent bundle of the affine manifold if we define the velocity as follows. The velocity of the smooth curve \( t \mapsto \gamma(t) \) of the affine manifold \( \mathcal{M} \) is the curve \( t \mapsto (\gamma(t), \dot{\gamma}(t)) \) of the affine bundle whose second component is

\[
\dot{\gamma}(t) = \lim_{h \to 0} h^{-1}(s_{\gamma(t)}(\gamma(t + h))) = \left. \frac{d}{dh} s_{\gamma(t)}(\gamma(t + h)) \right|_{h=0}.
\]

By assumption \( AF_{2}^{\mathbb{R}} \) applied to the points, the expression in the chart centered at \( \nu \) of \( \dot{\gamma}(t) \) is

\[
\Upsilon_{\nu}^{\gamma(t)} \dot{\gamma}(t) = s_{\nu}(\gamma(t)).
\]

For example, in the exponential manifold, it holds

\[
\dot{\gamma}(t) = e^{\Upsilon_{\gamma(t)}^{\gamma(t)}} \frac{d}{dt} \left( \log_{\gamma(t)}(p) - E_{p}\left[ \log_{\gamma(t)}(p) \right] \right) = \frac{d}{dt} \log_{\gamma(t)}(p),
\]

so that the (affine) velocity in the exponential manifold equals Fisher’s score.

Let \( F \) be a section of the affine manifold, that is, \( \mu \mapsto (\mu, F(\mu)) \in \mathcal{SM} \). An integral curve of the section \( F \) is a curve \( t \mapsto \gamma(t) \) such that

\[
\dot{\gamma}(t) = F(\gamma(t)).
\]

A flow of the section \( F \) is a mapping

\[
M \times I \ni (\nu, t) \mapsto \gamma_{t}(\nu)
\]

such that for each \( \nu \) the curve \( t \mapsto \gamma_{t}(\nu) \) is an integral curve and \( \gamma(0, \nu) = \nu \).

The following proposition gives a characterization of affine geodesics. The following statements are equivalent.

1. The curve \( I : t \mapsto \gamma(t) \) is auto parallel, that is, \( \dot{\gamma}(t) = \Upsilon_{\gamma(t)}^{\gamma(t) \gamma}(s), s, t \in I \).
2. The expression of the curve in each chart is affine.
3. For all \( s, t \)

\[
\gamma(t) = S^{-1}_{\gamma(s)}((t - s)\dot{\gamma}(s))
\]

The acceleration is defined as a velocity in the affine bundle. Consider the curve \( t \mapsto \mu(t) \) with velocity \( t \mapsto \dot{\mu}(t) \). The acceleration \( t \mapsto \ddot{\mu}(t) \) is the velocity \( t \mapsto (\mu(t), \dot{\mu}(t)) \).

\[
(\dot{\mu}(t), \ddot{\mu}(t)) = \lim_{h \to 0} h^{-1} s_{\mu(t), \dot{\mu}(t)}(\mu(t + h), \dot{\mu}(t + h)).
\]

Especially, for all \( \mu \in M \),

\[
\ddot{\mu}(t) = \Upsilon_{\mu}^{\mu(t)} \frac{d}{dt} \Upsilon_{\mu(t)}^{\mu(t)} \dot{\mu}(t).
\]

This equation shows that a curve with 0 acceleration is auto-parallel.
In the exponential example, the acceleration is computed as follows: In the exponential case,

\[
\ddot{p}(t) = e^{\mu p(t)} \frac{d}{dt} \left( e^{\mu p(t)} \dot{p}(t) \right) = e^{\mu p(t)} \frac{d}{dt} \left( \frac{\dot{p}(t)}{p(t)} - \int \frac{\dot{p}(t)}{p(t)} p \, dm \right) = \\
\dot{p}(t) p(t) - \left( \frac{\dot{p}(t)}{p(t)} \right)^2 - \int \left( \frac{\dot{p}(t)}{p(t)} - \left( \frac{\dot{\mu}(t)}{\mu(t)} \right) \right)^2 \frac{p(t)}{\mu(t)} \, dm = \\
\ddot{p}(t) p(t) - \left( \frac{\dot{p}(t)}{p(t)} \right)^2 + \int \left( \frac{\dot{p}(t)}{p(t)} \right)^2 p(t) \, dm .
\]

2. Gaussian Orlicz-Sobolev model space

Above, we have discussed in general terms how to define an affine Banach manifold. We now proceed to instantiate the general formalism into a specific case of Gaussian space. In doing that, the usual toolbox of IG should be extended with other analytical notions. A general reference is [11]. We now restrict our attention to a particular instance of model Banach space. Precisely, we are going to use the generalization of Lebesgue spaces called Orlicz spaces. General references are the monographs [35, Ch. II] and [1, Ch. VII]. The basic technical tools is the notion of conjugation between convex functions and the analysis of the Gaussian space. I will use my conference paper [45].

2.1. Orlicz spaces. Assume \( \phi \in C[0, +\infty[ \) is null at 0, \( \phi(0) = 0 \), strictly increasing, and \( \lim_{u \to +\infty} \phi(u) = +\infty \). Let \( \Phi \) be its primitive function with \( \Phi(0) = 0 \). We call such a function a Young function. The inverse function \( \psi = \phi^{-1} \) has the same properties as \( \phi \), so that the primitive \( \Psi \) with \( \Psi(0) = 0 \) is again a Young function. The couple \( (\Phi, \Psi) \), is a couple of conjugate Young functions. The relation is symmetric and we write both \( \Psi = \Phi^* \) and \( \Phi = \Psi^* \). The Young inequality holds true,

\[
\Phi(x) + \Psi(y) \geq xy , \quad x, y \geq 0 ,
\]

and the Legendre equality holds true,

\[
\Phi(x) + \Psi(\phi(x)) = x\phi(x) , \quad x \geq 0 .
\]

Here are my notations for specific cases we are going to use:

1. \( \Phi(x) = x^p/p \) , \( \Psi(y) = y^q/q \) , \( p, q > 1 \) , \( 1/p + 1/q = 1 \);
2. \( \exp_2(x) = e^x - 1 - x \) , \( (\exp_2)_*(y) = (1 + y) \log(1 + y) - y \);
3. \( \cosh_2(x) = \cosh(x) - 1 \) , \( (\cosh_2)_*(y) = \int_0^y \sinh^{-1}(v) \, dv \);
4. \( \text{gauss}_2(x) = \exp \left( \frac{1}{2} x^2 \right) - 1 . \)
Given a Young function $\Phi$, and a probability measure $\mu$, the Orlicz space $L_\Phi(\mu)$ is the Banach space whose closed unit ball is

$$\left\{ f \in L^0(\mu) \left| \int \Phi(|f|) \, d\mu \leq 1 \right. \right\} .$$

The corresponding Minkowski norm is usually called Luxemburg norm,

$$\|f\|_{L_\Phi(\mu)} = \inf \left\{ \alpha > 0 \left| \int \Phi(\alpha^{-1}|f|) \, d\mu \leq 1 \right. \right\} .$$

The Young inequality provides a separating duality $\langle u, v \rangle_\mu = \int u v \, d\mu$ of $L_\Phi(\mu)$ and $L_{\Phi^*(\mu)}$ such that $\langle u, v \rangle_\mu \leq 2 \|u\|_{L_\Phi(\mu)} \|v\|_{L_{\Phi^*(\mu)}}$. The dual norm is called the Orlicz norm and is equivalent to the Luxembourg norm.

Domination relation between Young functions implies continuous injection properties for the corresponding Orlicz spaces. We say that $\Phi_2$ eventually dominates $\Phi_1$, written $\Phi_1 \prec \Phi_2$, if there is a constant $\kappa$ such that $\Phi_1(x) \leq \Phi_2(\kappa x)$ for all $x$ larger than some $\bar{x}$. As, in our case, $\mu$ is a probability measure, the continuous embedding $L_{\Phi_2}(\mu) \to L_{\Phi_1}(\mu)$ holds if, and only if, $\Phi_1 \prec \Phi_2$. See proof in [1, Th. 8.2]. If $\Phi_1 \prec \Phi_2$, then $(\Phi_2)^* \prec (\Phi_1)^*$. Looking at the examples above, $\exp_2$ and $\cosh_2$ are equivalent, they both are eventually dominated by gauss_2 and eventually dominate all powers.

A special case occurs when there exists a function $C$ such that $\Phi(ax) \leq C(a)\Phi(x)$ for all $a \geq 0$. This is true, for example, for a power function and in the case of the functions $(\exp_2)^*$ and $(\cosh_2)^*$. In such a case, the conjugate space is the dual space and and bounded functions form a dense set.

The spaces corresponding to case (3) are ordinary Lebesgue spaces. The cases (4) and (5) provide isomorphic Banach spaces, which are of special interest to us as they provide the model spaces for our non-parametric version of IG. In fact, a random variable $u$ belongs to $L_{\exp_2}(\mu)$ if, and only if, the exponential family $p_{\theta} \propto e^{\theta u}$ is defined in a neighborhood of $\theta = 0$. In the conjugate space, a strictly positive probability density $f$ has finite entropy if, and only if, the random variable $v = f - 1$ belongs to $L_{(\exp_2)^*}(\mu)$.

### 2.2. Sub-exponential and sub-Gaussian random variables.

There is another important feature of the class $L_{\cosh_2}(\mu)$. Such a class coincides with the class of sub-exponential random variables, that is, those for which there exist constants $C_1, C_2 > 0$ such that the large deviations admit an exponential bound

$$\mathbb{P}_\mu(|f| \geq t) \leq C_1 \exp(-C_2 t) , \quad t \geq 0 .$$

Sub-exponential random variables are of special interest in statistical applications because they admit explicit exponential bounds in the Law
of Large Numbers. There is a large amount of literature on this subject; see, for example, [15, 51, 53].

Random variables whose square is sub-exponential are called sub-Gaussian. For each Young function \( \Phi \), the function \( \Phi(x^2) \) is again a Young function, and \( \|f\|_{L_{\Phi}(\mu)} \leq \lambda \) if, and only if, \( \|f^2\|_{L_{\Phi}(\mu)} \leq \lambda^2 \). We denote the resulting space by \( L^2_{\Phi}(\mu) \). For example, gauss_2 and cosh_2 are \(<\)-equivalent, hence the isomorphism \( L_{\text{gauss}_2}(\mu) \leftrightarrow L^2_{\text{cosh}_2}(\mu) \).

As an application, consider that for each increasing convex \( \Phi \) it holds \( \Phi(fg) \leq \Phi((f^2 + g^2)/2) \leq (\Phi(f^2) + \Phi(g^2))/2 \). It follows that when the \( L^2_{\Phi}(\mu) \)-norm of \( f \) and of \( g \) is bounded by one, the \( L_{\Phi}(\mu) \)-norm of \( f \), \( g \), and \( fg \), are all bounded by one. The need to control the product of two random variables in \( L^2_{\text{cosh}_2}(\mu) \) appears, for example, in the study of the covariant derivatives of the statistical bundle, see [23, 30, 44, 18].

2.3. Calculus of the Gaussian space. From now on, the base probability space is the Gaussian probability space \((\mathbb{R}^n, \gamma)\), \( \gamma(z) = (2\pi)^{n/2} \exp(-|z|^2/2) \). Let us recall a few simple facts about the analysis of the Gaussian space, see [32, Ch. V].

Let us denote by \( C^k_{\text{poly}}(\mathbb{R}^n) \), \( k = 0, 1, \ldots \), the vector space of functions which are differentiable up to order \( k \) and which are bounded, together with all derivatives, by a polynomial. This class of functions is dense in \( L^2(\gamma) \). For each couple \( f, g \in C^1_{\text{poly}}(\mathbb{R}^n) \), we have

\[
\int f(x) \partial_i g(x) \gamma(x) \, dx = \int \delta_i f(x) g(x) \gamma(x) \, dx,
\]

where the divergence operator \( \delta_i \) is defined by \( \delta_i f(x) = x_i f(x) - \partial_i f(x) \). Vector case is

\[
\int \nabla f(x) \cdot \nabla g(x) \gamma(x) \, dx = \int f(x) \delta \cdot \nabla g(x) \gamma(x) \, dx, \quad f, g \in C^2_{\text{poly}}(\mathbb{R}^n),
\]

with \( \delta \cdot \nabla g(x) = x \cdot \nabla g(x) - \Delta g(x) \).

Hermite polynomials \( H_\alpha = \delta^\alpha 1 \) provide an orthogonal basis for \( L^2(\gamma) \) such that \( \partial_i H_\alpha = \alpha_i H_{\alpha-e_i} \), \( e_i \) the \( i \)-th element of the standard basis of \( \mathbb{R}^n \). In turn, this provides a way to prove that there is a closure of both operator \( \partial_i \) and \( \delta_i \) on a domain which is an Hilbert subspace of \( L^2(\gamma) \). Such a space is denoted by \( D^2 \) in [32]. Moreover, the closure of \( \partial_i \) is the infinitesimal generator of the translation operator, [33, 11]. The space \( D^2 \) is a Sobolev Space with Gaussian weight based on the \( L^2 \) norm, [11].

2.4. Exponential statistical bundle. We refer to section 1 and [42, 43] for the definition of maximal exponential manifold \( \mathcal{E}(\gamma) \), and of statistical bundle \( S \mathcal{E}(\gamma) \). Below we report the results that are necessary in the context of the present paper.

A key result is the proof of the following proposition, see [47, 16, 17] and [18, Th. 4.7].
For all \( p, q \in \mathcal{E}(\gamma) \) it holds \( q = e^{u - K_p(u)} \cdot p \), where \( u \in L_{\cosh^2}(\gamma) \), \( \mathbb{E}_p[u] = 0 \), and \( u \) belongs to the interior of the proper domain of the convex function \( K_p \). This property is equivalent to any of the following:

1. \( p \) and \( q \) are connected by an open exponential arc;
2. \( L_{\cosh^2}(p) = L_{\cosh^2}(q) \) and the norms are equivalent;
3. \( p/q \in \bigcup_{a > 1} L^a(q) \) and \( q/p \in \bigcup_{a > 1} L^a(p) \).

Item 2 ensures that all the fibers of the statistical bundle, namely \( S_p \mathcal{E}(\gamma) \), \( p \in \mathcal{E}(\gamma) \), are isomorphic. Item 3 gives an explicit description of the exponential manifold. For example, let \( p \) be a positive probability density with respect to \( \gamma \), and take \( q = 1 \) and \( a = 2 \). Then a sufficient condition for \( p \in \mathcal{E}(\gamma) \) is
\[
\int p(x)^2 \gamma(x) \, dx < \infty \quad \text{and} \quad \int \frac{1}{p(x)} \gamma(x) \, dx < \infty .
\]

2.5. Orlicz spaces with derivatives. By replacing the \( L^2 \)-norm with a \( \cosh^2 \)-Orlicz norm, a set-up for IG obtains \([29, 43]\). Precisely, we have exponential families with weakly differentiable densities and a Gaussian reference probability measure. The main outcome is the possibility to discuss topics related to the analytical picture of IG.

Let us start with a class of inequalities related to the classical Gauss-Poincaré inequality,
\[
\left( \int f(x) \gamma(x) \, dx \right)^2 \leq \int |\nabla f(x)|^2 \gamma(x) \, dx ,
\]
where \( f \in C^1_{\text{poly}}(\mathbb{R}^n) \). See a proof in \([37, 1.4]\). In terms of norms, the inequality above is equivalent to \( \|f - \overline{f}\|_{L^2(\gamma)} \leq \||\nabla f||\|_{L^2(\gamma)} \), where \( \overline{f} = \int f(y) \gamma(y) \, dy \).

For example, if \( p \in C^2_{\text{poly}} \) is a probability density with respect to \( \gamma \), then the \( \chi^2 \)-divergence of \( P = p \cdot \gamma \) from \( \gamma \) is bounded by
\[
D_{\chi^2}(P|\gamma) = \int (p(x) - 1)^2 \gamma(x) \, dx \leq \int (\delta \cdot \nabla p(x))^2 \gamma(x) \, dx .
\]

Generalizations of the Gauss-Poincaré inequality follow from the properties of the Ornstein-Uhlenbeck (OU) semigroup
\[
P_tf(x) = \int f(e^{-t}x + \sqrt{1 - e^{-2t}}y) \gamma(y) \, dy , \quad t \geq 0 , \quad f \in C^k_{\text{poly}}(\mathbb{R}^n) ,
\]
see \([32, \text{V-1.5}] \) and \([37, 1.3]\). Notice that the OU semigroup interpolates between \( P_0f = f \) and \( P_\infty f = \overline{f} \). If \( X, Y \) are independent standard Gaussian random variables in \( \mathbb{R}^n \), then
\[
X_t = e^{-t}X + \sqrt{1 - e^{-2t}}Y, \quad Y_t = \sqrt{1 - e^{-2t}}X - e^{-t}Y
\]
are independent standard Gaussian random variables for all \( t \geq 0 \). By the change of variable \((X, Y) \rightarrow (X_t, Y_t)\) and Jensen's inequality, it
follows for each convex $\Phi$ that

$$
\int \Phi(P_t f(x)) \gamma(x) \, dx \leq \int \Phi(f(x)) \gamma(x) \, dx.
$$

That is, for all $t \geq 0$, the mapping $f \mapsto P_t f$ is non-expansive for the norm of each Orlicz space $L_\Phi(\gamma)$.

For all $\Phi: \mathbb{R}$ convex and all $f \in C^1_{\text{poly}}(\mathbb{R}^n)$, it holds

$$
(7) \quad \int \Phi \left( f(x) - \int f(y) \gamma(y) \, dy \right) \gamma(x) \, dx \leq \frac{1}{\sqrt{2\pi}} \int \int \Phi \left( \frac{\pi}{2} |\nabla f(x) \cdot y| \right) \gamma(x) \gamma(y) \, dx \, dy = \int \tilde{\Phi} (|\nabla f(x)|) \gamma(x) \, dx,
$$

where $\tilde{\Phi}$ is the convex function

$$
\tilde{\Phi}(a) = \int \Phi \left( \frac{\pi}{2} a z \right) \gamma(z) \, dz.
$$

The first example of convex function is $\Phi(s) = e^s$, with $\tilde{\Phi}(a) = \exp \left( \frac{\pi^2 a^2}{8} \right)$, so that the inequality applied to $2\pi f$ becomes

$$
(8) \quad \int \exp \left( 2\kappa \left( f(x) - \bar{f} \right) \right) \gamma(x) \, dx \leq \int \exp \left( \frac{\kappa^2}{2} |\nabla f(x)|^2 \right) \gamma(x) \, dx
$$

If the function $f$ is Lipschitz with norm $\kappa^{-1}$, then the RHS is finite.

The first case of bound for Orlicz norms we is the $\Phi(s) = s^{2p}$, $p > 1/2$. In such a case,

$$
\tilde{\Phi}(a) = \left( \frac{\pi}{2} \right)^{2p} m(2p) \ a^{2p},
$$

where $m(2p)$ is the $2p$-moment of the standard Gaussian distribution. It follows that

$$
\left\| f - \int f(y) \gamma(y) \, dy \right\|_{L^{2p}(\gamma)} \leq \frac{\pi}{2} (m(2p))^{1/2p} \|\nabla f\|_{L^{2p}(\gamma)}.
$$

The cases $\Phi(a) = a^{2p}$ are special in that we can use them in the proof the multiplicative property $\Phi(ab) = \Phi(a) \Phi(b)$. The argument generalizes to the case where the convex function $\Phi$ is a Young function whose increase is controlled through a function $C$, $\Phi(uv) \leq C(u) \Phi(v)$, and such that there exists a $\kappa > 0$ for which

$$
\int C \left( \frac{\pi}{2} \kappa u \right) \gamma(u) \, du \leq 1,
$$
so that section 2.5 becomes
\[ \tilde{\Phi}(\kappa a) = \int \Phi \left( \frac{\pi}{2} \kappa z \right) \gamma(z) \, dz \leq \int C \left( \frac{\pi}{2} \kappa z \right) \gamma(z) \, dz \quad \Phi(a) \leq \Phi(a). \]

By using this bound in eq. (7), we get
\[ \int \Phi \left( \kappa \left( f(x) - \int f(y) \gamma(y) \, dy \right) \right) \gamma(x) \, dx \leq \int \Phi \left( ||\nabla f|| \right) \gamma(x) \, dx. \]

Assume now that \( ||\nabla f||_{L_\Phi(\gamma)} \leq 1 \) so that the LHS does not exceed 1. Then \( \kappa ||f - \overline{f}||_{L_\Phi(\gamma)} \leq 1 \), which, in turn, implies the inequality
\[ ||f - \overline{f}||_{L_\Phi(\gamma)} \leq \kappa^{-1} ||\nabla f||_{L_\Phi(\gamma)}. \]

It is of particular interest the case of the Young function \( \Phi = \cosh^{-1} \), for which there is no such bound. Instead, we use eq. (8) with \( \kappa \) and \( -\kappa \) to get
\[ \int (\cosh^{-1}) \left( \frac{2\kappa}{\pi} \left( f(x) - \overline{f} \right) \right) \gamma(x) \, dx \leq \int \text{gauss}_2 (\kappa ||\nabla f||) \gamma(x) \, dx. \]

Now, if \( \kappa = ||\nabla f||^{-1}_{L_\text{gauss}_2(\gamma)} \), then the LHS is smaller or equal then 1, and hence \( 2\kappa/\pi ||f - \overline{f}||_{L_{\cosh^{-1}}(\gamma)} \leq 1 \). It follows that
\[ ||f - \overline{f}||_{L_{\cosh^{-1}}(\gamma)} \leq \frac{\pi}{2} ||\nabla f||_{L_\text{gauss}_2(\gamma)}. \]

In the following proposition, we summarize the inequalities proved so far.

There exists constants \( C_1, C_2(p), C_3 \) such that for all \( f \in C^1_{\text{poly}}(\mathbb{R}^n) \) the following inequalities hold:
\[ ||f - \int f(y) \gamma(y) \, dy||_{L_{\text{exp}_2}(\gamma)} \leq C_1 ||\nabla f||_{L_{\text{exp}_2}(\gamma)}. \]
\[ ||f - \int f(y) \gamma(y) \, dy||_{L^{2p}(\gamma)} \leq C_2(p) ||\nabla f||_{L^{2p}(\gamma)}, \quad p > 1/2. \]
\[ ||f - \int f(y) \gamma(y) \, dy||_{L_{\text{cosh}_2}(\gamma)} \leq C_3 ||\nabla f||_{L_{\text{gauss}_2}(\gamma)}. \]

Other equivalent norms could be used in the inequalities above. For example, \( L_{\text{exp}_2}(\gamma) \leftrightarrow L_{(\cosh^{-1})}(\gamma) \) and \( L_{\text{gauss}_2}(\gamma) \leftrightarrow L_{\cosh^{-1}}^2(\gamma) \).

We now consider a further set of inequalities based on the use of infinitesimal generator \( -\delta \cdot \nabla \) of the OU semigroup [B7] 1.3.7.
We have, for all $f \in C^2_{\text{poly}}(\mathbb{R}^n)$, that
\begin{equation}
(13) \quad f(x) - \bar{f} = -\int_0^\infty \frac{d}{dt}P_t f(x) \, dt = \int_0^\infty \delta \cdot \nabla P_t f(x) \, dt .
\end{equation}
Note that
\[ \nabla P_t f(x) = \nabla \int f(e^{-t}x + \sqrt{1 - e^{-2t}y}) \gamma(y) \, dy = e^{-t} \nabla f(e^{-t}x + \sqrt{1 - e^{-2t}y}) \gamma(y) \, dy = e^{-t} P_t \nabla f(x) , \]
so that
\[ P_t \delta \cdot \nabla f(x) = \delta \cdot \nabla P_t f(x) = e^{-t} \delta \cdot P_t \nabla f(x) . \]
Now, eq. (13) becomes
\begin{equation}
(14) \quad f(x) - \bar{f} = \int_0^\infty e^{-t} \delta \cdot P_t \nabla f(x) \, dt .
\end{equation}
As
\[ \int \delta \cdot \nabla f(x) \, \gamma(x) \, dx = 0 , \]
the covariance of $f, g \in C^0_{\text{poly}}(\mathbb{R}^n)$ is
\[ \text{Cov}_\gamma(f, g) = \int (f(x) - \bar{f}) g(x) \, \gamma(x) \, dx = \int (f(x) - \bar{f})(g(x) - \bar{g}) \, \gamma(x) \, dx . \]
It follows that for all $f, g \in C^2_{\text{poly}}(\mathbb{R}^n)$ we derive from eq. (14)
\begin{equation}
(15) \quad \text{Cov}_\gamma(f, g) = \int_0^\infty e^{-t} \int P_t \nabla f(x) \cdot \nabla g(x) \, \gamma(x) \, dx \, dt .
\end{equation}
We use here a result of [43, Prop. 5]. Let $|\cdot|_1$ and $|\cdot|_2$ be two norms on $\mathbb{R}^n$, such that $|x \cdot y| \leq |x|_1 |y|_2$. For a Young function $\Phi$, consider the norm of $L_\Phi(\gamma)$ and the conjugate space endowed with the dual norm,
\[ \|f\|_{L_{\Phi,\ast}(\gamma)} = \sup \left\{ \int fg \gamma \left| \int \Phi(g) \gamma \leq 1 \right\} \right. . \]
The following proposition includes the standard Poincaré case provided $\Phi(u) = u^2/2$.

Given a couple of conjugate Young function $\Phi, \Psi$, and norms $|\cdot|_1, |\cdot|_2$ on $\mathbb{R}^n$ such that $x \cdot y \leq |x|_1 |y|_2$, $x, y \in \mathbb{R}^n$, for all $f, g \in C^1_{\text{poly}}(\mathbb{R}^n)$, it holds
\[ |\text{Cov}_\gamma(f, g)| \leq \|\nabla f\|_{L_{\Phi}(\gamma)} \|\nabla g\|_{L_{\Phi,\ast}(\gamma)} . \]
The case of our interest here is $\Phi = \cosh^{-1}$, $\Psi = (\cosh^{-1})_\ast$.
As $(\cos^{-1})_\ast \prec (\cosh^{-1})$, it follows, in particular, that $\text{Cov}_\gamma(f, f)$ is bounded by constant times $\|\nabla f\|_{L_{\cosh^{-1}(\gamma)}}^2$. 
2.6. Orlicz-Sobolev space with Gaussian weight. A reasonable option for our model space is to assume densities \( f = e^{u - K^*(u)} \cdot \gamma \) in the Gaussian maximal exponential family, \( f \in \mathcal{E}(\gamma) \), and, moreover, assume differentiability in the form \( u \in L^2_{\text{cosh}_2}(\gamma) = L_{\text{gauss}_2}(\gamma) \), that is, \( u^2 \in L_{\text{cosh}_2}(\gamma) \), see section 2.7.

Precisely, the exponential and the mixture Orlicz-Sobolev-Gauss (OSG) spaces of interest are, respectively,

\[
W^{1,2}_{\text{cosh}_2}(\gamma) = \{ v \in L_{\text{cosh}_2}(\gamma) \mid \partial_j v \in L_{\text{gauss}_2}(\gamma) \}, \tag{16}
\]

\[
W^{1,2}_{\text{cosh}_2,\ast}(\gamma) = \{ \eta \in L_{\text{cosh}_2,\ast}(\gamma) \mid \partial_j \eta \in L_{\text{gauss}_2,\ast}(\gamma) \}, \tag{17}
\]

where \( \partial_j, j = 1, \ldots, n \), is the partial derivative in the sense of distributions.

As \( \phi \in C_0^\infty(\mathbb{R}^n) \) implies \( \phi \gamma \in C_0^\infty(\mathbb{R}^n) \), for each \( f \in W^{1,2}_{\text{cosh}_2,\ast}(\gamma) \) it holds

\[
\langle \partial_j f, \phi \gamma \rangle = \langle \partial_j f, \phi \rangle = -\langle f, \partial_j (\phi \gamma) \rangle = \langle f, \gamma (u_j - \partial_j) \phi \rangle = \langle f, \delta_j \phi \rangle \gamma ,
\]

with \( \delta_j \phi = (u_j - \partial_j)\phi \). Here, the Stein operator \( \delta_i \) acts on \( C_0^\infty(\mathbb{R}^n) \).

The meaning of both operators \( \partial_j \) and \( \delta_j = (u_j - \partial_j) \) when acting on square-integrable random variables of the Gaussian space is well known. Still, here we are specifically interested in the action on OSG spaces. Let us denote by \( C_p^\infty(\mathbb{R}^n) \) the space of infinitely differentiable functions with polynomial growth of all derivatives. Polynomial growth implies the existence of \( \gamma \)-moments of all derivatives, hence \( C_p^\infty(\mathbb{R}^n) \subset W^{1,2}_{\text{cosh}_2,\ast}(\gamma) \). If \( f \in C_p^\infty(\mathbb{R}^n) \), then the distributional derivative and the ordinary derivative are equal and moreover \( \delta_j f \in C_p^\infty(\mathbb{R}^n) \). For each \( \phi \in C_0^\infty(\mathbb{R}^n) \) we have \( \langle \phi, \delta_j f \rangle = \langle \partial_j \phi, f \rangle \gamma \).

The OSG spaces \( W^{1,2}_{\text{cosh}_2}(\gamma) \) and \( W^{1,2}_{\text{cosh}_2,\ast}(\gamma) \) are both Banach spaces [55, Sec. 10]. The norm is the graph norm,

\[
\| v \|_{W^{1,2}_{\text{cosh}_2}(\gamma)} = \| v \|_{L_{\text{cosh}_2}(\gamma)} + \sum_{j=1}^n \| \partial_j v \|_{L_{\text{gauss}_2}(\gamma)} ,
\]

\[
\| \eta \|_{W^{1,2}_{\text{cosh}_2,\ast}(\gamma)} = \| \eta \|_{L_{\text{cosh}_2,\ast}(\gamma)} + \sum_{j=1}^n \| \partial_j \eta \|_{L_{\text{gauss}_2,\ast}(\gamma)} .
\]

In the cases of null integral, eq. (12) shows that the second term only provides an equivalent norm for \( W^{1,2}_{\text{cosh}_2}(\gamma) \).

We review some relations between OSG spaces and Sobolev spaces without weight [1] in the following proposition. For each ball radius \( R > 0 \),

\[
(2\pi)^{-\frac{n}{2}} \geq \gamma(x) \geq \gamma(x)(|x| < R) \geq (2\pi)^{-\frac{n}{2}} e^{-\frac{R^2}{2}} (|x| < R), \quad x \in \mathbb{R}^n .
\]

Let \( \Omega_R \) denote the open sphere of radius \( R > 0 \) and consider the restriction \( u \mapsto u_R \) of \( u \) to \( \Omega_R \).
We have the continuous mappings
\[ W^{1, (\cosh^{-1})} (\mathbb{R}^n) \subset W^{1, (\cosh^{-1})} (\gamma) \to W^{1, p}(\Omega_R), \quad p \geq 1. \]

(2) We have the continuous mappings
\[ W^{1, p}(\mathbb{R}^n) \subset W^{1, (\cosh^{-1})_*} (\mathbb{R}^n) \subset W^{1, (\cosh^{-1})_*} (\gamma) \to W^{1, 1}(\Omega_R), \quad p > 1. \]

(3) Each \( u \in W^{1, (\cosh^{-1})} (\gamma) \) is a.s. Hölder of all orders on each \( \Omega_R \) and hence a.s. continuous. The restriction \( W^{1, (\cosh^{-1})} (\gamma) \to C(\Omega_R) \) is compact.

For example, if \( q = e^{v - K \cdot \gamma} \cdot \gamma \) and \( p = e^{u - K \cdot \gamma} \cdot \gamma \) with \( q, p \in E(\gamma) \) and \( v, u \in W^{1, 2}_{\cosh 2} (\gamma) \), the the Hyvärinen divergence is
\[ \text{DH}(p|q) = \frac{1}{2} \int \| \nabla (u - v) \|^2 p(x) \gamma(x) \, dx < +\infty \]
because \( \nabla (u - v) \in L^{\cosh 2} (\gamma) = L^{\cosh 2} (p) \subset L^2 (p \cdot \gamma) \).

3. Conclusion

In this final section, I suggest a few applications of my infinite-dimensional setup of professor Amari’s ideas I have considered recently, starting from [29] and [43]. I will conclude by mentioning a few other topics, for which it is probably possible to extend rigorous results from the finite state space to the Gaussian space.

3.1. Sub-exponential random variables. Let \( f \in C^2_{\text{poly}} (\mathbb{R}^n) \) and assume \( f \) is globally Lipschitz, that is, \( |\nabla f(x)| \leq \| f \|_{\text{Lip}(\mathbb{R}^n)} \) where \( \| f \|_{\text{Lip}(\mathbb{R}^n)} \) is the Lipschitz semi-norm. It follows from eq. (8) that \( f \in L^{\cosh 2} (\gamma) \) and the norm admits a computable bound. If \( p \) is any probability density of the maximal exponential model of \( \gamma \), that is, it is connected to 1 by an open exponential arc, then the proposition in section 2.4 implies that \( f \in L^{\cosh 2} (p) \), that is, \( f \) is sub-exponential under the distribution \( P = p \cdot \gamma \). If the sequence \((X_n)_{n=1}^\infty\) is an independent sample of \( p \cdot \gamma \), then the sequence of sample means will converge,
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} f(X_j) = \int f(x) \, p(x) \, \gamma(x) \, dx , \]
with an exponential bound on the tail probability. See [51, 2.8] and [19].

3.2. Hyvärinen divergence. I adapt [24], [39], and [5, 13.6.2] to my Gaussian case. Consider the Hyvärinen divergence of section 2.6 in the Gaussian case, that is, \( P = p \cdot \gamma \) and \( Q = q \cdot \gamma \). As a function of \( q \), the
divergence is
\[ q \mapsto DH(q \cdot \gamma | p \cdot \gamma) = \frac{1}{2} \int |\nabla \log p(x)|^2 p(x) \gamma(x) \, dx + \]
\[ \frac{1}{2} \int |\nabla \log q(x)|^2 p(x) \gamma(x) \, dx - \int \nabla \log p(x) \cdot \nabla \log q(x) \, p(x) \gamma(x) \, dx , \]
where the first term does not depend on \( q \) and the second term is a
\( p \cdot \gamma \)-expectation. As \( \nabla \log p = p^{-1} \nabla p \), the third term equals
\[ -\int \delta \cdot \nabla \log q(x) \, p(x) \gamma(x) \, dx , \]
which is again a \( p \)-expectation. To minimize the Hyvärinen divergence
we must minimize the \( p \)-expected value of the local score
\[ S(q, x) = \frac{1}{2} |\nabla \log q(x)|^2 - \delta \cdot \nabla \log q(x) \]

If \( p \) and \( q \) belong to the maximal exponential model of \( \gamma \), then
\( q = e^{u - K(u)} \) with \( u \in L^{\text{cosh}_2}(\gamma) \) and \( \int u(x) \gamma(x) \, dx = 0 \). The local
score becomes \( \frac{1}{2} |\nabla u|^2 - \delta \cdot \nabla u \). To compute the \( p \)-expected value of the score
with an independent sample of \( p \cdot \gamma \), we have an interest to assume that the score is in \( L^{\text{cosh}_2}(\gamma) \), because this assumption
implies the good convergence of the empirical means for all \( p \). Assume, for example, \( \nabla u \in L^2_{\text{cosh}_2}(\gamma) = L_{\text{gauss}_2}(\gamma) \). This implies directly
\( |\nabla u|^2 \in L(\text{cosh}^{-1})(\gamma) \). Moreover, we must assume that the \( L^{\text{cosh}_2}(\gamma) \)-norm of \( \delta \cdot \nabla u \) is finite. Under such assumptions, one hopes that
the minimization of a suitable model of the sample expectation of the
Hyvärinen score is consistent.

3.3. Otto’s metric. This metric was originally defined in \cite{38}. Let be
given in the maximal exponential model of \( \gamma \), \( p \in E(\gamma) \), and let \( f \) and \( g \)
be given in the \( p \)-fiber of the statistical statistical bundle, that is, \( f, g \in W_{\text{cosh}_2}^{1,2}(p) = W_{\text{cosh}_2}^{1,2}(\gamma) \) and \( \int f(x) p \gamma(x) \, dx = \int g(x) p \gamma(x) \, dx = 0 \). Otto’s inner product is
\[ \langle f, g \rangle_p = \int \nabla f(x) \cdot \nabla g(x) \, p(x) \gamma(x) \, dx = \]
\[ \int f(x) \delta \cdot (p(x) \nabla g(x)) \gamma(x) \, dx = \langle f, \delta \cdot (p \nabla g) \rangle_p . \]
The LHS is well defined and continuous if \( \nabla f, \nabla g \in L^2_{\text{cosh}_2}(\gamma) \), because,
in such a case, \( |\nabla f|^2, |\nabla g|^2 \in L^{\text{cosh}_2}(\gamma) = L^{\text{cosh}_2}(p) \). The RHS, if
defined, is an inner product in \( L^{\text{cosh}_2}(\gamma) \). Note that the mapping \( g \mapsto \delta \cdot (p \nabla g) \) is 1-to-1 if \( g \) because by \( \int g(x)p(x) \gamma(x) \, dx = 0 \). The inverse
of this mapping provides the natural gradient of Otto’s inner product
in the sense of \cite{3} and \cite{28}.
3.4. Boltzmann equation. The space-homogeneous Boltzmann operator with angular collision kernel $B(z, x) = |x'z|$ is discussed, for example, in [52]. I briefly show below how to use Gaussian Orlicz spaces in this context, see [41] and [29].

The mixture bundle $^*S \mathcal{E}(\gamma)$ is the set of all couples $(f, \eta)$ with $f \in \mathcal{E}(\gamma)$, $\eta \in L_{\cosh^2}(\gamma)$, and $\int \eta(x) f(x) \gamma(x) \, dx = 0$. The $^*$-notation recalls that the dual of $L_{\cosh^2}(\gamma)$ is $L_{\cosh^2}(\gamma)$. The Boltzmann operator is the mapping $\mathcal{E}(\gamma) \mapsto Q(f)$ with

$$Q(f)(v) = \int_{\mathbb{R}^3} \int_{S^2} (f(v - xx'(v - w))g(w + xx'(v - w)) - f(v)g(w)) |x'(v - w)| \sigma(dx) \, dw,$$

where $x'$ is the transpose of the column vector $x$, $S_2$ is the unit sphere of $\mathbb{R}^3$, and $\sigma$ is the uniform probability on $S_2$. One can prove that $f \mapsto Q(f)/f$ is a section of the mixture bundle. The Boltzmann equation can be seen as the equation $\dot{f} = Q(f)/f$.

The smoothness of the Boltzmann section follows from a superposition of operators:

1. Product: $\mathcal{E}(f_0) \ni f \mapsto f \otimes f \in \mathcal{E}(f_0 \otimes f_0)$;
2. Interaction: $\mathcal{E}(f_0 \otimes f_0) \ni f \otimes f \mapsto g = Bf \otimes f \in \mathcal{E}(f_0 \otimes f_0)$;
3. Conditioning: $\mathcal{E}(f_0 \otimes f_0) \ni g \mapsto \int_{S^2} g \circ A_x \sigma(dx) \in \mathcal{E}(f_0 \otimes f_0)$;
4. Marginalization.

There is a weak form of the Boltzmann section. Let $v, w$ be a couple of velocities before collision and let us denote by $(v_x, w_x)$ the velocities after collision, see [52]. For $f \in \mathcal{E}(\gamma)$ and $g \in L_{\cosh^2}(\gamma)$, define the operator $A$ with

$$Ag(v, w) = \int_{S^2} \frac{1}{2} (g(v_x) + g(w_x)) \sigma(dx) - \frac{1}{2} (g(v) + g(w)).$$

$Ag$ is in $L_{\cosh^2}(\gamma \otimes \gamma)$ and $\langle g, Q(f)/f \rangle_f = \mathbb{E}_{f \otimes f} [Ag]$.

3.5. Other possible applications. The two cases below are open suggestions.

1. The transport problem [40] is discussed from the point of view compatible with IG in [31, 34]. But it does not fit the strictly positive probability densities assumption. However, suppose the given margins belong to the exponential manifold. In that case, it is possible to consider the exponential sub-bundle with the given margins and discuss the gradient flow of the given optimization problem. This is done in a particular finite case in [40].

2. The dual couple $W^{1,2}_{\cosh^2}(\gamma)$ and $W^{1,2}_{\cosh^2}(\gamma)$ define a couple of dual bundles on the set $\mathcal{E}(\gamma)$ where velocity, acceleration, moment, gradient, Hessian, are all well defined from the affine
structure. A real function on the exponential bundle is a Lagrangian function, and a real function on the mixture bundle is a Hamiltonian function. The conjugation relation holds, and the mechanic’s equations provide a dynamic picture of the statistical bundle. For example, one can consider the Lagrangian function, where entropy takes the role of the potential energy, and Fisher’s metric takes the role of the kinetic energy. This was done in the finite case in [44] and [18].
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