ABSTRACT

Discrete fractional order systems have attracted more and more attention in recent years. Nabla Laplace transform is an important tool to deal with the problem of nabla discrete fractional order systems, but there is still much room for its development. In this paper, 14 lemmas are listed to conclude the existing properties and 14 theorems are developed to describe the innovative features. On one hand, these properties make the N-transform more effective and efficient. On the other hand, they enrich the discrete fractional order system theory.

1 INTRODUCTION

Fractional calculus has gained importance during the past three decades due to its applicability in diverse fields of science and engineering [1–5]. Especially, with the rapid development of digital computers, more and more attention has been attracted on the discrete fractional calculus and there has been a continuing growth in the number of research outcomes on this aspects, such as, domain transform [6, 7], short memory principle [8, 9], adaptive filtering [10, 11], system identification [12, 13], and stability analysis [14, 15], etc.

The analogous theory for nabla discrete fractional calculus was initiated and properties of the theory of fractional sums and differences were established [16, 17]. Recently, a powerful technique, the sampling free nabla Laplace transform, was developed to deal with the discrete fractional calculus in the sense of a backward difference [18]. The existence and uniqueness of nabla Laplace transform were discussed in [19]. After deriving the linearity and shifting properties, such transform was applied to solve some nabla Caputo fractional difference equations with initial value problems [20]. The inverse nabla Laplace transform was formulated and then with the help of the nabla Laplace transform, an effective numerical implementation method was proposed for nabla discrete fractional order systems [21]. By expressing a nabla discrete fractional order system in nabla domain, its infinite dimensional characteristics was demonstrated plainly [22]. After exploring and applying some typical properties of this transform, the monotonicity and overshoot property of the time-domain response was studied for linear-time-invariant nabla discrete fractional order system [23].

Despite the plentiful achievements, there still exists some room for further investigation. The existing references almost focus on its applications. Compared with the well adopted Laplace transform and Z-transform [24, 25], the nature properties exploration for nabla Laplace transform itself is far from adequate. The nabla Laplace transform with fully known properties will play a critical role in the analysis and synthesis of nabla discrete fractional order systems. However, how to achieve this step is still an open problem. All of these motivate this study.

The remainder of this paper is organized as follows. Section 2 introduces some preliminary definitions. Some fundamental properties are investigated systematically in Section 3 where 14 novel properties are formulated by theorems. In Section 4, several numerical applications are provided by using the considered tool. Finally, Section 5 draws some conclusions.

2 PRELIMINARIES

In this section, the basic knowledge for the nabla calculus and the N-transform will be provided.
2.1 Nabla Calculus

Definition 1. (Nabla difference [19]) For \(x : \mathbb{N}_{n+1-n} \rightarrow \mathbb{R}\), its \(n\)-th nabla difference is defined by

\[
\nabla^n x(k) \triangleq \sum_{j=0}^{n} (-1)^j \binom{n}{j} x(k-j),
\]

where \(n \in \mathbb{Z}_+, k \in \mathbb{N}_{n+1}, a \in \mathbb{R}, \mathbb{N}_{n+1} \triangleq \{a+1, a+2, a+3, \cdots\},\) \(\binom{n}{j} = \frac{\Gamma(n+1)}{\Gamma(j+1)\Gamma(n-j+1)}\) and \(\Gamma()\) is the Gamma function.

Definition 2. (Nabla sum [19]) For \(x : \mathbb{N}_{n+1} \rightarrow \mathbb{R}\), its \(n\)-th nabla sum is defined by

\[
a^n \nabla^{-n} x(k) \triangleq \sum_{j=0}^{k} (-1)^j \binom{n}{j} x(k-j),
\]

where \(n \in \mathbb{Z}_+, k \in \mathbb{N}_{n+1}+1\) and \(a \in \mathbb{R}\).

To avoid the singularity, i.e., \(\Gamma(-n) = \infty, n \in \mathbb{N}\), an alternative expression \(\binom{n}{j} = (-1)^j \frac{\Gamma[n+j+1]}{\Gamma[n] \Gamma[j+1]}\) can be obtained with the help of \(\Gamma(z) \Gamma(1-z) = \frac{\pi}{\sin(\pi z)}\).

It can be found that when \(n = 0\) is given for Definition 1, a reasonable result follows immediately

\[
\nabla^0 x(k) = x(k).
\]

Similarly, when the same condition is exerted for Definition 2, it leads to a similar formula

\[
a^n \nabla^{-n} x(k) = x(k).
\]

Extending the range of \(n\) in Definition 2, then a generalized sum can be obtained.

Definition 3. (Nabla fractional sum [19]) For \(x : \mathbb{N}_{n+1} \rightarrow \mathbb{R}\), its \(\alpha\)-th nabla fractional sum is defined by

\[
a^n \nabla^{-\alpha} x(k) \triangleq \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} x(k-j),
\]

where \(\alpha \in \mathbb{R}_+, k \in \mathbb{N}_{n+1}+1\) and \(a \in \mathbb{R}\).

With the well-established calculus, the nabla fractional difference can be presented now.

Definition 4. (Nabla Caputo fractional difference [19]) For \(x : \mathbb{N}_{n+1-n} \rightarrow \mathbb{R}\), its \(\alpha\)-th nabla Caputo fractional difference is defined by

\[
a^n \nabla^{-\alpha} x(k) \triangleq a^{\alpha-n} \nabla^\alpha x(k),
\]

where \(\alpha \in (n-1,n), n \in \mathbb{Z}_+, k \in \mathbb{N}_{n+1}+1\) and \(a \in \mathbb{R}\).

Definition 5. (Nabla Riemann–Liouville fractional difference [19]) For \(x : \mathbb{N}_{n+1-n} \rightarrow \mathbb{R}\), its \(\alpha\)-th nabla Riemann–Liouville fractional difference is defined by

\[
a^n \nabla^{\alpha} x(k) \triangleq \nabla^n a^{-\alpha} x(k),
\]

where \(\alpha \in (n-1,n), n \in \mathbb{Z}_+, k \in \mathbb{N}_{n+1}+1\) and \(a \in \mathbb{R}\).

Definition 6. (Nabla Grünwald–Letnikov fractional difference [26]) For \(x : \mathbb{N}_{n+1} \rightarrow \mathbb{R}\), its \(\alpha\)-th nabla Grünwald–Letnikov fractional difference is defined by

\[
a^n \nabla^{\alpha} x(k) \triangleq \nabla^n \sum_{j=0}^{\infty} (-1)^{n-j} \binom{\alpha}{j} x(k-j),
\]

where \(\alpha \in (n-1,n), n \in \mathbb{Z}_+, k \in \mathbb{N}_{n+1}+1\) and \(a \in \mathbb{R}\).

Because of the memory problem, \(\nabla^{\alpha} x(k)\) is not identical to \(\nabla^\alpha x(k)\) in Definition 1, even though \(\alpha = n \in \mathbb{Z}_+\) is adopted in Definition 6.

2.2 Domain Transform

Definition 7. (Laplace transform [24]) The Laplace transform of a function \(x(t)\), defined for all real numbers \(t \geq 0\), is the function \(X(s)\), which is a unilateral transform defined by

\[
\mathcal{L}\{x(t)\} \triangleq \int_0^{\infty} e^{-st} x(t) \, dt,
\]

where \(s\) is a complex number frequency parameter.

As well known, the Laplace transform is useful for the continuous time signal. For the discrete time case, the following Z-transform performs well.

Definition 8. (Bilateral Z-transform [25]) The bilateral Z-transform of a discrete time signal \(x(k)\) is the formal power series \(X(z)\) defined as

\[
\mathcal{Z}\{x(k)\} \triangleq \sum_{k=-\infty}^{\infty} z^{-k} x(k),
\]

where \(k\) is an integer and \(z\) is, in general, a complex number.

Definition 9. (Unilateral Z-transform [25]) The unilateral Z-transform of a discrete time signal \(x(k), k \geq 0\) is the formal power series \(X(z)\) defined as

\[
\mathcal{Z}\{x(k)\} \triangleq \sum_{k=0}^{\infty} z^{-k} x(k),
\]

where \(z\) is a complex number.
Definition 10. **(Sampling based N-transform [27])** The N-transform of a sampling based time signal \( x(t) \), \( t \in \mathbb{N}_{a,b} \) is the formal power series \( X(s) \) defined as

\[
N_{a,b} \{ x(k) \} \triangleq \sum_{k=a/b}^{\infty} (1 - sh)^{k-1} x(kh) h, \tag{12}
\]

where \( s \) is a complex number and \( N_{a,b} \triangleq \{ a, a + h, a + 2h, \cdots \} \).

Considering that the Laplace transform and the Z-transform cannot deal with the nonzero initial instant problem directly, introducing a free variable \( a \in \mathbb{R} \) brings in two new generalized transforms

\[
\mathcal{L}_a \{ x(t) \} \triangleq \int_a^{\infty} e^{-s(t-a)} x(t) \, dt, \tag{13}
\]

and their inverse transforms

\[
\mathcal{L}^{-1}_a \{ X(s) \} \triangleq \frac{1}{2\pi i} \int_{\beta-i\infty}^{\beta+i\infty} e^{(t-a)} X(s) \, ds, \tag{15}
\]

where \( \beta \) is a real number so that the contour path of integration is in the region of convergence of \( X(s) \) and \( c \) is a closed curve rotating around the point \((0, i0)\) anticlockwise located in the convergent domain of \( X(z) \) [28, 29].

By applying the Z-transform for fractional order problem, the binomial expression with infinite terms will emerge. As a result, the sampling based N-transform becomes a good choice. Furthermore, due to the fact \( \lim_{h \to 0} (1 - sh)^{1/h} = e^{-s} \), when \( a = 0 \), the so-called sampling based N-transform degenerates into the classical Laplace transform. For a special case, i.e., the sampling period \( h = 1 \), one obtains the following transform.

Definition 11. **(Sampling free N-transform [18])** For \( x : \mathbb{N}_{a+1} \to \mathbb{R}, a \in \mathbb{R} \), the N-transform of \( x(k) \) is defined by

\[
N_a \{ x(k) \} \triangleq \sum_{k=1}^{\infty} (1 - s)^{k-1} x(k+a) \tag{17}
\]

for those values of \( s \) such that the infinite series converges.

Note that the so-called N-transform is the abbreviation of the nabla Laplace transform. Without special instructions, the N-transform adopted in the subsequent discussion indicates the sampling free N-transform.

Definition 12. **(Region of convergence (ROC))** For \( x : \mathbb{N}_{a+1} \to \mathbb{R}, a \in \mathbb{R} \), the region of convergence for \( X(s) = N_a \{ x(k) \} \) is defined as the set of points in the complex plane for which the infinite series converges.

\[
\text{ROC} = \left\{ s : |\sum_{k=1}^{\infty} (1-s)^{k-1} x(k+a)| < +\infty \right\}. \tag{18}
\]

3 MAIN RESULTS

In this section, the essential properties of the N-transform will be reviewed and investigated.

Lemma 1. **(Existence [19])** For \( x : \mathbb{N}_{a+1} \to \mathbb{R}, a \in \mathbb{R}, \) if there exist numbers \( M > 0, r > 0 \) and \( T \in \mathbb{N}_{a+1} \) such that \( |f(k)| \leq M r^k \) for all \( t \in T \), then its N-transform exists for \(|s| < \frac{1}{r}\).

Lemma 2. **(Uniqueness [19])** For \( x, y : \mathbb{N}_{a+1} \to \mathbb{R}, \) if \( x(k) = y(k), k \in \mathbb{N}_{a+1}, \) if and only if there exist a constant \( r > 0 \) satisfying \( N_a \{ x(k) \} = N_a \{ y(k) \} \) for \(|s| < r\).

Theorem 1. **(Linearity)** For \( x, y : \mathbb{N}_{a+1} \to \mathbb{R}, \) if \( X(s) = N_a \{ x(k) \} \) and \( Y(s) = N_a \{ y(k) \} \) converge for \(|s| < r_1 \) and \(|s-1| < r_2 \) respectively, where \( r_1, r_2 > 0 \), then for any \( c, d \in \mathbb{R} \), one has \( N_a \{ cx(k) + dy(k) \} = cX(s) + dY(s) \) with \(|s| < \min(r_1, r_2)\).

**Proof.** By using Definition 11, it follows

\[
N_a \{ cx(k) + dy(k) \} = c \sum_{k=1}^{\infty} (1-s)^{k-1} x(k+a) + d \sum_{k=1}^{\infty} (1-s)^{k-1} y(k+a) \]

\[
= cX(s) + dY(s). \tag{19}
\]

Theorem 2. **(Time advance)** For \( x : \mathbb{N}_{a+1} \to \mathbb{R}, a \in \mathbb{R}, \) if \( X(s) = N_a \{ x(k) \} \) converges for \(|s| < r \) for some \( r > 0 \), then for any \( m \in \mathbb{N}, \) one has \( N_a \{ x(k+m) \} = (1-s)^{-m} \left[ X(s) - \sum_{j=1}^{m} (1-s)^{-j} x(j+a) \right] \) with \(|s| < r\).

**Proof.** The expected result can be obtained as follows

\[
N_a \{ x(k+m) \} = \sum_{j=1}^{m} (1-s)^{-j} x(k+m+a) = (1-s)^{-m} \sum_{j=1}^{\infty} (1-s)^{j-1} x(k+m+a) = (1-s)^{-m} \left[ X(s) - \sum_{j=1}^{m} (1-s)^{-j} x(j+a) \right] \]

\[
= (1-s)^{-m} \left| X(s) - \sum_{j=1}^{m} (1-s)^{-j} x(j+a) \right|. \tag{20}
\]

Theorem 3. **(Time delay)** For \( x : \mathbb{N}_{a+1} \to \mathbb{R}, a \in \mathbb{R}, \) if \( X(s) = N_a \{ x(k) \} \) converges for \(|s| < r \) for some \( r > 0 \), then for any \( m \in \mathbb{N}, \) one has \( N_a \{ x(k-m) \} = (1-s)^m X(s) \) with \(|s| < r\).
Proof. Definition 11 leads to

\[ \mathcal{N}_a \{ x(k-m) \} = \sum_{j=m}^{\infty} (1-s)^{j-1} x(j+k) \]
\[ = (1-s)^m \sum_{j=m}^{\infty} (1-s)^{j-1} x(j+k) \]
\[ = (1-s)^m \left[ X(s) + \sum_{j=m}^{\infty} (1-s)^{j-1} x(j+k) \right] \]

(21)

Defining \( j = k - m \), it follows

\[ \mathcal{N}_a \{ x(k-m) \} = (1-s)^m \left[ X(s) + \sum_{j=m}^{\infty} (1-s)^{j-1} x(j+k) \right] \]

(22)

For any \( k \leq a \), \( x(k) = 0 \) and therefore the desired result \( \mathcal{N}_a \{ x(k-m) \} = (1-s)^m X(s) \) follows.

Theorems 1-3 are similar to Theorem 2.2 and Lemma 2.3 in [20], while the transforms are different. To be more exact, Theorem 2.2 is a special case of Theorem 1 and Lemma 2.3 is the special case of Theorem 1 and 2.

Lemma 3. (Right shifting [30]) For \( x: \mathbb{N}_{a+1} \to \mathbb{R} \), \( a \in \mathbb{R} \), if \( X(s) = \mathcal{N}_a \{ x(k) \} \) converges for \( |s| < r \) for some \( r > 0 \), then for any \( m \in \mathbb{N} \), one has \( \mathcal{N}_{a+m} \{ x(k) \} = (1-s)^m X(s) - \sum_{k=0}^{m-1} (1-s)^{k+1} x(k+a) \) with \( |s| < r \).

Theorem 4. (Left shifting) For \( x: \mathbb{N}_{a+1} \to \mathbb{R} \), \( a \in \mathbb{R} \), if \( X(s) = \mathcal{N}_a \{ x(k) \} \) converges for \( |s| < r \) for some \( r > 0 \), then for any \( m \in \mathbb{N} \), one has \( \mathcal{N}_{a-m} \{ x(k) \} = (1-s)^m X(s) - \sum_{k=0}^{m-1} (1-s)^{k+1} x(k+a) \) with \( |s| < r \).

Proof. According to Definition 11, it follows

\[ \mathcal{N}_{a-m} \{ x(k) \} = \sum_{j=m}^{\infty} (1-s)^{j+1} x(j+k+a) \]
\[ = (1-s)^m \sum_{j=m}^{\infty} (1-s)^{j-1} x(j+k+a) \]
\[ = (1-s)^m [X(s) + \sum_{j=m}^{\infty} (1-s)^{j-1} x(j+k+a)] \]

(23)

For any \( k \leq a \), \( x(k) = 0 \) and therefore the desired result \( \mathcal{N}_{a-m} \{ x(k) \} = (1-s)^m X(s) \) follows.

In fact, Theorem 2 and Lemma 3 discuss the same problem. Theorem 3 and Theorem 4 reflect the same property.

Lemma 4. (Generalized rising function [19]) For any \( \alpha \in \mathbb{C} \) and \( \alpha \neq \mathbb{Z}_- \), one has \( \mathcal{N}_a \{ (k-a)^\alpha \} = \frac{\Gamma(\alpha+1)}{\alpha!} \) for \( |s| < 1 \), where the rising function is defined by \( p^\alpha = \frac{\Gamma(p+\alpha)}{\Gamma(p)} \).

Lemma 5. (Discrete Mittag–Leffler function [23]) For the discrete Mittag–Leffler function defined as \( \mathcal{F}_{a,\beta} \{ \lambda, k, a \} \triangleq \sum_{j=0}^{\infty} \frac{\lambda^j}{\Gamma(a+j)} (t-a)^{\alpha+j} \), one has \( \mathcal{N}_a \{ \mathcal{F}_{a,\beta} \{ \lambda, k, a \} \} = \frac{\alpha^\beta}{\alpha^\beta} \) with \( |\lambda| < |s|^\alpha \) and \( |s| < 1 \).

Correspondingly, for the continuous Mittag–Leffler function \( \mathcal{E}_{a,\beta} \{ \lambda, t, a \} \triangleq \sum_{j=0}^{\infty} \frac{\lambda^j}{\Gamma(a+j)} (t-a)^{\alpha+j} \), it’s Laplace transform satisfies \( \mathcal{L}_a \{ (t-a)^{\alpha+j} \mathcal{E}_{a,\beta} \{ \lambda, t, a \} \} = \frac{\alpha^\beta}{\alpha^\beta} \) with \( |\lambda| < |s|^\alpha \).

Theorem 5. (Scaling in the frequency domain) For \( x: \mathbb{N}_{a+1} \to \mathbb{R} \), \( a \in \mathbb{R} \), if \( X(s) = \mathcal{N}_a \{ x(k) \} \), then one has \( \mathcal{N}_a \{ (1+\lambda)^{s+1-k} x(k) \} = X \left( \frac{s+1}{1+\lambda} \right) \) for any \( \lambda \neq -1 \).

Proof. By applying the basic definition, it obtains

\[ \mathcal{N}_a \{ (1+\lambda)^{s+1-k} x(k) \} = \sum_{j=0}^{\infty} \frac{(1+\lambda)^j}{\Gamma(a+j)} (t-a)^{\alpha+j} x(k+a) \]
\[ = \sum_{j=0}^{\infty} \frac{(1+s)^j}{\Gamma(a+j)} \left( \frac{s+1}{1+\lambda} \right)^j \alpha \left( t-a \right)^{\alpha+j} x(k+a) \]
\[ = X \left( \frac{s+1}{1+\lambda} \right) \]

(24)

Notably, when \( \lambda = 0 \), \( \frac{s+1}{1+\lambda} = s \) and the original case appears. When \( \lambda \to +\infty \), \( \frac{s+1}{1+\lambda} \to 1 \) and \( \lambda(a+1) = 1 \). Actually, Theorem 5 is implied in Theorem 5 of [22].

Theorem 6. (Complex conjugation) For \( x: \mathbb{N}_{a+1} \to \mathbb{R} \), \( a \in \mathbb{R} \), if \( X(s) = \mathcal{N}_a \{ x(k) \} \) converges for \( |s| < r \) for some \( r > 0 \), then one has \( \mathcal{N}_a \{ x^*(k) \} = X^*(s^*) \) for \( |s| < r \) where \( \zeta^* \) stands for the conjugate transpose of \( \zeta \).

Proof. The primitive operation results in

\[ \mathcal{N}_a \{ x^*(k) \} = \sum_{k=0}^{\infty} (1-s)^{k-1} x^*(k+a) \]
\[ = \sum_{k=0}^{\infty} [(1-s)^{k-1} x(k+a)]^* \]
\[ = \sum_{k=0}^{\infty} [(1-s)^{k-1} x^*(k+a)]^* \]
\[ = X^*(s^*) \]

(25)

Theorem 7. (Real part) For \( x: \mathbb{N}_{a+1} \to \mathbb{R} \), \( a \in \mathbb{R} \), if \( X(s) = \mathcal{N}_a \{ x(k) \} \) converges for \( |s| < r \) for some \( r > 0 \), then one has \( \mathcal{N}_a \{ \text{Re} \{ x(k) \} \} = \frac{1}{2} [X(s) + X^*(s^*)] \) for \( |s| < r \) where \( \text{Re} \{ \cdot \} \) represents the real part.

Proof. By adopting the linearity and the complex conjugation property, one has

\[ \mathcal{N}_a \{ \text{Re} \{ x(k) \} \} = \mathcal{N}_a \left\{ \frac{1}{2} [x(k) + x^*(k)] \right\} \]
\[ = \frac{1}{2} \mathcal{N}_a \{ x(k) \} + \frac{1}{2} \mathcal{N}_a \{ x^*(k) \} \]
\[ = \frac{1}{2} [X(s) + X^*(s^*)] \]
Theorem 8. (Imaginary part) For $x : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$ converges for $|s| < r$ for some $r > 0$, then one has $A_a \{\text{Im} \{x(k)\}\} = \frac{1}{2i} \{X(s) - X^* (s^*)\}$ for $|s| < r$, where $\text{Im} \{\cdot\}$ means the imaginary part.

Proof. With the similar operation in (26), one has

$$A_a \{\text{Im} \{x(k)\}\} = \frac{1}{2i} A_a \{x(k)\} - \frac{1}{2} A_a \{x^\ast (k)\} \quad (27)$$

Theorem 9. (Differentiation in the frequency domain) For $x : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$, then one has $A_a \{(k-a-1)x(k)\} = -(1-s) \frac{dX(s)}{ds}$.

Proof. From formula (17), one has

$$\frac{dX(s)}{ds} = \sum_{k=1}^{\infty} \frac{d}{ds} (1-s)^{k-1}x(k) = -\sum_{k=1}^{\infty} (1-s)^{k-2}x(k) = -(1-s)^{-1}\sum_{k=1}^{\infty} (1-s)^{k-1}x(k) = -\sum_{k=1}^{\infty} A_a \{(k-a-1)x(k)\}, \quad (28)$$

which is equivalent to the target formula.

Taking this operation repeatedly, then for any $m \in \mathbb{Z}_+$, it follows $A_a \{(k-a-m-1)x(k)\} = \left[-(1-s) \frac{d^m}{ds^m}\right]X(s)$.

Theorem 10. (Integration in the frequency domain) For $x : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$, then for any $m \in \mathbb{N}$, one has $A_a \{(k-a-m-1)^{-1}x(k)\} = -(1-s)^m \int_1^\infty (1-\eta)^{-m-1}X(\eta)d\eta$.

Proof. From formula (17), it obtains

$$\int_1^\infty (1-\eta)^{-m-1}X(\eta)d\eta = \sum_{k=1}^{\infty} (1-\eta)^{-m-1}x \int_1^\infty (1-\eta)^{-m-1}x(k) \int_1^\infty (1-\eta)^{-m-1}x(k) = 0 \quad (29)$$

When $m = 0$, $A_a \{(k-a-1)x(k)\} = -\int_1^\infty (1-\eta)^{-1}X(\eta)d\eta$ follows immediately. Furthermore, for both Theorem 9 and Theorem 10, the results can be extended to the fractional order case with minor changes.

Theorem 11. (Accumulation) For $x : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$ converges for $|s| < r$ for some $r > 0$, then one has $A_a \{\sum_{j=a+1}^{\infty} x(j)\} = \frac{1}{s} X(s)$ for $|s| < \min\{1, r\}$.

Proof. According to Definition 11, one has

$$\sum_{j=a+1}^{\infty} (1-s)^{k-1}x(j) = \sum_{j=1}^{\infty} (1-s)^{k-1}x(j+a) = \sum_{j=1}^{\infty} x(j+a) = \sum_{j=1}^{\infty} x(j+a) \frac{(1-s)^{k-1}}{s} = \frac{1}{s} x(s). \quad (30)$$

Lemma 6. (Convolution [19]) For $x,y : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$ and $Y(s) = A_a \{y(k)\}$, then one has $A_a \{x(k) \ast y(k)\} = X(s)Y(s)$, where * indicates the convolution operation, i.e., $x(k) \ast y(k) \triangleq \sum_{j=a+1}^{\infty} x(j+a) y(j)$.

Lemma 7. (Inverse $N$-transform [21]) For $x : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$, then the inverse nabla Laplace transform can be expressed as $x(k) = A_{a-1} \{X(s)\}$.

Theorem 12. (Multiplication) For $x,y : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$, $a \in \mathbb{R}$, if $X(s) = A_a \{x(k)\}$ and $Y(s) = A_a \{y(k)\}$, then one has $A_a \{x(k) y(k)\} = \frac{1}{2\pi i} \int_\gamma X(z)Y(\frac{z}{z-\gamma})dz$, where $\gamma$ is a closed curve rotating around the point $(1,0)$ clockwise and it also locates in the convergent domain of $X(z)$.
Proof. Based on Definition 11, it obtains

\[
\sum_{k=1}^{\infty} x(k) y(k) = \sum_{k=1}^{\infty} \left[ \frac{1}{\Gamma(a+1)} \int_{0}^{k} x(z) \left( 1 - z \right)^{-k+a-1} dz \right] y(k)
\]

\[
\sum_{k=1}^{\infty} \left[ \frac{1}{\Gamma(a+1)} \int_{0}^{k} x(z) \left( 1 - z \right)^{-k+a-1} dz \right] y(k)
\]

(32)

Defining \( z = 1 + pe^{\theta} \), then the result can be simplified as

\[
\sum_{k=1}^{\infty} x(k) y(k) = \frac{1}{\Gamma(a+1)} \int_{0}^{\infty} x(1 + pe^{\theta}) Y^*(1 + pe^{\theta}) d\theta.
\]

Moreover, when \( x(k) = y(k) \) and \( p = 1 \), the result can be simplified further to \( \sum_{k=1}^{\infty} |x(k)|^2 = \frac{1}{\Gamma(a+1)} \int_{0}^{\infty} |X(1 + a)^2|^2 d\theta \), which means that the energy in the time domain is equal to that in the frequency domain exactly.

Lemma 6, Theorem 12 and Theorem 13 build the bridge between the time domain and the frequency domain.

Lemma 8. (Initial value theorem) [23] For \( x : \mathbb{N}_{0+a+1} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \), if \( x(s) = a \{ x(k) \} \), then one has \( x(a+1) = \lim_{s \rightarrow 1} X(s) \).

Lemma 9. (Final value theorem) [23] For \( x : \mathbb{N}_{0+a+1} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \), if \( x(s) = a \{ x(k) \} \) and the poles of \( sX(s) \) satisfy \(|s| > 1\), then one has \( x(a+\infty) = \lim_{s \rightarrow 0} sX(s) \).

Lemma 8 and Lemma 9 provide two effective ways to access the value of \( x(k) \) at \( k = a+1 \) and \( k = a+\infty \), respectively. Along this way, a general case can be developed as [23]

\[
f(a+m) = \lim_{s \rightarrow 1} \frac{F(s) - \sum_{j=0}^{m-1} (1-s)^j f(a+k)}{(1-s)^{m+1}}, m \in \mathbb{Z}_+.
\]

Lemma 10. (Nabla difference) [19] For \( x : \mathbb{N}_{0+a-1} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \), if \( x(s) = a \{ x(k) \} \) converges for \(|s| - 1 < r\) for some \( r \), then for any \( n \in \mathbb{Z}_+ \), one has \( a \{ \nabla x(k) \} = \nabla^s x(s) - \sum_{j=0}^{n-1} s^j \nabla^s-1 \{ x(k) \} \) and \( a \{ \nabla^s x(k) \} = \nabla^s X(s) - \sum_{j=0}^{n-1} s^j \nabla^s-1 \{ x(k) \} \) with \(|s| - 1 < r\).

Lemma 11. (Nabla fractional sum) [22] For \( x : \mathbb{N}_{0+a-1} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \), if \( x(s) = a \{ x(k) \} \) converges for \(|s| - 1 < r\) for some \( r > 0 \), then for any \( \alpha \in (n-1,n) \) and \( n \in \mathbb{Z}_+ \), one has \( a \{ \nabla^\alpha x(k) \} = \nabla^s X(s) - \sum_{j=0}^{n-1} s^j \nabla^\alpha-1 \{ x(k) \} \) with \(|s| - 1 < r\). Interestingly, the initial conditions regarding the Caputo definition are the same with that in Lemma 10, i.e., \( [\nabla x(k)]_{k=a} \)

\[
j = 0, 1, \ldots, n - 1.
\]

Lemma 13. (Nabla Reimann–Liouville fractional difference) [22] For \( x : \mathbb{N}_{a+1-n} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \), if \( x(s) = a \{ x(k) \} \) converges for \(|s| - 1 < r\) for some \( r > 0 \), then for any \( \alpha \in (n-1,n) \) and \( n \in \mathbb{Z}_+ \), one has \( a \{ \nabla^\alpha x(k) \} = \nabla^s X(s) - \sum_{j=0}^{n-1} s^j \nabla^\alpha-1 \{ x(k) \} \) with \(|s| - 1 < r\).

In contrast, the initial conditions regarding to the Reimann–Liouville definition are similar to that in Lemma 10, i.e., \( [\nabla^\alpha x(k)]_{k=a} \), \( j = 0, 1, \ldots, n - 1 \). Let us continue to consider the case of \( \alpha \in (n-1,n) \) and \( n \in \mathbb{Z}_+ \). Reference [28] deduces the result that \( \neq \{ \nabla^\alpha x(t) \} = \nabla^s X(s) - \sum_{j=0}^{n-1} s^j \nabla^\alpha-1 \{ x(t) \} \) and \( \{ \nabla^\alpha x(t) \} = \nabla^s X(s) - \sum_{j=0}^{n-1} s^j \nabla^\alpha-1 \{ x(t) \} \). It is clearly indicated that the discrete case and the continuous case share a common form.

Theorem 14. (Nabla Grünwald–Letnikov fractional difference) For \( x : \mathbb{N}_{a+1-n} \rightarrow \mathbb{R} \), \( a \in \mathbb{R} \), if \( x(s) = a \{ x(k) \} \) converges for \(|s| - 1 < r\) for some \( r > 0 \), then for any \( \alpha > 0 \) and \( \alpha \notin \mathbb{Z}_+ \), one has \( a \{ \nabla^\alpha x(k) \} = \nabla^s X(s) \) with \(|s| - 1 < r\).

Proof. The Grünwald–Letnikov fractional difference can be rewritten as

\[
\nabla^\alpha x(k) = \sum_{j=0}^{k-\alpha-1} (-1)^j \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} (-1)^j \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} (-1)^j \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} (-1)^j \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} (-1)^j \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} \binom{\alpha}{j} x(k-j)
\]

\[
= \sum_{j=0}^{k-\alpha-1} \binom{\alpha}{j} x(k-j)
\]

With the adoption of Lemma 4 and Lemma 6, the desired result can be obtained successfully.

Since there exist no initial conditions in Grünwald–Letnikov case, \( \nabla^\alpha x(k+1) = \lambda x(k) \) and \( \nabla^\alpha x(k) = \lambda x(k-1) \) is usually considered instead of \( \nabla^\alpha x(k) = \lambda x(k) \). Combining the frequency-domain descriptions of nabla fractional difference in Lemma 12, Lemma 13 and Theorem 14, the following corollary can be obtained.

Corollary 1. For any \( \alpha \in (n-1,n) \) and \( n \in \mathbb{Z}_+ \), one can conclude that

\[
\nabla^\alpha x(k) = \nu(k) \text{ is equivalent to } \nabla^\alpha x(k) = x(k) + r_1 \text{ with } r_1 = \sum_{j=0}^{n-1} \frac{(-\alpha)^j}{\Gamma(j+1)} |x(k)|_{k=a}.
\]
Consider the discrete time unit impulse function

$$\mathcal{N}_a \{ v(k) \} = \sum_{k=1}^{\infty} (1-s)k^{-1}v(k+1)$$

for $|s| < 1$. Since $v(k) = \delta(k-1)$, with the help of Theorem 5, the result in (36) can also be obtained.

Example 3. By applying the formula $\frac{1}{s^\alpha} = \int_0^\infty \frac{\mu_a(\omega)}{s^{\alpha+1}} d\omega$ and Theorem 5, the system $\frac{1}{(s+1)^\alpha}$ with $\alpha \in (0,1)$ and $\tau \in (-0.5,0) \cup (0, +\infty)$ can be realized by the linear time varying system

$$\begin{align*}
\forall \lambda(k, \omega) &= -\omega \zeta(\omega, k) + (1 + \lambda)k^{\alpha+1-k}v(k), \\
x(k) &= \int_0^\infty \mu_a(\omega) \kappa(1+\tau)k^{\alpha+1-k} \zeta(\omega, k) d\omega,
\end{align*}$$

or the linear time invariant system

$$\begin{align*}
\forall \lambda(k, \omega) &= -\omega \zeta(\omega, k) + v(k), \\
x(k) &= \int_0^\infty \mu_a(\omega) \zeta(\omega, k) d\omega,
\end{align*}$$

with $z(\omega, a) = 0$, $\zeta(\omega, a) = 0$, $\mu_a(\omega) = \frac{\sin(\alpha \pi)}{\omega^{\alpha+1}}$, $\kappa = (\tau + 1)^{-\alpha}$ and $\lambda = -1 - \tau$.

Example 4. Consider the system $\forall \lambda(k, \omega) = \lambda x(k)$ with $\alpha = 0.5$, $x(a) = 1$ and $a = 3$. With the help of N-transform, the frequency domain form of $x(k)$ satisfies $X(s) = \frac{1}{s^\alpha}$.

From the obtained figures, it can be observed that the illustrated results confirm our theoretical result firmly.

4 APPLICATIONS

In this section, four examples are provided to demonstrate the applications of N-transform.

Example 1. Consider the discrete time unit step function $u(k) = \begin{cases} 1, & k \geq 0 \\ 0, & k < 0 \end{cases}$. Then, for any $a \in \mathbb{R}$, one has

$$\mathcal{N}_a \{ u(k-a) \} = \sum_{k=1}^{\infty} (1-s)k^{-1}u(k-1) = \sum_{k=1}^{\infty} (1-s)^{k-1} = \frac{1}{s},$$

for $|s| < 1$. Since $u(k-a) = (k-a)^{\delta}$, with the help of Lemma 14, the result in (35) can also be obtained.

Example 2. Consider the discrete time unit impulse function $\delta(k) = \begin{cases} 1, & k = 0 \\ 0, & k \neq 0 \end{cases}$. Then, for any $a \in \mathbb{R}$, one has

$$\mathcal{N}_a \{ \delta(k-a) \} = \sum_{k=1}^{\infty} (1-s)k^{-1}\delta(k-1) = (1-s)^{k-1}\delta(k-1) = 1,$$

for $s \neq 1$. Since $\delta(k-a) = \nabla u(k-a-1)$, with the help of Lemma 10, the result in (36) can also be obtained.

FIGURE 1. The real part of $x(k)$ with $\rho = 0.9$ and different $\theta$.

5 CONCLUSIONS

In this paper, some potential properties of the sampling free N-transform have been reviewed and explored. After providing the related definitions in order, 14 lemmas were summarized...
and 14 theorems were presented to exhibit its special characteristics. Additionally, some related problems have been investigated based on the elaborated properties, including calculating $N$-transform of some function and deriving the equivalent model of the nabla discrete fractional order system. It is expected that this work could arouse our interest on the nabla discrete fractional order system.
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