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Abstract—Learning predictive models for unlabeled spatiotemporal data is challenging in part because visual dynamics can be highly entangled, especially in real scenes. In this paper, we refer to the multi-modal output distribution of predictive learning as spatiotemporal modes. We find an experimental phenomenon named spatiotemporal mode collapse (STMC) on most existing video prediction models, that is, features collapse into invalid representation subspaces due to the ambiguous understanding of mixed physical processes. We propose to quantify STMC and explore its solution for the first time in the context of unsupervised predictive learning. To this end, we present ModeRNN, a decoupling-aggregation framework that has a strong inductive bias of discovering the compositional structures of spatiotemporal modes between recurrent states. We first leverage a set of dynamic slots with independent parameters to extract individual building components of spatiotemporal modes. We then perform a weighted fusion of slot features to adaptively aggregate them into a unified hidden representation for recurrent updates. Through a series of experiments, we show high correlation between STMC and the fuzzy prediction results of future video frames. Besides, ModeRNN is shown to better mitigate STMC and achieve the state of the art on five video prediction datasets.

Index Terms—Predictive learning, mode collapse, spatiotemporal modeling, recurrent neural networks.

I. INTRODUCTION

Predictive learning is to discover reasonable patterns of unlabeled spatiotemporal data with unsupervised learning approaches [1]. However, it is challenging in complex real-world environments, where the underlying physical processes of the entire dataset can be highly mixed and cannot be easily distinguished from high-dimensional visual observations. The entanglement of the learned representations usually leads to ambiguous future predictions.

Inspired by the definition of “mode” in generative modeling approaches such as GANs [2], in predictive learning, we assume that the video dataset has a multimodal data distribution (termed as “spatiotemporal modes”) due to different physical dynamics, which needs to be represented accordingly in the feature space with multiple peaks. An insufficient understanding of the spatiotemporal modes is prone to result in fuzzy predictions. Spatiotemporal modes are considered to have the following properties:

- A mixture of spatiotemporal modes naturally exists in video datasets. They can be viewed as (unlabeled) subsets of data samples with similar global representations in spacetime.
- Multiple modes can be represented by different compositions based on the same set of feature subspaces, which are modeled with a new set of recurrent structures named “dynamic slots”.

For example, when we train a robot arm to perform multiple visual control tasks, we often need to simulate the environment changes. Notably, various tasks can share the same set of fundamental dynamics components (such as rotations and local movements of the robotic arm). But from a global view, they present entirely different spatiotemporal modes in global dynamics and visual appearance (such as pushing, grasping, picking-and-placing, etc.).

A. Spatiotemporal Mode Collapse

However, it is difficult to discover the hierarchy of local and global representations of different spatiotemporal modes. For most existing video prediction models, we observe an experimental phenomenon named spatiotemporal mode collapse (STMC), that is, the predictive models cannot effectively fit a wide variety of spatiotemporal modes. Due to the complexity of real-world data, STMC occurs when the model cannot effectively decouple mixed spatiotemporal modes and infer their underlying structures. With a limited number of model parameters, the learned features responding to different modes may interfere and compete in the training process, thus easily losing diversity and collapsing to a meaningless average of multiple valid modes.

When STMC occurs, we will have two key experimental findings. First, if the models are trained with complex video sequences with diverse dynamics patterns, e.g., the examples in
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Fig. 1. Illustrations of spatiotemporal mode collapse on the multi-source RoboNet dataset [4]. (Left) RoboNet contains complex dynamics modes in videos collected in various environments. The predicted images collapse to blurry motions due to the incompatibility of learning various dynamics modes. (Right) The prediction results of most previous approaches (e.g., PhyDNet [6]) drop a lot when being trained with data from multiple environments as shown by the red bars (“Subset” here indicates the models are separately trained only with data from individual environments; “Full” means that the model is trained on the entire dataset). In contrast, the proposed ModeRNN benefits from large-scale training across different environments as shown by the dashed blue bars.

Fig. 1 (Left), they may tend to produce fuzzy prediction results of future frames. Similar to the well-known mode collapse problem in GANs, the prediction results based on different input sequences collapse into one or a small subset of the true multimodal data distribution. Second, as shown in Fig. 1 (Right), we find that training individual models separately for each data environment\(^2\) can obtain better performance (indicated by the hollow red bars), while training the same model across various environments (with \(4 \times\) training data) leads to a significant decline in the prediction results (indicated by the dashed red bars). These empirical findings can be counter-intuitive, because the model fails to further benefit from scalable training on large-scale multimodal video datasets due to STMC.

To quantify the influence of STMC, we propose a new evaluation metric based on the silhouette coefficient. Specifically, we use DBSCAN [5] to identify clusters of features throughout the entire dataset and then measure their purity with the silhouette value to assess the disentanglement of the learned spatiotemporal modes.

B. Key Idea of Our Approach

We explore STMC for the first time in unsupervised predictive learning. The core idea is to discover the compositional structures of latent modes. To this end, we propose ModeRNN (see Fig. 2), a new modular recurrent architecture that learns structured visual dynamics through a set of dynamic slots, where each of them responds to the representation subspace of a single spatiotemporal mode. ModeRNN also introduces a decoupling-aggregation framework to process the slot features in three stages, which is completely different from existing predictive models with modular architectures [7], [8].

\(^2\)To demonstrate the existence of STMC, we roughly regard each data environment in the RoboNet dataset [4] as a spatiotemporal mode.

The first stage of ModeRNN is recurrent state interaction and slot binding, in which we use the multi-head attention mechanism [9] to enable the memory state to interact with the input state and previous hidden state of RNNs. We name the memory state “slot bus”, because for each sequence, it is initialized from a multi-variate Gaussian distribution with learnable parameters, and thereafter refined using the slot features at each time step. Features in each slot are then independently modeled using per-slot convolutional parameters. The second stage in each ModeRNN unit is slot fusion, motivated by the assumption that there can be multiple spatiotemporal modes in a single video and similar videos can be represented by similar compositional structures over the slot features. Therefore, we assign slot features with learnable importance weights and aggregate them into a unified hidden
representation, which is then used in the third stage to update the slot bus and generate the output state of the ModeRNN unit.

Experiments are conducted on five challenging datasets, including (a) the large-scale, real-world RoboNet dataset with diverse data collection environments and multiple robot control tasks, (b) the KTH dataset with different action categories, (c) the radar echo dataset with various dynamics of seasonal climate, (d) the Human3.6M dataset, and (e) the synthetic Mixed Moving MNIST dataset.

Our contributions can be summarized as follows:

- We witness a new experimental phenomenon in video prediction, called STMC, which affects the prediction quality due to the entanglement of features corresponding to different spatiotemporal modes. We also propose to quantify STMC with a new metric.
- We propose a modular and hierarchical architecture to mitigate STMC, which decouples the mixed visual dynamics based on the learned slot patterns, and then re-combines them adaptively to present higher-level semantics.
- Through a series of experiments, we demonstrate the existence of STMC quantitatively and qualitatively. We also validate the effectiveness of ModeRNN in mitigating STMC in the feature space and thus improving future prediction in the pixel space.

II. RELATED WORK

RNN-Based Video Prediction Models. Many deep learning models based on RNNs have been proposed for spatiotemporal prediction [10], [11], [12], [13], [14], [15]. ConvLSTM [12] integrated 2D convolutions into the recurrent state transitions of standard LSTM and proposed the convolutional LSTM (ConvLSTM) network, which can model the spatial correlations and temporal dynamics in a unified recurrent unit. More recent approaches have extended the prediction ability of ConvLSTM in different aspects [6], [16], [17], [18], [19], [20], [21], [22], [23], [24]. For example, as an important compared model of our approach, SA-ConvLSTM [23] incorporates self-attention in the recurrent state transitions in ConvLSTM to obtain more global context information across time. However, unlike our approach, it does not learn decoupled representations to understand individual components in complex visual dynamics. In Section IV, ModeRNN is compared with the previous art including SA-ConvLSTM [23], CrevNet [21], E3D-LSTM [19], STMFANet [25], and LMC [24].

Probabilistic Video Prediction Models. Besides the deterministic models, probabilistic models were proposed to explicitly consider the uncertainty in future prediction [26], [27], [28], [29], [30], [31], [32], [33], [34]. Although many probabilistic prediction models [32], [35], [36] are also designed to decouple the multimodal distributions of future frames, they mainly focus on uncertainty modeling and do not share the same basic ideas as ModeRNN for disentanglement learning of spatiotemporal representation subspaces. In experiments, we mainly compare our model with cutting-edge probabilistic approaches, including SVG [31], SAVP [37], hierarchical VRNN [32], and SRVP [38]. We find that the use of explicitly separated slot features leads to better decoupling ability than the implicit Gaussian representations. It derives a better feature clustering result that is closer to the prior knowledge.

Unsupervised Predictive Learning for Spatiotemporal Disentanglement. Previous work has focused on learning to disentangle the spatial and temporal features from visual dynamics [6], [39], [40], [41]. These methods factorize spatiotemporal data into feature subspaces with strong priors, e.g., assuming that the spatial information is temporally invariant. Another line of work is to learn predictive models for unsupervised scene decomposition such as [7], [40]. Unlike the above models, our approach uses a set of modular architectures in the recurrent unit to represent the mixed spatiotemporal dynamics. The most relevant work to our method is the Recurrent Independent Mechanism (RIM) [8], which consists of largely independent recurrent modules that are sparsely activated and interact via soft attention. ModeRNN is different from RIM in three aspects. First, it is specifically designed to tackle STMC in real-world environments. Second, it learns modular features by incorporating multi-head attention in the recurrent unit, and performs state transitions on compositional features with learnable importance weights. Third, the modular structures in ModeRNN are frequently activated responding to the mixed visual dynamics. We mainly use DDPAE [40] and PhyDNet [6] as the baselines of ModeRNN for spatiotemporal disentanglement learning in the following sections.

III. MODERNN

We propose ModeRNN to reduce spatiotemporal mode collapse (STMC) in unsupervised predictive learning. The key idea is to build a decoupling-aggregation framework to model the recurrent state transitions of mixed spatiotemporal modes. We propose a novel recurrent unit named ModeCell as the building block of ModeRNN. It consists of three modules: (i) the state interaction and slot binding module, (ii) the adaptive slot fusion module, and (iii) the slot bus transition module.

In this section, we first discuss the basic network components and the overall architecture of ModeRNN. Following this, we will delve into the details of the decoupling-aggregation recurrent unit.

A. Dynamic Slots & Slot Bus

Dynamic slots. The decoupling-aggregation framework is built upon a set of hidden representations named dynamic slots. The term slot is in part borrowed from previous work for unsupervised scene decomposition [3]. We use it here to respond to a family of similar visual dynamics, that is, to bind each dynamic slot to the feature subspace of each spatiotemporal mode one-to-one. Slot features can be viewed as latent factors that can explicitly improve the unsupervised decoupling of mixed dynamics across the dataset.

Slot Bus. Assuming that the spatiotemporal mode consists of multiple slot patterns, so we dynamically combine all slot features with different importance weights into a unified feature representation for updating long-term memory states, termed slot bus. The hierarchical structure of dynamic slots and the slot
bus leads to a better understanding of complex and highly mixed dynamic patterns. The model is allowed to learn similar compositional structures over the slots from similar data samples with similar spatiotemporal modes. On the contrary, data samples with distinct visual dynamics may represent significant differences in the learned importance weights for updating the slot bus features, which provides a solution to STMC. Specifically, the slot bus is initialized from a learnable, multi-variate Gaussian distribution, whose mean and variance encode the global priors for the entire dataset.

B. Architecture of ModeRNN

ModeRNN consists of multiple stacked ModeCells. In the framework, the output state $\mathcal{H}^1_t$ of the $l$-th ModeCell transits between predictive blocks as it is in the ConvLSTM network [12]. Besides, the slot bus $B^1_t$ of the $l$-th ModeCell transits recurrently within each ModeCell:

$$\mathcal{H}^1_t, B^1_t = \text{ModeCell}_l \left( \mathcal{X}^l_t, \mathcal{H}^{l-1}_t, B^{l-1}_t \right), \quad l \in [1, L],$$  \hspace{1cm} (1)

where $\mathcal{X}^l_t$ is the input state. It is the input image for $l = 1$; Otherwise, $\mathcal{X}^l_t = \mathcal{H}^{l-1}_t$, which is the output state from the previous ModeCell unit, representing the connections between the stacked ModeCells. We present the internal details within ModeCell in the next section. We omit the layer index for brevity in the following notations and equations.

C. ModeCell

To learn and leverage the dynamic slots, we introduce a novel recurrent unit named ModeCell, which follows a decoupling-aggregation framework with three modules, i.e., the state interaction and slot binding module $p_0$, the adaptive slot fusion module $p_\omega$, and the slot bus transition module $p_\phi$. For each ModeCell, (1) can be unrolled as follows:

Slot binding: $p_0(\text{slot}_1^t, \ldots, \text{slot}_N^t | \mathcal{X}_t, \mathcal{H}_{t-1}, B_{t-1})$

Adaptive slot fusion: $p_\omega(\mathcal{F}_t | \text{slot}_1^t, \ldots, \text{slot}_N^t, I_t)$

Slot bus transition: $p_\phi(\mathcal{H}_t, B_t | \mathcal{F}_t, I_t, B_{t-1})$, \hspace{1cm} (2)

where $\{\text{slot}_1^t, \ldots, \text{slot}_N^t\}$ represent $N$ dynamic slots, $I_t$ denotes the concatenation of input state and hidden state (i.e., $I_t = [\mathcal{X}_t; \mathcal{H}_{t-1}]$), and $\mathcal{F}_t$ is the fused representation of the slot features. The slot bus $B_t$ and the output state $\mathcal{H}_t$ are updated recurrently through the slot bus transition module. Next, we discuss the detailed structures of these modules.

1) State Interaction and Slot Binding: This module decouples the mixed spatiotemporal modes from raw video frames to dynamic slots. To achieve this, as shown in Fig. 3, it first uses multi-head attention to allow the slot bus to interact with the input and hidden states of the unit, and thereby divides them into separate subspaces. It then binds the features to each dynamic slot using neural networks with per-slot independent parameters.

Multi-head attention [9] is widely used in neural language and image processing, and in this work, it is incorporated in the state transitions of ModeRNN. This attention mechanism allows interactions between the previous slot bus $B_{t-1}$, the current input state $\mathcal{X}_t$, and the previous hidden state $\mathcal{H}_{t-1}$ (see Fig. 3). It can naturally decouple modular components from hidden representations and bind them to particular dynamic slots. Formally, at each time step, we first apply 2D convolution projections parameterized by $W_\mathcal{Q}$ to $B_{t-1}$. Like the slot attention method previously designed for static scene understanding [3], we flatten these features to 1D to facilitate the efficiency of the subsequent multi-head attention. We then split the features into $N$ dynamic slots along the channel dimension, such that $\{\text{slot}_{t-1}^1, \ldots, \text{slot}_{t-1}^N\} = \text{Split}(\text{Reshape}(W_\mathcal{Q} * B_{t-1}))$. Note that slot bus $B_{t-1} \in \mathbb{R}^{d_i \times d_w \times (d_r + d_s)}$ and each $\text{slot}_{t-1}^n \in \mathbb{R}^{d_i \cdot d_w \cdot (d_r + d_s) / N}$, where $d_r$ is the channel number of input state,
$d_h$ is that of hidden state, and $d_k \times d_w$ indicates the spatial resolution of the slot bus tensor. To improve efficiency, we use two $3 \times 3$ depth-wise separable convolutions [42] for $W_Q$. We use $\{\text{slot}_{t-1}^1, \ldots, \text{slot}_{t-1}^N\}$ as the queries $\{Q_t^1, \ldots, Q_t^N\}$ in multi-head attention, and apply similar operations to obtain keys $\{K_t^1, \ldots, K_t^N\}$ and values $\{V_t^1, \ldots, V_t^N\}$ based on $I_t = [X_t, \mathcal{H}_{t-1}]$. We then perform multi-head attention and reshape the $N$ output slot features back to 3D tensors:

$$\text{slot}_t^n = \text{Reshape} \left( \text{softmax} \left( \frac{Q_t^n K_t^n^T}{\sqrt{d_k}} \right) V_t^n \right), \quad (3)$$

where $d_k$ is the dimensionality of the key vectors used as a scaling factor and $n \in \{1, \ldots, N\}$. It is worth noting that the number of dynamic slots $N$ is pre-defined and fixed across the video sequence. In Section IV-B4, we will show how to determine this hyperparameter.

The motivation for the use of multi-head attention is to decouple the hidden states into different subspaces of spatiotemporal dynamic slots. It brings two benefits to the forward modeling of spatiotemporal data. First, since $B_{t-1}$ can be unrolled along the recurrent state transition path to be represented as the transformation of slot features at the previous time step, using $B_{t-1}$ as attention queries allows the model to extract features from $X_t$ and $\mathcal{H}_{t-1}$ by jointly attending to prior information at different slots. Second, the architecture with attention heads can naturally help factorize the hidden representation into $N$ subspaces, corresponding to $N$ dynamic slots. The output at each attention head is then updated by a per-slot feed-forward network (FFN) with independent parameters ($n \in \{1, \ldots, N\}$):

$$\text{slot}_t^n = \text{FFN}_n(\text{slot}_t^n) = \max \left(0, W_{\text{FFN}_n} \ast \text{slot}_t^n\right), \quad (4)$$

where $\ast$ denotes the convolution operator and $W_{\text{FFN}_n}$ are $3 \times 3$ convolution kernels. Through random parameter initialization and stochastic gradient descent, the independent networks $\{W_{\text{FFN}_1}, \ldots, W_{\text{FFN}_N}\}$ would most likely be optimized into parameter subspaces far from each other, thus forcing the slots to bind to various modes in mixed visual dynamics.

2) Adaptive Slot Fusion: We explicitly consider multiple modes sharing a set of hidden representation subspaces via the slots, and use the adaptive slot fusion module to aggregate the decoupled slot features through importance weights. The similarity of visual dynamics is reflected in the similar importance weights of dynamic slots, while different visual dynamics can be distinguished by different significance of each slot feature. This mechanism prevents ModeRNN from making ambiguous predictions.

The implementation of this module is largely inspired by the mixture of experts (MoE) [43], which introduces the gated networks to control the information flow from base models in an ensemble. We improve the gated architecture to dynamically aggregate decoupled slots $\{\text{slot}_t^1, \ldots, \text{slot}_t^N\}$ with learnable importance weights $\{\omega_t^1, \ldots, \omega_t^N\}$, and finally have the compositional feature $F_t$ based on the learned importance weights and corresponding slot features for $n \in \{0, \ldots, N\}$:

$$\omega_t^n = \text{FC}^n \left( \frac{\sum_{i=1}^{d_h} \sum_{j=1}^{d_w} I_t(i,j) T(i,j)}{d_h \times d_w} \right), \quad (5)$$

$$F_t = \omega_0^0 \cdot I_t + \sum_{n=1}^{N} \omega_t^n \cdot \text{slot}_t^n. \quad (6)$$

In (5), we use the global average pooling to encode the contextual information, which is the concatenation $I_t$ of the current input state and previous hidden state, into dimensionality $\mathbb{R}^{(d_h+d_w)}$. For memory efficiency, we use a simple fully connected (FC) layer to reduce the dimensionality and get the compact feature in $\mathbb{R}^{(d_h+d_w)/2}$. Then we introduce $(N+1)$ slot-independent FC layers $\{\text{FC}_0, \ldots, \text{FC}_N\}$ with the Sigmoid activation function to generate the importance weights $\omega_t^n$ for the original input $I_t$ and each slot $\text{slot}_t^n$. In (6), we aggregate all dynamic slots as well as the input into a compositional representation $F_t$ based on the learned importance weights. Intuitively, the shortcut connection from $I_t$ to $F_t$ with importance weight $\omega_t^0$ plays an important role in integrating the input state with the slot features. We provide an ablation study to show that this gated shortcut is effective in the disentanglement of different modes.

3) Slot Bus Transition: The compositional state $F_t$ builds a hierarchical representation on top of the slot features. We use four sets of $F_t$ and $I_t$ to form the input gate $i_t$, forget gate $f_t$, output gate $o_t$, and modulated slot bus input $g_t$. We then update the slot bus following an LSTM-style recurrent transition mechanism:

$$\begin{align*}
\left( \begin{array}{c}
g_t \\
i_t \\
f_t \\
o_t \\
\end{array} \right) & = \left( \begin{array}{c}
\tanh \left( \sigma \right) \\
\sigma \\
\sigma \\
\sigma \\
\end{array} \right) \circ \left( \begin{array}{c}
W_g \\
W_i \\
W_f \\
W_o \\
\end{array} \right) \ast [F_t, I_t], \\
B_t & = f_t \odot B_{t-1} + i_t \odot g_t, \\
\mathcal{H}_t & = o_t \odot \tanh(B_t). \quad (7)
\end{align*}$$

Here, the output state of ModeCell is generated as $\mathcal{H}_t$, which is taken as input by the next ModeCell at the upper level when multiple ModeCells are being stacked in ModeRNN. In other words, ModeCell is to ModeRNN what LSTM is to the stacked LSTM network.

IV. EXPERIMENTS

We quantitatively and qualitatively evaluate ModeRNN on four datasets widely used in the unsupervised predictive learning literature. Datasets and code are available at https://github.com/thuml/ModeRNN.

A. Experimental Setup

1) Datasets: RoboNet. The RoboNet dataset [4] includes more than 15 million video frames collected by 7 different robot arms from 4 environments. It thus contains a large diversity of spatiotemporal modes of rigid motions. We randomly select 4,000 videos for testing and use the others for training. We follow
the action-free and action-conditioned video prediction setups from the work of SV2P [36]. In the action-free setup, models are trained to predict the next 10 frames from the previous 5 frames. In the action-conditioned setup, models are trained to predict 10 frames based on 2 observations along with the robot action vectors at all time steps. All images are resized to 64 × 64.

**KTH.** The KTH dataset [44] contains 6 action categories and involves 25 subjects in 4 different scenarios. It thus naturally contains various modes responding to similar motion dynamics. We use person 1-16 for training and 17-25 for testing, resize each frame to the resolution of 128 × 128, and predict 20 frames from 10 observations.

**Human3.6M.** The Human3.6M dataset contains 2,220 sequences for training, 300 for validation, and 1,056 for testing, involving 17 different scenarios. This dataset contains a larger diversity and complexity in spatiotemporal modes. We follow the protocol from [18] to resize each RGB frame to the resolution of 128 × 128 and make the model predict 4 future frames based on 4 previous ones.

**Radar Echo.** This dataset contains 30,000 sequences of radar echo maps for training, and 3,769 for testing. It naturally contains various spatiotemporal modes of fluid dynamics due to seasonal climates. Models are trained to predict the next 10 radar echoes based on the previous 10 observations. All frames are resized to the resolution of 384 × 384.

**Mixed Moving MNIST.** We introduce the synthetic Mixed Moving MNIST dataset consisting of sequences of frames in the resolution of 64 × 64. It contains 30,000 training sequences, 6,000 validation sequences, and 5,000 testing sequences. Each sequence consists of 20 consecutive frames (10 for input and 10 for future prediction). To approximate the multi-mode phenomenon of the natural world, we (i) randomly set the number of the flying digits in each sequence to 2 or 3 and (ii) assign each digit a random color from {red, green, blue}. The modified Moving MNIST dataset is more challenging than its previous convention used in [16], which requires the model to handle various spatiotemporal dynamics due to different frequencies of digit occlusions and different digit colors.

2) **Implementation Details:** We train the models with the L2 reconstruction loss and use the ADAM optimizer [46] with a starting learning rate of 0.0003. The batch size is set to 8, and the training process is stopped after 80,000 iterations. Empirically, we use 4 stacked recurrent units (i.e., ModeCells) in ModeRNN with 64-channel hidden states (i.e., da = 64 for the slot bus features in each ModeCell). We apply the same number of hidden states to the compared models based on recurrent units. Besides, in Section IV-B4, we discuss how to determine the number of dynamic slots. All experiments are implemented in PyTorch [47] and conducted on NVIDIA TITAN-RTX GPUs. We follow previous literature to train all the compared models from scratch without any pre-training phases. We run all experiments three times and use the average results for quantitative evaluation.

3) **Compared Models:** In the following experiments, we compare ModeRNN with

- Other deterministic models, including ConvLSTM [12], PredRNN [16], DDPAE [40], RIM [8], E3D-LSTM [19], CrevNet [21], SA-ConvLSTM [23], PhyDNet [6], LMC [24], STMFANet [25], and SimVP [45].
- Probabilistic video prediction approaches, including SVG [31], SAVP [37], hierarchical VRNN [32], and SRVP [38].

4) **Evaluation Metrics: Measures of prediction quality.** We adopt the evaluation metrics commonly used in previous literature [1] for different datasets. Specifically, we use the *mean squared error* (MSE) and the *structural similarity* (SSIM) [48] for RoboNet and Mixed Moving MNIST, and use SSIM and the *peak signal-to-noise ratio* (PSNR) for KTH. For Human3.6M, besides PSNR, we use the *learned perceptual image patch similarity* (LPIPS), and the *Fréchet video distance* (FVD) [49]. LPIPS and FVD are perceptual metrics that respectively employ static/sequential deep features to measure the quality of each generated video frame and the temporal coherence of video content. These metrics are particularly useful for evaluating the model on complex natural images, such as the human motion videos in the Human3.6M dataset. For the radar echo dataset, we further use the *critical success index* (CSI), which is defined as \[ \text{CSI} = \frac{\text{Hits}}{\text{Hits} + \text{Misses} + \text{FalseAlarms}} \]. Given a threshold value of precipitation alarms, “Hits” corresponds to the true positive, “Misses” corresponds to the false positive, and “FalseAlarms” corresponds to the false negative. We here set the alarm threshold to 30 dBZ. Therefore, a higher CSI indicates a better weather forecasting result. Unlike MSE, CSI can better respond to high-intensity precipitation values.

**Measures of STMC.** To quantify the effect of spatiotemporal mode collapse (STMC), we measure the feature clustering results as follows:

- We first perform DBSCAN [5], a typical density-based clustering method, to determine clusters of test samples based on their latent features.
- We then calculate the *silhouette coefficient* (SC) to measure the goodness of the purity of the disentangled modes. Its value ranges from −1 to 1. A higher SC value indicates that clusters are well apart and clearly distinguished, while lower SC values indicate more severe STMC issues.

We also use the *gradient difference loss* (GDL) [26] to measure the blurry effect of the predicted frames. A lower GDL indicates that the sharpness of the generated image is close to that of the true image. In Section IV-B2, we evaluate the correlations between SC and GDL, which can reveal the relations between STMC and ambiguous prediction results.

**B. Results on the RoboNet Dataset**

1) **Main Results: Action-free video prediction.** In Table I, we show the per-frame quantitative results and computational efficiency for action-free video prediction. As we can see, ModeRNN achieves *state-of-the-art* overall performance with fewer parameters compared with existing approaches. It can consistently benefit from training with complex visual dynamics in the entire dataset (see the bar chart in Fig. 1). Further, as shown in the first example in Fig. 4, ModeRNN is the only method that captures the exact movement of the robot arm, while other models make collapsed predictions.
TABLE I
QUANTITATIVE RESULTS ON THE ROBO NET DATASET FOR ACTION-FREE VIDEO PREDICTION

| Model                               | SSIM (↑) | MSE (↓) | Param (MB) | Mem (GB) |
|-------------------------------------|----------|---------|------------|----------|
| ConvLSTM [12]                      | 0.725    | 133.4   | 8.2        | 2.6      |
| PredRNN [16]                       | 0.773    | 119.5   | 11.8       | 3.5      |
| E3D-LSTM [19]                      | 0.793    | 108.7   | 20.4       | 8.9      |
| SA-ConvLSTM [23]                   | 0.753    | 116.5   | 10.5       | 3.4      |
| PhyDNet [6]                         | 0.742    | 122.5   | 14.4       | 4.5      |
| PhyDNet [6] w/ environment label    | 0.750    | 116.9   | 14.4       | 4.5      |
| RIM [8]                             | 0.756    | 120.3   | 9.2        | 3.8      |
| LMC [24]                            | 0.783    | 113.4   | 12.4       | 5.9      |
| CrevNet [21] w/ ST-LSTM             | 0.794    | 109.4   | 7.0        | 3.3      |
| STMFANet [25]                      | 0.793    | 107.4   | -          | -        |
| SimVP [45]                          | 0.804    | 101.9   | -          | -        |
| **ModeRNN**                         | **0.831**| **91.9**| **6.4**    | **3.2**  |

We report the average results of multiple prediction samples for the stochastic models (Rows 2-4 from the bottom).

---

**Action-Conditioned Video Prediction.** We also conduct experiments under the action-conditioned setup, encoding the inputs of robot action signals using the action fusion module from PredRNN-V2 [50]. We mainly compare the performance of ModeRNN with that of SVG [31], SRVP [38] and SAVP [37], which are strong baselines as their effectiveness on RoboNet has been well validated in the prior literature. For these models, we draw 100 prediction samples from the prior distribution given a testing sequence and report the results with the best SSIM scores. From Table II, ModeRNN achieves the best performance in the shortest training time. We show the qualitative results in the second case in Fig. 4. With the help of the action inputs, ModeRNN has more accurate predictions about the moving trajectories of the robot arm, while SA-ConvLSTM [23], PhyDNet [6], SAVP [37], and SVG [31] suffer from severe blurry effects due to the collapse of learned dynamics.

![Fig. 4. Showcases of future predictions on RoboNet under the (Left) action-free and (Right) action-conditioned setups. These examples are randomly sampled from the Stanford environment. The red boxes highlight the positions of the robot arm. ModeRNN generates more accurate and sharper predictions about future moving trajectories of the robot arm, while SA-ConvLSTM [23], PhyDNet [6], SAVP [37], and SVG [31] suffer from severe blurry effects due to the collapse of learned dynamics.](image)

---

TABLE II
RESULTS ON ROBO NET FOR ACTION-CONDITIONED VIDEO PREDICTION.
"TRAIN": THE TOTAL TRAINING TIME IN HOURS, "TEST": THE INFERENCE TIME PER SEQUENCE

| Model       | SSIM (↑) | MSE (↓) | Train (h) | Test (ms) |
|-------------|----------|---------|-----------|-----------|
| PhyDNet [6] | 0.813    | 106.2   | 20        | 23.9      |
| SVG [31]    | 0.835    | 99.1    | 23        | 18.7      |
| SAVP [37]   | 0.842    | 96.5    | 25        | 22.3      |
| SRVP [38]   | 0.849    | 91.3    | 25        | 24.2      |
| **ModeRNN** | **0.874**| **83.5**| **16**    | **19.6**  |

Our approach achieves competitive results in both efficiency and prediction quality; it does not sacrifice one for the other. Unlike existing models, which mostly use deep image encoders and decoders (e.g., SVG and SRVP employ a VGG16-based encoder
and decoder architecture on the robot and KTH datasets), ModeRNN uses most of its parameters in the recurrent units.

2) Demonstration of Spatiotemporal Mode Collapse: STMC occurs on large real-world datasets. RoboNet naturally has the label of the data collection environments, including Berkeley, Google, Penn, and Stanford. To demonstrate that STMC does exist in real-world datasets, and our approach can overcome STMC, we assume that different environments correspond to different combinations of the spatiotemporal modes. From Fig. 1, training the existing models using data samples from all environments leads to ambiguous predictions of future dynamics; While training separate models on the subset of each environment leads to better overall performance. From these results, we may conclude that previous methods degenerate drastically when using all training samples with mixed visual dynamics. These results perfectly match the t-SNE [51] visualization in Fig. 5(a), where the cell output states of PhyDNet [6] are severely entangled and collapse to less discriminative subspaces. In contrast, from Fig. 5(b), the compositional slot bus features in ModeRNN show 4 clusters with clear boundaries, corresponding to four robot environments. For the configurations of t-SNE, we set the number of components to 2 and the perplexity to 30. The learning rate for t-SNE is 200, the maximum iteration leads to better overall performance. From these results, we may conclude that previous methods degenerate drastically when using all training samples with mixed visual dynamics. These results perfectly match the t-SNE [51] visualization in Fig. 5(a), where the cell output states of PhyDNet [6] are severely entangled and collapse to less discriminative subspaces. In contrast, from Fig. 5(b), the compositional slot bus features in ModeRNN show 4 clusters with clear boundaries, corresponding to four robot environments. For the configurations of t-SNE, we set the number of components to 2 and the perplexity to 30. The learning rate for t-SNE is 200, the maximum iteration leads to better overall performance.

STMC Exists in Supervised Predictive Learning. One may concern that why not use the environment labels as input to help learn the environment-specific representations? There are two reasons. First, in reality, most spatiotemporal modes are implicit and cannot be pre-defined or annotated, even in RoboNet. Therefore, simply using the sparse labels for the environments or robot types cannot completely address the STMC problem. Second, from the 6-th line in Table I, using environment labels does not empirically significantly improve prediction results. We here follow the well-established practice in Conditional-GAN [52] to encode a one-hot environment label to PhyDNet [6].

Quantitative Analyses of STMC. As mentioned above, for each compared model, we quantify the effect of STMC by applying DBSCAN [5] to the latent features \( z \) of all test samples and then use silhouette coefficient to calculate the goodness of the clustering results. For each video sample \( \mathbf{i} \) in the test set, we take the average slot bus features in ModeRNN over \( T \) prediction time horizon as \( z^{(i)} = \frac{1}{T} \sum_{t=\tau+1}^{\tau+T} E_t^{(i)} \), where \( \tau \) is the number of input frames. Similarly, for other RNN-based predictive models, we use the average hidden state over the prediction time horizon. We then calculate the average SC value of all test samples to measure the disentanglement of multiple modes, which is defined as:

\[
SC = \frac{b - a}{\max(a, b)},
\]

where \( a \) is the cluster cohesion, which refers to the average distance between a sample \( z^{(i)} \) and all other data points within the same cluster; \( b \) represents the cluster separation, which refers to the average distance between \( z^{(i)} \) and all other data points in the nearest cluster. That is to say when the average SC value is close to 1, the learned features are far away from the neighboring clusters, indicating clearly disentangled spatiotemporal modes. As shown in Table III, ModeRNN achieves the highest SC scores on the complex RoboNet dataset and significantly outperforms deterministic video prediction models that are designed for disentanglement learning, including RIM [8] and PhyDNet [6]. It also outperforms the state-of-the-art probabilistic model (i.e., SRVP [38]) in mitigating STMC.

Relationships Between STMC and Ambiguous Predictions. Table III also presents the gradient difference loss to show the blurry effect of the generated future images. We can easily find the correlations between the SC and GDL scores, which indicates that mitigating STMC can keep the model from making ambiguous predictions. Besides, ModeRNN achieves the best results in the GDL scores.
We find that, in the range of $\{64, 256\}$, the performance of ModeRNN increases; while the performance of $\{256, 512\}$ remains roughly the same; while on the right side, we use a fixed number of feature channels $\{16\}$ for each dynamic slot, so that the total model size grows with the increase of $N$.

**Table IV**

| Model | MSE ($\downarrow$) | SC ($\uparrow$) |
|-------|-------------------|----------------|
| ModeRNN | 91.9 | 0.659 |
| ModeRNN w/o slot binding | 132.5 | 0.347 |
| ModeRNN w/o slot fusion | 121.2 | 0.425 |
| ModeRNN w/o per-slot FFN | 110.7 | 0.483 |
| ModeRNN w/o gated shortcut | 128.3 | 0.379 |

**Table V**

| # Dynamic slots | MSE ($\downarrow$) | # Dynamic slots | MSE ($\downarrow$) |
|-----------------|-------------------|----------------|-------------------|
| $N = 1$ | 118.1 | $N = 1$ | 129.3 |
| $N = 2$ | 103.4 | $N = 2$ | 115.7 |
| $N = 3$ | 94.5 | $N = 3$ | 101.8 |
| $N = 4$ (Final) | 91.9 | $N = 4$ | 91.9 |
| $N = 5$ | 91.7 | $N = 5$ | 90.2 |
| $N = 6$ | 91.3 | $N = 6$ | 89.1 |
| $N = 7$ | 90.8 | $N = 7$ | 88.3 |
| $N = 8$ | 91.0 | $N = 8$ | 88.0 |
| $N = 9$ | 90.9 | $N = 9$ | 88.2 |

**Table VI**

| Method | MSE ($\downarrow$) | SC ($\uparrow$) |
|-------|-------------------|----------------|
| ModeRNN w/o MHA | 113.7 | 0.431 |
| ModeRNN w/ GCN | 107.4 | 0.493 |
| ModeRNN w/ MHA (Final) | 91.9 | 0.659 |

**Table VII**

| Model | # Channel | MSE ($\downarrow$) | SC ($\uparrow$) |
|-------|-----------|-------------------|----------------|
| PhyDNNet | 64 | 122.5 | 0.372 |
| PhyDNNet | 512 | 120.3 | 0.371 |
| RIM | 64 | 120.3 | 0.348 |
| RIM | 512 | 118.1 | 0.345 |
| ModeRNN | 64 | 91.9 | 0.659 |

3) Feature Visualization: Besides the visualization of slot bus in Fig. 5(b), we testify the mode decoupling ability of ModeRNN by visualizing the slot features in Fig. 5(c). We can see that features of the $4$ dynamic slots are clustered into $4$ groups, indicating the ability to disentangle various spatiotemporal modes. In Fig. 5(d), we use the averaged importance weights $\{\omega_i\}_{i=1}^4$ on each slot to analyze how the adaptive slot fusion module works. We can see that different robot environments lead to different significance over dynamic slots.

4) Ablation Study: Effectiveness of Each Model Component.

In Table IV, we analyze the efficacy of each component in ModeRNN on the action-free RoboNet dataset in terms of prediction quality and feature disentanglement results (i.e., silhouette coefficient values). We have the following observations. First, removing the slot binding module increases the prediction error by $44.2\%$, showing the necessity of learning to decouple the dynamics using separate dynamic slots. It also leads to a significant decrease of the SC value ($0.659 \rightarrow 0.347$), indicating that the slot binding module is effective for disentanglement learning of the spatiotemporal modes. Second, removing the adaptive slot fusion module increases the prediction error by $31.9\%$, which strongly demonstrates that it is crucial to learn the state transitions upon the compositional representations based on the slot features. Third, the per-slot FFN in the slot binding module and the gated shortcut $f_i = \omega_i \cdot T_i$ in the slot fusion module also show a significant impact on the final performance, which verifies that parameter isolation is effective in mode decoupling. It reveals the positive effect of an adaptive fusion of rich appearance information and compact spatiotemporal dynamics. Finally, the entire decoupling-aggregation framework that integrates the above techniques in a unified modular model performs best in both prediction results in MSE and the feature disentanglement results in SC values.

**Number of Dynamic Slots.**

The number of dynamic slots for different datasets is determined by the data complexity or our prior knowledge. On the RoboNet dataset, particularly, we observe that ModeRNN with $4$–$9$ dynamic slots achieve competitive performance, as shown in Table V, and we finally set $N = 4$ for simplicity. Notably, using a single slot in each ModeCell achieves similar performance to SA-ConvLSTM [23] (Table I), which incorporates self-attention in the recurrent state transitions but does not have a mode decoupling framework.

**Scaling-up the Model Size.**

We further study increasing the mode scale of ModeRNN. We separately experiment with an increased number of dynamic slots (as shown in the right column in Table V) and the increase of the feature channels for each slot (as shown in Fig. 6). The total number of model parameters grows in both cases. Experiments are still conducted on the action-free RoboNet dataset. Specifically, we fix the number of channels for each slot feature and gradually increase the number of slots $N$. From the results in the right part of Table V, we can see that ModeRNN achieves higher performance when $N$ increases. Besides, in Fig. 6, we fix the number of dynamic slots $N = 4$, gradually increasing the hidden state’s channel number $d_s$ from $64$ to $512$. We find that, in the range of $d_s \in [64, 256]$, ModeRNN improves as $d_s$ increases; while the performance of ModeRNN tends to be stable, when we continue to increase $d_s$ from $256$ to $512$. All in all, ModeRNN achieves higher performance by increasing the model scale.
and adopts the dynamic. On this dataset, we use the frame-wise as evaluation metrics following previous litera-

The multi-head attention (MHA) is originally used in Transformer to learn diverse representation via the divided multiple heads. In ModeRNN, we borrow the MHA mechanism to decouple the hidden states into different subspaces of spatiotemporal dynamic slots. As shown in Table VI, we validate the effectiveness of such a design on RoboNet under the action-free setup. Specifically, we first remove MHA and find that ModeRNN deteriorates for prediction quality and disentanglement performance (SC: 0.659 → 0.431). Furthermore, we replace MHA with GCN [53], another typical architecture for disentanglement learning treating each slot as a node. We find that it performs much worse the final ModeRNN with MHA. These results show that multi-head attention is an effective way to factorize spatiotemporal features to overcome STMC.

5) Comparison With SA-ConvLSTM: To better position our ModeRNN, we provide a further comparison with the competitive baseline SA-ConvLSTM [23] as follows, which combines the self-attention and ConvLSTM to capture the global context information. We demonstrate STMC with extensive visualization and further propose the ModeRNN with full insights to tackle the STMC problem. Technically, there are two core differences between ModeRNN and SA-ConvLSTM.

First, SA-ConvLSTM uses self-attention only for representation aggregation, leading to an inherent lack of the ability to decouple the mixed visual dynamics into several modes. On the contrary, ModeRNN separates the learned representations in several subspaces as dynamic slots and adopts the slot bus to connect the decoupled slots along the temporal dimension. This design is highly motivated by the observation of STMC. As shown in Fig. 5, the learned dynamic slots from ModeRNN are clustered into 4 distinct groups. This observation indicates that ModeRNN has the capability to disentangle different spatiotemporal modes and effectively manage mixed dynamics.

Second, SA-ConvLSTM could not dynamically capture the mixed visual dynamics and adjust to different environments effectively. It only uses the self-attention between recurrent states to capture the global context regardless of various spatiotemporal mode information across different environments. In contrast, ModeRNN develops a modular structure, which adaptively produces compositional features via the dynamic slots and adaptive slot fusion.

As shown in Fig. 7, we conduct the t-SNE visualization on RoboNet, where the memory states of SA-ConvLSTM are entangled and collapse to the ambiguous representation subspaces, leading to the severe STMC. The quantitative results also show that SA-ConvLSTM does not behave well compared with ModeRNN (SSIM: 0.753 versus 0.831, MSE: 116.5 versus 91.9) on the complicated real-world dataset.

All in all, ModeRNN is different from SA-ConvLSTM in both motivation and technical design, which is compared distinctly from the combination of the multi-head attention and ConvLSTM. The carefully designed dynamic slots, slot bus and adaptive slot fusion form a decoupling-aggregation framework, directly aiming at the STMC, which is the key problem of unsupervised predictive learning. Benefiting from this compact connection between the STMC and model design, ModeRNN achieves the state-of-the-art performance and explainable slot features on extensive datasets with complex spatiotemporal modes.

C. Results on the KTH Dataset

The KTH dataset [44] contains 6 action categories and involves 25 subjects in 4 different scenarios. It thus naturally contains various modes responding to similar motion dynamics. We use person 1-16 for training and 17-25 for testing, resize each frame to the resolution of 128 × 128, and predict 20 frames from 10 observations.

Main Results. On this dataset, we use the frame-wise peak signal-to-noise ratio (PSNR) and Structural Similarity (SSIM) [48] as evaluation metrics following previous literature [1]. We use 6 dynamic slots in each ModeCell. In Table VIII, we show the quantitative results and find that ModeRNN

![Graph showing parameter analysis on the action-free RoboNet for the channel number $d_s$ of the hidden state in ModeCell. We use a fixed number of dynamic slots $N = 4$. Note that in the final ModeRNN, we set the default value of $d_s$ to 64 for higher training and testing efficiency.](image)

![t-SNE visualization of hidden states in SA-ConvLSTM on RoboNet](image)

**Fig. 6.** The parameter analysis on the action-free RoboNet for the channel number $d_s$ of the hidden state in ModeCell. We use a fixed number of dynamic slots $N = 4$. Note that in the final ModeRNN, we set the default value of $d_s$ to 64 for higher training and testing efficiency.

**Fig. 7.** The t-SNE results of the hidden states in SA-ConvLSTM on RoboNet, which can be compared with that of ModeRNN in Fig. 5(b).
Fig. 8. Examples of predicted future frames on the KTH action dataset.

TABLE VIII
Comparisons With Existing Probabilistic and Deterministic Video Prediction Models on the KTH Dataset

| Model         | PSNR (↑) | SSIM (↑) |
|---------------|----------|----------|
| SVG [31]      | 27.73    | 0.863    |
| SRVP [38]     | 28.41    | 0.873    |
| ConvLSTM [12] | 24.12    | 0.712    |
| TrajGRU [54]  | *26.97   | *0.814   |
| PredRNN [16]  | *27.47   | *0.839   |
| SA-ConvLSTM [23] | *29.33 | 0.897    |
| E3D-LSTM [19] | *29.31   | *0.879   |
| PhyDNNet [6]  | 28.69    | 0.879    |
| CrevNet [21]  | 28.82    | 0.883    |
| LMC [24]      | *28.61   | *0.894   |
| RIM [8]       | 27.01    | 0.817    |
| SimVP [45]    | 29.38    | 0.898    |
| ModeRNN       | 29.45    | 0.906    |

For SVG, we report the best results from 100 output samples per input sequence. *Indicates the result directly copied from the original references.

performs best among all compared methods, including the state of the art proposed in recent two years [6], [21], [23], [24]. We provide the qualitative comparisons in Fig. 8, where we observe that ModeRNN can predict the precise position of the moving person.

A-Distance. A-distance [55] is defined as $d_A = 2(1 - 2\epsilon)$ where $\epsilon$ is the error rate of a domain classifier trained to discriminate two visual domains. In Fig. 9, we use the A-distance to quantify the STMC in the real-world KTH action dataset. In this experiment, we divide the KTH dataset into two groups according to the visual similarities of human actions. According to the scale of the actions, we can simply group the existing six categories in the KTH dataset into two typical groups:

- The first group corresponds to the global movement of the torso, including running, walking, and jogging.
- The second group corresponds to the local movement of hands, including the categories of hand-clapping, hand-waving, and boxing.

We here use the memory state $C_t$ in ConvLSTM and PredRNN, and the slot bus $B_t$ in ModeRNN to calculate A-distance. As shown by the blue bars (higher is better), the lower A-distance between the two groups indicates that the learned representations from the two groups are highly entangled. The red bars (lower is better) show the domain distance between features taking as inputs the ground truth frames $X_t$ and those taking the predictions $\hat{X}_t$. STMC happens when the A-distance between predictions of different groups (in blue) becomes much smaller than that between predictions and ground truth (in red).

$t$-SNE. As shown in Fig. 10(a), we visualize the memory state of ConvLSTM using t-SNE [51]. It is observed that the learned cell states by ConvLSTM are entangled among different action groups. The t-SNE visualization result matches the PhyDNNet visualization on the RoboNet dataset shown in Fig. 5(a). Thus, these results verify that the STMC also exists under the real-world human motion dataset. While in ModeRNN, we further visualize the learned features of the slot bus in Fig. 10(b), which shows 2 clusters with clear boundaries, corresponding to two action groups in the KTH dataset. According to these t-SNE results, we can find that directly training the previous methods on the mixed dynamics will lead to severe STMC in representation learning, shown as the entanglement of hidden representations. These entangled representations will make the model provide a poor ambiguous prediction. In contrast, ModeRNN can effectively overcome the STMC by learning an accurate decoupling for mixed dynamics.

Number of Dynamic Slots. In our definition, the dynamic slots correspond to feature subspaces that collectively constitute spatiotemporal modes, which can be thought of as data clusters with similar global representations. As stated earlier, the number of
dynamic slots used in a dataset is determined by the complexity and diversity of the data patterns. In the case of the KTH dataset, we examine the impact of varying the number of slots \( N \) in ModeRNN, while keeping the total model size approximately constant, as shown in Table IX. ModeRNN outperforms the previous state-of-the-art (which achieved a PSNR of 29.38) with \( N \) values ranging from 6 to 9 and achieves the best performance at \( N = 8 \). We empirically use \( N = 6 \) in our experiments for simplicity. In other words, the value of \( N = 6 \) is determined through a grid search and is NOT simply determined by the number of action categories.

### D. Results on the Radar Echo Dataset

**Main Results.** As shown in Table X, ModeRNN achieves state-of-the-art overall performance and significantly outperforms the competitive precipitation method, TrajGRU [54] (CSI: 0.357, MSE: 65.1 vs 89.2). We also show examples of predicted future frames on the radar echo dataset in Fig. 11. We find that the compared models fail in predicting the edges of the cyclone, and the predicted movement of the cloud even vanishes. On the contrary, ModeRNN provides more details about the cyclone and accurately predicts its center position indicated by the red box. Both the quantitative and qualitative results show that our ModeRNN can effectively capture the dynamic information from complex meteorological dynamic mode.

**t-SNE.** Considering the climate change among different seasons in Guangzhou, we can roughly consider the radar echo dataset into two typical meteorology groups:

- The first group: It corresponds to the windier part of the year, from March to May, with average wind speeds of
Fig. 11. Examples of predicted future frames on the radar echo dataset. ModeRNN produces more accurate predictions indicated by the red boxes.

Fig. 12. Examples of predicted future frames on the Human3.6M dataset.

TABLE XI
QUANTITATIVE RESULTS ON THE HUMAN3.6M DATASET. FOR MOTIONRNN [41], WE USE MIM [18] AS THE NETWORK BACKBONE

| Model          | PSNR (↑) | FVD (↓) | LPIPS (↓) |
|----------------|---------|---------|-----------|
| SA-ConvLSTM [23] | 21.3    | 19.2    | 0.153     |
| E3D-LSTM [19]   | 19.7    | 23.7    | 0.173     |
| SRVP [38]       | 22.5    | 18.1    | 0.137     |
| PhyDNet [6]     | 22.0    | 18.3    | 0.145     |
| MotionRNN [41]  | 22.1    | 18.3    | 0.136     |
| LMC [24]        | 21.5    | 18.7    | 0.151     |
| CrevNet [21]    | 22.6    | 18.1    | 0.139     |
| RIM [8]         | 20.1    | 21.3    | 0.168     |
| SimVP [45]      | 23.0    | 17.3    | 0.134     |
| ModeRNN         | 24.2    | 16.4    | 0.123     |

more than 7.5 miles per hour. There will be drizzles from time to time in these months. We use the radar maps from 2016/3 to 2016/5 and 2017/3 to 2017/4 for training, and use those in 2017/5 for testing.

- The second group: It corresponds to the summer in Guangzhou, which experiences heavier cloud cover, with the percentage of time that the sky is overcast or mostly cloudy is around 80%. We use the radar maps from 2016/6 to 2016/8 and 2017/6 to 2017/7 for training, and use those in 2017/8 for testing.

In Fig. 10(c), we visualize the cell state of ConvLSTM using t-SNE and find that the learned cell states are entangled under different climate groups. It shows that STMC exists under the real-world precipitation dataset. We further visualize the slot bus features in Fig. 10(d), which show 2 clusters with clear boundaries, corresponding to two climate groups.

E. Results on the Human3.6M Dataset

Main Results. As shown in Table XI, ModeRNN significantly outperforms the previous state-of-the-art method MotionRNN [41] (PSNR: 24.2 versus 22.1, FVD: 16.4 versus 18.3, LPIPS: 0.123 versus 0.136). Note that our approach can also obtain great promotion on the FVD metric, which means the prediction results are better in terms of motion consistency. As for the qualitative results in Fig. 12, ModeRNN predicts the sharpest sequence compared with other methods and enriches the details for each part of the body, especially for the arms.

These results validate the ability of ModeRNN to deal with complex spatiotemporal modes in a fully unsupervised way.

F. Results on the Mixed Moving MNIST Dataset

Main Results. In Table XII, we show the overall quantitative results as well as computational efficiency of the compared models on the Mixed Moving MNIST dataset. As we can see, ModeRNN achieves state-of-the-art overall performance compared with existing approaches, including the state-of-the-art
approaches proposed in recent two years. DDPAE [40] is a strong baseline, which learns to decompose each digit and then disentangle its content and motion. It achieves good results on the synthetic dataset but can hardly generalize well to real-world data partly due to the strong inductive bias for plain background and rigid shapes of the moving objects. In contrast, ModeRNN effectively overcomes STMC. It achieves the best performance on the synthetic data which is more difficult than the original Moving MNIST dataset [40] due to a larger variety of visual dynamics.

Further Evidence for Disentanglement. As shown in Fig. 14, we conduct the slot swap tests, in which we replace the features of one dynamic slot from the input sequence (1st row) with features from another sequence (2nd row) that belong to the same slot. Intuitively, there are two significant modes in this dataset: the time-varying pose and the digit color that may also change over time. In Fig. 14, ModeRNN has successfully learned to separate the mixed modes into multiple representation subspaces through the modular architecture, assigning different subspaces to different slots:

- Replacing features in Slot #1 makes the color change with the other sequence while maintaining the motions.
- Replacing features in Slot #2 is equivalent to borrowing the poses from the other one while maintaining the colors.

The swap tests validate the effectiveness of the proposed dynamic slots in disentangling mixed visual dynamics.

V. CONCLUSION

In this paper, we demonstrated a new phenomenon of spatiotemporal mode collapse (STMC) when training unsupervised predictive models on real-world datasets with highly mixed visual dynamics. Accordingly, we proposed ModeRNN that effectively learns modular features using a set of dynamic slots. To discover the compositional structures in spatiotemporal modes, ModeRNN adaptively aggregates the slot features with learnable importance weights. Compared with existing models, ModeRNN was shown to mitigate the collapse of future predictions, improving qualitative and quantitative results on five real-world or synthetic datasets.
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