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Abstract: The exponential growth in the field of information technology, need for quality-based software development is highly demanded. The important factor to be focused during the software development is software defect detection in earlier stages. Failure to detect hidden faults will affect the effectiveness and quality of the software usage and its maintenance. In traditional software defect prediction models, projects with same metrics are involved in prediction process. In recent years, active topic is dealing with Cross Project Defect Prediction (CPDP) to predict defects on software project from other software projects dataset. Still, traditional cross project defect prediction approaches also require common metrics among the dataset of two projects for constructing the defect prediction techniques. Suppose if cross project dataset with different metrics has to be used for defect prediction then these methods become infeasible. To overcome the issues in software defect prediction using Heterogeneous cross projects dataset, this paper introduced a Boosted Relief Feature Subset Selection (BRFSS) to handle the two different projects with Heterogeneous feature sets. BRFSS employs the mapping approach to embed the data from two different domains into a comparable feature space with a lower dimension. Based on the similarity measure the difference among the mapped domains of dataset are used for prediction process. This work used five different software groups with six different datasets to perform heterogeneous cross project defect prediction using firefly particle swarm optimization. To produce optimal defect prediction in the Heterogeneous environment, the knowledge of particle swarm optimization by inducing firefly algorithm. The simulation result is compared with other standard models, the outcome of the result proved the efficiency of the prediction process while using firefly enabled particle swarm optimization.
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1. INTRODUCTION

In recent years, approaches for software defect prediction in earlier stages of software development is highly focused and various effective models of defect prediction approaches are developed and a lot of attention is given by both commercial and academic communities. Many of the existing studies commonly intensive on Within Project Defect Prediction (WPDP), which allows the prediction model to be trained with the historical data to detect software defects on other software modules of same project [1].

In simple, while performing WPDP the intra project dataset is used for both training and testing. But, in real time investigation, the researches confront on gathering such voluminous historical data within the same project, this problem can be tackled by getting data from other projects to assist the learning of target software projects. Due to this reason, CPDP is introduced, which is the art of using dataset of inter project to perform software defect prediction in the target project along with small ratio of local data [2].

However, while deploying CPDP it works under the assumption of both the source and the target project data must comprised of same feature’s or metrics. When the data distribution ratio changes or the feature space of source and target project are dissimilar then it is not possible to achieve the expected result by using these techniques.

Hence, the need for Heterogeneous Cross Project Defect Prediction Models (HCPDP) are demanded for the above-mentioned scenario where the source project and the target project dataset comprised of different features or metrics and their space or size is not same.

In many cases, the datasets of software defect detection are imbalance, that is, number of modules which are defective is commonly much smaller in ratio compared to modules with defect free [3]. This nature of imbalance in data can leads to worst prediction performance, where the possibility of predicting defect can be low while the entire performance is high.

The ultimate objective of this paper is to handle such worst cases of low volume defect prediction data by developing nature inspired Heterogeneous cross project software defect prediction model.

II. PROBLEM STATEMENT

In general, software defect prediction models are constructed using intra-project dataset. But in practice, lack of training data with defect modules, at earlier stages of software testing restricts the efficiency of prediction process. Even in cross project defect prediction, it is accomplished only when those projects dataset must have same set of metrics with same size. In addition, it also faces the class imbalance issue, which increases the difficulty for the researchers to predict the defects in software modules. To overcome this issue, this proposed work proposed a two stage Heterogeneous cross project defect prediction which uses data from other projects even in presence of different metrics with varied feature space.
In this work, boosted relief feature subset selection is used to make the source project to be trained with the target project space by mapping in to the equal feature space.

To predict the defect, firefly enable particle swarm optimization is used for classifying the defect and non-defect modules very effectively.

III. RELATED WORK

In last years, research related to Heterogeneous cross project defect prediction, but still it faces severe challenges, because of using inter projects with different metrics and size as primary factor for discovering defect prediction in software project. This section discusses about some of the research works related to both cross project defect prediction and Heterogeneous project defect prediction.

Nam et al. [4] in their work to handle the Heterogeneous project defect prediction they utilized the concept of selection of metrics and selection of similar metrics using metric matching to construct the model of software defect prediction. But this model rejected dissimilar metrics, which may cover beneficial evidence for training.

Jing et al. [5] developed a Heterogeneous cross project defect prediction using canonical correlation analysis, they created a common correlation space to subordinate cross project data. Then source and target project dataset are place into the solution space for project defect prediction.

In existing models of CPDP, the main issue in software defect prediction is class imbalance which is taken as an important factor by Ryu et al. [6]. The authors developed a value cognitive boosting method of support vector machine which exposed sampling methods to overcome the imbalance of class issues such as defect and non-defect ration is greatly varied in cross project defect prediction. But this approach is not appreciated for using the class imbalance issue in case of heterogeneous environment. While using sampling strategy, it may discard some of the interesting samples that might influence the prediction process. So that, these approaches are not best suited for solving the class imbalance problem in HCPDP.

Zimmermann et al. [7] designed a large-scale experiment for CPDP using 12 real world projects. This research work stated that the conventional model of software defect prediction doesn’t suit best for handling dissimilar metrics with varying size.

He et al. [8] in their work performed CPDP type of software defect prediction by concentrating on selection of dataset for training process. They reported that the performance of the prediction model depends on the dataset’s distributional attributes.

Turhan et al. [9] designed a nearest neighbor filter approach to choose identical data from the source project. They involve only nearest neighbors of each test data to build training dataset, which consist of similar metrics of local data.

Ma et al. [10] introduced a transfer naive bays which doesn’t concentrate only on matching training dataset, they used information of all appropriate metrics or features in training dataset. This model converts the information of cross project data to their corresponding weight dataset. Depending on the weight data, the defect prediction approach was built.

Nam et al [11] used transfer component analysis to CPDP and designed a novel enhanced TCA model by choosing an appropriate normalization done automatically for preprocessing the dataset.

Hall et al. [12] proposed a data imbalance related to particular classification methods may generate worst performance. Avoiding this problem, a learning model that minimizes the error rate of prediction would often generate hopeless predictive approach which supposed to predict all the modules as non-defect.

Wang et al. [13] revealed the importance of class imbalance problem and offer guidance and appreciated information for constructing good software defect predictor. Grbac et al. [14] investigated about various machine learning models to handle the class imbalance for predicting software defect data. By altering the training data, they exploit both feature selection and sample of data.

Jaechang et al [15] in their work developed a heterogeneous defect prediction which involves in using two different project datasets with varying metrics. Using empirical model with mathematical approach of software defect prediction, they proved that using limited instances can also produce better result.

Li et al. [16] in their work compared different data filters and proposed a hierarchical selection-based filter to improve CPDP performance. From the result it is proved that using data filter concept can improve the performance of CPDP.

IV. PROPOSED METHODOLOGY

A. Boosted Relief Feature Subset Selection and Heterogeneous Cross Project Defect Prediction Using Firefly Particle Swarm Optimization

This proposed work enhances the process of heterogeneous defect prediction by developing two different stages. The prediction of software defects in heterogeneous environment, is very challenging because using different projects data for predicting the defected modules, with different metrics as features with varied size. Fig 1 depicts the overall workflow of the proposed model of boosted relief function with firefly enabled particle swarm optimization for heterogeneous defect prediction.

In this proposed Boosted Relief Feature Selection with Firefly Enabled Particle Swarm Optimization, six different public open repositories of software defect datasets involved in heterogeneous cross project software defect prediction is used. In real life datasets, metrics are in different measures, to make each metric to be treated at equal importance, the values of dataset are normalized using min-max normalization.

B. Min-Max Normalization

It is one among the common approaches to normalize data, here each feature, the minimum value of that feature becomes 0, the maximum value becomes 1 and each other value gets converted into decimal value ranges between 0 and 1.
Once the datasets are normalized, the next step is to select the source project and the target project for heterogeneous cross project defect prediction. In this work EQ, CM1 and PC2 are used as source project datasets and Velocity 1.4, Ar1 and Apache are used as target datasets. Both source and target project datasets belong to different groups of software, they have dissimilar metrics or features and size of the source project is larger than the target project. In this proposed work, before performing prediction process, the size of the source project is reduced to the equal size of target project by performing boosted relief feature subset selection which weights and ranks the features of source project and it chooses the first n number of ranking features whose size is equal to the target dataset under consideration.

C. Boosted Relief Feature Subset Selection for Reducing the Size of Source Project Dataset

Standard Relief algorithm uses filter approach for selecting sensitive features, which contribute more during classification. This model computes a feature score of every feature and the ranking is applied from the obtained score and selecting top scoring features for feature selection is its major task. Depending on the nearest neighbor’s instance pair with a same class label, the feature value is computed by finding difference among the neighboring instances alone.

Given a dataset with m number of instances and d features belonging to two classes namely defect and defect free classes. Within the dataset by using min-max normalization each feature is scaled to the 0 to 1 interval.

The relief algorithm will be repeated for n times. Beginning with d long weight vector of zeros, during each iteration, select the feature Y belonging to a random instance and the closest instances to Y by calculating distance from each class. The instance with same class and closest is referred as near-hit and the instance with different class which is closest is called near-miss. Weight vector Wt is updated for each feature as follows:

\[
W_t = W_{t-1} - \frac{(y_i - n_{hit})^2 + (y_i - n_{miss})^2}{n}
\]

Where nH is the nearest hit and nM is the nearest miss, thus the weight of any selected feature decreases if it varies from that feature in nearby instance of the same class more than nearby instances of the other classes and the increases in case of vice versa. After n iterations, each element of the weight vector is divided by n. This becomes the relevance features; the selected features relevance will be greater than a predefined threshold τ.

Because of the voluminous growth in software dataset, removing useless, erroneous or noisy features are an important task. To improve the quality of the heterogeneous Defect prediction most relevant features has to be selected based on the number of features involved in the target project dataset.

For heterogeneous defect prediction using traditional feature subset selection becomes time consuming and they are inconsistency during classification process. This work introduced an ensemble model for boosting the weak learner, relief algorithm to achieve better result in selection of most relevant metrics to be used with target dataset. 

The Boosted Relief Feature Subset Selection

Input:
TD: Training instance set of Source project dataset, F: set of metrics or features F= \{f_1, f_2, f_m\} N: Number of iterations Begin Assign all weights W[F] := 0; For i = 1 to N arbitrarily choose an instance IRi; find nearest-hit nH and nearest-miss nM; for j = 1 to m

\[
W_{t} = \frac{W_{t-1}}{n} - \frac{\text{diff}_{MK} (F_j, \text{IR}_i, nH) + \text{diff}_{MK} (F_j, \text{IR}_i, nM)}{n}
\]

Sort W[R][F] remove N/m of remaining features with lowest weights end for return last Boosted Relief weight estimates for remaining features.
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where \( \text{diff}_{\text{MK}} \) refers to minkowski distance measure used for finding distance among two different instances

\[
\text{diff}_{\text{MK}}(R_1,R_2) = \left( \sum_{i=1}^{p} |R_{1i} - R_{2i}|^p \right)^{1/p}
\]

If \( p \) value is assigned to 1 then the distance is Manhattan distance or if it is 2 then it is euclidean distance.

Thus, by using boosted Relief feature selection the feature space of the source project dataset is reduced to the equivalent size of target project dataset, by selecting the top features which weight scores are high.

D. Firefly enabled Particle Swarm Optimization based Heterogeneous software defect prediction

Kennedy and Eberhart [20] as a behavioral inspiration of flocks and schooling they developed a particle swarm optimization approach to produce optimized result for a given search space. In this proposed work, PSO is used to classify and predict the defect and defect free modules of heterogeneous cross projects. It is initialized with a random population of particles by assigning their position and velocity on the software defect dataset. During each iteration the velocity and the position of the particles are updated and based on it the fitness value of each particle is determined with the influence of two parameters namely global best (glsb) and personal best position (plbst). So far visited best position by a particle is referred as plbst and the best position so far analyzed among all particles is denoted as glsb. Each Particle’s velocity and position are restructured as follows:

\[
V_{lc}(t+1) = wt \times V_{lc}(t) + pc_{cn1} \times (plbst(t) - p(t)) + pc_{cn2} \times (glsb(t) - p(t)); t = 2,3,...,p
\]

\[
p(t+1) = p(t) + V_{lc}(t+1)
\]

Where, \( p(t) \) and \( V_{lc}(t) \) are position and velocity of particle, correspondingly. \( wt \) is inertia weight, \( pc_{cn1} \) and \( pc_{cn2} \) are positive constants, termed acceleration coefficients which regulate the impact of plbst and glsb on the search process, \( p \) is the number of iterative, \( rnd_1 \) and \( rnd_2 \) are arbitrary values in the range \([0, 1]\). 

PSO – Global Best: With entire swarm, the position of a particle which is greatly considered as best is denoted as global best (glsb). With the start topology the entire details of each particle in the swarm is gathered. Each particle has its own position in the search space, velocity and its personal best position. Using objective function, the smallest value of position is known as plbst. Among entire particles, the smallest position obtained particle is treated as global best position.

PSO local Best: The local best permits each particle to be inclined towards the best fit particle chosen from its neighbors which replicates the ring topology. The information about the position and velocity are exchanged within the nearby particles to move towards the best optimal solution space.

Local Best PSO: The lbest PSO or local best PSO approach allows each particle to be influenced by the best fit particle selected from its neighbor and it replicates a social topology of ring. To represent the local knowledge of the atmosphere the information are exchanged within the nearby particles.

Fig. 2. Boosted Relief Feature Subset Selection
E. Firefly Algorithm

Xin-She Yang in 2007[24] developed the firefly algorithm with the motivation of mimicking the behavior of flashing by fireflies for the reason of searching food [23]. Based on the brightness emitted by each firefly, other fireflies are attracted. Depending on the distance, the brightness of the attraction may increase or decrease.

For all the fireflies, the brightness referred as light intensity is compared with other fireflies. Fireflies which emit low light intensity move towards the one with high intensity to decrease the distance and update its own light intensity brightness. The high brightness firefly is considered to have least distance and thus it is declared as best solution of an objective function.

Procedure for Firefly Algorithm

Input: max_iter, population of fireflies

\[ ffl(x_i), i=1,2,\ldots,n, t = 0; \]

Objectives: \( objffl(x_i) \), where \( x=(x_1,\ldots,x_d) \);
Light intensity \( LI_i \) for each firefly at \( ffl(x_i) \) is discovered using objective function \( objffl(x_i) \);

While \( t < Max_{\text{iter}} \)

\{ 

For \( i=1 \) to \( n \)

\{ 

For \( j=1 \) to \( n \)

If \( (LI_j > LI_i) \) then move firefly \( ffl(x_i) \) towards \( ffl(x_j) \)

Attractiveness of light intensity varies with the distance
Estimate new instances and update light intensity;

\}

Fireflies are ranked accordingly and discovers current best
\} [end while]

F. Firefly enabled Particle Swarm Optimization

The standard particle swarm optimization repeatedly discovers the optimum solution to the heterogeneous defect prediction using a random population of particles. The random population often fails to involve influencing instances which may give more information among independent and dependent class variable. To overcome this problem this proposed work uses firefly algorithm where the representative particles which are chosen as initial population in a random manner, is selected by firefly intelligence so the particle with high influence towards prediction process are having high chance of selection which is failed in standard particle swarm optimization. Firefly selects the global best position constitute the initial population of particles.

The initial population is partitioned into different sets and the firefly algorithm is applied to select the most prominent instances as the initial population of particles to produce optimized software defect prediction.

G. Particle Swarm Multivariate Linear Regression Classifier (PSMLRC)

To classify the dataset for heterogeneous cross project dataset the Particle Swarm Multivariate Linear Regression Classifier (PSMLRC) is modelled which performs the regression task and the parameters are fine tuned using particle swarm intelligence. This PSMLRC models a target prediction value (i.e) class label defect or defect free, based on the independent variables. It is used to find the relationship among metrics (features) and prediction.

The PSMLRC does the process to predict the dependent variable value either as defect or non-defect related to a given independent variables or metrics (m). so, this model discovers the linear relationship among input (m) and the output(C). Here the metrics involved in defect prediction are considered as input (m) and output (defect or defect-free) is denoted as C is the class label of an instance. The linear regression line is the best fit line for this model, As the input uses several metrics to predict the outcome of a different variable, this model uses multivariate linear regression [22, 23] to determine relationship among multiple independent variables and the class label known as dependent variable.

The prediction of defect or defect free software is formulated as follows:

\[ \text{Pred}(x) = D + (E1 \cdot V1) + (E2 \cdot V2) + (E3 \cdot V3) + (E4 \cdot V4) + \ldots + (E_n \cdot V_n) \]

Where \( n \) is the number of metrics used as independent variables, \( \text{Pred}(x) \) is the predicted output of this PSMLRC model, \( D \) is the Y-intercept, \( V1-V_n \) are the independent variables or metrics known as predictors, \( E_1-E_n \) are the regression coefficients. Here the particle swarm optimization fine tunes the parameter values of Y-intercept and the regression Coefficients to produce optimized result.

Algorithm: Firefly enabled Particle Swarm Multivariate Linear Regression Prediction Model

Step 1: Parameters Initialization for PSO
- Assign the population size for particle to be involved (psz)
- Assign maximum iteration (maxi)

Step 2: Parameter Initialization for Firefly
- max_iter, population of fireflies, \( t = 0; \)
- \( objffl(x_i) \), where \( x=(x_1,\ldots,x_d) \);
- Light intensity \( LI_i \), for each firefly at \( ffl(x_i) \) is discovered using objective function \( objffl(x_i) \);
- For each set 1 to psz
- While \( (t < maxi) \)
- For \( q = 1 \) to \( d \)
- For \( r = 1 \) to \( d \)
- If \( (LI_j > LI_i) \) then move firefly \( ffl(x_i) \) towards \( ffl(x_j) \)
- Attractiveness of light intensity varies with the distance
- Estimate new instances and update light intensity
- End for \( r \)
- End for \( q \)
- Fireflies are ranked and find the global best particles and discover its position
- End while
- End for each

Step 3: Apply the particle swarm optimization for fine tuning the parameters of multivariate linear regression using the global best particles
- Set generation = 1
- Randomly select the D and E(1..n) in the given valuing ranges.
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- Calculate the new position pos, and velocity Vlc of i-th particle and then input instances of heterogeneous defect dataset independent variables Vi into the MLR model for prediction
- The parameters D and E(1..n) are fine-tuned using particle swarm optimization

**Step 4: Prediction using multivariate linear regression classifier**

- The forecasting of the class label CL is done as follows:
  \[
  \text{Pred(CL)} = D + (E1 \times V1) + (E2 \times V2) + (E3 \times V3) + \ldots + (En \times Vn)
  \]

**Step 5: Generation of Off Spring**

- Global best value is generated according to Equations 1 and 2 after updating the position value.
- Global best value is inputted into the MLR model and fitness function value is calculated again
- Set generation = gen + 1

**Step 6: Iteration Stops**

- If generation = max-iter then stop the process and parameters of the MLR model are finally obtained.
- Else go back to Step 2.

**Output:** Heterogeneous dataset predicted as defect or defect-free.

From the proposed algorithm as mentioned above the particle swarm multivariate linear regression model is used for predicting the heterogeneous defect project dataset as either defect or defect-free. The parameters of the multivariate linear regression prediction model is fine-tuned using the particle swarm optimization and the population of particles involved in fine tuning is selected by the fireflies so that the best population among the swarm is utilized to achieve most promising result in defect prediction on heterogeneous cross project dataset.

**V. RESULTS AND DISCUSSIONS**

The proposed model uses two state approach for optimized heterogeneous defect prediction among software projects by introducing the boosted relief feature subset selection and firefly enable particle swarm multivariate linear regression model for classification and prediction of defects in heterogeneous cross project dataset. The proposed model is deployed using matlab software and their simulation results are analyzed in this section. This work used five different public open repositories of software defect datasets [17, 18, 19] involved in heterogeneous cross project software defect prediction. The detailed characteristics of each dataset are given in the table - I.

Table-I illustrates five groups with six different dataset, as this paper focuses on heterogeneous based cross project defect prediction, this proposed work doesn’t perform software defect prediction across same metric set of dataset. The prediction variable of each dataset explains the characteristic as buggy or clean. By using the relief feature subset selection, median value is taken as matching metrics so that heterogeneous defect prediction has been achieved. In AEEEM group [18], EQ dataset is used which consist of 61 metrics which are related to previous defect metrics, object-oriented metrics, entropy metrics and source code chum are taken into the account. The Velocity-1.4 dataset belongs to Morph group [17], which consist of 20 metrics which are related to CK metrics, OO metrics and McCabe’s cyclomatic metrics.

From SOFTLAB group, Ar1 dataset is used for heterogeneous cross project defect prediction, which consists of 121 instances with 29 metrics. Both SOFTLAB [17] and NASA [19] contains proprietary datasets from Turkish and NASA Company. These both groups dataset used Hallstead and McCabe’s metrics but NASA additionally uses complexity measure like percentage of comment, parameter count, etc. From NASA, CM1 and PC2 are used with number of instances 344 and 1585 respectively. The CM1 consist of 37 metrics and PC2 consist of 36 metrics. Relink group is used to improve the defect prediction by increasing the quality of the software defect data with 26 code complexity measure, in this work Apache dataset with 194 instances and 26 metrics are used.

**Evaluation Metric**

To determine the performance of the proposed heterogeneous based cross project defect prediction Boosted Relief+FFLY-PSMLRC, three different evaluation metrics are used. They are precision, recall and accuracy.

**Precision (prcs)**

It is the ratio of total number of instances correctly predicted as buggy instances to the total number of instances predicted as buggy in the heterogeneous cross project defect dataset.

\[
\text{prcs} = \frac{\text{Total number of instances correctly predicted as buggy}}{\text{Total number of instances predicted as buggy}}
\]
Recall (rcl)
It is the ratio of total number of instances correctly predicted as buggy to the total number of instances that are actually buggy in the heterogeneous cross project defect dataset.

\[ rcl = \frac{\text{Total number of instances correctly predicted as buggy}}{\text{Total number of instances actually buggy}} \]

Accuracy (Acc)
It is the ratio of sum of instances that are predicted as truly buggy and clean to the total number of instances in the heterogeneous cross project defect dataset.

\[ Acc = \frac{\text{Sum of number of instances correctly predicted as buggy and clean}}{\text{Total number of instances in dataset}} \]

Table - II: Performance Comparison of NASA Group dataset CM1 and SOFTLAB group dataset Ar1

| Prediction Models | Precision | Recall | Accuracy |
|-------------------|-----------|--------|----------|
| KNN               | 78.6      | 80.64  | 82.92    |
| DT                | 79.43     | 83.4   | 85.86    |
| FFLY-PSMLRC       | 93.2      | 94.7   | 96.68    |

From the Table - II it is observed that two different software defect datasets namely CM1 and AR1 are used for performing the heterogeneous project defect prediction, handling dissimilar metrics to determine the defect in software project is very challenging task. By using the similarity measure among the source and the destination dataset the most similar instances are considered for prediction process. With the presence of vagueness in such heterogeneous dataset using conventional model like k-nearest neighbor and decision tree produces worst result because of the complexity in predicting the buggy or clean module with heterogeneous environment. So, this work introduced firefly-based particle swarm optimization which overcomes the vagueness by applying best fitness function to determine the appropriate samples of dataset which can increase the accuracy of prediction in software defect discovery more efficiently than the other two models.

Table - III: Performance Comparison NASA group dataset PC2 and RELINK group dataset Apache

| Prediction Models | Precision | Recall | Accuracy |
|-------------------|-----------|--------|----------|
| KNN               | 74.31     | 76.68  | 80.67    |
| DT                | 77.24     | 80.58  | 83.19    |
| FFLY-PSMLRC       | 92.83     | 94.29  | 95.07    |

From the Table - III it is experimental that NASA group dataset CM1 and SOFTLAB group dataset AR1 were involved in heterogeneous cross project defect prediction, handling disparate metrics to fix the defect in software project is very challenging task. By using the similarity measure among the source and the destination dataset the most similar instances are considered for prediction process. With the presence of vagueness in such heterogeneous dataset using conventional model like k-nearest neighbor and decision tree produces worst result because of the complexity in predicting the buggy or clean module with heterogeneous environment. So, this work presented firefly based particle swarm optimization which overcomes the vagueness by applying best fitness function to determine the appropriate samples of dataset which can increase the accuracy of prediction in software defect discovery more efficiently than the other two models.

Table - IV: Performance Comparison AEEM group dataset EQ and MORPH group dataset Velocity-1.4

| Prediction Models | Precision | Recall | Accuracy |
|-------------------|-----------|--------|----------|
| KNN               | 76.58     | 78.49  | 79.27    |
| DT                | 81.43     | 83.64  | 85.36    |
| FFLYPSMVLR        | 94.16     | 95.08  | 96.35    |
The resultant table and the figure expose the possibility of heterogeneous defect prediction among different metrics of dataset namely AEEM group dataset EQ and MORPH group dataset Velocity-1.4 is well handled by the proposed model of Firefly-Based Particle Swarm Multivariate Linear Regression (FFLYPSMVLR) optimization. This is because, determining the most similar instances of two different datasets are done by the process of global best population selected by the firefly algorithm and the searching of the instances are done using particle swarm optimization with in the global best population. As the metrics used by two different datasets are entirely different, direct comparison cannot be done so the source dataset features space is converted to the size of the target dataset feature space. Source dataset is used as training dataset and target dataset is used as testing dataset. The FFLYPSO algorithm performs defect prediction more optimally then the other two standard models KNN and Decision Tree.

VI. CONCLUSION

This work insists the importance of heterogeneous based cross project defect prediction to overcome the issue of handling low volume of defect patterns in software project dataset. This presented model works under two different phases such as Dimensionality reduction and prediction of software defects using heterogeneous database. For Dimensionality reduction the boosted relief feature selection model is used and the basic qualities of the relief algorithm is improved using the boosting methodology. The prediction process is carried out by using Firefly Enabled Particle Swarm Optimization (FFLYPSO), this model uses firefly’s knowledge to select the population of instances to produce optimized result instead of random selection. The multivariate linear regression is used for classification and their parameters are fine-tuned by the global and local best search mechanism of particle swarm optimization. The simulation results proved the performance of the developed model FFLYPSO achieves precise accuracy while comparing the existing approaches. In future, different datasets can be used for analysis, with varying metaheuristic algorithms.
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