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Abstract

This work contributes to the limited literature on estimating the diffusivity or drift coefficient of nonlinear SPDEs driven by additive noise. Assuming that the solution is measured locally in space and over a finite time interval, we show that the augmented maximum likelihood estimator introduced in [AR21] for linear SPDEs remains rate-optimal when applied to a large class of semilinear SPDEs. The obtained abstract results are applied to several important classes of SPDEs, including stochastic reaction-diffusion equations. Moreover, we also study the stochastic Burgers equation, as an example with first order nonlinearity, which is a borderline case of the general results. The optimal statistical results are obtained through a precise control of the spatial regularity of the solution and by using higher order fractional $L^p$-Sobolev type spaces. We conclude with numerical examples that validate the theoretical results.
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1 Introduction

While the statistical analysis of stochastic evolution equations, and stochastic partial differential equations (SPDEs) in particular, is becoming a mature research field, there are many problems left open that broadly can be streamlined into two directions, both undertaken in this paper: a) to consider larger
and more diverse classes of equations, usually dictated by specific and practically important models; b) to develop new statistical methods and techniques that are theoretically sound and practically relevant.

We consider a general class of second order semi-linear SPDEs of the form \footnote{The equation is strictly defined in Section 2}
\begin{equation}
    dX(t) = \vartheta \Delta X(t) \, dt + F(t, X(t)) \, dt + B \, dW(t), \quad 0 < t \leq T, \ X(0) = X_0,
\end{equation}
defined on an appropriate Hilbert space, endowed with zero boundary conditions on a bounded domain \( \Lambda \subset \mathbb{R}^d \), and where \( \vartheta \) is the parameter of interest, \( F \) is a (nonlinear) function, \( B \) a linear operator, and \( W \) a cylindrical Brownian motion.

Up until recently, most of the literature on parameter estimation for SPDEs was rooted in the so-called spectral approach by assuming that the observations are obtained in the Fourier space over some finite time interval. For details on this classical method, as well as for general historical developments in this field, we refer to the survey [Cia18]. Recently, new methods have been developed to study statistical inference problems for linear SPDEs, notably the methodology based on local measurements introduced in [AR21], as well as several approaches dedicated to discrete sampling (cf. [CH20, BT20, BT19, Cho20, Cho19, CDVK20, Ku21, KT19, CK22]), data assimilation ([CCH19, NRR19]) and Bayesian inference ([RR20, Yan19]). While many SPDEs of practical relevance are inherently nonlinear, such equations are considered only in few works ([CGH11, PS20], [PFA21]), all within the spectral approach.

The main goal of this paper is to study the estimation of the diffusivity (drift) parameter \( \vartheta \) of the nonlinear SPDE (1) in the context of the local measurements framework of [AR21]. We take as an ansatz that the augmented maximum likelihood estimator (augmented MLE) of \( \vartheta \) introduced in [AR21] for linear SPDEs and defined by
\[
    \hat{\vartheta}_\delta = \int_0^T X_{\delta,x_0}(t) \, dX_{\delta,x_0}(t) \overline{\int_0^T (X_{\delta,x_0}(t))^2 \, dt},
\]
has desired asymptotic properties when applied to nonlinear SPDEs, where the observables \( X_{\delta,x_0}(t) \), and respectively \( X_{\delta,x_0}^\Delta(t) \), are obtained from integrating the solution \( X \) against a kernel \( K_{\delta,x_0} \), and respectively against \( \Delta K_{\delta,x_0} \), assuming that \( K_{\delta,x_0} \) has support in a \( \delta \)-neighborhood of a fixed spatial point \( x_0 \) (hence local measurements).

In the main result of this paper, we prove under some minimal assumptions satisfied by a large class of SPDEs that \( \hat{\vartheta}_\delta \), as \( \delta \to 0 \), is a consistent and asymptotically normal estimator of \( \vartheta \). Statistically, this shows that spatially localized measurements of semilinear SPDEs contain enough information to identify the coefficient next to the highest order derivative, which is in line
with the conclusion of [AR21], as well as with the literature on discrete sampling listed above, but contrary to the spectral approach, where by its very nature the solution has to be observed everywhere in the physical domain. For an application of the augmented MLE with multiple local measurements to experimental data from cell biology see [ABJR22].

In a nutshell, we establish the exact rate of convergence of the augmented MLE, that depends on the regularity gap (the extra regularity of the nonlinear part of the solution) or the order of the nonlinearity \( F \) comparative to the Laplacian. We show that this rate of convergence is not specific to \( \hat{\vartheta}_\delta \) by proving that it is the best possible rate in the minimax sense for any admissible estimator and any sufficiently regular nonlinearity. The derivation of the main results fundamentally exploits in a novel way fine analytical properties of the solution through a precise control of the spatial regularity of the solution by using higher order fractional \( L^p \)-Sobolev type spaces.

The augmented MLE is remarkably flexible. It does not depend on the geometry of the domain \( \Lambda \) nor its dimension. Moreover, the estimation procedure remains valid even when the nonlinearity \( F \), the covariance operator \( B \) or the initial data \( X_0 \) are unknown or misspecified, as is often the case in practice. We also note that the operator \( B \) is not required to commute with the Laplacian \( \Delta \), which is one of the core assumptions in the spectral approach. On the other hand, we treat only the parametric case, compared to [AR21], but the extension to nonparametric \( \vartheta \) is straightforward, yet computationally significantly more involved.

The main contributions of this paper can be summarized as follows: First, we present abstract conditions on \( F, B, K \) and \( X_0 \), that guarantee the above mentioned asymptotic properties for \( \hat{\vartheta}_\delta \); Section 2. We show that these structural conditions are minimal and cover a wide range of SPDEs. Second, we discuss some classical examples of SPDEs proving that the abstract conditions are fulfilled. This includes the stochastic reaction-diffusion equations and the stochastic Burgers equation. Third, we show that equations with first order nonlinearities, such as the stochastic Burgers equation, constitute the extreme case, to which the general asymptotic normality results do not apply while the consistency still holds true. We treat this case separately, by combining the regularity analysis of the solution with its Wiener chaos expansion; cf. Section 3.4. Forth, the results for stochastic Allen-Cahn and stochastic Burgers equation are illustrated numerically in Section 4.

Thorough discussions on the nature of the proofs, the form of the imposed conditions and comparison to other existing methods, are presented throughout the paper as well as in the concluding Section 5. Due to the technical nature of the proofs, to streamline the presentation, the vast majority of the

\[2\] It was shown that to estimate the diffusivity coefficient in a stochastic heat equation driven by an additive noise it is enough to sample the solution at one spacial point over a finite time interval.
results are proved in the Appendix. Although the well-posedness and regularity properties of the solution are at the core of our analysis, we postpone them to Section C, where for the sake of completeness, we also provide a self-contained treatment of well-posedness of SPDEs relevant to the purposes of our study.

2 Preliminaries and the main problem

2.1 Notation

Let Λ be an open and bounded set in \( \mathbb{R}^d \) with smooth boundary \( \partial \Lambda \) and let \( \langle , \rangle \) be the inner product in \( L^2(\Lambda) \). For \( p > 1 \) and any linear operator \( A : L^p(U) \to L^p(U) \), where \( U \subset \mathbb{R}^d \) is open, let \( \|A\|_{L^p(U)} \) denote its operator norm. For \( k \in \mathbb{N}_0 \), \( H^k(\mathbb{R}^d) \) are the usual \( L^2 \)-Sobolev spaces. Let \( \Delta z = \sum_{i=1}^{d} \partial^2_{ii} z \) denote the Laplace operator on \( L^p(\Lambda) \), \( p > 1 \), with zero boundary conditions. To describe higher regularities we consider for \( s \in \mathbb{R} \) the fractional Laplacians \( (-\Delta)^{s/2} \) on \( L^p(\Lambda) \), cf. [Yag10], and denote their domains by \( W^{s,p}(\Lambda) := \{u \in L^p(\Lambda) : \|u\|_{s,p} < \infty\} \), where \( \|\cdot\|_{s,p} := \|(-\Delta)^{s/2} \cdot\|_{L^p(\Lambda)} \). We also set \( W^s(\Lambda) := W^{s,2}(\Lambda) \) and \( \|\cdot\|_s := \|\cdot\|_{s,2} \), \( \|\cdot\| := \|\cdot\|_2 \). The spaces \( W^{s,p}(\Lambda) \) differ from the Sobolev spaces as defined, for example, in [Ada75], but they are subspaces of the classical Bessel potential spaces and allow for a Sobolev embedding theorem; for details, see [Tri83], [DdMH15], [Yag10, Section 16.5]. Similarly, \( (-\Delta_0)^{s/2} \) will stand for the fractional negative Laplace operator on \( \mathbb{R}^d \).

We fix a constant \( \vartheta \in \mathbb{R}_+ := (0, \infty) \), that will play the role of the parameter of interest, and denote by \( (S_{\vartheta}(t))_{t \geq 0} \) the semigroup generated by \( \vartheta \Delta \) on \( L^2(\Lambda) \). Respectively, \( (e^{t\Delta_0})_{t \geq 0} \) is the heat semigroup on \( \mathbb{R}^d \) generated by \( \Delta_0 \).

Throughout this work we fix a finite time horizon \( T > 0 \), and let \((\Omega, \mathcal{F}, (\mathcal{F}_t)^{0 \leq t \leq T}, \mathbb{P})\) be a filtered probability space supporting a cylindrical Brownian motion \( W \) on \( L^2(\Lambda) \). Informally, \( W \) is referred to as space-time white noise. Throughout, all equalities and inequalities, unless otherwise mentioned, will be understood in the \( \mathbb{P} \)-a.s. sense. As usual, we will denote by \( \mathbb{P} \) the convergence in probability, and \( \text{w-lim} \) or \( \stackrel{d}{\to} \) will stand for the convergence in distribution. Correspondingly, for two sequences of random variables \( (a_n)_{n \geq 1}, (b_n)_{n \geq 1} \), by definition \( a_n = o_{\mathbb{P}}(b_n) \) and \( a_n = O_{\mathbb{P}}(b_n) \), if \( a_n/b_n \to 0 \) as \( n \to \infty \) and, respectively, \( \sup_{n \in \mathbb{N}} \mathbb{P}(|a_n/b_n| > M) \to 0 \), as \( M \to \infty \).
2.2 The SPDE model

Consider the semilinear stochastic partial differential equation
\[
\begin{aligned}
\text{d}X(t) &= \vartheta \Delta X(t) \text{d}t + F(t, X(t)) \text{d}t + B \text{d}W(t), \quad 0 \leq t \leq T, \\
X(0) &= X_0 \in L^2(\Lambda), \\
X(t)|_{\partial \Lambda} &= 0, \quad 0 < t \leq T,
\end{aligned}
\]
(2)

where \( F : [0, +\infty) \times \mathcal{H} \to L^2(\Lambda) \) is a Borel measurable function with a suitable Hilbert space \( \mathcal{H} \subset L^2(\Lambda) \) and a linear operator \( B : L^2(\Lambda) \to L^2(\Lambda) \). The initial data \( X_0 \) is \( \mathcal{F}_0 \)-measurable.

In what follows, we always assume that (2) has a mild solution, namely that there exists an adapted process \( X = (X(t))_{0 \leq t \leq T} \) with values in \( L^2(\Lambda) \) and such that
\[
X(t) = S_{\vartheta}(t)X_0 + \int_0^t S_{\vartheta}(t-s)F(s, X(s)) \text{d}s + \int_0^t S_{\vartheta}(t-s)B \text{d}W(s). \quad (3)
\]

In particular, we implicitly assume that all integrals in (3) are well-defined. Sufficient conditions for the existence and uniqueness of mild solutions are well-known (cf. [DPZ14]) and will be discussed for specific equations in Section 3.3.

The choice to work with mild solutions is primarily dictated by the methods we use to establish fine analytical properties of \( X \) that are needed for the statistical analysis below.

On the other hand, the statistical experiment, which will be introduced in the next section, is based only on functionals of the form \( \langle X(t), z \rangle \) for some test functions \( z \). We therefore assume that \( X \) is also a weak solution to (2), that is, \( X \) is an \( L^2(\Lambda) \)-valued adapted process such that for any test function \( z \in W^2(\Lambda) \)
\[
\langle X(t), z \rangle = \langle X_0, z \rangle + \int_0^t \langle X(s), \vartheta \Delta z \rangle \text{d}s + \int_0^t \langle F(s, X(s)), z \rangle \text{d}s + \langle W(t), B^* z \rangle.
\]
(4)

This holds for the process \( X \) in (3) under mild assumptions, which will be satisfied in all examples below; cf. [DPZ14, Theorem 5.4] and [LR15, Proposition G.0.5]. Generally speaking, considering a weak solution will allow for a larger class of operators \( B \), including \( B \) being the identity operator and thus (2) driven by a space-time white noise. We also believe that all results on statistical inference in this paper hold true assuming only the existence of a weak solution in \( L^2(\Lambda) \), as long as the splitting argument in Section 2.5 below together with an analysis of the spatial regularity of the involved processes can be performed, and detailed proofs of this are postponed to future works.

2.3 Statistical experiment

Following the setup from [AR21], we fix a spatial point \( x_0 \in \Lambda \) around which the local measurements of the solution will be performed. Throughout, we will
use the following notations: for $p \geq 2$, $z \in L^p(\mathbb{R}^d)$ and $\delta > 0$,

$$
\Lambda_{\delta,x_0} := \delta^{-1}(\Lambda - x_0) = \{\delta^{-1}(x - x_0) : x \in \Lambda\},
$$

$$
z_{\delta,x_0}(x) := \delta^{-d/2}z(\delta^{-1}(x - x_0)), \quad x \in \mathbb{R}^d,
$$

and we also set $\Lambda_{0,x_0} := \mathbb{R}^d$. For $\delta > 0$, denote by $\Delta_{\delta,x_0}$ the Laplace operator on $L^p(\Lambda_{\delta,x_0})$ and by $(-\Delta_{\delta,x_0})^{s/2}$, $s \in \mathbb{R}$, the fractional Laplacian with domain $W^{s,p}(\Lambda_{\delta,x_0})$. Correspondingly, $(S_{\delta,\delta,x_0}(t))_{t \geq 0}$ is the semigroup generated by $\vartheta \Delta_{\delta,x_0}$ on $L^2(\Lambda_{\delta,x_0})$.

The measurements are obtained with respect to a fixed function (or kernel) $K \in H^2(\mathbb{R}^d)$ with compact support in $\Lambda_{\delta,x_0}$ for $\delta \leq 1$ such that $K_{\delta,x_0} \in W^2(\Lambda)$. Local measurements for the solution $X$ of (2) at $x_0$ with resolution level $\delta$ on the time interval $[0,T]$ are given by the real-valued processes $X_{\delta,x_0} = (X_{\delta,x_0}(t))_{0 \leq t \leq T}$, and $X^\Delta_{\delta,x_0} = (X^\Delta_{\delta,x_0}(t))_{0 \leq t \leq T}$, where

$$
X_{\delta,x_0}(t) := \langle X(t), K_{\delta,x_0} \rangle, \quad (5)
$$

$$
X^\Delta_{\delta,x_0}(t) := \langle X(t), \Delta K_{\delta,x_0} \rangle. \quad (6)
$$

Note that $X^\Delta_{\delta,x_0}(t) = \Delta X_{\delta,x}(t)|_{x=x_0}$ by convolution, and thus, $X^\Delta_{\delta,x_0}(t)$ can be computed by observing $X_{\delta,x}(t)$ for $x$ in a neighborhood of $x_0$.

The statistical analysis requires additional assumptions on $K$ which will be imposed below. We will also show that the variance of the proposed estimator depends on the choice of $K$; cf. Theorem 4. For typical examples of $K$ see Section 4.

### 2.4 The estimator

As noticed in [CGH11], and consequently used and generalized in [PS20], the estimator of the diffusivity coefficient $\vartheta$ for linear SPDEs derived within the so-called spectral approach retains its asymptotic properties when applied to a nonlinear SPDE, given that the nonlinear part does not ‘dominate’ the linear part. Thus, for the local measurements $X_{\delta,x_0}$, $X^\Delta_{\delta,x_0}$, we take as ansatz the augmented maximum likelihood estimator (augmented MLE) of $\vartheta$ introduced in [AR21] for linear SPDEs, which is defined by

$$
\hat{\vartheta}_{\delta} = \frac{\int_0^T X^\Delta_{\delta,x_0}(t) \, dX_{\delta,x_0}(t)}{\int_0^T (X^\Delta_{\delta,x_0}(t))^2 \, dt}. \quad (7)
$$

As discussed in [AR21], this estimator is closely related to, but different from, the actual MLE, which cannot be computed in closed form, even for linear equations and constant $\vartheta$. We also note that $\hat{\vartheta}_{\delta}$ makes no explicit reference to $F$ or $B$, which are generally unknown to the observer and therefore treated here as nuisance.
From [4], clearly the dynamics of $X_{\delta,x_0}$ are given by
\[
dX_{\delta,x_0} = \vartheta X_{\delta,x_0}^\Delta \, dt + \langle F(t, X(t)), K_{\delta,x_0} \rangle \, dt + \| B^* K_{\delta,x_0} \| \, d\bar{w}(t),
\]
where $\bar{w}(t) := \langle W(t), B^* K_{\delta,x_0} \rangle / \| B^* K_{\delta,x_0} \|$ is a scalar Brownian motion, as long as $\| B^* K_{\delta,x_0} \|$ does not vanish, which is guaranteed to be true for small $\delta > 0$ (cf. Assumption [B] and the discussion therein). Using (7) and (8), we obtain the error decomposition
\[
\hat{\vartheta}_\delta = \vartheta + (I_\delta)^{-1} R_\delta + (I_\delta)^{-1} M_\delta,
\]
where
\[
I_\delta := \| B^* K_{\delta,x_0} \|^{-2} \int_0^T (X_{\delta,x_0}^\Delta(t))^2 \, dt,
\]
\[
R_\delta := \| B^* K_{\delta,x_0} \|^{-2} \int_0^T X_{\delta,x_0}^\Delta(t) \langle F(t, X(t)), K_{\delta,x_0} \rangle \, dt,
\]
\[
M_\delta := \| B^* K_{\delta,x_0} \|^{-1} \int_0^T X_{\delta,x_0}^\Delta(t) \, d\bar{w}(t).
\]
The nonlinear bias $R_\delta$ accounts for not observing $(\langle F(t, X(t)), K_{\delta,x_0} \rangle)_{0 \leq t \leq T}$. The observed Fisher information $I_\delta$ does not correspond to the Fisher information of the statistical model, although it plays a similar role here in the sense that $I_\delta \to \infty$ means ‘increasing information’, and hence yields consistent estimation. In view of (8), the decomposition (9) is essentially obtained from the ‘whitened’ process $X_{\delta,x_0} / \| B^* K_{\delta,x_0} \|$. The statistical performance of $\hat{\vartheta}_\delta$ is therefore not affected by $B$, as $\delta \to 0$, as we will see below. This is in stark contrast to the regularity properties of $X$, which improve as $B$ becomes more smoothing.

Using the decomposition (9), to prove consistency, it is enough to show that $(I_\delta)^{-1} R_\delta$ and $(I_\delta)^{-1} M_\delta$ vanish, as $\delta \to 0$, and to prove asymptotic normality, we will show that $\delta^{-1}(I_\delta)^{-1} R_\delta \to 0$, while $\delta^{-1}(I_\delta)^{-1} M_\delta$ converges in distribution to a Gaussian random variable.

### 2.5 The splitting argument and main model assumptions

In this section, we list high level structural assumptions on the model inputs that will guarantee the desired asymptotic properties of $\hat{\vartheta}_\delta$. These assumptions will be implied by verifiable conditions on the nonlinear term $F$, the operator $B$ and the initial condition $X_0$ in Sections 3.2 and 3.3.

Similar to [CGH11, PS20] we use the ‘splitting of the solution’ argument. Namely, consider the $L^2(\Lambda)$-valued process $\bar{X} = (\bar{X}(t))_{0 \leq t \leq T}$ given by
\[
\bar{X}(t) = \int_0^t S_\delta(t-s)B \, dW(s).
\]
Analogous to (3), \( \bar{X} \) is a mild solution to the corresponding linear equation

\[
d\bar{X}(t) = \vartheta \Delta \bar{X}(t) \, dt + B \, dW(t), \quad 0 < t \leq T, \quad \bar{X}(0) = 0.
\]

(11)

Then, the nonlinear part \( \tilde{X} := X - \bar{X} \) satisfies

\[
\tilde{X}(t) = S_\vartheta(t)X_0 + \int_0^t S_\vartheta(t-s)F(s, \tilde{X}(s) + \bar{X}(s)) \, ds, \quad 0 \leq t \leq T,
\]

(12)

namely, it solves the partial differential equation with random coefficients given by

\[
\frac{d}{dt} \tilde{X}(t) = \vartheta \Delta \tilde{X}(t) + F(t, \tilde{X}(t) + \bar{X}(t)), \quad 0 < t \leq T, \quad \tilde{X}(0) = X_0.
\]

(13)

With this at hand, the statistical properties of the local measurements in (5) and (6) can be studied separately for the linear parts \( \tilde{X}_{\delta,x_0}(t) := \langle \tilde{X}(t), K_{\delta,x_0} \rangle \), \( \tilde{X}_{\delta,x_0}^\Delta(t) := \langle \tilde{X}(t), \Delta K_{\delta,x_0} \rangle \) and the corresponding nonlinear parts \( \tilde{X}_{\delta,x_0}(t), \tilde{X}_{\delta,x_0}^\Delta(t) \).

Using (10), we first note that \( \tilde{X}_{\delta,x_0}, \tilde{X}_{\delta,x_0}^\Delta \) are centered Gaussian processes. Following similar arguments as in [AR21], exact limits of their covariance functions, as \( \delta \to 0 \), will be obtained after appropriate scaling by analyzing the actions of \( \vartheta \Delta \) and \( S_\vartheta(t) \) on the localized functions \( \tilde{z}_{\delta,x_0} \); see Section 3.2. These limits are non-degenerate only under certain scaling assumptions on \( B \) and \( K \). In view of the error decomposition (9), we further impose mild conditions on \( \bar{X} \) and \( F \) that allow to reduce the entire line of reasoning to the linear case; see Proposition 3.

**Assumption B.** There exists a constant \( \gamma > d/4 - 1/2 \), \( \gamma \geq 0 \), such that

\[
B : L^2(\Lambda) \to W^{2\gamma}(\Lambda)
\]

is an isomorphism. Further, there is a family of linear and bounded operators \( B_{\delta,x_0}, 0 \leq \delta \leq 1, B_{\delta,x_0} : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) such that

\[
B^*_{\delta}(-\Delta)^\gamma z_{\delta,x_0} = (B^*_{\delta,x_0} z)_{\delta,x_0}, \quad 0 < \delta \leq 1,
\]

(14)

for any smooth function \( z \) supported in \( \Lambda_{\delta,x_0} \), and such that \( B^*_0_{\delta,x_0} z \to B^*_0_{0,x_0} z \) in \( L^2(\mathbb{R}^d) \), for \( \delta \to 0 \) and \( z \in L^2(\mathbb{R}^d) \).

**Assumption K.** There exists a function \( \tilde{K} \in H^{2\gamma\ll 2(\mathbb{R}^d)} \) with compact support in \( \Lambda_{\delta,x_0} \) for \( \delta \leq 1 \) such that

\[
K = (-\Delta)^\gamma \tilde{K}.
\]

**Assumption ND.** With \( \Psi(z) := \int_0^\infty \| B^*_{0,x_0} e^{s\Delta_0} z \|^2_{L^2(\mathbb{R}^d)} \, ds \), assume that \( \| B^*_{0,x_0}(-\Delta_0)^{-\gamma} K \|_{L^2(\mathbb{R}^d)} > 0 \), \( \Psi((-\Delta_0)^{1-\gamma} K) > 0 \).

**Assumption F.** There exists \( \nu > 0 \) such that

\[
\int_0^T \langle \tilde{X}_{\delta,x_0}^\Delta(t) \rangle^2 \, dt = O_P(\delta^{-2+4\gamma}),
\]

(15)

\[
\int_0^T \langle F(t, X(t)), K_{\delta,x_0} \rangle^2 \, dt = O_P(\delta^{2\nu-2+4\gamma}).
\]

(16)
Next, let us discuss these assumptions in the context of the analytical and statistical properties of the underlying SPDE model. Assumption $[B]$ requires only that $B^*$ scales as the fractional Laplacian $(-\Delta)^{-\gamma}$ when applied to localized functions $z_{\delta,x_0}$. In particular, it is not required that $B^*$ commutes with $\Delta$. The parameter $\gamma$ determines the spatial regularity of $X(t)$. For $\gamma > d/4 - 1/2$ the linear process (10) takes values in $L^2(\Lambda)$; see Proposition 32. From the scaling of the fractional Laplacian on localized functions $z_{\delta,x_0}$ (see Lemma 16) it follows that there exists at most one $\gamma$ satisfying (14) with a non-degenerate operator $B_{0,x_0}$. Moreover, $\gamma$ can be estimated from the observed data. Indeed, having a continuous path of $X_{\delta,x_0}$, for $\delta > 0$, at our disposal, one can compute its quadratic variation, which equals $T\|B^*K_{\delta,x_0}\|^2$, cf. (4) or (8). Finally, $\delta^{2\gamma}T\|B^*K_{\delta,x_0}\|$ converges by (34) as $\delta \to 0$ to a non-degenerate limit, from which $\gamma$ can be uniquely determined.

Assumptions $[K]$ and $[ND]$ are necessary to ensure non-degenerate variances for $\hat{\sigma}$; see Theorem 4 and the fact that $\hat{\vartheta}$ for $\delta > 0$, at our disposal, one can compute its quadratic variation, which equals $T\|B^*K_{\delta,x_0}\|^2$, cf. (4) or (8). Finally, $\delta^{2\gamma}T\|B^*K_{\delta,x_0}\|$ converges by (34) as $\delta \to 0$ to a non-degenerate limit, from which $\gamma$ can be uniquely determined.

**Example 1.** (i) Let $\gamma$ be as in Assumption $[B]$. For a smooth function $\sigma \in C^\infty(\mathbb{R}^d)$ define the multiplication operator $M_\sigma z = \sigma \cdot z$, and consider the linear operator $B = M_{\sigma}(-\Delta)^{-\gamma}$. A larger $\gamma$ corresponds to a smoother noise, while $\sigma$ controls locally the noise level. Note that $B$ does not commute with $\Delta$ nor with the semigroup $S_\theta(t)$, unless $\sigma$ is constant. Then $B^* = (-\Delta)^{-\gamma}M_\sigma$ and according to Lemmas 16 and 24 we have

\[ B^*_{\delta,x_0} z = (-\Delta_{\delta,x_0})^{-\gamma}M_{\sigma(\delta+s,x_0)}(-\Delta_{\delta,x_0})^{-\gamma}z, \quad z \in C^\infty_c(\mathbb{R}^d). \]

By Lemma 24 $B^*_{\delta,x_0}$ extends to a bounded operator $B^*_{\delta,x_0} : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ satisfying $B^*_{\delta,x_0}z \to B^*_{0,x_0}z := M_{\sigma(x_0)}z$ for $z \in L^2(\mathbb{R}^d)$. Moreover,

\[ \Psi((-\Delta_0)^{\gamma}(-\Delta_0)\tilde{K}) = \frac{\sigma^2(x_0)}{2} \|(-\Delta_0)^{1/2+\gamma}(-\Delta_0)\tilde{K}\|^2_{L^2(\mathbb{R}^d)}. \]

Assumptions $[B]$ and $[ND]$ are satisfied as long as $(-\Delta_0)^{1/2+\gamma}(-\Delta_0)\tilde{K}$ is not identically zero and $\sigma(x_0) \neq 0$. For integer $\gamma$ and using integration by parts the last display simplifies to $\frac{\sigma^2(x_0)}{2} \|\nabla \tilde{K}\|^2_{L^2(\mathbb{R}^d)}$. \[ \]
(ii) Let now \( B = (-\Delta)^{-\gamma}M_\sigma \) for a \( \gamma \) as in Assumption \( B \) and \( \sigma \in C(\bar{X}) \), \( \sigma(x_0) \neq 0 \). Clearly, \( B^* = M_\sigma(-\Delta)^{-\gamma} \) and we immediately obtain \( B^*_{\delta,x_0} = M_\sigma \), \( B^*_{0,x_0} = M_{\sigma(x_0)} \), and \( \Psi \) is as in (i).

(iii) With \( \gamma \) and \( \sigma \) as in (i) let \( B = M_\sigma(-\Delta)^{-\gamma} + (-A)^{-\gamma'} \), where \( \gamma < \gamma' \) and \( A = \Delta - b \) for a constant \( b > 0 \). Note that \( A^* = A \) and by Lemma 15 \( A\delta_{\delta,x_0} = \delta^{-2}(\Delta\delta_{\delta,x_0}^2 - \delta^2b\xi_{\delta,x_0}) \). Moreover, \( \|(-A)^{-\gamma'}(-\Delta)^{\gamma}z_{\delta,x_0}\|_{L^2(\mathbb{R}^d)} \to 0 \) by Lemmas 16, 18. Therefore, \( B^*_{\delta,x_0} \) is as in (i), up to a perturbation of order \( o(1) \) that may depend on \( z \), and hence \( B^*_{0,x_0}, \Psi \) are again as in (i).

Assumption \( F \) is satisfied under sufficient spatial regularity of \( \tilde{X} \) and \( F(\cdot, X(\cdot)) \), as the next lemma shows. In Section 3.2 we show that these regularity properties hold under a general growth condition on \( F \).

**Lemma 2.** Grant Assumption \( K \) and let \( r := s^* + \nu + d/p \), where \( s^* := 1 + 2\gamma - d/2 \), \( p \geq 2 \), \( \nu > 0 \). Assumption \( F \) holds true as soon as

\[ \tilde{X} \in C((0,T]; W^{r,p}(\Lambda)), \quad F(\cdot, X(\cdot)) \in C((0,T]; W^{r-2,p}(\Lambda)). \]

**Proof.** Applying Lemma 19 below with \( q = p/(p - 1) \), we have

\[ \int_0^T \tilde{X}_{\delta,x_0}^2(t) dt = \int_0^T \langle \tilde{X}(t), \delta^{-2}(\Delta K)_{\delta,x_0} \rangle^2 dt \leq C \delta^{-4 + 2r + 2d(1/2 - 1/p)} \|(-\Delta_{\delta,x_0})^{-\nu/2} K \|^2_{L^q(\Lambda_{\delta,x_0})}, \]

for a constant \( c \). That (15) is satisfied follows from \(-4 + 2r + 2d(1/2 - 1/p) = 2\nu - 2 + 4\gamma \) and \( \nu > 0 \), as well as from noting that the norm in the last display is bounded uniformly in \( 0 < \delta \leq 1 \) according to Lemma 20(i), as \( r - 2 < 2[\gamma] + d/p \). In the same way, (16) is obtained from

\[ \int_0^T \langle F(X(t)), K_{\delta,x_0} \rangle^2 dt = \int_0^T \langle ((-\Delta)^{-1} F(X(t)), \delta^{-2}(\Delta K)_{\delta,x_0} \rangle^2 dt. \]

3 Main results

In this section we present the main results of this paper, starting with the asymptotic properties of the augmented MLE \( \hat{\vartheta}_\delta \) pertinent to (2) in its abstract form, and then discussing refinements to Assumption \( F \). In the third part, we consider several important classes of particular equations, and in the forth part we focus on the stochastic Burgers equation as an important test case not covered by the general theory, and which is treated by a different approach. Proofs of technical results are postponed to Appendix A.3.
3.1 Asymptotic analysis of the estimator

We study first the observed Fisher information. In view of the splitting argument let
\[
\bar{I}_\delta := \|B^* K_{\delta,x_0}\|^{-2} \int_0^T (\bar{X}_{\delta,x_0}(t))^2 dt
\]
denote the observed Fisher information corresponding to the linear part.

**Proposition 3.** Assume that Assumptions B, K and ND are satisfied. Then, as \( \delta \to 0 \), the following asymptotics hold true:

(i) \( \delta^2 \mathbb{E}[\bar{I}_\delta] \to (\vartheta \Sigma)^{-1} \), where
\[
\Sigma := T^{-1} \| B_{0,x_0}^* (-\Delta_0)^{\gamma} \tilde{K}\|_L^{2} \Psi((-\Delta_0)^{\gamma})^{-1}.\]

(ii) \( \bar{I}_\delta / \mathbb{E}[\bar{I}_\delta] \xrightarrow{p} 1 \).

In addition, if Assumption F is satisfied, then:

(iii) \( I_\delta = \bar{I}_\delta + o_P(\delta^{-2}) \).

(iv) \( I_\delta^{-1} R_\delta = O_P(\delta^\nu) \).

**Proof.** The proof is deferred to Appendix A.3.

Now we are in the position to present our first main result.

**Theorem 4.** Assume that Assumptions B, K, ND and F are satisfied. Then the following assertions hold true:

(i) \( \hat{\vartheta}_\delta \) is a weakly consistent estimator of \( \vartheta \) and
\[
\hat{\vartheta}_\delta = \vartheta + O_P(\delta^{\nu+1}). \tag{17}
\]

(ii) If \( \nu > 1 \), then \( \hat{\vartheta}_\delta \) is asymptotically normal and, with \( \Sigma \) from Proposition 3(i),
\[
\text{w-lim}_{\delta \to 0} \delta^{-1}(\hat{\vartheta}_\delta - \vartheta) = \mathcal{N}(0, \vartheta \Sigma). \tag{18}
\]

**Proof.** Consider the error decomposition (9) and let
\[
Y_t^{(\delta)} := \|B^* K_{\delta,x_0}\|^{-1} X_{\delta,x_0}(t)/\mathbb{E}[\bar{I}_\delta]^{1/2}. \tag{9}
\]

Thus, \( M_\delta / \mathbb{E}[\bar{I}_\delta]^{1/2} = \int_0^T Y_t^{(\delta)} d\bar{w}(t) \). By Proposition 3(i)-(iii) we obtain that
\[
\bar{I}_\delta / \mathbb{E}[\bar{I}_\delta] = (\bar{I}_\delta + o_P(\delta^{-2}))/\mathbb{E}[\bar{I}_\delta] \xrightarrow{p} 1, \tag{10}
\]
where we obtain (18). The proof is complete.

For \( \nu < 1 \) the error in (17) is dominated by the nonlinear contribution \( \mathcal{L}_\delta^{-1} R_\delta \) and asymptotic normality does not hold. It is interesting to note that the nonlinear bias will generally not decrease with larger \( T \), as opposed to the martingale term, which is of order \( T^{-1/2} \), see Proposition 3 and the lower bound in Theorem 6 below. Obtaining a central limit theorem in the critical case \( \nu = 1 \) is a challenging problem, and generally speaking has to be treated on case-by-case basis; one such example is the stochastic Burgers equations discussed in Section 3.3. For \( \nu > 1 \), there is no asymptotic bias in (18) and since the asymptotic variance depends linearly on the unknown parameter, one can easily deduce an asymptotic confidence interval for \( \vartheta \).

**Corollary 5.** Assume that Assumptions B, K, ND and F are satisfied for \( \nu > 1 \). For \( 0 < \alpha < 1 \), let

\[
I_{1-\alpha} = \left[ \hat{\vartheta} - \mathcal{L}_\delta^{-1/2} q_{1-\alpha/2}, \hat{\vartheta} + \mathcal{L}_\delta^{-1/2} q_{1-\alpha/2} \right],
\]

where \( q_\alpha \) is the \( \beta \)-quantile of the standard normal distribution. Then, \( I_{1-\alpha} \) is a confidence interval for \( \vartheta \) with asymptotic coverage \( 1-\alpha \), as \( \delta \to 0 \).

**Proof.** By Proposition 3 we have \( \delta^2 \mathcal{L}_\delta \to (\vartheta \Sigma)^{-1} \). Theorem 4(ii) and Slutsky’s lemma show

\[
\text{w-lim}_{\delta \to 0} \mathcal{L}_\delta^{1/2} \left( \hat{\vartheta} - \vartheta \right) = \mathcal{N}(0,1).
\]

This yields \( \lim_{\delta \to 0} \mathbb{P}(\vartheta \in I_{1-\alpha}) = 1 - \alpha \).

It is worth pointing out that the rate of convergence \( \delta^{\nu+1} \) in (17) does not depend on the ‘smoothing’ parameter \( \gamma \). Moreover, as the next result shows, the rate is even minimax optimal. For \( \nu > 0 \) and \( \gamma > d/4 - 1/2 \), let \( \Theta_{\nu,\gamma} \) be the set of all admissible model inputs \( \kappa = (\vartheta, F, B, X_0) \) in (2) such that \( \vartheta > 0 \) and Assumptions B, K, ND and F are satisfied. We denote by \( \mathbb{P}_\kappa \) the law of \( X_{\delta,x_0} \) on the canonical space \( C([0,T]) \), equipped with the Borel sigma algebra corresponding to the sup norm on \([0,T]\), and by \( \mathbb{E}_\kappa \) its expectation.

**Theorem 6.** Let \( 0 < \nu < 2 \) and let \( K \) be as in Assumption K. When \( \nu > 1 \) let \( \gamma > d/4 - 1/2 \), and when \( \nu \leq 1 \) let \( \gamma > 1/2 + d/4 \). Then, as \( \delta \to 0 \), we have the following asymptotic lower bound of the root mean squared error

\[
\inf_{\vartheta} \sup_{\kappa \in \Theta_{\nu,\gamma}} \mathbb{E}_\kappa \left[ (\hat{\vartheta} - \vartheta)^2 \right]^{1/2} \geq c_1 T^{-1/2} \delta \mathbbm{1}_{\{\nu > 1\}} + c_2 \delta^{\nu} \mathbbm{1}_{\{\nu \leq 1\}},
\]

\[\text{where } c_1, c_2 > 0.\]
for some constants $c_1, c_2 > 0$, and where the infimum is taken over all estimators $\hat{\vartheta}$ based on observing $X_{\delta,x_0}$.

**Proof.** The proof is deferred to Appendix A.3.

The broad specifications of $F$, $B$ and $K$ allow for application of the asymptotic results to a wide range of SPDEs. We also emphasize that the asymptotic variance $\vartheta \Sigma$ in Theorem 4 for $\nu > 1$ does not depend on $F$ at all. Therefore, the augmented MLE is robust to the misspecification of $F$, which practically speaking is often difficult to model exactly. As far as $B$ is concerned, similar to Example 1(i-iii), only the scaling with respect to $\gamma$ appears in $\Sigma$.

**Example 7.** For $B$ as in Example 1(i-iii), grant Assumptions $K$ and $F$ for $\nu > 1$. In this case, $\Sigma$ can be computed explicitly, it is independent of $B_{0,x_0}^*$ and we have that

$$\lim_{\delta \to 0} \delta^{-1} (\hat{\vartheta} - \vartheta) = N \left( 0, \frac{2\vartheta \| (-\Delta_0)^{\gamma - \gamma \tilde{K}} \|^2_{L^2(\mathbb{R}^d)}}{T \| (-\Delta_0)^{1/2 + \gamma - \gamma \tilde{K}} \|^2_{L^2(\mathbb{R}^d)}} \right).$$

Moreover, for integer $\gamma$, the asymptotic variance is equal to

$$2\vartheta T^{-1} \| \tilde{K} \|^2_{L^2(\mathbb{R}^d)} \| \nabla \tilde{K} \|^2_{L^2(\mathbb{R}^d)}.$$

### 3.2 Higher regularity of the perturbation process

We give now sufficient conditions to verify Assumption $F$. Inspired by the perturbation argument of [CGH11, PS20], we study the spatial regularity of the processes $\bar{X}$ and $\tilde{X}$. Aiming to obtain optimal regularity that exploits the localization under the kernel $K$, we consider the spaces $W_{s,p}(\Lambda)$ introduced in Section 2.

For $p \geq 2$, denote by $\tilde{s}(p)$ the $L^p$-regularity index of the linear process, namely

$$\tilde{s}(p) = \sup \{ s \in \mathbb{R} : \tilde{X} \in C([0,T]; W^{s,p}(\Lambda)) \}, \quad \mathbb{P}-\text{a.s..}$$

Under Assumption $B$ it can be shown (see Supplement C.1) that

$$\max(s^* - d/2 + d/p, 0) \leq \tilde{s}(p) \leq s^* = 1 + 2\gamma - d/2.$$ 

The constant $s^*$ should be viewed as the ‘optimal expected spatial regularity’ of $\tilde{X}$, while $\tilde{s}(p)$ depends on the geometry of the domain $\Lambda$ and strict inequality may occur. Nevertheless, $\tilde{s}(p) = s^*$ for rectangular domains in any dimension, and thus in particular if $d = 1$. Note that Theorem 4 and Theorem 9 below can be shown to hold also for non-smooth boundaries $\partial \Lambda$, as long as the eigenfunctions of the Laplacian are smooth on $\tilde{\Lambda}$, which is true for rectangular domains.

Let us introduce the following common growth condition on $F$, parametrized by $s, \eta \in \mathbb{R}, p \geq 2$. 


Assumption $A_{s,η,p}$. We have $F(t,u) \equiv F(u)$, and there exist $ε > 0$ and a continuous function $g : [0, \infty) \to [0, \infty)$ such that

$$\|F(u)\|_{s+η-2+ε,p} \leq g(\|u\|_{s,p}), \quad u \in W^{s,p}(Λ).$$

Without loss of generality, we can assume that $g$ is non-decreasing (otherwise replace $g$ with $x \mapsto \sup_{0 \leq y \leq x} g(y)$). As we will see in the next section, the term $2 - η$ should be understood as the order of $F$ in the sense of a differential operator.

**Proposition 8.** Let $p \geq 2$, $2 \leq p_1 \leq p$ and let $0 \leq s_1 < \bar{s}(p)$. Assume that

$$X_0 \in W^{s_1,p_1}(Λ), \quad \tilde{X} \in C([0,T];W^{s_1,p_1}(Λ)),$$

and suppose that Assumption $A_{s,η,p}$ holds true for some $η > 0$ and all $s_1 \leq s < \bar{s}(p)$, $p_1 \leq p' \leq p$. Then $X \in C([0,T];W^{\bar{s}(p)+p}(Λ))$. In particular, $X \in C([0,T];W^{s,p}(Λ))$ for all $s < \bar{s}(p)$.

**Proof.** The proof is deferred to Appendix A.3. 

This shows that $\tilde{X}$ is more regular in space than $\tilde{X}$ with **excess regularity $η$**. Note that existence results for semilinear SPDEs typically provide some minimal spatial $L^2$-Sobolev regularity for the solution $X$, and thus for $X$; see [LR15] or Lemma 35 below, assuming additional local Lipschitz and coercivity conditions.

**Theorem 9.** Grant Assumption $K$ and the assumptions of Proposition 8. Suppose that $η > s^* - \bar{s}(p) + d/p$. Then Assumption $F$ holds true with

$$ν = (η - (s^* - \bar{s}(p) + d/p)) \wedge 5/4.$$

**Proof.** Fix $ν > 0$ as in the statement and let $r := s^* + ν + d/p \leq \bar{s}(p) + η$. According to Lemma 2 we only have to observe that $\tilde{X} \in C([0,T];W^{r,p}(Λ))$ by Proposition 8 and that

$$\sup_{0 \leq t \leq T} \|F(X(t))\|_{r-2,p} \leq g\left(\sup_{0 \leq t \leq T} \|X(t)\|_{s,p}\right) < \infty,$$

with $ε$ and $g$ from Assumption $A_{s,η,p}$ with $s = \bar{s}(p) - ε'$, $0 < ε' < ε$ such that $r - 2 < s + η - 2 + ε$ and noting $\tilde{X} \in C([0,T];W^{s,p}(Λ))$ by Proposition 8. 

In the setting of Theorem 4, this result means that asymptotic normality of $\hat{θ}$ holds as soon as the excess regularity $η$ is larger than $s^* - \bar{s}(p) + d/p + 1$, while $\hat{θ}$ is consistent if $η > s^* - \bar{s}(p) + d/p$. If $\bar{s}(p) = s^*$ and if Proposition 8 can be applied for all $p \geq 2$, then $ν = η \wedge 5/4$ is independent of the dimension $d$. Compared to this, the $L^2$-perturbation results for the spectral approach of [CGH11], [PS20] depend heavily on the dimension, with slower convergence rates for estimators of $\hat{θ}$ in higher dimensions. It is an interesting question if $L^p$-regularity for $p > 2$ can improve results also for the spectral approach.
3.3 Results for particular equations

Let us apply Theorems 4 and 9 to SPDEs with specific nonlinearities. We always assume that Assumptions $B, K, ND$ are satisfied, which already implies well-posedness of the linear part $\bar{X}$ and allows us to define the ‘linear regularity gap’

$$s_{\text{gap}} = s^* - \inf_{p \geq 2} \bar{s}(p),$$

which satisfies $0 \leq s_{\text{gap}} \leq d/2$; cf. Supplement C.1. Recall also that $s_{\text{gap}} = 0$ for rectangular domains, in particular when $d = 1$. The initial value $X_0$ is always assumed to satisfy $X_0 \in W_{\bar{s}}(p) \oplus \eta, p(\Lambda)$ for all $p \geq 2$ and with $\eta$ to be determined, in order to apply Proposition 8. Verification of Assumption $A_{s, \eta, p}$ will follow mainly by the following simple but convenient result.

**Lemma 10.** For $0 \leq \alpha < 2$, $m \in \mathbb{N}_0$ and $p \geq 2$, suppose that $F(u) = D_\alpha Q_m(u)$, where $Q_m : \mathbb{R} \to \mathbb{R}$ is a polynomial of degree at most $m$, and where $D_\alpha$ is a differential operator of order $\alpha$, i.e. $D_\alpha : W^{s+\alpha, p}(\Lambda) \to W^{s, p}(\Lambda)$ is bounded for all $s \in \mathbb{R}$. Then Assumption $A_{s, \eta, p}$ holds for $0 \leq \eta < 2 - \alpha$ and $s > d/p$. When $m \leq 1$, it holds for all $s \geq 0$.

**Proof.** Set $\varepsilon := 2 - \alpha - \eta$ such that $\|D_\alpha Q_m(u)\|_{s+\varepsilon} \leq C\|Q_m(u)\|_{s, p}$ for an absolute constant $C < \infty$. This already implies the claim when $m \leq 1$. When $m > 1$, it is enough to consider $Q_m(x) = x^m$. For $s > d/p$, the space $W^{s, p}(\Lambda)$ is closed under multiplication; cf. [Tri83]. This yields $\|x^m\|_{s, p} \leq \tilde{C}\|x\|_{s, p}^m$ for another absolute constant $\tilde{C} < \infty$, implying Assumption $A_{s, \eta, p}$.

The results discussed in this and the next section can be combined to apply to more general SPDEs by considering composite nonlinearities of the form $F(u) = a_1 F_1(u) + a_2 F_2(u)$ for sufficiently smooth functions $a_1, a_2$. In this case $a_1, a_2$ are pointwise multipliers on the Bessel potential spaces, cf. [Tri83, Theorem 3.3.2], and so $F$ satisfies Assumption $A_{s, \eta_1, p}$ for $p \geq 2$ and $s, \eta_1, \eta_2 \in \mathbb{R}$, as soon as $F_1$ and $F_2$ satisfy Assumptions $A_{s, \eta_1, p}$ and $A_{s, \eta_2, p}$, respectively. In this sense, the results are robust under misspecification of certain lower order terms in the nonlinear part.

3.3.1 Linear perturbations

Let $D_\alpha$ be a differential operator of order $0 \leq \alpha < 2$ as in Lemma 10, and consider the linear equation

$$dX(t) = (\psi \Delta X(t) + D_\alpha X(t)) dt + BdW(t).$$

(20)

Examples for $D_\alpha$ are $(-\Delta)^{\alpha/2}$ or first order differential operators such as $u \mapsto (b, \nabla u)_{\mathbb{R}^d} + cu$ with $\alpha = 1$, $b \in C^\infty(\mathbb{R}^d, \mathbb{R}^d)$, $c \in C^\infty(\mathbb{R}^d)$. For applications of linear SPDEs see e.g. [Wal81], [Fra85], [Con05]. Well-posedness follows as for
\( \hat{X} \), cf. Supplement C.1 as long as the operator \( \vartheta \Delta + D_\alpha \) generates an analytic semigroup. To satisfy Assumption [F] we further require \( D_\alpha X(t) \in L^2(\Lambda) \), that is \( X(t) \in W^\alpha(\Lambda) \). Note that \( \vartheta \) is not identifiable for \( \alpha = 2 \), for example when \( D_2 = \delta \Delta \) for unknown \( \delta \). For simplicity, we consider only \( \gamma = 0 \).

**Theorem 11.** Let \( 0 \leq \alpha < 2 \), \( s_{\text{gap}} = 0 \) and assume that (20) is well-posed in \( C([0,T]; W^{s,p}(\Lambda)) \) for all \( \alpha < s < s^* \) and all \( p \geq 2 \). Then:

(i) \( \hat{\vartheta}_\delta \) is a consistent estimator of \( \vartheta \) with \( \hat{\vartheta}_\delta = \vartheta + O_p(\delta^{(2-\alpha')/4}) \) for any \( \alpha' > \alpha \).

(ii) If \( \alpha < 1 \), then \( \hat{\vartheta}_\delta \) is also an asymptotically normal estimator of \( \vartheta \) satisfying (18).

**Proof.** By Theorems 4 and 9 choosing \( p = 2d/(\alpha' - \alpha) \), \( \eta = 2 - \alpha' + d/p < 2 - \alpha \) and \( \nu = (2-\alpha')/5/4 \) in the notation therein, it is enough to check Assumption \( A_{s,\eta,p} \), which holds by Lemma 10 with \( \eta < 2 - \alpha \), \( s \geq 0 \) for all \( p \geq 2 \).

In the critical case \( \alpha = 1 \), that is with \( \nu = 1 \), it is \( \alpha \)-priori not clear if a CLT for \( \hat{\vartheta}_\delta \) holds at the optimal rate \( \delta \). For the examples mentioned after (20), however, this can be shown to be true by an explicit computation for the nonlinear bias as in [AR21, Theorem 5.3], and we leave the details to the reader; cf. also the proof of Theorem 13 below. It is worth mentioning that the results of [AR21] are obtained for linear equations of the form (20) with \( \vartheta \Delta + D_\alpha \) being a second order elliptic operator, \( \gamma = 0 \), any dimension \( d \) and assuming only a \( C^2 \)-boundary for \( \Lambda \).

### 3.3.2 Stochastic reaction-diffusion equations

Let us consider the equation

\[
\frac{dX(t,x)}{dt} = (\vartheta \Delta X(t,x) + f(X(t,x))) dt + B dW(t,x), \quad x \in \Lambda,
\]

where the nonlinearity \( F(u)(x) = f(u(x)) \) is a Nemytskii operator for a function \( f: \mathbb{R} \to \mathbb{R} \). These equations are ubiquitous in physics, chemistry, biology and neuroscience, see e.g. [ASB18], [NASY62], [Fit61], [Sch72], [CA77].

Important examples are polynomial nonlinearities

\[
f(x) = a_m x^m + \cdots + a_1 x + a_0, \quad x \in \mathbb{R},
\]

with \( m \in 2\mathbb{N} + 1 \) and \( a_m < 0 \). For a numerical example see Section 4. Theorem 38 gives sufficient conditions to guarantee that (21) is well-posed in \( C([0,T]; W^{s,p}(\Lambda)) \) for some \( p \geq 2 \) and \( s > d/p \) in \( d \leq 3 \).

For a second class of stochastic reaction diffusion equations consider \( f \in C^\infty_b(\mathbb{R}) \), which is the space of smooth functions with bounded derivatives. For a concrete application see [LLB15]. In this case, well-posedness of (21) in \( C([0,T]; W^{s,p}(\Lambda)) \) for some \( p \geq 2 \) and \( s > d/p \) follows from Theorem 12.
Theorem 12. Assume that (21) is well-posed in $C([0,T];W^{s,p}(\Lambda))$ for all $p \geq 2$ and $d/p < s < s^* - s_{\text{gap}}$, where $f$ is either as in (22) or $f \in C^\infty_b(\mathbb{R})$. The following assertions hold true:

(i) If $s_{\text{gap}} < 2$, in particular if $d \leq 3$, then $\hat{\vartheta}_\delta$ is a consistent estimator of $\vartheta$, and for $\nu < (2 - s_{\text{gap}}) \wedge 1$, $\hat{\vartheta}_\delta = \vartheta + O_P(\delta^\nu)$, as $\delta \to 0$.

(ii) If $s_{\text{gap}} < 1$, in particular if $d = 1$, then $\hat{\vartheta}_\delta$ is also an asymptotically normal estimator of $\vartheta$ satisfying (18). 

Proof. It is enough to show that Assumption $A_{s,\eta,p}$ holds for all $\eta$ close to $2$ and all $p \geq 2$, $s > d/p$, since then the result is obtained by Theorems 4 and 9 (with $p = 2d/(2 - s_{\text{gap}} - \nu)$ and $\eta = \nu + (s^* - \bar{s}(p)) + d/p \leq \nu + s_{\text{gap}} + d/p < 2$ in the notation therein, where we can take any $1 < \nu < (1 - s_{\text{gap}}) \wedge 5/4$ in (ii)). With respect to $f$ in (22), this follows from Lemma 10 with $\alpha = 0$, and for $f \in C^\infty_b(\mathbb{R})$ from Lemma 40(i). \hfill \Box

3.4 An example for the critical case: The stochastic Burgers equation

As a prototypical example for an SPDE with first order nonlinearity, let us consider the stochastic Burgers equation in dimension $d = 1$,

$$dX(t) = (\vartheta \Delta X(t) - X(t)\partial_x X(t))dt + BdW(t).$$

(23)

This equation serves as a simple model for turbulence and is the one-dimensional analogue to the Navier-Stokes equations; for applications see e.g. the references in [HV11]. Note that the nonlinearity is given by

$$F(u) = -u\partial_x u = \partial_x \left(-\frac{1}{2} u^2\right).$$

(24)

It can be shown that (23) has a mild solution when $B = I$; cf. [DPDT94]. In order to obtain higher regularity of the solution let us assume Assumption $B$ with $\gamma > \frac{1}{4}$. Theorem 45 yields $X \in C([0,T];W^{s,p}(\Lambda))$ for all $p \geq 2$ and $1 < s < 1/2 + 2\gamma$. With $d = 1$ we find that $s_{\text{gap}} = 0$ and Lemma 10 with $\alpha = 1$ implies Assumption $A_{s,\eta,p}$ for any $\eta < 1$. This is not enough to obtain asymptotic normality of $\hat{\vartheta}_\delta$ using Theorems 4 and 9. Instead, we tackle the nonlinear bias $R_\delta$ directly and show that $\delta^{-1}I_\delta^{-1}R_\delta = o_P(1)$. The proof is based on decomposing $F(X)$ using the splitting argument $X = \bar{X} + \tilde{X}$. Terms involving only $\bar{X}$ are treated by Gaussian calculus, similar to $\bar{I}_\delta$ in Proposition 3. Moreover, $\bar{X}$ and $\tilde{X}$ are decoupled using the higher regularity of $\tilde{X}$ over $\bar{X}$ according to Proposition 8 and by a Wiener-chaos decomposition of $\tilde{X}(t,x_0)$. For the proof we assume $B = (-\Delta)^{-\gamma}$ and a slightly stronger condition on the kernel $K$ to shorten technical arguments, but this can likely be relaxed; see also the numerical study in the next section. For a proof see Supplement B.2.
Theorem 13. Assume $B = (-\Delta)^{-\gamma}$ for $\gamma > 1/4$. Grant Assumption $\hat{K}$ and assume in addition that $\delta \in L \ast H[\gamma]+3(\mathbb{R})$ having compact support. Then $\delta^{-1}T_{\delta}^{-1}R_{\delta} = o_P(1)$.

Combining this with the discussion above, Theorems 4 and 9 (with any $0 < \nu < 1$, $p = 2/(1 - \nu)$ and $\eta = \nu + 1/p < 1$) yield immediately:

Theorem 14. Assume that (23) is well-posed in $C([0,T]; W^{s,p}(\Lambda))$ for all $p \geq 2$ and $1 < s < 1/2 + 2\gamma$. Then the following holds:

(i) The estimator $\hat{\vartheta}_\delta$ is consistent with $\hat{\vartheta}_\delta = \vartheta + O_P(\delta^\nu)$ for any $\nu < 1$.

(ii) If the additional hypotheses from Theorem 13 are satisfied, then $\hat{\vartheta}_\delta$ is also an asymptotically normal estimator of $\vartheta$ satisfying (18).

4 Numerical examples

In this section we illustrate the theoretical results by some simple numerical experiments. A detailed numerical analysis is beyond the scope of this manuscript.

Let $T = 1$ and $\Lambda = (0, 1)$ and consider the stochastic Allen-Cahn equation, a stochastic reaction diffusion equation of the form

$$dX(t) = (\vartheta \Delta X(t) + 10X(t)(1 - X(t))(X(t) - 0.5)) dt + \sigma dW(t),$$

with zero boundary conditions, $\vartheta = 0.01$, $\sigma = 0.05$, and driven by space-time white noise, i.e. $B = \sigma I$ and $\gamma = 0$. The initial value $X_0$ is assumed to be smooth, equal to 1 on $[0.3, 0.7]$ and vanishing outside of $[0.3 - \varepsilon, 0.7 + \varepsilon]$ for a small $\varepsilon > 0$.

To approximate the solution of (25) we use a finite difference scheme, cf. [LPS14, Example 10.31], with respect to a regular time-space grid $\{(t_k, y_j) : t_k = k/N, y_j = j/M, k = 0, \ldots, N, j = 0, \ldots, M\}$, with $M = 500, N = 10^5$. The heat map of a typical realization of the solution is presented in Figure 1 (top left). We see that the bistable nonlinearity in (25) leads to a persistent phase separation by the solution trajectory, up to stochastic fluctuations.

Consider the kernel $K = \hat{K} = \varphi'''$ from [AR21] with a smooth bump function

$$\varphi(x) := \exp(-\frac{12}{1 - x^2}), \ x \in (-1, 1).$$

For $\delta \in [0.05, 0.2]$ and $x_0 \in (0, 1)$ we then obtain approximate local measurements $X_{\delta,x_0}, X_{\Delta,\delta}$, from which the augmented MLE $\hat{\vartheta}_\delta$ is computed. For $x_0 < \delta$ set $K_{\delta,x_0} := K_{\delta,\delta}$ and for $x_0 > \delta$ set $K_{\delta,x_0} := K_{\delta,1-\delta}$. Note that the theoretical asymptotic variance $\vartheta^2(\delta)$ of Theorem 12 is available by Example 7.

Using 5000 Monte-Carlo runs, in Figure 1 (bottom right) we display a Normal Q-Q plot for the approximate distribution of $(\vartheta)^{-1/2}\delta^{-1}(\hat{\vartheta}_\delta - \vartheta)$.
Figure 1: Top row: heat maps for typical realizations of the stochastic Allen-Cahn (left panel) and Burgers (right panel) equations. Bottom row: log_{10}-log_{10} plot of root mean squared estimation errors at $x_0 = 0.4$ (left panel) and Normal Q-Q plot for Allen-Cahn at $x_0 = 0.4$, $\delta = 0.05$ (right panel).
obtained at $x_0 = 0.4$ and for $\delta = 0.05$. Clearly, the sample distribution is very close to the theoretical asymptotic distribution. Moreover, in Figure 1 (bottom left) we present a log$_{10}$-log$_{10}$ plot of root mean squared estimation errors for $\delta \to 0$, demonstrating that the rate of convergence indeed approaches $\delta$ as the resolution tends to zero. For comparison, we also include results for another estimator - the proxy MLE introduced in [AR21] - that is based on observing only $X_{\delta,x_0}$, with the same $K$ as above. We note that the performance of the proxy MLE is comparable to the augmented MLE, which suggests that results similar to Theorem 4 may hold true for the proxy MLE.

At last, we consider the same steps for the stochastic Burgers equation (23) with the same $\vartheta = 0.01$ and driven by the same noise as in (25). The heat map for a typical realization is given in Figure 1 (top right). Notice that the interface of the traveling wave therein is smooth as the equation is viscous (meaning that $\vartheta > 0$). We remark that the finite difference scheme has to be adjusted, see [HV11] for details, but this adjustment does not affect the estimation of $\vartheta$, as it is of zero differential order and therefore negligible compared to the Laplacian under scaling with $\delta$; cf. Lemma 15. The Normal Q-Q plot remains essentially unchanged (not shown). The root mean squared estimation errors for small $\delta$ are displayed in Figure 1 (bottom left, diamond marked line), which essentially coincide with the one corresponding to the Allen-Cahn equation. Although Theorem 13 was proved under the additional assumption $\gamma > 1/4$, the numerical results suggest that the asymptotic results for $\hat{\vartheta}_\delta$ remain valid under weaker assumptions on the noise, in particular for $\gamma = 0$.

Similar results were obtained for other sets of parameters. The numerical simulations were performed using Julia and the source code can be obtained from the authors upon request.

5 Concluding remarks

We showed that the augmented MLE provides a unified approach for estimating the diffusivity coefficient from local measurements for nonlinear SPDEs that can be used in modeling a large variety of dynamical phenomena. Remarkably, the proposed estimator does not depend on the specific parts of the nonlinearity $F$, the noise operator $B$ or the initial condition. Practically speaking, this estimator is easy to implement, and it was successfully applied recently to experimental data in cell biology [ABJR22] showing promising results in comparison to some more traditional fitting methods.

In contrast to the spectral approach to statistical inference for SPDEs, that is inherently based on global spatial measurements and global $L^2$-regularity properties of the solution, the augmented MLE uses only spatially localized measurements $X_{\delta,x_0}$ and $X^\Delta_{\delta,x_0}$, and can exploit the local regularity of the solution. On the other hand, the minimax-lower bound in Theorem 6 assumes
only observation of $X_{\delta,x_0}$, and we conjecture that the ideas developed here can be extended to the proxy MLE of [AR21].

We have mostly focused on equations with nonlinearities satisfying the growth condition $A_{s,\eta,p}$ primarily because this allows for a straightforward regularity analysis. Assumption $F$ which is implied by $A_{s,\eta,p}$ holds likely in much more general situations, for example for non-Markovian dynamics (cf. [PFA+21]) or for SPDEs with multiplicative noise. In addition, the augmented MLE is well-defined assuming only a weak solution of (2). This suggests that the obtained results on statistical inference may hold also for SPDEs with rougher noise (e.g. space-time white noise).

A Proofs of the main results

Here we give the proof of our main results, further technical statements are formulated and proven in the supplement. From now on, without loss of generality, we assume that $x_0 = 0$, or formally we replace $\Lambda$ by $\Lambda - x_0$. To ease the notations, we also remove $x_0$ whenever necessary, for example by writing $\Lambda_{\delta}, z_{\delta}, \Delta_{\delta}, S_{\vartheta,\delta}$ instead of $\Lambda_{\delta,x_0}, z_{\delta,x_0}, \Delta_{\delta,x_0}, S_{\vartheta,\delta,x_0}$. We further write $\Delta = \Delta_1$, $S(t) = S_1(t)$, $S_{\delta}(t) = S_1(t^\delta)$. Note that $S_{\vartheta,\delta}(t) = S_{\delta}(\vartheta t)$. As usual, we will denote by $C$ a generic positive constant, which may change from line to line and depend on $T$, but not on $\delta$. In addition, $a \lesssim b$ means $a \leq Cb$ for $a, b \in \mathbb{R}$. If not mentioned otherwise, all limits are taken as $\delta \to 0$.

A.1 On semigroups and the fractional Laplacian

The Laplacian and its semigroup satisfy a certain scaling property with respect to localized functions. The proof is straightforward; see [AR21] Lemma 3.1] for details when $p = 2$, the general case is analogous.

Lemma 15. For $2 \leq p < \infty$, $\delta > 0$:

(i) If $z \in W^{2,p}(\Lambda_{\delta})$, then $\Delta z_{\delta} = \delta^{-2}(\Delta z)_{\delta}$.

(ii) If $z \in L^p(\Lambda_{\delta})$, then $S(t)z_{\delta} = (S_\delta(t^\delta^{-2})z)_{\delta}$, $t \geq 0$.

In order to extend the scaling property to the fractional Laplacian, recall (from [Paz83] Chapter 2.6], for example) that the fractional Laplacian can be represented as

\[
(-\Delta)^{-h} = \frac{1}{\Gamma(h)} \int_0^{\infty} t^{h-1} S(t) \, dt, \quad h > 0,
\]

\[
(-\Delta)^h = -\frac{\sin \pi h}{\pi} \int_0^{\infty} t^{h-1} \Delta(t - \Delta)^{-1} \, dt
\]

\[
= -\Gamma(h)\frac{\sin \pi h}{\pi} \int_0^{\infty} (t')^{-h} \Delta S(t') \, dt', \quad 0 < h < 1,
\]
where $\Gamma$ is the gamma function and using the resolvent equality $(t - \Delta)^{-1} = \int_0^\infty e^{-tu} S(t') \, dt'$ in the last line. Note that these formulas also apply to the fractional Laplacian on $\mathbb{R}^d$.

**Lemma 16.** Let $2 \leq p < \infty$, $\delta > 0$. If $h > 0$ and $z \in L^p(\Lambda_\delta)$ (or $h \leq 0$ and $z \in W^{-2h,p}(\Lambda_\delta)$), then $(-\Delta)^{-h}z_\delta = \delta^{2h}((-\Delta_\delta)^{-h}z)_\delta$.

**Proof.** Let first $h > 0$ and $z \in L^p(\Lambda_\delta)$. In view of (26) and Lemma 15(ii) we have

\[
(-\Delta)^{-h}z_\delta = \left( \frac{1}{\Gamma(h)} \int_0^\infty t^{h-1} S_\delta(t\delta^{-2})z \, dt \right)_\delta = \delta^{2h} \left( \frac{1}{\Gamma(h)} \int_0^\infty t^{h-1} S_\delta(tz) \, dt \right)_\delta = \delta^{2h} \left( (-\Delta_\delta)^{-h}z \right)_\delta.
\]

For $h \leq 0$ it is enough to consider smooth $z$ supported in $\Lambda_\delta$. Let $\tilde{h} = -h \geq 0$. By Lemma 15(i) and $(-\Delta)^h = (-\Delta)^{h-\lfloor h \rfloor}(-\Delta)^{\lfloor h \rfloor}$, the problem reduces to $0 \leq \tilde{h} \leq 1$. The result follows using (27) and Lemma 15(i,ii) from

\[
(-\Delta)^{\tilde{h}}z_\delta = \delta^{-2\tilde{h}} \left( \frac{-\Gamma(\tilde{h})}{\pi} \int_0^\infty (t')^{-\tilde{h}} \Delta_\delta S_\delta(t')z \, dt' \right) = \delta^{-2\tilde{h}}((-\Delta_\delta)^{\tilde{h}}z)_\delta.
\]

\[\Box\]

The proof of this lemma suggests that convergence of the operators $(-\Delta_\delta)^h$ can be obtained from the underlying semigroup.

**Proposition 17.** Let $2 \leq p < \infty$, $t > 0$. Then:

(i) For any $h \geq 0$ there exists a universal constant $M_h \leq \infty$ such that

\[
\sup_{t > 0, 0 < \delta \leq 1} \|(-t\Delta)^h S_\delta(t)\|_{L^p(\Lambda_\delta)} \leq M_h.
\]

(ii) If $z \in L^p(\mathbb{R}^d)$, then $S_\delta(t)(z|_{\Lambda_\delta}) \to e^{t\Delta_\delta}z$ in $L^p(\mathbb{R}^d)$ as $\delta \to 0$.

**Proof.** For $\delta = 1$, (i) is a well-known result due to the spectrum of the Laplacian being bounded away from zero; cf. [Paz83, Theorem 2.6.13]. Recall the scaling properties from Lemmas 15(ii) and 16. Using $\delta^{d(1/2-1/p)}\|z_\delta\|_{0,p} = \|z\|_{L^p(\Lambda_\delta)}$ for $z \in L^p(\Lambda_\delta)$, we then have

\[
\|(-t\Delta)^h S_\delta(t)\|_{L^p(\Lambda_\delta)} = \sup_{\|z\|_{L^p(\Lambda_\delta)} = 1} \|(-t\delta^2)^{d-2}\Delta_\delta)^h S_\delta(t)z\|_{L^p(\Lambda_\delta)} = \sup_{\|z\|_{L^p(\Lambda_\delta)} = 1} \|((-t\delta^2)^{d-2}\Delta_\delta)^h S_\delta(t)\delta^{d(\frac{1}{2} - \frac{1}{p})}z\|_{0,p} = \sup_{\delta^{d(1/2-1/p)}\|z\|_{0,p} = 1} \delta^{d(\frac{1}{2} - \frac{1}{p})}\|(-t\delta^2)^{d} S(t\delta^2)z\|_{0,p} \leq M_h,
\]

by applying the statement in (i) for $\delta = 1$ in the last inequality. This proves (i). Part (ii) follows from Proposition 3.5(ii) of [AR21] (with $A_{0,\delta,0} = \delta\Delta_\delta$) by replacing $L^2(\mathbb{R}^d)$ in the proof with $L^p(\mathbb{R}^d)$.

\[\Box\]
Lemma 18. Let $2 \leq p < \infty$, $h \geq 0$ and let $z \in L^p(\mathbb{R}^d)$ have compact support in $\Lambda_\delta$ for some $\delta' > 0$. Then we have for $\delta \leq \delta'$:

(i) If $z \in W^{2|h|,p}(\Lambda_\delta)$, then $(-\Delta_\delta)^{-h}z \to (-\Delta_0)^{-h}z$ in $L^p(\mathbb{R}^d)$ as $\delta \to 0$.

(ii) $\sup_{0 < \delta \leq 1} \|(-\Delta_\delta)^{-h}z\|_{L^p(\Lambda_\delta)} \lesssim \max(\|z\|_{L^1(\mathbb{R}^d)}, \|z\|_{L^p(\mathbb{R}^d)}), h < \frac{d}{2}(1 - \frac{1}{p})$.

Proof. (i) The claim is clear when $h \in \mathbb{N}_0$, because $\Delta^h_\delta z = \Delta^h z$ for all $\delta \leq \delta'$. For non-integer $h$ write $h = m + h'$ with $m \in \mathbb{N}_0$ and $0 < h' < 1$. Then $z' = \Delta^m z$ and $(-\Delta_\delta)^{-h}z = (-\Delta_\delta)^{-h'}z'$. It is therefore enough to prove the claim for $0 < h < 1$. Recall the formula for the fractional Laplacian in (27). By Proposition 17(ii), we have pointwise for fixed $t > 0$ that $t^{-h}\Delta_\delta S_\delta(t)z \to t^{-h}\Delta_0 S_0(t)z$ as $\delta \to 0$. Since the formula in (27) also holds for the fractional Laplacian $\Delta_0$ on $\mathbb{R}^d$, the result follows from the dominated convergence theorem, noting

$$\|t^{-h}\Delta_\delta S_\delta(t)z\|_{L^p(\Lambda_\delta)} \leq \min\left(M_1 \|z\|_{L^p(\mathbb{R}^d)} t^{-h-1}, M_0 \|\Delta z\|_{L^p(\mathbb{R}^d)} t^{-h}\right)$$

with $M_0, M_1$ from Proposition 17(i).

(ii) Since $z \in L^1(\mathbb{R}^d)$ by its compact support and because $(-\Delta_\delta)^{-h}$ is a bounded operator on $L^p(\mathbb{R}^d)$, we can assume $z \in C(\Lambda_\delta)$. By (26) it is enough to show for $t \geq 0$ that

$$\sup_{0 < \delta \leq 1} \|S_\delta(t)z\|_{L^p(\Lambda_\delta)} \lesssim \min(1, t^{-\frac{d}{2}(1 - \frac{1}{p})}) \max(\|z\|_{L^1(\mathbb{R}^d)}, \|z\|_{L^p(\mathbb{R}^d)}).$$

Proposition 17(i) already gives the bound $\sup_{0 < \delta \leq 1} \|S_\delta(t)z\|_{L^p(\Lambda_\delta)} \lesssim \|z\|_{L^p(\mathbb{R}^d)}$ for $0 \leq t \leq 1$. For $t > 1$, Proposition 3.5(i) of [AR21] shows $\|S_\delta(t)z\| \leq c_1 e^{c_2 t^2 |\Lambda_\delta|} |z|(x), x \in \Lambda_\delta$, with universal constants $c_1, c_2 > 0$. The result follows therefore from representing the $e^{c_2 t^2 \Delta_\delta}$ as a convolution operator using the heat kernel on $\mathbb{R}^d$ such that by Young’s inequality and hypercontractivity of the heat kernel

$$\|e^{c_2 t^2 \Delta_\delta}z\|_{L^p(\mathbb{R}^d)} \lesssim \min\left(\|z\|_{L^p(\mathbb{R}^d)}, t^{-\frac{d}{2}(1 - \frac{1}{p})}\|z\|_{L^1(\mathbb{R}^d)}\right).$$

Next lemma is a simple application of the scaling property of the fractional Laplacian and relates regularity to decay as $\delta \to 0$.

Lemma 19. Let $u \in W^{r,p}(\Lambda), z \in W^{-r,q}(\Lambda_\delta)$ for some $\delta > 0$, $r \geq 0$ and $\frac{1}{p} + \frac{1}{q} = 1$. Then

$$|\langle u, z_\delta \rangle| \leq \delta^{r+d(\frac{1}{2} - \frac{1}{p})} \|u\|_{r,p} \langle(-\Delta_\delta)^{-r/2}z\rangle_{L^p(\Lambda_\delta)}.$$

Proof. The Hölder inequality shows

$$|\langle u, z_\delta \rangle| = |\langle(-\Delta)^{r/2}u, (-\Delta)^{-r/2}z_\delta \rangle| \leq \|u\|_{r,p} \|z_\delta\|_{-r,q}.$$

Lemma 16 yields the identity $\|z_\delta\|_{-r,q} = \delta^r \|((-\Delta_\delta)^{-r/2}z)_\delta\|_{0,q}$ and the result follows by a change of variables. 
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Lemma 20. Grant Assumption \( \mathbb{K} \) and let \( 1 < q < \infty \). The following hold true:

(i) If \( r < 2[\gamma] + d(1 - 1/q) \), then \( \sup_{0 < \delta \leq 1} \| (-\Delta_\delta)^{-r/2} K \|_{L^q(\Lambda_\delta)} < \infty \).

(ii) If \( r \leq 2[\gamma] \), then, as \( \delta \to 0 \), \((-\Delta_\delta)^{-r/2} K \to (-\Delta_0)^{\gamma - r/2} \tilde{K} \) and \((-\Delta_\delta)^{-r/2} \Delta K \to (-\Delta_0)^{\gamma - r/2} \Delta \tilde{K} \) in \( L^q(\mathbb{R}^d) \).

Proof. Note that \((-\Delta_\delta)^{-r/2} K = (-\Delta_\delta)^{\gamma - r/2} \tilde{K} \), \((-\Delta_\delta)^{-r/2} \Delta K = (-\Delta_\delta)^{\gamma - r/2} \Delta \tilde{K} \) with \( \tilde{K} \) and \( \Delta \tilde{K} \) having compact support. The two claims follow therefore from Lemma \( \mathbb{L} \). \( \square \)

A.2 Scaling of the covariance function

In this section, we study the properties of the covariance function of the Gaussian process \((t, z) \to (\tilde{X}(t), z), t \geq 0, z \in L^2(\Lambda)\), for localized functions \( z_\delta \), as well as its limit behavior when \( \delta \to 0 \). Repeatedly and sometimes without mentioning it explicitly, we will use properties of the fractional Laplacian \( \Delta_\delta \) and the semigroup operators \( S_{\theta, \delta}(t) = S_{\delta}(\theta t) \), \( t \geq 0 \), from Section \( \mathbb{A.1} \). For \( t, t' \geq 0 \), we use the notations

\[
c(t, z, t', z') := \text{Cov}((\tilde{X}(t), z), (\tilde{X}(t'), z')) , \quad z, z' \in L^2(\Lambda),
\]

\[
f_\delta(t, u, t', u') := \langle B_\delta^* S_{\theta, \delta}(t) u, B_\delta^* S_{\theta, \delta}(t') u' \rangle_{L^2(\Lambda_\delta)}, \quad u, u' \in L^2(\Lambda_\delta),
\]

and set \( c(t, z) := c(t, z, z) \), \( f_\delta(t, u) := f_\delta(t, u, u) \).

Lemma 21. Grant Assumption \( \mathbb{B} \) and let \( z, z' \in L^2(\Lambda_\delta) \) for \( \delta > 0 \). Then, for \( 0 \leq t' \leq t \leq T \),

\[
c(t, z_\delta, t', z'_\delta) = \delta^{2\gamma + 4\gamma} \int_0^{t'\delta - 2} f_\delta((t - t')\delta^{-2} + s, (-\Delta_\delta)^{-\gamma} z, s, (-\Delta_\delta)^{-\gamma} z') \, ds.
\]

Proof. Assumption \( \mathbb{B} \) combined with Lemmas \( \mathbb{15}(\text{ii}) \) and \( \mathbb{16} \) imply the identities

\[
B_\delta^* S_{\theta}(t - s) z_\delta = B_\delta^* (-\Delta)^{\gamma} S_{\theta}(t - s) (-\Delta)^{-\gamma} z_\delta \\
= \delta^{2\gamma} B_\delta^* (-\Delta)^{\gamma} S_{\theta, \delta}((t - s)\delta^{-2}) (-\Delta)^{-\gamma} z_\delta \\
= \delta^{2\gamma} (B_\delta^* S_{\theta, \delta}((t - s)\delta^{-2})(-\Delta_\delta)^{-\gamma} z_\delta).
\]

This and Itô isometry \( \text{(DPZ14, Proposition 4.28)} \) yield

\[
c(t, z_\delta, t', z'_\delta) = \delta^{4\gamma} \int_0^{t'} \langle B_\delta^* S_{\theta}(t - s) z_\delta, B_\delta^* S_{\theta}(t' - s) z'_\delta \rangle \, ds
\]

\[
= \delta^{4\gamma} \int_0^{t'} f_\delta((t - s)\delta^{-2}, (-\Delta_\delta)^{-\gamma} z, (t' - s)\delta^{-2}, (-\Delta_\delta)^{-\gamma} z') \, ds.
\]

The result follows by a change of variables. \( \square \)
Lemma 22. Grant Assumption $B$ and let $z, z' \in L^2(\Lambda_\delta)$ for $\delta > 0$. Set $z^{(\delta)} := (-\Delta_\delta)^{-1/2-\gamma} z$ and $z'^{(\delta)} := (-\Delta_\delta)^{-1/2-\gamma} z'$. Then

$$|c(t, z_\delta, t', z'_\delta)| \lesssim \delta^{2+4\gamma} \|z^{(\delta)}\|_{L^2(\Lambda_\delta)} \|z'^{(\delta)}\|_{L^2(\Lambda_\delta)}, \quad 0 \leq t' \leq t \leq T, \quad (28)$$

and

$$\int_0^t c(t, z_\delta, t', z'_\delta)^2 \, dt' \lesssim \delta^{6+8\gamma} \|(-\Delta_\delta)^{-1/2} z^{(\delta)}\|_{L^2(\Lambda_\delta)}^2 \|z'^{(\delta)}\|_{L^2(\Lambda_\delta)}^2. \quad (29)$$

Proof. Assumption $B$ and the Cauchy-Schwarz inequality, $\delta^{-2-4\gamma} |c(t, z_\delta, t', z'_\delta)|$ is up to a constant bounded by

$$\left( \int_0^{t\delta^{-2}} \|S_{\theta, \delta}(s)S_{\theta, \delta}((t - t')\delta^{-2})(-\Delta_\delta)^{1/2} z^{(\delta)}\|_{L^2(\Lambda_\delta)}^2 \, ds \right)^{1/2} \cdot \left( \int_0^{t\delta^{-2}} \|S_{\theta, \delta}(s)(-\Delta_\delta)^{1/2} z'^{(\delta)}\|_{L^2(\Lambda_\delta)}^2 \, ds \right)^{1/2}. \quad (31)$$

Note that $\int_0^a S_{\theta, \delta}(2s')u \, ds' = \frac{1}{2} (I - S_{\theta, \delta}(2a))(-\theta \Delta_\delta)^{-1} u$ for $a > 0$ and $u \in L^2(\Lambda_\delta)$, which consequently implies that

$$\int_0^a \|S_{\theta, \delta}(s')u\|_{L^2(\Lambda_\delta)}^2 \, ds' = \int_0^a \langle S_{\theta, \delta}(2s')u, u \rangle_{L^2(\Lambda_\delta)} \, ds' = \frac{1}{2} \langle (-\theta \Delta_\delta)^{-1} u, u \rangle_{L^2(\Lambda_\delta)} - \frac{1}{2} \langle S_{\theta, \delta}(2a)(-\theta \Delta_\delta)^{-1} u, u \rangle_{L^2(\Lambda_\delta)} \leq \frac{1}{2} \|(-\theta \Delta_\delta)^{-1/2} u\|_{L^2(\Lambda_\delta)}^2. \quad (32)$$

Applying this to (31) yields

$$\delta^{-2-4\gamma} |c(t, z_\delta, t', z'_\delta)| \lesssim \|S_{\theta, \delta}((t - t')\delta^{-2}) z^{(\delta)}\|_{L^2(\Lambda_\delta)} \|z'^{(\delta)}\|_{L^2(\Lambda_\delta)}. \quad (33)$$

Clearly, (28) follows from (33) by taking $t = t'$. On the other hand, by integrating (33) with respect to $t'$, making a change of variables, and applying (32), we obtain

$$\frac{1}{\delta^{4+8\gamma}} \int_0^t c(t, z_\delta, t', z'_\delta)^2 \, dt' \lesssim \delta^2 \int_0^{t\delta^{-2}} \|S_{\theta, \delta}(t') z^{(\delta)}\|_{L^2(\Lambda_\delta)}^2 \|z'^{(\delta)}\|_{L^2(\Lambda_\delta)}^2$$

$$\lesssim \delta^2 \|(-\Delta_\delta)^{-1/2} z^{(\delta)}\|_{L^2(\Lambda_\delta)}^2 \|z'^{(\delta)}\|_{L^2(\Lambda_\delta)}^2,$$

which implies (29) at once. This concludes the proof. \qed
A.3 Proofs of results in Section 3

Proposition 23. Grant Assumptions $B, K$ Then with $\Psi$ from Assumption $\mathcal{ND}$ we have as $\delta \to 0$:

(i) $\delta^{2-\gamma} \int_0^T E[\bar{X}_s^\Delta(t)^2] \, dt \to T \vartheta^{-1} \Psi((\Delta_0)^{\gamma-\gamma}\Delta K)$,

(ii) $\Var(\int_0^T \bar{X}_s^\Delta(t)^2 \, dt) \lesssim \delta^{-2+8\gamma}$.

Proof. (i) By Lemma 21 applied to $t = t'$ and $z_\delta = z'_\delta = \delta^{-2}(\Delta K)_\delta$ we write

$$\delta^{2-\gamma} \int_0^T E[\bar{X}_s^\Delta(t)^2] \, dt = \int_0^T \int_0^{\infty} f_\delta(s, (\Delta_\delta)^{-\gamma}\Delta K) 1_{\{s \leq t^{-2}\}} ds \, dt.$$

Next, we set $f(s) := ||B_0^s e^{s \delta \Delta_0} (\Delta_0)^{\gamma-\gamma}\Delta K||^2$, and note that $\int_0^\infty f(s) ds = \vartheta^{-1} \Psi((\Delta_0)^{\gamma-\gamma}\Delta K)$, which clearly follows after substituting $s' = \delta s$. Recalling that $\sup_{0 < \delta \leq 1} ||B_0^\delta|| < \infty$ from (30), and since $\Delta K = \Delta K_\delta$, by Proposition 17(i) obtain with $f_\delta(s) \equiv f_\delta(s, (\Delta_\delta)^{-\gamma}\Delta K)$:

$$|f_\delta(s)| \lesssim ||\Delta_k S_{\delta, \delta}(s)\Delta_k^{-\gamma}K||_{L^2(\Lambda_\delta)}^2 \lesssim (1 + s^{-2}) \left(||(\Delta_\delta)^{-\gamma}K||_{L^2(\Lambda_\delta)}^2 + ||(\Delta_\delta)^{-\gamma}\Delta K||_{L^2(\Lambda_\delta)}^2\right).$$

Consequently, by Lemma 20, $|f_\delta(s)| \lesssim 1 + s^{-2}$, uniformly in $0 < \delta \leq 1$, and thus $\sup_{0 < \delta \leq 1} f_\delta \in L^1((0, \infty))$. Setting $K^{(\delta)} := (\Delta_\delta)^{-\gamma}\Delta K$, $K^{(0)} := (\Delta_0)^{-\gamma}\Delta K$, we further have

$$||B_0^\delta S_{\delta, \delta}(s)K^{(\delta)} - B_0^\delta e^{\delta s \Delta_0} K^{(0)}||_{L^2(\mathbb{R}^d)} \lesssim ||S_{\delta, \delta}(s)(K^{(0)}|_{\Lambda_\delta}) - e^{\delta s \Delta_0} K^{(0)}||_{L^2(\mathbb{R}^d)} + ||K^{(\delta)} - K^{(0)}||_{L^2(\mathbb{R}^d)} + ||(B_0^\delta - B_0^\delta)e^{\delta s \Delta_0} K^{(0)}||_{L^2(\mathbb{R}^d)}.$$

Therefore, the pointwise convergence $f_\delta(s) \to f(s)$, as $\delta \to 0$, follows from Proposition 17(ii), Lemma 20, and Assumption $B$. Finally, by the dominated convergence theorem (i) is proved.

(ii) Note that the random variables $\{\bar{X}_s^\Delta(t) | t \geq 0\}$ are centered and jointly Gaussian. Thus, in view of Wick’s formula, cf. [Jan97] Theorem 1.28, it follows that

$$\Var(\int_0^T \bar{X}_s^\Delta(t)^2 \, dt) = \int_0^T \int_0^T \Cov(\bar{X}_s^\Delta(t)^2, \bar{X}_s^\Delta(t')^2) \, dt' \, dt$$

$$= 4 \int_0^T \int_0^t \Cov(\bar{X}_s^\Delta(t), \bar{X}_s^\Delta(t')^2) \, dt' \, dt$$

$$= 4\delta^{-8} \int_0^T \int_0^t E[(\bar{X}(t), (\Delta K)_\delta)\bar{X}(t')^2(\Delta K)_\delta] \, dt' \, dt.$$

Consequently, by Lemma 22 with $z = z' = \Delta K$, we continue

$$\Var(\int_0^T \bar{X}_s^\Delta(t)^2 \, dt) \lesssim \delta^{-2+8\gamma}||(-\Delta_\delta)^{-\gamma}K||_{L^2(\Lambda_\delta)}^2 ||(-\Delta_\delta)^{1/2-\gamma}K||_{L^2(\Lambda_\delta)}^2.$$

Invoking Lemma 20 we conclude the proof. $\square$
Proof of Proposition 3. (i) By Assumption \( B \), Assumption \( K \) and Lemma 16, it follows that

\[
\delta^{-2\gamma} \| B^* K \| = \| B^*(-\Delta)^\gamma (-\Delta)^{-\gamma} K \| = \| B^*_0 (-\Delta_0)^{-\gamma} \tilde{K} \|_{L^2(\Lambda_0)}.
\]

Since \( \sup_{0<\delta\leq 1} \| B^*_0 \| < \infty \), cf. (30), using Lemma 20 we have

\[
\delta^{-2\gamma} \| B^* K \| \to \| B^*_0 (-\Delta_0)^{-\gamma} \tilde{K} \|_{L^2(\mathbb{R}^d)}.
\]

Noting that

\[
\delta^2 \mathbb{E}[\bar{I}_\delta] = (\delta^{-2\gamma} \| B^* K \|)^{-2} \delta^{2-4\gamma} \int_0^T \mathbb{E}[\bar{X}_\delta^\Delta(t)^2] \, dt,
\]

and using (34) and Proposition 23(i), the desired result follows at once.

(ii) Convergence (34) and Proposition 23(ii) imply

\[
\delta^4 \text{Var}(\bar{I}_\delta) = (\delta^{-2\gamma} \| B^* K \|)^{-4} \delta^{4-8\gamma} \text{Var}(\int_0^T \bar{X}_\delta^\Delta(t)^2 \, dt) \to 0.
\]

From this and (i) we get \( \text{Var}(\bar{I}_\delta)/\mathbb{E}[\bar{I}_\delta]^2 \to 0 \), which gives the result.

(iii) Using the decomposition \( X^\Delta = \bar{X}_\delta^\Delta + \bar{X}_\delta^\Delta \) we write

\[
\mathcal{I}_\delta - \bar{I}_\delta = \| B^* K \|^{-2} \int_0^T \bar{X}_\delta^\Delta(t)^2 + 2 \bar{X}_\delta^\Delta(t) \bar{X}_\delta^\Delta(t) \, dt.
\]

Hence, by (i), (34) and the Cauchy-Schwarz inequality it is enough to have

\[
\delta^{2-4\gamma} \int_0^T \bar{X}_\delta^\Delta(t)^2 \, dt \overset{P}{\to} 0,
\]

which is (15) from Assumption \( F \).

(iv) The Cauchy-Schwarz inequality implies that

\[
\mathcal{I}_\delta^{-1}|R_\delta| \lesssim \mathcal{I}_\delta^{-1/2} \| B^* K \|^{-1} \left( \int_0^T \langle F(t, X(t)), K_\delta \rangle \, dt \right)^{1/2}.
\]

By (34) and items (ii,iii) we find that \( \mathcal{I}_\delta^{-1/2} \| B^* K \|^{-1} = O_P(\delta^{1-2\gamma}) \). Similar to the previous case, (16) gives the result.

Proof of Theorem 6. For both regimes of \( \nu \) it is enough to find a lower bound for

\[
\inf_{\bar{\nu}} \sup_{\kappa \in \{\kappa_1, \kappa_2\}} \mathbb{E}_\nu \left[ (\bar{\nu} - \vartheta)^2 \right]^{1/2}
\]

for two suitable alternatives \( \kappa_1, \kappa_2 \in \Theta_{\nu, \gamma} \). When \( \nu > 1 \), fix any \( \vartheta_0 > 0 \) and consider for some \( c > 0 \) the alternatives \( \kappa_1 = (\vartheta_0, 0, (-\Delta)^{-\gamma}, \bar{X}_\delta^\vartheta) \),
Lemma 20 shows that $X(0)$ is stationary. Arguing exactly as in the proof of Proposition 5.12 and Lemma A.1 of [AR21] with respect to $\bar{\delta}$ and Assumption $F$ is satisfied, because $F = 0$ and $\bar{X}(t) = \bar{S}_\delta(t)X(0)$ such that for $\kappa \in \{\kappa_1, \kappa_2\}$

$$
\mathbb{E}_\kappa \left[ \int_0^T \left( X^2(t) \right) dt \right] = \int_0^T \mathbb{E}_\kappa \left[ \left( \int_{-\infty}^0 \langle \bar{S}_\delta(t-s), (-\Delta)^{1-\gamma}K_\delta, dW(s) \rangle \right)^2 \right] dt
$$

$$
= -\frac{1}{2\sigma} \int_0^T \langle \bar{S}_\delta(2t), (-\Delta)^{1-\gamma}K_\delta, (-\Delta)^{1-\gamma}K_\delta \rangle dt \leq \frac{1}{4\sigma^2} \|(-\Delta)^{1-\gamma}K_\delta\|^2 \lesssim \delta^{4\gamma},
$$

concluding by the scaling in Lemma 15 and using Lemma 20. Writing $\tilde{K} = \delta^{2\gamma}(-\Delta_\delta)^{-\gamma}K$ such that $(-\Delta)^{-\gamma}K_\delta = \tilde{K}$, we observe that also

$$
X_\delta(t) = \int_{-\infty}^t \langle \bar{S}_\delta(t-s)\tilde{K}, dW(s) \rangle
$$

is stationary. Arguing exactly as in the proof of Proposition 5.12 and Lemma A.1 of [AR21] with respect to $\tilde{K}$ we then obtain for sufficiently small $\delta$ and a suitable constant $c > 0$ for [36] the lower bound

$$
c \frac{\|(I - \Delta_\delta)^{-1}\tilde{K}\|^2_{L^2(\Lambda_\delta)}}{\sqrt{T} \|(-\Delta_\delta)^{1/2}K\|^2_{L^2(\Lambda_\delta)}} \delta = c \frac{\|(I - \Delta_\delta)^{-1}(-\Delta_\delta)^{-\gamma}K\|^2_{L^2(\Lambda_\delta)}}{\sqrt{T} \|(-\Delta_\delta)^{1/2-\gamma}K\|^2_{L^2(\Lambda_\delta)}} \delta.
$$

The assumed compact support of $\tilde{K}$ in Lemma A.1 of [AR21] is only necessary to find the limit of the expression before $\delta$ in the last display as $\delta \rightarrow 0$. Here, however, Lemma 20 shows the $L^2(\mathbb{R}^d)$-convergence of $(-\Delta_\delta)^{1/2-\gamma}K$ and $(-\Delta_\delta)^{-\gamma}K$, which in turn implies by dominated convergence and the resolvent identity the $L^2(\mathbb{R}^d)$-convergence of

$$
(I - \Delta_\delta)^{-1}(-\Delta_\delta)^{-\gamma}K = \int_0^\infty \psi\left(-t\Delta_\delta\right)(-\Delta_\delta)^{-\gamma}K dt.
$$

This proves the wanted lower bound for $\nu > 1$.

Let now $\nu \leq 1$ and consider the alternatives $\kappa_1 = (\vartheta_0, \vartheta_\nu, (-\Delta)^{-\gamma}, 0)$, $\kappa_2 = (\vartheta_0 + \vartheta_\nu, 0, (-\Delta)^{-\gamma}, 0)$. Note that the two alternatives correspond to the same linear SPDE [2], and the mild solutions [3] coincide. In particular, $\mathbb{P}_{\kappa_1} = \mathbb{P}_{\kappa_2}$. We infer from Proposition 32 with $\gamma > 1/2 + d/4$ that $F(t, X(t)) = \vartheta_\nu \Delta X(t) \in L^2(\Lambda)$. For $\kappa_2$, Assumption $F$ is clearly satisfied, and for $\kappa_1$ we see

$$
\mathbb{E}_{\kappa_1} \left[ (F(t, X(t)), K_{\delta,x_0})^2 \right] = \delta^{2\nu} \mathbb{E}_{\kappa_2} \left[ X^2(t) \right] \lesssim \delta^{2\nu - 2 + \gamma},
$$
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We proceed as in [DPDT94]. Moreover, by the stochastic Fubini theorem ([DPZ14, Theorem 4.33]) and $S_{\partial_0}(t-s)S_{\partial_0+\delta^*(s-r)} = S_{\partial_0}(t-r)S_{\delta^*}(s-r)$ we have

$$\tilde{X}(t) = \int_0^t S_{\partial_0}(t-s)\delta^*\Delta X(s)ds$$

$$= \int_0^t S_{\partial_0}(t-s)\delta^*\Delta \int_0^s S_{\partial_0+\delta^*}(s-r)(-\Delta)^{-\gamma}dW(r)ds$$

$$= \int_0^t S_{\partial_0}(t-r)(S_{\delta^*}(t-r) - I)(-\Delta)^{-\gamma}dW(r).$$

Itô’s isometry and the scaling in Lemmas 15 and 16 therefore imply

$$\mathbb{E}_{\kappa_1} \left[ (\tilde{X}_{\delta}(t))^2 \right] = \delta^{4-2} \int_0^{\delta^{-2}} \|(S_{1,\delta}(\delta^*r) - I)S_{\partial_0,\delta}(r)(-\Delta)^{-\gamma}K\|_{L^2(\Lambda)}^2 dr,$$

which is of order $o(\delta^{4-2})$ by the dominated convergence theorem, using the first parts in Proposition 17 and Lemma 20 to find a dominating integrand, and with pointwise convergence following from the second parts of the same results. This means Assumption 2 holds also with respect to $\kappa_1$. Since the two alternatives induce the same law, the total variation distance between $\mathbb{P}_{\kappa_1}$ and $\mathbb{P}_{\kappa_2}$ vanishes. The result follows from equation (2.9) and [Tsy08, Theorem 2.1(i)], and noting that the two alternatives have distance $|\partial_0 + \delta^* - \partial_0| = \delta^*$. \qed

Proof of Proposition 8. We start by proving a general statement. Choose $\varepsilon$ and $g$ as in Assumption $A_{\varepsilon, \eta, \rho}$. Without loss of generality we can assume that $\varepsilon < 2$. Then for any $s_1 \leq s < \bar{s}(p)$, $0 \leq \varepsilon' < \varepsilon$ such that $s + \varepsilon' \leq \bar{s}(p)$ and $p_1 \leq p' \leq p$ the following implication holds

$$\sup_{0 \leq t \leq T} \|\tilde{X}(t)\|_{s, \delta^*, p'} < \infty \Rightarrow \sup_{0 \leq t \leq T} \|\tilde{X}(t)\|_{s+\eta+\varepsilon', p'} < \infty. \quad (37)$$

We proceed as in [DPDT94]. Use Proposition 17(i) for $\delta = 1$ to deduce for any $t \in [0, T]$ that

$$\|\tilde{X}(t)\|_{s+\eta+\varepsilon', p'} \leq \|S_{\partial}(t)X_0\|_{s+\eta+\varepsilon', p'} + \int_0^t \|S_{\partial}(t-r)F(X(r))\|_{s+\eta+\varepsilon', p'} dr$$

$$\lesssim \|X_0\|_{\bar{s}(p)+\eta, p} + \int_0^t (t-r)^{-1+\varepsilon'-\varepsilon} \|F(X(r))\|_{s+\eta-2+\varepsilon, p'} dr.$$

Assumption $A_{s, \eta, \rho}$ and the monotonicity of $g$ allow upper bounding this by

$$\|X_0\|_{\bar{s}(p)+\eta, p} + \frac{2}{\varepsilon - \varepsilon'} T^{\frac{\varepsilon'}{2}} \sup_{0 \leq t \leq T} \|\tilde{X}(t)\|_{s, \delta^*, p'} + \sup_{0 \leq t \leq T} \|\tilde{X}(t)\|_{s, \delta^*, p'}.$$

Since $X_0 \in W^{\bar{s}(p)+\eta, p}(\Lambda), \tilde{X} \in C([0, T]; W^{s, p}(\Lambda))$, we obtain (37).
Let us now prove the theorem. Applying \( \tilde{s}'(p) \) iteratively to \( p' = p_1 \) and all \( s_1 \leq s < \tilde{s}(p) \) gives \( \tilde{X} \in C([0, T]; W^{s+\eta+p, \rho}(\Lambda)) \) for all sufficiently small \( \varepsilon' \geq 0 \), and thus \( \tilde{X} \in C([0, T]; W^{s+\rho}(\Lambda)) \) by the Sobolev embedding for some suitable \( p'' > p_1 \). Repeating these steps with \( p'' > p_1 \) instead of \( p_1 \) until \( p'' \geq p \) is reached, yields \( \tilde{X} \in C([0, T]; W^{s+p, \rho}(\Lambda)) \) and \( X \in C([0, T]; W^{s,p}(\Lambda)) \).

\[ \square \]

### B Additional Proofs

#### B.1 Local Asymptotics for the Multiplication Operator

**Lemma 24.** Let \( r \geq 0, \rho > 1 \) and consider the multiplication operator \( M_\sigma u = \sigma \cdot u \) with \( \sigma \in C^{2r}(\mathbb{R}^d) \) for \( r' > r \). Let \( z \in C^\infty(\mathbb{R}^d) \) with compact support in \( \Lambda_\rho \) for some \( \delta' > 0 \) and define for \( 0 < \delta \leq \delta' \) the operator \( G_\delta(\sigma)z := (-(\Delta)^{-r}M_\sigma(\delta)) z \). Then:

(i) \( \sup_{0 < \delta \leq \delta'} \|G_\delta(\sigma)z\|_{L^p(\mathbb{R}^d)} \leq C \|\sigma\|_{C^{2r}(\mathbb{R}^d)}, \) and in particular, \( G_\delta(\sigma) \) extends to a bounded operator \( G_\delta(\sigma) : L^p(\Lambda_\delta) \rightarrow L^p(\Lambda_\delta) \).

(ii) \( \|G_\delta(\sigma)z\|_{L^\infty(\mathbb{R}^d)} = \delta^{d(\frac{2}{p} - \frac{1}{p'})} \|M_\sigma(-\Delta)^r z\|_{L^p(\mathbb{R}^d)} \leq C \|\sigma\|_{C^{2r}(\mathbb{R}^d)} \|z\|_{L^p(\mathbb{R}^d)} \).

**Proof.** (i) For \( \sigma \) as in the statement, \( \sigma \) induces a bounded multiplication operator \( M_\sigma \) on \( W^{-2r,p}(\Lambda); \) cf. [Tri83] Theorem 3.3.2]. This means \( \|M_\sigma u\|_{-2r,p} \leq C \|\sigma\|_{C^{2r}(\mathbb{R}^d)} \|u\|_{-2r,p}, \ u \in W^{-2r,p}(\Lambda). \)

Therefore we have by Lemma [16]

\[
\|G_\delta(\sigma)z\|_{L^p(\Lambda)} = \delta^{d(\frac{2}{p} - \frac{1}{p'})} \|M_\sigma(-\Delta)^r z\|_{L^p(\Lambda)} \\
= \delta^{d(\frac{2}{p} - \frac{1}{p'})} \|M_\sigma(-\Delta)^r z\|_{-2r,p} \leq C \|\sigma\|_{C^{2r}(\mathbb{R}^d)} \|z\|_{L^p(\mathbb{R}^d)}.
\]

(ii) Because of (i) it is enough to consider \( z \in C^\infty(\mathbb{R}^d) \) with compact support in \( \Lambda_\rho \). We can further restrict to \( z = \Delta^\omega \tilde{z} \) with \( \tilde{z} \in C^\infty(\mathbb{R}^d) \) also having compact support in \( \Lambda_\rho \). Indeed, assuming this holds, let \( z \in C^\infty_c(\Lambda_\rho) \).

Using the Fourier transform \( \mathcal{F}u \) for \( u \in L^2(\mathbb{R}^d) \) define with \( \varepsilon > 0 \) functions

\[
v_\varepsilon := \mathcal{F}^{-1}[|u_\varepsilon|](x) \quad \text{with} \quad u_\varepsilon(\omega) := \frac{1}{\varepsilon + |\omega|^2} \mathcal{F}z(\omega), \ \omega \in \mathbb{R}^d.
\]

Note that \( \mathcal{F}(\Delta v_\varepsilon)(\omega) = |\omega|^2(\varepsilon + |\omega|^2)^{-1} \mathcal{F}z(\omega) \) and therefore \( \Delta v_\varepsilon \rightarrow z \) in \( L^2(\mathbb{R}^d) \) as \( \varepsilon \rightarrow 0 \). By the Paley-Wiener Theorem, [Rud06] Theorem II.7.22], \( z \) satisfies the exponential growth condition \( |\mathcal{F}z|(\omega) \leq \gamma_N(1 + |\omega|)^{-N} \exp((\delta')^{-1}|\text{Im}(\omega)|), \ \omega \in \mathbb{C}^d, \) for all \( N \in \mathbb{N} \) and suitable constants \( \gamma_N \).

A reverse application of the same theorem shows that \( u_\varepsilon \in C^\infty_c(\mathbb{R}^d) \) is also supported in \( \Lambda_\rho \). Since both \( G_\delta \) and \( G_0 \) are continuous, this means

\[
\|(G_\delta(\sigma) - G_0(\sigma))z\|_{L^2(\mathbb{R}^d)} \lesssim \|z - \Delta v_\varepsilon\| + \|(G_\delta(\sigma) - G_0(\sigma))\Delta v_\varepsilon\|.
\]
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The result follows from letting first $\delta \to 0$ and then $\varepsilon \to 0$.
Assume therefore now that $z = \Delta \widehat{z}$ with $\widehat{z}$ as above. By Taylor’s theorem and Lemma \[10\] we have

$$\langle G_\delta(\sigma)z - G_0(\sigma)z \rangle_\delta = (-\Delta)^{-r} M_{\sigma(h)}(-\Delta)^{\varepsilon} \delta z$$

$$= \sum_{i=1}^d \int_0^1 (-\Delta)^{-r} M_{\partial i \sigma(h) x_i} (-\Delta)^{\varepsilon} \delta z dh.$$

From $M_{\partial i \sigma(h) x_i} = M_{\partial i \sigma(h)} (-\Delta)^{\varepsilon} (-\Delta)^{r} M_{x_i}$, and (i) we find that

$$\|\langle G_\delta(\sigma) - G_0(\sigma) \rangle z \|_{L^2(\mathbb{R}^d)} \leq C\|\sigma\|_{C^{2r+1}(\mathbb{R}^d)} \sum_{i=1}^d \|(-\Delta)^{-r} M_{x_i} (-\Delta)^{\varepsilon} \delta z \|.$$

To prove the claim it is enough to show $\|(-\Delta)^{-r} M_{x_i} (-\Delta)^{\varepsilon} \delta z \| \to 0$. For this, write $r = m + r'$ with $m \in \mathbb{N}_0$ and $0 \leq r' < 1$. Iterating the identity $x_i \Delta u = \Delta(x_i u) - 2 \partial_i u$ for smooth $u$, we find $x_i \Delta^{m+1} \delta z = \Delta^{m+1}(x_i \delta z) - 2(m+1) \Delta^m \partial_i \delta z$ such that

$$(-\Delta)^{-r} M_{x_i} (-\Delta)^{\varepsilon} \delta z = \delta^2 (-1)^m (-\Delta)^{-r} M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \Delta^{m+1} \delta z =: J_{1,\delta} + J_{2,\delta},$$

with

$$J_{1,\delta} := \delta^2 (-1)^m (-\Delta)^{-r} M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \Delta^{m+1} \delta z,$$

$$J_{2,\delta} := \delta^2 (-1)^m (-\Delta)^{-r} M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \Delta^{m+1} \delta z.$$

Lemma \[16\] shows $\|J_{1,\delta}\| = \|(-\Delta)^{m+1-r} M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \Delta^{m+1} \delta z\|_{L^2(\mathbb{R}^d)}$, and the moment inequality for the fractional Laplacian, cf. \[Yag10\] Chapter 2.7.4, gives

$$\|J_{1,\delta}\| \lesssim \|\Delta \delta M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \Delta \delta (\delta z)\|_{L^2(\mathbb{R}^d)} \|M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \delta z\|_{L^2(\mathbb{R}^d)}.$$

Due to the convergence $(-\Delta)\delta^2 \delta z \to (-\Delta_0)\delta^2 \delta z$ in $L^2(\mathbb{R}^d)$ from Lemma \[18\], we also have for $\gamma \geq 0$ that

$$\|M_{x_i} (-\Delta)^{\varepsilon} \delta^2 \delta z\|_{L^2(\mathbb{R}^d)} \lesssim \|(-\Delta)^{\varepsilon} \delta^2 \delta z\|_{L^2(\mathbb{R}^d)} + \|\Delta \delta M_{x_i} (-\Delta_0)^{\varepsilon} \delta^2 \delta z\|_{L^2(\mathbb{R}^d)},$$

which converges to zero using the dominated convergence theorem. Applying the identity $x_i \Delta_0 u = \Delta_0(x_i u) - 2 \partial_i u$ to $u = (-\Delta)^{\varepsilon} \delta z$ thus yields $\|J_{1,\delta}\| \to 0$.

With respect to $J_{2,\delta}$, note that $\partial_i (-\Delta)^{-1/2} : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is continuous, as is its adjoint $(-\Delta)^{-1/2} \partial_i$ (extended to $L^2(\mathbb{R}^d)$). If $r' < 1/2$, then

$$\|J_{2,\delta}\| \lesssim \delta^2 \|\partial_i (-\Delta)^{\varepsilon} \delta^2 \delta z\| \leq \delta^2 \|(-\Delta)^{r'+1/2} \delta^2 \delta z\|.$$

This vanishes as $\delta \to 0$, using Lemmas \[16\] and \[18\]. For $r' \geq 1/2$, we have similarly

$$\|J_{2,\delta}\| \lesssim \delta^2 \|(-\Delta)^{-1/2} \partial_i (-\Delta)^{r'} \delta^2 \delta z\| \lesssim \delta^2 \|(-\Delta)^{r'} \delta^2 \delta z\| \to 0.$$

This finishes the proof.\[\square\]
B.2 Proof of Theorem 13: Bias in Burgers CLT

As in Appendix C.1, let \((\lambda_k, \Phi_k)_{k \in \mathbb{N}}\) denote the eigensystem of \(-\Delta\) on \(\Lambda\) (recall that \(\Lambda\) here corresponds to the shifted domain \((0, 1) - x_0\), as assumed in the beginning of the proof section) such that in \(d = 1\), \(\lambda_k = \pi^2 k^2\) and \(\Phi_k = \sqrt{2} \sin(\pi k(x + x_0))\). Also, throughout this section we will assume that the assumptions of Theorem 13 are fulfilled. We frequently use that the space \(W^{s,p}(\Lambda)\) is an algebra with respect to pointwise multiplication for \(p \geq 2\) and \(s > 1/p\); cf. proof of Lemma 10.

By Proposition 3(i-iii) and equation (34), it is enough to show that

\[
\delta^{3-4\gamma} \|B^*K_\delta\|^2 R_\delta \overset{p}{\to} 0, \quad \delta \to 0. \tag{38}
\]

Using integration by parts, we write

\[
\|B^*K_\delta\|^2 R_\delta = \frac{1}{2} \int_0^T X^\Delta_\delta(t) \langle X(t)^2, \partial_x K_\delta \rangle \, dt = \frac{1}{2} (U_{1,\delta} + U_{2,\delta} + U_{3,\delta}),
\]

where

\[
U_{1,\delta} := \int_0^T \tilde{X}^\Delta_\delta(t) \langle \tilde{X}(t)^2, \partial_x K_\delta \rangle \, dt,
\]

\[
U_{2,\delta} := \int_0^T \tilde{X}^\Delta_\delta(t) \langle X(t)^2, \partial_x K_\delta \rangle \, dt + \int_0^T \tilde{X}^\Delta_\delta(t) \langle \tilde{X}(t)^2, \partial_x K_\delta \rangle \, dt
\]

\[
+ 2 \int_0^T \tilde{X}^\Delta_\delta(t) \langle \tilde{X}(t) - \tilde{X}(t, 0), \partial_x K_\delta \rangle \, dt =: V_{1,\delta} + V_{2,\delta} + V_{3,\delta},
\]

\[
U_{3,\delta} := 2 \int_0^T \tilde{X}(t, 0) \tilde{X}^\Delta_\delta(t) \langle \tilde{X}(t), \partial_x K_\delta \rangle \, dt.
\]

We will treat each term separately in a series of lemmas below, and show that \(\delta^{3-4\gamma} U_{j,\delta} \overset{p}{\to} 0\), for \(j = 1, 2, 3\). For \(U_{1,\delta}\), cf. Lemma 30, we use Gaussian calculus, while for \(U_{2,\delta}\), we use the excess spatial regularity of \(\tilde{X}\) over \(X\), cf. Lemma 27. In Lemma 31, we treat \(U_{3,\delta}\) by a Wiener-chaos decomposition of \(\tilde{X}(t, 0)\).

**Lemma 25.** Let \(1 < q < \infty\), \(r \leq 2 + 2[\gamma]\). Then, as \(\delta \to 0\),

(i) \((-\Delta_\delta)^{-r/2} \partial_x K \to (-\Delta_0)^{-r/2} + 1 L \text{ in } L^p(\mathbb{R}^d),\)

(ii) \((-\Delta_\delta)^{-r/2} \Phi_k(\delta \cdot) \partial_x K \to \Phi_k(0)(-\Delta_0)^{-r/2} + 1 L \text{ in } L^2(\mathbb{R}^d).\) Moreover, \(\sup_{0 < \delta \leq 1} \|(-\Delta_\delta)^{-r/2} \Phi_k(\delta \cdot) \partial_x K\|_{L^2(\Lambda_\delta)} \lesssim \lambda_k^{r'/2} \) for \(r' > r\).

**Proof.** (i) Since \((-\Delta_\delta)^{-r/2} \partial_x K = (-\Delta_\delta)^{-r/2} + 1 L\), the claim follows at once by Lemma 18(i).

(ii) Let us write \((-\Delta_\delta)^{-r/2} \Phi_k(\delta \cdot) \partial_x K = G_\delta(\Phi_k) K^{(\delta)}\) with \(K^{(\delta)} := (-\Delta_\delta)^{-r/2} \partial_x K\) and \(G_\delta(\cdot)\) from Lemma 24. The two claims follow from (i) and Lemma 24. \(\square\)
Lemma 26. For any small $\varepsilon > 0$, uniformly in $0 \leq t \leq T$, $k \geq 1$, $r \leq 1 + 2[\gamma]$:

\( (i) \ |\tilde{X}_\delta^k(t)| \leq \delta^{2\gamma - \varepsilon}, \ |\hat{X}_\delta^k(t)| \leq \delta^{2\gamma - 1 - \varepsilon}, \ 
\langle \tilde{X}(t)^2, \partial_x K_\delta \rangle \rangle \leq \delta^{2\gamma + 1 - \varepsilon}, \ |\langle X(t)^2, \partial_x K_\delta \rangle \rangle | \leq \delta^{2\gamma - \varepsilon}, \)

\( (ii) \ |\langle \Phi_k^2, \partial_x K_\delta \rangle \rangle \rangle \leq \lambda_k^\varepsilon \delta^{p - 1/2 - \varepsilon}, \ |\langle \tilde{X}(t), \Phi_k \rangle \rangle | \leq \lambda_k^{\gamma - 3/4 + \varepsilon}. \)

Proof. (i) We note that by $\gamma > 1/4$ and Theorem 45 for $\varepsilon' > 0$ and $p \geq 2$,

\[ \tilde{X} \in C([0, T]; W^{2\gamma + 1/2 - \varepsilon', p}(\Lambda)), \quad \hat{X} \in C([0, T]; W^{2\gamma + 3/2 - \varepsilon', p}(\Lambda)). \quad (39) \]

Since the Sobolev spaces appearing herein are also algebras with respect to pointwise multiplication, we conclude that $\tilde{X}^2$ and, respectively, $X^2 = (\tilde{X} + \hat{X})^2$ belong to the same spaces as $\tilde{X}$ and, respectively, $\hat{X}$. The first two inequalities follow from Lemma 19 applied to $\delta^{\varepsilon/2}(\Delta K)_\delta$ with $r = 1/2 + 2\gamma - \varepsilon'$ and by putting $\varepsilon = \varepsilon' + 1/p$ for some small $\varepsilon'$ and large $p$. The last two inequalities follow similarly, by applying Lemma 19 to $\delta^{-1}(\partial_x K_\delta)$ with $r = 1 + 2\gamma - \varepsilon'$ and additionally invoking Lemmas 20 and 25(i).

(ii) Using the explicit form of $\Phi_k$ and $\lambda_k$, by direct computations we deduce that $\|\Phi_k^2\|_{r,p} \leq \lambda_k^\varepsilon$. The first statement follows thus as in (i). The second one holds by (39) such that, with $r = 3/2 + 2\gamma - 2\varepsilon$, $|\langle \tilde{X}(t), \Phi_k \rangle | \leq \|\tilde{X}(t)\|_r \|\Phi_k\|_r \leq \lambda_k^{\gamma - 3/4 + \varepsilon}. \quad \Box$

Lemma 27. As $\delta \to 0$, we have that $\delta^{1 - 4\varepsilon} U_{2, \delta} \xrightarrow{p} 0$.

Proof. Lemma 26(i) yields $V_{1, \delta} = O_\varepsilon(\delta^{4\gamma - \varepsilon})$, $V_{2, \delta} = O_\varepsilon(\delta^{4\gamma - \varepsilon})$ for any small $\varepsilon > 0$. With respect to $V_{3, \delta}$ expand $\tilde{X}(t) = \sum_{k \geq 1} (\tilde{X}(t), \Phi_k) \Phi_k$ such that with $g_k(\delta)(t) := \tilde{X}_\delta^k(t)/\langle \tilde{X}(t), \Phi_k(0) \rangle_{\partial_x K_\delta}$, we deduce

\[ |V_{3, \delta}| = \left| 2 \sum_{k \geq 1} \int_0^T (\tilde{X}(t), \Phi_k) g_k(\delta)(t) \, dt \right| \leq \sum_{k \geq 1} \lambda_k^{3/4 - \varepsilon} \int_0^T |g_k(\delta)(t)| \, dt, \quad (40) \]

where in the last inequality we used Lemma 26(ii). By the Cauchy-Schwarz inequality and Lemma 22 with $z = z' = \Delta K$ and for $z = z' = v(\delta) := (\Phi_k(\delta) - \Phi_k(0)) \partial_x K$ we have

\[ \delta^{1 - 4\gamma} \mathbb{E}[|g_k(\delta)(t)|] \leq \delta^{2 - 4\gamma} \mathbb{E}[(\tilde{X}(t), (\Delta K)_\delta)^2]^{1/2} \mathbb{E}[(\tilde{X}(t), v(\delta)^2)^2]^{1/2} \]

\[ \leq \|(-\Delta)^{1/2 - \gamma} K\|_{L^2(\Lambda)}^{1/2} \|(-\Delta)^{-1/2 - \gamma} v(\delta)\|_{L^2(\Lambda)}. \]

Consequently, by Lemmas 20 and 25(ii), we get

\[ \delta^{1 - 4\gamma} \mathbb{E}[|g_k(\delta)(t)|] \to 0, \quad \sup_{0 < \delta \leq 1, k \geq 1, 0 \leq t \leq T} (\delta^{1 - 4\gamma} \lambda_k^\gamma \mathbb{E}[|g_k(\delta)(t)|]) < \infty, \quad (41) \]

which combined with (40) concludes the proof. \quad \Box
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To deal with $U_{1,\delta}$ and $U_{3,\delta}$, we will prove two additional technical lemmas. For $x, x' \in \Lambda$ and $0 \leq t' \leq t \leq T$ set

$$c_{t,t'}^{(i)}(x,x') := c_{t,t'}^{(i)}(x)c_{t,t'}^{(i)}(x'),$$
$$c_{t,t'}^{(ii)}(x,x') := c_{t,t'}^{(ii)}(x)c_{t,t'}^{(ii)}(x').$$

**Lemma 28.** The following assertions hold true, with $c_{t,t} = c_{t,t}(x,x)$:

(i) $|\langle c_{t,t}, \partial_x K_\delta \rangle| \lesssim \delta^{2\gamma - \varepsilon}$ and $|\int_0^t \langle c_{t,t'}, \partial_x K_\delta \rangle \, dt'| \lesssim \delta^{1/2 + 2\gamma - \varepsilon}$,

(ii) $|\int_0^t \int_{\Lambda^2} c_{t,t'}(x,x')^2 \partial_x K_\delta(x) \partial_x K_\delta(x') \, dx \, dx'| \lesssim \delta^{4\gamma - \varepsilon}$,

(iii) $|\langle c_{t,t}^{(i)}, \partial_x K_\delta \rangle| \lesssim \delta^{6\gamma - 1}$ and $|\langle c_{t,t'}^{(i)}, \partial_x K_\delta \rangle| \lesssim \delta^{6\gamma - 1}$,

(iv) for $i = 1, 2$, as $\delta \to 0$,

$$\delta^{2-\gamma} \int_0^T \int_0^t c_{t,t'}(x,x') c_{t,t'}^{(i)}(x,x') \partial_x K_\delta(x) \partial_x K_\delta(x') \, dt' \, dt \, d(x,x') \to 0.$$

**Proof.** By (11), and using the representation $W(t) = \sum_{k \geq 1} \Phi_k \beta_k(t)$, where $\beta_k, k \geq 1$, are independent standard Brownian motions, we have that

$$\bar{X}(t,x) = \sum_{k \geq 1} \lambda_k^{-\gamma} \Phi_k(x) \int_0^t e^{-(t-r)\partial \lambda_k} d\beta_k(r),$$
$$\bar{X}_\delta(t) = \sum_{k \geq 1} \lambda_k^{-\gamma} \langle \Phi_k, \Delta K_\delta \rangle \int_0^t e^{-(t-r)\partial \lambda_k} d\beta_k(r).$$

Consequently, using the independence of the $\beta_k$’s, we obtain

$$c_{t,t'}(x,x') = \frac{1}{2\theta} \sum_{k \geq 1} e^{-(t-t')\partial \lambda_k} \lambda_k^{-1-2\gamma} \Phi_k(x) \Phi_k(x'),$$
$$c_{t,t'}^{\delta}(x) = \frac{1}{2\theta} \left( (S_{\theta} (2t') - I) S_{\theta} (t - t') (-\Delta)^{-2\gamma} K_\delta \right) \langle x \rangle.$$

(i) By (42) and Lemma 26(ii) with $r' = 1/2 + 2\gamma - \varepsilon'$ and $\varepsilon = \varepsilon'$, we deduce

$$|\langle c_{t,t}, \partial_x K_\delta \rangle| \lesssim \sum_{k \geq 1} \lambda_k^{-1-2\gamma} \langle \Phi_k^2, \partial_x K_\delta \rangle \lesssim \delta^{2\gamma - 2\varepsilon'}.$$

Analogously, the second result follows after integrating (42) with respect to $t'$, and using Lemma 26(ii) with $r' = 1 + 2\gamma - \varepsilon'$,

$$|\int_0^t \langle c_{t,t'}, \partial_x K_\delta \rangle \, dt'| \lesssim \sum_{k \geq 1} \lambda_k^{-2-2\gamma} \langle \Phi_k^2, \partial_x K_\delta \rangle \lesssim \delta^{1/2 + 2\gamma - 2\varepsilon'}.$$
(ii) The proof is analogous to (i).

(iii) By Lemmas 16 and 20, \( \|c_{t,t}^\Delta\|_{2\gamma} \lesssim \|(-\Delta)^{-\gamma}K_\delta\| \lesssim \delta^{2\gamma} \), and consequently by the algebra property of Sobolev spaces \( \|c_{t,t}^\Delta c_{t,t}^\Delta\|_{2\gamma} \lesssim \delta^{4\gamma} \). Using this and \( \partial_x K_\delta = \delta^{-1}(\partial_x K)_\delta \), the desired result follows by applying Lemma 19 with \( r = 2\gamma \) and \( p = 2 \) and consequently using Lemma 25(ii).

(iv) We consider only the case \( i = 1 \), and one can treat the case \( i = 2 \) similarly. Using (42) and (43) we write

\[
\delta^{2-8\gamma} \int_{\Lambda^2} \int_0^t c_{t,t'}(x,x') c_{t,t'}^\Delta(x) c_{t,t'}^\Delta(x') \partial_x K_\delta(x) \partial_x K_\delta(x') \, dt' \, dx' = \sum_{k \geq 1} a_{k,\delta}
\]

with \( a_{k,\delta} := \int_0^t e^{-(t-t')\partial_x k}(e^{-2\gamma(\partial_x k) - 1}) \lambda_{k/2}^{-1-2\gamma} \mathcal{b}_{t,k,\delta} \mathcal{b}_{t,k,\delta} \, dt' \), and where, using Lemmas 15 and 16

\[
\mathcal{b}_{t,k,\delta} := \delta^{-1-4\gamma}(C_{t,t}^\Delta, \Phi_k \partial_x K_\delta) = \delta^{-1-4\gamma}((-\Delta)^\gamma C_{t,t}^\Delta, (-\Delta)^{-\gamma} \Phi_k \partial_x K_\delta)
\]

\[
= \frac{1}{2\delta} \langle (S_{\delta,\delta}(2\delta^{-2}) - I)(-\Delta)^{-\gamma} K, (-\Delta)^{-\gamma} \Phi_k \partial_x K_\delta \rangle_{L^2(\Lambda_\delta)}
\]

Due to Proposition 17(i) and Lemmas 20 and 25(ii), note that \( \sup_{\delta > 0, 0 \leq t \leq T} |\mathcal{b}_{t,k,\delta}| \lesssim \lambda_k^{-2-\gamma} \). Moreover, using in addition Proposition 17(iii), we also deduce that, as \( \delta \to 0 \),

\[
\mathcal{b}_{t,k,\delta} \to -\frac{1}{2\delta^2} \Phi_k(0)(-\Delta_0)^{[\gamma]-\gamma} \tilde{K}, (-\Delta_0)^{[\gamma]-\gamma} \partial_x \tilde{K} \rangle_{L^2(\mathbb{R}^d)}. \tag{44}
\]

Since the fractional Laplacian on \( \mathbb{R}^d \) is a convolution operator and therefore commutes with the derivative \( \partial_x \), after integration by parts, we deduce that the limit in (44) vanishes. In all, we have shown that \( \sup_{\delta > 0, 0 \leq t \leq T} |a_{k,\delta}| \lesssim \lambda_k^{-2-\gamma} \) and \( a_{k,\delta} \to 0 \), and hence, by the dominated convergence theorem the result follows.

**Lemma 29.** For any any \( 0 \leq t, t' \leq T \), we have

(i) \( |\mathbb{E}[\tilde{X}_\delta^\Delta(t) \tilde{X}_\delta^\Delta(t')]| \lesssim \delta^{4\gamma-1-\varepsilon}|t - t'|^{-1/2+\varepsilon} \), for \( t \neq t' \), and \( \varepsilon > 0 \),

(ii) \( \delta^{-4\gamma} \mathbb{E}[\langle \tilde{X}(t), \partial_x K_\delta \rangle \langle \tilde{X}(t'), \partial_x K_\delta \rangle] \to 0 \),

(iii) \( \delta^{1-4\gamma} \mathbb{E}[\tilde{X}_\delta^\Delta(t) \langle \tilde{X}(t), \partial_x K_\delta \rangle] \to 0 \), as \( \delta \to 0 \).

**Proof.** Using (33) with \( z_\delta = z_\delta' = (\Delta K)_\delta \) yields

\[
|\mathbb{E}[\tilde{X}_\delta^\Delta(t) \tilde{X}_\delta^\Delta(t')]| = \delta^{-4} |\mathbb{E}[\langle \tilde{X}(t), (\Delta K)_\delta \rangle \langle \tilde{X}(t'), (\Delta K)_\delta \rangle]| \lesssim \delta^{4\gamma-2} |S_{\delta,\delta}(t - t')|^{-\delta^{-2}}(-\Delta)^{-\gamma} K \, |(-\Delta)^{1/2-\gamma} K|_{L^2(\Lambda_\delta)} \, \|(-\Delta)^{1/2-\gamma} K\|_{L^2(\Lambda_\delta)}.
\]

Then, (i) follows by Proposition 17(i) with \( h = 1/2 - \varepsilon \), combined with Lemma 20 where we take \( r = 1 + \gamma - \varepsilon \). Assertion (ii) follows similarly by
applying (33) with \( z_\delta = z'_\delta = (\partial_x K)_\delta \) and using Lemma 25(i). For (iii), in view of Lemma 21 with \( B^*_\delta = I \), we have
\[
A_\delta := \delta^{1-4\gamma} \mathbb{E}[\bar{X}_\delta^\Delta(t') \langle \bar{X}(t), \partial_x K \rangle_\delta] = \delta^{-2-4\gamma} \mathbb{E}[(\Delta K)_\delta \langle \bar{X}(t'), (\Delta K)_\delta \rangle_\delta]
\]
\[
= \int_0^{(t+t')\delta^{-2}} (S_\delta,\delta(|t-t'|\delta^{-2} + 2s)(-\Delta_\delta)^{-\gamma} \Delta K, (-\Delta_\delta)^{-\gamma} \partial_x K)_{L^2(\Lambda_\delta)} \, ds
\]
\[
= \frac{1}{2\delta} \mathbb{E}[(S_\delta,\delta((t+t')\delta^{-2}) - S_\delta,\delta(|t-t'|\delta^{-2}))-(-\Delta_\delta)^{-\gamma} \Delta K, (-\Delta_\delta)^{-\gamma} \partial_x K]_{L^2(\Lambda_\delta)}.
\]
When \( t \neq t' \), then both semigroups in the above expression vanish as \( \delta \to 0 \), and the original claim follows. If \( t = t' \), then the first semigroup vanishes as \( \delta \to 0 \), and by Lemmas 20 and 25(ii)
\[
A_\delta \to -\frac{1}{2\delta}((-\Delta_0)^{\gamma-\gamma} \bar{K}, (-\Delta_0)^{\gamma-\gamma} \partial_x \bar{K})_{L^2(\mathbb{R}^d)}, \quad \delta \to 0.
\]
By the same arguments as in (41), we conclude that the limiting term is zero, and thus \( A_\delta \to 0 \). This concludes the proof.

**Lemma 30.** As \( \delta \to 0 \), we have that \( \delta^{1-4\gamma} U_{1,\delta} \not\to 0 \).

**Proof.** Since \( X(t, x) \) and \( X_\delta^\Delta(t, x) \) are centered Gaussians, using Wick’s formula for moments of centered Gaussians, cf. [Jan97, Theorem 1.28], we get
\[
\mathbb{E}[U_{1,\delta}] = \int_\Lambda \int_0^T \mathbb{E}[X_\delta^\Delta(t)X(t, x)^2] \partial_x K_\delta(x) \, dx \, dt = 0,
\]
\[
\text{Var}(U_{1,\delta}) = \sum_{\pi \in \Pi_2(6)} V_\pi,
\]
where \( \Pi_2(6) \) is the set of partitions of \( \{1, \ldots, 6\} \) into 2-tuples (pairs) and where
\[
V_\pi = 2 \int_\Lambda^2 \int_0^T \int_0^t \prod_{(i,j) \in \pi} \mathbb{E}[Z_i Z_j] \partial_x K_\delta(x) \partial_x K_\delta(x') \, dt' \, dx \, dx',
\]
with \( Z_1 = X_\delta^\Delta(t), Z_2 = Z_3 = \bar{X}(t, x), Z_4 = X_\delta^\Delta(t'), Z_5 = Z_6 = \bar{X}(t', x') \).

Clearly, it is enough to show that \( \delta^{2-8\gamma} V_\pi \not\to 0 \) for any \( \pi \in \Pi_2(6) \). Since \( Z_2 = Z_3 = Z_6 = \bar{X} \), by symmetry, it is sufficient to consider only six partitions, conveniently grouped as follows:
\[
I_1 = \{((1, 2), (3, 4), (5, 6)), ((1, 5), (2, 3), (4, 6))\},
I_2 = \{((1, 2), (3, 5), (4, 6)), ((1, 5), (2, 4), (3, 6))\},
I_3 = \{((1, 4), (2, 3), (5, 6))\}, \quad I_4 = \{((1, 4), (2, 5), (3, 6))\}.
\]
All relevant terms were already studied in Lemmas 28 and 29. For \( \pi \in I_2 \), we apply Lemma 28(iv) and obtain that \( \delta^{2-8\gamma} V_\pi \not\to 0 \). On the other hand, \( V_\pi = O_\pi(\delta^{8\gamma-1-\epsilon}) \) for \( \pi \in I_1 \) by Lemma 28(i,iii), for \( \pi \in I_3 \) by Lemmas 28(i) and 29(i), and for \( \pi \in I_4 \) by applying Lemmas 28(ii) and 29(i). The proof is complete.

\( \square \)
Lemma 31. As $\delta \to 0$, we have that $\delta^{1-4\gamma}U_{3,\delta} \xrightarrow{P} 0$.

Proof. Similar to Lemma 30, we aim to compute the mean and the variance of $U_{3,\delta}$. Since $\tilde{X}(t,0)$ is not Gaussian, we will study its Wiener chaos decomposition (cf. [Nua06]).

We consider the Hilbert space $\mathcal{H} := L^2([0,T] \times \Lambda)$ endowed with the norm $\|z\|_{\mathcal{H}} = \int_{[0,T] \times \Lambda} z^2(t,x) \, dt \, dx$, and correspondingly let $(W(z))_{z \in \mathcal{H}}$ be the isonormal Gaussian process $W(z) := \int_0^T z(t,\cdot) \, dW(t)$. Also, let $(m_j)_{j \geq 1}$ be an orthonormal basis in $L^2([0,T])$ such that $(m_j \cdot \Phi_k)_{j,k \geq 1}$ forms an orthonormal basis in $\mathcal{H}$. We denote by $\mathcal{G}$ the sigma algebra generated by $(W(z))_{z \in \mathcal{H}}$. It is well-known (see [Nua06, Proposition 1.1.1]) that there exists a sequence of random variables $(\xi_i)_{i \geq 1}$ forming a complete orthonormal system in $L^2(\Omega, \mathcal{G}, \mathbb{P})$, where each $\xi_i$ is a linear combination of multinomials of the form $\Pi_{j=1}^M W(m_{j \cdot} \Phi_{kj})$ for some $M, j, k \in \mathbb{N}$, $j_1 \in \mathbb{N}_0$.

In view of [LR13, Theorem 5.1.3 and Example 5.1.8], where we use that $B$ is Hilbert-Schmidt for $\gamma > 1/4$, we have $\tilde{X} \in L^2([0,T] \times \Omega; W^{1,2}(\Lambda))$, and hence $\tilde{X}(t,0) \in L^2(\Omega, \mathcal{G}, \mathbb{P})$ for $0 \leq t \leq T$. This yields the chaos expansion $\tilde{X}(t,0) = \sum_{i \geq 1} b_i(t)\xi_i$, with some deterministic $b_i \in L^2([0,T])$. For $N \in \mathbb{N}$, we put

$$U_{3,\delta,N} := 2 \sum_{i=1}^N \int_0^T b_i(t)\tilde{X}_i^2(t)\langle \tilde{X}(t), \partial_x K_\delta \rangle \, dt =: 2 \sum_{i=1}^N \xi_i s_{i,\delta}.$$  

For a fixed $\eta > 0$, choose $N = N(\eta) \in \mathbb{N}$ sufficiently large such that

$$\int_0^T \mathbb{E}[\tilde{X}(t,0) - \sum_{i=1}^N b_i(t)\xi_i]^2] \, dt = \sum_{i=N+1}^{\infty} \int_0^T b_i(t)^2 \, dt < \eta.$$  

By the Cauchy-Schwarz inequality and Gaussianity we get that

$$\delta^{2-8\gamma} \mathbb{E}[\|U_{3,\delta} - U_{3,\delta,N}\|^2] \lesssim \delta^{4-8\gamma} \eta \int_0^T \mathbb{E}[\langle \tilde{X}(t), (\Delta K)_{\delta} \rangle^2] \, dt \lesssim \eta\|(-\delta)^{-1/2-\gamma}K\|_{L^2(\Lambda_\delta)}^2 \|(-\delta)^{-1/2-\gamma}\partial_x K\|_{L^2(\Lambda_\delta)}^2,$$

using in the last inequality Lemma 22(i) with $z = z' = \Delta K$ and $z = z' = \partial_x K$. Moreover, by Lemmas 20 and 25(i), the terms in the last inequality above are uniformly bounded in $\delta > 0$, and hence

$$\sup_{0 < \delta \leq 1} \left(\delta^{2-8\gamma} \mathbb{E}[\|U_{3,\delta} - U_{3,\delta,N}\|^2]\right) \lesssim \eta.$$  

(45)

Next, we will prove that

$$\delta^{2-8\gamma} \mathbb{E}[s_{i,\delta}^2] \to 0, \quad i \in \mathbb{N}.$$  

(46)
Analogous to Lemma 30 by Wick’s formula and taking advantage of the symmetry in $t, t'$ we obtain
\[
\mathbb{E}[s_{i,\delta}^2] = 2 \int_0^T \int_0^t b_i(t)b_i(t') (\rho_{1,\delta}(t, t') + \rho_{2,\delta}(t, t')) \, dt' \, dt,
\]
\[
\rho_{1,\delta}(t, t') = \mathbb{E}[\bar{X}^\delta(t) \langle \bar{X}(t), \partial_x K_\delta \rangle \mathbb{E}[\bar{X}^\delta(t') \langle \bar{X}(t'), \partial_x K_\delta \rangle]],
\]
\[
\rho_{2,\delta}(t, t') = \mathbb{E}[\bar{X}^\delta(t') \langle \bar{X}(t), \partial_x K_\delta \rangle \mathbb{E}[\bar{X}^\delta(t) \langle \bar{X}(t'), \partial_x K_\delta \rangle]],
\]
\[
\rho_{3,\delta}(t, t') = \mathbb{E}[\langle \bar{X}(t), \partial_x K_\delta \rangle \langle \bar{X}(t'), \partial_x K_\delta \rangle \mathbb{E}[\bar{X}^\delta(t) \bar{X}^\delta(t')]].
\]

Clearly (46) follows from here by invoking the Cauchy-Schwarz inequality and Lemma 29(i-iii). Consequently, using (46) for $1 \leq i \leq N$, and applying again the Cauchy-Schwarz inequality, we deduce that $\delta^2 - 8\gamma \mathbb{E}[U_{3,\delta,N}^2] < \eta$ for any sufficiently small $\delta$ depending on $N$ and thus on $\eta$. Together with (45) and since $\eta$ was arbitrary, we get $\delta^{1-4\gamma} U_{3,\delta} \xrightarrow{P} 0$. 

C Well-Posedness and higher regularity of the solutions

In this section we provide well-posedness and higher regularity results for the linear and semilinear SPDEs needed for our study. This is a well-established topic with a vast literature, see e.g. [DPZ14, LR15, vNVW12, Kry96]. We aim at giving a short and self-contained presentation.

C.1 Regularity of the solution to the linear equation

We start with a result on well-posedness of the linear equation, as well as the optimal regularity of its solution. We recall that the Laplace operator on any smooth bounded domain $\Lambda \subset \mathbb{R}^d$ with Dirichlet boundary conditions has only point spectrum $\{-\lambda_k\}_{k \in \mathbb{N}}$, and without loss of generality can be arranged such that $0 \leq \lambda_1 \leq \ldots \leq \lambda_k \leq \ldots$. Moreover, the corresponding eigenfunctions, say $\{\Phi_k\}_{k \in \mathbb{N}}$, form a complete orthonormal system in $L^2(\Lambda)$; cf. [Shu01]. It is also well known that $\lambda_k \sim k^{2/d}$, as $k \to \infty$. Recall the optimal linear regularity $s^* = 1 + 2\gamma - d/2$ from Section 3.2.

**Proposition 32.** Grant Assumption B. Then, the linear equation (11) has a unique mild solution $\bar{X}$ taking values in $L^2(\Lambda)$, and for all $2 \leq p < \infty$, $s < s^*$:

(i) $\bar{X} \in C([0,T]; W^{s-d/2+d/p,p}(\Lambda))$, in particular, $\bar{X} \in C([0,T]; W^s(\Lambda))$,

(ii) $\bar{X} \in C([0,T]; W^{s,p}(\Lambda))$, provided that

\[
\sup_{k \geq 1} \|\Phi_k\|_{L^\infty(\Lambda)} < \infty.
\]  

(47)
Moreover, $s^*$ is maximal with that property, and $\bar{X} \notin C([0,T];W^{s^*}(\Lambda))$ with probability one.

Proof. Recall (10) and define for $\alpha \geq 0$ the process

$$Y_\alpha(t) := \int_0^t (t-r)^{-\alpha} S_\delta(t-r) BdW(r), \quad 0 \leq t \leq T. \quad (48)$$

We show below for all $s \geq 0$ that

$$E \left[ |(\Delta)^{s/2}Y_\alpha(t)(x)|^2 \right] \leq C \sum_{k \geq 1} \lambda_k^{-\gamma + s + 2\alpha - 1} \Phi_k^2(x), \quad x \in \Lambda. \quad (49)$$

Taking $s, \alpha = 0$ shows by Itô’s isometry, with Hilbert-Schmidt norm $\|\cdot\|_2$ on $L^2(\Lambda)$, that $\int_0^T \|S_\delta(t-s)B\|_2^2 ds = E[\|X(t)\|_2^2] < \infty$. This means that the stochastic integral in (10) is well-defined. That $\bar{X}$ is the unique mild solution to (11), follows by general theory [DPZ14, Chapter 5].

To establish the regularity of $X$, we argue as in [DPZ14, Theorem 5.25] using the factorization method. We first show (ii). Let $s < s^*$, $p \geq 2$ and set $E_1 = E_2 = W^{s,p}(\Lambda)$. Recall that if $Z \sim N(0,1)$, then $E[|Z|^p] = c_pE[Z^2]^{p/2}$ for some $c_p < \infty$. The Hölder inequality and the inequality in (49) show for $p' \geq 2$ that

$$E \left[ \int_0^T |(\Delta)^{s/2}Y_\alpha(t)|^{p'} dt \right] \lesssim \int_0^T \left( \int_\Lambda |(\Delta)^{s/2}Y_\alpha(t)(x)|^2 dx \right)^{p'} dt \lesssim \left( \sum_{k \geq 1} k^{\frac{s}{2}(-\gamma + 2\alpha - 1 + s)} \right)^{\frac{p'}{p}},$$

where we used (47) in the last line. Since $-\gamma + 2\alpha - 1 + s < 2\alpha - d/2$, the last line is finite for sufficiently small $\alpha$. We find that $Y_\alpha$ has trajectories in $L^{p'}([0,T];E_2)$. Choosing $p'$ large enough such that $\alpha > 1/p'$ and $r = 0$ in [DPZ14, Proposition 5.9], we conclude that $\bar{X} \in C([0,T];E_1) = C([0,T];W^{s,p}(\Lambda))$. This proves (ii). For (i), it is enough to observe for $p' = p = 2$ that the upper bound in the last display equals $\sum_{k \geq 1} k^{\frac{s}{2}(-\gamma + 2\alpha - 1 + s)}$, which is finite for $s < s^*$ as just discussed. The supplement follows from the Sobolev embedding $W^s(\Lambda) \subset W^{s-d/2+d/p,p}(\Lambda)$.

We still have to prove (19). Let $B_1 := (\Delta)^{s/2}B$ and note that by Assumption $[\mathcal{B}]$ the operator $B_1 : L^2(\Lambda) \rightarrow L^2(\Lambda)$ is bounded. For $x \in \Lambda$ and $f \in C(\Lambda)$, we define $\delta_x(f) = f(x)$. Then $\delta_x := \delta_x \circ (\Delta)^{-\frac{s}{2}}$ is a bounded

\footnote{With slight abuse of notations, we use the same notation for $B_1$ as in Assumption $[\mathcal{B}]$ although strictly speaking they are not the same.}
linear functional on $L^2(\Lambda)$ for any $\varepsilon > 0$. Hence,
\[
\mathbb{E} \left[ \left| (\Delta)^{\frac{s}{2}} \mathcal{Y}_\alpha(t,x) \right|^2 \right] = \mathbb{E} \left[ \delta_x \left( \int_0^t (t-r)^{-\alpha}(\Delta)^{\frac{s}{2}} \mathcal{Y}_\alpha(t-r) B_1 dW(r) \right)^2 \right]
\]
\[
= \int_0^t (t-r)^{-2\alpha} \| B_1 (\Delta)^{\frac{s}{2}+\varepsilon} \mathcal{Y}_\alpha(t-r) \|_2^2 dr
\]
\[
\lesssim \int_0^t (t-r)^{-2\alpha} \| (\Delta)^{\frac{s}{2}+\varepsilon} \mathcal{Y}_\alpha(t-r) \|_2^2 dr
\]
\[
= \mathbb{E} \left[ \delta_x \left( \int_0^t (t-r)^{-\alpha}(\Delta)^{\frac{s}{2}} \mathcal{Y}_\alpha(t-r) dW(r) \right)^2 \right].
\]

This allows us to reduce the argument to $B_1 = I$, i.e. $B = (\Delta)^{-\gamma}$. In this case,
\[
\mathcal{Y}_\alpha(t,x) = \sum_{k=1}^{\infty} \lambda_k^{-\gamma} \left( \int_0^t (t-r)^{-\alpha} e^{-\lambda_k (t-r)} d\beta_k(r) \right) \Phi_k(x),
\]
where the $(\beta_k)_{k \in \mathbb{N}}$ are independent standard Wiener processes. The inequality (49) follows then from
\[
\mathbb{E} \left| (\Delta)^{\frac{s}{2}} \mathcal{Y}_\alpha(t,x) \right|^2 = \sum_{k \geq 1} \lambda_k^{-2\gamma} \left( \int_0^t r^{-2\alpha} e^{-2\lambda_k r} dr \right) \left( (\Delta)^{\frac{s}{2}} \Phi_k(x) \right)^2
\]
\[
\lesssim \sum_{k \geq 1} \lambda_k^{-2\gamma+2\alpha-1+s} \Phi_k^2(x).
\]

Finally, the optimality of $s^*$ follows as in [PS20, Proposition 4.3], taking into account that $(-\Delta)^{\gamma} B$ is an isomorphism on $L^2(\Lambda)$. \hfill \square

Recall the $L^p$-regularity index $\bar{s}$ from (19). The proposition shows that $\bar{s} \geq s^* - d/2 + d/p$ for all $p \geq 2$. Choosing $\alpha = 0$ in (49) also shows $\bar{s} \leq s^*$. The upper bound $\bar{s} = s^*$ is achieved if (47) holds. The condition (47) depends on the geometry of the domain $\Lambda$, but is true for rectangular domains in any dimension, in particular, for bounded intervals in $d = 1$; cf. the discussion in [DPZ14, Remark 5.27].

**C.2 Well-posedness and regularity of the solution to the semi-linear equation**

In this section we study the well-posedness and higher regularity of the solution to (13) in its mild formulation (12). We will use a classical fixed point argument, cf. [DPZ14], [DPDT94]. In addition to Assumption (A) from Section 3.2 we will make use of local Lipschitz and coercivity conditions for $p \geq 2$, and $s, s_1, s_2, \eta \geq 0$:
Proof. The statement follows from Proposition 8, provided that equation (2) exists a unique solution to equation (12)

Furthermore suppose that Assumptions \(L_{s,\eta,p}\). There exist \(\varepsilon > 0\) and a continuous function \(h : [0, \infty) \rightarrow [0, \infty)\) such that for any \(u, v \in W^{s+\eta,p}(\Lambda)\):

\[ \|F(u) - F(v)\|_{s+\eta-2+\varepsilon,p} \leq \|u - v\|_{s+\eta,p}h(\|u\|_{s,p}, \|v\|_{s,p}). \]  

(51)

Assumption \(C_{s_1,s_2}\). There exists a continuous function \(b : [0, \infty) \rightarrow [0, \infty)\) such that for any \(u \in W^{s_1}(\Lambda), v \in W^{s_2}(\Lambda)\) with \(F(u + v) \in W^{s_1}(\Lambda)\):

\[ |\langle F(u + v), u \rangle_{W^{s_1}(\Lambda)}| \leq (1 + \|u\|_{s_1}^2) b(\|v\|_{s_2}). \]  

(52)

Next, we present the main result of this section.

**Theorem 33.** Let \(s, s_1, \eta \geq 0, p \geq 2\) with \(s + \eta \geq s_1 + 2\), and suppose that

\[ X_0 \in W^{s+\eta,p}(\Lambda), \quad \tilde{X} \in C([0,T]; W^{s,p}(\Lambda)). \]

Suppose that Assumption \(A_{s',\eta,p'}\) is satisfied for \(s_1 \leq s' \leq s\) and \(2 \leq p' \leq p\). Furthermore suppose that Assumptions \(L_{s,\eta,p}\) and \(C_{s_1,\eta}\) are fulfilled. Then there exists a unique solution \(\tilde{X}\) to equation (12) such that \(\tilde{X} \in C([0,T]; W^{s+\eta,p}(\Lambda))\).

In particular, there exists a unique mild solution \(X \in C([0,T]; W^{s,p}(\Lambda))\) to equation (2).

Proof. The statement follows from Proposition 8 provided that \(\tilde{X} \in C([0,T]; W^{s_1}(\Lambda))\). This inclusion indeed holds true, as proved in Lemma 35 below.

For the rest of this section, we fix \(s, s_1, \eta \geq 0\) and \(p \geq 2\) that satisfy the assumptions from Theorem 33. Since all the statements are pathwise, we also fix \(\omega \in \Omega\). For \(T', m > 0\), let

\[ M(T', m) := \{u \in C([0,T']; W^{s+\eta,p}(\Lambda)) \mid \sup_{0 \leq t \leq T'} \|u(t)\|_{s+\eta,p} \leq m\}, \]

and define the operator \(G : M(T', m) \rightarrow C([0,T']; W^{s+\eta,p}(\Lambda))\) as

\[ (Gu)(t) = S_\varphi(t)X_0 + \int_0^t S_\varphi(t-r)F(\tilde{X}(r) + u(r))dr. \]  

(53)

Note that \(M(T', m)\) is a closed ball in a Banach space, hence complete.

**Lemma 34.** Suppose that Assumptions \(A_{s,\eta,p}\) and \(L_{s,\eta,p}\) are fulfilled, \(X_0 \in W^{s+\eta,p}(\Lambda)\) and let \(m > \|X_0\|_{s+\eta,p}\). Then, there exists \(T' > 0\) such that equation (12) has a unique solution in \(M(T', m)\).
\textbf{Proof.} Analogous to the proof of Proposition \ref{prop:existence} with \( \epsilon' = 0, \epsilon < 2, \) for any \( T' > 0, \) we deduce

\[
\|(Gu(t))\|_{s+\eta,p} \leq \|X_0\|_{s+\eta,p} + \frac{2}{\epsilon} T^\frac{\epsilon}{2} g \left( \sup_{0 \leq t \leq T'} \|\bar{X}(t)\|_{s,p} + Cm \right),
\]

where \( C \) is the embedding constant coming from \( W^{s+\eta,p}(\Lambda) \subset W^{s,p}(\Lambda). \) Note that the above estimate holds uniformly in \( t \in [0, T'). \) Moreover, for sufficiently small \( T' > 0, \) \( G \) maps \( M(T', m) \) into itself. The claim follows, once it is proved that \( T' \) can be chosen such that \( G \) is a contraction mapping on \( M(T', m), \) which we will show next. By Proposition \ref{prop:contraction} for \( \delta = 1, \) and Assumption \ref{ass:contraction} for any \( u, v \in M(T', m), \) we have

\[
\|(Gu - Gv)(t)\|_{s+\eta,p} \\
\leq \int_0^t \|S_d(t-r)(F(\bar{X}(r) + u(r)) - F(\bar{X}(r) + v(r)))\|_{s+\eta,p} dr \\
\leq \int_0^t (t-r)^{-1+\frac{\epsilon}{2}} \|F(\bar{X}(r) + u(r)) - F(\bar{X}(r) + v(r))\|_{s+\eta-2+\epsilon,p} dr \\
\leq \int_0^t (t-r)^{-1+\frac{\epsilon}{2}} \|u(r) - v(r)\|_{s+\eta,p} h(\|\bar{X}(r) + u(r)\|_{s,p}) \|\bar{X}(r) + v(r)\|_{s,p} dr \\
\leq \frac{2}{\epsilon} T^\frac{\epsilon}{2} \sup_{0 \leq t \leq T'} \|u(t) - v(t)\|_{s+\eta,p} \sup_{0 \leq t \leq T'} h(\|\bar{X}(t) + u(t)\|_{s,p}) \|\bar{X}(t) + v(t)\|_{s,p}. \\
\]

Since \( \|\bar{X}(t) + u(t)\|_{s,p} \leq \sup_{0 \leq t' \leq T'} \|\bar{X}(t')\|_{s,p} + Cm, \) there exists a (random) constant \( \tilde{C} \) such that

\[
\sup_{0 \leq t \leq T'} \|(Gu - Gv)(t)\|_{s+\eta,p} \leq \frac{\tilde{C}}{\epsilon} T^\frac{\epsilon}{2} \sup_{0 \leq t \leq T'} \|u(t) - v(t)\|_{s+\eta,p},
\]

and hence, for small enough \( T' \) the mapping \( G \) is a contraction mapping. The proof is complete. \( \square \)

\textbf{Lemma 35.} Suppose that Assumptions \( A_{s, \eta, p}, L_{s, \eta, p} \) and \( C_{s, \eta} \) hold, with \( s + \eta \geq s + 2, \) and suppose that \( X_0 \in W^{s+\eta,p}(\Lambda), \bar{X} \in C([0, T]; W^{s,p}(\Lambda)). \) Then, the solution \( \bar{X} \) to \ref{eq:ode} exists up to time \( T, \) and \( \bar{X} \in C([0, T]; W^{s+1,2}(\Lambda)). \)

\textbf{Proof.} By Lemma \ref{lem:solution} there exists a solution \( \bar{X} \in W^{s+\eta,p}(\Lambda) \subset W^{s+1}(\Lambda), \) locally in time. Let \( 0 < T' \leq T \) be the (random) maximal time of existence of \( \bar{X} \in W^{s+1}(\Lambda). \) Whenever \( \bar{T} < T, \) we have \( \sup_{0 \leq t \leq T'} \|\bar{X}(t)\|_{s_1} = \infty. \)

Assume \( \bar{T} < T, \) and set \( \bar{X}^{(n)} := n(n - \vartheta \Delta)^{-1} \bar{X}. \) Then, as \( n \to \infty, \bar{X}^{(n)} \to \bar{X} \) in \( C([0, \bar{T}]; W^{s+\eta,p}(\Lambda)). \) Furthermore,

\[
R^{(n)} := \frac{d}{dt} \bar{X}^{(n)} - \vartheta \Delta \bar{X}^{(n)} - F(\bar{X} + \bar{X}^{(n)}) \\
= n(n - \vartheta \Delta)^{-1} F(\bar{X} + \bar{X}) - F(\bar{X} + \bar{X}^{(n)}) \to 0
\]
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in $C([0, \bar{T}]; W^{s+\eta-2/p}(\Lambda))$ by $L_{s,\eta,p}$, and hence also in $C([0, \bar{T}]; W^{s_1}(\Lambda))$. Now, we apply the chain rule to $\| \tilde{X}^{(n)}(t) \|_{s_1}^2$ and use that the Laplacian is negative-definite such that $\| \tilde{X}^{(n)}(t) \|_{s_1}^2 - \| \tilde{X}^{(n)}(0) \|_{s_1}^2$ equals
\[
2 \int_0^t \left\langle \tilde{\Delta} \tilde{X}^{(n)}(r) + F(\tilde{X}(r) + \tilde{X}^{(n)}(r)) + R^{(n)}(r), \tilde{X}^{(n)}(r) \right\rangle_{W^{s_1}(\Lambda)} \, dr
\]
\[
\lesssim \int_0^t \left( \left\langle F(\tilde{X}(r) + \tilde{X}^{(n)}(r)), \tilde{X}^{(n)}(r) \right\rangle_{W^{s_1}(\Lambda)} + \| \tilde{X}^{(n)}(r) \|_{s_1}^2 + \| R^{(n)}(r) \|_{s_1}^2 \right) \, dr
\]
\[
\lesssim \int_0^t \left( (1 + \| \tilde{X}^{(n)}(r) \|_{s_1}^2) b \left( \| \tilde{X}(r) \|_{s_1} \right) + \| \tilde{X}^{(n)}(r) \|_{s_1}^2 + \| R^{(n)}(r) \|_{s_1}^2 \right) \, dr,
\]
where we applied $C_{s_1,s}$ in the last inequality. Applying Gronwall's inequality and letting $n \to \infty$, we conclude that $\sup_{0 \leq t \leq \bar{T}} \| \tilde{X}(t) \|_{s_1} < \infty$, in contradiction to $\bar{T} < T$. Hence $T = \bar{T}$ almost surely. \hfill $\square$

In the next two sections we consider two important examples - stochastic reaction-diffusion equations and Burgers equation - and for each of them we provide simple conditions that guarantee that the conclusions from Theorem \ref{thm:main} are true.

C.2.1 Application to reaction-diffusion equations
As in Section 3.3.2 we consider reaction-diffusion equations whose nonlinearity is given by a function $f : \mathbb{R} \to \mathbb{R}$, namely $F(u)(x) = f(u(x))$. First, we deal with the case that $f$ is a polynomial
\[
f(x) = a_m x^m + \cdots + a_1 x + a_0,
\]
with $a_m < 0$ and $m \in 2\mathbb{N} + 1$. We prove an auxiliary result:

Lemma 36. Let $p \geq 1$ and consider $f$ as in (54). Then:

(i) Assumption $A_{s,\eta,p}$ is true for any $\eta < 2$, $p \geq 2$ and $s > d/p$.

(ii) Assumption $A_{s,\eta,p}$ is true for $s = 0$, with $p > d(m-1)/2$ and $\eta < 2 - d(m-1)/p$.

(iii) Assumption $L_{s,\eta,p}$ holds for any $\eta \in [0,2)$, $s > d/p$.

(iv) Assumption $C_{s_1,s_2}$ is satisfied with $s_1 = 0$, $s_2 > d/2$.

Proof. (i) This follows from Lemma \ref{lem:auxiliary} with $\alpha = 0$.

(ii) The argument is similar to Lemma \ref{lem:auxiliary}. It suffices to bound $\|x^l\|_{\eta-2+\epsilon,p}$, for $l = 2, \ldots, m$. Since $p > \frac{d}{2}(l-1)$ and $0 < \eta < 2 - \frac{d}{p}(l-1)$, by the Sobolev embedding theorem, we have $\|x^l\|_{\eta-2+\epsilon,p} \lesssim \|x^l\|_{0,p/l} = \|x\|_{0,p,l}^\epsilon$.

(iii) This follows from $\|xy\|_{s,p} \lesssim \|x\|_{s,p} \|y\|_{s,p}$.

(iv) This is a well-known property, cf. \cite[Example 7.10]{DPZ14}. See e.g. \cite[Proposition 2.5]{PS20} for the calculation. \hfill $\square$
**Proposition 37.** Consider $f$ as in (54). Suppose that $X_0 \in W^{s+2,p}(\Lambda)$ and $X \in C([0,T];W^{s,p}(\Lambda))$ for some $p \geq 2$ and $s > 1 \lor \frac{d}{p}$. Assume that $d \leq 3$ and $p > \frac{dm}{2}$, and if $d = 3$ also assume that $m \leq 3$. Then, the assertions of Theorem 33 hold true.

**Proof.** By Lemma 36, the conditions of Lemma 34 and 35 are met with $p$ and $s$ for any $\eta < 2$ and $s_1 = 0$. Thus, there is a solution to (12) in $L^2(\Lambda)$. As the leading coefficient of $F$ is negative, $F'$ is bounded from above, and it holds for sufficiently smooth $Y$, e.g. $Y \in W^{(3/2)d}(\Lambda)$, that

$$
\langle \delta \Delta Y + F(Y), Y \rangle_{W^{1,2}(\Lambda)} \leq -\vartheta \|Y\|^2 + \langle F'(Y) \nabla Y, \nabla Y \rangle_{L^2} \lesssim -\vartheta \|Y\|^2 + C\|Y\|^2.
$$

Using this coercivity property, one shows as in [LR15, Lemma 4.29] using a suitable approximation sequence that $X = \hat{X} + \tilde{X}$ (and thus $\tilde{X}$) has in fact values in $W^1(\Lambda)$. For additional regularity, we use the Sobolev embedding theorems: If $d = 1$ or $d = 2$, then $W^1(\Lambda)$ is embedded in $L^p(\Lambda)$. By Lemma 36(ii) and Proposition 38, $\tilde{X} \in C([0,T];W^{s',p}(\Lambda))$ for some $s' > d/p$ (here we use $p > \frac{dm}{2}$). Now conclude inductively with Lemma 36(i). If $d = 3$ and $m = 3$, we argue similarly. $W^1(\Lambda)$ embeds into $L^6(\Lambda)$, so by Lemma 36(ii) with $d = m = 3$, $p = 6$ and $\eta = 1/2$, $\tilde{X}$ has values in $W^{1/2,6}(\Lambda)$, which in turn embeds into $L^6(\Lambda)$ for any $q \geq 2$. Now conclude as in the case $d \in \{1, 2\}$. \[\square\]

In particular, using Proposition 32(i,ii), we have the following result.

**Theorem 38.** Consider $f$ as in (54). Let $d \leq 3$. In the case $d = 3$ also assume $m \leq 3$. Grant Assumption 17 and let

$$
\gamma > \begin{cases}
\frac{1}{2}, & d = 1, \\
1, & d = 2, \\
\frac{3}{2}, & d = 3,
\end{cases}
$$

and

$$
s_d = \begin{cases}
\frac{1}{2} + 2\gamma, & d = 1, \\
-1 + 2\gamma, & d = 2, \\
-2 + 2\gamma, & d = 3.
\end{cases}
$$

For any $p > \frac{dm}{2}$ and $1 \lor d/p < s < s_d$, if $X_0 \in W^{s+2,p}(\Lambda)$, then there exists a unique solution $\hat{X} \in C([0,T];W^{s+2,p}(\Lambda))$ to (12), and in particular, there exists a unique mild solution $X \in C([0,T];W^{s,p}(\Lambda))$ to (2).

**Remark 39.** In Theorem 38, $\gamma$ is chosen such that $B$ is always a Hilbert-Schmidt operator. In $d = 2, 3$, the condition we pose is more restrictive as we just use minimal regularity for $\hat{X}$ from Proposition 32(i). Furthermore, note that in $d = 3$, when $d/p > 1$, w.l.o.g. we can choose $p$ larger such that $1 \lor d/p < s_d$ is satisfied.

Next, we test the conditions for reaction terms of the form $f \in C^\infty_b(\mathbb{R})$.

**Lemma 40.** Consider $f \in C^\infty_b(\mathbb{R})$. Then:

(i) Assumption $A_{s,\eta, p}$ is true for $p \geq 2$, $s > 0$ and $\eta < 2$, and we can choose $g(x) = C(1 + |x|^{\Theta s})$ for some $C > 0$. 
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(ii) Assumption $L_{s,p}$ is true for $p \geq 2$, $s > d/p$ and $\eta < 2$.

(iii) Assumption $C_{s_1,s_2}$ is true for $s_1 = 1$, $s_2 \geq 1$.

Proof. (i) With $\tilde{f} = f - f(0)$, [AF92, Theorem A] gives $\|\tilde{f}(u)\|_{s,p} \lesssim \|u\|_{s,p} + \|u\|_{s,p}^s$ in the case $s > 1$ and $\|\tilde{f}(u)\|_{s,p} \lesssim \|u\|_{s,p}$ in the case $0 < s \leq 1$. The claim follows easily.

(ii) First note that $f' \in C_\infty_b(\mathbb{R})$ as well. Using the algebra property of $W_{s,p}(\Lambda)$, for $u,v \in W_{s,p}(\Lambda)$ together with part (i):

$$\|f(u) - f(v)\|_{s,p} \lesssim \int_0^1 \|f'(u + t(v - u))\|_{s,p} dt \|u - v\|_{s,p}$$

$$\lesssim \int_0^1 (1 + \|u + t(v - u)\|^{1/s}) dt \|u - v\|_{s,p}$$

$$\lesssim (1 + \|u\|^{1/s} + \|v\|^{1/s}) \|u - v\|_{s,p},$$

and the claim follows.

(iii) Making use of the boundedness of $f \in C_\infty_b(\mathbb{R}, \mathbb{R})$, we have

$$\langle f(u + v), u \rangle_{W^{1,2}(\Lambda)} = \langle f(u + v), (-\Delta)u \rangle$$

$$= \langle f'(u + v)(\nabla u + \nabla v), \nabla u \rangle$$

$$\lesssim \|u\|^2_1 + \|u\|_1 \|v\|_1,$$

and we can choose $b(x) = 1 + 2x$.

Proposition 41. Grant Assumption $B$. Consider $f \in C_\infty_b(\mathbb{R})$. Suppose that $X_0 \in W^{s+2,p}(\Lambda)$ and $\tilde{X} \in C([0,T];W^{s,p}(\Lambda))$ for some $p \geq 2$, $s > 1$. Then, the assertions of Theorem 33 hold true.

Proof. By Lemma 40, the conditions of Lemma 34 and 35 are satisfied with $p$, $s$ for any $\eta < 2$ and $s_1 = 1$. Thus, there is a solution to (12) in $W^{1}(\Lambda)$. Additional $W^{s,p}(\Lambda)$-regularity for $s < 3 + 2\gamma - d/2$ and $p \geq 2$ now follows by iteratively applying Lemma 40 (i) and the Sobolev embedding theorem.

Using this, we immediately get the next result.

Theorem 42. Consider $f \in C_\infty_b(\mathbb{R})$. Grant Assumption $B$ and let $\gamma > 1/4$ in $d = 1$ or $\gamma > d/2$ in $d \geq 2$, respectively. Let $s_d = 1 + 2\gamma - d$ for $d \geq 2$ and $s_1 = 1/2 + 2\gamma$. For any $p \geq 2$ and $1 < s < s_d$, if $X_0 \in W^{s+2,p}(\Lambda)$, then there exists a unique solution $\tilde{X} \in C([0,T];W^{s+2,p}(\Lambda))$ to (12), and in particular, there exists a unique mild solution $X \in C([0,T];W^{s,p}(\Lambda))$ to (2).
C.2.2 Application to the stochastic Burgers equation

Let \( d = 1 \) and

\[
F(u) = -u \partial_x u = -\frac{1}{2} \partial_x (u^2).
\]  (55)

Assume \( X_0 \in W^{s+1,p}(\Lambda) \) and \( \bar{X} \in C([0,T]; W^{s,p}(\Lambda)) \) for some \( s > 1 \) and \( p \geq 2 \). Proposition \ref{prop:prop32} shows that the latter condition is satisfied if \( 1 + 2\gamma - d/2 > 1 \), i.e. \( \gamma > d/4 = 1/4 \), independently of \( p \geq 2 \). We note that this assumption can be further weakened; see for instance the analysis in \cite{DPDT94} that includes the case \( \gamma = 0 \).

**Lemma 43.** The following statements hold true:

(i) Assumption \( A_{s,\eta,p} \) is true for any \( p \geq 2 \), \( s > 1/p \) and \( \eta < 1 \).

(ii) Assumption \( A_{s,\eta,p} \) is true for \( s = 0 \), \( p \geq 2 \) with \( \eta < 1 - 1/p \).

(iii) Assumption \( L_{s,\eta,p} \) holds for \( p \geq 2 \), \( s > 1/p \) and \( \eta \in [0,1) \).

(iv) Assumption \( C_{s_1,s_2} \) is true for \( s_1 = 0 \) and \( s_2 > 3/2 \).

**Proof.** (i) - (iii) are shown as in Lemma \ref{lemma:lemma36}. (iv) is well-known, the calculations can be found e.g. in \cite{PS20}. \( \square \)

**Proposition 44.** The conclusions of Theorem \ref{thm:thm33} are applicable in this case.

**Proof.** Lemma \ref{lemma:lemma13} implies that Lemma \ref{lemma:lemma34} and \ref{lemma:lemma35} can be applied with \( p \geq 2 \), \( s > 1/p \), \( \eta < 1 \) and \( s_1 = 0 \). Therefore, the process \( \tilde{X} \) is well-posed in \( C([0,T]; L^2(\Lambda)) \). By Lemma \ref{lemma:lemma43}(ii) and Proposition \ref{prop:prop8}, \( \tilde{X} \) has values in \( W^{s'}(\Lambda) \) for any \( s' < 1/2 \), and consequently in \( L^q(\Lambda) \) for any \( q \geq 2 \). Now conclude as in Proposition \ref{prop:prop37} by applying Lemma \ref{lemma:lemma43}(i,ii) iteratively. \( \square \)

Combining the above, we obtain the next result on well-posedness of the stochastic Burgers equation.

**Theorem 45.** Grant Assumption \ref{assumption:assumptionB} and let \( \gamma > \frac{1}{4} \). For any \( p \geq 2 \) and \( 1 < s < 1/2 + 2\gamma \), if \( X_0 \in W^{s+1,p}(\Lambda) \), then there exists a unique solution \( \tilde{X} \in C([0,T]; W^{s+1,p}(\Lambda)) \) to \ref{eq:12} and a unique solution \( X \in C([0,T]; W^{s,p}(\Lambda)) \) to \ref{eq:2}.
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