ON GENERALIZED DAMPED KLEIN-GORDON EQUATION WITH NONLINEAR MEMORY
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Abstract. In this paper we consider the Cauchy problem for linear dissipative generalized Klein-Gordon equations with nonlinear memory in the right hand side. Our goal is to study the effect of this nonlinearity on both the decay estimates of global solutions as well as the admissible range of the exponent $p$.

1. Introduction

We are concerned with the Cauchy problem for the linear dissipative generalized Klein-Gordon equations with nonlinear memory in the right hand side:

$$\begin{cases} \partial_t^2 u + (-\Delta)\sigma u + 2a\partial_t u + m^2 u = \int_0^t (t-s)^{-\gamma} |u(s,x)|^p \, ds \\ u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x) \end{cases} \quad (t, x) \in \mathbb{R}_+ \times \mathbb{R}^n, \quad (1.1)$$

where $a > 0, \ m > 0, \ \gamma \in (0, 1), \ p > 1$ and $\sigma \geq 1$.

Usually, the terms $2a\partial_t u$ and $m^2 u$ are called frictional damping and mass, respectively. The operator $(-\Delta)\sigma$ denotes the fractional Laplacian on $\mathbb{R}^n$ with symbol $|\xi|^{2\sigma}$, i.e, is defined through the Fourier transform $\mathcal{F}$ as follows:

$$\mathcal{F}((-\Delta)^\sigma f) = |\xi|^{2\sigma} \mathcal{F}(f)(\xi), \quad \xi \in \mathbb{R}^n, \quad |\xi|^2 = \sum_{i=1}^n \xi_i^2.$$

Let us recall a previous result about the Cauchy problem (1.1) but with a power nonlinearity in the right hand side, that is,

$$\begin{cases} \partial_t^2 u + (-\Delta)\sigma u + 2a\partial_t u + m^2 u = |u|^p \\ u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x) \end{cases} \quad (t, x) \in \mathbb{R}_+ \times \mathbb{R}^n. \quad (1.2)$$

This later problem has been successfully studied in [2] where the author have first derived some exponential decay in the $L^2 - L^2$ estimates for solutions to the corresponding linear equations,
We recall some important tools such as the Nirenberg inequality holds for all $y$.

We also need to use the following special case of fractional Gagliardo-Nirenberg inequality. We

\begin{equation}
\|y\|_{L^q(\mathbb{R}^n)} \leq \|(-\Delta)^{\sigma/2} y\|_{L^2(\mathbb{R}^n)^{\theta_q}} \|y\|_{L^2(\mathbb{R}^n)^{1-\theta_q}},
\end{equation}

\begin{equation}
1 < p \leq \frac{n}{n - 2\sigma} \quad \text{if} \quad n > 2\sigma.
\end{equation}

He obtained the same exponential decay estimates as those of (1.3). So the fact that power nonlinearity does not influence the decay estimates of solution to the semi-linear Cauchy problem is well known from this study [2] and other in references [4], [5], [6].

Now for the nonlinear memory (see for instance [3]) the situation is completely different, there appears some loss of decay for both the solution and related quantities like energy. Moreover, the so-called critical exponent also changes. This influence of a nonlinear memory motivates us to study the interesting Cauchy problem (1.3) by putting it in the right hand side.

In this paper we also show a remarkable effect of this nonlinearity on the decay estimates of global solution, in fact, it will be satisfies some polynomial decay instead of exponential decay. Moreover, the exponent $p$ in (1.1) will be scaled by the factor $\frac{1}{\gamma}$ with $\gamma \in (0, 1)$.

The present paper is organized as follows: in Section 2 we recall some important tools such as $L^2 - L^2$ estimates and integral inequalities. Section 3 contains the main result of global (in time) existence and its proof which is essentially based on the Banach fixed point theorem.

2. PRELIMINARIES AND TOOLS

In this section we gather the tools that will be used to prove our result. First we recall the quite important $L^2 - L^2$ estimates which is proved in [2].

**Lemma 2.1.** [2, Proposition 2.1] Let $a > 0$, $m > 0$ and $\sigma > 0$ in (1.3). Then, for any real $k \geq 0$ and for integer $j \geq 0$, the solution to (1.3) satisfies the following decay estimates:

\begin{equation}
\|\nabla_x^{\gamma} u(t, \cdot)\|_{L^2} \leq e^{-\left(a - \frac{\max\{\sigma^2 - m^2, 0\}}{2}\right)t} \left(\|u_0\|_{H^{2k+j+\sigma}} + \|u_1\|_{H^{\max(2k+(j+1)\sigma, 0)}}\right),
\end{equation}

Thanks to the exponential decay estimates, one can see here that the approach does not require any additional regularity for the initial data as happened for damped wave equations. So the energy space where the initial data lies is sufficient to get the desired estimates. The following integral inequality is proved in [4].

**Lemma 2.2.** [4, Lemma 6.3] Let $c > 0$ and $\alpha \in \mathbb{R}$. Then it holds

\begin{equation}
\int_0^t e^{-c(t-s)}(1 + s)^{-\alpha} ds \leq (1 + t)^{-\alpha}.
\end{equation}

Now, the direct application of Lemma (4.1) in [1] and Lemma 2.2 gives the following result.

**Lemma 2.3.** Let $c > 0$, $\beta > 0$ and $\gamma \in (0, 1)$. Then we have:

\begin{equation}
\int_0^t e^{-c(t-s)} \int_0^t (\tau - s)^{-\gamma}(1 + s)^{-\beta} ds d\tau \leq \begin{cases} (1 + t)^{-\gamma} & \text{if } \beta > 1, \\ (1 + t)^{1-\gamma-\beta} & \text{if } \beta < 1. \end{cases}
\end{equation}

We also need to use the following special case of fractional Gagliardo-Nirenberg inequality. We recall it as follows (see [6]).

**Lemma 2.4.** [6, Corollary 41] Let $1 < q < \infty$ and $\sigma > 0$. Then, the following fractional Gagliardo-Nirenberg inequality holds for all $y \in H^\sigma(\mathbb{R}^n)$

\begin{equation}
\|y\|_{L^q(\mathbb{R}^n)} \leq \|(-\Delta)^{\sigma/2} y\|_{L^2(\mathbb{R}^n)}^\theta \|y\|_{L^2(\mathbb{R}^n)}^{1-\theta},
\end{equation}

\begin{equation}
1 < p \leq \frac{n}{n - 2\sigma} \quad \text{if} \quad n > 2\sigma.
\end{equation}
where
\[
\theta_q = \frac{n}{\sigma} \left( \frac{1}{2} - \frac{1}{q} \right) \in [0, 1].
\]

We are now in a position to state our main result.

3. GLOBAL EXISTENCE RESULTS

**Theorem 3.1.** Let us consider the Cauchy problem (1.1) with \( \sigma \geq 1 \), \( p > 1 \) and \( \gamma \in (0, 1) \) such that
\[
\begin{cases}
1 < p \leq \frac{n}{n-2\sigma} & \text{if } 2\sigma < n, \\
1 < p & \text{if } n \leq 2\sigma.
\end{cases}
\]

Moreover, we suppose the exponent \( p \) satisfies
\[
p > \frac{1}{\gamma}.
\]

Then, there exists a constant \( \varepsilon > 0 \) such that for any data
\[
u_0 \in H^\sigma(\mathbb{R}^n), \quad u_1 \in L^2(\mathbb{R}^n) \quad \text{with} \quad \|(u_0, u_1)\|_{H^\sigma(\mathbb{R}^n) \times L^2(\mathbb{R}^n)} < \varepsilon,
\]
we have a unique global (in time) solution
\[
u \in \mathcal{C}([0, \infty), H^\sigma(\mathbb{R}^n)) \cap \mathcal{C}^1([0, \infty), L^2(\mathbb{R}^n))
\]
to (1.1). Furthermore, the solution satisfies the estimates:
\[
\|u(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\gamma} \|(u_0, u_1)\|_{H^\sigma(\mathbb{R}^n) \times L^2(\mathbb{R}^n)},
\]
\[
\|(-\Delta)^{\sigma/2}u(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\gamma} \|(u_0, u_1)\|_{H^\sigma(\mathbb{R}^n) \times L^2(\mathbb{R}^n)},
\]
\[
\|\partial_t u(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\gamma} \|(u_0, u_1)\|_{H^\sigma(\mathbb{R}^n) \times L^2(\mathbb{R}^n)}.
\]

**Remark 3.2.** For higher space dimension \( n > 2\sigma \), we remark that the range
\[
\left( \frac{1}{\gamma} \right)^\frac{n}{n-2\sigma}
\]
of exponent \( p \) is not empty if and only if
\[
1 - \frac{2\sigma}{n} < \gamma < 1.
\]

Now we are ready to prove our theorem. The method is now standard and is based on the contraction mapping principle.

**Proof.** The linear equation in (1.1) has constant coefficients. So, by applying Duhamel’s principle to the Cauchy problem (1.1) we can write the solution \( u \) as follows:
\[
u(t, x) = u^{lin}(t, x) + u^{nol}(t, x)
\]
where
\[
u^{lin}(t, x) = K_1(t, x) * u_0(x) + K_2(t, x) * u_1(x)
\]
and
\[
u^{nol}(t, x) = \int_0^t K_2(t - \tau, x) * \left( \int_0^\tau (\tau - s)^{-\gamma}|u(s, x)|^p \right) dsd\tau.
\]
Here the kernels \( K_i \) are defined in [2] for \( i = 1, 2 \), and \( * \) denotes the convolution product with respect to \( x \). Let us now define for \( T > 0 \) the following Banach space where the solution lives:
\[
X(T) := \mathcal{C}([0, T], H^\sigma(\mathbb{R}^n)) \cap \mathcal{C}^1([0, T], L^2(\mathbb{R}^n)),
\]
we equip this space with a suitable norm as follows:
\[
\|u\|_{B(T)} = \sup_{0 \leq t \leq T} \left( (1 + t)^{\gamma} \left( \|u(t, \cdot)\|_{L^2} + \|(-\Delta)^{\sigma/2} u(t, \cdot)\|_{L^2} + \|\partial_t u(t, \cdot)\|_{L^2} \right) \right).
\] (3.3)

We remark that the weight function \((1 + t)^{\gamma}\) is chosen in an appropriate way to prove our result and not chosen from linear estimates as usually happened for power nonlinearity.

Let us define the operator \(S\) on the Banach space \(X(T)\) by:
\[
S : X(T) \rightarrow X(T) : u \mapsto S u = u^{\text{lin}} + u^{\text{nol}}.
\]
The main steps is to prove the following two inequalities for the operator \(S\):
\[
\|Su\|_{X(T)} \lesssim \|(u_0, u_1)\|_{H^{\sigma}(\mathbb{R}^n) \times L^2(\mathbb{R}^n)} + \|u\|_{X(T)}^p, \quad \forall u \in X(T),
\] (3.4)
\[
\|Su - Sv\|_{X(T)} \lesssim \|u - v\|_{X(T)} \left( \|u\|_{X(T)}^{p-1} + \|v\|_{X(T)}^{p-1} \right), \quad \forall (u, v) \in X(T).
\] (3.5)

**Step 1:** We begin with the first inequality (3.4). The proof is equivalent to
\[
\|u^{\text{lin}}\|_{X(T)} \lesssim \|(u_0, u_1)\|_{H^{\sigma}(\mathbb{R}^n) \times L^2(\mathbb{R}^n)} \quad \text{and} \quad \|u^{\text{nol}}\|_{X(T)} \lesssim \|u\|_{X(T)}^p.
\]
The first inequality trivially satisfied. Because we have:
\[
\|u^{\text{lin}}\|_{X(T)} = \sup_{0 \leq t \leq T} \left( (1 + t)^{\gamma} \left( \|u^{\text{lin}}(t, \cdot)\|_{L^2} + \|(-\Delta)^{\sigma/2} u^{\text{lin}}(t, \cdot)\|_{L^2} + \|\partial_t u^{\text{lin}}(t, \cdot)\|_{L^2} \right) \right),
\]
\[
\leq \sup_{0 \leq t \leq T} (1 + t)^{\gamma} e^{-\left(\alpha - \sqrt{\max\{a^2 - m^2, 0\}}\right) t} \|(u_0, u_1)\|_{H^{\sigma}(\mathbb{R}^n) \times L^2(\mathbb{R}^n)}
\]
\[
\lesssim \|(u_0, u_1)\|_{H^{\sigma}(\mathbb{R}^n) \times L^2(\mathbb{R}^n)}. \tag{3.6}
\]
Now we turn to second inequality. The proof needs to estimates the following norms:
\[
\|u^{\text{nol}}(t, \cdot)\|_{L^2}, \quad \|\partial_t u^{\text{nol}}(t, \cdot)\|_{L^2}, \quad \|(-\Delta)^{\sigma/2} u^{\text{nol}}(t, \cdot)\|_{L^2}.
\]
The above lemmas from Section 2 come into play to estimates these terms. We have:
\[
\|u^{\text{nol}}(t, \cdot)\|_{L^2} \lesssim \int_0^t e^{-\left(\alpha - \sqrt{\max\{a^2 - m^2, 0\}}\right) (t-s)} \int_s^t (\tau - s)^{-\gamma} \|u(s, \cdot)\|_{L^2}^p ds d\tau,
\]
as well as
\[
\|\partial_t u^{\text{nol}}(t, \cdot)\|_{L^2} \lesssim \int_0^t e^{-\left(\alpha - \sqrt{\max\{a^2 - m^2, 0\}}\right) (t-s)} \int_s^t (\tau - s)^{-\gamma} \|u(s, \cdot)\|_{L^2}^p ds d\tau,
\]
\[
\|(-\Delta)^{\sigma/2} u^{\text{nol}}(t, \cdot)\|_{L^2} \lesssim \int_0^t e^{-\left(\alpha - \sqrt{\max\{a^2 - m^2, 0\}}\right) (t-s)} \int_s^t (\tau - s)^{-\gamma} \|u(s, \cdot)\|_{L^2}^p ds d\tau.
\]
In order to estimates the norm \(\|u(s, \cdot)\|_{L^2}^p\), we use the fractional Galgjardo-Nirenberg inequality from Lemma 2.4 we have:
\[
\|u(s, \cdot)\|_{L^2}^p \lesssim \|(-\Delta)^{\sigma/2} u(s, \cdot)\|_{L^2}^{p\theta_{2p}} \|u(s, \cdot)\|_{L^2}^{p(1-\theta_{2p})}.
\]
Here, we have the fact that:
\[
\|(u(s, \cdot), (-\Delta)^{\sigma/2} u(s, \cdot))\|_{L^2} \lesssim (1 + s)^{-\gamma} \|u\|_{X(T)}
\]
this leads to
\[
\|u(s, \cdot)\|_{L^2}^p \lesssim (1 + s)^{-\gamma p} \|u\|_{X(T)}^p.
\]
Putting this into all the integrals and we use \(\gamma p > 1\) from Lemma 2.3, then we arrive to the following desired estimates:
\[
\|u^{\text{nol}}(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\gamma} \|u\|_{X(T)}^p,
\]
\[
\|(-\Delta)^{\sigma/2} u^{\text{nol}}(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\gamma} \|u\|_{X(T)}^p,
\]
\[ \| \partial_t u_{\text{mod}}(t, \cdot) \|_{L^2} \leq (1 + t)^{-\gamma} \| u \|^p_{X(T)}, \]

in this way we complete the proof of (3.4). The proof of (3.5) can be done analogously. In fact, we choose two elements \((u, v) \in X(T) \times X(T)\) and we write:

\[
S u(t, x) - S v(t, x) = \int_0^t K_2(t - \tau, x) * \left( \int_0^\tau (\tau - s)^{-\gamma} |u(s, x)|^p - |v(s, x)|^p \right) dsd\tau.
\]

As above we have the following estimates:

\[
\| S(t, \cdot) - S(t, \cdot) \|_{L^2} \leq \int_0^t e^{-\left( a - \sqrt{\max[a^2 - m^2, 0]} \right)(t-s)} \| u(s, \cdot) \|_{L^2} \| v(s, \cdot) \|_{L^2} dsd\tau,
\]

as well as

\[
\| \partial_t (S u(t, \cdot) - S v(t, \cdot)) \|_{L^2} \leq \int_0^t e^{-\left( a - \sqrt{\max[a^2 - m^2, 0]} \right)(t-s)} \| u(s, \cdot) \|_{L^2} \| v(s, \cdot) \|_{L^2} dsd\tau,
\]

\[
\| (-\Delta)^{p/2}(S u(t, \cdot) - S v(t, \cdot)) \|_{L^2} \leq \int_0^t e^{-\left( a - \sqrt{\max[a^2 - m^2, 0]} \right)(t-s)} \| u(s, \cdot) \|_{L^2} \| v(s, \cdot) \|_{L^2} dsd\tau.
\]

By employing the Hölder’s inequality, we derive the following

\[
\| u(s, \cdot) \|_{L^2} \| v(s, \cdot) \|_{L^2} \leq \| u(s, \cdot) - v(s, \cdot) \|_{L^2}^p \left( \| u(s, \cdot) \|_{L^2}^{p-1} + \| v(s, \cdot) \|_{L^2}^{p-1} \right).
\]

Using again the definition of the norms \(\| u \|_{X(T)}\), \(\| u - v \|_{X(T)}\) and the fractional Gagliardo-Nirenberg inequality we have

\[
\| u(s, \cdot) \|_{L^2} \| v(s, \cdot) \|_{L^2} \leq (1 + s)^{-\gamma p} \| u - v \|_{X(T)} \left( \| u \|_{X(T)}^{p-1} + \| v \|_{X(T)}^{p-1} \right).
\]

The same condition \(p \gamma > 1\) leads to the desired estimates. Summarizing, the proof of Theorem 3.1 is completed.

\[ \Box \]

\textbf{Remark 3.3.} It is also more interesting to study the interaction between the two equations of the form (1.1), that is the following weakly coupled system :

\[
\begin{align*}
\partial_t^2 u + (-\Delta)^{\sigma_1} u + 2a_1 \partial_t u + m_1^2 u &= \int_0^t (t-s)^{-\gamma_1} |v(s, x)|^q \, ds \\
\partial_t^2 v + (-\Delta)^{\sigma_2} v + 2a_2 \partial_t v + m_2^2 v &= \int_0^t (t-s)^{-\gamma_2} |u(s, x)|^q \, ds \\
u(0, x) &= u_0(x), \quad \partial_t u(0, x) = u_1(x), \quad v(0, x) = v_0(x), \quad \partial_t v(0, x) = v_1(x),
\end{align*}
\]

where

\[(t, x) \in \mathbb{R}_+ \times \mathbb{R}^n, \quad a_1, a_2 > 0, \quad m_1, m_2 > 0, \quad \gamma_1, \gamma_2 \in (0, 1), \quad p, q > 1 \quad \text{and} \quad \sigma_1, \sigma_2 \geq 1.\]

The goal is to find the \(p - q\) curve which guarantees the global (in time) existence of small data solutions to (3.7).
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