Quantum Gates for Propagating Microwave Photons
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Introduction.—Since its initial theoretical considerations in the 1980s [1], quantum computing has been an active area of research thanks to its envisioned superior performance in certain computational problems [2, 3]. For example, detailed simulations of many-particle quantum systems are out of reach of classical computers, but ideally suit controllable quantum systems [4]. However, the realization of a high-fidelity qubit register [5] remains a major challenge in the implementation of a large-scale quantum computer. Among many different proposals [6], photonic systems constitute an interesting candidate for the register since they exhibit weak decoherence [7] and photons can be directly used for fast and secure communication [8].

The minimal requirements for the realization of a path-encoded photonic quantum computer are the following [9]: high-fidelity on-demand photon sources and single-photon detectors are needed for the initialization and measurement of the quantum states, respectively. In addition, tunable single-qubit gates are required to program desired unitary evolutions. A convenient way to realize arbitrary single-qubit gates is to use static beam splitters and tunable phase shifters. Finally, one needs to introduce nonlinearity for qubit–qubit interactions in order to create entangling two-qubit gates. In principle, the nonlinearity brought about from the measurements and classical feedback is sufficient [10] but nondeterministic, and hence, in practice, it requires a large overhead in the other resources. Significant reduction of the overhead is provided by a paradigm referred to as one-way quantum computing [11] where a so-called cluster state including all desired correlations is built and measured. Even less overhead is needed if two-qubit gates are directly and deterministically imposed on the register, but high-fidelity implementation of such gates is challenging.

Thanks to the long and successful history in the optics research and industry, photons at optical wavelengths have attracted the most attention as candidates for photonic qubits [12]. Here, on-demand single-photon sources have reached 65% efficiencies [13, 14] and above 90% system detection efficiency has been reported [15, 16]. Traditionally, tunable optical phase shifters have been slow to operate [17–19], but recent electro-optical phase shifters [20] have potential for 100-GHz operation [21]. However, since their operation principle is based on the rather weak Pockels effect, large bias voltages or relatively long electrodes are needed in order to achieve reasonable phase shifts [22, 23], hindering the scalability of the optical quantum computer. Furthermore, optical photons interact relatively weakly with nonlinear matter, rendering it very challenging to implement deterministic two-qubit gates [24], and hence adding the above-discussed overhead related to measurement-based gates.

Recent years have witnessed great progress in the implementation of high-fidelity superconducting qubits operating at microwave frequencies [5, 25–29]. These nonlinear circuit elements can be engineered to interact very strongly [30] with single photons [31, 32], providing opportunities for introducing deterministic photon–photon interactions [33]. In practice, on-demand single-photon sources in the microwave regime have already reached above 80% efficiencies [34–36], thus surpassing the optical sources. Qubit-based single-photon microwave detectors [37–39] have recently reached a quantum efficiency of 66% [47] and calorimetric detectors [48, 49] have taken a leap towards the single-photon regime [50]. Owing to fully compatible fabrication techniques, all these components can be conveniently integrated on the same chip [31], thus rendering propagating microwave photons an attractive alternative to optical photons in realizing a photonic quantum computer.

However, no quickly tunable, compact, and high-fidelity phase shifter for propagating microwave photons has been demonstrated to date. A transmission line with a current-tunable kinetic inductance can be used as a phase shifter [51, 52], but this has a major drawback since changing the inductance of the transmission line...
where $\Phi_0$ is the magnetic flux quantum and $I_{c,i}$ and $\Phi_i$ are the critical current and the magnetic flux threading the $i$th SQUID. The parallel capacitance, $C_i$, in the model arises from the junction capacitance and possible stray capacitances between the different sides of the SQUID. For simplicity, we have assumed that all Josephson junctions are identical and that the geometric inductance is negligible in Eq. (1).

We tune the inductances of the SQUIDs at the left and right ends of the chain to be equal, $L_1$. The middle SQUID inductance is denoted by $L_2$. Dissipation is negligible in the short superconducting waveguides we consider, and hence we do not account for it in our model. After a straightforward calculation [53], we find that the forward transmission coefficient of the voltage through the SQUID chain is given by $S^f_2(\omega) = f^S(\omega)/g^S(\omega)$, where the functions $f^S$ and $g^S$ assume the forms

$$f^S(\omega) = 8Z_0^3e^{2i\varphi} (CL_2\omega^2 - 1) (CL_1\omega^2 - 1)^2,$$

and

$$g^S(\omega) = \left\{4Z_0^3 (CL_2\omega^2 - 1) (CL_1\omega^2 - 1) + L_2L_1\omega^2 \times \left(e^{2i\varphi} - 1 + 2i\omega Z_0 [CL_2L_1\omega^2 (2 + e^{2i\varphi}) - L_2 - L_1 (1 + e^{2i\varphi})] \right) \right\} \left[2Z_0 (CL_1\omega^2 - 1) - iL_1\omega (e^{2i\varphi} - 1) \right].$$

Here, $Z_0$ is the characteristic impedance of the transmission line, $\omega$ is the frequency of the incoming photons, $\varphi = \omega d/v$ is the phase shift due to a uniform transmission line of length $d$, and $v$ is the speed of the wave in the transmission line.

If we express the inductances $L_1$ and $L_2$ using an arbitrary real variable $\theta$ as

$$L_1 = \frac{2Z_0\sin \left(\frac{\theta}{2}\right)}{\omega [2C\omega Z_0 \sin \left(\frac{\theta}{2}\right) - \cos \left(\frac{\theta}{2} + 2\varphi\right) + \cos \left(\frac{\theta}{2}\right)]},$$

$$L_2 = \frac{4Z_0\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2} + 2\varphi\right)}{\omega [2C\omega Z_0 \sin(\theta + 2\varphi) - \sin(2\varphi) + \cos(2\varphi) - 1]}.$$

we find that the magnitude of the transmission coefficient is indeed unity and its phase assumes the value $2\varphi + \theta$. Thus the SQUIDs introduce a phase shift $\theta$ which is in-situ controllable by tuning the inductances according to Eqs. (4). In practice, the achievable range of phase shifts is determined by the available values for the inductances and the employed photon frequency. However, this limitation may be overcome by using more than three SQUIDs in the phase shifter.

Schematic illustration of our experimental sample realizing the three-SQUID phase shifter is shown in Fig. 2. The bonding pads for the center conductor of the waveguide are located near the left and right edges of the chip. The Al/AI oxide/Al tunnel junctions for the SQUIDs are evaporated simultaneously with the center conductor to guarantee galvanic connection. Three broadband superconducting transmission lines provide tunable flux biases
for each of the SQUID. To compensate for the cross-coupling between each flux line and the distant SQUIDs, we extract and invert the full inductance matrix \( S_{21} \). This allows us to independently control each SQUID flux.

The sample is cooled down in a commercial cryostat with a base temperature of 13 mK and measured according to the scheme presented in Fig. 2. We measure the transmission coefficient with a vector network analyzer (VNA). The coaxial cables connecting the output of the VNA (Port 1) to the sample are so heavily attenuated that we operate in the single-photon regime. Isolators at the output of the sample protect it from the noise of following amplifiers.

We normalize the measured transmission coefficient by a reference signal, for which that all three SQUIDs are biased at an integer multiple of a flux quantum. This reference point is chosen since the SQUID inductances are minimized here, and hence they have a minimal effect on the transmitted signal. Namely, the critical current of each SQUID is of the order 1 \( \mu A \), resulting in an impedance \( i / R_k \approx i \times 7 \Omega \) at frequencies of interest. Hence, the estimated transmission amplitude for the circuit at the reference point is sufficiently close to unity, \( |S_{21}| \approx 0.98 \).

The normalized magnitude and the phase of the measured transmission coefficient at 6.3-GHz frequency together with the corresponding theoretical predictions [54] are shown in Figs. 3(a–d). We observe nearly full transmission over a wide range of flux values. Note however that full transmission is obtained in the theoretical calculations only along the solid line in Fig. 3(b). Thus we show in Fig. 3(e) the normalized magnitude and the phase of the transmission coefficient along this line. We clearly achieve a tunable phase shift with essentially unit transmission. The small discrepancy between the observed and the theoretical phase shifts is attributed to slight deviations from the theoretical assumption that the critical currents of the side SQUIDs are equal.

**Nonlinear phase shifter.**—Let us theoretically consider a phase shifter with three capacitively coupled superconducting qubits as shown in Fig. 1(c). We analyze the behavior of this system employing a technique presented in Refs. [55, 56, and 57] to calculate corresponding one- and two-photon wavefunctions. The system is modeled with the usual Jaynes–Cummings Hamiltonian employing the rotating-wave approximation. In addition, the photon wavepacket is assumed to contain frequencies in a narrow bandwidth around its central frequency, and the qubits are assumed to be accurately described by two-level quantum systems. With these approximations the full Hamiltonian reads

\[
\hat{H} = \hat{H}_{\text{TL}} + \sum_{j=0}^{2} \left( \hat{H}_{q,j} + \hat{H}_{c,j} \right),
\]

where the Hamiltonians of the transmission line, \( \hat{H}_{\text{TL}} \), of \( j \)th qubit, \( \hat{H}_{q,j} \), and of the coupling between the \( j \)th qubit and the waveguide mode, \( \hat{H}_{c,j} \), are given by

\[
\hat{H}_{\text{TL}} = -i e^2 / h \int_{-\infty}^{\infty} dx \left[ \hat{a}_R^\dagger(x) d\hat{a}_R(x) - \hat{a}_L^\dagger(x) d\hat{a}_L(x) \right],
\]

\[
\hat{H}_{q,j} = \hbar \Omega \hat{\sigma}_j^+ \hat{\sigma}_j^-,
\]

\[
\hat{H}_{c,j} = \hbar \sqrt{1 / 2 \Gamma_j} v \left[ \hat{a}_R(x_j) \hat{\sigma}_j^- + \hat{a}_R(x_j) \hat{\sigma}_j^+ \right]
\]

\[
+ \hat{a}_L(x_j) \hat{\sigma}_j^- + \hat{a}_L(x_j) \hat{\sigma}_j^+ \right].
\]

Above, the operators \( \hat{a}_L/R(x) \) annihilate an excitation of the waveguide mode propagating left (L) or right (R) at position \( x \). The operators \( \hat{a}_L/R(x) \) create the corresponding excitations. The \( j \)th qubit excitation is created and annihilated by the operators \( \hat{\sigma}_j^+ \) and \( \hat{\sigma}_j^- \), respectively. We fix the decay rate of the leftmost and rightmost qubits to the waveguide continuum to be \( \Gamma_0 = \Gamma_2 = \Gamma \), and for the middle qubit \( \Gamma_1 = \gamma \Gamma \), where the coupling ratio \( \gamma \) is a dimensionless parameter. Furthermore, we assume that all three qubits have an equal transition frequency \( \Omega \) and set the qubits to be at locations \( x_0 = -\pi / 2k \), \( x_1 = 0 \), and \( x_2 = \pi / 2k \), where \( k = \omega / v \) is the wavenumber of the photon.

The transmission coefficient for a single-photon can be analytically solved from the Schrödinger equation [50].
yielding

\[ S_{21}^q(k) = \frac{2\delta(k)^3}{[i\Gamma + \delta(k)]^2 - \gamma\Gamma - i\delta(k)} \]  

(6)

where \( \delta(k) = \nu k - \Omega \) is the detuning between the frequencies of the photons and the qubits. In Figs. 3(a,b) we show the absolute value and the phase of the transmission coefficient \( S_{21}^q \) as a function of the detuning \( \delta \) and the coupling ratio \( \gamma \). We observe full single-photon transmission for detuning \( \delta_1 = \pm \sqrt{\gamma/ (2 - \gamma)} \Gamma \). The corresponding phase shift for a photon with the wavenumber \( k_e = \left[ \delta_1 (\gamma, \Gamma) + \Omega \right] / \nu \) is given by \( \text{arg} \left[ S_{21}^q(k_e) \right] = \pm \arctan \left[ \sqrt{2\gamma - \gamma^2} / (1 - \gamma) \right] \). Note that at full transmission, \( \delta_1 \) is real-valued only if the coupling ratio obeys \( 0 \leq \gamma < 2 \).

In the two-photon case, it is convenient to treat the qubits as bosonic sites by replacing the qubit operators, \( \hat{\sigma}_j^+ \) and \( \hat{\sigma}_j^- \), with bosonic ladder operators, \( \hat{d}_j^+ \) and \( \hat{d}_j^- \), respectively. Multiple excitations of the sites are prevented by introducing an interaction potential \( \mathcal{V}_j = \frac{U}{4} \hat{d}_j^+ \hat{d}_j - J \left\{ \hat{d}_j^+ \hat{d}_j - 1 \right\} \) for each qubit to the Hamiltonian. The modified Hamiltonian is equivalent to the original one in the limit of infinite interaction strength \( U \), which we apply at the end of our calculation. The two-photon eigen-
states of the noninteracting Hamiltonian, i.e., Eq. (5) with qubits treated as bosonic sites, are direct products of the single-photon states. Utilizing the Lippmann–Schwinger formalism \[55, 56\], we study how the product state is modified by the interaction potential. We find the transmission density for the two-photon scattered state to be \[54\] \[S_{21}^a(k)S_{21}^a(k) + B(k, p_x - x_1),\] where \(x_1\) is the position of the \(i\)th photon, and \(B(k, p_x - x_1)\) is a nonlinear correction to the transmission density. Here, the correction term arises from the effective photon–phonon interactions mediated by the qubits: the transmission density for the noninteracting two-photon state is simply \(S_{21}^a(k)S_{21}^a(k)\). Note that for interacting photons, the relative amplitude of the transmitted part of the wavefunction cannot be directly interpreted as a transmission coefficient, since the amplitude depends on the spatial separation of the photons. Thus we study the transmission density along the coordinate \(x_2 - x_1\) which may locally exceed unity.

Let us focus on the ideal case of collimated photons, i.e., \(x_1 = x_2\). In Fig. 4(d), we show the effect of the nonlinear correction to the phase of the scattered two-photon state. We observe that the phase shift is indeed nonlinear, and at \(\gamma \approx 0.21\) we obtain the maximum nonlinearity of approximately \(3\pi/10\) radians. The so-called reflection density \(54\) is finite for all \(0 \leq \gamma < 2\). As \(\gamma\) approaches value 2, the reflection density vanishes along with the nonlinearity as shown in Figs. 1(c,d).

In Fig. 4(e), we observe that the single-photon transmission \(\langle S_{21}^a(k)\rangle\) is above 90\% for a very wide range of detunings and coupling ratios. Another source of error is the dependence of the two-photon output state \(\langle 2|\text{out}\rangle\) on the spatial separation of the photons. We quantify the resulting overlap error as

\[\mathcal{E}_o = 1 - \frac{1}{A} |\langle 2|\text{out}\rangle/\langle 2|\text{ideal}\rangle|,\]  

(7)

where \(\langle 2|\text{ideal}\rangle\) is the ideal output state, the normalization coefficient is given by \(A = \sqrt{|\langle 2|\text{out}\rangle/\langle 2|\text{ideal}\rangle|^2 + |\langle 2|\text{out}\rangle/\langle 2|\text{ideal}\rangle|^2}\), and the integrations are carried out over an effective pulse width \(x_{\text{pulse}}\). Similarly, we quantify the error in the nonlinear phase shift, \(\mathcal{E}_p\), due to finite pulse width as deviation of the spatially correlated phase shift from that of collimated photons averaged over the pulse width \(54\). The errors are shown in Fig. 4(f) as functions of the spatial width of the photon pulses at the input of the phase shifter. The overlap between the actual and the ideal output states is the greatest for narrow pulses, hence yielding the smallest error. Even though the pulse width is much greater than the wavelength, we may still obtain small error since the coupling strength between the side qubits and the waveguide, \(\Gamma\), is much smaller than the frequency of the radiation. The error in the nonlinear phase shift increases with the pulse width as expected since the nonlinearity diminishes as the photon separation is increased.

Discussion.—In summary, we proposed two different designs of the quantum phase gate for propagating microwave photons. We theoretically showed that both exhibit full single-photon transmission with a tunable phase shift, a property that we experimentally demonstrated for the SQUID-based phase shifter. Furthermore, we showed that the qubit-based shifter is nonlinear. Nonlinearity allows for the realization of the controlled-NOT gate \(54\), which together with single-qubit gates, obtained using already implemented nontunable beam splitters and tunable linear phase shifters, can be used to implement arbitrary many-qubit gates \(59\).

Implementation of a many-qubit quantum processor based on propagating microwave photons remains an attractive challenge in the field of quantum technology. On the short term, implementation of arbitrary tunable single qubit-gates and integrated circuits including sources and detectors on the same chip seems plausible. Extension of the three-SQUID design, used here as a tunable phase shifter, to five or seven SQUIDs may allow in the future an even broader range of phase shifts.
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