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Abstract

Zeros of entire functions can be found using either the Fourier methods of Riemann-Pólya or the Generalised Gamma Convolution (GGC) methods of Thorin-Bondesson. This connection is based on a duality between the Hadamard-Weierstrass factorisation and van Dantzig Pairs-Wald couples of random variables. We demonstrate the methodology on particular functions including the Riemann $\zeta$ and $\xi$-functions, $L$-functions, Gamma function, Trigonometric and Hyperbolic functions.
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1 Introduction

An entire function has a Hadamard-Weierstrass factorization. This represents the function in terms of its zeros. A question of interest is how to characterise when an entire functions has only real zeros. Our motivation is to develop a methodology that can be applied to a question of Pólya (1926): what properties of kernels, $\Phi(t)$, are sufficient to secure the Fourier transform $f(s) = \int_{-\infty}^{\infty} e^{ist} \Phi(t) dt$ has only real zeros?

By constructing van Dantzig pairs-Wald couples, one implicitly finds the Hadamard factorization of an entire function and in turn one characterizes its zeros. To illustrate our methodology, we consider particular classes $\Gamma$ and special functions, trigonometric and hyperbolic functions, the Riemann $\xi$-function, Dedekind $\eta$-function and Ramanujan $\tau$-function and general class of $L$-functions.

The Laguerre-Pólya (LP) class consists of real entire functions or order at most two with only real zeros, given by $\rho_n$, such that $\sum_{n=1}^{\infty} |\rho_n|^{-2} < \infty$, with Hadamard product
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of the form
\[ f(s) = C s^m e^{bs+cs^2} \prod_{n=1}^{\infty} \left( 1 - \frac{s}{\rho_n} \right) e^{\frac{s}{\rho_n}}. \]

The Laplace transform of a Pólya frequency function necessarily is the reciprocal of an LP entire function, due to a result of Schoenberg (1948) which has since been studied by many others. The goal is to develop a duality between a Hadamard factorization and random variables that generate van Dantzig pairs and Wald couples.

The two analytic functions \([f, g]\) form a van Dantzig pair if \(f(s)\) and \(g(s) = 1/f(is)\) are both Fourier transforms. By construction \(g(s)f(is) = 1\). A related construction is a Wald couple of (infinitely divisible) random variables \((X, H)\) where \(H \geq 0\) is such that
\[
E(e^{sX})E(e^{-s^2H}) = 1.
\]

Our focus will be on a specific case where \(H\) is a Generalized Gamma Convolution (GGC) (Bondesson, 1992) and, in particular, falls into the sub-class generated by Thorin measures (Thorin, 1977). When available we explicitly calculate the corresponding van Dantzig pairs and Wald couples.

The rest of the paper is outlined as follows. Section 1.1 provides definitions and notation. Section 2 discusses the Fourier methods of Riemann-Pólya and the dual approach of Thorin-Bondesson that analyses the reciprocal function as a LT of a Generalised Gamma Convolutions (GGC). a duality between van Dantzig pairs, Wald couples of random variables and Hadamard-Weierstrass products of entire functions. Dmitrov and Rusev (2011) provide a review of finding real zeros of entire functions and the methods of Riemann and Pólya. Section 3 provides a number of examples of special functions including the Gamma hyperbolic classes, Bessel and MacDonal functions.

Section 4 discusses the Riemann \(\zeta\) and \(\xi\) (Polson, 2018), Ramanujan \(\tau\), Dedekind \(\eta\), and the general class of L-functions. This has implications for the Generalized Riemann Hypothesis (GRH) and the Birch-Swinnerton-Dyer (BSD) conjecture. Ostrovsky (2016) provides results for Barnes Beta distributions. Walker (1988) studies certain trigonometric functions. Grosswald (1964) calculates the Mellin transform for related Reisz-type functions. Barndorff-Nielsen et al (1982) discuss \(Z\)-distribution and provide a series representation of the density of a convolution mixture of exponentials related to Maslanka’s Pochammer representation of the reciprocal \(\xi\)-function. Finally, Section 5 concludes.

The following are key definitions and notation.

### 1.1 Definitions and Notation

The following list of definitions and notation is useful in the sequel.

**van Dantzig Pair.** The pair of analytic functions \([f, g]\) lie in the van Dantzig class if \(f(s)\) and \(g(s) = 1/f(is)\) are both characteristic functions. By construction,
\[
g(s)f(is) = 1.
\]

See van Dantzig (1958) and Lukacs (1968) for further discussion. Lukacs (1968) provides
many fundamental results and examples. A typical case, where \( f \) is even, is given by

\[
f(s) = \prod_{k=1}^{\infty} \left( 1 - \frac{s^2}{\rho_k^2} \right) \quad \text{and} \quad g(s) = \prod_{k=1}^{\infty} \left( 1 + \frac{s^2}{\rho_k^2} \right)^{-1} = E(e^{isL})
\]

where \( L = \sum_{k=1}^{\infty} L_k / \rho_k \) and \( L_k \) is Laplace (a.k.a. double exponential). \( L \) is a EGGC random variable.

**Wald Couples.** A related condition is a Wald couple. The (infinitely divisible) random variables \((X, H)\) constitute a Wald couple if \( H \geq 0 \) is such that

\[
E(e^{sX})E(e^{-s^2H}) = 1.
\]

**Hadamard-Weierstrass Factorisation.** Suppose that \( f(s) \) is an entire function with zeros at \( \rho_1, \rho_2, \ldots \) and a zero of order \( m \) at \( s = 0 \). Then there is a sequence, \( n_j \), and an entire function, \( g(s) \), with \( E_{n_j}(s) = (1 - s) \exp (s + \frac{1}{2} s^2 + \ldots + \frac{1}{n} s^n) \), such that

\[
f(s) = s^m e^{g(s)} \prod_{j=1}^{\infty} E_{n_j} \left( \frac{s}{\rho_j} \right).
\]

Hadamard (1893) showed that if \(|f(s)| \leq C \exp(|z|^n)\), then the function \( g(s) \) in the Weierstrass product is polynomial of degree \( \leq \lfloor \alpha \rfloor \).

**Laguerre-Pólya Class.** A function, \( f \), lies in the LP class of entire functions if and only if all its roots, \( \rho_n \), are real, \( \sum_{n=1}^{\infty} |\rho_n|^{-2} < \infty \), and its Hadamard product takes the form

\[
f(s) = C s^m e^{bs+cs^2} \prod_{n=1}^{\infty} \left( 1 - \frac{s}{\rho_n} \right) e^{\frac{s}{\rho_n}}.
\]

Hence the LP class consists of real entire functions or order at most two with only real zeros. Lee and Yang (1953), Newman (1974) and Kac (1974) provide characterisations of spin-type variables. For examples, see Hirschman and Widder (1949), Cardon (2002, 2005), Csordas and Varga (1989), Dmitrov and Xu (2016), Baricz and Singh (2017).

**Pólya Frequency Function.** A PFF, denoted by \( \Lambda(x) \), is a non-negative measurable function, \( 0 < \int_{-\infty}^{\infty} \Lambda(x) < \infty \), such that for every two sets of increasing numbers \( x_1 < x_2 < \ldots x_n \quad y_1 < y_2 < \ldots < y_n \quad n = 1, 2, \ldots \)

the inequality \( \| \Lambda(x_i - y_i) \|_{1,n} \geq 0 \) holds. For \( n = 1, \Lambda(x) \geq 0 \) and with \( n = 2, \) this is equivalent to convexity of \( -\log \Lambda(x) \).

**LT of a PFF.** This is an entire function, \( \psi(s), \rho_n \) is real, \( 0 < \gamma + \sum_n |\rho_n|^2 < \infty \), and

\[
\int_{-\infty}^{\infty} e^{-xs} \Lambda(x) dx = \frac{1}{f(s)} \quad \text{where} \quad f(s) = C e^{-cs^2+bs} \prod_{n=1}^{\infty} \left( 1 + \frac{s}{\rho_n} \right) e^{-s/\rho_n}.
\]
For example, the normal and one-sided exponential $\lambda(x) = e^{-x^2} \mathbb{I}(x \geq 0)$ are PFFs.

The shifted one-sided exponential has LT

$$\frac{1}{|\delta|} \int_{-\infty}^{\infty} e^{-sx} \lambda \left( \frac{x}{\delta} + 1 \right) dx = \frac{e^{\delta s}}{1 + \delta s}. $$

See Schoenberg (1948), Schoenberg and Whitney (1953) and Curry and Schoenberg (1966).

**Generalised Gamma Convolutions (GGC).** Bondesson (1992) defines the GGC class of probability distributions on $[0, \infty)$ whose Laplace transform (LT) takes the form,

$$E(e^{-sH}) = \exp \left( -as + \int_{(0,\infty)} \log \left( \frac{z}{z + s} \right) U \, dz \right) $$

for $s > 0$ with (left-extremity) $a \geq 0$ and $U(dz)$ a non-negative measure on $(0, \infty)$ (with finite mass on any compact set of $(0, \infty)$) such that $\int_{(0,1)} |\log t| U(dz) < \infty$ and $\int_{(0,\infty)} z^{-1} U(dz) < \infty$.

The sigma-finite measure $U$ on $(0, \infty)$ is chosen so that the exponent

$$\phi(s) = \int_{(0,\infty)} \log(1 + s/z) U(dz) = \int_0^\infty \int_0^\infty (1 - e^{-sz}) t^{-1} e^{-tz} U(dz) \, dz < \infty $$

and $U$ is often referred to as the Thorin measure, which can have infinite mass. The corresponding Lévy measure is $t^{-1} \int_{(0,\infty)} e^{-tz} U(dz)$.

**Extended Generalised Gamma Convolutions (EGGC).** A symmetric extended GGC probability distribution (symEGGC) on $(-\infty, \infty)$ has mgf defined at least for $Re \ s = 0$ of the form

$$E(e^{s\tilde{H}}) = \exp \left( \frac{1}{2}cs^2 + \int_{-\infty}^{\infty} \left\{ \log \left( \frac{z}{z - s} \right) - \frac{s^2}{1 + z^2} \right\} U(dz) \right) $$

where $U(dz)$ is a non-negative Thorin measure on $\mathbb{R} \backslash \{0\}$ and $c$ is nonnegative.

The class of mean-zero symEGGC random variables is equivalent a Gaussian scale mixture (GSM), $\tilde{H} = \sqrt{2H}Z$ with $Z \sim \mathcal{N}(0,1)$ where the mixing measure, $H \sim$ GGC. The FT of an EGGC random variable can be replaced with an equivalent GGC condition,

$$E(e^{is\tilde{H}}) = E(e^{is\sqrt{2H}Z}) = E(e^{-s^2H}) .$$

See Roynette, Vallois and Yor (2009) for classes of GGC distributions.

As noted by Kent (1982) and Bondesson (1981) the class of ID distributions with completely monotone Lévy densities coincides with the class of generalized convolutions of mixtures of exponentials, which we denote by $\sum_{\rho>0} \text{Exp}(\rho)$.

**Bernstein Function.** The mapping $s \mapsto \exp(-\psi(s))$ is completely monotone iff $\psi(s)$ is a
Bernstein function where $\nu(du)$ is a Lévy measure if

$$\psi(s) = a + bs + \int_0^\infty (1 - e^{-st})\nu(dt), \quad \forall s > 0.$$ 

Thorin Measure. The Thorin class of GGC distributions is characterised by the property that its Laplace transform (LT) can be expressed in terms of a Bernstein function and Lévy measure, $\nu(dt)$, with $\int_0^\infty \min(1,t)\nu(dt) < \infty$ and

$$E(e^{-sx}) = \exp \left( -bs - \int_0^\infty (1 - e^{-st})\nu(dt) \right)$$

$$\nu(dt) = \frac{g(t)}{t} dt \text{ where } g(t) \text{ is CM.}$$

Then, write $g(t) = \int_0^\infty e^{-ty}U(dy)$ where $U(dy)$ is the Thorin measure.

Hyperbolically Completely Monotone (HCM). Bondesson (1992) defines a HCM function as one where $h(w) = f(u/v)f(uv)$ with $w = v + v^{-1}$ is a completely monotone Bernstein function. The LT of a GGC is an HCM function. Jedidi and Simon (2013) and Bosch (2014) provide further examples.

Mean-Zero Ferromagnetic. A random variable $Y$ is mean-zero ferromagnetic if there exists a sequence of random variables $Y^{(n)} = \sum_{i=1}^n a_i X_i$ where $X_i$ are spin variables that weakly converge to $Y$. Lee-Yang-Newman shows that the LT of a mean-zero ferromagnetic random variable can be expressed as

$$E(e^{sY}) = e^{cs^2} \prod_{\rho} \left( 1 + \frac{s^2}{\rho} \right).$$

Mixtures of Exponentials. The following result is extremely insightful and provides a probabilistic interpretation of the Mittag-Liffler partial fraction expansion.

Let $X = \sum_{j=1}^\infty X_j$ where $X_j \sim \text{Exp}(\lambda_j)$. Then $X$ has LT given by

$$E(e^{-sX}) = \prod_{j=1}^\infty \frac{1}{1 + s/\lambda_j}.$$ 

Let $\phi(s) = E(e^{sX})$. If $\lambda_j$ are all unequal, this can be given a partial fraction expansion

$$E(e^{-sX}) = \sum_{j=1}^\infty \frac{\lambda_j}{\lambda_j + s} \prod_{i \neq j, i=1}^\infty \frac{\lambda_i}{\lambda_i - \lambda_j}.$$
If \( |\text{Res}(\phi, \lambda_k)| = O(e^{\lambda_k}) \) \( \forall \epsilon \) as \( k \to \infty \), we can find the density (Kent, 1982) as

\[
p(u) = -\sum_{k=1}^{\infty} \text{Res}(\phi, \lambda_k)e^{-\lambda_k u}, \quad u > 0
\]

where \( \text{Res}(\phi, \lambda_k)^{-1} = d(1/\phi)/ds|_{s=\lambda_k} \) is the residue of \( \phi(s) \) at \( s = \lambda_k \).

2 Riemann-Pólya vs Thorin-Bondesson

The goal is to find the zeros of the entire function \( f_\alpha(s) := f(\alpha + s)/f(\alpha) \), \( \alpha > 0 \) via its Hadamard product. In particular, we consider the special case \( f_\alpha(s) = f_\alpha(-s) \) is even.

Thorin’s approach is to represent the reciprocal, \( f(\alpha)/f(\alpha + \sqrt{s}) = E(e^{-sH}), \ s > 0 \) as the Laplace transform of a GGC random variable, \( H \). This is known as Thorin’s condition (Bondesson, 1992). A key point is that this is only a real condition, namely \( s > 0 \). This is because analytical properties of the LT of a GGC allow us to extend the identity to the cut plane \( \mathbb{C} \setminus (-\infty, 0) \) and hence deduce that \( f \) has only real zeros.

Given a Wald couple \((X, H)\) then, if \( H \geq 0 \), we have

\[
E(e^{sX})E(e^{-s^2H}) = 1.
\]

Let \( H = B_H \) where \( B_t \) is a standard Brownian motion. Then, equivalently

\[
E(e^{sX})E(e^{is\bar{H}}) = 1.
\]

Given \( f_\alpha \), we construct pairs \((X, H)\) such that \( H \sim GGC \) and

\[
\frac{f(\alpha + s)}{f(\alpha)} = E(e^{sX}) \quad \text{and} \quad \frac{f(\alpha)}{f(\alpha + \sqrt{s})} = E(e^{-sH})
\]

The latter identity is related to Thorin’s condition.

The Riemann-Pólya framework directly tries to show that the Fourier transform

\[
\frac{f(\alpha + is)}{f(\alpha)} = E(e^{isX})
\]

is non-zero. This is true if \( X \) is infinitely divisible, then \( f \) has only real zeros. Pólya (1926) develops methods for finding real zeros of mixtures of such functions.

The Thorin-Bondesson is to find \( H \sim GGC \) such that, for the real condition,

\[
\frac{f(\alpha)}{f(\alpha + \sqrt{s})} = E(e^{-sH}), \ s > 0.
\]
2.1 van Dantzig Pairs-Wald Couples to Hadamard Products

Let \( f_\alpha(s) := f(\alpha + is)/f(\alpha) \) be an entire function of order one. Suppose that its zeros are given by \( \rho \) and the Hadamard product for \( f_\alpha(s) \) takes the form

\[
\frac{f_\alpha(s)}{f_\alpha(s+is)} = e^{-bf_s} \prod_{\rho} \left(1 - \frac{s}{\rho}\right) e^{\frac{s}{\rho}} = \exp\left(-bf_s + \sum_{\rho} \frac{s}{\rho} + \log \left(1 - \frac{s}{\rho}\right)\right).
\]

Inverting yields \( f(\alpha)/f(\alpha + is) = \exp\left(bf_s - \sum_{\rho} s/\rho + \log \left(1/(1 - s/\rho)\right)\right) \).

**Important special case:** \( f_\alpha(s) = f_\alpha(-s) \) is even

Here \( b_f = 0 \) and the zeros are \( \pm \rho \). Then replacing \( s \to is \), gives

\[
\frac{f(\alpha)}{f(\alpha + s)} = \prod_{\rho > 0} \frac{\rho^2}{\rho^2 + s^2}.
\]

Then, using Frullani’s identity, \( \log(z/z + s^2) = \int_0^\infty (1 - e^{-s^2 t}) e^{-tz} dt/t \), write

\[
\frac{f(\alpha)}{f(\alpha + s)} = \prod_{\rho > 0} \frac{\rho^2}{\rho^2 + s^2} = \exp\left\{ \int_0^\infty \log \left(\frac{z}{z + s^2}\right) U(dz) \right\}
\]

\[
= \exp\left( - \int_0^\infty (1 - e^{-s^2 t}) \frac{g(t)}{t} dt \right)
\]

\[
= E(\exp(-s^2 H)) \text{ where } H \overset{D}{=} \sum_{\rho > 0} \text{Exp}(\rho^2)
\]

where \( H \) is GGC and \( U(dz) \) is the Thorin measure, with \( \delta \) a Dirac measure.

\[
g(t) = \int_0^\infty e^{-tz} U(dz) \text{ is CM and } U(dz) = \sum_{\tau > 0} \delta_{\tau^2}(dz).
\]

An important consequence is that the zeros of \( f \) can be determined from the \( \text{Exp}(\rho^2) \) components in the convolution structure of \( H \).

2.2 Thorin’s condition

The following lemma relates a Wald-couple \((X, H)\) to a representation of an entire function and its reciprocal. In turn, this can be used to find its Hadamard product from the properties of the Thorin measure of \( H \).

**Lemma 1.** Let \((X, H)\) be a Wald couple. Suppose that the function of interest, \( f \), can be expressed as the LT

\[
\frac{f(\alpha + s)}{f(\alpha)} = E(e^{sX}).
\]
Then, the reciprocal-$f$ function is the Laplace transform (LT) of $H$, namely

$$\frac{f(\alpha)}{f(\alpha + \sqrt{s})} = E(e^{-sH}) \text{ for } s > 0.$$ 

This follows from the Wald-couple condition, $E(e^{sX})E(e^{-s^2H}) = 1$.

Equivalently, $f(\alpha)/f(\alpha + \sqrt{s})$ is an HCM function and, with $\hat{H} = B_H$,

$$\frac{f(\alpha)}{f(\alpha + is)} = \int_0^\infty e^{-s^2\Lambda(x)}dx$$

where $\Lambda(x)$ is a Pólya frequency function.

Thorin’s condition (Bondesson, 1992, p.124) is a real condition, $s > 0$,

$$\frac{f(\alpha)}{f(\alpha + \sqrt{s})} = E(\exp(-sH)) \text{ for } s > 0.$$ 

Whilst simple, the power of checking Thorin’s condition is that the LT of GGC is analytic in $C \setminus (-\infty, 0)$. Then, by analytic continuation, this equality must hold for all values of $s$ in the cut plane, namely $C \setminus (-\infty, 0)$.

Hence, the denominator, $f(\alpha + \sqrt{s})$ cannot have any zeros there, and $f(\alpha + s)$ has no zeros for $Re(s) > 0$. Then $f_\alpha(s)$ has no zeroes for $Re(s) > \alpha$ and, as $f_\alpha(s) = f_\alpha(-s)$, no zeroes for $Re(s) < \alpha$ either.

### 2.3 Finding the Thorin Measure

The following lemma identifies the Thorin measure from a Hadamard product representation and vice-versa

**Lemma 2.** (Polson, 2018). Suppose that the function $f$ (taking $b_f = 0$ w.l.o.g.) satisfies

$$\log \left( \frac{f(\alpha + s)}{f(\alpha)} \right) - s \frac{f'(\alpha)}{f(\alpha)} = \int_0^\infty (e^{-sx} - 1 + sx)e^{-\alpha x} \mu(dx)$$

for some arbitrary $\mu(dx)$. This can then be re-expressed as

$$\log \left( \frac{f(\alpha)}{f(\alpha + s)} \right) + s \frac{f'(\alpha)}{f(\alpha)} = - \int_0^\infty (1 - e^{\frac{1}{2}s^2t}) \frac{\nu_\alpha(t)}{t} dt$$

where $\nu_\alpha(t)$ is the completely monotone function

$$\nu_\alpha(t) = \frac{1}{\sqrt{2\pi}} \int_0^\infty e^{-t^2z^2} \left( \left( \int_0^\infty 2\sin^2(x\sqrt{z}/2)e^{-\alpha x} \mu(dx) \right) \frac{dz}{\sqrt{\pi z}}. \right.$$
This follows from the identities, valid for \( s > 0 \) and \( x > 0 \),

\[
e^{-sx} + sx - 1 = \int_0^\infty (1 - e^{-\frac{x^2}{2t}})(1 - e^{-\frac{x^2}{2t}}) \frac{x}{\sqrt{2\pi t^3}} dt
\]

\[
\frac{1 - e^{-x^2/2t}}{\sqrt{t}} = \int_0^\infty e^{-tz} \frac{2\sin^2(x\sqrt{z/2})}{\sqrt{\pi z}} dz
\]

In particular,

1. When \( f(s) = \Gamma(1 + s) \) then \( \mu^\Gamma(dx) = dx/(e^x - 1) \).
2. When \( f(s) = \zeta_p(s) \) then \( \mu^\zeta(dx) = \sum_{k \geq 1} (\log p)^k \delta_{k \log p}(dx) \).

We now explicitly calculate the Thorin measure and Hadamard factorizations for particular special functions.

### 2.4 Ramanujan’s Master Theorem (RMT)

A key tool for analytical continuation is via Ramanujan’s Master Theorem (RMT), see Hardy and Amdeberhan et al, (2012). Given an analytic function of the form

\[
f(x) = \sum_{k=1}^\infty \frac{\phi(k)}{k!} (-x)^k.
\]

Then, under growth conditions (Hardy-Ramanujan) on \( \phi \), for \( s \in \mathbb{C} \),

\[
\int_0^\infty x^{s-1} f(x) dx = \Gamma(s) \phi(-s).
\]

For example, if \( f(s) \) is defined for \( \Re(s) > 1 \) we can use RMT to analytically extend \( f(s) \) to \( 0 < s < 1 \) by calculating the coefficients in the expansion terms of a GGC as

\[
\frac{f(\alpha + 1)}{f(\alpha + \sqrt{1 + k})} = E[e^{-kH_{\alpha+1}}].
\]

Then RMT applies, under growth conditions, to give

\[
\frac{f(\alpha + 1)}{f(\alpha + \sqrt{1 - s})} = \frac{1}{\Gamma(s)} \int_0^\infty x^{s-1} \left\{ \sum_{k=0}^\infty \frac{(-x)^k}{k!} \frac{f(\alpha + 1)}{f(\alpha + \sqrt{1 + k})} \right\} dx
\]

\[
= \frac{1}{\Gamma(s)} \int_0^\infty x^{s-1} \left\{ \sum_{k=0}^\infty \frac{(-x)^k}{k!} E[e^{-kH_{\alpha+1}}] \right\} dx
\]

\[
= E[e^{sH_{\alpha+1}}].
\]
Replacing $s \rightarrow 1 - s$,

$$\frac{f(\alpha + 1)}{f(\alpha + \sqrt{s})} = E[e^{(1-s)H_{\alpha+1}}] = \frac{f(\alpha + 1)}{f(\alpha)} E[e^{-sH_{\alpha}^*}]$$  \hfill (2)

$$\frac{f(\alpha)}{f(\alpha + \sqrt{s})} = E[e^{-sH_{\alpha}^*}]$$  \hfill (3)

We need to check that $H_{\alpha}^*$ is still a GGC. Now the GGC property is preserved under exponential tilting and composition by Theorem 3.3.1 in Bonessson, [1, p.41]. Moreover, $\int_0^\infty e^x f_H(x) dx < \infty$. Hence $H_{\alpha}^*$ is GGC and Thorin’s condition holds for $f_\alpha(s)$.

### 3 Applications: $\Gamma$, Bessel and MacDonald functions

**Example: Gamma.** The log-gamma distribution, $X_{\alpha,\lambda} = -\lambda \log \gamma_{\alpha}$, has the following representation

$$E\left(e^{-sX_{\alpha,\lambda}}\right) = \exp\left(b_{\alpha,\lambda}s - \int_0^\infty (e^{-st} + st - 1) \frac{\nu_{\alpha,\lambda}(t)}{t} dt\right)$$

where $\nu_{\alpha,\lambda}(t) = e^{-at/\lambda}/(e^{-t/\lambda} - 1)$ is completely monotone (CM), see Pitman and Yor (2003) and Grigelionis (2008).

The Mellin-Weierstrass factorisation for the $\Gamma$-function is

$$\frac{\Gamma(a)}{\Gamma(a + s)} e^{s\psi(a)} = \prod_{k=0}^\infty \left(1 + \frac{s}{a + k}\right) e^{-s/a + k} = E\left(e^{-\frac{1}{2}s^2H_a^\Gamma}\right)$$

where $H_a^\Gamma = \sum_{k=0}^\infty (a + k)^{-2} H_{1,k}$.

Let $H_a \sim \frac{1}{2}a^2\gamma_2$ with density $(1/a^2\sqrt{2\pi}x^5) \exp(-1/(2a^2x))$. Let $\hat{H}_a = B_{H_a}$. Then

$$E\left(e^{is\hat{H}_a}\right) = E\left(e^{-\frac{1}{2}s^2H_a}\right) = \left(1 + \frac{|s|}{a}\right) e^{-\frac{|s|}{a}}.$$  

This distribution is a convolution of double exponentials with density $\frac{1}{2a} e^{-\frac{|s|}{a}}$.

Direct calculation (Kendall, 1961) finds the convolution

$$\frac{1}{4a} \left(1 + \frac{|s|}{a}\right) e^{-\frac{|s|}{a}} = \int_0^\infty \frac{1}{2a} e^{-\frac{|s-z|}{a}} \frac{1}{2a} e^{-\frac{|z|}{a}} dz.$$  

Barndorff-Nielsen, Sorenson and Kent (1982) provide direct calculation of the GGC distribution, $H$, in the Wald couple representation for a number of hyperbolic functions.

**Example: 1/Gamma.** The reciprocal gamma function is a scale mixture of normals (Hart-
man (1976, section 6) which follows from the CM representation
\[
\frac{e^{-\gamma\sqrt{s}}}{\Gamma(1 + \sqrt{s})} = \int_{0}^{\infty} e^{-st} P_{\gamma}(dt)
\]
where \(\gamma = -\psi(1)\) is Euler’s constant and \(P_{\gamma}(dt)\) is a finite measure.

This can be used with the Gamma-distribution results to find a Wald couple \((X, H)\) for \(e^{-\gamma s}/\Gamma(1 + s)\), see Roynette and Yor (2005).

**Example: Gumbel.** The Gumbel distribution, \(X = \log E\), with cdf \(\exp(-e^{-x})\) has LT
\[
E(e^{-sX}) = \Gamma(1 + s) = \exp\left(-\gamma s + \int_{0}^{\infty} (e^{-st} - 1 + st) \frac{dt}{t(e^t - 1)}\right)
\]
As \(g(t) = 1/(e^t - 1)\) is CM, we have \(X \sim EGGC\).

Hinds (1974) shows that if \(X_1\) has density \(2/\sqrt{\pi}\exp(x - e^{2x})\) and \(X_2 \overset{D}= -X_1\), then the c.f.s are
\[
f_1(s) = \frac{1}{\sqrt{2\pi}} \Gamma(\frac{1}{2} + is) \quad \text{and} \quad f_2(s) = \frac{1}{\sqrt{2\pi}} \Gamma(\frac{1}{2} - is)
\]
respectively. Neither of which falls into the van Dantzig class. However, \(X = X_1 + X_2\) has c.f. \(f_1(s)f_2(s) = 1/cosh(\frac{1}{2}\pi s)\) which lies in the van Dantzig class.

**Example: symBeta.** Hinds (1974), Amdeberhan et al (2012), Hasebe, Simon and Wang (2018) consider the symmetric Beta distribution (a.k.a power semi-circular distribution). This generalises the arc-sine, uniform and Wigner’s semi-circle distribution \((\nu = -\frac{1}{2}, \frac{1}{2}, 1, \text{respectively})\), where \(X_\nu\) has density
\[
p_\nu(x) = \frac{1}{B(\nu + \frac{1}{2}, \frac{3}{2})} (1 - x^2)^{\nu - \frac{1}{2}} \mathbb{1}_{-1 < x < 1}, \quad \nu > -\frac{1}{2}.
\]
The characteristic function is given by a Bessel function of the first kind
\[
f_\nu(s) = E(e^{isX_\nu}) = (s/2)^{-\nu} \Gamma(\nu + 1) J_\nu(s) = \prod_{n \geq 1} \left(1 - \frac{s^2}{j_{\nu,n}^2}\right)
\]
where \(j_{\nu,n}\) denotes the Bessel zeros, see Jurek (2010). For \(\nu \geq -\frac{1}{2}\), \(g_\nu(s) = 1/f_\nu(is)\) is also a characteristic function.

Specifically, if \(H_\nu := \sum_{n \geq 1} L_n/j_{\nu,n}\) where \(L_n\) are i.i.d. Laplace with density \(e^{-\frac{1}{2}|x|}\),
\[
E(e^{isH_\nu}) = \prod_{n \geq 1} \left(1 + \frac{s^2}{j_{\nu,n}^2}\right)^{-1} = \frac{1}{f(is)}.
\]
Hence we have a van Dantzig class.

Special cases include the pairs \(f_{-\frac{1}{2}}(s) = \cos s, g_{-\frac{1}{2}}(s) = 1/cosh(s)\) and \(f_{\frac{1}{2}}(s) = \sin s/s, g_{\frac{1}{2}}(s) = s/sinh(s)\) which we discuss in Section 4.
Example: Bessel functions (Pólya, 1926) Define the Bessel and Macdonald functions

\[ K_z(a) = \int_0^\infty e^{-\frac{a}{2}(t+1)} t^{z-1} dt \]
\[ \mathcal{G}(z, a) = \int_{-\infty}^\infty e^{-a(u^2+e^{-u})+zu} du \]

where \( K_z(a) = \int_{-\infty}^{\infty} \cosh(zu)e^{-\frac{a}{2}(e^u+e^{-u})} du \) and \( K_x(2x) = \mathcal{G}(z, x) \), see Biane (2009).

For the Macdonald function, let \( T_a \) denote the inverse Gaussian, \( T_a \), with density

\[ p_a(t) = \frac{ae^a^2}{\sqrt{2\pi t^3}} e^{-\frac{a^2}{2}(t+1)^{-1}} dt. \]

The Mellin transform is given by

\[ E(T^s) = \sqrt{\pi} a^{-1} K_{\frac{1}{2}+s}(a^2) = \sqrt{\pi} a^{-1} \mathcal{G}\left\{ (\sigma - \frac{1}{2}) + it, a^2 \right\} \]

Pólya showed \( K_{\sigma-\frac{1}{2}+it}(\mu) \) has zeros only on the line \( \sigma = \frac{1}{2} \) by using the identity

\[ \int_0^\infty t^{(\sigma-\frac{1}{2})-1}e^{-\frac{a}{2}(t+1)^{-1}} dt = \sqrt{2\pi a^{-2}} e^{-a^2} \mathcal{G}\left\{ (\sigma - \frac{1}{2}) + it, a^2 \right\}. \]

4 Applications: Trigonometric and Hyperbolic functions

Example: \( \cosh \) and \( \sinh \). The Hadamard products for hyperbolic functions are

\[ \cosh(s) = \prod_{i=1}^\infty \left( 1 + \frac{s^2}{(n-\frac{1}{2})^2\pi^2} \right) \quad \text{and} \quad \frac{\sinh s}{s} = \prod_{n=1}^\infty \left( 1 + \frac{s^2}{n^2\pi^2} \right). \]

The latter is known as Euler’s product formula. Following Section 2.1, this Hadamard product can be represented as a LT of a GGC density with a Thorin measure.

For \( \sinh(s)/s \), let \( E_n \) be a sequence of i.i.d exponentials and define

\[ S_1 \overset{D}{=} \frac{2}{\pi^2} \sum_{n=1}^\infty \frac{E_n}{n^2} \quad \text{with} \quad E(e^{sS_1}) = \frac{s}{\sinh s}. \]

Here we can write

\[ \log (as/\sinh(as)) = \int_0^\infty (e^{-\frac{1}{2}a^2t} - 1) \sum_{n=1}^\infty e^{-\pi^2n^2/a^2t} dt. \]

The Lévy and Thorn measures are given by

\[ \mu(dt) = 2 \sum_{n=1}^\infty e^{-\frac{a^2}{2\pi^2}n^2} dt \quad \text{and} \quad \nu(dt) = 2 \sum_{n=1}^\infty \delta_{\frac{1}{2}n^2/a^2}(dt). \]
Let $W_a = S_a + S'_a$ where $S'_a = S_a$ and
\[
\mathbb{E} \left( e^{-\frac{1}{2} s^2 S_a} \right) = \frac{as}{\sinh(as)}.
\]
The Mellin transform, $\mathbb{E} (W_a^s) = 2(2a^2/\pi)^s \xi(s)$ relates to $\xi$-function (Williams, 1990).

The density of $W_a$ is determined via Laplace inversion (Ciesielski and Taylor, 1962)
\[
\mathbb{P} (W_a \in dx) = \sum_{n=1}^{\infty} \pi^2 (\pi^2 n^2/a^2 - 3) \frac{n^2}{a^2} e^{-\pi^2 n^2 x/a^2} dx.
\]

Jurek (2003) and Jurek and Yor (2010) provide calculations of van Dantzig pairs and Wald couples for hyperbolic functions.

The sum representation of $\sinh x$ is given by
\[
\frac{\pi}{\sinh(\pi s)} = \frac{2\pi}{e^{\pi s} - e^{-\pi s}} = \pi \sum_{m \in \mathbb{Z}} (-1)^m \frac{s^2 + m^2}{s^2 + m^2}.
\]

Finally, $X \sim U(-a, a)$ is mean-zero ferromagnetic (Kac, 1974, Williams, 1990) with
\[
E(e^{sX}) = \frac{\sinh(as)}{as} = \prod_{n=1}^{\infty} \left( 1 + \frac{a^2 s^2}{n^2 \pi^2} \right).
\]

Biane, Pitman and Yor (2001) and Devroye (2009) define the following random variables
\[
C_1 \overset{D}{=} \sum_{n=1}^{\infty} \frac{\Gamma_{1,n}}{(n-\frac{1}{2})^2} \text{ with } \mathbb{E} \left( e^{-\frac{1}{2} s^2 C_1} \right) = \frac{1}{\cosh(s)}.
\]

Hyperbolic powers follow from
\[
C_2 \overset{D}{=} \sum_{n=1}^{\infty} \frac{\Gamma_{2,n}}{(n-\frac{1}{2})^2} \text{ with } \mathbb{E} \left( e^{-\frac{1}{2} s^2 C_2} \right) = \frac{1}{\cosh^2(s)}.
\]

Let $X$ be a random variable with LT given by
\[
E \left( e^{-sX} \right) = \frac{1}{\cosh(\sqrt{s})} = \text{sech}(\sqrt{s}) = 4\pi \sum_{k \geq 0} \frac{(-1)^k (2k + 1)}{\pi^2 (2k + 1)^2 + 4s}.
\]

The LT of an $Exp(\lambda)$ random variable is given by $\lambda/(\lambda + s)$. Hence inverting term-by-term, we see that $X$ is a sum of exponentials known as a Pólya-Gamma distribution and a GGC.

The Weierstrass-Hadamard product formula for $\cosh x$ is given by
\[
\cosh(s) = \prod_{k=0}^{\infty} \left( 1 + \frac{4s^2}{(2k + 1)^2 \pi^2} \right)
\]
Taking logs and differentiating gives

\[
\frac{\tanh(s)}{s} = \sum_{k=0}^{\infty} \frac{8}{(2k+1)^2 \pi^2 + 4s^2}
\]

Hence, we can also find a representation of \( \tanh(s)/s \).

This class is related to Ramanujan’s class \( \prod_{k=0}^{\infty} \left( 1 + \frac{s^2}{(a+kd)^2} \right) \).

**Example: Z Distributions.** Barndorff-Nielsen, Kent and Sorensen (1983) define the class of random variables \( H_{\delta, \gamma} \) on \( (0, \infty) \) which have mgf

\[
E \left( e^{sH_{\delta, \gamma}} \right) = \prod_{k=0}^{\infty} \left( 1 - \frac{s^2}{(\delta + k)^2 - \gamma} \right)^{-1}, \ \delta > 0, \gamma < \frac{1}{2}\delta^2.
\]

Now \( H_{\delta, \gamma} \) lies in the class of infinite convolutions of exponentials also known as the class of Pólya distributions with support \( (0, \infty) \).

The hyperbolic secant distribution \( 1/\sqrt{2\pi} \cosh(\sqrt{\pi/2}x) \) is a special case of a Z-distribution: \( Z(1, 1, 0, 0) \). The density of a symmetric \( Z(\delta, \delta, 1, 0) \) random variable is given by

\[
\frac{1}{4^\delta B(\delta, \delta)} \frac{1}{\cosh(x/2)^{2\delta}}
\]

The symmetric Z-distributions are normal variance mixtures under \( H(\delta, 0) \) with

\[
E \left( e^{isH_{\delta, 0}} \right) = g(s) = \prod_{k=0}^{\infty} \left( 1 + \frac{s^2}{(\delta + k)^2} \right)^{-1} = \frac{\Gamma(\delta + is)\Gamma(\delta - is)}{\Gamma(\delta)^2}
\]

Here \( \lambda_k = \frac{1}{2}(\delta + k)^2 \). Hence the density is given by

\[
p(u) = -\sum_{k=1}^{\infty} \left( -\frac{2\delta}{k} \right) \frac{\delta + k}{B(\delta, \delta)} e^{-\frac{1}{2}(\delta+k)^2u}, \ u > 0
\]

where the residues alternate in sign.

**Example: Ostrovskii.** Define a general class of hyperbolic functions, denoted by \( f_{\delta}(\cosh t) \), by the conditions \( \frac{1}{2} < C < B, \delta > 0 \) and \( \sum_{k=1}^{\infty} a_k < \infty \), with

\[
f_{\delta}(z) = \frac{1}{z^2} - \frac{1}{Cz} + \delta g(z), \ \text{where} \ g(z) = \sum_{k=1}^{\infty} \frac{a_k}{z + h_k}.
\]

Ostrovskaia (1970) shows that the following functions are characteristic functions (c.f.), when \( \delta \) is chosen to be small enough, \( f_{\delta}(\cosh t) \) is a van Dantzig class, with

\[
\phi_{\delta}(t) = \frac{f_{\delta}(\cosh t)}{f_{\delta}(1)} \quad \text{and} \quad \frac{1}{\phi_{\delta}(it)} = \frac{f_{\delta}(1)}{f_{\delta}(\cos t)}
\]
To show the $\phi_\delta(t)$ is a c.f. it is enough to show that the following function is summable and non-negative on $0 \leq x < \infty$

$$h_\delta(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ix} \phi_\delta(t) dt$$

The following formulas prove useful:

$$\int_{-\infty}^{\infty} \frac{e^{itx}}{\cosh t + b} dt = \frac{2\pi}{\sin \alpha} \frac{\sinh(\pi - \alpha)x}{\sinh \pi x}, \quad -1 < b < 1, 0 < \alpha < \pi, \cos \alpha = -b$$

$$\int_{-\infty}^{\infty} \frac{e^{itx}}{\cosh t + b} dt = \frac{2\pi}{\sinh \alpha \sinh \pi x}, \quad b > 1, \alpha > 0, \cosh \alpha = -b$$

$$\int_{-\infty}^{\infty} \frac{e^{itx}}{\cosh^2 t} dt = \frac{2\pi}{\sinh \pi x} x \cosh(\frac{\pi}{2} x)$$

which follow from the theory of residuals. Now write, with $\alpha_k > 0$, $\cosh \alpha_k = h_k$,

$$f_\delta(1) h_\delta(x) = \frac{1}{\sinh \pi x} \left\{ x \cosh(\frac{\pi}{2} x) - \frac{1}{C} \sinh(\frac{\pi}{2} x) + \delta \sum_{k=1}^{\infty} \frac{a_k}{\sinh \alpha_k} \right\}$$

Thus the function $h_\delta(x)$ is summable.

Since $\alpha_k \geq \beta > 0$, where $\cosh \beta = B$, and $|\sin \alpha_k x|/\sinh \alpha_k \leq \alpha_k x/\sinh \alpha_k \leq \sinh \beta$ for $x \geq 0$, we have

$$f_\delta(1) p_\delta(x) \geq \frac{1}{\sinh \pi x} \left\{ x \cosh(\frac{\pi}{2} x) - \frac{1}{C} \sinh(\frac{\pi}{2} x) - x \frac{\delta \beta}{\sinh \beta} \sum_{k=1}^{\infty} a_k \right\}$$

When $\delta$ is small enough, the r.h.s. is non-negative $\forall x \geq 0$ as $C > \pi/2$. As $f_\delta(1) > 1$, when $\sigma$ is small enough, $h_\delta(x)$ is non-negative. Therefore, $\phi_\delta(t)$ is a c.f. Ostrovskii (1970) shows that $f_\delta(1)/f_\delta(\cos \sigma)$ is also a characteristic function.

5 Application: Riemann $\xi$ and $L$ functions

5.1 Riemann $\zeta$-function

Riemann (1859) defines the zeta function, $\zeta(s)$, as the analytic continuation of $\sum_{n=1}^{\infty} n^{-s}$ on $\Re(s) > 1$ and Euler’s product formula, for $\alpha > 1$, gives

$$\zeta(\alpha + s) = \prod_{p \text{ prime}} (1 - p^{-\alpha-s})^{-1} = \prod_{p \text{ prime}} \zeta_p(\alpha + s) \text{ where } \zeta_p(s) := p^s/(p^s - 1)$$
Now \( \zeta(\alpha) = \prod_p \zeta_p(\alpha) \), yields

\[
\log \frac{\zeta(\alpha + s)}{\zeta(\alpha)} = \sum \log \frac{1 - p^{-s}}{1 - p^{-\alpha}} = \sum_p \sum_{r=1}^{\infty} \frac{1}{p^{s+\alpha r}(e^{-sr\log p} - 1)}
\]

\[
= \int_0^{\infty} (e^{-sx} - 1)e^{-\alpha x} \frac{\mu(\alpha)(dx)}{x}
\]

where \( \mu(\alpha)(dx) = \sum_p \sum_{r=1}^{\infty} (\log p) \delta_r p^{-r-\alpha} \).

Hence Lemma 2 applies.

### 5.2 Riemann \( \xi \)-function

The \( \xi \)-function is defined by

\[
\xi(s) = \frac{s}{2}(s - 1)\pi^{-\frac{1}{2}s}\Gamma\left(\frac{1}{2}s\right) \zeta(s).
\]

The \( \xi \)-function is an entire function of order one and hence admits a Hadamard factorisation, see Titchmarsh (2.12.5).

Riemann showed \( \xi(s) \) is a Mellin transform. Pólya (1926) constructed a random variable \( X_{\frac{1}{2}} \), with symmetric density such that

\[
\zeta(\frac{1}{2} + is) = E(e^{isX_{\frac{1}{2}}}), \quad \forall s \in \mathbb{C}.
\]

The density depends on the Jacobi function with tails \( p(x) \sim 4\pi^2 e^{\frac{2}{x} - \pi e^{2x}} \) as \( x \to \infty \),

\[
p(x) = \frac{1}{\xi(\frac{1}{2})} \sum_{n=1}^{\infty} p_n(x) \quad \text{and} \quad p_n(x) := 2n^2\pi(2\pi n^2 e^{-2x} - 3)e^{-\frac{2}{x} + \pi n e^{-2x}}.
\]

Khintchine showed infinitely divisibility of \( X_\sigma \) for \( \sigma > 1 \), where

\[
\frac{\xi(\sigma + is)}{\xi(\sigma)} = E(e^{isX_{\sigma}})
\]

This is not infinitely divisible for \( \frac{1}{2} < \sigma < 1 \), as it has a signed Lévy measure

\[
\frac{\xi(\sigma + is)}{\xi(\sigma)} = \exp \left( -2 \int_0^{\infty} (e^{-isx} - 1) \sum_{\tau} \frac{\cos(\tau x)}{xe^{(\sigma - \frac{1}{2})x}} dx \right).
\]

Polson (2018) constructs GGC representations, \( H_\alpha^\xi \) for \( \alpha > 1 \), such that

\[
\frac{\xi(\alpha)}{\xi(\alpha + \sqrt{s})} e^{-b_\alpha \sqrt{s}} = E(\exp(-sH_\alpha^\xi)), \quad s > 0
\]

where \( b_\alpha = -\frac{\xi'}{\xi}(\alpha) + \frac{1}{\alpha - 1} \).
Moreover, Thorin’s condition holds for the reciprocal \( \xi \)-function
\[
\frac{\xi(\frac{1}{2})}{\xi(\frac{1}{2} + \sqrt{s})} = E(\exp(-sH^c_\xi)), \ s > 0.
\]

Chaudry and Qadir (2012) provide growth conditions for the reciprocal zeta function, \( 1/\zeta(s) \) and reciprocal gamma \( 1/\Gamma(s) \) function thus allowing RMT to provide an analytical continuation of the \( \xi \)-function to the strip \( 0 < s < 1 \).

Hayman-Grosswald (1966) provides the growth condition for \( \xi \) for RMT to hold true.

5.3 L-functions

Consider a Dirichlet L-series, defined for \( \text{Re}(s) > \sigma \), given by
\[
L_\chi(s) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s}.
\]

Here \( \chi \) is a completely multiplicative Dirichlet character. A Dirichlet L-series then admits an Euler product
\[
L_\chi(s) = \prod_p (1 - \chi(p)p^{-s})^{-1} \text{ for } \text{Re}(s) > \sigma.
\]

Define the regularized L-function by
\[
\Lambda(s, \chi) := \left(\pi/k\right)^{-\frac{1}{2}(s+\epsilon)}\Gamma(\frac{1}{2}(s + \epsilon))L_\chi(s)
\]
where \( \tau(\chi) \) is the Gauss sum, with \( \tau(\chi) = \sum_{n=1}^{k} \chi(n)e^{2\pi in/k} \) and \( \epsilon = 0 \) if \( \chi(-1) = 1 \) and \( \epsilon = 1 \) if \( \chi(-1) = -1 \). This construction leads to a functional equation, and a symmetry property, similar to the \( \xi \)-function, given by
\[
\Lambda(s, \chi) = (-1)^\epsilon \tau(\chi)\Lambda(1 - s, \bar{\chi}).
\]

Kuznetsov (2017) provides Lévy calculations for Dirichlet L-series. First, write
\[
L_\chi(s) = \prod_p (1 - \chi(p)p^{-s})^{-1} = \exp \left( - \sum_p \log(1 - \chi(p)p^{-s}) \right)
\]
\[
= \exp \left( \sum_p \sum_{n \geq 1} \frac{\chi(p)^k}{kp^{ks}} \right) = \exp \left( \sum_{n \geq 2} \frac{\Lambda(n)\chi(n)}{\log(n)n^\sigma} \right).
\]

Then define the finite measure, \( \mu_L(dx) \), with mass \( \mu_L((0, \infty)) = \log L_\chi(\sigma) \), by
\[
\mu_L(dx) = \sum_{n \geq 2} \frac{\Lambda(n)\chi(n)}{\log(n)n^\sigma} \delta_{\log n}(dx).
\]
Dirichlet L-series Hadamard products follow from Section 3.4. Using Lemma 2, we can define the associated Thorin measure $\nu_L(dt)$ for the reciprocal $\Lambda_L$ function, namely

$$\nu_L(t) = \frac{1}{\sqrt{2\pi}} \int_0^\infty e^{-tz} \left( \int_0^\infty 2\sin^2(x\sqrt{z/2})e^{-\alpha x} \mu_L(dx) \right) \frac{dz}{\sqrt{\pi z}}.$$ 

Hence, there exists a corresponding GGC random variable that allows you to represent the reciprocal of $\Lambda(s, \chi)$ as the Laplace transform of $H_L$.

There is also a Poisson process interpretation. Specifically, let $(N_t)_{t \geq 0}$ be a Poisson process with rate $\lambda$ and $E(N_t) = \lambda t$. Any Bernstein function $\kappa + \delta s + \int_0^\infty (1 - e^{-sx}) \mu(dx)$ has an associated subordinator, $X_t$. This generates powers of $L$-series.

Define the subordinator $X_t = \delta t + \sum_{j=0}^{N_t} V_j$ where $V_j$ are realizations from $c_L^{-1} \mu_L(dx)$. Then the LT, with $\phi_X(s) = \int_0^\infty (1 - e^{-sx}) \mu(dx)$, satisfies

$$E(\exp(-sX_t)) = \exp(-t\phi_X(s)) = \left( \frac{L_X(s + \sigma)}{L_X(\sigma)} \right)^t.$$ 

Given $X_t$, let $Z_t = t/c - X_t$ with first passage time $Y_x := \inf \{t > 0 : Z_t > x\}$.

Then $Y_x$ is a subordinator such that for $w, x > 0$, $E(\exp(-wY_x)) = \exp(-x\phi_Y(w))$ where $z/c - \phi_X(z) = w \iff z = \phi_Y(w)$ for $w > 0$. Kendall’s identity then provides number theoretic results. See Kendall (1961).

### 5.4 Dedekind $\eta$-function

The Dedekind $\eta$-function is given by

$$\eta(ix) = q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^n) \quad \text{where} \quad q = e^{-2\pi x}.$$ 

Euler’s identity yields

$$\eta(ix) = \frac{2}{\sqrt{3}} \sum_{n=0}^{\infty} \cos\left(\frac{\pi}{6} (2n + 1)\right) q^{\frac{1}{48} (2n+1)^2}.$$ 

Glasser (2009) finds the LT of powers of $\eta$ as follows. Calculating, with $q = e^{-2\pi x}$,

$$\int_0^1 q^{y-1} \eta(ix) dx = \frac{2\pi}{\sqrt{3}} \sum_{n=0}^{\infty} \cos\left(\frac{\pi}{6} (2n + 1)\right) \int_0^\infty e^{-2\pi (y + \frac{1}{24} (2n+1)^2)x} dx = \pi \sqrt{\frac{2}{y}} \sinh\frac{\sqrt{8y/3}}{\sqrt{6y}}.$$ 

Using the identity (Appendix A)

$$\sum_{n=0}^{\infty} \frac{\cos\left(\frac{\pi}{6} (2n + 1)\right)}{(2n + 1)^2 + (2z)^2} = \frac{\pi}{8z} \frac{\sinh(2\pi z/3)}{\cosh(\pi z)}.$$
Letting $s = 3\pi y$, gives the LT of $\eta$ as

$$
\int_0^\infty e^{-sx} \eta(ix) dx = \sqrt{\frac{\pi}{s}} \sinh \frac{2\pi s/3}{3} \cosh \frac{\sqrt{3\pi s}}{s}.
$$

Jacobi’s triple product identity yields

$$
\eta^3(ix) = \sum_{n=0}^\infty (-1)^n (2n+1)q^{\frac{1}{2}(2n+1)^2} \text{ where } q = e^{-2\pi x}.
$$

This yields LT of $\eta^3$ as

$$
\int_0^\infty e^{-sx} \eta^3(ix) dx = \text{sech}(\sqrt{\frac{\pi s}{12}}) = 4\pi \sum_{k \geq 0} \frac{(-1)^k (2k+1)}{\pi^2 (2k+1)^2 + 4\pi s}.
$$

The Dirichlet beta function, $\beta(s) = \sum_{n\geq 1} (-1)^n / (2n+1)^s$ arises as the Mellin transform of $\text{sech}(\sqrt{\frac{2\pi}{3}}x)$.

### 5.5 Ramanujan $\tau$-function

de Bruin (1950) and Walker (1988) consider zeros of trigonometric functions. Let $\tau(n)$ be defined via its generating function

$$
g(y) = \sum_{n=1}^\infty \tau(n)y^n = y \prod_{k=1}^\infty (1 - y^k)^{24}.
$$

Ramanujan defined his $\tau$-function, $L_\tau(s)$, by the series, where

$$
L_\tau(s) = \sum_{n=1}^\infty \tau(n)n^{-s}.
$$

This satisfies

$$
\sum_{n=1}^\infty \tau(n)n^{-s} = \prod_p (1 - \tau(p)p^{-s} + p^{1-2s})^{-1}
$$

where the series and product are absolutely convergent for $Re(s) > \frac{13}{2}$. Lemma 2 also applies. $L_\tau(s)$ can be continued to the whole plane by constructing $\xi_\tau(s)$ and $\Xi_\tau(s)$ as

$$
\xi_\tau(s) = (2\pi)^{-s}\Gamma(s)L_\tau(s) \text{ and } \Xi_\tau(s) = \xi(6 + is).
$$

The generating function satisfies a functional identity

$$
x^6 g(e^{-2\pi x}) = \left(g(e^{-2\pi x})g(e^{-2\pi /x})\right)^{\frac{3}{2}}.
$$
Then we can write this as a Fourier transform

\[ \Xi_t(s) = (2\pi)^{-s-6} \xi_t(s+6) \Gamma(s+6) = \int_0^\infty x^{s+5} g(e^{-2\pi x}) dx. \]

Using the functional identity, this implies \( \Phi_t(t) = \Phi_t(-t) \), and

\[ \Xi_t(s) = \int_{-\infty}^\infty e^{ist} \Phi_t(t) dt = \int_{-\infty}^\infty e^{ist} e^{-2\pi t} \prod_{k=1}^\infty (1 - e^{-2\pi k t})^{12} (1 - e^{-2\pi k t^{-1}})^{12} dt. \]

Alternatively, we can write \( F_t(t) = e^{6t} e^{-2\pi t^2} \prod_{n=1}^\infty (1 - e^{-2\pi t^2})^{24} \) and \( \Xi_t(t) = \int_{-\infty}^\infty e^{ist} F_t(t) dt. \)

The Weierstrass product form can be calculated using \( \sigma_{-1}(n) = \sum_{d|n} d^{-1} \) as

\[ \prod_{n=1}^\infty (1 - e^{-2\pi n x}) = \exp \left( -\sum_{n=1}^\infty \sigma_{-1}(n) e^{-2\pi n x} \right). \]

See Conrey and Ghosh (1994) for further discussion.

### 5.6 Birch-Swinnerton-Dyer (BSD) conjecture

Solvability of equations is directly related to the L-function of the elliptic curve, \( E \), that maps out the solution. Using the modularity of \( E \), one can associate with it the L-function, \( L_E(s) := \sum_{n=1}^\infty a(n)n^{-s}, s > \frac{3}{2} \) where, if \( n \) is prime, the coefficients \( a(n) \) are related to the number of solutions in integers modulo \( n \) of the equation defining the curve. Modularity allows us to extend \( L \) to \( s = 1 \) and write \( L_E(1) = S\Omega \) where \( \Omega > 0 \).

The BSD conjecture simply states that an elliptic curve has infinitely many rational points if and only if \( S = 0 \), otherwise \( S = 1 \). One can define a regularised L-function for \( E \), denoted by \( \Lambda_E(s) \), which satisfies a functional equation \( \Lambda_E(s) = \pm \Lambda_E(2-s) \), via an entire continuation to \( \mathbb{C} \), namely

\[ \Lambda_E(s) := \left( \frac{\sqrt{N_E}}{2\pi} \right)^{-s} \Gamma(s) L_E(s) \]

where \( N_E = \prod_p p^{f_p} \) is the conductor which can be computed by Tate’s algorithm. This too has a Thorin representation.

Applying Lemma 2, to the reciprocal \( \Lambda_E \)-function, allows us to write each of these terms in Thorin form, Hence, there exists a GGC random variable, denoted by \( H_E \), associated with \( E \) that calculates \( 1/\Lambda_E(s) \) and \( S \) can be calculated via the LT of \( H_E \).
6 Discussion

The Hadamard-Weierstrass factorisation of an entire function is related to van Dantzig pairs and Wald couples of random variables. In particular, we focus on entire functions from the Laguerre-Polya class and show how the Wald couple is related to generalized gamma convolutions (GGCs).

Our methodology characterizes the zeros of entire functions by essentially calculating the convolution representation of the underlying GGC Thorin measure. Applications to a variety of special functions are provided including the general class of L-functions and Riemann’s $\zeta$- and $\Xi$-functions, Ramanujan’s $\tau$-function and Dedekind’s $\eta$-function and $\Gamma$ and Hyperbolic functions.
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8 Appendix A

8.1 Dedekind Eta

First, we show the following identity

\[
\sum_{n=0}^{\infty} \frac{\cos\left[\frac{\pi}{6}(2n+1)\right]}{(2n+1)^2 + (2z)^2} = \frac{\pi}{8z} \frac{\sinh(2\pi z/3)}{\cosh(\pi z)}.
\]

Let \( f(x) = \cosh \alpha x \) with Fourier series, on \([-\pi, \pi]\), given by

\[
f(x) = \frac{a_0}{2} + \sum_{n=1}^{\infty} a_n \cos nx + b_n \sin nx
\]

where \( b_n = 0, \forall n \) by symmetry. Direct calculation yields

\[
a_n = \frac{2}{\pi} \int_{0}^{\pi} \cosh \alpha x \cos nx \, dx = \frac{2\alpha \sinh \pi \alpha}{\pi} \frac{\pi \alpha}{\alpha^2 + n^2} \cos \pi n
\]

Hence,

\[
\cosh \alpha x = \frac{\sinh \pi \alpha}{\pi \alpha} + \frac{2\alpha \sinh \pi \alpha}{\pi} \sum_{n=1}^{\infty} \frac{\cos \pi n \cos nx}{\alpha^2 + n^2}
\]

Evaluating at \( x = \pi - y \) yields

\[
\cosh \alpha y \cosh \pi \alpha - \sinh \alpha y \sinh \pi \alpha = \frac{\sinh \pi \alpha}{\pi \alpha} + \frac{2\alpha \sinh \pi \alpha}{\pi} \sum_{n=1}^{\infty} \frac{\cos ny}{\alpha^2 + n^2}
\]

Rearranging, for \( x \in [0, 2\pi] \), gives

\[
\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\alpha \cos nx}{\alpha^2 + n^2} = \cosh \alpha x \coth \pi \alpha - \sinh \alpha x - \frac{1}{\pi \alpha}.
\]

Define

\[
S(\alpha, x) = \frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\alpha \cos nx}{\alpha^2 + n^2}.
\]
Split into odd and even terms

\[
S(\alpha, x) = \frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\alpha \cos(2n)x}{\alpha^2 + (2n)^2} + \frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\alpha \cos(2n+1)x}{\alpha^2 + (2n+1)^2}
\]

\[
= \frac{1}{2} S\left(\frac{\alpha}{2}, 2x\right) + \frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\alpha \cos(2n+1)x}{\alpha^2 + (2n+1)^2}
\]

Therefore, for \( x \in [0, \pi] \),

\[
\frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\alpha \cos(2n+1)x}{\alpha^2 + (2n+1)^2} = S(\alpha, x) - \frac{1}{2} S\left(\frac{\alpha}{2}, 2x\right)
\]

\[
= \cosh \alpha x \left( \coth \pi \alpha - \frac{1}{2} \coth \frac{\pi}{2} \alpha \right) - \frac{1}{2} \sinh \alpha x
\]

\[
= \frac{1}{2} \sinh \frac{\alpha}{2} \alpha \left( \pi - 2x \right) \cosh \frac{\alpha}{2} \pi.
\]

Hence, for \( x \in [0, \pi] \),

\[
\sum_{n=0}^{\infty} \frac{\cos \left[ \left(2n+1\right)x \right]}{\alpha^2 + (2n+1)^2} = \frac{\pi}{4\alpha} \frac{\sinh \alpha (\pi - 2x)/2}{\cosh \alpha \pi/2}.
\]

Let \( x = \pi/6 \) and \( \alpha = 2z \) to obtain

\[
\sum_{n=0}^{\infty} \frac{\cos \left[ \frac{\pi}{6} \left(2n+1\right) \right]}{(2n+1)^2 + (2z)^2} = \frac{\pi}{8z} \frac{\sinh (2\pi z)}{\cosh (\pi z)}.
\]

Setting \( z = \sqrt{b}y \) yields the desired result.